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The measurement process is fundamental in physics. It is accompanied by
intrinsic errors, noise, and uncertainties. The art of measuring is to know the
errors of each measurement, to estimate their magnitude and their inuence on
the nal result, and to suppress noise wherever possible. This guarantees the
signicance, quality, and accuracy of the experiment. A short introduction to
current techniques and their physical and mathematical background is given.
1 Introduction
This time it is all about measurement. The measurement process is the basis of all advances in under-
standing. This is still true, although a typical measurement nowadays consists of a huge number of single
measurements. Especially for high-energy physics experiments, but also in accelerator physics and tech-
nology, a lot of individual subsystem components, a lot of different detectors and sensors, and lots of
actuators have to cooperate.
Each of the fundamental sensor components of the machine produces signals in the form of volt-
ages or currents. Nowadays these signals are more or less compatible, independent of what physical
process has produced them. So it is possible to combine them. Each of these measurements is accom-
panied by intrinsic errors, noise, and uncertainties. The art of measuring, now, is to determine the errors
of each measurement, to estimate their magnitude and their inuence on the nal result, and to suppress
noise wherever possible. This guarantees the signicance, quality, and accuracy of the experiment.
An account of the various sources of error in typical measuring methods is highlighted. This in-
cludes the unavoidable sources of noise in the analog signal domain, errors caused by the quantization in
the digitization process, as well as systematic errors which are intrinsic to the measuring setup. Standard
techniques for their extensive prevention as well as for the correct treatment of the different error con-
tributions are well established. What is common to all of them is that they make use of either statistical
methods or signal ltering. These two domains are closely linked to each other. The proportions of the
error propagate through the physical systems used, much like real noise signals do. Knowledge of how
they contribute to the nal measured value is of maximum importance for the experimentalist. Otherwise
the apparatus will not tell him anything.
The rst section of this lecture covers the standard signal path in modern physics experiments.
In the second section we introduce various classes of possible distortions to the (analog) signals of a
measurement, namely noise, its sources, the fundamental characteristics and measures. The third section
focuses on statistical methods with which specially sampled (digital) data can be processed. To deal
with noise in the digital domain, we introduce the fundamental statistical tools, and ways to extract
useful values, including an estimate of their accuracy, out of the data. We are going to look at how the
error propagates through the processing path and how a model hypothesis can be proved or disproved
by experimental data. In the fourth part we briey come back to the concept of power spectral density,
and develop a general but more advanced understanding of (complex, amplitude and phase) noise and
its propagation in electronic circuits. The fth and last section will give a short overview of specialized
techniques that make use of stochastic signals in accelerator control and beam diagnostics. For all cases
where noise is unwanted and where it must be ltered, we introduce the Kalman lter. But here we can
just scratch the surface to get an idea of its power and what it is about.
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2 Measurement
The measurements process, as seen from the physics point of view, has a long history. Mankind has
always made measurements, triggered by curiosity. For a long time the measurement devices were the
ve senses, namely sight, hearing, taste, smell, and touch. The cognition was very direct, but inuenced
by feelings and subjective estimates. Cognition was not always independent of the measuring devices
(the body) and processing methods (perception). Later, rst measurement devices were introduced,
mostly to magnify or amplify the signals which then stimulated the same senses. Perception now was
more clear, but still not objective.
Modern measurement devices try to be completely independent of the person (or sometimes many
thousands of persons), who actually carry out the measurement. The interface to nature is a collection
of sensors that convert some physical processes in the sensor itself to an electrical signal (a time varying
voltage), the analog signal. There are many signal processing methods to amplify, combine, or transform
the signals. In a second step the signal is digitized and further digital signal processing takes place. Here
one makes use of very deterministic algorithms given by mathematics. The nal values can be recorded
without loss of information and processed ofine if necessary. This is the standard signal path nowadays.
Insight arises from comparing the measured data with a model about the underlying process. This
model can be accompanied by online or ofine simulations, introduction of several levels of abstraction,
etc. which support the signal interpretation. Developing the model can be as complicated as the exper-
iment setup itself. Usually nal data processing takes a long time (many years in the case of particle
physics experiments). In the end, a hypothesis about the apparent facts of nature becomes a proven
theory.
Always remember: the way of doing experiments had to be signicantly changed to make it
possible for many people (experimentalists, theorists, operators, constructors) to participate. Therefore a
much stronger emphasis on good practice, standards, and documentation has to be taken more seriously
than ever before.
2.1 Measurement devices
With increasing complexity of the measurement setup, the device itself becomes part of the observation
and it is necessary to understand well the physical principles upon which the detector is based. Unlike
the human body and brain, the device at least can be made simple enough so that this understanding
is possible. Anyway, limitations exist. For example, non-accounted systematic discrepancies of the
real detector compared to its design, or noise on the signals, produced by physical effects inside the
components of the detector. It is a fact that the detector itself is real, which means that it undergoes the
same physical laws as the observed object and nally is part of nature itself.
It is essential to understand and correct for most of the effects to increase the sensitivity of the
instrument and guarantee the signicance of the measurement results. Such a result, therefore, always
consists of two numbers (a value describing the physical measure together with another number which is
a measure of the signicance of the former) plus the physical unit of the property. The latter is very often
forgotten or considered less important. Such numbers without a unit have no meaning by themselves.
Having a unit, showing it to the operator can tell you quite a lot about the nature of the measuremement.
Also the documentation about calibration factors can itself be realised in the values. Imagine how much
understanding of the built device is needed to supply this information (value + error + unit). If done well,
that is all you will ever need.
Along with understanding the underlying mechanisms which generate errors and noise on the





2.2 Signals and signal processing
The fundamental concepts we deal with are signals and systems.
The signal s(t) which is produced by a measurement device can be seen as a real, time-varying
property (a function of time). The property represents physical observables like voltage, current, temper-
ature, etc. Its instant power is dened as s2(t) (all proportional constants are set to one1).
Now, what physical signal are we likely to see? Well, wherever the signal comes from, whatever
sensor is used to measure whatever quantity, in the endif it is measured electricallywe usually get a
voltage as a function of time U(t) as (input) signal. This signal can be discrete or continuous, analog or
digital, causal or non-causal. For a discussion of these terms, see Ref. [1].
Signals are usually studied in one of the following domains:
1. time domain (one-dimensional signals),




We choose the domain in which to process a signal by making an informed guess (or by trying
different possibilities) as to which domain best represents the essential characteristics of the signal. A
sequence of samples from a measuring device produces a time or spatial domain representation, whereas
a discrete Fourier transform produces the frequency domain information, the frequency spectrum. Au-
tocorrelation is dened as the cross-correlation of the signal with itself over varying intervals of time
or space. Wavelets open various possibilities to create localized bases for decompositions of the signal.
Many of these topics are covered in Ref. [1]. So we are not going to repeat them here.
Unlike ancient measurement methods, perception today no longer needs to be direct. Instead, a
combination of many individual sensors or detectors can be used if their output complies with some
standards and can be combined. This is the big eld of signal processing. For a comprehensive and
up-to-date collection of digital signal processing methods please also refer to Ref. [1].
3 Error and noise
The concept of noise was originally used in the eld of acoustics and described the uctuations of air
pressure with a wide at spectrum. It is now also applied to electrical signals. Electrical noise is the
lower boundary for a communications signal, and forms the noise oor. It will always be there because
an electrical current consists of (many) single electrons. The lower the signal, the fewer electrons are
involved. The motion of the electrons is not only determined by the force, which is given by the electrical
eld, supplied by the voltage of the external signal source, but also by collisions of the electrons with the
atoms of the conductors. With these collisions the temperature of the material will also be passed on to
the electrons. So this is a matter of thermal noise.
The terms error and noise are somehow closely related. Noise is a uctuation on the input signal
which can come from different sources, can have different spectral components, and in many cases is
unwanted. It can cover the information you want to extract from the signal and needs to be suppressed
with more or less advanced techniques. Usually, some of the noise components can hardly be avoided
and, therefore, we shall have to deal with them. Noise on the signal can cause an error. But there are
also errors which do not come from noise. We therefore distinguish between systematic (deterministic)
errors on the one hand and unsystematic (statistical) errors (or noise) on the other hand. We are going to
take a closer look at this distinction:
1For example, the power considering a voltage measurement would be P = U 2/R, considering a current measurement
P = I2 R, so we can set R := 1 and get the relations P = U 2 or P = I2.
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Systematic error (←→ accuracy) is due to characteristics of the measurement device (ADC/DAC: off-
set, gain, linearity errors). It can be improved by improvements of the apparatus, like calibration.
The only limits here come from the practical usefulness and from quantum mechanics, which
keeps you from measuring certain quantities with absolute accuracy.
Statistical error comes from unforeseen random uctuations, stochastics, and noise. It is impossible to
avoid it completely, but it is possible to estimate the extent and it can be reduced through statistical
methods (averaging), multiple repetitive measurements, etc. This determines the precision of the
measurement.
Note that the denition is context dependent: the analog noise of an electronics device can indeed be
reduced by clever circuit design. On the other hand, the accuracy of 100 devices can be a matter of
precision. Imagine that you measure the same property with 100 different devices where each device has
a slightly different systematic (calibration) error. The results can now be distributed in much the same
way as they are with a statistical measurement errorso they can be treated as statistical errors, in this
case, and you might want to use the statistical methods described in the following sections.
The distinction above leads to the terms accuracy and precision, which we shall dene. In addition,
we want to deal with the basic concepts of statistics which include
 random variables and noise (e.g., white noise, which has an equal distribution),
 probability density,
 the mean and the standard deviation, variance,
 the normal or Gaussian distribution,
 the law of propagation of error,
 the central limit theorem, and
 the χ2-distribution.
3.1 Sensor noise
Looking at the signal produced by a sensor, depending on the quality of the sensor, the output is always
more or less contaminated with noise, this means with uctuations of the signal, which do not come from
the physical property to which the sensor itself is sensitive (which of course could also be the case), but
from the internals of the sensor, which usually include other (electronic) effects as well.
Typical sources of noise are Brownian movement of charges (thermal noise), variations of the
number of charges involved in the conduction (shot noise, also called Schottky noise), and other quantum
effects (icker noise and zero point uctuations). Thermal noise is only emitted by structures with elec-
tromagnetic losses (caused by collisions with the atoms), which by reciprocity also absorb power. Pure
reactances do not emit noise. A special class of noise is the so-called 1/f α noise (which has a spectrum
which decays with 1/fα, α > 0) and of which the icker noise is one representative. 1/f α noise is
a very common phenomenon, is present in many circuits, and is a headache for developers. Although
many sources with different physical effects, which are not all very well understood in detail, contribute
to this manifestation, the basic mechanism that produces 1/f α noise is well understood and can also be
studied in detail. We are going to have a closer look at this in the section about icker noise.
Different categories of noise can be dened as
 white noise which has a at spectrum,
 pink noise which has a spectrum which has been low-pass ltered so that the low-frequency (red)
contributions dominate, and







































R1 Fig. 1: We can measure a tiny AC voltage
on a resistor. In matched conditions (right)
a current can be induced in a (noise-free)
load. A noisy resistor can, therefore, emit
(thermal) power to a load.
Most noise categories are pink noise, because the world is full of low passes, but looking at a part
of the spectrum, noise can be white or blue inside a specic bandwidth.
To further characterize of the noise/stochastic signal one has to look at the spectral distribution
and at the amplitude density distribution. The power spectral distribution lacks phase information and
so information about correlations is lost. For signals coming from very many independent sources the
amplitude density has a Gaussian distribution.
The typical representative of white noise is thermal noise (up to very high frequencies). Prominent
pink noise is the whole class of 1/fα noise.
3.2 Thermal noise
Thermal noise is a very small uctuation voltage. It was rst described by Walter Schottky in 1918
(Annalen der Physik 57 (1918) 541). It was not experimentally discovered until it was possible (with the
help of tubes by John Bertrand Johnson in 1927) to amplify the input signals of long-distance telephone
cables to nearly arbitrary levels. The sound which could be heard by putting such signals on loudspeakers
gave the phenomenon its name. After the pioneering discoveries of Schottky and Johnson, the rst
consistent model based on the power spectral density was worked out by Harry Nyquist. Schottky 1918
also mentioned shot noise, which now took his name. Flicker noise, nally, was discovered in 1925
by Johnson. Since then a variety of other noise phenomena has been discovered (e.g., recombination
noise in semiconductors and the cosmic background noise) and these are partly still subject to scientic
research.
3.2.1 Noisy resistors
Measuring the effective AC voltage on a resistor R which has a temperature T with a very sensitive AC
voltmeter (see Fig. 1) you get the result:
effective value measurement bandwidth
Urms =
√
4kT ·R · B ,
where k is the Boltzmann constant (k = 1.3806504(24) · 10−23 J/K).
A peak voltage, however, can not be dened; arbitrarily high values might occur (albeit with
decreasing probability). The amplitude values are normal distributed, which means that the probability
density is larger than zero everywhere.
Note that the effective (or rms) value of the signal depends on the bandwidth of the measuring
device, and so for an unlimited high bandwidth the rms value tends to innity. This may sound like a
strange effect, but this is the nature of noise2.
2There exists a natural bandwidth limitation at about 3 THz, so the bandwidth is limited and finite in any real case.
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Uσ = Urms ∼
√
BW
Fig. 2: Amplitude characteristics of a noise signal (left). The amplitude distribution has a Gaussian shape. On the
right side you can see that the size of the fluctuations, which is a measure of the effective voltage, increases with
the bandwidth (BW) with which the signal is filtered.
As the nature of this noise source is thermal, the noise amplitude depends on the temperature. This
means that at the absolute zero temperature of 0 K every resistor should be noise free. In practice this
means that the contribution from thermal noise compared to other noise like shot noise vanishes at this
condition.
If you connect (with impedance matching) a (noise-free) load to the noisy resistor, an AC current
of Irms =
√
4kT BR can be measured there. As a consequence, electrical power will be transferred to this






∼ I2 . (1)
The transferred noise power is independent ofR and proportional to the temperature, the measure-
ment bandwidth, and, by denition, the square of the amplitude.
3.2.2 Amplitude characteristics of thermal noise
To better understand the bandwidth dependency we look at the amplitude characteristics of the thermal
noise signal. Thermal noise is a white noise, it has a very broad spectrum and a Gaussian amplitude
distribution. The mean and peak voltages are
U¯mean = 0 and Upeak =∞ .
The visible peak value (what you see on an oscilloscope, for example) depends on the bandwidth of the
measurement. Figure 2 shows the time domain signal of a noise source ltered with three different low-
pass lters. You can see that the visual typical uctuations increase with the bandwidth. The reason why
the signal does not become arbitrarily large even with no ltering is that the input of the oscilloscope,
like any other measurement device, has a limited bandwidth. Therefore, for noise measurements, the
bandwidth always has to be known exactly.
If you want to measure the properties of a noise signal, you can use an AC voltmeter, but it also
measures the mean value of the rectier. So a calibration is necessary. A more exact measuring method
is to compare the noise signal with a signal from a known (thermal) noise source. We come back to this
topic later together with the concept of noise temperature.
3.2.3 The physics behind
What is the origin of formula (1)? The physics behind it is thermodynamics, especially radiation of a
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Fig. 3: Power spectral density of thermal noise
From the RayleighJeans approximation of the radiation law of black bodies one can directly
derive the simple formula
ρ = kT [
W
Hz
= J] T=290 K= 4 · 10−21 W
Hz
.
Here ρ is the power spectral density of the emitted radiation. It has the unit of an energy (or power
per frequency range). To get the total power emitted inside a certain band of frequencies, you need to





This way we get formula (1). Still we have the problem with total power = ∞ for innite bandwidth.
But the RayleighJeans ansatz is an approximation which holds only for high T and small ν. Integration
over big ν is simply not allowed.
Instead we also could derive an expression for the power spectral density from Planck’s law which
is known to be exact for all frequencies, and indeed we get:






≈ kT , (2)
where h is Planck’s constant (h = 6.62606896(33) · 10−34 Js). For small frequencies we get the same
result as (1), but for higer frequencies the power spectral density tends to zero, so we encounter a natural
bandwidth. The formula is plotted in Fig. 3 for different temperatures. The frequency interval of rele-
vance is about 50 GHz to 10 THz. The frequency for which the spectrum drops off is also temperature
dependent. For frequencies larger than 10 GHz you can gain more than proportionally by cooling the
system down to very low temperatures.
If we take the full quantum effects into account we have to also consider the vacuum uctuations
which are of the order of hν. The formula needs to be further modied to








Although the zero-point vacuum noise can be well measured, it can not deliver power to a load.
3.3 Shot noise
Shot noise has its source in a current ow of quantized charge carriers. It can only occur if a current I
has to cross a potential barrier, e.g., at a contact between two different materials, inside semiconductors,
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τ : transit time
Fig. 4: Illustration of the mechanism which produces shot noise
diodes, if the charges are accelerated or de-accelerated in electrical elds, e.g., in tubes or accelerators.
A resistor can become a potential barrier if the mean current is not zero.
Each of the charge carriers (electrons or holes), whose energy is assumed to have a certain sta-
tistical distribution, has to pass the barrier independently of the other (for an illustration see Fig. 4).
Theoretically the current consists of a stochastic pulse train whose spectrum is a white spectrum. There-
fore also the overall current can not be uniform, but has little statistical uctuations which manifest
themselves in noise with a very broad spectrum, which is independent of the temperature (unlike the
thermal noise), but depends on the average current and on the charge of the carriers:
Ps ∼ 〈I〉2 = 2eI∆f δI ∼
√
2eI∆f .
As with thermal noise, here we have a constant power spectral density and therefore the bandwidth,
again, determines the actual value of the rms noise. For frequencies higher than or of the order of the
barrier transient time τ , the power density starts to decrease to zero with a tendency of 1/f 2.
3.4 Flicker noise
The source of icker noise (1/f noise) can not be explained with classical physics. But taking quantum
effects into account a consistent view of the phenomenon is possible: in a simplied view, the mechanism
which leads to a 1/f noise spectrum is a trapping process.
Like the barriers which are the cause of shot noise if there is a current, the fundamental mechanism
for icker noise is based on traps. Instead of a series of pulses of currents, the current is interrupted with
a series of interrupting gaps. The physical process behind this phenomenon can be a potential gap at the
transient between two materials (potentially any contact).
Here some of the charge carriers can be trapped for a while (let us call the typical trapping time τ )
while passing the contact area (see Fig. 5).
This produces an interruption of the current. The spectrum of a sequence of interruptions in
principle is the same as one of positive pulses, so also here we get a white spectrum which decays at
frequencies which come to the order of the trapping time τ . But unlike the shot noise, where the barrier
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Fig. 5: Illustration of the mechanism










spectra with different τ
Fig. 6: Spectra for different trapping times sum up to the overall 1/f spectrum
charge carrier for exactly the same time. Consider that the trapping times τ have a distribution, which
for now we can assume to be equally distributed. To understand how this can produce a 1/f spectrum,
have a look at Fig. 6 which illustrates how the spectra for different trapping times τ sum up.
3.4.1 Noise spectrum example
An example of a measurement of a noise spectrum (using a signal source analyser (SSA)) is shown
in Fig. 7. The phase noise spectrum of the FLASH3 master oscillator frequency reference signal was
measured from 10 Hz to 10 MHz. With a little guide for the eyes you can see the different effects
introduced in the previous sections. In the range
 300 kHz10 MHz: bandwidth limitation (cavity lter) to the oor of the SSA dominates,
 5 kHz300 kHz: white noise (intrinsic to voltage controlled oscillator),
 300 Hz3 kHz: 1/f noise (PLL 81 MHz oscillator to 1.3 GHz),
 f < 30 Hz: from 81 MHz oscillator intrinsic superposed with SSA 1/f intrinsic noise (hard to
distinguish).
3.5 Noise measurements
Besides noise characterization using a highly sophisticated signal source analyser which can measure the
power spectral density and derive all relevant parameters from it, other (simpler) measurement techniques
are possible.
3The Free Electron Laser in Hamburg, DESY.
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Fig. 7: Example of a measured phase noise
power spectrum
Very often, only the integrated noise power (integrated over a specic measurement bandwidth) is
of relevance. In this case the terms signal-to-noise ratio and noise gure are commonly used.
3.5.1 Signal-to-noise ratio
The signal-to-noise ratio (SNR) is a measure of the relative signicance of a signal. From the statistical
mathematics point of view we shall dene it differently later (see Section 4.1). But maybe you are more
familiar with the following denitions which deal with the power P and the amplitude A of a signal. In













Quantities which come from ratios are very oftenbecause of practical reasons (you avoid multi-
plication and division)expressed in decibels, a logarithmic pseudo-unit:










= Psignal[dBm]− Pnoise[dBm] .
A similar ‘unit’ is used if you talk about the carrier as reference: [SNR(dB)] = dBc (‘dB below carrier’),
and so you can also dene a carrier-to-noise ratio (CNR).
3.5.2 Input noise
Suppose you have a complex system of many parts that potentially contribute to the noise of the whole,
measured at the output. If you now need to characterize the system’s performance or compare it with
other systems, the question is, what noise is to be determined, which one to choose for reference and for
comparison? For example: look at an amplier with gain g, which at the output shows noise even if the
input signal is noise free. You do not care where exactly this noise is produced inside, but just want to
know what the effect on the SNR is at the output (compared to that at the input). The rst step is therefore
to project the noise measured at the output back to the input, as if there was a single noise source just at
the input of the very rst (pre-)amplier, exactly where the wanted signal (the one you want to amplify)
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Fig. 8: Concept for input noise. The noise which is pro-
duced by a system itself and measured (with a certain
measurement bandwidth BP) at its output is projected
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Fig. 9: Setup for the measure-
ment of input noise using a cal-
ibrated noise generator
system is called input noise. In the example given here (according to Fig. 8) it can be dened as
Peff
gain
=: Pinputnoise [dBm] → projected to the input .
The SNR at the output of the system/amplier will be exactly = 1 if the input (wanted) signal
level equals the (virtual) input noise level.
It is in practice not possible to measure the noise at the output of a system with no noise at the
input (at least the thermal noise of the input port of the system will always be there). So you need to use
a setup like the one shown in Fig. 9 to really measure it. A calibrated noise generator is connected to the
system’s input. The measurement is done in three steps:
1. with open input (generator detached from the system), measure Peff,1,
2. then connect the generator and inject additional noise (Pr) so that Peff,2 = 2Peff,1,
3. nally read Pr from the generator.
The adjusted generator noise Pr should now be equal to the input noise.
3.5.3 Noise gure
The absolute value of the input noise is not a good quality measure for a system. Since the system can
not be cooled down to the absolute temperature zero point, at least thermal noise produced at the most
sensitive place inside the system will always be present. Therefore it is better to compare the input noise
with the thermal noise on the input which is kT0B, where T0 = 290 K (room temperature) and B is the
system’s bandwidth.











The noise factor is the number of additional kT0B units of noise necessary on the input to double
the output noise. The advantage of this measure is that it is easy to measure it by simply measuring the
signal-to-noise ratios on the input and on the output of the system (assuming there is only thermal noise
of kT0B present on the input signal). For an amplier with gain g, you can easily work out by yourself
why this relates.
Sometimes engineers do not use the noise number but a so-called noise gure instead. This is
simply the value of the noise number in decibels:
F ′ = 10 log F [dB] . (4)
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effT Fig. 10: Setup for the input noise measure-
ment using a thermal noise source
The noise factor as well as the noise gure are independent of T and B. Both are measures of the
quality of the system itself.
For example, if the system adds no additional noise: F = 1 and F ′ = 0 dB.
Suppose a very noisy system which reduces the SNR from 100 (20 dB) to 10 (10 dB): F = 10,
F ′ = 10 dB. This tells you that the system adds noise of the order of 10 times the thermal noise on the
input.
3.5.4 Noise temperature
Another commonly used noise measure, especially in radio astronomy, is the noise temperature. The
calibrated noise generator from Fig. 9 is simply replaced by a noisy (thermal) resistor which is heated or
cooled to a temperature Tnoise (starting from T0 = 290 K) such that the output noise doubles (see Fig. 10).
In practice nobody does this in a real measurement, but the concept holds for a ctitious thermal noise
source to dene the noise temperature:
Tnoise := (F − 1) · 290 K︸ ︷︷ ︸
for white noise
[K] . (5)
The noise temperature is a quality measure of your system. For an ideal noise-free system →
Tnoise = 0 K. The noise temperature is not necessarily identical to the real temperature of the system. A
very noise-free amplier can have Tnoise = 40 K;→ F = 1.14, F ′ = 0.56 dB correspondingly.
4 Statistics
Once you have digitized the signals, different techniques are available to characterize the data. Here too
the problem is how to extract useful quantities from the stream of samples. The noise has to be estimated
and at best separated from the values you are interested in. Several signals will have to be processed and
combined in calculations which are now easily possible. The errors also need to be correctly treated.
4.1 Mean and standard deviation
Assume that we do N measurements of a quantity which result in a series of measurement values xi.







The variance σ2 (σ itself is called standard deviation) is a measure of the ‘power of uctuations’ of the





























which is useful if you want to calculate a running statistics ‘on the y’.
There are also quantities which are derived from the mean and the variance like




the Coefcient of Variation (CV): CV = σ
xˆ
· 100% , and






The latter is a measure of the ‘power of uctuations plus power of DC component’.
4.2 Histograms and the probability density distribution
A common way to reduce the amount that must be processed is to use histograms. A snapshot of N
samples is summed up in (M ) bins (see Fig. 11). Each bin contains the number of occurrences of














(i− xˆ)2 Hi .
As you already saw in Fig. 11, with a large number of samples the histogram becomes smooth and
it will converge in the limit N →∞ to a distribution which is called the probability mass function. This
is an approximation of the (continuous) probability density distribution. This is illustrated in Fig. 12.
In this case, the uctuations of the samples have a Gaussian distribution. Examples of probability mass
functions and probability density distributions of common waveforms are shown in Fig. 13.
4.3 The normal distribution









The Gauss formula is illustrated in Fig. 14. Note that the probability density is normalized, so that
the integrated density is the overall probability. This should, of course, be equal to one:
+∞∫
−∞
P (x)dx = 1 .
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Fig. 14: The raw shape and the normalized shape of the Gauss function. The area of one standard deviation ±σ




























changing mean and standard deviation
Fig. 15: A signal with changing mean and standard deviation
Now what is this good for? Imagine that we have N samples of a measured quantity A. Then we





Here σN is an estimate of the standard deviation of the underlying process overN samples (e.g., extracted
from the histogram). This is the best information about the underlying process that you can extract from
the sampled signal. In practice, this means that the more samples you take, the smaller the typical error
∆A. But this can only be done if the underlying quantity does not change during the time the samples
were being taken. In reality, the quantity and also its uctuations may change, as in Fig. 15, and it is a real
issue to select the proper and useful number of samples to calculate the mean and standard deviation σN
to get a good approximation of what the real process may look like. There is no such thing as an instant
error; the probability density function can not be measured, it can only be approximated by collecting a
large number of samples.
4.4 Propagation of error
Consider a function
f = f(α1, α2, . . . , αn)
which is a function of one or more (model) parameters αi, each with corresponding errors ∆αi. Now
you want to know the consequence of these errors on the overall error or uncertainty of f . The correct
15























Fig. 16: The difference between accuracy and precision: accuracy is the difference between the true value and
the mean of the underlying process that generated the data. Precision is the spread of the values coming from
fluctuations, noise, and any other statistical error. It is specified by the standard deviation or the signal-to-noise
ratio.










Maybe you have seen this before, because this a very common formula in physics and applies everywhere
where measurements are made. For example, a simple equation of motion
x(t) = v · t+ x0





















(∆v · t)2 + (∆x0)2 (assuming ∆t = 0)
to the derived position data’s precision.
This assumes that the individual errors are not correlated and are Gaussian distributed. This is
likely because of the central limit theorem, but not guaranteed.
4.4.1 Accuracy and precision
Having understood the probability density distribution of a series of measurement samples, it is now
straight forward to dene precision and accuracy. Figure 16 illustrates the difference.

























x = RND + · · ·+ RND (12 ×)
xˆ = 6
σ = 1
Fig. 17: Consequence of the central limit theorem: summing up more and more equally distributed random num-
bers will result to good approximation in a Gaussian-distributed random variable
4.5 The central limit theorem
Why does a normal distribution occur so frequently? Why are most processes and most signals normally
distributed? Why is it always a good assumption that the probability density distribution of an arbitrary
measurement is Gaussian, and we know everything we can get about the underlying process if we know
the measurement value A and its typical error ∆A?
This is the consequence of the central limit theorem which says:
The sum of independent random numbers (of any distribution) becomes Gaussian distributed.
The practical importance of the central limit theorem is that the normal distribution can be used as
an approximation of some other distributions. Whether these approximations are sufciently accurate de-
pends on the application for which they are needed and the rate of convergence to the normal distribution.
It is typically the case that such approximations are less accurate in the tails of the distribution.
It should now be clear why most of your measurements may be Gaussian distributed. This is
simply because the measurement process is a very complicated one with many different and indepen-
dent error sources which all together contribute to the nal measurement value. They do so without
caring about the details of their mechanismsso long as there are enough contributors, the result will be
approximately Gaussian.
There is also a practical application of the theorem in computing. Suppose you need to generate
numbers which have a Gaussian distribution. The task is quite easy; you just have to have a function
which generates any kind of (pseudo-) random numbers and then sum up enough of them.
Here is an example: rst generate pseudo-noise using a function which produces equally dis-
tributed random numbers between zero and one RND := [0; 1[. This is often implemented in the form
of a pseudo-random generator which calculates
RND = (a s+ b) mod c ,
where s is the seed and a, b and c are appropriately chosen constants. The new random number is used
as a seed for the next calculation and so on.
The distribution of this function is shown in Fig. 17, left. If you now add two of such random
numbers, the result will have a distribution as shown in the gure in the centre. After adding 12 random
numbers, you already get a very good approximation of a Gaussian distribution with a standard deviation
of σ = 1 and a mean value of xˆ = 6. If you subtract 6 from this sum, you are done. But do not really
implement it like this, because there is a simpler formula which uses only two random variables and will
also do a good job (xˆ = 0, σ = 1):
x =
√
−2 log10(RND1) · cos(2pi RND2) .
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xf(x)
Fig. 18: χ2k distributions for differ-
ent numbers of degrees of freedom
4.6 The chi-square distribution
You now know what happens if you linearly add a lot of stochastic variables, the resulting distribution
becomes Gaussian as a consequence of the central limit theorem. But a very common situation is where
you have to add two or more (but not many) random variables quadratically, as is done in the law of
propagation of error. What will now be the resulting distribution? If you really add many of them, the
result also will become Gaussian distributed. But in the case of only two or three? The answer is: it will
be chi-square distributed.
This is a matter of deniton: the general form of the distribution of a sum of squared random vari-
ables, where each of them is assumed to be Gaussian distributed, is called a χ2 (chi-square) distribution.





is distributed according to ‘chi square’
Q ∼ χ2k ,
where k is the so-called number of degrees of freedom. For k À 1: Q becomes Gaussian distributed.
The probability density distributions for the χ2k distributions for different numbers of degrees of












2 for x > 0 ,
0 for x ≤ 0 .
For k = 1 you get the distribution of a squared normal-distributed variable. For more degrees of
freedom, you may want to compare the distributions with those we got in Fig. 17. The consequences are





i . Note that the law of propagation of error as introduced in the earlier section is
only an approximation for low numbers of degrees of freedom.
When is a variable χ2 distributed? (In this case it conforms to the error distribution law, and all
degrees of freedom are properly detected, no hidden variables, only statistics.) This can be answered by




4.6.1 The χ2 test
A statistical test is a test if a number of samples conform to a specic distribution (it can be but need not
necessarily be the χ2k distribution).
From experimental data or from formal considerations, hypotheses are created which have to be
tested. If we consider a measured property X as a stochastic variable, a hypothesis can be, for example,
an expression about the (unknown) expected value, or the (unknown) standard variation, or about the
underlying distribution function.
In general experimental sciences one can neither prove nor disprove hypotheses. But it is possible
to support or discard them using statistical methods. Therefore we use statistical tests.
As you may notice, this is a process with several steps. You need to create the hypothesis which
might be identical to creating a simulation of the process which produces the data with some free param-
eters to be measured by comparing the real data with that of the simulation. But be careful, if you base
your model (i.e., your simulation) on the evaluation of measured samples, you must not use the same
samples for the statistical test. The hypothesis under investigation is usually called the null hypothesis.
For each null hypothesis there exists always an alternative hypothesis. The alternative hypothesis can be
the logical inversion of the null hypothesis, but it need not be like this.
For the comparison, which can then tell you if the measured samples (x1, . . . , xn) support the
hypothesis (i.e., conform with the simulation), you process the statistical test. This is done by inserting
the measured samples into a test function T (x1, . . . , xn), which is chosen such that the value of T is a
stochastic variable which is distributed with a specic (probability density) distribution h(T ) in case the
null hypothesis is valid.
Knowing this distribution of T from your model/simulation you can determine a condence in-
terval around the expectation value of T such that the integral of the distribution function of T over this
interval gives a probability p = 1− b. So b can be 5%, for example. If the value of T using the samples
from the actual measurement now differs from the expected value found by simulations or given by your
model such that it is still inside the condence interval, you can say that the hypothesis is supported with
95% condence. The larger the deviation, the less probable it is that the value T from the experiment is
not distributed like h(T ) from the expectation from your model. It is difcult to nd a good range for
the acceptance or rejection of a hypothesis
There are many statistical tests in use, but the so-called χ2 test is one of the most popular ones
because it is based on the least-squares method.







where nj are the entries of a histogram with m bins of the measured samples and nj0 are the entries of
the histogram created from the simulated or expected distribution. Here, χ2 is an integral measure for
the difference of the histogram given by your samples’ data and the histogram which would be expected
from your model’s theory (by using the same number N of samples).
The variable χ2 is (by its construction) χ2 distributed with k = m− 1 degrees of freedom in case
N is large enough. So the expected distribution looks like the ones in Fig. 18.
If χ2 is larger than a signicance level α, the hypothesis will be rejected. (This would mean that
the histograms from measured and theoretical samples differ too much.) The signicance levels can be
calculated by integrating the χ2 from zero to α until 95% is reached, for example. These values of course
depend on k (in our example the number of bins of the histogram); tables exist where you can look them
up. There is more; it is always good practice to test the alternative hypothesis, dene another condence
level for its rejection, and see if this second test is consistent. If not, the test is not decisive and probably
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needs to be redone with different samples. The quality of the test can also be improved by increasing
the number of samples. In particular, if you have a small number of samples the subtleties of the tests
become more important.
In every-day life of an accelerator or a particle physicist these tests are very often used to check
whether the model can explain all details of the distribution of the measured value, including the errors
and its propagation. If the test fails, usually this means that the model or simulation is incomplete and
a relevant effect or detail of the detector has been ignored. In very rare cases new physics has been
discovered.
5 Advanced concepts
This section deals with the more advanced topics concerning noise. If you build low noise electronics,
highly sensitive measuring devices and high precision timing standards may be needed. Of course we
can focus only on the most fundamental things here. If you wish to become an expert in this eld, you
will have to go into a little more detail according to your specic application.
5.1 Power spectral density
It is worth looking at the mathematical denition of power spectral density. Conceptually it consists of
averaged power levels related to intervals of noise frequency. So one can write down





































This denition is problematic, because you can calculate this only if ∃T : X(t) = 0 ∀t ∈ R \ [− T2 ; T2 ]
and you have to average over an innite number of time intervals T . Therefore one prefers an equivalent
denition (WienerKhinchin theorem):
ρx(ν) = Fourier Transformation of Autocorrelation function of X(t) .
Now we want to have a closer look at what this means.
5.2 Fourier transform
The Fourier transform is a linear operator that maps complex functions to other complex functions. It de-
composes a function into a continuous spectrum of its frequency components, and the inverse transform
synthesizes a function from its spectrum of frequency components. The Fourier transform of a signal
x(t) can be thought of as that signal in the frequency domain X(ω).













Calculation with Fourier transforms
For a real input, the transformation produces a complex spectrum which is symmetrical:
X(ω) = X∗(−ω)
complex conjugate
The Fourier transform of a cos-like signal will be purely real, and the Fourier transform of a sin-
like signal will be purely imaginary. If you apply the Fourier transform twice, you get the time-reversed
input signal x(t) FT−−→ X(ω) FT−−→ x(−t). In the following the most important calculation rules are
summarized:
 Symmetry: FT2{x(t)} = x(−t)
 Linearity: FT{c1x1(t) + c2x2(t)} = c1X1(ω) + c2 X2(ω)



















 Time-shift: FT{x(t+ t0)} = eiωt0X(ω)
5.3 Correlation functions
The convolution of one signal with itself, is the correlation function. The cross-correlation is a measure
of similarity of two signals, commonly used to nd features in an unknown signal by comparing it to
a known one. It is a function of the relative time between the signals and has applications in pattern
recognition. A high value of the cross-correlation function for a given time lag indicates a high similarity
of the two signals at this time lag. In an autocorrelation, which is the cross-correlation of a signal with
itself, there will always be at least one peak at a lag of zero.
5.3.1 Cross-correlation
Given two functions f, g: D → C, where D ⊆ R, the cross-correlation of f with g:






The cross-correlation is similar in nature to the convolution of two functions. Whereas convolution
involves reversing a signal then shifting it and multiplying it by another signal correlation only involves
shifting it and multiplying (no reversing).
5.3.2 Autocorrelation
Ag(t) := g ◦ g = K
∫
D
g(τ)g(t + τ)dτ .
Autocorrelation can be used to detect a known waveform in a noisy background, e.g., echoes of a signal.
This can also be used to detect periodicities in a very noisy signal. The autocorrelation function of a
periodic signal is also a periodic signal with the same period (but the phase information is lost). Because
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Fig. 19: Schematic spectrum of the autocorrelation function
white noise at one time is completely independent of white noise at a different time, the autocorrelation
function of white noise is a δ pulse at zero. So, for the analysis of periodicities, you just look at the
autocorrelation function for bigger time lags and ignore the values around zero, because this area contains
only the information about the strength of the noise contribution.
5.3.3 Calculation with correlation functions
 Symmetry: Ag(−t) = A∗g(t)
 Convolution: f [n] ◦ g[n] = f [n] ∗ g[ !−n]
 Peak: |Ag(t)| ≤ Ag(0)
 Periodicity: g(t)periodic ⇔ Ag(t)periodic
5.3.4 The spectrum of the autocorrelation function
From the rules above, one can estimate what the autocorrelation function generally looks like. A
schematic is shown in Fig. 19. The autocorrelation function Ag(t) has its maximum always at t = 0. The
maximal value equals the average over the power spectral density of the signal. If the signal is periodic,
more than one maximum can occur. A correlation time τ0 can be dened by the decay of the function
which is typically proportional to the inverse of the bandwidth of the signal. For large times t the function
decays asymptotically to the average value of the signal (which is zero if you do not have a DC offset in
the signal). If the signal has correlated parts, they will show up as a (more or less periodic but decaying)
structure on top of the general function. Last but not least, the autocorrelation is symmetrical.
What does the spectrum of the autocorrelation function tell us?
As(t) = s ◦ s = s(t) ∗ s(−t) FT←→ S(ω) · S∗(ω) = |S(ω)|2
Energy spectrum
The spectrum of the autocorrelation function of a signal s(t) is identical to its energy spectrum or
(which is the same thing) power spectral density. The information about phase (or time/shift/location) is
lost, so one can conclude that the autocorrelation function is time invariant.
Considering stochastic signals (and therefore appropriate averaging), the power spectral density,












Fig. 20: Two noisy signals. The blue
one has only amplitude noise and the
red one only phase noise
We should note the big advantage in denition (10) over denition (7), because this immediately
offers you not only digital but also analog measuring possibilities. Building an analog autocorrelator
is possible, often you are only interested in the white noise content, which is contained in gx(0). The
averaging can easily been done with a low-pass ltering of the output. Also there is a relation to the













= PBW = (RMSx)2 =: x2eff .
(Whether you have to do both integrals depends on the denition of your frequency band. You can have
either only positive frequencies, but complex power densities, or real power densities and therefore also
negative frequencies.)
5.4 Complex noise
The noise spectra we have focused on so far were baseband noise, white noise, or low-passed pink noise.
This means the spectrum starts at frequency zero and the bandwidth limits the highest frequency to be
considered.
In addition to this, a very common case is a bandpassed noise around some centre frequency and
especially a noise-band which is modulated to a carrier signal. In this case you get a sine signal (from
the carrier) with more or less narrow-band noise on it. This noise has two components: in-phase with
the signal (I) and out-of-phase (Q). You can also express these two components as phase noise and
amplitude noise. That there is an essential difference between phase noise and amplitude noise can be
seen in Fig. 20.
5.4.1 Amplitude and phase noise
The distinction between amplitude and phase noise is useful because this concept corresponds to different
sources of noise. We distinguish (clock) timing jitter and amplitude or voltage uctuations.
The amplitude- and phase-noise concepts also apply to the baseband. You can think of the base-
band as a carrier frequency of zero, if you like. With mixers and other signal processing devices, the
noise components propagate with different effects. In the result this also tells you that you can not sim-
ply get rid of the noise by modulating the signals onto a carrier, for example. But you can make use of
special effects which might be different on different carrier frequencies.
An harmonic signal of frequency ν0 with noise can be expressed like
carrier frequency
x(t) = A0 (1 + δα(t)) e2piiν0t+δφ(t) ,












Fig. 21: Complex noise spectral density around
a carrier frequency ν0 and its amplitude noise
and phase noise contributions
where A0 is the carrier’s amplitude, δα(t) the time varying relative amplitude noise, and δφ(t) the phase
noise component. The single complex components can also be visualized in a vector diagram which
represents the complex amplitudes of the components.
The power spectral density contains the two components, namely a contribution from the ampli-
tude noise and another contribution from the phase noise. These components add up to the overall (com-
plex) spectrum (illustrated in Fig. 21) (and it is hard to distinguish them later), plus a delta-peak which
comes from the carrier signal itself (and also from higher order components which contain the correlated
parts of the individual noise spectra and correlations between phase and amplitude components):
carrier δ peak
ρ(ν) = A20 (δ(ν − ν0) + ρα(ν − ν0) + ρφ(ν − ν0) + On(ρα, ρφ)) .
5.4.2 Phase and time jitter
What does the power spectral density really tell us? Is there really power contained in phase information?






This can easily be converted into an effective time jitter we observe, if, for example, we watch the zero





These two values are also calculated by state-of-the-art noise and signal source analysers.
5.5 Noise propagation
Similar to the law of propagation of error, which allows you to actually calculate the effect of uncertain-
ties of the input variables of a function on its outcome, the sample principle can be applied to estimate
how the noise of several input signals is transformed to the output of a signal processing system. If you
are the designer of highly sensitive RF electronics you use this tool to optimize your design.
Consider two noise sources whose outputs are linked together so that the signals add up. This can
be a simple resistor in series with another one (as illustrated in Fig. 22), but in general we can think of
many other (more indirect) ways in which an equivalent situation can occur.
In this case it is straight forward: the noise power simply adds:













































Fig. 22: The noise power of two noise sources simply adds up. You can think of two noisy resistors whose










   
   
   
   
   
   
   







Fig. 23: A noisy amplifier and its equivalent circuit. The real amplifier behaves like an ideal amplifier (with gain
g) which has a noisy current source on its input. This transforms with the input impedance to an additional noise
contribution which shows up on the output.
Consequently the voltages add quadratically, but in case the noise sources are not totally indepen-






2 · δU1δU2 ,
where γ is the correlation coefcient (0 ≤ γ ≤ 1).
In the case of correlated (noise) signals this term can become rather large and it makes calculations
quite difcult. The effect will be non-linear and it can in general depend on the signals’ amplitudes.
Therefore, for the moment, we consider this correlation coefcient γ to be small.
You will nd the term also in the spectral density [2]:





Here, the correlation coefcient in general becomes a (complex) function of the frequency.
If we look at an amplier (or attenuator) with a gain g (which can be smaller than 1 in the case of
an attenuator) we can see the following propagation rules:
gx y
y(t) = g x(t)
Py = g2Px
Ueff,y = g · δUx





In particular, if we look at the formulas for amplitude and phase noise, we should mention that the power
of the phase noise is not(!) amplied! (This also applies to the (relative) amplitude noise. But the
absolute amplitude noise isof courseamplied by g2, see Fig. 23.)
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Fig. 24: Transfer function of an ADC. The
quantization noise comes from the difference
between the continuous (analog) input signal
level and the signal level represented by the
digital number produced by the ADC. Be-
cause the ADC has a finite resolution, this er-
ror can be no more than± 12 of the step height.
You can extend this concept also to a general (linear, time invariant, LTI) lter with transfer func-





y(t) = h(t) ∗ x(t)
ρy(ν) = |H(ν)|2ρx(ν)
ρα,y(ν) = |H(ν + ν0)
H(ν0)
|2ρα,x(ν)
ρφ,y(ν) = |H(ν + ν0)
H(ν0)
|2ρφ,x(ν)
In principle, analytical expressions for mixers, up- and downconverters, phase detectors, frequency
multipliers/deviders, etc. can also be worked out. This is useful for estimating the noise budget in an RF
circuit.
5.6 Quantization noise
Finally, we want to have a look at a common but very often neglected noise source in digital systems:
quantization noise.
The transfer function of an analog-to-digital converter (ADC) is shown in Fig. 24. The quantiza-
tion noise comes from the difference between the continuous (analog) input signal level and the signal
level represented by the digital number produced by the ADC. Because the ADC has a nite resolution,
this error can be no more than ± 12 of the step height (least signicant bit resolution |A| < 0.5 LSB). The




Although this error is not really independent of the input value, from the digital side it actually is,
because there is no control when the least signicant bit ips. It is, therefore, best to treat this error as a
(quantization) noise source.
For a full-scale sin()-signal, the signal-to-noise ratio coming from the quantization noise is






As you can see, it increases with lower BW. This means that doubling the sampling frequency increases
the SNR by 3 dB (at the same signal bandwidth). This is effectively used with, so-called, ‘oversampling’
schemes. Oversampling is just a term describing the fact that with a sampling frequency that is much
higher than would be required by the Nyquist criterion, you can compensate for the quantization noise




In Eq. (11), it is assumed that the noise is equally distributed over the full bandwidth. This is
often not the case. Instead, the noise is often correlated with the input signal. The lower the signal, the
more correlation. In the case of strong correlation, the noise is concentrated at the various harmonics of
the input signal; this is exactly where you do not want it. Dithering and a broad input signal spectrum
randomize the quantization noise.
Nevertheless, this simple quantization noise is not the only cause of errors in the analog-to-digital
conversion process. There are two common, related effects: missing codes and code transition noise.
These effects are intrinsic to the particular ADC chip in use. Some binary codes will simply not be pro-
duced because of ADC malfunction as a consequence of the hardware architecture and internal algorithm
responsible for the conversion process. Especially for ADCs with many bits, this is an issue. Last but not
least, the ADC may show code transition noise; this means that the output oscillates between two steps
if the input voltage is within a critical range even if the input voltage is constant.
6 Applications: stochastic signals in accelerator diagnostics
In every machine or detector, noise appears at many places in the accelerator and accelerator diagnostics.
Sometimes it can be useful to apply articial noise to the machine components or to increase existing
noise. Several techniques have been developed:
1. use the noise which is there anyway:
 tune measurements from Schottky noise of the beam itself (without increasing the emit-
tances), especially hadron beams,
 introduce noise from synchrotron light emission to the beam (beam excitation);
2. or apply additional and/or articial (pseudo-random) noise:
 dithering methods,
 beam size blow-ups (bunch lengthening),
 decorrelation of signals to avoid systematic errors, interference and/or resonant excitations,
 transfer function measurements,
 stochastic cooling.
In many other cases the stochasic part of the signal is unwanted (noise). Here a lot of noise ltering
techniques have been introduced.
6.1 Noise filtering techniques
We discussed common sources of noise earlier in this lecture. The noise may come from the nature of
the process that gives you the measurements or it may come from the detector or sensor (including the
noise sources which belong to the digitization process). Anyway, you very often end up with a stream
of measurements x[n] which has a bad signal-to-noise ratio. For signal processing, you need to improve
the signal quality, remove the noise, and since you cannot improve the measurement hardware, you will
have to do your best to do it within the digital signal process itself.
The rst idea which comes to mind is to use a low-pass lter (do some averaging of the input
signal). This idea is not too bad and can work well if your sampling frequency is high enough and two
side effects do not bother you: the latency, time shift, and phase response introduced with the lter,
and the fact that you remove only the high-frequency noise components. As a consequence, the higher
harmonics of your signal may be smeared out and you keep the low-frequency noise components on your
signal. If you can live with this, ne, but in many situations, like the one shown in Fig. 25, you might
not be very satised with the result.
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Fig. 25: Filtering a noisy signal with a low-pass filter. The result is time shifted and the high-frequency components
(the sharp edges) of the signal are not well reconstructed.
Fortunately there exist special lters which can improve the situation. This basically means in-
troducing nearly no latency while doing a good job of noise ltering and conserving the high-frequency
components of your signal.
In the lecture Digital signal processing mathematics in Ref. [1] I presented the idea of a special,
highly useful lter, the Kalman lter. Though this lter can be implemented as an ordinary digital IIR
lter, the concept behind it may be more difcult to understand. The Kalman lter is useful for ltering
out the noise of a signal whose signal-to-noise ratio is very poor, but where you know something about
the underlying process producing the input stream of measurements. One can take advantage of this extra
knowledge and improve the signal quality, effectively removing noise from the signal. The Kalman lter
does this best; it is the optimal lter with respect to virtually any criterion that makes sense. Last but not
least, the Kalman lter is still a causal system, but it can only work if you have some extra knowledge
about the underlying process and if you are able to create a model (at least a very simple one) of it. If
you actually face a problem like this, why not try to follow this direction?
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Some ideas for instructive pictures are taken from Ref. [10], which is pretty much a beginner’s guide to
digital signal processing. Parts of Sections 3 and 4 have already been published in the CERN report from
last year’s CERN School on digital signal processing [1]. I recommend those who asked me about the
Kalman lter to have a look at it to get a start in this eld. Many other books exist on signal theory, noise,
digital signal processing, as well as the Kalman lter. Here, I just list a short collection of textbooks and
papers that inspired me and taught me about Kalman lters. You have to nd out for yourself if they will
also be useful to you. It is also worth having a look at http://en.wikipedia.org/ for a quick lookup
of various keywords.
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