Introduction
Our current understanding of the structure and function of cell membranes has grown considerably since the fluid mosaic model was articulated by Singer and Nicholson in 1972. [1] There is a consensus that biomembranes are highly dynamic molecular assemblies and that both the lateral and transmembrane (TM) distributions of membrane components are not homogeneous. While the number of different molecular components can be quite high (perhaps several hundred) there are basically two major classes of constituent compounds, polar lipids and proteins, and thus, there are three primary intermolecular association partners: proteinprotein, protein-lipid, and lipid-lipid ( Figure 1 ). These association systems are crucial components in the cell life cycle, and mutations that alter the binding dynamics and binding selectivities are often associated with disease. [2, 3] Furthermore, the advent of proteomics, [4] and lipidomics, [5] has greatly increased our awareness of the large number of molecular targets in a cell membrane that have potential therapeutic value. [6] To be clear, this article is not concerned with small "drug-like" molecules that target membrane proteins, of which there are an increasing number of well-characterized examples. [7] Rather, the focus is on molecular recognition strategies that target the polar lipids or the interfaces between protein and lipid aggregates in biomembranes. These molecules may act as agonists or antagonists of biological activity and thus they can be used for various applications, such as chemical tools to study signal transduction pathways, sensing and imaging agents for diagnostic measurements, or as chemotherapeutic agents.
The structural and dynamic complexity of the cell membrane makes the task of selective targeting a very challenging problem. A practically useful strategy, which is often employed in science, is to make some general assumptions that simplify a complex problem so it becomes tractable with the technology that is currently available. This article presents two simplifying concepts that are connected. The first generalization is that association of two binding partAbstract: There is a biomedical need to develop molecular recognition systems that selectively target the interfaces of protein and lipid aggregates in biomembranes. This is an extremely challenging problem in supramolecular chemistry because the biological membrane is a complex dynamic assembly of multifarious molecular components with local inhomogeneity. Two simplifying concepts are presented as a framework for basing molecular design strategies. The first generalization is that association of two binding partners in a biomembrane will be dominated by one type of non-covalent interaction which is referred to as the keystone interaction. Structural mutations in membrane proteins that alter the strength of this keystone interaction will likely have a major effect on biological activity and often will be associated with disease. The second generalization is to view the structure of a cell membrane as three spatial regions, that is, the polar membrane surface, the midpolar interfacial region and the non-polar membrane interior. Each region has a distinct dielectric, and the dominating keystone interaction between binding partners will be different. At the highly polar membrane surface, the keystone interactions between charged binding partners are ion-ion and ion-dipole interactions; whereas, ion-dipole and ionic hydrogen bonding are very influential at the mid-polar interfacial region. In the non-polar membrane interior, van der Waals forces and neutral hydrogen bonding are the keystone interactions that often drive molecular association. Selected examples of lipid and transmembrane protein association systems are described to illustrate how the association thermodynamics and kinetics are dominated by these keystone noncovalent interactions.
Keywords: hydrogen bonds · ion-dipole interactions · membranes · molecular recognition · phospholipids Figure 1 . Noncovalent interactions play critical roles in maintaining cell membrane structure and facilitating membrane function. The membrane components; polar lipids, proteins, cholesterol, and inorganic ions, associate via a composite of hydrogen bonding, van der Waals contacts, electrostatic attractions, and ion-dipole interactions. ners in a biomembrane will be dominated by one type of non-covalent interaction which we refer to as the keystone interaction. 1 Structural mutations that alter the strength of this keystone interaction will likely have a major effect on biological activity and often will be associated with disease. The second generalization is to view the structure of a cell membrane as three spatial regions, each with a distinct dielectric, and to appreciate that the dominating keystone interaction(s) between binding partners will be different in each of the three membrane regions. Identifying these keystone interactions will likely facilitate the process of designing synthetic molecules to control association events in biomembranes.
The Three Regions of a Cell Plasma Membrane
It is helpful to view a biological membrane as a collection of proteins embedded in a bilayer of phospholipids. Furthermore, the phospholipid bilayer can be simplified as a fluid phase with three distinct regions, the nonpolar hydrocarbon interior, the midpolar interfacial region containing the uncharged phospholipid acyl ester groups, and the highly polar membrane surface that is exposed to water and contains the charged phospholipid head groups (Figure 2 ). An ion or small molecule that migrates from the surface of a phospholipid bilayer to the interior experiences a dramatic decrease in polar solvation and dielectric constant. Indeed, the low polarity of the hydrocarbon interior prevents charged or polar species from penetrating beyond the acyl region, and most proteins that span a bilayer membrane have a sequence of nonpolar residues that match the thickness of the hydrocarbon region. Additional complicating features, not discussed in this article, are the asymmetric TM distribution of phospholipids and the ubiquitous presence of TM electrochemical gradients. Because of these features, a biological membrane is not a symmetrical structure, and targeting molecules are likely to interact very differently with the opposite surfaces of a biomembrane.
The concept of simplifying the bilayer membrane as three spatial regions of distinct polarity has been presented before, primarily as a way of rationalizing the depth of membrane penetration by peptide and protein sequences. [8] The hydrocarbon core of the membrane is around 15 , and it is flanked on either side by interfacial and surface regions that have a comparable width (i.e., total membrane width is about 45 ). The propensity of the amino acid side-chains to partition into a biomembrane has been quantified (hydrophobicity scale) and compared to partition constants with simple organic solvents. [9] The correlation is not linear for all amino acids and the exceptions have been explained by peptide folding and aggregation processes, as well as specific interactions between functional groups on the amino acid side-chains and the phospholipids.
In the following sections, we discuss selected examples of association partners in each of the three membrane regions and show how the thermodynamics and kinetics of association are dominated by a keystone noncovalent interaction. Furthermore, we propose that each membrane region is dominated by a different type of keystone interaction and that it drives association (entropy effects are ignored). At the highly polar head group surface, the keystone interactions between charged binding partners are ion-ion and iondipole interactions; whereas, ion-dipole and ionic hydrogen bonding are very influential at the mid-polar interfacial region. In the non-polar membrane interior, van der Waals forces and neutral hydrogen bonding are the keystone interactions that control molecular association. Each section concludes with a short discussion of a synthetic molecular recognition system that utilizes a keystone interaction.
Keystone Interactions at the Polar Membrane Surface (Ion-Ion and Ion-Dipole Interactions)
The extracellular domains of many TM proteins display charged amino acids on the membrane surface, which frequently serve as electrostatic contacts to position the proteins correctly for ligand binding and other biochemical activity. Attractive interactions between oppositely charged proteins and a cell membrane or between TM proteins and their binding partners are often responsible for initiating protein-membrane or protein-protein binding. This important initial interaction often positions the protein to subsequently form additional stabilizing contacts with complementary functional groups at the membrane surface.
The human growth hormone receptor (hGHR) is a singlepass TM protein with an extracellular ligand binding domain projecting from the membrane surface. Human growth hormone is a peptide that binds to hGHR at a rate approximately 10 000-fold slower than the diffusion limit of the hormone, but approximately 1000 times faster than expected if hormone-hGHR binding required the hormone to collide with the receptor in the correct orientation for bind- Figure 2 . The bilayer membrane can be simplied as a fluid phase with three chemically distinct regions, A) the polar membrane surface, B) the midpolar interfacial region, and C) the non-polar membrane interior. 1 Bridges and aqueducts constructed by the Roman Empire still stand today even though the stones of which many are made are not joined by cement or any other adhesives. Despite the size and architectural complexity of these structures, only a few key contacts between specific "keystone components" provide the stabilizing interactions that hold these structures together. If these keystone interactions are disrupted, the entire structure will collapse.
www.chemeurj.org ing. [10] This enhanced value for the association rate, k on , arises from electrostatic attractions between four key Arg residues on the hormone and negatively charged groups on the hGHR that causes the hormone to approach the hGHR in the proper orientation for binding. [11] This charge-charge interaction specifically orients the hormone for subsequent formation of stabilizing contacts that form in the ligand binding site. This electrostatic interaction is estimated to enhance k on by approximately a factor of 20.
Similar electrostatic driving forces are observed in the binding of phospholipid membranes by certain phospholipases. [12] For example, the human group IIa secreted phospholipase A 2 (PLA 2 ), which preferentially binds anionic membranes, has an association rate constant, k on , for membrane binding that is 1000-10 000-fold greater than random diffusion would predict for a specific protein-ligand binding event. [10, 13, 14] The importance of electrostatics to this enhancement were revealed in charge-reversal mutants of PLA 2 , [15] where the cationic residues surrounding the PLA 2 active site were mutated to anionic residues. Such mutants exhibited a decline in k on of greater than ten fold. An even more dramatic illustration of the crucial role of electrostatic interactions is binding of the protein Myristoylated AlanineRich C-Kinase Substrate (MARCKS) to anionic phospholipid membranes, particularly those enriched in the anionic lipid phosphatidylinositol-4,5-bisphosphate (PIP 2 ). [16] The effector domain of MARCKS, residues 151-175, contains 13 basic residues, making MARCKS an ideal binding partner for anionic membranes. The interaction between MARCKS and anionic membranes is so favorable that the rate of association, k on , has been approximated as diffusion limited based on experiments using truncated versions of the protein with an intact effector domain. [17] The formation of weakly bound protein-membrane or protein-protein complexes by electrostatic forces is frequently followed by formation of specific contacts between the interacting proteins or between protein residues and chemical functionality at the membrane surface (Figure 3 ). These interactions normally stabilize the complex by decreasing the rate of dissociation, k off , resulting in a tightlybound protein-protein or protein-membrane complex. MARCKS-membrane binding illustrates how important the post-binding formation of specific contacts can be to protein-membrane complex stability and protein activity. Upon membrane binding, five Phe residues in the effector domain of MARCKS partition deeply into the bilayer, pulling the MARCKS protein down onto the membrane-water interface and forcing the protein backbone into the membrane interfacial region. [18] In the Phe to Ala mutant, where all five Phe residues have been mutated to Ala, the protein associates with the membrane, but remains separated from the surface by a distance of approximately 10 , held in place purely by long-range Coulombic interactions. [19] The protein and the plasma membrane do not necessarily need to be of opposite charge for electrostatics to play a key role in membrane binding. Often a protein and membrane can form a tightly-bound complex via a bridging metal ion, especially Ca 2 + (Figure 4 ). The C2 domain is a phospholipid binding domain originally observed in protein kinase C and commonly found in a number of phospholipases. [20] This domain binds to anionic membranes through a bridging Ca 2 + in a cooperative manner, [21] where neither the protein nor the membrane have a strong affinity for Ca 2 + , but when all three components come together into a three-component assembly, a stable protein-Ca 2 + -membrane complex is formed. The cooperativity of membrane binding by the C2 domain of synaptogamin I has been described, and two Ca A) The oppositely charged membrane and protein experience an attractive coulombic interaction resulting in, B) the formation of a weakly-bound protein-membrane complex. C) Upon association with the membrane surface, key amino acid side-chains form specific contacts, via hydrophobic partitioning, hydrogen bonding, or cationp interactions, that stabilize the protein-membrane complex, leading to tight protein-membrane association.
anchor the phospholipids, [22] especially phosphatidylserine (PS), into the binding site of the C2 domain. Importantly, the presence of a bridging Ca 2 + , and not simply a center of cationic charge, is absolutely required for binding. PKC mutants with cationic residues introduced into the C2 domain where Ca 2 + would normally be found were unable to bind anionic membranes. [23] Identical observations have also been made using the PS-binding protein Annexin V, [24] which requires at least two Ca 2 + ions to simultaneously coordinate the carboxylate and the phosphate of PS ( Figure 5 ). These Ca 2 + ions form a bridge that links Annexin V and PS in a tightly-bound three-component assembly, a membrane binding mechanism that is highly conserved among the Annexin family of proteins.
A recent example of an artificial membrane surface targeting system, that employs ion-ion attraction as the keystone interaction, is the demonstration of synthetic metal coordination complexes as functional mimics of Annexin V.
Annexin V is used extensively as a reagent for detecting the PS-rich membranes of dying and dead cells, but the protein has a number of practical limitations and there is a need for synthetic alternatives that are cheaper, more robust, and exhibit faster binding. [25] Studies with zinc-dipicolylamine (Zn-DPA) complexes have shown that they can also associate selectively with PS-rich biomembranes using the three component assembly mechanism in Figure 4 . In this case, Zn 2 + ions act as the bridge between the dipicolylamine ligand and the anionic PS. [26] Although the membrane binding process substitutes Zn 2 + instead of Ca 2 + , the synthetic Zn-DPA coordination complexes have the same cell recognition properties as Annexin V and they are effective probes for in vitro assays of cell death. [27] Keystone Interactions at the Midpolar Membrane Interfacial Region (Ion-Dipole and Ionic Hydrogen Bonding)
Sequence analysis of TM proteins reveals that the amino acids in the membrane-spanning portion of the protein do not occur randomly. The interfacial region is rich with the aromatic amino acids, Trp and Tyr, which appear to act as "interfacial anchors" for the TM proteins. [28] In contrast, Phe exhibits no preference for the interfacial region, instead occurring most often in the non-polar hydrocarbon region of the bilayer. [13] There is evidence that the Trp and Tyr engage in cation-p interactions with the ammonium groups of the membrane phospholipids. The stabilizing effects of cation-p interactions are well known in protein structures, [29] but their importance in TM protein-lipid and TM protein-protein structure is still emerging. [30] Recent computational and experimental studies suggest that model peptides containing Trp interact favorably with the head group of phosphatidylcholine (PC) by forming cation-p interactions between the indole ring of Trp and the quaternary ammonium of PC, as well as hydrogen bonds between the indole N-H and the phosphate oxygens. [31] Furthermore, hydrogen bonding be- www.chemeurj.org tween the PC phosphate and the Tyr hydroxyl was more favorable than the alternative cation-p interaction with the PC quaternary ammonium.
A clear picture of cation-p interactions within a proteinphospholipid complex is provided by the anti-PC antibody McPC603 bound to the head group of PC. [32] The cation-p interactions work in concert with other forces to facilitate formation of a tightly-bound protein-phospholipid complex. [33] The quaternary ammonium of PC makes contact with Trp107 of the heavy chain of McPC603, interacting with the partially negative ring face of the indole (Figure 6 ).
Additionally, the phosphate group of PC also participates in two important interactions with MCPC603, one to Tyr33 of the McPC603 heavy chain, and one to Tyr100 of the light chain. Interestingly, these Tyr rings associate with the phosphate not via their hydroxyl groups, but through ion-dipole interactions with the CH residues on the aromatic ring. These phosphate-CH edge contacts contribute a combined favorable interaction energy of approximately 1.25 kcal mol À1 . [34] Ionic hydrogen bonding is another keystone interaction in the membrane interfacial region, and a good example of its dominance is the selective association of phosphatidic acid (PA) with PA-binding proteins. [34] PA is a minor component of cell membranes but it plays a key role in many cellular processes. [35] Synthetic membrane-active peptides harboring lysine and arginine residues have been shown to induce deprotonation of PA and form very strong hydrogen bonds with the dianionic phosphomonoester head group (Figure 7) . Thus, PA acts a preferred docking site for lysine and arginine residues through an electrostatic/hydrogen bond switch. The cone shape of the PA is thought to favor a deep location in the midpolar interfacial region, where the lower dielectric amplifies the strength of the ionic hydrogen bonds. Using this PA binding model, it should be possible to design new types of synthetic recognition molecules that reside in the membrane interfacial region and employ ionic hydrogen bonding as the keystone interaction for sensing the presence of PA, or selective disruption of undesired PA/ protein association.
Keystone Interactions in the Non-polar Hydrocarbon Interior (van der Waals Forces and
Neutral Hydrogen Bonding)
The non-polar hydrocarbon region of the bilayer consists of phospholipid acyl chains of varying lengths and degrees of unsaturation. In some cases, these lipids associate laterally to form discrete domains in the membrane. These "lipid rafts," which are often rich in sphingomyelin (SM) and cholesterol, [36] are stabilized by chain packing that maximizes van der Waals contacts in the membrane interior. Indeed, hydrogen bonding in the interfacial region of the membrane between the cholesterol hydroxyl and the SM head group is not a controlling factor. [37] Another consequence of the variability in acyl chain length among the membrane phospholipids is the phenomenon of hydrophobic matching. This occurs when TM proteins of varying lengths cause localized thickening and thinning of the membrane bilayer. Proteins are approximately 400 times less compressible than the phospholipids in a membrane bilayer, [38] which is a consequence of the increased capacity of phospholipids to undergo stretching and compression. While it is the phospholipids that usually undergo the structural remodeling to produce hydrophobic matching, the TM proteins can also adjust their thickness by lateral association and tilting of TM segments. [39] One of the best characterized examples of lateral proteinprotein aggregation in a membrane is dimerization of the TM protein glycophorin. [40] On first inspection, glycophorin A does not appear structurally prone to self-association. It lacks polar residues for hydrogen bonding in its TM domain, which is rich in Gly, Val, and Ile residues. Direct interhelical packing occurs between Gly residues 79 and 83 of each helix, consistent with TM interhelical interactions mediated by the commonly observed GxxxG motif. [41, 42] In this case, the very small Gly side-chains allow a closely packed dimerization interface (Figure 8 ) that can produce strong van der Waals forces and promote an unusual hydrogen bonding effect, namely C a -H···O hydrogen bonding. [43] With an approximate pK a of 18-20, the glycine CH a proton is much less acidic than the more common hydrogen bond donors, but nevertheless CH a hydrogen bonds to opposing peptide backbone carbonyls appear to stabilize helix-helix dimers, especially those where the helices can form close contacts. [44] Experimental studies of C a -H···O bond strength in membrane bilayers have measured the interaction to be only 0.88 kcal mol À . [45] Thus, to influence helix-helix association in a meaningful way, several simultaneous interactions must be formed.
Like glycophorin A, most TM proteins have a non-polar helical TM segment that matches the hydrocarbon interior of the bilayer. Many TM proteins are receptors for hormones that exert their effect by inducing receptor dimerization or conformational change. In instances where mutations introduce polar amino acid side-chains into the TM region of these receptor proteins, the stability gained by side-chain hydrogen bonding can often drive ligand-independent receptor activation, a situation that can lead to numerous cellular malfunctions ( Figure 9) . [46] This phenomenon is often observed with
Receptor Tyrosine Kinases (RTKs) which elicit biochemical signals at the plasma membrane via lateral dimerization, in part due to the interaction of their TM domains. Two ligand activation models have been proposed for RTKs. [47] The most popular is that RTKs exist in a monomer-dimer equilibrium, and it is the active dimer which achieves stability upon ligand binding. A modified model envisions the ligand binding to an inactive form of the TM dimer and switching it to an active conformation. In line with their crucial role in the regulation of cell growth, mutations in TM domains of RTKs can induce improper signaling events leading to pathological phenotypes, especially cancer. [48] A classic example is the Val664Glu mutation in the TM domain of the rat oncogenic form of the Neu RTK, which causes ligand-independent receptor dimerization and upregulation of constitutive kinase activity. [49] The structural basis for this transformation remains the subject of ongoing experimental, [50] and theoretical investigation. [51] There is evidence that the Glu664 forms interhelical hydrogen bonds (either two Glu664 residues on separate helices self-associate, or Glu664 forms a hydrogen bond with the backbone carbonyl of Ala661 on the partner helix), however, other explanations focus on changes in the relative orientation of the two TM helices. [52] In any case, there is interest in discovering synthetic TM peptides and peptidomimetics that can disrupt these pathogenic hydrogen-bonding events in the non-polar membrane interior. [53, 54] Synthetic association systems that employ the keystone interactions of van der Waals contacts and neutral hydrogen bonding to selectively recognize TM helices and modulate lateral protein-protein association would have many useful applications as reagents for cell biology research and as potential therapeutics. Recently, a computational method for designing peptides that target helices of integrins in micelles and cell membranes has been developed. [55] Computed helical anti-membrane protein (CHAMP) is a computational approach to design peptides that will target the TM helices of proteins. The TM domains of two platelet integrins, a IIb b 3 and a n b 3 , were targeted in the initial study. A peptide with high geometric complementarity to the TM target was selected by CHAMP, and the membrane insertion ability was facilitated by the inclusion of solubility enhancing groups on the N and C termini. Experimental analysis in micelles and also bacterial and mammalian membranes provided evidence for high affinity homodimerization of the synthetic peptides. There was also strong heterodimerization with the TM domain of the target integrins. The ability to specifically target TM helices in a sequence specific manner depended on the geometric complementarity of the target-host complex. In the future CHAMP, or similarly designed peptides, will provide molecular reagents that can assess the consequences of inhibiting lateral protein-protein association within membranes.
Conclusion
Designing peptides or small molecule mimetics of lipidbinding proteins or molecules that associate with TM proteins is very challenging, in part because the driving forces for protein-lipid or TM protein-protein association are a composite of many non-covalent interactions that act simultaneously. Electrostatic forces, cation-p interactions, van der Waals forces, and hydrogen bonding all play a role in maintaining proper membrane structure and function. The simplifying concept of different keystone interactions within the three spatial regions of a biological membrane provides a tractable intellectual basis for designing molecular recognition systems. Eventually this simplifying concept may not be necessary because increasing computing power will enable www.chemeurj.org high throughput calculations of proposed molecular designs, including high resolution Molecular Dynamics simulations of complete bilayer assemblies. [56] 
