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Communicated by P. R. Krishnaiah 
Let X be a p-variate (p > 3) vector normally distributed with mean 0 and 
known covariance matrix 2. It is desired to estimate 8 under the quadratic loss 
(6 - 0)$Q(S - 8), where Q is a known positive definite matrix. A broad class 
of minimax estimators for 0 is developed. 
1. INTRODUCTION 
Let X = (X, ,..., X,)$ be an observation from a p-dimensional normal 
population with mean vector 0 = (8, ,..., 19~)~ and known positive definite 
covariance matrix 2. Assume 0 is to be estimated, and that the loss incurred 
in estimating 6’ by S = (6, ,..., S$ is (6 - e)t Q(6 - e), where Q is a known 
p x p positive definite matrix. Assume also that p 2 3. 
Considerable study has been given to the case Q =$-I, and many good 
minimax estimators (better than the best invariant estimator 6,(X) = X) have 
been developed. (See James and Stein [9], Baranchik [2], Alam [l], Efron and 
Morris [7], and Strawderman [lo].) F or arbitrary $ and Q, however, only a few 
rather special minimax estimators have been found. (See Bhattacharya [5], 
Bock [6], Hudson [8], and Berger [3].) A much broader class is desirable for 
practical applications. 
In this paper, estimators of the following form are considered: 
6(X) = (I - (Y(X)B/XK-X))X (1) 
where B and C are p x p matrices, I is the p x p identity matrix, and Y  is a 
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function from Rp + RI. Quite general conditions on r, B, and C are developed 
which ensure that 6 is minimax. Important special cases of the above estimator 
are also discussed. 
2. A CLASS OF MINIMAX ESTIMATORS 
If A is a p x p matrix, let NA denote the nullspace of A, rA denote the rank 
of A, ch -(A) denote the maximum characteristic root of A, and tr(A) denote 
the trace of A. If in addition A is symmetric, let AC-l) denote the Moore gener- 
alized inverse of A, and let xA be the projection of the p-vector x onto the row 
space of A. 
If f: RP ---f R1 is differentiable at x, let Vf(x) denote the gradient off at x. 
Let 1 x / be the usual Euclidean norm of the vector x, let xi = (x1 ,..., xi-r , 
xi+1 ,***, x$, and let E, stand for expectation under 0. 
For a given estimator 6: R” -+ RP, define the risk function R(S, 0) = 
Ed@(X) - V Q(W7 - 41, and let A(0) = R(S, 0) - R(S, , 0). Noting that 
6, is minimax and has constant risk, it is clear that 6 is itself minimax if d(B) < 0 
for all 8. 
THEOREM 1. Assume that S is giwen b (l), where 
(i) C is positive semidejkite with rc > 3, 
(ii) No C NB and rB 3 3, 
(iii) for i = l,...,p, and almost all xi E RP-I, r(x) is absolutely continuous 
as a function of xi and satisjes &[J P(X)] ) $QBX j/(XVX)] < 00 for all 8, 
(iv) EB[Vr(X) $QBX/(XK’X)] > 0 fm all 8, 
(v) o G + < 2 tr@QB) - 2 ch-[CYC$QB + B”Q&%)] 
\ c+,[C’-l’BtQB] 
Then S is a minimax estimator of 0. 
Proof. Without loss of generality it can be assumed that z = I and that C 
is diagonal with diagonal elements ci > 0 for 1 < i < yc. This follows from 
the observation that 8 and C can be simultaneously diagonalixed. The corre- 
sponding linearly transformed problem is equivalent to the original in terms of 
minimaxity. It $s straightforward to check that conditions (i) through (v) of 
the theorem are transformed into equivalent conditions with J’ replaced by I 
and C diagonal. Thus it is sufficient to show that d(B) < 0 for C diagonal and 
2=I. 
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Clearly, 
d(O) = Ee [(X- ‘ygxx - $Q (X - “x”t’c”x” - 0) 
- (X - e)t Q(X - O)] 
z=z Ee ( 
-2r(X)(X - ~9)~ QBX + E 
1 ( 
(Y(X))~ XtBtQBX 
XT-X e (XVX)2 ) 
. (2) 
Let (QBx)~ denote the ith coordinate of QBx, and (QB)ii denote the (i, i)th 
element of QB. Also, define 
Uj = {xi E lip-l : r(x) is not absolutely continuous as a function of x,}, 
vi = xi E R’-1 : 
I s 
m I VW I &?Bx I exp[- I x - 0 12/2] dx, = o. 
(xTx)(2a)-*/2 0 --m 
and 
Wi = Vi u Vi v {xi E Rp-l : xr = 0 if 1 < rc and 1 # i}. 
From Condition (iii) it is clear that Wi has Lebesgue measure zero in R”-l. Hence 
Ee [ 
-2(X)(X - k’)t QBX 
xtcx I 
x exp[- ( xi - Bi 12/2] dxi 
(24(P-w (3) 
For xi E Rp-l - Wi , xtCx is bounded away from zero when considered as a 
function of xi . Together with the definition of Wi this implies that if 
xi E R”-1 - Wi , then r(x)(QBx),/( x x is absolutely continuous as a function T ) 
of xi and that 
s 
m I Wdl I JfQBx I exp[- I x - 0 I”121 dxi < o. 
--co (xTx)(27r)-D’l” 
An integration by parts thus gives 
s( 
r(x)(QBx)i 
R' xt Cx ) 
(xi - 4) exp[-(xi - Q2/4 dx, 
(2ny t 
s [ -'&v(x)(QW + r(x)(Q%i + (QBx)i a = - R' (XTX)2 xt Cx X'CX ( - w)] axi 
x ed-(xi -  w/21 dx, 
(24’/” * * 
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Combining this with (3) and using condition (iv) gives that 
Ee [
-2(X)(X - Qt QBX 
XTX 1 
-2E, [a 
I tr(QB) - 
2XTQBX = 
xtcx i 
+ WX)QBX 
xtcx 1 
< -2E, [$& 
I tr(QB) - 
2XtCQBX 
II xtcx * 
Combining this result with (2) gives 
A(B) ,< --EB [a 12 tr(QB) - 4x~~~x - y(x)~~~Bx 11. (4) 
From the Courant Fischer minimax theorem it follows that if M is a sym- 
metric p x p matrix, A is a positive semidefinite p x p matrix, and NA C NM , 
then xtMx/xtAx < chmax[Ar-l)M]. Hence 
XtBtQBX 
X%X 
< chmax[C(-l) BtQB], and 
4XTQBX = 
XVX 
2Xt(CQB + BtQC)X < 2 chmax[C(-l)(CQB + BtQC)] 
xtcx ’ 
Together with (4) this implies that 
A(B) < -E. [-J$$ (2 tr(QB) - 2 ch,,[C(-i)(CQB + B”QC)] 
- r(X) chmax [C’-l’ B’QB]}]. 
By condition (v), the right-hand side above is GO. The result follows. 1 
The most important condition of Theorem 1 is condition (v). It will be 
shown later on that it is always possible to find B and C for which the right- 
hand side of condition (v) is greater than zero. (Of course, the right-hand side 
could be negative for inappropriate choices of B and C.) 
The generality of Theorem 1 appears to be necessary from a practical point 
of view. In many situations C should actually be chosen to be singular, and 
quite often nondifferentiable choices of r are desirable. The question of how 
to best choose C and B is extremely complex, depending not only on p, Q, 
and 2, but also on the prior information available. The author is currently 
investigating this problem. It appears that the answers will be in the form of 
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rough guidelines rather than precise mathematics, due to the necessity for 
providing easily determined estimators and due to the assumed uncertainty in 
the prior information. Such results do not appear suitable for this paper and 
will appear in a subsequent paper. 
It is of interest to examine some special cases of Theorem 1. Consider first 
condition (iv). Note that it is trivially satisfied if I is a constant. More interesting 
is the following important special case. 
LEMMA 1. If B = Q-1$-1D, where D is a diagonal matrix with diagonal 
elements di > 0, then condition (iv) of Theorem 1 is satisjied providing r is differ- 
entiable and nondecreasing in / xi 1 (1 < i < p). 
Proof. The result follows immediately from the observation that 
V%(x) J~QBx = V%(x) Dx = i di((3/3xi) r(x)) xi 3 0, 
i=l 
since I is nondecreasing in j xi 1 and di 3 0. 1 
From a practical point of view, the question of how to choose r is, we feel, 
possible to answer. The choice r = 0: (a constant) is desirable because of its 
simplicity. Unfortunately, it results in an estimator with undesirable singularities 
for xENc. A relatively simple method of eliminating such singularities is 
developed in Berger and Bock [4]. The idea is to truncate the “correction term” 
--oLBx/(xYZ’x) as close as possible to Nc , when x is near Nc . The resulting 
choice of r is 
+> = 4,AW) min@(x), 4 where h(x) = WQWx"Cx) xtBtQBx - (5) 
(Here ItO,m~ is the indicator functioqon [0, co).) 
Unfortunately, we were unable to verify that the Y in (5) satisfies condition (iv) 
of Theorem 1. Results were obtained, however, for the special situation of 
choosing B = Q-l$-lC(-l)C. This choice is of interest since it leads to a con- 
siderable simplification of Theorem 1, and since virtually all closed form 
minimax estimators so .far obtained have been of this form. The following 
corollary shows that I can be chosen as in (5) for the above special situation. 
COROLLARY 1. The estimator 
6(X) = (I - r(X) Q-?$-T’-l)C x 
xtcx ) (6) 
is a minimux estimator of 0 if 
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(a) C is positive semideJilsite with rc > 3, 
(b) r sutisJes conditions (iii) and (iv) of Theorem 1, 
(c) 0 < r < 
WC - 2) 
chmax[C(CC-l))"~-lQ-l~-lC(-l)] ' 
In particular, 
I@) = min 
(x,“z%(-wx)(xtCx) 
(,tC[C’-l’]t $-lQ-lz-lC(-I)&) ’ OL I 
satis$es conditions (iii) and (iv) of Theorem 1. 
Proof. The first conclusion follows immediately from Theorem 1 and the 
observations that C’-W is idempotent and CC-W = C. 
To prove the second conclusion, note that xc = C(-Wx, and hence that 
x~~@C’(-~YJX > 0. Straightforward calculation then verifies that r satisfies 
conditions (iii) and (iv) of Theorem 1. 1 
Finally, consider the important special case where C is positive definite 
PC = PI* 
COROLLARY 2. The estimator 
WT = (I- r(X) Q-12-1 xtcx ) x 
is a minimux estimator of l? if 
(a) C is positive definite, 
(b) r satisfies conditions (iii) and (iv) of Theorem 1, 
(c) 0 < r d 2(P - 2) 
chmax[~-‘Q-l&‘-‘C-l] * 
In particular, 
r(x) = min 
(xtpx)(xtcx) 
- 
(xt~-lQ-l~-lx) ’ a I 
(7) 
(8) 
satisjies conditions (iii) and (iv) of Theorem 1. 
Proof. Immediate from Corollary 1. 1 
The minimax estimators found in Bhattacharya [5] (for p = 3), Bock [6], 
Hudson [8], and Berger [3] are all special cases of Corollary 2. 
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The estimators of Bhattacharya and Bock are special cases of (7) with 
C = (chmax[$-lQ-l]) 2-l. Note that for this choice of C, condition (c) of 
Corollary 2 becomes (c’) 0 < T < 2(p - 2). 
The estimators in Hudson [8] and Berger [3] are special cases of (7) with 
C = z-lQ-l$-l. Again for this choice of C, condition (c) of Corollary 2 becomes 
(c’) 0 < r < 2(p - 2). Indeed, combining this with (8) verifies the following 
corollary. 
COROLLARY 3. If  0 6 c11 < 2(p - 2), the estimator 
*cx) = (I- 
min{Xt$-1X, a} Q-12-l 
(X"$-IQ-1$-1X) 
X 
(9) 
is a minimax estimator of 8. 
Proof. Obvious. i 
The estimator (9) is particularly simple and attractive in many situations 
(especially when p = 3). While these issues will not be pursued here, it does 
seem desirable to indicate how much improvement in risk (over the usual 
estimator 6,) can be expected through the use of the estimators of this paper. 
Since theoretical calculation of the risks of these estimators would probably 
at best lead to extremely unwieldy expressions, two typical risk functions were 
numerically calculated and graphed. The situation considered was p = 3, 
$ = I, and Q diagonal with diagonal elements 12, 3,4}. Figure 1 shows the 
risk of the estimator given by (9) with 01 = 2. (PARAMETER denotes 1 B I.) 
The risk is given along the coordinate axes and along the equiangular line 
0, = f?a = 0, . Figure 2 gives the risk of the estimator given by (7), (8), 
C = (chmax[$-lQ-l]) Z’-l, and 01 = 2. In both figures the higher curve is the 
risk along the 0,-axis, while the lower curve is the risk along the &-axis. (The 
two middle curves are the risks along the &-axis and the equiangular line.) 
FIGURE 1 
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m.m 
FIGURE 2 
It was in general found that for J? = I, the risks of the two estimators considered 
were roughly spherically symmetric. In both figures, the constant line y = 9 
is the risk of the usual estimator 6, . Significant savings are clearly achievable. 
(The amount of improvement is generally even more substantial for larger p.) 
In applications, one should, of course, choose an apriori “likely” parameter 
value 0, and use an estimator centered at that parameter value (i.e., S*(X) = 
6(X - 4J + 4 , instead of 6(X)). Significant improvements in risk will then 
be obtained near 0,) instead of near 0 as in Figs. 1 and 2. 
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