Division-of-focal-plane modulation is a powerful technique for real-time polarization imaging. This technique, however, suffers from the non-uniformity of the performance of linear polarization filters and photodetectors. We study the Stokes parameters reconstruction from the division-of-focal-plane modulation in the presence of the non-uniformity. Two reconstruction methods, named as least-squares and smoothing regularization methods, are proposed. The performance of the proposed methods are evaluated through Fourier analysis, numerical simulations, and experiments. The results indicate that the proposed methods can effectively mitigate the reconstruction errors and artifacts caused by the non-uniformity, and therefore may further facilitate the practical application of the division-of-focal-plane technique.
Introduction
Polarization imaging aims to measure the polarization information described by Stokes parameters and their derivatives such as degree of linear polarization (DoLP) and angle of polarization (AoP). It has a wide range of applications in various fields such as remote sensing [1] , biomedical diagnosis [2, 3] , and interferometry [4] [5] [6] [7] [8] [9] . The modulation technique in polarization imaging can be classified into four categories: division-of-time (DoT) [10] , division-of-amplitude [11, 12] , division-of-aperture [13] , and division-of-focal-plane (DoFP) [14] [15] [16] . The DoFP technique achieves the polarization modulation by integrating a polarization filter array in front of a photodetector array. The most commonly used polarization filter array arrangement is shown in Fig. 1 A fundamental problem in the DoFP technique is the Stokes parameters reconstruction. Since each pixel can only capture the polarization information in one orientation, the measurement of the Stokes parameters is incomplete.
Mathematically, reconstructing the Stokes parameters from the DoFP polarization modulation is an ill-posed inverse problem. Many methods have been proposed to reconstruct the Stokes parameters [17] [18] [19] [20] [21] [22] [23] . Most of these methods are spatial domain's interpolation-based methods [17] [18] [19] [20] and frequency domain's filtering-based methods [21] [22] [23] . In the interpolation-based methods, the DoFP image is splited into 0 • , 45 • , 90 • , and 135 • polarization images. After interpolating the missing pixel values in these polarization images, the interpolation-based methods determine the Stokes parameters accroding the least-squares criterion. The interpolation algorithms are usually convolutional, including nearest-neighbor, bilinear, bicubic, and natural bicubic spline interpolation algorithms [17, 18] . Some edge-preserved interpolation algorithms have also been proposed recently [19] . Based on the characteristics of the spectrum of the DoFP image, the filtering-based methods use the filter transfer functions constructed by window functions to reconstruct the Stokes parameters. The window functions used in previous studies including Hamming [21] , Gaussian [22] , and Planck-taper [23] window functions. However, the interpolation-based and filtering-based methods are only suitable for the theoretical case that the Stokes parameters are periodically modulated. In practice, the manufacturing imperfects of the DoFP polarimeters cause the non-uniformity of the performance of the linear polarization filters and photodetectors. The non-uniformity is characterized as the differences of the major and minor principal transmittances of the linear polarization filters, the differences of the gains and dark offsets of the photodetectors, and the deviations between the actual and designed orientations of the linear polarization filters [24] [25] [26] . The non-uniformity destroys the periodicity of the polarization modulation. Consequently, the interpolationbased and filtering-based methods will fail in practical applications since these methods are unable to tackle the reconstruction errors and artifacts caused by the non-uniformity.
In this paper, we study the Stokes parameters reconstruction from the division-of-focal-plane modulation in the present of the non-uniformity. We propose two reconstruction methods that can tackle the reconstruction errors and artifacts caused by the non-uniformity. The proposed methods are inspired by the classical Lucas-Kanade method [27] and Horn-Schunck method [28] in optical flow estimation. One is the least-squares method (LSM), which reconstructs the Stokes parameters under the local constant assumption that the Stokes parameters are constants in 2×2 subsets. The basic idea of this method has been reported in Ref. [29] and our previous study [30] . Here, we further add a foursubset averaging strategy, present in-depth theoretical analyses, and explain the relationship between the LSM and interpolation-based methods. The other is the smoothing regularization method (SRM), which reconstructs the Stokes parameters under the global smoothing assumption that the Stokes parameters are spatially smooth. This method has more similarity to the filtering-based methods.
This paper is organized as follows: in Section 2, a linear pixel model is introduced to characterized the non-uniformity; in Section 3, the LSM and SRM are presented to reconstruct the Stokes parameters; in Section 4, Fourier analysis and numerical simulations are used to evaluate the reconstruction errors of the LSM and SRM; in Section 5, the choice of the regularization parameters in the SRM is discussed; in Section 6, the performance of the LSM, SRM, and interpolation-based and filtering-based methods is evaluated and compared through two experiments; in Section 7, the performance of the LSM and SRM is summarized.
Linear pixel model
After integrated with the array composed by the linear polarization filters, the photodetector array can be regarded as being sensitive to the first three Stokes parameters. Assuming the performance of the linear polarization filters and photodetectors is linear, for each pixel, we have [25] i(x, y) = m 0 (x, y)s 0 (x, y) + m 1 (x, y)s 1 (x, y) + m 2 (x, y)s 2 (x, y) + d(x, y). (1) Here, x and y are the horizontal and vertical pixel coordinates, respectively, i represents the intensity of the DoFP image, s 0 , s 1 , and s 2 represent the first three Stokes parameters, m 0 , m 1 , and m 2 are the modulation parameters of s 0 , s 1 , and s 2 , respectively, and d represents the dark offset of the photodetector.
Specifically, m 0 , m 1 , and m 2 are expressed as
Here, g represents the gain of the photodetector, k 1 and k 2 represent the major and minor principal transmittances of the linear polarization filter, respectively, and θ represents the orientation of the linear polarization filter.
In the interpolation-based and filtering-based methods, the modulation parameters are regarded as periodically ideal values, expressed as [21] 
corresponding to g(x, y) = 2, k 1 (x, y) = 1, k 2 (x, y) = 0, and θ(x, y) takes 0, π/4, π/2, or 3π/4 according to the arrangement shown in Fig. 1 . In practice, due to the existence of the non-uniformity, the major and minor principal transmittances of the linear polarization filters and the gains and dark offsets of the photodetectors generally show individual differences, and the actual orientations of the linear polarization filters are also deviated from the designed orientations.
To tackle the reconstruction errors and artifacts caused by the non-uniformity, these parameters need to be calibrated. The calibration of these parameters has been well discussed in Refs. [25, 26, 30] . Here, we consider m 0 , m 1 , m 2 , and d as known. To normalize the modulation parameters and choose a orientation as the reference of 0 • , we apply the scaling and rotation transformation given in Appendix A to the modulation parameters. And since the influence caused by the non-uniformity of d can be mitigated by simply subtracting d from i, we will omit d for brevity.
To generalize our discussions, we consider two sets of modulation parameters. One is the ideal modulation parameters given in Eq. shows the scatterplots of the non-uniform modulation parameters. And Table 1 gives the means and standard deviations of g · (k 1 + k 2 ), g · (k 1 − k 2 ), and θ in the non-uniform modulation parameters according to the designed polarization orientations. It can be seen that the non-uniform modulation parameters show strong non-uniformity deviations. We use the non-uniform modulation parameters to illustrate the abilities of the LSM and SRM for mitigating the reconstruction errors and artifacts caused by the non-uniformity. 
Stokes parameters reconstruction
Reconstructing the Stokes parameters requires to deal with the underdetermined system of linear equations composed by Eq. (1). In this section, the LSM and SRM are presented to solve the underdetermined system of linear equations by applying the local constant assumption and global smoothing assumption, respectively.
Least-squares method
Assuming that the Stokes parameters are constants in 2×2 subsets, the Stokes parameters can be determined according to the least-squares criterion, expressed as
Here,ŝ 0 ,ŝ 1 , andŝ 2 represent the reconstructed Stokes parameters, and [•] † represents the pseudo-inverse of a matrix. The local constant assumption is equivalent to the idea of the nearest-neighbor interpolation. When substituting the ideal modulation parameters into Eq. (4), it can be found that the reconstruction results of Eq. (4) are equivalent to that of the nearest-neighbor interpolation-based method.
Considering that each pixel is contained in four different 2×2 subsets, we further apply a four-subset averaging strategy to obtain the final reconstruction results, expressed aŝ
Here, the subscript k takes 0, 1, and 2. With this strategy, when substituting the ideal modulation parameters, it can be found that the reconstruction results of the LSM (Eqs. (4) and (5)) are equivalent to that of the bilinear interpolationbased method.
Smoothing regularization method
In the SRM, we assume that the Stokes parameters are spatially smooth.
Under this assumption, we reconstruct the Stokes parameters by minimizing the objective function L defined as
Here, the first term on the right side of Eq. 6 is the fidelity term used to penalize the deviation between the reconstructed Stokes parameters and the constraint
2 ) are the regularization terms, R is the discrete thin-plate energy functional used to introduce the constraint of the spatial smoothness, defined as
λ 0 , λ 1 , and λ 2 are the regularization parameters used to control the weights of the regularization terms, and κ 1 and κ 2 are two parameters used to compensate the change of the relative weights between the fidelity term and regularization terms caused by the non-uniformity, defined as
The desired Stokes parameters should satisfy the Euler-Lagrange equation of the objective function, expressed as
Here, ∇ 4 represents the discrete biharmonic operator, corresponding to the variation of the discrete thin-plate functional. The discrete biharmonic operator is implemented by the convolution operation
Here, * represents the convolution operation.
Equation (9) can be solved by gradient descent algorithms. We give a MAT-LAB code implementation of the SRM in Ref. [31] . Since the objective function is a convex function, the calculations can well converge to the global optimal solution that minimizes the objective function.
Reconstruction error evaluations
In this section, the reconstruction errors of the LSM and SRM for the different frequency components of s 0 , (s 1 + s 2 )/2, and (s 1 − s 2 )/2 are evaluated.
Firstly, Fourier analysis is applied to evaluate the reconstruction errors in the ideal case that the Stokes parameters are modulated by the ideal modulation parameters. Secondly, numerical simulations are applied to evaluate the reconstruction errors in the non-uniform case that the Stokes parameters are modulated by the non-uniform modulation parameters.
Fourier analysis
When the Stokes parameters are modulated by the ideal modulation parameters, substituting Eq. (3) into Eq. (1), the discrete Fourier transform (DFT) of i is expressed as
Here 
Here, H 0 (4) and (5), and performing the DFT, after some simplifications, we have
The first row of Fig. 4 shows the filter transfer functions of the LSM and their full-widths-at-half-maximum (FWHMs). Notice that the LSM is equivalent to the bilinear interpolation-based method in this case. For the SRM, substituting Eq. (3) into Eq. (9), and performing the DFT, after the same simplifications, we have
Here, G is the DFT of the discrete biharmonic operator, expressed as 
The filter transfer functions of the SRM are adjustable by changing the values of the regularization parameters. For arbitrary λ 1 /λ 0 and λ 2 /λ 0 , when λ 0 tends to 0, these filter transfer functions satisfy
The second, third, and fourth rows of Fig. 4 show the filter transfer functions of the SRM and their FWHMs with the regularization parameters chosen as "λ 0 = 0.001, λ 1 = 0.001, λ 2 = 0.001", "λ 0 = 0.001, λ 1 = 0.0407, λ 2 = 0.0204", and "λ 0 = 0.001, λ 1 = 0.0407, λ 2 = 0.0285", respectively. It can be seen the are anisotropic. It can be seen from Fig. 3(a) that the probabilities that the pre-aliasing occurs along different directions are different. This indicates that the anisotropic frequency responses can better reduce the reconstruction errors. Since the non-uniform modulation parameters are no longer periodic, we used numerical simulations to evaluate the reconstruction errors of the LSM and SRM for the different frequency components of s 0 , (s 1 +s 2 )/2, and (s 1 −s 2 )/2 in the non-uniform case. Firstly, we generated the cosine patterns of s 0 , (s 1 +s 2 )/2, and (s 1 − s 2 )/2 by setting "α = 1, β = 0, γ = 0", "α = 0, β = √ 2/2, γ = 0", and "α = 0, β = 0, γ = √ 2/2", respectively, in the following equation Fig. 4 . This is due to the fact that the non-uniform modulation parameters are still close to the ideal modulation parameters in average sense.
Numerical simulations
         s 0 (x, y) = 1 + α cos(2πu x + 2πv y)
Choice of the regularization parameters
In this section, we give some rules of thumb for choosing suitable regularization parameters in the SRM. We represente the regularization parameters as λ 0 , λ 1 /λ 0 , and λ 2 /λ 0 to discuss their choices.
Keeping λ 1 /λ 0 and λ 2 /λ 0 invariant, λ 0 determines the overall weight of the regularization terms. The major factor influencing the choice of λ 0 is the level of the additional Gaussian noise. However, in this paper, the DoFP images are considered to be noiseless, so λ 0 needs to be set to a small value so that the reconstruction results can meet the constraint of Eq. (1). Empirically, λ 0 is chosen as 0.001, smaller values will not cause significant changes of the reconstruction results. Fig. 6 .
To reduce the non-uniformity disturbances, the spectrum of i/m 0 is used for choosing λ 1 /λ 0 . As shown in Fig. 6(a) , by sliding the rectangular window whose center is located at the horizontal line v = 0 and averaging the spectrum in the rectangular window, we obtain a spectrum curve. Empirically, we choose the size of the rectangular window as 0.02×0.4. According the frequency coordinate of the lowest point of the spectrum curve u p , we determine λ 1 /λ 0 by the formula
As shown in Fig. 6(b) , the choice of λ 1 /λ 0 makes the horizontal FWHMs of H 0 and H 1 that the SRM is close to in average sense can match the relative bandwidths occupied by the frequency components of s 0 and (s 1 + s 2 )/2, the reconstruction results can therefore have good visual effects and less errors.
Likewise, λ 2 /λ 0 can be chosen by a similar strategy. In practice, inappropriate choices of λ 1 /λ 0 and λ 2 /λ 0 usually result significantly serrated artifacts in the reconstructed results. If the above strategy fails, the regularization parameters can still be suitably chosen through visual inspection.
Experiments
Two experiments were performed to evaluate and compare the performance of the LSM, SRM, bicubic interpolation-based, Newton's polynomial interpolationbased method [19] , Fig. 3(a) . It can be seen that the frequency components of s 0 occupy more sized bandwidth than these of (s 1 + s 2 )/2 and (s 1 − s 2 )/2. As a matter of fact, this is a common phenomenon which has been shown in Ref. [19, 23] . The modulation parameters of the self-developed DoFP polarimeter are shown in Fig. 2 . The spectrum of the DoFP image captured by this polarimeter is shown in Fig. 3(b) , which is disturbed by the non-uniformity. The first three rows of Fig. 8 show the s 0 , DoLP, and AoP reconstructed by the bicubic interpolation-based method, Newton's polynomial interpolation-based method,
Planck-Taper window filtering-based method. The window function parameters used in the reconstruction were the same as the previous. It can be seen that the reconstruction results of these methods contain strong non-uniformity ar-tifacts, which indicates these methods fail in this experiment. The fourth and fifth rows of Fig. 8 show the s 0 , DoLP, and AoP reconstructed by the LSM and SRM, respectively, with the non-uniform modulation parameters used in the reconstructions. The regularization parameters were chosen as "λ 0 = 0.001, λ 1 = 0.0407, λ 2 = 0.0285" according to the discussions given in Section 5. It can be seen that the non-uniformity artifacts in the reconstruction results of these two methods are well mitigated, and meanwhile the visual effects of the reconstruction results are consistent with those in Fig. 7 . This indicate that the LSM and SRM are general and practical reconstruction methods.
Notice that a non-uniformity-corrected DoFP image can be further generated by substituting the ideal modulation parameters and the reconstructed Stokes parameters of LSM or SRM into Eq. 1. With this process, the LSM and SRM become the so-called calibration methods [25] . Some studies suggest first applying the calibration methods to correct the non-uniformity, and then using the interpolation-based or filtering based methods to reconstruct the Stokes parameters. However, this process make the reconstruction redundant, since the Stokes parameters are actually reconstructed twice. Reconstructing the Stokes parameters under the actual modulation parameters is a more straightforward way.
Conclusion
We proposed the LSM and SRM to reconstruct the Stokes parameters. The 
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