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Summary. In diagnostic medicine, estimating the diagnostic accuracy of a group of raters or medical tests relative to the
gold standard is often the primary goal. When a gold standard is absent, latent class models where the unknown gold standard
test is treated as a latent variable are often used. However, these models have been criticized in the literature from both a
conceptual and a robustness perspective. As an alternative, we propose an approach where we exploit an imperfect reference
standard with unknown diagnostic accuracy and conduct sensitivity analysis by varying this accuracy over scientiﬁcally
reasonable ranges. In this article, a latent class model with crossed random eﬀects is proposed for estimating the diagnostic
accuracy of regional obstetrics and gynaecological (OB/GYN) physicians in diagnosing endometriosis. To avoid the pitfalls
of models without a gold standard, we exploit the diagnostic results of a group of OB/GYN physicians with an international
reputation for the diagnosis of endometriosis. We construct an ordinal reference standard based on the discordance among
these international experts and propose a mechanism for conducting sensitivity analysis relative to the unknown diagnostic
accuracy among them. A Monte Carlo EM algorithm is proposed for parameter estimation and a BIC-type model selection
procedure is presented. Through simulations and data analysis we show that this new approach provides a useful alternative
to traditional latent class modeling approaches used in this setting.
Key words: Diagnostic error; Imperfect tests; Model selection; Prevalence; Sensitivity; Speciﬁcity.
1. Introduction
The motivation for this statistical research comes from the
physician reliability study (PRS; Schliep et al., 2012) that
investigated the diagnosis of endometriosis for various types
of physicians by using diﬀerent combinations of clinical infor-
mation. Endometriosis is a gynecological medical condition in
which cells from the lining of the uterus appear and ﬂourish
outside the uterine cavity, most commonly on the ovaries. The
diagnosis of endometriosis can be complicated and there is no
consensus in the ﬁeld on what constitutes the gold standard
(e.g., Brosens and Brosens, 2000). Of interest in the PRS is es-
timating the diagnostic accuracy of a group of regional obstet-
rics and gynecological (OB/GYN) physicians (R-OB/GYNs)
in terms of their endometriosis diagnosis. The R-OB/GYNs
were presented with digital images of the uterus and adnexal
structure of participants that were taken during laparoscopies
and were asked to make a diagnosis of endometriosis. Because
these R-OB/GYNs see patients daily and are aﬃliated with
the same medical center, an assessment of their diagnostic ac-
curacy can help the medical center in designing speciﬁc train-
ing programs to improve their diagnosis.
Diagnostic accuracy of raters or medical tests are of con-
siderable interest in many public health and biomedical ﬁelds
(Hui and Walter, 1980; Zhou, McClish, and Obuchowski,
2002; Pepe, 2003). The estimation of diagnostic accuracy is
straightforward when the true disease status is known. In
many cases, such as for endometriosis, however, a gold stan-
dard is not available. Methods have been proposed to estimate
diagnostic accuracy without a gold standard using latent class
models for which the true disease status is considered to be a
latent variable (Hui and Walter, 1980; Hui and Zhou, 1998).
Qu, Tan, and Kutner (1996) proposed a random-eﬀects la-
tent class model that introduces conditional dependence be-
tween tests with normally distributed random eﬀects. Albert
et al. (2001) proposed a latent class model with a ﬁnite mix-
ture structure to account for dependence between tests. More
recently, it has been shown that latent class models for es-
timating diagnostic accuracy may be problematic in many
practical situations (Albert and Dodd, 2004; Pepe and Janes,
2006). Speciﬁcally, Albert and Dodd (2004) showed that with
a small number of binary tests, estimates of diagnostic ac-
curacy are biased under a misspeciﬁed dependence structure;
yet in many situations it is nearly impossible to distinguish
between models with diﬀerent dependence structures from ob-
served data.
Between the two extremes of no gold standard on anyone
and a gold standard on all individuals, there are situations
where a gold standard does not exist but some imperfect
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information is available. When there is no gold standard, the
best available reference tests can be employed to help the
estimation of diagnostic accuracy of new tests. Those best
available reference tests may themselves be subject to small
error, and therefore, are called imperfect reference standard.
In the motivating PRS example, there are diagnostic results
on the same subjects from a group of international expert (IE)
OB/GYN physicians. These IEs all had directed specialized
training in laparoscopic surgery, accrued extensive clinical and
research experience in diagnosing and treating endometriosis,
and have international reputations in the ﬁeld. A scatterplot
of the correlation between the IE and R-OB/GYN ratings is
included in Web Appendix A of the web-based supplementary
materials. In this article, we propose new methodology to es-
timate the R-OB/GYNs’ diagnostic accuracy by exploiting
the IEs’ diagnostic results in the PRS.
Valenstein (1990), Begg (1987), and Qu and Hadgu (1998)
have discussed the bias in estimating diagnostic accuracy us-
ing an imperfect reference standard. Using both analytical
and simulation techniques, Albert (2009) showed that, with
the aid of an imperfect reference standard with high sensi-
tivity and speciﬁcity, inferences on diagnostic accuracy are
robust to misspeciﬁcation of the conditional dependence be-
tween tests. However, this approach assumes that the diag-
nostic accuracy of the imperfect reference standard is known
or can be estimated from other data sources. In some cases,
no gold standard exists and it is impossible to obtain esti-
mates of the diagnostic accuracy of the imperfect reference
standard relative to the gold standard from other studies. In
this situation, we show how multiple expert raters or more
deﬁnitive tests can be used along with a sensitivity analysis
to estimate the diagnostic accuracy of other raters or tests.
Our proposed approach for estimating the average diagnos-
tic accuracy among R-OB/GYNs makes use of the latent class
model as in the aforementioned literature for models without
a gold standard. Because each physician examines each sub-
ject in the PRS, we develop an approach where R-OB/GYNs
are random and crossed with subjects. To exploit the IEs’
diagnostic results, we construct an ordinal composite imper-
fect reference standard from the individual diagnostic results
of the IEs. We ﬁrst assume that we know the diagnostic ac-
curacy of the imperfect reference standard and proceed with
estimating the diagnostic accuracy of the R-OB/GYNs. In
this step, the value of the diagnostic accuracy of the imper-
fect reference standard is chosen such that the corresponding
posterior probability of the latent disease status given the
observed ordinal reference standard is reasonable. We then
vary this choice widely within a scientiﬁcally sensible range
of the posterior probabilities to assess the robustness of the
estimated diagnostic accuracy of the R-OB/GYNs. To handle
the computational challenge arising from the crossed random
eﬀects, we develop a Monte Carlo EM algorithm for parame-
ter estimation. We investigate the robustness of the proposed
latent class model with respect to the misspeciﬁcation of the
dependence structure between tests. We show that, without
the imperfect reference standard (i.e., IE reviewers), estimates
of diagnostic parameters are biased under a misspeciﬁed de-
pendence structure. Moreover, the model selection criterion
(Ibrahim, Zhu, and Tang, 2008) has diﬃculty distinguishing
the various competing models. However, with the aid of the
imperfect ordinal standard, (i) estimates of diagnostic accu-
racy are nearly unbiased, even when the dependence structure
between the R-OB/GYN tests is misspeciﬁed or when the as-
sumed diagnostic accuracy of the imperfect reference standard
deviates from the truth in a reasonable way and (ii), we are
able to distinguish between competing models for the depen-
dence between R-OB/GYNs.
In Section 2, we propose a latent class modeling approach
for estimating the diagnostic accuracy of the R-OB/GYNs
that exploits the IEs by constructing an ordinal reference
standard. In Section 3, we investigate the bias from misspec-
ifying the random eﬀects structure with and without the use
of the imperfect reference standard. In Section 4, we apply
the proposed model to data from the PRS in the diagnosis of
endometriosis. A discussion follows in Section 5.
2. Methods
2.1 Random-Eﬀects Latent Class Model without a Gold
or Imperfect Reference Standard
Let Yij denote the binary diagnostic result of endometrio-
sis (Yij = 1(0) for having (not having) endometriosis) for
the ith subject from the jth R-OB/GYN, i =1 ,2,...,I and
j =1 ,2,...,J. In the PRS, we consider 79 subjects who had
complete diagnoses from 8 R-OB/GYNs and 4 IEs; thus,
I =7 9a n dJ =8 .W ed e n o t eDi as the true disease status of
the ith subject. Due to the lack of a gold or imperfect reference
standard for endometriosis, we model Di as a binary latent
variable. In the PRS, the eight R-OB/GYNs are chosen from
a group of regional physicians, and interest is on estimating
the average sensitivity and speciﬁcity across the population of
these physicians, rather than the eight physician-speciﬁc sen-
sitivities and speciﬁcities themselves. Therefore, we consider
the following model with two crossed random eﬀects
P(Yij =1 |Di = di,b i,c j)=Φ ( βdi + σdi bi + τdi cj),
σdi ,τ di > 0,
(1)
where bi is the subject-speciﬁc random eﬀect with probability
density distribution (p.d.f.) g1(x), cj is the rater-speciﬁc ran-
dom eﬀect with p.d.f. g2(x), and the three unobserved latent
variables Di, bi,a n dcj are assumed to be independent of each
other. Let πdi = P(Di = di) and note π1 is the prevalence of
endometriosis in the population.
Contrast to the latent class models with a Gaussian
random eﬀect model in Qu, Tan and Kutner (1996) and
Albert (2001), where the rater sensitivity and speciﬁcity were
treated as ﬁxed eﬀects, (1) can be used to estimate the av-
erage sensitivity and speciﬁcity across the population of re-
gional physicians as follows: Se =Φ ( β1/

1+σ2
1 + τ2
1)a n d
Sp =Φ ( −β0/

1+σ2
0 + τ2
0) under the normality assumption
of bi and cj. These expressions are obtained by integrating out
both subject- and rater-level random eﬀects. For notational
brevity, we will simply call them sensitivity and speciﬁcity in
the remainder of the article. In addition to the normality as-
sumption on the random eﬀects, we consider the case where
g1(x)a n dg2(x) are two-group mixture normal distribution
with p.d.f.
gm(x)=λm φ

x;μ1m,ν
2
1m

+(1−λm )φ

x;μ2m,ν
2
2m

,m =1,2,
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where λm is the probability in the ﬁrst group, 0 ≤ λm ≤ 1,
and φ(x;μ,ν2) is the p.d.f. of a normal distribution with
mean μ and variance ν2 (Albert et al., 2001). For model iden-
tiﬁcation, we assume λmμ1m +( 1− λm)μ2m =0 , λ2
m ν2
1m +
(1 − λm)2ν2
2m +2 λ2
mμ1m =1a n dμ1m <μ 2m. Similar to the
Gaussian random eﬀects model with crossed random eﬀects,
the model-based estimates of sensitivity and speciﬁcity can
be obtained by marginalizing over the two-group mixture
models.
The likelihood of (1) is complicated by the two crossed
random eﬀects bi and cj.L e tYi =( Yi1,Y i2,...,Y ij)  be the
J dichotomous rating results on the ith subject. Also, let
Y =( Y  
1,Y 
2,...,Y 
I), D =( D1,D 2,...,D I)a n dθ be the vec-
tor of unknown parameters βdi , σdi , τdi , πdi and the unknown
parameters in gi(x). Then, the likelihood of the proposed
model (1) is given by
L(θ|y)=

···
 1 
d1=0
···
1 
dI =0

I 
i=1
J 
j=1
{Φ(βdi + σdi bi
+ τdi cj)}
yij ×{ 1 − Φ(βdi + σdi bi + τdi cj)}
1−yij
	
×
I 
i=1
πdi g1(bi)dbi
J 
j=1
g2(cj)dcj.
(3)
The likelihood (3) involves high-dimensional integration and
summation, which is diﬃcult to evaluate by numerical ap-
proximation. As a consequence, a Monte Carlo EM algorithm
is presented in Web Appendix B of the web-based supplemen-
tary materials to obtain the maximum-likelihood estimation
of (3).
2.2 Random-Eﬀects Latent Class Model with an Ordinal
Imperfect Reference Standard
In addition to the eight R-OB/GYNs, four IEs provided di-
agnoses of endometriosis for each subject in the PRS. These
IEs are well-known OB/GYN physicians in the ﬁeld and are
expected to have better diagnostic accuracy than other physi-
cians. Although a gold standard does not exist for endometrio-
sis, the diagnostic results from these IEs can be used to
construct an imperfect reference standard to improve the es-
timation of average diagnostic accuracy of the R-OB/GYNs.
Speciﬁcally, an ordinal imperfect reference standard can be
constructed based on the multiple IE binary ratings. Gener-
ally, suppose there are L binary IE ratings ˜ T
(l)
i for the ith sub-
ject, l =1 ,...,L. We propose to use the sum of those binary
ratings as the imperfect reference standard Ti =

L
l=1 ˜ T
(l)
i ,
where Ti takes values 0,1,...,L. In the PRS, L is equal to
4. Letting T =( T1,T 2,...,T I), the likelihood of the observed
rating results Y and imperfect reference standard T is
L(θ|y,t)=
1 
d1=0
···
1 
dI =0

P(Y = y|T = t,D = d)
I 
i=1
S
T
ti |di
×
I 
i=1
πdi

,
(4)
where ST
ti |di = P(Ti = ti|Di = di) characterizes the diagnos-
tic accuracy of the imperfect reference standard relative to
the true disease status. In this section, we will assume ST
ti |di
is known. However, for endometriosis there is no established
gold standard available for estimating these quantities. When
no gold standard exists, we propose a methodological ap-
proach for conducting a sensitivity analysis in Section 2.3.
To incorporate the information of the imperfect reference
standard, we consider the model
P(Yij =1 |Ti = ti,D i = di,b i,c j)=Φ ( βdi + σdi bi + τdi cj),
σdi ,τ di > 0,
(5)
where we make the assumption that the observed ratings do
not depend on the imperfect reference standard if the true
disease status is available. This is a natural assumption which
is usually true in practice. The assumption can be relaxed by
allowing β to depend on Ti (i.e., replacing βdi with βdi ,Ti in
(5)) or by introducing dependence between the Yij’s and Ti’s
through a shared random eﬀect (see Web Appendix F). The
corresponding likelihood is given by
L(θ)=

···
 1 
d1=0
···
1 
dI =0

I 
i=1
J 
j=1
{Φ(βdi + σdi bi + τdi cj)}
yij
×{1 − Φ(βdi + σdi bi + τdi cj)}
1−yij
	
×
I 
i=1
S
T
ti |di πdi g1(bi)dbi
J 
j=1
g2(cj)dcj.
(6)
A Monte Carlo EM algorithm is used to obtain maximum
likelihood estimates of βdi , σdi ,a n dτdi , di = 0 or 1, by max-
imizing (6).
There are special cases of the proposed methodology. When
ST
L|1 = ST
0|0 = 1, it reduces to the case in which the true dis-
ease status is observed. For diagnosing endometriosis in the
PRS, it corresponds to the scenario where all four IEs re-
port positive results if the subject has endometriosis and they
all report negative results if the subject does not (i.e., IEs
have perfect classiﬁcations). When ST
ti |1 = ST
ti |0 =1 /(L +1 )
for ti =0 ,1,...,L, the imperfect reference standard (IEs)
adds no additional information, and the approach reduces
to a latent class model without a gold standard for the R-
OB/GYNs alone.
2.3 Sensitivity Study of the Ordinal Imperfect Reference
Standard
As stated in Section 2.2, we construct the imperfect refer-
ence standard T by using the diagnostic results from the four
IEs in the PRS. In this application, we do not know the di-
agnostic accuracy of the IEs and, consequently, do not know
the diagnostic accuracy of the constructed imperfect reference
standard. Hence, we discuss how we conduct sensitivity anal-
ysis for diagnostic accuracy estimation of the R-OB/GYNs
by varying the diagnostic accuracy of the imperfect reference
standard over a wide range of reasonable values. In particular,
we assume the following polychotomous logit model,
S
T
ti |di =
exp

γ0 + γ1ti + γ2t2
i

1+
3 
h=0
exp(γ0 + γ1h + γ2h
2)
,t i =0 ,1,...,3,
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Figure 1. Posterior probability of having disease for diﬀerent values of γ2 in equations (8) and (7). γ0 and γ1 are assumed
known with γ0 = −4.5,γ 1 =0 .1.
and a symmetrically deﬁned ST
ti |0: ST
ti |0 = ST
4−ti |1.N o t eh e r e
that ST
4|1 =1−

3
t=0 ST
t|1.D e n o t i n gSD
di |ti = P(Di = di|Ti =
ti), then by Bayes rule,
S
D
di |ti =
ST
ti |di πdi 
d=0,1
S
T
ti |di πd
, (8)
which characterizes the posterior probability of disease given
the observed imperfect reference standard. We focus on the
sum of the IE ratings, rather than their individual values,
because this provides a simple and intuitive approach for sen-
sitivity analysis that does not require the speciﬁcation of the
dependence structure between the multiple IE ratings. With
regard to choosing parameter of (7), we suggest that parame-
ters be chosen so that SD
1|4 and SD
0|0 are both close to zero (i.e.,
the probability that a woman is truly negative (positive) for
endometriosis but all IEs independently diagnose her as pos-
itive (negative) is reasonably assumed to be zero). Figure 1
shows posterior probability of having disease for diﬀerent val-
ues of γ2 in (8) where γ0 = −4.5, γ1 =0 .1, and π1 =0 .70. The
impact of the change of γ2 on the estimation of the diagnostic
accuracy of the regional physicians is examined in both the
simulation and application sections.
In the simulation and discussion sections as well as the web-
based supplementary materials, we show that the proposed
approach for exploiting the IEs and conducting sensitivity
analysis is robust to (i) the assumed dependence structure
among the R-OB/GYN ratings, and (ii) the exchangeability
assumption implicit in using the sum of the IE ratings as an
imperfect reference standard.
3. Simulation Studies
The simulation datasets were generated from the latent class
models with random eﬀects that follow mixture normal distri-
bution (“true model”) and were ﬁt to models with either nor-
mal or mixture normal random eﬀects (“working model”). All
simulations were conducted with 500 replications, each with
100 subjects (I = 100). The average sensitivity and speci-
ﬁcity and the disease prevalence over 500 replications and
their standard deviations are shown with ﬁve (J =5 )o rt e n
(J = 10) raters in Table 1.
Table 1(A) presents the results when there is no gold or
imperfect reference standard. The results show that, with no
help of a gold or imperfect reference standard, there is sizable
bias in estimation when the random eﬀects (both between
subjects and between raters) in the true model follow mix-
ture normal distributions and in the working model follow
normal distributions. The averages of estimated mean sensi-
tivity and speciﬁcity are both 0.81 for 5 raters, and 0.82 and
0.83 for 10 raters, respectively, compared to the true sensi-
tivity of 0.88 and true speciﬁcity of 0.87. Moreover, we are
unable to distinguish between the true and the misspeciﬁed
models by using model selection criterion ICH (0),Q (Ibrahim,1298 Biometrics, December 2012
Table 1
Simulation results for sensitivity and speciﬁcity under the scenarios (A) with no gold or imperfect reference standard, (B) with a
correctly speciﬁed imperfect reference standard (γ0 = −4.5, γ1 =0 .1, γ2 =0 .2 in equations (7) and (8)), and (C) with
anincorrectly speciﬁed imperfect reference standard (γ0 = −4.5, γ1 =0 .1, γ2 =0 .1 equations (7) and (8)). The random eﬀects of
the true models follow mixture normal (MixN) distribution. The averages of estimates (standard errors) and the percentage of
selecting true model by ICH (0),Q are presented. The true sensitivity, speciﬁcity, and disease prevalence are Se =0 .88, Sp =0 .87,
and π1 =0 .7, respectively.
Number of Working random Rate of selecting
tests eﬀects distribution ˆ Se(se) ˆ Sp(se)ˆ π1(se)t r u e m o d e l
(A)
5 Normal 0.81(0.053) 0.81(0.039) 0.78(0.054) 55%
MixN 0.88(0.055) 0.86(0.059) 0.70(0.057)
10 Normal 0.82(0.046) 0.83(0.047) 0.77(0.052) 52%
MixN 0.88(0.053) 0.87(0.061) 0.70(0.063)
(B)
5 Normal 0.87(0.055) 0.87(0.045) 0.70(0.056) 95%
MixN 0.88(0.060) 0.86(0.062) 0.69(0.053)
10 Normal 0.88(0.051) 0.87(0.048) 0.70(0.048) 96%
MixN 0.88(0.063) 0.88(0.062) 0.70(0.059)
(C)
5 Normal 0.89(0.064) 0.87(0.055) 0.70(0.047) 89%
MixN 0.88(0.058) 0.86(0.063) 0.70(0.038)
10 Normal 0.88(0.041) 0.87(0.049) 0.70(0.054) 91%
MixN 0.88(0.060) 0.87(0.068) 0.70(0.055)
Zhu, and Tang, 2008); the percentages that ICH (0),Q selected
the true random eﬀects structure are just sightly above 50%
(55% for 5 raters; 52% for 10 raters). These results are consis-
tent with Albert and Dodd (2004) who showed that for ﬁxed
rater-speciﬁc diagnostic accuracy, estimation is sensitive to
misspeciﬁcation of the random eﬀects distribution, yet it is
diﬃcult to distinguish between random eﬀects distributions
using the observed data.
In the case when an ordinal imperfect reference standard
is used and the diagnostic accuracy of the imperfect refer-
ence standard is known, we assume that the imperfect refer-
ence standard Ti is ordinal taking values 0,1,...,4, and that
the true disease status Di remained binary taking 0 (no dis-
ease) or 1 (disease). The imperfect reference standard was
generated under (7) with γ0 = −4.5, γ1 =0 .1, and γ2 =0 .2.
The corresponding posterior disease probabilities SD
1|ti given
ti =0 ,1,2,3,4, when π1 =0 .70, were 0.02, 0.28, 0.70, 0.93,
and 1.00, respectively. Table 1(B) shows that, with the aid of
the imperfect reference standard that has known diagnostic
accuracy, the proposed latent class model is robust in esti-
mating sensitivity, speciﬁcity, and disease prevalence when
the random eﬀect distributions are misspeciﬁed. More specif-
ically, when the true model random eﬀects distributions are
mixture normal distributions and the working model assumes
normal random eﬀects distributions, the estimates are nearly
unbiased with the average estimated sensitivities at 0.87 for 5
raters and 0.88 for 10 raters, and the average estimated speci-
ﬁcities both at 0.87. In addition, we are able to distinguish
between the true and misspeciﬁed models by using model se-
lection criterion ICH (0),Q; the percentages that ICH (0),Q se-
lected the true random eﬀects structure are about 90% or
above in both the 5- and 10-rater cases. With the imperfect
reference standard, there is also no observed eﬃcient loss un-
der misspeciﬁed random eﬀect distributions relative to the
correct distributions.
The results in Table 1(B) show how incorporating an im-
perfect reference standard improves the robustness of the esti-
mation, assuming that we know the diagnostic accuracy of it.
However, in most practice situations, we do not know the di-
agnostic accuracy of the imperfect reference standard. In the
PRS, we construct the imperfect reference standard from four
IEs, but have no information about the diagnostic accuracy of
this imperfect reference standard. Thus, it is of interest to in-
vestigate the robustness of the proposed latent class model to
reasonable misspeciﬁcation of the diagnostic accuracy of the
imperfect reference standard. For this reason, we repeated the
simulation study in Table 1(B), but with a misspeciﬁed diag-
nostic accuracy (γ0 = −4.5, γ1 =0 .1, and γ2 =0 .1 in (7)) for
the imperfect reference standard. The resulting posterior dis-
ease probabilities given ti =0 ,1,2,3,4 were 0.02, 0.46, 0.70,
0.86, and 1.00, respectively. Table 1(C) shows that even with
the misspeciﬁed diagnostic accuracy of the imperfect refer-
ence standard, the estimates of sensitivity and speciﬁcity are
still nearly unbiased. Further, we are still able to distinguish
between the true and misspeciﬁed models by using model se-
lection criterion ICH (0),Q: the percentages ICH (0),Q selected
the true random eﬀects structure are around 90%.
Although the robustness of the proposed latent class model
in estimating diagnostic accuracy is shown in Table 1 with the
imperfect reference standard, we also investigate the sensitiv-
ity of the proposed model to diﬀerent values of the diagnostic
accuracy of the imperfect reference standard. Speciﬁcally, we
estimate sensitivity, speciﬁcity, and prevalence for various val-
ues of the diagnostic accuracy of the imperfect reference stan-
dard by varying γ2 in the parameterization given in (7). The
simulations were also conducted with 500 replications for 100
individuals (I = 100). Table 2 shows results of the average
estimated sensitivity and speciﬁcity in the population with
ﬁve (J =5 )o rt e n( J = 10) raters under the scenarios that
the true imperfect reference standard was generated from (7)Estimating Diagnostic Accuracy of Raters 1299
Table 2
Simulation results for sensitivity and speciﬁcity with incorrectly speciﬁed imperfect reference standards. The random eﬀects of
the true models and working models always follow mixture normal distribution and normal distribution, respectively. The
diagnostic accuracy of the imperfect reference was generated from (7) using diﬀerent values of γ2’s with γ0 = −4.5,γ 1 =0 .1.
The corresponding posterior disease status SD
1|ti and the diagnostic accuracy parameter estimates are presented. The true
imperfect reference standard was generated from equations (8) and (7) with γ0 = −4.5, γ1 =0 .1,a n dγ2 =0 .2.T h et r u e
sensitivity, speciﬁcity, and disease prevalence were set to be Se =0 .90, Sp =0 .90,a n dπ1 =0 .7, respectively.
Posterior density ω1ti Number of
tests γ2 SD
1|0 SD
1|1 SD
1|2 SD
1|3 SD
1|4 ˆ Se(se) ˆ Sp(se)ˆ π1(se)
5 0 0.02 0.65 0.70 0.74 1.00 0.90(0.065) 0.90(0.067) 0.69(0.050)
0.1 0.02 0.46 0.70 0.86 1.00 0.90(0.071) 0.90(0.066) 0.71(0.048)
0.15 0.02 0.36 0.70 0.90 1.00 0.91(0.061) 0.92(0.069) 0.70(0.047)
0.25 0.02 0.20 0.70 0.95 1.00 0.90(0.060) 0.90(0.058) 0.69(0.057)
0.3 0.02 0.15 0.70 0.97 1.00 0.91(0.071) 0.91(0.064) 0.70(0.049)
10 0 0.02 0.65 0.70 0.74 1.00 0.89(0.061) 0.90(0.045) 0.70(0.050)
0.1 0.02 0.46 0.70 0.86 1.00 0.90(0.051) 0.90(0.054) 0.71(0.041)
0.15 0.02 0.36 0.70 0.90 1.00 0.90(0.059) 0.89(0.051) 0.70(0.037)
0.25 0.02 0.20 0.70 0.95 1.00 0.89(0.056) 0.91(0.048) 0.70(0.057)
0.3 0.02 0.15 0.70 0.97 1.00 0.90(0.056) 0.90(0.063) 0.71(0.052)
with γ0 = −4.5, γ1 =0 .1, and γ2 =0 .2 and the misspeciﬁed
imperfect reference standards with γ0 = −4.5, γ1 =0 .1, but
γ2 = −0.1, 0, 0.1, 0.15, 0.25, and 0.3 were used. Severe de-
parture was not considered here, because it is not likely for
investigators to use imperfect reference standards that have
unreasonable poor quality. The simulation datasets were gen-
erated from the latent class models with random eﬀects that
follow mixture normal distribution and were ﬁt to the models
with normal random eﬀects, but with the aid of the imperfect
reference standard with an incorrectly speciﬁed diagnostic ac-
curacy. As shown in Table 2, the robustness of the latent class
model remains in all scenarios when the diagnostic accuracy
of the imperfect reference standard is misspeciﬁed. Thus, the
simulations demonstrate that exploiting the ordinal imper-
fect reference standard (e.g., a group of expert raters) and
performing a sensitivity analysis provides a more robust so-
lution than latent class models without a gold or imperfect
reference standard for estimating diagnostic accuracy. Fur-
ther, it is simpler to distinguish between competing models
for the dependence between the experimental raters (e.g. R-
OB/GYNs) when we exploit the ordinal imperfect reference
standard.
One alternative of using the IE ratings is to incorporate
both R-OB/GYNs and IEs into the latent class approach and
ﬁt a conventional model without a gold standard. We show the
inherent problem of this alternative approach by considering
the following model that was modiﬁed from Equation (1):
P(Yij =1 |Di = di,b i,c j)=Φ ( βdi + αdi Ej + σdi bi + τdi cj),
σdi ,τ di > 0. (9)
Equation (9) is (1) with the addition of Ej as an indicator
variable for IEs where both types of ratings are included in
the latent class model. To investigate the performance of (9) in
estimating the sensitivity and speciﬁcity of the R-OB/GYNs,
we set α1 = −α0 =0 .5, so that the IEs have higher sensi-
tivity and speciﬁcity than the R-OB/GYNs. The simulation
study in Table 1(A) was repeated under (9). Table S.1 in Web
Appendix C of the web-based supplementary materials shows
the results from the simulation study. In summary, the esti-
mates of sensitivity and speciﬁcity of the R-OB/GYNs are bi-
ased when the dependence structure is misspeciﬁed. Further,
the results shows that it is diﬃcult to distinguish between the
diﬀerent models with this approach. In conclusion, the lack of
robustness and diﬃculty in choosing between models makes
the latent class approach on both R-OB/GYNs and IEs less
attractive for incorporating the imperfect reference standard
(IEs) than the proposed approach with a sensitivity analysis.
4. Application: The Physician Reliability Study in the
Diagnosis of Endometriosis
The proposed methodology is applied to data from the PRS
in the diagnosis of endometriosis. In this article, eight R-
OB/GYNs diagnosed 79 subjects for endometriosis based on
digital images from laparoscopies. Our interest is to obtain
average sensitivity and speciﬁcity of the R-OB/GYNs in the
diagnosis of endometriosis.
We estimated the diagnostic accuracy of R-OB/GYNs us-
ing the proposed latent class model with crossed random ef-
fects, under two random eﬀects distributions for the between-
subject and between-rater variation: normal distribution and
mixture normal distribution. Table 3 shows the overall esti-
mates of prevalence, sensitivity, and speciﬁcity for the diagno-
sis of endometriosis, as well as the ICH (0),Q values of the ﬁtted
models. Bootstrap standard errors based 500 replications are
also presented under each model. When no imperfect refer-
ence standard information is incorporated (Table 3A), esti-
mates of diagnostic accuracy are close across models with the
diﬀerent random eﬀects structures. For example, the sensitiv-
ity is 0.96 under the normal random eﬀects distribution and
is 0.93 under the mixture normal random eﬀects distribution.
The ICH (0),Q values are also close for the two random eﬀects
speciﬁcations, suggesting that it is diﬃcult to distinguish be-
tween the two models.
Due to the lack of a gold standard diagnosing endometrio-
sis in the PRS, the ratings from the four IEs are used to1300 Biometrics, December 2012
Table 3
The estimates (standard errors) of sensitivity, speciﬁcity, and
disease prevalence, and ICH (0),Q values of the models for the
example of endometriosis diagnosis: (A) no gold or imperfect
reference standard, (B) with an imperfect reference standard
with the diagnostic accuracy speciﬁed by (7) with γ0 = −4.5,
γ1 =0 .1,a n dγ2 =0 .2 (the resulting posterior disease
probabilities given Ti =0 ,1,2,3,4 were 0.02, 0.46, 0.70, 0.86,
and 1.00, respectively). The random eﬀects of the ﬁtted
models follow either normal or mixture normal distribution.
Distribution
of random Estimated Estimated Estimated ICH (0),Q
eﬀects sensitivity speciﬁcity prevalence value
(A)
Normal 0.96(0.079) 0.77(0.072) 0.69(0.024) 932.945
MixN 0.93(0.084) 0.76(0.074) 0.69(0.025) 933.788
(B)
Normal 0.93(0.074) 0.77(0.067) 0.70(0.027) 917.923
MixN 0.93(0.086) 0.76(0.071) 0.69(0.031) 893.024
construct an imperfect reference standard as stated in Sec-
tion 2.2. This imperfect reference standard is ordinal, with
Ti = 0 representing all four IEs’ diagnosing no disease for the
ith subject and Ti = 4 representing all four IEs diagnosing
the ith subject having endometriosis. Because the diagnostic
accuracy of the imperfect reference standard is unknown, we
ﬁrst assumed that the diagnostic accuracy of the IEs was gov-
erned by setting γ0 = −4.5, γ1 =0 .1, and γ2 =0 .2i n( 7 ) .T h e
resulting posterior disease probabilities given ti =0 ,1,2,3,4
are 0.02, 0.46, 0.70, 0.86, and 1.00, respectively. The estima-
tion results are reported in Table 3(B). Consistent with the
simulation studies, the estimates of sensitivity and speciﬁcity
from the models with normal and mixture normal random ef-
fects structures are very close. The model selection criterion
ICH (0),Q can distinguish the models and identiﬁes the mixture
normal model as the better model.
We further examined the robustness of the estimates of
the proposed latent class model with respect to the diﬀerent
diagnostic accuracy of the imperfect reference standard in-
formation using (7). Figure 2 shows estimates of sensitivity
and speciﬁcity, along with disease prevalence, for the latent
class model that has normal random eﬀects and incorporates
the diﬀerent imperfect reference standard information. The
diagnostic accuracy of the imperfect reference standard was
generated from (7) with γ0 = −4.5, γ1 =0 .1, and γ2 changing
from 0 to 0.5 by 0.01. Varying values of γ2 corresponds to the
probabilities SD
1|ti as shown in Figure 1. The overall estimates
of sensitivity and speciﬁcity for the R-OB/GYN physicians
are nearly identical across γ2. Thus, estimation of the average
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Figure 2. The results for the sensitivity study of the estimates of sensitivity, speciﬁcity, and disease prevalence to the change
of the diagnostic accuracy of the imperfect reference standard in the PRS study of endometriosis diagnosis. A series of
imperfect reference standards with diﬀerent diagnostic accuracy was generated from (7) with γ0 = −4.5, γ1 =0 .1, and γ2
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sensitivity and speciﬁcity for the R-OB/GYNs are insensitive
over a wide range of scientiﬁcally reasonable values of the di-
agnostic accuracy of the imperfect reference standard (derived
from the IEs’ diagnoses).
5. Discussion
Estimating diagnostic accuracy without a gold standard is
a challenging problem that has received substantial recent
attention. Most of these methods involve latent class models
where the true disease state is considered latent. However,
these approaches have received criticism from a conceptual
(Pepe and Janes, 2007) and robustness (Albert and Dodd,
2004) prospective.
In practical situations, we are still left with the problem of
whether it is possible to estimate diagnostic accuracy when
there is no gold standard. This was the motivation in the
PRS where an important goal was estimating the sensitiv-
ity and speciﬁcity of diagnosing endometriosis from viewing
intra-uterus digital pictures taken during laparoscopic surg-
eries for the R-OB/GYNs at a Utah site. Fortunately, we have
additional information on a set of four IEs which we can ex-
ploit to estimate diagnostic accuracy of endometriosis among
typical obstetrics and gynecology physicians. The method-
ology assumes that we know the diagnostic accuracy of the
IEs, and we perform sensitivity analysis by varying this di-
agnostic accuracy in scientiﬁcally sensible ways. For this ap-
plication, we are conﬁdent that when all raters agree there
is only a negligible probability of misclassiﬁcation. Hence, we
primarily focus on varying the diagnostic accuracy for situ-
ations where the IEs diﬀer. Through simulations and data
analysis, we show that the diagnostic accuracy estimation is
remarkably robust to reasonable misspeciﬁcation of assumed
diagnostic accuracy of the IEs as well as to the distributional
assumptions on the random eﬀects for modeling the depen-
dence among R-OB/GYNs.
The robustness for estimating the diagnostic accuracy of
the R-OB/GYNs to the assumed accuracy for the IEs is in
part due to the low frequency of discordance in IEs’ ratings,
and the reasonable assumption that there is no misclassiﬁ-
cation when all IEs agree. We expect that estimation will
be more sensitive to variation in the diagnostic accuracy of
the imperfect standard when there is less consensus among
the IEs. Our approach will still be useful in this case because
we can report ranges of diagnostic accuracy estimates of R-
OB/GYNs corresponding to ranges in the assumed diagnostic
accuracy of the IEs.
This work has important implications for diagnostic ac-
curacy studies, suggesting that exploiting expert raters or
multiple high quality tests may provide a good approach for
estimating diagnostic accuracy of other raters or tests. Espe-
cially, we showed that these types of experts raters or high
quality tests can greatly improve the robustness of the esti-
mation with respect to the misspeciﬁcation of random eﬀect
distributions in the latent class models. Thus, this approach
provides a robust alternative to traditional latent class models
for estimating diagnostic accuracy without a gold standard.
The use of IE data is one of the key aspects in the appli-
cation of the proposed methodology. First, the fact that the
inference are not sensitive to parameters of the polychoto-
mous logit model is in part due to SD
1|4 ≈ 1a n dSD
0|0 ≈ 1f o r
all parameters considered. This is sensible because it would
seem very unlikely that one would have a positive (negative)
gold standard when all the IEs were negative (positive). One
would need a large enough group of IEs to have this conﬁ-
dence, with this number being application dependent. How-
ever, for a general rule, we recommend a minimum of four
expert ratings. Second, we conducted simulation studies to
investigate the performance of the proposed method when IEs
only examine a subset of the patients. Estimates of the sensi-
tivity and speciﬁcity of the R-OB/GYNs are nearly unbiased
under a misspeciﬁed dependence structure when the IEs ex-
amine 80% and 50% of the patients. When the proportion of
examined patients decreased to 20%, the estimates have sub-
stantially more bias. Third, we conducted simulation studies
to investigate the performance of the proposed method when
the patients are not examined by all IEs. The simulations
indicate that the estimates of the sensitivity and speciﬁcity
of the R-OB/GYNs are robust to dependence misspeciﬁca-
tion. Therefore, we suggest that, when the patients are not
examined by all IEs, the proposed method can still function
very well with the appropriate imputation for the missingness.
Please see Web Appendix D in the web-based supplementary
materials for simulation results.
The use of the proposed polychotomous logit model for the
imperfect reference standard provides nearly unbiased esti-
mation of the diagnostic accuracy and disease prevalence, re-
gardless of whether or not the IEs are exchangeable (exhange-
ablilty of the four IEs means, for any combination of e1,e 2,e 3,
and e4, P( ˜ T
(1)
i = e1, ˜ T
(2)
i = e2, ˜ T
(3)
i = e3, ˜ T
(4)
i = e4|Di = di)=
P(Ti =

4
l=1 el|Di = di), where di = 0 or 1). Also, in (5), we
assume independence between the random eﬀect bi and the
imperfect reference standard Ti. In the circumstance where
these assumptions are violated, the proposed methodology is
still able to provide robust estimates for the diagnostic accu-
racy of R-OB/GYNs and disease prevalence (please refer to
Web Appendices E and F in the web-based supplementary
materials for more detailed discussions of these two points).
The focus of this work was on estimating diagnostic
accuracy measures such as sensitivity, speciﬁcity, and preva-
lence. Other work in the area of diagnostic testing have criti-
cized these measures in favor of positive and negative predic-
tive value (Moons et al., 1997). These alternative measures
can easily be estimated from estimated sensitivity, speciﬁcity,
and prevalence discussed in this article. The analysis of the
PRS data with the new methodology show that the average
R-OB/GYN’s sensitivity is high (≈ 0.93) with the average
speciﬁcity being rather low (≈ 0.77). This is important new
information because it suggests that R-OB/GYNs are overly
diagnosing endometriosis in regular clinical practice.
6. Supplementary Materials
Web Appendices referenced in Sections 1, 2, 3, and 5 are avail-
able with this article at the Biometrics website on Wiley On-
line Library.
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