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Vorwort
Dank der Gu¨ltigkeit von Moores Gesetz hat heute jeder PC-Benutzer mehr Re-
chenleistung auf seinem Schreibtisch stehen als Wissenschaftlern noch 1976, mit
dem ersten offiziellen Supercomputer Cray-1, zur Verfu¨gung stand. Die Vorher-
sage von Moore’s Gesetz, nach der sich die Leistung von Computerchips alle 18
Monate verdoppelt, gibt die Realita¨t, seit seiner Formulierung im Jahre 1965, er-
staunlich gut wieder. Diese rasante Entwicklung der Rechenleistung ist nicht ohne
Einfluss auf die Mathematik geblieben.
In vielen Anwendungen in der Chemie, Physik, Biologie und in den Ingenieurs-
wissenschaften treten diskrete Strukturen auf. Beispiele solcher diskreter Struk-
turen sind molekulare Graphen, fehler-korrigierende Codes, Designs, Matroide,
Schaltfunktionen, Assoziationsschemata, endliche Geometrien oder Netzwerke,
siehe z.B. [166]. Die bloße theoretische Existenz einer solchen Struktur, auch mit
den sich aus den Anwendungen ergebenen Nebenbedingungen, nutzt dem Anwen-
der meist recht wenig. Die Herausforderung der sich die Mathematik in diesem
Zusammenhang stellen muss, ist das schnelle redundanzfreie Erzeugen diskreter
Strukturen unter Beru¨cksichtigung von Nebenbedingungen.
Damit man sich unter dem Begriff einer diskreten Struktur etwas vorstellen
kann bzw. um die praktische Relevanz dieser Art von Mathematik zu belegen,
geben wir nun ein exemplarisches Beispiel an.
Ziel der sogenannten Molekularen Strukturaufkla¨rung ist die Identifizierung
von chemischen Moleku¨len anhand von gemessenen spektroskopischen Da-
ten. Hierzu beschreibt der Chemiker die Moleku¨le mit einem mathematischen
Wechselwirkungsmodell, wobei meist ein molekularer Graph gewa¨hlt wird.
Dies ist ein Multigraph, dessen Knoten mit Atomnamen versehen sind und der
Wechselwirkungen zwischen den Atomen des Moleku¨ls beschreibt. Die Aufgabe
der Mathematik hierbei, ist die Bereitstellung aller molekularen Graphen die
zu einem gegebenen Datensatz passen. Beispielsweise ko¨nnte so ein Datensatz
aus der Angabe der Summenformel des Moleku¨ls bestehen. Betrachtet man
hier die Dekane mit Summenformel C10H22 so ergeben sich 75 verschiedene
molekulare Graphen, sogenannte Bindungsisomere. Wenn man diese molekularen
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Graphen nun im Rechner konstruiert, kann sich der Chemiker mit Hilfe dieser
Information weitere Experimente u¨berlegen, mit denen er das chemische Moleku¨l
dann eindeutig identifizieren kann. Na¨here Ausfu¨hrungen zu Anwendungen von
diskreten Strukturen in der Chemie ko¨nnen beispielsweise [120] entnommen
werden.
In dieser Dissertation sollen Punktmengen im Euklidischen Raum Em mit paar-
weise ganzzahligen Absta¨nden betrachtet werden. Fu¨r die Wahl dieses scheinbar
recht speziellen Themas gibt es eine Reihe von Gru¨nden. Zum einen gibt es in-
teressante Anwendungen fu¨r dieses Problem, von denen wir ein paar im na¨chsten
Kapitel vorstellen mo¨chten. Die Fragestellung ist weiterhin mathematisch sehr in-
teressant, da sie mehrere mathematische Teildisziplinen beru¨hrt. Zu nennen wa¨ren
hier die Geometrie, Gruppentheorie, Zahlentheorie, Graphentheorie und Kombi-
natorik. Fu¨r die allgemeine Theorie der Konstruktion diskreter Strukturen sind die
ganzzahligen Punktmengen von Interesse, da man hier nicht mit einem einzigen
Konstruktionsalgorithmus zu befriedigenden Resultaten kommen kann, sondern
fast die gesamte Bandbreite der bekannten allgemeinen Konstruktionsalgorithmen
ausnutzen muss. Das Vorhandensein von stark einschra¨nkenden Nebenbedingun-
gen ist eine weitere sehr willkommene Eigenschaft.
Ziel der Dissertation ist es, die Struktur und die Eigenschaften ganzzahliger
Punktmengen genauer als bisher bekannt aufzukla¨ren und Algorithmen zu ent-
wickeln, mit denen man diese diskreten Strukturen effizient konstruieren kann.
Trotz des speziellen Problems ko¨nnen Erkenntnisse auf das allgemeine Konstruk-
tionsproblem diskreter Strukturen u¨bertragen werden.
Im Rahmen dieser Arbeit wurde eine Reihe neuer Resultate erzielt:
• Nach Vorarbeiten in Abschnitt 2.3 ko¨nnen wir in Abschnitt 2.4 den Begriff
der Charakteristik eines Dreiecks auf Simplizes beliebiger Dimension ver-
allgemeinern. Den fu¨r die Konstruktion ganzzahliger planarer Punktmengen
a¨ußerst wichtigen Satz, dass je zwei Dreiecke aus 3 nicht kollinearen Punk-
ten einer ganzzahligen planaren Punktmenge dieselbe Charakteristik besit-
zen, u¨bertragen wir entsprechend auf beliebige Dimensionen, siehe auch
[102].
• In Kapitel 3 pra¨sentieren wir eine Variante der ordnungstreuen Erzeugung,
die fu¨r die Konstruktion ganzzahliger Punktmengen bzw. allgemeiner fu¨r die
Konstruktion diskreter Strukturen mit strukturell a¨hnlichen, starken Neben-
bedingungen besonders geeignet ist.
• Den Eigenschaften und der Berechnung der Charakteristik von ganzzahli-
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gen Punktmengen haben wir uns in Kapitel 4 gewidmet. Die dortigen Be-
trachtungen fu¨hren unter anderem zu theoretischen Einsichten in die Struk-
tur ganzzahliger planarer Punktmengen bzw. zu einer Laufzeitabscha¨tzung
fu¨r die von uns verwendete Konstruktionsmethode (in unserem Spezialfall).
• In Kapitel 5 erweitern wir die Liste der bekannten minimalen Durchmesser
ganzzahliger planarer Punktmengen. Bisher waren die minimalen Durch-
messer ganzzahliger planarer Punktmengen aus n Punkten nur fu¨r n ≤ 9
bekannt. In Abschnitt 5.4 bestimmen wir sie fu¨r n ≤ 89. Fu¨r eine bestimm-
te Klasse ganzzahliger planarer Punktmengen haben wir in Abschnitt 5.2
die richtige Gro¨ßenordnung des minimalen Durchmessers bestimmt, siehe
auch [103]. Der allgemeine Beweis, ohne Einschra¨nkung auf eine bestimm-
te Klasse ganzzahliger Punktmengen, ist bisher noch nicht gelungen, aber in
Abschnitt 5.3 und Abschnitt C.2 geben wir zumindest eine vielversprechen-
de Strategie an. Fu¨r ganzzahlige planare Punktmengen ohne 3 kollineare
Punkte waren die minimalen Durchmesser bisher ebenfalls nur fu¨r n ≤ 9
bekannt. In Abschnitt 5.5 haben wir sie fu¨r n ≤ 36 bestimmt.
• Eine offene Fragestellung aus [37, 38, 39] wird in Kapitel 6 beantwortet,
siehe auch [98]. In Abschnitt 8.3 stellen wir einen sehr effizienten Kanoni-
zita¨tstest fu¨r kleine Matrizen vor.
• Die Liste der bekannten minimalen Durchmesser von ganzzahligen ra¨umli-
chen Punktmengen aus n Punkten konnten wir in Abschnitt 9.1 erweitern.
Fu¨r n = 9 mussten wir einen Wert aus der Literatur korrigieren und fu¨r
11 ≤ n ≤ 23 haben wir sie erstmals bestimmt. In Abschnitt 9.2 ordnen wir
die bisher bekannten oberen Schranken fu¨r minimale Durchmesser d(m,n)
ganzzahliger m-dimensionaler Punktmengen aus n Punkten in einem gro¨ße-
ren Rahmen ein und fu¨gen ein paar weitere Resultate hinzu. Insbesondere
Satz 9.2.6 liefert eine sehr gute obere Schranke. Die zugeho¨rige Konstruk-
tion fu¨hrt in den Dimensionen m = 2, 3 zu ganzzahligen m-dimensionalen
Punktmengen ausm2+m Punkten mit minimalem Durchmesser. Fu¨rm ≥ 4
liefert sie immerhin d(m,m2+m) ≤ 17 und wir vermuten, dass diese obere
Schranke angenommen wird.
• In Kapitel 10 bestimmen wir die Anzahl ganzzahliger m-dimensionaler
Simplizes mit Durchmesser d fu¨r einige Paare von Werten von m und d.
Fu¨r den Spezialfall m = 2 haben wir eine exakte Formel wiederentdeckt,
siehe auch [59]. Als Verallgemeinerung betrachten wir weiterhin ganzzahli-
ge Simplizes mit zwei verschiedenen Absta¨nden.
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• In Abschnitt 11.1 behandeln wir ganzzahlige m-dimensionale Punktmen-
gen aus m + 2 Punkten. Bisher waren nur Beispiele in den Dimensionen
m = 3, 8 bekannt. Wir zeigen, dass es fu¨r ungerade Dimensionen m ≥ 3
immer mindestens eine solche ganzzahlige Punktmenge gibt. Durch eine
vollsta¨ndige Suche zeigen wir, dass es in den Dimensionen m = 2, 4, 6 und
10 keine derartigen Punktmengen gibt.
• Fu¨r ganzzahlige m-dimensionale Punktmengen aus m+2 Punkten kann der
minimale Durchmesser nur 3 oder 4 betragen. Bisher war nur bekannt, dass
die untere Schranke 3 in den Dimensionen m = 3, 6, 8 angenommen wird.
In Abschnitt 11.2 zeigen wir, dass sie auch fu¨r 9 ≤ m ≤ 24 angenommen
wird.
An dieser Stelle mo¨chte ich mich sehr herzlich bei Herrn Prof. Dr. Adalbert Ker-
ber und Herrn Prof. Dr. Reinhard Laue bedanken, die mich wa¨hrend dieser Arbeit
betreuten und mit vielen anregenden Diskussionen maßgeblich zum Erfolg dieser
Arbeit beigetragen haben. Weiter mo¨chte ich mich sehr herzlich bei Herrn Prof.
Dr. Heiko Harborth bedanken, der mich mit dem Problemkomplex der ganzzahli-
gen Punktmengen in Kontakt gebracht hat und, auch u¨ber die Universita¨tsgrenzen
hinweg, immer ein offenes Ohr fu¨r meine Fragen und Ideen hatte. Außerdem dan-
ke ich den Mitarbeitern des Lehrstuhl II fu¨r Mathematik fu¨r das gute Arbeitsklima,
meinen Koautoren [59, 98, 103] und allen Anderen, die zur Entstehung dieser Ar-
beit beigetragen haben.
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1 Einfu¨hrung
Eine Menge P von n Punkten im m-dimensionalen Euklidischen Raum Em heißt
rational bzw. ganzzahlig, wenn alle paarweisen Absta¨nde der Punkte rational
bzw. ganzzahlig sind. In der Ebene sprechen wir bei ganzzahligen Punktmengen
aus 3, 4, 5 bzw. 6 Punkten auch von ganzzahligen Dreiecken, Vierecken, Fu¨nf-
ecken bzw. Sechsecken. Bevor wir nun einen kurzen ¨Uberblick u¨ber die Historie
der bisher erzielten Ergebnisse zu ganzzahligen Punktmengen geben, mo¨chten wir
mit ein paar mo¨glichen Anwendungsbeispielen die Fragestellungen motivieren.
• Aus der Unterhaltungsmathematik sind Streichholzprobleme bekannt. So
kann man z.B. fragen wie viele Streichho¨lzer mindestens notwendig sind,
um den vollsta¨ndigen Graphen mit 4 Knoten u¨berschneidungsfrei in die Ebe-
ne zu legen. Der Leser ist herzlich dazu eingeladen sich selbst an diesem
Puzzle zu versuchen. (Siehe z.B. [64] fu¨r eine Lo¨sung.)
• Im Geru¨stbau ko¨nnte man daran interessiert sein, ein Geru¨st aus standardi-
sierten Streben so stabil wie mo¨glich zu bauen. Dies bedeutet beispielswei-
se, dass man Punkte im dreidimensionalen Raum so platzieren mo¨chte, dass
jeder Punkt von jedem anderen ein ganzzahliges Vielfaches einer standardi-
sierten La¨nge einer Strebe entfernt ist.
• In der Radioastronomie macht man sich
das Pha¨nomen der Interferenz zu Nut-
ze und verwendet ha¨ufig gekoppelte Sy-
steme von Antennen. Dies gewa¨hrleistet
eine ho¨here Auflo¨sung, als sie mit ei-
ner einzelnen Antenne mo¨glich wa¨re. Um
Frequenzverluste zu vermeiden, sollten
die Antennen so positioniert werden, dass
die Entfernung zwischen je zwei Anten-
nen ein ganzzahliges Vielfaches der Wel-
lenla¨nge ist.
Ein Beispiel fu¨r ein solches gekoppeltes
System von Radioantennen ist das VLA
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dio Astronomy Observatory in New Mexico, siehe Abbildung 1.2. Es be-
steht aus 27 (beweglichen) Radioantennen, die von Zeit zu Zeit in einer an-
deren Konfiguration arrangiert werden [129]. Jeder Arm des “Y” besitzt eine
La¨nge von 20 Km. Zum Vergleich haben wir in Tabelle 1.1 die verwendeten
Wellenla¨ngen angegeben.
Die “kleinste” Mo¨glichkeit 27 Punkte in der Ebene mit paarweisen ganz-
zahligen Absta¨nden bzw. mit der zusa¨tzlichen Nebenbedingung, dass keine
3 Punkte auf einer Gerade liegen sollen, zu platzieren, bestimmen wir in Ka-
pitel 5. Die Realisierung des VLA weicht jedoch davon ab, da es noch eine
ganze Reihe weiterer Einflussfaktoren fu¨r eine gute Platzierung von Radio-
antennen gibt, siehe z.B. [24, 46, 168, 174] fu¨r weitere Informationen.
Als zweites Beispiel fu¨r ein System von Radioantennen, ist in Abbildung
1.3 die Antennenanordnung des Multi-Element Radio-Linked Interferome-
ter Network MERLIN dargestellt [128].
Abbildung 1.2: Very Large Array in New Mexico (Image courtesy of NRAO/AUI).
3Band 4 P L C X U K Q
Wellenla¨nge in cm 400 90 20 6 3,6 2 1,3 0,7
Tabelle 1.1: Verwendete Wellenla¨ngen am VLA.
Abbildung 1.3: Antennenanordnung von MERLIN in Großbritannien.
In [64] werden die Chemie (Moleku¨le), die Physik (Energiequanten) und die
Robotik als weitere mo¨gliche Anwendungsgebiete genannt.
Mo¨gliche Verallgemeinerungen erha¨lt man, indem man andere Ra¨ume betrach-
tet oder die Bedingung der Ganzzahligkeit ein wenig lockert. Die Frage nach ganz-
zahligen Punktmengen in anderen als der euklidischen Metrik wird z.B. in [42, 48]
behandelt. Punktmengen mit paarweise fast ganzzahligen Absta¨nden werden in
[105, 106] untersucht.
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1.1 Historie
Eines der ersten Ergebnisse zu ganzzahligen Punktmengen ist ein Satz u¨ber un-
endliche ganzzahlige Punktmengen in der Ebene.
1.1.1 Satz (Erdo˝s, Anning 1945, [43]) Ist H eine unendliche ganzzahlige Punkt-
menge in der Ebene, so liegen die Punkte von H auf einer Geraden.
Beweis. Sind A, B, C drei Punkte die nicht auf einer Geraden liegen und
k = max(AB,BC), so gibt es ho¨chstens 4(k + 1)2 Punkte P so dass PA− PB
und PB−PC ganzzahlig sind. Dies sieht man wie folgt. Aufgrund der Dreiecks-
ungleichung ist |PA − PB| ho¨chstens so groß wie AB und nimmt somit einen
der Werte 0, 1, . . . , k an. Der Punkt P liegt also auf einer von k + 1 Hyperbeln.
Analog liegt P noch auf einer von k + 1 Hyperbeln, die durch B und C bestimmt
sind. Diese zwei Scharen von (unterschiedlichen) Hyperbeln, siehe Abbildung 1.4
und die nachfolgende Erla¨uterung, schneiden sich in ho¨chstens 4(k+1)2 Punkten
und somit ist die Annahme einer unendlichen ganzzahligen Punktmenge in der
Ebene zu einem Widerspruch gefu¨hrt. ¤
Abbildung 1.4: Beispiel von zwei Hyperbelscharen.
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In Abbildung 1.4 haben wir beispielhaft zwei Hyperbelscharen dargestellt. Als
Punkte haben wir hierbei A = (0, 0), B = (4, 0) und C = (4, 3) gewa¨hlt. Die
etwas dicker gezeichneten Linien entsprechen den Ortskurven |PA − PB| = k′
mit k′ ∈ {0, 1, 2, 3, 4} und die du¨nner gezeichneten Linien den Ortskurven |PB−
PC| = k′ mit k′ ∈ {0, 1, 2, 3}. Die Werte von k′ haben wir jeweils in die Na¨he
eines der beiden zugeho¨rigen ¨Aste geschrieben.
Das Ergebnis bleibt weiterhin gu¨ltig, wenn die Punkte nicht mehr in der Ebene,
sondern im euklidischen Em liegen. Hierzu betrachten wir die Punkte P0, . . . Pm
eines ganzzahligen m-dimensionalen Simplex S (unter m-dimensional verstehen
im Folgenden, dass die Punkte einen m-dimensionalen Raum aufspannen) und
einen weiteren Punkt Q. Bezeichnen wir den maximalen Abstand zwischen zwei
Punkten aus S als Durchmesser diam(S) so gilt aufgrund der Dreiecksunglei-
chung,
|PiQ− PmQ| ≤ diam(S) fu¨r 0 ≤ i < m.
Da der Betrag der Differenz auf der linken Seite fu¨r jedes i eine nicht negative
ganze Zahl ist, nimmt jede der m linken Seiten einen von den diam(S)+1 Werten
aus {0, . . . , diam(S)} an. In Abschnitt 6.1 formen wir das zugeho¨rige Gleichungs-
system derart um, so dass man erkennen kann, dass es maximal 2 · 2m Lo¨sungen
besitzt. Wir bemerken, dass man hier auch den Satz von Be´zout, aus der alge-
braischen Geometrie, ha¨tte anwenden ko¨nnen. Insgesamt gibt es also ho¨chstens
2m+1(diam(S) + 1)m Punkte, die ganzzahlige Absta¨nde zu den Punkten von S
besitzen.
Da die unendlichen ganzzahligen Punktmengen somit isomorph zu Teilmengen
von Z sind, werden wir uns im Folgenden hauptsa¨chlich mit endlichen ganzzahli-
gen Punktmengen bescha¨ftigen. Der Satz gilt allerdings nicht in beliebigen metri-
schen Ra¨umen [48]. Betrachten wir z.B. im Hilbertraum l2 die unendliche Menge
von Elementen xi = (0, . . . , 0, 12
√
2, 0, . . . ) mit 12
√
2 an der Stelle i und sonst
lauter Nullen, so gilt fu¨r den Abstand zwischen zwei Punkten δ(xi, xj) = 1. Da
die xi eine linear unabha¨ngige Menge bilden, sind sie nicht kollinear.
Die Existenz von nicht kollinearen ganzzahligen Punktmengen in der Ebene
mit einer beliebigen aber endlichen Anzahl an Punkten ist durch folgenden Satz
gesichert, der schon Euler bekannt war, siehe auch [7, 10, 25, 87]. Wir fu¨hren den
Beweis des folgenden Satzes und der beno¨tigten Lemmas nach einer (eigenen)
Mitschrift der Vorlesung “Diskrete Geometrie” aus dem Wintersemester 2002/03
gelesen von H. Harborth.
1.1.2 Satz Auf dem Einheitskreis gibt es eine dichte Menge von unendlich vielen
Punkten mit paarweise rationalen Absta¨nden.
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Beweis. Zur Konstruktion einer derartigen Menge wa¨hlen wir eine positive ratio-
nale Zahl x und bestimmen 0 < ϕ < pi2 so, dass sinϕ =
x2−1
x2+1 und cosϕ =
2x
x2+1
gilt. Dies ist mo¨glich, da ∣∣∣∣x2 − 1x2 + 1













Wir wa¨hlen weiter x so, dass ϕ 6= 0 und ϕ 6= pi3 . Die folgenden zwei Lemmas
zeigen, dass somit ϕpi eine irrationale Zahl sein muss. Die Punkte Pn seien in Po-
larkoordinaten durch
rn = 1 und αn = 2nϕ
gegeben.
Wa¨ren nun 2 Punkte gleich, so mu¨ssten n0 6= n1 ∈ N existieren mit
2n0ϕ = 2n1ϕ+ 2νpi .
Dies la¨sst sich umformen zu ϕpi =
ν
n0−n1 , was ein Widerspruch zur Irrationalita¨t
von ϕpi ist.
Da fu¨r b > a der Abstand δ(Pa, Pb)









sin2j+1 ϕ cosb−a−2j−1 ϕ
∣∣∣∣∣∣
eine rationale Zahl ist, besitzen alle Punkte paarweise rationale Absta¨nde.
Um zu zeigen, dass die Punkte dicht liegen, sei ε > 0 vorgegeben. Betrachte
nun die paarweise verschiedenen Reste von 2nϕ modulo 2pi fu¨r n = 1, 2, . . . .
Es gibt unter ihnen 2 deren Abstand kleiner ε ist, also existieren n0 und n1 mit
γ = |2n0ϕ− 2n1ϕ| < ε. Wenn wir s = n1 − n0 setzen so gilt
|2(n0 + ks)ϕ− 2(n0 + (k − 1)s)ϕ| = γ < ε
fu¨r alle k ∈ N. Wenn wir den Einheitskreis mit Bo¨gen der La¨nge γ u¨berdecken, so
liegt in jedem Bogen der La¨nge ε mindestens ein Punkt. ¤
Die im Beweis beno¨tigte Irrationalita¨t von ϕpi wird in folgendem Lemma bewie-
sen.
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pi ist nicht rational.
Beweis. Wir folgern aus der Annahme ϕpi ∈ Q, dass ϕ = pi3 gilt. Seien also m,n ∈


















sin2j ϕ cosr−2j ϕ,
sin2 ϕ = 1− cos2 ϕ ∈ Q
existieren rationale aν , bν mit cos νϕ = aν und sin νϕ = bν sinϕ fu¨r ν =
0, . . . , n− 1.
Sei nunH der Hauptnenner der 2nWerte aν , bν . Wir betrachten ein Rechteckgitter
der La¨nge 1H und der Breite
sinϕ
H . Legen wir nun einen Einheitskreis auf einen der
Gitterpunkte, so sind alle Punkte mit Winkeln νϕ auf diesem Einheitskreis Gitter-
punkte. Wegen ϕ = 2pimn bilden die n Punkte (m = 0, 1, . . . , n− 1) ein regula¨res
n-Eck. Das folgende Lemma la¨sst somit nur die Werte 1, 2, 3, 4 oder 6 fu¨r n zu.




Im letzten Beweis wurde nach regelma¨ßigen n-Ecken gefragt, die sich derart in
ein Rechteckgitter einbetten lassen, so dass jeder Eckpunkt auf einem Punkt des
Rechteckgitters liegt. Als ein Rechteckgitter bezeichnen wir hierbei die Menge
{(il0, jl1) | i, j ∈ Z} wobei l0 und l1 zwei beliebige reelle Zahlen sind. Das
folgende Lemma gibt eine vollsta¨ndige Charakterisierung dieser n-Ecke.
1.1.4 Lemma In ein (beliebiges) Rechteckgitter lassen sich nur regula¨re Drei-
ecke, Vierecke und Sechsecke einlagern, andere regula¨re (gleiche Innenwinkel und
gleiche Seitenla¨nge) n-Ecke dagegen nicht.
Beweis. Bei einem gegebenen Rechteckgitter gibt es, im Existenzfall, ein regula¨res
Vieleck mit kleinster Seitenla¨nge. Betrachte die Seitenvektoren
−→
P1P2, . . . ,
−→
P0P1.
Tragen wir diese Vektoren von den Punkten P0, . . . , Pn−1 auf, so sind die End-
punkte ebenfalls Gitterpunkte. Hierbei soll der Vektor
−→
P1P2 vom Punkt P0 aufge-
tragen werden, der Vektor
−→
P2P3 vom Punkt P1,usw. .
Fu¨r n ≥ 7 zeigen diese Vektoren alle ins Innere des n-Ecks und u¨berkreuzen sich
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nicht, was man leicht anhand der Winkel nachrechnen kann. Somit entstu¨nde, im
Widerspruch zur Minimalita¨t, ein kleineres regula¨res n-Eck im Rechteckgitter. Fu¨r
n = 5 u¨berkreuzen sich die Vektoren zwar, aber es entsteht ein kleineres Fu¨nfeck.
Fu¨r die regula¨ren Dreiecke, Vierecke und Sechsecke gibt es entsprechende Gitter.
Der Vollsta¨ndigkeit halber geben wir dennoch an, was in diesen Fa¨llen mit unse-
rem Argument passiert. Fu¨r n = 6 treffen sich alle neuen Vektoren in einem Punkt,
fu¨r n = 4 u¨berdecken die neuen Vektoren die alten Vektoren, und fu¨r n = 3 wird
das Dreieck aus den neuen Vektoren gro¨ßer statt kleiner. ¤
Nach Satz 1.1.2 gibt es auf dem Kreis dicht liegende Punktmengen mit paar-
weise rationalen Absta¨nden. Wie bereits vorher erwa¨hnt gibt es natu¨rlich auch
auf der Gerade dicht liegende Punktmengen mit paarweise rationalen Absta¨nden.
Ein beru¨hmtes ungelo¨stes Problem von Ulam [169] ist die Frage nach rationalen
Punktmengen, die u¨berall dicht in der Ebene liegen, siehe auch [95]. Spezieller als
Ulam fragt Schoenberg [14], ob die Klasse der rationalen n-Ecke dicht in der Klas-
se aller n-Ecke ist. Auch dieses Problem ist derzeit noch weit von einer Lo¨sung
entfernt und nur fu¨r n = 3 und n = 4 positiv beantwortet. Fragt man nach un-
endlichen rationalen Punktmengen, die nicht notwendigerweise dicht in der Ebene
sind, so kennt man bisher nur Konstruktionen die aus einer Gerade oder einem
Kreis mit unendlich vielen Punkten bestehen und zusa¨tzlich noch eine kleine end-
liche Anzahl an Punkten außerhalb der Gerade oder des Kreises besitzen.
Fu¨r ganzzahlige Punktmengen die sich nur in ho¨herdimensionale euklidische
Ra¨ume einbetten lassen haben wir folgenden Existenzsatz.
1.1.5 Satz (Steiger 1953, [164]) Zu jedem n > m gibt es im Em ganzzahlige
Punktmengen aus n Punkten, so dass nicht alle Punkte in der selben Hyperebene
liegen.
Den ebenfalls konstruktiven Beweis holen wir in Kapitel 9 nach.
Die Formulierung “nicht alle Punkte in der selben Hyperebene” ist wirklich
notwendig, da bisher, außer fu¨r den planaren Fall, keine Konstruktion fu¨r m-
dimensionale ganzzahlige Punktmengen aus einer beliebigen endlichen Anzahl an
Punkten, bei denen keine m + 1 Punkte in einer Hyperebene liegen, bekannt ist.
Fu¨r den planaren Fall ergeben sich solche Punktmengen aus der Konstruktion im
Beweis von Satz 1.1.2.
Aus eben dieser Konstruktion ergibt sich die Fragestellung die P. Erdo˝s im-
mer wieder auf mathematischen Konferenzen erwa¨hnt hat: Existieren in der Ebene
sechs Punkte mit paarweise ganzzahligen Absta¨nden, so dass keine drei Punkte auf
einer Geraden und keine vier Punkte auf einem Kreis liegen? Fu¨r fu¨nf Punkte wur-
den Parameterlo¨sungen von Daykin [33] und Harborth [62] angegeben, nachdem
Erdo˝s die Frage zuna¨chst fu¨r Mengen aus 5 Punkten gestellt hatte. Im Jahr 1988
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bestimmte A. Kemnitz in seiner Habilitation die minimalen Fu¨nf- und Sechsecke
mit dieser Eigenschaft, und gab auch zwei verschiedene Konstruktionen an, die
auf Klassen von derartigen Sechsecken fu¨hren. Seitdem fragte Erdo˝s nach einer
Menge aus 7 Punkten in der Ebene, keine 3 auf einer Geraden und keine 4 auf
einem Kreis, mit paarweise ganzzahligen Absta¨nden. Seit u¨ber 15 Jahren hat es in
dieser Fragestellung keinen weiteren Fortschritt mehr gegeben. In Abschnitt 5.6
werden wir die bekannten Ansa¨tze und neue numerische Resultate zusammenstel-
len. Die Existenz von sieben Punkten mit den gewu¨nschten Eigenschaften ko¨nnen
wir allerdings auch nicht zeigen.
1.2 ¨Ahnliche Fragestellungen
Die Bedingung, dass in einer Punktmenge in der Ebene alle Absta¨nde paarweise
ganzzahlig sein sollen, kann man dahin abschwa¨chen, dass man nur von bestimm-
ten Absta¨nden die Ganzzahligkeit verlangt. Zur Beschreibung, welche Absta¨nde
ganzzahlig sein sollen, benutzt man am Besten einen Graphen, bei dem zwischen
zwei Knoten genau eine Kante ist, wenn der entsprechende Abstand ganzzahlig
sein soll. Interpretieren kann man das Ganze als ein Streichholzproblem, indem
man nach einer Realisierung eines Graphen in der Ebene mit geradlinigen Kan-
ten fragt, die man mit Streichho¨lzern legen kann [63]. Fu¨r die Klasse der planaren
Graphen wissen wir zumindest, dass man sie mit geradlinigen Kanten u¨berschnei-
dungsfrei in der Ebene zeichnen kann [47, 165, 171]. Harborth und Kemnitz haben
die Vermutung aufgestellt, dass man die planaren Graphen auch mit ganzzahligen
Kantenla¨ngen u¨berschneidungsfrei in der Ebene zeichnen kann [90] bzw. sie mit
Streichho¨lzern legen kann. Ganzzahlige Darstellungen der platonischen Graphen
sind in [68, 69, 70, 122] bestimmt.
Abbildung 1.5: Kleinster bekannter 4-regula¨rer ebener Graph mit Kanten der
La¨nge 1.
Ein Extremfall dieser Betrachtungen ist die Beschra¨nkung auf Darstellungen
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von Graphen bei denen die Kanten alle die La¨nge 1 besitzen mu¨ssen. In [152] ist
die maximale Anzahl von Kanten dieser Graphen mit bis zu 14 Knoten bestimmt
worden. Ein weiteres beru¨hmtes Problem von Harborth fragt nach der minimalen
Anzahl an Knoten eines 4-regula¨ren ebenen Graphen, den man u¨berschneidungs-
frei mit Kanten der La¨nge 1 in die Ebene zeichnen kann. Das kleinste bekann-
te Beispiel fungierte jahrelang als Logo der Abteilung fu¨r Diskrete Mathematik
an der TU Braunschweig, siehe Abbildung 1.5, aber bis heute konnte niemand
die Minimalita¨t beweisen oder ein kleineres Beispiel angeben. Fu¨r entsprechen-
de 5-regula¨re Graphen ist die Existenzfrage noch unentschieden, da vor kurzem
Lu¨cken in einem (unvero¨ffentlichten) Beweis der Nichtexistenz gefunden wurden.
Aufgrund der Eulerschen Polyederformel kann es fu¨r k ≥ 6 keine planaren Dar-
stellungen mit Kanten der La¨nge 1 von k-regula¨ren Graphen geben.
Anstatt die Nebenbedingungen zu lockern, kann man sie auch verscha¨rfen. For-
dert man z.B., dass nicht nur die paarweisen Absta¨nde, sondern auch die Koordi-
naten ganzzahlig sein sollen, so spricht man bei Punktmengen aus n Punkten von
n-Clustern [132].
Motiviert durch ganzzahlige Punktmengen auf einem Kreis haben sich einige
Mathematiker auch mit ganzzahligen Punktmengen auf anderen glatten Kurven in
der Ebene bescha¨ftigt. Die am besten untersuchte Kurve du¨rfte die Parabel y = x2
sein. In [25] wurde gezeigt, dass es unendlich viele nicht a¨quivalente ganzzahlige
Punktmengen aus 4 Punkten auf der Parabel gibt, hierbei liegen dann notwendi-
gerweise keine 3 Punkte auf einer Geraden und keine 4 Punkte auf einem Kreis.
Aber schon fu¨r 5 Punkte sind keine Beispiele mehr bekannt.
Weitere Fragestellungen zu ganzzahligen Punktmengen mit speziellen Eigen-
schaften werden in [74, 81, 82] behandelt.
Betrachtet man die konvexe Hu¨lle einer Punktmenge, als Polytop [175] so kann
man entsprechende Fragen zu ganzzahligen Polytopen stellen. Eine seit der An-
tike offene Frage ist z.B., ob es einen ganzzahligen Quader gibt, bei dem alle
Seitenla¨ngen, Fla¨chen- und Raumdiagonalen ganzzahlig sind [57, Problem D18].
Um sich der Frage langsam zu na¨hern haben einige Autoren quader-a¨hnliche Poly-
eder betrachtet, sogenannte combinatorial boxes. Dies sind dreidimensionale Poly-
eder mit 8 Eckpunkten, 6 Vierecken als Seitenfla¨chen und paarweise ganzzahligen
Absta¨nden zwischen den Eckpunkten. Im Gegensatz zum ganzzahligen Quader ist
die Existenz einer combinatorial box gekla¨rt. Der kleinste mo¨gliche Durchmesser
betra¨gt 17 [71]. Weitere Arbeiten zu ganzzahligen dreidimensionalen Polytopen
sind [5, 137, 138, 139, 140].
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1.3 Algorithmische Sichtweise
Wir wollen in dieser Arbeit ein starkes Gewicht auf den algorithmischen Aspekt
legen, und so werden wir jedes der Verfahren zur Konstruktion ganzzahliger Punkt-
mengen, welches wir im folgenden vorstellen, in Pseudocode beschreiben. Dabei
wird Wert darauf gelegt, dass diese Beschreibung nah genug an einer Implemen-
tierung in einer Programmiersprache wie z.B. C++ liegt, so dass der Leser in die
Lage versetzt wird, die vorgestellten Algorithmen selber zu implementieren. Wann
immer eine Beschreibung in Pseudocode nicht ausreichend ist, werden wir im An-
hang auf Implementierungsdetails eingehen.
Zu jedem Algorithmus geben wir des weiteren eine Analyse seiner Laufzeit an.
Zum einen indem wir, meist im Anhang, reale Laufzeiten tabellieren. Damit die
Zeiten vergleichbar sind, haben wir sie alle auf einem Intel Pentium M Prozes-
sor mit einer Taktfrequenz von 1300 MHz und 256 MB Arbeitspeicher gemessen.
Zum anderen werden wir fu¨r jeden Algorithmus, den wir verwenden, die theoreti-
sche Komplexita¨t, entweder aus der Literatur zitieren oder selber analysieren. Fu¨r
die Grundlagen der Komplexita¨tstheorie verweisen wir auf Standardwerke, wie
z.B. [12, 23, 49, 135, 147]. Und so fu¨hren wir in Abschnitt 4.5 auch einen sehr
langen und sehr technischen Beweis einzig mit dem Ziel, eine Abscha¨tzung der
Komplexita¨t eines Algorithmus herzuleiten.
Fu¨r zwei Funktionen f, g auf den natu¨rlichen oder den reellen Zahlen benutzen
wir die Landausche Schreibweise,
f ∈ O(g) ⇔ ∃c ∈ R, n0 ∈ N, ∀n ≥ n0 : f(n) ≤ cg(n)
und
f ∈ o(g) ⇔ ∃c ∈ R, n0 ∈ N, ∀n ≥ n0 : f(n) ≥ cg(n),
um die Gro¨ßenordnung von Funktionen bzw. den Aufwand von Algorithmen zu
beschreiben. Gilt sowohl f ∈ O(g) als auch f ∈ o(g), so ku¨rzen wir dies auch








Hierbei ist d die Variable und c eine hinreichend große aber feste Konstante, die al-
lerdings bei jeder Verwendung anders sein kann. Um ein Gefu¨hl fu¨r diese Gro¨ßen-
ordnung zu bekommen, vergleichen wir sie mit zwei bekannteren. Fu¨r festes c und







∈ o((log d)l) und O(d clog log d) ∈ O (dε) .
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Aus praktischen ¨Uberlegungen u¨ber reale Laufzeiten auf einem gegebenen
Rechner, betrachten wir in Abschnitt 4.1 und in Abschnitt 4.2 Methoden, wie man
algorithmisch mit der Existenz von schnellen aber kleinen und langsamen aber
großen Speicherelementen umgehen kann.
Ein großes Problem bei der Verwendung von Computern in der Mathematik
ist die Vermeidung von Fehlern. Zu unterscheiden sind, a¨hnlich wie in den
experimentellen Naturwissenschaften, die systematischen und die zufa¨lligen
Fehler. Zu den systematischen Fehlern za¨hlen Programmierfehler und fehlerhafte
Hardware. Auch nicht fehlerhafte Hardware produziert fortwa¨hrend zufa¨llige
Fehler, die sie aber im Normalfall selber wieder korrigieren kann. Und so zitieren
wir in diesem Zusammenhang, aus [99], siehe auch [108],
“With the increasing use of computers in mathematics, the correct-
ness of such (computer) “proofs” is very difficult to determine. We
should borrow an idea from the physical science, where a new result
is accepted only after is has been independently verified. The publis-
hed results should contain enough information to allow independent
cross checking of values, besides the final numbers. Internal consi-
stency checking should also be used as much as possible even when it
is expensive.”
Aber zum Glu¨ck gibt es ein paar bewa¨hrte Techniken, mit denen man sowohl
systematische als auch zufa¨llige Fehler bei Verwendung von Computern in der
Mathematik vermeiden kann. Gegen Hardwarefehler kann man sich absichern, in-
dem man die verwendeten Programme auf mehreren Rechnern laufen la¨sst und
mo¨glichst viele Zwischenergebnisse miteinander vergleicht. In unserem Fall ha-
ben wir die verwendeten Programme alle auf mindestens zwei unterschiedlichen
Rechnern laufen lassen. Eine weitere Technik um zufa¨llige Fehler zu vermeiden
bzw. Hardwarefehler zu entdecken sind sogenannte Konsistenztests. Hierbei fu¨hrt
man redundante Berechnungen durch und vergleicht, ob die Ergebnisse sich nicht
gegenseitig widersprechen [17, 110]. Ein weiteres nu¨tzliches Mittel um Fehler zu
entdecken, ist der Vergleich mit aus der Literatur bekannten Daten fu¨r das eigene
Problem. Die bekannten minimalen Durchmesser (siehe Kapitel 5 und Kapitel 9)
haben wir im Rahmen dieser Arbeit, bis auf d(3, 9) = 16 (siehe Abschnitt 9.1),
sa¨mtlich besta¨tigt. Von großem Nutzen war auch das zahlreiche Datenmaterial aus
[87], auch wenn wir in Abschnitt C.1 und Abschnitt C.2 ein paar der angegebenen
Werte korrigieren mu¨ssen.
Im Rahmen dieser Arbeit haben wir die beschriebenen Algorithmen in C++
bzw. in MAPLE implementiert. Dabei entstanden u¨ber 35.000 Zeilen Quelltext,
1.3. Algorithmische Sichtweise 13
da wir fu¨r viele Parameterbereiche, wie Dimension oder Nebenbedingungen, Spe-
zialimplementierungen vorgenommen haben, damit die Programme auch in der
Realita¨t schnell laufen. Wegen der Fu¨lle des Quellcodes und der Vielfalt des Pa-
rameterraums fu¨r ganzzahlige Punktmengen ko¨nnen wir dem Leser leider kein
graphisches menu¨gesteuertes Programm anbieten, mit dem er die beschriebenen
Algorithmen ausprobieren kann. Bei Bedarf senden wir dem interessierten Leser
aber gerne Teile des Quellcodes elektronisch zu.
Um eventuelle, spa¨tere Neuimplementierungen der beschriebenen Algorithmen
auf Fehler u¨berpru¨fen zu ko¨nnen bzw. anderen diese Mo¨glichkeit zu bieten haben
wir Teile der in Testla¨ufen ermittelten Daten auf u¨ber 120 CDs archiviert.
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2 Grundlagen
Da wir ganzzahlige Punktmengen mit dem Computer erzeugen wollen, mu¨ssen
wir sie zuna¨chst so beschreiben, dass der Computer sie verarbeiten kann. Fu¨r die
Beschreibung benutzen wir die Abstandsmatrix einer Punktmenge und definieren
genauer, wann wir zwei Punktmengen als a¨quivalent bzw. a¨hnlich betrachten wol-
len. Da nicht alle symmetrischen quadratischen Matrizen Abstandsmatrizen einer
Punktmenge im Em sind, charakterisieren wir diejenigen Abstandsmatrizen, zu
denen es Punktmengen im Em gibt.
2.1 Abstandsmatrizen
In dieser Arbeit wollen wir zwei Punktmengen als a¨quivalent betrachten, wenn sie
durch Translationen, Rotationen oder Spiegelungen ineinander u¨bergefu¨hrt wer-
den ko¨nnen. Die zwei Tetraeder in Abbildung 2.1 sind a¨quivalent, da man sie durch














Abbildung 2.1: Zwei a¨quivalente Tetraeder.
Wir mo¨chten erwa¨hnen, dass Rotationen und Translationen nicht ausreichen,
um die zwei Tetraeder zur ¨Uberdeckung zu bringen. Als massive Ko¨rper im drei-
dimensionalen Raum mu¨sste man sie also als unterschiedlich betrachten. Hierauf
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werden wir jedoch im Rahmen dieser Arbeit nicht weiter eingehen.
¨Aquivalente Punktmengen, die durch Streckungen der paarweisen Absta¨nde mit
einem konstanten Faktor auseinander hervorgehen, bezeichnen wir als a¨hnlich.
Ein Beispiel fu¨r zwei a¨hnliche Punktmengen ist in Abbildung 2.2 dargestellt. Be-
sitzen die paarweisen Absta¨nde einer ganzzahligen Punktmenge keinen gro¨ßten
gemeinsamen Teiler gro¨ßer 1 so bezeichnen wir die ganzzahlige Punktmenge als
primitiv. Die linke Punktmenge in Abbildung 2.2 ist primitiv, die rechte dagegen









Abbildung 2.2: Zwei a¨hnliche Punktmengen.
Aufgrund unseres ¨Aquivalenzbegriffes ist es nicht sinnvoll, ganzzahlige Punkt-
mengen anhand von Koordinaten zu repra¨sentieren, da diese nicht invariant unter
Translationen, Rotationen und Spiegelungen sind. Fu¨r alle i, j bleiben dagegen
die Absta¨nde δ(i, j) zwischen Punkt i und Punkt j invariant unter diesen Opera-
tionen. Dies gibt uns die Mo¨glichkeit Punktmengen durch ihre Abstandsmatri-
zen (δ(i, j)) zu beschreiben. In Abschnitt 2.3 werden wir zeigen, wie man anhand
einer gegebenen Abstandsmatrix eine eindeutige Koordinatendarstellung ausrech-
nen kann.
Nummeriert man die Knoten der linken Punktmenge P in Abbildung 2.2 im




0 4 4 3
4 0 2 2
4 2 0 1
3 2 1 0
 .
Diese Abstandsmatrix ist allerdings von einer Nummerierung σ der Punktmenge
P abha¨ngig, wir mu¨ssen also genauer von der Abstandsmatrix ∆(P, σ) sprechen.
Da die Menge der Nummerierungen isomorph zur symmetrischen Gruppe auf n
Punkten ist setzen wir o.E. σ ∈ Sn, wobei wir uns allerdings nicht festlegen, wel-
che Nummerierung der Identita¨t id entspricht. Da unterschiedliche σ ∈ Sn zu
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unterschiedlichen Abstandsmatrizen ∆(P, σ) von ein und der selben Punktmen-
ge P fu¨hren ko¨nnen, mu¨ssen wir, um eine Punktmenge P eindeutig durch eine
Abstandsmatrix darstellen zu ko¨nnen, eine der n! Nummerierungen auszeichnen.
Eine Vorschrift oder einen Algorithmus wie eine Nummerierung ausgezeichnet
wird, bezeichnen wir auch als Normalform. (Hierdurch wird dann ∆(P, id) fest-
gelegt.) Im na¨chsten Abschnitt werden wir ein paar gebra¨uchliche Normalformen
vorstellen. Die Menge Aut(P) = {σ | ∆(P, σ) = ∆(P, id)} bezeichnen wir als
Automorphismengruppe einer Punktmenge P . In Kapitel 7 bescha¨ftigen wir uns
na¨her mit den Automorphismengruppen von ganzzahligen Punktmengen. Wir ge-
ben einen effizienten Algorithmus an, um Aut(P) zu berechnen und klassifizieren
die mo¨glichen Automorphismengruppen fu¨r die Dimensionen m = 2, 3.
Nach diesen Vorbereitungen, wobei wir die Details auf die na¨chsten zwei Ab-
schnitte verschieben, sind wir in der Lage, eine ganzzahlige Punktmenge eindeu-
tig durch eine Abstandsmatrix in Normalform zu repra¨sentieren. Umgekehrt ent-
spricht jedoch nicht jede symmetrische quadratische Matrix einer Punktmenge P
im Em, auch dann nicht, wenn wir die Dimension m nicht fest vorschreiben. So
gibt es z.B. kein Dreieck mit den Seitenla¨ngen 1, 2 und 4. Die Dreiecke mit Sei-
tenla¨ngen a, b und c charakterisiert man noch leicht mit Hilfe der Dreiecksunglei-
chungen a + b > c, a + c > b und b + c > a. Falls auch der entartete Fall einer
Strecke als Dreieck bezeichnet wird sind noch a+ b = c, a+ c = b oder b+ c = a
zugelassen. Mit Hilfe der Heronschen Formel
A∆(a, b, c) =
√
(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c)
4
fu¨r den Fla¨cheninhalt A∆ eines Dreiecks kann man die zula¨ssigen Werte fu¨r a, b
und c die zu einem Dreieck fu¨hren auch wie folgt beschreiben. Die Absta¨nde a, b
und c bilden genau dann ein Dreieck, wenn A2∆(a, b, c) ≥ 0 gilt. Das Dreieck ist
genau dann entartet, falls A2∆(a, b, c) = 0.
Eine Verallgemeinerung fu¨r ho¨here Dimensionen la¨sst sich mit Hilfe der
Cayley-Menger-Determinante formulieren. Seien P0, P1, . . . , Pn−1 Punkte im
m-dimensionalen euklidischen Raum Em mit Absta¨nden δ(Pi, Pj), dann ist die
Cayley-Menger-Determinante definiert durch
C(P0, . . . , Pn−1) =
∣∣∣∣∣∣∣∣∣∣∣
0 1 1 . . . 1
1 0 δ2(P0, P1) . . . δ2(P0, Pn−1)
















1 δ2(Pn−1, P0) δ2(Pn−1, P1) . . . 0
∣∣∣∣∣∣∣∣∣∣∣
.
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Ist ∆ = (δ(Pi, Pj)) eine Abstandsmatrix von n Punkten, so schreiben wir
auch C(∆) anstatt C(P0, . . . , Pn−1). Der Wert von C(∆) ist hierbei unabha¨ngig
von der Nummerierung der Punkte Pi. Der Zusammenhang zwischen dem n-
dimensionalen Volumen der von n+ 1 Punkten P0, . . . , Pn aufgespannten Punkt-
menge im En un der Cayley-Menger-Determinante ist durch folgenden Satz gege-
ben.
2.1.1 Satz Fu¨r n + 1 Punkte P0, . . . , Pn im En ist das durch sie aufgespannte
n-dimensionale Volumen Vn(P0, . . . , Pn) gegeben durch
V 2n (P0, . . . , Pn) =
(−1)n+1
2n(n!)2
C(P0, . . . , Pn).
Beweis. (Nach [87].) Wir bezeichnen die Koordinaten von Pi mit xi,0, . . . , xi,n−1.





Fu¨r das n-dimensionale Volumen eines u.U. entarteten Simplex S mit Eckpunkten
P0, . . . , Pn gilt (siehe z.B. [96, 163])
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〈Pn, P0〉 〈Pn, P1〉 . . . 〈Pn, Pn〉 1
1 1 . . . 1 0
∣∣∣∣∣∣∣∣∣∣∣
,








erha¨lt man, indem man in der Determinante von der i-ten Spalte (i = 0, . . . , n) die
mit 12 〈Pi, Pi〉 multiplizierte letzte Spalte abzieht und ebenso von der i-ten Zeile
die mit 12 〈Pi, Pi〉 multiplizierte letzte Zeile abzieht,

















− 12δ2(Pn, P0) . . . − 12δ2(Pn, Pn) 1
1 . . . 1 0
∣∣∣∣∣∣∣∣∣ .
Zum Schluss multipliziert man nur noch die ersten n Spalten mit −2, die letz-
te Zeile mit − 12 und erha¨lt nach ein paar Zeilen- und Spaltenvertauschungen die
gewu¨nschte Gleichung. ¤
Die Verallgemeinerung der Dreiecksungleichungen ist durch folgendes Lemma
gegeben.
2.1.2 Lemma Fu¨r n Punkte P0, . . . , Pn−1 im m-dimensionalen euklidischem
Raum Em gilt fu¨r je t Punkte Pi0 , . . . , Pit−1 bei gegebenen Absta¨nden δ(Pi, Pj)
(−1)tC(Pi0 , . . . , Pit−1) ≥ 0 fu¨r t ≤ m+ 1,
C(Pi0 , . . . , Pit−1) = 0 fu¨r m+ 2 ≤ t ≤ n.
Beweis. Fu¨r t ≤ m + 1 folgt die Aussage aus Satz 2.1.1 und der Tatsache, dass
das quadrierte Volumen eines mo¨glicherweise degenerierten Simplex eine nicht-
negative Zahl ist. Fu¨r t ≥ m + 2 liegen die t Punkte in einer ho¨chstens m-
dimensionalen Hyperebene des Et−1 und besitzen somit das Volumen 0. ¤
In [118] ist gezeigt, dass auch die Umkehrung von Lemma 2.1.2 gilt.
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2.1.3 Satz Eine Punktmenge P aus n Punkten P0, . . . , Pn−1 mit gegebenen
Absta¨nden δ(Pi, Pj) ist genau dann in den Em einbettbar, wenn die Vorausset-
zungen von Lemma 2.1.2 erfu¨llt sind.
Es soll noch erwa¨hnt werden, dass die Bedingungen fu¨r t > m + 3 redundant
sind.
Um nun Satz 2.1.3 bzw. Lemma 2.1.2 algorithmisch schnell benutzen zu ko¨nnen
muss man noch ein paar Zusatzbetrachtungen anstellen. Zur Berechnung von
C(Pi0 , . . . , Pit−1) bringt man die Matrix mittels Gaußverfahren auf obere Drei-
ecksform und berechnet die Determinante als Produkt der Diagonalelemente, was
zu einem Aufwand von O(t3) Multiplikationen und Additionen fu¨hrt. Da man
im Konstruktionsprozess bereits die Cayley-Menger-Determinanten von Teilma-
trizen berechnet hat, hat man weitere Informationen, um den Aufwand weiter zu
reduzieren. Eine Mo¨glichkeit ist die Verwendung der L-R-Zerlegung einer Ma-
trix zur Berechnung der Determinante. Setzt man die L-R-Zerlegung der Cayley-
Menger-Matrix der Punkte Pi0 , . . . , Pit−2 und die zugeho¨rige Transformations-
matrix als bekannt voraus, so kann man die Cayley-Menger-Determinante und die
L-R-Zerlegung der Cayley-Menger-Matrix der Punkte Pi0 , . . . , Pit−1 zusammen
mit der zugeho¨rigen Transformationsmatrix in O(t2) Additionen und Multiplika-
tionen bestimmen.
Wu¨rde man die Cayley-Menger-Determinante C(Pi0 , . . . , Pit−1) fu¨r alle Teil-
mengen {i0, . . . , it−1} ⊂ {0, . . . , n − 1} berechnen so ha¨tte man exponentiellen
Aufwand. Zumindest fu¨r Simplizes lassen sich die zu testenden Teilmengen mit
dem folgenden Lemma erheblich reduzieren. Fu¨r Punktmengen mit n > m + 2
Punkten ist es effizienter, anstatt der Cayley-Menger-Determinanten sogenannte
Cayley-Menger-Koordinaten zu benutzen, siehe [161]. Da wir in diesen Fa¨llen
die, in Abschnitt 2.3 beschriebene eindeutige Koordinatendarstellung nutzen, ge-
hen wir hierauf nicht na¨her ein.
2.1.4 Lemma Ein Simplex S aus n Punkten P0, . . . , Pn−1 mit gegebenen
Absta¨nden δ(Pi, Pj) ist genau dann in den En−1 einbettbar, wenn die Teilsim-
plizes S0 = {P0, . . . , Pn−2}, S1 = {P1, . . . , Pn−1} in den En−2 einbettbar sind
und (−1)nC(P0, . . . , Pn−1) > 0 gilt.
Beweis. Da die zwei Teilsimplizes S0, S1 jeweils in den En−2 einbettbar sind,
existieren Koordinaten fu¨r die zwei Simplizes. Die Punkte P1, . . . , Pn−2 spannen
eine Hyperebene auf und sind in S0 und S1 enthalten. Es gibt nun genau zwei
Mo¨glichkeiten, wie man die zwei Simplizes vereinigen kann, so dass eine Punkt-
menge im En−1 entsteht, siehe Abbildung 2.3 fu¨r eine Darstellung der zwei Fa¨lle
bei zwei Dreiecken. Hierbei haben wir die Hyperebene, die hier nur aus der Kante
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zwischen zwei Punkten besteht, fett gezeichnet. Ersetzt man nun den quadrierten
Abstand δ(P0, Pn−1)2 in (−1)nC(P0, . . . , Pn−1) durch x, so erha¨lt man ein in x
quadratisches Polynom, dessen Nullstellen, wegen Satz 2.1.1, den eben beschrie-
benen beiden Mo¨glichkeiten entsprechen. Weiter kann man aus Satz 2.1.1 und der
Stetigkeit der Determinante schließen, dass die Fa¨lle (−1)nC(P0, . . . , Pn−1) > 0
den Zwischenstufen entsprechen, wenn man das Simplex S1 von der linken in
Abbildung 2.3 dargestellten an der gemeinsamen Hyperebene auf die rechte in























Abbildung 2.3: Zusammenfu¨gen von zwei Dreiecken.
Mit Hilfe von Lemma 2.1.4 braucht man im Falle eines Simplex anstatt die
Cayley-Menger-Determinanten aller Teilmengen {i0, . . . , it−1} ⊂ {0, . . . , n −
1} zu berechnen nur noch die Cayley-Menger-Determinanten der Teilmengen




ci(n− i+ 1)3 ∈ O(n5)
Multiplikationen und Additionen. (Durch Verwendung der L-R-Zerlegung ko¨nnte
man den Aufwand noch um den Faktor n reduzieren.)
Wir werden Lemma 2.1.4 allerdings immer direkt anwenden, da wir durch un-
sere Konstruktionsvorschrift fu¨r ganzzahlige Simplizes (siehe Kapitel 3) die zwei
beno¨tigten Teilsimplizes S0 und S1 immer bereits auf ihre Einbettbarkeit in den
En−2 getestet haben. Sollten wir eine Punktmenge P auf Einbettbarkeit in den
Em testen wollen, so versuchen wir einfach eine Koordinatendarstellung zu be-
rechnen, siehe Abschnitt 2.3. Es wird sich herausstellen, dass diese Berechnung
O(n3) Multiplikationen bzw. Additionen und O(n) Wurzeloperationen erfordert.
Wir mo¨chten erwa¨hnen, dass in Lemma 2.1.4 die Einbettbarkeit beider Simpli-
zes gegeben sein muss, wie man an der Abstandsmatrix
∆ =

0 100 52 39
100 0 52 39
52 52 0 x
39 39 x 0

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erkennen kann. Der linke obere Teil von ∆ entspricht einem Dreieck mit Sei-
tenla¨ngen 100, 52 und 52, ist also in den E2 einbettbar. Fu¨r 2 ≤ x ≤ 79 gilt
zwar (−1)4C(∆) > 0, aber ∆ ist nicht in den E3 einbettbar, da es kein Dreieck
mit den Seitenla¨ngen 100, 39 und 39 in der Euklidischen Ebene gibt. (Fu¨r x = 1
oder x ≥ 80 gilt (−1)4C(∆) < 0.)
2.2 Normalformen von Abstandsmatrizen
Im vorherigen Abschnitt wurde bereits erwa¨hnt, dass es zu einer Punktmenge meh-
rere verschiedene Abstandsmatrizen geben kann. So kann z.B. die ganzzahlige
Punktmenge auf der linken Seite von Abbildung 2.2 durch folgende unvollsta¨ndi-
ge Liste von Abstandsmatrizen dargestellt werden
0 4 4 3
4 0 2 2
4 2 0 1
3 2 1 0
 ,

0 4 3 4
4 0 2 2
3 2 0 1
4 2 1 0
 ,

0 1 2 3
1 0 2 4
2 2 0 4
3 4 4 0
 .
Bei diesem Beispiel fu¨hren alle 4! = 24 Umnummerierungen der Knoten zu unter-
schiedlichen Abstandsmatrizen, da die Punktmenge die triviale Automorphismen-
gruppe {id} besitzt. Allgemein ist die Anzahl unterschiedlicher Abstandsmatrizen
einer Punktmenge P aus n Punkten durch n!|Aut(P)| gegeben. Wir mo¨chten an die-
ser Stelle bemerken, dass die Automorphismengruppe einer “zufa¨lligen” ganzzah-
ligen Punktmenge P fast immer trivial ist [45] und somit die Anzahl der unter-
schiedlichen Abstandsmatrizen fu¨r P exponentiell wa¨chst.
Da wir bei unserer Konstruktion von ganzzahligen Punktmengen a¨quivalente
Paare entfernen wollen, ist es sinnvoll eine der n! Nummerierungen auszuzeich-
nen. Dies hat den Vorteil, dass man zwei Punktmengen auf ¨Aquivalenz u¨ber-
pru¨fen kann, indem man die zwei in Normalform gegebenen Abstandsmatrizen auf
Gleichheit testet. An dieser Stelle mo¨chten wir erwa¨hnen, dass in der eigentlichen
Konstruktion der ganzzahligen Punktmengen keine expliziten sondern nur impli-
zite Tests auf ¨Aquivalenz durchgefu¨hrt werden und verweisen hierbei auf Kapitel
3 und Kapitel 8.
Nun mo¨chten wir ein paar gebra¨uchliche Normalformen fu¨r Matrizen vorstel-
len. Die erste Klasse beruht auf der lexikographischen Ordnung von Vektoren.
2.2.1 Definition Sei M eine total geordnete Menge und seien a = (a0, . . . , an)
und b = (b0, . . . , bn) zwei Vektoren der La¨nge n + 1 mit Eintra¨gen aus M so
definieren wir
a > b ⇔ ∃i ≤ n, ∀j < i : aj = bj , ai > bi,
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a = b ⇔ ∀j ≤ n aj = bj
und
a ≥ b ⇔ a > b ∨ a = b .
Der Beweis, dass die Eigenschaften einer Ordnung erfu¨llt sind, ist eine leichte
¨Ubungsaufgabe. Je nach Anwendung kann man die Ordnung auch fu¨r Vektoren
unterschiedlicher La¨nge fortsetzen.
Mit Hilfe der lexikographischen Ordnung von Vektoren kann man fu¨r Matrizen
eine lexikographische Normalform definieren, indem man die Matrizen durch eine
beliebige Vorschrift in einen Vektor umwandelt und fordert, dass dieser lexikogra-
phisch maximal bzw. minimal ist. Formaler bedeutet dies:
2.2.2 Definition Sei P eine Punktmenge aus n Punkten, σ˜ eine Nummerierung
der Punkte und sei τ eine Abbildung von der Menge der n × n Matrizen mit
Eintra¨gen aus einer geordneten Menge M in die Menge der Vektoren u¨ber M
der La¨nge n2, dann heißt die Abstandsmatrix ∆(P, σ˜) lexikographisch maximal
bezu¨glich τ falls
∀σ ∈ Sn τ(∆(P, σ˜)) ≥ τ(∆(P, σ)).
Lexikographisch minimal kann man entsprechend mit ≤ definieren. Da die
Definitionen von lexikographisch maximal und lexikographisch minimal a¨quiva-
lent sind, werden wir in dieser Arbeit aus perso¨nlichen Pra¨ferenzen nur lexikogra-
phisch maximale Matrizen betrachten, mo¨chten den Leser aber darauf hinweisen,
dass in der Literatur ha¨ufig die lexikographische Minimalita¨t bevorzugt wird.
Die verschiedenen Normalformen dieser ersten Klasse ergeben sich durch die
unterschiedliche Wahl von τ . Eine sehr gebra¨uchliche Variante ist das Aneinan-
derha¨ngen der Zeilen von ∆(P, σ). Die entstehende Ordnung bezeichnen wir als
die Zeilen-lexikographische Ordnung. Die Abstandsmatrix der linken ganzzah-
ligen Punktmenge in Abbildung 2.2 in dieser Normalform ist
∆(P) =

0 4 4 3
4 0 2 2
4 2 0 1
3 2 1 0

und der zugeho¨rige Vektor lautet
τ(∆(P)) = (0, 4, 4, 3, 4, 0, 2, 2, 4, 2, 0, 1, 3, 2, 1, 0) .
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Da das Aneinanderha¨ngen der Spalten bei symmetrischen Matrizen, wie z.B.
Abstandsmatrizen, zu den gleichen Vektoren fu¨hrt, definieren wir hierfu¨r kei-
ne zusa¨tzliche lexikographische Ordnung. Wegen der Symmetrie von Abstands-
matrizen genu¨gt es die Dreiecksmatrizen oberhalb der Diagonale zu betrach-
ten. Die lexikographische Ordnung, die durch Aneinanderha¨ngen der Zei-
len dieser oberen Dreiecksmatrizen entsteht, bezeichnen wir als reduzierte
Zeilen-lexikographische Ordnung. Es la¨sst sich zeigen, dass sie zur Zeilen-
lexikographischen Ordnung a¨quivalent ist. Ha¨ngt man dagegen die Spalten der
oberen Dreiecksmatrix aneinander so entsteht eine neue Ordnung, die wir als re-
duzierte Spalten-lexikographische Ordnung bezeichnen. Die Normalform der
linken Punktmenge aus Abbildung 2.2 ist fu¨r diese Ordnung zufa¨llig dieselbe wie
fu¨r die Zeilen-lexikographische Ordnung und der zugeho¨rige Vektor lautet
τ(∆(P)) = (4, 4, 3, 2, 2, 1) .
Dass die ¨Ubereinstimmung der zwei Normalformen nicht allgemein gilt, la¨sst sich
an folgendem Beispiel sehen. Die Matrizen
0 5 4 3 2 2
5 0 1 1 3 1
4 1 0 2 5 1
3 1 2 0 4 1
2 3 5 4 0 1
2 1 1 1 1 0
 und

0 5 4 3 2 1
5 0 2 1 4 1
4 2 0 1 3 1
3 1 1 0 5 1
2 4 3 5 0 2
1 1 1 1 2 0

beschreiben beide dieselbe Punktmenge, die sich allerdings nicht in einen eukli-
dischen Raum Em einbetten la¨sst. Die erste Matrix ist maximal bezu¨glich der
reduzierten Zeilen-lexikographischen Ordnung und die zweite Matrix maximal
bezu¨glich der reduzierten Spalten-lexikographischen Ordnung.
Eine weitere Klasse von Normalformen ergibt sich aus der iterierten Klassifi-
zierung in ihren unterschiedlichen Varianten, die wir in Abschnitt 7.3 beschreiben
werden. Allgemeiner ist durch jeden Algorithmus, der einen Repra¨sentanten in
einer Bahn eindeutig festlegt, eine Normalform gegeben.
2.3 Eine eindeutige Koordinatendarstellung
von Punktmengen
In den vorherigen zwei Abschnitten wurde gezeigt, wie man ganzzahlige Punkt-
mengen eindeutig durch Abstandsmatrizen beschreibt. Mit Hilfe von Satz 2.1.3
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bzw. Lemma 2.1.4 ko¨nnen wir auch anhand einer Abstandsmatrix einer ganzzah-
ligen Punktmenge entscheiden, ob sie in den Em einbettbar ist. Fu¨r eine effiziente
Konstruktion ganzzahliger Punktmengen ist es jedoch no¨tig, auch eine Koordina-
tendarstellung einer Punktmenge zu haben.
Im na¨chsten Lemma werden wir zeigen, dass sich jede Koordinatendarstellung
einer ganzzahligen Punktmenge durch Anwendung von Isometrien, also Transla-
tionen, Rotationen und Spiegelungen, auf eine, von der Nummerierung der Punkte
abha¨ngige, noch na¨her zu definierende Normalform bringen la¨sst. Aus dem Be-
weis des Lemmas la¨sst sich ein Algorithmus ablesen, wie man die Koordinaten in
Normalform ausrechnen kann.
2.3.1 Lemma Ein ganzzahliger m-dimensionaler Simplex S mit Koordinaten
v′0, v
′
1, . . . , v
′
m und Abstandsmatrix ∆ = (δi,j)0≤i,j≤m la¨sst sich durch Isometrien
in folgende Koordinaten transformieren
v0 = (0, 0, . . . , 0),
v1 = (q1,1
√













k2, . . . , qm,m
√
km),













ist, qi,j natu¨rliche Zahlen
sind und qj,j , kj 6= 0 sind.
Beweis. Wir ko¨nnen o.E. v0 = (0, 0, . . . , 0) setzen, und da δ0,1 ∈ N ko¨nnen wir
auch v1 = (δ0,1
√
k1, 0, 0, . . . , 0) wa¨hlen, wobei k1 = 1 gilt. Nun nehmen wir an,
wir ha¨tten die Koordinaten v′0, v′1, . . . , v′i−1 bereits wie gewu¨nscht transformiert.
Wir setzen vi = (x1, x2, . . . , xm) mit xj ∈ R. Da die i + 1 Punkte mit den alten
Koordinaten v′0, v′1, . . . , v′i eine i-dimensionale Hyperebene des Em aufspannen
ko¨nnen wir xi+1 = · · · = xm = 0 setzen. Fu¨r die i ≤ j gilt









Fu¨r 0 < j < i betrachten wir
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wobei wir fu¨r h < j mittels Induktion xh = qi,h
√
kh einsetzen ko¨nnen. Dies
liefert















und wir ko¨nnen xj = qi,j
√
kj setzen, da nach Induktion 2qj,j
√


















Da Vm(v′0, v′1, . . . , v′m) 6= 0 gilt, liegen die i + 1 Punkte mit den Koordinaten
v′0, v
′
1, . . . , v
′
i nicht in einer i − 1-dimensionalen Hyperebene des Em und es gilt
qi,i
√
ki 6= 0. ¤
Wir mo¨chten bemerkne, dass alle n! Umnummerierungen einer Abstandsma-
trix einer Punktmenge aus n Punkten zu a¨quivalenten Punktmengen fu¨hren. Die
im Lemma definierte Normalform der Koordinatendarstellung eines ganzzahligen
Simplex hat den großen Vorteil, dass man sie im Rechner exakt abbilden kann, da
die ki natu¨rliche Zahlen sind, und die qi,j sich als Quotient zweier ganzer Zah-
len schreiben lassen. Wir ko¨nnen also mit exakten Koordinaten und nicht nur mit
Na¨herungen rechnen.
Mit einer leichten Abwandlung des im Beweis von Lemma 2.3.1 versteckten
Algorithmus ko¨nnen wir auch eine Koordinatendarstellung einer Abstandsmatrix
∆(P, σ) einer ganzzahligen Punktmenge mit Nummerierung σ der Punkte berech-
nen. Beim folgenden Algorithmus ku¨rzen wir die Bezeichnung fu¨r den Abstand
zwischen Punkt i und Punkt j durch δi,j ab und mit vi,j bezeichnen wir die j-te
Komponente des Koordinatenvektors vi ∈ Rm.
2.3.2 Algorithmus (Berechne Koordinatendarstellung)
Eingabe: ∆(P, σ)
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Ausgabe: Koordinaten v0, . . . , vn−1 ∈ Rm der n Punkte von P
begin
oben = 0
unten = n− 1
for i from 0 to n− 1 do pi(i) = i end
for i from 0 to n− 1 do















if voben,oben == 0 then
for j from 0 to n− 1 do vunten,j = voben,j end
pi(unten) = i
unten = unten− 1
else
if ∃unten < j < n : δ2pi(i),pi(j) 6=
n−1∑
h=0




oben = oben+ 1
end
end




(vi,h − vj,h)2 then return “nicht einbettbar” end
end
end
In Algorithmus 2.3.2 bedeutet die Ru¨ckgabe “nicht einbettbar”, dass die Ab-
standsmatrix ∆(P, σ) fu¨r kein m in Em einbettbar ist. Sollte bei der Berech-
nung der Wurzel ein negativer Term unter dem Wurzelzeichen stehen, so muss
ebenfalls “nicht einbettbar” zuru¨ckgegeben werden. Wir mo¨chten bemerken, dass
an der Stelle, wo durch 2vj,j geteilt wird, immer vj,j 6= 0 gilt und dies nicht
extra u¨berpru¨ft werden muss. Der Aufwand von Algorithmus 2.3.2 besteht aus
O(n3) Multiplikationen bzw. Additionen und O(n) Wurzelberechnungen. Damit
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die Berechnungen der Koordinaten exakt und nicht nur na¨herungsweise gelten,





kj gelten soll, siehe Lemma 2.3.1. Zur Speicherung der ganzen Zah-
len ist gegebenenfalls eine Langzahlarithmetik zu verwenden, da die Zahlen recht
schnell sehr groß werden ko¨nnen. Die Dimension m der Punktmenge steht nach
erfolgreichem Abschluss von Algorithmus 2.3.2 in der Variable oben.
2.4 Charakteristik einer Punktmenge




(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c)
4
gegeben. Falls die Seitenla¨ngen ganzzahlig sind und das Dreieck nicht zu einer
Strecke degeneriert ist, la¨sst sich der Fla¨cheninhalt somit eindeutig als A∆ = q
√
k
schreiben, mit einer rationalen Zahl q und einer quadratfreien natu¨rlichen Zahl k.
Die Zahl k wird als Charakteristik eines ganzzahligen Dreiecks bezeichnet.
Die Bedeutung der Definition der Charakteristik eines ganzzahligen Dreiecks
ergibt sich aus folgendem Satz, der z.B. in [87] bewiesen wird, dessen Ursprung
aber mindestens bis zu Kummer zuru¨ckgeht.
2.4.1 Satz Die Dreiecke aus je 3 nicht kollinearen Punkten einer planaren ganz-
zahligen Punktmenge besitzen dieselbe Charakteristik.
Dieser Satz liefert eine sehr starke Einschra¨nkung fu¨r ganzzahlige planare
Punktmengen. In Tabelle 2.1 zeigen wir numerische Resultate, dass es nur we-
nige ganzzahlige Dreiecke mit gleichem Durchmesser und gleicher Charakteristik
gibt. Fu¨r ausfu¨hrlichere Daten verweisen wir auf Kapitel 4.
Mit Hilfe von Satz 2.1.1 ko¨nnen wir die Definition der Charakteristik auch fu¨r
ganzzahlige Simplizes verallgemeinern.
2.4.2 Definition Die Charakteristik char(S) eines nicht entarteten m-
dimensionalen ganzzahligen Simplex ist die quadratfreie Zahl k in Vm(S) = q
√
k,
wobei q eine rationale Zahl ist.
Mit dieser Definition ko¨nnen wir eine Verallgemeinerung von Satz 2.4.1 formu-
lieren.
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Anzahl ganz- Anzahl verschiedener maximale Ha¨ufigkeit
Durchmesser zahliger Dreiecke Charakteristiken einer Charakteristik
10 30 22 3
20 110 74 6
50 650 634 12
100 2.550 1.823 20
200 10.100 7.738 33
500 62.750 51.830 59
1.000 250.500 216.027 87
Tabelle 2.1: Die Verteilung der Charakteristiken von ganzzahligen Dreiecken.
2.4.3 Satz In einer m-dimensionalen ganzzahligen Punktmenge P besitzen al-
le m-dimensionalen Simplizes S = {Pi0 , Pi1 , . . . , Pim} dieselbe Charakteristik
char(S) = k.
Beweis. Es genu¨gt zu zeigen, dass fu¨r zwei Simplizes S0 = {Pi0 , Pi1 , . . . , Pim}
und S1 = {Pi0 , Pi1 , . . . , Pim−1 , P ′im}mit Vm(S0), Vm(S1) 6= 0 die Charakteristi-
ken u¨bereinstimmen, char(S0) = char(S1). Mit den Notationen von Lemma 2.3.1




































mit ki = k′i fu¨r 1 ≤ i < m, da S0 und S1 auf den ersten m Punkten u¨bereinstim-
men. Also muss
√
kmk′m eine natu¨rliche Zahl sein. Da km und k′m quadratfreie
Zahlen sind, ergibt sich km = k′m und somit char(S0) = char(S1). ¤
Wir ko¨nnen somit auch von der Charakteristik char(P) einer m-dimensionalen
ganzzahligen Punktmenge P sprechen. Der Zusammenhang zwischen den ki aus
Lemma 2.3.1 und der Charakteristik k aus Definition 2.4.2 ist dadurch gegeben,
dass k der quadratfreie Teil von
∏m
i=1 ki ist.
Fu¨r die Berechnung der Charakteristik kann man Satz 2.1.1 verwenden. Dies ist
jedoch sehr aufwendig, da die Determinante einer (m+2)×(m+2)-Matrix und ihr
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quadratfreier Teil bestimmt werden mu¨ssen. Betrachten wir eine m-dimensionale
ganzzahlige Punktmenge P mit Durchmesser diam(P) so la¨sst sich der Wert der




nach oben abscha¨tzen. Es kommen also recht große Zahlen zustande. Genauere
Betrachtungen zur Berechnung der Charakteristik einer ganzzahligen Punktmenge
fu¨hren wir in Abschnitt 4.3 durch.
2.5 ¨Uberpru¨fung zusa¨tzlicher
Nebenbedingungen
In der Einfu¨hrung haben wir bereits erwa¨hnt, dass auch ganzzahlige Punktmengen
mit weiteren Nebenbedingungen von Interesse sind. Die erste wichtige Neben-
bedingung ist, dass bei einer m-dimensionalen ganzzahligen Punktmenge keine
m + 1-Punkte in einer (m − 1)-dimensionalen Hyperebene des Em liegen. In
diesem Fall sprechen wir von einer Punktmenge in semi-allgemeiner Lage. ¨Uber-
pru¨fen ko¨nnen wir diese Eigenschaft mit Hilfe der Cayley-Menger-Determinante.
2.5.1 Lemma Eine Menge von m + 1 Punkten P0, . . . , Pm im Em mit gege-
benen Absta¨nden δi,j = δ(Pi, Pj), liegt genau dann in einer Hyperebene falls
C(P0, . . . , Pm) = 0.
Die zweite wichtige Nebenbedingung ist, dass keine m+2 Punkte auf einer m-
dimensionalen Spha¨re liegen. Hier sprechen wir von Punktmengen in allgemeiner
Lage. Zur ¨Uberpru¨fung haben wir folgendes Lemma.
2.5.2 Lemma Eine Menge von m+2 Punkten P0, . . . , Pm+1 im Em ohne m+1
Punkte in einer Hyperebene, liegt genau dann auf einer m-dimensionalen Spha¨re,
wenn ∣∣∣∣∣∣∣∣∣
0 δ2(P0, P1) . . . δ2(P0, Pm+1)













δ2(Pm+1, P0) δ2(Pm+1, P1) . . . 0
∣∣∣∣∣∣∣∣∣ = 0 .
2.5. ¨Uberpru¨fung zusa¨tzlicher Nebenbedingungen 31
Beweis. (Nach [141].) Wir betrachten die Punkte Pi = (pi,0, . . . , pi,m−1) als Vek-
toren des Em und bilden
~pi = (pi,0 − pm+1,0, . . . , pi,m−1 − pm+1,m−1)T , 0 ≤ i ≤ m+ 1.
Somit gilt ~pm+1 = ~0. Jede Teilmenge von m Vektoren, die ~pm+1 nicht entha¨lt,
ist linear unabha¨ngig, da keine m + 1 Punkte in einer Hyperebene liegen. Die
m+2 Punkte liegen genau dann auf einer m-dimensionalen Spha¨re, wenn es einen
Vektor ~r = (r0, . . . , rm−1)T gibt mit δ(~pi, ~r) = |~r|, 0 ≤ i ≤ m+ 1.
δ(~pi, ~r) = |~r| ⇔ δ(~pi, ~r)2 = |~r|2
⇔ |~pi|2 + |~r|2 − 2〈~pi, ~r〉 = |~r|2
⇔ 〈~pi, ~r〉 = 12 |~pi|
2, (0 ≤ i ≤ m+ 1)
Man erha¨lt ein System mit m+2 Gleichungen und m Unbekannten r0, . . . , rm−1,















Da die m Vektoren linear unabha¨ngig sind, hat die Matrix auf der linken Seite den











ebenfalls den Rang m hat. Dies ist genau dann der Fall, wenn ihre Determinante
verschwindet. Mit
Qi = (pi,0, . . . , pi,m−1, |~pi|2) ∈ Em, 0 ≤ i ≤ m+ 1
ist dies a¨quivalent zu C(Q0, . . . , Qm+1) = 0. Mit
δ2(Qi, Qj) = δ2(Pi, Pj) + (|~pi|2 − |~pj |2)2
= δ2(Pi, Pj) + |~pi|4 + |~pj |4 − 2|~pi|2|~pj |2
erhalten wir
C(Q0, . . . , Qm+1) =
∣∣∣∣∣∣∣




1 . . . 1 0
∣∣∣∣∣∣∣ ,
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was sich unter Beru¨cksichtigung von |~pm+1|2 = 0 und der schreibtechnischen
Vereinfachung δi,j = δ(Pi, Pj) zu∣∣∣∣∣∣∣∣∣∣∣
















δ2m,0 − 2|~pm|2|~p0|2 . . . δ2m,m − 2|~pm|2|~pm|2 δ2m,m+1 1





1 . . . 1 1 0
∣∣∣∣∣∣∣∣∣∣∣
umformen la¨sst. Einsetzen von
|~pi|2|~pj |2 = (|~pi|2 + |~pm+1|2 − 2〈~pi, ~pm+1〉)(|~pj |2 + |~pm+1|2 − 2〈~pj , ~pm+1〉)
= δ2(Pi, Pδ+1)δ2(Pj , Pδ+1)
und Addition des jeweils 2δ2(Pj , Pδ+1)-fachen der vorletzten Spalte zu den ersten
m+ 1 Spalten ergibt∣∣∣∣∣∣∣∣∣













δ2(Pm+1, P0) . . . δ2(Pm+1, Pm+1) 1
1 + 2δ2(P1, Pδ+1) . . . 1 + 2δ2(Pm+1, Pδ+1) 0
∣∣∣∣∣∣∣∣∣ .
Zieht man das doppelte der vorletzten Zeile von der letzten Zeile ab und entwickelt
nach der letzen Spalte so erha¨lt man
C(Q0, . . . , Qm+1) = 2
∣∣∣∣∣∣∣










δ2(Pm+1, P0) . . . δ2(Pm+1, Pm+1)
∣∣∣∣∣∣∣ .
Da C(P0, . . . , Pm+1) = 0, muss auch die rechte Determinante verschwinden. ¤
Wir mo¨chten bemerken, dass die Determinanten aus Lemma 2.5.2 nach [31] fu¨r
m ≥ 3 irreduzibel sind. Setzen wir abku¨rzend δi,j = δ(Pi, Pj), so ergibt sich fu¨r






















−(δ0,1δ2,3 + δ0,2δ1,3 + δ0,3δ1,2)(δ0,1δ2,3 + δ0,2δ1,3 − δ0,3δ1,2) ·
(δ0,1δ2,3 − δ0,2δ1,3 + δ0,3δ1,2)(−δ0,1δ2,3 + δ0,2δ1,3 + δ0,3δ1,2).
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Hieraus la¨sst sich der Satz von Ptolema¨us ablesen, der besagt, dass ein konvexes
Viereck mit Seitenla¨ngen a, b, c, d und Diagonalen e, f , wie in Abbildung 2.4,













Vierecke, bei denen die Eckpunkte auf einem Kreis liegen, werden auch Seh-
nenvierecke genannt. Sind zusa¨tzlich die sechs Seitenla¨ngen und der Fla¨cheninhalt
des Vierecks ganze Zahlen, dann spricht man auch von Brahmagupta-Vierecken
[151].
2.6 Abza¨hlen diskreter Strukturen
In dieser Arbeit soll neben der Konstruktion von diskreten Strukturen auch zusa¨tz-
lich eine Formel fu¨r ihre Anzahl angegeben werden, sofern sie sich auf elementare
Art und Weise herleiten la¨sst bzw. u¨berhaupt eine einfache Formel existiert. In
Kapitel 10 behandeln wir beispielsweise die Anzahl ganzzahliger Simplizes.
In Abschnitt 2.1 haben wir definiert, wann wir zwei Punktmengen als a¨quivalent
betrachten wollen. Dies ist ein typisches Beispiel fu¨r den Unterschied zwischen
nummerierten und unnummerierten Strukturen.
Um den Unterschied zu veranschaulichen betrachten wir nun als Beispiel die
Multigraphen auf 4 Knoten, die Mehrfachkanten aus k < d Kanten zulassen. Da
es genau 6 Paare aus diesen 4 Knoten gibt und es fu¨r jedes Paar genau d Mo¨glich-
keiten fu¨r die Anzahl der Kanten zwischen ihnen gibt, existieren genau 6d num-
merierte Multigraphen. Nun mo¨chten wir die Anzahl der unnummerierten Graphen
bestimmen. Hierzu haben wir folgendes nu¨tzliche Lemma.
2.6.1 Lemma (Cauchy-Frobenius, gewichtete Form) Sei eine Gruppenaktion,
eine endliche Gruppe G auf einer Menge S und eine Abbildung w : S → R in
einen kommutativen Ring R, derQ als Teilring entha¨lt, gegeben. Wenn w konstant
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wobei Sg die Menge der Elemente aus G bezeichnet, welche von g fest gelassen
werden, also
Sg = {s ∈ S | s = gs}.
Als Gruppe wa¨hlen wir meist die symmetrische Gruppe Sn, hier speziell die S4,
die unsere nummerierten Objekte auf natu¨rliche Art und Weise umnummerieren
soll. In den meisten Fa¨llen beno¨tigen wir nur die triviale Gewichtsabbildung w :











Fu¨r eine Erkla¨rung der Begriffe Bahn und Gruppenoperation verweisen wir auf
[92] und berechnen stattdessen die Anzahl der unnummerierten Multigraphen auf







Tabelle 2.2: Sg fu¨r Multigraphen auf 4 Punkten.
S4 an. Nach Einsetzen in Lemma 2.6.1 folgern wir, dass es genau
d6 + 9d4 + 14d2
24
Multigraphen auf 4 Knoten gibt, wobei d − 1 die maximale Anzahl an Kanten
zwischen zwei Knoten angibt. Fu¨r d = 2 ergibt sich somit, dass es genau 11
Graphen auf 4 Knoten gibt.
3 Konstruktion ganzzahliger
Punktmengen
Nachdem wir im vorherigen Kapitel die Grundlagen von ganzzahligen Punkt-
mengen zusammengestellt haben, wollen wir nun beschreiben, wie man sie kon-
struieren kann. Wie in Kapitel 2 beschrieben, repra¨sentieren wir eine ganzzah-
lige Punktmenge P aus n Punkten durch eine symmetrische quadratische n × n-
Abstandsmatrix mit ganzzahligen Eintra¨gen. Das Grundkonzept unserer Konstruk-
tion soll das rekursive Verschmelzen von Teilpunktmengen zu gro¨ßeren Punktmen-






Abbildung 3.1: Verschmelzen von zwei Teilpunktmengen.
gen P0 und P1 aus je n Punkten, die n − 1 Punkte gemeinsam besitzen, zu einer
Punktmenge Pv aus n+1 Punkten verschmelzen. Der Vorteil bei diesem Vorgehen
ist, dass nur der Abstand zwischen den zwei Punkten aus Pv\P1 ∪ Pv\P0 noch
nicht aus der vorangegangenen Rekursionsstufe bekannt ist.
Nun ko¨nnte es passieren, dass nicht nur das Verschmelzen von P0 und P1 son-
dern auch das Verschmelzen von zwei anderen Teilpunktmengen P ′0 und P ′1 zu
Pv fu¨hrt. Im Allgemeinen wird es sogar recht viele solche Mo¨glichkeiten geben.
Wa¨hlt man beliebige n− 1 Punkte aus Pv und zusa¨tzlich je einen der verbleiben-
den zwei Punkte fu¨r P ′0 und P ′1 aus, so ergibt die Verschmelzung dieser Teilpunkt-
mengen natu¨rlich wieder Pv , wenn man den fehlenden Abstand geeignet wa¨hlt.
Die naive Mo¨glichkeit um alle Punktmengen, bis auf Isomorphie, zu konstruieren,
wa¨re, sich alle bisher erzeugten Punktmengen in einer Liste zu merken, und jedes
Mal, wenn man einen Kandidaten erzeugt hat, nachzuschauen ob man ihn nicht be-
reits erzeugt hat. Dieses immer wiederkehrende Durchlaufen von Listen konstru-
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ierter Objekte ist zum einen sehr aufwendig, falls die Listen groß werden, und zum
anderen passen die Listen meist sehr schnell nicht mehr in den Hauptspeicher, was
zu noch gro¨ßeren Geschwindigkeitsverlusten fu¨hrt. Fu¨r dieses klassische Problem
der konstruktiven Kombinatorik gibt es eine Lo¨sung - ordnungstreues Erzeugen
[146], welche wir im na¨chsten Abschnitt na¨her beschreiben wollen.
3.1 Ordnungstreues Erzeugen
In unserer Beschreibung des ordnungstreuen Erzeugen halten wir uns an den Ori-
ginalartikel von Read [146] aus dem Jahr 1978 und beschreiben zuna¨chst die allge-
meine Problemstellung. Gegeben sei das Problem, eine diskrete Struktur D, wie
zum Beispiel Graphen, zu katalogisieren. Die Elemente von D, im Folgenden auch
Objekte genannt, seien als ¨Aquivalenz- bzw. Isomorphieklassen auf einer Menge
L definiert. Fu¨r zwei Elemente l0 und l1 aus der selben ¨Aquivalenzklasse von L
schreiben wir l0 ' l1. Weiter gebe es eine Abbildung ρ : L→ N0, die konstant auf
den ¨Aquivalenzklassen ist, mit der man die Elemente von L nach einem Parameter
klassifizieren kann. Bei Graphen ko¨nnte man beispielsweise auf die Anzahl der
Knoten abbilden. Man hat also eine Folge von Teilmengen L0, L1, . . . , wobei Lq
jeweils die Elemente l ∈ L enthalten sollen mit ρ(l) = q. Die genaue Problemstel-
lung ist die Erzeugung von vollsta¨ndigen Listen Lq , die genau ein Element jeder
Isomorphieklasse von Lq enthalten.
Da wir Objekte von diskreten Strukturen mit einem Computer konstruieren wol-
len, ko¨nnen wir die Folge auf ihre ersten r+1 Elemente einschra¨nken und anneh-
men, dass Lq fu¨r q ≤ r jeweils eine endliche Menge ist. Wir nehmen weiter an,
dass wir, fu¨r jedes q ≤ r, eine Funktion χq : Lq → {true, false} haben, die ent-
scheidet, ob ein gegebenes Element aus Lq kanonisch in seiner Isomorphieklasse
ist. Hierfu¨r sei eine Normalform gegeben, um ein kanonisches Element auszu-
zeichnen. Des weiteren sei, fu¨r q ≤ r eine totale Ordnung ≺q auf den Elementen
von Lq und eine Erweiterungsfunktion Γq , welche ein Element von Lq auf eine
geordnete Liste von Elementen aus Lq+1 abbildet gegeben.
Zur schreibtechnischen Vereinfachung schreiben wir im Folgenden Γ, ≺, χ an-
statt Γq , ≺q , χq . Das Symbol a ¹ b benutzen wir als natu¨rliche Abku¨rzung fu¨r
a ≺ b oder a = b.
Ordnungstreues Erzeugen hat seinem Namen, weil die Listen Lq+1 bezu¨glich
≺q+1 in aufsteigender Reihenfolge erzeugt werden. Wir werden im Folgenden
immer annehmen, dass die Listen Lq aufsteigend sortiert sind. Das Grundgeru¨st
des ordnungstreuen Erzeugens la¨sst sich wie folgt als Pseudocode angeben.
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3.1.1 Algorithmus (Ordnungstreues Erzeugen)




loop over x ∈ Lq do
loop over y ∈ Γ(x) do
if χ(y) and y Â letztes Element von Lq+1 then




Fu¨r Γ, ≺ und χ hat man viele Wahlmo¨glichkeiten, aber nicht alle fu¨hren zu
einem Algorithmus, der eine vollsta¨ndige geordnete Liste Lq+1 ausgibt.
Und so gibt Read [146] auch zwei notwendige Bedingungen an.
Bedingung 3.A Jedes kanonische Element y aus Lq+1 la¨sst sich durch minde-
stens ein kanonisches Element x aus Lq durch Anwendung von Γ erzeugen,
∀y ∈ Lq+1 : χ(y) = true =⇒ ∃x ∈ lq : χ(x) = true, y ∈ Γ(x) .
Bedingung 3.B Die Abbildung f : Lq+1 → Lq , die x auf das kleinste Element,
bezu¨glich ≺ abbildet, mit x ∈ Γ(f(x)), ist schwach monoton,
x, y ∈ Lq+1, x ≺ y =⇒ f(x) ¹ f(y) .
Zusammen mit Bedingung 3.C, die nicht notwendig ist, sind sie auch hinrei-
chend.
Bedingung 3.C Fu¨r alle x ∈ Lq ist Γ(x) bezu¨glich ≺ geordnet.
Also sollen in beiden Schleifen von Algorithmus 3.1.1 die Elemente aufsteigend
bezu¨glich ≺ durchlaufen werden.
Beispiele fu¨r geeignete Wahlen von Γ, ≺ und χ in konkreten Anwendungen
ko¨nnen z.B. [1, 16, 27, 28, 53, 54, 55, 119, 120, 146, 173] entnommen werden.
Im na¨chsten Abschnitt wollen wir eine Variante der ordnungstreuen Erzeugung
beschreiben.
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3.2 Eine Variante der ordnungstreuen
Erzeugung
Da wir ganzzahlige Punktmengen durch Verschmelzen zweier Punktmengen und
nicht durch Erweitern einer Punktmenge konstruieren wollen, mu¨ssen wir die De-
finitionen von Γ, χ und Algorithmus 3.1.1 leicht modifizieren. Die Definitionen
von L, ρ, Lq und ≺ ko¨nnen wir u¨bernehmen. Die Erweiterungsfunktion Γ defi-
nieren wir fu¨r alle q < r als Γ : L2q → L?q+1, wobei der Stern eine beliebig
lange Liste von Elementen aus Lq+1 bedeuten soll. Die Funktion χ, die auf ei-
ne kanonische Form testen soll, erweitern wir fu¨r q ≤ r auf drei Ru¨ckgabewer-
te, χ : Lq → {kanonisch, semi−kanonisch,weder noch}. Da wir spa¨ter den
Begriff semi-kanonisch so definieren werden, dass aus kanonisch semi-kanonisch
folgt, soll χ(x) = semi−kanonisch genau dann gelten, wenn x semi-kanonisch
aber nicht kanonisch ist.
Wir wollen die Wahl der Erweiterungsfunktion Γ nun derart einschra¨nken, dass
es fu¨r q < r eine Abbildung ↓q : Lq+1 → Lq gibt, fu¨r die
∀x1, x2 ∈ Lq : y ∈ Γ(x1, x2) ⇒ ↓qy = x1
gilt. An Stelle von ↓q schreiben wir im Folgenden nur noch ↓. Mit Hilfe der Ab-
bildung ↓ ko¨nnen wir die Beschreibung vom Anfang dieses Kapitels, dass zwei
Punktmengen P1 und P2 aus n Punkten miteinander verschmolzen werden sollen,
die n − 1 Punkte gemeinsam haben, als ↓P1 = ↓P2 formulieren. Somit bra¨uch-
ten wir obige Bedingung an ↓ nur fu¨r χ(x1) = kanonisch und fu¨r x2 ∈ Lq
mit ↓x2 = ↓x1 zu fordern. Da diese Bedingung selbstbezu¨glich wa¨re, verzichten
wir auf die Lockerung der Bedingung und nehmen in Kauf, ein paar exotischere
Wahlen von Γ auszuschließen.
Da wir wie in Algorithmus 3.1.1 mit x1 nur durch die kanonischen Elemente
von Lq laufen wollen, fordern wir in Anlehnung an Bedingung 3.A:
Bedingung 3.A’
∀y ∈ Lq+1 : χ(y) = kanonisch =⇒ χ(↓y) = kanonisch .
Wie wir spa¨ter sehen werden, ko¨nnen in unserem konkreten Anwendungsbei-
spiel nicht alle kanonischen Abstandsmatrizen durch Verschmelzung zweier kano-
nischer Abstandsmatrizen erzeugt werden, deshalb fu¨hren wir den Begriff semi-
kanonisch ein.
3.2.1 Definition Ein Element x ∈ Lq heißt semi-kanonisch, falls fu¨r den kano-
nischen Repra¨sentant x′ der Isomorphieklasse von x gilt, dass ↓x = ↓x′.
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Wir beschra¨nken unsere Allgemeinheit weiter, indem wir χ nicht mehr als Ein-
gabeparameter zulassen sondern durch ≺ definieren. Hierfu¨r mu¨ssen wir nur de-
finieren, welches Element einer Isomorphieklasse kanonisch genannt werden soll,
da semi-kanonisch u¨ber den Begriff kanonisch definiert wurde. Im Folgenden nen-
nen wir ein Element x ∈ Lq kanonisch, falls es, bezu¨glich ≺, das gro¨ßte Element
in seiner Isomorphieklasse ist.
Nun sollen unsere Listen Lq nicht mehr nur alle kanonischen Elemente von Lq ,
sondern auch alle semi-kanonischen Elemente von Lq enthalten. Dabei sollen die
Listen durch ≺ geordnet sein, und wir formulieren Algorithmus 3.1.1 um zu:
3.2.2 Algorithmus (Ordnungstreues Erzeugen durch Verschmelzen)




loop over x1 ∈ Lq , χ(x1) = kanonisch do
loop over x2 ¹ x1, x2 ∈ Lq , ↓x2 = ↓x1 do
loop over y ∈ Γ(x1, x2) do
if χ(y) 6= weder noch and y Â letztes Element von Lq+1





Hinreichende Bedingungen fu¨r Γ, ↓ und≺ liefert z.B. folgender Satz, wobei wir
die totale Ordnung ≺ auf Lq lexikographisch auf L2q erweitern. Weiter verwenden
wir fu¨r ein Element x ∈ Lq und ein Element y ∈ Lq+1 die Bezeichnung x ⊂ y,
falls es ein Element x′ ∈ Lq gibt mit y ∈ Γ(x, x′) oder y ∈ Γ(x′, x).
3.2.3 Satz Seien, fu¨r q < r, Γq eine Erweiterungsfunktion Γq : L2q → L?q+1, eine
Abbildung ↓q : Lq+1 → Lq , ≺q+1 eine totale Ordnung auf Lq+1, und χq , wie
oben, durch ≺q definiert. Hierbei gelte fu¨r ↓,
∀x1, x2 ∈ Lq : y ∈ Γ(x1, x2) ⇒ ↓y = x1
und es gelte
Γ(x1, x2) = ∅ fu¨r ↓x1 6= ↓x2 .
Falls
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1. es fu¨r alle y ∈ Lq+1 Elemente x1 und x2 aus Lq gibt mit y ∈ Γ(x1, x2),
und weiter gilt, dass
χ(y) 6= weder noch ⇒ ∀x ⊂ y, x ∈ Lq, ∀x′ ' x : x′ ¹ ↓y,
2. fu¨r alle x1, x2, x′1, x′2 ∈ Lq mit χ(x1), χ(x′1) = kanonisch,
χ(x2), χ(x′2) 6= weder noch und (x1, x2) ≺ (x′1, x′2) gilt, dass
y ∈ Γ(x1, x2), y′ ∈ Γ(x′1, x2) ⇒ y ¹ y′,
3. fu¨r alle x1, x2 ∈ Lq mit χ(x1) = kanonisch und χ(x2) 6= weder noch
gilt, dass Γ(x1, x2) bezu¨glich ≺ geordnet ist,
dann erzeugt Algorithmus 3.2.2 aus einer bezu¨glich ≺ geordneten Liste Lq der
kanonischen und semi-kanonischen Elemente von Lq , eine bezu¨glich ≺ geordnete
Liste Lq+1 der kanonischen und semi-kanonischen Elemente von Lq+1.
Beweis. Wir wollen den Originalbeweis von Read [146] verwenden. Hierzu be-
merken wir, dass der dritte Punkt Bedingung 3.C entspricht und der zweite Punkt
eine sta¨rkere Forderung als Bedingung 3.B ist. Wir mu¨ssen also nur noch zeigen,
dass wir auch Bedingung 3.A, mit den offensichtlich notwenigen Modifikationen,
folgern ko¨nnen. Nach Vorraussetzung gibt es x1, x2 ∈ Lq mit y ∈ Γ(x1, x2).
Da somit Γ(x1, x2) nicht leer ist, gilt ↓x1 = ↓x2. Da wir nur kanonische oder
semi-kanonische y betrachten mu¨ssen, gilt fu¨r x2 als Teilmenge von y, dass
x2 ¹ ↓y = x1. Zum Schluss nehmen wir an, dass x2 weder kanonisch noch
semi-kanonisch ist. Da alle Elemente von L0 per Definition semi-kanonisch sind,
gilt q ≥ 1. Bezeichnen wir das kanonische Element aus der Isomorphieklasse
von x2 mit x′, so gilt ↓x′ Â ↓x2 = ↓x1. Da y kanonisch oder semi-kanonisch
ist, gilt x′ ¹ ↓y = x1. Da x′ und ↓y = x1 kanonisch sind, gibt es x′3 und x′′3
in Lq−1 mit x′ ∈ Γ(↓x′, x′3) und x1 ∈ Γ(↓x1, x′′3). Mit ↓x1 ≺ ↓x′ gilt auch
(↓x1, x′′3) ≺ (↓x′, x′3) und somit nach Punkt 2, x1 ¹ x′. Aus x1 ¹ x′ und x1 º x′
folgern wir, x1 = x′ ' x2. Wegen ↓x2 = ↓x1 = ↓x′ ist x2 semi-kanonisch. ¤
Nach diesem Ausflug in die allgemeine Theorie wollen wir in den folgenden
zwei Abschnitten, fu¨r unser Problem der Konstruktion ganzzahliger Punktmengen,
geeignete Funktionen Γ, ↓ und ≺ angeben.
3.3 Konstruktion ganzzahliger Simplizes
Nun wollen wir, mittels ordnungstreuer Erzeugung durch Verschmelzen, ganzzah-
lige Simplizes generieren. Nach Abschnitt 2.1 ko¨nnen wir ganzzahlige Simplizes
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als ¨Aquivalenzklassen von Abstandsmatrizen beschreiben. Unser L wa¨re also die
Menge der quadratischen Matrizen u¨ber N. Hinzu kommt aber noch die Neben-
bedingung, dass die Abstandsmatrix bei gegebenem m in den Em einbettbar sein
soll bzw. evtl. weitere Nebenbedingungen, wie z.B., dass keine m + 1 Punkte in
einer (m − 1)-dimensionalen Hyperebene liegen sollen. Wir verzichten also auf
eine exakte Beschreibung von L, da man sie leicht fu¨r jede Kombination der im
Laufe dieser Arbeit erwa¨hnten Nebenbedingungen bestimmen kann.
Da wir, wie am Anfang des Kapitels beschrieben, zwei Simplizes aus je n Punk-
ten zu einem Simplex aus n + 1 Punkten verschmelzen wollen, wa¨hlen wir ρ so,
dass ein Element aus L auf die Anzahl der Punkte abgebildet wird. Als Ordnung
≺ wa¨hlen wir die reduzierte Spalten-lexikographische Ordnung aus Abschnitt 2.2.
Die Funktion ↓ soll einfach die letzte Zeile und Spalte der Abstandsmatrix strei-
chen. In die andere Richtung soll Γ(x1, x2) die letzte Spalte und Zeile der Ab-
standsmatrix x2 an die Abstandsmatrix x1 anha¨ngen, siehe das folgende Beispiel.
3.3.1 Beispiel Seien x1 =
 0 4 44 0 2
4 2 0
 und x2 =
 0 4 24 0 4
2 4 0
 zwei Ab-
standsmatrizen. Das Verschmelzen von x1 und x2 ergibt
Γ(x1, x2) =

0 4 4 2
4 0 2 4
4 2 0 ?
2 4 ? 0
 .
¦
Wir sehen, dass unsere Erweiterungsfunktion Γ noch nicht vollsta¨ndig definiert
ist. Zum Ausfu¨llen des ? benutzen wir Lemma 2.1.4. Hierzu ersetzen wir ? durch
x und wandeln die Ungleichung
(−1)nC(P0, . . . , Pn−1) > 0
um in ax4 + bx2 + c > 0. Es ergibt sich ein Intervall fu¨r die mo¨glichen Werte
fu¨r x. Um die dritte Bedingung von Satz 3.2.3 zu erfu¨llen, mu¨ssen die mo¨glichen
Werte fu¨r x aufsteigend durchlaufen werden. Fu¨r ↓x1 6= ↓x2 mu¨ssen wir noch
definieren, dass Γ(x1, x2) die leere Menge sein soll. Die zweite Bedingung von
Satz 3.2.3 und die geforderte Eigenschaft von ↓ gelten offensichtlich. Dass auch
die erste Bedingung erfu¨llt ist, sieht man leicht anhand der Definition der redu-
zierten Spalten-lexikographischen Ordnung. Somit ko¨nnen wir Algorithmus 3.2.2
mit unseren Wahlen fu¨r Γ, ↓ und ≺, nach Satz 3.2.3, fu¨r die Konstruktion einer
vollsta¨ndigen Liste Lq+1 aus einer Liste Lq benutzen.
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Nun fehlt nur noch der Start der Konstruktion, der Durchlauf durch die Liste
L0. Da die ganzzahligen Strecken trivial zu durchlaufen sind, geben wir einen
Algorithmus zum Durchlauf aller semi-kanonischen Dreiecke mit Durchmessern
zwischen start und ende an.
3.3.2 Algorithmus (Durchlaufe semi-kanonische Dreiecke)
Eingabe: start, ende
Ausgabe: Dreiecke ∆ = (a, b, c)
begin
for a from start to ende do
for b from 1 to a do
for c from a+ 1− b to a do





Das Einzige, was uns jetzt noch fu¨r eine Implementierung der Algorithmen zur
Erzeugung der ganzzahligen Simplizes fehlt, ist eine algorithmische Beschreibung
der Kanonizita¨tsfunktion χ. Die einfachste Mo¨glichkeit ist mittels Backtracking
alle Nummerierungen der n Punkte zu durchlaufen und zu u¨berpru¨fen, ob die Aus-
gangsnummerierung maximal bezu¨glich ≺ war. Schneidet man die Teilba¨ume im
Backtrackbaum mo¨glichst fru¨h ab, so erha¨lt man einen, zumindest fu¨r kleine Di-
mensionen m, halbwegs akzeptablen Kanonizita¨tstest. In Kapitel 7 werden wir
erkla¨ren, warum dieser Kanonizita¨tstest fu¨r kleine Dimensionen recht schnell ist,
aber fu¨r gro¨ßere Dimensionen sehr, sehr langsam ist. Und so werden wir deswegen
in Kapitel 8 verfeinerte Algorithmen fu¨r den Kanonizita¨tstest χ beschreiben.
3.4 Konstruktion ganzzahliger Punktmengen
Bei der Konstruktion von ganzzahligen Punktmengen der Dimension m ko¨nnen
wir die Wahl der Ordnung ≺ und der Funktion ↓ u¨bernehmen. Auch die Wahl der
Erweiterungsfunktion Γ ko¨nnen wir fast u¨bernehmen. Nur fu¨r das Durchlaufen
der Werte fu¨r ? in der zusammengesetzten Abstandsmatrix ko¨nnen wir nicht mehr
Lemma 2.1.4 verwenden. Stattdessen berechnen wir mit Hilfe von Algorithmus
2.3.2 die Koordinatendarstellung. Obwohl ein Abstand nicht festgelegt ist, ko¨nnen
wir wegen n ≥ m + 2 die Koordinaten der n Punkte berechnen. Die einzige
Freiheit, die wir im Fall n = m + 2 noch haben, ist die Wahl des Vorzeichens
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von voben,oben. Aus diesen, maximal zwei, Koordinatendarstellungen rechnen wir
dann einfach den letzten fehlenden Abstand aus, testen ob er ganzzahlig ist und
bringen die maximal zwei Mo¨glichkeiten in aufsteigende Reihenfolge.
Bei der Wahl von L mu¨ssen wir allerdings etwas aufpassen. Und so betrachten
wir zuna¨chst das Problem, die m-dimensionalen ganzzahligen Punktmengen in
semi-allgemeiner Lage zu erzeugen. Fu¨r n ≥ m+ 2 besitzen alle Teilmengen aus
n−1 Punkten wiederum die Dimension m, da keine m+1 Punkte in einer Hyper-
ebene liegen. Es bleiben also alle Eigenschaften bis auf die Anzahl der Punkte er-
halten. AlsLq ko¨nnen wir also die Menge der ganzzahligen (q+m+1)×(q+m+1)
Abstandsmatrizen, die sich so in Em einbetten lassen, dass keine (m + 1) Punk-
te in einer Hyperebene liegen. Die Menge L0 bzw. L0 ko¨nnen wir wie im vor-
herigen Abschnitt beschrieben erzeugen und durchlaufen. Entsprechend wird bei
m-dimensionalen ganzzahligen Punktmengen in allgemeiner Lage vorgegangen.
La¨sst man allerdings die Bedingung mit der beschra¨nkten Anzahl von Punkten
in einer Hyperebene weg, so ist nicht jede Teilmenge aus n − 1 Punkten einer
m-dimensionalen Punktmenge aus n ≥ m + 2 Punkten wieder m-dimensional.
Um Algorithmus 3.2.2 direkt verwenden zu ko¨nnen mu¨ssten wir Lq als die Menge
der ganzzahligen q × q Abstandsmatrizen definieren, die sich fu¨r irgendein m in




mensionale ganzzahlige Punktmengen aus n Punkten mit Durchmesser d gibt. Fu¨r
d = 396 und n = 28 wa¨ren dies mehr als 1040 eindimensionale Punktmengen, ei-
ne Anzahl die selbst mit den heutigen Superrechnern nicht durchlaufen werden
kann. Da wir trotzdem alle ganzzahligen zweidimensionalen Punktmengen mit
Durchmesser 396 bestehend aus 29 Punkten konstruieren wollen (siehe Kapitel
5), mu¨ssen wir den Algorithmus ein wenig modifizieren.
Wir beschreiben zuna¨chst die Konstruktion der ganzzahligen zweidimensiona-
len Punktmengen und starten mit dem Durchlauf der ein- und zweidimensionalen
Punktmengen aus 3 Punkten. Hierzu ko¨nnen wir Algorithmus 3.3.2 verwenden,
wenn wir die untere Grenze in der innersten for-Schleife durch a−b anstatt a+1−b
ersetzen. Die Kombination zu ein- und zweidimensionalen Punktmengen aus 4
Punkten ko¨nnen wir gema¨ß Algorithmus 3.2.2 durchfu¨hren. Im Anschluss hieran
schauen wir bei jeder erzeugten eindimensionalen Punktmenge x nach, ob auch
eine zweidimensionale Punktmenge y erzeugt wurde mit ↓x = ↓y. Falls es kein
solches y gibt, ko¨nnen aus x im weiteren Konstruktionsprozess nur noch eindimen-
sionale Punktmengen entstehen, also entfernen wir es in diesem Fall aus der Liste.
Da die Punktmengen in der Liste aufsteigend erzeugt werden, kann dieser Test
fu¨r alle eindimensionalen Punktmengen mit einem einzigen Durchlauf durch die
Liste durchgefu¨hrt werden. Im Folgenden wechseln sich die Konstruktionsschritte
von Algorithmus 3.2.2 und der eben beschriebene Aussortiervorgang nicht mehr
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geeignet erweiterbarer Punktmengen ab, bis alle ganzzahligen zweidimensionalen
Punktmengen mit einem gegebenen Durchmesser erzeugt sind.
Bei der Konstruktion von ganzzahligen m-dimensionalen Punktmengen fu¨r
m ≥ 3 ko¨nnte man a¨hnlich vorgehen. Da aber die Anzahl der (m − 1)-
dimensionalen ganzzahligen Punktmengen im Vergleich zu den m-dimensionalen
ganzzahligen Punktmengen mit gleichem Durchmesser fu¨r m ≥ 3 recht klein ist,
bietet sich aus implementierungstechnischen ¨Uberlegungen ein anderer Algorith-
mus an. Wir gehen davon aus, dass wir die (m − 1)-dimensionalen ganzzahligen
Punktmengen aus n Punkten erzeugen ko¨nnen. Sei L′q eine solche Liste und Lq
die Liste der semi-kanonischenm-dimensionalen ganzzahligen Punktmengen. Wir
mischen nun einfach die Listen, so dass sie immer noch aufsteigend sortiert sind
und konstruieren hiermit die Liste Lq+1.
In Abschnitt 2.4 haben wir die Charakteristik einer ganzzahligen Punktmen-
ge definiert. Mit Hilfe von Satz 2.4.3 bietet sie eine Mo¨glichkeit den Konstruk-
tionsalgorithmus sehr drastisch (siehe Abschnitt 4.5 fu¨r eine genauere Aussa-
ge) zu beschleunigen. Hierzu zerlegen wir die Lq weiter nach der Charakteristik
k = char(P) der Punktmengen in Lq,k und fu¨hren den Konstruktionsprozess fu¨r
jede Charakteristik ausL0 einzeln aus. Es soll darauf hingewiesen werden, dass die
Charakteristik einer Punktmenge P von ihrer Dimension m abha¨ngt. Kombiniert
man also Punktmengen unterschiedlicher Dimensionen, so kann man Satz 2.4.3
nicht anwenden, und muss doch wieder die Listen Lq miteinander kombinieren.
3.5 Andere Wahlmo¨glichkeiten fu¨r die
Parameter der ordnungstreuen Erzeugung
Ordnungstreues Erzeugen ist eine viel benutzte Technik um Objekte von diskreten
Strukturen zu erzeugen. Da die Allgemeinheit von Read’s Originalartikel [146]
sehr nu¨tzlich fu¨r unsere Zwecke ist, sind in Abschnitt 3.1 ganz bewusst weite Teile
aus [146] einfach u¨bernommen oder nur leicht modifiziert wurden. Dem Leser soll
aufgezeigt werden, dass sich hinter dem Begriff ordnungstreues Erzeugen eine
ganze Klasse von Algorithmen mit verschiedenen Parametern verbirgt und sich
die natu¨rliche Frage ergibt, welche Parametersa¨tze man denn benutzen kann.
Eine wesentliche Motivation fu¨r diese Betrachtungen war die Frage, wie ord-
nungstreues Erzeugen und iterierte Klassifizierung, siehe Abschnitt 7.3, zusam-
menha¨ngen bzw. ob wir die iterierte Klassifizierung als Kanonizita¨tstest fu¨r ord-
nungstreues Erzeugen benutzen ko¨nnen. Es wird sich in Abschnitt 7.3 herausstel-
len, dass wir es in unserem Fall nicht ko¨nnen, da Bedingung 3.A’ nicht erfu¨llt ist,
wenn wir Γ und ↓ so wa¨hlen, wie vorher beschrieben.
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Die zweite Motivation Abschnitt 3.1 wiederzugeben, war die entsprechende
Formulierung der Variante des ordnungstreuen Verschmelzens, wie wir sie in Ab-
schnitt 3.2 dargestellt haben. Da wir ganzzahlige Punktmengen auch durch Erwei-
terung, also klassisch, ha¨tten konstruieren ko¨nnen, stellt sich die Frage, warum
wir sie durch Verschmelzen konstruieren. Um diese Frage zu beantworten geben
wir in Abschnitt B.1 ausgewa¨hlte Laufzeitvergleiche zwischen der ordnungstreu-
en Erzeugung durch Erweitern (Abschnitt 3.1) und der ordnungstreuen Erzeu-
gung durch Verschmelzen (Abschnitt 3.2) an. Es wird sich herausstellen, dass Ver-
schmelzen in unserem Anwendungsbeispiel gu¨nstiger ist.
Theoretisch la¨sst sich dies durch die Struktur und die Sta¨rke unserer Neben-
bedingungen erkla¨ren. Wenn wir beispielweise ganzzahlige m-dimensionale Sim-
plizes konstruieren wollen, mu¨ssen die Einbettbarkeitsbedingungen von Lemma
2.1.2 erfu¨llt sein. In Abschnitt 2.1 haben wir auch gesehen, wie man diese Be-
dingungen algorithmisch schnell u¨berpru¨ft. Nimmt man nun an, dass nur ein paar
Absta¨nde δ(i,m + 1) zum m + 1-ten Punkt bekannt sind, so beno¨tigt man expo-
nentiellen Aufwand, um alle bereits testbaren Bedingungen von Lemma 2.1.2 zu
u¨berpru¨fen. Wa¨hlt man dagegen aus diesen Bedingungen nur einige wenige aus,
so geht man die Gefahr ein, dass man viel zu viele Objekte erzeugt, bei denen man
erst spa¨ter feststellt, dass sie die Einbettbarkeitsbedingungen nicht erfu¨llen.
Aus diesem Grund erweitern wir ganzzahlige Punktmengen auch punktweise
und nicht Abstand fu¨r Abstand. Dem letzteren Vorgehen wu¨rde bei der Konstruk-
tion von Graphen das Hinzufu¨gen einer Kante entsprechen.
Nachdem wir die Wahl von ρ, Γ und ↓ motiviert haben, stellt sich noch die
Frage, ob man nicht fu¨r ≺ eine andere als die reduzierte Spalten-lexikographische
Ordnung ha¨tte wa¨hlen ko¨nnen. In Abschnitt 2.2 hatten wir noch die reduzierte
Zeilen-lexikographische Ordnung erwa¨hnt. Bei unserer Wahl von Γ und ↓ erfu¨llt
die reduzierte Zeilen-lexikographische Ordnung im Allgemeinen nicht Bedingung
3.A’, wie wir im folgenden Beispiel sehen werden.
3.5.1 Beispiel Betrachten wir folgende symmetrische Matrix
M =

0 5 4 3 2 2
5 0 1 1 3 1
4 1 0 2 5 1
3 1 2 0 4 1
2 3 5 4 0 1
2 1 1 1 1 0

auf 6 Punkten, so stellen wir nach kurzer ¨Uberlegung fest, dass sie kanonisch
bezu¨glich der reduzierten Zeilen-lexikographischen Ordnung ist. Weiter setzen wir
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σ = (0, 1)(3, 2, 4) und betrachten die zwei Matrizen
↓M =

0 5 4 3 2
5 0 1 1 3
4 1 0 2 5
3 1 2 0 4
2 3 5 4 0
 und σ(↓M) =

0 5 4 3 2
5 0 2 1 4
4 2 0 1 3
3 1 1 0 5
2 4 3 5 0
 .
Da ↓M ≺ σ(↓M) gilt, ist ↓M nicht kanonisch bezu¨glich der reduzierten Zeilen-
lexikographischen Ordnung, und somit ist Bedingung 3.A’ verletzt. ¦
4 Eigenschaften und
Berechnung der Charakteristik
In diesem Kapitel wollen wir die Eigenschaften der Charakteristik von ganzzahli-
gen Punktmengen na¨her untersuchen.
In den vorherigen Kapiteln haben wir gesehen, dass es gu¨nstig ist ganzzahlige
Punktmengen getrennt nach der Charakteristik zu konstruieren. Wir mu¨ssen also
immer wieder Listen von Simplizes nach ihrer Charakteristik sortieren. Da das
Sortieren im Hauptspeicher eines Rechners mehr als 100 mal schneller ist als das
Sortieren auf der Festplatte, lohnt es sich einigen Aufwand zu betreiben, um zum
einen den Speicherbedarf fu¨r einen einzelnen Simplex mo¨glichst gering zu halten
und zum anderen den Sortiervorgang so zu organisieren, dass mo¨glichst wenig
Schreibzugriffe auf der Festplatte stattfinden.
4.1 Ressourcenschonende Datenstrukturen fu¨r
Simplizes
Die Konstruktion der m-dimensionalen Simplizes kann immer in Einzella¨ufen






paarweisen Absta¨nde der Eckpunkte eines m-dimensionalen Sim-
plex brauchen wir nur die m Absta¨nde, die sich im Laufe eines eben beschriebe-
nen Einzeldurchlaufes a¨ndern ko¨nnen, fu¨r jeden Simplex einzeln zu speichern. Die
restlichen Absta¨nde ko¨nnen global gespeichert werden.
Die Gro¨ße der Seitenla¨ngen ist theoretisch nicht nach oben beschra¨nkt, so dass
eine allgemeine Implementierung der hier vorgestellten Algorithmen eine Lang-
zahlarithmetik verwenden sollte. Doch durch praktische Laufzeitbetrachtungen
lassen sich vernu¨nftige obere Schranken fu¨r die Seitenla¨ngen angeben, um opti-
mierte, auf bestimmte Fa¨lle beschra¨nkte, Extraimplementierungen zu schreiben.
So gibt es z.B. u¨ber eine Milliarde verschiedener ganzzahliger Dreiecke mit glei-
chem Durchmesser, sobald der Durchmesser mindestens 216−1 = 65.535 betra¨gt.
Fu¨r die Konstruktion von ganzzahligen Dreiecken ist also die Verwendung des Da-
tentyps unsigned short int fu¨r die Seitenla¨ngen durchaus ausreichend. Der na¨chst
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kleinere Standarddatentyp unsigned char wu¨rde nur Durchmesser bis maximal 255
erlauben, wobei es nur 16.384 verschiedene ganzzahlige Dreiecke mit Durchmes-
ser 255 gibt. Fu¨r Simplizes der Dimension m ≥ 3 ist der Datentyp unsigned char
durchaus ausreichend, da es bereits 28.274.949.522 unterschiedliche ganzzahlige
Tetraeder mit Durchmesser 256 gibt (siehe Kapitel 10).
Die Charakteristik eines Simplex ist gegenu¨ber ihrem Durchmesser eine
sehr große Zahl. Fu¨r die Charakteristik eines Dreiecks haben wir folgende
Abscha¨tzung.
4.1.1 Lemma Fu¨r die Charakteristik char(S) eines Dreiecks S mit Seitenla¨ngen
a, b und c gilt
char(S) ≤ 3 ·max(a, b, c)4 .
Beweis. Nach der Definition der Charakteristik (Abschnitt 2.4) gilt
char(S) ≤ (a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c) .
Setzen wir a = b = c, so betra¨gt diese obere Abscha¨tzung 3a4 = 3 ·max(a, b, c)4
(o.B.d.A. a ≥ b ≥ c). Da die Charakteristik eines Dreiecks als quadratfreier Teil
dieser Zahl definiert ist, wu¨rde sie in diesem Fall 3 betragen, also sehr klein sein.
Wir bemerken jedoch, ohne Beweis, dass man fu¨r gegebenes ε > 0 immer Drei-
ecke S mit char(S) > (3−ε)·max(a, b, c)4 finden kann, indem man a hinreichend
groß und b und c geeignet und nahe bei a wa¨hlt.
Um nun (a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c) nach oben abzuscha¨tzen
nehmen wir o.E. an, dass a ≥ b ≥ c gilt und a fest gewa¨hlt ist. Die Dreiecks-
ungleichungen ersetzen wir durch die schwa¨cheren Ungleichungen 0 ≤ b, c ≤ a.
Nun ko¨nnen wir mit Standardmitteln der Analysis das globale Maximum dieser in
einem Quadrat definierten Funktion von zwei Variablen bestimmen, wobei wir die
Details dem Leser u¨berlassen. ¤
Somit ko¨nnen wir zum Speichern der Charakteristiken von Dreiecken mit
Durchmessern von ho¨chstens 49.796 bzw. 41.873 die Datentypen unsigned long
long bzw. long long verwenden, die aus 8 Byte bestehen.
Wenn wir den Zusammenhang zwischen der Charakteristik eines m-
dimensionalen Simplex und seinem Volumen beru¨cksichtigen, und zudem noch
benutzen, dass der Simplex mit identischen Seitenla¨ngen unter allen Simplizes mit
gegebenem Durchmesser das gro¨ßte Volumen besitzt, dann ko¨nnen wir das folgen-
de allgemeinere Lemma beweisen.
4.1.2 Lemma Fu¨r die Charakteristik char(S) eines m-dimensionalen Simplex S
mit Durchmesser diam(S) gilt
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Beweis. Wir betrachten ein m-dimensionales Simplex S mit Eckpunkten
P0, . . . , Pm, bei dem jede Seite die La¨nge d = diam(S) hat. Wegen Definition
2.4.2, Satz 2.1.1 und der vorherigen Bemerkung gilt
char(S) ≤ 3− (−1)
m
2
|C(P0, . . . , Pm)|,
da 3−(−1)
m
2 der quadratfreie Teil von 2
m(m!)2 ist. Nun mu¨ssen wir nur noch den
Wert der Cayley-Menger-Determinante C(P0, . . . , Pm) ausrechnen.
Entwickeln nach der ersten Zeile und Umsortieren der verbleibenden Zeilen
liefert
C(P0, . . . , Pm) = (m+ 1)
∣∣∣∣∣∣∣∣∣∣∣∣
1 d2 d2 . . . d2





















1 d2 . . . d2 0
∣∣∣∣∣∣∣∣∣∣∣∣
.
Addiert man nun jeweils das−d2-fache der ersten Spalte zu den restlichen Spalten
hinzu, so erha¨lt man
C(P0, . . . , Pm) = (m+ 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . . . . 0













































Tabelle 4.1: Maximaler Durchmesser bei Speicherung der Charakteristik als unsi-
gned long long oder long long.
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Mit Hilfe dieses Lemmas ko¨nnen wir in Tabelle 4.1 angeben, bis zu welchem
Durchmesser das Abspeichern der Charakteristik eines m-dimensionalen Simplex
mit den Datentypen unsigned long long (u l l) und long long (l l), auf einem 32-bit
Rechner, mo¨glich ist. Falls die Dimension m gro¨ßer als 19 ist, ko¨nnen nur noch
Charakteristiken von Simplizes mit einem Durchmesser von ho¨chstens 2 abgespei-
chert werden. Derartige Simplizes behandeln wir in Abschnitt 10.2.
Die soeben gefu¨hrten Betrachtungen zu den Wertebereichen der Datentypen
sind exemplarisch zu betrachten, da wir in etlichen Spezialimplementierungen aus
Effizienzgru¨nden anstatt einer Langzahlarithmetik nur Standarddatentypen ver-
wendet haben. Diese Programme liefern somit nur fu¨r bestimmte Parameterbe-
reiche korrekte Ergebnisse und wir mussten a¨hnliche Betrachtungen durchfu¨hren,
um die zula¨ssigen Parameterbereiche zu bestimmen.
4.2 Sortieren nach Charakteristik
Sollten die in einem Schritt zu konstruierenden Simplizes in den Hauptspeicher
passen, so wa¨hlt man fu¨r die praktische Implementierung Quicksort und fu¨r ei-
ne theoretische Laufzeitanalyse Heapsort. Insbesondere fu¨r m = 2 und gro¨ßere
Durchmesser werden die Simplizes allerdings nicht mehr auf einem normalem
Heim-PC in den Arbeitsspeicher passen. Hier sollte man die zu sortierenden Da-
ten in mo¨glichst gleich große Stu¨cke aufteilen, um diese einzeln im Hauptspeicher
zu sortieren.
Eine Mo¨glichkeit wa¨re, Hybridsort mit double distributed partitioning zu
benutzen. Dieser Algorithmus berechnet aus einem Datum die Nr. eines Contai-
ners in den das Datum gesteckt wird. Die Container werden anschließend einzeln
mit einem beliebigen Sortierverfahren sortiert und aneinandergeha¨ngt. Damit die
Container mo¨glichst gleich viele Daten enthalten, passt man die Formel fu¨r die Be-
rechnung der Container-Nr. mittels einer Stichprobe an die Verteilung der Daten-
schlu¨ssel an. Fu¨r eine genauere Beschreibung bzw. Analyse von Hybridsort siehe
z.B. [60, 117, 130]. Anstatt eine Stichprobe im laufenden Programm vorzuneh-
men wollen wir die Verteilung der Charakteristiken von ganzzahligen Dreiecken
modulo K untersuchen. Das Ziel ist es, geeignete Werte fu¨r K zu finden, so dass
die Verteilung mo¨glichst gleichma¨ßig ist.
Wir haben etliche Tests mit unterschiedlichen Werten fu¨r K und unterschied-
lichen Durchmessern gemacht. In Tabelle 4.2 und in Tabelle 4.3 geben wir einen
Teil der Daten an, der die wesentlichen Ergebnisse aus den Testreihen sichtbar
macht. Zum einen nehmen wir mit 1.000 eine Zahl mit relativ vielen Teilern fu¨r
den Durchmesser und zum anderen mit 1.009 eine Primzahl als Durchmesser.
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char K=16 K=17 K=19 K=24 K=30 K=32
≡ 0 0 98.482 89.611 0 56 0
≡ 1 14.388 26.250 21.754 5.575 44.756 7.306
≡ 2 9.918 25.234 23.050 6.216 20 5.088
≡ 3 34.542 24.381 24.233 34.508 826 17.141
≡ 4 0 24.688 22.447 0 3.592 0
≡ 5 14.345 25.237 23.337 8.812 755 7.112
≡ 6 9.301 25.009 23.034 9.267 9.615 4.759
≡ 7 167.879 25.264 22.919 65.745 272 84.043
≡ 8 0 24.492 22.527 0 14 0
≡ 9 13.974 25.405 22.761 14.134 113.937 7.121
≡ 10 9.917 25.842 23.335 3.738 20 4.928
≡ 11 34.757 24.934 23.280 21.364 69.960 17.376
≡ 12 0 26.895 22.294 0 20 0
≡ 13 14.379 25.101 22.581 5.564 232 7.133
≡ 14 9.295 23.110 22.674 5.826 6.058 4.764
≡ 15 167.805 26.309 21.839 167.656 1.126 84.173
≡ 16 23.867 23.348 0 3.617 0
≡ 17 22.083 8.653 572 7.082
≡ 18 23.393 9.881 18 4.830
≡ 19 13.427 44.667 17.401
≡ 20 0 30 0
≡ 21 14.348 113.945 7.233
≡ 22 3.503 6 4.542
≡ 23 102.283 564 83.836
≡ 24 9.439 0
≡ 25 384 6.853
≡ 26 5.920 4.989
≡ 27 812 17.381
≡ 28 6 0
≡ 29 69261 7.246
≡ 30 4.531
≡ 31 83.632
Tabelle 4.2: Verteilung der Charakteristik von Dreiecken mit Durchmesser 1.000
modulo K.
Eine derartige Unterscheidung ist bei zahlentheoretischen Problemen immer
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K=16 K=17 K=19 K=24 K=30 K=32
≡ 0 0 100.072 90.938 0 25.186 0
≡ 1 17.838 24.350 23.152 6.912 10.866 8.902
≡ 2 28.212 26.525 23.307 17.286 4.436 14.008
≡ 3 82.715 23.802 22.681 81.596 27.339 41.739
≡ 4 0 25.964 23.961 0 3.010 0
≡ 5 17.928 27.669 21.682 10.806 54.210 9.004
≡ 6 28.214 24.662 23.718 28.166 7.990 14.186
≡ 7 81.279 25.802 23.291 31.555 11.125 34.454
≡ 8 0 26.565 23.442 0 4.518 0
≡ 9 17.566 25.201 21.965 17.670 28.217 8.784
≡ 10 28.212 25.657 23.784 10.914 9.904 14.090
≡ 11 80.414 26.242 24.099 49.675 17.778 40.418
≡ 12 0 24.825 23.616 0 7.556 0
≡ 13 17.602 25.168 23.231 6.996 8.701 8.788
≡ 14 28.210 25.276 24.275 17.230 5.176 14.106
≡ 15 81.355 25.222 24.291 81.041 87.916 36.132
≡ 16 26.543 23.359 0 3.390 0
≡ 17 22.795 10.822 15.803 8.936
≡ 18 21.958 28.224 7.066 14.204
≡ 19 31.858 12.449 40.976
≡ 20 0 15.120 0
≡ 21 17.728 30.739 8.924
≡ 22 11.028 2.610 14.028
≡ 23 50.038 15.410 46.825
≡ 24 8.592 0
≡ 25 34.180 8.782
≡ 26 5.266 14.122
≡ 27 23.824 39.996
≡ 28 3.028 0
≡ 29 18.140 8.814
≡ 30 14.104
≡ 31 45.223
Tabelle 4.3: Verteilung der Charakteristik von Dreiecken mit Durchmesser 1.009
modulo K.
ratsam. Wir haben jedoch festgestellt, dass die Verteilung der Charakteristiken von
Dreiecken modulo K nicht wesentlich davon abha¨ngt, wie viele Teiler der Durch-
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messer hat. Fu¨r die unterschiedlichen Werte von K haben wir repra¨sentativ zwei
Primzahlen 17 und 19, zwei Zweierpotenzen 16 und 32, und zwei Zahlen, 24 und
30, mit vielen Teilern ausgewa¨hlt. Wa¨hlt man K als Primzahl, so sind die An-
zahlen der Dreiecke mit Charakteristik 6≡ 0 alle ungefa¨hr gleich groß, wobei die
mittlere Abweichung vom Mittelwert ungefa¨hr zwischen 2 und 3 Prozent und die
maximale Abweichung vom Mittelwert ungefa¨hr zwischen 6 und 7 Prozent liegt.
Die Anzahl der Dreiecke mit Charakteristik ≡ 0 mod K weicht um ein Viel-
faches von diesen Anzahlen ab. Ist dagegen K eine Zweierpotenz gro¨ßer gleich
16, so ist ein sich alle 8 Schritte wiederholendes Muster erkennbar. Falls K keine
Zweierpotenz, sondern nur ein Vielfaches von 8 ist, dann ist dieses Muster ver-
wischt bzw. geht auch komplett unter, siehe hierzu z.B. die Werte fu¨r K = 24 in
Tabelle 4.2 und Tabelle 4.3. Fu¨r Werte von K mit vielen Teilern fa¨llt es schwer
u¨berhaupt Regelma¨ßigkeiten zu entdecken. Als Erkla¨rung mag dienen, dass die
Regelma¨ßigkeiten fu¨r Primzahlen K in diesem Fall stark u¨berlagert auftreten.
Die regelma¨ßigste Verteilung der Charakteristik der Dreiecke modulo K stellt
sich demnach fu¨r Zweierpotenzen ein. Wir fassen noch je 8 aufeinander folgen-
de Grenzen zu einem Container zusammen, so dass die Verteilung nicht nur re-
gelma¨ßig, sondern die Container alle auch ungefa¨hr gleich groß sind. Beispielhaft
geben wir fu¨r Dreiecke mit Durchmesser 2.000 und K = 256 die Gro¨ße der Con-
tainer an:
62.890, 62.780, 62.845, 63.062, 63.389, 62.352, 62.600, 62.342, 62.336,
62.755, 62.044, 62.764, 62.366, 62.695, 62.517, 62.300, 62.570, 62.847,
62.385, 62.334, 61.897, 62.408, 61.983, 62.280, 62.227, 62.364, 62.908,
62.065, 63.018, 62.257, 63.046, 62.374.
Die mittlere Abweichung $2.000(256) vom Mittelwert betra¨gt hier ein knappes
halbes Prozent und die maximale Abweichung $2.000(256) vom Mittelwert be-
tra¨gt knapp 1, 4 Prozent. Dieses Beispiel ist ein wenig zu gu¨nstig gewa¨hlt, da der
Durchmesser 2.000 durch 2 teilbar ist, fu¨r ungerade Durchmesser sind die Abwei-
chungen ein bisschen gro¨ßer. Um ein besseres Gefu¨hl fu¨r die schlechten Fa¨lle zu
bekommen definieren wir




und geben in Tabelle 4.4 ein paar Werte an. Wir mo¨chten erwa¨hnen, dass wir
fu¨r unsere praktischen Berechnungen (die Konstruktion der ganzzahligen plana-
ren Punktmengen mit gegebenem Durchmesser) K ∈ {23, 24, 25, 26, 27} gewa¨hlt
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haben, da wir mit K = 27 und der pessimistischen und empirischen Abscha¨tzung
$ ≤ 25% auch fu¨r Durchmesser bis 20.000 mit ca. 180 MB Arbeitsspeicher aus-
kommen. Zur Sicherheit u¨berpru¨fen wir trotzdem, ob die Container u¨berlaufen.
K = 24 K = 25 K = 26 K = 27 K = 28 K = 29 K = 210
$1.1001.000(K) 2, 66% 4, 79% 4, 94% 5, 39% 5, 68% 5, 89% 6, 23%
$1.1001.000(K) 2, 66% 6, 86% 12, 02% 12, 78% 14, 63% 17, 04% 21, 11%
$2.1002.000(K) 2, 59% 4, 49% 4, 60% 5, 07% 5, 35% 5, 47% 5, 55%
$2.1002.000(K) 2, 59% 6, 87% 10, 75% 11, 45% 13, 27% 13, 92% 14, 76%
$4.1004.000(K) 2, 47% 4, 33% 4, 41% 4, 95% 5, 30% 5, 39% 5, 49%
$4.1004.000(K) 2, 47% 6, 76% 11, 00% 11, 36% 13, 04% 13, 43% 13, 84%




Nun stellt sich die Frage, ob man die empirisch festgestellte Verteilung der
Charakteristiken von Dreiecken modulo 8 auch theoretisch erkla¨ren kann. Leider
ko¨nnen wir an dieser Stelle diese Verteilung nicht theoretisch herleiten, zumin-
dest nicht mit einer exakten Fehlerabscha¨tzung. Wir u¨berlassen es dem Leser als
ungelo¨stes Problem, mo¨chten aber erwa¨hnen, dass wir sie prinzipiell, wenn auch
nicht mit einem exakten mathematischen Anspruch, qualitativ erkla¨ren ko¨nnen.
Hierzu sind allerdings ein paar Begriffsbildungen und heuristisch motivierte Na¨he-
rungen notwendig, mit denen wir den Leser nicht langweilen mo¨chten. Zum einen
weil die Herleitung, wie schon erwa¨hnt, nicht mathematisch exakt wa¨re, zum ande-
ren weil sich damit z.B. die Anzahl, der ganzzahligen Dreiecke mit einem Durch-
messer zwischen 8.000 und 8.007, deren Charakteristik a¨quivalent 7 modulo 8 ist,
auch nur mit einem absoluten Fehler von gut 3% (empirischer Wert) bestimmen
lassen.
Fu¨r ho¨here Dimensionen als m = 2 ko¨nnte man natu¨rlich ebenfalls entspre-
chende Untersuchungen fu¨r die Charakteristik C(S) eines m-dimensionalen Sim-
plex anstellen. Da wir aber mit der uns zu Verfu¨gung stehenden Rechenkraft
nicht zu so hohen Durchmessern vordringen ko¨nnen, bei denen wir nicht mehr
im Hauptspeicher nach der Charakteristik sortieren ko¨nnen, gehen wir in dieser
Arbeit nicht weiter darauf ein.
4.3 Berechnung der Charakteristik
In Abschnitt 2.4 haben wir gesehen, dass die Charakteristik der quadratfreie Teil
einer zum Teil sehr großen Zahl ist. Da bisher fu¨r das Bestimmen des quadratfreien
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Teils einer Zahl kein wesentlich schnellerer Algorithmus als die Faktorisierung
der Zahl gefunden wurde und die Faktorisierung großer Zahlen ein algorithmisch
schweres Problem ist, wa¨re es von Vorteil die Cayley-Menger-Determinante in
Faktoren zu zerlegen. Fu¨r 2-dimensionale ganzzahlige Punktmengen ist
(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c)
eine solche Zerlegung. Fu¨r m > 2 ist eine Zerlegung der Cayley-Menger-
Determinante nicht nur nicht bekannt, sondern gar nicht mo¨glich. Nach [31] ist
die Cayley-Menger-Determinante fu¨r m ≥ 3 irreduzibel.
Wir mo¨chten erwa¨hnen, dass fu¨r den Fall m = 2 die Bedingung
(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c) ≥ 0
aus der Cayley-Menger-Determinante eine geschickte Zusammenfassung der Drei-
ecksungleichungen a + b ≥ c, a + c ≥ b und b + c ≥ a zu einer Ungleichung
ist.
Da wir fu¨r m = 2 eine nichttriviale Faktorzerlegung der Cayley-Menger-
Determinante kennen, ko¨nnen wir sie benutzen, um die Charakteristiken sehr
schnell zu berechnen. Hierzu berechnen wir die Primfaktorzerlegungen der qua-
dratfreien Teile der natu¨rlichen Zahlen kleiner gleich 3d vor, wobei d hier der
maximale Durchmesser ist, fu¨r den wir ganzzahlige Punktmengen konstruieren
wollen. Dies geht in O(d
√
d), was wegen der o(d2) Dreiecke mit Durchmesser
d, siehe Kapitel 10, nicht ins Gewicht fa¨llt. Da jeder der vier Faktoren der zweidi-
mensionalen Cayley-Menger-Determinante kleiner gleich 3d ist, ko¨nnen wir davon
ausgehen, dass wir fu¨r jeden Faktor eine aufsteigend sortierte Liste der Primteiler
seines quadratfreien Teils verfu¨gbar haben. Fu¨r zwei quadratfreie Zahlen f0 und f1
ist eine Primzahl p genau dann ein Teiler des quadratfreien Teils von f0f1, wenn
sie genau eine der beiden Zahlen f0 und f1 teilt. Somit ko¨nnen wir die Primfaktor-
zerlegung vom quadratfreien Teil von f0f1 durch einen gleichzeitigen Durchlauf
der entsprechenden Listen von f0 und f1 berechnen. Dies la¨sst sich mit einem
Aufwand von O(L0+L1) realisieren, wobei Li jeweils die La¨nge der Liste ist. Da
die La¨nge der Listen von der Anzahl ω(f0) bzw. ω(f1) der Primteiler von f0 bzw.
f1 abha¨ngt geben wir folgendes Lemma aus der Zahlentheorie an.
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Insgesamt la¨sst sich die Berechnung der Charakteristik eines Dreiecks mit





durchfu¨hren, wenn man die Primfaktorzerlegun-
gen der Zahlen kleiner gleich 3d bereits vorberechnet hat.
Da wir im Folgenden ha¨ufiger eine Abscha¨tzung fu¨r die Anzahl τ(d) der Teiler
einer Zahl d beno¨tigen, geben wir sie an dieser Stelle gleich mit an.











Da es fu¨r m ≥ 3 keine nichttriviale Faktorzerlegung der Cayley-Menger-
Determinante z = C(S) gibt, mu¨ssen wir den quadratfreien Teil direkt bestimmen.
Eine Mo¨glichkeit dazu ist es, C(S) in seine Primfaktoren zu zerlegen. Wir wollen
jedoch zuna¨chst eine andere Mo¨glichkeit vorstellen, die fu¨r kleine z schneller ist.
4.3.3 Algorithmus (Quadratfreier Teil)
Eingabe: z




for t from 2 to b 3√zc do
anz = 0
while t|s do
anz = anz + 1
s = st
end




s 6∈ N then r = rs end
return r
end
Der Aufwand dieses Algorithmus betra¨gt O ( 3
√
z). Um seine Korrektheit zu be-
weisen betrachten wir s nach Durchlauf der for-Schleife. Da wir bereits durch alle
Zahlen kleiner gleich 3
√
z geteilt haben und s ≤ z, sind alle Primfaktoren von s
gro¨ßer als 3
√
z und s besitzt somit maximal zwei Primfaktoren. Folglich ist s genau
dann nicht quadratfrei, wenn beide Primfaktoren gleich sind bzw.
√
s ∈ N gilt.
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Fu¨r große z geht die Bestimmung des quadratfreien Teils von z schneller, wenn
man z vollsta¨ndig faktorisiert. Wir bemerken, dass der triviale Faktorisierungsal-
gorithmus des Ausprobierens aller mo¨glichen Teiler einen Aufwand von O(
√
z)







schneller ist. Fu¨r einen ¨Uberblick u¨ber moderne
Faktorisierungsverfahren verweisen wir auf [123, 148, 149].
In Abschnitt 4.5 werden wir feststellen, dass die Konstruktion der ganzzahligen







hat. Um die Gesamtkomplexita¨t nicht zu erho¨hen, genu¨gt







benutzen. Derartige Algorithmen sind seit 1975 bekannt. Wir erwa¨hnen hier nur






(2+o(1)) log log zlog z
)
fu¨r die vollsta¨ndige Faktorisierung einer Zahl z [145]. Benutzen wir die










als obere Schranke fu¨r den Aufwand der Berechnung der Charakteristik z = C(S)
eines m-dimensionalen ganzzahligen Simplex S , wobei sich der linke Summand
aus der Berechnung der Cayley-Menger-Determinante ergibt. Betrachten wir m







Wir mo¨chten bemerken, dass die Existenz eines, in log(z), polynomialen Al-
gorithmus zur Berechnung des quadratfreien Teils einer Zahl z ein beru¨hmtes un-
gelo¨ste Problem aus der Zahlentheorie ist. Die Berechnung des Rings der ganzen
Zahlen u¨ber einen algebraischen Zahlko¨rper la¨sst sich z.B. hierauf zuru¨ckfu¨hren
[114, 144]. Es ist bisher nicht bekannt, ob die Bestimmung des quadratfreien Teils
einer Zahl prinzipiell einfacher ist als die Berechnung der Primfaktorzerlegung.
4.4 Anzahl unterschiedlicher Charakteristiken
Aus Tabelle 2.1 konnte man die Vermutung ablesen, dass es gro¨ßenordnungsma¨ßig
nicht viel weniger unterschiedliche Charakteristiken als ganzzahlige Dreiecke mit


















Abbildung 4.1: Anzahl unterschiedlicher Charakteristiken bei ganzzahligen Drei-
ecken.
Durchmesser d gibt. Das folgende Lemma beweist eine Aussage in diese Richtung,
graphisch wird die Situation in Abbildung 4.1 dargestellt.
4.4.1 Lemma Die Anzahl der verschiedenen Charakteristiken von ganzzahligen















der verschiedenen ganzzahligen Dreiecke mit
Durchmesser d ist eine obere Schranke fu¨r die Anzahl verschiedener Charakte-
ristiken. Wir wa¨hlen o.E. d hinreichend groß. Fu¨r die untere Schranke betrachten




4d < p2 <
6
4d. Wir setzen
a = d und definieren b und c durch p1 = a+ b+ c und p2 = a+ b− c. Aufgelo¨st




− d, und c = p1 − p2
2
.
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Da p1 und p2 fu¨r hinreichend großes d ungerade sein mu¨ssen, liefert die obige
Festlegung natu¨rliche Zahlen b und c mit
3
4
d < b < d und 3
8




Wegen b+ c = p1 − d > d = a bilden a, b und c somit ein ganzzahliges Dreieck








d < −a+ b+ c < 5
8
d,
sind p1 6= p2 gro¨ßer als a − b + c, −a + b + c und somit wird die Charakteristik













Anhand von Abbildung 4.1 stellen wir folgende Vermutung auf.
4.4.2 Vermutung Die Anzahl der verschiedenen Charakteristiken bei ganzzahli-
gen Dreiecken mit Durchmesser d liegt in o(d2).
4.5 Anzahl von Dreiecken mit gleicher
Charakteristik und gleichem Durchmesser
Mit dem Algorithmus aus Abschnitt 3.3 ko¨nnen wir ganzzahlige Vierecke in semi-
allgemeiner Lage mit Durchmesser d konstruieren, indem wir Paare ganzzahliger
Dreiecke mit Durchmesser d miteinander kombinieren. Da es nur O(d2) ganz-
zahlige Dreiecke mit Durchmesser d gibt, hat der Algorithmus ho¨chstens einen
Aufwand von O(d4). Benutzt man noch zusa¨tzlich Satz 2.4.1 so kann man den
Aufwand reduzieren. Ziel dieses Abschnitts ist eine Abscha¨tzung der Laufzeit-
komplexita¨t der Konstruktion ganzzahliger Vierecke in semi-allgemeiner Lage mit
Durchmesser d unter Beru¨cksichtigung der Charakteristik. Da wir nun nur noch
Dreiecke mit gleicher Charakteristik und gleichem Durchmesser miteinander kom-
binieren, beno¨tigen wir zur Laufzeitabscha¨tzung die Anzahl ψ(d, k) der Dreiecke
mit Charakteristik k und Durchmesser d.
4.5.1 Lemma Fu¨r quadratfreies k ist die Anzahl ψ(d, k) der Dreiecke mit Cha-
rakteristik k und Durchmesser d durch∣∣∣∣{(a, b) ∣∣∣ a, b ∈ {1, 2, . . . , d}, a+ b > d,∃w ∈ N : (a+ b+ d)(a+ b− d)(a− b+ d)(−a+ b+ d) = kw2
}∣∣∣∣
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und fu¨r nicht quadratfreies k durch
ψ(d, k) = 0
gegeben.
Mit ψ˜(d) bezeichnen wir das Maximum maxk{ψ(d, k) | k ∈ N} von ψ
u¨ber alle mo¨glichen Charakteristiken. Setzt man voraus, dass die ganzzahligen
Dreiecke mit Durchmesser d zusammen mit ihrer Charakteristik bereits berechnet
sind, so betra¨gt die Laufzeit fu¨r Konstruktion der ganzzahligen Vierecke in semi-









da alle Paare von Dreiecken mit gleichem Durchmesser und gleicher Charak-
teristik miteinander verschmolzen werden. Diese Summe ko¨nnen wir wie folgt
abscha¨tzen





(d+ 1)2(ψ˜(d) + 1)
8
.













fu¨r die Konstruktion der ganzzahligen
Vierecke in semi-allgemeiner Lage mit Durchmesser d folgern ko¨nnen. Im An-
schluss an diesen sehr la¨nglichen und technischen Beweis werden wir empirische
Resultate fu¨r das Gro¨ßenverhalten von ψ˜(d) und Ψ(d) angeben, die zeigen, dass
unsere Abscha¨tzung fu¨r ψ˜(d) relativ gut ist, wir aber Ψ(d) wohl um einen Faktor
d zu grob abgescha¨tzt haben.







Um Satz 4.5.2 beweisen zu ko¨nnen geben wir zuna¨chst eine Parameterlo¨sung
fu¨r alle Dreiecke mit gleicher Charakteristik und gleichem Durchmesser an.
4.5.3 Satz [89] Ein ganzzahliges Dreieck ∆ = (a, b, c) mit einer gegebenen Seite
a hat genau dann die Charakteristik k falls sich die Seiten a, b, c darstellen lassen
in der Form
a = ls(1 + kt2),
b = lt(1 + ks2),
c = l(s+ t)(1− kst)
mit l, s, t ∈ Q+, kst < 1.
4.5. Dreiecke mit gleicher Charakteristik und gleichem Durchmesser 61
Beweis. Siehe z.B. [87, 89]. ¤
Diese Parameterlo¨sung ko¨nnen wir so umformulieren, dass nur noch natu¨rliche
Zahlen benutzt werden.
4.5.4 Lemma Ein ganzzahliges Dreieck ∆ = (a, b, c) mit einer gegebenen Seite














mit h, i, j ∈ N, p, q ∈ Z, ggT(p, q) = ggT(h, i, j) = 1, ih > kj2.
Beweis. Einsetzen von s = uv , t =
x
y und l =
puxv2y2
q mit natu¨rlichen Zahlen u,










p(uy + xv)(uvxy − ku2x2)
q
.
Setzen wir nun noch i = uy ∈ N, h = vx ∈ N und j = ux ∈ N so erhalten wir die
im Lemma genannte Darstellung. Die Bedingung ggT(p, q) = ggT(h, i, j) = 1
ko¨nnen wir o.E. fordern. Die Ungleichung ih > kj2 folgt aus kst < 1 durch
Multiplikation mit ux und Substitution der eben definierten Variablen. ¤
Da p teilerfremd zu q ist, muss p ein Teiler von a sein. Wir wa¨hlen a = d fest
und betrachten die Anzahl der Teiler τ(a) von a. Nach Satz 4.3.2 gibt es bei gege-






Mo¨glichkeiten fu¨r p, wobei c˜ eine hinreichend
große, von d unabha¨ngige Konstante ist. Fu¨r h funktioniert dieses Argument nicht,
da h nicht zu q teilerfremd sein muss, also zerlegen wir q in geeignete Faktoren.
Im Folgenden verwenden wir stets die Bezeichnungen von Lemma 4.5.4 ohne es
in den einzelnen Lemmata explizit zu erwa¨hnen.
4.5.5 Lemma Es existieren natu¨rliche Zahlen q1, q2, k1 mit q = q1q2k1,
ggT(q1, q2) = 1, q1|h, q2|i2 + kj2 und k1|k2.
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Beweis. Wir setzen q′1 = ggT(q, h), q′2 = ggT(q, i2 + kj2) und definieren hiermit
k1 = ggT(q′1, q′2). Aus a =
ph(i2+kj2)
q ∈ N, b = pi(h
2+kj2)
q ∈ N und ggT(p, q) =









somit q = q1q2k1 und ggT(q1, q2) = 1.
Da i(h2 + kj2) von q geteilt wird, existieren natu¨rliche Zahlen r1, r2 mit k1 =
r1r2, r1|i und r2|h2 + kj2. Wegen r1|k1|q′2|i2 + kj2 und r1|i wird kj2 von r1
geteilt. Da r1|k1|q′1|h, r1|i und ggT(h, i, j) = 1 muss r1 zu j teilerfremd sein, es
gilt also r1|k.
Wegen r2|k1|q′1|h und r2|h2 + kj2 schließen wir r2|kj2. Zusammen mit
r2|k1|q′2|i2 + kj2 ergibt sich r2|i2. Da ggT(h, i, j) = 1 muss r2 zu j teilerfremd
sein und wir erhalten r2|k.
Somit ergibt sich die letzte Teilaussage des Lemmas aus k1 = r1r2|k2. ¤
4.5.6 Lemma Fu¨r q existiert eine Faktorisierung q = w1w2w3w4k′ mit paar-
weise teilerfremden Zahlen w1, w2, w3, w4, einer natu¨rlichen Zahl k′|k8 und
ggT(w4, h) = ggT(w4, i) = ggT(w2, k) = ggT(w3, k) = ggT(w4, k′) = 1.
Beweis. Analog zu Lemma 4.5.5 existieren natu¨rliche Zahlen q3, q4, k2 mit q =
q3q4k2, ggT(q3, q4) = 1, q3|i, q4|h2 + kj2 und k2|k2. Aus
q = q1q2k1 = q3q4k2 und ggT(q1, q2) = ggT(q3, q4) = 1
schließen wir, dass es natu¨rliche Zahlen w1, w′2, w′3, w′4, k′1, k′′1 , k′2 und k′′2 gibt die
q1 = w1w′2k
′
















1 , k2|k′2k′′2 und k1|k′1k′′1
erfu¨llen.
Wir setzen k˜ = k1k′2k′′2 = k2k′1k′′1 und erhalten q = w1w′2w′3w′4k˜. Da k2 von
k′2k
′′
2 geteilt wird, gilt k˜|k1k2|k4.
Nun betrachten wir g1 = ggT(w′4, i) und g2 = ggT(w′4, h). Da g1|i und
g1|w′4|q2|i2 + kj2 wird kj2 von g1 geteilt. Wegen g1|w′4|q4|h2 + kj2 wird h2
von g1 geteilt und mit ggT(h, i, j) = 1 erhalten wir g1|k. Analog erhalten wir




Wegen w′2|q1|h und w′2|q4|h2 + kj2 gilt w′2|kj2. Also ko¨nnen wir g3 =
ggT(w′2, k) und w2 =
w′2
g3
setzen, so dass ggT(w2, k) = 1 gilt. Analog setzen




mit g4 = ggT(w′3, k) und es gilt ggT(w3, k) = 1.
Wir setzen k′ = k˜kgV(g1, g2)g3g4|k8. Nach Definition von w4, w2 und w3 gilt
ggT(w4, h) = ggT(w4, i) = ggT(w2, k) = ggT(w3, k) = 1. Aus ggT(q1, q2) =
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ggT(q3, q4) = 1 ko¨nnen wir schließen, dass w1, w2, w3 und w4 paarweise teiler-
fremd sind.
Wegen k1|q′1|h und k2|q′3|i gilt k˜|k1k2|ih. Weiter haben wir g1|i, g2|h,
g3|w′2|q1|q′1|h und g4|w′3|q3|q′3|i. Mit k˜|k1k2 ko¨nnen wir somit
k′ = k˜kgV(g1, g2)g3g4|(ih)3
folgern. Da w4 teilerfremd zu i und h ist, gilt somit ggT(w4, k′) = 1. ¤
Nachdem wir nun q in geeignete Faktoren zerlegt haben, beweisen wir noch




Beweis. Wir betrachten ai − bh = pih(i+h)(i−h)q und folgern w4|(i − h)(i + h)
da w4 teilerfremd zu p, i und h ist. Nun nehmen wir an r sei ein Primteiler von
i − h der teilerfremd zu i + h ist. Wegen r|w4|a, b, c und da r teilerfremd zu
p, i, h und i + h ist gilt r|i2 + kj2, r|h2 + kj2 und r|ih − kj2. Somit wu¨rde
r|(i2 + kj2) + (h2 + kj2) + 2(ih − kjh2) = (i + h)2 folgern, ein Widerspruch
zur Teilerfremdheit von r und i+ h. Jeder Teiler von w4 der i− h teilt, teilt somit
auch i+ h. Wegen ggT(i− h, i+ h)|2i gilt w4|2(i+ h). ¤
4.5.8 Lemma
w4 ≤ 8d.
Beweis. Um die Ungleichung zu beweisen zeigen wir w4|8c. Aus w4|2(i + h)
schließen wir w4|2(i2 + kj2) + 2(h2 + kj2) − 2(i + h)2 = 4(kj2 − ih). Damit
gilt




Nach Lemma 4.5.6 ist w4 teilerfremd zu w1, w2, w3 und k′, somit gilt w4|8c. ¤
Ziel der letzten Lemmata war es eine Faktorisierung von q zu finden, um







abscha¨tzen zu ko¨nnen. Im na¨chsten Lemma nutzen wir nun diese
Faktorisierung, um eine, fu¨r unsere Zwecke, besser geeignete Parameterlo¨sung der
Dreiecke mit gegebenen Durchmesser und gegebener Charakteristik anzugeben.
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4.5.9 Lemma Jedes ganzzahlige Dreieck ∆ = (a, b, c) mit einer gegebenen Seite








p(αst2κ1 + βuv2κ2)(αβw21κ1κ2 − kγ2su)
w4k′
mit p, q, s, t, u, v, w1, w2, α, β, γ, κ1, κ2, k′ ∈ N. Weiter muss k′|k8 gelten und s,
t, u, v, α, β, κ1, κ2 mu¨ssen teilerfremd zu w4 sein.
Beweis. Wir benutzen die Faktorzerlegung von q aus Lemma 4.5.6 und setzen
w2 = st2 und w3 = uv2
mit quadratfreien Zahlen s, u und natu¨rlichen Zahlen t, v.
Die Variable h wird von den zwei teilerfremden Zahlen w1 und w2 geteilt, sie
la¨sst sich also schreiben als h = w1w2ακ1 mit κ1|k′ und ggT(α, k′) = 1. Analog
la¨sst sich i schreiben als i = w1w3βκ2 mit κ2|k′ und ggT(β, k′) = 1. Aus dem
Beweis von Lemma 4.5.6 wissen wir, dass j2 von w2 und w3 geteilt wird. Zusam-
men mit ggT(w2, w3) = 1 ko¨nnen wir folgern, dass j von stuv geteilt wird. Wir
ko¨nnen also j schreiben als j = stuvγ. Setzen wir noch w2 = st2 und w3 = uv2
ein, so erhalten wir
h = w1st2ακ1, i = w1uv2βκ2 und j = stuvγ .
Einsetzen dieser drei Gleichungen und q = w1w2w3w4k′ = w1st2uv2w4k′ in die










p(uv2βκ2 + st2ακ1)(w21αβκ1κ2 − ksuγ2)
w4k′
.
Nach Lemma 4.5.6 gilt k′|k8 und ggT(w4, i) = ggT(w4, h) = ggT(w4, w2) =
ggT(w4, w3) = 1, somit ist w4 teilerfremd zu s, t, u, v, α, β, κ1, κ2. ¤
¨Ahnlich zu Satz 4.3.2 gibt es auch eine Abscha¨tzung u¨ber die Anzahl der ganz-
zahligen Lo¨sungen (x, y) von m = x2 + ky2.
4.5. Dreiecke mit gleicher Charakteristik und gleichem Durchmesser 65
4.5.10 Lemma Die ganzzahlige quadratische Form m = x2 + ky2 besitzt
ho¨chstens m
c˜
log logm Lo¨sungen (x, y), mit einer von k und m unabha¨ngigen Kon-
stante c˜.
Beweis. In [170] wird sogar ein Algorithmus zur Berechnung der Lo¨sungen an-
gegeben, aus dem man diese Abscha¨tzung ableiten kann, ansonsten verweisen wir
auf z.B. [11]. ¤
Nach diesen ganzen technischen Lemmata ko¨nnen wir nun endlich Satz 4.5.2
u¨ber die Anzahl von Dreiecken mit gegebenem Durchmesser und gegebener Cha-
rakteristik beweisen.
Beweis von Satz 4.5.2. Wir benutzen die vollsta¨ndige Parameterlo¨sung aus
Lemma 4.5.9 und nehmen a = d als gegeben an. Da k′ ein Teiler von k8 ist und







keiten und wir ko¨nnen k′ als fest voraussetzen. Da p, α, u und κ1 teilerfremd zu







Mo¨glichkeiten fu¨r p, α, u und κ1.
Der verbleibende Termm = (βw1vκ2)2+k(γst)2 muss leider nicht teilerfremd
zu w4 sein und so wissen wir nur, dass aw4k′ von w4 geteilt wird. Nach Lemma







Mo¨glichkeiten fu¨r m gibt. Nun setzen wir x = βw1vκ2,







Lo¨sungen (x, y) fu¨r m = x2 + ky2 gibt. Da die restlichen
Variablen β, w1, v, κ2, γ, s, t Teiler von x bzw. y sind, ergibt sich die Aussage des
Satzes aus einer weiteren Anwendung von Satz 4.3.2. ¤
Wie bereits am Anfang dieses Abschnittes angeku¨ndigt folgen nun ein paar
empirische Daten fu¨r ψ˜(d) und Ψ(d). In Abbildung 4.2 haben wir die Werte ψ˜(d)
fu¨r d ≤ 4.000 als Punkte aufgetragen. Da ψ˜(d) eine sehr unregelma¨ßige Funktion




als begrenzende Linie hinzugefu¨gt. Aus Abbildung 4.2 lesen wir ab, dass sich ψˆ(d)
ungefa¨hr wie eine Gerade verha¨lt.
In Abbildung 4.3 haben wir Ψ(d)d2 aufgetragen, wiederum mit einer zusa¨tzlichen
begrenzenden Linie. Diese begrenzende Linie suggeriert eine sehr langsam wach-
sende obere Schranke.
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Abbildung 4.2: Maximale Anzahl ψ˜(d) von ganzzahligen Dreiecken mit Durch-








Mit Hilfe von Vermutung 4.5.11 ko¨nnen wir zeigen, dass der Aufwand zur Kon-














. Fu¨r ganzzahlige Vierecke in allgemeiner Lage gelten dieselben
Abscha¨tzungen, da wir den Test, ob vier Punkte auf einem Kreis liegen, in kon-
stanter Zeit durchfu¨hren ko¨nnen.
In Abschnitt 5.2 zeigen wir, dass auf jeder Seite eines ganzzahligen Dreiecks






Punkte mit ganzzahligen Absta¨nden
zu den drei Eckpunkten liegen. Weiter geben wir dort auch einen Algorithmus







men kann. Wenn wir die ganzzahligen Vierecke mit Durchmesser d konstruie-
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Abbildung 4.3: Quotient von Ψ(d) und d2 fu¨r d ≤ 5.000 mit begrenzender oberer
Schranke.
ren wollen, ko¨nnen wir einfach die mo¨glichen Dreiecke mit Durchmesser d und
gleicher Charakteristik kombinieren. Zusa¨tzlich mu¨ssen wir noch die Mo¨glich-
keiten betrachten, bei denen genau drei Punkte auf einer Geraden liegen. Hierzu
ko¨nnen wir die ganzzahligen Dreiecke durchlaufen und bei jedem Dreieck auf je-
der Seite die Mo¨glichkeiten betrachten einen Punkt, mit ganzzahligen Absta¨nden







, wenn wir Vermutung 4.5.11 benutzen. Ohne diese Vermutung







skizzierte Algorithmus zur Konstruktion von ganzzahligen Vierecken mit Durch-
messer d la¨sst sich mit ein paar technischen Modifizierungen in einen ordnungs-
treuen Algorithmus umwandeln.
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5 Minimale Durchmesser von
planaren Punktmengen
Den gro¨ßten Abstand zweier Punkte in einer Punktmenge P bezeichnen wir als
seinen Durchmesser diam(P). Bei ganzzahligen Punktmengen ist man natu¨rli-
cherweise an den minimalen Durchmessern interessiert, die es fu¨r eine gegebene
Dimensionm und eine gegebene Anzahl n an Punkten geben kann. Den minimalen
Durchmesser von m-dimensionalen Punktmengen aus n Punkten mit paarweise
ganzzahligen Absta¨nden bezeichnen wir mit d(m,n). Hierbei soll m-dimensional
bedeuten, dass nicht alle n Punkte in einer Hyperebene des Em liegen. Die mi-
nimalen Durchmesser von m-dimensionalen ganzzahligen Punktmengen aus n
Punkten in semi-allgemeiner bzw. allgemeiner Lage bezeichnen wir mit d(m,n)
bzw. d˙(m,n). Hierbei setzen wir stets n > m voraus, da weniger Punkte keinen
m-dimensionalen Raum aufspannen.
Da die Existenz von ganzzahligen Punktmengen in semi-allgemeiner bzw. all-
gemeiner Lage bisher nur in Spezialfa¨llen gezeigt werden konnte, definieren wir
d(m,n) bzw. d˙(m,n) als ∞, falls es keine derartige Punktmenge gibt. In Kapi-
tel 9 zeigen wir zumindest konstruktiv die Existenz von d(m,n), d(m,m + 1),
d(m,m+2), d˙(m,m+1) und d˙(m,m+2). Aus Satz 1.1.2 folgt die Existenz von
d(2, n) fu¨r beliebige n ≥ 3.
Mit der Definition des minimalen Durchmessers als ∞ im Falle der Nichtexi-
stenz gilt
d(m,n) ≤ d(m,n) ≤ d˙(m,n)
und die drei Funktionen sind schwach monoton wachsend in n. Man ko¨nnte ver-
muten, dass sie in m schwach monoton fallend sind. Es gilt aber z.B.
d(2, 7) = 33 < 44 = d(3, 7).
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5.1 Minimale Durchmesser ganzzahliger
planarer Punktmengen
Wir betrachten nun die Folge d(2, n) der minimalen Durchmesser ganzzahliger
planarer Punktmengen. Aus [66] entnehmen wir
(d(2, n))n=3,...,9 = 1, 4, 7, 8, 17, 21, 29 .
In Abbildung 5.1 sind die entsprechenden Punktmengen dargestellt, wobei es
fu¨r n = 4 und n = 7 zwei minimale Beispiele gibt. Der geneigte Leser ist gerne
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Abbildung 5.1: Punktmengen mit minimalem Durchmesser fu¨r 3 ≤ n ≤ 9.
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dazu eingeladen ein Muster in diesen minimalen Beispielen zu entdecken und zu
versuchen das qualitative Aussehen der minimalen Punktmengen fu¨r gro¨ßere n
vorherzusagen.
Es ist sicherlich sehr schwierig, wenn nicht gar unmo¨glich in diesen ersten paar
Beispielen ein Muster zu entdecken. Erst mit weiteren Werten und den zugeho¨ri-
gen Punktmengen konnten wir zu einer realistischen Vermutung kommen. Um nun
weitere Werte von d(2, n) zu erhalten wurden die Algorithmen aus Kapitel 3 im-
plementiert. Die Konstruktion sa¨mtlicher planarer Punktmengen mit einem Durch-
messer kleiner gleich 400 liefert
(d(2, n))n=10,...,29 = 40, 51, 63, 74, 91, 104, 121, 134, 153, 164, 196,





























































Abbildung 5.2: Planare Punktmenge mit n− 1 Punkten auf einer Geraden.
Schaut man sich nun die entsprechenden minimalen Beispiele an, so stellt man
fest, dass jeweils n− 1 Punkte auf einer Geraden liegen. Als abku¨rzende Notation
beschreiben wir derartige Punktmengen (Abbildung 5.2) durch zwei Zeilenvek-
toren. In der ersten Zeile stehen die Absta¨nde zwischen benachbarten Punkten auf
der Gerade mit den n − 1 Punkten, und in der zweiten Zeile stehen die restlichen
Absta¨nde. Um die Darstellung eindeutig zu machen wa¨hlen wir noch bs ≥ b′t.(
bs bs−1 · · · b1 b0 b′1 · · · b′t
as as−1 · · · a1 a0 a′0 · · · a′t−1 a′t
)
Abbildung 5.3: Kompakte Darstellung von planaren Punktmengen mit n−1 Punk-
ten auf einer Geraden.
Mit Hilfe dieser Notation ko¨nnen wir die planaren Punktmengen mit minima-
lem Durchmesser fu¨r 9 ≤ n ≤ 12 wie folgt angeben.
n = 9 :
(
5 3 5 3 5 3 5
17 13 11 9 9 11 13 17
)
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n = 10 :
(
11 5 3 5 3 5 3 5
27 17 13 11 9 9 11 13 17
)
n = 11 :
(
11 5 3 5 3 5 3 5 11
27 17 13 11 9 9 11 13 17 27
)
n = 12 :
(
11 7 5 7 5 4 5 7 5 7
43 34 29 26 23 22 22 23 26 29 34
)
Aus Platzgru¨nden geben wir die weiteren minimalen planaren ganzzahligen Punkt-
mengen mit 13 ≤ n ≤ 29 im Anhang A.1 an.
Bei den minimalen ganzzahligen planaren Punktmengen mit 9 ≤ n ≤ 29 liegen
also immer n− 1 Punkte auf einer Geraden. Gilt diese Entdeckung nur fu¨r kleine
Werte von n? Oder gibt es Gru¨nde dafu¨r, dass bei minimalen planaren ganzzahli-
gen Punktmengen immer ziemlich viele Punkte auf einer Geraden liegen?
Eine erste mo¨gliche Begru¨ndung liegt im Satz von Erdo˝s und Anning (1.1.1).
Der tiefere Grund liegt aber, zumindest nach Meinung des Autors, in Satz 2.4.3
u¨ber die Charakteristik einer Punktmenge bzw. in seinem planaren Spezialfall Satz
2.4.1. In Abschnitt 4.5 haben wir empirisch gesehen bzw. bewiesen, dass es nicht
allzu viele Dreiecke mit gleichem Durchmesser und gleicher Charakteristik gibt,
gemessen an der Zahl der ganzzahligen Dreiecke mit gleichem Durchmesser.
Minimale planare ganzzahlige Punktmengen sind also gezwungen, mo¨glichst
wenig unterschiedliche Dreiecke mit gleicher Charakteristik zu verwenden. Ent-
weder dadurch, dass sie identische Teildreiecke ha¨ufiger enthalten, oder dadurch,
dass sie mo¨glichst wenige, nicht zu einer Strecke degenerierte, Dreiecke enthalten.
Die minimale Anzahl nicht degenerierter Dreiecke einer planaren Punktmenge
aus n Punkten, wird durch Punktmengen erreicht bei denen n − 1 Punkte auf ei-











Punktmengen in allgemeiner oder semi-allgemeiner Lage erreicht und ist somit
eine ganze Gro¨ßenordnung gro¨ßer.
Motiviert durch diese ¨Uberlegungen und die bisher bekannten minimalen Bei-
spiele kommen wir zu der folgenden Vermutung.
5.1.1 Vermutung Bei einer planaren ganzzahligen Punktmenge P mit n ≥ 9
Punkten und mit diam(P) = d(2, n) liegen n− 1 Punkte auf einer Geraden.
Eine schwa¨chere Version dieser Vermutung wa¨re n − 1 durch n − κ fu¨r ein
festes κ zu ersetzen.
Anstatt nun die ersten paar Werte von d(2, n) zu berechnen, kann man auch die
Gro¨ßenordnung dieser Funktion untersuchen. In Abschnitt 5.5 werden wir zeigen,
dass
d(2, n) ≤ nc log logn
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und somit auch
d(2, n) ≤ nc log log n
gilt [67]. In die andere Richtung konnte Solymosi [162] vor kurzem
d(2, n) ≥ cn
beweisen.
Im na¨chsten Abschnitt wollen wir fu¨r den Spezialfall von planaren ganzzahli-
gen Punktmengen mit vielen Punkten auf einer Geraden, eine untere Schranke in
der Form der besten bekannten oberen Schranke fu¨r den minimalen Durchmesser
beweisen. Wobei hier viel mindestens o(n%) fu¨r eine feste Zahl % > 0 bedeuten
soll.
5.2 Ganzzahlige Punktmengen mit n− 1
Punkten auf einer Geraden
Die Ergebnisse aus dem vorherigen Abschnitt legen eine Bescha¨ftigung mit plana-
ren ganzzahligen Punktmengen nahe, bei denen n−1 Punkte auf einer Gerade lie-
gen, siehe auch [103]. Hier soll ein Algorithmus entwickelt werden, mit dem man
diese speziellen Punktmengen effizient erzeugen kann, um gute obere Schranken,
oder gema¨ß unserer Vermutung u.U. die exakten Werte, von d(2, n) zu berechnen.
Ausgehend von der Annahme, dass bei planaren ganzzahligen Punktmengen mit
minimalem Durchmesser, fu¨r ein beliebiges festes % > 0, mindestens n% Punk-
te auf einer Geraden liegen, ko¨nnen wir zeigen, dass d(2, n) ≥ nc% log logn, also
einen Ausdruck a¨hnlich der besten bisher bekannten oberen Schranke, gilt.
Betrachten wir hierzu nun Abbildung 5.2 und setzen
ci = q +
i∑
j=1






b′j fu¨r 0 ≤ i ≤ t .
Die Anwendung des Satzes von Pythagoras liefert
c2i+1 + h
2 = a2i+1








bj + 2bi+1q = a2i+1 − a2i .
Da die ai und bi natu¨rliche Zahlen sind gilt 2bi+1q ∈ N fu¨r 0 ≤ i < s und
wir folgern 2ggT(b1, b2, . . . , bs)q ∈ N. Aus q + q′ = a0 ∈ N schließen wir
2ggT(b1, b2, . . . , bs)q′ ∈ N. Wenden wir die analoge Schlussweise auch auf die
rechte Seite des Fußpunktes von h an und definieren
g = 2ggT(b1, . . . , bs, b′1, . . . , b′t),
so erhalten wir
gq ∈ N und gq′ ∈ N .
Nach einem letzten Anwenden des Satzes von Pythagoras erhalten wir fu¨r alle
1 ≤ i ≤ s und fu¨r alle 1 ≤ j ≤ t eine Zerlegung von g2h2 in ein Produkt zweier
natu¨rlicher Zahlen,
g2h2 = (gai + gci)(gai − gci) = (ga′j + gc′j)(ga′j − gc′j) .
Wir wollen nun diese Zerlegung und Satz 4.3.2 u¨ber die Anzahl τ(d) der Tei-
ler einer Zahl benutzen, um eine Schranke fu¨r den Durchmesser einer planaren
ganzzahligen Punktmenge zu beweisen.
5.2.1 Satz IstP eine planare ganzzahlige Punktmenge, bei der auf einer Geraden
mindestens n% Punkte liegen, so gilt
diam(P) ≥ n %4 log 2(1+ε) log log n
fu¨r ε > 0 und n ≥ n0(ε).
Beweis. Mit obigen Bezeichnungen haben wir wegen h ≤ diam(P) und g ≤
2 diam(P),
g2h2 ≤ 4 diam(P)4.
Wir wa¨hlen eine Gerade mit n% Punkten und folgern aus der Zerlegung von g2h2,




log log diam(P)4 ≥ n
% − 3
2
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fu¨r n ≥ n′0(ε′). Wegen diam(P) ≥ d(2, n) ≥ c1n gilt
2
(1+ε)4 log diam(P)
log logn ≥ n%
fu¨r n ≥ n0(ε), und der Satz folgt nun aus einer elementaren Umformung. ¤
Nun wollen wir die Zerlegung von g2h2 in ein Produkt zweier natu¨rlicher Zah-
len nutzen, um einen effizienten Algorithmus zum Erzeugen planarer ganzzahliger
Punktmengen, mit n − 1 Punkten auf einer Geraden, zu entwickeln. Die Idee ist,
durch alle Dreiecke mit einem Durchmesser zwischen start und ende zu laufen,
und die zusa¨tzlichen n− 3 Punkte auf einer Seite des Dreiecks einzufu¨gen.
5.2.2 Algorithmus (Durchlaufe nichtisomorphe Dreiecke)
Eingabe: start, ende
Ausgabe: Dreiecke (a, b, c)
begin







for c from a+ 1− b to b do
Einfuegen in Dreieck(a, b, c)
Einfuegen in Dreieck(b, a, c)





Die Korrektheit von Algorithmus 5.2.2 kann man wie folgt zeigen. Zuna¨chst
kann man fu¨r die Seitenla¨ngen eines Dreiecks a ≥ b ≥ c voraussetzen, dies er-
gibt jeweils die oberen Grenzen der zwei inneren Schleifen. Von den 3 mo¨glichen
Dreiecksungleichungen sind 2 automatisch erfu¨llt, und es muss nur noch b+c > a
erfu¨llt werden. Da a, b und c ganzzahlig sind entspricht dies 2b ≥ b+ c ≥ a+ 1,
woran man die unteren Grenzen der inneren Schleifen ablesen kann.
Um nun die Faktorisierung von g2h2 benutzen zu ko¨nnen, mu¨ssen wir g und h
bzw. g2h2 aus a, b und c berechnen. Mit der Notation von Abbildung 5.2 setzen wir






i = a. Da wir die bi und die
b′i noch nicht kennen, ko¨nnen wir g nicht durch g = 2ggT(b1, . . . , bs, b′1, . . . , b′t)
berechnen. Stattdessen definieren wir hier g als die minimale natu¨rliche Zahl, so
dass gcs ∈ N ist. Es la¨sst sich leicht nachpru¨fen, dass mit gcs ∈ N auch die gbi
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und gb′i natu¨rliche Zahlen sind. Fu¨r cs gilt
cs =






ggT(b2 − c2 + a2, 2a) .
Wegen der Heronschen Formel
16A2∆ = (a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c)
fu¨r den Fla¨cheninhalt eines Dreiecks und 2A∆ = ah gilt
f = g2h2 =
g2(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c)
4a2
.
Folgender Algorithmus berechnet die maximale Anzahl von Punkten, die auf der
Seite der La¨nge a eines Dreiecks mit den ganzzahligen Seitenla¨ngen a und b ≥ c
eingefu¨gt werden ko¨nnen, so dass alle Absta¨nde paarweise ganzzahlig sind. Die
Anzahl der Punkte auf der Seite a links vom Fußpunkt F , siehe Abbildung 5.4,
die nicht zu den Eckpunkten des Dreiecks geho¨ren, bezeichnen wir als Σl. Fu¨r
die rechte Seite wird Σr entsprechend definiert. Falls ein Punkt mit F identisch
ist, setzen wir Σm = 1 ansonsten Σm = 0. Insgesamt entha¨lt die zugeho¨rige
Punktmenge somit 3 + Σl +Σm +Σr Punkte.
5.2.3 Algorithmus (Einfuegen in Dreieck(a,b,c))
Eingabe: Seitenla¨ngen a, b, c
Ausgabe: 3 + Σl +Σm +Σr
begin
Berechne g, gcs und f
Σl = Σm = Σr = 0
if g = 1 and gcs < ga and
√
f ∈ N then Σm = 1 end
for all (u, v) : uv = f, u > v, u ≡ v mod 2 do
x = u+v2
y = u− x
if x ≡ gcs − y ≡ 0 mod g and gcs − ga < y < gcs
then Σl = Σl + 1 end
if x ≡ ga− gcs − y ≡ 0 mod g and y < ga− gcs
then Σr = Σr + 1 end
end
end
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Um die Korrektheit von Algorithmus 5.2.3 zu beweisen, betrachten wir eine
planare ganzzahlige Punktmenge P , die aus einem Dreieck der Seitenla¨ngen a, b
und c besteht und bei der alle weiteren Punkte mit ganzzahligen Absta¨nden auf der
Seite CB = a liegen, siehe Abbildung 5.4. Den Fußpunkt der Ho¨he des Dreiecks
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Abbildung 5.4: Ganzzahlige Punkte auf der Seite eines Dreiecks.
Damit F ein Punkt von P sein kann, mu¨ssen AF = h und CF = cs natu¨rliche
Zahlen sein, also g = 1 und f muss eine Quadratzahl sein. Da fu¨r cs = CF ≥
CB = a der Fußpunkt F entweder mit B zusammenfa¨llt oder sogar rechts von
B liegt, du¨rfen wir ihn nicht za¨hlen. Weil wir b ≥ c vorausgesetzt haben, kann F
nicht mit C zusammenfallen oder links von C liegen.
In der Zerlegung f = g2h2 = (gai + gci)(gai − gci) setzen wir x = gai,
y = gci, u = x+ y und v = x− y. Damit x und y natu¨rliche Zahlen sein ko¨nnen,
mu¨ssen u und v modulo 2 den selben Wert besitzen und es muss u ≥ v gelten.
Betrachten wir nun zuna¨chst die Punkte, die links von F liegen. Da ai eine
ganze Zahl sein soll, muss x = gai modulo g den Rest 0 besitzen. Der Abstand
des potentiellen neuen Punktes zu Punkt C betra¨gt gcs− gci = gcs− y, also muss
gcs−y modulo g ebenfalls den Rest 0 besitzen. Die Bedingung gcs−ga < y < gcs
ergibt sich daraus, dass der potentielle neue Punkt zwischen C und B liegen muss.
Die Bedingungen fu¨r die Punkte rechts von F ergeben sich aus FB = c′t = a− cs
und daraus, dass C nicht rechts von F liegen kann. Somit ist die Korrektheit von
Algorithmus 5.2.3 bewiesen.
Mit Hilfe von Algorithmus 5.2.3 konnten gute obere Schranken von d(2, n)
fu¨r 30 ≤ n ≤ 89 bestimmt werden. In den Tabellen 5.1 und 5.2 geben wir die
oberen Schranken fu¨r d(2, n) zusammen mit den Seitenla¨ngen des Dreiecks, in
das eingefu¨gt wird, und der Charakteristik der Punktmenge an.
Gema¨ß Vermutung 5.1.1 vermuten wir natu¨rlich, dass die oberen Schranken aus
den Tabellen 5.1 und 5.2 mit d(2, n) u¨bereinstimmen. Anhand der Tabellen stellen
wir empirisch fest, dass immer g = 1 gilt, g2h2 immer viele Teiler besitzt und dass
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n d(2, n) ≤ (a, b, c) char(P) g2h2 g
30 437 (437, 289, 194) 70 25 · 32 · 5 · 7 1
31 464 (464, 272, 272) 35 26 · 32 · 5 · 7 1
32 494 (494, 298, 272) 35 26 · 32 · 5 · 7 1
33 524 (524, 298, 298) 35 26 · 32 · 5 · 7 1
34 553 (553, 351, 272) 35 26 · 32 · 5 · 7 1
35 578 (578, 374, 272) 35 26 · 32 · 5 · 7 1
36 608 (608, 374, 298) 35 26 · 32 · 5 · 7 1
37 642 (642, 351, 351) 35 26 · 32 · 5 · 7 1
38 667 (667, 374, 351) 35 26 · 32 · 5 · 7 1
39 692 (692, 374, 374) 35 26 · 32 · 5 · 7 1
40 754 (754, 432, 374) 35 26 · 32 · 5 · 7 1
41 816 (816, 432, 432) 35 26 · 32 · 5 · 7 1
42 897 (897, 569, 374) 35 26 · 32 · 5 · 7 1
43 959 (959, 569, 432) 35 26 · 32 · 5 · 7 1
44 1.026 (1.026, 578, 524) 70 27 · 32 · 5 · 7 1
45 1.066 (1.066, 587, 587) 105 26 · 33 · 5 · 7 1
46 1.139 (1.139, 654, 587) 105 26 · 33 · 5 · 7 1
47 1.190 (1.190, 734, 524) 70 27 · 32 · 5 · 7 1
48 1.248 (1.248, 734, 578) 70 27 · 32 · 5 · 7 1
49 1.306 (1.306, 733, 733) 770 25 · 32 · 5 · 7 · 11 1
50 1.363 (1.363, 734, 687) 70 27 · 32 · 5 · 7 1
51 1.410 (1.410, 827, 733) 770 25 · 32 · 5 · 7 · 11 1
52 1.460 (1.460, 873, 733) 770 25 · 32 · 5 · 7 · 11 1
53 1.514 (1.514, 827, 827) 770 25 · 32 · 5 · 7 · 11 1
54 1.564 (1.564, 873, 827) 770 25 · 32 · 5 · 7 · 11 1
55 1.614 (1.614, 873, 873) 770 25 · 32 · 5 · 7 · 11 1
56 1.675 (1.675, 1.063, 862) 385 26 · 32 · 5 · 7 · 11 1
57 1.727 (1.727, 1.063, 906) 385 26 · 32 · 5 · 7 · 11 1
58 1.770 (1.770, 1.063, 943) 385 26 · 32 · 5 · 7 · 11 1
59 1.817 (1.817, 1.063, 984) 385 26 · 32 · 5 · 7 · 11 1
60 1.887 (1.887, 1.063, 1.046) 385 26 · 32 · 5 · 7 · 11 1
61 1.906 (1.906, 1.063, 1.063) 385 26 · 32 · 5 · 7 · 11 1
62 2.060 (2.060, 1.203, 1.063) 385 26 · 32 · 5 · 7 · 11 1
63 2.140 (2.140, 1.277, 1.063) 385 26 · 32 · 5 · 7 · 11 1
Tabelle 5.1: Obere Schranken fu¨r d(2, n), 30 ≤ n ≤ 63.
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n d(2, n) ≤ (a, b, c) char(P) g2h2 g
64 2.169 (2.169, 1.304, 1.063) 385 26 · 32 · 5 · 7 · 11 1
65 2.231 (2.231, 1.362, 1.063) 385 26 · 32 · 5 · 7 · 11 1
66 2.299 (2.299, 1.426, 1.063) 385 26 · 32 · 5 · 7 · 11 1
67 2.432 (2.432, 1.304, 1.304) 385 26 · 32 · 5 · 7 · 11 1
68 2.494 (2.494, 1.362, 1.304) 385 26 · 32 · 5 · 7 · 11 1
69 2.556 (2.556, 1.362, 1.362) 385 26 · 32 · 5 · 7 · 11 1
70 2.624 (2.624, 1.426, 1.362) 385 26 · 32 · 5 · 7 · 11 1
71 2.692 (2.692, 1.426, 1.426) 385 26 · 32 · 5 · 7 · 11 1
72 2.827 (2.827, 1.619, 1.362) 385 26 · 32 · 5 · 7 · 11 1
73 2.895 (2.895, 1.619, 1.426) 385 26 · 32 · 5 · 7 · 11 1
74 2.993 (2.993, 1.713, 1.426) 385 26 · 32 · 5 · 7 · 11 1
75 3.098 (3.098, 1.619, 1.619) 385 26 · 32 · 5 · 7 · 11 1
76 3.196 (3.196, 1.713, 1.619) 385 26 · 32 · 5 · 7 · 11 1
77 3.294 (3.294, 1.713, 1.713) 385 26 · 32 · 5 · 7 · 11 1
78 3.465 (3.465, 1.878, 1.713) 385 26 · 32 · 5 · 7 · 11 1
79 3.575 (3.575, 2.071, 1.746) 770 27 · 32 · 5 · 7 · 11 1
80 3.658 (3.658, 2.071, 1.823) 770 27 · 32 · 5 · 7 · 11 1
81 3.749 (3.749, 2.071, 1.908) 770 27 · 32 · 5 · 7 · 11 1
82 3.885 (3.885, 2.071, 2.036) 770 27 · 32 · 5 · 7 · 11 1
83 3.922 (3.922, 2.071, 2.071) 770 27 · 32 · 5 · 7 · 11 1
84 4.223 (4.223, 2.358, 2.071) 770 27 · 32 · 5 · 7 · 11 1
85 4.380 (4.380, 2.509, 2.071) 770 27 · 32 · 5 · 7 · 11 1
86 4.437 (4.437, 2.564, 2.071) 770 27 · 32 · 5 · 7 · 11 1
87 4.559 (4.559, 2.682, 2.071) 770 27 · 32 · 5 · 7 · 11 1
88 4.693 (4.693, 2.812, 2.071) 770 27 · 32 · 5 · 7 · 11 1
89 4.883 (4.883, 2.703, 2.446) 1.155 26 · 33 · 5 · 7 · 11 1
Tabelle 5.2: Obere Schranken fu¨r d(2, n), 64 ≤ n ≤ 89.
die Punktmenge, die zu der oberen Schranke fu¨r n Punkte fu¨hrt, meist Teilmenge
der Punktmenge, die zur oberen Schranke fu¨r n+ 1 Punkte fu¨hrt, ist.
Um einen besseren ¨Uberblick u¨ber das Verhalten von g2h2 und g zu bekommen
geben wir der Vollsta¨ndigkeit halber in Tabelle 5.3 die entsprechenden Daten fu¨r
9 ≤ n ≤ 29 an.
Wir mo¨chten bemerken, dass fu¨r Durchmesser kleiner als 3.000 der triviale Al-
gorithmus, der einfach bei allen a−1 mo¨glichen Punkte auf der Seite CB testet ob
der Abstand zum Punkt A ganzzahlig ist, in der Praxis schneller als Algorithmus
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5.2.3 la¨uft, siehe Abschnitt B.2.
n d(2, n) ≤ (a, b, c) char(P) g2h2 g
9 29 (29, 17, 17) 35 32 · 5 · 7 2
10 40 (40, 27, 17) 35 32 · 5 · 7 2
11 51 (51, 27, 27) 35 32 · 5 · 7 2
12 63 (63, 43, 34) 30 25 · 3 · 5 1
13 74 (74, 43, 43) 30 25 · 3 · 5 1
13 74 (74, 53, 53) 10 25 · 32 · 5 1
14 91 (91, 66, 53) 10 25 · 32 · 5 1
15 104 (104, 77, 53) 10 25 · 32 · 5 1
16 121 (121, 77, 66) 10 25 · 32 · 5 1
17 134 (134, 77, 77) 10 25 · 32 · 5 1
18 153 (153, 94, 77) 10 25 · 32 · 5 1
18 153 (153, 98, 89) 5 26 · 32 · 5 1
19 164 (164, 98, 98) 5 26 · 32 · 5 1
20 196 (196, 126, 98) 5 26 · 32 · 5 1
21 212 (212, 134, 134) 105 26 · 3 · 5 · 7 1
21 212 (212, 146, 146) 70 25 · 32 · 5 · 7 1
22 228 (228, 158, 146) 70 25 · 32 · 5 · 7 1
23 244 (244, 158, 158) 70 25 · 32 · 5 · 7 1
24 272 (272, 194, 146) 70 25 · 32 · 5 · 7 1
25 288 (288, 194, 158) 70 25 · 32 · 5 · 7 1
26 319 (319, 194, 183) 70 25 · 32 · 5 · 7 1
27 332 (332, 194, 194) 70 25 · 32 · 5 · 7 1
28 364 (364, 222, 194) 70 25 · 32 · 5 · 7 1
29 396 (396, 222, 222) 70 25 · 32 · 5 · 7 1
Tabelle 5.3: Minimale Durchmesser d(2, n), 9 ≤ n ≤ 29.
Ausgehend von der Beobachtung, dass meist g = 1 und g2h2 eine Zahl mit vie-
len Teilern ist, ko¨nnte man natu¨rlich einen heuristischen Algorithmus entwickeln,
der gute obere Schranken fu¨r d(2, n) fu¨r große n liefert. Hierauf werden wir aber
nicht weiter eingehen und stattdessen im na¨chsten Abschnitt Strategien beschrei-
ben, wie man eine gute untere Schranke fu¨r d(2, n) beweisen ko¨nnte, und im
u¨berna¨chsten Abschnitt einen Algorithmus entwickeln, der es ermo¨glicht, weitere
Werte von d(2, n) fu¨r n ≥ 30 exakt zu bestimmen.
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5.3 Strategien zum Beweis einer unteren
Schranke fu¨r d(2,n)
Mit Satz 5.2.1 haben wir bereits eine gute untere Schranke fu¨r d(2, n) fu¨r den
Fall, dass relativ viele Punkte auf einer Geraden liegen. Befinden sich dagegen auf
jeder Geraden nur relativ wenig Punkte, so wissen wir nach Abschnitt 5.1, dass
derartige Punktmengen viele Dreiecke mit gleicher Charakteristik beno¨tigen. Dies
wollen wir in folgendem Lemma quantifizieren.
5.3.1 Lemma Jede ganzzahlige planare Punktmenge P mit ho¨chstens n2 kolli-
nearen Punkten entha¨lt eine Menge von n8 nicht a¨quivalenten Dreiecken, welche
den gleichen Durchmesser und die gleiche Charakteristik wie die Punktmenge be-
sitzen.
Beweis. Wir wa¨hlen zwei Punkte A und B von P mit maximalem Abstand. Da
ho¨chstens n2 Punkte kollinear sind, gibt es mindestens
n
2 Punkte C, die nicht auf
der Gerade durch A und B liegen. Der Beweis wird abgeschlossen durch die Fest-
stellung, dass ho¨chstens 4 a¨quivalente Dreiecke in einer planaren Punktmenge die




























Abbildung 5.5: ¨Aquivalente Dreiecke mit einer gemeinsamen Seite in einer plana-
ren Punktmenge.
Hieraus ko¨nnen wir sofort eine untere Schranke in Abha¨ngigkeit von ψ˜(d) fol-
gern.
5.3.2 Folgerung





Somit ergibt sich zusammen mit Satz 4.5.2 d(2, n) ∈ o(n1−ε) fu¨r ε > 0, also
eine marginal schlechtere untere Schranke als die von Solymosi [162], der erst
ku¨rzlich ein mindestens lineares Wachstum von d(2, n) bewiesen hat.
82 Kapitel 5. Minimale Durchmesser von planaren Punktmengen
In Lemma 5.3.1 haben wir eine Strecke und die Charakteristik einer Punkt-
menge fest gewa¨hlt, und gefragt wie viele nicht a¨quivalente Dreiecke eine planare
Punktmenge aus n Punkten besitzen muss. Eine natu¨rliche Verallgemeinerung ist,
statt einer Strecke ein r-Eck (r ≥ 3) fest zu wa¨hlen und nach der Anzahl der
mindestens beno¨tigten (r + 1)-Ecke zu fragen.
5.3.3 Lemma Sei R ein nicht degeneriertes r-Eck, mit r ≥ 3, einer ganzzahli-
gen planaren Punktmenge P aus n Punkten, dann entha¨lt P mindestens nr! nicht
a¨quivalente (r + 1)-Ecke, die R enthalten.
Beweis. Wir betrachten die Anzahl der Mo¨glichkeiten wie man ein (r+1)-Eck auf
ein nicht degeneriertes r-EckR legen kann, so dass r Eckpunkte u¨bereinstimmen.
Diese Anzahl entspricht maximal der Ordnung der Automorphismengruppe, siehe
Kapitel 7, von R. Da die Automorphismengruppe von R eine Untergruppe der Sr
sein muss, besitzt sie ho¨chstens die Ordnung r!. ¤
Wir mo¨chten erwa¨hnen, dass wir in Kapitel 7 beweisen, dass die Ordnung der
Automorphismengruppe von R maximal 6 betra¨gt, was aber von der Gro¨ßenord-
nung keinen Unterschied macht, solange wir r als von n unabha¨ngig und als fix
betrachten.
Gibt man ein r-Eck R mit Durchmesser d fest vor, so wird ein zusa¨tzlicher
Punkt durch Angabe von zwei Absta¨nden d1, d2 zu zwei beliebigen Punkten A,
B von R bis auf Spiegelung an AB eindeutig bestimmt. Fu¨r d1, d2 gibt es ma-
ximal O(d2) Mo¨glichkeiten, falls das entstehende (r + 1)-Eck ebenfalls Durch-
messer d besitzen soll. Kann man noch voraussetzen, dass das aus d1 und d2 neu
entstehende Dreieck nicht entartet ist, so gibt es nach Satz 2.4.1 maximal ψ˜(d)
Mo¨glichkeiten fu¨r d1 und d2. Weitere Einschra¨nkungen ergeben sich daraus, dass
die restlichen r − 1 neuen Absta¨nde, die sich durch d1, d2 und die schon bekann-
ten Absta¨nde ausdru¨cken lassen, ganzzahlig sein mu¨ssen. Fu¨r gro¨ßeres r steigen
zwar die Einschra¨nkungen, aber im gleichen Atemzug werden die zu betrachten-
den Diophantschen Gleichungen komplizierter. Wir gehen an dieser Stelle nicht
weiter hierauf ein, schlagen aber als vielversprechende Strategie vor, die eben aus-
gefu¨hrten ¨Uberlegungen fu¨r den Fall r = 3 na¨her zu untersuchen. Fu¨r empirische
Ergebnisse verweisen wir auf Abschnitt C.2 im Anhang.
5.4 Ein hybrider Konstruktionsalgorithmus fu¨r
planare ganzzahlige Punktmengen
Mit dem in Kapitel 3 vorgestellten Konstruktionsverfahren ist die vollsta¨ndige
Konstruktion von planaren ganzzahligen Punktmengen mit großer Punktanzahl nur
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fu¨r relativ kleine Durchmesser, zumindest auf handelsu¨blichen PCs, mo¨glich. So
dauert die Konstruktion der planaren ganzzahligen Punktmenge aus 29 Punkten
mit Durchmesser 396 schon gut 32 Stunden. Wenn wir z.B. d(2, 80) exakt bestim-
men wollen, mu¨ssen wir uns also etwas Anderes u¨berlegen.
Unsere Konstruktionsstrategie bestand darin, zuna¨chst die ganzzahligen Drei-
ecke mit Durchmesser 396 zu konstruieren, und dann anschließend rekursiv zwei
Punktmengen aus n Punkten zu einer Punktmenge aus n + 1 Punkten zu kom-
binieren. Um einen ersten Einblick zu bekommen, bei welchem Teilschritt die
meiste Arbeit verrichtet werden muss, betrachten wir die Anzahl der ganzzahli-
gen planaren Punktmengen aus n Punkten mit Durchmesser 396 in Abha¨ngigkeit
von n. Um unabha¨ngig von einem konkreten Algorithmus oder einer Implemen-
tierung zu bleiben, untersuchen wir zuna¨chst nur die Anzahl der Strukturen und
nicht die beno¨tigte Zeit zu ihrer Erzeugung. In Tabelle 5.4 geben wir die Anzahlen
der Strukturen mit gegebener Anzahl der Punkte an und in Abbildung 5.6 stellen
wir das relative Gro¨ßenverha¨ltnis graphisch dar, siehe [109] fu¨r typische Verla¨ufe
bei diskreten Strukturen. Es ergibt sich in unserem Fall eine Buckelform.
n 3 4 5 6 7 8 9
#P 78606 18761 29507 69150 172400 395263 809026
n 10 11 12 13 14 15
#P 1473314 2411581 3572024 4807870 5862049 6438744
n 16 17 18 19 20 21
#P 6315396 5489815 4192664 2793379 1608509 793904
n 22 23 24 25 26 27 28 29
#P 331424 115631 32924 7516 1300 169 13 1
Tabelle 5.4: Anzahl ganzzahliger planarer Punktmengen mit Durchmesser 396 aus
n Punkten.
Die erste Frage, die sich stellt ist, ob wir den Buckel in Abbildung 5.6, nach-
dem wir ihn empirisch festgestellt haben, auch mathematisch begru¨nden ko¨nnen.
Hierzu betrachten wir eine planare Punktmenge in der Form von Abbildung 5.4
bestehend aus n Punkten. Nun betrachten wir die Teilpunktmengen, die hieraus
hervorgehen wenn man die PunkteA,B,C und noch weitere k ≤ n−3 Punkte auf
der Strecke CB wa¨hlt. Diese Teilpunktmengen besitzen alle denselben Durchmes-








































Abbildung 5.6: Anzahl ganzzahliger planarer Punktmengen mit Durchmesser 396.
also mehr Mo¨glichkeiten als es ganzzahlige planare Punktmengen mit Durchmes-
ser 396 bestehend aus 16 Punkten gibt. Dies liegt daran, dass manche von die-
sen 10.400.600 Mo¨glichkeiten a¨quivalenten Punktmengen entsprechen. Nach ei-














Teilpunktmengen der Punktmenge aus 29 Punkten mit Durchmesser 396 gibt, die
aus k + 3 Punkten bestehen.
Wir vermuten nun, dass die Teilpunktmengen von einigen wenigen Punktmen-
gen fu¨r einen maßgeblichen Anteil am Buckel verantwortlich sind. Mit Hilfe von
Algorithmus 5.2.3 ko¨nnen wir alle planaren Punktmengen mit Durchmesser 396
und mindestens 24 Punkten bestimmen, bei denen n − 1 Punkte auf einer Gera-
den liegen. In Notation von Tabelle 5.1 lauten sie (396, 222, 222), (396, 282, 282),



































Teilpunktmengen aus k + 3 Punkten mit Durchmesser 396 besitzen.
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Zieht man nun die Anzahl derartiger Teilpunktmengen von den Anzahlen aus
Tabelle 5.4 ab, so erha¨lt man die Anzahlen #′P aus Tabelle 5.5.
n 3 4 5 6 7 8 9
#′P 78.602 18.694 28.776 64.210 147.901 302.523 527.502
n 10 11 12 13 14 15
#′P 772.318 946.776 969.689 828.443 588.105 344.906
n 16 17 18 19 20 21 22 23
#′P 165.476 64.007 19.504 4.517 748 79 4 0
Tabelle 5.5: Anzahl ganzzahliger planarer Punktmengen mit Durchmesser 396 oh-
ne die Teilpunktmengen von 4 ausgewa¨hlten Punktmengen.
Den Anzahlen von Tabelle 5.5 entnimmt man, dass der Buckel, durch das Ent-
fernen der vier Punktmengen und ihrer Teilpunktmengen, zwar nicht komplett ab-
getragen wurde, sich seine Ho¨he aber verringert und sein ho¨chster Punkt weiter
nach links verschoben hat.
Wenn wir also eine Mo¨glichkeit ha¨tten im rekursiven Konstruktionsprozess so
fru¨h wie mo¨glich zu entscheiden, ob eine Punktmenge P , bei gleichbleibendem
Durchmesser, nur noch durch Hinzunehmen von Punkten auf der la¨ngsten Seite
erweitert werden kann, so ko¨nnen wir die Punktmenge mit der maximalen Punkt-
anzahl, die P entha¨lt, mit Hilfe von Algorithmus 5.2.3 direkt erzeugen, ohne die
Vielzahl von Teilpunktmengen konstruieren zu mu¨ssen.
Eine Mo¨glichkeit dieses Ziel zu erreichen, ist auf der la¨ngsten Seite erst gar
keine Punkte einzufu¨gen. In Kapitel 3 haben wir ja erst dafu¨r gesorgt, dass auch
Strecken mit vielen Punkten in die Konstruktion mit einbezogen werden. Nun
kombinieren wir einfach ausschließlich zweidimensionale Punktmengen mitein-
ander, wobei wir aber Punktmengen mit 3 oder mehr kollinearen Punkten zulassen.
Anschließend testen wir mit Hilfe von Algorithmus 5.2.3 wie viele Punkte wir auf
der la¨ngsten Kante einfu¨gen ko¨nnen.
Wir wollen hier aber eine etwas allgemeinere Konstruktionsstrategie vorstel-
len und benutzen. Wenn wir minimale Durchmesser d(2, n) bestimmen wollen,
ko¨nnen wir davon ausgehen, dass wir d(2, n− 1) schon kennen. Fu¨r einen Durch-
messer d > d(2, n − 1) sind wir in diesem Fall nicht an allen mo¨glichen ganz-
zahligen Punktmengen mit diesem Durchmesser interessiert, sondern nur an de-
nen, die aus mindestens n Punkten bestehen. Wir werden nun dieses Problem so
umformulieren, dass es a¨quivalent dazu ist, große Cliquen, das sind vollsta¨ndige
Teilgraphen, in Graphen zu finden.
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Zu einem gegebenen Dreieck ∆ mit Durchmesser d betrachten wir die Menge
V der Punkte, die zu den drei Eckpunkten des Dreiecks ∆ einen ganzzahligen Ab-
stand kleiner gleich d besitzen. Diese Menge V nehmen wir als Knotenmenge fu¨r
unseren Graphen G(∆). Wir definieren, dass zwei Knoten v1, v2 ∈ V genau dann
benachbart sind, wenn sie einen ganzzahligen Abstand kleiner gleich d besitzen.
Man u¨berlegt sich leicht, dass es zwischen den ganzzahligen planaren Punktmen-
gen mit Durchmesser d, die das Dreieck ∆ enthalten, und den Cliquen von G(∆)
eine Bijektion gibt.
5.4.1 Algorithmus (Konstruiere große ganzzahlige planare Punktmengen)
Eingabe: d, n
Ausgabe: Ganzzahlige planare Punktmengen mit Durchmesser d aus mindestens
n Punkten
begin
Berechne Koordinaten x0, y0 von A
Berechne Koordinaten x1, y1 von B
Berechne Koordinaten x2, y2 von C
i = 3
for each ∆ = (A,B,C) with diam(∆) = d and χ(∆) = kanonisch do
for each P = (A,B,C,D) with ↓P = ∆ and
χ(P) ∈ {kanonisch, semi−kanonisch} do
Berechne Koordinaten xi, yi von D
i = i+ 1
end
for each D with AD +BD = AB and AD,BD,CD ∈ {1, . . . , d} do
Berechne Koordinaten xi, yi von D
i = i+ 1
end
G = ({0, . . . , i− 1}, ∅)
for each {u, v} with 0 ≤ u < v < i do
if
√
(xu − xv)2 + (yu − yv)2 ∈ N then
Fu¨ge Kante {u, v} zu G hinzu
end
end
Gebe alle Cliquen von G aus mindestens n Knoten aus
end
end
Bei diesem Algorithmus verwendet man Algorithmus 2.3.2 zur Koordinatenbe-
rechnung und Algorithmus 5.2.3 zum Durchlauf der ganzzahligen Punkte auf AB
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als Unterroutinen. Den Durchlauf mit ∆ und P kann man mittels ordnungstreuer
Erzeugung, wie in Kapitel 3 beschrieben, durchfu¨hren. Fu¨r die Cliquensuche in
G benutzen wir eine Implementierung des Bron-Kerbosch Algorithmus [21] bzw.
das Softwarepaket CLIQUER [131], basierend auf [133, 134].
Mit Hilfe von Algorithmus 5.4.1 konnten wir verifizieren, dass die in Abschnitt
5.2 angegebenen oberen Schranken fu¨r den minimalen Durchmesser d(2, n) fu¨r
n ≤ 89, wie vermutet, die exakten Werte sind.
Doch wie sieht es mit der Komplexita¨t von Algorithmus 5.4.1 aus? Fu¨r die Be-







, siehe Abschnitt 4.5 und Abschnitt 5.2. Um eine
gute Abscha¨tzung fu¨r die Anzahl der Knoten eines Graphen G zu haben, mu¨ssen








Fu¨r die Suche nach einer maximalen Clique in Graphen aus n Knoten sind aber
bisher leider erst Abscha¨tzungen der Form O(cn) bekannt. In [167] wird gezeigt,
dass man c = 1, 2599wa¨hlen kann. Somit kann man den Aufwand fu¨r die Cliquen-
suche in unserem Fall bisher nicht polynomial, also durch O(dc), abscha¨tzen. Wir
mo¨chten erwa¨hnen, dass das Entscheidungsproblem, ob ein gegebener Graph eine
Clique aus q Knoten besitzt, NP -vollsta¨ndig ist. Nach [76] ist sogar das Bestim-
men von Approximationslo¨sungen in polynomieller Zeit schwer. Somit ko¨nnen
wir eigentlich nicht erwarten, dass Algorithmus 5.4.1 schnell ist. In der Praxis
stellt sich aber heraus, dass er nicht wesentlich mehr Zeit braucht, als die Kon-
struktion der ganzzahligen Vierecke alleine beno¨tigt. Dies liegt daran, dass wir
es hier nicht mit dem allgemeinen Cliquenproblem zu tun haben, sondern dass die
von uns betrachteten Graphen eine gutartige Struktur besitzen. In Abschnitt 5.2 ha-
ben wir gesehen, dass Punkte auf einer Geraden zu sehr großen Cliquen fu¨hren, in
Abschnitt 5.5 werden wir sehen, dass Punkte auf Kreisen zu mittelgroßen Cliquen
fu¨hren und in Abschnitt 5.6 werden wir empirisch feststellen, dass es zwischen
diesen zwei Arten von Cliquen recht wenige Kanten gibt. Also:
“Keine Angst vor NP -vollsta¨ndigen Problemen, solange man sie nur in
Spezialfa¨llen lo¨sen muss.”
Wir haben den Konstruktionsalgorithmus 5.4.1 als einen hybriden Konstruk-
tionsalgorithmus bezeichnet, weil er bis zu einem gewissen Punkt ordnungstreu
erzeugt und anschließend Cliquensuche benutzt. Bei einem solchen Vorgehen stellt
sich natu¨rlicherweise die Frage nach dem optimalen Punkt des Wechsels der Kon-
struktionsmethode. Da wir empirisch festgestellt haben, dass die Konstruktion der
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ganzzahligen Vierecke la¨nger dauert als die anschließende Cliquensuche, braucht
man nur noch die Mo¨glichkeit zu betrachten direkt nach der Konstruktion der
ganzzahligen Dreiecke und der ganzzahligen Strecken aus drei Punkten auf die
Cliquensuche umzusteigen. Bei dieser Mo¨glichkeit beno¨tigen wir zwar nur Ω(d2)
Schritte fu¨r den Teil der ordnungstreuen Erzeugung, mu¨ssten die Cliquensuche
aber dafu¨r auf Graphen mit Ω(d) Knoten durchfu¨hren, was letztendlich weitaus
langsamer ist.
Wenn wir vom Optimalfall ausgehen, dass es einen Algorithmus, mit poly-
nomialer Laufzeit (in der Anzahl der Knoten), zumindest fu¨r unsere speziel-
len Graphen, zum Finden maximaler Cliquen gibt und weiterhin die Vermutun-







. Da dies aber alles nur Vermutungen und Hoffnungen sind, mu¨ssen
wir damit leben, dass unser Algorithmus zwar in der Praxis schnell ist, wir aber
keine gute obere Schranke fu¨r die Komplexita¨t beweisen ko¨nnen.
5.5 Minimale Durchmesser von planaren
Punktmengen in semi-allgemeiner Lage
In diesem Abschnitt bescha¨ftigen wir uns mit den minimalen Durchmessern von
ganzzahligen planaren Punktmengen in semi-allgemeiner Lage, also Punktmen-
gen bei denen keine drei Punkte auf einer Geraden liegen. Die bisher bekannten




= 1, 4, 8, 8, 33, 56, 56.
Zusa¨tzlich wurde noch d(2, 10) = d(2, 11) = d(2, 12) = 105 vermutet. Mit Hil-
fe des Konstruktionsalgorithmus aus Abschnitt 3.4 konnten wir alle ganzzahligen





= 105, 105, 105, 532, 532, 735, 735, 735,
735, 1995, 1995, 1995, 1995, 1995, 1995.
Wie in Abschnitt 5.4 beschrieben, bekommen wir auch hier bei gro¨ßerem n Pro-
bleme mit der exponentiellen Anzahl an Unterstrukturen. Um dieses Problem zu
umgehen wollen wir wieder Algorithmus 5.4.1 benutzen. Da wir nun nur an Punkt-
mengen in semi-allgemeiner Lage interessiert sind, mu¨ssen wir ihn leicht modifi-
zieren. Beim ersten Teil brauchen wir mittels ordnungstreuer Erzeugung nur noch
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die ganzzahligen Vierecke in semi-allgemeiner Lage konstruieren. Beim Einfu¨gen
der Kanten {u, v} in den Graphen G(∆) testen wir wieder, ob der Abstand zwi-
schen (xu, yu) und (xv, yv) in {1, . . . , d} liegt. Falls dies nicht der Fall ist, fu¨gen
wir keine Kante ein. Zusa¨tzlich fordern wir noch, dass die Punkte, die zu u und
v geho¨ren, nicht mit einem der drei Punkte von ∆ auf einer Geraden liegen. Erst
wenn beide Bedingungen erfu¨llt sind, fu¨gen wir die Kante ein. In Abschnitt 5.4
konnten wir sagen, dass die ganzzahligen planaren Punktmengen aus n Punkten
mit Durchmesser d, die das Dreieck ∆ enthalten, den Cliquen aus n Knoten von
G(∆) bijektiv entsprechen. Hier ist diese Bijektivita¨t leider nicht mehr gegeben, da
fu¨r 3 ≤ u < v < w nicht ausgeschlossen wurde, dass die drei Punkte mit den Ko-
ordinaten (xu, yu), (xv, yv) und (xw, yw) auf einer Geraden liegen ko¨nnen. Aber
es gibt zumindest zu jeder derartigen Punktmenge aus n Punkten eine Clique aus n
Knoten in G(∆). Somit sind die Cliquen der Ma¨chtigkeit gro¨ßer gleich n aus G(∆)
nur Kandidaten fu¨r ganzzahlige Punktmengen in semi-allgemeiner Lage aus min-
destens n Punkten, die noch darauf u¨berpru¨ft werden mu¨ssen, ob sie drei Punkte
auf einer Geraden besitzen. Mit Hilfe dieses modifizierten Algorithmus konnten




= 9.555, 9.555, 9.555, 10.672, 13.975, 13.975,
13.975, 13.975, 13.975, 13.975, 13.975, 13.975.
Wir mo¨chten erwa¨hnen, dass wir bei der Bestimmung von d(2, n) fu¨r n ≤ 36 kei-
nen Kandidaten verwerfen mussten, da sie alle Punktmengen in semi-allgemeiner
Lage entsprechen.
Bisher haben wir nur die Werte der minimalen Durchmesser d(2, n) fu¨r n ≤ 36
angegeben und die Algorithmen beschrieben, mit denen wir sie bestimmt haben.
Fu¨r Koordinatendarstellungen und Abbildungen der zugeho¨rigen Punktmengen
verweisen wir den Leser auf Abschnitt A.2. Schaut man sich diese Punktmen-
gen genauer an, so stellt man fest, dass die Punkte jeweils auf einem Kreis liegen,
siehe auch [127, 159] fu¨r derartige Punktmengen.
5.5.1 Vermutung Ist P eine ganzzahlige planare Punktmenge aus n Punkten in
semi-allgemeiner Lage mit Durchmesser d(2, n), so liegen alle n Punkte auf einem
Kreis.
In Satz 1.1.2 ist bereits eine Methode enthalten, wie man ganzzahlige Punkt-
mengen auf Kreisen konstruieren kann. Da man hiermit, zumindest unseres Wis-
sens nach, nicht gezielt Punktmengen mit vielen Punkten und kleinem Durchmes-
ser konstruieren kann, beschreiben wir nun eine weitere Methode, mit dessen Hilfe
die obere Schranke
d(2, n) ≤ nc log log n
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bewiesen wurde [67].
Wir betrachten den Ring Z[%] mit % = −1+
√−3
2 . In Z[%] besitzt jede Primzahl
p ≡ 1 mod 6 (in Z) eine Primfaktorzerlegung der Form γ(p) · γ(p), wobei wir
mit γ(p) die zu γ(p) konjugiert komplexe Zahl bezeichnen. So gilt z.B.
7 = (3 + %)(3 + %),
13 = (4 + %)(4 + %),
19 = (5 + 2%)(5 + 2%),
31 = (6 + %)(6 + %),
37 = (7 + 3%)(7 + 3%),
43 = (7 + %)(7 + %).















η1 = η0% und
η2 = η0%2.
Insgesamt ergeben sich 3
r−1∏
i=0
(vi+1) unterschiedliche Werte fu¨r die ηi. Die Punkte











fu¨r die mo¨glichen Werte von η, wobei < den Realteil und = den Imagina¨rteil ei-
ner komplexen Zahl bezeichnet. In [67] wird bewiesen, dass diese Konstruktion
wirklich zu einer ganzzahligen planaren Punktmenge in semi-allgemeiner Lage
bestehend aus n = 3
r−1∏
i=0
(vi+1) Punkten mit einen Durchmesser kleiner 2R√3 fu¨hrt.
Wa¨hlt manR als Produkt der ersten zu 1modulo 6 kongruenten Primzahlen, so gilt
diam(P) ≤ nc log log n. In Tabelle 5.6 betrachten wir die mo¨glichen guten Wahlen
von R die zu ganzzahligen Punktmengen mit ho¨chstens 200 Punkten fu¨hren.
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Wenn man die oberen Schranken aus Tabelle 5.6 mit den exakten Werten d(2, n)
vergleicht, so stellt man fest, dass viele der minimalen Durchmesser durch die eben
beschriebene Konstruktion erreicht werden.
R |P| diam(P) R |P| diam(P)
1 3 1 7 · 13 · 19 · 31 48 61.880
7 6 8 72 · 132 · 19 54 181.675
72 9 56 72 · 13 · 19 · 31 72 433.225
7 · 13 12 105 7 · 13 · 19 · 31 · 37 96 2.289.957
72 · 13 18 735 72 · 132 · 19 · 31 108 5.632.056
7 · 13 · 19 24 1.995 72 · 13 · 19 · 31 · 37 144 16.029.704
72 · 132 27 9.555 7 · 13 · 19 · 31 · 37 · 43 192 98.468.151
72 · 13 · 19 36 13.975
Tabelle 5.6: Obere Schranken fu¨r d(2, n).
5.6 Erdo˝s-Problem
In der Einfu¨hrung wurde bereits auf die Fragestellung von Paul Erdo˝s nach ganz-
zahligen planaren Punktmengen in allgemeiner Lage hingewiesen. Im Ru¨ckblick
auf die Abschnitte 5.1, 5.4 und 5.5 erscheint diese Frage recht natu¨rlich, da
sich die Punkte der ganzzahligen planaren Punktmengen bzw. der ganzzahligen
planaren Punktmengen in semi-allgemeiner Lage mit minimalem Durchmesser
























Abbildung 5.7: Ganzzahliges Vier- bzw. Fu¨nfeck in allgemeiner Lage mit mini-
malem Durchmesser.
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Betrachten wir nun die minimalen Durchmesser d˙(2, n) fu¨r ganzzahlige planare
Punktmengen in allgemeiner Lage. Das gleichseitige Dreieck mit Seitenla¨nge 1
liefert d˙(2, 3) = 1. Aus [62, 87] entnehmen wir d˙(2, 4) = 8, d˙(2, 5) = 73 und
d˙(2, 6) = 174. Die zugeho¨rigen eindeutig bestimmten Punktmengen haben wir in





















Abbildung 5.8: Ganzzahliges Sechseck in allgemeiner Lage mit minimalem
Durchmesser.
Mittels ordnungstreuer Erzeugung haben wir alle ganzzahligen Sechsecke in
allgemeiner Lage mit einem Durchmesser kleiner gleich 15.000 konstruiert. In
Abschnitt C.3 listen wir diejenigen, die primitiv sind, vollsta¨ndig auf. Die Frage
von Erdo˝s nach einem ganzzahligen Siebeneck in allgemeiner Lage ko¨nnen wir
bisher leider nicht positiv beantworten und ko¨nnen nur
d˙(2, 7) > 15.000
angeben.
Obwohl ganzzahlige Sechsecke in allgemeiner Lage sehr seltene Objekte sind,
sind Konstruktionen bekannt, die zu unendlich vielen nicht a¨hnlichen Sechsecken
fu¨hren. Wir stellen nun eine derartige Konstruktion aus [87] vor. Hierzu betrachten





2 und fu¨gen es so zusammen wie in Abbildung 5.9 dargestellt. Erfu¨llen
die ganzen Zahlen a > b > c die Dreiecksungleichungen und gilt mit x, y, z ∈ N
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folgendes Gleichungssystem,
x2 = 2b2 + 2c2 − a2, (5.1)
y2 = 2a2 + 2c2 − b2,
z2 = 2a2 + 2b2 − c2,
so ergibt sich ein ganzzahliges Sechseck in allgemeiner Lage. Fu¨r Details bzw.























































Abbildung 5.9: Sechseck aus sechs Kopien eines Dreiecks.
Wir mo¨chten erwa¨hnen, dass die zwei kleinsten ganzzahligen Sechsecke in allge-
meiner Lage aus dieser Konstruktion hervorgehen. Um die ganzzahligen Lo¨sungen
von Gleichungssystem 5.1 systematisch zu bestimmen, durchla¨uft man geschick-
ter Weise alle 1 ≤ a ≤ d, a2 < b < a und bestimmt x, y aus der Differenz der
ersten beiden Gleichungen,
(y − x)(y + x) = 3(a− b)(a+ b).
Die zwei restlichen Variablen c und z lassen sich nun leicht bestimmen. Berechnet
man die Primfaktorzerlegungen der Zahlen kleiner 2d vor und durchla¨uft die Teiler
von 3(a − b)(a + b) geschickt, siehe Abschnitt B.2, so ergibt sich ein Algorith-






. Um ein paar mehr Beispiele primitiver
ganzzahliger Sechsecke in allgemeiner Lage zu erhalten, haben wir den beschrie-
benen Algorithmus mit d = 50.000 rechnen lassen. Wir mo¨chten erwa¨hnen, dass
Parameterlo¨sungen von Gleichungssystem 5.1 schon Euler bekannt waren [35],
diese aber zu astronomisch großen Werten von a, b, c, x und y fu¨hren.
Eine zweite Konstruktion aus [87] fu¨gt an ein gleichseitiges Dreieck an jede
Seite ein a¨quivalentes Dreieck , wie in Abbildung 5.10 dargestellt, an. Diese Kon-
struktion kann auch als zyklisches Antragen von Vierecken beschrieben werden.




















































Abbildung 5.10: Sechseck aus dreimal zyklisch angetragenen Vierecken.
In [87] wurde weiterhin ein Gleichungssystem fu¨r derartige Sechsecke angege-
ben und die kleinste Mo¨glichkeit bestimmt. Wir haben sie in Abbildung 5.11 dar-
gestellt und bemerken, dass es kein weiteres primitives derartiges Beispiel mit



















Abbildung 5.11: Kleinstes ganzzahliges Sechseck aus dreimal zyklisch angetrage-
nen Vierecken.
Wir haben diese zwei und weitere in der Literatur beschriebene explizite Kon-
struktionsverfahren fu¨r ganzzahlige Sechsecke in allgemeiner Lage benutzt, um
mo¨glichst viele Beispiele zu finden. Mit Hilfe von Algorithmus 6.1.1 haben wir
versucht jeweils einen weiteren ganzzahligen Punkt zu finden. Leider blieb unsere
Suche nach einem ganzzahligen Siebeneck in allgemeiner Lage bisher erfolglos.




Aufgrund des Beweises des Satzes von Erdo˝s und Anning (Satz 1.1.1) bzw. seiner
Verallgemeinerung auf den Em, gibt es ganzzahlige Punktmengen P , fu¨r die es
keinen Punkt x gibt, so dass die um x erweiterte Punktmenge P ∪ {x} weiterhin
ganzzahlig ist. Derartige Punktmengen wollen wir maximal oder nicht erweiter-
bar nennen.
Maximale ganzzahlige Punktmengen wurden, fu¨r den Spezialfall von planaren
n-Clustern, also ganzzahligen planaren Punktmengen, die in ein kartesisches ganz-
zahliges Gitter eingebetet werden ko¨nnen, in [37, 38, 39] betrachtet. Die Autoren
haben zwar Beispiele von Punktmengen angegeben, von denen sie vermutet ha-
ben, dass sie maximal sind, konnten aber keinen Beweis angeben. Im na¨chsten
Abschnitt wollen wir nun einen Algorithmus angeben, mit dem man maximale
ganzzahlige Punktmengen in beliebigen Dimensionen m bestimmen kann.
6.1 Ein Algorithmus zur Bestimmung
maximaler ganzzahliger Punktmengen
Wir gehen von einem ganzzahligen m-dimensionalen Simplex S in Em aus und
fragen uns, ob er bereits maximal ist, oder wie wir ihn zu einer maximalen Punkt-
menge erweitern ko¨nnen. Zuna¨chst bestimmen wir eine endliche Menge E von
mo¨glichen Erweiterungspunkten Q.
Bezeichnen wir die Punkte von S fu¨r 0 ≤ i ≤ m mit Pi, und setzen eine
Koordinatendarstellung Pi = (x0,i, . . . , xm−1,i) voraus, so gilt fu¨r einen weiteren
Punkt Q = (x˜0, . . . , x˜m−1) im Em mit paarweise ganzzahligen Absta¨nden zu den
Pi nach Satz 1.1.1 das Gleichungssystem
P0Q− PmQ = δ0
. . .
Pm−1Q− PmQ = δm−1,
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wobei die δi ganze Zahlen zwischen −PiPm und PiPm sind. Unter Verwendung
der Koordinatendarstellung la¨sst es sich umformulieren zu
√√√√m−1∑
j=0
(xj,0 − x˜j)2 −
√√√√m−1∑
j=0
(xj,m − x˜j)2 = δ0
. . .√√√√m−1∑
j=0
(xj,m−1 − x˜j)2 −
√√√√m−1∑
j=0
(xj,m − x˜j)2 = δm−1.
Nach Trennen der Wurzelausdru¨cke, Quadrieren und Ersetzen von√∑m−1
j=0 (xj,m − x˜j)2 durch x˜m erhalten wir
m−1∑
j=0















x2j,0 − x2j,m + 2(xj,m − xj,0)x˜j





x2j,m−1 − x2j,m + 2(xj,m − xj,m−1)x˜j
]− 2δm−1x˜m − δ2m−1 = 0
ein lineares Gleichungssystem der Form Ax˜− b = 0. Da der Simplex S per Defi-
nition nicht entartet ist, sind die Zeilen von A linear unabha¨ngig. Falls nun δi = 0
fu¨r alle 0 ≤ i ≤ m − 1 gilt, so gibt es folglich eine eindeutige Lo¨sung des Glei-
chungssystems. Ansonsten gibt es einen Index j mit δj 6= 0 und der Lo¨sungsraum
ist eindimensional. In diesem Fall dru¨cken wir die Variablen x˜i linear durch x˜0 aus
und setzen dies in eine Zeile j des obigen Gleichungssystems ein, wobei wir x˜m
wieder durch
√∑m−1
j=0 (xj,m − x˜j)2 ersetzen. Nach einer weiteren Umformung
erha¨lt man eine quadratische Gleichung in x0 und somit keine, eine oder zwei
Lo¨sungen fu¨r das urspru¨ngliche Gleichungssystem. Zur Sicherheit kann man die
gefundenen Lo¨sungen noch mal durch Einsetzen verifizieren.
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In Kurzform ko¨nnen wir die Bestimmung der Menge E wie folgt formulieren.
6.1.1 Algorithmus (Erweiterungsmenge)
Eingabe: ganzzahliges Simplex S




Durchlaufe alle mo¨glichen Werte fu¨r die δi
Lo¨se das zugeho¨rige Gleichungssystem
Fu¨ge die Lo¨sungen zu E hinzu, die zu allen Eckpunkten
von S positive ganzzahlige Absta¨nde besitzen
end
Bildet man nun mit den Punkten von E einen Graphen G, bei dem zwischen
zwei Knoten genau dann eine Kante existiert, wenn der Abstand zwischen den
zugeho¨rigen Punkten ganzzahlig ist, so entsprechen die maximalen ganzzahligen
Punktmengen genau den Cliquen von G. Fu¨r die Cliquensuche verweisen wir auf
Abschnitt 5.4. Dort haben wir ebenfalls ganzzahlige Punktmengen konstruiert, in-
dem wir Cliquen in einem Graphen G(∆) gesucht haben. Zur Bestimmung der
Knoten von G(∆) hatten wir dabei ordnungstreues Erzeugen verwendet. Theore-
tisch ko¨nnten wir die Knoten auch mit Algorithmus 6.1.1 bestimmen. Da seine
Komplexita¨t aber Ω(diam(S)m) betra¨gt, ist er dafu¨r nicht geeignet.
6.2 Beispiele maximaler Punktmengen
Die zwei Beispiele von maximalen Punktmengen aus [37] sind in Abbildung
6.1 dargestellt. Mit Hilfe von Algorithmus 6.1.1 kann man leicht zeigen, dass
es jeweils in der Ebene keinen weiteren Punkt Q mit paarweise ganzzahligen
Absta¨nden gibt [98].
In [38] wurde die Frage gestellt, ob es ganzzahlige Dreiecke mit ganzzahligen
Koordinaten gibt, die nicht mehr erweiterbar sind. Da jedes ganzzahlige Dreieck
mit ganzzahligen Koordinaten Charakteristik 1 hat und es fu¨r jedes ganzzahlige
Dreieck mit Charakteristik 1 eine Einbettung in ein ganzzahliges kartesisches Git-
ter gibt, betrachten wir das Problem losgelo¨st von einer speziellen Koordinaten-
darstellung. Ein Durchlauf der Dreiecke mit Charakteristik 1 und der Test auf Er-
weiterbarkeit mit Hilfe von Algorithmus 6.1.1 liefert sieben maximale Dreiecke






Abbildung 6.1: Zwei Beispiele maximaler Punktmengen.
mit Durchmesser kleiner 5.000,
(2.066, 1.803, 505), (2.549, 2.307, 1.492), (3.796, 2.787, 2.165),
(4.083, 2.425, 1.706), (4.426, 2.807, 1.745), (4.801, 2.593, 2.210)
und (4.920, 4.177, 985).
Darstellungen in ganzzahligen Koordinaten wa¨ren z.B. 0 02.030 −384
1.653 −720
 ,
 0 02.451 −700
1.443 −1.800
 ,
 0 03.404 −1.680
2.760 387
 ,
 0 03.720 −1.683
2.064 −1.273
 ,
 0 04.410 −376
2.793 280
 ,




 0 04.488 −2.016
4.015 −1.152
 .
Fragt man nach maximalen ganzzahligen Tetraedern, die sich in ein ganzzahli-
ges Gitter einbetten lassen, so stellt man fest, dass es hiervon recht viele gibt, z.B.






. Fordern wir zusa¨tzlich, dass die
Tetraeder heronsch sein sollen, also ein ganzzahliges Volumen, Seitenfla¨chen mit
ganzzahliger Fla¨che und ganzzahlige Seitenla¨ngen besitzen soll, siehe auch [22],
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so sind die kleinsten maximalen derartigen Tetraeder gegeben durch die Koordi-
naten 396 132 99288 −84 0
176 0 0
 ,
 432 144 108336 −48 20
297 0 0
 ,
 528 396 121468 204 −423
144 108 −135
 ,
 540 180 135336 252 0
400 0 0
 ,
 624 468 0648 360 −189
660 264 −77
 ,
 672 104 0672 0 0
600 0 135
 ,
 672 104 0672 −104 0
600 0 135
 ,
 672 153 104672 0 104
672 0 0
 ,
 672 153 104672 −153 104
672 0 0
 ,
 704 528 84704 528 −84
616 363 0
 ,
 756 435 308756 −45 108
756 0 0
 ,
 756 520 117756 0 117
756 0 0
 ,
 756 525 92756 45 −108
756 0 0
 ,
 768 224 0756 108 −45
600 0 0
 ,
 792 264 198576 −168 0
352 0 0
 ,
wobei wir die Koordinaten des ersten Punktes als (0, 0, 0) gewa¨hlt und aus Platz-
gru¨nden weggelassen haben.
Die Ganzzahligkeit der Koordinaten spielt fu¨r Algorithmus 6.1.1 keine Rolle
und wurde nur wegen der ungelo¨sten Probleme in [37, 38, 39] betrachtet. Nun
lassen wir diese Bedingung wieder fallen und fragen nach dem minimalem Durch-
messer eines m-dimensionalen maximalen Simplex. Das folgende Lemma kla¨rt
die Situation vollsta¨ndig. Fu¨r m ≥ 2 betra¨gt der minimale Durchmesser 1 und fu¨r
m = 1 gibt es keine maximalen ganzzahligen Punktmengen.
6.2.1 Lemma Das m-dimensionale Simplex S bestehend aus lauter Einheits-
absta¨nden ist fu¨r m ≥ 2 maximal.
Beweis. Wir betrachten einen Punkt Q mit ganzzahligen Absta¨nden zu den Ecken
von S . Aufgrund der Dreiecksungleichung ko¨nnen die Absta¨nde des Punktes Q,
nach geeigneter Wahl von x, nur die Werte x bzw. x+1 annehmen. Die Ha¨ufigkeit
von Abstand x bezeichnen wir mit i und die Ha¨ufigkeit von Abstand x + 1 mit j.
Fu¨r die Cayley-Menger-Determinante C(S ∪Q) der Punktmenge S ∪Q zeigt man
leicht per Induktion,
C(S ∪Q) = (−1)i+j [(4ij − 2i− 2j)x2 + 4(i− 1)jx+ ij + i− 1− j] .
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Nach Lemma 2.1.2 muss dieser Ausdruck gleich Null sein. Fu¨r min(i, j) ≥ 2 ist
jedoch die Diskriminante
8(i+ j)(i+ j − ij − 1)
dieser in x quadratischen Gleichung negativ, es existiert also keine reelle und somit
keine ganzzahlige Lo¨sung. Fu¨r i = 1 ist x = 0 und fu¨r j = 1 ist x = −1 eine
doppelte Nullstelle. Da wir o.E. i ≥ 1 annehmen ko¨nnen, bleibt somit nur der Fall









Fu¨r eine Punktmenge P bezeichnen wir die Menge
Aut(P) = {σ ∈ Sn | δ(i, j) = δ(σ(i), σ(j)) ∀ 0 ≤ i < j < n}
als Automorphismengruppe von P . Wir untersuchen in diesem Kapitel die Au-
tomorphismengruppen von ganzzahligen Punktmengen, da wir im na¨chsten Ka-
pitel sehen werden, dass die Ordnung von Aut(P) einen großen Einfluss auf die
Wahl eines schnellen Kanonizita¨tstests hat. Eine ha¨ufig verwendete Technik bei
der Konstruktion diskreter Strukturen ist das Vorschreiben einer Untergruppe U
der Automorphismengruppe, siehe z.B. [15, 20, 77, 86, 154]. D.h. man konstru-
iert nur noch Objekte deren Automorphismengruppe U als Untergruppe entha¨lt.
Motivation hierfu¨r ist, dass die interessanten Objekte ha¨ufig eine große Automor-
phismengruppe besitzen und die Konstruktion dieser speziellen Objekte schneller
geht als die vollsta¨ndige Konstruktion. Somit gibt es ein prinzipielles Interesse an
den mo¨glichen Automorphismengruppen diskreter Strukturen. Wir werden in den
folgenden Abschnitten die Automorphismengruppen von ganzzahligen Punktmen-
gen im zwei- und im dreidimensionalen euklidischen Raum klassifizieren, eine
Datenstruktur fu¨r Gruppen aus der Literatur zitieren und einen Algorithmus zur
Berechnung der Automorphismengruppe einer Punktmenge beschreiben.
¨Uber die Automorphismengruppen von Punktmengen bzw. Kristallen, ohne die
Bedingung der Ganzzahligkeit, gibt es viel Literatur, z.B. [126, 155, 156], auf
die wir uns im Folgenden beziehen. Anstatt sich auf die Permutationsgruppen der
Punkte von P zu beschra¨nken, ist es nu¨tzlicher, la¨ngen- und winkeltreue Abbil-
dungen des Euklidischen Raumes, sogenannte Isometrien, zu betrachten. Dies sind
Spiegelungen an einer Hyperebene, Drehungen um einen Punkt bzw. Kombinatio-
nen davon. Die Fortsetzung der anfangs definierten Permutationsgruppe Aut(P)
als Untergruppe der Isometrien bezeichnen wir als Aut(P).
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7.1 Automorphismengruppen im zwei- und
dreidimensionalen Raum
Die Automorphismengruppen von planaren Punktmengen sind (siehe z.B. [156])
Untergruppen der Diedergruppe Dr, also der Automorphismengruppe eines re-
gelma¨ßigen r-Ecks. Nehmen wir die Nebenbedingung der paarweise ganzzahligen
Absta¨nde wieder hinzu, so gilt folgendes Lemma.
7.1.1 Lemma Die mo¨glichen Automorphismengruppen von ganzzahligen plana-
ren Punktmengen sind id, Z2, D2 ' Z2 × Z2, Z3 und D3 ' S3.
Beweis. Betrachten wir zuna¨chst ein Element g ∈ Aut(P) der Ordnung r ≥ 3
und einen Punkt Q aus P . Wenden wir nun g wiederholt auf Q an, so ergibt sich
ein regelma¨ßiges r-Eck R. Fu¨r die drei aufeinanderfolgenden Ecken Q0 = Q,









Mit Hilfe von Lemma 1.1.3 folgt somit r = 3 und es bleiben nur die aufgelisteten
Gruppen als Mo¨glichkeiten u¨brig. ¤
Die ersten drei in Abbildung 5.1 dargestellten ganzzahligen planaren Punkt-
mengen besitzen D3, id bzw. Z2 als Automorphismengruppe. Fu¨r D3 und id sind
dies auch Beispiele mit minimalem Durchmesser. Die ganzzahlige planare Punkt-
menge mit minimalem Durchmesser und Z2 als Automorphismengruppe ist ein
Dreieck mit den Seitenla¨ngen 2, 2 und 1. Fu¨r Z3 als Automorphismengruppe ist
die ganzzahlige planare Punktmenge mit minimalem Durchmesser in Abbildung
5.11 dargestellt. Außer diesem Beispiel ist bisher keine weitere primitive derarti-
ge Punktmenge bekannt. Fu¨r D2 als Automorphismengruppe ist die ganzzahlige
planare Punktmenge mit minimalem Durchmesser durch die vier Eckpunkte eines
Rechtecks mit den Seitenla¨ngen 3 und 4 gegeben.
Aus der Kenntnis von Aut(P) ergeben sich eine Reihe von Einschra¨nkungen
an die Anzahl der Punkte bzw. die Charakteristik der Punktmenge.
7.1.2 Lemma Fu¨r eine ganzzahlige planare Punktmenge P gilt
Aut(P) = id ⇒ n ≥ 3,
Aut(P) = Z2 ⇒ n ≥ 3,
Aut(P) = D2 ⇒ n ≥ 4,
Aut(P) = Z3 ⇒ n ≥ 6, n ≡ 0 mod 3, char(P) = 3 und
Aut(P) = D3 ⇒ n = 3, char(P) = 3.
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Beweis. Die Anzahl n der Punkte einer planaren Punktmenge betra¨gt wegen unse-
rer Definition der Dimension mindestens 3. Da Aut(P) eine Untergruppe der Sn
sein muss, besitzt eine Punktmenge mit Aut(P) = D2 mindestens 4 Punkte. Ist
g ∈ Aut(P) ein Element der Ordnung 3, so entha¨lt P ein gleichseitiges Dreieck
R und besitzt somit die Charakteristik 3. Das Element g entspricht einer Drehung
von 23pi um den Schwerpunkt O von R. Da O der einzige Fixpunkt von g ist, aber
keine ganzzahligen Absta¨nde zu den Eckpunkten von R besitzt, muss jeder Punkt
von P auf einem gleichseitigen Dreieck liegen und somit n durch 3 teilbar sein.
Ein gleichseitiges Dreieck besitzt die D3 als Automorphismengruppe und somit
gilt n ≥ 6 fu¨r Aut(P) = Z3. Nehmen wir nun an, dass es eine ganzzahlige pla-
nare Punktmenge P mit n ≥ 6 und Aut(P) = D3 gibt. Sei g ∈ Aut(P) wieder
ein Element der Ordnung 3. Da die Punkte von P auf n3 gleichseitigen Dreiecken
liegen, ko¨nnen wir sie so bezeichnen, dass das i-te gleichseitige Dreieck die Punk-
te Qi,0, Qi,1 = gQi,0 und Qi,2 = g2Qi,0 als Eckpunkte besitzt. Betrachten wir g
nun als Permutation g, in Zykelschreibweise, auf den n Punkten, so besteht es aus
n
3 Zyklen der La¨nge 3. Sei nun h ∈ Aut(P) ein Element der Ordnung 2 und h
die zugeho¨rige Permutation in Zykelschreibweise. Man kann sich u¨berlegen, dass
h aus n3 Zyklen der La¨nge 2 bestehen muss, weil sonst g und h zusammen keine
zur D3 isomorphe Gruppe erzeugen. Somit sind n3 Punkte von P Fixpunkte von h
bzw. h. Da h als Element der Ordnung 2 eine Spiegelung ist, liegen diese Punkte,
o.E. Qi,0, zusammen mit dem Schwerpunkt O eines gleichseitigen Dreiecks auf
einer Geraden, siehe Abbildung 7.1. Fu¨r zwei unterschiedliche gleichseitige Drei-
ecke i und j gilt Qi,2Qi,0, Qj,2Qj,0 ∈ N und OQi,0OQj,0 ∈ Q
√
3. Somit kann






Abbildung 7.1: Planare Punktmenge mit D3 als Automorphismengruppe.
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Die Automorphismengruppen von dreidimensionalen Punktmengen sind, sie-
he z.B. [156], Untergruppen der Diedergruppe Dr (Pyramiden und Bipyrami-
den), Dr × Z2 (gerade Prismen und Bipyramiden) und Untergruppen der Auto-
morphismengruppen der fu¨nf platonischen Ko¨rper. Da nicht alle Absta¨nde eines
Wu¨rfels, Oktaeders, Dodekaeders bzw. Ikosaeders ganzzahlig sein ko¨nnen, folgt
mit Lemma 7.1.1 eine Charakterisierung der mo¨glichen Automorphismengruppen
von ganzzahligen dreidimensionalen Punktmengen.
7.1.3 Lemma Fu¨r eine ganzzahlige 3-dimensionale Punktmenge P gilt
Aut(P) ∈ {id,Z2,Z22,Z32,Z3,Z6, S3, S3 × Z2, A4, S4}.
Fu¨r ho¨here Dimensionen ko¨nnen wir nur erwa¨hnen, dass das ganzzahlige m-
dimensionale Simplex S mit gleich langen Seiten die symmetrische Gruppe Sm+1
als Automorphismengruppe hat, die Ordnung der Automorphismengruppe also ex-
ponentiell in m sein kann.
7.2 Datenstrukturen fu¨r Gruppen
Da die Ordnung der Automorphismengruppe einer ganzzahligenm-dimensionalen
Punktmenge u.U. sehr groß sein kann, wir sie aber mit dem PC bearbeiten wollen,
beno¨tigen wir eine geeignete Datenstruktur fu¨r Gruppen. Wir benutzen in dieser
Arbeit Stabilisatorketten [160] und Labelled Branchings [29, 79], da diese Da-
tenstrukturen nur einen, in der Anzahl n der Punkte einer Punktmenge, polyno-
mialen Speicherbedarf haben und die zugeho¨rigen Algorithmen nur eine in n po-
lynomiale Rechenzeit beno¨tigen. Fu¨r Details verweisen wir auf die Literatur, z.B.
[78, 111, 113].
7.3 Iterierte Klassifizierung
In Abschnitt 7.1 haben wir beschrieben, welche Gruppen als Automorphismen-
gruppen von zwei- oder dreidimensionalen Punktmengen auftreten ko¨nnen. Doch
wie bestimmt man nun die Automorphismengruppe einer gegebenen Punktmen-
ge? Eines der schnellsten Programme zur Bestimmung der Automorphismengrup-
pe von Graphen ist, nach eigener Aussage, NAUTY [115] von Brendan McKay. Es
beruht auf dem Prinzip der iterierten Klassifizierung [116]. Da wir ganzzahlige
Punktmengen als kantenbewertete Graphen betrachten ko¨nnen lassen sich die Me-
thoden leicht u¨bertragen. Fu¨r unseren Spezialfall wollen wir die Methode kurz an
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einem Beispiel erla¨utern, verweisen aber fu¨r den allgemeinen Fall bzw. fu¨r eine










0 4 4 2
4 0 2 4
4 2 0 3
2 4 3 0

Abbildung 7.2: Nummerierte ganzzahlige planare Punktmenge mit zugeho¨riger
Abstandsmatrix.
In Abbildung 7.2 haben wir eine ganzzahlige Punktmenge P abgebildet, bei der
wir die Knoten nummeriert haben. Unser Objekt besteht aus den Knoten 0, 1, 2, 3
und den bewerteten Kanten zwischen je zwei Knoten. Wir wollen hier abku¨rzend
die Kanten zwischen Knoten i und Knoten j mit ij bezeichnen. Bei der iterierten
Klassifizierung werden die Knoten und die Kanten in Klassen eingeteilt. Diese
Einteilung bezeichnen wir mit CV bzw. CE . Als Startbelegung klassifizieren wir
nur die Kanten abfallend nach ihrer Bewertung,
CV = ({0, 1, 2, 3}) und CE = ({01, 02, 13}, {23}, {03, 12}).
Nun versuchen wir abwechselnd die Knoten- und die Kantenklassen zu verfei-
nern. Da jede Kante aus zwei Knoten besteht, ko¨nnen wir zu jedem Knoten v einen
Ha¨ufigkeitsvektor h(v) bilden, der angibt wie oft v in den Kanten der Klassen
von CE enthalten ist. In unserem Beispiel gilt h(0) = (2, 0, 1), h(1) = (2, 0, 1),
h(2) = (1, 1, 1) und h(3) = (1, 1, 1). Nun verfeinern wir jede Knotenklasse von
CV , indem wir die Knoten lexikographisch abfallend nach h in feinere Klassen
einteilen. Dies ergibt
CV = ({0, 1}, {2, 3}).
Analog ko¨nnen wir auch die Kantenklassen verfeinern, indem wir za¨hlen, wie
viele Knoten aus den einzelnen Knotenklassen in einer bestimmten Kante ent-
halten sind: h(01) = (2, 0), h(02) = (1, 1), h(13) = (1, 1), h(23) = (0, 2),
h(03) = (1, 1) und h(12) = (1, 1). Dies fu¨hrt zu
CE = ({01}, {02, 13}, {23}, {03, 12}).
Der Versuch erneut die Knotenklassen zu verfeinern bringt keine Vera¨nderung. In
diesem Fall wa¨hlt man, nach irgendeiner festgelegten Regel, eine Knotenklasse
aus und zeichnet einen Knoten aus, d.h. man steckt ihn in eine eigene Klasse.
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Dies tut man auf jede mo¨gliche Art und Weise. In unserem Beispiel erhalten wir
zwei Fa¨lle, wenn wir die erste Knotenklasse gewa¨hlt haben,
CV = ({0}, {1}, {2, 3}) und CV = ({1}, {0}, {2, 3}).
Verfeinert man nun wieder, so endet man bei
CV0 = ({0}, {1}, {2}, {3}) bzw. CV1 = ({1}, {0}, {3}, {2}).
Allgemein erha¨lt man eine Liste von mo¨glichen EinteilungenCVi in einelementige
Klassen. Betrachtet man nun zwei Abstandsmatrizen gema¨ß der zu CVi bzw. CVj
zugeho¨rigen Nummerierung, so kann man entscheiden, ob die Matrizen u¨berein-
stimmen oder nicht. Im ersten Fall ist durch die Abbildung von CVi nach CVj ein
Automorphismus der Punktmenge, von der wir urspru¨nglich ausgegangen sind,
gegeben. Es la¨sst sich zeigen, dass wir jeden Automorphismus auf diese Weise
finden ko¨nnen. Hier gilt Aut(P) = {id, (0, 1)(2, 3)}.
Benutzt man die Information gefundener Automorphismen geeignet, siehe z.B.
[116], so muss man nicht alle Automorphismen explizit auflisten und es entsteht
ein in der Praxis sehr schneller Algorithmus. Es gibt jedoch Beispiele, bei denen
exponentieller Aufwand entsteht [121].
Da der Algorithmus aber fu¨r die meisten Fa¨lle sehr schnell ist und eine kano-
nische Nummerierung der Punkte einer Punktmenge liefert, wu¨rden wir ihn gerne
fu¨r den Kanonizita¨tstest einsetzen. Das folgende Beispiel zeigt allerdings, dass
wir, mit unserer Wahl von Γ, die iterierte Klassifizierung nicht in dieser Form ver-
wenden ko¨nnen. Zum Zwecke gro¨ßerer Allgemeinheit geben wir ein Beispiel fu¨r
Graphen anstatt fu¨r ganzzahlige Punktmengen an, bei dem Bedingung 3.A’ verletzt
und somit das ordnungstreue Erzeugen nicht anwendbar ist.
7.3.1 Beispiel Betrachten wir folgende Adjazenzmatrix eines Graphen G

0 1 1 0 1 1
1 0 1 1 0 0
1 1 0 1 0 0
0 1 1 0 0 0
1 0 0 0 0 0
















so stellen wir fest, dass sie kanonisch bezu¨glich der iterierten Klassifizierung ist.
Der erste Klassifizierungsschritt ergibt na¨mlich fu¨r die Ecken von G die Einteilung
({0}, {1, 2}, {3}, {4, 5})
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und die Permutationen (1, 2) und (4, 5) sind Elemente der Automorphismengruppe
von G.
Entfernt man nun Knoten 5 aus G, so ergibt sich nach drei Klassifizierungs-
schritten die Einteilung der Ecken zu
({1, 2}, {0}, {3}, {4}).
Man rechnet leicht nach, dass fu¨r jede der beiden mo¨glichen Nummerierungen
Bedingung 3.A’ verletzt ist. ¦
Die Betrachtungen in [56] zum Zusammenhang zwischen iterierter Klassifizie-
rung und ordnungstreuer Erzeugung lassen uns hoffen, die iterierte Klassifizierung
in Zukunft doch noch so zu modifizieren, dass wir sie fu¨r unsere Zwecke nutzen
ko¨nnen.
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8 Der Kanonizita¨tstest
Beim ordnungstreuen Erzeugen muss jedes Mal, wenn ein neues ObjektO erzeugt
wurde, getestet werden, ob O kanonisch, semi-kanonisch oder nichts von beidem
ist. Eine Mo¨glichkeit diese Entscheidung zu treffen besteht darin, den kanonischen
Repra¨sentanten der Isomorphieklasse von O zu bestimmen und ihn mit O zu ver-
gleichen. Die Bestimmung des kanonischen Repra¨sentanten bezeichnet man auch
als Kanonisierung. In unserer Situation brauchen wir O nicht zu kanonisieren
sondern nur auf Kanonizita¨t zu testen. Oftmals ko¨nnen wir aus diesem kleinen
Unterschied nicht wirklich Vorteile ziehen, so dass das erste Verfahren, das wir
vorstellen, auch kanonisiert.
Die einfachste Mo¨glichkeit,O zu kanonisieren ist, alle Nummerierungen σ von
O zu durchlaufen und den maximalen Wert σ(O) auszuwa¨hlen. Da es fu¨r Punkt-
mengen P aus n Punkten n! Nummerierungen σ gibt, ist dieses Vorgehen nur fu¨r
eine sehr kleine Anzahl von Punkten praktikabel.
In den folgenden zwei Abschnitten werden wir Methoden kennen lernen, mit
denen man die Kandidatenmenge, dies ist die Menge der Nummerierungen σ,
die ausprobiert werden mu¨ssen, reduzieren kann. Hierbei beschra¨nken wir unsere
Betrachtungen der Einfachheit halber zuna¨chst auf die Entscheidung kanonisch
oder nicht kanonisch (lassen also den Fall semi-kanonisch aus).
Die vorgestellten Techniken nutzen die Einschra¨nkungen durch die Geometrie
des Em nicht explizit aus. Fu¨r derartige Untersuchungen verweisen wir auf die
Literatur, siehe z.B. [18, 19, 84].
8.1 Der Lerneffekt
Der Vergleich von O mit σ(O) hat drei mo¨gliche Ausga¨nge, O{≺,=,Â}σ(O).
Diese Information kann man nutzen, um die Kandidatenmenge zu reduzieren, oder
in den Worten von Grund [52]:
Man kann etwas lernen!
Falls O ≺ σ(O) kann O nicht kanonisch sein, da es ein gro¨ßeres Objekt in
seiner Nebenklasse gibt und wir ko¨nnen den Kanonizita¨tstest sofort beenden. Im
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Fall O Â σ(O) ko¨nnen wir ha¨ufig mit σ auch noch weitere Nummerierungen aus
der Kandidatenmenge streichen.
8.1.1 Beispiel Betrachten wir die Abstandsmatrix
∆(P, id) =

0 4 4 3
4 0 2 2
4 2 0 1
3 2 1 0

und den zugeho¨rigen Vektor τ(∆(P, id)) = (4, 4, 3, 2, 2, 1), siehe Abschnitt
2.2. Fu¨r die Nummerierung σ = (0 2)(1 3) = [2, 3, 0, 1] gilt τ(∆(P, σ)) =
(1, 4, 2, 3, 2, 4). Vergleichen wir die zwei Vektoren, so stellen wir fest, dass sie
sich schon in der vordersten Stelle unterscheiden. Da hierfu¨r die ersten zwei Punk-
te der Anordnung σ verantwortlich sind, ko¨nnen wir alle Anordnungen der Form
[2, 3, ?, ?] bzw. aus Symmetriegru¨nden auch alle Anordnungen der Form [3, 2, ?, ?]
aus der Kandidatenmenge streichen. ¦
Um die Kandidatenmenge nicht im Speicher halten zu mu¨ssen, wollen wir die
Anordnungen in lexikographischer Ordnung ordnungstreu durchlaufen. Hierfu¨r
nehmen wir eine Funktion next(σ, p), die zu einer Anordnung σ einen Nachfol-
ger bestimmt, als gegeben an. Hierbei soll p die Position bezeichnen, an der sich
die Anordnung a¨ndern muss. Fu¨r die Bestimmung von p benutzen wir eine Lern-
funktion, z.B. die in Beispiel 8.1.1 angedeutete Lernfunktion:
8.1.2 Algorithmus (Einfaches Lernen)
Eingabe: δ, σ, n
Ausgabe: p
begin
for i from 1 to n− 1 do
for j from 0 to i− 1 do





Durchlaufen wir nun die Kandidatenmenge der Abstandsmatrix aus Beispiel
8.1.1 mit Hilfe von Algorithmus 8.1.2 als Lernfunktion, so mu¨ssen wir nur 16 an-
statt 4! = 24 Kandidaten testen. Fu¨r die planare Punktmenge P2,9 mit minimalem
Durchmesser aus 9 Punkten, siehe Abschnitt 5.1, sind nur 114 anstatt 9! = 362.880
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Kandidaten zu testen. Diese Reduktion scheint schon ganz gut zu sein, aber es la¨sst
sich zeigen, dass mit Algorithmus 8.1.2 als Lernfunktion immer mindestens o(n2)
Kandidaten durchlaufen werden, und falls alle Absta¨nde identisch sind, sogar n!
Kandidaten getestet werden mu¨ssen.
Allgemein muss bei dem eben beschriebenen Backtrackverfahren immer min-
destens die ganze Automorphismengruppe durchlaufen werden. Nach Lemma
7.1.1 stellt dies fu¨r planare Punktmengen noch kein Problem dar, da diese sehr
kleine Automorphismengruppen besitzen. Fu¨r den planaren Fall haben wir auch
diesen einfachen Backtrackalgorithmus, mit leichten Modifikationen, verwendet.
Bei steigender Dimension m kann die Ordnung der Automorphismengruppe aller-
dings, wie bereits erwa¨hnt, bis zu (m+1)! betragen. Im na¨chsten Abschnitt werden
wir zeigen, wie man den Durchlauf der kompletten Automorphismengruppe beim
Backtracking vermeiden kann.
Eine weitere Idee zur Verbesserung der Backtrackverfahren kann man aus den
entsprechenden Verfahren in der diskreten Optimierung u¨bernehmen, die Verwen-
dung von oberen Schranken.
Die Endknoten im Backtrackbaum entsprechen jeweils einer Nummerierung
bzw. Permutation σ =
(
0 . . . n− 1
p0 . . . pn−1
)
der n Knoten einer Punktmenge
P . Zu jeder Permutation σ bezeichnen wir die zugeho¨rige Abstandsmatrix mit
∆(P, σ), siehe Abschnitt 2.1. Bei den inneren Knoten im Backtrackbaum sind
noch nicht alle Werte der pi bekannt und wir sprechen von einer unvollsta¨ndigen
Permutation σ˜ =
(
0 . . . r − 1 r . . . n− 1
p0 . . . pr−1 ? . . . ?
)
, wobei die ? bedeuten
sollen, dass diese Werte noch nicht festgelegt sind. Die Menge der Endknoten die




0 . . . n− 1
p′0 . . . p
′
n−1
) ∣∣∣p′i = pi ∀ 0 ≤ i < r} ,
wobei wir fu¨r σ˜ obige Bezeichnungen voraussetzen. Eine Abbildung f , die eine
unvollsta¨ndige Permutation σ˜ auf eine Abstandsmatrix ∆′ von P abbildet, be-
zeichnen wir als obere-Schranken-Abbildung, falls fu¨r alle unvollsta¨ndigen Per-
mutationen σ˜
∀σ ∈ F(σ˜) : ∆(P, σ) ≤ f(σ˜)
gilt. Der Vorteil einer solchen Abbildung ist, dass wir in einem zu σ˜ zugeho¨rigen
Knoten im Backtrackbaum nur weiter nach unten gehen mu¨ssen, wenn f(σ˜) >
∆(P, id) gilt.
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Betrachten wir zuna¨chst ein Beispiel fu¨r eine solche obere-Schranken-
Abbildung.
8.1.3 Beispiel Betrachten wir eine Punktmenge P mit Abstandsmatrix
∆(P, id) =

0 9 8 6 5 7
9 0 7 7 9 5
8 7 0 5 7 6
6 7 5 0 5 5
5 9 7 5 0 7
7 5 6 5 7 0

und eine unvollsta¨ndige Permutation σ˜ =
(
0 1 2 3 4 5
0 1 2 ? ? ?
)
. Tragen wir




0 9 8 ? ? ?
9 0 7 ? ? ?
8 7 0 ? ? ?
? ? ? 0 ? ?
? ? ? ? 0 ?
? ? ? ? ? 0
 .
Um nun eine obere Schranke f(σ˜) zu bestimmen, betrachten wir die noch nicht
verwendeten Absta¨nde der ersten Zeile und sortieren sie der Gro¨ße nach abfal-
lend. Dies fu¨hrt zu (7, 6, 5), was wir in dieser Reihenfolge in die erste Zeile von
∆(P, σ˜) auf die freien Pla¨tze (?) schreiben. Entsprechend fu¨r die zweite und drit-
te Zeile. Bei den restlichen drei Zeilen wu¨rde sich (5, 5, 0), (7, 5, 0) und (7, 5, 0)
ergeben. Diese drei Tupel sortieren wir nun auch noch lexikographisch, so dass
die neue Reihenfolge nun (7, 5, 0), (7, 5, 0), (5, 5, 0) lautet. Eintragen der zwei
gro¨ßten Werte des ersten Tupels in die vorvorletzte Zeile und des gro¨ßten Wertes
des zweiten Tupels in die vorletzte Zeile ergibt
0 9 8 7 6 5
0 7 9 7 5





was man noch symmetrisch zu einer vollen Matrix erga¨nzen kann, so dass sich
f(σ˜) ergibt. Es la¨sst sich zeigen, dass das eben skizzierte Verfahren zu einer obere-
Schranken-Abbildung f fu¨hrt. ¦
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Die Nu¨tzlichkeit der obere-Schranken-Abbildung f aus Beispiel 8.1.3 zeigt sich
besonders drastisch bei m-dimensionalen Simplizes S mit gleichen Kantenla¨ngen.
Ohne die Verwendung von f ha¨tte der Backtrackbaum (m + 1)! Endknoten und
mit Verwendung von f ko¨nnen wir in einem Schritt feststellen, dass die Abstands-
matrix ∆(S, id) kanonisch ist.
Da die Reduktion der Kandidatenmenge im Allgemeinen nicht so drastisch ist,
wie bei den Simplizes mit identischen Kantenla¨ngen haben wir die Verwendung
von obere-Schranke-Abbildungen allerdings in der praktischen Implementierung
nicht benutzt.
8.2 Lerneffekte durch gefundene
Automorphismen
Falls fu¨r einen Vergleich O = σ(O) mit einer Permutation σ gilt, so ist σ ein
Automorphismus von O. Diese Information ko¨nnen wir nutzen um die Kandida-
tenmenge zu reduzieren.
Bisher sind wir, fu¨r ein Objekt O auf n Punkten, durch die Permutationen der
Sn gelaufen und haben zusa¨tzlich eine Lernfunktion genutzt, um gewisse Permu-
tationen zu u¨berspringen. Ist Aut(O) die Automorphismengruppe von O so gilt
σ0(O) = σ1(O) fu¨r alle σ0, σ1 ∈ Aut(O). Wir brauchen also nur eine Transver-
sale von Sn/Aut(O) anstelle von Sn zu durchlaufen.
Da wir die Automorphismengruppe von O zuna¨chst noch nicht kennen, starten
wir mit einer Gruppe G = {id} und durchlaufen Sn/G. Jedes Mal wenn wir einen
Automorphismus gefunden haben, fu¨gen wir ihn zu G hinzu, bis G am Ende die
komplette Automorphismengruppe von O entha¨lt. Eine Alternative wa¨re zuna¨chst
die Automorphismengruppe mit einem anderen Verfahren, z.B. der iterierten Klas-
sifizierung, zu berechnen und anschließend direkt Sn/Aut(O) zu durchlaufen.
Fu¨r den Durchlauf von Sn/G setzen wir eine Funktion next(σ, p,G) voraus,
die zu einem Transversalenelement σ von Sn/G den Nachfolger bestimmt, der
sich mindestens an der Stelle p unterscheidet. Fu¨r die Bestimmung von p benutzen
wir eine Lernfunktion learn(σ). Als Lernfunktion ko¨nnen wir eine Variante von
Algorithmus 8.1.2 benutzen. Fu¨r die Nachfolgerfunktion next verweisen wir den
Leser auf eine sehr aktuelle Arbeit [56] von R. Gugisch, in der eine Methode von
D. Knuth [97] unter Verwendung topologischer Sortierungen verallgemeinert und
ausfu¨hrlich beschrieben wird. Wir haben die dort beschriebene Methode nachim-
plementiert und geben an dieser Stelle nur die Laufzeitabscha¨tzung O
(
(n− p)2)
an, wobei p wiederum die Position sein soll, an der sich die u¨bergebene Permuta-
tion a¨ndert.
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Nehmen wir die zwei Funktionen next und learn als gegeben an, so ko¨nnen
wir einen verbesserten Kanonizita¨tstest in Pseudocode angeben. Hierbei soll next
den Ru¨ckgabewert −1 liefern, falls es keinen Nachfolger mehr gibt.
8.2.1 Algorithmus (Kanonizita¨tstest mit Lerneffekten)
Eingabe: nummeriertes Objekt O auf n Punkten, Lernfunktion learn, Nachfol-
gerfunktion next




While next(σ, learn(σ), G) 6= −1 do
if σ(O) Â O then return nicht kanonisch end




Fu¨r die effiziente Verwaltung der Gruppe G verweisen wir auf die in Abschnitt
7.2 angegebene Literatur.
Fu¨r das Konstruktionsprinzip der ordnungstreuen Erzeugung durch Verschmel-
zen kann man Algorithmus 8.2.1 noch weiter verbessern, indem man nicht zwin-
gend mit der Gruppe G = {id} startet. Durch unser Konstruktionsverfahren ent-
steht ein ObjektO immer durch verschmelzen von zwei ObjektenO0 undO1. D.h.
wir ko¨nnen davon ausgehen, dass wir bereits zwei Gruppen G0 ≤ Aut(O0) und
G1 ≤ Aut(O1) kennen. Fu¨r den Schnitt gilt
G0 ∩G1 ≤ Aut(O).
Weiter kann man einzelne Elemente aus G0 bzw. G1 darauf testen ob sie Auto-
morphismen von O sind. Gute Kandidaten ko¨nnten die Elemente von G0 bzw. G1
sein, die den jeweils letzten Punkt von O0 bzw. O1 bewegen. Hier steht allerdings
eine Analyse fu¨r eine gute Heuristik noch aus.
Wir haben bewusst darauf verzichtet G0 = Aut(O0) und G1 = Aut(O1) zu
fordern, um die Speicherung bzw. die Berechnung der Automorphismengruppe im
Konstruktionsprozess bei jedem Objekt einzeln, je nach Bedarf, ein- oder abschal-
ten zu ko¨nnen. Kennen wir z.B. G0 nicht durch den vorangegangenen Konstrukti-
onsschritt, so setzen wir einfach G0 = {id}.
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8.3 Kanonizita¨tstests ohne Testen von
Permutationen
Bisher haben wir immer eine Kandidatenmenge von Permutationen σ durchlaufen,
um dann u¨ber Vergleiche zwischen O und σ(O) herauszufinden, ob O kanonisch
ist oder nicht. Da so ein Vergleich bei einem Objekt O auf n Punkten mit Ω(n2)
relativ teuer ist und die Kandidatenmenge im schlimmsten Fall die Sn sein kann,
haben wir bisher Methoden vorgestellt die Kandidatenmenge zu reduzieren.
In diesem Abschnitt wollen wir nun Kanonizita¨tstests vorstellen, die ohne Ver-
gleiche vonO mit σ(O) auskommen. Der Einfachheit halber beschra¨nken wir uns
nun wieder auf die Abstandsmatrizen von ganzzahligen Punktmengen und betrach-
ten zuna¨chst eine 4× 4 Matrix
∆4 =

0 δ0,1 δ0,2 δ0,3
δ0,1 0 δ1,2 δ1,3
δ0,2 δ1,2 0 δ2,3
δ0,3 δ1,3 δ2,3 0
 .
Ob ∆4 kanonisch ist, ha¨ngt nun nicht von den absoluten Werten der δi,j , son-
dern nur von den Kleiner-, Gro¨ßer- bzw. Gleichheitsbeziehungen zwischen den
Paaren δi,j , δk,l ab. Da die Absta¨nde δi,j total geordnet sind, kann man die Gleich-
bzw. Ungleichheitsbeziehungen durch eine Zuordnung δ0,1 δ0,2 δ1,2 δ0,3 δ1,3 δ2,3↓ ↓ ↓ ↓ ↓ ↓
p0 p1 p2 p3 p4 p5

darstellen, mit der Bedeutung, dass genau p0 Absta¨nde gro¨ßer sind als δ0,1, . . . ,
genau p5 Absta¨nde gro¨ßer sind als δ2,3. Den Vektor (p0, . . . , p5) bezeichnen wir
als Kanonizita¨tsvektor von ∆4, da man anhand dieses Vektors entscheiden kann,
ob ∆4 kanonisch oder nicht (bzw. semi-kanonisch) ist. Der große Vorteil an Kano-
nizita¨tsvektoren ist, dass es hiervon nur endlich viele gibt, unabha¨ngig vom Durch-
messer der Punktmenge. Die Anzahl ganzzahliger Tetraeder, welche ja 4 × 4-
Matrizen sind, mit Durchmesser d hat dagegen die Gro¨ßenordnung Ω(d5) und
wa¨chst mit wachsendem d u¨ber alle Grenzen, siehe Abschnitt 10.1. Allgemein
ko¨nnen wir fu¨r die Kanonizita¨tsvektoren einer n × n-Matrix im voraus berech-
nen, ob sie zu einer kanonischen, semi-kanonischen bzw. weder kanonischen noch
semi-kanonischen Matrix geho¨ren und die Ergebnisse in einer Hashtabelle able-
gen. Um nun eine beliebige symmetrische n × n Matrix ∆n auf Kanonizita¨t zu
testen, brauchen wir dann nur noch ihren Kanonizita¨tsvektor berechnen und in
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der Hashtabelle das Ergebnis nachschlagen. Durch Sortieren der Eintra¨ge von ∆n
ko¨nnen wir den Kanonizita¨tsvektor in O(n2 logn) bestimmen.
Dieses Vorgehen ist allerdings nur fu¨r kleine Werte von n praktikabel, da die
Anzahl der mo¨glichen Kanonizita¨tsvektoren sehr stark ansteigt, siehe Tabelle 8.1.
Mo¨glich soll hier bedeuten, dass die Kanonizita¨tsvektoren bei unserer Konstruk-
tionsmethode der ordnungstreuen Erzeugung durch Verschmelzung auch wirklich
vorkommen ko¨nnen. Fu¨r unsere 4× 4-Matrix ∆4 gilt z.B. δ0,1 ≥ δ0,2 ≥ δ1,2 und
somit p0 ≤ p1 ≤ p2, da das Dreieck ↓∆4 laut unserer Konstruktionsvorschrift
kanonisch sein muss. Weiter setzen wir voraus, dass δ0,1 der gro¨ßte Abstand ist
und somit p0 = 0 gilt.
# Kanonizita¨ts- semi- weder
vektoren kanonisch kanonisch noch
2× 2-Matrizen 1 1 0 0
3× 3-Matrizen 6 4 2 0
4× 4-Matrizen 392 225 73 94
5× 5-Matrizen 2.812.522 856.608 1.923.628 32.286
Tabelle 8.1: Anzahl von Kanonizita¨tsvektoren.
Fu¨r eine 3× 3-Matrix gibt es die folgenden mo¨glichen Kanonizita¨tsvektoren:
(0, 0, 0), (0, 1, 1), (0, 0, 2), (0, 2, 0), (0, 2, 1) und (0, 1, 2).
Hierbei geho¨ren genau die Kanonizita¨tsvektoren (0, 2, 0) und (0, 2, 1) zu semi-
kanonischen und die restlichen zu kanonischen Matrizen. In diesem einfachen Fall
einer 3 × 3-Matrix gibt es einen Trick, wie man, ohne den zugeho¨rigen Kano-
nizita¨tsvektor zu bestimmen, mit einem einzigen Vergleich zweier Absta¨nde ent-
scheiden kann, ob die Matrix kanonisch oder semi-kanonisch ist. Man testet ein-
fach, ob δ0,2 < δ1,2 erfu¨llt ist. Falls ja, ist die Matrix semi-kanonisch, ansonsten
ist sie kanonisch.
Diesen Trick ko¨nnen wir verallgemeinern. Wir betrachten hierzu einen bina¨ren
Entscheidungsbaum, bei dem in jedem Knoten eine Frage der Form δi,j < δk,l,
δi,j = δk,l oder δi,j > δk,l gestellt wird, so lange bis entschieden werden kann,
ob die Matrix kanonisch, semi-kanonisch oder keines von beidem ist. Fu¨r 4 × 4-
Matrizen geben wir den von uns verwendeten Entscheidungsbaum als Algorithmus
an. (D.h. man kann die kompakte Darstellung des Algorithmus so transformieren,
dass ein Entscheidungsbaum mit den beschriebenen Fragen entsteht.)
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8.3.1 Algorithmus (Kanonizita¨tstest fu¨r 4× 4-Matrizen)
Eingabe: 4× 4-Abstandsmatrix ∆
Ausgabe: χ(∆) =
 1 : kanonisch−1 : semi-kanonisch0 : weder noch
begin
// if δ0,1 < δ2,3 then return 0 end
if δ0,1 = δ0,2 then
if δ0,2 = δ1,2 then
if δ0,3 ≥ δ1,3 then
if δ1,3 ≥ δ2,3 then return 1 else return −1 end
else return −1 end
else
if δ0,2 = δ0,3 then
if δ2,3 > δ1,2 then return 0
else
if δ1,2 < δ1,3 then return 0
else




if δ1,2 < δ0,3 then
if δ1,3 < δ2,3 then
if δ2,3 = δ0,1 then return 0 else return −1 end
else
if δ1,3 = δ0,1 then return 0 else return 1 end
end
else





if δ0,2 ≤ δ1,3 then
if δ0,2 < δ1,3 then return 0
else
if δ0,2 = δ1,2 then
if δ0,3 < δ1,3 then return −1 else return 1 end
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else
if δ1,2 < δ0,3 then return 0 else return 1 end
end end
else
if δ0,2 = δ0,3 then
if δ0,1 = δ2,3 then
if δ0,2 = δ1,2 then return 1 else return 0 end
else
if δ1,2 < δ1,3 then return 0 else return 1 end
end
else
if δ0,2 = δ1,2 then
if δ0,3 < δ1,3 then return −1 else return 1 end
else






Schaut man sich die Verzweigungen in Algorithmus 8.3.1 genauer an, so stellt man
fest, dass er maximal 6 Vergleiche bis zu einer Ausgabe beno¨tigt. Alleine das Sor-
tieren der 6 Absta¨nde wu¨rde la¨nger dauern (ohne Benutzung von konstruktionsbe-
dingt erfu¨llten Ungleichungen). Die Effizienz von Algorithmus 8.3.1 ermo¨glicht
es z.B. erst die ganzzahligen Tetraeder mit Durchmesser 800 in einer vernu¨nfti-
gen Laufzeit zu konstruieren, siehe Abschnitt 10.1. Aber Algorithmus 8.3.1 ko¨nnte
mo¨glicherweise noch weiter verbessert werden. Er stellt nur eine Implementierung
eines bestimmten Entscheidungsbaumes dar, den wir per Hand und mit Bauch-
gefu¨hl so entwickelt haben, dass er relativ wenig Vergleiche beno¨tigt. Evtl. gibt es
andere Entscheidungsba¨ume, die besser sind, also im Schnitt weniger Vergleiche
beno¨tigen.
Um das Ganze als Optimierungsproblem u¨ber die mo¨glichen Entschei-
dungsba¨ume formalisieren zu ko¨nnen, definieren wir, was wir als Kosten ei-
nes Entscheidungsbaumes betrachten. Zu jedem mo¨glichen Kanonizita¨tsvektor v
ko¨nnen wir experimentell eine Ha¨ufigkeit des Auftretens hv wa¨hrend der Kon-
struktion bestimmen. Fu¨r einen gegebenen Entscheidungsbaum B und einen Ka-
nonizita¨tsvektor v ko¨nnen wir leicht die Anzahl cv der beno¨tigten Vergleiche bis
zu einer Entscheidung ausrechnen. Ziel ist es nun die durchschnittliche Anzahl an




cvhv u¨ber alle mo¨glichen Entscheidungsba¨ume, die natu¨rlich auch
die korrekte Antwort liefern mu¨ssen, zu minimieren.
Es ist klar, dass der Test δ0,2 < δ1,2 fu¨r 3 × 3-Matrizen optimal ist. Doch
schon fu¨r 4 × 4-Matrizen mu¨sste der optimale Algorithmus, fu¨r eine gegebene
Ha¨ufigkeitsverteilung, erst noch bestimmt werden. Fu¨r 5 × 5-Matrizen benutzen
wir bisher eine Hashtabelle, da wir einen Entscheidungsbaum fu¨r die 2.812.522
mo¨glichen Kanonizita¨tsvektoren nicht mit der Hand aufstellen wollten. In der Op-
timierung bzw. der Bestimmung guter Entscheidungsba¨ume steckt sicherlich noch
viel Potential und Stoff fu¨r weitere Untersuchungen. Darauf ko¨nnen wir allerdings
im Rahmen dieser Arbeit nicht weiter eingehen.
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9 Punktmengen in ho¨heren
Dimensionen
In Kapitel 5 haben wir ganzzahlige planare Punktmengen behandelt. Hier wollen
wir nun Punktmengen in ho¨heren Dimensionen betrachten. Als erstes holen wir
den Beweis der Existenzaussage ganzzahliger Punktmengen fu¨r beliebige m und
n ≥ m+ 1 aus Kapitel 1 nach. Von der Vielzahl der bekannten Konstruktionsme-
thoden fu¨r ganzzahlige Punktmengen wurde der folgende Satz und sein Beweis aus
[65] ausgewa¨hlt, da er auch gleichzeitig eine obere Schranke fu¨r d(m,n) liefert.
9.0.1 Satz Fu¨r n ≥ m+ 1 existieren ganzzahlige m-dimensionale Punktmengen
aus n Punkten und es gilt
d(m,n) ≤
{
2n−m+1 − 2 fu¨r n−m ≡ 0 mod 2,
3(2n−m − 1) fu¨r n−m ≡ 1 mod 2.
Beweis. Es werden n Punkte des Em angegeben, die paarweise ganzzahlige









(0, . . . , 0, 1, 0, . . . , 0)
und fu¨r 0 ≤ i < s die Punkte
Qi = P0 +
bi√
m
(1, . . . , 1) und Qi+s = P0 − bi√
m
(1, . . . , 1).
Die Punkte Q0, . . . , Q2s−1 liegen alle auf einer Strecke mit Mittelpunkt P0, die
senkrecht auf der durch P0, . . . , Pm−1 bestimmten Hyperebene steht. Die entste-
henden Absta¨nde und den Durchmesser rechnet man leicht aus, wobei fu¨r ungera-
de n −m der Punkt Q0 weggelassen wird, damit die Punktmenge aus n Punkten
besteht. ¤
Fordert man von den Punktmengen Nebenbedingungen wie semi-allgemeine
Lage bzw. allgemeine Lage, so sind nur sehr eingeschra¨nkte Existenzaussagen
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bekannt. Nach Satz 1.1.2 existieren planare ganzzahlige Punktmengen in semi-
allgemeiner Lage fu¨r jede beliebige Anzahl n ≥ 3 von Punkten. Die Existenz
von m-dimensionalen ganzzahligen Punktmengen in allgemeiner Lage aus m+ 1
Punkten ist klar, da man einfach ein m-dimensionales Simplex mit identischen
Seitenla¨ngen nehmen kann. Fu¨r ganzzahlige Punktmengen in allgemeiner Lage
aus m+ 2 Punkten geben wir folgenden Satz aus [141] an.
9.0.2 Satz Zu jeder Dimension m ≥ 3 gibt es eine ganzzahlige m-dimensionale
Punktmenge P in allgemeiner Lage aus m+ 2 Punkten mit
diam(P) ≤
{
m falls 2 6= m ≡ 2 mod 4 oder m ≡ 3 mod 4,
2m falls m ≡ 0 mod 4 oder m ≡ 1 mod 4.
Beweis. Wir wa¨hlen P mit den Punkten P0, . . . , Pm−1, A und B, wobei Pi die
Eckpunkte eines regelma¨ßigen (m − 1)-dimensionalen Simplex mit Seitenla¨nge
a sind. Die Punkte A und B wa¨hlen wir so, dass δ(A,Pi) = δ(B,Pi) = b fu¨r
0 ≤ i < m gilt. Man u¨berlegt sich leicht, dass P eine Bipyramide in allgemeiner








Fu¨r die vier Restklassen von m modulo 4 ko¨nnen wir folgende Parameterlo¨sung
dieser Diophantschen Gleichung angeben,
m ≡ 0 mod 4 : a = 2m, b = 3m− 2
2
, c = m− 2,
m ≡ 1 mod 4 : a = 2m, b = 3m− 1
2
, c = m+ 1,












Mit diam(P) = max(a, b, c) folgt die Behauptung. ¤
Anstatt die Diophantsche Gleichung aus diesem Beweis allgemein zu lo¨sen,
kann man auch fu¨r kleine Dimensionen m die ganzzahlige Lo¨sung mit minimalem
max(a, b, c) bestimmen, um bessere Schranken fu¨r d˙(m,m + 2) zu erhalten. Mit
den Kombinationen (a, b, c) = (3, 2, 2), (3, 2, 1), (2, 2, 3) und (5, 4, 4) erhalten
wir d˙(3, 5) ≤ 3, d˙(6, 8) ≤ 3, d˙(8, 10) ≤ 3 und d˙(25, 27) ≤ 5. Alle anderen
Kombinationen fu¨hren zu Durchmessern gro¨ßer gleich 6.
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Außer den angegebenen Resultaten sind keine weiteren allgemeinen Existenz-
aussagen fu¨r ganzzahlige Punktmengen bekannt und so geben wir in den folgenden
Abschnitten nur vereinzelte Beispiele an, die wir durch vollsta¨ndige Konstruktion
der ganzzahligen Punktmengen mit einem gegebenen Durchmesser gefunden ha-
ben. Durch dieses Vorgehen, ko¨nnen wir auch gleichzeitig die zugeho¨rigen mini-
malen Durchmesser bestimmen.
9.1 Ra¨umliche ganzzahlige Punktmengen
Die minimalen Durchmesser d(3, 4) = d(3, 4) = d˙(3, 4) = 1 werden vom re-
gula¨ren Tetraeder mit Kantenla¨nge 1 erreicht. Die einzige 3-dimensionale ganz-
zahlige Punktmenge mit Durchmesser 3 ist durch die Bipyramide aus Satz
9.0.2 gegeben und liegt somit in allgemeiner Lage. Da wir in Folgerung 11.1.2
d(m,n) ≥ 3 fu¨r n ≥ m+ 2 zeigen, gilt d(3, 5) = d(3, 5) = d˙(3, 5) = 3. Das ein-
zige Beispiel einer 3-dimensionalen ganzzahligen Punktmenge mit Durchmesser 4
aus 6 Punkten ist in Abbildung 9.1 zusammen mit der zugeho¨rigen Abstandsmatrix
abgebildet. In Lemma 11.3.1 werden wir eine Verallgemeinerung dieses Beispiels
auf ho¨here Dimensionen vorstellen. Wir mo¨chten bemerken, dass die Seitenfla¨chen
aus gleichseitigen Dreiecke bzw. aus einer der zwei planaren ganzzahligen Punkt-














0 4 4 4 4 2
4 0 4 4 2 4
4 4 0 2 4 4
4 4 2 0 3 3
4 2 4 3 0 3
2 4 4 3 3 0

Abbildung 9.1: 3-dimensionale ganzzahlige Punktmenge aus 6 Punkten mit mini-
malem Durchmesser.
Nimmt man zu der Punktmenge aus Abbildung 9.1 noch einen weiteren Punkt
hinzu, so ergibt sich eine ganzzahlige Punktmenge mit Durchmesser 8, siehe
Lemma 11.3.1. Da wir diese Konstruktion fu¨r beliebige Dimensionen m ≥ 2
durchfu¨hren ko¨nnen, gilt d(m, 2m+1) ≤ 8. Fu¨r m = 3 gilt sogar Gleichheit, wie
wir durch vollsta¨ndige Konstruktion der 3-dimensionalen ganzzahligen Punktmen-
gen mit Durchmesser kleiner gleich 8 besta¨tigt haben. Eine weitere ganzzahlige
Punktmenge aus 7 Punkten mit Durchmesser 8 ist zusammen mit ihrer Abstands-
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matrix in Abbildung 9.2 dargestellt. Sie besteht aus zwei regelma¨ßigen Tetraedern
mit Kantenla¨nge 3 bzw. 8 die so an einem Punkt miteinander verbunden sind, dass
die “Grundfla¨chen” der zwei Tetraeder in einer Hyperebene liegen und sich die
zwei Spitzen auf unterschiedlichen Seiten dieser Hyperebene befinden. Auch die-
ses Beispiel la¨sst sich leicht auf Dimensionen m ≥ 3 verallgemeinern, so dass



















0 8 7 7 3 3 3
8 0 5 5 7 7 5
7 5 0 5 8 7 5
7 5 5 0 7 8 5
3 7 8 7 0 3 3
3 7 7 8 3 0 3
3 5 5 5 3 3 0

Abbildung 9.2: 3-dimensionale ganzzahlige Punktmenge aus 7 Punkten mit mini-
malem Durchmesser.
Außer den zwei angegebenen Punktmengen gibt es noch 5 weitere ganzzahlige
3-dimensionale Punktmengen aus 7 Punkten mit Durchmesser 8. Fu¨r 8 Punkte gilt
fu¨r den minimalen Durchmesser d(3, 8) = 13. Die zwei Punktmengen mit diesem
Durchmesser haben wir in Abbildung 9.3 und 9.4 dargestellt. Die Punktmenge aus
Abbildung 9.3 besteht aus 2 Kopien einer planaren ganzzahligen Punktmenge aus



























Abbildung 9.3: 3-dimensionale ganzzahlige Punktmenge aus 8 Punkten mit mini-
malem Durchmesser.



















Abbildung 9.4: Zweites Beispiel
fu¨r d(3, 8) = 13.
Abschnitt werden wir sehen, wie
man mit Hilfe dieser planaren Punkt-
menge bzw. strukturell a¨hnlichen
Punktmengen, obere Schranken fu¨r
d(m,n) konstruktiv bestimmen kann.
Die Punktmenge aus Abbildung 9.4
besteht aus einem geraden Pris-
ma, mit einem gleichseitigen Dreieck
der Seitenla¨nge 12 als Grundfla¨che,
und zwei weiteren inneren Punkten.
Die zwei Abstandsmatrizen der 3-
dimensionalen ganzzahligen Punkt-
mengen mit minimalem Durchmesser
lauten

0 13 13 11 9 9 8 3
13 0 6 9 10 8 9 11
13 6 0 9 8 10 9 11
11 9 9 0 13 13 3 8
9 10 8 13 0 6 11 9
9 8 10 13 6 0 11 9
8 9 9 3 11 11 0 5




0 13 13 12 12 8 7 5
13 0 12 13 5 7 8 12
13 12 0 5 13 7 8 12
12 13 5 0 12 8 7 13
12 5 13 12 0 8 7 13
8 7 7 8 8 0 3 7
7 8 8 7 7 3 0 8
5 12 12 13 13 7 8 0

.
In [141] wurde d(3, 9) = 17 angegeben. Wir mu¨ssen diesen Wert auf d(3, 9) =
16 berichtigen. Es gibt bis auf Isomorphie genau eine ganzzahlige dreidimensio-
nale Punktmenge aus 9 Punkten mit Durchmesser 16. Ihre Abstandsmatrix lautet

0 16 15 15 14 11 11 10 10
16 0 11 11 6 9 9 14 6
15 11 0 15 14 16 11 10 10
15 11 15 0 14 11 16 10 10
14 6 14 14 0 6 6 16 6
11 9 16 11 6 0 9 14 6
11 9 11 16 6 9 0 14 6
10 14 10 10 16 14 14 0 10












Abbildung 9.5: d(3, 9) = 16.
126 Kapitel 9. Punktmengen in ho¨heren Dimensionen
In Abbildung 9.5 haben wir die Anordnung der 9 Punkte in einer zweidimensiona-
len Projektion dargestellt. Die Punktmenge besteht aus 4 Strecken der La¨nge 16,
die sich in einem Punkt Z schneiden. Die 4 Strecken der La¨nge 16 werden von Z
jeweils im Verha¨ltnis 6 zu 10 geteilt.
Fu¨r 10 ≤ n ≤ 12 gilt d(3, n) = 17. Das eindeutige Beispiel fu¨r 12 Punkte


























Abbildung 9.6: 3-dimensionale ganzzahlige Punktmenge aus 12 Punkten mit mi-
nimalem Durchmesser.
aus 4 gleichseitigen Dreiecken, mit Seitenla¨nge 8, und 4 identischen Sechsecken,
wovon wir eines auf der rechten Seite von Abbildung 9.6 dargestellt haben. Die
vollsta¨ndige Abstandsmatrix lautet
0 17 17 15 15 13 13 13 13 8 8 7
17 0 7 13 8 15 13 13 8 15 13 17
17 7 0 8 13 13 15 8 13 13 15 17
15 13 8 0 15 7 13 8 17 13 17 13
15 8 13 15 0 13 7 17 8 17 13 13
13 15 13 7 13 0 8 13 17 15 17 8
13 13 15 13 7 8 0 17 13 17 15 8
13 13 8 8 17 13 17 0 15 7 13 15
13 8 13 17 8 17 13 15 0 13 7 15
8 15 13 13 17 15 17 7 13 0 8 13
8 13 15 17 13 17 15 13 7 8 0 13
7 17 17 13 13 8 8 15 15 13 13 0

.
Fu¨r 13 Punkte gilt d(3, 13) = 56. Die zugeho¨rige Punktmenge ist wiederum bis
auf Isomorphie eindeutig. Sie entsteht indem man 3 Kopien der planaren Punkt-
mengen aus Abbildung 9.8 entlang der Strecke AB zusammenklebt. Die 3 Punkte
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P0, P1 und P2 arrangiert man so, dass sie zusammen mit
dem Fußpunkt C (von Pi auf die Strecke AB) so wie in
Abbildung 9.7 (nicht maßstabsgetreu) angeordnet sind.
Der Abstand h = CP0 = CP1 = CP2 = 4
√
15
ist durch die planare Punktmenge aus Abbildung 9.8
bestimmt. Die drei restlichen Absta¨nde a = P0P1,
b = P0P2 und c = P1P2 wurden so bestimmt, dass
a, b, c ganzzahlig sind und eine planare Punktmenge aus














































Abbildung 9.8: 2-dimensionale ganzzahlige Punktmenge aus 11 Punkten mit
Durchmesser 56.
Allgemein mu¨ssen die natu¨rlichen Zahlen a, b und c die Dreiecksungleichungen
und die, sich aus Lemma 2.1.2 ergebende, Gleichung 4h2(a2b2 + a2c2 + b2c2)−
2h2(a4 + b4 + c4) + 2a2b2c2 = 0 erfu¨llen. Wir mo¨chten erwa¨hnen, dass die zu
d(2, 11) = 51 zugeho¨rige Punktmenge zu h = 32
√
35 fu¨hrt und die eben erwa¨hnte
Gleichung keine Lo¨sung mit max(a, b, c) ≤ 25.000 besitzt.
Die Abstandsmatrix der zu d(3, 13) = 56 zugeho¨rigen Punktmenge lautet
0 56 45 39 35 32 32 32 32 24 21 17 11
56 0 11 17 21 32 32 32 24 32 35 39 45
45 11 0 6 10 23 23 23 13 21 24 28 34
39 17 6 0 4 19 19 19 7 15 18 22 28
35 21 10 4 0 17 17 17 3 11 14 18 24
32 32 23 19 17 0 30 30 16 16 17 19 23
32 32 23 19 17 30 0 15 16 16 17 19 23
32 32 23 19 17 30 15 0 16 16 17 19 23
32 24 13 7 3 16 16 16 0 8 11 15 21
24 32 21 15 11 16 16 16 8 0 3 7 13
21 35 24 18 14 17 17 17 11 3 0 4 10
17 39 28 22 18 19 19 19 15 7 4 0 6
11 45 34 28 24 23 23 23 21 13 10 6 0

.
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Fu¨r Punktmengen aus 14 bzw. 15 Punkten haben wir d(3, 14) = 65 bzw.
d(3, 15) = 77. Die zugeho¨rigen Abstandsmatrizen lauten
0 65 56 44 38 38 38 38 36 30 23 21 14 8
65 0 9 21 53 53 53 53 29 35 42 44 51 57
56 9 0 12 46 46 46 46 20 26 33 35 42 48
44 21 12 0 38 38 38 38 8 14 21 23 30 36
38 53 46 38 0 60 60 30 34 32 31 31 32 34
38 53 46 38 60 0 30 60 34 32 31 31 32 34
38 53 46 38 60 30 0 45 34 32 31 31 32 34
38 53 46 38 30 60 45 0 34 32 31 31 32 34
36 29 20 8 34 34 34 34 0 6 13 15 22 28
30 35 26 14 32 32 32 32 6 0 7 9 16 22
23 42 33 21 31 31 31 31 13 7 0 2 9 15
21 44 35 23 31 31 31 31 15 9 2 0 7 13
14 51 42 30 32 32 32 32 22 16 9 7 0 6
8 57 48 36 34 34 34 34 28 22 15 13 6 0

und
0 77 68 56 48 46 46 46 46 42 35 33 26 20 12
77 0 9 21 29 53 53 53 53 35 42 44 51 57 65
68 9 0 12 20 46 46 46 46 26 33 35 41 48 56
56 21 12 0 8 38 38 38 38 14 21 23 30 36 44
48 29 20 8 0 34 34 34 34 6 13 15 22 28 36
46 53 46 38 34 0 60 60 30 32 31 31 32 34 38
46 53 46 38 34 60 0 30 60 32 31 31 32 34 38
46 53 46 38 34 60 30 0 45 32 31 31 32 34 38
46 53 46 38 34 30 45 60 0 32 31 31 32 34 38
42 35 26 14 6 32 32 32 32 0 7 9 16 22 30
35 42 33 21 13 31 31 31 31 7 0 2 9 15 23
33 44 35 23 15 31 31 31 31 9 2 0 7 13 21
26 51 41 30 22 32 32 32 32 16 9 7 0 6 14
20 57 48 36 28 34 34 34 34 22 15 13 6 0 8
12 65 56 44 36 38 38 38 38 30 23 21 14 8 0

.
Die zwei zugeho¨rigen Punktmengen ko¨nnen analog zur 3-dimensionalen Punkt-
menge aus 13 Punkten mit minimalem Durchmesser konstruiert werden. Wir be-
nutzen jeweils eine ganzzahlige planare Punkmenge bei der alle bis auf einen
Punkt auf einer Gerade liegen. Genauer benutzen wir je 4 Kopien von der Punkt-
menge aus Abbildung 9.9 bzw. aus der Punktmenge die aus Abbildung 9.9 hervor-
geht wenn man den rechten unteren Punkt entfernt und verkleben sie entlang der
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Strecke AB. Den Fußpunkt von Pi auf die Strecke AB bezeichnen wir wieder mit
C. Die 4 Punkte P0, P1, P2 und P3 ko¨nnen nun so arrangiert werden, dass sie auf
einem Kreis mit Radius 8
√
15 und Mittelpunkt C liegen, da CPi = 8
√
15 gilt.
Wenn wir die Punkte Pi noch so auf dem Kreis arrangieren, dass sie paarweise
ganzzahlige Absta¨nde haben, erhalten wir die ganzzahligen Punktmengen, die zu
d(3, 14) = 65 und d(3, 15) = 77 fu¨hren. Fu¨r die ganzzahlige Anordnung auf dem
Kreis ko¨nnen wir die ganzzahlige planare Punktmenge zu d(2, 4) = 4 benutzen,
siehe Abbildung 5.1 bzw. Abschnitt A.2.
u u
u












76 212 8 7 6 8
Abbildung 9.9: 2-dimensionale ganzzahlige Punktmenge aus 12 Punkten mit
Durchmesser 77.
Allgemein fu¨hrt die eben beschriebene Konstruktion zu Lemma 9.2.5, welches
wir im na¨chsten Abschnitt nachreichen. Fu¨r 13 ≤ n ≤ 23 gehen die ganzzah-
ligen dreidimensionalen Punktmengen mit minimalem Durchmesser aus dieser
Konstruktion hervor, siehe Tabelle 9.5 fu¨r die zugeho¨rigen Werte.
Fu¨r Punktmengen in semi-allgemeiner bzw. allgemeiner Lage konnten wir noch
d(3, 6) = d˙(3, 6) = 16 und d(3, 7) = d˙(3, 7) = 44 bestimmen. Die zugeho¨rigen
Punktmengen sind jeweils eindeutig und ihre Abstandsmatrizen lauten
0 16 13 13 10 9
16 0 11 9 10 13
13 11 0 10 9 16
13 9 10 0 13 10
10 10 9 13 0 13
9 13 16 10 13 0
 und

0 44 41 30 27 20 16
44 0 21 22 25 40 36
41 21 0 29 28 35 27
30 22 29 0 27 22 28
27 25 28 27 0 35 22
20 40 35 22 35 0 20
16 36 27 28 22 20 0

.
Eine zweidimensionale Projektion dieser zwei Punktmengen haben wir in Abbil-
dung 9.10 dargestellt.




















Abbildung 9.10: 3-dimensionale ganzzahlige Punktmengen aus 6 bzw. 7 Punkten
in allgemeiner Lage mit minimalem Durchmesser.
Die minimalen Durchmesser d(3, n) fu¨r n ≤ 10, n 6= 9 und d(3, n) bzw. d˙(3, n)
fu¨r n ≤ 6 waren bereits bekannt [64, 141]. Weitere ¨Uberlegungen zu ganzzahligen
ra¨umlichen Punktmengen finden sich in [5, 71, 137, 138, 139, 140].
9.2 Obere Schranken fu¨r minimale
Durchmesser
In diesem Abschnitt wollen wir konstruktiv allgemeine obere Schranken fu¨r mini-
male Durchmesser von m-dimensionalen ganzzahligen Punktmengen bestimmen.
Grundlage sind dabei ganzzahlige planare Punktmengen mit kleinen Durchmes-
sern. Betrachten wir zuna¨chst die ganzzahlige planare Punktmenge P aus 9 Punk-
ten mit Durchmesser 29, siehe Abbildung 5.1. Diese Punktmenge besteht aus 8
Punkten auf einer Geraden und einem weiteren Punkt, den wir die Spitze nennen
wollen. Kleben wir nun zwei Versionen von P entlang der Gerade aus 8 Punk-
ten zusammen und arrangieren die zwei Spitzen im Abstand 1, so erhalten wir
eine 3-dimensionale ganzzahlige Punktmenge aus 10 Punkten mit Durchmesser
29. Kleben wir eine weitere Version von P an der Gerade aus 8 Punkten an und
arrangieren die drei Spitzen derart, dass sie ein gleichseitiges Dreieck mit Sei-
tenla¨nge 1 bilden, so erhalten wir eine 4-dimensionale ganzzahlige Punktmenge
aus 11 Punkten mit Durchmesser 29. Fu¨r Dimensionen m ≥ 3 kleben wir entspre-
chend m − 1 Versionen von P zusammen und arrangieren die m − 1 Spitzen zu
einem (m − 2)-dimensionalen Einheitssimplex. Wir bezeichnen diese Konstruk-
tion auch als aufblasen der Spitze von P zu einem (m − 2)-dimensionalen Ein-
heitssimplex. Allgemein ergibt sich somit folgende obere Schranke fu¨r minimale
Durchmesser.
9.2.1 Lemma Ist P eine ganzzahlige planare Punktmenge mit n− 1 Punkten auf
einer Geraden und einem weiteren Punkt, so gilt
d(m,n− 2 +m) ≤ diam(P)
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fu¨r m ≥ 2.
Da die ganzzahligen planaren Punktmengen aus 9 ≤ n ≤ 89 Punkten mit
minimalem Durchmesser die in Lemma 9.2.1 beno¨tigte Struktur besitzen ergibt
sich
9.2.2 Folgerung
d(m,n− 2 +m) ≤ d(2, n)
fu¨r 9 ≤ n ≤ 89 und m ≥ 2.






ein Resultat, welches bereits in [67] auf anderem Wege bewiesen wurde.
In [141] wird die planare ganzzahlige Punktmenge P aus 8 Punkten mit Durch-
messer 21, siehe Abbildung 5.1 dazu genutzt die obere Schranken d(m, 2m+2) ≤
13, d(m, 2m+3) ≤ 17 und d(m, 2m+4) ≤ 21 fu¨r m ≥ 2 herzuleiten. Die Punkt-
menge P besteht aus 6 Punkten auf einer Geraden g und 2 weiteren Punkten P0,
P1 auf einer dazu parallelen Geraden mit P0P1 = 8. Blasen wir nun jeweils P0
und P1 zu einem regula¨ren (m− 2)-dimensionalen Simplex S0 bzw. S1 mit Kan-
tenla¨nge 6 auf, so erhalten wir eine m-dimensionale ganzzahlige Punktmenge P ′
aus 2m + 4 Punkten mit Durchmesser 21. Ist Q0 ein Punkt aus S0 und Q1 ein
Punkt aus S1, so betra¨gt der Abstand zwischen Q0 und Q1 entweder 8 oder 10,
da 62 + 82 = 102. Lassen wir auf der Geraden g den linken bzw. den linken und
den rechten Punkt weg, so erhalten wir die anderen zwei Ungleichungen. In Abbil-
dung 9.3 ist dies fu¨r den letzten Fall mit |g| = 4 und m = 3 graphisch dargestellt.
Allgemein ergibt sich,
9.2.4 Lemma Ist P eine ganzzahlige planare Punktmenge mit n − 2 Punkten
auf einer Geraden g und zwei weiteren Punkten P0, P1 auf einer dazu parallelen
Geraden mit P0P1 = u, und existieren v, w ∈ N mit u2 + v2 = w2, so gilt
d(m,n− 2 + 2(m− 2)) ≤ max(w, diam(P))
fu¨r m ≥ 2.
Beweis. Blase P0 und P1 in P jeweils zu einem regula¨ren Simplex mit Kan-
tenla¨nge v auf. ¤
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Abbildung 9.11: Planare Punktmenge mit Punkten auf zwei parallelen Geraden.
Um Lemma 9.2.4 nutzen zu ko¨nnen, mu¨ssen wir die beno¨tigten Punktmengen
P konstruieren. Hierzu definieren wir dˆ(2, n) als minimalen Durchmesser fu¨r der-
artige Punktmengen und bestimmen die ersten paar Werte durch eine vollsta¨ndige




= 4, 9, 13, 17, 21, 123, 143, 252, 297, 598, 793.
Um die zugeho¨rigen Punktmengen kompakt darstellen zu ko¨nnen, benutzen wir
die Bezeichnungen aus Abbildung 9.11 und geben in Tabelle 9.1 jeweils nur die
Anzahl der Punkte n, die Seitenla¨ngen a, b, c, d, e, f und den Durchmesser der
Punktmenge an. Die fehlenden Punkte auf der Seite der La¨nge a ko¨nnen mit Hilfe
von Algorithmus 5.2.3 schnell bestimmt werden.
n a b c d e f = u v w diam(P)
4 4 4 2 2 4 3 4 5 5
5 8 9 7 7 9 4 3 5 9
6 11 13 9 9 13 6 8 10 13
7 16 13 11 9 17 6 8 10 17
8 21 17 11 11 17 8 8 10 21
9 120 107 97 87 123 40 30 50 123
10 143 123 97 97 123 40 30 50 143
11 252 222 114 141 183 99 20 101 252
12 297 222 141 141 222 99 20 101 297
13 598 331 331 514 176 195 28 197 598
14 793 514 331 331 514 195 28 197 793
Tabelle 9.1: Punktmengen mit minimalem Durchmesser dˆ(2, n).
In [87] wurde die ganzzahlige Punktmenge aus Abbildung 9.12 fu¨r beliebige
Dimensionen m betrachtet, wobei jeweils die Strecken der La¨nge 60 durch ein
(m− 1)-dimensionales regula¨res Simplex der Kantenla¨nge 60 ersetzt wurden.




























Abbildung 9.12: Ganzzahliges Prisma aus 3m Punkten fu¨r m = 2.
Es ergibt sich die obere Schranke d(m, 3m) ≤ 109. Eine andere Art diese Punkt-
menge zu beschreiben besteht darin, nur die untere Strecke aus 3 Punkten zu be-
trachten und die Punkte zu gleich großen regula¨ren Simplizes aufzublasen. Unter
diesen Punktmengen ist das Beispiel aus Abbildung 9.12 die kleinste Mo¨glichkeit,
bezu¨glich dem Durchmesser, mit paarweise ganzzahligen Absta¨nden. Bla¨st man
eine Strecke aus 2 Punkten auf, so beruht das kleinste Beispiel auf dem pytha-
gora¨ischen Dreieck mit den Seitenla¨ngen 3, 4 und 5. Dies liefert d(m, 2m) ≤ 5.
Aufblasen eines einzelnen Punktes zu einem regula¨ren Einheitssimplex liefert
d(m,m + 1) ≤ 1. Als neues Ergebnis pra¨sentieren wir in Abbildung 9.13 die
kleinste Mo¨glichkeit eine Strecke aus 4 Punkten zu einem ganzzahligen Prisma
aufzublasen. Es gilt somit d(m, 4m) ≤ 409. Fu¨r 5 Punkte auf einer Strecke ist der
Durchmesser der kleinsten Mo¨glichkeit, falls sie u¨berhaupt existiert, bereits gro¨ßer
als 1.000.000. Als weitere Mo¨glichkeit ko¨nnte man noch das Aufblasen von Punk-
ten zu regula¨ren Simplizes mit verschiedenen Kantenla¨ngen betrachten. So ko¨nnte
z.B. die Konstruktion aus Lemma 11.3.1, die zu d(m, 2m) ≤ 4 fu¨hrt, beschrieben









































Abbildung 9.13: Ganzzahliges Prisma aus 4m Punkten fu¨r m = 2.
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In Tabelle 9.2 geben wir die oberen Schranken fu¨r minimale Durchmesser an,
die mit Hilfe von d(m,m+1) ≤ 1, d(m, 2m) ≤ 5, d(m, 3m) ≤ 109, d(m, 4m) ≤
409, Lemma 9.2.1 und Lemma 9.2.4 bestimmt werden ko¨nnen.
In [67] wurden ganzzahlige Punktmengen P aus n Punkten auf einem Kreis mit
Radius R
√
3, R ∈ N betrachtet, siehe auch Abschnitt 5.5. Legt man nun weiter im
Em einen (m−2)-dimensionalen regula¨ren Simplex S mit Kantenla¨nge 2R in den
zu P orthogonalen Raum, so dass der Schwerpunkt von S Mittelpunkt des Kreises
P ist, so entsteht eine ganzzahlige m-dimensionale Punktmenge aus n + m − 1
Punkten mit Durchmesser 2R. Es la¨sst sich jedoch zeigen, dass diese Konstruktion
zu schlechteren oberen Schranken fu¨r den minimalen Durchmesser als Lemma
9.2.1 fu¨hrt.
Die Verallgemeinerung der ganzzahligen 3-dimensionalen Punktmengen aus 14
bzw. 15 Punkten mit minimalem Durchmesser fu¨hrt zu folgendem Lemma.
9.2.5 Lemma Sei P eine ganzzahlige planare Punktmenge aus n Punkten, bei
der n − 1 Punkte auf einer Strecke AB liegen, h die La¨nge der Ho¨he auf die
Strecke AB und P ′ eine ganzzahlige planare Punktmenge aus n′ Punkten, bei der
die Punkte alle auf einem Kreis mit Radius h liegen. Dann gilt
d(3, n+ n′ − 1) ≤ max(diam(P), diam(P ′)).
Beweis. Wir konstruieren eine ganzzahlige 3-dimensionale Punktmenge aus n +
n′ − 1 Punkten mit Durchmesser max(diam(P), diam(P ′)). Hierzu kleben wir n′
Kopien von P entlang der Strecke AB zusammen. Die n′ Punkte, die nicht auf
AB liegen, befinden sich alle in einer zu AB orthogonalen Hyperebene und wir
ko¨nnen sie so arrangieren, dass sie a¨quivalent zu P ′ sind. ¤
Mit Hilfe von Lemma 9.2.5 ko¨nnte man nun mit den bekannten Punktmengen
zu d(2, n) und den Methoden aus Abschnitt 5.2 gute obere Schranken fu¨r d(3, n)
bestimmen. Da wir dies, aus Zeitgru¨nden, jedoch noch nicht durchgefu¨hrt haben
bzw. uns noch keine Verallgemeinerung auf Dimensionen m > 3 eingefallen ist,
haben wir die sich aus Lemma 9.2.5 ergebenden oberen Schranken nicht in Ta-
belle 9.2 mit aufgenommen. Eine entsprechende Tabelle unter Verwendung aller
bekannten Ergebnisse, insbesondere Lemma 11.3.1 und Satz 9.2.6, werden wir
unter [101] bereitstellen und versuchen sie auf dem neuesten Stand zu halten.
Quasi in letzter Minute vor Fertigstellung dieser Arbeit konnte die ganzzahlige
3-dimensionale Punktmenge aus 12 Punkten mit Durchmesser 17, siehe Abbildung
9.6, noch zu einer Konstruktion einer m-dimensionalen ganzzahligen Punktmenge
mit kleinem Durchmesser und vielen Punkten verallgemeinert werden.
9.2.6 Satz
d(m,m2 +m) ≤ 17 fu¨r m ≥ 2.
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n\m 3 4 5 6 7 8 9 10 11 12 13
4 1
5 4 1
6 5 4 1
7 7 5 4 1
8 13 5 5 4 1
9 17 13 5 5 4 1
10 17 13 5 5 5 4 1
11 21 17 13 5 5 5 4 1
12 21 17 13 5 5 5 5 4 1
13 63 21 17 13 5 5 5 5 4 1
14 74 21 17 13 5 5 5 5 5 4 1
15 91 74 21 17 13 5 5 5 5 5 4
16 104 91 21 17 13 5 5 5 5 5 5
17 121 104 91 21 17 13 5 5 5 5 5
18 134 121 104 21 17 13 5 5 5 5 5
19 153 134 121 104 21 17 13 5 5 5 5
20 164 153 134 121 21 17 13 5 5 5 5
21 196 164 153 134 109 21 17 13 5 5 5
22 212 196 164 153 123 21 17 13 5 5 5
23 228 212 196 164 143 109 21 17 13 5 5
24 244 228 212 196 143 109 21 17 13 5 5
25 272 244 228 212 196 143 109 21 17 13 5
26 288 272 244 228 212 143 109 21 17 13 5
27 319 288 272 244 228 212 109 109 21 17 13
28 332 319 288 272 244 228 143 109 21 17 13
29 364 332 319 288 272 244 228 109 109 21 17
30 396 364 332 319 288 272 244 109 109 21 17
31 437 396 364 332 319 288 272 244 109 109 21
32 464 437 396 364 332 319 288 272 109 109 21
33 494 464 437 396 364 332 319 288 109 109 109
34 524 494 464 437 396 364 332 319 288 109 109
35 553 524 494 464 437 396 364 332 319 109 109
36 578 553 524 494 464 437 396 364 332 109 109
37 608 578 553 524 494 464 437 396 364 332 109
38 642 608 578 553 524 494 464 409 396 364 109
Tabelle 9.2: Obere Schranken fu¨r den minimalen Durchmesser d(m,n).
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Beweis. Wir betrachten ein regelma¨ßiges m-dimensionales Simplex S mit Kan-
tenla¨nge 23. An den m + 1 Ecken von S schneiden wir jeweils ein regelma¨ßiges
m-dimensionales Simplex der Kantenla¨nge 8 ab und bezeichnen die entstehende
Punktmenge mit P . Die Anzahl der Punkte von P betra¨gt (m + 1)m. Wir wol-
len nun zeigen, dass P eine ganzzahlige Punktmenge mit Durchmesser kleiner
gleich 17 ist und bezeichnen dafu¨r die Ecken von S mit P0, . . . , Pm. Fu¨r zwei
beliebige Punkte u, v aus P existieren nun i0, i1, i2, i3 ∈ {0, . . . ,m}, so dass u
in der Strecke Pi0Pi1 und v in der Strecke Pi2Pi3 enthalten ist. Abha¨ngig von
der Ma¨chtigkeit |{Pi0 , Pi1 , Pi2 , Pi3}| spannen diese Punkte ein regelma¨ßiges Te-
traeder, ein regelma¨ßiges Dreieck bzw. eine Strecke mit Kantenla¨nge 23 auf. Wir
brauchen also nur noch fu¨r m ≤ 3 zu zeigen, dass unsere Konstruktion eine ganz-
zahlige Punktmenge mit Durchmesser kleiner gleich 17 liefert. Hierzu betrachten
wir Abbildung 9.6 und die zugeho¨rige Abstandsmatrix. ¤
Betrachten wir allgemein m-dimensionale Punktmengen P , die dadurch entste-
hen, dass an den Ecken eines m-dimensionalen regelma¨ßigen Simplex mit Kan-
tenla¨nge x + 2y jeweils ein m-dimensionaler regelma¨ßiger Simplex mit Kan-
tenla¨nge y abgeschnitten wird, so bilden die Absta¨nde von P fu¨r m ≥ 3 die
Menge {x, y, x+y,
√
x2 + xy + y2,
√
x2 + 2xy + 2y2}. Die kleinste ganzzahli-
ge Mo¨glichkeit ist durch x = 7 und y = 8 gegeben. Wir mo¨chten erwa¨hnen, dass
es keine weitere ganzzahlige Lo¨sung mit ggT(x, y) = 1 und max(x, y) ≤ 10.000
gibt. Fu¨r m = 2 tritt
√
x2 + 2xy + 2y2 nicht als Abstand auf. Hier gibt es ei-
ne unendliche Serie von nicht a¨quivalenten ganzzahligen planaren Punktmengen
aus 6 Punkten [80]. Die kleinste Mo¨glichkeit besitzt den minimalen Durchmesser
d(2, 6) = 8, siehe Abbildung 5.1.
Satz 9.2.6 verbessert die in Tabelle 9.2 angegebenen oberen Schranken fu¨r mi-
nimale Durchmesser zum Teil erheblich.
9.3 Minimale Durchmesser fu¨r ho¨here
Dimensionen
In diesem Abschnitt wollen wir die erzielten unteren Schranken fu¨r minimale
Durchmesser von ganzzahligen m-dimensionalen Punktmengen mit m ≥ 3 zu-
sammenfassen. Die minimalen Durchmesser von planaren ganzzahligen Punkt-
mengen haben wir bereits in Kapitel 5 ausfu¨hrlich behandelt. Ganzzahlige Punkt-
mengen mit Durchmesser 3 bzw. 4 behandeln wir in Kapitel 11. Alle weiteren an-
gegebenen Werte bzw. Schranken fu¨r die minimalen Durchmesser haben wir durch
vollsta¨ndige Konstruktion der zugeho¨rigen ganzzahligen Punktmengen bestimmt.
Die bisher noch nicht bekannten unteren Schranken haben wir in den Tabellen 9.3,
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9.4 und 9.5 jeweils fett gedruckt. Die Abstandsmatrizen der ganzzahligen Punkt-
mengen P mit minimalem Durchmesser und diam(P) ≥ 4 listen wir in Abschnitt
A.4 auf.
n\m 2 3 4 5 6 7 8 9 10 11 12
3 1
4 4 1
5 8 3 1
6 8 16 4 1
7 33 44 7 4 1
8 56 ≥66 11 5 3 1
9 56 ≥17 8 ≥6 4 1
10 105 ≥9 ≥6 3 1
11 105 ≥4 3 1
12 105 ≥4 3 1
13 532 ≥4 3 1
14 532 ≥4 3
15 735 ≥4
Tabelle 9.3: Minimale Durchmesser d(m,n).
n\m 2 3 4 5 6 7 8 9 10 11
3 1
4 8 1
5 73 3 1
6 174 16 4 1
7 ≥15.000 44 7 4 1
8 ≥66 14 5 3 1
9 ≥17 8 ≥6 4 1
10 ≥9 ≥6 3 1
11 ≥4 3 1
12 ≥4 3 1
13 ≥4 3
14 ≥4
Tabelle 9.4: Minimale Durchmesser d˙(m,n).
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Bei den ganzzahligen m-dimensionalen Punktmengen ohne Einschra¨nkungen
an die Lage mit m ≥ 4 geben wir vorsichtiger Weise keine unteren Schranken,
die wir durch eine vollsta¨ndige Konstruktion erzielt haben, an. Wir nehmen die
Ausfu¨hrungen aus Abschnitt 1.3 u¨ber die Verla¨sslichkeit von computerunterstu¨tz-
ten vollsta¨ndigen Suchen ziemlich ernst. Fu¨r die ganzzahligen Punktmengen ohne
Einschra¨nkungen an die Lage ist die Konstruktion zum einen vom Softwareent-
wicklungsstandpunkt komplizierter als fu¨r Punktmengen in semi-allgemeiner bzw.
allgemeiner Lage, siehe Abschnitt 3.4. Zum anderen haben wir hierfu¨r Programme
verwendet, die wir nur ein einziges Mal implementiert haben und nicht mit Daten
aus anderer Quelle u¨berpru¨fen konnten. Die no¨tigen Korrekturen von, wenn auch
sehr wenigen, Ergebnissen bzw. Daten aus [87, 141] sind ein ernst zu nehmendes
Anzeichen dafu¨r, dass die vollsta¨ndige Konstruktion ganzzahliger Punktmengen
mit Computerunterstu¨tzung großer Sorgfalt, bei der Implementierung und den an-
schließenden Tests auf Korrektheit, bedarf.
Gewissermaßen als Ausgleich geben wir nun theoretisch hergeleitete untere
Schranken an. Hierzu betrachtet man sogenannte normierte Punktmengen aus n
Punkten im Em, siehe z.B. [142]. Dies sind Punktmengen bei denen die Absta¨nde
zwischen verschiedenen Punkten gro¨ßer gleich 1 sind und sich verschiedene
Absta¨nde um mindestens 1 unterscheiden. Ganzzahlige Punktmengen erfu¨llen bei-
spielsweise diese Eigenschaft. Bezeichnen wir den minimalen Durchmesser von
m-dimensionalen normierten Punktmengen aus n Punkten mit M(m,n) so gilt
d(m,n) ≥M(m,n).






und scha¨rfer fu¨r m = 3 und n ≥ 5,




Fu¨r m = 2 wurde 1982 die Ungleichung M(2, n) > n3/44 fu¨r n ≥ 16 bewiesen
[44]. Bezeichnen wir die minimale Anzahl verschiedener Absta¨nde einer planaren
Punktmenge aus n Punkten, ohne weitere Einschra¨nkungen an die Absta¨nde, mit
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n\m 2 3 4 5 6 7 8 9 10 11 12
3 1
4 4 1
5 7 3 1
6 8 4 4 1
7 17 8 4 4 1
8 21 13 4 4 3 1
9 29 16 ≤5 4 4 4 1
10 40 17 ≤8 4 4 4 3 1
11 51 17 ≤5 4 4 4 3 1
12 63 17 ≤5 4 4 4 4 3 1
13 74 56 ≤5 ≤5 4 4 4 4 3 1
14 91 65 ≤5 ≤5 4 4 4 4 4 3
15 104 77 ≤5 ≤5 4 4 4 4 4
16 121 86 ≤5 4 4 4 4 4
17 134 99 4 4 4 4
18 153 112 4 4 4 4
19 164 133 4 4 4
20 196 154 4 4 4
21 212 195 4 4
22 228 212 4 4
23 244 228 4
24 272 4
Tabelle 9.5: Minimale Durchmesser d(m,n).
fu¨r hinreichend großes n zeigen konnten [26]. In 2003 gelang es dann Solymosi
d(2, n) > cn zu zeigen. Ansonsten verweisen wir fu¨r die minimalen Durchmesser
im planaren Fall auf Kapitel 5.
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10 Anzahl ganzzahliger
Simplizes
In diesem Kapitel wollen wir die Anzahl α(d,m) der ganzzahligen Simplizes der
Dimension m mit Durchmesser d na¨her betrachten. In Tabelle 10.1 und Tabelle
10.2 geben wir diese Anzahlen fu¨r Simplizes mit kleinen Dimensionen m an. Da
d α(d, 1) α(d, 2) α(d, 3) α(d, 4) α(d, 5)
1 1 1 1 1 1
2 1 2 4 6 10
3 1 4 16 56 197
4 1 6 45 336 3.133
5 1 9 116 1.840 41.308
6 1 12 254 7.925 403.753
7 1 16 516 29.183 3.076.647
8 1 20 956 91.621 18.364.836
9 1 25 1.669 256.546 91.171.940
10 1 30 2.760 648.697
11 1 36 4.379 1.508.107
12 1 42 6.676 3.267.671
13 1 49 9.888 6.679.409
14 1 56 14.219 12.957.976
15 1 64 19.956 24.015.317
16 1 72 27.421 42.810.244
17 1 81 37.062 73.793.984
18 1 90 49.143 123.240.964
19 1 100 64.272 200.260.099
20 1 110 82.888 317.487.746
Tabelle 10.1: Anzahl α(d,m) von ganzzahligen Simplizes mit Durchmesser d fu¨r
kleine Dimensionen m - Teil 1.
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d α(d, 1) α(d, 2) α(d, 3) α(d, 4)
21 1 121 105.629 492.199.068
22 1 132 133.132 747.720.800
23 1 144 166.090 1.115.115.145
24 1 156 205.223 1.634.875.673
25 1 169 251.624 2.360.312.092
26 1 182 305.861 3.358.519.981
27 1 196 369.247 4.716.186.332
28 1 210 442.695 6.541.418.450
29 1 225 527.417 8.970.194.384
30 1 240 624.483 12.168.243.592
31 1 256 735.777 16.344.856.064
32 1 272 861.885 21.748.894.367
33 1 289 1.005.214 28.688.094.208
34 1 306 1.166.797 37.529.184.064
35 1 324 1.348.609 48.713.293.955
36 1 342 1.552.398 62.769.489.452
37 1 361 1.780.198 80.321.260.053
38 1 380 2.033.970 102.108.730.634
39 1 400 2.315.942 128.999.562.925
40 1 420 2.628.138 162.007.000.505
41 1 441 2.973.433 202.323.976.907
42 1 462 3.353.922 251.321.436.143
43 1 484 3.773.027 310.607.982.160
44 1 506 4.232.254 382.002.253.424
45 1 529 4.735.254 467.627.887.530
Tabelle 10.2: Anzahl α(d,m) von ganzzahligen Simplizes mit Durchmesser d fu¨r
kleine Dimensionen m - Teil 2.
es zu jedem Durchmesser d genau eine Strecke mit diesem Durchmesser gibt, gilt
fu¨r die erste Spalte α(d, 1) = 1. Fu¨r die zweite Spalte kann man aus Algorithmus
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(d+ 1)(d+ 3)(2d+ 1)
⌋
ganzzahlige Dreiecke mit Durchmesser kleiner gleich d gibt. Za¨hlt man nicht nach
dem Durchmesser, sondern nach dem Umfang der Dreiecke ab, so kann man der










ganzzahlige Dreiecke mit Umfang u gibt. Bemerkenswert ist ein Zusammenhang
mit dieser Anzahl und den Partitionen einer Zahl in drei Summanden. In Abschnitt
10.2 werden wir einen weiteren Zusammenhang zwischen der Anzahl von ganz-
zahligen Simplizes und der Anzahl von Partitionen pra¨sentieren.
Fu¨r die dritte Spalte von Tabelle 10.1 bzw. Tabelle 10.2 wurde bisher keine ein-
fache Formel gefunden, deshalb gehen wir im na¨chsten Abschnitt ausfu¨hrlich auf
sie ein. Bevor wir uns nun mit den ganzzahligen Tetraedern bescha¨ftigen, geben
wir in Tabelle 10.3 noch ein paar Anzahlen α(d,m) von ganzzahligen Simplizes
fu¨r gro¨ßere Dimensionen an.
d α(d, 6) α(d, 7) α(d, 8) α(d, 9) α(d, 10) α(d, 11)
1 1 1 1 1 1 1
2 14 21 29 41 55 76
3 656 2.127 6.548 19.130 53.394 144.156
4 31.771 329.859 3.336.597 32.815.796
5 1.197.137 42.534.683
6 30.793.707
Tabelle 10.3: Anzahl α(d,m) von ganzzahligen Simplizes mit Durchmesser d fu¨r
gro¨ßere Dimensionen m.
10.1 Anzahl ganzzahliger Tetraeder
Nachdem wir nun fu¨r die ersten beiden Spalten von Tabelle 10.1 und Tabelle 10.2
exakte Formeln gefunden haben, wollen wir uns die dritte Spalte anschauen, die
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ganzzahligen Tetraeder. Fu¨r Durchmesser kleiner gleich 962 geben wir ihre An-
zahlen im Anhang in Abschnitt C.4 an, wobei wir betonen mo¨chten, dass diese
Punktmengen auch wirklich erzeugt und nicht nur geza¨hlt wurden.
Da sich die Cayley-Menger-Determinante fu¨rm ≥ 3 nicht mehr so scho¨n fakto-
risieren la¨sst wie fu¨r m = 2, siehe Abschnitt 2.4, lassen sich Formeln fu¨r α(d,m)
mit m ≥ 3 nicht mehr so elementar herleiten wie fu¨r m = 2. Wir ko¨nnen aber
zumindest die Anzahl αˆ≤(d, 3) der Abstandsmatrizen von 4 Punkten mit ganzzah-
ligen Absta¨nden zwischen 1 und d, welche die Dreiecksungleichungen erfu¨llen,
bestimmen. Eine la¨ngere Rechnung und eine Anwendung von Lemma 2.6.1 ergibt
24αˆ≤(d, 3) = 1 ·
⌈











































2880 fu¨r d ≡ 0 mod 2,
17d6+425d4+1763d2+675
2880 fu¨r d ≡ 1 mod 2
vereinfachen la¨sst. Um in dieser nicht angegebenen Berechnung Flu¨chtigkeitsfeh-
ler auszuschließen, haben wir diese Formel fu¨r d ≤ 50 auch durch Konstruktion
der zugeho¨rigen Strukturen verifiziert. Setzen wir αˆ(d, 3) = αˆ≤(d, 3) − αˆ≤(d −




960 fu¨r d ≡ 0 mod 2,
34d5−85d4+680d3−908d2+1722d−483
960 fu¨r d ≡ 1 mod 2.
Die Formeln fu¨r αˆ(d, 3) und fu¨r α(d, 2) legen die Vermutung nahe, dass sich
α(d, 3) vielleicht ebenfalls als eine zusammengesetzte Funktion von Polynomen
fu¨r die verschiedenen Restklassen einer Zahl k schreiben la¨sst. Mit Hilfe der be-
kannten Werte von α(d, 3) ko¨nnen wir dies aber fu¨r k ≤ 52 ausschließen. Wenn
wir schon keine Formel fu¨r α(d, 3) finden ko¨nnen, so bestimmen wir wenigstens
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Abbildung 10.1: α(d,3)αˆ(d,3) vs.
729
1000 .
auf empirischen Wege die Wahrscheinlichkeit lim
d→∞
α(d,3)
αˆ(d,3) , dass eine ganzzahli-
ge Abstandsmatrix, welche die Dreiecksungleichungen erfu¨llt, ein nicht entartetes
Tetraeder ist. In Abbildung 10.1 haben wir hierfu¨r α(d,3)αˆ(d,3) mit
729
1000 verglichen. Es
ergibt sich somit die Na¨herung




Obwohl wir die Existenz des Grenzwerts lim
d→∞
α(d,3)
αˆ(d,3) nicht theoretisch beweisen






streng monoton fallend ist. Um eine ungefa¨hre Vorstellung von diesem vermuteten
Grenzwert zu bekommen, haben wir
α(800, 3) = 8.430.487.428.682
und
α(1000, 3) = 25.728.695.195.597
bestimmt, was zu α(800,3)αˆ(800,3) ≈ 0, 72869 bzw. α(1000,3)αˆ(1000,3) ≈ 0, 72826 fu¨hrt.
Wir mo¨chten erwa¨hnen, dass die Rechenzeit zur Berechnung von α(800, 3)
knapp 10 Stunden betragen hat. Das Hochza¨hlen, mit einer einfachen Schleife,
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bis zu dieser Zahl ha¨tte alleine schon knapp 9 Stunden gedauert. Fu¨r noch gro¨ßere
Durchmesser d ≥ d0 geht die Bestimmung von α(d, 3) ab einen gewissen Durch-
messer d0 sogar schneller als das Hochza¨hlen mit einer Schleife. In Abschnitt C.4
werden wir na¨her beschreiben, wie dies mo¨glich ist.
Weitere derartige Betrachtungen fu¨r die Spalten von Tabelle 10.1 bzw. Tabelle
10.2 erscheinen wenig vielversprechend, zumal schon fu¨r m = 4 keine weiteren
Anzahlen α(d, 4) außer den angegebenen mehr bekannt sind und der Bestimmung
weiterer Werte mittels Konstruktion von der verfu¨gbaren Rechnerleistung her en-
ge Grenzen gesetzt sind. Also wenden wir uns den Zeilen von Tabelle 10.1 und
Tabelle 10.3 zu.
10.2 Ganzzahlige Simplizes mit Durchmesser
kleiner gleich 2
Bei einer Betrachtung der Zeilen von Tabelle 10.1 und Tabelle 10.3 stellen wir
fest, dass zum einen α(1,m) = 1 gilt und α(1,m) + α(2,m) der Anzahl der
Partitionen von m + 1 entspricht. Dabei soll unter der Partition einer natu¨rlichen
Zahl k ein r-Tupel [i0, . . . , ir−1] natu¨rlicher Zahlen mit i0 ≥ · · · ≥ ir−1 > 0 und
i0+ . . . ir−1 = k verstanden werden. Die Anzahl der Partitionen von k bezeichnen

























berechnen, siehe z.B. [58].
Im Folgenden werden wir eine Bijektion zwischen den Partitionen von m + 1
und den ganzzahligen m-dimensionalen Simplizes mit Durchmesser d ≤ 2 be-
weisen. Da in Simplizes mit Durchmesser d ≤ 2 nur maximal zwei verschiedene
Absta¨nde vorkommen ko¨nnen, gibt es eine natu¨rliche Abbildung in die Menge
der Graphen. (Im Folgenden werden wir ha¨ufiger Begriffe aus der Graphentheo-
rie verwenden und verweisen den Leser zum Nachschlagen der Definitionen auf
[36] oder jede andere Einfu¨hrung in die Graphentheorie.) Hierzu ordnen wir zwei
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Punkten im Graphen genau dann eine Kante zu, falls der Abstand der entsprechen-
den Punkte im Simplex eins betra¨gt. Betrachten wir die mo¨glichen Dreiecke mit
Seitenla¨ngen 1 und 2, (1, 1, 1), (2, 2, 1) und (2, 2, 2), so stellen wir fest, dass die
ganzzahligen Simplizes mit Durchmesser d ≤ 2 immer auf Vereinigungen von
vollsta¨ndigen Graphen Kij abgebildet werden. Wir betrachten also die Abbildung
ω welche eine Partition [i0, . . . , ir−1] auf den Simplex S abbildet, der aus einem
Graphen G = ⋃
0≤j<r
Kij hervorgeht, wenn man Kanten und Nichtkanten wie eben
beschrieben den zwei mo¨glichen Absta¨nden zuordnet. Fu¨r eine gegebene Dimen-
sion m definieren wir die Quelle von ω als Menge der Partitionen von m+ 1 und
das Ziel als Menge der m-dimensionalen Simplizes mit Absta¨nden aus {1, 2}. Da
ω offensichtlich injektiv ist, mu¨ssen wir nur noch die Surjektivita¨t beweisen.
Bevor wir dies tun bemerken wir, dass obige ¨Uberlegungen auch gelten, wenn
wir allgemeiner m-dimensionale Simplizes mit Absta¨nden aus {1, λ} mit einer
reellen Zahl λ ≥ 2 betrachtet. Also verallgemeinern wir unsere Abbildung ω zu
ωλ, so dass sie eine Nichtkante des Graphen G auf den Abstand λ ≥ 2 abbildet.
Nach dem Satz von Menger (2.1.3) mu¨ssen wir, um die Surjektivita¨t von ωλ zu
beweisen, zeigen, dass fu¨r alle Partitionen [i0, . . . , ir−1] von m+1 die Bedingun-
gen von Lemma 2.1.2 fu¨r ωλ([i0, . . . , ir−1]) erfu¨llt sind. Indem wir die Bijektivita¨t
von ωλ induktiv u¨ber die Dimension m beweisen, ko¨nnen wir voraussetzen, dass
die Teilsimplizes von ωλ([i0, . . . , ir−1]) mittels ωλ aus einer Partition hervorge-
hen. Wir brauchen also nur fu¨r jede Partition [i0, . . . , ir−1] zu zeigen, dass fu¨r
S = ωλ([i0, . . . , ir−1]) die Ungleichung (−1)mC(S) > 0 gilt, wobei C(S) die
Cayley-Menger-Determinante von S ist und m+ 1 = i0 + · · ·+ ir−1 gilt.
10.2.1 Lemma Fu¨r eine Partition [i0, . . . , ir−1] sei D = (di,j) die Abstands-
matrix von S = ωλ([i0, . . . , ir−1]), A = (d2i,j) die Matrix der Abstandsquadrate,
dim(A) die Anzahl der Zeilen der Matrix A und λ ≥ 1. Die Cayley-Menger-
Matrix zu einer Matrix A von Abstandsquadraten bezeichnen wir mit A. Es gelten
(−1)dim(A)(λ2 det(A) + det(A)) > 0 und (−1)dim(A) det(A) > 0.
Beweis. Wir beweisen per Induktion u¨ber r. Falls r = 1 so sind alle Absta¨nde di,j
gleich 1. Eine kurze Rechnung fu¨hrt zu det(A) = (−1)dim(A)−1(dim(A) − 1)
und det(A) = (−1)dim(A) dim(A). Somit sind beide Ungleichungen erfu¨llt.
Fu¨r r > 1 definieren wir F = (fi,j) = ωλ([i1, . . . , ir−1]), B = (f2i,j) und
k = i0.
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Die Matrix 
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λ2 · · · · · · λ2
B

mit einem k × k Block in der linken oberen Ecke bezeichnen wir als Ck. Da
det(A) = det(Ck) und det(A) = det(Ck) gilt, starten wir mit der Berechnung





























1 1 · · · 1 0

ziehen wir λ2-mal die letzte von der ersten Zeile und λ2 Mal die letzte von der
ersten Spalte ab. Dies liefert
det(C1) =
∣∣∣∣∣∣∣∣∣∣∣












1 1 · · · 1 0
∣∣∣∣∣∣∣∣∣∣∣
.
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Durch Entwickeln erha¨lt man
det(C1) = −2λ2 det(B)− det(B).
Fu¨r k ≥ 2 ziehen wir bei Ck die zweite von der ersten Zeile und die zweite von
der ersten Spalte ab. Dies liefert
det(Ck) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−2 1 0 · · · · · · 0 0 · · · · · · 0
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Durch Entwickeln erhalten wir
det(Ck) = −2 det(Ck−1)− det(Ck−2).
Analoge Berechnungen fu¨r Ck fu¨hren zu
det(Ck) = −2 det(Ck−1)− det(Ck−2).
Mittels Induktion, obiger zwei Rekursionsgleichungen, det(C0) = det(B) und
det(C0) = det(B) la¨sst sich nachrechnen, dass
det(Ck) = (−1)k+1(kλ4 det(B) + (k − 1) det(B))
und
det(Ck) = (−1)k((2kλ2 − k + 1) det(B) + k det(B))
gelten. Mit diesen zwei Gleichungen, dim(Ck) = dim(B) + k, λ ≥ 1, k > 0 und
der Induktionsvoraussetzung fu¨r B folgern wir
(−1)dim(A)(λ2 det(A) + det(A)) =
(−1)dim(Ck)(λ2 det(Ck) + det(Ck)) =
(kλ2 − k + 1)︸ ︷︷ ︸
>0
(−1)dim(B)(λ2 det(B) + det(B))︸ ︷︷ ︸
>0
> 0










+ (kλ2 − k + 1)︸ ︷︷ ︸
>0




Mit Lemma 10.2.1 und den vorangegangenen ¨Uberlegungen haben wir einen
Beweis fu¨r den folgenden Satz.
10.2.2 Satz (in anderer Formulierung, Einhorn, Schoenberg, 1966, [40, 41])
Fu¨r λ ≥ 2 ist die Abbildung ωλ eine Bijektion zwischen den Partitionen von m+1
und den m-dimensionalen Simplizes mit Seitenla¨ngen in {1, λ}.
Man kann Satz 10.2.2 auch eleganter beweisen, indem man anstatt Lemma
10.2.1 zu benutzen einfach eine Koordinatendarstellung von ω2([i0, . . . , ir−1])
direkt angibt. Hierzu betrachten wir folgende Konstruktion von Christian Haase
[59]. Wir platzieren regula¨re (ij − 1)-dimensionale Simplizes der Seitenla¨nge 1 in
paarweise orthogonale Unterra¨ume, so dass ihr Schwerpunkt jeweils im Ursprung




2 − ij−12ij in eine neue Koordinatenrichtung verschoben. Da die Ecken




von ihrem Schwerpunkt haben,
besitzen je zwei Punkte aus unterschiedlichen regula¨ren Simplizes den Abstand λ.
Den Beweis von Lemma 10.2.1 haben wir aber dennoch pra¨sentiert, da wir im
Folgenden ha¨ufiger Lemmata u¨ber den Wert oder das Vorzeichen bestimmter De-
terminanten angeben, bei denen wir die Beweise dem Leser u¨berlassen. In diesen
Fa¨llen ist ein Beweis immer mit a¨hnlichen, teils sehr la¨nglichen aber elementaren,
Berechnungen mo¨glich.
Weiter soll erwa¨hnt werden, dass in [72] eine Formel fu¨r die Cayley-
Menger-Determinante von ωλ angegeben wurde und sich Satz 10.2.2 noch wei-
ter verscha¨rfen la¨sst. In [142], siehe auch [73], wurde u.a. das gro¨ßtmo¨gliche
σ(m,m + 2) bestimmt, so dass es eine m-dimensionale Punktmenge gibt, bei
denen alle Absta¨nde aus {1, σ(m,m + 2)} sind. Wir zitieren ohne Beweis, dass
fu¨r m ≥ 2,
σ(m,m+ 2) =
√
9m− 10 +√33m2 − 52m+ 20
4m− 4
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gilt.
10.2.3 Satz (in anderer Formulierung, Piepmeyer, 1993, [73, 142])
Fu¨r λ ≥ σ(m−1,m+1) und m ≥ 3 ist die Abbildung ωλ eine Bijektion zwischen
den Partitionen von m + 1 und den m-dimensionalen Simplizes mit Seitenla¨ngen
in {1, λ}.
Beweis. Da σ(m−1,m+1) fu¨r m ≥ 3 gro¨ßer 1 ist, ist ωλ injektiv und mit Lemma
10.2.1 folgt, dass sich die Bilder von ωλ alle in den Em einbetten lassen. Wir
mu¨ssen also nur noch zeigen, dass es außer diesen Bildern von ωλ keine weiteren
Simplizes mit Seitenla¨ngen aus {1, λ} im Em gibt. Also nehmen wir an, dass ein
weiteres Simplex S existiert. Wir betrachten nun das Simplex S(λ′) welches aus S
hervorgeht, indem wir die Seiten der La¨nge λ auf La¨nge λ′ strecken. Wegen Satz
10.2.2 ist S(λ′) fu¨r λ′ ≥ 2 nicht mehr in den Em einbettbar. Daher gibt es wegen
der Stetigkeit der Cayley-Menger-Determinanten bzw. der Koordinatendarstellung
ein λ′ > λ, so dass S(λ′) eine Punktmenge aus m + 1 Punkten im euklidischen
Em−1 ist. Dies ist aber ein Widerspruch zur Definition von σ(m− 1,m+ 1). ¤




3 ≈ 1.93185 und





Aus Satz 10.2.2 la¨sst sich noch eine Aussage u¨ber die Anzahl der m-
dimensionalen Simplizes mit Seitenla¨ngen aus einer gegebenen Menge ableiten.
10.2.4 Folgerung Die Anzahl α({a0, . . . , ar−1},m) der m-dimensionalen Sim-




(p(m+ 1)− 2) + r,
wobei p(m+ 1) die Anzahl der Partitionen von m+ 1 bezeichnet. Ist 2ai ≤ ai+1
fu¨r alle i erfu¨llt, so gilt sogar Gleichheit.
10.3 Ganzzahlige Simplizes mit ho¨chstens zwei
Absta¨nden
Im vorherigen Abschnitt hatten wir bereits Simplizes mit Absta¨nden in {1, λ} be-
trachtet. Nun wollen wir allgemeiner fu¨r zwei natu¨rliche Zahlen a und b Simplizes
mit Absta¨nden in {a, b} betrachten. Hierzu definieren wir fu¨r einen Graphen G
auf n Knoten die Abbildung ωa,b(G) 7→ S , die eine Kante {i, j} auf den Abstand
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δ(i, j) = a und eine Nichtkante auf den Abstand δ(i, j) = b abbildet. Mit unserer
vorherigen Definition gilt also





Zu gegebenem a und b fu¨hren nun nicht alle Graphen G zu einem Simplex, der sich
in denEn−1 einbetten la¨sst. Fu¨r den Fall 2a ≤ b bzw. 2b ≤ a haben wir im vorheri-
gen Abschnitt eine vollsta¨ndige Charakterisierung, der Graphen, die zu Simplizes
fu¨hren, angegeben, was dann zu exakten Formeln fu¨r α({a, b},m) fu¨hrt. Einen
Graphen G fu¨r den ωa,b(G), bei gegebenem a und b, kein Simplex ist, bezeichnen
wir als verbotenen Graphen. Ist G′ ein Graph, der einen verbotenen Graph G als
induzierten Teilgraph bzw. Untergraph entha¨lt, so ist der Graph G′ ebenfalls
verboten. Dabei heißt ein Graph G induzierter Teilgraph bzw. Untergraph eines
Graphen G′, falls die Knoten von G eine Teilmenge der Knoten von G′ bilden und
{u, v} genau dann eine Kante in G ist, wenn sie es in G′ ist.
Einen Graphen bezeichnen wir nun als verbotenen minimalen Graphen, wenn
er verboten ist, aber alle echten Untergraphen von ωa,b auf Simplizes abgebildet
werden. In Abbildung 10.4 stellen wir die Anzahl der m-dimensionalen Simplizes
mit Seitenla¨ngen 2 und 3, der Anzahl der verbotenen minimalen Graphen und der
Anzahl der Graphen mit m+1 Knoten gegenu¨ber. Die verbotenen minimalen Gra-
phen aus ho¨chstens 8 Knoten haben wir vollsta¨ndig in Abschnitt D.1 abgebildet.
m # verbotener minimaler Graphen α({2, 3},m) # Graphen
1 0 2 2
2 0 4 4
3 1 10 11
4 1 27 34
5 21 71 156
6 7 172 1.044
7 10 395 12.346
8 33 850 274.668
9 72 1.697 12.005.168
Tabelle 10.4: Anzahl verbotener minimaler Graphen fu¨r Simplizes mit Sei-
tenla¨ngen 2 und 3.
Es stellt sich heraus, dass die Anzahl α({2, 3},m) der ganzzahligen Simplizes
mit Absta¨nden aus {2, 3} fu¨r gro¨ßere Dimensionen m nur einen Bruchteil der An-
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zahl der Graphen betra¨gt. Die Graphen, die mittels ω2,3 auf Simplizes abgebildet
werden, sind somit etwas besonderes und man kann sich die Frage stellen, wie
man diese spezielle Graphenklasse, allein mit graphentheoretischen Hilfsmitteln,
charakterisieren kann.
Fu¨r Simplizes mit Absta¨nden aus {1, 2} kann man z.B. sagen, dass es genau die
Graphen sind, die aus Vereinigungen von vollsta¨ndigen Graphen entstehen. Eine
andere Art diese Graphenklasse zu charakterisieren besteht darin zu sagen, dass
diese Graphenklasse aus allen Graphen besteht, die keinen Pfad der La¨nge 2 als
induzierten Teilgraphen enthalten. Wir haben also ausgenutzt, dass es nur endlich
viele, hier einen, verbotenen Untergraphen gibt. Leider ist die Situation fu¨r Sim-
plizes mit Absta¨nden 2 und 3 nicht ganz so einfach, da es hier mehr verbotene
minimale Graphen gibt. Ob ihre Anzahl endlich ist, ist ungewiss und Tabelle 10.4
legt eher die gegenteilige Vermutung nahe, wobei man allerdings bei dem vorhan-
denen Datenmaterial sehr vorsichtig mit Vermutungen sein sollte.
# verbotener zusammenha¨ngender # zusammen-
m minimaler Graphen α˜({2, 3},m) ha¨ngender Graphen
1 0 1 1
2 0 2 2
3 1 5 6
4 1 15 21
5 20 36 112
6 6 77 853
7 6 146 11.117
8 12 271 261.080
9 19 475 11.716.571
Tabelle 10.5: Anzahl verbotener zusammenha¨ngender minimaler Graphen fu¨r
Simplizes mit Seitenla¨ngen 2 und 3.
Da es uns nicht gelungen ist fu¨r α({2, 3},m) eine einfache Formel anzugeben
bzw. die zugeho¨rige Graphenklasse durch verbotene Untergraphen zu charakte-
risieren, wollen wir das Problem noch weiter vereinfachen. Anstatt allgemeiner
Graphen betrachten wir nur noch zusammenha¨ngende Graphen und bezeichnen
mit α˜({a, b},m) die Anzahl der m-dimensionalen Simplizes mit Absta¨nden aus
{a, b} bei denen das Urbild von ωa,b ein zusammenha¨ngender Graph ist. Motiviert
ist diese Betrachtungsweise durch die einfache Gleichung α˜({1, 2},m) = 1. Die
in Tabelle 10.5 angegebenen Werte fu¨r α˜({2, 3},m) machen aber leider ebenfalls
wenig Hoffnung eine einfache Formel fu¨r α˜({2, 3},m) oder α({2, 3},m) zu fin-
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den. Deswegen betrachten wir nun ganzzahlige Simplizes mit Seitenla¨ngen a < b
bei denen der Quotient ba nahe bei 2 liegt.
Wir untersuchen beispielhaft die Simplizes mit Seitenla¨ngen aus {4, 7} bzw.
{5, 9}. Die entsprechenden Werte von α({4, 7},m), α({5, 9},m), α˜({4, 7},m)
und α˜({5, 9},m) geben wir fu¨r m ≤ 30 in Tabelle 10.6 an. Zwar ko¨nnen wir auch
hier keine Formel fu¨r α({4, 7},m) bzw. α({5, 9},m) angeben, aber zumindest
ko¨nnen wir die Werte von α˜({4, 7},m) bzw. α˜({5, 9},m) vollsta¨ndig bestimmen.
Da wir nur eine Formel fu¨r α˜ und nicht fu¨r α herleiten wollen, brauchen wir nur
eine Strukturaussage u¨ber die zusammenha¨ngenden Graphen G, fu¨r die ω4,7(G)
bzw. ω5,9(G) ein Simplex ist, zu finden und zu beweisen. Hierzu definieren wir
fu¨r zwei vollsta¨ndige Graphen Ku und Kv einen Graphen G = Ku ⊕ Kv als
Vereinigung von Ku und Kv , wobei die zwei vollsta¨ndigen Graphen genau einen
Knoten gemeinsam haben, siehe Abbildung 10.2 fu¨r ein Beispiel. Allgemein gilt
Ku ⊕K1 = Ku.
u
u u uu u¡¡@@ @@¡¡
Abbildung 10.2: Der Graph K3 ⊕K4.
10.3.1 Lemma Ist G ein zusammenha¨ngender Graph und ω4,7(G) oder ω5,9(G)
ein Simplex, so existieren natu¨rliche Zahlen u und v, so dass G = Ku ⊕Kv gilt.
Beweis. Man rechnet leicht nach, dass die Graphen in Abbildung 10.3, sowohl fu¨r
die Absta¨nde {4, 7} als auch fu¨r die Absta¨nde {5, 9}, verbotene Graphen sind. Fu¨r
diesen Beweis bezeichnen wir sie in dieser Reihenfolge als K˜4, C4, P4 und T .
Weiter rechnet man leicht nach, dass von den 10 zusammenha¨ngenden Graphen
mit ho¨chstens 4 Knoten alle bis auf die Graphen der Form Ku⊕Kv verboten sind.
Wir beweisen nun unsere Behauptung per Induktion u¨ber u+ v.
u uu u¡¡@@ @@¡¡ u u
u u u u u u u uuu¡¡@@
Abbildung 10.3: Verbotene Graphen fu¨r die Abstandsmengen {4, 7} und {5, 9}.
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m α({4, 7},m) α({5, 9},m) α˜({4, 7},m) α˜({5, 9},m)
1 2 2 1 1
2 4 4 2 2
3 7 7 2 2
4 12 12 3 3
5 21 20 3 3
6 34 29 4 4
7 49 40 4 4
8 73 55 5 5
9 103 74 5 4
10 144 98 6 3
11 197 135 6 3
12 264 179 7 3
13 353 238 7 3
14 471 315 8 3
15 625 412 8 3
16 821 537 9 3
17 1.080 701 9 3
18 1.403 904 10 3
19 1.823 1.166 10 3
20 2.351 1.496 11 3
21 3.026 1.909 11 3
22 3.867 2.424 12 3
23 4.939 3.074 12 3
24 6.264 3.870 13 3
25 7.931 4.863 13 3
26 9.996 6.087 14 3
27 12.574 7.591 14 3
28 15.741 9.431 15 3
29 19.676 11.694 15 3
30 24.489 14.436 16 3
Tabelle 10.6: Anzahl von Simplizes mit Seitenla¨ngen 4 und 7 bzw. 5 und 9.
Entfernt man aus G einen Knoten y derart, dass der Graph immer noch zusam-
menha¨ngend bleibt, entsteht ein Graph G′, fu¨r den nach Induktionsvoraussetzung
u und v existieren mit G′ = Ku⊕Kv . Den gemeinsamen Knoten von Ku und Kv
bezeichnen wir mit x. Der Knoten y hat in Ku entweder 0, 1 oder u Nachbarn, da
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G′ sonst K˜4 als Untergraphen enthalten wu¨rde, entsprechend fu¨r Kv . Diese zwei
Anzahlen an Nachbarn fassen wir als Tupel ν = (nu, nv) zusammen. Der Fall
ν = (0, 0) kann nicht eintreten, da G nach Vorraussetzung zusammenha¨ngend ist.
Im Fall ν = (0, 1) gilt G = K2 ⊕ Kv falls u = 1 oder G entha¨lt den P4 als
Untergraphen falls u > 1, entsprechend fu¨r ν = (1, 0). Da C4 und T verbotene
Graphen sind, kann im Fall ν = (1, 1) nur G = K2 ⊕ Kv oder G = Ku ⊕ K2
gelten. Der Fall ν = (0, v) bzw. ν = (u, 0) kann nicht auftreten, da y entweder mit
x benachbart ist oder nicht. Fu¨r ν = (1, v) bzw. ν = (u, 1) gilt G = Ku ⊕Kv+1
bzw. G = Ku+1⊕Kv . Falls u, v ≥ 2 und ν = (u, v) so wu¨rde G den Graphen K˜4





1 : m = 1,
3 : m = 4, 5 ∨ 10 ≤ m ≤ 41,
4 : m = 6, 7, 9,
5 : m = 8,
2 : sonst.
Beweis. Nach Lemma 10.3.1 brauchen wir zu gegebenem m nur fu¨r die Graphen
G = Ku ⊕ Kv mit u + v = m + 2 testen, ob ω5,9(G) ein Simplex ist. Eine
kleine Computerberechnung besta¨tigt die angegebenen Werte von α˜({5, 9},m)
fu¨r m ≤ 41. Da K3 ⊕K41 fu¨r die Absta¨nde {5, 9} ein verbotener Graph ist, gilt
α˜({5, 9},m) ≤ 2 fu¨r m ≥ 42. Per Induktion zeigt man fu¨r die Cayley-Menger-
Determinanten
C(ω5,9(K1 ⊕Kv)) = (−1)v52(v−2)v
und
C(ω5,9(K2 ⊕Kv)) = (−1)v−152(v−2)(961 + 289v).








: m ≤ 31,
16 : m = 32,
14 : m = 33,
13 : m = 34, 35,
12 : 36 ≤ m ≤ 39,
11 : 40 ≤ m ≤ 48,
10 : 49 ≤ m ≤ 71,
9 : 72 ≤ m ≤ 295,
8 : m ≥ 296.
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Beweis. Analog zum Beweis von Lemma 10.3.2 besta¨tigen wir die Werte von
α˜({4, 7},m) fu¨r m ≤ 71 durch eine Computerberechnung. Per Induktion zeigt
man folgende Formeln fu¨r die Werte von Cayley-Menger-Determinanten,
C(ω4,7(K1 ⊕Kv)) = (−1)v 24v−4 v,
C(ω4,7(K2 ⊕Kv)) = (−1)v−1 24v−4(289 + 223v),
C(ω4,7(K3 ⊕Kv)) = (−1)v−2 24v−3(289 + 95v),
C(ω4,7(K4 ⊕Kv)) = (−1)v−3 24v(867 + 157v),
C(ω4,7(K5 ⊕Kv)) = (−1)v−4 24v+6(289 + 31v),
C(ω4,7(K6 ⊕Kv)) = (−1)v−5 24v+8(1445 + 91v),
C(ω4,7(K7 ⊕Kv)) = (−1)v−6 24v+13(867 + 29v),
C(ω4,7(K8 ⊕Kv)) = (−1)v−7 24v+16(2023 + 25v) und
C(ω4,7(K9 ⊕Kv)) = (−1)v−8 24v+23(289− v).
Mit Hilfe von Lemma 2.1.4 folgt die Behauptung fu¨r m ≥ 72. ¤
Wir mo¨chten bemerken, dass Lemma 10.3.2 und Lemma 10.3.3 zwar eigentlich
nur eine Aussage u¨ber die Anzahl α˜({5, 9},m) bzw. α˜({4, 7},m) geben, sich die
zugeho¨rigen Simplizes aber leicht mit Hilfe von Lemma 10.3.1 ablesen lassen. In
den Tabellen 10.7, 10.8 und 10.9 geben wir weitere Werte von α({a, b},m) an.
m α({1, 2},m) α({2, 3},m) α({3, 4},m) α({4, 5},m)
1 2 2 2 2
2 3 4 4 4
3 5 10 11 11
4 7 27 33 34
5 11 71 139 155
6 15 172 752 1.013
7 22 395 5.445 11.195
8 30 850 48.807 213.822





Tabelle 10.7: Anzahl ganzzahliger Simplizes mit ho¨chstens 2 Absta¨nden - Teil 1.
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m α({5, 6},m) α({6, 7},m) α({7, 8},m) α({8, 9},m) α({9, 10},m)
1 2 2 2 2 2
2 4 4 4 4 4
3 11 11 11 11 11
4 34 34 34 34 34
5 156 156 156 156 156
6 1.043 1.044 1.044 1.044 1.044
7 12.286 12.343 12.346 12.346 12.346
8 270.577 274.537 274.666 274.668 274.668
9 11.512.070 11.990.444 12.004.931 12.005.164 12.005.168
Tabelle 10.8: Anzahl ganzzahliger Simplizes mit ho¨chstens 2 Absta¨nden - Teil 2.
m α({3, 5},m) α({5, 7},m) α({5, 8},m) α({7, 9},m)
1 2 2 2 2
2 4 4 4 4
3 9 11 10 11
4 15 31 23 34
5 25 115 50 152
6 40 481 92 936
7 65 2.419 146 9.015
8 104 13.165 223 132.627
9 166 70.916 349 2.807.075




Tabelle 10.9: Anzahl ganzzahliger Simplizes mit ho¨chstens 2 Absta¨nden - Teil 3.
Vergleichen wir die Anzahl der Graphen und die Anzahl der Simplizes mit
Absta¨nden in {a, a + 1}, siehe Tabelle 10.7 und Tabelle 10.8, so stellen wir fest,
dass sie fu¨r a ≤ 9 und m ≤ a u¨bereinstimmen. Betrachten wir die Anzahl
α({1, x},m) der Simplizes mit Absta¨nden 1 < x fu¨r eine feste Dimension m,
so folgt aus Satz 2.1.3 und der Stetigkeit der Determinante, dass α({1, x},m) mit
der Anzahl der Graphen auf m + 1 Punkten u¨bereinstimmt, sobald x hinreichend
nahe an 1 liegt. Es stellt sich die Frage, ob man das hinreichend nahe quantitativ
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bestimmen kann. In die eine Richtung haben wir folgendes Lemma.
10.3.4 Lemma Die Abstandsmatrix
ωa+1,a
(
Kd a+22 e ∪Kb a+22 c
)
ist fu¨r a ≥ 1 kein Simplex, wobei Ku ∪ Kv die disjunkte Vereinigung von zwei
vollsta¨ndigen Graphen bezeichnet.




(Kd a+22 e ∪Kb a+22 c
)
.
Mittels Induktion la¨sst sich zeigen, dass fu¨r die Cayley-Menger-Determinante









gilt. Einsetzen von x = a+1a liefert zusammen mit Lemma
2.1.2 die Behauptung. ¤
Wir bemerken, dass aus einer genaueren Analyse der Nullstellen von C(∆(a))
unter Verwendung eines Resultats aus [41], die Einbettbarkeit von
ωa+2,a+1
(
Kd a+22 e ∪Kb a+22 c
)
in den Ea+1 folgt. In Abschnitt D.2 geben wir fu¨r a ≤ 8 alle Abstandsmatrizen
auf a + 2 Punkten mit Absta¨nden a und a + 1, die keine Simplizes sind, an. Fu¨r
die andere Richtung motivieren wir eine Vermutung.
10.4 Ganzzahlige Simplizes mit Durchmesser 3
Im vorherigen Abschnitt haben wir Simplizes mit ho¨chstens zwei Absta¨nden a und
b betrachtet. Wir wollen nun den Spezialfall {a, b} = {2, 3} nutzen, um ganzzah-
lige Simplizes mit Durchmesser d ≤ 3 zu konstruieren bzw. Informationen u¨ber
ihre Struktur zu gewinnen. Hinter diesem Vorgehen steckt eine allgemeine Strate-
gie, um kompliziertere Probleme in mehrere einfachere Probleme zu zerlegen, das
Homomorphieprinzip. Eine allgemeine Beschreibung dieses Prinzips entnehmen
wir z.B. [153]:
Zur Lo¨sung eines Problems P einer Struktur S kann man, wie folgt, in vier
Schritten vorgehen.
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1. Vereinfachung der gegebenen Struktur S mit Hilfe eines Homomorphismus
f : S −→ S′, wobei S′ eine gro¨bere Struktur ist.
2. Transformation des Problems P auf der urspru¨nglichen Struktur in ein Pro-
blem P′ auf den homomorphen Bildern von f in der vergro¨berten Struktur
S′.
3. Lo¨sung des Problems P′ auf S′.
4. Verfeinerung jeder Lo¨sung von P′, so dass die Lo¨sungen von P auf S ent-
stehen.
Eine Sta¨rke des Homomorphieprinzips ist, dass es bei iterierter Anwendung und
unter gu¨nstigen Umsta¨nden den Aufwand logarithmieren kann. Wir wollen dies
an einem, in [16] na¨her beschriebenem, Beispiel belegen.
10.4.1 Beispiel (Hensels Lemma)
Fu¨r eine Primzahl p 6= 2 und n ∈ N sei das Problem gegeben, eine Lo¨sung
x ∈ Z/pnZ fu¨r die Kongruenz x2 ≡ −1 mod pn, mit x = x+ pnZ, zu finden.
Fu¨r 2 ≤ i ≤ n kann man Homomorphismen fi : Z/piZ −→ Z/pi−1Z durch
y+piZ 7→ y+pi−1Z definieren. Wir suchen zuna¨chst eine Lo¨sung x1 ∈ Z/pZ von
x2 ≡ −1 mod p. Falls keine Lo¨sung existiert brechen wir ab, ansonsten testen
wir fu¨r 1 ≤ i < n alle Elemente der Menge
{xi + jpi + pi+1Z | 0 ≤ j ≤ p− 1} = f−1i+1{xi + piZ} ⊆ Z/pi+1Z
bis ein xi+1 ∈ Z/pi+1Z mit x2i+1 ≡ −1 mod pi+1 gefunden ist. ¦
Wir mo¨chten bemerken, dass die Anwendung des Homomorphieprinzips dafu¨r
sorgt, dass wir in Beispiel 10.4.1 anstatt von pn Kandidaten maximal n · p Kandi-
daten testen mu¨ssen, der Aufwand also logarithmiert wird. Zwar kann es vorkom-
men, dass wir bei dem Problem unserer Wahl keine geeigneten Homomorphismen
finden bzw. sie nicht mit speziellen problemangepassten Methoden der Aufwands-
reduktion vertra¨glich sind, versucht werden sollte dieser Ansatz aber in jedem Fall.
Im Folgenden wollen wir nun einen geeigneten Homomorphismus von der
Menge der ganzzahligen Simplizes mit Durchmesser d ≤ 3 auf einer Menge mit
einfacherer Struktur konstruieren. Hierzu betrachten wir eine Abbildung f˜ von der
Menge der ganzzahligen Simplizes bestehend aus n Punkten mit Absta¨nden aus
{δ0, . . . , δr−1} in die Menge der Graphen auf n Knoten, welche die Absta¨nde der
La¨nge 1 auf Kanten und die restlichen Absta¨nde auf Nichtkanten abbildet. Da das
Dreieck mit Seitenla¨ngen 1, 1 und a fu¨r a ≥ 2 die Dreiecksungleichungen nicht
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erfu¨llt, sind die Bilder von f˜ disjunkte Vereinigungen vollsta¨ndiger Graphen. Ein
ganzzahliges Simplex S la¨sst sich also so in Teilsimplizes Si mit
⋃Si = S parti-
tionieren, dass fu¨r alle v 6= v′,
∃i : v, v′ ∈ Si ⇐⇒ δ(v, v′) = 1
gilt. Betrachtet man weiter zwei ganzzahlige Absta¨nde 1 < a < b, so ist 1+a ≤ b
ebenfalls eine Verletzung der Dreiecksungleichung fu¨r nicht entartete Dreiecke,
und so gilt
i 6= j, v0, v′0 ∈ Si, v1, v′1 ∈ Sj =⇒ d(v0, v1) = d(v′0, v′1).
In Abbildung 10.4 haben wir als Beispiel ein ganzzahliges Simplex mit Sei-
tenla¨ngen 1, a und b dargestellt, indem wir fu¨r Abstand 1 eine durchgezogene,








Abbildung 10.4: Ganzzahliges Simplex mit Seitenla¨ngen 1, a und b.
Da wie oben bemerkt der Abstand zwischen zwei Knoten nur davon abha¨ngt
in welchen Teilsimplizes Si sie liegen, komprimieren wir jedes solche Teilsim-
plex in einen einzelnen Knoten und notieren die Anzahl der Punkte des Simplex in
der Mitte des Knotens. In unserem speziellen Beispiel von ganzzahligen Simplizes
mit Durchmesser d ≤ 3 ko¨nnen wir somit Absta¨nde der La¨nge 2 auf Kanten bzw.
Absta¨nde der La¨nge 3 auf Nichtkanten abbilden, und erhalten einen Isomorphis-
mus. Der Multigraph in Abbildung 10.4 wird somit mit a = 2 und b = 3 zum






Abbildung 10.5: Knotengewichteter Graph fu¨r ein Simplex mit Seitenla¨ngen aus
{1, 2, 3}.
Die ganzzahligen Simplizes mit Durchmesser d ≤ 3 entsprechen somit kno-
tengewichteten Graphen, wobei die Summe u¨ber die Knotengewichte der Anzahl
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der Punkte des zugeho¨rigen Simplex entspricht. In dieser Darstellung ist es leicht
einen Homomorphismus f anzugeben, der auf eine einfachere Struktur abbildet.
Wir vergessen einfach die Gewichte der Knoten und erhalten Graphen bzw. Sim-
plizes mit Absta¨nden 2 und 3.
Nun brauchen wir uns nur noch zu u¨berlegen, wie wir den 4. Schritt des Ho-
momorphieprinzips geschickt durchfu¨hren ko¨nnen, wie wir also einen gegebenen
Graphen auf jede mo¨gliche Art und Weise mit Knotengewichten versehen ko¨nnen.
Hierzu skizzieren wir im na¨chsten Abschnitt theoretische Grundlagen und Metho-
den, mu¨ssen aber fu¨r eine ausfu¨hrlichere Darstellung auf die Literatur verweisen.
Mit dieser Methode haben wir, außer den in Tabelle 10.3 angegebenen Werten,
noch α(3, 12) = 379.350 und α(3, 13) = 978.775 bestimmt.
10.5 Gruppenaktionen, Doppelnebenklassen
und das Leiterspiel
In Abschnitt 3.1 hatten wir die Objekte diskreter Strukturen bereits als ¨Aquivalenz-
klassen beschrieben, ohne jedoch genauer auf die Details einzugehen. Dies wollen
wir nun nachholen, um eine Lo¨sung fu¨r den 4. Schritt des Homomorphieprinzips
fu¨r unser Problem aus dem vorherigen Abschnitt beschreiben zu ko¨nnen.
Sei G eine endliche Gruppe und X eine endliche Menge. Eine Gruppenopera-
tion GX von G auf X (von links) ist eine Abbildung
G×X → X, (g, x) 7→ gx,
so dass fu¨r alle g, g′ ∈ G und x ∈ X die Bedingungen g(g′x) = (gg′)x und
idGx = x erfu¨llt sind. Mittels
x ∼G x′ ⇐⇒ ∃g ∈ G : gx = x′
la¨sst sich fu¨r jede Gruppenoperation eine ¨Aquivalenzrelation definieren. Die ¨Aqui-
valenzklassen bezeichnen wir im Folgenden auch als Bahnen G(x) = {gx | g ∈
G}. Die Menge der Bahnen notieren wir als G\\X . In dieser Sprechweise haben
wir bisher auf der Menge von ganzzahligen Abstandsmatrizen mit der symmetri-
schen Gruppe Sn durch Umnummerierung der Punkte operiert und in jeder Bahn
ein Element nach einer bestimmten Regel als kanonisch ausgezeichnet. Fu¨r wei-
tergehende Grundlagen zu Gruppenaktionen verweisen wir den Leser auf [91, 92],
siehe auch [94].
Seien nun A und B Untergruppen einer endlichen Gruppe G, so operiert A×B
via
(A×B)×G→ G, ((a, b), g) 7→ agb−1
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auf G. Die Bahnen heißen Doppelnebenklassen von A und B in G,
A\G/B = {AgB | g ∈ G} = A×B\\G.
Eine Bahn AgB heißt Doppelnebenklasse von A und B bezu¨glich g.
Wir mo¨chten bemerken, dass sich jede beliebige Operation GX auf ein Doppel-
nebenklassenproblem transformieren la¨sst.
10.5.1 Das Fundamentallemma [93, Lemma 3.1]
Sei HX eine endliche Gruppenoperation, x ∈ X und G eine Untergruppe von H .
Dann gilt:
1. Die Abbildung H(x)→ H/Hx, hx 7→ hHx ist bijektiv.
2. Die Operationen HH(x) und HH/Hx sind a¨quivalent.
3. Die Bahnla¨nge ist der Index des Stabilisators, |H(x)| = |H|/|Hx|.
4. Die Abbildung G\\H(x) → G\H/Hx, G(hx) 7→ GhHx ist eine Bijek-
tion zwischen den Bahnen von G auf H(x) und den Doppelnebenklassen
G\H/Hx.
Hierzu betrachten wir den Gruppenhomomorphismus G → SX , g 7→ g mit
g : x 7→ gx und ku¨rzen das Bild durch G ab. Setzen wir H = SX so gilt H(x) =
X fu¨r ein beliebiges Element x ∈ X . Wenden wir das Fundamentallemma an, so
erhalten wir eine Bijektion zwischen der Bahnenmenge G\\X und G\SX/(SX)x
fu¨r ein Element x ∈ X .
Auch die Bestimmung der nichtisomorphen Beschriftungen der Knoten
(v0, . . . , vn−1) eines Graphen G mit Gewichten aus Ω = (ω0, . . . , ωn−1), bei de-
nen jedes Gewicht genau ein Mal verwendet werden soll, la¨sst sich auf ein Dop-
pelnebenklassenproblem zuru¨ckfu¨hren. Jede solche Beschriftung la¨sst sich als bi-
jektive Abbildung f : (v0, . . . , vn−1) 7→ (ω0, . . . , ωn−1) darstellen und entspricht
somit einer Permutation pi ∈ Sn mittels fpi(vi) = ωpi(i). Mit Aut(G) ≤ Sn be-
zeichnen wir die Automorphismengruppe des Graphen und mit Aut(Ω) ≤ Sn die
Automorphismengruppe bzw. den Stabilisator von Ω. Ist nun pi0 ∈ Aut(G) und
pi1 ∈ Aut(Ω), so wollen wir die Abbildung g, die vpi0(i) auf ωpi1(pi(i)) abbildet,
als isomorph zur Abbildung f betrachten. Das Element pi1 vertauscht nur ωi und
ωj im Bild mit ωi = ωj , fu¨hrt also zur selben Beschriftung, und das Element
pi0 a¨ndert nur die Nummerierung der Knoten von G ohne die Adjazenzmatrix zu
vera¨ndern. Wegen der Gleichung
g(vi) = fpi1pipi−10 (vi) ∀i
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lautet unser Doppelnebenklassenproblem
Aut(Ω)\Sn/Aut(G).
Um die besondere Struktur der Automorphismengruppe von Ω zu beschreiben,
ordnen wir o.E. die ωi um, so dass




λi = n erfu¨llt ist. Somit gilt Aut(Ω) = Sλ0 ×· · ·×Sλr . Diese sogenannte
Young-Gruppe ku¨rzen wir auch als Sλ0,...,λr ab. Aber auch die Bestimmung der
Bahnen von Sλ0,...,λr\Sn/Aut(G) ist i.A. noch zu schwer bzw. beansprucht zu
viel Rechenzeit, so dass wir das Homomorphieprinzip erneut anwenden wollen.
Hierzu beno¨tigen wir, siehe z.B. [112, 153], eine Untergruppenkette
Sλ0,...,λr = Al ≤ Al−1 · · · ≤ A1 ≤ A0 = Sn
zwischen Sλ0,...,λr und Sn, zusammen mit den Homomorphismen
fi : Ai\Sn/Aut(G)→ Ai−1\Sn/Aut(G), AigAut(G) 7→ Ai−1gAut(G).




eine geeignete Untergruppenkette definiert, da der Aufwand wesentlich durch
|Ai−1\Ai| bestimmt wird.
10.5.2 Beispiel Sei Ω = (1, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 3, 3, 3, 3), so gilt λ0 = 6,
λ1 = 5, λ2 = 4 und die Untergruppenkette ist durch
S6,5,4 ≤ S11,4 ≤ S15
gegeben. Fu¨r die Indizes gilt |S15\S11,4| = 1.365, |S11,4\S6,5,4| = 462 und
|S15\S6,5,4| = 630.630. Somit wurde der “Aufwand” durch die Verwendung des
Homomorphieprinzips mit Untergruppenketten von 630.630 = 1.365 · 462 auf
1.827 = 1.365 + 462 reduziert, also sozusagen logarithmiert. ¦
In Beispiel 10.5.2 wa¨ren noch die beiden anderen Untergruppenketten S6,5,4 ≤
S10,5 ≤ S15 und S6,5,4 ≤ S9,6 ≤ S15 mo¨glich. Bei denen sind allerdings die
Summen der Indizes gro¨ßer als bei S6,5,4 ≤ S11,4 ≤ S15. Da die Aufwandsre-
duktion durch Verwendung des Homomorphieprinzips so enorm ist, lohnt es sich
sogar manchmal Umwege zu gehen und zwischendurch schwierigere statt einfache
Probleme zu lo¨sen. Dies fu¨hrt uns zum Leiterspiel [154].
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10.5.3 Beispiel Wir setzen Beispiel 10.5.2 fort und betrachten die Untergrup-
penleiter aus Abbildung 10.6. Hier gibt es “Aufwa¨rts-” und “Abwa¨rtsschritte”,
dies bedeutet, dass die Homomorphismen in unterschiedliche Richtungen gehen.
Fu¨r eine algorithmische Beschreibung, wie man durch diese Untergruppenleiter
durchgeht und dabei die gewu¨nschten Bahnen der Doppelnebenklassen bestimmt,
verweisen wir auf [113, 153, 154]. Wir mo¨chten jedoch erwa¨hnen, dass der Auf-
wand wieder im Wesentlichen durch die Summe der Indizes zwischen den ein-
zelnen Untergruppen auf dem Weg der Leiter besteht. In unserem Beispiel ergibt
sich
15 + 14 + 2 + 13 + 3 + 12 + 4 + 11 + 10 + 2 + 9 + 3 + 8 + 4 + 7 + 5 = 122.
¦
Dieser Abschnitt kann nur ein sehr grober Abriss der verwendeten theoretischen
Grundlagen sein. Fu¨r eine genauere Beschreibung und Implementationsdetails ver-

























Abbildung 10.6: Untergruppenleiter zur Untergruppenkette S6,5,4 ≤ S11,4 ≤ S15.
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11 Punktmengen mit kleinen
Durchmessern
Ganzzahlige Punktmengen mit kleinen Durchmessern besitzen naturgema¨ß auch
wenige verschiedene Absta¨nde. Deshalb ist es sinnvoll, den eigentlich recht spe-
ziellen Fall zu betrachten, bei dem die quadrierten Absta¨nde modulo einer Zahl k
alle kongruent zu l sind.
11.0.1 Satz ([141, Satz 2.7]) Sei P eine ganzzahlige Punktmenge im Em und
k, l ∈ Z mit ggT(k, l) = 1. Falls fu¨r alle v 6= v′ ∈ P der quadrierte Abstand
δ2(v, v′) kongruent zu l modulo k ist, so besitzt P ho¨chstens m + 2 Punkte. Wird
diese obere Schranke angenommen, so gilt k|m+2 und P ist in allgemeiner Lage.
Beweis. Wir nehmen an, dass P aus m + 3 Punkten besteht und betrachten die
Cayley-Menger-Determinante, die nach Lemma 2.1.2 fu¨r je m+ 2 und fu¨r m+ 3
Punkte verschwinden muss. Dies fu¨hrt zu den notwendigen Bedingungen
(−1)m+2(m+ 2)lm+1 ≡ 0 mod k,
(−1)m+3(m+ 3)lm+2 ≡ 0 mod k.
Wegen ggT(k, l) = ggT(k,−1) = 1 gelten m + 2 ≡ 0 mod k und m + 3 ≡ 0
mod k, was fu¨r kein ganzzahliges Paar m, k gleichzeitig erfu¨llt werden kann.
Nehmen wir nun an, dass P aus m + 2 Punkten besteht, so gilt m + 2 ≡ 0
mod k. Analog ko¨nnten wir fu¨r m + 1 Punkte in einer Hyperebene oder nach
Lemma 2.5.2 fu¨r m + 2 Punkte auf einer Spha¨re, m + 1 ≡ 0 mod k schließen,
was nicht gemeinsam mit m + 2 ≡ 0 mod k gelten kann. Die Punktmenge P
liegt also in allgemeiner Lage. ¤
Da sich hieraus eine Aussage u¨ber ganzzahlige Punktmengen mit zwei
Absta¨nden gewinnen la¨sst (siehe Folgerung 11.1.1), und da Punktmengen mit
kleinem Durchmesser, wie bereits erwa¨hnt, wenig verschiedene Absta¨nde besit-
zen ko¨nnen, bescha¨ftigen wir uns nun mit ganzzahligen Punktmengen mit zwei
Absta¨nden.
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11.1 Ganzzahlige Punktmengen mit zwei
Absta¨nden
11.1.1 Folgerung ([141, Korollar 2.8]) Sei P eine ganzzahlige Punktmenge im
Em, deren Absta¨nde nur die Werte δ0 und δ1 annehmen, so besteht P ho¨chstens
aus m + 2 Punkten. Wird diese obere Schranke angenommen, so befindet sich P





Beweis. Wir setzen o.E. ggT(δ0, δ1) = 1 voraus und benutzen Satz 11.0.1 mit
k = δ20 − δ21 und l = δ21 . ¤
Mit Hilfe von Folgerung 11.1.1 kann man z.B. zeigen, dass es keine ganzzahli-
ge planare Punktmenge aus vier Punkten gibt, die nur zwei verschiedene Absta¨nde
besitzt. In [141] wurde gezeigt, dass sich hieraus ein weiterer Beweis fu¨r die Ir-
rationalita¨t von
√
2 ergibt. Hierzu nimmt man
√
2 = pq an. Durch strecken der
zugeho¨rigen Punktmenge mit q erha¨lt man eine ganzzahlige planare Punktmenge
mit Absta¨nden p und q, ein Widerspruch. Es soll erwa¨hnt werden, dass ganzzahli-
ge Punktmengen, bei denen alle bzw. viele Absta¨nde ungerade sind, von mehreren
Autoren untersucht wurden, siehe z.B. [51, 143, 150].
Fu¨r den Spezialfall δ0 = 1, δ1 = d ∈ N\{0, 1} kann man Folgerung 11.1.1
verscha¨rfen [141]. Es gibt keine ganzzahlige m-dimensionale Punktmenge aus
m + 2 Punkten mit Absta¨nden 1 und δ ( 6= 1). Hierzu betrachtet man das Drei-
eck ∆ = (1, 1, δ). Wegen der Dreiecksungleichungen ist nur δ = 2 mo¨glich. In
diesem Fall ist das Dreieck aber entartet und die Hinzunahme eines beliebigen
weiteren Punktes wu¨rde zu einer ganzzahligen planaren Punktmenge aus 4 Punk-
ten mit Durchmesser 2 fu¨hren, die es nicht gibt. Der Rest folgt aus dem Beweis
von Satz 10.2.2. Aus dieser Verscha¨rfung folgt sofort:
11.1.2 Folgerung
Fu¨r n ≥ m+ 2 gilt d(m,n) ≥ 3.
Da d(m,m + 1) = 1 trivialerweise gilt, wollen wir uns im na¨chsten Abschnitt
mit ganzzahligen Punktmengen mit Durchmesser 3 bescha¨ftigen.
Folgerung 11.1.1 bietet eine prinzipielle Mo¨glichkeit fu¨r eine gegebene Dimen-
sion m in endlicher Zeit zu entscheiden, ob es eine ganzzahlige m-dimensionale
Punktmenge aus m+2 Punkten gibt, in der ho¨chstens zwei verschiedene Absta¨nde
vorkommen. Und so wird auch in [141] gefragt, fu¨r welche Dimensionen derartige
Punktmengen existieren. Bisher wurde die Frage nur fu¨r m = 2, 3, 8 entschie-
den. In Lemma 11.1.4 werden wir zeigen, dass fu¨r ungerade Dimensionen m ≥ 3
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derartige Punktmengen existieren. Zuna¨chst beno¨tigen wir jedoch ein technisches
Lemma u¨ber den Wert bestimmter Determinanten.
11.1.3 Lemma Definieren wir fu¨r gegebene n, t, x ∈ N eine symmetrische Matrix
∆(n, t, x) = (δi,j)i,j<n durch
δi,j =
 0 : i = j,x : i, j < t, i 6= j,
x− 1 : sonst,
so gilt C(∆(n, t, x)) =
(−1)nx2(t−1) (nx2 − 2t(n+ 1− t) + t(n+ 1− t)) (x− 1)2(n−t−1),
wobei C(∆) die Cayley-Menger-Determinante von ∆ bezeichnet.
Ein Beweis gelingt leicht mittels Induktion. Fu¨r ungerade Dimensionen m
ko¨nnen wir die Parameter n, t und x geeignet wa¨hlen, so dass wir eine ganz-
zahlige m-dimensionale Punktmenge aus n = m + 2 Punkten mit Absta¨nden aus
{x, x− 1} erhalten.
11.1.4 Lemma Fu¨r ungerade m ∈ N ist ∆(m+ 2, m+32 , m+32 ) die Abstandsma-







Beweis. Wir mu¨ssen nur nachrechnen, dass die Bedingungen von Lemma





mit n′ ≤ n und t′ ≤ min(t, n′) besitzen, kann man hierfu¨r Lemma
11.1.3 verwenden. ¤
Wir mo¨chten erwa¨hnen, dass fu¨r m = 8 die Matrizen ∆(10, 2, 3) und
∆(10, 8, 3) ebenfalls Abstandsmatrizen von m-dimensionalen Punktmengen sind.
Insgesamt gibt es 11 nicht a¨quivalente 8-dimensionale ganzzahlige Punktmengen
aus 10 Punkten mit nur zwei verschiedenen Absta¨nden. In Abschnitt 10.2 haben
wir eine Abbildung ω betrachtet, die einer Partition [i0, . . . , ir−1] ein Simplex mit
maximal zwei verschiedenen Absta¨nden zuordnet. Um weitere Beispiele von ganz-
zahligen m-dimensionalen Punktmengen aus n = m + 2 Punkten zu finden, die
zwei verschiedene Absta¨nde benutzen, kann man Folgerung 11.1.1 benutzen, um
die Mo¨glichkeiten fu¨r die zwei Absta¨nde zu bestimmen, und anschließend alle Par-
titionen von n durchlaufen. Leider hat dieses Vorgehen bisher zu keinen weiteren
Beispielen gefu¨hrt und wir haben nur die zwei Abstandsmatrizen ∆(10, 2, 3) und
∆(10, 8, 3) wiederentdeckt.
Durch vollsta¨ndige Konstruktion bzw. Suche konnten wir zeigen, dass es fu¨r
m = 2, 4, 6 und 10 keine Beispiele gibt.
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11.2 Ganzzahlige Punktmengen mit
Durchmesser 3
Wie wir in Abschnitt 10.4 gesehen haben, ist die Anzahl der Simplizes mit Durch-
messer 3 auch fu¨r mittelgroße Dimensionen m noch konstruktiv handhabbar und
wir ko¨nnen die Punktmengen mit Durchmesser 3 einfach rekursiv aus den Sim-
plizes mit Durchmesser 3 konstruieren. Die Ergebnisse fu¨r m ≤ 12 geben wir
in Tabelle 11.1 an. Wir mo¨chten erwa¨hnen, dass ganzzahlige Punktmengen mit
Durchmesser 3 bisher nur in den Dimensionen m = 3, 6, 8 bekannt waren [141].
m 2 3 4 5 6 7 8 9 10 11 12
d(m,m+ 2) ≥ 4 3 ≥ 4 ≥ 4 3 ≥ 4 3 3 3 3 3
d(m,m+ 2) ≥ 4 3 ≥ 4 ≥ 4 3 ≥ 4 3 3 3 3 3
d˙(m,m+ 2) ≥ 4 3 ≥ 4 ≥ 4 3 ≥ 4 3 3 3 3 3
d(m,m+ 3) ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4
d(m,m+ 3) ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4
d˙(m,m+ 3) ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4 ≥ 4
Tabelle 11.1: Schranken fu¨r minimale Durchmesser von Punktmengen mit weni-
gen Punkten.
Da wir die ganzzahligen Punktmengen mit Durchmesser 3 fu¨r die Dimensionen
m ≤ 12 vollsta¨ndig konstruiert haben, konnten wir die Anzahlen β˙(3,m,m + 2)
der ganzzahligen m-dimensionalen Punktmengen aus m+2 Punkten in allgemei-
ner Lage mit Durchmesser 3 bestimmen, siehe Tabelle 11.2.
m 2 3 4 5 6 7 8 9 10 11 12
β˙(3,m,m+ 2) 0 1 0 0 4 0 15 8 14 48 48
Tabelle 11.2: Anzahl β˙(3,m,m+2) ganzzahliger m-dimensionaler Punktmengen
aus m+ 2 Punkten in allgemeiner Lage mit Durchmesser 3.
11.2.1 Vermutung Fu¨r m ≥ 8 gilt
d(m,m+ 2) = d(m,m+ 2) = d˙(m,m+ 2) = 3.
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Leider haben wir bisher keine allgemeine Konstruktion fu¨r m-dimensionale
ganzzahlige Punktmengen aus m + 2 Punkten in allgemeiner Lage mit Durch-
messer 3 entdeckt und so listen wir im Anhang in Abschnitt A.3 die konstruierten
Punktmengen fu¨r m ≤ 12 vollsta¨ndig auf. Vielleicht entdeckt der Leser ja ein Mu-
ster. Konstruiert man diese Punktmengen nicht vollsta¨ndig, sondern sucht nur bis
zum ersten Beispiel, so kann man in etwas ho¨here Dimensionen vordringen und
Vermutung 11.2.1 fu¨r m ≤ 24 besta¨tigen. Durch eine heuristische unvollsta¨ndige
Suche konnten wir noch Beispiele in den Dimensionen m = 26, 28, 29, 32, 34,
35, 36 und 41 finden.
11.3 Ganzzahlige Punktmengen mit
Durchmesser 4






(1, . . . , 1) und Bi = 1√2 (0, . . . , 0, 1, 0, . . . , 0), wobei fu¨r
0 ≤ i < m die von der Null abweichende Koordinate jeweils an der i-ten Stelle
steht. Setzt man Pi = 3(A + Bi) und Qi = 4(A + Bi) fu¨r 0 ≤ i < m, so ist die
Punktmenge P = {P0, . . . , Pm−1, Q0, . . . Qm−1} ganzzahlig und besitzt Durch-
messer 4. Nimmt man noch den Ursprung des Koordinatensystems hinzu, so ergibt
sich eine ganzzahlige Punktmenge mit Durchmesser 8.
Beweis. Fu¨r 0 ≤ i 6= j < m gilt δ(Pi, Pj) = 3, δ(Qi, Qj) = 4, δ(Pi, Qj) = 4 und
δ(Pi, Qi) = 2. Bezeichnet man den Ursprung mit O, so gilt weiter δ(Pi, O) = 6
und δ(Qi, O) = 8. ¤
Es soll erwa¨hnt werden, dass die Punktmenge P in Lemma 11.3.1 ein verallge-





















Abbildung 11.1: Ganzzahliger Pyramidenstumpf.
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Somit gilt
3 ≤ d(m,n) ≤ 4 fu¨r m+ 2 ≤ n ≤ 2m.
Fu¨r n = 2m hat man sogar den folgenden Satz.
11.3.2 Satz [141, Satz 3.2]
d(m, 2m) = 4 fu¨r m > 1.
Beweis. Wir beweisen per Induktion u¨ber m. Der Induktionsanfang d(2, 4) = 4
wurde in Kapitel 5 gezeigt. Da fu¨r m > 2 die Ungleichung 2m > m + 2 gilt,
genu¨gt es die Annahme d(m, 2m) = 3 zu einem Widerspruch zu fu¨hren. Sei nun
P eine solche Punktmenge. Wegen Folgerung 11.1.1 tritt jeder der Absta¨nde 1, 2
und 3mindestens einmal auf. Wir wa¨hlen zwei PunkteA undB ausP mit Abstand
1. Fu¨r jeden weiteren Punkt Pi gilt wegen der Dreiecksungleichung δ(A,Pi) =
δ(B,Pi), und somit bilden die Punkte A, B und Pi jeweils ein gleichschenkliges
Dreieck mit Basis AB. Dies bedeutet, dass die Punkte Pi in einer Hyperebene
liegen, die orthogonal zur Gerade durchA undB ist. Die Pi bilden somit eine (m−
1)-dimensionale ganzzahlige Punktmenge aus 2m − 2 Punkten mit Durchmesser
3, ein Widerspruch zur Induktionsannahme. ¤
Schaut man sich den Beweis etwas genauer an, so kann man ihn leicht verall-
gemeinern.
11.3.3 Folgerung
Falls d(m,n) = 4 fu¨r m > 1 und n ≤ 2m, so gilt d(m+ 1, n+ 2) = 4.
Mo¨chten wir nun wissen, ob es zu gegebenen m ganzzahlige Punktmengen mit
Durchmesser 4 aus mehr als 2m Punkten gibt, so mu¨ssen wir versuchen, sie zu
konstruieren. Dabei stoßen wir allerdings auf ein a¨hnliches Problem wie in Ab-
schnitt 5.4. Es gibt sehr wenige ganzzahlige Dreiecke mit Durchmesser 4, aber
mit i ≤ m steigt die Anzahl der i-dimensionalen ganzzahligen Simplizes mit
Durchmesser 4 rapide an. Bei den m-dimensionalen ganzzahligen Punktmengen
mit Durchmesser 4 fa¨llt die Anzahl mit steigender Anzahl n der Punkte wieder
rapide auf 0 ab. Schaut man sich die Anzahlen α(d, 4) ganzzahliger Simplizes an,
so sind die ganzzahligen Punktmengen mit Durchmesser 4 fu¨r m ≥ 11, mit dem
in Kapitel 3 beschriebenen Konstruktionsalgorithmus, nicht mehr mit der uns zur
Verfu¨gung stehenden Rechenleistung zu erzeugen. (Auch fu¨r m = 9 bzw. m = 10
wu¨rde eine derartige Konstruktion ziemlich lange dauern.)
Hier ko¨nnte das Homomorphieprinzip helfen – falls man einen geeigneten Ho-
momorphismus finden kann. Ein mo¨glicher Homomorphismus wa¨re die Abbil-
dung f , welche die Absta¨nde δi,j einer Abstandsmatrix ∆ auf 0, falls δi,j gerade
11.3. Ganzzahlige Punktmengen mit Durchmesser 4 173
ist, und auf 1, falls δi.j ungerade ist, abbildet. Bezeichnen wir die Punkte einer
Punktmenge P mit Pi und die zugeho¨rige Abstandsmatrix mit ∆, so ko¨nnen wir
die Bedingung C(Pi0 , . . . , Pit−1) = 0 fu¨r t ≥ m+ 2 aus Lemma 2.1.2 zu
C(Pi0 , . . . , Pit−1) ≡ 0 mod 4
umformulieren und damit abschwa¨chen. Wegen 02 ≡ 22 ≡ 0 mod 4 und 12 ≡
32 ≡ 1 mod 4 ko¨nnen wir sie auch testen, wenn wir nur f(∆) kennen. Leider
gibt es sehr viele 0-1-Matrizen ∆′, die C(∆′) ≡ 0 mod 4 erfu¨llen.
11.3.4 Lemma Die Anzahl der symmetrischen n× n Matrizen ∆′ mit Eintra¨gen
aus {0, 1} und Nullen auf der Hauptdiagonale, die C(∆′) ≡ 0 mod 4 erfu¨llen,
ist mindestens so groß, wie die Anzahl der Graphen auf n− 1 Knoten.
Beweis. Zu jedem Graph G aus n− 1 Knoten fu¨llen wir die linke obere Teilmatrix
von ∆′ mit der Adjazenzmatrix von G, ha¨ngen die Kopie einer beliebigen Zeile
als letzte Zeile an und fu¨llen die letzte Spalte geeignet auf. Da somit ∆′ zwei
identische Zeilen entha¨lt, gilt C(∆′) ≡ 0 mod 4. ¤
Da es bereits 1.018.997.864 Graphen auf 11 Knoten bzw. 165.091.172.592
Graphen auf 12 Knoten gibt, ist der Homomorphismus f nicht wirklich geeignet,
das Problem zu vereinfachen. In Ermangelung eines geeigneten Homomorphismus
ko¨nnen wir das Homomorphieprinzip hier leider nicht einsetzen.
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12 Ausblick
Nach der Habilitationsschrift von A. Kemnitz [87], der Dissertation von B. E. Pe-
terson [137] und der Diplomarbeit von L. Piepmeyer [141] ist dies, neben einer
Reihe von Forschungsartikeln, die vierte gro¨ßere Arbeit u¨ber ganzzahlige Punkt-
mengen. Ein paar offene Fragen auf diesem Gebiet konnten wir beantworten. Doch
in vielen Fa¨llen haben wir sie nur teilweise beantwortet bzw. neue Ansa¨tze und
Methoden pra¨sentiert, die noch nicht vollsta¨ndig ausgereizt sind. Mit dieser mehr
in die Breite statt in die Tiefe gehenden Arbeit mo¨chten wir, sozusagen, die zwei-
te Runde einla¨uten und hoffen, dass es in nicht allzu ferner Zukunft noch einige
Fortschritte auf diesem Gebiet geben wird.
In diesem abschließenden Kapitel wollen wir kurz beschreiben, welche - zu-
mindest nach Meinung des Autors - aussichtsreichen Untersuchungen in Zukunft
durchgefu¨hrt werden ko¨nnten.
Nahezu alle Computerberechnungen, die im Rahmen dieser Arbeit durch-
gefu¨hrt wurden, ko¨nnten mit einem intensiveren bzw. la¨nger andauernden Rech-
nereinsatz fortgefu¨hrt werden.
Fu¨r die planaren ganzzahligen Punktmengen aus n Punkten mit minimalem
Durchmesser vermuten wir, dass sie fu¨r n ≥ 9 jeweils n − 1 kollineare Punk-
te besitzen. Es wa¨re scho¨n, wenn diese Strukturaussage bewiesen werden ko¨nnte.
Realistischer ist es allerdings, dass die hier vorgestellten Strategien zur Ermitt-
lung einer guten unteren Schranke fu¨r d(2, n) in einen Beweis weiterentwickelt
werden ko¨nnen. Fu¨r planare ganzzahlige Punktmengen in semi-allgemeiner Lage
hatten wir vermutet, dass die Punkte von Beispielen mit minimalem Durchmesser
sa¨mtlich auf einem Kreis liegen. Viele der Punktmengen mit minimalem Durch-
messer gehen aus der in Abschnitt 5.5 beschriebenen Konstruktion hervor und
es stellt sich die Frage, ob es nicht doch noch andere Konstruktionen gibt, die
auch fu¨r eine ho¨here Anzahl an Punkten zu Punktmengen mit minimalem Durch-
messer fu¨hren. Hierzu ko¨nnte man gezielt ganzzahlige Punktmengen auf Kreisen
untersuchen. Im 3-dimensionalen Raum haben wir zwar noch nicht so viele mini-
male Durchmesser bestimmt, aber wir vermuten dennoch, dass die Punktmengen
mit minimalen Durchmesser und n ≥ 13 durch Lemma 9.2.5 bestimmt sind, al-
so aus einer ganzzahligen planaren Punktmenge mit n′ − 1 kollinearen Punkten
und einer ganzzahligen planaren Punktmenge auf einem Kreis hervorgehen. Fu¨r
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ho¨here Dimensionen und eine gro¨ßere Anzahl an Punkten haben wir noch keine
Vorstellung, wie die ganzzahligen Punktmengen mit minimalem Durchmesser aus-
sehen ko¨nnten. Hier wa¨re es interessant, die vorgestellten algorithmischen Tricks
fu¨r den 4-dimensionalen Fall weiter zu entwickeln und die entsprechenden mi-
nimalen Durchmesser samt zugeho¨riger Punktmengen zu bestimmen. Mit Blick
auf Abbildung 9.6 erscheint es interessant, sich Polytope [175] mit ganzzahligen
Kantenla¨ngen und einer großen Automorphismengruppe bzw. vielen isomorphen
Unterstrukturen genauer anzuschauen.
In Abschnitt 7.3 haben wir zwar gezeigt, dass wir die iterierte Klassifizierung
in der bisherigen Form nicht als Kanonizita¨tstest fu¨r ordnungstreues Erzeugen
durch Verschmelzen benutzen ko¨nnen, aber mit den gewonnen Ergebnissen und
den neuen Resultaten aus [56] ko¨nnte es uns evtl. gelingen eine Normalform aus
der iterierten Klassifizierung zu konstruieren, die mit ordnungstreuer Erzeugung
vertra¨glich ist.
Die in Abschnitt 8.3 grob skizzierte theoretische Mo¨glichkeit Kanonizita¨tstests
unter Verwendung von Entscheidungsba¨umen zu optimieren ist sicherlich eine
Fragestellung mit Potential fu¨r weitere Untersuchungen.
A Punktmengen mit minimalem
Durchmesser
A.1 Planare Punktmengen
Die planaren ganzzahligen Punktmengen mit minimalem Durchmesser fu¨r 9 ≤
n ≤ 29 geben wir aus Platzgru¨nden in der kompakten Form(
as as−1 · · · a1 a0 a′1 · · · a′t
bs bs−1 · · · b1 b0 b′0 · · · b′t−1 b′t
)
,
siehe Abbildung 5.2 bzw. Abschnitt 5.2 fu¨r eine Erla¨uterung der Notation, an,
wobei es fu¨r n = 13, 18 und 21 jeweils zwei minimale Punktmengen gibt:
n = 9 :
(
5 3 5 3 5 3 5
17 13 11 9 9 11 13 17
)
n = 10 :
(
11 5 3 5 3 5 3 5
27 17 13 11 9 9 11 13 17
)
n = 11 :
(
11 5 3 5 3 5 3 5 11
27 17 13 11 9 9 11 13 17 27
)
n = 12 :
(
11 7 5 7 5 4 5 7 5 7
43 34 29 26 23 22 22 23 26 29 34
)
n = 13 :
(
11 7 5 7 5 4 5 7 5 7 11
43 34 29 26 23 22 22 23 26 29 34 43
)
n = 13 :
(
6 5 8 9 7 4 7 9 8 5 6
53 49 46 42 39 38 38 39 42 46 49 53
)
n = 14 :
(
17 6 5 8 9 7 4 7 9 8 5 6
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n = 15 :
(
13 17 6 5 8 9 7 4 7 9 8 5




n = 16 :
(
13 17 6 5 8 9 7 4 7 9 8 5




n = 17 :
(
13 17 6 5 8 9 7 4 7 9 8 5
77 66 53 49 46 42 39 38 38 39 42 46
6 17 13
49 53 66 77
)
n = 18 :
(
19 13 17 6 5 8 9 7 4 7 9 8
94 77 66 53 49 46 42 39 38 38 39 42
5 6 17 13
46 49 53 66 77
)
n = 18 :
(
11 9 14 15 4 7 6 10 12 10 6 7
98 89 82 72 63 61 58 56 54 54 56 58
4 15 14 9
61 63 72 82 89
)
n = 19 :
(
11 9 14 15 4 7 6 10 12 10 6 7
98 89 82 72 63 61 58 56 54 54 56 58
4 15 14 9 11
61 63 72 82 89 98
)
n = 20 :
(
32 11 9 14 15 4 7 6 10 12 10 6
126 98 89 82 72 63 61 58 56 54 54 56
7 4 15 14 9 11
58 61 63 72 82 89 98
)
n = 21 :
(
9 8 25 5 13 14 6 13 11 4 11 13
134 127 121 104 101 94 88 86 83 82 82 83
6 14 13 5 25 8 9
86 88 94 101 104 121 127 134
)
n = 21 :
(
7 18 19 8 17 3 11 5 7 22
146 141 129 118 114 107 106 103 102 101
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7 5 11 3 17 8 19 18 7
101 102 103 106 107 114 118 129 141 146
)
n = 22 :
(
16 7 18 19 8 17 3 11 5 7
158 146 141 129 118 114 107 106 103 102
22 7 5 11 3 17 8 19 18 7
101 101 102 103 106 107 114 118 129 141
146
)
n = 23 :
(
16 7 18 19 8 17 3 11 5 7
158 146 141 129 118 114 107 106 103 102
22 7 5 11 3 17 8 19 18 7




n = 24 :
(
13 31 16 7 18 19 8 17 3 11
194 183 158 146 141 129 118 114 107 106
5 7 22 7 5 11 3 17 8 19




n = 25 :
(
13 31 16 7 18 19 8 17 3 11
194 183 158 146 141 129 118 114 107 106
5 7 22 7 5 11 3 17 8 19
103 102 101 101 102 103 106 107 114 118
18 7 16
129 141 146 158
)
n = 26 :
(
13 31 16 7 18 19 8 17 3 11
194 183 158 146 141 129 118 114 107 106
5 7 22 7 5 11 3 17 8 19
103 102 101 101 102 103 106 107 114 118
18 7 16 31
129 141 146 158 183
)
n = 27 :
(
13 31 16 7 18 19 8 17 3 11
194 183 158 146 141 129 118 114 107 106
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5 7 22 7 5 11 3 17 8 19
103 102 101 101 102 103 106 107 114 118
18 7 16 31 13
129 141 146 158 183 194
)
n = 28 :
(
32 13 31 16 7 18 19 8 17 3
222 194 183 158 146 141 129 118 114 107
11 5 7 22 7 5 11 3 17 8
106 103 102 101 101 102 103 106 107 114
19 18 7 16 31 13
118 129 141 146 158 183 194
)
n = 29 :
(
32 13 31 16 7 18 19 8 17 3
222 194 183 158 146 141 129 118 114 107
11 5 7 22 7 5 11 3 17 8
106 103 102 101 101 102 103 106 107 114
19 18 7 16 31 13 32
118 129 141 146 158 183 194 222
)
Fu¨r die Punkmengen mit Durchmesser d(2, n) fu¨r 30 ≤ n ≤ 89 verweisen
wir auf Tabelle 5.1 und Tabelle 5.2, da in Abschnitt 5.4 gezeigt wurde, dass diese
oberen Schranken die exakten Werte sind.
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A.2 Planare Punktmengen in semi-allgemeiner
Lage
Fu¨r die Punktmengen in semi-allgemeiner Lage mit minimalem Durchmesser
d(2, n) geben wir jeweils eine Koordinatendarstellung und den Radius R an.
















































Diese zwei Punktmengen hatten wir bereits in Abbildung 5.1 dargestellt.


























































































































Abbildung A.1: Ganzzahlige planare Punktmengen aus 6 bzw. 7 Punkten in semi-
allgemeiner Lage mit minimalem Durchmesser.
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Abbildung A.2: Ganzzahlige planare Punktmengen aus 9 bzw. 12 Punkten in semi-
allgemeiner Lage mit minimalem Durchmesser.


















































































Abbildung A.3: Ganzzahlige planare Punktmenge aus 14 Punkten in semi-
allgemeiner Lage mit minimalem Durchmesser.
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Die ganzzahligen planaren Punktmengen aus 6 bzw. 7 Punkten in semi-
allgemeiner Lage mit Durchmesser d(2, 6) bzw. d(2, 7) haben wir in Abbildung
A.1 dargestellt. Da die Beschriftungen der Kanten mit den Absta¨nden fu¨r mehr
als 6 Punkte zu unu¨bersichtlich wird, haben in den Abbildungen A.2 und A.3 nur
bei den a¨ußeren Kanten die Absta¨nde mit angegeben. Mit den angegeben Koor-
dinatendarstellungen ko¨nnen die weggelassenen Absta¨nde jedoch leicht berechnet
werden. Fu¨r 18, 24, 27 bzw. 36 Punkte kann man die Punktmengen mit minima-
lem Durchmesser aus der in Abschnitt 5.5 beschriebenen Konstruktion erhalten.
Um dem Leser die Berechnungen zu ersparen, geben wir jeweils die Koordinaten
an, verzichten aber auf Abbildungen der entsprechenden Punktmengen. Die bisher
betrachteten Punktmengen in semi-allgemeiner Lage mit minimalem Durchmes-
ser waren jeweils durch die Angabe der Anzahl der Punkte n eindeutig bestimmt.
Fu¨r 28 Punkte gibt es nun gleich drei nicht a¨quivalente Punktmengen. In Abbil-
dung A.4 stellen wir eine von diesen Punktmengen graphisch dar und geben im
Anschluss daran jeweils eine Koordinatendarstellung fu¨r jede der drei Punktmen-
gen an. Vereinigt man diese drei Koordinatendarstellungen und streckt sie um den
Faktor 8, so erha¨lt man eine ganzzahlige planare Punktmenge P aus 40 Punkten,
die auf einem entsprechend gestreckten Kreis liegen und einen Durchmesser von
85.376 haben. Schaut man sich die Absta¨nde von P genauer an, so stellt man fest,
dass sie recht ha¨ufig durch 2, 4 oder 8 teilbar sind. Und so kann man aus P , zum
Teil mehrere, Punktmengen mit Durchmesser 42.688, 21.344 bzw. 10.672 beste-
hend aus 36, 32 bzw. 28 Punkten ableiten. Diese Punktmengen haben zwar nicht
den minimalen Durchmesser d(2, n), liegen aber in der Na¨he davon.






















Abbildung A.4: Ganzzahlige planare Punktmenge aus 28 Punkten in semi-
allgemeiner Lage mit minimalem Durchmesser.
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A.3 Ganzzahlige Punktmengen in allgemeiner
Lage mit Durchmesser 3
In diesem Abschnitt wollen wir fu¨r m ≤ 12 die Abstandsmatrizen der m-
dimensionalen ganzzahligen Punktmengen in allgemeiner Lage aus m+2 Punkten
mit Durchmesser 3 vollsta¨ndig auflisten.
m = 3 :

0 3 3 2 2
3 0 3 2 2
3 3 0 2 2
2 2 2 0 2
2 2 2 2 0

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m = 6 :

0 3 3 3 3 2 2 2
3 0 2 2 2 2 2 2
3 2 0 2 2 2 2 2
3 2 2 0 1 3 2 2
3 2 2 1 0 3 2 2
2 2 2 3 3 0 2 2
2 2 2 2 2 2 0 2




0 3 3 3 3 2 2 2
3 0 2 2 2 3 3 3
3 2 0 2 2 3 3 3
3 2 2 0 2 3 3 3
3 2 2 2 0 3 2 2
2 3 3 3 3 0 2 2
2 3 3 3 2 2 0 1




0 3 3 3 3 2 2 1
3 0 3 3 2 3 2 3
3 3 0 2 3 2 3 3
3 3 2 0 3 2 3 3
3 2 3 3 0 3 2 3
2 3 2 2 3 0 3 2
2 2 3 3 2 3 0 2




0 3 3 3 3 3 2 2
3 0 3 3 3 3 2 2
3 3 0 3 3 3 2 2
3 3 3 0 3 3 2 2
3 3 3 3 0 3 2 2
3 3 3 3 3 0 2 2
2 2 2 2 2 2 0 1
2 2 2 2 2 2 1 0

.
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A.4 Weitere Punktmengen mit minimalem
Durchmesser
In diesem Abschnitt listen wir die Abstandsmatrizen der konstruierten m-
dimensionalen Punktmengen P mit minimalem Durchmesser, m ≥ 4 und
diam(P) ≥ 4 auf. Fu¨r die planaren Punktmengen mit minimalem Durchmesser
verweisen wir auf Kapitel 5 bzw. Abschnitt A.2, fu¨r ra¨umliche mit minimalem
Durchmesser auf Abschnitt 9.1 und fu¨r Punktmengen mit Durchmesser 3 auf Ab-
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schnitt 11.2 bzw. Abschnitt A.3. Zusa¨tzlich verweisen wir noch auf Lemma 11.3.1
fu¨r Punktmengen in beliebiger Lage mit Durchmesser 4.
Im 4-dimensionalen sind die angegebenen minimalen Durchmesser d(4, n),
d(4, n) bzw. d˙(4, n) durch folgende Abstandsmatrizen gegeben.
d(4, 6) = d˙(4, 6) = 4 :

0 4 3 3 3 2
4 0 3 3 2 3
3 3 0 4 3 2
3 3 4 0 2 3
3 2 3 2 0 3
2 3 2 3 3 0
 ,

0 4 4 3 3 3
4 0 2 3 3 2
4 2 0 3 3 2
3 3 3 0 4 3
3 3 3 4 0 3
3 2 2 3 3 0
 .
d(4, 7) = d˙(4, 7) = 7 :
0 7 7 7 7 5 4
7 0 5 5 2 7 5
7 5 0 4 4 7 7
7 5 4 0 4 5 7
7 2 4 4 0 6 5
5 7 7 5 6 0 5




0 7 7 7 5 5 2
7 0 6 5 7 5 6
7 6 0 5 5 5 6
7 5 5 0 7 4 7
5 7 5 7 0 7 4
5 5 5 4 7 0 5
2 6 6 7 4 5 0

.
d(4, 8) = 11 :

0 11 11 10 9 7 7 5
11 0 10 11 7 7 5 9
11 10 0 11 5 9 7 7
10 11 11 0 7 5 9 7
9 7 5 7 0 5 4 5
7 7 9 5 5 0 5 4
7 5 7 9 4 5 0 5
5 9 7 7 5 4 5 0

.
d˙(4, 8) = 14 :

0 14 14 14 14 13 11 10
14 0 14 14 11 10 14 13
14 14 0 14 10 11 7 6
14 14 14 0 7 6 10 11
14 11 10 7 0 2 10 10
13 10 11 6 2 0 10 10
11 14 7 10 10 10 0 2
10 13 6 11 10 10 2 0

.
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d(4, 9) ≤ 5 :

0 5 5 4 4 4 4 3 2
5 0 4 5 4 3 2 4 4
5 4 0 3 2 5 4 4 4
4 5 3 0 2 4 4 5 4
4 4 2 2 0 4 3 4 3
4 3 5 4 4 0 2 5 4
4 2 4 4 3 2 0 4 3
3 4 4 5 4 5 4 0 2




0 5 5 5 4 4 3 3 3
5 0 4 3 5 3 5 4 3
5 4 0 3 3 5 3 4 5
5 3 3 0 3 3 4 5 4
4 5 3 3 0 4 3 5 5
4 3 5 3 4 0 5 5 3
3 5 3 4 3 5 0 3 4
3 4 4 5 5 5 3 0 3




0 5 5 5 4 4 4 3 3
5 0 4 4 5 3 3 4 4
5 4 0 3 3 5 4 5 4
5 4 3 0 3 4 5 4 5
4 5 3 3 0 4 4 5 5
4 3 5 4 4 0 3 4 5
4 3 4 5 4 3 0 5 4
3 4 5 4 5 4 5 0 3
3 4 4 5 5 5 4 3 0

.
d(4, 10) ≤ 8 :

0 8 8 8 8 8 8 8 5 3
8 0 8 8 8 8 8 8 3 5
8 8 0 8 7 7 5 3 7 7
8 8 8 0 5 3 7 7 7 7
8 8 7 5 0 7 3 8 7 7
8 8 7 3 7 0 8 5 7 7
8 8 5 7 3 8 0 7 7 7
8 8 3 7 8 5 7 0 7 7
5 3 7 7 7 7 7 7 0 2
3 5 7 7 7 7 7 7 2 0

.
Hierbei sind die Auflistungen der Abstandsmatrizen jeweils vollsta¨ndig, d.h.
dass es keine weiteren Abstandsmatrizen mit diesem Durchmesser, der Anzahl der
Punkte, der Dimension und der angegebenen Nebenbedingung u¨ber die Lage der
Punktmenge mehr gibt. Entsprechend geben wir nun weitere Abstandsmatrizen fu¨r
den 5- und den 6-dimensionalen Raum an. Fu¨r d(7, 9) = d˙(7, 9) = 4 gibt es je-
weils 150 nicht isomorphe Abstandsmatrizen, die wir aus Platzgru¨nden allerdings
nicht vollsta¨ndig auflisten wollen.
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d˙(5, 8) = 5 :

0 5 5 5 5 5 4 3
5 0 5 5 5 4 3 5
5 5 0 4 3 5 5 5
5 5 4 0 3 3 5 3
5 5 3 3 0 3 5 4
5 4 5 3 3 0 5 3
4 3 5 5 5 5 0 5
3 5 5 3 4 3 5 0

.
d˙(5, 9) = 8 :

0 8 8 8 7 7 7 4 3
8 0 8 7 7 4 3 7 8
8 8 0 3 4 7 8 7 7
8 7 3 0 5 7 7 8 7
7 7 4 5 0 5 8 5 7
7 4 7 7 5 0 5 5 8
7 3 8 7 8 5 0 7 7
4 7 7 8 5 5 7 0 5
3 8 7 7 7 8 7 5 0

.
d(5, 15) ≤ 5 :

0 5 5 5 5 5 5 5 5 4 4 4 3 3 3
5 0 5 5 5 4 4 3 3 5 5 3 5 5 4
5 5 0 4 3 5 3 5 4 5 3 5 5 4 5
5 5 4 0 3 3 5 3 4 3 5 5 3 4 5
5 5 3 3 0 3 3 4 5 3 3 5 4 5 5
5 4 5 3 3 0 4 3 5 3 5 5 3 5 4
5 4 3 5 3 4 0 5 5 5 3 5 5 5 4
5 3 5 3 4 3 5 0 3 3 5 3 4 5 5
5 3 4 4 5 5 5 3 0 5 5 3 5 4 5
4 5 5 3 3 3 5 3 5 0 4 4 3 5 5
4 5 3 5 3 5 3 5 5 4 0 4 5 5 5
4 3 5 5 5 5 5 3 3 4 4 0 5 5 5
3 5 5 3 4 3 5 4 5 3 5 5 0 3 3
3 5 4 4 5 5 5 5 4 5 5 5 3 0 3
3 4 5 5 5 4 4 5 5 5 5 5 3 3 0

,
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0 5 5 5 5 5 5 5 5 5 4 4 4 3 3
5 0 5 5 5 4 4 3 3 3 5 5 3 5 4
5 5 0 4 3 5 3 5 4 3 5 3 5 4 5
5 5 4 0 3 3 5 3 4 5 3 5 5 4 5
5 5 3 3 0 3 3 4 5 4 3 3 5 5 5
5 4 5 3 3 0 4 3 5 5 3 5 5 5 4
5 4 3 5 3 4 0 5 5 3 5 3 5 5 4
5 3 5 3 4 3 5 0 3 4 3 5 3 5 5
5 3 4 4 5 5 5 3 0 3 5 5 3 4 5
5 3 3 5 4 5 3 4 3 0 5 3 3 5 5
4 5 5 3 3 3 5 3 5 5 0 4 4 5 5
4 5 3 5 3 5 3 5 5 3 4 0 4 5 5
4 3 5 5 5 5 5 3 3 3 4 4 0 5 5
3 5 4 4 5 5 5 5 4 5 5 5 5 0 3
3 4 5 5 5 4 4 5 5 5 5 5 5 3 0

.
d(6, 16) ≤ 5 :

0 5 5 5 5 5 4 4 4 4 4 4 4 3 3 3
5 0 4 4 4 4 5 5 5 5 3 3 3 4 4 4
5 4 0 4 4 4 5 3 3 3 5 5 5 4 4 4
5 4 4 0 3 3 3 5 4 4 5 4 4 5 5 4
5 4 4 3 0 3 3 4 5 4 4 5 4 5 4 5
5 4 4 3 3 0 3 4 4 5 4 4 5 4 5 5
4 5 5 3 3 3 0 4 4 4 4 4 4 5 5 5
4 5 3 5 4 4 4 0 3 3 4 5 5 4 4 5
4 5 3 4 5 4 4 3 0 3 5 4 5 4 5 4
4 5 3 4 4 5 4 3 3 0 5 5 4 5 4 4
4 3 5 5 4 4 4 4 5 5 0 3 3 4 4 5
4 3 5 4 5 4 4 5 4 5 3 0 3 4 5 4
4 3 5 4 4 5 4 5 5 4 3 3 0 5 4 4
3 4 4 5 5 4 5 4 4 5 4 4 5 0 3 3
3 4 4 5 4 5 5 4 5 4 4 5 4 3 0 3




B.1 Ordnungstreue Erzeugung durch Erweitern
vs. ordnungstreue Erzeugung durch
Verschmelzen
In Kapitel 3 haben wir ohne Begru¨ndung geschrieben, dass wir ganzzahlige Punkt-
mengen durch Verschmelzen zweier Punktmengen mit je einem Punkt weniger er-
zeugen wollen. In Abschnitt 3.1 haben wir dann die Alternative des Erweiterns
von Unterstrukturen kennengelernt. In diesem Abschnitt wollen wir die prakti-
schen Laufzeiten beider Varianten der ordnungstreuen Erzeugung, Erweitern und
Verschmelzen, miteinander vergleichen. Betrachten wir als erstes die Konstruktion
von ganzzahligen Tetraedern mit gegebenem Durchmesser.
diam Algorithmus Erweitern Algorithmus Verschmelzen
30 0,2 s 0,1 s
40 0,7 s 0,5 s
50 1,5 s 1,1 s
60 2,6 s 2,0 s
70 4,9 s 3,5 s
80 8,8 s 6,1 s
90 15,2 s 10,4 s
100 24,7 s 16,7 s
110 38,6 s 26,3 s
120 58,2 s 39,4 s
130 85,3 s 58,0 s
140 121,3 s 82,5 s
150 168,6 s 114,9 s
160 230,3 s 156,6 s
Tabelle B.1: Erweitern vs. Verschmelzen - Konstruktion ganzzahliger Tetraeder.
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Die Ergebnisse von Tabelle B.1 bescheinigen dem Algorithmus Verschmelzen
zwar einen kleinen Laufzeitvorteil gegenu¨ber dem Algorithmus Erweitern, ko¨nnen
aber noch nicht hundertprozentig u¨berzeugen. Seine wahre Sta¨rke spielt der Algo-
rithmus Verschmelzen erst bei starken Nebenbedingungen aus. Deshalb betrachten
wir als na¨chstes die Konstruktion von ganzzahligen Vierecken in semi-allgemeiner
Lage.
diam Algorithmus Erweitern Algorithmus Verschmelzen
25 0,1 s 0,01 s
50 0,7 s 0,01 s
100 6,2 s 0,04 s
200 94,2 s 0,13 s
400 1.490,0 s 0,43 s
Tabelle B.2: Erweitern vs. Verschmelzen - Konstruktion ganzzahliger Vierecke in
semi-allgemeiner Lage.
Der drastische Unterschied zwischen beiden Algorithmen liegt hauptsa¨chlich dar-
an, dass wir nur beim ordnungstreuen Erzeugen durch Verschmelzen Satz 2.4.1
u¨ber die Charakteristik einer planaren Punktmenge benutzen ko¨nnen.
Bei der Konstruktion ganzzahliger Simplizes betra¨gt der Laufzeitunterschied
fu¨r eine gegebene Dimension m jeweils einen konstanten Faktor, siehe Tabelle
B.1. Dies ist zum einen dadurch begru¨ndet, dass die Auswertung von Lemma 2.1.4
um einen konstanten Faktor schneller geht als ein Test der Einbettbarkeit mit Hilfe
von Algorithmus 2.3.2. Zum anderen wu¨rde man beim Ausfu¨llen der letzen Spalte
bei der ordnungstreuen Erzeugung durch Erweiterung ha¨ufiger 2.1.2 verletzten als
beim Verschmelzen.
B.2 Punktmengen mit n− 1 kollinearen Punkten
In Abschnitt 5.2 waren wir daran interessiert ganzzahlige planare Punktmengen
mit n − 1 kollinearen Punkten zu konstruieren. Hierzu durchlaufen wir mit Al-
gorithmus 5.2.2 alle Dreiecke mit gegebenem Durchmesser d. Bei jedem Dreieck
und bei jeder der drei Seiten des Dreiecks testen wir, wie viele und vor allem wel-
che Punkte wir in die Seite einfu¨gen ko¨nnen, so dass die entstehende Punktmenge
ganzzahlig ist.







, (siehe Satz 4.3.2), fu¨r eine geeignete Konstante c
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(siehe Satz 4.3.2), zur Verfu¨gung. Die andere Mo¨glichkeit ist, einfach alle Punkte
auf der Seite CB, siehe Abbildung 5.4, darauf zu testen, ob sie einen ganzzahligen
Abstand zum Punkt A besitzen. Diesen Algorithmus mit der Komplexita¨t O(d)
wollen wir den trivialen Algorithmus nennen.
In Tabelle B.3 vergleichen wir die Laufzeit dieser beiden Algorithmen, wobei
wir sie jeweils auf alle ganzzahligen Dreiecke eines gegebenen Durchmessers an-
wenden. Da die Laufzeit von Algorithmus 5.2.3 im Gegensatz zum trivialen Algo-
rithmus von der Anzahl der mo¨glichen Punkte auf der Seite CB abha¨ngt, wa¨hlen
wir in Tabelle B.3 immer mal wieder Durchmesser, die zu Punktmengen mit vielen
Punkten fu¨hren, siehe die Tabellen 5.1 und 5.2.
diam Algorithmus 5.2.3 trivialer Algorithmus
244 2,8 s 1,1 s
250 2,7 s 1.1 s
494 14,1 s 5,5 s
500 12,4 s 6,3 s
750 32,6 s 19,8 s
754 40,4 s 19,7 s
1000 65,7 s 45,9 s
1026 70,9 s 49,0 s
1500 173,7 s 152,4 s
1514 272,4 s 157,9 s
2494 837,3 s 678,1 s
2500 661,8 s 686,3 s
2993 1.556,4 s 1.167,7 s
3000 920,0 s 1.196,0 s
3465 1.237,0 s 1.835,8 s
3500 1.361,5 s 1.884,9 s
Tabelle B.3: Algorithmus 5.2.3 vs. trivialer Algorihmus.







implementieren kann. Die kritische Stelle ist die Schleife, in
der die Teiler einer O(d2) großen Zahl f durchlaufen werden sollen. Alle Zah-
len zu durchlaufen und zu testen, ob sie Teiler von f sind wa¨re zu langsam. In
einem Vorbereitungsschritt berechnen wir die Primfaktorzerlegungen aller Zahlen
kleiner gleich 3d, und speichern sie als Listen von Paaren aus je einer Primzahl
pi und dem zugeho¨rigem Exponenten ei. Hierbei sollen die einzelnen Listen nach
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der Gro¨ße der vorkommenden Primzahlen sortiert sein. Die Berechnung der Prim-
faktorzerlegung eines Produkts oder eines Quotienten von a und b ist nun leicht
mittels eines gleichzeitigen Durchlaufs durch die Primfaktorlisten von a und b zu
verwirklichen. Somit kann man die Teiler von f durchlaufen, indem man alle Tu-







C Anzahlen und komplette
Auflistungen von
ganzzahligen Punktmengen
In diesem Kapitel geben wir ausfu¨hrliche Tabellen u¨ber Anzahlen von ganz-
zahligen Punktmengen an bzw. listen sie bis zu einem gewissen Durchmesser
vollsta¨ndig auf. Diese Daten ko¨nnen z.B. genutzt werden, um mo¨gliche eigene
Programme zur Erzeugung ganzzahliger Punktmengen auf systematische Fehler
zu u¨berpru¨fen. Zum Teil werden auch a¨hnliche Tabellierungen korrigiert.
C.1 Ganzzahlige Fu¨nfecke in allgemeiner Lage
In diesem Abschnitt geben wir in den folgenden Tabellen die primitiven ganzzah-
ligen Fu¨nfecke in allgemeiner Lage mit einem Durchmesser von ho¨chstens 320
an. Wir nehmen dabei Bezug auf eine entsprechende Tabelle aus [87]. Bei einem
Vergleich unserer Daten mit den dort angegeben haben wir festgestellt, dass in der
Tabelle aus [87] fu¨nf ganzzahlige Fu¨nfecke fehlen. Im Anschluss an unsere Auf-
listung geben wir Koordinatendarstellungen fu¨r die fehlenden fu¨nf Beispiele an,
um zu belegen, dass unsere Auflistung vollsta¨ndig ist und unsere Konstruktions-
programme, zumindest fu¨r diesen Fall, keine systematischen Fehler enthalten.
δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
73 64 35 26 39 42 63 51 42 39 55
78 65 56 50 65 34 32 33 65 34 1
79 68 51 33 22 32 64 34 46 48 15
79 65 58 26 56 39 57 73 41 48 165
79 76 46 37 45 37 46 58 41 27 770
80 70 47 29 46 55 53 75 57 24 91
Tabelle C.1: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 1.
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δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
83 65 51 34 60 34 51 38 57 25 154
88 85 73 41 23 21 51 37 56 33 195
102 81 76 45 33 78 63 85 54 41 2
109 95 82 29 36 29 82 23 74 57 770
112 112 104 84 26 96 68 73 49 32 55
114 107 68 49 26 68 68 49 68 51 55
116 104 85 65 44 39 69 61 41 60 42
118 115 88 85 23 102 47 83 60 107 273
119 78 64 57 76 57 64 38 60 23 15
120 100 78 65 60 54 57 78 45 39 14
120 112 104 84 32 49 39 73 49 32 55
123 121 86 41 68 41 86 53 102 55 910
124 120 99 51 76 115 77 51 99 102 21
124 104 85 60 60 41 104 61 116 65 42
125 107 95 40 57 95 95 40 95 99 91
125 125 107 95 75 57 95 24 40 40 91
125 124 120 93 51 115 68 68 35 51 429
126 121 44 44 65 110 86 85 99 56 2
130 114 76 41 68 102 93 50 95 75 154
135 107 72 49 47 93 89 49 72 61 1.235
136 116 95 49 60 49 95 31 95 66 13
141 114 107 73 57 38 94 59 47 76 30.030
143 136 117 99 29 29 88 23 103 81 35
144 136 108 88 112 42 76 119 62 64 455
145 129 99 86 64 116 66 60 86 104 7
149 132 55 50 119 102 101 85 118 35 6
152 145 143 53 88 48 110 128 132 92 7
152 151 37 24 17 141 136 136 133 17 715
153 136 72 64 47 99 121 104 88 88 35
153 129 120 97 48 123 74 141 34 133 715
154 148 102 85 50 80 85 50 105 85 1
154 152 114 101 46 92 57 58 77 85 390
155 142 77 45 77 92 140 117 107 88 17
157 147 133 95 80 48 63 112 73 57 3
161 157 144 18 18 25 157 37 155 138 11
Tabelle C.2: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 2.
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δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
161 119 64 57 70 113 106 57 64 23 15
161 153 92 71 76 71 92 95 88 33 65
165 154 136 80 143 37 91 150 102 72 1
165 162 152 108 57 67 63 118 90 52 2
169 156 96 95 104 95 96 144 64 89 3.927
170 160 96 95 78 130 78 80 75 65 231
170 158 127 87 68 87 127 131 85 136 2.002
174 156 104 60 60 86 129 104 99 86 7
174 170 60 44 64 129 143 145 129 64 7
174 170 143 129 64 44 60 92 44 64 7
174 164 108 67 68 108 136 64 153 119 455
174 173 128 59 4 62 128 59 128 99 455
174 158 131 68 68 85 158 127 170 87 2.002
174 158 131 85 68 85 131 127 87 136 2.002
177 171 155 141 120 43 45 79 87 16 91
180 128 114 68 92 69 113 46 84 52 15
180 172 64 54 22 164 129 164 124 50 119
187 143 121 99 99 88 104 121 47 88 35
188 171 136 85 59 124 117 155 124 59 77
191 143 132 95 114 73 104 121 62 73 105
191 152 133 85 57 124 114 131 93 62 858
195 195 140 99 150 85 168 85 102 85 1
195 170 160 102 40 95 132 110 128 62 15
198 153 140 88 117 82 130 43 143 108 2
200 192 160 55 92 60 170 128 143 145 7
200 171 137 119 49 77 149 35 152 135 299
201 196 154 91 59 85 140 46 161 135 38
201 196 180 154 59 189 85 136 46 106 38
201 167 143 74 64 74 143 90 97 107 95
202 201 154 123 97 84 91 157 84 97 510
203 198 124 94 61 159 143 118 116 38 170
204 188 151 144 128 157 138 51 46 20 15.015
209 205 171 126 76 76 85 136 89 81 2
209 136 111 100 95 100 111 65 44 31 21
209 201 120 82 58 199 159 159 133 58 78
Tabelle C.3: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 3.
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δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
209 191 143 132 62 88 121 114 73 121 105
214 193 148 138 69 138 148 171 89 190 1.785
216 168 155 135 120 115 117 15 159 145 11
218 198 114 74 160 143 192 87 128 55 7
219 196 182 147 65 128 96 168 119 56 55
219 180 136 85 171 85 136 124 155 59 77
221 169 136 104 65 153 143 143 117 40 35
221 187 143 104 47 104 143 99 99 117 35
221 205 146 114 36 81 159 81 129 120 77
221 202 162 71 71 97 202 136 207 119 2.090
222 185 153 114 185 75 120 130 185 75 1
222 220 169 128 52 68 134 101 108 121 95
225 193 149 94 58 94 149 100 105 107 3.094
226 224 219 189 54 84 40 135 49 96 143
230 184 157 114 114 123 184 171 202 67 1.870
231 224 146 64 169 91 185 130 224 114 3
232 208 193 130 120 87 122 177 82 133 42
234 195 170 150 195 80 96 125 195 80 1
234 225 117 102 81 135 140 162 157 19 14
234 189 180 136 81 174 130 201 59 196 38
237 192 132 128 165 138 115 72 160 92 7
237 231 172 94 78 169 169 221 143 182 30
237 224 187 149 29 104 143 117 117 171 35
238 218 213 114 120 46 128 76 152 114 15
239 205 190 148 106 149 189 45 97 58 770
240 201 165 160 66 90 200 96 209 115 7
240 224 168 168 64 192 78 136 98 171 55
240 214 96 45 58 192 201 190 182 57 231
241 234 164 136 175 85 135 190 110 100 2
242 240 192 167 158 70 120 192 83 125 39
242 174 171 154 128 73 116 105 148 53 255
244 205 174 161 129 110 85 41 124 85 42
244 180 155 124 104 91 144 85 136 59 77
245 226 180 161 107 191 98 98 75 107 286
246 170 99 94 128 150 160 82 128 50 39
Tabelle C.4: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 4.
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δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
246 205 170 99 82 128 150 154 128 82 39
246 235 172 98 89 154 188 87 213 186 2.470
247 237 215 152 88 33 147 77 95 117 3
247 204 164 161 61 122 96 122 85 38 15
247 204 176 161 61 72 96 38 85 48 15
247 247 68 58 78 213 195 195 207 78 22
247 232 209 136 99 171 117 243 144 117 35
247 232 216 136 99 221 117 128 144 208 35
247 214 163 111 111 150 214 201 235 76 231
247 244 189 162 117 96 86 183 116 78 935
248 240 102 77 152 154 221 198 173 115 21
248 238 230 184 90 28 156 107 84 161 55
249 152 136 125 145 125 136 120 43 79 91
249 207 205 125 120 79 136 43 152 125 91
249 221 204 166 50 75 85 95 75 50 154
250 228 162 135 198 92 165 150 99 81 14
250 248 220 116 78 195 204 126 168 105 399
252 238 230 204 49 68 51 107 68 49 55
253 243 187 153 82 72 238 70 180 170 2
253 238 89 51 185 228 206 157 221 98 10
253 238 161 138 185 138 161 247 104 161 10
253 247 225 165 150 100 110 230 100 150 21
253 240 186 89 53 89 186 114 161 145 91
253 243 171 143 190 88 124 198 134 76 1.190
255 192 144 122 153 114 152 96 170 76 15
256 212 209 160 52 113 104 69 78 126 15
259 231 189 94 50 98 225 108 215 133 26
259 259 145 69 210 172 250 118 200 98 286
259 254 235 145 37 186 124 151 111 130 1.122
260 247 169 130 195 117 150 234 135 117 14
260 256 252 204 84 17 64 68 68 51 55
260 225 219 203 100 50 174 60 76 128 231
261 240 198 162 221 81 153 238 102 144 35
261 246 162 74 102 162 190 96 192 128 455
262 261 204 158 127 158 204 255 131 254 2.002
Tabelle C.5: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 5.
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δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
263 224 182 169 91 84 192 98 107 156 55
263 257 183 152 58 82 155 80 123 83 3.003
264 221 166 85 85 130 221 145 206 99 1.330
267 225 189 125 168 120 147 216 175 71 11
268 261 196 117 49 184 161 215 168 103 5
273 259 200 177 168 213 135 81 93 87 11
273 259 200 184 168 213 93 81 135 144 11
273 247 223 123 145 71 165 176 200 104 51
274 252 243 154 26 77 248 81 238 181 230
274 223 158 96 79 192 202 191 137 166 95.095
276 253 169 98 161 133 242 98 169 111 10
276 267 214 200 57 70 124 97 83 114 22
276 267 133 124 159 241 160 160 209 159 91
277 221 147 136 186 136 147 178 123 59 570
279 249 154 127 120 127 154 143 134 43 85
279 205 198 171 76 171 198 143 134 243 1.190
279 261 224 131 144 85 160 191 136 135 1.463
280 261 207 163 135 235 135 120 105 125 11
280 258 196 133 122 124 237 194 161 217 4.290
281 265 208 193 21 177 104 177 97 89 555
282 272 168 165 70 198 177 232 133 213 13
282 171 169 143 117 143 169 40 104 136 35
283 268 230 226 65 163 69 102 46 104 2.310
284 280 179 140 158 175 192 102 266 193 319
284 268 181 158 72 257 134 199 146 207 10.010
285 250 118 116 185 169 247 192 146 130 231
286 209 164 133 105 138 159 117 114 33 10
286 231 195 133 205 169 159 276 196 88 10
286 253 236 170 231 58 156 233 117 134 30
286 274 155 118 208 241 184 129 168 87 30
288 272 204 78 65 96 219 119 196 147 55
288 230 162 133 98 138 157 128 123 35 143
288 235 201 111 163 111 201 76 214 150 231
288 263 201 163 65 111 235 64 250 214 231
289 243 168 56 73 219 243 219 191 168 35
Tabelle C.6: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 6.
C.1. Ganzzahlige Fu¨nfecke in allgemeiner Lage 211
δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
289 273 168 56 33 219 243 189 231 168 35
291 260 222 108 57 81 201 90 160 150 11
291 247 237 156 148 66 177 94 221 153 70
291 247 182 179 146 143 130 201 84 123 510
294 254 224 182 128 98 119 170 93 98 55
294 265 244 225 169 230 141 69 50 91 66
294 256 185 140 242 116 196 171 284 130 255
296 208 204 185 120 100 185 100 185 95 1
296 287 177 133 121 187 201 121 245 184 195
296 287 177 168 121 187 184 121 245 201 195
296 287 184 133 121 168 201 107 245 177 195
296 281 256 256 48 152 48 185 30 160 231
296 251 142 112 53 210 200 185 165 46 741
299 299 293 185 207 249 264 48 141 117 595
301 252 243 124 133 184 187 261 184 133 65
302 288 138 98 70 197 225 162 230 128 143
303 274 175 153 145 208 156 111 185 148 1
303 256 244 198 143 61 126 108 74 68 95
303 288 154 61 135 229 244 286 229 135 95
303 193 171 138 190 138 171 148 89 69 1.785
303 248 158 134 89 155 239 134 158 156 39.270
304 277 240 86 69 272 250 205 209 158 91
304 265 188 147 56 154 242 147 188 209 255
304 261 176 160 85 180 256 190 179 236 455
304 279 261 160 103 85 256 162 289 179 455
305 204 190 135 171 135 190 54 171 125 14
305 280 221 108 135 266 203 149 212 217 110
306 243 228 162 99 234 156 255 135 130 2
306 295 234 189 209 228 135 69 146 123 2
306 254 224 182 65 170 128 170 93 98 55
306 294 224 182 93 170 128 98 119 98 55
306 294 254 224 93 65 170 128 98 170 55
306 282 172 155 192 244 164 124 148 102 15.015
307 289 238 192 84 184 161 238 107 230 55
307 276 174 162 97 241 161 162 174 192 935
Tabelle C.7: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 7.
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δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
307 255 205 123 86 174 200 188 174 86 966
307 218 208 128 100 207 195 118 130 192 3.927
308 240 240 212 187 128 128 60 77 32 7
308 282 177 70 70 155 282 165 272 133 13
308 282 268 177 70 48 155 38 165 133 13
309 279 190 161 60 161 190 109 190 169 22
309 305 231 207 36 162 132 186 112 186 65
310 264 247 200 74 193 170 217 176 57 21
310 279 234 185 62 128 134 150 128 62 119
310 309 283 225 41 93 95 130 114 68 154
312 271 207 111 209 111 207 208 178 114 1.785
312 244 220 215 88 118 202 114 116 205 2.415
312 309 239 199 93 199 239 268 178 310 39.270
315 279 180 125 108 255 200 165 196 185 26
315 294 244 237 147 127 120 230 69 169 66
316 259 239 168 225 85 202 160 98 118 47
316 300 261 215 224 73 141 249 125 136 91
316 261 255 127 127 131 261 204 262 158 2.002
316 261 255 131 127 131 255 204 158 254 2.002
316 312 239 93 268 93 239 199 309 178 39.270
317 287 244 138 100 161 205 69 215 206 286
318 280 265 175 46 265 193 265 175 120 1
319 273 221 221 130 252 100 130 130 208 1
319 300 273 225 41 130 104 153 105 78 1
319 308 186 98 165 217 255 130 294 200 6
319 261 242 198 232 99 187 247 81 176 35
319 261 253 242 232 72 99 176 247 81 35
319 288 198 121 143 169 208 234 169 143 35
319 288 208 169 143 121 198 176 121 143 35
319 306 288 242 97 79 99 162 68 130 35
319 312 261 253 91 232 72 153 79 176 35
319 289 170 155 190 159 166 221 204 25 42
319 265 230 94 144 219 237 285 219 144 91
319 291 265 94 50 144 237 166 203 219 91
319 291 265 219 50 144 230 166 240 94 91
Tabelle C.8: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 8.
C.1. Ganzzahlige Fu¨nfecke in allgemeiner Lage 213
δ0,1 δ0,2 δ0,3 δ0,4 δ1,2 δ1,3 δ1,4 δ2,3 δ2,4 δ3,4 char(P)
319 253 190 124 198 171 205 243 143 134 1.190
319 279 198 171 88 253 190 171 198 243 1.190
319 279 205 171 88 124 190 76 198 134 1.190
319 279 205 198 88 124 253 76 171 143 1.190
320 265 256 184 165 96 144 201 111 120 7
320 265 249 218 65 79 138 64 122 62 15
320 285 138 79 155 218 249 252 244 62 15
320 316 298 125 12 30 205 36 199 188 39
Tabelle C.9: Primitive ganzzahlige Fu¨nfecke in allgemeiner Lage - Teil 9.
Wie bereits am Anfang dieses Abschnitts erwa¨hnt, folgen nun Koordinatendar-





















































































































































































Die zugeho¨rigen Abstandsmatrizen lauten
0 125 107 95 40
125 0 57 95 95
107 57 0 40 95
95 95 40 0 99
40 95 95 99 0
 ,

0 152 151 37 24
152 0 17 141 136
151 17 0 136 133
37 141 136 0 17
24 136 133 17 0
 ,
214 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
0 157 147 133 95
157 0 80 48 63
147 80 0 112 73
133 48 112 0 57
95 63 73 57 0
 ,

0 237 192 132 128
237 0 165 138 115
192 165 0 72 160
132 138 72 0 92




0 319 288 208 169
319 0 143 121 198
288 143 0 176 121
208 121 176 0 143
169 198 121 143 0
 .
C.2 Anzahl ganzzahliger Vier- und Fu¨nfecke
In Kapitel 10 haben wir Anzahlen α(d,m) von ganzzahligen m-dimensionalen
Simplizes mit Durchmesser d betrachtet. Da diese Anzahlen nicht nur fu¨r Sim-
plizes interessant sind, definieren wir β(d,m, n) als die Anzahl der ganzzahligen
m-dimensionalen Punktmengen mit Durchmesser d bestehend aus n Punkten. Ent-
sprechend definieren wir β(d,m, n) bzw. β˙(d,m, n) fu¨r ganzzahlige Punktmen-
gen in semi-allgemeiner Lage bzw. allgemeiner Lage. Summieren wir diese Wer-
te fu¨r alle d′ ≤ d, so erhalten wir die Funktionen β≤(d,m, n), β≤(d,m, n) und
β˙≤(d,m, n). In diesem Abschnitt wollen wir ganz speziell β≤(d, 2, 4), β˙≤(d, 2, 4)
und β˙≤(d, 2, 5) betrachten. In Tabelle C.10 geben wir zuna¨chst ein paar spezielle
Werte an, die zum Teil Ergebnisse aus [87] korrigieren.
d β˙≤(d, 2, 4) β˙≤(d, 2, 5) d β˙≤(d, 2, 4) β˙≤(d, 2, 5)
10 2 0 120 5.417 17
20 27 0 140 8.122 27
30 100 0 160 11.651 46
40 258 0 180 15.500 66
50 438 0 200 19.881 75
60 763 0 250 34.994 158
80 1.819 6 300 54.739 236
100 3.240 8 320 64.076 314
Tabelle C.10: Anzahl von ganzzahligen Vier- und Fu¨nfecken in allgemeiner Lage.
Um einen ungefa¨hren Eindruck von der Gro¨ßenordnung von β≤(d, 2, 4) und
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Abbildung C.1: Anzahl β≤(d, 2, 4), der ganzzahligen Vierecke in semi-
allgemeiner Lage, und β˙≤(d, 2, 4), der ganzzahligen Vierecke in
allgemeiner Lage, fu¨r d ≤ 6.000.
Wir mo¨chten erwa¨hnen, dass in diesem Bereich
β≤(d, 2, 4) ≈ d 2,097 und β˙≤(d, 2, 4) ≈ 0, 98 d2
gelten.
In Abschnitt 5.3 hatten wir vorgeschlagen die maximale Anzahl der ganzzah-
ligen Vierecke, die ein gemeinsames Dreieck besitzen, na¨her zu betrachten, um
eine gute untere Schranke fu¨r d(2, n) zu beweisen. Diesen Tipp wollen wir nun
empirisch belegen. Hierzu definieren wir
Υ(d) = max
∆
|{P | diam(P) = d, ↓P = ∆, |P| = 4}| ,
wobei ∆ alle kanonischen Dreiecke durchlaufen und P ebenfalls kanonisch sein
soll. Da wir die Anzahl der Punkte auf den Seiten von ∆, die zu den drei Ecken







ko¨nnen, fordern wir von P , dass es in semi-allgemeiner Lage bzw. allgemeiner
Lage liegen soll und bezeichnen die entsprechende Funktion als Υ(d) bzw. Υ˙(d).
In Abbildung C.2 geben wir die Werte von Υ(d) und in Abbildung C.3 die von
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Υ˙(d) jeweils fu¨r d ≤ 15.000 an. Verglichen mit Abbildung 4.2 sehen sie schon















Abbildung C.2: Υ(d) fu¨r d ≤ 15.000.





Da wir gerne d(2, n) ∈ o(dc log log d) beweisen wu¨rden, haben wir natu¨rlich die






gilt (siehe Lemma 5.3.3 und Satz 5.2.1). Um
diese vermutete Abscha¨tzung fu¨r Υˆ zu motivieren, betrachten wir das Maximum
Ξ(d) der Anzahl der Punkte einer planaren ganzzahligen Punktmenge mit Durch-
messer kleiner gleich d, bei denen alle bis auf einen Punkt auf einer Gerade liegen.
In Tabelle C.11 vergleichen wir, jeweils an den Stellen, an denen Υˆ(d) springt, die
bekannten Werte von Υˆ(d) mit denen von Ξ(d). Da wir in Abschnitt 5.2 gezeigt






gilt, formulieren wir aufgrund dieser empiri-
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Fu¨r weitere Informationen zu ganzzahligen bzw. rationalen Vierecken und Po-
lygonen verweisen wir auf die Literatur [2, 3, 4, 9, 13, 14, 32, 33, 34, 88, 100, 124,
157, 158].
d Υˆ(d) Ξ(d) d Υˆ(d) Ξ(d) d Υˆ(d) Ξ(d)
1 0 3 240 14 22 3.360 47 77
4 1 4 280 17 24 4.368 48 84
8 3 5 480 18 31 4.947 49 89
30 4 9 560 19 34 5.040 54 ≥ 90
48 5 10 663 20 37 6.000 56 ≥ 98
56 6 11 704 25 39 6.825 61 ≥ 103
64 8 12 1.105 26 45 9.000 64 ≥ 116
65 9 12 1.408 31 50 10.080 72 ≥ 123
135 10 17 1.680 37 56 13.650 73 ≥ 141
140 11 17 2.863 38 72 14.841 75 ≥ 146
156 12 18 3.000 43 74















Abbildung C.3: Υ˙(d) fu¨r d ≤ 15.000.
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C.3 Ganzzahlige Sechsecke in allgemeiner
Lage
Bei der Konstruktion ganzzahliger Sechsecke in allgemeiner Lage mit einem
Durchmesser kleiner gleich 15.000 hat sich herausgestellt, dass sie sehr selten
sind. Deshalb geben wir in den folgenden Tabellen die primitiven ganzzahligen
Sechsecke in allgemeiner Lage vollsta¨ndig an.
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
174 158 131 85 68 68 85 131 158 127 87 170 136 87 127 2002
316 261 255 131 127 127 131 255 261 204 158 262 254 158 204 2002
319 279 205 198 171 88 124 253 190 76 171 198 143 134 243 1190
370 271 209 208 178 209 271 178 208 312 207 111 111 207 114 1785
580 523 367 243 113 113 243 367 523 244 290 486 226 290 244 49742
590 342 325 285 256 256 285 325 342 37 141 130 160 141 37 231
645 469 348 303 286 286 303 348 469 247 194 433 99 194 247 690
650 619 404 314 159 159 314 404 619 377 325 628 318 325 377 167314
656 529 463 207 145 145 207 463 529 142 328 414 290 328 142 29393
713 713 645 392 323 713 392 323 645 323 645 392 407 407 407 3
818 725 632 386 327 327 386 632 725 587 409 772 654 409 587 969969
878 841 519 473 219 219 473 519 841 562 402 860 464 402 562 146965
884 683 659 255 233 233 255 659 683 208 442 510 466 442 208 144739
954 881 640 446 277 277 446 640 881 569 477 892 554 477 569 1019711
1046 870 729 367 244 244 367 729 870 339 523 734 488 523 339 49742
1054 841 741 493 345 345 493 741 841 152 696 736 688 696 152 1155
1058 984 621 463 142 142 463 621 984 435 529 926 284 529 435 29393
1120 959 952 561 232 561 232 959 952 637 1102 731 731 816 637 115
1158 1133 915 477 179 179 477 915 1133 332 964 1136 888 964 332 146965
1221 1040 768 603 391 391 603 768 1040 688 473 989 645 473 688 7
1238 975 942 404 377 377 404 942 975 477 619 808 754 619 477 167314
1258 1024 999 703 266 266 703 999 1024 697 737 810 1184 737 697 455
1366 1326 765 659 208 208 659 765 1326 699 683 1318 416 683 699 144739
1386 1122 891 836 684 408 765 850 810 363 858 462 935 225 760 2
1444 1026 920 828 685 950 540 920 913 790 1170 1027 460 395 169 14
1450 1227 1158 632 587 587 632 1158 1227 981 725 1264 1174 725 981 969969
1585 1435 1220 690 656 500 805 1025 993 345 1075 1003 1030 940 98 286
1614 1252 1223 491 466 466 491 1223 1252 515 807 982 932 807 515 15249
1762 1431 1338 640 569 569 640 1338 1431 831 881 1280 1138 881 831 1019711
Tabelle C.12: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 1.
C.3. Ganzzahlige Sechsecke in allgemeiner Lage 219
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
1779 1646 1125 696 205 205 696 1125 1646 629 970 1529 579 970 629 966
1807 1615 1025 1025 902 692 1012 912 1591 600 1100 1767 820 1353 697 21
1814 1583 1312 774 581 581 774 1312 1583 1025 907 1548 1162 907 1025 70499
1859 1768 1521 1521 1287 377 520 377 1144 253 299 1339 207 1224 1053 35
1870 1241 1200 850 663 663 850 1200 1241 263 759 680 910 759 263 2109
1885 1242 1026 1007 989 1007 989 1242 1026 972 1249 299 299 713 972 770
1886 1886 1392 1246 841 828 610 1200 1275 610 732 1623 610 1015 1275 1
1946 1717 1420 1278 1102 621 918 676 1656 1215 575 1125 710 1710 1100 14
2010 1898 1462 1240 853 1568 1568 910 1183 448 1022 1617 798 1295 637 3
2058 1708 1519 889 466 466 889 1519 1708 427 1347 1426 1400 1347 427 10846
2061 1530 1139 1000 855 855 1000 1139 1530 425 970 1377 589 970 425 1001
2080 1395 1378 1118 1075 1075 1118 1378 1395 1343 347 1370 1404 347 1343 77
2261 1547 1274 1054 1015 1054 1015 1547 1274 819 1377 612 612 441 819 110
2366 2236 1495 1131 598 598 1131 1495 2236 779 1633 2262 1196 1633 779 22
2389 1537 1488 1352 1139 1352 1139 1537 1488 281 1635 1384 1384 1147 281 7315
2475 2375 1525 1343 793 650 1250 1948 1748 900 1518 1782 702 1098 1320 14
2504 2421 1473 1223 515 515 1223 1473 2421 1398 1252 2446 1030 1252 1398 15249
2524 2430 1809 1595 166 166 1595 1809 2430 1431 1825 2344 2294 1825 1431 3458
2542 1681 1488 1426 943 943 1426 1488 1681 529 1105 984 1426 1105 529 385
2552 2231 2120 1840 752 365 1152 1752 1896 851 1679 1615 2280 1752 1152 91
2552 2328 2231 2120 752 400 365 1152 1896 485 1328 1624 851 1615 1752 91
2600 2072 1840 1215 1080 1152 1800 1475 1600 2232 893 1472 1625 1000 675 11
2678 2312 1921 1099 810 810 1099 1921 2312 1391 1339 2198 1620 1339 1391 1121285
2829 2565 2312 1656 1025 2046 605 1725 1886 2123 981 1700 1520 1457 721 21
2875 1665 1495 1480 1240 1240 1480 1495 1665 272 629 595 765 629 272 11
2907 1729 1638 1305 1292 1292 1305 1638 1729 637 434 931 567 434 637 110
2924 2279 2091 1763 935 1763 935 2279 2091 1748 2838 1394 1394 1394 1748 910
2993 2091 2074 1066 1017 1066 1017 2091 2074 833 1435 1092 1092 1309 833 1
3120 2410 2319 970 879 970 879 2410 2319 889 1940 1541 1541 1602 889 133
3166 2721 2322 1312 1025 1025 1312 2322 2721 1743 1583 2624 2050 1583 1743 70499
3206 2879 2410 1524 1223 1223 1524 2410 2879 2251 1603 3048 2446 1603 2251 4370938
3328 2963 2075 1323 509 509 1323 2075 2963 1118 1664 2646 1018 1664 1118 438311
3362 3286 2439 2304 1769 288 926 1334 2006 902 1138 1822 765 1280 685 455
3520 3293 2960 2336 1850 477 1200 2336 1850 1443 1885 1517 2704 1850 966 1
3660 3072 2888 2736 2318 1932 848 1599 1708 1336 528 910 874 874 437 15
3680 3392 3043 2530 2150 2288 858 1380 2220 1573 2702 1258 1272 1368 1920 7
3828 3569 2736 2656 2058 2107 1548 1204 2430 1105 1743 1513 688 918 1334 5
Tabelle C.13: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 2.
220 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
3834 3161 2680 1306 877 877 1306 2680 3161 1129 1917 2612 1754 1917 1129 66095813
3858 3481 2482 1640 839 839 1640 2482 3481 1751 1929 3280 1678 1929 1751 129614485
3872 3392 2702 1573 1258 928 2262 3135 2622 2530 3043 2150 1272 1920 1368 7
3936 3239 2296 1880 1225 1225 1880 2296 3239 1845 1379 2914 1456 1379 1845 187
3946 3485 2924 1778 1401 1401 1778 2924 3485 2521 1973 3556 2802 1973 2521 8256678
3969 3670 3542 3087 3016 1339 1813 1764 1135 488 667 854 469 1098 799 5
3999 3567 3036 2790 1885 1734 3195 1581 3094 1581 897 1972 1734 1159 1525 42
4015 2916 2350 2185 1189 1189 2185 2350 2916 1034 1739 1927 2115 1739 1034 182
4029 3315 2686 1975 846 846 1975 2686 3315 1139 2300 2679 2449 2300 1139 154
4147 3978 3744 3520 3146 1261 1027 1683 1287 2106 598 884 2336 1690 726 35
4181 2921 2794 2370 1425 2370 1425 2921 2794 1905 3289 1696 1696 1481 1905 7
4181 3476 2921 2370 2185 2185 2370 2921 3476 565 3634 4029 3289 3634 565 7
4181 3476 2921 2794 2370 2185 2370 1425 2921 565 2090 3634 1905 3289 1696 7
4181 3780 3626 1517 551 551 1517 3626 3780 1694 3113 3421 3663 3113 1694 2210
4230 2952 2867 1927 1638 1638 1927 2867 2952 1955 1271 2214 2444 1271 1955 77
4248 4216 2773 1829 368 368 1829 2773 4216 1989 2635 4216 2006 2635 1989 77
4255 2869 2756 2461 1426 1426 2461 2756 2869 1863 1530 1557 3033 1530 1863 770
4501 4251 3627 2923 2299 2200 3520 1740 3000 1560 2780 2000 3404 1480 2220 21
4559 3757 3713 2451 2444 836 1034 2278 2773 330 1618 2223 1748 2397 695 70
4580 3676 2977 2061 1032 1032 2061 2977 3676 1035 2375 2860 2290 2375 1035 14
4582 3968 2923 2449 646 646 2449 2923 3968 1845 2511 3366 2844 2511 1845 455
4624 4017 3297 1921 1391 1391 1921 3297 4017 2430 2312 3842 2782 2312 2430 1121285
4640 4225 4000 3588 2704 1665 960 1156 2640 2175 1157 1599 1148 2544 1508 1
4641 4284 3675 3640 2535 1785 2436 1183 2262 861 1148 2703 1435 2610 1625 1
4660 4533 3276 1864 743 743 1864 3276 4533 2223 2941 4526 2588 2941 2223 513590
4664 4400 4389 3239 3025 2024 2585 2755 1749 4301 3999 2585 1160 2024 1424 91
4775 4375 3871 2794 600 600 2794 3871 4375 2954 3281 4025 4773 3281 2954 741
4862 4264 3549 3076 2652 1482 1339 2058 3094 1573 2340 1924 817 2223 2464 10
4888 4731 4056 3168 1989 641 2288 1976 3289 2727 2133 2970 1224 3393 2187 35
4896 3880 3429 2853 1784 1784 2853 3429 3880 3349 1717 3536 3978 1717 3349 168245
4986 4446 3498 1472 690 2880 3441 3542 4416 1119 3182 4224 2426 3393 1058 7
5094 4660 4331 3904 2599 776 776 1870 2590 564 1116 2346 1281 1884 2085 247
5160 4416 3741 3008 2915 2280 1935 2360 2375 3075 1600 2755 1955 890 1315 91
5175 4255 2997 2232 1840 1840 2232 2997 4255 2072 2093 4025 1071 2093 2072 11
5289 5148 4059 3267 2706 3213 1660 2622 2835 2057 4455 4158 2442 2255 627 2
5408 4765 4507 2699 2547 2547 2699 4507 4765 4498 2704 5398 5094 2704 4498 2557166843
5436 4633 4321 4068 2952 2627 2365 2664 2556 442 4181 2911 3749 2471 1620 665
Tabelle C.14: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 3.
C.3. Ganzzahlige Sechsecke in allgemeiner Lage 221
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
5461 3876 3610 3204 2945 3145 2109 2945 2774 1406 840 3059 874 1805 2261 858
5548 3857 3654 2755 1978 2755 1978 3857 3654 2233 3762 1991 1991 1936 2233 65
5566 5180 3887 3658 3614 846 3703 2184 3108 2893 1578 3306 1841 4459 2772 10
5590 4096 3401 2378 2257 2378 2257 4096 3401 2025 3690 1935 1935 1440 2025 119
5644 4771 3787 2007 1105 1105 2007 3787 4771 1592 2822 4014 2210 2822 1592 1089878
5750 5644 4625 4350 4150 1458 1539 3240 1620 1053 2106 2106 1755 1215 2700 14
5758 4809 4572 2410 2251 2251 2410 4572 4809 3669 2879 4820 4502 2879 3669 4370938
5773 5290 5225 4225 3835 2691 702 2484 2166 2925 1143 3375 2430 1500 2418 14
5825 4953 3550 2725 1598 1598 2725 3550 4953 2783 2332 4499 2475 2332 2783 266
5830 5467 4187 2597 1573 1573 2597 4187 5467 1440 4536 5544 3816 4536 1440 17
5841 5069 4484 4002 3599 1300 3835 1989 2950 4225 1079 2970 3614 1475 2201 14
5875 4407 3525 3350 2068 2068 3350 3525 4407 1302 3337 3589 3575 3337 1302 646
5926 4992 3969 2075 1118 1118 2075 3969 4992 1527 2963 4150 2236 2963 1527 438311
5952 4526 4240 3074 2173 4526 3248 3074 3965 1326 4180 2849 3074 2173 1749 1
6061 5529 5035 4161 3869 950 2736 4370 2208 3154 4560 1702 1786 2544 3358 91
6084 5850 5135 5130 3950 2106 1781 2466 3686 845 4140 2300 3425 1975 4600 14
6085 3706 3535 3250 2483 2483 3250 3535 3706 1053 2196 1665 3015 2196 1053 4466
6097 5725 5251 2738 2356 1058 2430 3375 4995 3136 3007 5041 3105 3375 2430 11
6104 4901 3422 2794 1917 1917 2794 3422 4901 1537 2755 4258 1332 2755 1537 170
6175 5200 3600 3200 2950 2457 3145 3105 4185 3680 2160 2430 2000 3250 1350 11
6237 4687 4392 2709 1946 1946 2709 4392 4687 2695 2494 3551 3789 2494 2695 56810
6253 5402 4186 4097 2067 2775 2665 5250 5200 1360 2775 3625 2665 2665 2050 1
6253 6253 5402 4186 4097 4056 2775 2665 5250 1449 2665 2706 1360 2775 2665 1
6316 4949 4855 2059 1983 1983 2059 4855 4949 2524 3158 4118 3966 3158 2524 22477026
6322 5751 3918 2680 1129 1129 2680 3918 5751 2631 3161 5360 2258 3161 2631 66095813
6489 5459 4738 2668 2227 2668 2227 5459 4738 3399 5633 3266 3266 3565 3399 130
6496 3965 3828 3712 3536 2544 3074 3712 3072 1007 1748 624 754 578 1216 15
6516 5984 4573 2465 2379 3700 2665 4141 4287 1955 4641 3787 2788 2200 1204 1
6542 5473 5350 2848 2769 2769 2848 5350 5473 4567 3271 5696 5538 3271 4567 3870947311
6549 5795 5007 4371 4089 1096 1566 2262 3348 902 1426 2284 708 1998 1410 210
6579 5719 4998 2583 2499 1012 2829 4662 4182 2737 4046 3430 2499 2583 924 390
6685 4393 3745 3430 2674 2674 3430 3745 4393 2520 1095 2865 2625 1095 2520 286
6688 6498 5184 4221 2304 646 3968 2923 4736 3366 2511 4698 1845 4608 2997 455
6698 6698 3961 3904 3728 4560 5491 3306 3030 3059 3306 4950 2375 3961 1776 1
6700 6096 4488 2596 1980 1540 3619 6080 4928 4158 6100 4620 2783 2541 1760 39
6762 6321 5265 5151 4095 1323 1653 4059 3157 2064 2808 2324 3864 2340 1804 5
6792 6343 4525 3253 1999 1999 3253 4525 6343 4198 3396 6506 3998 3396 4198 693878766
Tabelle C.15: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 4.
222 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
6822 6525 5481 4770 3888 1863 4995 2128 3150 6264 2015 3627 4539 3105 1638 11
6864 5588 4233 3753 2948 2948 3753 4233 5588 4585 1945 5720 4110 1945 4585 133
6960 6375 5185 4375 3960 2535 5183 2665 4056 2890 3250 2535 4440 1855 2665 1
6960 6375 5185 5185 3960 2535 5183 1855 4056 2890 2890 2535 4624 1855 3007 1
6962 5787 4920 2482 1751 1751 2482 4920 5787 2517 3481 4964 3502 3481 2517 129614485
6970 5919 5334 2924 2521 2521 2924 5334 5919 4203 3485 5848 5042 3485 4203 8256678
7011 6344 6035 5742 2988 1765 1166 5031 5049 2139 3286 3844 5053 4433 2790 42
7028 5437 5371 2151 2095 2095 2151 5371 5437 2384 3514 4302 4190 3514 2384 24845483
7047 6688 6498 5184 4221 2449 1845 2511 2844 646 3968 2923 3366 2511 1845 455
7074 5690 4979 2197 1516 1516 2197 4979 5690 1319 3537 4394 3032 3537 1319 266865830
7172 6939 5202 5037 3111 4391 3266 2465 4123 6327 3144 4422 3201 3111 1938 70
7175 7175 6969 6020 4263 3150 4624 1855 2968 1586 1855 3458 3007 4056 1855 1
7186 6052 4777 2491 1266 1266 2491 4777 6052 1645 3593 4982 2532 3593 1645 1218151
7194 6194 4635 4341 3508 3508 4341 4635 6194 5929 2023 7042 5376 2023 5929 1495
7198 6786 3900 3380 2301 5888 6052 3956 5428 2964 5980 6900 4160 4551 1495 231
7198 6045 5546 2832 1343 1343 2832 5546 6045 1591 4773 4988 5074 4773 1591 7315
7198 6771 6045 2257 1343 2257 1343 6771 6045 2784 7076 5452 5452 4988 2784 7315
7225 7085 6052 5655 5291 1050 1717 2590 2044 1073 1820 2366 877 1839 2366 1
7260 6061 5164 3448 1727 1727 3448 5164 6061 3625 3525 5170 4940 3525 3625 22134
7263 6600 5580 4950 4590 1513 1749 5487 3141 1260 4050 2070 4050 1458 2700 494
7368 6715 4607 3161 1427 1427 3161 4607 6715 3238 3684 6322 2854 3684 3238 1371608238
7397 6757 5605 3995 3703 1680 5488 5152 4292 6272 5488 4388 1680 2652 1212 33
7436 6253 6253 5402 2067 2535 2535 2190 5785 4056 2775 5200 1449 4264 3625 1
7436 6545 5785 5200 4439 5115 2067 4524 3075 3420 1455 3900 2535 1392 2601 1
7439 5886 5589 3445 2020 3445 2020 5886 5589 3375 6139 3886 3886 3911 3375 7106
7473 7102 4559 3478 1961 1961 3478 4559 7102 4181 3720 7261 3149 3720 4181 170170
7488 6384 4880 4633 1767 3264 3008 6001 5745 4096 3128 5016 5288 3128 4096 15
7511 7462 6090 5510 4214 2499 4669 3741 3325 2632 2208 3976 1160 4144 3016 33
7625 6840 6275 5760 5035 2875 2875 2231 4725 575 1656 2375 1219 2000 2581 11
7630 7630 7110 5760 3318 3815 4160 2990 6713 695 5830 5152 5850 4503 6222 15
7654 5809 5291 3825 2025 2025 3825 5291 5809 3330 3286 4136 5164 3286 3330 266
7680 7040 6528 5720 4730 1280 2112 2200 3910 2752 2320 2810 1012 4118 3135 7
7682 6561 6283 4345 4199 1363 2871 4437 3509 3016 3944 2552 2088 2552 1856 35
7733 7533 5832 4059 2664 2176 3364 5104 5476 4860 6048 4932 2088 4608 3720 455
7765 5464 4747 4251 3468 4251 3468 5464 4747 1563 5963 4444 4444 2971 1563 45885
7820 6804 6669 5346 4644 5984 1241 2494 5016 5049 5346 2376 1485 3825 3510 2
7825 6655 4950 3249 2650 1720 4375 5456 6425 4345 4888 4905 1719 5200 3961 29
Tabelle C.16: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 5.
C.3. Ganzzahlige Sechsecke in allgemeiner Lage 223
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
7956 6698 6305 3434 2899 3434 2899 6698 6305 4953 7072 4121 4121 5746 4953 168245
7995 6084 4879 4641 4346 4641 4346 6084 4879 1387 7293 5950 5950 4633 1387 1
8029 7475 6475 5957 4600 1786 4144 2590 3431 2430 3312 3105 4662 3375 1863 11
8066 6771 6469 2257 1767 2257 1767 6771 6469 2360 6068 5028 5028 4988 2360 170170
8085 6678 5291 2926 2793 2793 2926 5291 6678 3059 3772 6279 2783 3772 3059 10
8091 5945 5742 5295 4959 2204 4959 3036 5742 4147 1560 3886 2613 7047 4746 1190
8112 6461 6171 5967 4745 1989 2349 3159 3393 2160 3042 2106 918 1566 1872 35
8118 6929 6533 5842 4726 5453 5635 2296 4004 462 4389 3087 4389 2919 1932 10
8179 6135 4408 4341 3836 3836 4341 4408 6135 1807 4524 6149 3107 4524 1807 2170
8352 6785 6726 4465 1974 4465 1974 6785 6726 2773 7886 6137 6137 5340 2773 91
8400 7824 6940 5640 5510 936 1480 3120 3380 986 2964 2561 2000 2000 2600 231
8448 7040 5742 5597 3712 5632 3630 2915 4864 6622 4173 5632 2465 2146 2291 7
8505 6811 5400 5292 2660 3850 3375 5859 6125 2125 2303 5425 2916 3500 4816 26
8526 6769 4774 4565 4340 3325 5852 4199 4774 2793 2356 4669 2299 4774 2655 6
8541 7884 7540 7332 7062 873 2769 1287 2349 1976 1104 1482 2808 798 2106 170
8556 5980 5640 4674 3999 3496 2964 3990 5859 2380 1634 4981 1494 3111 3381 22
8556 6789 5022 3174 1919 4185 5766 6210 6675 2139 3645 5010 1896 3509 1635 182
8590 6919 4995 4085 1739 1739 4085 4995 6919 2366 3626 5292 3080 3626 2366 62
8674 7157 6782 3444 3181 3181 3444 6782 7157 5015 4337 6888 6362 4337 5015 18503914
8755 5411 4977 4118 3694 3694 4118 4977 5411 2492 1339 3033 2609 1339 2492 2259290
8758 7852 5423 4379 1210 1210 4379 5423 7852 3189 4983 7038 4524 4983 3189 1330
8769 8004 6068 5504 5328 7803 6549 3615 6882 2112 5412 2706 3564 814 3608 455
8900 6917 6463 2493 2047 2047 2493 6463 6917 1004 4450 4986 4094 4450 1004 30596566
8959 7602 5642 4046 3136 2162 3534 5202 7505 3136 3584 5642 2688 5054 2422 15
8967 8526 3045 2565 1419 7497 6622 7998 7614 8729 6009 8073 4080 1736 2616 5
9061 7544 5986 3725 3285 3285 3725 5986 7544 4510 3869 7301 4161 3869 4510 37
9114 8736 6678 5642 4626 2562 7728 4991 8448 5586 3458 6810 3059 2304 3473 15
9116 7208 6149 4876 3655 4876 3655 7208 6149 2109 8268 6273 6273 4386 2109 42
9130 8086 8052 7304 7241 5256 7018 5874 7089 1802 1038 2145 1276 853 1233 805
9176 7943 6572 5129 4756 4617 3348 4185 4860 2295 3672 5913 1593 3672 2295 77
9246 8319 8178 7598 7006 2385 3552 5344 3712 5217 6721 4847 1856 1184 1888 7315
9278 9124 5009 4563 1198 1198 4563 5009 9124 4795 4639 9126 2396 4639 4795 249458
9288 8364 7912 7839 4320 5412 4816 6831 5832 724 1617 4116 2033 3608 3969 5
9288 5472 5203 4429 3960 3960 4429 5203 5472 589 2387 2232 2666 2387 589 65
9304 9215 8879 8569 5560 2649 633 3423 5616 3066 1026 7095 3720 5001 7089 2
9315 7625 7605 6885 6745 2860 1800 3078 2750 1580 790 2970 1422 1610 2444 14
9315 7650 7625 6885 6745 2925 2860 3078 2750 4225 3825 1475 790 2970 2444 14
Tabelle C.17: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 6.
224 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
9361 6512 5888 4623 4477 4477 4623 5888 6512 5200 1955 6105 4945 1955 5200 7
9381 8280 6903 4995 3131 4665 7080 5160 6375 2835 3375 6365 3240 6095 3085 11
9408 8878 5418 5145 4459 6970 5586 7497 5243 9256 3848 5448 7098 4046 3136 55
9425 7632 7540 4785 4200 2257 5655 4930 7535 3620 2895 5304 3625 3620 2895 1
9440 8319 5472 4096 2183 2183 4096 5472 8319 3705 4225 7670 2080 4225 3705 231
9471 9016 6868 6728 6552 3857 3857 5551 3087 2204 2752 4816 1764 3220 4816 5
9472 8214 8192 4366 3040 6290 4864 6290 6528 1430 8177 5746 7410 5408 3094 231
9522 9145 8556 7797 7006 2483 5106 2139 4208 2701 3698 2461 5727 1922 4181 36190
9525 8580 7488 6350 5568 1530 5313 6350 4257 5772 6520 3852 1462 3072 3082 7
9530 8112 8097 4507 4498 4498 4507 8097 8112 7641 4765 9014 8996 4765 7641 2557166843
9542 8466 6021 3787 1592 1592 3787 6021 8466 3315 4771 7574 3184 4771 3315 1089878
9555 6253 5740 4655 3458 3458 4655 5740 6253 1463 3498 3289 4235 3498 1463 10
9600 8960 7660 7252 2150 2240 1960 2552 7850 2100 1932 7590 768 5985 5727 663
9648 9112 7236 5896 5632 7504 2814 5092 4720 7973 4154 8584 4288 1916 4488 455
9750 7930 7293 6084 5950 4420 4407 4134 5300 6643 2366 6600 4641 1387 4346 1
9765 7995 7471 7471 6850 7230 6526 5084 7865 836 2206 1405 1446 1521 2829 238
9807 6365 5290 4867 4772 4772 4867 5290 6365 1455 4082 5513 2677 4082 1455 1870
9842 7590 7106 7007 6314 2548 4368 3381 5796 4004 847 5104 4389 1452 5313 10
9898 9474 6177 4855 2524 2524 4855 6177 9474 5949 4949 9710 5048 4949 5949 22477026
9955 9594 8450 7995 4200 5795 3045 3500 5795 3016 7995 6954 5005 4850 4005 1
9984 7680 7600 6760 6660 7680 2800 3640 3540 5200 7400 5100 2800 950 2375 231
10023 9061 6851 4095 4056 8424 4392 6768 6669 4752 9384 5655 5304 2847 3861 35
10043 8729 4741 3234 3136 5472 8448 7348 7107 4800 7700 5775 5500 3075 2450 39
10062 9546 9204 8732 7095 1032 1014 1370 8643 1422 962 8901 944 7659 7973 30
10082 7956 7110 5746 4631 4114 2992 4752 5767 3366 4862 3403 1936 3071 2935 35
10089 8415 8075 8075 6137 3375 6536 2185 4123 8075 3400 2584 4845 6137 2584 91
10089 8840 7650 7446 6902 2950 2610 3000 4888 3400 1700 5916 2040 2584 4352 231
10116 6408 6085 4369 4356 4356 4369 6085 6408 3107 2041 4212 3146 2041 3107 2030
10120 8680 7836 3724 3381 4080 3604 7684 7429 1156 5236 7259 4624 6171 4165 13
10182 9679 5648 4610 811 811 4610 5648 9679 4231 5091 9220 1622 5091 4231 691737123
10240 10240 5610 4740 1580 4480 8630 6020 8668 6250 7700 8916 6525 5084 3239 39
10246 6758 5239 5085 3924 3924 5085 5239 6758 2511 1757 4142 1276 1757 2511 170
10295 9160 7958 6800 3800 2295 4913 3785 8585 5882 3800 6800 2538 8262 6120 1001
10314 7070 6751 6594 3840 3776 6020 3840 6594 2516 896 3910 3140 4879 3174 247
10373 9840 7626 5530 3649 2173 3649 8847 7626 4674 7250 6601 8096 5945 2679 91
10425 10011 8618 8165 7695 2106 2223 2340 4680 1521 3042 3042 1755 2535 3900 14
10449 8250 7680 6144 5676 3576 6513 6150 5160 2950 2756 4576 1728 6228 4680 119
Tabelle C.18: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 7.
C.3. Ganzzahlige Sechsecke in allgemeiner Lage 225
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
10560 10095 7040 5700 4096 7905 8800 6540 6976 3445 4680 9361 2860 7424 4796 7
10604 9196 8721 6479 6479 5720 1925 6875 5445 5405 9405 2915 5200 4180 6820 29
10625 9675 6665 6579 4925 2450 5390 5236 6550 6020 3402 5000 5390 5220 1678 26
10695 8464 7475 3925 3640 2737 5750 7310 7531 5589 5661 5032 3600 6175 3145 11
10735 10373 9963 9538 8757 628 1532 1273 2852 1840 837 2960 1717 1440 2453 182
10846 8091 6919 5945 5797 5945 5797 8091 6919 1292 9164 7936 7936 6732 1292 455
10874 10542 6453 5371 2384 2384 5371 6453 10542 6285 5437 10742 4768 5437 6285 24845483
10880 9086 8375 8128 6160 7590 3525 4320 4800 8550 9150 6930 825 2475 2640 39
10920 7176 6882 5888 4108 4446 6063 5368 6838 5478 3496 3224 2114 4256 2380 15
10935 9963 9717 8262 8235 6318 8178 7533 4590 1968 2187 2592 1515 3952 2997 77
10946 9813 8544 5350 4567 4567 5350 8544 9813 8307 5473 10700 9134 5473 8307 3870947311
11015 10615 10460 9042 946 470 3795 2077 10511 3925 1793 10131 3118 9706 8492 1345890
11040 9100 7847 6384 6175 4040 3914 5760 5210 1568 2744 5200 1862 3648 3914 31
11115 10875 6875 5225 2805 10680 4760 10750 8544 7600 5950 10680 6050 4840 6050 21
11135 11049 4624 4454 4318 10744 7569 10349 6873 7225 6715 10033 2890 2958 5372 2002
11232 10744 7533 5805 2776 2776 5805 7533 10744 7261 5891 10960 7398 5891 7261 77
11264 9114 8448 7728 4991 2162 5632 7904 7505 4626 6678 5642 2304 3473 3059 15
11288 11100 7475 6474 4212 5220 3915 6786 8700 4959 4698 10440 3393 5655 6786 14
11368 10059 8648 5082 3808 7973 4560 6650 8120 10043 8673 6517 3610 6680 3430 13
11380 10611 6591 4979 1319 1319 4979 6591 10611 4548 5690 9958 2638 5690 4548 266865830
11388 11025 10500 9464 8064 1392 3072 2080 3480 4200 1624 3654 3584 2856 2128 231
11400 10374 8450 7995 5795 6954 4850 4005 5795 3016 7995 5795 5005 3045 3500 1
11492 11492 9116 9009 2492 10816 11040 5525 9200 2720 5525 11184 5525 9200 7595 1
11495 8778 8645 6292 5005 6061 5928 6149 6600 8911 2750 5929 6929 4368 3289 51
11564 10602 8432 6324 6324 3959 9628 5590 5408 6076 6324 4557 8432 6076 2418 55
11583 7189 6422 6399 5832 6422 7189 5832 6399 7189 5530 1771 1771 5530 3969 17
11592 9614 5152 4004 3335 5014 9016 8428 9407 9522 8118 8901 1764 1863 981 5
11594 10043 8448 7348 7107 4620 9130 4620 6580 4741 3234 3136 5500 3075 2450 39
11628 9945 5400 5400 4402 4131 8052 7452 7530 5055 7695 6969 6000 4582 1482 14
11630 9101 8122 4552 3969 3969 4552 8122 9101 5159 4837 7868 6174 4837 5159 71630
11640 11155 10600 4559 3760 2425 6640 8051 8120 4255 6984 8075 6059 8760 3431 91
11696 11286 9880 8721 5814 3526 2136 10591 7174 2546 7695 5700 8569 5054 4845 2
11803 11726 11570 9010 8450 1705 1047 3497 4343 2704 2784 5304 3920 3640 4200 1
11810 10418 8207 5007 3368 3368 5007 8207 10418 6161 5905 10014 6736 5905 6161 2189690321
11906 10924 7583 5277 2690 2690 5277 7583 10924 5893 5953 10554 5380 5953 5893 13990982082
11960 8464 7533 5589 4968 8280 4465 6785 7360 6475 7475 4600 2430 3375 3105 11
11960 9920 8280 7360 6785 5032 8464 4968 5589 3640 3200 6175 4600 7475 3105 11
11968 10048 8256 5330 5291 6144 7552 7002 9339 2176 5082 5253 3914 3173 2964 3255
12104 10779 7473 4777 1645 1645 4777 7473 10779 3798 6052 9554 3290 6052 3798 1218151
12144 11375 4715 3675 3325 3625 7475 11115 9269 6808 9317 9240 4225 2600 5005 51
12168 9375 8450 7200 7080 2832 5408 5328 6144 3200 2550 4080 1900 5920 4080 231
12170 11086 9875 3600 1595 2280 3555 8930 10875 4539 8246 9645 6325 8880 2995 91
12312 10000 6561 6399 5848 5848 6399 6561 10000 7201 3841 10808 4050 3841 7201 1001
12403 11571 9367 7657 6840 2960 8250 5050 6445 5510 5510 4845 7600 3895 3895 1
12444 12339 8671 6696 5646 2145 6325 6900 8910 7700 6075 9735 7015 3355 6630 14
12489 12445 11356 7514 5168 6116 8987 7367 7367 3399 10981 7923 12070 7956 4726 70
12496 10579 9656 5525 3720 5525 3720 10579 9656 6745 11346 6919 6919 7616 6745 123
12544 11088 10854 9801 5136 8736 4190 3527 7488 4554 9603 7488 5508 5898 5235 95
12567 11875 11050 9250 8300 3058 3515 3565 4483 875 2925 5175 2344 4730 2430 14
12597 11571 7344 7267 5616 10944 6279 5824 8463 6735 7552 12567 833 6048 5369 55
12648 11584 10752 10080 8688 2366 4056 2847 4704 5408 1664 5068 4368 2160 3558 55
12674 12182 7757 6219 3044 3044 6219 7757 12182 7465 6337 12438 6088 6337 7465 23834724914
Tabelle C.19: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 8.
226 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
12686 10188 9759 4525 4198 4198 4525 9759 10188 5997 6343 9050 8396 6343 5997 693878766
12720 12342 10527 7888 6460 1302 6783 5152 8260 7623 4522 7378 7105 9947 3332 13
12727 10043 9434 5060 4539 5060 4539 10043 9434 6409 9537 5746 5746 7565 6409 42
12727 12302 10813 3190 1019 1019 3190 10813 12302 2229 10608 11949 9603 10608 2229 555
12744 11800 11475 9288 8397 1416 10971 5832 5103 11375 5952 3813 5553 11457 6075 11
12754 11636 7817 5413 2130 2130 5413 7817 11636 5197 6377 10826 4260 6377 5197 171876562
12768 12350 10545 8645 5705 2318 9633 6517 12103 7505 4845 10695 3800 5720 5880 3
12832 11544 7728 7585 7215 3080 5200 10335 6865 4920 7585 7215 7585 2385 9250 1
12906 11562 11448 6882 4929 5856 6858 6324 7995 1014 7540 7291 8034 7473 2511 77
12920 12818 10268 8738 8381 1818 6732 4838 12699 5250 5644 11475 7306 6375 11305 506
12936 12488 11760 7350 1925 3248 2520 11970 11165 1144 9746 10579 9702 9877 6125 6
12958 8381 8091 5589 5549 5589 5549 8381 8091 4640 5920 2880 2880 4960 4640 455
12988 12439 8093 6375 3301 3301 6375 8093 12439 7804 6494 12750 6602 6494 7804 596539086
13018 10266 7859 5191 4684 4684 5191 7859 10266 4205 5375 9230 2820 5375 4205 90706
13018 12052 7915 5743 2334 2334 5743 7915 12052 5873 6509 11486 4668 6509 5873 249143466
13020 12210 8510 6923 6348 11730 6970 10087 9792 5900 5353 6018 3197 3082 713 247
13034 12635 9268 4802 1045 1045 4802 9268 12635 5031 8631 12312 6930 8631 5031 629
13079 12341 11374 10231 9635 2460 3135 2898 3526 1035 2622 3854 2157 3431 1276 442
13086 12992 11760 8526 4949 2210 1614 6612 8425 3248 5390 8085 6174 7301 3773 6
13090 9856 7392 6314 6144 7238 6650 7623 7198 3136 3850 7040 1106 3936 3670 39
13161 10701 10379 4920 4280 4920 4280 10701 10379 6640 10209 6889 6889 8881 6640 3003
13234 9699 9329 4913 4607 4913 4607 9699 9329 4930 7828 5198 5198 6432 4930 1155
13242 12527 7910 6148 2519 2519 6148 7910 12527 6667 6621 12296 5038 6621 6667 2808910
13266 10787 7889 6901 5795 6901 5795 10787 7889 7406 12328 5382 5382 3956 7406 5
13350 12675 10959 10610 8112 8685 4551 4520 7578 4524 4795 4797 401 3471 3278 1
13370 10360 10017 9805 8555 3150 3367 9315 8875 1127 8325 7475 7208 6392 1360 11
13430 11052 9483 4607 3238 3238 4607 9483 11052 4281 6715 9214 6476 6715 4281 1371608238
13485 12095 9315 6750 6417 1800 12000 8475 8808 11800 7775 7072 4725 11592 6993 11
13632 11745 10440 7040 3432 9537 5928 9792 11016 3915 13345 11577 10120 9192 3672 35
13778 11332 10399 5171 4470 4470 5171 10399 11332 6781 6889 10342 8940 6889 6781 9273226963
13834 13350 7479 6463 1004 1004 6463 7479 13350 6141 6917 12926 2008 6917 6141 30596566
13906 13384 11424 9216 8036 3915 7344 5166 5904 3864 4296 6426 4320 6720 2460 143
14025 11800 11781 9690 9100 5425 2346 5355 6125 5149 2450 7700 4029 3871 5530 6
14079 13833 12445 11400 5225 6288 1976 7011 12464 7112 11973 10048 5225 11400 12635 51
14124 13380 9075 8772 8140 4440 10659 6000 7480 7245 4680 9200 5373 10285 5560 21
14186 11126 10747 4517 4200 4200 4517 10747 11126 5077 7093 9034 8400 7093 5077 3774901
14190 13818 8820 8428 4875 3732 6630 6278 12915 5082 7546 13857 4928 9705 6647 19
14193 10304 8664 7752 7125 4015 8265 7125 7752 6200 3160 4661 6840 2451 4503 91
14250 10170 9834 6150 5125 7320 5616 9000 10075 2184 4080 8645 3816 7259 5125 1
14269 12121 11560 11288 8432 2262 10971 6629 8983 9231 4913 6851 4352 3808 3264 15
14314 13011 10332 6782 5015 5015 6782 10332 13011 9543 7157 13564 10030 7157 9543 18503914
14360 11178 8989 7582 6021 7582 6021 11178 8989 3791 12596 8883 8883 5282 3791 1430
14365 13156 12110 11989 10100 8073 8625 9558 6785 1242 2025 3496 957 2990 3599 14
14370 13682 8143 6607 1832 1832 6607 8143 13682 6511 7185 13214 3664 7185 6511 9804275481
14375 14375 11615 8125 6565 12650 12696 9500 10650 2990 6750 7940 4700 5454 1690 14
14432 11832 11832 9380 7841 9464 4360 5668 11009 11136 5668 4223 5668 11009 5559 1
14501 13544 13038 12818 10370 5955 1939 2669 4199 4394 3626 6506 800 3212 3468 1
14536 14336 11872 11542 8960 5688 4504 3009 8704 2912 6042 5824 3520 4368 6698 15
14575 12675 11050 5200 3778 8500 3625 12625 11391 8125 8125 8939 9750 8104 2686 1
14690 14690 12197 9880 9250 3900 4797 5070 9360 2553 5070 7140 3003 4797 5070 1
14721 12936 12412 9135 7414 5607 2491 6384 7505 4052 7959 7678 4843 5474 1919 78
14742 14168 11440 9352 7999 3430 6422 5530 9559 8712 5040 10881 5832 3969 6399 17
Tabelle C.20: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 9.
C.4. Anzahl ganzzahliger Tetraeder 227
δ0,1 δ0,2 δ0,3 δ0,4 δ0,5 δ1,2 δ1,3 δ1,4 δ1,5 δ2,3 δ2,4 δ2,5 δ3,4 δ3,5 δ4,5 char
14790 11135 11049 7569 7225 7225 7569 11049 11135 10744 4624 11560 11832 4624 10744 2002
14814 13832 13104 12257 10752 4636 2340 7912 4758 5824 11214 3416 5698 4368 8645 1015
14911 11830 10478 9100 5846 7293 5239 11661 10175 3380 13650 9988 10478 7224 4346 114
14916 14421 12621 12179 10100 2013 4437 6613 6136 5790 4750 6851 8840 2549 8501 1
14965 11388 10370 8687 5085 8687 5085 11388 10370 4862 13651 9537 9537 6545 4862 1
14976 13275 8414 7550 6021 6021 7550 8414 13275 4931 9575 14166 5596 9575 4931 24871
Tabelle C.21: Primitive ganzzahlige Sechsecke in allgemeiner Lage - Teil 10.
C.4 Anzahl ganzzahliger Tetraeder
In Abschnitt 10.1 haben wir die Anzahl α(d, 3) der ganzzahligen Tetraeder mit
Durchmesser d betrachtet und eine Na¨herungsformel sowie die ersten paar exakten
Werte angegeben. In den folgenden Tabellen geben wir alle Werte von α(d, 3) fu¨r
d ≤ 500 an.
Wir mo¨chten bemerken, dass wir die angegebenen Zahlen durch vollsta¨ndige
Konstruktion bestimmt haben. Dabei haben wir allerdings die Technik des impli-
ziten Erzeugens benutzt, wenn auch auf sehr eingeschra¨nkte Weise. Mit Hilfe von
Algorithmus 3.2.2 durchlaufen wir die Kombinationen der kanonischen und se-
mikanonischen Dreiecke, verzichten aber auf den Durchlauf von Γ(x1, x2). Die
Verschmelzung von zwei Dreiecken x0 und x1 la¨sst noch einen Abstand unbe-
stimmt. In Abschnitt 3.3 haben wir beschrieben, wie wir ein Intervall [u, o] be-
stimmen ko¨nnen, so dass sich die Verschmelzung von x0 und x1 genau dann in
den E3 einbetten la¨sst, wenn der unbestimmte Abstand aus [u, o] gewa¨hlt wird.
Man kann sich u¨berlegen, dass die kanonischen Tetraeder durch eine Teilmenge
[u, ok] ⊆ [u, o] bestimmt sind. Man braucht also nur das gro¨ßte x ∈ [u, o] bestim-
men, mit χ(x) = kanonisch. Hierzu gibt es mehrere Mo¨glichkeiten. Zuna¨chst
schra¨nkt man das Intervall auf [u,min(o, d)] ein. Eine Mo¨glichkeit ist die Verwen-
dung der bina¨ren Suche, die zu einem Aufwand von O(min(o, d)− u) fu¨hrt.
Wir sprechen hier von impliziten Erzeugen, da wir die max(ok − u + 1, 0)
ganzzahligen Tetraeder, die sich aus der Verschmelzung von x0 und x1 ergeben,
nicht wirklich konstruieren. Stattdessen haben wir sozusagen die Abstandsmatrix
mit einer Unbestimmten x angegeben und die Werte von x durch die zwei Gren-
zen eines Intervalls beschrieben. Durch diese Technik ist es mo¨glich, ganzzahlige
Tetraeder mit Durchmesser d fu¨r hinreichend großes d schneller zu konstruieren
als der Computer die zugeho¨rigen Bits anfassen kann.
Eine weitere Mo¨glichkeit, das gro¨ßte x ∈ [u,min(o, d)] mit χ(x) =
kanonisch zu bestimmen ist es, nur die Werte δi,j und δi,j − 1 zu betrachten,
wobei δi,j die bestimmten Absta¨nde aus Γ(x0, x1) bezeichnen soll. Bei diesem
228 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
Vorgehen mu¨ssen nur maximal m(m+ 1) Kanonizita¨tstests durchgefu¨hrt werden,
was bei konstanter Dimension m einem konstanten Aufwand entspricht.
d α(d, 3) d α(d, 3) d α(d, 3) d α(d, 3)
1 1 33 1.005.214 65 29.783.292 97 220.570.260
2 4 34 1.166.797 66 32.145.746 98 232.180.129
3 16 35 1.348.609 67 34.657.375 99 244.275.592
4 45 36 1.552.398 68 37.322.859 100 256.866.619
5 116 37 1.780.198 69 40.149.983 101 269.975.550
6 254 38 2.033.970 70 43.145.566 102 283.610.746
7 516 39 2.315.942 71 46.318.399 103 297.795.621
8 956 40 2.628.138 72 49.673.679 104 312.538.533
9 1.669 41 2.973.433 73 53.222.896 105 327.861.267
10 2.760 42 3.353.922 74 56.969.822 106 343.779.633
11 4.379 43 3.773.027 75 60.926.247 107 360.310.876
12 6.676 44 4.232.254 76 65.098.817 108 377.468.428
13 9.888 45 4.735.254 77 69.497.725 109 395.279.081
14 14.219 46 5.285.404 78 74.130.849 110 413.752.313
15 19.956 47 5.885.587 79 79.008.179 111 432.911.580
16 27.421 48 6.538.543 80 84.138.170 112 452.770.678
17 37.062 49 7.249.029 81 89.532.591 113 473.357.380
18 49.143 50 8.019.420 82 95.198.909 114 494.679.480
19 64.272 51 8.854.161 83 101.149.823 115 516.769.476
20 82.888 52 9.756.921 84 107.392.867 116 539.638.043
21 105.629 53 10.732.329 85 113.942.655 117 563.311.240
22 133.132 54 11.783.530 86 120.807.154 118 587.806.250
23 166.090 55 12.916.059 87 127.997.826 119 613.149.416
24 205.223 56 14.133.630 88 135.527.578 120 639.349.793
25 251.624 57 15.442.004 89 143.409.248 121 666.452.571
26 305.861 58 16.845.331 90 151.649.489 122 694.457.782
27 369.247 59 18.349.153 91 160.268.457 123 723.397.831
28 442.695 60 19.957.007 92 169.272.471 124 753.294.720
29 527.417 61 21.678.067 93 178.678.811 125 784.173.528
30 624.483 62 23.514.174 94 188.496.776 126 816.054.763
31 735.777 63 25.473.207 95 198.743.717 127 848.966.752
32 861.885 64 27.560.402 96 209.427.375 128 882.929.116
Tabelle C.22: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 1 ≤ d ≤ 128.
C.4. Anzahl ganzzahliger Tetraeder 229
d α(d, 3) d α(d, 3) d α(d, 3)
129 917.973.194 164 3.049.559.162 199 8.023.682.148
130 954.119.305 165 3.143.698.500 200 8.227.353.208
131 991.398.384 166 3.240.146.331 201 8.435.150.548
132 1.029.825.039 167 3.338.951.502 202 8.647.118.435
133 1.069.446.680 168 3.440.134.268 203 8.863.330.234
134 1.110.271.536 169 3.543.780.126 204 9.083.837.903
135 1.152.334.932 170 3.649.896.696 205 9.308.721.357
136 1.195.660.068 171 3.758.542.173 206 9.538.028.568
137 1.240.285.329 172 3.869.758.448 207 9.771.841.896
138 1.286.227.132 173 3.983.598.001 208 10.010.209.821
139 1.333.524.594 174 4.100.089.139 209 10.253.222.963
140 1.382.200.653 175 4.219.299.938 210 10.500.903.450
141 1.432.289.098 176 4.341.258.803 211 10.753.379.072
142 1.483.817.182 177 4.466.032.790 212 11.010.665.457
143 1.536.824.477 178 4.593.653.168 213 11.272.858.984
144 1.591.326.553 179 4.724.179.176 214 11.540.029.913
145 1.647.370.931 180 4.857.645.442 215 11.812.239.467
146 1.704.979.654 181 4.994.123.918 216 12.089.543.813
147 1.764.192.720 182 5.133.638.641 217 12.372.071.267
148 1.825.036.265 183 5.276.266.139 218 12.659.826.302
149 1.887.549.071 184 5.422.038.746 219 12.952.913.355
150 1.951.757.450 185 5.571.025.138 220 13.251.404.399
151 2.017.712.225 186 5.723.257.096 221 13.555.395.124
152 2.085.427.843 187 5.878.807.390 222 13.864.909.821
153 2.154.955.009 188 6.037.715.058 223 14.180.068.428
154 2.226.323.422 189 6.200.045.198 224 14.500.918.460
155 2.299.573.962 190 6.365.845.844 225 14.827.566.110
156 2.374.730.742 191 6.535.183.811 226 15.160.068.366
157 2.451.849.496 192 6.708.087.280 227 15.498.506.093
158 2.530.951.605 193 6.884.650.594 228 15.842.955.902
159 2.612.086.272 194 7.064.900.320 229 16.193.521.188
160 2.695.280.888 195 7.248.911.394 230 16.550.246.886
161 2.780.596.426 196 7.436.727.480 231 16.913.236.257
162 2.868.048.149 197 7.628.433.180 232 17.282.565.687
163 2.957.694.293 198 7.824.056.682 233 17.658.332.886
Tabelle C.23: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 129 ≤ d ≤ 233.
230 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
d α(d, 3) d α(d, 3) d α(d, 3)
234 18.040.591.869 269 36.222.565.121 304 66.776.021.181
235 18.429.446.549 270 36.900.953.395 305 67.881.702.961
236 18.824.978.194 271 37.589.498.715 306 69.001.972.339
237 19.227.281.739 272 38.288.253.684 307 70.137.002.684
238 19.636.418.984 273 38.997.381.171 308 71.286.888.887
239 20.052.509.372 274 39.716.969.687 309 72.451.833.235
240 20.475.584.436 275 40.447.150.514 310 73.631.946.952
241 20.905.826.207 276 41.188.007.560 311 74.827.406.203
242 21.343.233.231 277 41.939.722.247 312 76.038.301.748
243 21.787.936.645 278 42.702.326.875 313 77.264.865.271
244 22.240.025.127 279 43.476.013.590 314 78.507.170.924
245 22.699.589.548 280 44.260.846.692 315 79.765.414.755
246 23.166.712.363 281 45.057.028.301 316 81.039.761.336
247 23.641.513.032 282 45.864.566.583 317 82.330.341.168
248 24.124.035.119 283 46.683.674.823 318 83.637.264.560
249 24.614.429.555 284 47.514.418.542 319 84.960.795.422
250 25.112.753.730 285 48.356.980.088 320 86.300.970.558
251 25.619.124.378 286 49.211.444.440 321 87.658.059.514
252 26.133.616.536 287 50.077.928.783 322 89.032.139.905
253 26.656.371.096 288 50.956.557.623 323 90.423.413.054
254 27.187.425.616 289 51.847.531.687 324 91.831.974.246
255 27.726.924.827 290 52.750.878.982 325 93.258.093.137
256 28.274.949.522 291 53.666.800.656 326 94.701.864.849
257 28.831.622.757 292 54.595.390.546 327 96.163.449.741
258 29.397.000.831 293 55.536.792.603 328 97.643.012.040
259 29.971.246.089 294 56.491.115.791 329 99.140.764.018
260 30.554.402.290 295 57.458.539.448 330 100.656.779.530
261 31.146.611.716 296 58.439.155.413 331 102.191.370.052
262 31.747.975.982 297 59.433.140.480 332 103.744.550.239
263 32.358.593.000 298 60.440.578.760 333 105.316.590.014
264 32.978.539.369 299 61.461.658.788 334 106.907.629.863
265 33.607.991.756 300 62.496.428.392 335 108.517.828.138
266 34.246.990.276 301 63.545.176.640 336 110.147.344.725
267 34.895.687.321 302 64.607.896.475 337 111.796.464.340
268 35.554.164.681 303 65.684.805.319 338 113.465.191.274
Tabelle C.24: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 234 ≤ d ≤ 338.
C.4. Anzahl ganzzahliger Tetraeder 231
d α(d, 3) d α(d, 3) d α(d, 3)
339 115.153.808.855 374 188.217.270.232 409 294.398.515.572
340 116.862.463.817 375 190.747.279.327 410 298.015.449.981
341 118.591.393.246 376 193.304.430.027 411 301.667.890.400
342 120.340.661.184 377 195.888.956.881 412 305.356.017.668
343 122.110.547.407 378 198.500.969.780 413 309.080.167.804
344 123.901.164.748 379 201.140.869.064 414 312.840.509.677
345 125.712.765.766 380 203.808.692.441 415 316.637.407.005
346 127.545.476.592 381 206.504.811.308 416 320.471.044.426
347 129.399.510.030 382 209.229.379.522 417 324.341.780.204
348 131.275.003.995 383 211.982.621.005 418 328.249.789.098
349 133.172.240.148 384 214.764.710.019 419 332.195.407.013
350 135.091.291.098 385 217.576.012.870 420 336.178.761.892
351 137.032.437.489 386 220.416.672.309 421 340.200.430.668
352 138.995.822.720 387 223.286.890.321 422 344.260.373.554
353 140.981.669.021 388 226.186.964.470 423 348.358.970.543
354 142.990.105.758 389 229.117.077.365 424 352.496.548.355
355 145.021.392.187 390 232.077.439.486 425 356.673.346.257
356 147.075.701.467 391 235.068.427.167 426 360.889.642.665
357 149.153.224.453 392 238.090.046.372 427 365.145.743.572
358 151.254.154.886 393 241.142.763.522 428 369.441.844.396
359 153.378.707.430 394 244.226.662.765 429 373.778.340.955
360 155.526.991.341 395 247.342.041.949 430 378.155.411.085
361 157.699.405.308 396 250.489.089.204 431 382.573.467.504
362 159.895.927.415 397 253.668.185.622 432 387.032.607.566
363 162.116.904.447 398 256.879.395.196 433 391.533.379.213
364 164.362.467.506 399 260.123.075.814 434 396.075.825.046
365 166.632.865.162 400 263.399.396.125 435 400.660.329.366
366 168.928.286.004 401 266.708.736.400 436 405.287.210.692
367 171.248.947.225 402 270.051.165.359 437 409.956.798.298
368 173.594.984.150 403 273.427.105.688 438 414.669.209.328
369 175.966.711.782 404 276.836.635.698 439 419.424.964.730
370 178.364.255.326 405 280.280.133.816 440 424.224.122.232
371 180.787.925.048 406 283.757.829.033 441 429.067.235.068
372 183.237.785.998 407 287.269.963.909 442 433.954.446.706
373 185.714.212.935 408 290.816.720.995 443 438.886.088.735
Tabelle C.25: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 339 ≤ d ≤ 443.
232 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
d α(d, 3) d α(d, 3) d α(d, 3)
444 443.862.410.857 479 648.669.164.978 514 922.935.912.971
445 448.883.852.108 480 655.468.974.700 515 931.949.466.230
446 453.950.579.502 481 662.325.849.572 516 941.033.256.137
447 459.062.981.878 482 669.239.890.299 517 950.187.884.593
448 464.221.321.997 483 676.211.549.630 518 959.413.475.890
449 469.426.010.051 484 683.241.218.432 519 968.710.675.792
450 474.677.140.160 485 690.329.209.913 520 978.079.728.301
451 479.975.287.283 486 697.475.889.543 521 987.521.224.487
452 485.320.550.345 487 704.681.712.271 522 997.035.394.413
453 490.713.368.610 488 711.946.872.588 523 1.006.622.871.650
454 496.153.997.275 489 719.271.866.926 524 1.016.283.850.255
455 501.642.766.026 490 726.657.026.971 525 1.026.018.902.836
456 507.179.994.548 491 734.102.767.707 526 1.035.828.452.183
457 512.766.118.425 492 741.609.293.480 527 1.045.712.893.579
458 518.401.253.297 493 749.177.291.709 528 1.055.672.510.051
459 524.085.853.718 494 756.806.817.107 529 1.065.708.117.258
460 529.820.175.414 495 764.498.374.503 530 1.075.819.652.783
461 535.604.657.804 496 772.252.331.967 531 1.086.007.916.407
462 541.439.452.586 497 780.069.183.914 532 1.096.273.173.622
463 547.325.114.181 498 787.949.084.861 533 1.106.615.989.114
464 553.261.716.093 499 795.892.673.360 534 1.117.036.621.552
465 559.249.806.718 500 803.900.006.590 535 1.127.535.667.047
466 565.289.609.649 501 811.971.813.224 536 1.138.113.488.139
467 571.381.479.435 502 820.108.276.791 537 1.148.770.604.142
468 577.525.697.652 503 828.309.872.048 538 1.159.507.332.162
469 583.722.794.232 504 836.576.796.926 539 1.170.324.228.932
470 589.972.835.181 505 844.909.812.326 540 1.181.221.582.297
471 596.276.412.668 506 853.309.006.408 541 1.192.200.180.466
472 602.633.663.520 507 861.774.837.685 542 1.203.260.108.221
473 609.045.109.988 508 870.307.762.669 543 1.214.402.009.642
474 615.510.919.875 509 878.908.167.924 544 1.225.626.233.379
475 622.031.632.874 510 887.576.322.187 545 1.236.933.380.588
476 628.607.371.973 511 896.312.905.643 546 1.248.323.735.062
477 635.238.678.668 512 905.117.973.855 547 1.259.798.008.623
478 641.925.821.731 513 913.992.267.356 548 1.271.356.311.468
Tabelle C.26: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 444 ≤ d ≤ 548.
C.4. Anzahl ganzzahliger Tetraeder 233
d α(d, 3) d α(d, 3) d α(d, 3)
549 1.282.999.446.634 584 1.747.577.980.624 619 2.337.933.783.525
550 1.294.727.625.864 585 1.762.592.281.487 620 2.356.880.503.873
551 1.306.541.502.915 586 1.777.709.619.722 621 2.375.950.039.391
552 1.318.441.295.899 587 1.792.930.481.008 622 2.395.142.772.717
553 1.330.427.885.279 588 1.808.255.307.378 623 2.414.459.284.050
554 1.342.501.328.667 589 1.823.684.978.399 624 2.433.900.177.741
555 1.354.662.276.273 590 1.839.219.599.855 625 2.453.466.296.702
556 1.366.911.183.031 591 1.854.860.008.531 626 2.473.157.873.272
557 1.379.248.584.788 592 1.870.606.552.237 627 2.492.975.665.112
558 1.391.674.870.921 593 1.886.460.000.156 628 2.512.920.394.428
559 1.404.190.625.247 594 1.902.420.548.330 629 2.532.992.608.862
560 1.416.796.092.768 595 1.918.489.173.292 630 2.553.192.617.537
561 1.429.492.165.069 596 1.934.666.010.940 631 2.573.521.670.488
562 1.442.278.951.212 597 1.950.951.830.383 632 2.593.979.730.511
563 1.455.157.128.509 598 1.967.347.190.697 633 2.614.567.828.616
564 1.468.127.019.401 599 1.983.852.571.093 634 2.635.286.375.419
565 1.481.189.372.931 600 2.000.468.396.580 635 2.656.136.086.105
566 1.494.344.484.682 601 2.017.195.717.495 636 2.677.117.474.975
567 1.507.592.844.182 602 2.034.034.427.763 637 2.698.231.436.451
568 1.520.935.026.573 603 2.050.985.542.292 638 2.719.478.226.176
569 1.534.371.594.391 604 2.068.049.436.221 639 2.740.858.734.705
570 1.547.902.823.110 605 2.085.226.757.018 640 2.762.373.382.787
571 1.561.529.503.181 606 2.102.517.973.362 641 2.784.023.167.291
572 1.575.251.802.837 607 2.119.923.781.132 642 2.805.808.169.356
573 1.589.070.555.266 608 2.137.444.542.369 643 2.827.729.616.547
574 1.602.986.002.544 609 2.155.081.072.687 644 2.849.787.664.982
575 1.616.998.831.451 610 2.172.833.776.006 645 2.871.983.234.354
576 1.631.109.389.184 611 2.190.703.327.193 646 2.894.316.944.369
577 1.645.318.535.521 612 2.208.690.152.827 647 2.916.789.342.248
578 1.659.626.257.203 613 2.226.795.116.074 648 2.939.400.864.360
579 1.674.033.463.189 614 2.245.018.444.844 649 2.962.152.870.106
580 1.688.540.496.999 615 2.263.360.907.194 650 2.985.045.178.540
581 1.703.148.026.294 616 2.281.823.030.884 651 3.008.078.977.491
582 1.717.856.325.605 617 2.300.405.665.328 652 3.031.254.621.214
583 1.732.666.266.800 618 2.319.108.893.456 653 3.054.572.991.152
Tabelle C.27: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 549 ≤ d ≤ 653.
234 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
d α(d, 3) d α(d, 3) d α(d, 3)
654 3.078.034.522.795 689 3.994.716.850.597 724 5.117.846.624.874
655 3.101.640.170.632 690 4.023.791.436.076 725 5.153.290.173.305
656 3.125.390.308.357 691 4.053.035.500.459 726 5.188.929.711.545
657 3.149.285.725.605 692 4.082.448.946.678 727 5.224.766.259.071
658 3.173.327.033.643 693 4.112.033.065.565 728 5.260.800.281.375
659 3.197.515.120.513 694 4.141.788.498.051 729 5.297.033.177.494
660 3.221.850.132.593 695 4.171.715.932.665 730 5.333.465.204.485
661 3.246.333.512.981 696 4.201.815.928.494 731 5.370.097.621.911
662 3.270.965.244.781 697 4.232.089.800.914 732 5.406.930.766.962
663 3.295.746.350.916 698 4.262.537.523.707 733 5.443.966.075.539
664 3.320.677.308.881 699 4.293.160.422.277 734 5.481.203.808.192
665 3.345.759.050.265 700 4.323.958.989.350 735 5.518.644.955.021
666 3.370.992.026.491 701 4.354.934.230.235 736 5.556.290.633.518
667 3.396.377.203.356 702 4.386.086.461.288 737 5.594.141.586.836
668 3.421.914.780.151 703 4.417.417.034.448 738 5.632.198.175.928
669 3.447.605.933.773 704 4.448.926.053.599 739 5.670.461.848.016
670 3.473.451.085.128 705 4.480.614.830.183 740 5.708.932.993.276
671 3.499.451.102.466 706 4.512.483.982.850 741 5.747.612.981.420
672 3.525.606.351.486 707 4.544.534.096.882 742 5.786.502.108.378
673 3.551.918.116.103 708 4.576.765.892.523 743 5.825.601.565.802
674 3.578.386.483.720 709 4.609.180.662.139 744 5.864.911.900.469
675 3.605.012.442.631 710 4.641.778.539.134 745 5.904.434.386.585
676 3.631.796.660.923 711 4.674.560.765.225 746 5.944.169.554.356
677 3.658.739.976.487 712 4.707.527.885.887 747 5.984.118.390.963
678 3.685.842.744.449 713 4.740.680.895.400 748 6.024.281.640.463
679 3.713.106.077.351 714 4.774.020.080.649 749 6.064.660.340.504
680 3.740.530.243.895 715 4.807.546.919.562 750 6.105.255.057.382
681 3.768.116.545.100 716 4.841.261.644.505 751 6.146.067.272.016
682 3.795.865.199.479 717 4.875.165.326.878 752 6.187.097.075.596
683 3.823.777.078.572 718 4.909.258.739.863 753 6.228.345.927.835
684 3.851.852.843.155 719 4.943.542.513.530 754 6.269.814.408.912
685 3.880.093.505.304 720 4.978.017.317.882 755 6.311.503.501.003
686 3.908.499.342.705 721 5.012.684.809.112 756 6.353.413.814.463
687 3.937.071.408.239 722 5.047.544.805.703 757 6.395.546.981.289
688 3.965.810.244.575 723 5.082.598.472.588 758 6.437.902.991.278
Tabelle C.28: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 654 ≤ d ≤ 758.
C.4. Anzahl ganzzahliger Tetraeder 235
d α(d, 3) d α(d, 3) d α(d, 3)
759 6.480.483.219.924 794 8.119.039.958.876 829 10.073.447.344.708
760 6.523.288.334.629 795 8.170.298.138.617 830 10.134.352.633.285
761 6.566.319.651.181 796 8.221.814.981.801 831 10.195.552.425.202
762 6.609.577.387.517 797 8.273.591.490.285 832 10.257.047.318.517
763 6.653.063.131.668 798 8.325.628.158.840 833 10.318.838.899.456
764 6.696.777.169.467 799 8.377.926.739.331 834 10.380.927.509.244
765 6.740.720.730.112 800 8.430.487.428.682 835 10.443.314.970.848
766 6.784.894.908.750 801 8.483.311.873.762 836 10.506.001.740.630
767 6.829.300.283.012 802 8.536.400.668.320 837 10.568.989.420.834
768 6.873.937.508.337 803 8.589.755.007.083 838 10.632.278.808.555
769 6.918.808.325.749 804 8.643.375.455.658 839 10.695.870.926.574
770 6.963.912.738.780 805 8.697.263.802.269 840 10.759.766.492.473
771 7.009.252.419.154 806 8.751.420.418.885 841 10.823.968.132.918
772 7.054.827.728.530 807 8.805.846.385.571 842 10.888.475.179.925
773 7.100.639.975.468 808 8.860.542.781.804 843 10.953.289.498.456
774 7.146.689.672.111 809 8.915.510.840.281 844 11.018.412.183.219
775 7.192.978.242.030 810 8.970.750.902.686 845 11.083.844.172.453
776 7.239.506.094.422 811 9.026.265.140.177 846 11.149.586.485.605
777 7.286.274.586.217 812 9.082.053.287.808 847 11.215.640.679.354
778 7.333.284.410.962 813 9.138.117.232.895 848 11.282.007.354.280
779 7.380.536.625.310 814 9.194.457.670.690 849 11.348.688.081.084
780 7.428.031.732.465 815 9.251.075.605.064 850 11.415.683.412.735
781 7.475.771.656.602 816 9.307.971.891.958 851 11.482.995.121.874
782 7.523.756.424.356 817 9.365.148.300.451 852 11.550.623.495.392
783 7.571.987.185.022 818 9.422.604.900.255 853 11.618.570.602.663
784 7.620.464.885.696 819 9.480.343.279.056 854 11.686.836.816.022
785 7.669.190.874.852 820 9.538.364.312.059 855 11.755.423.596.555
786 7.718.165.609.951 821 9.596.669.273.610 856 11.824.331.976.712
787 7.767.390.386.636 822 9.655.258.664.836 857 11.893.563.385.282
788 7.816.865.741.789 823 9.714.134.329.248 858 11.963.118.190.858
789 7.866.593.056.475 824 9.773.296.398.557 859 12.032.998.537.758
790 7.916.573.028.489 825 9.832.746.509.268 860 12.103.204.603.044
791 7.966.806.824.862 826 9.892.485.720.965 861 12.173.738.315.840
792 8.017.295.016.017 827 9.952.514.906.582 862 12.244.600.382.927
793 8.068.039.424.567 828 10.012.834.904.232 863 12.315.792.173.744
Tabelle C.29: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 759 ≤ d ≤ 863.
236 Anhang C. Anzahlen und Auflistungen von ganzzahligen Punktmengen
d α(d, 3) d α(d, 3)
864 12.387.314.216.363 897 14.940.778.744.087 930 17.898.972.827.486
865 12.459.168.763.556 898 15.024.249.135.906 931 17.995.414.226.496
866 12.531.356.123.596 899 15.108.092.236.438 932 18.092.270.317.640
867 12.603.877.709.894 900 15.192.308.794.063 933 18.189.543.391.362
868 12.676.734.645.672 901 15.276.901.257.952 934 18.287.234.204.271
869 12.749.928.189.204 902 15.361.869.673.981 935 18.385.344.240.579
870 12.823.459.073.334 903 15.447.215.741.022 936 18.483.874.725.000
871 12.897.329.403.578 904 15.532.940.704.205 937 18.582.827.743.421
872 12.971.539.369.197 905 15.619.046.032.591 938 18.682.203.720.087
873 13.046.090.688.045 906 15.705.532.477.297 939 18.782.004.647.833
874 13.120.984.417.467 907 15.792.402.018.627 940 18.882.231.158.104
875 13.196.221.508.025 908 15.879.655.145.721 941 18.982.885.809.086
876 13.271.803.345.044 909 15.967.293.658.348 942 19.083.968.600.820
877 13.347.731.432.383 910 16.055.318.499.349 943 19.185.481.984.090
878 13.424.006.317.136 911 16.143.731.654.759 944 19.287.426.420.018
879 13.500.629.653.099 912 16.232.533.192.973 945 19.389.804.000.431
880 13.577.602.128.303 913 16.321.725.735.374 946 19.492.615.962.122
881 13.654.925.792.837 914 16.411.309.410.524 947 19.595.863.585.095
882 13.732.600.803.334 915 16.501.286.094.364 948 19.699.547.830.186
883 13.810.629.632.349 916 16.591.657.094.664 949 19.803.671.054.437
884 13.889.012.083.576 917 16.682.423.759.027 950 19.908.233.784.859
885 13.967.750.212.531 918 16.773.586.920.981 951 20.013.237.839.039
886 14.046.845.249.767 919 16.865.148.541.205 952 20.118.684.214.367
887 14.126.298.067.946 920 16.957.109.053.082 953 20.224.575.161.560
888 14.206.109.637.734 921 17.049.470.695.548 954 20.330.910.806.333
889 14.286.282.218.809 922 17.142.234.178.843 955 20.437.693.685.523
890 14.366.815.798.424 923 17.235.401.224.569 956 20.544.924.668.048
891 14.447.712.415.766 924 17.328.972.280.119 957 20.652.605.404.521
892 14.528.972.762.451 925 17.422.950.096.043 958 20.760.736.959.216
893 14.610.598.895.472 926 17.517.334.790.187 959 20.869.321.079.540
894 14.692.590.873.235 927 17.612.128.093.082 960 20.978.358.597.822
895 14.774.950.806.234 928 17.707.331.348.581 961 21.087.852.400.787
896 14.857.679.487.872 929 17.802.946.101.294 962 21.197.802.129.161
Tabelle C.30: Anzahl α(d, 3) ganzzahliger Tetraeder fu¨r 864 ≤ d ≤ 962.
D Verbotene minimale Graphen
bzw. Abstandsmatrizen
D.1 Verbotene minimale Graphen fu¨r Simplizes
mit Seitenla¨ngen zwei und drei
In Abschnitt 10.3 haben wir die Abbildung ωa,b betrachtet, die einen Graphen G
aus n Knoten auf eine Abstandsmatrix ∆ mit Absta¨nden aus {a, b} abbildet. Ist ∆
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Abbildung D.1: Verbotene minimale Graphen fu¨r {a, b} = {2, 3} - Teil 1.
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238 Anhang D. Verbotene minimale Graphen bzw. Abstandsmatrizen
botenen Graphen, bei dem kein echter Untergraph verboten ist, haben wir als ver-
botenen minimalen Graphen bezeichnet. Fu¨r {a, b} = {2, 3} geben wir in Abbil-
dung D.1 und in Abbildung D.2 die verbotenen minimalen Graphen aus ho¨chstens
8 Knoten vollsta¨ndig an.
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Abbildung D.2: Verbotene minimale Graphen fu¨r {a, b} = {2, 3} - Teil 2.
D.2 Verbotene Abstandsmatrizen mit
Absta¨nden a und a+1
In Abschnitt 10.3 hatten wir empirisch festgestellt, dass fu¨r a ≤ 9 jeder Graph G
aus ho¨chstens a + 1 Knoten, zu einem Simplex ωa+1,a(G) mit Absta¨nden a und
a+ 1 fu¨hrt. In Lemma 10.3.4 konnten wir zeigen, dass der Graph
G = Kd a+22 e ∪Kb a+22 c
aus a+ 2 Punkten zu einer Abstandsmatrix ωa+1,a(G) fu¨hrt, die kein Simplex ist.
Fu¨r a ≤ 5 ist dies das einzige Beispiel dieser Art. Der Vollsta¨ndigkeit halber listen
D.2. Verbotene Abstandsmatrizen mit Absta¨nden a und a+1 239
wir diese Abstandsmatrizen, die keine Simplizes sind, noch mal explizit auf:




0 3 2 2
3 0 2 2
2 2 0 3
2 2 3 0
 ,

0 4 4 3 3
4 0 4 3 3
4 4 0 3 3
3 3 3 0 4
3 3 3 4 0
 ,

0 5 5 4 4 4
5 0 5 4 4 4
5 5 0 4 4 4
4 4 4 0 5 5
4 4 4 5 0 5
4 4 4 5 5 0
 ,

0 6 6 6 5 5 5
6 0 6 6 5 5 5
6 6 0 6 5 5 5
6 6 6 0 5 5 5
5 5 5 5 0 6 6
5 5 5 5 6 0 6
5 5 5 5 6 6 0

.
Fu¨r 6 ≤ a ≤ 9 gibt es mehrere Abstandsmatrizen mit Absta¨nden a und a+1, die
keine Simplizes sind. Da wir diese verbotenen Abstandsmatrizen weiter untersu-
chen mo¨chten, transformieren wir sie auf Abstandsmatrizen mit Absta¨nden 1 und
x = a+1a . In Abschnitt 10.3 hatten wir bereits erwa¨hnt, dass es fu¨r jeden Graph G
aus n Knoten einen Wert ς gibt, so dass ωx,1(G) fu¨r x < ς ein Simplex ist, aber fu¨r
x ≥ ς kein Simplex ist. Im Folgenden geben wir die verbotenen Abstandsmatrizen
mit Absta¨nden a und a+ 1 zusammen mit den zugeho¨rigen ς-Werten an.
Verbotene Abstandsmatrizen aus 8 Punkten:

0 x x x 1 1 1 1
x 0 x x 1 1 1 1
x x 0 x 1 1 1 1
x x x 0 x 1 1 1
1 1 1 x 0 x x x
1 1 1 1 x 0 x x
1 1 1 1 x x 0 x






21 ≈ 1, 1654

0 x x x 1 1 1 1
x 0 x x 1 1 1 1
x x 0 x 1 1 1 1
x x x 0 1 1 1 1
1 1 1 1 0 x x x
1 1 1 1 x 0 x x
1 1 1 1 x x 0 x




3 ≈ 1, 1547
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
0 x x x 1 1 1 1
x 0 x x 1 1 1 1
x x 0 x 1 1 1 1
x x x 0 1 1 1 1
1 1 1 1 0 x x 1
1 1 1 1 x 0 x x
1 1 1 1 x x 0 x






33 ≈ 1, 1661
Verbotene Abstandsmatrizen aus 9 Punkten:
0 x x x x 1 1 1 1
x 0 x x x 1 1 1 1
x x 0 x x 1 1 1 1
x x x 0 x 1 1 1 1
x x x x 0 1 1 1 1
1 1 1 1 x 0 x x x
1 1 1 1 x x 0 x x
1 1 1 1 x x x 0 x




310 ≈ 1, 1359

0 x x x 1 1 1 1 1
x 0 x x 1 1 1 1 1
x x 0 x 1 1 1 1 1
x x x 0 1 1 1 1 1
1 1 1 1 0 x x x 1
1 1 1 1 x 0 x x x
1 1 1 1 x x 0 x x
1 1 1 1 x x x 0 x






217 ≈ 1, 1420
Verbotene Abstandsmatrizen aus 10 Punkten:
0 x x x x 1 1 1 1 1
x 0 x x x 1 1 1 1 1
x x 0 x x 1 1 1 1 1
x x x 0 x 1 1 1 1 1
x x x x 0 1 1 1 1 1
1 1 1 1 1 0 x x x x
1 1 1 1 1 x 0 x x x
1 1 1 1 1 x x 0 x x
1 1 1 1 1 x x x 0 x




5 ≈ 1, 11803

0 x x x x 1 1 1 1 1
x 0 x x x 1 1 1 1 1
x x 0 x x 1 1 1 1 1
x x x 0 x 1 1 1 1 1
x x x x 0 x 1 1 1 1
1 1 1 1 x 0 x x x x
1 1 1 1 1 x 0 x x x
1 1 1 1 1 x x 0 x x
1 1 1 1 1 x x x 0 x






2 ≈ 1, 12303
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
0 x x x x 1 1 1 1 1
x 0 x x x 1 1 1 1 1
x x 0 x x 1 1 1 1 1
x x x 0 x 1 1 1 1 1
x x x x 0 1 1 1 1 1
1 1 1 1 1 0 x x x 1
1 1 1 1 1 x 0 x x x
1 1 1 1 1 x x 0 x x
1 1 1 1 1 x x x 0 x






741 ≈ 1, 12322

0 x x x x x 1 1 1 1
x 0 x x x x 1 1 1 1
x x 0 x x x 1 1 1 1
x x x 0 x x 1 1 1 1
x x x x 0 x 1 1 1 1
x x x x x 0 1 1 1 1
1 1 1 1 1 1 0 x x x
1 1 1 1 1 1 x 0 x x
1 1 1 1 1 1 x x 0 x




114 ≈ 1, 12390
Wir stellen empirisch fest, dass der Wert von ς unter den verbotenen Abstands-
matrizen aus n Punkten fu¨r
∆ = ωx,1(G = Kdn2 e ∪Kbn2 c)
das Minimum annimmt. Zusammen mit nn−1 < ς <
n−1
n−2 fu¨hrt uns dies zu:
D.2.1 Vermutung Die Anzahl α({a, a + 1},m) der Simplizes mit Absta¨nden a
und a + 1 stimmt genau dann mit der Anzahl der Graphen auf m + 1 Knoten
u¨berein, wenn a ≥ m gilt.
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