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ABSTRACT 
All semigroups of matrices over fields on which the permanent function and its 
generalizations are multiplicative are determined. A “generalized” permanent restricts 
the summation in the usual definition of the permanent to some proper subgroup 
of s,,. 
1. INTRODUCTION 
If F is any field, we denote by M = M,,(F) the ring of n X n matrices 
over F with the usual addition and multiplication. We will assume throughout 
that F has characteristic 0 or p > n, and if F is finite, then it has at least 
n2 + n elements. (This assumption is required by our techniques. See, for 
example, 13, 41.) The identity of M will be denoted by I = I,,. The subring of 
all diagonal matrices of M is D = D,,(F). S, will denote the group of all 
permutations of 11, . . , n). 
The permanent is the matrix function defined for each matrix A = (nij) 
in M by 
per A = c al,(,) . . . anu(rl). 
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We consider a family of related functions, one for each subgroup H of S,, 
defined by 
dH( A) = c al,(l) -.* %r(n). (1) 
<TE H 
H is called the rlefining subgroup of (1). G eneralized matrix functions of this 
sort were introduced by Schur [7] in generalizing Hadamard’s determinant 
theorem. 
DEFINITION 1. If H is any subgroup of S,,, then a subsemigroup S of M 
with respect to multiplication is a d,_,-semigroup if D c S and 
for all matrices A, B in S. If H is a proper subgroup of S,, we will say that S 
is a generalized permanent semigroup. 
For notational convenience we have made the assumption that D c S a 
part of the definition of a d,-semigroup S, since our techniques require this 
assumption. 
Since a characterization of those d,,-semigroups of M for which H = S, 
appears in [3], we will henceforth assume that H is a proper subgroup of S,. 
In [3] dn-semigroups with H = S,, were called permanent semigroups. 
The case when F is finite for H = S,, has been studied in [8]. In [5] the 
authors constructed maximal matrix semigroups on which Schur functions, or 
generalized matrix functions, are multiplicative. The matrix mappings d,, 
H E S,, are examples of generalized matrix functions. In this paper we give a 
constructive classification of all maximal matrix semigroups on which general- 
ized permanents are multiplicative. 
We shall show that one characteristic of permanent semigroups noted in 
[4], that of each element having at most one nonzero diagonal, holds for 
generalized permanent semigroups as well. By a diagonal of a matrix we 
mean a choice of precisely one entry from each row and one from each 
column, and in a nonsero diagonal each of those entries must be nonzero. A 
matrix whose nonzero entries form a nonzero diagonal is a product of a 
permutation matrix and a diagonal matrix. 
If we let D* denote the subset of D consisting of all those diagonal 
matrices all of whose diagonal entries are nonzero and define 
A* ={F’DIPEH~~~DED*), 
we have an example of a dn-semigroup which is a group. 
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When the order of the matrices in any of the sets of matrices M, P, D, 
A*, etc. is other than n, we will add a subscript to indicate the order of those 
matrices. 
Assume the notation is chosen so that the orbits of the defining subgroup 
H are 
{I,.%..., 
{?JI +p2 + 
PA I p, + 1,. . > p1 + pz) > ” 1 
.-* +p,_, + 1,. . .) p, + p, + .-* +p,}. (3) 
The orbits of any subgroup of the defining subgroup must be a refinement 
of (3). 
NOTATION. Let P, = (~3~,,~~, > denote the permutation matrix corre- 
sponding to the permutation u E S,, where 6 is the Kronecker delta. 
Further let d denote the mapping which assigns to any set of matrices the 
subset of permutation matrices it contains from the defining subgroup H of 
S,; i.e., for X c M 
&(X) = {r E HIP, E x}. 
The group of all permutation matrices in M will be denoted by P. 
T is the set of all trunsvections, 
Tij(A) = I + AE,,, i fj, 
where A is a nonzero element of F and Eij is the (0,l) matrix with 1 E F in 
entry (i, j) and zero elsewhere. 
By an abuse of notation, we designate by T(K) those lower-triangular 
transvections whose off-diagonal entry in, say, row i misses the orbit of i; i.e., 
T(K) = {Tjj( h)li >j and j +Z K(i)}. 
where for each subgroup K c H, K(i) d enotes the orbit of i, {T(i)17 E K}. We 
denote the set of permutation matrices corresponding to permutations in K 
by P(K). 
Let A(K) = (D, P(K)), where (Z@ denotes the semigroup generated by 
W. It is easily seen that A(K) is a d,-semigroup whenever K < H. We also set 
S(K) = (D,P(K),T(K)). 
We show later that S(K) is a generalized permanent semigroup. 
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2. PRELIMINARY LEMMAS 
When (Y and p are ordered subsets of {1,2, . , n}, we use the notation 
A[ (Y I /3] to denote the submatrix of A determined by rows LY and columns p. 
LEMMA 2.1. If A is an nz x n nzatm’x, m < n, 2 < n, A has no zero row 
or column, and A G A*, then A bus at least one column which if deleted 
leaves a m,utrir with no zero row (i.e., there exists j such that 
A[1,2 ,..., mll,2 ,..., j-l,j+l,..., n]hasnozerorow). 
Proof. We proceed by induction. If m = 1, then deleting the first entry 
gives the desired result. Thus assume that 2 < m < n, and that the lemma 
holds for any matrix of m - 1 or fewer rows. 
If A has exactly one nonzero entry in each row and no zero columns, then 
A E A; thus we may assume without any loss of generality that row 1 of A 
has two nonzero entries. Now, either A[2,3,. , mll, 2,. . , n] has a zero 
column, say the jth, or A[2,3,. . , mll, 2,. . , n] satisfies the induction 
hypothesis. In the first case, delete column j of A. In the second case, delete 
the corresponding column of A that gives the submatrix of 
A[2,3,. . , mll, 2,. , n] without a zero row. In either case one gets a matrix 
with no zero row, since row 1 has at least two nonzero entries. n 
LEMMA 2.2. Zf A, B E M, then there exists D E D* such that the (i, j> 
entry of ADB is nonzero for each puir (i,j> such that, for some k, 
aikbkj # 0. 
Proof. [3, Lemma 11. n 
LEMMA 2.2. lf A is any fully in d ecomposable matrix in M, then there 
exist diagonnl matrices D,, D,, . , D,,_ i E D, such that AD, AD, -I* 
AD,,_ , A has all nonzero entries. 
Proof. [3, Lemma 21. 
LEMMA 2.4. A subsemigroup S of M is a d,-semigroup if and only if 
each element of S has at most one nonzero diagonal and that diagonal 
corresponds to an element of H. 
Proof. [4, Theorem 11. n 
LEMMA 2.5. Zf S c M is a maximal dH-semigroup and X E S has a 
nonzero diagonal corresponding to (T E H, then P, E S. 
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Proof. Let A E S have a nonzero diagonal corresponding to (T, and 
consider the semigroup (S, P,>. Since S is maximal, either (S, P, > = S or 
(S, P,) is not a dn-semigroup. 
Suppose (S, P, > 1s not a d,-semigroup. By Lemma 2.4 (S, P,) contains 
an element, B, either with at least two nonzero diagonals or with a nonzero 
diagonal corresponding to r E H. Thus for some r, there are Ai E S, 
i = 1,2,. . , r, such that B = A,P, A2Pw .*. A,_,P, A, E (S, P,). By 
Lemma 2.2, there exists Di, Ei E D, i = 1,2, , r - 1, such that 
A, D,XE, A, = C, has nonzero entries wherever A,Pg A, does, and 
CiplDiXEiAi+l = Ci, i = 1,2,. . , r - 1, has nonzero entries wherever 
A, D, XE, A, D, XE, A, ... AiplDi_lXEip,Ai does. Thus if B has two 
nozero diagonals, then so does C,_ i, and if B has a nonzero diagonal 
corresponding to r E H, then so does C,_ 1. But since X, Ai, Dj, Ej E S for 
all i and j, we have C,_ 1 E S, contradicting Lemma 2.4. Thus (S, P,) = S 
and P, E S. n 
In [5] a subsemigroup of M is defined to be elementary if it is generated 
by a subset of D U P U T. It is well known that D U T is sufficient to 
generate M. Of course, not every subsemigroup of M is elementary; e.g., the 
subsemigroup of matrices will all entries identical. If S is an elementary 
subsemigroup of M, then we denote by P(S) the set of permutation matrices 
in S. Note that P(S) is closed under multiplication, since S is. If P E P(S), 
then P” E P(S) for each n E N. In particular, P-l E P(S). If we assume 
that an elementary subsemigroup S contains all of D, then in particular it 
contains I, and P(S) is necessarily nonempty. For each subgroup K G H, let 
K(i) denote the orbit of i in K, i.e., K(i) = (r(i)17 E K}. 
DEFINITION 2. A dH-semigroup S contained in M is elementary nurimd 
if it is maximal with respect to the inclusion of elementary matrices. That is, 
(S, A) is not a dH-semigroup for any choice of A E D U P U T, A P S. 
NOTATION. Given a subgroup K of H, we denote by K+ the largest 
subgroup of H with the same orbits as K. Further, for (T E S,, K < H, and 
any semigroup S of M, we define the subgroup K” = { c~k~ll k E K} and 
the semigroup S (T = 1 Pi XP, 1 X E S). 
LEMMA 2.6. Zf S is elementary maximal, then S” = S(K+) for some 
K < H and u E S,. Further, K+= @(SW). 
Proof. [5, Theorem 41. H 
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3. THE TRANSITIVE CASE 
For each r > 0 and p < y let _YZ,.[ p, 93 (respectively z+F~‘,[ p, q]) be 
the subsemigroup of M,(F) defined by the condition that at least one of the 
rows (columns) p + 1, . , q has all zero entries. For notational convenience, 
let 39 = Z%?,,[O, n] and _?%Y = Zq:,[O, n]. Note that ZZZ’ and _?%5 are 
dH-semigroups for any H. Finally, define the matrix J,,(i) to be the n X n 
matrix with zero ith row and all other entries eqaul to 1 E F. 
THEOREM 3.1. Let S be any elementary maximal dH-semigroup. lf 
K < H, d(S) < K, nncl L?(S) is transitive, then (S, X9> and (S, _Z%‘) are 
maximal d,-semigroups. 
Proof. By Lemma 2.6, there exists cr E S,, such that S” = S(K+), where 
K+ = @(S”>. Since @‘(S> is transitive, so is K+, and hence T(K+) = 0, so 
that S” c A. Since S is ehnentary maximal, it follows that K = H. Thus if 
A E (S, x2), either A E A(H) = S or A has a zero row. Thus if A, B E 
(S, _Y%‘) and if AB has a zero row, then either A or B has a zero row. It 
follows that either A, B E A(H) and consequently d,( AB) = d,( A)d,( B), 
or AB has a zero row and consequently 0 = d,( AB) = d,( A)d,( B) = 0, 
since either d,(A) = 0 or d,(B) = 0. Thus (S, ZZZ) is a dt,-semigroup. 
Similarly (S, _5?&‘) is a dt,-semigroup. 
To prove maximality, let ~7 be a maximal dH-semigroup containing 
(s, Z%). supp ose there is some A E JT(S, 579). If A E A, then A = 
I’, D for some permutation matrix I’, with 7 @ H, so that dJ A) = 0. But for 
some positive integer m, A”’ is a diagonal matrix D’, and since D’ E Z 
d,(D’) = 0. It follows that D’, and hence A = P, D, has a zero row, 
contradicting A E 573. Thus A CZ A, and each row of A has a nonzero 
entry. If A has a zero column. say the jth, then by Lemma 2.2, there exists 
E E D such that AE],,(J) h as $1 nonzero entries, contradicting the fact that cl1 
Yccan have only elements with at most one nonzero diagonal (Lemma 2.4). 
Thus A P A, and A has no zero row or column. By Lemma 2.1 there is 
some j such that A[l, 2,, , mll, 2, , j - 1, j + 1, , n] has no zero 
row. Thus by Lemma 2.2, there exists E E D such that AEJ,,(j) has all 
nonzero entries, contradicting the fact that Scan have only elements with at 
most one nonzero diagonal (Lemma 2.4). Thus Y= (S, 35%‘) is maximal. 
Similarly, (S, _%%?) is maximal. n 
THEOREM 3.2. If S is a maximal dH-semigroup und K = @(S> is a 
doubly transitive subgroup of H, then either S = (S(K), 39) or S = 
(S(K), 2%‘). 
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Proof. Since K = &S), P(K) c S. Since K is transitive, T(K) = 0. Thus 
S(K) c S, since D c S. 
Suppose S is not contained in either (S(K), X99>, or (S(K), X%). Let 
A, B E S such that A is in the subset of elements of S each of which has no 
zero row, and A is chosen so that no other element of this set has more 
nonzero entries in the first column; and B is in the subset of elements of S 
each of which has no zero column, and B is chosen so that no other element 
in this set has more nonzero entries in the first row. Since S is not a subset of 
A, some row of B has at least two nonzero entries. We may assume without 
loss of generality that the first two entries in the first row of B are nonzero. 
Now, the first row of B must be all nonzero; for if blj = 0, choose P E S a 
permutation matrix which fixes the first row and places a nonzero entry in the 
(2,j) location in PB, which is possible, since K is doubly transitive and B has 
no zero column. Now choose some D E D which is guaranteed by Lemma 
2.2 such that C = BDPB has nonzero entries in each column, and cli is 
nonzero whenever b,, is and clj is nonzero. In this case C has more nonzero 
entries in the first row than does B, a contradiction to the choice of B. Thus 
each entry in the first row of B is nonzero. Likewise, each entry in the first 
column of A is nonzero. Thus by Lemma 2.2 there is D E D such that each 
entry of ADB is nonzero, a contradiction to Lemma 2.4. n 
THEOREM 3.3. Zf S is a &semigroup and K = 69’(S) is a transitice 
subgroup of G, then S C S(K) U 2” U LZF. 
Proof. Choose A E S such that A has no zero row or column and the 
number of nonzero entries of A is not exceeded by any other element of S 
with no zero row or column. Since A has the largest number of nonzero 
entries of any matrix in S with no zero row or column, and since A has no 
zero row or column, there exists a permutation matrix P such that PAP’ has 
first row of the form (ai,, u12,. . , a,,, 0, 0, . , 0) where nu # 0, i = 
1,2,. , s, and hence A has the form 
where A,, is s X s. 
Likewise for A,,, so that A has the form of a block diagonal matrix: 
A = A, e3 A, @ ... @ A,, where each Ai has all nonzero entries. But in this 
case, either q = n or A has more than one nonzero diagonal, contradicting 
Lemma 2.4. Thus, q = n and A E A, and it follows that A E S(K). n 
To see that the hypothesis of Theorem 3.2 cannot be weakened to the 
transitive case only, consider two examples. 
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Let (T = (12 3 4 5 61, 7 = (12 3X4 5 6), p = (14X2 5X3 6) E SC, 
Now, Let H, = (a) < S, and H, = ((7, p}) < S,, and let S, = 
({I’,, A, B) U D) and S, = ({P,, P,, A, B} U D). Here a(!?,) is transitive 
and primitive, and @(S,> is transitive and imprimitive. S, is a d,_,-semigroup 
and S, is a d,-semigroup, but neither is a subsemigroup of (S(K), X9) or 
(S(K), _??F), where K is either H, or H, as desired. 
4. THE GENERAL CASE 
We will be concerned with proper subgroups K of the defining subgroup 
H. Since the orbits of such a subgroup must be a refinement of (3), suppose 
they are 
{l,%...,m,}, (m, + l)...) m,} )...) {m,_, + l,...) m, = ri}. 
(4 
NOTATION. Let m,, = 0, and define 39(K) to be the subset of M 
consisting of all matrices of the form 
where A,, E Z~%‘,,_,,,~[rn,, m i+ ,I. Similarly define _?%?(K) as the set of all 
matrices in M of the form 
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where A,, E Zg,:,,, [ml_ ], mj]. Further, define H 
permutation group’on m,, - mP letters correspon 
elements of K to {mP + 1, . . , m,,). That is, 
forsome~E K, c(i) = T(m,, + i) - mp, i = I;**,m, - mp}. 
Let Z9[K, j] b e tl re subset of M of all matrices of the form 
where A, and A, are arbitrary mj X m. and (n - mj> X mj matrices 
respectively and A, E Z9!(KI, ,). Similarly, [et Zg[K, j] be the subset of M 
of all matrices of the form 
where A, and A, are arbitrary (n - mj) X mj and (n - mj) X (n - mj) 
matrices respectively and A, E _?%Y(K,,~). Note that _zz[K, 01 = Z(K) 
and Z%[K, s] = Z’+?(K). 
Recall that for each subgroup K of H, K+ denotes the largest subgroup of 
H with the same orbits as K. 
THEOREM 4.1. For each subgroup K < H there are 2s maximal d,- 
semigroups of the form 
(S(K+), xS[K+, j]>, j=O ,...,s - 1, 
and 
(S(K+), -zE?[K+,j]>, j = 1,. . , s, 
where s is the number of orbits (4) of K. 
Proof. That these are d,-semigroups is routinely established. 
To see that they are maximal, suppose that 7 is a d,.,-semigroup contain- 
ing (S(K+), Zs[K+, 01 =.%s[K’]), and let A E Y\ (S(K+), Z.%‘[K+, 01). 
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In particular, A has no zero row and A @ A, for otherwise we would have 
A E S(K+). Thus either A has a zero column, say the jth, or by Lemma 2.1 
there is a column, say the jth, which if deleted leaves a matrix with no zero 
row. In either case, by Lemma 2.2, there is some D E D such that AD],L(j) 
has all nonzero entries, contradicting Lemma 2.4, so that (S(K+), ._%%Z[K+, 01) 
is a maximal d,-semigroup. A parallel argument shows that each of the others 
is also maximal. n 
As in the transitive case, examples similar to those at the end of Section 3 
show that (S[K+), _.ZL%‘[K+, j]) and (S(K+), Z%‘[K’, j]) are not the only 
maximal dH-semigroups. We can, however, show that those elements A of a 
dn-semigroup which are “nonsingular” in the sense that dH( A) # 0 are 
contained in some S(K). 
Let S be an arbitrary subsemigroup of M, and K = &(S). Without loss of 
generality, we may assume the orbits of K are of the form (41, since the orbits 
of K are a refinement of those of H. Recall that S is a dH-semigroup if and 
only if for each u E S,,, S u is a d,-semigroup, where S” is the semigroup 
{P;xP,lx E s}. 
DEFINITION 3. We define the set 
rIA = (u E SKI A E S(K”-‘)“}. 
where S, denotes those permutations of S,l such that the orbits of K” are 
(1,2,. ., a,}, {a, + 1,. ., (YJ,. .,{cx_, + 1,. .., cx, = n), i.e., in a form 
similar to (4). 
LEMMA 4.2. Let S be an arbitrary subsemigroup of M, and suppose 
A E S. If K = B(S) and K has orbits (4, then for any CT, rr E K, 
Proof. If p E nPwAP,, then P,, AP,, E S(K Pm’)P, or PPq AP,;p’ E S(K Pm’ 1. 
Now since g, m E K, so are cr-i and r-l, so that per-‘p-l, pC’p_’ E KPm’, 
and hence 
That is, A E S(KP-‘)P, or p E IIA. Thus IIPdPn G IIA, and similarly IIA C 
II P,A P,’ a 
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LEMMA 4.3. Suppose G, F E S, a d,-semigroup, &T’(S) = K, a&g,, f 0, 
fii # 0 j& all i. If tl zere exists (u, u) and (r, s) with o E K(r) such that 
# 0 and fr5 # 0, then there exists a diagonal matrix D and 7~ E K such 
%it K = GDP, FP;’ has kii f 0 jiw all i and k,,,: # 0, k,, # 0, k,,, rrC,sj # 0. 
Proof, Choose QT E K such that r(r) = c. Let L = P, FPG ’ . It is easily 
seen that kii # 0 for all i, and k, aCcj + 0, since r(r) = u. Since g:II,j # 0 
and gii z 0 for all i, the lemma follows by Lemma 2.2. n 
NOTATION. Let GL(H) denote the set {A E Mid,(A) # 0). 
LEMMA 4.4. If S is a maximal dH-sernigroup, B’(S) = K, and K has 
orbits (4, a refinement of (l), then for e&h A E S n GL(H), II, i.s 
nonempty. 
Proof. Let A E Y= S f? GL(H). By Lemma 2.4, A has a nonzero 
diagonal, and hence P, A9 has a nonzero main diagonal for some (Y E K. Let 
G = P,A’ and let Gij = G[m,_, + l,.. ., milmj_, + 1, . ,mj]. 
Let B = (bij) be ‘an s X s (0, 1) matrix defined by 
i 
1 
bi, = 
if Gij # 0, 
0 if Gij = 0. 
If there exists CT E S,? such that hi, v(i) # 0 for all i, then there exist 
(ui, vi), i = 1,. , s, such that ui is in the ith orbit of K and zji is in the orbit 
o(i)th orbits of K, and g,,,,,, # 0, i = 1, . , s. Choose rri, rTTz, . . , rs and 
I),,%..., D,$ as in Lemma 4.3 such that 
F = GD, P,,GP,ilD, Pv2GP,i1D, ... D, PTTGP;’ 
has fit # 0 for all i. There are sequences fW,,W,, fW2,+. , fW,,, and 
fW,,W,~fW,.W,~” >fU,,, of nonzero entries in F with wi in the ith orbit of K 
and 4 E K(w,). If 4 = wi then F has two nonzero diagonals, an impossibil- 
ity. Thus q # wl, and there is i f j with i E K(j) such that f;, z 0. If 
4 E K, 49 = e, and 4(i) = j, then for appropriate D,, D,, . , D9, K = 
FD,P4GP~‘D,P;FPd,2D,3 .** D9 PJFPi9 has k,, # 0 for all 1, and k 
= kWLCj) 4’(j) f 0 for t = 0,. . , 
C’(i). 4’(j) 
nonzero diagonals, a contradiction. 
q - 1. Since 4”-i(j) = i, K has two 
The discussion in the above paragraph establishes that the only nonzero 
diagonal in B is the main diagonal. By [6, Theorem 2.11, there is an s X s 
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permutation matrix K such that K tBK is lower triangular. Define a permuta- 
tion matrix R E P by 
I 
Rii = ‘II 
if lci, = 1, 
0 otherwise. 
Now, since K’BK is lower triangular, R’GR is block lower triangular. If 
R = P,, then G” = R’GR and the diagonal blocks of G” are diagonal 
matrices, for otherwise-if, say, G,: is not diagonal-then as a consequence 
of Lemma 2.4 and Theorem 3.3 some matrix in (G,T,D,,,P(Kj_,,j)) must 
have two nonzero diagonals, and hence some matrix m S”” must have at least 
two nonzero diagonals, a contradiction to Lemma 2.4. Thus G” E S(K”), and 
G E S(K”)“-‘. Clearly, 7~ permutes the orbits of K. Thus rTT1 E II,, and 
since G = P, A” and II, = n,A by Lemma 4.2, it follows that II, is 
nonempty. W 
LEMMA 4.5. Let S he a maximal dH-semigroup, and suppose K = &Sl 
has orbits (4). IfA, B E S n GL(H), D E D, and C = ADB, then 
Prn~$ If cr E II,, n II, then A, B E S(K”-I)“. Since S(K”-‘)” is a 
semigroup containing D, we have ADB E S(K”-‘I”, so that (T E III,. W 
LEMMA 4.6. Let S be u maximal dH-semigroup, K = b(S), and K have 
orbits (4). Zf A, B E S n GL(H), and if D E D” is chosen in accordunce 
with Lemmas 2.2 so that C = ADB has a nonzero (i, j) entry whenever 
uikbkJ # 0 fZr Some k, then II, = nA n IIB. 
Proof. By Lemma 4.5, II, 2 II, n II,. 
Let u, r E K be chosen such that P, A and BP, both have nonzero main 
diagonal. Thus, P,CP, has a nonzero main diagonal. Now, if p E II,:, then 
by Lemma 4.2, p E IIp,,C,.p,. That is, P, P, CP, P,- ’ E S(KTP ), and hence is 
block lower triangular. By the choice of D and the fact that P,PO APp-’ and 
P, BP,, P,-’ have nonzero main diagonal, and since 
P,P,CP,P,-1 = ( P,P~ AP,-I)( ppDpp-l)( p,Bp,p,-I), 
both P,Pfl APp-’ and P, BP, PQp ’ have nonzero entries only where 
P,P,CP, Pppl does. That is, p E IIp,,l, and p E lisp,. By Lemma 4.2, p E II, 
and p E II,. Thus, II, c nA n II,, and hence II, = nA n KI,. n 
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THEOREM 4.7. Let H be a subgroup of S,. If S is a maximal dH-semi- 
group and K = a(S), then there exists u, r, E S,, such that 
S n GL(H) c S(K”)T. 
Proof. It is easily seen that K < H. Without loss of generality, we choose 
the notation so that K has orbits (4). If S n GL(H) is not contained in S(KrjT 
for some u and 7, then for each rr E S,, there is A, E S n CL(H) such 
that A,, E S(K”-I)“. That is, r E II,_. Then, n rESKIIIA, = 0. However, 
for proper choices of diagonal matrices D,,, we have for C = II, t SK A, D, 
that C E S n GL(H), and by Lemma 4.6, rI, = n *E +IIA,. By Lemma 
. 
4.4, II, # 0, a contra&ctlon. n 
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