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Abstract.
We study inhomogeneous continuous-time weakly ergodic Markov chains
on a finite state space. We introduce a notion of Markov chain with the reg-
ular structure of an infinitesimal matrix and study the sharp upper bounds
on the rate of convergence for this class.
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1 Introduction
As we noted in (Zeifman and Korolev, 2015), the problem of finding sharp
bounds on the rate of convergence to the limiting characteristics for Markov
chains is very important for at least two following reasons.
(i) Usually, it is easier to calculate the limit characteristics of a process
than to find the exact distribution of state probabilities. Therefore, it is
very important to have a possibility to replace the exact distribution by
the limiting one, see for instance, (Chakravarthy, 2017; Di Crescenzo et al.
2016). To determine the time beginning with which this replacement is
possible, one should have sharp bounds for the rate of convergence.
(ii) Perturbation bounds play a significant role in applications. It is well
known that even for homogeneous chains the best bounds require the cor-
responding best bounds on the rate of convergence (Kartashov, 1985, 1996;
Liu, 2012; Mitrophanov, 2003, 2004). Bounds for general inhomogeneous
Markov chains are also based on the estimates of the rate of convergence in
the special weighted norms (Zeifman and Korolev, 2014).
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In (Zeifman and Korolev, 2015) and (Zeifman et al. 2018b) we have
studied upper and lower bounds for finite inhomogeneous continuous-time
Markov chains respectively.
Moreover, in (Zeifman and Korolev, 2015) an approach to finding sharp
upper bounds in natural metrics via essential positivity of the reduced in-
tensity matrix of a Markov chain has been presented. Here we determine
the class of chains for which this condition is certainly satisfied. We shows
that this class is sufficiently wide.
Let X(t) be a finite continuous-time Markov chain with infinitesimal
matrix Q(t) = (qi,j(t))
S
i,j=0
and A(t) = QT (t) - the transposed infinitesimal
matrix of the process, respectively all ai,j(t) = qj,i(t).
Definition 1 A Markov chain X(t) is called a chain with a regular infinites-
imal matrix if qi,i+k(t) and qi+k,i(t) decrease in k for any t ≥ 0 and any fixed
i.
This assumption seems very natural.
Consider the following four classes of finite inhomogeneous continuous-
time Markov chains, see (Zeifman et al. 2018a), the detailed consideration
of the corresponding countable chains is given in (Zeifman et al. 2018c).
(I) inhomogeneous birth-death processes, where all aij(t) = 0 for any t ≥ 0 if
|i− j| > 1, and ai,i+1(t) = µi+1(t), ai+1,i(t) = λi(t) - birth and death rates
respectively;
(II) inhomogeneous chains with ’batch’ births and single deaths, where
aij(t) = 0 for any t ≥ 0 if i < j − 1, all ’birth’ rates do not depend on
the size of a ’population’, where ai+k,i(t) = ak(t) for k ≥ 1 - the rate of
’birth’ of a group of k particles, ai,i+1(t) = µi+1(t) - the death rate; under
the additional condition ak+1(t) ≤ ak(t) for any positive k;
(III) inhomogeneous chains with ’batch’ deaths and single births, where all
aij(t) = 0 for any t ≥ 0 if i > j + 1, and all ’death’ rates do not depend on
the size of a ’population’, where ai,i+k(t) = bk(t), k ≥ 1 is the rate of ’death’
of a group of k particles, and ai+1,i(t) = λi(t) is the birth rate; under the
additional condition bk+1(t) ≤ bk(t) for any positive k;
(IV) inhomogeneous chains with ’batch’ births and deaths, where all rates
do not depend on the size of a ’population’, where ai+k,i(t) = ak(t), and
ai,i+k(t) = bk(t) for k ≥ 1 are the rates of ’birth’ and ’death’ of a group of
k particles respectively, under the additional condition ak+1(t) ≤ ak(t) and
bk+1(t) ≤ bk(t), for any positive k.
One can see that all of the four Markov chains have the regular structure
of their infinitesimal matrices.
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2 Transformations for a class of Markov chains
with the regular structure of an infinitesimal
matrix
Consider the forward Kolmogorov system for the inhomogeneous Markov
chain X(t) in the form
dp
dt
= A(t)p(t). (1)
We can put p0(t) = 1 −
∑
i≥1 pi(t) and obtain from (1) the reduced
system in the form
dz
dt
= B(t)z(t) + f(t), (2)
where f(t) = (a10(t), a20(t), · · · , aS0(t))T , z(t) = (p1(t), p2(t), · · · , pS(t))T ,
B(t) =


a11(t)− a10(t) a12(t)− a10(t) · · · a1S(t)− a10(t)
a21(t)− a20(t) a22(t)− a20(t) · · · a2S(t)− a20(t)
a31(t)− a30(t) a32(t)− a30(t) · · · a3S(t)− a30(t)
· · ·
aS1(t)− aS0(t) aS2(t)− aS0(t) · · · aSS(t)− aS0(t)

 . (3)
All bounds on the rate of convergence to the limiting regime for X(t)
correspond to the same bounds of the solutions of system
dy
dt
= B(t)y(t). (4)
Denote by T the upper triangular matrix of the form
T =


1 1 1 · · · 1
0 1 1 · · · 1
0 0 1 · · · 1
...
...
...
. . .
0 0 0 · · · 1


. (5)
Put u(t) = Ty(t). Then we have
du
dt
= B∗(t)u(t), (6)
where B∗(t) = TB(t)T−1 =
(
b∗ij(t)
)S
i,j=1
.
We have
b∗11(t) = −a01 − a10 − a20 − · · · − aS0, b∗12(t) = a01 − a02,
b∗13(t) = a02 − a03, b∗14(t) = a03 − a04, · · · , b∗1S(t) = a0S−1 − a0S ,
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b∗21(t) = a21 − a20 + a31 − a30 + · · · + aS1 − aS0,
b∗22(t) = −a02 − a12 − a21 − a31 − · · · − aS1,
b∗23(t) = −a13 + a12 − a03 + a02,
b∗24(t) = −a14 + a13 − a04 + a03, · · · ,
b∗2S(t) = −a1S + a1S−1 − a0S + a0S−1,
b∗31(t) = a31 − a30 + a41 − a40 + · · · + aS1 − aS0,
b∗32(t) = a32 − a31 + a42 − a41 + · · · + aS2 − aS1,
b∗33(t) = −a03 − a13 − a23 − a32 − a42 − · · · − aS2,
b∗34(t) = a03 − a04 + a13 − a14 + a23 − a24, · · · ,
b∗3S(t) = a0S−1 − a0S + a1S−1 − a1S + a2S−1 − a2S ,
b∗41(t) = a41 − a40 + a51 − a50 + · · · + aS1 − aS0,
b∗42(t) = a42 − a41 + a52 − a51 + · · · + aS2 − aS1,
b∗43(t) = a43 − a42 + a53 − a52 + · · · + aS3 − aS2,
b∗44(t) = −a04 − a14 − a24 − a34 − a43 − a53 − · · · − aS3, · · · ,
b∗4S(t) = a0S−1 − a0S + a1S−1 − a1S + a2S−1 − a2S + a3S−1 − a3S ,
b∗S1(t) = aS1 − aS0,
b∗S2(t) = aS2 − aS1,
b∗S3(t) = aS3 − aS2,
b∗S4(t) = aS4 − aS3, · · · ,
b∗S,S(t) = −aS,S−1 − a0S − a1S − a2S − a3S − · · · − aS−1,S.
Hence the following statement holds
Theorem 1 Let X(t) be a finite Markov chain with the regular structure of
an infinitesimal matrix. Then the corresponding respective matrix B∗(t) =
TB(t)T−1 is essentially non-negative, i.e b∗ij(t) ≥ 0 for all i, j, such that
i 6= j and any t ≥ 0.
Remark 1 One can note that the assumption of regularity of infinitesi-
mal matrix is close to the necessary for essential non-negativity of B∗(t).
However, there are examples for which infinitesimal matrix is not regular
and B∗(t) is essential non-negative, see (Ammar and Alharbi, 2018; Dhar-
maraja, 2000; Zeifman et al. 2019).
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3 General bounds
In addition to the basic transformation T , we introduce a new diagonal
transformation D = diag (d1, . . . , dS) with positive entries dj . Put w(t) =
Du(t) = DTy(t). Then we have
dw
dt
= B∗∗(t)w(t), (7)
where B∗∗(t) = DB∗(t)D−1 = DTB(t)T−1D−1 =
(
b∗∗ij (t)
)S
i,j=1
is also es-
sentially non-negative for any t ≥ 0.
Consider column sums of elements of B∗∗(t) and the largest and smallest
of them:
h∗∗(t) = max
1≤k≤S
∑
i
b∗∗ik (t), h∗∗(t) = min
1≤k≤S
∑
i
b∗∗ik (t). (8)
Theorem 2 Let X(t) be a finite Markov chain with the regular structure of
an infinitesimal matrix. Then for any positive dk the following bounds on
the rate of convergence hold:
‖w(t)‖ ≤ exp
{∫ t
0
h∗∗(τ) dτ
}
‖w(0)‖, (9)
for any corresponding initial condition w(0), and
‖w(t)‖ ≥ exp
{∫ t
0
h∗∗(τ) dτ
}
‖w(0)‖, (10)
if the initial condition is non-negative, where by ‖ · ‖ we denote the l1-norm,
i. e. ‖x‖ =∑ |xi|.
Sharp upper bounds on the rate of convergence can be obtained for
homogeneous Markov chains of all classes (I)–(IV).
Firstly note that if a matrix C is essentially non-negative and irreducible
then there exists a unique positive diagonal matrix D = diag(d1, . . . , dS)
such that all column sums of matrix CD = DCD
−1 are the same (and are
equal to the maximal eigenvalue λ0 of C).
For the proof one can put m = max |cjj| and consider non-negative
matrix C ′ = (C)T +mI. Matrix C ′ is non-negative and irreducible, hence
it has a positive eigenvalue λ∗ = λ0 + m, and the respective eigenvector
x = (x1, . . . , xS)
T has positive coordinates. Put dk = x
−1
k . Then vector
e = (1, . . . , 1)T is eigenvector of matrix C ′D = DC
′D−1, and therefore all
row sums for this matrix is equal to λ∗. Then all row sums for matrix
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CTD = C
′
D −mI is equal to λ∗ −m = λ0, and every column sum for matrix
CD will be the same. This implies an existence of positive diagonal matrix
D = diag(d1, . . . , dS), and its uniqueness is evident.
Theorem 3 Let X(t) be a finite homogeneous Markov chain with the regular
structure of an infinitesimal matrix. Then there exists a positive sequence
{dk} such that h∗∗ = h∗∗, and hence
‖w(t)‖ = exp {h∗∗t} ‖w(0)‖, (11)
if the initial condition is non-negative, if:
(I) X(t) is a birth-death processes with positive rates µi+1 and λi;
(II) X(t) is a Markov chain with ’batch’ births and single deaths with positive
µi+1, and a2 < a1;
(III) X(t) is a Markov chain with ’batch’ deaths and single births with pos-
itive λi and b2 < b1;
(IV) X(t) is a Markov chain with ’batch’ births and deaths with a2 < a1 and
b2 < b1.
Proof. For the first class we have
B∗ =


− (λ0 + µ1) µ1 0 · · · 0
λ1 − (λ1 + µ2) µ2 · · · 0
. . .
. . .
. . .
. . .
. . .
0 · · · · · · λS−1 − (λS−1 + µS)

 .
For the second class we obtain
B∗ =


a11 − aS µ1 0 · · · 0
a1 − aS a22 − aS−1 µ2 · · · 0
. . .
. . .
. . .
. . .
. . .
aS−1 − aS · · · · · · a1 − a2 aSS − a1

.
For the third class we have
B∗ =


− (λ0 + b1) b1 − b2 b2 − b3 · · · bS−1 − bS
λ1 −
(
λ1 +
∑
i≤2
bi
)
b1 − b3 · · · bS−2 − bS
. . .
. . .
. . .
. . .
. . .
0 · · · · · · λS−1 −
(
λS−1 +
∑
i≤S
bi
)

.
Finally, for the fourth class we have
B∗ =


a11 − aS b1 − b2 b2 − b3 · · · bS−1 − bS
a1 − aS a22 − aS−1 b1 − b3 · · · bS−2 − bS
. . .
. . .
. . .
. . .
. . .
aS−1 − aS · · · · · · a1 − a2 aSS − a1

.
6
Under assumptions of Theorem all matrices B∗ are essentially non-
negative and irreducible, hence all column sums for the corresponding ma-
trices B∗∗ are the same and h∗∗ = h∗∗.
Remark 2 A finite birth-death process with the constant and identical rates
of birth λk = a and µk+1 = b was considered in (Granovsky and Zeifman,
1997, 2005), where both upper an lower sharp bonds were obtained. Namely,
the corresponding D = D∗, sharp β∗ = β
∗ = a + b − 2
√
ab cos pi
S+1
→
(
√
a−√b)2 as S →∞, and sharp g∗ = a+ b+2√ab cos pi
S+1
→ (√a+√b)2
as S →∞ were found, where β∗ = β∗ = −h∗ = −h∗.
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