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Abstract
The (M,K)-reduced non-autonomous discrete KP equation is linearised on the
Picard group of an algebraic curve. As an application, we construct theta func-
tion solutions to the initial value problem of some special discrete KP equation.
1 Introduction
The non-autonomous discrete KP equation (ndKP) is given by the formula [6]:
(b(m)− c(n)) · f t+1m,nf tm+1,n+1 + (c(n)− a(t)) · f tm+1,nf t+1m,n+1
+ (a(t)− b(m)) · f tm,n+1f t+1m+1,n = 0, t,m, n ∈ Z.
With constraints a(t) = 0, b(m) = 1, c(n) = 1 + δn and f
t
m,n = f
t−M
m−K,n, the
ndKP reduces into the following form: (f tK−mMn := f
t
m,n),
f t+Mn+1 f
t+K
n+1
f t+M+Kn+1 f
t
n+1
− (1 + δn+1)
f tnf
t+K
n+1
f tn+1f
t+K
n
= −δn+1
f t+M+Kn f
t+K
n+1
f t+Kn f
t+M+K
n+1
.
Define Itn := (1 + δn+1) ·
f tnf
t+K
n+1
f tn+1f
t+K
n
and V tn := δn+1 ·
f t+Kn f
t−M+K
n+1
f t+Kn+1 f
t−M+K
n
. Then we
derive the following discrete system: ∀n, t ∈ Z,
Itn = I
t−M
n−1 + V
t−K
n − V tn−1, (1.1)
V tn =
It−Mn V
t−K
n
Itn
. (1.2)
The system (1.1–1.2) is called (M,K)-reduced non-autonomous discrete KP
equation (rndKP). The term ‘non-autonomous’ derives from the freedom in
the parameters δn. If we assume an extra constraint δ1 = δ2 = δ3 = · · · , this
1
system reduces to an autonomous system ((M,K)-reduced autonomous discrete
KP equation (rdKP)).
In this article, we study the rndKP with the periodic boundary condition:
Itn = I
t
n+N , V
t
n = V
t
n+N , N ∈ N. (1.3)
The present paper is a generalisation of the method to solve the generalised
periodic discrete Toda equation introduced in the papers [1, 2]. We show here
that this method is also applicable to the quite general case of the rndKP and
prove a linearisation theorem (theorem 2.12), which illustrates the geometric
information of the discrete system.
In some special situation, theta function solutions of the initial value problem
are constructed. In section 3, we derive an explicit formula for the solutions of
the rdKP, which is a reduction of the rndKP.
Important remark We can assume g.c.d.(M,K) = 1 without loss of gen-
erality. (See (1.1), (1.2).) Aside from this, we assume g.c.d.(M + K,N) = 1
in Sections 2 and 3 by technical reason. The general cases will be discussed in
Section 4.
Notation: For a meromorphic function f over a complete curve C, (f)0
(resp. (f)∞) denotes the divisor of zeros (resp. poles) of f . Let (f) := (f)0 −
(f)∞. Div
d(C) means the set of divisors over C of degree d and Picd(C)
means the quotient set defined by Picd(C) = Divd(C)/(linearly equivalent).
For an element D ∈ Divd(C), [D] means the image of D under the natural map
Divd(C)→ Picd(C).
2 Inverse scattering method
The rndKP equation (1.1–1.3) has the following matrix form:
Lt(y)Rt(y) = Rt−M (y)Lt−K(y), (2.1)
where
Lt(y) =


V t1 1
V t2
. . .
. . . 1
y V tN

 , Rt(y) =


It1 1
It2
. . .
. . . 1
y ItN

 ,
and y is a complex parameter. Let
Xt(y) := Lt−(K−1)M (y) · · ·Lt−2M (y)Lt−M (y)Lt(y)×
Rt(y)Rt−K(y)Rt−2K(y) · · ·Rt−(M−1)K(y), (2.2)
then (2.1) becomes
Xt(y)Rt−MK(y) = Rt−MK(y)Xt−K(y), (2.3)
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or equivalently
Lt−MK(y)Xt(y) = Xt−M (y)Lt−MK(y). (2.4)
BecauseM and K are co-prime, the characteristic polynomial of Xt(y) does not
depend on t. Let C˜ := {(x, y) ∈ C2 | det (Xt(y)− xE) = 0}. Of course, C˜ is
also independent from t. We call the completion C of C˜ the spectral curve of
the rndKP equation.
Remark 2.1 By applying (2.1) repeatedly, we can transform (2.2) into
Xt(y) = Rt−MK(y)Rt−(M+1)K(y) · · ·Rt−(2M−1)K(y)×
Lt−(2N−1)M (y) · · ·Lt−(K+1)M (y)Lt−KM (y). (2.5)
2.1 Properties of the spectral curve
As a starter, we list some fundamental properties of the spectral curve C in this
section. In the rest of this article, we always assume C to be smooth. Moreover,
we also assume that g.c.d.(M +K,N) = 1 in Sections 2 and 3 unless otherwise
is stated.
Denote the set of N × N matrices by MN(C) and the subset of diagonal
matrices by Γ ⊂MN(C). For a matrixX ∈MN (C) and subsets A, B ⊂MN(C),
let A+X := {a+X | a ∈ A}, AX := {aX | a ∈ A}, A+B := {a+b | a ∈ A, b ∈ B}
and AB := {ab | a ∈ A, b ∈ B}.
Let S be the N ×N matrix S =:


0 1
0
. . .
. . . 1
y 0

.
The polynomial det (Xt(y)− xE) is of degree N w.r.t. x, and of degree
M +K w.r.t. y. Then the projection px : C ∋ (x, y) 7→ x ∈ P is (M +K) : 1,
and the projection py : C ∋ (x, y) 7→ y ∈ P is N : 1.
Let Uj := (
∏K
k=1 V
t+k
j ) · (
∏M
k=1 I
t+k
j ), (j ∈ {1, 2, . . . , N}). By (1.2), the
quantity Uj is invariant under the time evolution.
Proposition 2.1 If g.c.d.(M+K,N) = 1, the curve C has the following special
points:
(i) M points Aj : (x, y) =
(
0,
∏N
n=1 I
−jK
n
)
, j = 0, 1, . . . ,M − 1.
(ii) K points Bj : (x, y) =
(
0,
∏N
n=1 V
−jM
n
)
, j = 0, 1, . . . ,K − 1.
(iii) N points Qj : (x, y) = (Uj , 0), j = 1, 2, . . . , N .
(iv) a unique point P : (x, y) = (∞,∞).
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Proof. Let (0, y) ∈ C. Then we easily derive
K−1∏
j=0
det (Lt−jM (y)) ·
M−1∏
j=0
det (Rt−jK (y)) = 0,
which implies (i) and (ii). Part (iii) follows from the fact that Lt(0) and Rt(0)
are upper triangular.
(iv): For a point (x, y) ∈ C, there exists a non-zero N -vector v(x, y) such
that Xt(y)v(x, y) = x · v(x, y). Because the matrix Xt(y) is contained in the
subset (Γ + S)M+K = Γ + ΓS + · · ·+ ΓSM+K−1 + SM+K , it follows that
(γ0 + γ1S + · · ·+ γM+K−1SM+K−1 + SM+K) · v = x · v, (2.6)
where γ0, γ1, . . . , γM+K−1 are diagonal matrices.
Define a new parameter k by y = k−N which is assumed to be zero near
P . Let ζN be a N -th primitive root of unity. For all j ∈ {0, 1, . . . , N − 1}, the
vector
v0 := ((ζ
j
Nk)
N−1, (ζjNk)
N−2, . . . , (ζjNk), 1)
T
satisfies the formula: S · v0 = (ζjNk)−1 · v0. Then, from (2.6) we obtain
(ζjNk)
−M−K · v0 = x · v0 + (higher term) near k = 0, which implies (x, y) ∼
((ζjNk)
−M−K , k−N ) when (x, y) ∈ C tends to infinity. Because M +K and N
are relatively prime, we can choose an appropriate branch of k around a unique
point P such that
x = k−(M+K) + · · · , y = k−N + · · · ,
near P . 
From the proof of proposition 2.1 one obtains more detailed information on
the point P ∈ C.
Corollary 2.2 There exists a local coordinate k around P such that
x = k−(M+K) + · · · , y = k−N + · · · .

Corollary 2.3 Let Xt(y)v(x, y) = x · v(x, y). Then, around P , it follows that
v(x, y) ∼ (kN−1, kN−2, . . . , k, 1)T (up to a constant multiple).
Proof. Because g.c.d.(M +K,N) = 1, the solution of the vector equation (2.6)
is expressed as v(x, y) = (kN−1, kN−2, . . . , k, 1)T + (higher) up to a constant
multiple. 
4
Remark 2.2 The proof of proposition 2.1 (i), (ii) implies that the set(∪K−1j=0 {∏n V t−jMn })⋃ (∪M−1j=0 {∏n It−jKn })
is invariant under the time evolution. It then follows that {∏V tn ,∏ Itn} =
{∏V t+Kn ,∏ It+Mn }. To avoid a non-interesting solution It+Mn = V tn, V t+Kn =
Itn+1 of the rndKP (1.1–1.3), we should assume the extra constraint
∏
n I
t+M
n =∏
n I
t
n 6=
∏
n V
t+K
n =
∏
n V
t
n in addition to the rndKP. In fact, this constraint
is enough to guarantee the existence of the unique solution. See section 2.3.
Next we consider the behaviour of Qj (j = 1, 2, . . . , N). The position of Qj
is invariant under the time evolution. In this paper, we restrict ourselves to the
following two typical cases:
(a) All Qj are distinct. (b) Q1 = Q2 = · · · = QN .
Note that in the case (b), the system (1.1–1.3) reduces to the rdKP.
In the case (a)
The equation Xt(y)v(x, y) = x · v(x, y) becomes
Xt(0) · v = Uj · v, at Qj.
Because Xt(0) is upper triangular, the eigenvector v takes the form
v=(d1, d2, . . . , dj , 0, . . . , 0)
T , dj 6= 0. (2.7)
In the case (b)
Let Q := Q1(= Q2 = · · · = QN). Arguments similar to those in the proofs of
corollary 2.2, 2.3 prove the following:
Proposition 2.4 If all the points Qj coincide, there exists a local coordinate k
around Q = Q1 such that
x = U1 + · · · , y = kN + · · · ,
and the eigenvector Xt(y)v(x, y) = x · v(x, y) satisfies
v(x, y) ∼ (1, k, k2, . . . , kN−1)T , (up to a constant multiple).

Let v(x, y) = (g1(x, y), . . . , gN (x, y))
T be an N -vector function (defined up
to a constant multiples) such that Xt(y) · v(x, y) = x · v(x, y). By the above
arguments, we have:
5
Proposition 2.5 The meromorphic function gj/gj+l, (j ≤ j + l ≤ N) has:
(i) l zeros at P
(ii) at least one pole at Qj.
Define the divisors D1 and D2 to be minimal positive divisors on C such
that
(gj/gN) +D1 ≥ −(Qj +Qj+1 + · · ·+QN−1), ∀j, (2.8)
(gj/g1) +D2 ≥ −(j − 1)P, ∀j. (2.9)
These divisors were first studied in [4], where it has proved that D1, D2 are
general and degD1 = degD2 = genus(C).
2.2 the eigenvector mapping
Let p be a point on a smooth curve C and k be a local coordinate around
p. For a meromorphic function f , ordf(p) denotes the largest integer r such
that limq→p |k−rf(q)| < +∞. For a vector function v(p) = (fi)i, we define
ordv(p) := mini [ord (fi(p))].
An isolevel set TC is the set of matrices X(y) (eq.(2.2)) associated with the
spectral curve C. Let g := genus(C). Now we construct a map from TC to
Picg+N−1(C) called the eigenvector mapping.
Let X = X(y) be an element of TC . If (x, y) ∈ C˜, there exists a complex
N -vector v(x, y) such that X(y)v(x, y) = xv(x, y), up to a constant multiple.
Then there exists a Zariski open subset C◦ of C˜ over which the morphism
C◦ ∋ (x, y) 7→ v(x, y) ∈ PN−1 is uniquely determined. Moreover, for a smooth
C, this morphism can be extended uniquely over the whole of C. Denote this
morphism by ΨX : C → PN−1.
The eigenvector mapping ϕC : TC → Picd(C) (d = g + N − 1) is a map
defined by the formula:
OC(ϕC(X)) = Ψ∗X(OPN−1(1)), (2.10)
where OPN−1(1) is the invertible sheaf of hyperplane sections over PN−1. Note
that it is nontrivial to prove that ϕC(X) ∈ Picd(C) (see [1] §2).
Let (X1 : X2 : · · · : XN ) be the homogeneous coordinate of PN−1. The eigen-
vector mapping illustrates the geometric interpretation of the general divisors
D1 and D2 (section 2.1). In fact, (2.8) implies that
D1 +Q1 +Q2 + · · ·+QN−1 is the pull-back of {XN = 0},
and (2.9) says
D2 + (N − 1) · P is the pull-back of {X1 = 0}.
These facts imply the following: ϕC(X(y)) = [D1 + Q1 + Q2 + · · · +QN−1] =
[D2 + (N − 1) · P ].
Let d(X(y)) := D2. This divisor will play an important role for constructing
a tau function solution of rdKP. See the next section.
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Remark 2.3 Because D1 + Q1 + Q2 + · · · + QN−1 and D2 + (N − 1) · P are
linearly equivalent to each other we have
(g1/gN) = d(X(y)) + (N − 1) · P −D1 − (Q1 +Q2 + · · ·+QN−1). (2.11)
Remark 2.4 Let X(y) · v(p) = x · v(p) and p = (x, y) ∈ C. Equation (2.10) is
equivalent to ϕC(X) =
[
−∑p∈C(ordv(p)) · p].
The following theorem is essentially obtained in van Moerbeke, Mumford [4].
Theorem 2.6 The eigenvector mapping ϕC : TC → Picd(C) is an embedding.
2.3 shift operators
Consider the N ×N matrix Xt(y) defined by (2.2) and the associated spectral
curve C. Let σ, µK and µM be the isomorphisms on TC defined by:
σ(Xt(y)) := SXt(y)S
−1, (2.12)
µK(Xt(y)) := Rt−(M−1)K(y) ·Xt(y) · {Rt−(M−1)K(y)}−1, (2.13)
µ−M (Xt(y)) := Lt−MK(y) ·Xt(y) · {Lt−MK(y)}−1, (2.14)
where S is the matrix defined in section 2.1. By (2.3–2.4), we have µK(Xt) =
Xt+K and µ−M (Xt) = Xt−M . For the rndKP (1.1–1.3), σ is the n-shift op-
erator: n 7→ n + 1 and µK and µ−M are the t-shift operators: t 7→ t + K,
t 7→ t−M . Because K and M are co-prime, an appropriate combination of µK
and µM defines the unit time evolution t 7→ t+ 1.
We start with the linear problem:
Xt(y) · v(x, y) = x · v(x, y), v(x, y) = (gi(x, y))Ni=1. (2.15)
This linear equation is decomposed into the following infinite dimensional form:
for an infinite vector (gi)i∈Z,
ai,0 · gi + ai,1 · gi+1 + · · ·+ ai,M+K · gi+M+K = x · gi, (ai+N,j = ai,j)
(2.16)
gi+N = y · gi. (2.17)
The matrix equation (2.15) can be interpreted “(2.16) with constraint (2.17)”.
However, interchanging the roles of these two equations, i.e., interpreting “(2.17)
with constraint (2.16)”, we arrive at another matrix equation:
Yt(x) ·w = y ·w, where w = (gi)M+Ki=1 . (2.18)
7
Example 2.7 For an equation

 a1 a2 1y b1 b2
c2y y c1



 g1g2
g3

 = x

 g1g2
g3

, the asso-
ciated new matrix equation is:(
b2(a1 − x) a2b2 − b1 + x
(a1 − x)(c1 − x− b2c2) a2(c1 − x) − c2(a2b2 − b1 − x)
)(
g1
g2
)
= y
(
g1
g2
)
.
We call the linear problem (2.15) the x-form and the linear problem (2.18)
the y-form.
2.3.1 shift operators and the x-form
Due to (2.12–2.14), the shift operators σ and µ act on the eigenvector of the
x-form equation (2.15) by:
σ : v 7→ S v, µK : v 7→ {Rt−(M−1)K} v, µ−M : v 7→ {Lt−MK} v.
The following lemma is easily proved:
Lemma 2.8 detS = (−1)N+1y, detRt−(M−1)K =
∏
n I
t−(M−1)K
n − y,
detLt−MK =
∏
n V
t−MK
n − y. 
2.3.2 shift operators and the y-form
The y-form representation of the shift operators σ, µK , µ−M are more com-
plicated. Let E1 := −(a1,0 − x)/a1,M+K , E2 := −a1,1/a1,M+K , . . . , EM+K :=
−a1,M+K−1/a1,M+K . Then (2.16) becomes gM+K+1 =
∑M+K
i=1 Eigi.
Define three new matrices S∗, R∗ and L∗ by:
S∗ :=


0 1
0 1
. . .
. . .
0 1
E1 E2 · · · EM+K−1 EM+K

 , (2.19)
R∗ :=


I−1 1
I−2 1
. . .
. . .
I−M+K−1 1
E1 E2 · · · EM+K−1 I−M+K + EM+K

 , (2.20)
L∗ :=


V −1 1
V −2 1
. . .
. . .
V −M+K−1 1
E1 E2 · · · EM+K−1 V −M+K + EM+K

 , (2.21)
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where I−n = I
t−(M−1)K
n and V −n = V
t−MK
n . The matrices S
∗, R∗ and L∗ are
the y-form version of the matrices S, Rt−(M−1)K and Lt−MK “with constraint
gM+K+1 =
∑
Eigi”. The shift operators σ and µ act on the eigenvector of the
y-form equation (2.18) by:
σ : w 7→ S∗w, µK : w 7→ R∗w, µ−M : w 7→ L∗w.
Lemma 2.9 detS∗ = (−1)M+K · (U1− x), detR∗ = detL∗ = (−1)M+K+1 ·x.
Proof. The calculation is cumbersome but elementary. We will prove this
lemma in Appendix. 
2.3.3 geometric interpretation of x-form and y-form
Consider the projections px : C → P and py : C → P (section 2.1). Recall that
px is (M +K) : 1 and py is N : 1. Denote F := OC(ϕC(Xt)).
Because the x-form representations of σ, µ are independent from x (section
2.3.1), for fixed y ∈ P and its pre-image p−1y (y) = {(x1, y), . . . , (xN , y)}, the
matrices S, Rt−(M−1)K and Lt−MK act on the vectors v(x1, y), . . . ,v(xN , y)
simultaneously. 1 2
On the other hand, for generic y, the vectors v(x1, y), . . . ,v(xN , y) should be
linearly independent because they are eigenvectors belonging to distinct eigen-
values. What happens if we choose y such that detS(y) = 0 ? This seemingly
leads to a contradiction, if one believes the the column vectors of the singu-
lar matrix S(y) · (v(x1, y), . . . ,v(xN , y)) are linearly independent. However,
realizing the fact that the eigenvectors are only determined up to a constant,
this problem is easily solved and we conclude that
∑N
i=1 ord (S(y)v(xi, y)) >∑N
i=1 ord (v(xi, y)).
More precisely, the statement of lemma 2.8 can be interpreted as follows:
• ∑Ni=1 ord (Sv(xi, 0)) = ∑Ni=1 ord (v(xi, 0)) + 1, where (xi, 0) ∈ C, i =
1, 2, . . . , N .
• Let y0 :=
∏
n I
t−(M−1)K
n . Then∑N
i=1 ord (Rv(xi, y0)) =
∑N
i=1 ord (v(xi, y0)) + 1, (xi, y0) ∈ C.
• Let y1 :=
∏
n V
t−MK
n . Then∑N
i=1 ord (Lv(xi, y1)) =
∑N
i=1 ord (v(xi, y1)) + 1, (xi, y1) ∈ C.
1If X(y) has an eigenvalue x′ of multiplicity m > 1, we should choose the vectors
v(p),v′(p), . . . ,v(m−1)(p), where v(k)(p) is the k-th differential of v with respect to the local
coordinate around p = (x′, y).
2Geometrically, this means that S, R and L act on the push-forward (py)∗F .
9
Similar arguments in the case of the y-form representations yield the follow-
ing form of lemma 2.9:
• ∑M+1i=1 ord (S∗w(U1, yi)) =∑M+1i=1 ord (w(U1, yi)) + 1, (U1, yi) ∈ C.
• ∑M+1i=1 ord (R∗w(0, yi)) =∑M+1i=1 ord (w(0, yi)) + 1, (0, yi) ∈ C.
• ∑M+1i=1 ord (L∗w(0, yi)) =∑M+1i=1 ord (w(0, yi)) + 1, (0, yi) ∈ C.
Combining these data, we obtain the following proposition:
Proposition 2.10 Let Q1 : (x, y) = (U1, 0) and
Aj :(x, y) = (0,
∏
n I
t−(M−1)K
n ), −jK ≡ t− (M − 1)K (mod M),
Bi :(x, y) = (0,
∏
n V
t−MK
n ), −iM ≡ t−MK (mod K)
(proposition 2.1). Then,
(i) ord (Sv(Q1)) = ord (v(Q1)) + 1, (ii) ord (Rv(Aj)) = ord (v(Aj)) + 1, (iii)
ord (Lv(Bi)) = ord (v(Bi)) + 1.
Proof. We prove (i). By construction of the x-form and the y-form, we have
ord (Sv(p)) = ord (v(p)) + 1 ⇔ ord (S∗w(p)) = ord (w(p)) + 1.
On the other hand, because a regular matrix is invertible,
detS(y) 6= 0,∞ or detS∗(x) 6= 0,∞ ⇒ ord (Sv(x, y)) = ord (v(x, y)).
These facts prove proposition (i). Clearly, similar arguments will prove (ii) and
(iii). 
2.3.4 shift operator at the infinity point
At P , the actions v(P ) 7→ Sv(P ), v(P ) 7→ Rv(P ) and v(P ) 7→ Lv(P ) are
directly computable.
Proposition 2.11 (i) ord (Sv(P )) = ord (v(P )) − 1,
(ii) ord (Rv(P )) = ord (v(P ))− 1, (iii) ord (Lv(P )) = ord (v(P ))− 1.
Proof. The Proposition is readily proved by Corollaries 2.2 and 2.3. 
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2.4 linearisation theorem
From the above calculations, we obtain the linearisation theorem representing
the flow of the rndKP equation on the Picard group of the spectral curve.
Theorem 2.12 (I): Let D be the divisor D = P − Q1. Then the following
diagram is commutative.
TC → Picd(C)
σ ↓ ↓ +[D]
TC → Picd(C)
.
(II)1: Let Ej (j = 0, 1, . . . ,M −1) be the divisor Ej = P −Aj and t ≡ −(j+1)K
(mod M). The following diagram is commutative.
TC → Picd(C)
µK ↓ ↓ +[Ej]
TC → Picd(C)
.
(II)2: Let Fj (j = 0, 1, . . . ,K − 1) be the divisor Fj = P − Bj , and t ≡ −jM
(mod K). The following diagram is commutative.
TC → Picd(C)
µ−M ↓ ↓ +[Fj]
TC → Picd(C)
.
Proof. The theorem follows immediately from Remark 2.4 and Proposition
2.10. 
We should note the fact that the position of the points Qj (proposition 2.1)
varies under the index shift σ : n 7→ n+ 1. To avoid confusion, we fix the rule
for indexing as follows: Once the points Q1, . . . , QN are determined, we never
change their induces. Alternatively, we define
ϕC(σX(y)) = ϕC(X(y)) + [P −Q1],
ϕC(σ
2X(y)) = ϕC(X(y)) + [P −Q1] + [P −Q2],
ϕC(σ
3X(y)) = ϕC(X(y)) + [P −Q1] + [P −Q2] + [P −Q3],
etc. · · ·
ϕC(σ
−1X(y)) = ϕC(X(y))− [P −QN ],
ϕC(σ
−2X(y)) = ϕC(X(y))− [P −QN ]− [P −QN−1],
etc. · · ·
This particular arrangement is appropriate for our further discussion.
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Corollary 2.13 Let d(X(y)) be the general divisor defined by ϕC(X(y)) =
[d(X(y)) + (N − 1) · P ] (section 2.1). The divisor D1 in (2.11) satisfies D1 =
d(σ−1X(y)).
Proof. By (2.11), we obtain
[D1] = [d(X(y))−Q1 − · · · −QN−1 + (N − 1) · P ]
= [d(σ−1X(y))−Q1 − · · · −QN−1 −QN +N · P ].
By the equation (y) = Q1+ · · ·+QN −N ·P , we conclude [D1] = [d(σ−1X(y))].
Because D1 and d(σ−1(X(y))) are general, positive and of degree g, it follows
that D1 = d(σ−1X(y)). 
As a conclusion of the corollary, we have
(g1/gN) = d(X) + (N − 1)P − d(σ−1X)−Q1 − · · · −QN−1. (2.22)
3 Tau function solution of rdKP
Due to the linearisation theorem 2.12 and the injectivity of the eigenvector
mapping (theorem 2.6), we could say that the rndKP equation (1.1–1.3) is
“essentially solved”. Moreover, in some fortunate case, we can construct the
explicit solutions by using the method of the Riemann theta functions.
In the rest of the article, we assume that Q1 = Q2, · · · = QN (= Q). Equiv-
alently, the rndKP reduces to the rdKP equation. (See the paragraph after
remark 2.2.)
Recall that we have assumed that g.c.d.(M + K,N) = 1 in the previous
section. The assumption is valid also in this section.
3.1 construction of tau functions
We construct a theta functional solution of rdKP equation. As in the previous
section, Xt = Xt(y) denotes a square matrix defined by (2.2).
Let C be the (smooth) spectral curve associated with Xt. Fix a symplectic
basis α1, . . . , αg;β1, . . . , βg of C and the normalised holomorphic differential
ω1, . . . , ωg such that
∫
αi
ωj = δi,j . The g × g matrix Ω := (
∫
βi
ωj)i,j is called
the period matrix of C. For a fixed point p0 ∈ C, the Abel-Jacobi mapping
A : Div(C)→ Cg/(Zg +ΩZg) is a homomorphism defined by:
∑
Yi −
∑
Zj 7→
∑
(
∫ Yi
p0
ω1, · · · ,
∫ Yi
p0
ωg)−
∑
(
∫ Zj
p0
ω1, · · · ,
∫ Zj
p0
ωg).
Let us consider the universal covering π : U → C and fix an inclusion ι :
C →֒ U. For simplicity, we use the symbols “π” and “ι” to express the derived
maps Div(U) → Div(C) and Div(C) →֒ Div(U) respectively. Naturally, there
exists a continuous lift A˜ : Div(U) → Cg such that A˜ ◦ ι(p0) = 0. For the
projection ρ : Cg → Cg/(Zg +ΩZg), it follows that ρ ◦ A˜ = A ◦ π.
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Now we should define the lifted divisors D(σXt),D(µKXt),D(µ−MXt) ∈
Divg(U). For fixed t ∈ Z, assume that some lifted positive divisor D(Xt) ∈
Divg(U) with π(D(Xt)) = d(Xt) is specified. First, there uniquely exists a
positive divisor D(σXt) ∈ Divg(U) such that:
A˜(D(σXt)) = A˜(D(Xt) + ιP − ιQ), π(D(σXt)) = d(σXt). (3.1)
We will considerD(σXt) as the appropriately lifted divisor of d(σXt). To choose
appropriate D(µKXt) and D(µ−MXt), we have to consider the compatibility:
(µK)
M + (µ−M )
K = id. On the Picard group on C, this reflects the equation
[(M +K) · P −A0 −A1 − · · · −AM−1 − B0 −B1 − · · · −BK−1] = [(x)] = 0.
(Theorem 2.12 (II)). Therefore, we can choose (M+K) points κA0, · · · , κAM−1,
κB0, · · · , κBK−1 ∈ U such that
A˜((M +K) · ιP − κA0 − · · · − κAM−1 − κB0 − · · · − κBK−1) = 0, (3.2)
and π(κAj) = Aj , π(κBj) = Bj. We now define the two divisors D(µKXt),
D(µMXt) ∈ Divg(U) by the formulas:
A˜(D(µKXt)) = A˜(D(Xt) + ιP − κAj), π(D(µKXt)) = d(µKXt), (3.3)
A˜(D(µ−MXt)) = A˜(D(Xt) + ιP − κBi), π(D(µ−MXt)) = d(µ−MXt),
(3.4)
where t ≡ −(j + 1)K (mod M), t ≡ −iM (mod K).
Let τ t be a holomorphic function over U defined by the formula:
τ t(p) = θ
(
A˜{D(Xt)− p− ι∆}
)
, p ∈ U, (3.5)
where θ(•) = θ(•; Ω) is the Riemann theta function and ∆ ∈ divg−1(C) is the
theta characteristic divisor of C ([5], Chap. II, cor. 3.11). To avoid cumbersome
notations, we often omit the letters “A˜”, “ι” and use a simpler expression
τ t(p) = θ(D(Xt)− p−∆), when there is no confusion possible.
Although being defined over U, τ t(p) is considered to be a multi-valued
holomorphic function over C. By the Riemann vanishing theorem ([5], Chap. II,
thm. 3.11), the zero divisor of τ t(p) corresponds with d(Xt).
Let τ t+(p) := θ(D(σXt)− p−∆), τ t−(p) := θ(D(σ−1Xt)− p−∆). Then, by
theorem 2.12, the function: (σˆ := σ−1)
Ψt(p) :=
τ t(p) · τ t+K− (p)
τ t−(p) · τ t+K(p)
=
θ(D(Xt)− p−∆) · θ(D(µK σˆXt)− p−∆)
θ(D(σˆXt)− p−∆) · θ(D(µKXt)− p−∆) ,
satisfies [(the zeros of denominator)] = [(the zeros of numerator)] ∈ Pic2g(C)
and therefore it is a single-valued and meromorphic function over C.
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Consider an eigenvector Xt(y)


gt1
...
gtN

 = x


gt1
...
gtN

, (gti = gti(x, y) = gti(p)).
By virtue of the equation (gt1/g
t
N) = d(Xt) + (N − 1)P − d(σˆXt) − (N − 1)Q
(2.11), we derive the following equation from Liouville’s theorem:
Ψt(p) = c× g
t
1(p) · gt+KN (p)
gtN(p) · gt+K1 (p)
, c : constant. (3.6)
Due to (3.6), we can calculate some special values of Ψt(p):
Lemma 3.1 If g.c.d.(M + K,N) = 1, we have (i) Ψt(P ) = c, (ii) Ψt(Q) =
c× I
t−(M−1)K
N
I
t−(M−1)K
1
.
Proof. Because (gt+K1 , . . . , g
t+K
N ) = Rt−(M−1)K · (gt1, . . . , gtN ), we have
Ψt = c× g
t
1 · (It−(M−1)KN gtN + ygt1)
gtN · (It−(M−1)K1 gt1 + gt2)
.
By corollary 2.2, 2.3 and proposition 2.4, we easily obtain the desired result. 
Because θ(D(X)− ιQ−∆) = θ(D(X) + (ιP − ιQ)− ιP −∆) = θ(D(σX)−
ιP −∆), it follows that
Ψt(Q) = Ψt+(P ), where Ψ
t
+(p) =
τ t+(p) · τ t+K(p)
τ t(p) · τ t+K+ (p)
.
Then lemma 3.1 implies I
t−(M−1)K
1 Ψ
t
+(P ) = I
t−(M−1)K
N Ψ
t(P ).
Repeating the same arguments with Ψ+(p), we derive I
t−(M−1)K
2 Ψ
t
++(P ) =
I
t−(M−1)K
1 Ψ
t
+(P ), and inductively, we have
I−NΨ
t(P ) = I−1 Ψ
t
+(P ) = I
−
2 Ψ
t
++(P ) = I
−
3 Ψ
t
+++(P ) = · · · , I−n = It−(M−1)Kn .
Let Ψtn := Ψ
t
++···+(P ) (n “+”s). Finally we obtain the equations Ψ
t
n+N = Ψ
t
n
and I
t−(M−1)K
n Ψtn = d, where the number d does not depend on n.
Next, consider the following single-valued meromorphic function over C:
Φt(p) :=
τ t−M− (p) · τ t(p)
τ t−M (p) · τ t−(p)
=
θ(D(µ−M σˆXt)− p−∆) · θ(D(Xt)− p−∆)
θ(D(µ−MXt)− p−∆) · θ(D(σˆXt)− p−∆) .
Using (2.11) and Liouville’s theorem, we derive the following expression:
Φt(p) = c′ × g
t−M
N (p) · gt1(p)
gt−M1 (p) · gtN(p)
, c′ : constant, (3.7)
which allows us to compute some special values of Φt(p).
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Lemma 3.2 If g.c.d.(M +K,N) = 1, we have (i) Φt(P ) = c′, (ii) Φt(Q) =
c′ × V
t−KM
N
V t−KM1
.
Proof. By (gt−M1 , . . . , g
t−M
N ) = Lt−KM · (gt1, . . . , gtN), it follows that
Φt = c× (V
t−KM
N g
t
1 + yg
t
1) · gt1
(V t−KM1 g
t
N + g
t
2) · gtN
.
By virtue of corollaries 2.2, 2.3 and proposition 2.4, we obtain the desired result.

Due to Φt(Q) = Φt+(P ) and lemma 3.2, we have V
−
1 Φ
t
+(P ) = V
−
N Φ
t(P ),
which implies
V −N Φ
t(P )=V −1 Φ
t
+(P )=V
−
2 Φ
t
++(P )=V
−
3 Φ
t
+++(P ) = · · · , V −n =V t−KMn .
Let Φtn := Φ
t
++···+(P ) (n “+”s). Therefore we obtain Φ
t
n+N = Φ
t
n and V
−
n Φ
t
n =
d′, where the number d′ does not depend on n.
Define τ t−1 := τ
t
−(ιP ), τ
t
0 := τ
t(ιP ), τ t1 := τ
t
+(ιP ), · · · , τ tn := τ t++···+(ιP ) (n
“+”s). By the above arguments, Itn and V
t
n have following expressions:
Itn = d×
τ
t+(M−1)K
n−1 · τ t+MKn
τ
t+(M−1)K
n · τ t+MKn−1
, V tn = d
′ × τ
t+(K−1)M
n · τ t+KMn−1
τ
t+(K−1)M
n−1 · τ t+KMn
. (3.8)
3.2 solution of rdKP
For g-dimensional vectors a and b, 〈a, b〉 denotes aT b ∈ C.
Due to the periodicity d(σNXt) = d(Xt), there exist integer vectors n, m ∈
Zg such that A˜(N(ιP − ιQ)) = n + Ωm. Considering the definition of the
Riemann theta function (see [5], §II.1, for example), we have
τ tn+N = τ
t
n × exp(−2
√−1π · 〈m, z〉 − √−1π · 〈m,Ωm〉),
where z = A˜(D(σnXt)− ιP −∆). By (3.8), we have
It1I
t
2 · · · ItN = dN ×
τ
t+(M−1)K
0 · τ t+MKN
τ
t+(M−1)K
N · τ t+MK0
= dN × exp(−2√−1π · 〈m, A˜(ιP − κAj)〉), (3.9)
V t1 V
t
2 · · ·V tN = d′N ×
τ
t+(K−1)M
N · τ t+KM0
τ
t+(K−1)M
0 · τ t+KMN
= d′
N × exp(−2√−1π · 〈m, A˜(ιP − κBi)〉), (3.10)
where t ≡ −jK (mod M) and t ≡ −iM (mod N). Recall ∏n It+Mn = ∏n Itn
and
∏
n V
t+K
n =
∏
n V
t
n , which imply that d depends on t (mod M) and that
d′ depends on t (mod K). Finally we obtain the conclusion:
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Theorem 3.3 On condition that g.c.d.(M +K,N) = 1, (3.8–3.10) solves the
rdKP equation (1.1–1.3) with constraint
U1 = U2 = · · · = UN .
4 The general cases
In the previous sections, we have assumed that M + K and N are relatively
prime. This is the time to delete the assumption and discuss the general cases.
Unfortunately, the method which we have established in this paper cannot
be applied to the general cases. For example, when M = K = 1, N = 2, the
defining polynomial of the spectral curve (Section 2) is
det (Xt(y)− xE) = y2 − y(2x+ U1) + x2 − U2x+ U3,
where U1 = I
t
1I
t
2 + V
t
1 V
t
2 , U2 = V
t
1 I
t
1 + V
t
2 I
t
2, U3 = I
t
1I
t
2V
t
1 V
t
2 . Of course, these
U1, U2 and U3 are conserved quantities of the discrete reduced KP system (1.1),
(1.2). However, there exists another hidden independent conserved quantity of
the system. In fact, It1 + I
t
2 + V
t
1 + V
t
2 is invariant under the time evolution
t 7→ t+1 and is independent from U1, U2 and U3. This means that the spectral
curve fails to reflect faithfully the information of the system.
Therefore, we should construct a new method for the general cases. Now we
prove that every reduced KP equations can be traced to the case g.c.d.(M +
K,N) = 1. Denote by KPM,K,N the reduced discrete KP equation (1.1–1.2)
associated with the positive integers M , K and N .
Let
{
Λ := Z≥0 \
⋃∞
k=0 {kM, kM + 1, . . . kM +K − 1}
Ξ := Z≥0 \
⋃∞
k=0 {kK, kK + 1, . . . kK +M − 1}
. Note that K <
M ⇔ Λ 6= ∅ and M < K ⇔ Ξ 6= ∅.
Proposition 4.1 (i) Suppose K < M . Define the initial values I0n, . . . , I
K−1
n :=
ζ + o(ζ), (ζ → ∞, ∀n) for some complex parameter ζ. If {Itn, V tn}n,t∈Z is a
solution of KPM,K,N , then the sequence {Itn, V tn}n∈Z,t∈Λ converges to a solution
of KPM−K,K,N when ζ →∞.
Proof. Order the elements of Λ as Λ = {t1 < t2 < t3 < · · · }. Note that
ts−M+K = ts −M and
ts − tl ≡ 0 (mod K) ⇔ l ≡ 0 (mod K), (∵ ts − ts−1 = 1, or K + 1).
Especially, we have ts − ts−K = kK ⇒ ts −K, ts − 2K, . . . , ts − (k − 1)K 6∈ Λ.
To prove the statement, it is sufficient to say

Itsn = I
ts−M+K
n−1 + V
ts−K
n − V tn−1 + o(1)
V tsn =
I
ts−M+K
n V
ts−K
n
Itn
· (1 + o(1)) ,
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or equivalently,

Itn = I
t−M
n−1 + V
t−kK
n − V tn−1 + o(1)
V tn =
It−Mn V
t−kK
n
Itn
· (1 + o(1)) , (k ∈ Z>0; t, t− kK ∈ Λ). (4.1)
By (1.1–1.2) and remark 2.2, we have
It−Mn = ζ + o(ζ), (∀n) ⇒
{
Itn = ζ + o(ζ), (∀n)
V tn = V
t−K
n + o(1), (∀n) .
In our situation, it follows that t 6∈ Λ ⇒ V tn = V t−Kn + o(1), (∀n). Using
(1.1–1.2) again, we can conclude (4.1) soon. 
Similarly, we have:
Proposition 4.1 (ii) Suppose M < K. Define the initial values V 0n , . . . , V
M−1
n
:= ζ + o(ζ), (ζ → ∞, ∀n) for some complex parameter ζ. If {Itn, V tn}n,t∈Z is a
solution of KPM,K,N , then the sequence {Itn, V tn}n∈Z,t∈Ξ converges to a solution
of KPM,K−M,N when ζ →∞. 
Example 4.2 The reduced discrete KP equation with M = K = 1, N = 2 can
be traced to M = 2, K = 1, N = 2.
Let L1 =
(
V 11 1
y V 12
)
, R0 =
(
ζ 1
y ζ
)
, R1 =
(
I11 1
y I12
)
, and X1 :=
L1R1R0. The defining function of the spectral curve is
det (X1(y)− xE) = −y3 + y2(ζ2 + U1)− y{x(2ζ + U4) + ζ2U1 + U3}
+ x2 − ζU2x+ ζ2U3,
where U4 = I
1
1 + I
1
2 + V
1
1 + V
1
2 . Note that U4 is the hidden conserved quantity
of KP1,1,2. If {Itn, V tn}n,t is a solution of KP2,1,2, the sequence
lim
ζ→∞
I1n, lim
ζ→∞
I3n, lim
ζ→∞
I5n, . . . ; lim
ζ→∞
V 1n , lim
ζ→∞
V 3n , lim
ζ→∞
V 5n , . . .
is a solution of KP1,1,2.
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A Proof of lemma 2.9
Let S∗, R∗ and L∗ be the matrices defined by (2.19–2.21). We first calculate
the coefficients ai,j of the equation (2.16–2.17):
ai,0 · gi + ai,1 · gi+1 + · · ·+ ai,M+K · gi+M+K = x · gi, gi+N = ygi,
which is equivalent to the formula X(y) · (g1, . . . , gN ) = x · (g1, . . . , gN).
Denote the vector (g1, . . . , gN ) by (gi)i simply. By equation (2.2):
Xt(y) := Lt−(K−1)M (y) · · ·Lt−2M (y)Lt−M (y)Lt(y)×
Rt(y)Rt−K(y)Rt−2K(y) · · ·Rt−(M−1)K(y),
we have
Xt · (gi)i = Lt−(K−1)M · · ·Lt−MLtRtRt−K · · ·Rt−(M−1)K · (gi)i
= Lt−(K−1)M · · ·Lt−MLtRtRt−K · · ·Rt−(M−2)K · (It−(M−1)Ki gi + gi+1)i
= Lt−(K−1)M · · ·LtRt · · ·Rt−(M−3)K · (It−(M−2)Ki {It−(M−1)Ki gi + gi+1}
+ {It−(M−1)Ki+1 gi+1 + gi+2})i
= · · · .
Let Xl be the set of sequences of letters s and m of length l. For example,
X0 = ∅, X1 = {s,m}, X2 = {ss, sm,ms,mm}, · · · . Denote X := ∪lXl. Consider
a map 〈·〉 : X → C defined by: 〈s〉 := 1, 〈m〉 := It−(M−1)Ki and
〈sχ〉 := σ〈χ〉, 〈mχ〉 := It−(M−l)Ki · 〈χ〉, χ ∈ Xl−1 (1 < l ≤M),
〈sχ〉 := σ〈χ〉, 〈mχ〉 := V t−(l−1)Mi · 〈χ〉, χ ∈ XM+l−1 (1 ≤ l < K),
where σ :
∏
Isj ·
∏
V sj 7→
∏
Isj+1 ·
∏
V sj+1 is the index shift operator.
This notation allows us to express the vector Xt · (gi)i.
Lemma A.1 Let
Xl,k := {χ ∈ Xl |The number of ‘s’ contained in χ is k},
and ai,k :=
∑
χ∈XM+K,k
〈χ〉. Then
Xt · (gi)i = (ai,0 · gi + ai,1 · gi+1 + · · ·+ ai,M+K · gi+M+K)i.
Proof. Let Ξl := Rt−(M−l)K(y) (l = 1, 2, . . . ,M), ΞM+l := Lt−(l−1)M (l =
1, 2, . . . ,K) and ξl := I
t−(M−l)K
i (l = 1, 2, . . . ,M), ξM+l := V
t−(l−1)M
i (l =
1, 2, . . . ,K). Assume
ΞlΞl−1 · · ·Ξ1 · (gi)i = (
∑
k
∑
x∈Xl,k
〈x〉 · gi+k)i.
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Then we have
Ξl+1Ξl · · ·Ξ1 · (gi)i
= Ξl+1 · (
∑
k
∑
χ∈Xl,k
〈χ〉 · gi+k)i
= (ξl+1 · {
∑
k
∑
χ∈Xl,k
〈χ〉 · gi+k}+ σ{
∑
k
∑
χ∈Xl,k
〈χ〉 · gi+k})i
= (
∑
k
∑
χ∈Xl,k
〈mχ〉 · gi+k +
∑
k
∑
χ∈Xl,k
〈sχ〉 · gi+k+1)i
= (
∑
k
∑
χ′∈Xl+1,k
〈χ′〉 · gi+k)i.
By induction, we obtain Xt · (gi)i = ΞM+KΞM+K−1 · · ·Ξ1 · (gi)i = (ai,0 · gi +
ai,1 · gi+1 + · · ·+ ai,M+K · gi+M+K)i. 
In particular, we have ai,M+K = 〈ss · · · s〉 = 1.
The following lemma is given for use in the calculations further below.
Lemma A.2 Let χ ∈ Xl,k. Then 〈χm〉 = 〈χs〉 · It−(M−1)Ki+k .
Proof. Let I−i := I
t−(M−1)K
i and assume 〈χ′m〉 = 〈χ′s〉 · I−i+h for χ′ ∈ Xl−1,h
(l − 1 ≥ h). If χ = sχ′ (y ∈ Xl−1,k−1), we have 〈χm〉 = 〈sχ′m〉 = σ(〈χ′m〉) =
σ(〈χ′s〉 · I−i+k−1) = 〈sχ′s〉 · I−i+k = 〈χs〉 · I−i+k. If χ = mχ′ (χ′ ∈ Xl−1,k),
〈χm〉 = 〈mχ′m〉 = ξl · 〈χ′m〉 = ξl · 〈χ′s〉 · I−i+k = 〈mχ′s〉 · I−i+k = 〈χs〉 · I−i+k. By
induction we obtain the desired result. 
A.0.1 calculation of the determinant of S∗
By lemma A.1, it follows that E1 = x − a1,0 = x −
∑
χ∈XM+K,0
〈χ〉, Ek+1 =
−a1,k = −
∑
χ∈XM+K,k
〈χ〉. Then,
detS∗ = (−1)M+K+1 ·E1 = (−1)M+K(
∑
χ∈XM+K,0
〈χ〉 − x)
= (−1)M+K(V t−(K−1)M1 · · ·V t−M1 V t1 It1It−K1 · · · It−(M−1)K1 − x)
= (−1)M+K(U1 − x).

A.0.2 calculation of the determinant of R∗
Let wk :=
∑
χ∈XM+K−1,k
〈χs〉 and w−1 := 0. By lemma A.2, it follows that
ai,k =
∑
χ∈XM+K−1,k−1
〈χs〉+∑χ∈XM+K−1,k 〈χm〉
=
∑
χ∈XM+K−1,k−1
〈χs〉+∑χ∈XM+K−1,k 〈χs〉 · I−k+1 = wk−1 + wk · I−k+1.
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Let zn := I
−
1 I
−
2 · · · I−n . By the cofactor expansion w.r.t. the (M + K)-th row,
we obtain:
detR∗ = (−1)M+K+1{E1 − E2z1 + E3z2 − · · ·
+ (−1)M+K+1EM+KzM+K−1 + (−1)M+K+1zM+K}
= (−1)M+K+1{x− a1,0 + a1,1z1 − a1,2z2 + · · ·
+ (−1)M+Ka1,M+K−1 · zM+K−1 + (−1)M+K+1zM+K}
= (−1)M+K+1{x− w0I−1 + w0z1 − w1z1I−2 + w1z2 − w2z2I−3 + · · ·
+ (−1)M+KwM+K−1zM+K−1I−M+K + (−1)M+K+1zM+K}
= (−1)M+K+1 · x.

A.0.3 calculation of the determinant of L∗
Recall the alternative form of the matrix Xt(y) (cf. (2.5)):
Xt(y) = Rt−MK(y)Rt−(M+1)K(y) · · ·Rt−(2M−1)K(y)×
Lt−(2N−1)M (y) · · ·Lt−(K+1)M (y)Lt−KM (y),
in which the rightmost matrix Lt−KM (y) is essential. The formula detL
∗ =
(−1)M+K+1 ·x comes about through arguments similar to those in section A.0.2
concerning (2.5). 
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