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1. INTRODUCTION 
A method of finding all the solutions of a system of m polynomials in m variables is studied in 
this paper. In contrast o earlier studies [7,9,19], optimization and noncooperative game problems 
are the focus. We develop a new relaxation approach using complementarity theory applied to 
first-order necessary conditions. This approach allows the solution and the proof of optimality for 
many difficult problems by means of a system of m polynomials in m variables, which subsequently 
can be solved by any method [5,9,18,19] that can calculate all solutions of a polynomial system. 
To complete our study we apply a differentiable homotopy, check solutions, compare the number 
of function evaluations whenever possible, and present absolute rror comparisons with other 
computational work [7,19]. 
The problem of finding the solution(s) to a system of polynomial equations is an old problem 
that was, for practical purposes, unsolved until the development of the concept of path following. 
Several different developments led to the concept of path following. The first development, which 
is over a hundred years old, was the homotopy approach, which enabled mathematicians to
determine whether or not a solution existed; however, algorithms to determine the actual point 
were not given. The mathematician Davidenko [3] developed a differential equation approach to 
the homotopy formulation. This idea ultimately led to algorithms that track differentiable paths. 
In the meantime, Scarf [15] used primitive sets that are related to the complementary pivoting 
of Lemke and Howson [13]. Scarf's work ultimately led to algorithms that generate piecewise 
linear paths. The primitive sets, however, do not explicitly invoke a homotopy. Eventually, 
the primitive sets approximation was generalized to simplicial approximation by Hansen and 
Scarf [6] and Kuhn [11]. The earlier homotopy approach was then implemented through simplicial 
approximations. General algorithms were developed by Merrill [14], Eaves and Saigal [4], and 
Kuhn and MacKinnon [12]. Unlike the piecewise linear paths of the simplicial approach, the 
present homotopy algorithm employs multiple differentiable paths that are subsequently followed 
to find the solution points. Such an approach is thereby distinguished from that of Boggs [2], 
which embeds the nonlinear system in a dynamical model of which a steady-state solution is 
sought. 
The paper is organized in the following manner. Section 2 contains the theory behind glob- 
ally convergent homotopy algorithms. Some background material is also presented on HOM- 
PACK/POLSYS [18], a FORTRAN implementation of a homotopy continuation algorithm for 
polynomial systems. Section 3 is devoted to presenting computational experience on 29 test 
examples which are taken from seven different sources. In a summary table, we present he al- 
gorithm that the source used (if available), compare the absolute rror and number of function 
evaluations (if available), and present any differences or problems encountered in computing. 
Finally, in Section 4, conclusions on the results are presented. 
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2. THEORY 
The concept of homotopy in solving a system of nonlinear equations is based on the following 
idea: Given a particular system of equations, find a much simpler system of equations with a 
known solution and then "bend" this simple system to find a solution to the original problem. 
For example, we may know the solution to the linear system Ax = b+d (e.g., i fb+d is a column 
of A) and need to solve the system Ax = b. We then consider a new system with the scalar t, 
where 0 < t < 1 : Az = b + d - td. With t - 0, we have Az = b + d, our simple system with the 
known solution. With t = 1, we have our original system Az = b. 
In general, given a system of equations F(x)  = 0 to solve, proceed as follows to find the 
solution: 
(1) Set up a simple system E(z)  = 0 with a known solution z ° and E:  R n --* R n. 
(2) Define a homotopy function H(z,  t) : R n+i ---* R n such that H(z ,  0) - E(z)  and H(z ,  1) = 
F(x). 
(3) Start at z(0) - x ° and permit an increase in t until the path reaches x(1) = z*, the 
solution to the original system F(x) - O. 
The next step in solving this system of equations is tracing the "path." The term "path" 
means a piecewise differentiable curve in space. Let H -1 = {(z,t)  ] H(z , t )  = 0} be the set of all 
solutions (z,t)  • R n+l to the system H(z , t )  = 0. Suppose H- l (0 )  consists of the start points 
z(0), which are the solutions to E(z)  = 0. The system H- l (0 )  consists of the endpoints z(1), 
which are the solutions to F(x) = 0. The following theorem from Garcia and Zangwill [5] ensures 
that a path exists from x(0) to z(1). 
THEOREM 1. Let H: R '*+ l --~ R n be continuously differentiable and suppose that for every 
y • H-  1, the Jacobian H'(y) is of full rank. Then H-  1 consists only of continuously differentiable 
paths. 
DEFINITION. H is said to be regular if H'(y) is of full rank for every y • H -1. 
If H is regular, one can move easily along the paths to points other than the current solution, 
(x,t).  It is this regularity that ensures that H -1 consists only of continuously differentiable 
paths. Now that we know these paths exist, let us see how to follow them. 
Suppose we define the function y = (z,t)  a function of p, the distance moved along a path, so 
that y(p) = (x(p),t(p)). The function y tells the location after moving a distance p. To proceed 
along this path y(p) in H -1, one may solve a differential equation which is obtained as follows: 
(1) Define ~ -- dyddp for i = 1 . . . . .  n + 1. As p varies, y(p) defines the path H(y(p)) = 0 in 
H-1 .  
(2) Differentiate both sides of H = 0 using the chain rule to yield H'(y)y ~ = O. 
(3) Solve the implicit differential equation for y': 
y~=( -1)  idetH~i (y  ) for i= l , . . . ,n+l  (BDE) 
where H[i(y ) is the Jacobian of H with the ith column deleted. 
The special characteristics of this BDE result in the following theorem from [5]: 
THEOREM 2. Let H: R "+1 ---* Rn,H E C 2 be regular. Given a starting point yO in H -1, 
the solution of the basic differential equation (BDE), starting from y(pO) = yO, is unique and 
determines a path in H -1. 
The purpose of the BDE is to provide a direction, or orientation, for the path. Erom this point, 
we can choose from a number of methods that follow this path. The first method studied in this 
paper is denoted the "all-solutions homotopy" by Garcia and Zangwill. 
The all-solutions homotopy has many different starting points in H-  1 (0), each of which initiates 
a distinct path that leads to a solution. In order to find all the solutions to a system of polynomial 
equations (e.g., z ~ + 1 = 0), complex variables must be used. Hence one considers functions F(x) 
in complex space. We can express F(z) - (Fl(z), F2(z) . . . .  , Fro(z)) in terms of its real and 
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imaginary parts as follows: Fj(z) = F ; (u ,v)  + iFj '(u,v) [or j = 1, . . .  ,m, where z t = uj + iv t .  
Now define a new function P : R 2'n ~ R ~rn that is merely an expansion of  F:  
P l=Ff  
Ps=F  
= 
By the Cauchy-Pdemann Theorem, we know that if  F is continuously differentittble, then @F[ /@u I 
= and OF lOv  = -OFtlO. . 
As a result of these equations, Garcia and Zangwill proved the following theorem: 
THEOREM 3. Let F:  C 'n ~ C rn be continuously differentiable, and let F :  R 2m ~ R 2'n be its 
expansion as above. Then det F '  > 0. 
A corollary of this theorem using our function F(z)  is as follows: 
COROLLARY 1. Let F:  C 1 --.* C I be F(z)  = zq - 1 with expansion ~'. Then at any solution 
z ° = u ° + iv* to F(z)  = 0, det F ' (u  °, v °) > 0. 
Garcia and Zangwill define the homotopy H:  C "~ x T ~ C 'n with H~(z,t) = (I-  t)((z~)q'- I) 
+ tFi(z) = 0 for i = I,... , m and qi E Z + and T = [0, 1]. Some interesting properties of this 
homotopy are 
(1) When t = 0, this system becomes 
(zl)qt _ 1 = 0 with ql solutions 
(z~) q2 - 1 = 0 with q2 solutions 
(zm) q- - 1 -- 0 with qm solutions 
As roots of unity, all of these solutions are evenly spaced around the unit circle. So if z = 
zi E H-I(O), then there are exactly Q = l-lira__1 qi spatially separated points z E H-I(0). 
(2) The homotopy H can be expanded as before to H : R 2m x T ~ R ~m with 
= nf (z ,  t) 
#~,n(w,t) = H~m(z,t ) 
(3) 
and where w = (ul, v l , . . .  , u,,, vm). 
By the previous corollary, i fw ° = (u °, v°, . .  . , u°m, v°m) is in H-I(O),  then det H~,(w" o,0) > O. 
Thus , /1 '  is of full rank at (wo, 0). 
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It will be a~umed for this study that the homotopy in HOMPACK/POLSYS is regular. (For 
a relaxation of this regularity assumption see Chapter 22 in Garcia and Zangwill [5].) One can 
then apply Theorem 3 and conclude that det/:/~(w,t) > 0 for any t - t" fixed. Thus, the path is 
rnonofonic in t: the path does not cycle back on itself as its length increases. 
To guarantee that we can find all the solutions to a system of polynomial equations, the 
homotopy must be path finite. 
DEFINITION. A homotopy H : C m x T ---* C m is path finite on S, where the set S is a subset of 
T, if H cannot go to infinity at any t" E S. 
So if H is path finite for 0 < t < 1, a path becomes infinite only by t approaching 1. 
To ensure that H is path finite, we must choose an appropriate qi in the homotopy Hi(z,t) = 
(1 - t ) ( (z i )  ~' - 1)+ tF~(z) - 0 for i = 1,. . .  , m. Suppose that the function Fi(z) = (zi) ~ + Gi(z) 
and that if []z~]] ~ co, then Gi(z)/(z,)q' ~ O. Using the above homotopy, we have 
H,(z , t ) l (z i )  q' - (~,)q'/(~,)~' - (1 -t)/Cz,)q' + te,(z)/(z,)~' 
Taking limits yields limuzll...oo Hi(z, t ) / (z i )  q' = 1. So, Hi(z , t ) / (z i )  q' --* 1. This implies that 
H(z , t )  = 0 cannot have a solution for large Ilzll. Thus z E H- l ( t )  cannot go to infinity and H 
is path finite. 
Suppose we have a function F,.(z), which has a form different from the above, that has the 
following property: For integer qi, the ratio Fi(z)/[(zi) q' - 1] is not less than 0 if ]]z~[] ---* co. In 
other words, the ratio cannot reach a real negative number; it is real and positive, imaginary, or 
real negative and imaginary. We will have H path finite as shown below. For the homotopy 
H,(z,() /[(z i)  q' - 1] - (1 - t ) ( (z i )  q' - 1)/[(zl) q' - 1] + tFi(z)/[(zi) q' - 1] 
Hi(z,t) /[(z i)  q' - 1] -- (1 - t) + t. 
Thus, Hi(z,t)/[(zi)q' - 1] does not approach zero as [[z[I ~ t and t approaches a for 0 < t< 1. 
So g(z ,  t) - 0 cannot hold for ]lz]] large and t approaching t, 0 _< t" < 1; so, path finiteness holds 
once again. 
If F~(z) is a polynomial, one can easily obtain path finite H by picking q~ = 1 + maxk{l~} 
where 1~ is the total degree of Fi. The total degree of Fi(x) is the highest degree of the terms in 
the equation (e.g., for the equation x2y + x2yazhwl = O, the highest degree is from the z2y3zSwl 
term, namely 2 + 3 + 5 + 1 = 11). In this manner, qi is made large enough so that the paths 
are forced to be finite since the (zi) q' term dominates. The homotopy in HOMPACK/POLSYS, 
however, is somewhat more efficient. It only requires qi = max~{l~}. As such, it cuts down the 
number of paths to follow. Hence it is an improvement on the above conditions for path finite H. 
We now state the "all-solutions" theorem from Garcia and Zangwill: 
THEOREM 4. Let F: C m ---* Cm,F  E C 2, and suppose that we wish to find all solutions to 
F(z)  = O, which has a finite number of solutions. Suppose that the homotopy Hi(z,t)  = (1 - t) 
( ( zi ) q' -1 )+tF i (z )  is regular and path finite for 0 < t < 1. Then, by starting from the Q = 1-Iim=l qi 
solutions to H -1 (0) and following the corresponding paths, we obtain all solutions of F(z) -- O. 
An important corollary follows: 
COROLLARY 2. Suppose that H is regular and path finite for T. Then there exist exactly 
Q = I1~=1 qi solutions to F(z) = 0 and each path from a start point w ° 6 H-X(O) leads to a 
solution (no paths run off to infinity). 
The preceding theorem and corollary provide the required conditions of the homotopy for find- 
ing all the solutions to a nonlinear system of equations. The algorithm in HOMPACK/POLSYS 
is a probability one globally convergent homotopy algorithm, using a slightly different homotopy 
than the above. The particular homotopy used follows. 
Define a function 
G:C" - - - *C  n by Gj (x )=b jz  a~-a  i for j=  1 , . . . ,n ,  
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where aj and bj are complex numbers and dj is the total degree of the polynomial Fj (z) for 
j = 1,... ,n. The homotopy is then defined to be H(a,b)(t, z) = (1 - t )G(z )  +tf (z ) .  HOMPACK 
with its specialized algorithm, POLSYS finds all the solutions, both real and complex, as well 
as solutions at infinity for polynomial problems. If any solutions diverge to infinity, a projective 
transformation subroutine can be called that shortens arc lengths and brings solutions closer to 
the unit ball. 
One purpose of this paper is to show that HOMPACK/POLSYS is capable of solving both 
constrained and unconstrained polynomial optimization problems. To minimize or maximize an 
unconstrained polynomial F(z) ,  the gradient of F(x)  is computed and set equal to 0. Then, since 
all the solutions are computed, it becomes a matter of examining the real and finite solutions 
for the optimum solution(s). It is understood that this task in itself may be quite difficult. For 
example, higher-order derivatives may have to be computed to separate max points from min 
points and stationary points of neither type. 
The constrained polynomial minimization is handled in a different way. One may solve the 
first-order necessary conditions. The following are the first-order necessary conditions for a point 
to be a local extremum. 
LEMMA 1. Let x* be a regular point of the constraints h(z) = 0 and a local extremum point 
of f subject to these constraints. Then all y 6 R n satisfying Vh(z*)y = 0 must also satisfy 
V f (x ' )y  = O. 
This lemma implies that Vf(x*) is a linear combination of the gradients of h at x*, which 
leads to the following theorem. 
THEOREM 5. Let z* be a local extremum of f subject to the constraints h(x) = O. Assume 
further that x* is a regular point of these constraints. Then there is a A E R m such that 
Vf(x*) + ATVh(x*) -- O. 
If f (z)  is a polynomial and h(z) is a vector of polynomials, the necessary conditions form 
a system of polynomial equations that can be solved using HOMPACK/POLSYS. We use the 
Lagrangian L(x, A) = f ( z )  + ATh(z) to help us express the necessary conditions: 
VxL(x,  ~) = Vf(x*) + ATVh(x *) = 0 
V~L(x, A) = h(x) = 0 
Because polynomial functions have polynomial gradients and linear forms like the above pre- 
serve polynomials, clearly we have a system of n + m equations in n + m unknowns to solve. 
The constrained polynomial maximization with inequality constraints can be dealt with in at 
least two different ways. Suppose such a problem is given by 
max f (x )  
subject o g(z) <_ O. 
TECHNIQUE 1. The idea of squared slack variable is convenient for polynomial optimization 
problems. It requires little extra effort in solving the problem. One creates a squared slack 





l ( x )  
g'(x) = g(x) + s = 0 
2 2 2 = (81,82,S3,... ,82) 
¢,L (x ,  s, ~) -" V~:f(x*) + .)~TCzgt(~c*) 
V L(x, = = 0 
[V,L(z,s,A)] i  = 2si . Ai = O, i = 1, . . .  ,p. 
TECHNIQUE 2. This is a technique using a complementarity combined with a type of relaxation. 
Use complementarity o take advantage of the nonpositivity of g(x) by invoking the following 
theorem. 
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THEOREM 6. Let z* be a relative m~um for the problem max f(z) subject to g(z) ~ 0, and 
let z* be a regular point for the active constraints. Then there is a vector I~ E R p with ~ > 0 
such that 
Vf(z*) + DTVg(z*) -- 0 
~i • g~(x') = 0 i= l ,2 , . . . ,p  
Thus, if the nonnegativit¥ of ~ and the nonpositivity of g(z) are relaxed, this becomes a polyno- 
mial system of n + p equations in n + p unknowns to solve. The solution to the ori$inal problem 
must be in the solution set of the relaxed problem. Technique 2 intuitively seems better because 
there are fewer paths to follow. The execution time and the number olr function evaluation8 tend 
to be reduced. See Kostreva [10] for the use of this relaxation in polynomJal Nash equilibria 
problems. 
Bimatrix games can also be solved by using complementarity to set up the necessary conditions 
as in Technique 2. A bimatrix game consists of two m x n matrices 
A=(a i i>0: ie I ,  jE J )  
B=(b l j  >0: iE I , jE J )  
representing the payoffs to two players using pure strategies i and j. The matrix A is the payoff 
matrix for player I and the matrix B is the loss matrix for player II. An equilibrium point fo r  
the game (solution) defined by A and B is a point [$, ~] in S such that for all points [z, y] in S, 
$~A~ > z~A~ and }~Bf/<_ ~By.  The set S contains probability distribution vectors = {[z, y] ] 
etz = 1, z > 0; ety = 1, y >_ 0}, where e is the vector of all ones. A linear complementarity 
problem defining the equilibrium point follows: Given $tA~ > z=A~ and $tB~ < $tBy, if p and 
q are values of the game where p = ~tA~ and q = gtB~, we have pe >_ A~ and qe <_ B~.  Since 
p and q are positive, we may divide by p and q to yield e >_ A(~/p) and e ~ Bt(~/q). Now let 
y = ~/p and z = $/q and set v = e -  Ay > O and u = -e  + Btz  > O. 
This yields the LCP: 
0][;] 
This LCP can be rewritten in the standard form w = q + Mz, wtz = 0, w _> 0, z > 0. The 
solutions of the LCP are in one-to-one correspondence with the equilibrium points of the game. 
For nonnegative w, z, wtz = 0 is equivalent to wizi = 0 for all i. So now a treatment by the 
relaxed problem of Technique 2 is possible. Such a problem is a set of quadratic polynomials, fo r  
which we find all solutions. Thus, we find all solutions of the bimatrix game by the polynomial 
approach. Finding all solutions of bimatrix games is a problem that is important in game theory 
and economics and has eluded solution for some time [17]. 
3. COMPUTATIONAL RESULTS 
The following test problems were chosen from the literature to compare the efficiency of the 
homotopy algorithm in HOMPACK with existing algorithms. We ran the problems on a VAX 
system by Digital Corporation, model number 8650, operating system VAX/VMS. The problems 
were run using the recommended tolerances of 10 -4 for EPSBIG and 10 -14 for EPSSML, where 
EPSBIG is the local curve tracking tolerance and EPSSML is the end game tolerance. Four 
different modes with HOMPACK (POLSYS) were run: 00 - -  no projective transformation, o
scaling; 01 - -  no projective transformation, scaling; 10 - -  projective transformation, noscaling; 
11 - -  projective transformation, scaling. The first ten test problems were chosen from [7]. The 
numerical test results that were reported included the number of objective function evaluations 
(NF), restriction function evaluations (NG), gradient evaluations ofthe objective function (NDF), 
and gradient evaluations ofthe constraints (NDG). HOMPACK computes the number of function 
evaluations (NFE), which is the number of Jacobian matrix evaluations required to track the ruth 
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path for m = 1 , . . .  , TTOTDG.  In order to compare the number of average function evaluations, 
the following equations were used, where m = number of constraints, n = number of variables, 
and p -" number of roots: 
Total Hock and Schittkowski = n(NDF) + m(NG) + I(NF) + n(NDG) 
Total HOMPACK = (m + n)2(NFE)/p. 
Hock and Schittkowski solved the problems on a Telefunken TR440 computer at the Rechenzen- 
trum of the University of Wurzburg with single precision of more than 10 correct digits and a 35-38 
bit mantissa. The absolute error in the Hock and Schittkowski test problem book was obtained 
by computing the norm of the Kuhn-Tucker vector. The absolute error for HOMPAK/POLSYS 
is EPSSML,  the norm squared of the function evaluations for the polynomial function vector. 
The best of these four solution runs is compared with the best nonlinear programming algorithm 
reported in [7]. 
POLSYS Avg. # 
Problem Source n, m mode fen. evals. 
1 [7,#61 2,1 10 3060 
2 [7,#8] 2, 2 01 50160 
3 [7,#27] 2,1 10 138400 
4 [7,#28] 3,1 11 464 
5 [7,#39] 3, 2 11 957816 
e [7,#48] 5, 2 10 4508 
7 [7,#50] 5,3 I I  171008 
8 [7,#51] 5,3 01 3648 
9 [7,#52] 5,3 01 3712 
I0 [7,#61] 3, 2 I0 77200 
11 [9,#4-1] 2,0 11 405 
12 [9,#4-2] 2,0 01 288 
13 [9,#4-3] 2,0 01 168 
14 [9,#5] 3,0 01 3921 
15 [9,#6-I] 5,0 01 1270 
16 [9,#6-2] 5,0 11 19499 
17 [9,#6-3] 5,0 O0 1739 
18 6HumpFcn 2,0 00 163 
19 [19,A] 2, 2 01 915 
20 [19,B] 2,2 10 3260 
21 [19,C] 5, 5 00 1504 
22 [19,D] 5, 5 01 1186 
23 [8,#6a] 2,1 01 9691 
24 [8,#6a] 2,1 I I  4710 
25 [8,#6a] 2, 1 10 3680 
26 [10,3] 1,0 & 1,0 01 150 
27 [10,4] 2,1 & 1,0 01 17568 
28 [10,4a] 2,1 2.. 1,1 & 1,0 11 8186 
29 [17] 3,4 & 3,4 11 324603 
Avg. # Al~. 
Algorithm fen. evals, error 
VF02AD 80 0.39E-06 
VFO2AD 85 0.0 
VF01A 540 0.80E-07 
VF02AD 50 0.11E-09 
VF02AD 299 0.T3F_,-05 
VF02AD 182 0.16E-09 
VF02AD 756 0.19E-03 
OPRQP 188 0.12F_¢-04 
VFO2AD 336 0.51E-04 
VFO2AD 200 0.21E.-O6 
Wright 631 1.5E-05 
Wright 589 2.5F_,-05 
Wright 136 5 .OF_,- 10 
Wright 158 1.6E-09 
(As stated on p. 189) 
(Constraint modified to LE, Tech. I) 
(Constraint modified to LE, Tech. 2) 
(Game of 2 unconstrained players) 
(Game of 2 players, one constrained) 
(Game of 3 players, two constrained) 
(Bimatrix Game, 6 by 6 LCP) 
Our HOMPACK/POLSYS computations produced, for the most part, the same solutions 
that other researchers had computed earlier. There were a few exceptions. In problem 10, our 
computations located an additional local minimum z = (4.291221, .71371877,2.4829187) with 
f (z)  = -81.919097. This solution was not given in [7]. To compute the solutions to Wright's 
problems, we substituted the appropriate value of z0 in order to compute in ordinary rather than 
projective space. Problem 2 was not solved to our satisfaction by all modes of POLSYS. On 
certain modes we did not get all four of the solutions that are known to exist. It seems that the 
homotopy paths become xtremely long and/or difficult to track. The best result, that obtained 
with POLSYS mode 01, did compute all the solutions. Interestingly, three of the four points 
that solve Problem 2 are unstable points, as classified by a linearized stability analysis. The 
dynamical systems approach [2] would therefore only be able to compute one of them. 
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4. CONCLUSIONS 
Conceptually, this paper has developed a way to solve certain noncooperative games and all 
polynomial optimization problems. Using complementarity theory and the first-order necessary 
conditions, a system of polynomial equations arises. Then, by using a homotopy approach, some 
very special solution paths are derived. Tracking these solutions paths, all the equilibria that 
solve the original game or all of the optimal solutions of polynomial optimization problems are 
obtained. 
Computationally, this paper reports on 29 test problems, as well as the number of function 
evaluations required by algorithms to obtain certain absolute rrors. For the most part, HOM- 
PACK/POLSYS required a very large number of function evaluations; however, these solutions 
were computed with the assurance that all possible solutions were found. Indeed, the authors of 
many earlier results report only one attempt: starting at one point and finishing at one solution. 
There is one path of the POLSYS run that is connected to the solution. However, one does not 
know which one it is in advance. 
It seems impossible to determine which mode of POLSYS (00, 01, 10, 11) is the most efficient in 
terms of number of average function evaluations. On average, the 00 mode path was the longest 
and the 11 mode was the shortest; however, this was not true for every single test problem. 
More research is needed in order to make the differentiable homotopy approach more efficient. 
The best performance of HOMPACK/POLSYS when compared to the best performance of non- 
linear programming software (see problems 1-10) is 9 to 3203 times more expensive in terms 
of function evaluations per solution. Some provable early cutoff criteria for paths seems to be 
required in order for the approach to be useful on practical problems. Another contribution to 
efficiency would be a method for reducing the number of paths that must be followed. Results 
obtained to date on these two approaches are preliminary but encouraging. 
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