Digital quantum simulations offer exciting perspectives for the study of fermionic systems such as molecules or lattice models. However, with quantum error correction still being out of reach with present-day technology, a non-vanishing error rate is inevitable. We study the influence of gate errors on simulations of the Trotterized time evolution of the quantum system with focus on the fermionic Hubbard model. Specifically, we consider the effect of stochastic over-rotations in the applied gates. Depending on the particular algorithm implemented such gate errors may lead to a time evolution that corresponds to a disordered fermionic system, or they may correspond to unphysical errors, e.g., violate particle number conservation. We substantiate our analysis by numerical simulations of model systems. In addition we establish the relation between the gate fidelity and the strength of the over-rotations in a Trotterized quantum simulation. Based on this we provide estimates for the maximum number of Trotter steps which can be performed with sufficient accuracy for a given algorithm. This in turn implies, apart from obvious limitations on the maximum time of the simulation, also limits on the system size which can be handled.
I. INTRODUCTION
Quantum devices designed to simulate quantum systems have come a long way since first ideas were formulated decades ago [1] [2] [3] [4] . Impressive progress was demonstrated in recent experiments with, e.g., ultra-cold gases [5] [6] [7] , trapped ions [8] [9] [10] [11] , or superconducting circuits [12] [13] [14] [15] [16] . While it is the goal to simulate large systems which cannot be investigated by classical means, so far most experiments are still in a proof-of-principle state. Scaling to larger simulators, i.e., a higher number of qubits, is feasible [17] . But there still remain the problems due to decoherence and errors when executing the quantum algorithms. Quantum error correction offers a route to resolve the issue of decoherence [18] , and qubits with fidelities at the threshold for the implementation of quantum error correction have been demonstrated [19, 20] . But at present the number of qubits required for full quantum error correction appears prohibitive [21, 22] .
In a situation where only small-size and imperfect quantum simulators are within reach, it is crucial to gain a better understanding of the effect of errors on their performance. For some examples, methods to estimate the quality of quantum simulators with errors have been suggested [23, 24] , and proposals for error reduction exist [25, 26] . However, all in all it remains largely unexplored how errors will affect the results of quantum simulations, and even whether the results obtained in this way have a physical meaning [27] .
In this paper we evaluate the effect of gate errors on digital quantum simulations. Digital simulations are highly valued due to their wide range of applicability [28] [29] [30] , e.g., for quantum chemistry or many-body physics. Specifically, we study simulations of fermionic systems, such as the Hubbard model, which are widely considered to be prime targets of quantum simulations [31, 32] . In a digital quantum simulation the time evolution operator of the system is evaluated by splitting the Hamiltonian into parts acting in smaller subspaces via the Trotter expansion and, instead of a continuous time evolution, the simulator implements a succession of short-time Trotter steps. This short-time evolution in the appropriate subspace is then simulated by an algorithm based on a sequence of quantum gates which are available on the hardware level. The quality of the Trotter expansion requires very short time steps, and hence a very large number of gates [33] . It cannot be avoided that the gates are subject to some errors. Even if they are small for each individual gate, due to their large number a substantial error will accumulate, and the gain from implementing finer time steps will be limited [34] .
In addition, we address the question whether gate errors in a digital quantum simulation have a physical meaning. Generally, the exact form of gate errors is not well known. Standard gates perform a rotation of the many-qubit state. We, therefore, model the gate errors as over-rotations (or under-rotations). For such gate errors we show that the simulation, rather than modeling the time evolution under the original Hamiltonian H, models the time evolution under an effective Hamiltonian H + δH. The added term δH is proportional to the strength of the over-rotations; its specific details depend on the chosen algorithm. We show that it often can be in- The structure and message of this paper: A (fermionic) system with Hamiltonian H is simulated through digital quantum simulation based on Trotterization of the time evolution. Gate errors in the steps of this algorithm arise in the form of over-rotations with strength related to the fidelity of the gates. The resulting "faulty algorithm" is then -within the Trotter approximation -equivalent to the simulation of a system with Hamiltonian H +δH. We evaluate the structure of δH. It is sensitive to the specific algorithm and often describes disorder.
terpreted as a disorder term. However, other algorithms may introduce contributions δH such that the physical properties of the effective Hamiltonian are very different from the original one.
The magnitude of the over-rotation can be related to the gate fidelity. Specifically, as shown in Appx. A, an over-rotation by an angle δϕ reduces the minimal gate fidelity F min (i.e., the fidelity minimized with respect to all possible input states) to the value F min = cos(δϕ). Reversing this relation, |δϕ| ≈ 2(1 − F min ), shows that the fidelity has to be very close to 100 % to keep the gate errors small. Typically the over-rotation angles are stochastic variables. Assuming that in independent runs of the experiment the over-rotations vanish on average with a given variance Var(δϕ), we find for the average minimal fidelity F min = 1 − Var(δϕ) 2 /2. It is this quantity which would be analyzed in an experiment.
We find the extra contribution to the Hamiltonian introduced by the errors scales as |δH| ∝ nVar(δϕ), i.e., it increases proportional to the number of Trotter steps n. Note that this unfortunate property is a consequence of the fact that the gate errors happen in each Trotter step and do not get weaker if one chooses shorter time steps. In addition, with increasing system size one has to perform an increasing number of gates per Trotter step. Labeling the number of gates that contribute a disorder term per Trotter step by M (as we discuss below this is roughly the number of two-qubit gates per Trotter step), we arrive at the following limitation
Note that this is a worst-case estimate. Depending on how errors of various gates add up, the number M could effectively be much smaller. This is discussed in more detail in Sec. IV C. The present paper is organized as follows: In the following section we will state our model assumptions and explain how gate errors in a digital quantum simulation effectively lead to a time evolution under a modified Hamiltonian. Fig. 1 gives a structural overview of our approach and findings. Thereafter we illustrate the method and results by considering a model system. We show that different choices of the algorithms lead to different effective Hamiltonians. We substantiate our findings by a numerical analysis of a minimal model system for several error strengths which we compare to present-day experimentally achieved gate fidelities. We also study the trade-off between between a finer Trotterization, i.e., less Trotter expansion error, and the resulting necessity to run more faulty gates, i.e., more impact through gate errors. Finally, we add some comments on the effect of errors in the adiabatic state preparation. We conclude with a summary and outlook.
II. MODEL AND METHOD

A. Assumptions
To be able to make quantitative predictions we have to specify the method used in the digital quantum simulation and the specific nature of the gate errors. Our primary assumptions and approximations are the following:
(i) The only type of errors in gates are over-rotations.
(ii) We consider algorithms based on the Trotter expansion. The strength (i.e., variance) of the gate errors is such that, in comparison, second order contributions in the Trotter expansion can be neglected.
Additionally we assume -although this could be easily generalized:
(iii) Errors in single-qubit gates can be neglected as compared to those occuring in gates between two or more qubits.
(iv) The over-rotations in each gate are independent and may vary with time.
By assumption (i) we imply that the needed gates are performed with the correct interaction between qubits, but there is, e.g., an uncertainty in the interaction time [35] . Since a gate (expressed as an exponential of Pauli operators or products thereof) can be seen as a rotation of the state of the qubit register, an error causes an over-rotation (or under-rotation). We also imply that the needed interaction is realized intrinsically as a physical interaction on the hardware-level, or that the gate (e.g., an off-axis rotation) can to be decomposed into several intrinsic gates. In such cases the over-rotations in individual gates, in general, cannot be combined to an over-rotation in the composite one. More explicitly, we write the gate as an exponential e iϕA , with an dimensionless operator A with unit norm, ||A|| = 1 where || · || denotes the standard induced operator norm, 1 characterizing the type of interaction of the gate, and an angle ϕ. For example, for an iSWAP gate between qubits j and k, one has A = σ
(where σ ± j,k are the ladder operators of the qubits j, k) and ϕ = π/2. An over-rotation is characterized by an addition δϕ to the angle, such that the faulty gate is e i(ϕ+δϕ)A . Assumption (ii) implies bounds for δϕ. We restrict ourselves to algorithms simulating the time evolution under a Hamiltonian H, or in general H(t), making use of the Trotter expansion. It assumes that the time evolution operator during time 0 ≤ t ≤ τ is broken into a product of a large number of n short segments of length τ /n (which is a way to assure the proper time order in the time-evolution operator). It further exploits that the usually complicated many-body Hamiltonian H can be decomposed into N parts, H = N j=1 H j , each acting in a much reduced Hilbert space. If the Hamiltonian does not depend on time we have
The generalization to a time-dependent Hamiltonian is obvious. Above we introduced g = max j ||H j ||, the largest energy scale of the Hamiltonian. If the number of Trotter steps is chosen sufficiently large, such that gτ n 1, the first order Trotter expansion is sufficient. If each H j can be implemented and controlled individually by the hardware of the quantum simulator, one is able to simulate the time evolution up to the time τ in this way.
Rewriting the exponents in Eq. (2) 
In this case, order O(δϕ 2 ) terms and products between δϕ and gτ n can be neglected inside a Trotter step, consistent with the Trotter approximation. 1 The normalization does not fix the angle of rotation but imposes an upper bound to it. Consider Pauli operators σ + σ − and σ z : Even though ||σ + σ − || = ||σ z || = 1, the first operator rotates half as much as the second, since
. Below we ignore such constant factors (and global phases). A more thorough definition of A is given in Appx. A.
The optional assumption (iii) is motivated by the observation that single-qubit gates usually have a significantly better fidelity than two-qubit gates, which are more difficult to optimize [19, [36] [37] [38] [39] . Furthermore, we note that, e.g., the Hubbard model with equal on-site energies can be simulated using only two-qubit gates. Single-qubit gates are needed if only a limited set of two-qubit gates are available. For example, if the hardware allows for XX interaction between qubits, on can, with additional single-qubit rotations, also implement a ZZ interaction. Such XX interactions arise, e.g., between nearest-neighbor capacitively coupled transmon qubits [13, 40] , or similarly in trapped-ion architectures [41] . All conclusion drawn in the following would not change if an assumed interaction would involve additional (error-free) single-qubit gates.
As expressed by assumption (iv) we allow the gate errors to vary with time. In the numerical simulation performed below we assume that the errors are normaldistributed with zero mean. Particularly, we will investigate the effect of errors which are averaged over different runs of an algorithm, each one performed with a different realization of the (random) errors. However, we should note that at no point in our discussion this is strictly necessary. A constant error will lead to a constant perturbative correction to the Hamiltonian, which can be estimated. On top of it, it should be possible to reduce the effect of constant errors more efficiently.
B. Method
With the assumptions specified, we are now ready to analyze the effects of gate errors due to over-rotations. There are two distinct cases: 2) with ||A (1,2) || = 1. For simplicity of the notation in the following we assume g 1 = g 2 = g. Also note that the following discussion is easily generalized to a situation with more terms. In this first, simple case, we further assume that the quantum simulator allows performing directly -with the available hardware by single gates -the Trotter steps arising from the interactions A (1, 2) . In this case, the simulation of the time evolution under H is based on the Trotter expansion,
Gate errors due to independent over-rotations δϕ (1,2)m during the m th Trotter step lead to the modification
In the last step we made use of Eq. (3). Comparing to the time-dependent generalization of Eq. (2), we find that the over-rotations lead to the simulation of the time evolution under an effective Hamiltonian H + δH(t), where
with δϕ (1, 2) 
. We note that the contributions from the errors scale linearly with n, i.e., they become larger when the Trotterization is based on more, finer steps. Therefore, as noted in Ref. [34] , the gain from a finer Trotterization is limited. On the other hand, we note that the corrections are still small compared to the largest energy scale of the original Hamiltonian,
Case 2: The situation is more complex if an interaction, e.g., A 1 , cannot be implemented directly by gates available on the hardware-level of the quantum simulator and a decomposition involving additional two-qubit gates is required. They are also subject to errors due to over-rotations. An example could be a chain of qubits with only nearest-neighbor XX-couplings. To simulate a Hamiltonian with XX interactions between next-nearest neighbors one needs to introduce, e.g., swap gates before and after the available nearest-neighbor XX interaction. Other examples for this scenario are simulations which require gates such as CNOTs, iSWAPs, etc.
Let us assume that a Trotter step with interaction A 1 is decomposed as
where B 1 and C ( ) can be implemented on the hardware level. Again we choose ||B 1 || = ||C ( ) || = 1, and the angles |ϕ ( ) | are typically of order O(1), i.e., much larger than gτ n . It is more difficult to treat gate errors now. Commutators between exponentials with exponents of order O(δϕ) of the gate errors and exponential with exponents of order O(1) have to be taken into account.
To calculate these commutators, we use the relation
where for later convenience we introduced the notation Ad e X (Y ) = e X Y e −X for the adjoint representation. It follows that
Errors due to over-rotations, δϕ, δϕ 1 , δϕ , in the gate (7) will enter in each of the three exponents. To evaluate their effects we use the above relations to commute the errors out of the original gate decomposition and arrive
All the exponents are now of order O( gτ n ) such that commuting of the exponentials contributes negligible errors of order O(( gτ n )
2 ). Hence, we can employ the Trotter expansion (2) and find the effective time-dependent Hamiltonian H + δH(t) that is simulated, with
The presented scheme can be applied iteratively for higher stage gate decompositions. Therefore, it is a scalable approach where algorithms can be analyzed piecewise.
The non-trivial addition as compared to Case 1 is the term Ad e iϕC (B 1 ) = e iϕC B 1 e −iϕC . One may evaluate this by using Hadamard's lemma (related to the BakerCampbell-Hausdorff formula):
However, since in the Trotter expansion we commute quantum gates, the exponentials often have simple representations in terms of Pauli matrices. Hence, the product e iϕC B 1 e −iϕC can be calculated by expressing e ±iϕC and B 1 in terms of Pauli matrices. This is evident for B 1 , since it describes an interaction between qubits, but also for e iϕC , which might be a quantum gate like CNOT, (i)SWAP, CZ, and so forth.
We have now established our method to treat gate errors in a digital quantum simulation. In order to render the description less abstract we will apply it in the next section to an example algorithm. We will explicitly show the structure of δH that is generated by the different parts of the algorithm.
III. FERMI-HUBBARD MODEL
A. Fermi-Hubbard model with spin-flip interaction
For illustration we will investigate now in detail the Fermi-Hubbard model for a small system consisting only of two degenerate sites including spin-flip interaction.
This minimal model already allows us to illustrate the important issues. The Hamiltonian is
where c ( †) j,s stands for the fermionic annihilation (creation) operator of site j with spin s. The on-site interaction energy is U , the hopping element between the sites is t 1 , and spin-flips on each site occur with amplitude t 2 . We map the fermionic system on a system of spins/qubits via the Wigner-Jordan transformation. Because of the spinflip interaction in addition to the hopping this mapping is non-trivial [13] even for the small (one-dimensional) system considered.
To proceed we first relabel the fermionic operators,
and map them on Pauli matrices σ x,y,z and the ladder operators σ ± = 1 2 (σ x ±iσ y ) via the Jordan-Wigner transformation
The transformation introduces a product of σ z operators, which we call in the following Jordan-Wigner string. The Hamiltonian thus becomes
We consider the situation where the hardware allows for XX and ZZ interactions between each pair of qubits (note that the two are related to each other via singlequbit gates, which by assumption are free of errors). In this case every term in H can be realized by a twoqubit gate, except for the non-local terms −t 2 σ
, which need to be decomposed into multiple two-qubit gates.
B. Algorithm and effects of gate errors
We implement the time evolution of the Hamiltonian (16) by a Trotter expansion, where the gates needed for one Trotter step are depicted in Fig. 2 . It involves two-qubit gates labeled U, which account for the on-site interaction, two-qubit gates labeled t 1 for the hopping terms, and a two-qubit gate t 2 which implements the first part of the spin-flip interaction. The non-local terms of U gates. The first U gate in Fig. 2 has the representation
where we introduced indices indicating that the interaction occurs between qubit one and four. We allow for over-rotations,
This scenario is covered by Case 1 of Sec. II B, and we easily find the contributions to the Hamiltonian that will actually be simulated in the presence of over-rotation,
and likewise for the second gate U 2,3 . t 1 and t 2 gates. The t 1 and t 2 gates of the algorithm in Fig. 2 apply similar transversal interactions. Analogously to the case of U gates, we label them t 1,2 , t 3,4 , and t 2,3 , where the first two have amplitude t 1 while the third has amplitude t 2 . For instance we have
The four-qubit gate t 2 can be decomposed into a twoqubit t2 gate and additional CZs accounting for the JordanWigner string.
The gate t2 gate and the error δt2 are analyzed by writing the identity as a string of virtual CZ gates..
Again we are in the situation of Case 1 of Sec. II B, i.e., gate errors lead to contributions of the form
and likewise for the gates t 3,4 and t 2,3 .
t 2 gate. The t 2 gate falls into the scope of Case 2 of Sec. II B. We assume that the hardware allows performing two-qubit ZZ and XX gates between the qubits. But, the four-qubit gate t 2 has to be decomposed. One possible decomposition is shown in Fig. 3 . A t 2 gate is introduced between qubits one and four, and the JordanWigner strings are implemented with strings of controlled Z gates.
The controlled Z gates can be treated easily even in the presence of gate errors. It holds that a CZ gate between the control qubit j and the target qubit k has the form
The CZ gates are diagonal and commute among each other. Hence, over-rotations are trivially shifted to the left and right of the original gate composition and contribute to the simulated Hamiltonian with terms of the form
Errors in the t 2 interaction can be analyzed by using Eq. (10) and evaluating the adjoint. However, in the present case there exists an easier approach: We label the gate errors δt 2 and use the fact that CZ how this implements Jordan-Wigner strings for δt 2 such that it transforms to a gate δt 2 analogously to the transformation t 2 → t 2 . Hence, the Hamiltonian effectively simulated is
Adding up the various contributions discussed in this subsection, we find that due to the effect of over-rotations we effectively simulate a disordered Hamiltonian. The structure and strength of the over-rotations of each gate in each Trotter step can be determined experimentally by examining each gate individually beforehand. With this knowledge one can interpret the results of the simulation such as, e.g., the spectral resolution.
C. Scaling up to a larger system
In this subsection, we comment on an issue that emerges when one tries to scale up the presented model system. A potential drawback of the implementation of Jordan-Wigner strings involving CZ gates (see Fig. 3 ) are interactions between qubits that are far apart in the circuit. In devices where, e.g., qubits are arranged in chains with nearest-neighbor interaction only, this becomes tedious.
Jordan-Wigner strings using CNOTs. A possible solution is to employ instead of CZs the gates CNOT, as depicted in Fig. 5 . Unfortunately, as we will demonstrate this has also specific disadvantages. For example, in a circuit with ZZ and XX interaction the CNOT requires an XZ-type mixture of these interactions. This can be achieved by adding extra single-qubit gates, which are assumed to have a negligible error. However, unlike CZ gates, the CNOT gates do not commute among each other. A CNOT with control and target qubit j and k can be written in the form
Consider a chain of CNOTs in an array of m qubits as depicted in Fig. 6 . We allow for an over-rotation δϕ in the rightmost gate, which we would like to commute to the far left. This requires an analysis as discussed in Case 2 of Sec. II B. We commute the error gate by gate using Eq. (9). The first commutation yields the exponent Ad CNOTm−2,m−1 (iδϕσ
Commuting this result one gate further gives a term
We can iteratively continue this process until we commuted the error to the far left. In a time evolution algorithm we see that this error contributes on the Hamiltonian level as
with the nested operator Σ ± m−1 defined via Σ
2 (for integers j ≥ 2). Although it turned out to be more tedious than with the use of CZ chains, we succeeded to analyze overrotations in Jordan-Wigner strings by using CNOT gates, and we could write down the spin Hamiltonian that is simulated in the presence of gate errors. However, it is now problematic to transform back into a fermionic representation. For this purpose we can apply the inverse Jordan-Wigner transformation σ However, we will end up with a product of many fermionic operators in the effective Hamiltonian, which raises the question about the meaning of these terms.
Up to this point, gate errors only introduced disorder terms that are of the same form as terms which were already contained in the Hamiltonian. Hence, the physical meaning was clear; we were effectively simulating a disordered system. In the case of CNOT gates, errors take us out of the scope of either hoppings t jk c † j c k (including spin flips) or interactions V jklm c † j c † k c l c m . Instead, we introduce effective interactions between many sites. Specifically, these terms contain an uneven number of fermionic operators and -unlike the original Hubbard model -violate particle number conservation.
Because of this problem we suggest an alternative solution to the modeling of CZ gates between far distant qubits. iSWAP chains. An alternative approach to deal with a controlled Z where control and target are far apart is by inserting ±iSWAPs as displayed in Fig. 7 . Doing so will not alter the form of the contributions to the Hamiltonian that stem from errors in the CZ gates which are discussed above. This can be seen by applying additional ±iSWAPs (similar to Fig. 4) .
Novel contributions arise when we introduce overrotations in the iSWAPs. An iSWAP between qubits j and k can be written as
Analogously to the case of CNOT chains we consider a chain of iSWAPs as shown in Fig. 8 . We allow for an over-rotation δϕ to the rightmost gate and, according to the method explained in Sec. II B (Case 2) commute it to the far left. Again, we commute the error gate by gate using Eq. (9). The first commutation yields
Proceeding iteratively until the error is shifted to the far left, one obtains the effective contribution to the simulated Hamiltonian,
At first glance this looks like a complicated product of many operators, but after transforming it into fermionic language,
one finds that the gate errors contribute hopping terms of the form t jk c † j c k to the effective Hamiltonian. Analogous results follow in a chain of -iSWAP gates when swapping back. This means that in the case of faulty iSWAPs we again introduce disorder to the simulated Hamiltonian. While the original Hamiltonian may not include a corresponding term for every pairing (j, k), the additions can then be interpreted as additional transitions. Particularly, unlike in the case of CNOT chains, we have a physical understanding of the contributions in the effective Hamiltonian due to over-rotations.
IV. NUMERICAL ANALYSIS A. Verification of the method
The minimal model we have chosen is also suitable for a numerical analysis. For this purpose we choose in the Hamiltonian (16) the following parameters: U = t 1 = t 2 = g and evaluate the time evolution of the initial state |ψ(t = 0) = c † 2 c † 1 |0 , where |0 is the vacuum state, up to the time τ = 1000/g. From that we calculate the excitation of the first state n 1 (t) = c † 1 (t)c 1 (t) and its Fourier transform n 1 (ω) . The time evolution is calculated in several ways:
(1) We use a Trotter expansion according to the algorithm depicted in Fig. 2 , with the t 2 decomposition using CZ gates (see Fig. 3 ). We Trotterize the time evolution with a fine step size gτ n = 0.05. After each Trotter step we evaluate n 1 (t) , such that every step defines a time slice. In each Trotter step we apply random overrotations to each gate, which are normally distributed with zero mean and different values of the variance.
(2) We use the effective disordered Hamiltonian H + δH, with H from Eq. (16) and the disorder terms δH(t) derived in Sec. III B. We take the same time slices as in (1), and also the time-dependent disorder is chosen in accord with the over-rotations in the respective Trotter steps.
(3) For comparison we also calculate numerically exact the discretized time evolution under the error-free Hamiltonian H.
In Fig. 9 we plot the result for a single run of the time evolution, where the random gate errors have a variance Var(δϕ) = 1 2 gτ n . On the left, a part of the Fourier spectrum n 1 (ω) is shown. The green sharp peak corresponds to the ideal time evolution without errors. Note Under the orange line is a slightly deviating blue line representing the time evolution using the effective Hamiltonian H + δH(t). In the right panel the difference ∆ n 1 (ω) between faulty algorithm and effective Hamiltonian calculation is shown on a much finer scale.
that the peak is artificially broadened; n 1 (t) is calculated and multiplied by a Gaussian window function to ensure better convergence of the applied fast Fourier transform. In orange one can see the distorted spectrum calculated using the Trotter expansion with gate errors (according to (1)). It strongly deviates from the ideal result since we have chosen a rather strong disorder. The orange line lies nearly on top of a blue line which represents the result following from the effective disordered Hamiltonian H + δH(t). The small difference ∆ n1(ω) between faulty algorithm and effective Hamiltonian with disorder is depicted on the right panel (note the difference in the vertical scale). The comparison shows the validity of the description of the faulty algorithm by an effective disordered Hamiltonian.
While for the considered strong gate errors we find a strongly fluctuating distorted result for a single run, averaging over many runs with different random overrotations produces smoother results. Fig. 10 shows the averaged result n 1 (ω) for different variances of the normally distributed errors. In green we depicted again the ideal spectrum (see above), in orange we show the result of the Trotterization with gate errors. After averaging, the description by the effective disordered Hamiltonian and by the Trotterization yield numerically indistinguishable results. As one could expect, we find a broadening of the ideal spectrum, where the broadening grows with the error variance. In the plot with the weakest overrotations, an order of magnitude lower than the Trotter step size, we find little additional widening of the spectrum.
The numerical analysis showed us that for strong statistical over-rotations in the algorithm the results for individual runs lead to a very distorted spectrum, but averaging over several runs yields a spectrum showing features equivalent to broadening by disorder. Overall we find that gate errors in the algorithm by over-rotations is , the orange ones show the results of the faulty algorithms. In this case, calculations based on the effective disordered Hamiltonian yield indistinguishable results. We find a broadening of the spectrum which scales with the strength of the over-rotations and corresponds to disorder.
well described by an effective Hamiltonian with disorder as derived in Sec. II B even for large gate errors.
B. Comparison of different implementations
We continue with the same model system as in the previous subsection and investigate how gate errors in the different implementations of the Jordan-Wigner string discussed in Sec. III C, using either CNOTs or CZs with iSWAPs, influence the results. As discussed above we are prepared to discover different physics. We also vary the Trotter step size, as the simulated disorder δH grows linearly with the number of Trotter steps (see Eqs. (6), (11), and Sec. III).
For the comparison we consider the spatial variance of excitations (i.e., charge), σ 2 (t) , with
and we chose r 1 = 0, r 2 = r 4 = 1, and r 3 = 2.
2 This quantity tells us how 2 Note that this choice for r i represents the minimal number of hoppings to get an excitation from orbital one to orbital i. Applied to the minimal Hubbard model (with spin) discussed earlier one might choose the site locations r 1 = r 4 = 0, r 2 = r 3 = 1. The qualitative conclusions remain unchanged. far excitations in the system are spread out and thus is related to charge diffusion [42, 43] .
The time evolution under the Hamiltonian (16) is simulated with parameters as chosen before U = t 1 = t 2 = g, but for the initial state |ψ(t = 0) = c † 1 |0 , i.e., qubit with number 1 is excited and the other ones are in their ground states. We plot σ 2 (t) over t/g, i.e., the averaged result over many runs with random gate errors (normally distributed with zero mean). In this simulation, the errors are chosen to be quasi-static, i.e., for each run a random over-rotation is chosen (for each gate) which does not vary for the Trotter steps, but different runs have different over-rotations. Quasi-static errors are a reasonable noise model for superconducting qubits where the noise spectrum is dominated by low frequencies [44] . The variance of the over-rotations Var(δϕ) and the Trotter step size gτ n are varied. Fig. 11 shows the results. The dashed green line shows the error-free analytic result, where an excitation spreads out through the system but then oscillates back due to the finite system size.
The orange line represents a faulty algorithm using CZ and iSWAP gates for the Jordan-Wigner string (see Sec. III C). The induced disorder results in a damping of the oscillation after averaging, i.e., it induces decoherence. The blue line displays the result of a faulty algorithm using CNOT gates for modeling the Jordan-Wigner string (see Sec. III C). As expected from the results of Sec. III C, in this algorithmic implementation the over-rotations lead to physics which differs from that produced by other algorithms. While we find damping in all cases, the line converges towards a different value.
3 This is a direct result of different emerging physics from different kinds of faulty gates; the implementation using CNOTs violates particle conservation and the system makes a transition from having a single excitation in it towards half filling. The transition is due to the disorder which randomly excites or relaxes qubits which can be seen as σ 2 = 1 2 for half filling. This illustrates how the choice of algorithm may affect the results of a digital quantum simulation without error correction.
Another aspect illustrated in Fig. 11 is the fact that under the influence of gate errors it is -up to a certain point -advantageous to reduce the number of Trotter steps and thus of the gate numbers. The disorder of the effectively simulated Hamiltonian scales with their number (see Eqs. (6), (11), and Sec. III). On the other hand, a coarse Trotterization leads to a large error from the Trotter decomposition. Hence, there is an optimal number of Trotter steps to minimize the simulation error [34] . One should keep in mind that a finer Trotterization requires higher gate fidelities.
C. Gate fidelity and adiabatic state preparation
We conclude this section with two remarks: One about the gate fidelities corresponding to the errors in the above numerical simulations, the other about adiabatic state preparation [45] under the influence of disorder.
The Trotter step size is opted artificially and the (hardware-dependent) gate error magnitude does not scale accordingly which is why both have to be compared. The error-induced disorder scales linearly with the number of Trotter steps n (see Eqs. (6), (11), and Sec. III). Note, that this result is independent of the time dependence of the over-rotations δϕ(t), hence, the time dependence of the disorder. Random gate errors with zero mean in each Trotter step influence the simulation, e.g., through damping, less severely than static errors. Regardless of the error type, the gate errors are scaled equally and their strength has to be compared with the Trotter step size.
In our numerical simulations, the variance of the overrotations Var(δϕ) was often chosen to be comparable to the Trotter step size gτ n and in that sense large. However, since we chose a small step size to ensure the Trotter approximation to be valid, the gate fidelities necessary for this magnitude of error are in fact very high. 3 Note that the apparent different strength of the damping is due to a different total number of gates in the algorithm. Fewer gates result in fewer disorder terms in the effective Hamiltonian. This discrepancy disappears if one scales for the number of gates accordingly.
The relation between the minimal gate fidelity F min and the strength of over-rotation is easy to compute: As argued in Sec. II A, the application of a gate can be seen as a rotation of the state vector. In the worst case, a state vector orthogonal to the axis of rotation is overrotated by an angle δϕ. In this case, the absolute value of the inner product between ideal state vector and overrotated state after the application of the gate is cos(δϕ) (state vectors have unit norm). For a derivation of this see Appx. A. In the above numerics of Sec. IV A and Sec. IV B we used, e.g., Var(δϕ) = 0.025 and Var(δϕ) = 0.0125, which corresponds to a averaged minimal gate fidelity F min of 99.969 % and 99.992 %, better than the values reached by present-day devices [19, 20] .
Let us investigate the situation for a gate fidelity of 99.0 %. This corresponds to a variance of overrotations of Var(δϕ) = arccos(0.99) ≈ 0.142. Looking at Eqs. (6), (11), and Sec. III one finds that the disorder terms are scaled with 1 n for increasing n. Accordingly, the number of Trotter steps is very limited for current experimental gate fidelities [34] . In fact, for the algorithm of the previous subsection (Sec. IV B) we found that a gate fidelity above 99.99 % is necessary to allow for enough Trotter steps while not producing an overdamped result.
As explained in Appx. A, the magnitude of overrotation can be expressed as |δϕ| = arccos(F min ). The absolute value |δϕ| is in fact a metric called the Bures metric. In our error model it is a much more useful measure for gate errors, since it linearly contributes to the strength of disorder in the effectively simulated Hamiltonian, and can be compared meaningfully with the Trotter step size gτ n . The minimal gate fidelity F min is an unintuitive measure, as illustrated in Fig. 12 : It holds that |δϕ| = arccos(F min ) ≈ 2(1 − F min ) for F min ≈ 1. The diverging slope of the square root requires F min to get increasingly close to one to further reduce the disorder strength of the effective Hamiltonian.
Averaging over a normally distributed δϕ with zero mean we find
where we denote F min the averaged minimal gate fidelity. With this we can derive an estimate for the maximum number of Trotter steps for a given algorithm and gate fidelity: As mentioned above as well as in Eqs. (6), (11), and Sec. III, the disorder terms in the Hamiltonian are of magnitude On the left is the over-rotation magnitude |δϕ| plotted over the minimal gate fidelity Fmin of an over-rotated gate. The steep slope of |δϕ| = arccos(Fmin) ≈ 2(1 − Fmin) as Fmin approaches one requires gate fidelities to be very high for the disorder in the effectively simulated Hamiltonian to be sufficiently low (the disorder strength scales linearly with |δϕ|). The right plot shows the total number of faulty gates M n that can be run for a given average minimal gate fidelity Fmin according to Eq. (35) . M is the number of faulty gates per Trotter step and n the number of Trotter steps. Using this rough estimate, one can see how fidelities have to be very high in order to allow for a large number of gates.
terms, i.e., M faulty (two-qubit) gates per Trotter step. The total disorder is therefore of magnitude The disorder strength should be (much) lower than the Hamiltonian energy scale g. If we again set τ ∼ 1 g , and use Eq. (34) for the over-rotation variance we arrive at
This yields an estimate for the maximum number of Trotter steps n, resp. the maximum total number of faulty (two-qubit) gates in an algorithm M n. It is a rough, worst-case estimate but suggests that gate fidelities should be well above 99.9 % to allow for a larger number of gates (see Fig. 12 ).
With the relation between gate fidelity and overrotations at hand, we also studied how adiabatic state preparation would perform with current state-of-the-art fidelities. Unfortunately, we found the time-dependent disorder induced by the gate errors to be very problematic during an adiabatic time evolution. During the adiabatic evolution the system is required to stay in an eigenstate while the system parameters are slowly changing (e.g., the interaction U is adiabatically turned on). Gaps in the spectrum protect from crossings to a different eigenstates as long as the time scale of the evolution is long enough. If the time evolution is influenced by disorder, crossings may occur if the energy scale of the disorder is comparable to the gap size in the spectrum. 4 Note that this estimate involves the triangle inequality ||
. It is therefore a worst-case scenario where all gate errors of independent gates add up adversely. The number M could effectively be much lower.
In numeric calculations we found that even very low disorder prohibits an adiabatic evolution to a final state with the correct properties. Due to the large number n of Trotter steps in a (slow) adiabatic time evolution, increasingly high fidelities would be needed to keep the disorder negligibly low, since it grows linearly with n (see Eqs. (6), (11) , and Sec. III).
Hence, we would suggest different approaches for the state preparation in a digital quantum simulation without error correction, e.g., variational approaches [46, 47] . These algorithms need significantly less gates than an adiabatic time evolution. The much lower number of Trotter steps required reduces the disorder introduced in the simulation. Furthermore, these approaches can generally mitigate gate errors [48] . It appears promising that variational methods could allow for efficient ground state preparation even with faulty gates.
V. CONCLUSION
In this work we analyzed the effect of gate errors on a digital quantum simulation, when the time evolution of a system with Hamiltonian H is evaluated using algorithms based on the Trotter expansion. We showed that gate errors due to over-rotations effectively introduce an extra term δH in the Hamiltonian, which in many cases can be interpreted as a disorder term. However, we also demonstrated that the nature of these contributions depends on the choice of the algorithms and that different algorithms may introduce different physics in a faulty simulation.
The method was then applied to an example system, a Fermi-Hubbard model with spin-flip interaction. The simulation of this model was translated into an algorithm based on various two-qubit gates. We showed that due to gate errors effectively a disordered fermionic system is simulated. This helps interpreting the results of quantum simulations without quantum error correction. The example also demonstrates how the effects of over-rotations depend on the choice of algorithms. For instance in the example of Sec. III B we showed that replacing CZ gates by a chain of CNOTs introduces unphysical multi-particle interactions violating particle conservation.
We also illustrated our findings by a numerical analysis of a small model system. We stress that the method can be extended beyond the small system. In such cases the algorithms can be performed and analyzed piecewise. In particular, the findings of Sec. III B are valid for a large class of Hubbard-like Hamiltonians with general hopping terms t jk c † j c k and density-density interactions V jk c † j c j c † k c k . This covers a wide variety of problems in quantum chemistry and solid state physics.
The method can also be extended to higher order Trotter expansions. For the second order expansion one has to require that over-rotations are restricted to |δϕ| ≤ ( gτ n )
2 . We established a connection between the over-rotation of gates and their fidelities in Sec. IV C. This enables us to quantify the strength of the disorder in the effective Hamiltonian for a given fidelity and Trotter step size. We have to conclude that fidelities as presently achieved in experiments impose severe limitations. The error rates should decrease by orders of magnitude to allow for a widely useful number of Trotter steps, without introducing too much disorder in the simulation. The induced disorder is particularly harmful to adiabatic state preparation.
Following Eq. (35), we find that gate fidelities of 99 % only allow for something like 10 gates to run in an algorithm. To reach of the order of 100 gates, fidelities should improve towards 99.99 %. We would like to stress again at this point that our modelling provides a worst-case estimate, and the possible maximum gate count could in fact be higher. For instance, the effective number of faulty gates M per Trotter step in Eq. (35) may be smaller than the number of two-bit gates. In addition, our estimates are based on the assumption that gate errors are solely caused by over-rotations. In reality, there is a variety of error sources that contribute to lowering the measured gate fidelities. Other sources of errors and a combination of different errors might lead to a different scaling behavior, especially when gates can, e.g., be run in parallel. While this does not make any difference in the case of over-rotations, it could greatly reduce the impact of decoherence. In addition, variational algorithms are promising for short term application due to their low number of necessary Trotter steps and their potential to mitigate errors.
Overall, we demonstrated that the effects of gate errors in a digital quantum simulation of (fermionic) systems can be understood on the level of modified Hamiltonians, and the strength of the contributions from errors can be quantified for a given Trotter step size and gate fidelity. This concludes our derivation. Note, that the overrotation magnitude |δϕ| = arccos(F min ) is in fact a metric, namely the Bures metric (resp. the Fubini-Study metric).
In an experiment δϕ is not fixed but rather a statistical variable. In this case it is sensible to consider the average minimal gate fidelity F min , i.e., the expectation value of F min for a given distribution of δϕ. 
