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We theoretically study exotic superconducting phases in graphenelike single-sheet material BC3
doped to its type-II Van Hove singularity whose saddle point momenta are not time-reversal-
invariant. From combined renormalization group analysis and RPA calculations, we show that
the dominant superconducting instability induced by weak repulsive interactions is in the time-
reversal-invariant p + ip pairing channel because of the interplay among dominant ferromagnetic
fluctuations, subleading spin fluctuations at finite momentum, and spin-orbit coupling. Such time-
reversal-invariant p+ ip superconductivity has nontrivial Z2 topological invariant. Our results show
that doped BC3 provides a promising route to realize a genuine 2D helical p+ ip superconductor.
PACS numbers: 03.65.Vf, 73.22.Pr, 73.22.Gk, 74.20.Mn
I. INTRODUCTION
Many exciting discoveries of topological quantum
states of matter[1] have been made in recent years, in-
cluding topological insulators protected by time-reversal
symmetry[2–4], quantum Hall effect in graphene [5,6],
and quantum anomalous Hall effect [7]. Nonetheless,
a class of intrinsic superconductors with fully-gapped
bulk excitations but robust gapless boundary excitations
dubbed as “topological superconductors” [8–10] have not
been unambiguously identified in nature even though
enormous efforts have been devoted into their discoveries.
Among them, the two-dimensional (2D) p+ ip supercon-
ductors are of special importance, including both chiral
and helical p + ip superconductors. The intrinsic chiral
p+ ip superconductivity is believed to exist in Sr2RuO4
[11–14]. The magnetic vortices of chiral p+ ip supercon-
ductor support Majorana zero modes [15,16], which obey
non-Abelian statistics [16,17] and which are believed to
be a promising tool for topological quantum computa-
tion [18,19]. However, evidence for Sr2RuO4 being a fully
gapped chiral p+ ip superconductor is still not definitive
[20]. As a close cousin of chiral p+ip superconductor, the
helical p + ip superconductor is time-reversal-invariant,
and supports helical Majorana modes along its boundary
[10].
Graphene [21,22] has attracted special attention as
candidate materials harboring unconventional supercon-
ductivity (SC) induced by electronic interactions [23,24]
when doped away from half-filling. In particular, at
about 1/4 electron or hole doping, the Fermi level is at
the Van Hove singularity (VHS) where density of states
(DOS) is logarithmically divergent and where it was pro-
posed in previous theoretical analysis that SC with d+id
pairing and relatively high transition temperature may
be induced by repulsive interactions [25–27]. Neverthe-
less, the arguably more interesting triplet p + ip pairing
was not reported there. It was pointed out recently by
two of us [28] that the absence of p + ip triplet pairing
in graphene at the VHS is mainly due to the fact that
its saddle point momenta K are time-reversal invariant
(TRI), namely K = −K. Such Van Hove saddle points
are called “type-I”. For systems at type-I VHS, triplet
pairing potential at saddle points must vanish due to the
Pauli exclusion principle; consequently, triplet pairing is
normally suppressed. The concept of type-II VHS was
introduced in Ref. [28]; for type-II VHS, Van Hove sad-
dle point momenta K are not TRI, namely K 6= −K. It
was shown that systems with type-II VHS are promising
arenas to look for topological p+ ip triplet pairings[28].
In this paper, we propose the BC3 doped to its type-
II VHS as a highly promising material to look for p+ ip
topological superconductivity (TSC). We construct an ef-
fective model of BC3 and perform renormalization group
(RG) analysis to investigate competing orders in BC3
at type-II VHS. We show that the dominant instability
is SC when considering weak repulsive interactions be-
tween electrons. Due to the type-II VHS and the result-
ing strong ferromagnetic fluctuation in about 1/8 doped
BC3, the triplet pairings are more favored than singlet.
The interplay between ferromagnetic fluctuation and spin
fluctuations at finite momenta yields p+ ip SC. More in-
terestingly, for BC3 with spin-orbit coupling (SOC), we
show that the helical p + ip superconductor with non-
trivial Z2 topological invariant is the leading instability.
This result obtained by RG analysis is consistent with
the one from calculations within random phase approx-
imation (RPA). We believe the graphenelike BC3 doped
to its type-II VHS could provide a promising arena to
realize genuinely two-dimensional helical p+ ip SC.
II. METHODS AND RESULTS
A. Material
BC3 is a graphenelike genuine 2D material as shown
in Fig. 1(a), which was successfully fabricated in exper-
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FIG. 1. (a) The atomic structures of BC3. The yellow
(light) circles denote the boron atoms while the brown (dark)
circles denote the carbon atoms. (b) The band structures of
BC3. The open circles represent the density functional results.
The red (dark) lines are the tight-binding band structures
calculated with t1 = 0.62eV and t3 = −0.38eV. (c) The FS
of doped BC3. The white areas denote the occupied states
while the blue (dark) areas represent the unoccupied states.
The saddle points highlighted in yellow (light) are connected
by the vectors ~Q1, ~Q2 and ~Q3.
iments [29]. We compute its band structure via density
functional theory [30,31] and the results are shown in
Fig. 1(b). Undoped BC3 is a band insulator with band
gap ∆g ∼ 0.5eV. With slight electron doping, the Fermi
level moves into the first conduction band which mainly
consists of the pz orbital of boron atoms [32]. It was
shown that doping may be achieved through chemical
absorption with lithium adatoms [33]. We use the num-
ber of electrons doped per site, namely x, to quantify the
doping concentration. With small x, the Fermi surface
(FS) consists three electrons pockets around M points.
At the critical doping xc ∼ 1/8, its FS goes through a
Lifshitz transition at which it has six saddle points inside
the Brillouin zone, as shown in Fig. 1(c). This is exactly
type-II VHS[28]. To the best of our knowledge, BC3 is
the first genuinely-2D material with hexagonal symmetry
which realizes type-II VHS. Previous first-principle cal-
culations indicate that the FS close to the type-II VHS
results in strong magnetic fluctuations[33]. In the limit
of weak interactions, it is known that SC is the leading
instability. As a close interplay between magnetism and
SC is expected, we investigate the phase diagram of the
system at type-II VHS as a function of interactions by ad-
dressing the following issues: (i) What kind of magnetic
ordering, if any, occurs in the doped BC3 when the repul-
sive interactions are relatively strong? (ii) What pairing
symmetry is in the superconducting phases of doped BC3
in the limit of weak interactions? (iii) What are deep
connections between the pairing symmetry and nature of
magnetic ordering in this system?
Because of the type-II VHS in the FS, ferromagnetic
fluctuations are expected to strong. As a consequence,
we expect that ferromagnetic magnetic ordering devel-
ops when short-range repulsive interactions are relatively
strong. When the interaction strength is below a criti-
cal value, the quantum fluctuations spoil the long-range
magnetic order and unconventional SC should emerge.
When the long-range magnetic orders are absent, the
magnetic fluctuations are strong in this system and peak
at ~Q = ~0 and ~Qi(i = 1 ∼ 3). Here ~Qi are visualized
in Fig. 1(c). These fluctuations could mediate attractive
interaction between quasiparticles and lead to unconven-
tional SC [34]. The pairing symmetry of resultant SC
depend on a subtle interplay between magnetic fluctu-
ations and on the crystal symmetry. According to the
point-group symmetry of BC3, SC can occur in s, px, py,
dx2−y2 , dxy, and f channels. Here px and py form a 2D
irreducible representation of the hexagonal system; con-
sequently they have degenerate pairing instability. The
same is true for dx2−y2 and dxy pairings. For such de-
generate pairing channels, we can show that the p + ip
pairing (d + id pairing) always has lower energy than
nodal p-wave pairing (d-wave pairing) because the FS
can be fully gapped by it (See Supplementary Material).
There are two types of triplet p + ip pairings, namely
chiral and helical p + ip pairings, which have degener-
ate energy when SOC is absent. Nonetheless, there is
only one type of singlet d + id pairing which is always
chiral. In summary, the possible pairing channels are s,
chiral p+ ip, helical p+ ip, chiral d+ id, and f . Among
them, the chiral/helical p+ ip and f channels are triplet
which are mediated by the spin fluctuation at ~Q = 0,
namely ferromagnetic fluctuations. The d+ id channel is
derived from the spin fluctuations at ~Qi(i = 1 ∼ 3). The
competitions between different spin fluctuations play a
decisive role in the competitions between different pair-
ing symmetries. Due to the type-II VHS in doped BC3,
the triplet channels are not suppressed. Consequently,
we can not neglect the ferromagnetic fluctuation as in
Ref. [25]; otherwise we will mistake the d+ id channel as
the leading instability. As we will show in the following,
the ferromagnetic fluctuation and spin fluctuation at ~Q1
mutually lead to the p+ ip pairings in doped BC3.
B. Model
We consider the following Hubbard model to describe
the main physics of the first conduction band:
H =
∑
ij
(tijc
†
iσcjσ +H.c.) +
∑
i
Uc†i↑ci↑c
†
i↓ci↓, (1)
where ciσ annihilates a pz electron of borons with spin
polarization σ =↑, ↓ on site i and U is the Hubbard in-
3teraction which mimics the short-range Coulomb repul-
sions. Here tij = t1, t2, t3 label effective electron hop-
pings between nearest, next-nearest, and third neighbor
boron atoms, which are mediated by carbon atoms and
their values are obtained by fitting the band structures
obtained from ab inito calculations. Here are optimized
parameters: t1 = 0.62eV, t3 = −0.38eV, and t2 is about
one order of magnitude smaller than t1 and t3. A neg-
ligible t2 is due to destructive interference between two
hopping loops, e.g. along two loops “3-4-5” and “3-8-7-
6-5”, as shown in Fig. 1(a). Hereafter we neglect t2 for
simplicity. The tight-binding band structures with opti-
mized hopping parameters are shown in Fig. 1(b), which
fits quite well with the one computed from the first prin-
ciple calculations. From first principles calculations, we
estimate that U ∼ 0.7eV.
C. RG analysis
In the limit of weak interactions, low energy physics are
dominated by electrons near the FS. Moreover, in a 2D
system at VHS, electrons near those saddle points dom-
inate the logarithmically divergent DOS. Consequently,
we consider only the fermions in the patchs around the
saddle points. With this approximation, the low energy
behavior of the system can be described by the effective
action in continuum limit:
S =
∫
dτd2r
6∑
α=1
∑
σ
ψ†ασ[∂τ − εα(i∂x, i∂y)− µ]ψασ
+
∑
αβγ
∑
σσ′
1
2
gαβγδψ
†
ασψ
†
βσ′ψγσ′ψδσ, (2)
where ψ†ασ creates an electron in patch α = 1, · · · , 6 with
spin polarization σ, εα represents electronic dispersions
in patch α, and µ = 0 describes the system exactly at
the Van Hove filling. Note that δ above is implicitly
determined from αβγ by momentum conservation. Note
that we neglect the SOC here because it is expected to be
weak in material consisting of such light atoms as borons
and carbons; but we shall consider it when we dope heavy
metallic atoms into the system.
The gαβγδ in Eq. (2) describes various interactions allowed by the symmetries of the system under consideration.
Because of the lattice symmetries of the hexagonal system BC3, there are totally only nine inequivalent interaction
parameters: g1 = g1441, g2 = g1436, g3 = g1425, g4 = g1414, g5 = g1313, g6 = g1331, g7 = g1212, g8 = g1221,
g9 = g1111. To investigate possible phase transitions as temperature decreases, we study how interactions flow using
RG equations derived from gradually integrating out electrons between a decreasing ω and the ultraviolet cutoff Λ[35].
We introduce dimension-less interaction parameters gαβγδ → ν0gαβγδ and derive the one-loop RG flow equation[36]
for this hexagonal system at the type-II Van Hove singularity as follows:
dg1
dy
= −d14pp(g21 + 2g21 + 2g23 + g24) + d14phg21 + 2d11ph(g4g9 + 2g6g7 + 2g5g8 − g1g4 − 4g6g8),
dg2
dy
= −2d14pp(g1g2 + g2g3 + g3g4) + 2d13phg2g6 + 2d12ph(g2g8 + g3g7 − 2g2g7),
dg3
dy
= −d14pp(2g1g3 + 2g2g4 + g22 + g23) + 2d12phg3g8 + 2d13ph(g3g6 + g2g5 − 2g3g6),
dg4
dy
= −2d14pp(g1g4 + 2g2g3) + 2d11ph(g4g9 + 2g5g7) + 2d14ph(g4g1 − g24),
dg5
dy
= −2d13ppg5g6 + d11ph(2g5g9 + 2g4g7 + g27 + g25) + 2d13ph(g5g6 + g2g3 − g25 − g23),
dg6
dy
= −d13pp(g25 + g26) + d13ph(g22 + g26) + 2d11ph(g7g8 + g5g9 + g4g8 + g5g6 + g1g7 − g28 − g26 − g6g9 − 2g1g8),
dg7
dy
= −2d12ppg7g8 + 2d11ph(g7g9 + g5g7 + g4g5) + 2d12ph(g7g8 + g2g3 − g27 − g22),
dg8
dy
= −d12pp(g27 + g28) + 2d12ph(g23 + g28) + 2d11ph(g1g5 + g5g8 + g4g6 + g6g7 + g7g9 − 2g1g6 − 2g6g8 − g8g9),
dg9
dy
= −d11ppg29 + d11ph(g24 + 2g25 + 2g27 + g29) + 2d11ph(g1g4 + 2g5g6 + 2g7g8 − g21 − 2g26 − 2g28),
(3)
where y ≡ log2(Λ/ω) is the flow parameter.
The above d-functions dαβpp = dpp(
~Pα + ~Pβ) and d
αβ
ph =
dph(~Pα − ~Pγ) are defined as dαβpp = 2ν0
∂χαβpp
∂y and d
αγ
ph =
2
ν0
∂χαγph
∂y , in which χ
αβ
pp ≡ χpp(~Pα + ~Pβ , ω) and χαγph ≡
χph(~Pα− ~Pγ , ω) are the susceptibilities of noninteracting
electrons in the electron-electron and electron-hole chan-
nels, respectively. Since these functions depend implicitly
on εα(the electronic dispersions in the patch α), we can
expand εα as εα(δkx, δky) = δkiδkj/(2mij)+O(δk
3) with
4δ~k = ~k − ~Pα [~Pα denotes the saddle point momentum in
patch α, as shown in Fig.1(c)]. We label eigenvalues of
the mass matrix mij as m1 and m2 (m1 ≈ 1.6eV and
m2 ≈ 1.2eV for BC3 at type-II VHS). The DOS per
patch ρ(ω) diverges logarithimcally: ρ(ω) ≈ ν0 log(Λ/ω),
where Λ is order of band width, and ω is the energy away
from VHS. ν0 is a numerical factor, which depends on the
band structure through ν0 =
√
m1m2/(4pi
2).
For ω  Λ, these non-interacting susceptibilities are
given by
χpp( ~Q3) ≈ a3 ν0
2
log2(Λ/ω), χph(~0) ≈ ν0 log(Λ/ω),
χpp( ~Q2) ≈ a¯ν0 log(Λ/ω), χph( ~Q1) ≈ aν0 log(Λ/ω),
χpp( ~Q1) ≈ a¯ν0 log(Λ/ω), χph( ~Q2) ≈ aν0 log(Λ/ω),
χpp(~0) ≈ ν0
2
log2(Λ/ω), χph( ~Q3) ≈ a3ν0 log(Λ/ω),
where ~Qi ≡ ~Pi+1− ~P1, a¯ and a are functions of the mass
ratio κ = m1/m2, while 0 < a3 < 1 depends on the de-
tails of dispersions around Van Hove saddle points. Note
that χph( ~Q1) and χph( ~Q2) have identical leading loga-
rithmical divergent behaviour, which is required by the
lattice symmetry of the hexagonal system we consider.
Similarly, χph( ~Q1) and χph( ~Q2) have identical leading
logarithmical divergent behaviour.
The detailed behavior of dpp and dph depends on
specifics of the band structure. Nonetheless, their have
the asymptotic forms: as y → 0, d→ 1 for all channels; as
y →∞, dph(~0)→ 1/√y, dph( ~Q1/2)→ a/√y, dph( ~Q3)→
a3/
√
y, dpp( ~Q3) → a3 and dpp( ~Q1/2) → a¯/√y. Fol-
lowing Refs. [25, 28, and 36], we model these d func-
tions using the following analytic forms: dph(~0) ≈ 1√y+1 ,
dph( ~Q3) ≈ a3√
y+a23
, dpp( ~Q3) ≈ 1+a3y1+y and dpp( ~Q1/2) ≈
a¯√
y+a¯2
and , all of which fulfill their asymptotic behav-
iors. The leading instability does not sensitively depend
on the values of a¯ and a3, which are order of one. Here-
after we assume a¯ = a3 = 1.0 for simplicity. dph( ~Q1)
and dph( ~Q2) deserve special attention since the paring
symmetry of superconductivity may sensitively depend
on which one of them has larger sub-logarithmic values
even though they have identical leading logarithmical be-
havior. So we employ an approximate analytic forms
for them: dph( ~Qi) ≈ a√
y+biy1/2+a2
(i = 1, 2), where bi
is introduce to describe the sub-logarithmic behavior of
dph( ~Qi) which determine the competition between p and
f -wave superconductors. If we set b1 = b2 = 0, namely
model them similarly as other d-functions, we would ob-
tain g1425(y) = g1436(y) for all y even though there is
no symmetry which dictates this property. Moreover, if
g1425(y) = g1436(y) for all y, p+ ip and f pairing are al-
ways degenerate, which is also not required by any sym-
metry of the system. Hereafter we consider finite but
different b1 and b2.
The interactions g1, · · · , g9 defined above have the
asymptotic behavior gi ∼ Giyc−y as y → yc. The sus-
ceptibility exponents for various types of broken sym-
metries can be expressed as the linear combination of
Gi. The susceptibility exponents for s-wave paring, p-
wave paring, d-wave paring, f -wave paring, spin density
wave (SDW) with momentum ~Q1 (denoted as SDW1),
SDW with vecQ2 (SDW2), ferromagnetism, charge den-
sity wave (CDW) with ~Q1 (denoted as CDW1), and
CDW with ~Q2 (CDW2) are given as:
γs = −2(G1 + 2G2 + 2G3 +G4)
γp = −2(G1 +G2 −G3 −G4)
γd = −2(G1 −G2 −G3 +G4)
γf = −2(G1 − 2G2 + 2G3 −G4)
γSDW1 = 2(G3 +G8) · dph( ~Q1, yc)
γSDW2 = 2(G2 +G6) · dph( ~Q2, yc)
γFM = 2(G4 +G5 +G7 +G9) · dph(~0, yc)
γCDW1 = 2(G3 +G8 − 2G2 − 2G7) · dph( ~Q1, yc)
γCDW2 = 2(G2 +G6 − 2G3 − 2G5) · dph( ~Q2, yc)
(4)
From the RG flow equations, we obtain the low en-
ergy effective interaction gαβγδ(y) and calculate suscep-
tibilities of various broken symmetries of the interacting
electrons. These susceptibilities show asymptotic form
χ ∼ (yc−y)−γ when y → yc. A positive exponent γ leads
to divergent susceptibility when y → yc, which indicates
the ordering tendency with decreasing temperature. The
most positive γ tell us the leading instability.
The interplays between magnetic fluctuations are mod-
eled with dph( ~Q1) and dph( ~Q2) in the flow equation. We
take an approximate analytic forms for them: dph( ~Qi) ≈
a√
y+biy1/2+a2
(i = 1, 2) [36,28]. The parameter a de-
scribes the extent of FS nesting and it determines the
competition between ferromagnetic spin fluctuation and
spin fluctuations at finite momenta. When the FS is per-
fectly nested, we have a→∞. As a result, the spin fluc-
tuations at ~Q1 and ~Q2 are maximized at dph( ~Qi)→ 1. In
such cases, singlet pairing is favored. If, on the contrary,
the FS nesting is weak, we would have small a and thus
reduced spin fluctuations at ~Q1 and ~Q2, which favors
triplet pairing. The bi (i = 1, 2) describe competition
between spin fluctuations at ~Q1 and ~Q2, since smaller bi
leads to stronger fluctuation dph( ~Qi). As we will show in
the following, this competition determines the competi-
tion between p + ip and f -wave pairing. Note that the
spin fluctuation at ~Q3 is not that essential in the sense
that it dose not affect the main physics we consider.
We proceed by addressing the instability of the FS in
doped BC3 as a function of Hubbard U . We obtain vari-
ous susceptibility exponents as a function of Hubbard U
for three cases with different a or bi parameters, as shown
in Fig. 2(a-c). The ferromagnetism is the leading instabil-
ity when the Hubbard U is beyond a critical value, which
is approximately 3eV in Fig. 2(a-b) and 5eV in Fig. 2(c).
For weaker U , the flow of interaction parameters always
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FIG. 2. (a)∼(c): The evolution of susceptibility exponents of
various types of broken symmetries as a function of Hubbard
U for three different choice of parameters: (i) a = 2.0, b1 =
0.025, and b2 = 0.075; (ii) a = 2.0, b1 = 0.075, and b2 = 0.025;
and (iii) a = 9.0, b1 = 0.025 and b2 = 0.075; (d): The phase
diagrams as a function of a and δb ≡ b1−b2 with b1+b2 = 0.1.
The results are calculated for U = 0.7eV.
favors superconducting phases, as expected and shown
in Fig. 2(a-c). For doped BC3, it was estimated that
U ∼ 0.7eV, which indicates the leading instability is SC.
The pairing symmetry depends on the relative
strengths among magnetic fluctuations at momentum
~0 (namely ferromagnetic spin fluctuation), at ~Q1, and
at ~Q2. To be relevant to BC3, we set the interaction
strength U = 0.7eV and obtain the phase diagram as a
function of a and δb ≡ b1 − b2, as shown in Fig. 2(d).
This phase diagram suggests that when a ≤ 8 (a > 8),
the spin fluctuations at ~Q1 and ~Q2 are weaker (stronger)
than the ferromagnetic fluctuation, which leads to triplet
(singlet) pairing. While the leading pairing symmetry of
the singlet pairing in the phase diagram is always in the
d+ id channel, that for the triplet pairings can be either
p + ip or f , which is determined by negative or positive
δb respectively. For the tight-binding model of BC3, our
calculations yield a ≈ 1.3 < 8 and δb < 0, which leads
to p + ip pairing in the system when it is doped to the
type-II VHS.
D. RPA result
The RG analysis above shows that the leading insta-
bility in the BC3 doped exactly to its type-II VHS at
xc ≈ 0.127 is the p + ip triplet pairing. To investi-
gate its broken symmetry phases away from the VHS,
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FIG. 3. (Color online) Doping-dependence of the largest
eigenvalues of the linearized gaps equations near Tc for differ-
ent pairing symmetries without (a) and with (b) Kane-Mele
SOC (λ = 0.05t1).
we have also performed a RPA based study for the pair-
ing symmetries of the system near xc for supplement.
Standard multi-orbital RPA approach [34,37] is adopted
in our study for the doping regime x ∈ (0.11, 0.135)
with U = 0.8t1. Via exchanging spin fluctuations, elec-
trons near the FS acquire an effective pairing interaction
Veff, from which one obtains the linearized gap equation
which has solutions in various pairing channels. The
leading instability occurs in the pairing channel with the
largest eigenvalue r of the linearized gap equation with
Tc ∼ t1e−1/r. The doping dependence of r in various
pairing channels near xc is shown in Fig. 3(a), which
suggests that the odd parity p + ip and f -wave pairings
are the leading and subleading pairing symmetries re-
spectively. This result is consistent with the RG analysis
above.
E. Helical TSC
The leading triplet p + ip pairing obtained in
BC3 is characterized by its ~d~k-vector defined through
〈ψ†~ksψ
†
−~ks′〉 ∝ (~d~k · ~σσy)ss′ . Without SOC, the p + ip
pairings with different ~d~k-vectors are exactly degenerate,
which includes both time-reversal breaking chiral TSC
and time-reversal-invariant helical TSC[38], as shown in
the appendix. A finite SOC can lift the degeneracy be-
tween the helical and chiral p+ ip pairings. In BC3, the
inversion symmetry allows us to consider the Kane-Mele
SOC, whose strength is parameterized by λ, in the tight-
binding Hamiltonian and then perform the RPA calcu-
lations to obtain the leading pairing symmetry for weak
U and λ. From RPA calculations, triplet p + ip pair-
ing is the leading instability when λ = 0. For weak
but finite λ, while both the (p+ ip)(↑↓+↓↑) chiral TSC
(with ~d~k ‖ z ) and the (p+ ip)(↑↑) ; (p− ip)(↓↓) helical
TSC (with ~d~k ⊥ z ) are possible, our RPA results select
the latter as the leading pairing symmetry, as shown in
Fig. 3(b) with a weak λ = 0.05t1.
6III. CONCLUSIONS AND DISCUSSIONS
In summary, we have performed combined RG analysis
and RPA calculations for doped BC3 at type-II Van Hove
singularity and show that the strong ferromagnetic fluc-
tuation mediates triplet pairings (either p+ ip or f -wave
pairing) for weak repulsive interactions. The competition
between p+ip and f -wave SC depends on the competition
between spin fluctuations at ~Q1 and ~Q2. The relatively
stronger spin fluctuation at ~Q1 favor p + ip pairing as
the leading instability with a relatively-high transition
temperature enhanced by the VHS. A weak Kane-Mele
type SOC favors helical p + ip pairing over the chiral
one. The gap structure of the p + ip pairing can be de-
tected by the phase-sensitive dc-SQUID devices[39]. Fur-
ther more, such helical p+ ip SC respects time-reversal-
symmetry with the hallmark that it supports helical gap-
less Majorana edge modes which are robust against dis-
order as long as the time-reversal-symmetry is preserved
and which should be detectable in STM measurements.
Besides being a promising material to look for a genuine
2D helical p+ip SC with nontrivial Z2 topological invari-
ant [40–43], doped BC3 might have potential applications
in areas such as topological quantum computations as
well as realizing emergent supersymmetry[44–46] in the
future.
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Appendix A: The Ginzburge-Landau free energy of
p+ ip superconductors
To derive the Landau-Ginzburg free energy, we start
with the partition function Z =
∫
D[ψ¯ψ] exp(− ∫ L(ψ¯ψ))
where
L = L0 + Lint, (A1)
=
6∑
α=1
∑
σ
ψ¯ασ[∂τ + εα(δ~k)− µ]ψασ
+
1
2
∑
αβ
∑
σσ′
gαα˜β˜βψ¯ασψ¯α˜σ′ψβ˜σ′ψβσ, (A2)
where α˜ means ~Pα˜ = −~Pα. Notice that g1 = g1441,
g2 = g1436, g3 = g1425, g4 = g1414, we can write Lint
in the matrix form as:
Lint = 1
2

ψ¯1σψ¯4σ′
ψ¯2σψ¯5σ′
ψ¯3σψ¯6σ′
ψ¯4σψ¯1σ′
ψ¯5σψ¯2σ′
ψ¯6σψ¯3σ′

T 
g1 g2 g3 g4 g3 g2
g2 g1 g2 g3 g4 g3
g3 g2 g1 g2 g3 g4
g4 g3 g2 g1 g2 g3
g3 g4 g3 g2 g1 g2
g2 g3 g4 g3 g2 g1


ψ4σ′ψ1σ
ψ5σ′ψ2σ
ψ6σ′ψ3σ
ψ1σ′ψ4σ
ψ2σ′ψ5σ
ψ3σ′ψ6σ
 .
(A3)
The eigenvectors of the interaction matrix above are:
∆s =
∆√
6
(
1, 1, 1, 1, 1, 1
)
,
∆px =
∆√
4
(
0, 1, 1, 0, −1, −1) ,
∆py =
∆√
12
(
2, 1, −1, −2, −1, 1) ,
∆dx2−y2 =
∆√
4
(
0, 1, −1, 0, 1, −1) ,
∆dxy =
∆√
12
(
2, −1, −1, 2, −1, −1) ,
∆f =
∆√
6
(
1, −1, 1, −1, 1, −1) ,
(A4)
which represent s, px, py, dx2−y2 , dxy, and f -wave paring
symmetries, respectively. The corresponding eigenvalues
are given by
λs = g1 + 2g2 + 2g3 + g4,
λp = g1 + g2 − g3 − g4,
λd = g1 − g2 − g3 + g4,
λf = g1 − 2g2 + 2g3 − g4,
(A5)
which describe the paring strength between the electrons.
We focus on the p-wave superconductors which are
proved to be the leading instability in the main text. To
decouple the quartic interactions, we introduce the order
parameter in the patch space:
∆ = [i(~∆1 · ~σ)σy]⊗ [Px] + [i(~∆2 · ~σ)σy]⊗ [Py] (A6)
in which ~∆i (i = 1, 2) are complex vectors and ~σ are
Pauli matrix. The matrix Px and Py are:
Px =
1
2
diag
(
0, 1, 1
)
,
Py =
1
12
diag
(
2, 1, −1) . (A7)
Using the Hubbard-Stratonovich transformation, we ob-
tain:
L′ = Ψ¯
(
G−1+ ∆
∆† G−1+
)
Ψ +
|~∆1|2 + |~∆2|2
|λp| , (A8)
where Ψ = (ψ1↑ ψ1↓ ψ2↑ ψ2↓ ψ3↑ ψ3↓ ψ
†
4↑ ψ
†
4↓ ψ
†
5↑ ψ
†
5↓ ψ
†
6↑ ψ
†
6↓)
T .
Here, G+ and G− are particle and hole propagators with
7the form G−1± = −iωn ± [ε(δ~k) − µ]. They are diagonal
in the patch space. By integrating out the fermion
operators, we get the effective action:
L′′ = −Tr ln
(
G−1+ ∆
∆† G−1−
)
+
|~∆1|2 + |~∆2|2
|λp| . (A9)
From expanding the first term in L′′ to the quartic term in ∆, we get:
Tr ln
(
G−1+ ∆
∆† G−1−
)
≈ −Tr[G+∆G−∆†]− 1
2
Tr[G+∆G−∆†G+∆G−∆†]
= −Tr[G+G−]Tr[∆∆†]− 1
2
Tr[G+G−G+G−]Tr[∆∆†∆∆†],
where the trace means integration over ~k. Due to the rotational symmetry, Tr[G+G−] is identical for all the patches
and could be factored out of the trace over the patch space. Using the identity Tr[P 2x ]=1/2, Tr[P
2
y ]=1/2, Tr[PxPy]=0,
Tr[P 4x ]=1/8, Tr[P
4
y ]=1/8, Tr[P
2
xP
2
y ]=Tr[PxPyPxPy]=1/24 and [i(
~∆1 ·~σ)σy][i(~∆1 ·~σ)σy]† =|~∆1|2I + i(~∆1× ~∆∗1) ·~σ , we
obtain
Tr[∆∆†] =
1
2
Tr[|~∆1|2I + i(~∆1 × ~∆∗1) · ~σ] +
1
2
Tr[|~∆2|2I + i(~∆2 × ~∆∗2) · ~σ] = |~∆1|2 + |~∆2|2, (A10)
Tr[∆∆†∆∆†] =
1
8
{|~∆1|4 − (~∆1 × ~∆∗1)2 + |~∆2|4 − (~∆2 × ~∆∗2)2}+
1
6
{|~∆1|2|~∆2|2 − (~∆1 × ~∆∗1) · (~∆2 × ~∆∗2)}(A11)
+
1
24
{(~∆1 · ~∆∗2)2 − (~∆1 × ~∆∗2) · (~∆1 × ~∆∗2) + h.c.}. (A12)
Since ~∆1 × ~∆∗1 = −~∆∗1 × ~∆1 = −(~∆1 × ~∆∗1)∗, ~∆1 × ~∆∗1 is pure imaginary. To minimize Tr[∆∆†∆∆†], we have
~∆1 × ~∆∗1 = ~∆2 × ~∆∗2 = 0. This implies ~∆1 = ~d1 exp(iθ1) and ~∆2 = ~d2 exp(iθ2) in which ~d1 and ~d2 are real vectors.
Then, we obtain
Tr[∆∆†∆∆†] =
1
8
(|~d1|4 + |~d2|4 + 4
3
|~d1|2|~d2|2) + 1
12
cos[2(θ1 − θ2)]{(~d1 · ~d2)2 − |~d1 × ~d2|2}. (A13)
Further minimization requires cos[2(θ1−θ2)] = ±1. This constrains θ1−θ2 while θ1 could vary freely. In the following
we take θ1 = 0 and θ1 − θ2 = θ, which leads to ~∆1 = ~d1 and ~∆2 = ~d2 exp(−iθ). When cos(2θ) = 1, we have ~d1 ⊥ ~d2.
When cos(2θ) = −1, we have ~d1 ‖ ~d2. In both cases, the effective action L′′ becomes:
L′′ = {Tr[G+G−] + 1|λp| }(|
~d1|2 + |~d2|2) + Tr[G+G−G+G−]
8
(|~d1|4 + |~d2|4 + 2
3
|~d1|2|~d2|2)
= {Tr[G+G−] + 1|λp| }(|
~d1|2 + |~d2|2) + Tr[G+G−G+G−]
8
[(|~d1|2 + |~d2|2)2 − 4
3
|~d1|2|~d2|2],
(A14)
which is minimized when |~d1|2 = |~d2|2. Note that ~d1 can still rotate freely.
We now consider the case that cos(2θ) = −1 and ~d1 ‖ ~d2. It is straightforward to obtain
~∆2 = ±i~∆1 = (±id1x,±id1y,±id1z). (A15)
Then the order parameter is:
∆ = [i(~∆1 · ~σ)σy]⊗ [Px] + [i(~∆2 · ~σ)σy]⊗ [Py] (A16)
=
( −d1x + id1y d1z
d1z d1x + id1y
)
⊗ [Px ± iPy], (A17)
which corresponds to two chiral p+ ip paring channels.
When cos(2θ) = 1, we have ~d1 ⊥ ~d2 and exp(−iθ) = ±1. Since ~d1 can rotate freely, we take ~d1z = 0 for simplicity.
~d1 ⊥ ~d2 could be fulfilled if we take d2x = d1y and d2y = −d1x. To satisfy exp(−iθ) = ±1, it is clear that ~∆1 = ~d1
8and ~∆2 = ±~d2. Both ~∆1 and ~∆2 are real. The order parameter is
∆ = [i(~∆1 · ~σ)σy]⊗ [Px] + [i(~∆2 · ~σ)σy]⊗ [Py]
=
( −d1x + id1y 0
0 d1x + id1y
)
⊗ Px±
( −d1y − id1x 0
0 d1y − id1x
)
⊗ Py
=
(
(−d1x + id1y)(Px±iPy) 0
0 (d1x + id1y)(Px∓iPy)
)
,
(A18)
which preserves the time reversal symmetry since both ~∆1 and ~∆2 are real. This state corresponds to a helical p+ ip
superconductor. The other two helical p+ ip paring channels correspond to d2x = −d1y and d2y = d1x.
As we have show previously, the effective action L′′ reaches the same minimum value
L′′ = {Tr[G+G−] + 1|λp| }(|
~d1|2 + |~d2|2) + Tr[G+G−G+G−]
8
(|~d1|4 + |~d2|4 + 2
3
|~d1|2|~d2|2)
= {Tr[G+G−] + 1|λp| }(|
~d1|2 + |~d2|2) + Tr[G+G−G+G−]
8
[(|~d1|2 + |~d2|2)2 − 4
3
|~d1|2|~d2|2]
(A19)
for both cases: (i) cos(2θ) = 1 and ~d1 ⊥ ~d2 and (ii) cos(2θ) = −1 and ~d1 ‖ ~d2. This means the two chiral p+ ip pairing
channels are degenerate with the four helical p+ ip pairing channels, which we have stressed in the main text.
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