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We analyze entanglement in the family of translationally-invariant matrix product states (MPS).
We give a criterion to determine when two states can be transformed into each other by SLOCC
transformations, a central question in entanglement theory. We use that criterion to determine
SLOCC classes, and explicitly carry out this classification for the simplest, non-trivial MPS. We
also characterize all symmetries of MPS, both global and local (inhomogeneous). We illustrate our
results with examples of states that are relevant in different physical contexts.
1. Introduction: Entanglement is a resource for numer-
ous striking applications of quantum information theory
[1, 2]. Furthermore, it is key to comprehend many pecu-
liar properties of quantum many-body systems [3, 4] and
has become increasingly important in areas like quantum
field theory or quantum gravity [5, 6]. Despite its rele-
vance, entanglement is far from being fully understood;
at least in the multipartite setting. State transforma-
tions play a crucial role as they define a partial order
in the set of states. For instance, if a state Ψ can be
transformed into a state Φ deterministically by local op-
erations and classical communication (LOCC), then Ψ is
at least as entangled as Φ [2]. If two states cannot even
probabilistically be interconverted via local operations,
i.e., by so-called stochastic LOCC (SLOCC) transforma-
tions, their entanglement is not comparable, as one or
the other may be more useful for different informational
tasks [7]. Thus, the study of state transformations is
crucial for the theory of entanglement.
For bipartite systems, state transformations are fully
characterized and have led to a very clear picture [8, 9],
which is widely used in different areas of research. For
more parties such a characterization is much more chal-
lenging. In general, there are infinitely many classes of
states that can be interconverted via SLOCC, and only
in few cases they can be characterized, like for symmet-
ric states or for certain tripartite and four-partite states
[10–15]. Moreover, for more than four parties of the same
local dimensions almost no state can be transformed into
an inequivalent state via deterministic LOCC, and the
partial order induced by LOCC becomes trivial [16, 17].
This shows that generic states are not very interesting
from the perspective of local transformations. Addition-
ally, most of the states in the Hilbert space cannot be
reached in polynomial time even if constant-size nonlocal
gates are allowed [18]. Hence, the study of state trans-
formations can be reduced to families of non-generic, but
physically relevant states.
In this Letter we present a systematic investigation of
state transformations for Matrix Product States (MPS)
that describe translationally invariant systems (with pe-
riodic boundary conditions) [19, 20]. Ground states of
gapped 1D local Hamiltonians or states generated se-
quentially by a source can be efficiently approximated by
MPS [21, 22]. Hence, these states play a very important
role in both, quantum information theory and in many-
body physics. Despite the fact that they describe a broad
variety of phenomena, they have a simple description: tri-
partite states – the fiducial states of MPS – completely
characterize the MPS. We give a criterion to estipulate
when an SLOCC transformation between two such MPS
exists, and further give criteria to determine the SLOCC
classes dictated by such a relation. These classes build a
finer structure on top of the SLOCC classification of the
fiducial states, with the additional structure depending
on the system size.
The methods introduced here also allow us to iden-
tify all local symmetries of MPS (not only corresponding
to unitary representations [23, 24])[25]. This is interest-
ing on its own right in the theory of tensor networks, as
it induces a classification of zero temperature phases of
matter [26–28]. As we show, the problems we address
can be mapped to finding out certain cyclic structures of
operators acting on tripartite states. Thus, our results
allow to answer questions like: Can an AKLT state be
transformed into a cluster state? What are all the sym-
metries of these states? What are the SLOCC classes of
MPS? As we show, the answers to these questions can be
strongly size-dependent.
2. Matrix Product States: We consider here a chain
of N d-level systems in a translationally invariant MPS.
One such state, Ψ(A), is defined in terms of a tripartite
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2fiducial state,
|A〉 =
d−1∑
j=0
D−1∑
α,β=0
Ajα,β |j, α, β〉 (1)
as
|Ψ(A)〉 =
∑
j1,...,jN
Tr(Aj1 . . . AjN )|j1, . . . , jN 〉. (2)
Here, D denotes the bond dimension and Aj a matrix
with components Ajα,β . The corresponding tensor is
called injective if those matrices span the set of D × D
matrices. The matrix A = ∑j,α,β Ajα,β |j〉〈α, β| then has
a left inverse A−1 [20]. This does not occur generically
since it requires that d ≥ D2. We consider here normal
tensors instead, which are generic and are those that be-
come injective after blocking L ≤ 2D2(6 + log2(D)) sites
[29]. Furthermore, we consider N ≥ 2L + 1, so that we
can apply the fundamental theorem of MPS [30]. We call
NN,D the set of normal, translationally invariant MPS
with bond dimension D and N ≥ 2L + 1 sites. Note
also that we only consider states with full local ranks
as we could otherwise map the problem to smaller local
dimensions.
We use several examples of some particularly relevant
states of bond dimension 2 to illustrate our results. They
are generated by fiducial states |Xb〉 = (1 ⊗ b ⊗ 1 )|X〉,
where X is one of the following states:
(i) the W state |W 〉 = |100〉+ |010〉+ |001〉;
(ii) the GHZ state |GHZ〉 = |000〉+ |111〉;
(iii) the cluster state |GHZH〉, where H =∑
ij(−1)ij |i〉〈j|;
(iv) the state |AA〉 =
√
2|010〉 − |100〉+ |111〉 −√2|201〉,
which generates the AKLT state;
(v) the state |V B〉 = ∑ij |kijij〉 with d = 4 and kij =
2i+ j generating the valence bond state.
The W and GHZ states play a central role in entangle-
ment theory [12, 31], the cluster state in measurement-
based quantum computation [32], and the AKLT [33]
and the valence bound state are paradigmatic examples
that appear in condensed matter physics. The latter
is, furthermore, injective and the fixed point of a
renormalization procedure [34].
3. Symmetries: Global symmetries, of the form u⊗N ,
of MPS were considered in [23, 24], and have led to the
classification of phases of MPS in spin chains [26–28].
Here we extend those results in two ways by considering:
(i) non-unitary symmetries and (ii) local symmetries for
which the operators acting on different spins can be dif-
ferent [25]. That is, given Ψ(A) ∈ NN,D we look for all
operators g =
⊗N
j=1 gj such that |Ψ(A)〉 = g|Ψ(A)〉.
In order to solve this problem, we define
GA = {h = g ⊗ x⊗ yT | h|A〉 = |A〉} (3)
where T denotes the transponse in the standard basis.
We say that h1, h2 ∈ GA with hi = gi ⊗ xi ⊗ yTi , can be
concatenated and write h1 → h2 if y1x2 ∝ 1 . For k ∈ N
we call a sequence {hi}ki=1 ⊆ GA with
h1 → h2 → . . .→ hk → h1 (4)
a k−cyle. Then we have:
Theorem 1. The local (global) symmetries of Ψ(A) ∈
NN,D are in one-to-one correspondence with the N -cycles
(1-cycles) in GA.
The symmetry of the state corresponding to the cycle
h1 → h2 → . . . → hN → h1 is g1 ⊗ · · · ⊗ gN . The
trivial symmetry with g = 1 always exists. The proof
is based on the fundamental theorem of MPS [30] and is
given in the Supplemental Material (SM) [35]. Hence, one
simply has to determine GA and find all of its N -cycles to
characterize the local symmetries of Ψ(A). It suffices to
find all minimal cycles of GA from which all others can
be obtained by concatenation. For example, a 2-cycle
can always be concatenated with itself to an N -cycle if
N is even. The global symmetries are defined in terms
of 1-cycles, and thus require g⊗ x−1 ⊗ xT |A〉 = |A〉. For
g unitary we therefore recover previous results [23, 24].
The novelty relies on the fact that one may also have
local symmetries, with different gj . In the following we
illustrate this fact and the dependence of the symmetries
on the system size.
For injective MPS with D = d2 it is straightforward to
show that [35]
GA = {sx,y ⊗ x⊗ yT | x, y ∈ GL(D,C)}, (5)
where sx,y = A(xT−1 ⊗ y−1)A−1. These operators can
be concatenated to infinitely many cycles of arbitrary
length. The corresponding symmetries are parametrized
via regular matrices x1, . . . , xN as
S(x1, . . . , xN ) = sx−1N ,x1
⊗ . . .⊗ sx−1N−1,xN . (6)
For A = 1l we obtain the large local symmetry group of
the injective valence bond state. Normal (but not injec-
tive) states have a much smaller set of symmetries. For
the AKLT state
GAA = {sx ⊗ x−1 ⊗ xT | x ∈ GL(2,C)}, (7)
where sx is a function given in the SM [35]. Clearly,
elements of GAA can only be concatenated with them-
selves. Consequently, the local symmetry group of the
AKLT state possesses only global symmetries of the form
s⊗Nx . Moreover, this group is isomorphic to the projec-
tive linear group PGL(2,C) and includes the well-known
symmetries with sx ∈ SO(3) [33]. For the AKLT-type
states we have GAA,g = (1 ⊗ g⊗ 1 )GA(1 ⊗ g−1⊗ 1 ) and
the local symmetries of Ψ(AA,g) read
S(x) = sx ⊗ sg−1xg ⊗ . . .⊗ sg−(N−1)xgN−1 , (8)
3h1
h2 h3
y2x3 = 1
(a)
h4
h5
(b)
h6
h7
h8
h9
(c)
FIG. 1: Graphical representation of how operators in
GA (balls) can be concatenated (edges). (a) h1 cannot
be concatenated, h2 only with h3 meaning y2x3 ∝ 1 ;
(b) h4 and h5 form a 2-cycle; (c) two minimal cycles
sharing an operator.
where x is such that g−NxgN = x. Hence, GAA,g is gener-
ically smaller than GAA . Moreover, it consists of non-
global symmetries which are N -dependent. The symme-
tries of the cluster state are also non-global and coin-
cide with the 2N so-called stabilizer symmetries [35, 36].
For W-generated states the set GAW,g contains infinitely
many elements. However, the only nontrivial minimal
cycles are 2-cycles. Hence, the corresponding MPS has
only the trivial symmetry for odd N and infinitely many
non-translationally invariant symmetries for even N .
4. State transformations: Here, we answer the ques-
tion of when a state, Ψ(A), can be converted into another
one, Ψ(B), by SLOCC. As both states correspond to nor-
mal tensors, they both belong to NN,D. We write A N→ B
if the transformation is possible. Note that
A
N→ B iff
N⊗
j=1
gj |ΨN (A)〉 = |ΨN (B)〉 (9)
for some gj . We distinguish also here between global
(where all gj are equal) and local transformations. As
for symmetries, we define the set
GA,B =
{
h = g ⊗ x⊗ yT | h|A〉 = |B〉} , (10)
where x, y are regular, but not necessarily g. That is, we
also consider the case where the physical dimensions, dA
and dB do not coincide. It is straightforward to show that
if |B〉 = h0|A〉 with h0 = g0⊗x0⊗yT0 then GA,B ⊇ h0GA.
For dA = dB , which is the case iff g0 is regular, we have
GA,B = h0GA. Defining concatenations of elements in
GA,B as well as k-cycles as before, we have:
Theorem 2. A
N→ B with local (global) transformations
iff there exists an N -cycle (1-cycle) in GA,B.
The proof is given in the SM [35]. Theorem 2 solves
the state transformation problem. We can immediately
make some simple statements about different possibili-
ties that may occur. For instance, if GA,B only contains
a 1-cycle, then A
N→ B for all N with just global transfor-
mations. However, if the only minimal cycle is a 2-cycle,
then the transformation can only happen for even N . As
we illustrate in the following, some transformations might
require more sophisticated operations and one obtains a
rich variety of situations.
An injective Ψ(A) ∈ NN,D can be transformed to any
Ψ(B) ∈ NN,D via the global operation
(BA−1)⊗N |Ψ(A)〉 = |Ψ(B)〉. (11)
However, using that GA,B ⊇ (BA−1 ⊗ 1 ⊗ 1 )GA, with
GA given in (5), we find that GA,B also contains infinitely
many N -cycles that lead to non translationally invariant
operators that transform |Ψ(A)〉 into |Ψ(B)〉. As a spe-
cial case, we obtain the well-known result that the injec-
tive valence bond state can be transformed to any MPS
in NN,2. Since injective MPS are generic in NN,D for
d = D2, a randomly selected MPS of these dimensions
can be transformed into any other state of the same di-
mensions. In contrast to that, transformations from nor-
mal (but not injective) states are much more restricted.
For example, we show below that for d = D = 2 any
two randomly selected states Ψ(A),Ψ(B) ∈ NN,2 can-
not be transformed into each other for any N . For the
AKLT state and the cluster state, GAA,ACl contains only
2-cycles. Hence, the AKLT state can be transformed into
the cluster state iff N is even (see SM [35]). The reverse
transformation is impossible since the physical dimension
cannot be increased. Particularly sophisticated transfor-
mations are necessary to transform the AKLT state into
certain AKLT-type states, Ψ(AA,g), for which
GAA,AA,g = {sx ⊗ gx−1 ⊗ xT | x ∈ GL(C, 2)}.
Using Theorem 2 it is easy to show that AA
N→ AA,g iff
gN ∝ 1 . Hence, the feasibility of this transformation is
highly size dependent. Moreover, for any M ∈ N there
exists a regular g such that AA
M→AA,g is not possible for
any M < N , but it is for M = N .
5. Equivalence classes under SLOCC transformations:
SLOCC classes give a coarse but very useful classification
of entanglement in many-body systems. We show now
how these classes can be obtained for NN,D.
We write A
N∼ B if Ψ(A) is SLOCC equivalent to Ψ(B),
i.e.,
A
N∼ B iff
N⊗
j=1
gj |Ψ(A)〉 = |Ψ(B)〉 (12)
for some regular gj . Thus, we can reduce the study of
SLOCC classes to that of the tripartite fiducial states.
In order to simplify this task, let us make some ob-
servations. First, A
N∼ B iff A N→ B and B N→ A. Be-
cause of Theorem 2 the equivalence A
N∼ B thus requires
GA,B 6= ∅ and therefore that |A〉 and |B〉 themselves
belong to the same tripartite SLOCC class. Hence, the
4equivalence relation
N∼ induces a classification that is finer
than the SLOCC classification of tripartite states. Sec-
ond, for any regular g, g⊗N |Ψ(A)〉 is obviously in the
same class as |Ψ(A)〉 and for any regular x we trivially
have |A〉 N∼ (1 ⊗ x−1 ⊗ xT )|A〉, since both states corre-
spond to the same MPS. That is, A
N∼ B trivially holds if
the relation |B〉 = (g⊗x−1⊗xT )|A〉 holds (i.e., there ex-
ists a 1-cycle). We get rid of this trivial case by restricting
the SLOCC classes to the quotient set induced by that
relation. Hence, it only remains to consider states of the
form |Ab〉 = (1 ⊗ b ⊗ 1 )|A〉. This observation leads to
the following procedure to characterize SLOCC classes of
normal MPS (see Fig. 2): (i) for each tripartite SLOCC
class, choose a representative, A; (ii) consider all states
|Ab〉 = (1 ⊗ b⊗ 1 )|A〉 corresponding to a normal tensor;
(iii) determine the classes among those states according
to the relation
N∼. We now show how this procedure can
be carried out.
According to Theorem 2, Ab
N∼ Ac requires the ex-
istence of an N -cycle in GAb,Ac (or, equivalently, in
GAc,Ab). The fact that GAb,Ac = (1 ⊗ c ⊗ 1 )GA(1 ⊗
b−1⊗ 1 ) motivates the following definition (analogous to
(4)). We say that h1, h2 ∈ GA, with hi = gi ⊗ xi ⊗ yTi ,
can be (b→ c)-concatenated, if y1bx2 ∝ c and then write
h1
b→c−−−→ h2. A sequence {hi}ki=1 ⊆ GA is called a (b→ c)-
k-cycle if
h1
b→c−−−→ h2 b→c−−−→ . . . b→c−−−→ hk b→c−−−→ h1. (13)
We obtain the following corollary to Theorem 2.
Corollary 1. Ab
N∼ Ac holds nontrivially iff there exists
a (b → c)-N -cycle in GA with N > 1, but no (b → c)-1-
cycle.
Note that this corollary requires that the N -cycle con-
tains at least two different elements of GA. This fact can
be used to simplify the procedure. For instance, if one
wants to determine the Ac connected by 2-cycles, one
can take arbitrary α, β and impose yαcxβ = b ∝ yβcxα,
from which one can eliminate b. Then, the condition can
be mapped into the eigenvalue equation M~c = λ~c, where
M = y−1α yβ ⊗ (xαx−1β )T . Thus, by choosing all possi-
ble pairs in GA one can identify all classes corresponding
to 2-cycles. Corollary 1 solves also straightforwardly the
equivalence problem of MPS under local unitary opera-
tions (see [34] for global unitary operations).
The procedures above can be carried out whenever the
tripartite SLOCC classes are known, as is the case for
d = 2, D ≥ 2 [15]. Here, we determine the classes for
the simplest non-trivial MPS, i.e., those with d = D =
2 (see Table I). The fiducial states are either SLOCC
equivalent to the GHZ or the W state [12]. Hence, the
corresponding SLOCC classes separate into GHZ- and
W-generated ones. All W-generated MPS are SLOCC
equivalent. As explained before, it, hence, remains to
FIG. 2: Illustration of SLOCC classes of MPS in
accordance with the procedure given in the main text.
type χ # symm. # SLOCC classes
GHZ 6= −1, 0 2 ∞ (see main text)
−1 2N 1 (cluster set)
0 1 1 (symmetryless set)
W n.a. N -dependent 1
TABLE I: The SLOCC classification of normal
d = D = 2 MPS. See the SM [35] for more details.
consider states of the form |GHZb〉 = 1 ⊗ b ⊗ 1 |GHZ〉.
The resulting classes can be coarse grained into three sets
according to the value of χ(b) ≡ b00b11b01b10 , where bij denote
the entries of b: (i) the generic set (χ 6= −1, 0); (ii) the
cluster set (χ = −1); (iii) the symmetryless set (χ = 0).
The generic set is of full measure in the set of all MPS
with d = D = 2 and is comprised of states whose local
symmetries are of the form {1 , s⊗n}. For two such states
we have
GHZb
N∼ GHZc ⇔ χ(b) =
{
χ(c) or χ(c)−1 and N even
χ(c) and N odd.
Thus, there are infinitely many, N -dependent classes.
The cluster set coincides with the set of states which
are SLOCC equivalent to the cluster state. They possess
2N local symmetries. The states in the symmetryless set
are also all SLOCC equivalent and have only the trivial
local symmetry. Combined with the class of the non-
normal MPS generated by the GHZ state these classes
constitute the SLOCC classification of entangled MPS
with d = D = 2.
6. Summary and outlook: We solved the problem of
when an MPS generated by a normal tensor can be trans-
formed into another via SLOCC and showed how local
symmetries of normal MPS can be characterized. In
contrast to other results we considered all, in particular
non translationally invariant and non unitary, operations.
This revealed interesting features of many, particularly
relevant states. Furthermore, we provided a procedure
to characterize SLOCC classes of normal MPS and ex-
plicitly determined them for d = D = 2. We believe that
these results can be extended to non-normal MPS and
(certain) Projected Entangled Pair States. Furthermore,
5one can also determine the SLOCC classes of MPS with
higher dimensions and their corresponding symmetries.
The theory presented here also serves as a basis to study
deterministic LOCC transformations. Finally, our char-
acterization of all local symmetries may be relevant in
the study of phases of matter for 1D systems.
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Supplemental Material
In Section I we first review some properties of MPS that are useful for the remainder of this Supplemental Material
(SM). In Section II we proof Theorem 1 and Theorem 2 of the main text. In Section III we determine the local
symmetry groups and in Section IV B the transformations of the example states mentioned in the main text. In
Section V we derive the SLOCC classification of d = D = 2 MPS. We use the same definitions and notations as in
the main text. Moreover, we denote by σ1, σ2, σ3 the Pauli matrices and use the notation C× = C \ {0}.
I. INJECTIVE AND NORMAL MATRIX PRODUCT STATES
MPS are defined in terms of rank three tensors. We use the following notation throughout the SM. Let us consider
a rank-three tensor A ∈ Cd ⊗ CD ⊗ CD with
A =
d−1∑
i=0
D−1∑
α,β=0
Aiαβ |i〉|α〉〈β|. (1)
Given the tensor A, we write:
Ai =
∑
αβ
Aiαβ |α〉〈β|, (2)
|A〉 =
∑
iαβ
Aiαβ |i〉|α〉|β〉, (3)
A =
∑
iαβ
Aiαβ |i〉〈αβ|. (4)
Clearly, the last two tensors and the set of matrices {Ai} are equivalent representations of A. The state |A〉 is often
referred to as the fiducial state of the tensor. It can also be expressed as
|A〉 = (1l⊗A⊗ 1l) (|Φ+〉 ⊗ |Φ+〉) ≡ A(23) (|Φ+〉 ⊗ |Φ+〉) , (5)
where |Φ+〉 = ∑D−1α=0 |α, α〉 is the maximally entangled state.
In this SM, we consider non-translationally invariant (non-TI) MPS on N subsystems that are defined with the
help of N different tensors A1, . . . AN ∈ Cd ⊗ CD ⊗ CD as
|Ψ〉 =
d−1∑
i1,...,iN=0
Tr
(
Ai11 . . . A
iN
N
) |i1, . . . , iN 〉. (6)
An MPS that is generated by a single tensor A = A1 = . . . = AN is TI and denoted by Ψ(A).
A particularly important class of MPS is the one which corresponds to normal tensors. A set of tensors A1, . . . , AN
as defined in Eq. (1) is called normal if there is an L such that any L consecutive tensors satisfy that the map
X 7→
d−1∑
i1,...,iL=0
Tr
(
Ai1k . . . A
iL
k+L−1 ·X
) |i1, . . . , iL〉 (7)
is injective. Here and in the following, all indices are periodical, i.e., i + N ≡ i. L is referred to as the injectivity
length of the MPS. The normality of a tensor can equivalently be characterized as the property that any L consecutive
tensors satisfy
span
i1,...,iL
{
Ai1k . . . A
iL
k+L−1
}
= CD×D. (8)
The set of normal MPS on N subsystems with bond dimension D is denoted by NN,D. A tensor is called injective
if it is normal with L = 1. In a slight abuse of standard notation, we call an MPS normal (injective) if the corre-
sponding tensor is normal (injective) respectively. An other equivalent condition for being injective is that the map
A corresponding to the defining tensor A has a left inverse A−1 such that
A−1A =
∑
αβ
|α, β〉〈α, β|. (9)
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2Note that injectivity requires d ≥ D2. Since we are only interested in MPS whose single-subsystem reduced states
have full rank the only injective MPS we consider satisfy d = D2.
A fundamental property of MPS is that two different sets of tensors can generate the same state. For instance, if
the tensors B1, . . . , BN are related to the tensors A1, . . . , AN as A
j
k = x
−1
k B
j
kxk+1 for all k, j, with xN+1 ≡ x1, then
d−1∑
i1,...,iN=0
Tr
(
Ai11 . . . A
iN
N
) |i1, . . . , iN 〉 = d−1∑
i1,...,iN=0
Tr
(
Bi11 . . . B
iN
N
) |i1, . . . , iN 〉. (10)
For normal tensors, in fact, this is the only way how two different sets of tensors can generate the same states as
stated by the fundamental theorem which was proven in Ref. [1]:
Theorem I.1 ([1]). The tensors A1, . . . , AN and B1, . . . , BN generate the same normal MPS Ψ iff there exist regular
matrices x1, . . . , xN such that A
j
k = x
−1
k B
j
kxk+1 for all k and j, with xN+1 ≡ x1; that is, iff
|Ak〉 = 1l⊗ x−1k ⊗ xTk+1|Bk〉 ∀ k. (11)
The matrices x1, . . . , xN are unique up to a multiplicative constant.
Theorem I.1 is the basis of the proofs of Theorem 1 and Theorem 2 of the main text.
II. PROOF OF THEOREM 1 AND THEOREM 2
In this section we provide the proof of Theorem 1 and Theorem 2 of the main text. To this end, the following
Lemma will be important.
Lemma II.1. Suppose Ψ ∈ NN,D defined by a tensor A with injectivity length L can also be written as a MPS with
non-TI tensors B1, . . . BN , all with bond dimension D. Then this description is also normal with injectivity length L.
Proof. The two different ways to express the MPS are the following:
|Ψ〉 =
∑
i
Tr(Ai1 . . . AiN )|i1 . . . iN 〉 =
∑
i
Tr(Bi11 . . . B
iN
N )|i1 . . . iN 〉. (12)
Let us apply any linear functional to the last N−k subsystems, where k satisfies L ≤ k ≤ N−L. That is, we consider
the vector space
V =
{∑
i
fik+1...iN · Tr(Ai1 . . . AikAik+1 . . . AiN )|i1 . . . ik〉
∣∣∣∣∣ f ∈ Cd(N−k)
}
. (13)
Due to the normality of the A tensor, the products of the last N −k ≥ L matrices describing the MPS span the whole
space of D ×D matrices, that is,{∑
i
fik+1...iN ·Aik+1 . . . AiN
∣∣∣∣∣ f ∈ Cd(N−k)
}
= CD×D. (14)
Therefore, the vector space V can also be written as
V =
{∑
i
Tr(Ai1 . . . Aik ·X)|i1 . . . iN 〉
∣∣∣∣∣ X ∈ CD×D
}
. (15)
Due to the normality of the tensor A, the map
X 7→
∑
i
Tr(Ai1 . . . Aik ·X)|i1 . . . iN 〉 (16)
is injective. As it is also linear, the vector space V is D2 dimensional. V can also be expressed with the help of the
B tensors. Similarly to the derivation above, we find
V =
{∑
i
Tr(Bi11 . . . B
ik
k ·X)|i1 . . . iN 〉
∣∣∣∣∣ X ∈W ≤ CD×D
}
, (17)
3where W is a subspace of the space of all D-by-D matrices that is spanned by the products of the last N −k matrices
describing the MPS. As V is D2 dimensional, it immediately follows that W = CD×D and that the map
X 7→
∑
i
Tr(Bi11 . . . B
ik
k ·X)|i1 . . . iN 〉 (18)
is injective. This argument can be repeated to any L consecutive subsystems, thus the tensors B1, . . . BN form a
normal description of the MPS Ψ.
Using Lemma II.1 we can proof Theorem 1 of the main text, which provides a characterization of the local symmetries
of a normal MPS Ψ(A), i.e., of all S = s1 ⊗ . . .⊗ sN such that
S|Ψ(A)〉 = |Ψ(A)〉. (19)
We restate the theorem here for the sake of readability.
Theorem 1. The local (global) symmetries of Ψ(A) ∈ NN,D are in one-to-one correspondence with the N -cycles
(1-cyles) in GA.
Proof. We first show that the S = s1⊗ . . .⊗sN that solve Eq. (19) correspond to N -cycles in GA. Note that the state
S|Ψ(A)〉 is an MPS with bond dimension D, generated by the fiducial states |Ak〉 = sk ⊗ 1l⊗ 1l|A〉 for k = 1, . . . , N .
Lemma II.1 implies that the representation S|Ψ(A)〉 of the normal MPS |Ψ(A)〉 is normal too and thus Theorem I.1
can be used to find all S that satisfy Eq. (19). Because of Theorem I.1, Eq. (19) is fulfilled iff there are (up to a
multiplicative factor) unique regular matrices x1, . . . , xN such that
(sk ⊗ x−1k ⊗ xTk+1)|A〉 = |A〉 ∀k, (20)
where xN+1 = x1. That is, S = s1 ⊗ . . . ⊗ sN is a symmetry of Ψ(A) iff there are operators h1, . . . , hN ∈ GA, with
hk = sk ⊗ xk ⊗ yTk [2], that can be connected to an N -cycle, i.e., for which ykxk+1 ∝ 1l holds. This shows that the
local symmetry group of Ψ(A) is in one-to-one correspondence with the N -cycles in GA.
If S = s⊗N is a global symmetry, sk ∝ s holds and thus the uniqueness (up to a multiplicative factor) of the xk
matrices in Eq. (20) implies that they are all proportional to each other. Hence, a symmetry is global iff it originates
from a 1-cycle.
Theorem 2 provides a criterion for when the transformation A
N→ B is possible, i.e., when there is a g = g1⊗ . . .⊗gn
such that
g|Ψ(A)〉 = |Ψ(B)〉. (21)
We again restate the theorem before we prove it.
Theorem 2. A
N→ B with local (global) transformations iff there exists an N -cycle (1-cycle) in GA,B.
Proof. The “if”-part is trivial. To prove the “only if”-part suppose that Eq. (21) holds. Then g|Ψ(A)〉 is an MPS
representation of Ψ(B) with the same bond dimensions. Lemma II.1 then implies that g|Ψ(A)〉 is normal too; even
if g is singular. Hence, g|Ψ(A)〉 and Ψ(B) have to be related as stated by the fundamental theorem, Theorem I.1.
Analogously to the proof of Theorem 1 one can use this to show that g has to correspond to an N -cycle in GA,B .
III. SYMMETRIES OF EXAMPLES IN THE MAIN TEXT
In this section we derive the symmetries of the states presented in the main text. We denote the local symmetry
group of Ψ(A) by
SΨ(A) ≡ {S = s1 ⊗ . . .⊗ sN | S|Ψ(A)〉 = |Ψ(A)〉}. (22)
4A. Symmetries of injective MPS
For injective MPS we use decomposition (5) for the fiducial state and the fact that A−1 exists if the MPS is injective.
Moreover, we use that the maximally entangled state defined after Eq. (5) satisfies the following equation for any x,
(1l⊗ x)|Φ+〉 = (xT ⊗ 1l)|Φ+〉. (23)
Using these properties it is straightforward to verify that
GA = {sx,y ⊗ x⊗ yT |x, y ∈ GL(D,C)}, (24)
where sx,y = A(xT−1 ⊗ y−1)A−1. Clearly, the symmetry sx,y ⊗ x ⊗ yT can be connected to any symmetry sy−1,z ⊗
y−1 ⊗ zT , where z ∈ GL(D,C) is arbitrary. Using this in combination with Theorem 1 yields
SΨ(A) =
{
sx−1N ,x1
⊗ . . .⊗ sx−1N−1,xN
}
x1,...,xN∈GL(D,C)
. (25)
B. Symmetries of the AKLT state
The AKLT state is generated by the matrices [3]
A0A =
√
2
(
0 0
1 0
)
, A1A =
(−1 0
0 1
)
, A2A =
√
2
(
0 −1
0 0
)
. (26)
We use that
s⊗ x⊗ yT ∈ GAA ⇔ xAiAy =
2∑
j=0
(s−1)ijA
j
A ∀i, (27)
where (s−1)ij denotes the entries of s−1. We can then take the trace on the right-hand side of Eq. (27) and use that
the matrices AjA are traceless to obtain the following equation,
Tr(AiAyx) =
∑
j
(s−1)ijTr(A
j
A) = 0 ∀i. (28)
Note further that (1l, A0A, A
1
A, A
2
A) forms an orthogonal basis of all 2-by-2 matrices. Thus, Eq. (28) implies that
y = 1λx
−1 for some λ 6= 0. Inserting this into the right-hand side of (27) yields
xAiAx
−1 = λ
∑
j
(s−1)ijA
j
A (29)
We can absorb λ in the definition of s and thus set λ = 1, without loss of generality. Since (A0A, A
1
A, A
2
A) is a basis
of all traceless 2-by-2 matrices one can then find, for any regular x, a regular s = sx such that Eq. (29) holds.
Summarizing, this shows that GA = {sx ⊗ x−1 ⊗ xT }x∈GL(2,C). Using Theorem 1 then further shows that
SΨ(AA) =
{
s⊗Nx
}
x∈GL(2,C) . (30)
Note that the following observation holds.
Observation III.1. The symmetry group SΨ(AA) is isomporphic to the projective linear group PGL(2,C).
Proof. We have to show that the following is satisfied for any regular x, y
sx = sy ⇔ x ∝ y. (31)
From Eq. (29) (recall that we have set, w.l.o.g., λ = 1) it is easy to see that x ∝ y implies sx = sy. To show that also
the reverse holds suppose that sx = sy holds for some regular x, y. Then Eq. (29) (again with λ = 1) implies that
xAiAx
−1 = yAiAy
−1 for all i, which is equivalent to
y−1xAiA = A
i
Ay
−1x ∀i. (32)
This shows that y−1x commutes with all AiA. Since (1l, A
0
A, A
1
A, A
2
A) forms a basis of all 2-by-2 matrices this shows
that y−1x ∝ 1l.
5C. Symmetries of AKLT-type states
The AKLT-type states are generated by the fiducial state |AA,g〉 = (1l ⊗ g ⊗ 1l)|AA〉, where g ∈ GL(2,C) is such
that the resulting state is normal. As noted in the main text we have
GAA,g = (1l⊗ g ⊗ 1l) ·GA · (1l⊗ g−1 ⊗ 1l) = {hx ≡ sx ⊗ gx−1g−1 ⊗ xT }x∈GL(2,C). (33)
Two operators hx, hy ∈ GAA,g can be concatenated iff y ∝ g−1xg. Hence, the operators hx1 , . . . , hxN form an N -cycle
iff
xk+1 ∝ g−1xkg ∀k (34)
where xN+1 ≡ x1. This is fulfilled for an x ≡ x1 iff x = g−NxgN . Using Theorem 1 this yields
SΨ(AA,g) ≡ {sx ⊗ sg−1xg ⊗ . . .⊗ sg−(N−1)xgN−1 | x ∈ GL(2,C), x = g−NxgN}. (35)
D. Cluster state and W-generated states
We refer the reader to Section V, where we characterize the SLOCC classes and the local symmetries of all normal
MPS with d = D = 2.
IV. TRANSFORMATIONS OF EXAMPLES IN THE MAIN TEXT
In this section we derive the transformations of the states presented in the main text.
A. From Injective MPS to other MPS
We again use decomposition (5) and the fact that A−1 exists for injective MPS. For an injective MPS Ψ(A) ∈ NN,D
and an arbitrary Ψ(B) ∈ NN,D it is then straightforward to see that (BA−1⊗ 1l⊗ 1l) ∈ GA,B forms a 1-cycle and thus
the transformation A
N→ B can be achieved via a global operation as
(BA−1)⊗N |Ψ(A)〉 = |Ψ(B)〉. (36)
Combining Theorem 1 with the fact that GA,B = (BA−1 ⊗ 1l ⊗ 1l) · GA, where GA is given in Eq. (24), it is easy to
see that there are also infinitely many non-TI operations that achieve the transformation A
N→ B.
B. From the AKLT state to the cluster state
Let us now determine when the AKLT state can be transformed into the cluster state. The cluster state is generated
by the fiducial state |ACl〉 = (1l ⊗H ⊗ 1l)|GHZ〉, where H =
∑1
i,j=0(−1)ij |i〉〈j| and |GHZ〉 = 1√2 (|000〉 + |111〉) is
the three-qubit GHZ state. Note that we can write
GAA,ACl = (1l⊗H ⊗ 1l) ·GAA,GHZ . (37)
Let us first determine GAA,GHZ . To this end, note that GAA,GHZ ⊂ C2×3⊗GL(2,C)⊗GL(2,C), where we have used
that AA and the GHZ state are both tripartite entangled and, therefore, the operators on the bond dimensions have
to be invertible. Note further that any x ∈ C2×3 can be expressed as x = zM , where z ∈ GL(2,C) and M is a 2-by-3
matrix in reduced row-echelon form [4], i.e., is an element of the set
E2,3 ≡
{
M1(α, β) ≡
(
1 0 α
0 1 β
)}
α,β∈C
∪
{
M2 ≡
(
1 0 0
0 0 1
)
, M3 ≡
(
0 1 0
0 0 1
)}
. (38)
Hence, we can write h ∈ GAA,GHZ as h = w(M ⊗1l⊗1l), where w ∈ GL(2,C)⊗3 and M ∈ E2,3. A necessary condition
for h ∈ GAA,GHZ obviously is that h|AA〉 is a state in the SLOCC class of the GHZ state. Recall that a general
6three-qubit state |ψ〉 = |0〉|φ0〉 + |1〉|φ1〉, with |φi〉 ∈ C2 ⊗ C2, is an element of the GHZ class iff its three-tangle is
non-vanishing [5], i.e., iff
τ3(ψ) =
∣∣∣∣det(〈φ∗0|σ⊗22 |φ0〉 〈φ∗0|σ⊗22 |φ1〉〈φ∗1|σ⊗22 |φ0〉 〈φ∗1|σ⊗22 |φ1〉
)∣∣∣∣ 6= 0. (39)
Here, |φ∗〉 denotes the complex conjugate of the state |φ〉 in the computational basis. Moreover, for any t ∈ GL(2,C)⊗3
we have that τ(t|ψ〉) 6= 0 iff τ(ψ) 6= 0.
Hence, h = w(M ⊗ 1l⊗ 1l) ∈ GAA,GHZ has to fulfill
τ(M ⊗ 1l⊗ 1l|AA〉) 6= 0. (40)
Inequality (40) is satisfied iff M = M1(α, β) with α 6= −β
2
2 or M = M2. In particular, it is not fulfilled for M = M3,
such that we no longer have to consider this case. For matrices M that fulfill inequality (40) it is straightforward to
find a w ∈ GL(2,C)⊗3 such that h = w(M ⊗ 1l⊗ 1l) ∈ GAA,GHZ . In this way, we arrive at the following operators of
GAA,GHZ ,
h1(α, β) = a(α, β)M1(α, β)⊗ b(α, β)⊗ c(α, β), for α 6= −β
2
2
, (41)
h2 =
1√
2
M2 ⊗ σ1 ⊗ σ3, (42)
where
a(α, β) ≡
(
1 β −
√
2α+ β2
1 β +
√
2α+ β2
)
,
b(α, β) ≡
− 12√2 12α+β2 14 −β−√2α+β22α+β2
1 1√
2
(b−
√
2α+ β2)
 ,
c(α, β) ≡
 1√2 (−b−√2α+ β2) 1
1
4
β−
√
2α+β2
2α+β2 − 12√2 12α+β2
 .
We obtain the whole set GAA,GHZ by multiplying these operators from the left with the local symmetry group of the
GHZ state, which reads [6]
GGHZ =
{
s
(i,x,y)
GHZ = σ
i
1P 1xy ⊗ σ
i
1Px ⊗ σi1Py
}
(i,x,y)∈{0,1}×C×2
, (43)
with Pz = diag(z, 1/z). Combining this with Eq. (37) we obtain,
GAA,ACl = G
(1)
AA,Cl
∪G(2)AA,Cl, (44)
with
G
(1)
AA,Cl
= (1l⊗H ⊗ 1l) ·GGHZ ·
{
h1(α, β) | α 6= −β
2
2
}
, G
(2)
AA,Cl
= (1l⊗H ⊗ 1l) ·GGHZ · h2. (45)
Due to Theorem 2 it now only remains to determine the cycles that can be obtained by concatenating elements of
GAA,ACl . It is straightforward to see that elements of G
(k)
AA,ACl
, for k ∈ {1, 2}, cannot be concatenated with each
other. However, an element of G
(1)
AA,ACl
can be concatenated with an element of G
(2)
AA,ACl
to form a 2-cycle. The
only way to obtain an N -cycle is therefore to alternatingly concatenate elements from G
(1)
AA,ACl
and G
(2)
AA,ACl
; which
is possible iff N is even. This proves that AA
N→ ACl iff N is even.
Let us note that the method presented here can also be used to determine all MPS with d = D = 2 to which the
AKLT state can be transformed.
7C. From the AKLT state to AKLT-type states
Let us determine when the transformation AA
N→ AA,g from the AKLT state to an AKLT-type state is possible.
Note first that
GAA,AA,g = (1l⊗ g ⊗ 1l) ·GAA = {hx = sx ⊗ gx−1 ⊗ xT |x ∈ GL(2,C}, (46)
where sx was defined in Section III C. The operators hx1 , . . . , hxN form an N -cycle iff
xk+1 ∝ xkg ∀k, (47)
where xN+1 ≡ x1. This is fulfilled for any x1 iff gN ∝ 1l. Using Theorem 1 we see that the following holds.
AAA
N→ AA,g ⇔ gN ∝ 1l (48)
V. SYMMETRIES AND SLOCC CLASSIFICATION FOR MPS WITH d = D = 2
It is straightforward to show that MPS generated by (bi-)separable three-qubit states are product states (i.e. they
have bond dimension D = 1). Hence, we only have to consider MPS generated by genuinely tripartite entangled
three-qubit states, which are either an element of the GHZ class or the W class [7]. As explained in the main text, it
is sufficient to determine when normal MPS generated by fiducial states of the form
|GHZb〉 = 1l⊗ b⊗ 1l|GHZ〉, i.e., with matrices A0GHZ,b = b|0〉〈0|, A1GHZ,b = b|1〉〈1|, or (49)
|Wb〉 = 1l⊗ b⊗ 1l|W 〉, i.e., with matrices A0W,b = b(|0〉〈1|+ |1〉〈0|), A1W,b = b|0〉〈0|, (50)
are related via transformations that are not global. The whole classification is obtained by adding the states that are
related to those states via global operations.
In order to characterize the local symmetry group of all normal MPS (see Eq. (22)) we can use the following
property. For A
N∼ B there exists, by definition, an invertible local operator g such that |Ψ(B)〉 = g|Ψ(A)〉 and it is
straightforward to see that
SΨ(B) = gSΨ(A)g
−1. (51)
Hence, it is sufficient to find the symmetries of one representative of an SLOCC class, Ψ(A). Concretely, this means
that it is sufficient to characterize the symmetries of MPS of the form (49 - 50).
In order to find the symmetries and SLOCC classes of these MPS we proceed in three steps:
1. Determine for which b the state Ψ(Xb) is normal.
2. Characterize the symmetries of the normal MPS using Theorem 1.
3. Characterize the SLOCC classes of the states Ψ(Xb) using Corollary 1 of the main text. To simplify this
procedure, we can use that MPS with different injectivity lengths cannot be SLOCC equivalent (this follows
from Lemma II.1). Moreover, MPS whose symmetry groups are not conjugate to each other, i.e., do not fulfill
Eq. (51) for some g, can also never be SLOCC equivalent.
The resulting symmetry characterization and SLOCC classification is concisely summarized in Table I, which is an
extended version of Table I in the main text. Let us note here that Ψ(GHZ1l) = |GHZN 〉 ≡ 1√2 (|0〉⊗N + |1〉⊗N ) is
the N -qubit GHZ state. This state is not normal and thus the methods of the main text do not directly apply to
it. However, the symmetries of GHZN are known [6]. Moreover, we show below that all non-normal multipartite
entangled MPS are SLOCC equivalent to GHZN . Although the SLOCC and symmetry classification of general non-
normal MPS is not within the scope of the main text, we could thus determine it for the special case of d = D = 2.
Combined with the results on normal MPS we therefore obtain here a characterization of the symmetries and SLOCC
classes of all multipartite entangled MPS with d = D = 2.
In the following we provide a detailed presentation and derivation of these results. We first consider the GHZ-
(Section V A) and then the W-generated states (Section V B).
8type # symmetries inj. length # SLOCC classes A
N∼ B
GHZ 2 2 ∞ (generic set) GHZb N∼ GHZc ⇔ χ(b) =
{
χ(c) or χ(c)−1, N even
χ(c), N odd.
2N 2 1 (cluster set) always
1 3 1 (symmetryless set) always
∞ not normal 1 (GHZN class) always
W 1 for odd N 2 1 always
∞ for even N
TABLE I: The SLOCC classification of MPS with d = D = 2. First, according to the SLOCC class of the generating
three-qubit state. For GHZ-generated states one can further coarse grain the classes according to their local
symmetries into different sets. We also provide the minimal number of qubits that have to be blocked to make the
normal states injective. The only multipartite entangled non-normal states are all SLOCC equivalent to the
non-normal state generated by the three-qubit GHZ state, i.e., they are elements of the GHZN class. We state how
many different SLOCC classes there are within one set and depict when two MPS within this set are SLOCC
equivalent. The function χ is defined in Eq. (54) (see also main text). Note that the class with two local symmetries
is of full measure in the set of all MPS with d = D = 2.
A. GHZ-generated MPS
1. Characterization of the normal MPS
We first determine when Ψ(GHZb) is normal, where b = (bij) ∈ GL(2,C). That is, we have to check for which
b ∈ GL(2,C) there is an L such that
span
i1,...,iL
{
Ai1GHZ,b · . . . ·AiLGHZ,b
}
= C2×2. (52)
Here, we determine the minimal L with this property, i.e., the injectivity length of Ψ(Wb). It is straightforward to
see that we have to distinguish four different cases:
(i) bij 6= 0 for all i, j: L = 2 and thus the MPS is normal for N ≥ 5. Note that the states related to MPS of this
case via (trivial) global operations are generated by fiducial states of the form g ⊗ x−1b⊗ xT |GHZ〉 (as shown
in the main text), where g, x are arbitrary regular matrices. Since b is a generic regular matrix (for this case)
these fiducial states comprise a generic set of three-qubit states. Hence, the MPS corresponding (up to global
operations) to this case are generated by a full measure set of three-qubit states and are thus of full measure in
the set of all MPS with d = D = 2.
(ii) exactly one entry of b is zero:
(iia) bkk = 0 for exactly one k ∈ {0, 1}: L = 3 and thus the MPS is normal for N ≥ 7,
(iib) b01 = 0 or b10 = 0: The MPS is not normal for any N and SLOCC equivalent to |GHZN 〉.
(iii) exactly two entries of b are zero: The MPS is either SLOCC equivalent to |GHZN 〉 or vanishes and is therefore
not normal.
In particular, this shows that normal GHZ-generated MPS have an injectivity length of at most 3 (in case (iia))
and generically (i.e., in case (iiia)) of 2. This is considerably below the best known upper bound (to the knowledge
of the authors) of L ≤ 2D2(6 + log2(D)) for the injectivity length of a normal MPS with physical dimension d and
bond dimension D [8]. For D = 2 this bound states L ≤ 56.
2. Characterization of the local symmetries
In the following we determine the local symmetries of the normal GHZ-generated MPS determined before (i.e., of
states belonging to the cases (i) and (iia) in the last section). Note that the symmetries of the three-qubit GHZ state
are given in Eq. (43). The stabilizer of the GHZ-type state |GHZb〉 = 1l⊗ b⊗ 1l|GHZ〉 hence reads
GGHZb =
{
s(k,x,y) = (1l⊗ b⊗ 1l)s(k,x,y)GHZ (1l⊗ b−1 ⊗ 1l)
}
(k,x,y)∈{0,1}×C×
.
9Two elements s(k,v,w), s(l,x,y) ∈ GGHZb can be concatenated iff
Pwσ
k
1 bσ
l
1Pxb
−1 = r1l, (53)
for some r 6= 0, where Pz = diag(z, 1/z). This condition is extremely restrictive and it is easy to find the minimal
cycles in GGHZb entailed by it. We can simply read off the resulting symmetries (as explained in the main text). This
yields the following stabilizer for the cases (i) and (iia) found in Section V A 1.
(i) In solving Eq. (53) the function
χ(b) =
b00 · b11
b01 · b10 . (54)
plays a prominent role. More precisely, χ can be used to further distinguish the MPS in this case according the
following subcases:
(ia) χ(b) 6= −1, 0: Then Eq. (53) only has solutions if k = l and they depend on b. For k = l = 0 we get
w = x = ±1. For k = l = 1 we get w2 = b00b01b10b11 and x = b10b01w, r = 1. There is only one nontrivial cycle in
GGHZb , which has length 1. Hence, besides the trivial symmetry, the state Ψ(GHZb) has one nontrivial
symmetry and its stabilizer reads
SΨ(GHZb) =
{
1l⊗N ,
(
σ1P b11
b00
)⊗N}
, (55)
for N ≥ 5.
(ib) χ(b) = −1: Equation (53) has the following solutions: r = w = x = 1 for k = l = 0; r = i, w = i, x = b00b01
for k = 0, l = 1; r = i, w = b00b10 , x = 1 for k = 1, l = 0; r = 1, w =
ib00
b10
, x = b10b01 for k = l = 1. Hence, there
are many ways to connect elements in GGHZb . They give rise to 2
N different N -cycles that each lead to
a local symmetry of |Ψ(GHZb)〉. Note that the linear cluster state (with periodic boundary conditions)
reads |Cluster〉 ≡ |Ψ(GHZH)〉, where H =
∑1
i,j=0(−1)ij |i〉〈j|. For the cluster state we find that the local
symmetries are exactly given by its stabilizer symmetries [9], i.e.,
SCluster = SΨ(GHZH) =
{
Ki11 · . . . ·KiNN
}
i1,...,iN∈{0,1} . (56)
Here, Ki = σ
(i−1)
3 σ
(i)
1 σ
(i+1)
3 acts as σ1 on qubit i and as σ3 on qubits i − 1, i (with periodic boundary
conditions) and as the identity on all other qubits. In fact, we see in Section V A 3 below that all states
with χ(b) = −1 are SLOCC equivalent, such that we call this set of states the cluster set. The symmetries
of all states in this set can thus also be easily obtained from the symmetries (56) of the cluster state via
Eq. (51).
(iia) These states fulfill χ(b) = 0. There only exists a solution of Eq. (53) for k = l = 0 and w, x = ±1. This results
in a trivial stabilizer, i.e.,
SΨ(GHZb) = {1l}, (57)
for N ≥ 7 (as the injectivity length of these states is L = 3).
3. Characterization of the SLOCC classes
From the results of the previous section we conclude that normal GHZ-generated states can be separated into three
different sets according to their symmetries, where states from different sets are in different SLOCC classes:
1. χ(b) 6= −1, 0 (case (ia) of Section V A 2): These states have only 1 nontrivial symmetry, which is global. We
call this set the generic set as it contains almost all MPS.
2. χ(b) = −1 (case (ib) of Section V A 2): These states have 2N symmetries. This set contains the cluster state
and thus we refer to it as the cluster set.
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3. χ(b) = 0 (case (iia) of Section V A 2): These states have only the trivial symmetry and thus we refer to this set
as the symmetryless set.
In the following we determine the SLOCC classes within these sets. Using the symmetries (43) of the GHZ state and
Corollary 1 of the main text this is straightforward and reveals the following SLOCC classification within the sets 1.
to 3.:
1. First, we determine when Ψ(GHZb) and Ψ(GHZc) (with χ(b), χ(c) 6∈ {−1, 0}) are related via a (trivial) global
operation. This is the case iff GGHZ contains a (b→ c)-1-cycle. It is straightforward to show that this condition
is satisfied iff χ(b) = χ(c). Next, we have to determine the MPS that are related via (b → c)-N -cycles with
N > 1. To this end, we use the procedure explained in the paragraph after Corollary 1 in the main text. For
two operators
h1 = g1 ⊗ x1 ⊗ yT1 ≡ s(k,v1,v2)GHZ ∈ GGHZ , (58)
h2 = g2 ⊗ x2 ⊗ yT2 ≡ s(l,w1,w2)GHZ ∈ GGHZ (59)
we define the matrix,
M ≡ y−1α yβ ⊗ (xαx−1β )T = (Pv2σk1 )−1Pw2σl1 ⊗
[
σk1Pv1(σ
l
1Pw1)
−1]T . (60)
As explained in the main text, h1, h2 form a (b→ c)-2-cycle iff there exists a λ 6= 0 such that
M~c = λ~c. (61)
For any c that solves Eq. (61) we can find the corresponding b as
b = y1cx2 = Pv2σ
k
1cσ
l
1Pw1 , (62)
as explained in the main text. In this way, we can show that Ψ(GHZb),Ψ(GHZc) are related via a nontrivial
(b → c)-2-cycle iff χ(b) = 1χ(c) . Analogously, we can show that Ψ(GHZb),Ψ(GHZc) are not related via a
(b → c)-N -cycle of any size if neither χ(b) = χ(c) nor χ(b) = 1χ(c) hold. Summarizing, we have just shown the
following,
GHZb
N∼ GHZc ⇔ χ(b) =
{
χ(c) or χ(c)−1 and N even
χ(c) and N odd.
(63)
In particular, there are infinitely many, N -dependent SLOCC classes within this generic set.
Let us also briefly outline an alternative way to derive Eq. (63). For all fixed pairs of matrices b, c (with
χ(b), χ(c) 6∈ {−1, 0}) one could explicitly determine all h1, h2 ∈ GA as in Eqs. (58 - 59) that are (b → c)-
connected. Note that
h1
b→c−−−→ h2 ⇔ y2bx2 ∝ c ⇔ Pv2σk1 · c · σl1Pw1 ∝ b. (64)
For fixed b, c there are only very few or no h1, h2 that solve Eq. (64). For the b, c for which there are elements
of GA that can be (b → c)-connected it is then straightforward to find all (b → c)-N -cycles for N = 1, 2 and
show that there are no larger cycles. This then leads to Eq. (63).
2. All MPS in this symmetry class are related to each other via (trivial) 1-cycles and are thus SLOCC equivalent
for any N .
3. All MPS in this symmetry class are related to each other via (trivial) 1-cycles and are thus SLOCC equivalent
for any N .
B. MPS generated by W-type states
1. Characterization of the normal MPS
Analogously to the GHZ case, we first have to determine when Ψ(Wb) is normal. That is, we have to check for
which b ∈ GL(2,C) there is an L such that
span
i1,...,iL
{
Ai1W,b · . . . ·AiLW,b
}
= C2×2. (65)
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Here, we determine the minimal L with this property, i.e., the injectivity length of Ψ(Wb). A straightforward calcu-
lation shows that the following cases have to be distinguished:
(i) bij 6= 0 for all i, j: L = 2 and thus Ψ(Wb) is normal for N ≥ 5.
(ii) exactly one entry of b is zero:
(iia) b00 = 0: Ψ(Wb) ∝ |0〉⊗N and, thus, these states are not normal.
(iib) else: L = 2 and thus Ψ(Wb) is normal for N ≥ 5.
(iii) exactly two entries of b are zero:
(iiia) b01, b10 = 0: L = 2 and thus Ψ(Wb) is normal for any N ≥ 5.
(iiib) else: Ψ(Wb) is a product state and therefore not normal.
2. Characterization of the local symmetries
The local symmetries of the W state are given by [10]
SW =
{
1
x
(
x −y − z
0 1x
)
⊗
(
x y
0 1x
)
⊗
(
x z
0 1x
)}
(x,y,z)∈C×3
, (66)
For the cases (i), (iib) and (iiia) of normal states determined in the last section, GWb contains the trivial cycle (from
1l to 1l) and a continuous set of nontrivial 2-cycles. Hence, Ψ(Wb) has only the trivial symmetry if N is odd and
infinitely many symmetries if N is even. Interestingly, these symmetries have the same form for all W-generated
normal MPS, namely
SΨ(Wb) =
1l if N is odd,{(z(x)⊗ z( 1x ))⊗N2 }
x∈C×
if N is even,
(67)
where
z(x) =
(
x (x− 1x ) b01+b10b00
0 1x
)
. (68)
C. Characterization of the SLOCC classes
The order of the symmetries of normal W-generated states cannot be used to distinguish SLOCC classes. The reason
for this is that all such states are SLOCC equivalent. To see this, we consider the normal MPS Ψ(W ) = Ψ(W1l)
and an arbitrary normal MPS Ψ(Wc). Then GA contains a (1l → c)-1-cycle for any such choice of c. Hence,
Ψ(W )
N∼ Ψ(Wc) holds for any N and Ψ(W ) can be transformed to any other normal W-generated MPS via a (trival)
global transformation. Consequently, all normal W-generated MPS are in the same SLOCC class.
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