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With the rapid growth in the volume of images, videos and other resources in the
Internet, people are presented with a wide variety of multimedia data. It therefore
becomes more and more important to collect and analyze the data from the Internet.
In particular, issues such as how to classify the images and videos into diﬀerent
groups, and how to measure the distance between them become primarily important.
Diﬀerent from relying on predeﬁned distance measures, distance metric learning is
a way to adapt the distance measure to the dataset to be processed such that the
distance between two samples from the same class is set to be as close as possible,
while the distance between two samples from diﬀerent categories is set to be as far
as possible. In recent years, distance metric learning algorithms turn out to be very
promising when they are applied in machine learning, pattern recognition, object
classiﬁcation and other areas. Distance metric learning has become a major research
topic/issue in image and video classiﬁcation applications.
In this thesis, ﬁrstly, several existing distance metric learning algorithms have been
comprehensively reviewed. Secondly, based on the fact that a large number of data
are high dimensional and mixed with noises, a low-rank metric learning algorith-
m is proposed, and is applied to object classiﬁcation and face recognition. This
method learns a low rank metric matrix that projects the original high-dimensional
feature space into a low-dimensional feature space. The proposed method is able
to be used for both metric learning and dimension reduction, which leads to better
performance in object classiﬁcation and face recognition. Thirdly, distance metric
learning is applied in video-based action recognition. In the action recognition tasks,
high-dimensional features are usually used. In addition, due to heavy intra-class
variations, distances between samples within one class are unexpectedly large in the















the distances between samples from the same class. As an extra beneﬁt, the feature
dimension has been decreased considerably after metric learning. This is achieved by
Cholesky decomposition on the metric matrix. With the features being projected by
the metric mapping matrix, better performance is expected for the linear classiﬁer
when it is applied in the action recognition. Finally, an overview is given that how
the current work can be extended in several directions/aspects.
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