In this paper, we analyze classical data compression with quantum side information (also known as the classical-quantum Slepian-Wolf protocol) in the so-called large and moderate deviation regimes. In the non-asymptotic setting, the protocol involves compressing classical sequences of finite length n and decoding them with the assistance of quantum side information. In the large deviation regime, the compression rate is fixed, and we obtain bounds on the error exponent function, which characterizes the minimal probability of error as a function of the rate. Devetak and Winter showed that the asymptotic data compression limit for this protocol is given by a conditional entropy. For any protocol with a rate below this quantity, the probability of error converges to one asymptotically and its speed of convergence is given by the strong converse exponent function. We obtain finite blocklength bounds on this function, and determine exactly its asymptotic value. In the moderate deviation regime for the compression rate, the latter is no longer considered to be fixed. It is allowed to depend on the blocklength n, but assumed to decay slowly to the asymptotic data compression limit. Starting from a rate above this limit, we determine the speed of convergence of the error probability to zero and show that it is given in terms of the conditional information variance. Our results complement earlier results obtained by Tomamichel and Hayashi, in which they analyzed the so-called small deviation regime of this protocol.
Introduction
Source coding (or data compression) is the task of compressing information emitted by a source in a manner such that it can later be decompressed to yield the original information with high probability. The information source is said to be memoryless if there is no correlation between the successive messages emitted by it. In this case, n successive uses of the source is modeled by a sequence of n independent and identically distributed (i.i.d.) random variables X 1 , X 2 , . . . , X n , each taking values x in a finite alphabet X with probability p(x). Such a source is equivalently modeled by a single random variable X with probability mass function p(x), with x ∈ X , and is called a discrete memoryless source (DMS). Let H(X) denote the Shannon entropy of X. Shannon's Source Coding Theorem [1] tells us that if the messages emitted by n copies of the source are compressed into at least nH(X) bits, then they can be recovered with arbitrary accuracy upon decompression, in the asymptotic limit (n → ∞).
One variant of the above task is that of data compression with classical side information (at the decoder), which is also called Slepian-Wolf coding, first studied by Slepian and Wolf [2] . In this scenario, one considers a memoryless source emitting two messages, x and y, which can be considered to be the values taken by a pair of correlated random variables (X, Y ). The task is once again to optimally compress sequences x := (x 1 , . . . , x n ) emitted on n copies of the source so that they can be recovered with vanishing probability of error in the asymptotic limit. However, at the recovery (or decompression) step, the decoder also has access to the corresponding sequence y := (y 1 , . . . , y n ). Since X and Y are correlated, the knowledge of y gives information about the sequence x, and thus assists in the decoding. Slepian and Wolf showed that as long as the sequences x are compressed into nR bits with R ≥ nH(X|Y ), where H(X|Y ) is the conditional entropy of X given Y , this task can be accomplished with vanishing B
1
. In the so-called asymptotic, memoryless setting of CQSW, one considers Alice and Bob to share a large number, n, of identical copies of the c-q state ρ XB . Consequently, Alice knows the sequence x := (x 1 , x 2 , . . . , x n ), whereas the quantum state (i.e. the QSI) ρ x B := ρ The aim is for Alice to convey the sequence x to Bob using as few bits as possible. Bob can make use of the QSI in order to help him decode the compressed message sent by Alice. Devetak and Winter proved that the data compression limit of CQSW, evaluated in the asymptotic limit (n → ∞), is given by the conditional entropy H(X|B) ρ of the c-q state ρ XB .
In this paper we primarily study the CQSW protocol in the non-asymptotic setting in which one no longer takes the limit n → ∞. This corresponds to the more realistic scenario in which only a finite number of copies of the c-q state ρ XB are available. First, we focus on the so-called large deviation regime 2 , in which the compression rate R is fixed, and we analyze the optimal probability of error as a function of blocklength n. Specifically, in the range R > H(X|B) ρ , we obtain upper and lower bounds on the error exponent function (see Theorems 1 and 2). The lower bound shows that for any R > H(X|B) ρ the CQSW task can be accomplished with a probability of error which decays to zero exponentially in n. The upper bound puts a limit on how quickly the probability of error can decay. We term this upper bound the "sphere-packing bound" for CQSW, since it is analogous to the so-called sphere-packing bound obtained in c-q channel coding [16, 17, 18] . 1 Such a state arises when the messages emitted from a quantum DMS are subject to a quantum instrument, and the classical outputs are sent to Alice, and the quantum ones to Bob. 2 That is, the regime in which the compression rate deviates from the data compression limit by a constant amount. We refer the readers to [13, 14, 15] for details of different deviation regimes.
For any protocol with a rate R < H(X|B) ρ , the probability of error converges to one asymptotically and its speed of convergence is given by the strong converse exponent function. We obtain finite blocklength bounds on this function (see Theorems 3 and 4) , and determine exactly its asymptotic value (see Corollary 5) , in terms of the sandwiched conditional Rényi entropy [19, 20, 21] . A non-asymptotic study of CQSW in the strong converse domain was also carried out by Tomamichel [22] , and by Leditzky, Wilde, and Datta [23] . In these works, one-sided bounds were obtained, and hence the asymptotic value of the strong converse exponent was not determined.
The bounds we obtain are expressed in terms of certain entropic exponent functions involving conditional Rényi entropies. To derive these results, we prove and employ properties of these functions. In obtaining the strong converse bounds, we employ variational representations for certain auxiliary exponent functions by making use of those for the so-called log-Euclidean Rényi relative entropies developed in [24] . Our variational representations are analogous to those obtained by Csiszár and Körner in the classical setting [25, 26, 27, 8] .
We also study the trade-offs between the rate of compression, the minimal probability of error, and the blocklength n. Specifically, we characterize the behaviors of the error probability and the compression rate in the moderate deviation regime. In contrast to the previously discussed results for which the rate R was considered to be fixed, here we allow the rate to change with n, approaching H(X|B) ρ slowly (slower than 1 √ n ), from above. In this case, we show that the probability of error vanishes asymptotically. In addition, we obtain an asymptotic formula describing the minimum compression rate which converges to H(X|B) ρ when the probability of error decays sub-exponentially in n. We summarize the error behaviors of different regimes in Table 1 .
Different Regimes
Concentration Phenomena Slepian-Wolf Coding
Moderate Deviation Pr (S n ≥ na n x) = e − na 2 n 2v x+o(na 2 n ) P * e (n, H(X|B) ρ + a n ) = e − na 2 n 2V +o(na 2 n )
Large Deviation Pr (S n ≥ nx) = e −nΛ * (x)+o(n) P * e (n, R) = e −nE(R)+o(n) (R > H(X|B) ρ ) Large Deviation Pr (S n ≥ nx) = e −nΛ * (x)+o(n) 1 − P * e (n, R) = e −nE * sc (R)+o(n) (R < H(X|B) ρ ) Table 1 . The comparison of different regimes of Slepian-Wolf coding with quantum side information. Here, P * e (n, R) denotes the optimal error probability with rate R and blocklength n; V := V (X|B) ρ is the conditional information variance defined in Eq. (16) ;(a n ) n≥0 is an arbitrary sequence such that lim n→+∞ a n = 0 and lim n→+∞ √ na n = +∞. The quantity Λ * is the Legendre-Fenchel transform of the cumulant generating function of the random variable, and Φ is the cumulative distribution function of a standard normal distribution. The strong converse exponent E * sc (R) is defined in Eq. (7) . Note that determining the error exponent E(R) in Slepian-Wolf coding with quantum side information is still an open problem.
1.1. Prior Works. Renes and Renner [28] analyzed the protocol in the so-called one-shot setting (which corresponds to the case n = 1) for a given threshold (ε, say) on the probability of error. They proved that in this case the classical random variable X can be compressed to a number of bits given by a different entropic quantity, the so-called smoothed conditional max-entropy, the smoothing parameter being dependent on ε. They also established that this entropic quantity gives the minimal number of bits, up to small additive quantities involving ε. More precisely, the authors established upper and lower bounds on the minimal number of bits in terms of the smoothed conditional max-entropy. The asymptotic result of Devetak and Winter could be recovered from their results by replacing the c-q state ρ XB by its 1 2 to that given in Theorem 3. We note that the first bound is also weaker than Theorem 3. We refer the readers to Remark 6.1 for the discussion.
This paper is organized as follows. We introduce the CQSW protocol in Sec. 2, and state our main results in Sec. 3. The notation and definitions for the entropic quantities and exponent functions are described in Sec. 4. Sec. 5 presents the error exponent analysis for CQSW as R > H(X|B) ρ (large deviation regime), and we study the optimal success exponent as R < H(X|B) ρ (strong converse regime) in Sec. 6. In Sec. 7 we discuss the moderate deviation regime. We conclude this paper in Sec. 8 with a discussion.
Classical Data Compression with Quantum Side Information (Slepian-Wolf Coding)
Suppose Alice and Bob share multiple (say n) identical copies of a classical-quantum (c-q) state
where X is a finite alphabet and ρ x B is a quantum state, of a system B with Hilbert space H B , in Bob's possession. The letters x ∈ X can be considered to be the values taken by a random variable X with probability mass function p(x). One can associate with X a quantum system (which we also refer to as X) whose Hilbert space has an orthonormal basis labeled by x ∈ X , i.e. {|x } x∈X .
The aim of classical-quantum Slepian-Wolf (CQSW) coding is for Alice to convey sequences x = (x 1 , . . . , x n ) ∈ X n to Bob using as few bits as possible; Bob can employ the corresponding quantum state
which is in his possession, and plays the role of quantum side information (QSI), to help decode Alice's compressed message.
Alice's encoding (compression) map is given by E : X n → W, where the alphabet W is such that |W| < |X | n . If Alice's message was x, the compressed message that Bob receives is E(x) ∈ W. He applies a decoding map D on the pair (E(x), ρ x B n ) in order to infer Alice's original message. Thus, Bob's decoding is given by a map D : W × S(B n ) → X n where S(B n ) denotes the set of states on H ⊗n B . If we fix the first argument as w ∈ W, we have that the decoding D(w, ·) is a map from S(B n ) → X n which is given by a positive operator-valued measurement (POVM). Thus, we can represent the decoding by a collection of POVMs {D w } w∈W , where D w = {Π (w)
x } x∈X n with Π (w)
x ≥ 0 and x∈X n Π (w) x = 1, for each w ∈ W. That is, if Alice sends the message x, Bob receives E(x), and measures the state ρ x B n with the POVM {Π (E(x)) x } x∈X n . We depict the protocol in Figure 1 .
3 That is, the minimum number of bits required to accomplish the task with blocklength n, subject to the constraint that the probability error is at most ε. Figure 1 . We are given n copies of a classical source X which is correlated with a quantum system B. We compress the source into W n via the encoding E n , and then perform a decompression via D n which has access to the side information B n . This yields the output Z n with associated alphabets Z n .
Given n ∈ N and R > 0, an encoding-decoding pair (E, D) of the form described above is said to form an (n, R)-code if |W| = 2 nR (or, more precisely, |W| = 2 nR ). Here, R is called the rate of the code C = (E, D). For such a code, the probability of error is given by
We can also consider a random encoding which maps x to w with some probability P (w|x). In this case, the probability of error is given by
Alternatively, we can see the random encoding E as applying a deterministic encoding E j with some probability Q j . Then for a code C = (E, D),
Thus, the error probability for a random encoding is an average of error probabilities of deterministic encodings. In particular, min j P e ((E j , D)) ≤ P e ((E, D)), so the optimal error probability is achieved for a deterministic code. The optimal (minimal) rate of data compression evaluated in the asymptotic limit (n → ∞), under the condition that the probability of error vanishes in this limit is called the data compression limit. Devetak and Winter [12] proved that it is given by the conditional entropy of ρ XB :
where H(ω) := − Tr(ω log ω) denotes the von Neumann entropy of a state ω.
In this paper, we analyze the Slepian-Wolf protocol primarily in the non-asymptotic scenario (finite n). The two key quantities that we focus on are the following. The optimal error probability for a rate R and blocklength n is defined as
Similarly, for any ε ∈ (0, 1), we define the optimal rate of compression at an error threshold ε and blocklength n by R * (n, ε) := inf{R : ∃ an (n, R)-code C with P e (C) ≤ ε}.
In particular, we obtain bounds on the finite blocklength error exponent e(n, R) := − 1 n log P * e (n, R)
and the finite blocklength strong converse exponent
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In terms of P * e (n, R), Devetak and Winter's result can be reformulated as ∀R > H(X|B) ρ : lim sup n→∞ P * e (n, R) = 0,
Hence, H(X|B) ρ is called the Slepian-Wolf limit. We may illustrate this result by Figure 2 below. Figure 2 . Diagram depicting the relationship between the optimal error probability of (n, R)-Slepian-Wolf codes, and the rate of compression R, as established in [12] . For rates R > H(X|B) ρ , the task can be accomplished with probability of error tending to 0 as the number of copies n of the state ρ XB tend to infinity. In contrast, for any rate R < H(X|B) ρ , the probability of error does not converge to 0 as n → ∞.
Main Results
The main contributions of this work consist of a refinement of (6) . We derive bounds on the speed of convergence of P * e (n, R) to zero for any R > H(X|B) ρ . Further, for R < H(X|B) ρ we obtain bounds on the strong converse sc(n, R), and determine its exact value in the asymptotic limit. In addition, we analyze the asymptotic behavior of P * e (n, R) and R * (n, ε) in the so-called moderate deviations regime. These results are given by the following theorems, in each of which ρ XB denotes a c-q state (eq. 1), with H(X|B) ρ > 0. Given a rate R > H(X|B) ρ , there exists a sequence of codes C n such that the probability of error tends to zero as n → ∞, as shown by (6) . In fact, this convergence occurs exponentially quickly with n, and the exponent can be bounded from below and above, as we show in Theorems 1 and 2 respectively. Theorem 1. For any rate R ≥ H(X|B) ρ , and any blocklength n ∈ N, the finite blocklength error exponent defined in (4) satisfies
where
Theorem 2 (Sphere-Packing Bound for Slepian-Wolf Coding). Let R ∈ (H(X|B) ρ , H ↑ 0 (X|B) ρ ). Then, there exist N 0 , K ∈ N, such that for all n ≥ N 0 , the finite blocklength error exponent defined in (4) satisfies
and
The proof of Theorem 2 is in Section 5.2. On the other hand, for R < H(X|B) ρ , no sequence of codes C n can achieve vanishing error asymptotically. For this range, we in fact show that the probability of error converges exponentially quickly to one, as shown by the bounds on sc(n, R) given in the following theorems.
Theorem 3. For all R < H(X|B) ρ , the finite blocklength strong converse exponent defined in (5) satisfies
and H * ,↑
α being the sandwiched Rényi divergence [19, 20] .
The proof of Theorem 3 is in Section 6.1.
We also obtain an upper bound on sc(n, R), which, together with Theorem 3 shows that E * sc (R) is the strong converse exponent in the asymptotic limit. ) any term which is bounded by
for all n large enough, for some constant C m depending only on m, |X |, and ρ XB . In particular, taking n → ∞ then m → ∞ yields lim sup
The proof of Theorem 4 is in Section 6.2, along with Proposition 6.1, a more detailed version of the result with the constants written explicitly. Note that, together, Theorems 3 and 4 imply the following result.
Corollary 5. For all R < H(X|B) ρ , the strong converse exponent defined in (5) satisfies
Lastly, we consider the case where the rate depends on n as R n := H(X|B) ρ + a n , where a n is a moderate sequence, that is, a sequence of real numbers satisfying (i) a n → 0, as n → ∞,
In this case, we have the following asymptotic result.
Theorem 6. Assume that the c-q state ρ XB has strictly positive conditional information variance V (X|B) ρ , where
Then for any sequence (a n ) n∈N satisfying Eq. (8),
for R n := H(X|B) ρ + a n .
Theorem 7.
Assume that the c-q state ρ XB has V (X|B) ρ > 0. Then for any sequence (a n ) n∈N satisfying Eq. (8), and ε n := e −na 2 n , we have the asymptotic expansion
The proof of Theorem 7 is in Section 7.2.
Preliminaries and Notation
Throughout this paper, we consider a finite-dimensional Hilbert space H. The set of density operators (i.e. positive semi-definite operators with unit trace) on H is defined as S(H). The quantum systems, denoted by capital letter (e.g. A, B), are modeled by finite-dimensional Hilbert spaces (e.g. H A , H B ); n copies of a system A is denoted by A n , and is modeled by the n-fold tensor product of the Hilbert spaces, H A n = H ⊗n A . For ρ, σ ∈ S(H), we denote by ρ σ if the support of ρ is contained in the support of σ. The identity operator on H is denoted by 1 H . The subscript will be removed if no confusion is possible. We use Tr [·] as the standard trace function. For a bipartite state ρ AB ∈ S(AB), Tr B [ρ AB ] denotes the partial trace with respect to system B. We denote by |t| + := max{0, t}. The indicator function 1 {A} is defined as follows: 1 {A} = 1 if the event A is true; otherwise 1 {A} = 0.
For a positive semi-definite operator X whose spectral decomposition is X = i a i P i , where (a i ) i and (P i ) i are the eigenvalues and eigenprojections of X, its power is defined as: X p := i:a i =0 a p i P i . In particular, X 0 denotes the projection onto supp(X), where we use supp(A) to denote the support of the operator A. Further, A ⊥ B means supp(A) ∩ supp(B) = ∅. Additionally, we define the pinching map with respect to X by P X (A) = i P i AP i . The exp and log are performed on base 2 throughout this paper.
4.1. Entropic Quantities. For any pair of density operators ρ and σ, we define the quantum relative entropy, Petz's quantum Rényi divergence [30] , sandwiched Rényi divergence [19, 20] , and the log-Euclidean Rényi divergence [31, 24] , respectively, as follows:
We define the quantum relative entropy variance [29, 32] by
The above quantity is non-negative. Further, it follows that
For ρ AB ∈ S(AB), α ≥ 0 and t = { }, { }, or { * }, the quantum conditional Rényi entropies are given by
When α = 1 and t = { }, { }, or { * } in Eq. (15) , both quantities coincide with the usual quantum conditional entropy:
denotes the von Neumann entropy. Similarly, for ρ AB ∈ S(AB), we define the conditional information variance:
It is not hard to verify from Eq. (14) that 
is convex and lower semi-continuous on S(H).
Proposition 4.2 (Properties of α-Rényi Conditional Entropy). Given any classical-quantum state ρ XB ∈ S(XB), the following holds:
The proof is provided in Appendix A.
Given two states ρ and σ, one can define an associated binary hypothesis testing problem of determining which of the two states was given via a binary POVM. Such a POVM is described by an operator Q (associated, say, with the outcome ρ) such that 0 ≤ Q ≤ 1, called the test. Two types of errors are possible; the probability of measuring ρ and reporting the outcome σ is given by Tr[(1 −Q)ρ] and called the type-I error, while the probability of measuring σ and reporting the outcome ρ is given by Tr [Qσ] and is called the type-II error. The hypothesis testing relative entropy (e.g. as defined in [35] ) is defined by
Tr [Qσ] and characterizes the minimum type-II error incurred via a test which has type-I error at most ε. The hypothesis testing relative entropy satisfies the data-processing inequality
for any completely positive map Φ [35] . This quantity has an interpretation as a relative entropy as it satisfies the following asymptotic equipartition property:
which was proven in two steps, by [36] and [37] . We can consider a related quantity, α µ (· ·) which denotes the minimum type-I error such that the type-II error does not exceed µ. That is,
By (20) , for any completely positive map Φ we have
We also consider the so-called max-relative entropy, given by
In establishing the exact strong converse exponent, we will employ a smoothed variant of this quantity,
is the ε-ball in the distance of optimal purifications, d op , defined by
where the minimum is over purifications ψ ρ of ρ and ψ σ of σ. By equation (2) of [38] , the distance
It was shown in [38] that D δ max (ρ σ) satisfies an asymptotic equipartition property. In fact, Theorem 14 of [38] gives finite n upper and lower bounds on 1 n D δ max (ρ ⊗n σ ⊗n ) which converge to D(ρ σ). We will only need the upper bound, namely
The smoothed max-relative entropy satisfies the following simple but useful relation (which is a one-shot analog of Lemma V.7 of [24] ).
Proof of Lemma 4.3. By the definition (23), for any a ≥ D max (σ ρ), we have σ − e a ρ ≤ 0, and therefore Tr[(σ − e a ρ) + ] = 0, which proves the result for δ = 0. For δ > 0 and a ≥ D δ max (σ ρ) there exists a density matrixσ withσ − e a ρ ≤ 0 and d op (σ, σ) ≤ δ. Setting P + = {σ ≤ e a ρ}, we have
using (26) in the second to last inequality.
Error Exponent Function.
For t = { }, { * }, or { }, we define
omitting the dependence on ρ XB except where necessary. For t = { }, i.e. the Petz's Rényi conditional entropy, one has
by quantum Sibson's identity [39] . We also define another version of exponent function via H ↓ α :
, together with Proposition 4.5-(a) below, we have
In Section 5.1, we obtain an achievability bound of the optimal error in terms of E ↓ r . We conjecture that it can be further improved to E r .
In the following, we collect some useful properties of the auxiliary functions E 0 (s) and E ↓ 0 (s). 
(e) (Second-order Derivative)
The proof is provided in Appendix B. Proposition 4.5 below discusses the properties of the exponent functions. See Figure 3 for the illustration.
Proposition 4.5 (Properties of the Exponent Function).
Let ρ XB be a classical-quantum state with H(X|B) ρ > 0, the following holds.
(a) E sp (·) is convex, differentiable, and monotonically increasing on [0, +∞]. Further, Figure 3 . Illustration of the sphere-packing exponent E sp (R) (right, blue curve) and the correct decoding exponent E * sc (R) (left, green curve) in Slepian-Wolf coding over R ≥ 0. The conditional Rényi entropy is denoted by
The proof is provided in Appendix B.
In Proposition 4.6 below, we show that the exponent functions defined in terms of D admit the variational representations, analogous to those introduced in the classical case by Csiszár and J. Körner's [25, 27, 8] .
Proposition 4.6. Given a c-q state
we have the variational expressions
where we denote S ρ (XB) as the set of states σ XB with σ XB ρ XB and which can be written as
for some probability distribution q on X and states σ x B in S(B). The proof is provided in Appendix B.
5. Error exponent at a fixed rate above the Slepian-Wolf limit (Large Deviation Regime)
Given a fixed compression rate R above the Slepian-Wolf limit H(X|B) ρ , Devetak and Winter showed that the optimal error probability vanishes asymptotically [12] . In this section, we establish the finite blocklength achievability and converse bounds and show that the optimal error will exponential decay as a function of blocklength n. Specifically, we obtain (Theorems 1 and 2):
The exponent functions and their properties are introduced in Section 4.2. The achievability and converse bounds are proved in Section 5.1 and 5.2.
5.1. Achievability. Let us recall Theorem 1. Theorem 1. For any rate R ≥ H(X|B) ρ , and any blocklength n ∈ N, the finite blocklength error exponent defined in (4) satisfies
Our technique is to use a random coding argument to prove Theorem 1. The idea originates from Gallager [7] and later studied by Renes and Renner [28] .
We first present an one-shot lower bound on e(1, R) before extending to the n-shot case. Let W be a set. Consider a CQSW code C consisting of a random encoder f : X → W which encodes every source x ∈ X into some index w ∈ W with equal probability 1/|W|, and a decoder given by a so-called pretty good measurement:
where 0 ≤ Λ x ≤ 1 B for each x ∈ X will be specified later. The optimal probability of error can be upper bounded by
is the probability of error conditioned on the source emitting the symbol x and the encoder encoding x as w.
Applying the Hayashi-Nagaoka inequality [41, Lemma 2] to obtain
where 1 {f (x)=w} denotes the indicator function for the event f (x) = w. Combining Eqs. (36) and (37) gives
Taking average over w, we find
Λx .
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By using the assumption Pr {f (x) = w} = 1/|W|,
By taking average over x we obtain
where Λ XB := x∈X |x x| ⊗ Λ x . Now, we choose, for x ∈ X ,
We invoke Audenaert et al.'s inequality [42, 43] : for every A, B ≥ 0 and s ∈ [0, 1],
we have one-shot achievability:
Finally, we consider the n-tuple case. Note that ρ X n B n = ρ ⊗n XB , and let |W| = exp{nR}. Eqs. (38) and (32) lead to P * e (n, R) ≤ 4 exp −nE ↓ r (R) , which completes the proof.
5.2.
Optimality. The main result of this section is the finite blocklength converse bound for the optimal error probability-Theorem 2. We call this the sphere-packing bound for Slepian-Wolf coding with quantum side information, as a counterpart of the sphere-packing bound in classical-quantum channel coding [16, 18] . The proof technique relies on an one-shot converse bound in Proposition 5.1 below (adapting the technique of [35] to the case with side information), and a sharp n-shot expansion from [18, 13] of a hypothesis testing quantity.
Proposition 5.1 (One-Shot Converse Bound for Error). Consider a Slepian-Wolf coding with a joint classical-quantum state ρ XB ∈ S(XB) and the index size |W| < |X |. Then,
where τ X denotes the uniform distribution on the input alphabet X ; and α µ (· ·) is defined by (21).
Proof of Proposition 5.1. Let W be a set. As discussed below (2), we may reduce to a deterministic encoding E. Consider the map Λ :
which, for each x, projects into the classical state |x x| and applies the measure-and-prepare map Λ x which measures according to the POVM {Π (E(x)) x }x ∈X and records the outcome in a classical register. Here, L |x x| is the operator that acts by left-multiplication by projector |x x| and similarly R |x x| acts by right-multiplication by |x x|. We can quickly see Λ is completely positive (CP): the map X → L A R A * (X) = AXA * is CP (since A is its only Kraus operator); as a measure-and-prepare map, Λ x is CP 14 (see e.g. [44] ) and the sum and tensor product of CP maps is CP. We set
x∈X |x x| as the completely mixed state on X and σ B ∈ S(B) arbitrary. Note that
Now, take a two element POVM (the test) as T = y |y y| ⊗ |y y|. Then, by (40) Tr
so this test has type I error of P e (C). On the other hand, by (39) the quantity Tr[T Λ(τ X ⊗ σ B )] can be expanded as
That is, this test achieves type II error of |W| |X | . As the infimum over all such tests, we have that
where the second inequality follows from the data-processing inequality (22) . Then taking the infimum over E and D,
Since this holds independently of σ B ∈ S(B), we may minimize over σ B to obtain the result. [18, Proposition 14] , [13, Proposition 7] ). Consider a binary hypothesis testing:
Proposition 5.2 (Sharp Converse Hoeffding Bound
σ i with ρ n σ n , and a sequence of positive numbers (r n ) n∈N . Denote by
where γ n := log n 2n + C n . Moreover, if there exists ε > 0 such that for allr ∈ (r n − ε, r n ],
for some ν > 0, then there exist N 2 ∈ N, K 2 > 0 such that for all n ≥ N 2 , we have
With Propositions 5.1 and 5.2, we are able to show the n-shot bound given by Theorem 2, which we recall here:
such that for all n ≥ N 0 , the finite blocklength error exponent defined in (4) satisfies
Proof of Theorem 2. The proof is split into two parts. We first invoke an one-shot converse bound in Proposition 5.1 to relate the optimal error of Slepian-Wolf coding to a binary hypothesis testing problem. Second, we employ a sharp converse Hoeffding bound in Proposition 5.2 to asymptotically expand the optimal type-I error, which yields the desired result. Applying Proposition 5.1 with an n-shot extension ρ X n B n of the c-q state ρ XB , |W| = exp{nR}, and
where we invoke the saddle-point property in Proposition 4.5-(b) to denote by
Next, we show that Eq. (42) is satisfied, and thus we can exploit Proposition 5.2 to expand the righthand side of Eq. (44) . Let r = log |X | − R, and note that item (c) in Proposition 4.5 implies
One can verify that
= sup
where φ n is defined in Eq. (42); equality (46) follows from the saddle-point property, item (b) in Proposition 4.5, and the definition of E sp (R) in Eq. (29); the last inequality (47) is due to item (a) in Proposition 4.5 and the given range of R. Further, the positivity of φ n r|ρ 
where K > 0 is some finite constant independent of n. Finally, combining Eqs. (46) and (48) completes the proof.
6. Optimal success exponent at a fixed rate below the Slepian-Wolf limit (Strong converse regime)
In this section, we investigate the case of rate below the Slepian-Wolf limit, i.e. R < H(X|B) ρ , which is analogous to the strong converse in channel coding. We establish both the finite blocklength converse and achievability bound in Section 6.1 and 6.2. As a result of Theorem 3 and Theorem 4 below, we are able to show that in the strong converse regime, E * sc (R) characterizes the exponential decay of the probability of success: lim
is defined by (7) below, and P * e (n, R) is defined by (3). Remark 6.1. Theorem 3 together with Corollary 5 imply that the established n-shot strong converse converse bound is stronger than the results obtained in Ref.
[23] whenever E * sc (R) is finite. To see this, let us call the exponent of the bounds in [23, Theorem 6.2] by E LWD (R). Namely, E LWD (R) ≤ sc(n, R) for all n. Now, we assume for some rate R > 0 that E * sc (R) < E LWD (R). Then, it holds that E * sc (R) < E LWD (R) ≤ sc(n, R) for all n. Taking n to infinity and invoking Corollary 5, we have
which is a contradiction as long as E * sc (R) is finite. Therefore, we conclude that E LWD (R) ≤ E * sc (R) for any R such that E * sc (R) is finite. 6.1. Establishing a strong converse exponent. Let us recall Theorem 3.
Proof of Theorem 3. Let R ≥ 0. We first claim that any one-shot code C with R < H(X|B) ρ satisfies
where ρ XB is a c-q state defined by (1). Let C be a code with encoder E : X → W and log |W| = R, and decoder D. To bound the optimal error probability, we may reduce to the case of deterministic E, as discussed below (2) . The decoder is a family of POVMs D = {D w } w∈W , where
Let σ B ∈ S(B). We will consider a two-outcome hypothesis test between ρ XB and τ X ⊗ σ B , where
Then 0 ≤ Π XB ≤ 1 and moreover,
Then, for all α > 1,
Consider the measure-and-prepare map Φ : S(H X ⊗ H B ) → S(C 2 ) given by
Then we can recognize the right-hand side of (50) as
. Note that this holds for every σ B ∈ S(B). Thus, it follows for all α > 1.
Since C is arbitrary of rate R, we obtain Eq. (49) . By the additivity of D * α under tensor products, we find that any n-blocklength code with R < H(X|B) ρ satisfies sc(n, R) ≥ E * sc (R).
6.2. Matching bound. The main result in this section is the n-shot upper bound on the decay exponent of the probability of success in terms of the E * sc and additional residual terms, using a proof based on Mosonyi and Ogawa's proof of an analogous result in study of the transmission of classical information over quantum channels [24] . Let us recall Theorem 4: This is a consequence of the following, more detailed, result. 
To establish Proposition 6.1, we first obtain a bound with E sc (Proposition 6.2), and then exploit a pinching argument to further relate E sc to the desired E * sc . The proof of Proposition 6.2 and Proposition 6.1 are delayed to Section 6.2.1 and 6.2.2, respectively Proposition 6.2. For any n ∈ N, R > 0, and δ ∈ (0,
In particular, lim sup n→∞ sc(n, R) ≤ E sc (R).
6.2.1. Proof of Proposition 6.2. Using the variational representation, Proposition 4.6, one has
The main idea is to use this variational representation to introduce a "dummy state" σ XB for which we can apply Theorem 1. Then we relate the probability of success for this state to that of the source state ρ XB . To obtain explicit bounds sc(n, R), we will proceed in the n-shot setting. Let us define an n-shot analog of the right-hand side for α ∈ [0, 1), γ > 0, and δ > 0 by
indicates the max-relative entropy smoothed by δ (defined by (24) ) in the distance of optimal purifications, denoted d op (defined in (25) ). This quantity is upper bounded by E sc (with error terms) in Lemma 6.6 below. First, we establish the preliminary result given by Lemma 6.3. Next we bound the strong converse error exponent by F (R, n, δ, α, γ) in two steps (Lemmas 6.4 and 6.5 below), and use Lemma 6.6 to bound with E sc .
The following result allows us to compare the success probability of the same code C for ρ XB and a dummy state σ XB ∈ S ρ (XB).
Here, we write P s (ρ XB , C) and P s (σ XB , C) to emphasize the dependency on the state, which is taken to be ρ XB when not explicitly indicated.
Proof of Lemma 6.3. Let C be a coder with encoder E and a decoder given by the family of POVMs
For any self-adjoint operator X and Y with 0 ≤ Y ≤ 1,
Since 0
which yields the result after dividing by e a .
In the following, we prove Theorem 6.2 using two lemmas, analogous to Lemmas V.9 and V.10 of [24] . Let us define
.
where the minima are restricted to σ XB ∈ S ρ (XB). Then
First, we will bound the error probability using F 1 .
Lemma 6.4. Let ρ XB be a c-q source state. For any δ ∈ (0,
Proof of Lemma 6.4. Let r > F 1 (R, n, δ, α, γ). Then there exists σ XB such that
By Lemma 6.3 with a = nr, we have 
Then since P * e (n, R) ≤ P e (ρ ⊗n XB , C n ),
Since this is true for any r > F 1 (R, n, δ, α, γ), we have (56).
Lemma 6.5. For all n ≥ 1, δ ∈ (0, 1 2 ), α ∈ [0, 1), and γ > 0, we have
Proof of Lemma 6.5. Let r > F 2 (R, ρ XB , n, δ, α, γ). Then there exists σ XB such that
and (61) . We see then that equation (57) holds for the state σ XB when r is replaced by r 1 , and (58) holds for σ XB when R is replaced by R 1 . Therefore, (59) yields that there is a code C n with rate R 1 such that
We have R ≤ R 1 by construction. We aim to construct a codeC n with rate R and a high probability of success by pruning the low probability elements of W, as follows. If R = R 1 , takeC n = C n . Then (63) holds, and we may continue the proof from there. Otherwise, R < R 1 . Let C n have encoder E n : X n → W n and decoding POVMs D w = {Π (w)
x } x∈X n , for w ∈ W n , where |W n | = 2 nR 1 . Then given a sequence x ∈ X n , the probability of correctly decoding the sequence is given by
where ρ x B = ρ
Similarly, writing p(x) = p(x 1 ) · · · p(x n ), the quantity
is the probability of success for sequences which are encoded as w. Then
is a probability vector of length 2 nR 1 . Let k = 2 nR 1 − 2 nR . In order to make a code of rate R from C n , we need to remove k elements from W n . We will choose the elements of W n corresponding to the k smallest entries of the vector P, to keep as much probability of success as possible. Without loss of generality, assume P is in decreasing order:
Let R n := {j : j ≥ 2 nR } be the set of indices to remove (note |R n | = k). DefineW n = W n \R n . Choose w 0 ∈ W to be the element of W with index 2 nR − 1, that is, with index corresponding to the smallest element of P which has not been removed. Define the encoder
ThenẼ n and the decoding POVMs {D w } w∈Wn forms a codeC n of rate R, since |W n | = 2 nR 1 − k = 2 nR .
Let us briefly introduce the majorization pre-order of vectors. Given x, y ∈ R n , we say y majorizes x, written x ≺ y, if
. . , n, with equality for the case k = n, where y ↓ is the rearrangement of y in decreasing order: y as the uniform distribution, we have u ≺ P since the uniform distribution is majorized by every other probability vector. In particular,
The probability of success for any element whichẼ n does not map to ω 0 is the same as it was under the code C n . Therefore,
By (62), we have therefore
Since 1 − P * e (n, R) ≤ P s (ρ ⊗n XB ,C n ), by substituting the definition of sc(n, R) from (5) we find
using r 1 + R 1 − R = r. Since this inequality holds for all r > F 2 (R, n, δ, α, γ) we have (60).
We can see as n → ∞, α → 1, and γ → 0,
using the variational characterization of E sc (R) given in (53) . However, to find an n-shot bound on the error exponent in terms of E sc , we need to find the error terms hidden in this limit.
where e 1 (δ) and e 2 are defined in (51) and (52).
Proof of Lemma 6.6. Consider the variational representation
given by Proposition 4.6. Let σ * XB achieve the minimum in (65). Note σ * XB depends on ρ XB and R. Then
By (27), we have
XB ] We can remove the dependence on σ * XB by the inequality
XB ] which follows from σ * XB α ≤ P supp(σ) , the orthogonal projection onto the support of σ, which holds for all α > 0, and since P supp(σ) ≤ P supp(ρ) as σ * XB ∈ S ρ (XB). In particular, this removes the dependence on the rate R. Therefore we have
Next, we use a continuity bound in α for H 
independently of σ * XB . Then log η > 0, and
Moreover, since log η > 0, we can take c = log η to recover for α ∈ (
using (67). Then for any R > 0, δ ∈ (0, 1 2 ), γ > 0, and α ∈ (
where in (69) we use (66), and in (70) we use (68). On the other hand, if R > 0, δ ∈ (0, 1 2 ), γ > 0, and α ∈ ( 1 2 , 1), and
where in (71) we use (66), and in (72) we use that |H ↓ α (X|B) σ * − R| + = 0. In either case then, we recover (64).
With these results, we may prove Proposition 6.2.
Proof of Proposition 6.2. By (55) and Lemmas 6.4 and 6.5, we have the bound
for any R > 0, n ≥ 1, δ ∈ (0, 
Thus, by Lemma 6.6, we have
where e 1 (δ) and e 2 are defined in (51) and (52) . Taking n → ∞ recovers the asymptotic bound.
To prove Proposition 6.1, we need to introduce the idea of universal symmetric state. The universal symmetric state is obtained via representation theory (see e.g. [ 
Lemma 6.7 (Lemma II.8 of [24] ). There is a symmetric state σ u,m on H ⊗m such that for any other symmetric state ω on H ⊗m , we have that σ u,m commutes with ω and obeys the bound In the following, we employ the pinching argument to relate E sc to E * sc .
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Lemma 6.8. Let P m (ρ ⊗m XB ) be the map pinching by 1 X m ⊗σ u,m , and define ρ m = P m (ρ ⊗m XB ). Then for −1 < s < 0,
(74)
In particular,
Here, we write E 0 (ρ m , s) and E sc (ρ m , mR) to emphasize the dependency on ρ m . For E * 0 (s) and E * sc (R), the underlying system is given by ρ XB .
Proof of Lemma 6.8. Recall for t = { * }, { } the definition
Let us then consider, for α > 1, the quantities
The symmetric group on m letters has a natural unitary representation on H ⊗m as follows (see e.g. [46] ). For π ∈ S m , we define
which is a representation of S m on H ⊗m . Then define a mixed-unitary channel Sym B m given by
α is convex in its second argument for any α ∈ [ 1 2 , ∞) for both t = { * } and t = { } by Prop. III.17 of [24] , we have
But since ρ m is pinched by 1 X m ⊗σ u,m , the state ρ m commutes with 1 X m ⊗σ u,m and therefore with 1 X m ⊗π B m for every π ∈ S m . Thus,
α is invariant under unitary conjugation. Thus, by (79), we have
α is maximized on a symmetric state for t = { * }, { }, so we may restrict to symmetric states in the maximums in (77) and (78).
Moreover, again since ρ m is pinched by 1 X m ⊗σ u,m we have that ρ m commutes with 1 X m ⊗σ u,m , and therefore with 1 X m ⊗σ B m , for any symmetric state σ B m . By commutativity then, for any symmetric σ B m , we have
However, we want a quantity in terms of ρ ⊗m XB instead of ρ m . For any symmetric σ B m , we have σ B m ≤ v m,|H B | σ u,m so by Lemma III.23 of [24] , 
Putting it together, by (80),
By writing α = 1 1+s for s ∈ (−1, 0) and using the definition (76), we recover (74). Then, using [mE *
(s) + smR]
we obtain (75).
6.2.2.
Proof of Proposition 6.1. Let n, m ∈ N, n ≥ m > 1, and δ ∈ (0, 1 4 ). Let k ∈ N such that km ≤ n ≤ (k + 1)m. We will consider ρ m = P m (ρ XB ), the state ρ ⊗m XB pinched by the universal symmetric state, and apply Proposition 6.2 to obtain a code for ρ ⊗k m and bounds on its probability of success. From this, we will construct a code for ρ ⊗n XB . We define
By Proposition 6.2 for any rate R > 0, we can construct a code C (m) k for k copies of the state ρ m with rate Rm such that
We may use Lemma 6.8 to upper bound E sc (ρ m , mR) to obtain
From this code, we wish to construct a code C n for n copies of ρ XB with rate R that has the same probability of success as C 
and p(x) = p(x 1 ) · · · p(x km ) when x = (x 1 , . . . , x km ). Moreover,
We may replace the code C 
since the success probability does not change:
using that P m consists of a sum of conjugations by orthogonal projections. Moreover,
and assuming (82), we find
Let us define the code C n as follows. Let W nR ⊃ W kmR have size 2 nR , and define E n : X n → W nR by
k (x 1 , . . . , x km ). Note then C n has rate R. Next, define the decoder for w ∈ W kmR ⊂ W nR bỹ
where Π w (x 1 ,...,x km ) is the POVM element defined by the decoder of C (m)
x } x∈X n be any POVM. Let us evaluate the success probability of this code. By definition
We may split the sum as
Using p(x) = p(y)p(x km+1 ) · · · p(x n ) for x = (y 1 , . . . , y km , x km+1 , . . . , x n ), and
By (84), and evaluating the trace over the last n − km copies of H B ,
Then since
k ). Therefore, using n ≥ mk and (81), we have
By using the upper bound on v m,|H B | given in Lemma 6.7 and that 1 − P * e (n, R) ≥ P s (ρ XB , C n ), we find
Finally, we take k = n m and make use of the inequality k ≥ n m − 1 to obtain the result.
Moderate Deviation Regime
Recall that a sequence of real numbers (a n ) n∈N satisfying (8) is called a moderate sequence.
7.1.
Optimal error when the rate approaches the Slepian-Wolf limit moderately quickly. Let us recall Theorem 6: Theorem 6. Assume that the c-q state ρ XB has strictly positive conditional information variance V (X|B) ρ , where
Proof of Theorem 6. We shorthand H = H(X|B) ρ , V = V (X|B) ρ for notational convenience. We first show the achievability, i.e. the "≥" in Eq. (9) . Let {a n } n≥1 be any sequence of real numbers satisfying Eq. (8) . For every n ∈ N, Theorem 1 implies that there exists a sequence of n-block codes with rates R n = H + a n so that
Applying Taylor's theorem to E ↓ 0 (s) at s = 0 together with Proposition 4.4 gives
for somes ∈ [0, s]. Now, let s n = a n /V . Then, s n ≤ 1 for all sufficiently large n by the assumption in Eq. (8) and V > 0. For all s n ≤ 1,
Then eq. (86) yields
where Υ = max
This quantity is finite due to the compactness of [0, 1] and the continuity, item (a) in Proposition 4.4. Therefore, substituting Eq. (87) into Eq. (85) gives, for all sufficiently large n ∈ N,
Recall Eq. (8) and let n → +∞, which completes the lower bound:
We move on to show the converse, i.e. the "≤" in Eq. (9) . Let N 1 ∈ N be an integer such that R n = H + a n ∈ (H 1 (X|B) ρ , H 0 (X|B) ρ ) for all n ≥ N 1 . We denote by (α Rn , σ Rn ) the unique saddle-point of
By invoking the one-shot converse bound, Proposition 5.1, with M = exp{nR n }, we obtain for all n ≥ N 1 ,
Next, we verify that we are able to employ Eq. (41) 
Since V = V (ρ XB 1 X ⊗ ρ B ) > 0, by the continuity of V (· ·) (c.f. (13)), for every κ ∈ (0, 1) there exists N 2 ∈ N such that for all n ≥ N 2 ,
Hence, we apply Eq.(41) in Proposition 5.2 with r n = log |X | − R n , ρ = ρ XB and σ = τ X ⊗ σ Rn to obtain for all n ≥ max{N 1 , N 2 }, − log α exp{−nrn} ρ ⊗n σ ⊗n ≤ n sup
29 for some constant K > 0, and s n := (1 − α Rn )/α Rn . Now, let δ n := a n + γ n , and notice that γ n = O( log n n ) = o(a n ). We invoke Proposition 7.1 below to have 
where the last line follows from lim n→+∞ nδ 2 n = +∞. Hence, Eq (88) together with Eq. (92) completes the proof.
Proposition 7.1 (Error Exponent around Conditional Entropy).
Let (δ n ) n∈N be a sequence of positive numbers with lim n→+∞ δ n = 0. The following hold:
The proof of Proposition 7.1 is provided in Appendix C.
7.2.
Optimal rate when the error approaches zero moderately quickly. Theorem 9 of [29] provides bounds on R * (1, ε). By applying these bounds to ρ ⊗n XB and slightly reformulating them, we find that for any n ∈ N and any α ∈ (0, 1), we have
By combining this result with a moderate-deviations expansion of the hypothesis testing relative entropy developed in [14] , we obtain a moderate deviations result for R * (n, ε).
Theorem 7.
Assume that the c-q state ρ XB has V (X|B) ρ > 0. Then for any sequence (a n ) n∈N satisfying Eq. (8), and ε n := e −na 2 n , we have the asymptotic expansion R * (n, ε n ) = H(X|B) ρ + 2V (X|B) ρ a n + o(a n ).
This result relies heavily on the following expansion of the hypothesis testing relative entropy.
Proposition 7.2 (Theorem 1 of [14]).
For any moderate sequence a n and ε n := e −na 2 n , and quantum states ρ and σ with ρ σ, we have
Proof of Proposition 7. We may extend Proposition 7.2 to unnormalized σ ≥ 0 simply by factoring out the trace of σ from the second slot of the hypothesis testing relative entropy using that
= D(ρ λσ) − 2V (ρ λσ)a n + o(a n ) and thus the relation (95) holds for unnormalized σ ≥ 0. Next, we consider (94) with ε = ε n := e −na 2 n , yielding
We next need to apply Proposition 7.2 to the hypothesis testing relative entropy on each side. While this application on the left-hand side is immediate, for the right-hand side, we need to check that (b n ) satisfying αε n = e −nb 2 n is a moderate sequence. We define b n := a 2 n + 1 n log 1 α . Since for any x, y > 0 we have
we therefore obtain 0 ≤ b n ≤ a n + 1 n log 1 α 
Now, we have that
which occurs for all n sufficiently large because √ na n → ∞.
Moreover, if f n = o(b n ), since b n − a n = o(a n ), we have f n = o(a n ). Therefore, the error terms f n hidden in the o(b n ) of (98) are in fact o(a n ). Moreover, we may write √ 2V b n = √ 2V a n + √ 2V (b n − a n ) = √ 2V a n + o(a n ) with V := V (ρ XB 1 X ⊗ρ B ). Thus, (98) yields
for any α ∈ (0, 1). The second term of the right-hand side of (96) is
Since both 1 n = o(a 2 n ) and a 2 n = o(a n ), the second term on the right-hand side of (96) is o(a n ). Thus, we may conclude 1 n log R * (n, ε n ) ≤ −D(ρ XB 1 X ⊗ρ B ) + 2V (ρ XB 1 X ⊗ρ B )a n + o(a n ).
This precisely matches the bound obtained by applying Proposition 7.2 to the left-hand side of (96), and therefore we obtain (10).
Discussion
In this paper, we study the CQSW protocol, which is the task of classical data compression with quantum side information associated to a c-q state ρ XB , for which the asymptotic data compression limit was shown to be H(X|B) ρ [12] . We focus primarily on the non-asymptotic (i.e. finite n) scenario, and obtain results for both the large and moderate deviation regimes. In the large deviation regime, the compression rate R is fixed. We derive lower and upper bounds on the error exponent function for the range R > H(X|B) ρ (Theorems 1 and 2), and corresponding bounds for the strong converse exponent for the range R < H(X|B) ρ (Theorems 3 and 4) . Comparing the finite blocklength lower bound on the strong converse exponent given in Theorem 3 with the bounds given given by Equation (6.19) In addition, we analyze two scenarios in the moderate deviation regime. In the first, the rate depends on n and slowly decays to the H(X|B) ρ from above, and we characterize the speed of convergence of the optimal error probability to zero in terms of the conditional entropy variance (Theorem 6). In the second, we obtain an expansion for the minimal rate possible to accomplish the CQSW protocol when the error probability is less than a threshold value which decays slowly with n (Theorem 7).
There seems to be an interesting duality between our results on the error exponents for the CQSW protocol and those for classical-quantum channel coding [48, 16, 49, 18] . In the former, the entropic error exponent functions arising in our bounds involve the difference between the compression rate and a conditional Rényi entropy, while in the latter they involve the difference between the Rényi capacity and the transmission rate. The above duality mimics the connections found between the tasks of Slepian Wolf coding and classical channel coding [50, 51, 52] . We summarize such connections in Table 2 below.
Besides investigating this duality in detail [?] , other open problems include extending variable-rate Slepian-Wolf coding [7, 25, 26, 53, 54] , and the universal coding scenario [7, 3, 27, 55] to the CQSW setting.
Bounds\Settings
Slepian-Wolf Coding with Quantum Side Information Classical-Quantum Channel Coding Table 2 . The comparison of the error exponent analysis for Slepian-Wolf coding with quantum side information and classical-quantum channel coding. The classical-quantum channel is denoted by W : X → S(B), i.e. x → W x ∈ S(B) for some Hilbert space H. The achievability of classical-quantum channel coding was proved in [56] , and the quantity I 
Proof of Proposition 4.4. Let us now consider s → E 0 (s). The concavity for s ≥ 0 can be proved with the geometric matrix means in [49] . Here, we present another proof by the following matrix inequality.
Lemma B.1. [57, Corollary 3.6] Let A i be m × m positive semi-definite matrix and Z i be n × m matrix for i = 1, . . . , k. Then, for all unitarily invariant norms · and γ > 0, the map
is jointly log-convex on (0, +∞) × (−∞, +∞).
, and Z i = I n,m . We obtain the log-convexity of the map by applying Lemma B.1:
which is exactly the concavity of the map s → E 0 (s) for all s > −1.
Likewise, one can verify that
(4.4)-(e) (Second-order derivative) We first consider E 0 (s). Similar to Item (d), it follows that
The above equation indicates that we need to evaluate the first-order derivative of H (X|B) ρ at 0. In the following, we directly deal with the closed-form expression, Eq. (31) .
To ease the burden of derivations, we denote some notation:
Then,
Direct calculation shows that
Note that 5 g(s) = e (1+s)logf (s) . By applying the chain rule of the Fréchet derivatives, one can show
Further, we employ Lemma B.2 and Eqs.(104), (108), to obtain
Before evaluating F (s) at s = 0, note that Eqs. (102), (103), (106), (107), and (108) yield
From Eqs. (113), (109), the first term in Eq. (110) leads to
Further, from Eqs. (107), (111), and (112), the second term in Eq. (110) leads to
Combining Eqs. (110), (114), (115) gives
Finally, Eqs. (105) and (116) conclude our result:
Moreover, Eq. (101) gives 
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Proposition 4.5 (Properties of the Exponent Function). Let ρ XB be a classical-quantum state with H(X|B) ρ > 0, the following holds.
(a) E sp (·) is convex, differentiable, and monotonically increasing on [0, +∞]. Further, 
it is not hard to verify that E sp (R) = +∞ for all R > H ↑ 0 (H|B) ρ ; finite for all R < H ↑ 0 (H|B) ρ ; and
For every α ∈ (0, 1], the function
is an non-decreasing, convex, and continuous function in R ∈ R >0 . Since E sp (R) is the pointwise supremum of the above function, E sp (R) is non-decreasing, convex, and lower semi-continuous function for all R ≥ 0. Furthermore, since a convex function is continuous on the interior of the interval if it is finite [60, Corollary 6.3.3] , thus E sp (R) is continuous for all R < H ↑ 0 (X|B) ρ , and continuous from the left at 
is attained at α ∈ (0, 1], the infimum in
is attained at σ ∈ S ρ (B), and the two extrema in Eqs. (119), (120) are equal and finite. We first claim that, ∀α ∈ (0, 1],
To see this, observe that for any α ∈ (0, 1), Eqs. (11) yield
which, in turn, implies 
which guarantees the supremum in the right-hand side of Eq. (124) is attained at some α ∈ (0, 1]. Namely, there exists someᾱ R ∈ (0, 1] such that
Thus, we complete our claim in Eq. (119). It remains to show that the infimum in Eq.(120) is attained at some σ ∈ S ρ (B) and the supremum and infimum are exchangeable. To achieve this, we will show that ( (ii) F (x, ·) (resp. F (·, y)) is convex (resp. concave) and lower (resp. upper) semi-continuous.
(iii) Any accumulation point of B (resp. A) that does not belong to B (resp. A), say y o (resp. x o ) satisfies lim y→yo F (x, y) = +∞ (resp. lim x→xo F (x, y) = −∞). Next, fix an arbitrary σ ∈ ri (S ρ (B)). Owing to the convexity of S ρ (B), it follows that ri (S ρ (B)) = ri (cl (S ρ (B))) (see e.g. [62, Theorem 6.3] ). We first claim cl (S ρ (B)) = S(B). To see this, observe that S >0 (B) ⊆ S ρ (B) since a full-rank operator is not orthogonal with ρ XB . Hence,
On the other hand, the fact S ρ (B) ⊆ S(B) leads to
By Eqs. (126) and (127), we deduce that
where the last equality in Eq. (128) follows from [63, Proposition 2.9] . Hence, we obtain ∀σ ∈ ri (S ρ (B)) and 1 X ⊗ σ ρ XB .
Now we verify that ([ᾱ R , 1], F R (·, σ)) satisfies the three items in Definition B. F R (α, σ) ∈ R >0 .
Note that α = 1 will not be a saddle point of F R,P (·, σ) because F R (1, σ) = 0, ∀σ ∈ S(B), contradicting Eq. (131). Now, fix α ∈ (0, 1) to be a saddle-point of F R (·, ·). Eq. (19) in Lemma 4.1 implies that the map σ → D α (ρ XB 1 X ⊗ σ) is strictly convex, and thus the minimizer of Eq. (131) is unique. Next, let σ ∈ S ρ (B) be a saddle-point of F R (·, ·). Then, From this expression, it is clear that 1 X ⊗ σ ρ XB , and thus item (c) is proved.
Proof of Proposition 4.6. We only provide the proof for Eq (35) since Eqs. (33) and (34) and shows that the optimizer is a state σ * XB ∈ S ρ (XB). Therefore, we can write Since s ∈ (−1, 0), the coefficient of H(σ XB ) is positive. The second term is linear in σ XB , so G is concave and continuous in σ XB .
By these properties of G, the compactness and convexity of S(B) and S ρ (XB), we may apply the min-max theorem given by Theorem II.7 of [24] {D(σ XB ρ XB ) + |H(X|B) σ − R| + } .
However, we can always achieve equality by taking s → 0 or s → 1, and therefore the inequality in (133) is an equality. (ρ τ ).
Additionally, the minimum is achieved uniquely by σ * := P e αP (log ρ)P +(1−α)P (log σ)P /Q α (ρ σ)
where α = 1 1+s , and P is the projection onto the support of ρ.
Appendix C. Proof of Proposition 7.1 Proposition 7.1 (Error Exponent around Conditional Entropy). Let (δ n ) n∈N be a sequence of positive numbers with lim n→+∞ δ n = 0. The following hold:
where s n := arg max 
Let a critical rate to be r cr := ∂E 0 (s) ∂s s=1 .
Let N 0 be the smallest integer such that H(X|B) ρ + δ n < r cr , for all n ≥ N 0 . Since the map r → E sp (r) is non-increasing by item (a) in Proposition 4.5, the maximization over s in Eq. (135) can be restricted to the set [0, 1] for any rate below r cr , i.e., E sp (H + δ n ) = max 0≤s≤1 {s (H + δ n ) + E 0 (s)} .
For every n ∈ N, let s n attain the maxima in Eq. (136) at a rate of H + δ n . It is not hard to observe that s n > 0 for all n ≥ N 0 since s n = 0 if and only if H + δ n < H, which violates the assumption of δ n > 0 for finite n. Now, we will show Eq. 
for some s o ∈ [0, 1]. Since s → E 0 (s) is strictly concave from item (c) in Proposition 4.4, the maximizer s n must satisfy 139), the mean value theorem states that there exists a number s n k ∈ 0, s n k , for each k ∈ N, such that
When k approaches infinity, items ∂ 3 E 0 (s) ∂s 3 < +∞.
For every sufficiently large n ≥ N 0 , we apply Taylor's theorem to the map s n → E 0 (s n ) at the original point to obtain
wheres n is some number in [0, s n ]. Then, Eqs. (134), (137), (142), and the assumption lim n→+∞ δ n = 0 imply that the desired inequality lim sup
