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a b s t r a c t
The Boltzmann simplified velocity distribution function equation, as adapted to various
flow regimes, is described on the basis of the Boltzmann–Shakhov model from the kinetic
theory of gases in this study. The discrete velocity ordinate method of gas-kinetic theory
is studied and applied to simulate complex multi-scale flows. On the basis of using
the uncoupling technique on molecular movements and collisions in the DSMC method,
the gas-kinetic finite difference scheme is constructed by extending and applying the
unsteady time-splitting method from computational fluid dynamics, which directly solves
the discrete velocity distribution functions. The Gauss-type discrete velocity numerical
quadrature technique for flows with different Mach numbers is developed to evaluate
the macroscopic flow parameters in the physical space. As a result, the gas-kinetic
numerical algorithm is established for studying the three-dimensional complex flows
with high Mach numbers from rarefied transition to continuum regimes. On the basis of
the parallel characteristics of the respective independent discrete velocity points in the
discretized velocity space, a parallel strategy suitable for the gas-kinetic numerical method
is investigated and, then, the HPF (High Performance Fortran) parallel programming
software is developed for simulating gas dynamical problems covering the full spectrum
of flow regimes. To illustrate the feasibility of the present gas-kinetic numerical method
and simulate gas transport phenomena covering various flow regimes, the gas flows
around three-dimensional spheres and spacecraft-like shapes with different Knudsen
numbers and Mach numbers are investigated to validate the accuracy of the numerical
methods through HPF parallel computing. The computational results determine the flow
fields in high resolution and agree well with the theoretical and experimental data. This
computing, in practice, has confirmed that the present gas-kinetic algorithm probably
provides a promising approach for resolving hypersonic aerothermodynamic problems
with the complete spectrum of flow regimes from the gas-kinetic point of view for solving
the mesoscopic Boltzmann model equation.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The Boltzmann equation [1] can describe the molecular transport phenomena for the full spectrum of flow regimes and
act as themain foundation for the study of complex gas dynamics. The difficulties encountered in solving the full Boltzmann
equation are mainly associated with the nonlinear multidimensional integral nature of the collision term; exact solutions of
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the Boltzmann equation are currently impractical for the analysis of the complex flows fromvarious flow regimes. In fact, the
kinetic Boltzmann equation gives a complete statistical description of the gas flow in any non-equilibrium state through the
time evolution of themolecular velocity distribution function [1,2]. Once the distribution function can be directly solved, the
macroscopic physical quantities of gas dynamics can be obtained from the moments of the distribution function, multiplied
by some function of the molecular velocity, over the entire velocity space. From the kinetic–molecular theory of gases,
numerous statistical or kinetic relaxation model equations, resembling the original Boltzmann equation and concerning
the various orders of moments, have been put forward [3–6] as the mass, momentum and energy conservation laws. Thus,
instead of solving the full Boltzmann equation, one solves the nonlinear kinetic model equations and, thereby, finds an
efficient numerical method for studying complex gas flows over a wide range of Knudsen numbers.
On the basis of the main idea from the kinetic theory of gases, in which the Maxwellian velocity distribution function
can be translated into the macroscopic physical variables of the gas flow in a normal equilibrium state, some gas-kinetic
numerical methods [7,8] have been developed for solving inviscid gas dynamics. Since the 1990s, by applying an asymptotic
expansion of the velocity distribution function to the standard Maxwellian distribution in terms of the flux conservation at
the cell interface, the kinetic BGK-type schemes – adapted to compressible continuum flow or near-continuum flow [9–13]
– have been presented on the basis of the BGKmodel. On the other hand, the computations of rarefied gas flows using the so-
called kinetic models of the original Boltzmann equation have been advanced [14–19] commendably by the development of
powerful computers and numerical methods since the 1960s. High resolution explicit or implicit finite difference methods
for solving the two-dimensional BGK–Boltzmann model equations have been set forth on the basis of the reduced velocity
distribution functions and the application of the discrete ordinate technique. In particular, a discrete velocity model of the
BGK equation, which satisfies laws of conservation and the dissipation of entropy, has been developed [20]. The reliability
and efficiency of thesemethods have beendemonstrated in applications to one- and two-dimensional rarefied gas dynamical
problems for a monatomic gas.
In recent years, the gas-kinetic unified algorithm for flows transitioning from a rarefied state to that of a continuum
has been based on the modified Boltzmann–BGK model equation. It has been successively presented [21–24] and applied
to the one-dimensional, two-dimensional, and three-dimensional supersonic gas flows around spherical and spacecraft-
like shapes, with low Mach numbers (less than 2). Whether this gas-kinetic numerical method can be developed and
implemented to obtain the high Mach number flows over a wide range of Knudsen numbers is an unsolved and substantive
problem in engineering applications of rarefied gas dynamics. In this paper, the gas-kinetic algorithm will be extended
and developed to investigate three-dimensional complex flow problems with higher Mach numbers covering various flow
regimes, particularly in the rarefied transition and near-continuum flow regimes. This is attractive for the development of a
gas-kinetic direct solver for the Boltzmann equation. A new discrete velocity ordinate technique and numerical quadrature
methods, along with the gas-kinetic numerical scheme for three-dimensional hypersonic complex flows with massive
parallelization, are developed directly to capture the time evolution of the velocity distribution function. Here, the fluid
medium is taken as a perfect gas, without consideration of the internal degrees of freedom and energy relaxation. On the
basis of the parallel characteristics of the independent points in the discretized velocity space, a parallel strategy suitable
for the gas-kinetic numerical algorithm is investigated. Subsequently, a HPF (High Performance Fortran) parallel software
program, capable of effectively simulating the gas dynamical problems covering the full spectrum of flow regimes, will
be developed for the unified algorithm. To illustrate the feasibility of the present algorithm, gas flows around a three-
dimensional sphere and a spacecraft-like shape with various Knudsen numbers, Mach numbers, and flying angles will be
investigated to validate the accuracy of the numerical methods, and the current method will be used to capture the flow
phenomena, heat conduction effects and aerothermodynamics around complex bodies.
2. The gas-kinetic numerical scheme for solving the velocity distribution function
The Boltzmann equation [1] represents the relationships between the velocity distribution function, which provides a
statistical description of a gas at the molecular level, and the variables on which it depends. On the basis of the investigation
ofmolecular colliding relaxation, the BGK collisionmodel equationwas proposed [3], by replacing the collision integral term
of the Boltzmann equation with a simple colliding relaxation model:
∂ f
∂t
+ V⃗ · ∂ f
∂ r⃗
= −νm(f − fM), (1)
2/π1/2 exp(−V 2), (2)
where f is the molecular velocity distribution function (which depends on space r⃗ , the molecular velocity V⃗ and the time
t), fM is a standard Maxwellian equilibrium distribution function, and νm is the proportion coefficient of the BGK equation,
which is also known as the constant collision frequency. The BGK equation is an ideal approximation of the Boltzmann
equation, which can describe the gas flows in an equilibrium or near-equilibrium state.
On the basis of themesoscopic theory of the Boltzmann velocity distribution function equation, it can be understood from
Refs. [15,17,21,23] that the BGK equation can bemodified in twoways to better model complex flow states covering various
flow regimes far from equilibrium. In order to obtain the correct Prandtl number and the properties of viscosity and heat
conduction, the local Maxwellian fM in the BGK equation (1) can be replaced by the local equilibrium distribution function
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f N , on the basis of the kinetic Shakhov model [6,15]. The function f N in non-dimensional form is taken as the asymptotic
expansion in Hermite polynomials with local Maxwellian fM as the weighting function:
f N = fM · [1+ (1− µCp/K)c⃗ · q⃗(c2/(RT )− 5)/(5PRT )]. (3)
Here, Cp is the specific heat at constant pressure and q⃗, P and T denote the heat flux vector, gas pressure and temperature,
respectively. Additionally,µ and K are the respective coefficients of viscosity and heat conduction. c⃗ represents the thermal
velocity of the molecule, that is c⃗ = V⃗ − U⃗ .
On the other hand, to model molecular interaction, the rarefaction degree of gas flows from a rarefied state to that of
a continuum, and different molecular models and energy modes, the νm in Eq. (1) can be extended and related to the gas
density, the controlling parameter of the flow state, the exponent of themolecular power lawwith themolecularmodels, and
the kinetic temperature as ameasure of the variance of all thermal velocities, which can describe the gas flows in conditions
far from equilibrium. The nominal collision frequency can be taken, according to the relaxation time approximation, in the
form [1]
ν = 16
5

R
2π
· T
χ−1/2
∞
n∞
· 1
λ∞
· n
Tχ−1
, (4)
where T∞ and n∞ are the free-stream temperature and number density, respectively. Also, R is the gas constant, λ∞ is the
free-stream mean free path, and χ is the temperature exponent of the coefficient of viscosity.
Consequently, the ν and the f N can be integrated with the macroscopic flow parameters, the molecular viscosity
transport coefficient, the thermodynamic effect, the molecular power lawmodels, and the flow state controlling parameter
from various flow regimes. The simplified velocity distribution function equation for describing the molecular transport
phenomena from various flow regimes can be presented in a non-dimensional form, without the interaction of external
force, as follows:
∂ f
∂t
+ V⃗ · ∂ f
∂ r⃗
= ν(f N − f ). (5)
f N = fM · [1+ (1− Pr)c⃗ · q⃗(2c2/T − 5)/(5PT/2)], (6)
fM = n/(πT )3/2 exp[−c2/T ].
ν = 8nT 1−χ/(5√πKn), Kn = λ∞/L. (7)
Here, Pr is the Prandtl number, with Pr = µCp/K . Kn is the Knudsen number, the controlling parameter of the flow state
which characterizes the degree of rarefaction of the gas, which is the ratio of λ∞ to the characteristic length L of the problem.
All of the variables in Eqs. (5)–(7) or in the following have beennon-dimensionalized. Each dimensionless quantity is referred
to its free-streamequilibriumvalues at infinity (n∞, T∞). The reference speed c∞ is
√
2RT∞, the reference force ismn∞c2∞/2,
the reference heat flux ismn∞c3∞/2, the reference time t∞ is L/c∞, and the reference distribution function is n∞/c3∞.
Eq. (5) describes the time dependence of the molecular velocity distribution function on the position space r⃗ = (x, y, z)
and velocity space V⃗ = (Vx, Vy, Vz), along with providing the statistical description of the gas flow from the level of the
kinetic theory of gases. All of the macroscopic flow variables of gas dynamics under consideration, such as the density of the
gas ρ, the flow velocity U⃗ , the temperature T , the pressure p, the viscous stress tensor τ and the heat flux vector q⃗, can be
evaluated via the moments of the velocity distribution function over the velocity space [1,21,23].
To bring out the macroscopic flow phenomena of gas, the focus in this consideration is on the manner in which the
velocity distribution function is numerically solved. The velocity distribution function f of the gas molecules is a probability
density function with a statistical distribution, which may be considered as having finite bounds under specific precision
in the velocity space; f is negligibly small beyond the velocity domain, as it tends to zero there. In order to replace the
continuous dependency of f on the velocity space, the discrete velocity ordinatemethod fromRefs. [21–23] can be developed
and employed to discretize the finite velocity region removed from U⃗ , which is described in Section 3. The single-velocity
distribution function equation can be transformed into hyperbolic conservation equations with nonlinear source terms at
each of the discrete velocity ordinate points. In view of the unsteady characteristics of molecular convective movement
and colliding relaxation, the time-splitting numerical method can be adopted, so that the discrete velocity distribution
function equation can be decomposed into colliding relaxation equations with nonlinear source terms and convective
motion equations in the three directions of the position space. The integration of the source term of the colliding relaxation
equations is solved by the second-order Runge–Kuttamethod, and the NND-4(a) scheme [25] based on primitive variables is
applied to the convective equations. The second-order finite difference scheme, directly solving the six-dimensional discrete
velocity distribution functions, can be constructed as
Un+1 = LS

∆t
2

Lζ

∆t
2

Lη

∆t
2

Lξ (∆t)Lη

∆t
2

Lζ

∆t
2

LS

∆t
2

Un (8)
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where
U∗ = Ls(∆t)Un = Un +

1− ν
2
∆t

∆t · Sn,
U∗∗ = Lζ (∆t)U∗ =
[
1− W¯∆tδζ + W¯
2∆t2
2
δζ 2
]
U∗,
U∗∗∗ = Lη(∆t)U∗∗ =
[
1− V¯∆tδη + V¯
2∆t2
2
δη2
]
U∗∗,
Un+1 = Lξ (∆t)U∗∗∗ =
[
1− U¯∆tδξ + U¯
2∆t2
2
δξ2
]
U∗∗∗.
In view of the behavior of the time evolution of the velocity distribution function and the decoupling technique’s [26,27]
impact on molecular movement and colliding in the DSMC method, the time step size (∆t) in the computation should be
controlled by coupling the stability condition (∆ts) of the scheme with the local mean collision time interval (∆tc); thus,
∆t = min(∆ts,∆tc) (9)
where ∆ts = CFL/max(ν/2, |U¯|/∆ξ, |V¯ |/∆η, |W¯ |/∆ζ ), and ∆tc = 1/νmax. Additionally, U¯ , V¯ and W¯ are the so-called
‘‘contravariant molecular velocities’’, defined as U¯ = Vxσ ξx + Vyδξy + Vzθξz , V¯ = Vxσηx + Vyδηy + Vzθηz , and W¯ =
Vxσ ζx + Vyδζy + Vzθζz . CFL is the adjusting coefficient of the time step in the scheme; it can be set as 0.99. νmax is the
maximum value of the collision frequency in the flow field.
3. Development of the discrete velocity quadrature method
The discrete velocity ordinate method from gas-kinetic theory is based on the representation of functions by a set of
discrete ordinate points, which coincide with the evaluation points of the quadrature rule for the computation of the
macroscopic flow moments of the velocity distribution function. The selection of the discrete velocity ordinate points
and the range of the discrete velocity space must satisfy such a principle, while the relative departure of the discrete
velocity distribution functions from the continuous distribution function is controlled to a greater degree than the precision
required by the computation, and the contribution from the integration of the distribution function over the complement
of this discrete velocity domain in velocity space is negligible. Generally, it is assumed that the support of the distribution
function is within a sphere, the radius of which is equal to a small multiple of the thermal velocities of the flow under
consideration. The choice of the discrete velocity ordinate points and the range of the discrete velocity domain are somewhat
dependent on the related problems, and their selection is dictated by the ultimate objective being the moments of the
distribution function, rather than the distribution function itself. Thus, the numerical integration of the macroscopic flow
moments of the distribution function f over the molecular velocity space can be adequately performed by using the same
quadrature rule, with f only evaluated at a fewdiscrete velocity points in the vicinity of the flow velocity U⃗ . Once the discrete
velocity distribution functions fσ ,δ,θ are solved, the macroscopic flow moments at any time at each point of the physical
space can be computed and updated by the appropriate discrete velocity quadrature method, in which the evaluation
points of the integration are related to the discrete velocity ordinate points determined. On the basis of the principle of
Gauss–Hermite quadrature over the infinite interval [−∞,∞], themodifiedGauss–Hermite quadrature rule and the equally
spaced Newton–Cotes integration formula have been developed [21–24] and applied to evaluate the macroscopic flow
moments. It is shown by computational experimentation [22,23] that the advantage of using the modified Gauss–Hermite
quadrature is its high accuracy. However, the application of theGauss–Hermite quadraturemethod to high speed gas flows is
difficult, and the Newton–Cotes quadrature formula, which uses an interpolating polynomial to approximate the integrand
with uniformly spaced evaluation points, is inferior to the Gauss quadrature method in precision and computational effort.
In this study, the new discrete velocity ordinate technique and Gauss-type integration method with the weight function
2/π1/2 exp(−V 2)will be further developed and applied to attack hypersonic flows with different Mach numbers.
The basic idea of the Gauss quadrature method [28] is to choose the fixed evaluation points Vσ and the corresponding
weight coefficients Wσ of the integration rule such that the following approximation is exact for polynomials of degree
2N − 1.∫
D
W (V )f (V )dV ≈
N−
σ=1
Wσ f (Vσ ) (10)
is a useful approximation of the integral on the left for a reasonably large class of functions of the variable V defined on
the domain D of integration, where the integrand has been generalized to include a weighting function,W (V ) > 0. If both
limits of the integration are infinite, the weighting function must be chosen such that it tends to zero for both positive and
negative values of V . One such function is the bell-shaped Gauss-type distribution function [29],
W (V ) = 2
π1/2
exp(−V 2). (11)
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It is sufficient to consider the case of non-uniformweighting functions to evaluate integralswith infinite limits of integration.
When thisweighting function (11) is used over the interval [0,∞), according to (12), the resultingGauss quadrature formula
with the weight function 2/π1/2 exp(−V 2) is seen to be∫ ∞
0
2
π1/2
exp(−V 2)f (V )dV ≈
N−
σ=1
Wσ f (Vσ ). (12)
Concerning the choice of the discrete velocity ordinate points, the abscissae, Vσ (σ = 1, . . . ,N), are the zeros of the
Nth-degree polynomial, pN(V ), which are orthogonal on the interval of integration, with respect to the weight function
W (V ). It would appear that a quadrature procedure based on abscissae which correspond to the roots of polynomials
orthogonal, on the interval [0,∞), with the weight function would be better suited to kinetic theory problems, in which
the polynomials are generated by the following recurrence relation:
pσ (V ) = (V − bσ )pσ−1(V )− gσpσ−2(V ) (13)
with p0(V ) = 1 and p−1(V ) = 0. Here, bσ and gσ are the recurrence relation parameters [30] for the orthogonal polynomials
associated with exp(−V 2) on [0,∞).
Since the discrete velocity solution can be treated in terms of an expansion based on piecewise constant functions, the
computation of the moments of the distribution function can be performed by the network in the discrete velocity space.
Thus, the macroscopic flow variables, such as the gas density, mean velocity, temperature, the stress tensor and the heat
flux vector components, can be similarly evaluated according to the Gauss quadrature formula (12)with theweight function
2/π1/2 exp(−V 2) in the following manner:
n = π
3/2
8
N3−
θ=−N3
N2−
δ=−N2
N1−
σ=−N1
WθWδWσ fσ ,δ,θeV
2
xσ eV
2
yδeV
2
zθ (14)
nU = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (Vxσ fσ ,δ,θ · eV2xσ eV2yδeV2zθ ) (15)
nV = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (Vyδ fσ ,δ,θ · eV2xσ eV2yδeV2zθ ) (16)
nW = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (Vzθ fσ ,δ,θ · eV2xσ eV2yδeV2zθ ) (17)
3
2
nT = π
3/2
8

N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 2xσ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 2yδ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 2zθ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )

− n(U2 + V 2 +W 2) (18)
τxx = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 2xσ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )− nU2 (19)
τxy = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (Vxσ Vyδ fσ ,δ,θ · eV2xσ eV
2
yδeV
2
zθ )− nUV (20)
τyy = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 2yδ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )− nV 2 (21)
τyz = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (VyδVzθ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )− nVW (22)
τzz = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 2zθ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )− nW 2 (23)
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τxz = π
3/2
8
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (VxσVzθ fσ ,δ,θ · eV
2
xσ eV
2
yδeV
2
zθ )− nUW (24)
qx = π
3/2
8

N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 3xσ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (Vxσ V
2
yδ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (Vxσ V
2
zθ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ

− 2(Uτxx + Vτxy +Wτxz)− nU

U2 + V 2 +W 2 + 3
2
T

(25)
qy = π
3/2
8

N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (VyδV 2xσ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 3yδ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (VyδV 2zθ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ

− 2(Uτxy + Vτyy +Wτyz)− nV

U2 + V 2 +W 2 + 3
2
T

(26)
qz = π
3/2
8

N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 2xσ Vzθ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (VzθV 2yδ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ
+
N1−
σ=−N1
·
N2−
δ=−N2
·
N3−
θ=−N3
WσWδWθ (V 3zθ fσ ,δ,θ ) · eV
2
xσ eV
2
yδeV
2
zθ

− 2(Uτxz + Vτyz +Wτzz)− nW

U2 + V 2 +W 2 + 3
2
T

. (27)
4. HPF parallel implementation for three-dimensional complex flows
It can be shown from the computing process of the present gas-kinetic algorithm that the discrete velocity ordinate
methodneeds to be applied to discretize themolecular velocity space, in order to transform the velocity distribution function
equation into hyperbolic conservation equations with nonlinear source terms. Subsequently, the finite difference method
from computational fluid dynamics is employed to solve numerically the discrete velocity distribution functions at each of
the discrete velocity ordinate points. For the computation of three-dimensional flow problems, the six-dimensional array
needs to be used to access the discrete velocity distribution functions at all of the points in the discrete velocity space and
the physical space; as a result, a great deal of computer memory is needed. At the current time, it is impractical to rely
on the memory condition of a serial computer to run a careful computation of three-dimensional complex flow problems
with the present gas-kinetic algorithm. On the other hand, the direct computation of the time evolution of the velocity
distribution function over the velocity space and the physical space is split up into two parts. First, the discrete velocity
distribution functions are solved independently and concurrently at every given discrete velocity ordinate point by the
numerical schemes described in Section 2. Second, on the basis of the discrete velocity distribution functions obtained, the
macroscopic flow parameters are evaluated at each of the points of the physical space by the discrete velocity quadrature
methods described in Section 3. The essential and important feature of the above-mentioned computing strategy is that the
calculations in the velocity space can be uncoupled from those in the physical spacewithout any communication connection.
Thismakes the gas-kinetic algorithmwell-suited to parallel processing. To resolve the difficulty posed by the vast amounts of
computer memory and runtime needed by the current method in solving three-dimensional complex flows and to properly
exploit the massive power of parallel computers, the multi-processing strategy and the parallel implementation technique
suited for the gas-kinetic numerical algorithm are investigated, using the technique of domain decomposition.
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Table 1
Comparison of drag coefficients of a sphere from computation and experiment (3.8 < M∞ < 4.3, 0.006 < Kn∞ < 0.107).
ds (m) 0.0191 0.0381 0.0476 0.0381 0.0476 0.0476 0.0572 0.1143 0.1524 0.1523
Kn∞ 0.1071 0.0550 0.0447 0.0350 0.0319 0.0203 0.0163 0.0094 0.0079 0.0064
H (km) 76.525 76.732 76.841 73.522 74.466 71.113 70.828 71.913 72.765 71.180
M∞ 3.865 3.865 3.863 4.169 4.096 4.322 4.324 4.275 4.229 4.322
Cd,Exp 1.713 1.502 1.452 1.337 1.336 1.275 1.229 1.227 1.206 1.177
Cd,Cal 1.743 1.491 1.457 1.411 1.389 1.279 1.255 1.233 1.212 1.211
Error (%) 1.75 0.73 0.34 5.53 3.97 0.31 2.12 0.49 0.50 2.89
Fig. 1. Speed-up ratio based on 64 processors for the gas-kinetic HPF parallel algorithm.
In the gas-kinetic algorithm, the most time-consuming process involves numerically solving the discrete velocity
distribution functions at each of the discrete velocity ordinate points, which requires using a six-dimensional array to
store the information about the discrete velocity distribution functions for the six-layer loop operations. To enhance the
parallel efficiency, the parallelized loops of σ , δ, θ over the discrete velocity ordinate points should be adjusted outside
the loops of i, j, k from the grid points of the physical space. It is found by implementing the present gas-kinetic algorithm
in parallel that the amount of work assigned to each processor is 1/n of the total computational load, and the volume of
distributed memory of each CPU is also 1/n of the total amount of memory needed by the three-dimensional calculations.
Consequently, problemsunsolved under the limitation of serial computermemory can be solved by concurrent computation,
and the present gas-kinetic algorithm can be extended and applied to solve hypersonic flows around a three-dimensional
complex body. In this study, the parallel code adapted to the present method has been developed under the HPF parallel
environment [31] offered by the supercomputer from the National Parallel Computing Research Center in Beijing.
5. Numerical examples and results
To validate the reliability of the present gas-kinetic numerical algorithm for solving three-dimensional problems from
various flow regimes, the complex flows around a sphere and a spacecraft-like shape are computed and studied with
different Mach numbers under various Knudsen numbers and angles of attack.
5.1. Three-dimensional sphere flows from the rarefied to the continuum regime
In this subsection, the present gas-kinetic algorithm is applied to study three-dimensional complex flows and
aerodynamic phenomena around a sphere from various flow regimes by HPF parallel computing. To verify the parallel
efficiency of the HPF parallel program developed to implement the present gas-kinetic algorithm, the parallel speed-up
ratio, as compared to the runtime on 64 processors, is shown in Fig. 1 alongwith the ideal speed-up. It can be shown that the
parallel speed-up increases almost linearly with the increase of the number of processors from 64 to 512, which indicates
that the parallel algorithm possesses quite high parallel efficiency, with good load balance and data communication. The
good parallel performance of the gas-kinetic HPF parallel algorithm allows the computing scale to be effectively extended
by increasing the number of processors, which makes it realistic and possible to solve three-dimensional complex flows.
To test the reliability of the gas-kinetic numerical algorithm in solving three-dimensional supersonic flows in the
transition regime, ten cases of a flow past a sphere with 3.8 < M∞ < 4.3, 0.006 < Kn∞ < 0.107, and the corresponding
free-stream Reynolds number 50 < Re∞ < 1000 are computed with Pr = 0.72, Tw/T0 = 1, γ = 1.4, χ = 0.75. The
computed results for the drag coefficients are illustrated in Table 1 and are juxtaposed with the experimental data [32].
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(a) Kn∞ = 0.1071,M∞ = 3.865.
(b) Kn∞ = 0.0094,M∞ = 4.275.
Fig. 2. Density, pressure and Mach number contours in the symmetric plane past a sphere.
(a) Temperature. (b) Flow velocity.
Fig. 3. Stagnation-line profiles for a sphere with Kn∞ = 0.03,M∞ = 3.83.
It is seen from Table 1 that the computed drag coefficients agree well with the experimental data, with relative differences
between the calculations and the experiments on the order of 0.31%–5.53%. This indicates that the present algorithm has
sufficient capability to compute the aerodynamics of rarefied transitional flows, even though a coarse spatial mesh system
is used. To provide physical insight concerning these transitional flows, the free-streamKnudsen number Kn∞ and the small
diameter of the sphere ds have been used to determine the flight altitudes of the aforementioned sphere, resulting in a range
of 70 km < H < 77 km. These results are also shown in Table 1. The flow structures corresponding to the simulations at
Kn∞ = 0.1071 and M∞ = 3.865, along with Kn∞ = 0.0094 and M∞ = 4.275, are illustrated in Fig. 2 with the computed
results for density, pressure and Mach number contours. It is indicated that, as the flow approaches the sphere, a strong
disturbing domain and a thick shock layer appear for the rarefied flow of Kn∞ = 0.1071. As the Knudsen number decreases
from Kn∞ = 0.1071 to Kn∞ = 0.0094, a thinner and clearer bow shock wave occurs in front of the body, as is expected for
the near-continuum flow of Kn∞ = 0.0094.
To quantitatively study the flow structure past a sphere and view the flow features of the rarefied transition regime, in
Fig. 3(a) and (b) we show the variations of temperature and flow velocity on the stagnation line of a sphere for the case of
Kn∞ = 0.03,M∞ = 3.83, Pr = 2/3, Tw/T0 = 1, γ = 5/3,χ = 0.75,where the present computed results are comparedwith
the DSMC solutions from [33]. Overall, the computed profiles agree well with the DSMC results. For the drag coefficients of
the sphere, the present computed value of CD,Cal = 1.3749 and the DSMC result of CD,DSMC = 1.4122 compare favourably
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(a) Temperature. (b) Velocity.
Fig. 4. Supersonic rarefied flow past a sphere for Kn∞ = 0.03,M∞ = 3.83.
Fig. 5. Mach number contours in the symmetric plane past a sphere for Kn∞ = 1, 0.1, 0.01 and 0.0001 withM∞ = 3.
with the relative deviation of 2.64%. This agreement occurs despite the present computation being performed in a quite
coarse spatial mesh system of 25 × 19 × 27. This indicates that the present algorithm is not sensitive to the spatial grid
resolution and has strong and stable convergence. The flow field contours of temperature and flow velocity corresponding
to this flow state are shown in Fig. 4, where the numbers on the isolines denote the magnitudes of the flow variables.
It can be seen that the bow shock wave has been fully formed for this near-continuum flow of Kn∞ = 0.03; however, the
shock layer is thick with a strong rarefied effect.
To illustrate the capability of the present gas-kinetic algorithmandnumerically analyze the flowmechanismand physical
natures of various flow regimes, four cases ofM∞ = 3 flow past a sphere with Kn∞ = 1, 0.1, 0.01 and 0.0001 – from highly
rarefied to continuum flow regimes – are investigated. The computation is carried out by HPF parallel computation with
64 processors with distributed memory 60.75 MB/CPU and the modified Gauss–Hermite quadrature method is employed
with 41 × 21 × 35 spatial cells. It can be shown from the Mach number contours in Fig. 5 that, for the fully rarefied flow
related to Kn∞ = 1, the flow decelerates gradually as it approaches the sphere and the disturbed region of flow is quite
large. As the Knudsen number decreases from Kn∞ = 1 to Kn∞ = 0.0001, the disturbed region of flow becomes smaller
and smaller, while the strong disturbance, the thick bow shock, and the recompression phenomena of the flow appear in
the rarefied transition flows of Kn∞ = 0.1 and Kn∞ = 0.01. For the supersonic continuum flow at Kn∞ = 0.0001, the
flow structures including the thin bow shock, the stagnation region, the accompanying weak shock wave beyond the top of
the sphere, the recompressing shock wave formed by the turning of the flow, and the wake region are captured well. The
streamline structures around the sphere for the cases of Kn∞ = 0.1, Kn∞ = 0.01, and Kn∞ = 0.0001 are shown in Fig. 6. It
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Fig. 6. Streamlines in the symmetric plane around a sphere for Kn∞ = 0.1, 0.01 and 0.0001 withM∞ = 3.
Fig. 7. Heat flux distribution along the stagnation line of a sphere for Kn∞ = 0.1, 0.01 and 0.0001 withM∞ = 3.
can be seen that, for rarefied transitional flows of Kn∞ = 0.1 and Kn∞ = 0.01, the flow is attached to the sphere surface by
the strong wall slip effect of the flow velocity, and there is no evidence of flow separation in the wake, as is expected for the
rarefied flow conditions of Re∞ = 43.67 and Re∞ = 436.67. However, for the case of Kn∞ = 0.0001, the boundary layer
flow separation behind the sphere is clearly visible and separated vortices exist in the wake, with well defined recirculation
zones as a feature of the continuum flow. Finally, the flow details of the boundary layer separation, the separated vortex,
and the near wake will be stable for this flow with the Reynolds number of Re∞ = 43666.96. The variations of the heat
flux along the stagnation streamline are shown in Fig. 7 for the four cases of Kn∞ = 1, 0.1, 0.01, and 0.0001. It can be seen
that, for the continuum flow of Kn∞ = 0.0001, there exists a quite thin shock discontinuity in the stagnation line, where
the heat flux in the stagnation-line flow field almost vanishes. While the Knudsen number increases from Kn∞ = 0.01 to
Kn∞ = 1, implying increasing rarefaction and a broadening disturbed region of flow, the magnitude of the heat flux rapidly
increases. Figs. 5–7 qualitatively reveal the evolving process of the flows around the body from the rarefied transition to the
continuum flow regime, with the Knudsen number diminishing from Kn∞ = 1 to Kn∞ = 0.0001.
As the example of three-dimensional hypersonic flow with a high Mach number, the flow around a sphere in a near-
continuum transition regime with Kn∞ = 0.05, M∞ = 6.3, Pr = 0.72, Tw/T0 = 1, γ = 1.4 is studied by HPF parallel
computation with 128 processors with distributed memory 60.75 MB/CPU. Fig. 8 shows the flow field contours of pressure
and Mach number in the symmetric plane. The flow structures – including the thicker bow shock, the stagnation region,
the leeward wake region, etc. – are captured well. To reveal the variation of the collision frequency with different position
points in the interior of the flow field, in Fig. 9, we present the computed contours of the molecular collision frequency.
This figure illustrates that the collision frequency varies widely with change of the spatial position. In the near-continuum
transition flow of Kn∞ = 0.05, the gas becomes dense, the collision frequency rapidly varies, and the strong disturbance
and bow shock wave appear. In particular, the collision frequency varies from themaximum value near the stagnation point
to the minimum value in the wake. The molecular collision frequency varies while the gas flow is disturbed. For the drag
coefficient of the above-mentioned sphere, the present computed value ofCD,Cal = 1.2887 agreeswellwith the experimental
datum [34] of CD,Exp = 1.2637, with the relative deviation of 2%. This agreement occurs despite the present computation
being performed in a rather coarse spatial mesh system of 31× 21× 15, which indicates that the present algorithm is not
sensitive to spatial grid division and has strong and stable convergence properties. To reveal the flow phenomena of highly
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Fig. 8. Mach number and pressure contours of a sphere for Kn∞ = 0.05,M∞ = 6.3 in a transition flow regime.
Fig. 9. Variation of the collision frequency past a sphere for Kn∞ = 0.05,M∞ = 6.3.
(a) Mach. (b) Streamline.
Fig. 10. Hypersonic flows around a sphere at Kn∞ = 1.6532,M∞ = 8.65 in a regime of highly rarefied flow.
rarefied hypersonic flow, in Fig. 10, we show the flow structures of Mach number contours and streamlines around a sphere
with Kn∞ = 1.6532,M∞ = 8.65. It can be seen that the flow is attached to the body surface and that the disturbed region
of flow becomes wider (and, indeed, extends over the entire flow field) for the full rarefied flow of Kn∞ = 1.6532 than for
the near-continuum transition flow of Kn∞ = 0.05. The computed drag coefficient CD,Cal = 2.5631 of the sphere flow of
Kn∞ = 1.6532, M∞ = 8.65 agrees well with the experimental datum [34] of CD,Exp = 2.4547, with a relative deviation of
4.41%.
5.2. Three-dimensional complex flows past a spacecraft shape
To provide computed examples of problems of flow past complex bodies, the three-dimensional flows past a spacecraft-
like shape are computed with various Knudsen numbers and Mach numbers, from highly rarefied flow to near-continuum
flow. Figs. 11 and 12, respectively, present the computed results for the Mach number and pressure contours for the two
cases of Kn = 0.5 and Kn = 0.01 with M∞ = 5 and α = 20°, where the grid system 51 × 17 × 27 is used in the physical
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Fig. 11. Mach number contours around a spacecraft shape for Kn∞ = 0.5 and Kn∞ = 0.01 withM∞ = 5, α = 20°.
Fig. 12. Pressure contours past a spacecraft shape for Kn∞ = 0.5 and Kn∞ = 0.01 withM∞ = 5, α = 20°.
Fig. 13. Pitching moment coefficient Cmg vs α (°) around a spacecraft shape at Kn∞ = 0.01,M∞ = 5.
space. It can be shown that for the near-continuum flow of Kn∞ = 0.01, the flow structures – including the front bow
shock, stagnation region, and recompression shock – are well captured. However, for the rarefied flow of Kn∞ = 0.5, there
exists a wide domain of flow disturbance around the body, with no shock wave or recompression phenomena in the flow
field. Figs. 11 and 12 qualitatively reveal that the gas flow gradually transitions from highly rarefied flow to near-continuum
flow while the Knudsen number diminishes from Kn∞ = 0.5 to Kn∞ = 0.01. To test the computation of the trim angle
of attack of the complex shape, the flows past a spacecraft-like shape with Kn∞ = 0.01, M∞ = 5 and Tw/T0 = 0.25 are
numerically studied at α = 15°, 20° and 25° by the use of 256 processors with the distributed memory of 271.12 MB/CPU.
The flight altitude of the aforementioned spacecraft shape is related toH = 90.75 km. Fig. 13 presents the pitchingmoment
coefficient Cmg as a function of angle of attack α, relative to the front end point of the body. It can be shown from Fig. 13 that
the computed trim angle of attack is Kn∞ = 5Kn∞ = 0.01M∞ = 4αCal = 19.02°. The above computations are consistent
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Fig. 14. Mach, pressure, temperature, velocity contours around a spacecraft shape at Kn∞ = 0.01,M∞ = 5, α = 15° in a near-continuum flow regime.
Fig. 15. Mach number contours and vector streamline structures past a spacecraft shape for Kn∞ = 5 and Kn∞ = 0.01 withM∞ = 4.
with the results of the flight tests. Fig. 14 illustrates the computed results for the Mach number, pressure, temperature, and
flow velocity contours past the body with the flying angle of attack of α = 15°. For the hypersonic near-continuum flow of
Kn∞ = 0.01, M∞ = 5, a thick and explicit bow shock wave is formed. Furthermore, flow structures including the distinct
stagnation region, expanding flow, leeward wake region, and the zone of high temperature in the contours of temperature
due to the cooled body with low surface temperature are depicted well.
To reveal the local flow structure of the spacecraft-like shape for various flow regimes, in Fig. 15, we show the Mach
number contours and vector streamlines for the cases of Kn = 5 and Kn = 0.01, with M∞ = 4 and α = 0°. It can be seen
that for a highly rarefied flow of Kn = 5, it is completely attached to the surface by the strong wall slip effect and there is
no evidence of flow separation in the back of the body. However, in the near-continuum transition flow with low Knudsen
number of Kn = 0.01, the flow separation and vortex wake structures emerge from the rearward region of the body. Fig. 16
shows the distribution of the surface heat flux coefficients q/(ρ∞a3∞) along with the three symmetrical meridian planes of
ϕ = 0°, 90°, and 180°, related to the case of near-continuum flow of Kn = 0.001,M∞ = 4, and α = 20°. For the windward
plane of ϕ = 0°, the surface heat flux gradually increases, reaching its maximum value at the top of the body; however, the
maximum heat flux occurs at the front end point of the body surface for the cross-stream plane of ϕ = 90° and the leeward
plane of ϕ = 180°. In the region of the afterbody which lies across the top of the body, the surface heat flux decreases
sharply, owing to the rapid expansion of the flow; as a result, the heat flux reaches its minimum value in the back end of
the body. The above computations nicely tally with the theoretical predictions and experimental measurements. Fig. 17
shows the normalized wall velocity components U/V∞ and V/V∞ in the symmetrical plane along the body surface from the
stagnation point related to the two cases of Kn = 5 and Kn = 0.01, with M∞ = 4 and α = 0°. It can be seen that the wall
velocity diminishes to zero in the vicinities of the stagnation point in front of and behind it; however, there exists a distinct
wall slip velocity far from the stagnation point for both the highly rarefied flow of Kn = 5 and for the near-continuum flow
3666 Z.-H. Li et al. / Computers and Mathematics with Applications 61 (2011) 3653–3667
Fig. 16. Heat flux distribution along the surface in different meridian planes of ϕ = 0°, 90°, 180° past a spacecraft.
(a) Kn∞ = 5. (a) Kn∞ = 0.01.
Fig. 17. Axial and lateral flowvelocity distribution along the body surface in the symmetric plane around the spacecraft shape forKn∞ = 5 andKn∞ = 0.01
withM∞ = 4 and α = 0°.
of Kn = 0.01. While the free-stream Knudsen number increases from Kn = 0.01 to Kn = 5, the effect of gas rarefaction
is enhanced, for this increase induces the wall slip velocity to increase so rapidly that the maximum value of the wall slip
velocity is more than half of the free-stream velocity for the case of Kn = 5.
6. Conclusion
On the basis of the mesoscopic Boltzmann equation, which connects macroscopic fluid dynamics and microscopic
molecular dynamics, the unified velocity distribution function equation describing complex transport phenomena from
various flow regimes can be studied. The new discrete velocity ordinate method and Gauss-type integration technique are
developed and applied to simulate three-dimensional flows at different Mach numbers, and then the Boltzmann model
equation is transformed into hyperbolic conservation equations with nonlinear source terms. On the basis of using the
decoupling technique onmolecularmovements and collisions in theDSMCmethod, the gas-kinetic finite difference schemes
to be used in directly solving the velocity distribution function are constructed by employing the NND scheme and the
unsteady time-splitting technique. The HPF parallel implementation of the gas-kinetic numerical method is developed
by using the parallelization technique of domain decomposition for three-dimensional complex flows. As a result, the
gas-kinetic unified algorithm for flows from a rarefied transition to a continuum regime has been developed for possible
engineering applications. To test the feasibility of the unified algorithm, the three-dimensional flows around a sphere and a
complex shape with various Knudsen numbers and Mach numbers are computed and studied. The computed results agree
well with the relevant theoretical predictions and experimental data, and the peculiar flow phenomena and mechanisms
from various flow regimes are explored.
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The present numerical method uses the Boltzmann simplified velocity distribution function equation as the starting
point for the computation and the molecular velocity distribution function is chosen as the dependent variable. The single-
velocity distribution function equation can be transformed into the hyperbolic conservation equations with the aid of the
discrete velocity ordinate method in gas-kinetic theory and can be numerically solved with the finite difference method of
computational fluid dynamics. Then the macroscopic flow variables at each point in the physical space can be evaluated
from themoments of the distribution function over the velocity space. In general, the present gas-kinetic numerical method
provides an effective and practical approach for reliably solving aerothermodynamic problems from rarefied to continuum
flow regimes. This work represents only the beginning of numerical studies of three-dimensional complex flows by directly
solving the Boltzmann-type velocity distribution function equation from the gas-kinetic point of view. Although the gas-
kinetic numerical algorithm needs a vast amount of computer memory to solve three-dimensional flows, 3D complex flows
with high Mach numbers are useful and significant for engineering applications. Further investigations on the discrete
velocity ordinate technique for hypersonic Mach number flows need to be performed in the future.
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