Bayesian rough set model (BRSM), as the hybrid development between rough set theory and Bayesian reasoning, can deal with many practical problems which could not be effectively handled by original rough set model. In this paper, the equivalence between two kinds of current attribute reduction models in BRSM for binary decision problems is proved. Furthermore, binary decision problems are extended to multi-decision problems in BRSM. Some monotonic measures of approximation quality for multi-decision problems are presented, with which attribute reduction models for multi-decision problems can be suitably constructed. What is more, the discernibility matrices associated with attribute reduction for binary decision and multi-decision problems are proposed, respectively. Based on them, the approaches to knowledge reduction in BRSM can be obtained which corresponds well to the original rough set methodology.
Introduction
Rough set theory [1, 2] is aimed at data analysis problems involving uncertain, imprecise or incomplete information. Since it was introduced by Pawlak in 1982, it has been successfully used in many research fields, such as pattern recognition, machine learning, knowledge acquisition, economic forecasting and data mining [3] [4] [5] [6] [7] . Knowledge classification is a fundamental problem in rough set theory. In Pawlak's rough set model, the degree of set overlap was not considered, namely, the classification must be totally correct or certain. Therefore, original rough set model cannot effectively deal with data sets which have noisy data and latent useful knowledge in the boundary region may not be fully captured. In order to overcome the limitations, some extended rough set models have been put forward which combine with other available soft computing technologies, such as statistical rough set model [8] , decision-theoretic rough set model [26, 27] , fuzzy rough set model [9, 10] , covering rough set model [11] , tolerance rough set model [12] , dominance-based rough set model [13, 14] and others.
Many researchers were motivated to investigate probabilistic approaches to rough set theory [15] [16] [17] 26, 33, 39, 47] . Variable precision rough set model (VPRSM) [17] is one of the most important extensions. In the model, standard inclusion relation is extended to majority inclusion relation, and the novel notion can be able to allow for some degree of misclassification in the largely correct classification. The strict functional or dependent relations between attributes will be softened. As a result, more general association decision rules including deterministic and probabilistic ones can be obtained in VPRSM. Subsequently, Ziarko et al put forward an asymmetric variable precision rough set model (AVPRSM) [18] , and the model becomes more general and flexible. Variable precision rough set models, symmetric or asymmetric, involve some parameters, β or {l, u}. Different parameters will result in different models, and the extracted decision rule sets may be distinct. In the applications, it is not clear how to find out the optimal parameters and their values are often selected based on the decision makers' previous knowledge of the domain and their intuition or the proposed criteria [19] [20] [21] [22] [23] .
The connections between rough sets and Bayes' theory were analyzed by Pawlak [24, 25] . Rough set theory offers a new view on Bayes' theory, and any decision data set in rough set theory will satisfy the total probability theorem and Bayes' theorem. Based on Bayesian decision procedure with minimum risk, Yao [26] [27] [28] [29] put forward a new model called decisiontheoretic rough set model(DTRSM) which brings new insights into the probabilistic approaches to rough set theory. DTRSM provides a general framework for comparing and synthesizing probabilistic rough set approximations. It not only has good theoretical foundation, but also possesses reasonable semantic interpretation [30, 31] . The Pawlak's rough set model, VPRSM and AVPRSM can be directly derived from DTRSM under relevant loss functions. If the practical decision problems involve cost or risk environments, the DTRSM will be more beneficial for decision making compared with original rough set model. Moreover, VPRSM and AVPRSM can be considered as an intermediate step when using the decision theoretic approach for rough analysis [32] .
According to Bayesian reasoning, Slezak and Ziarko [33] presented Bayesian rough set model (BRSM), in which the parameters that control the approximation regions in VPRSM are determined by the prior probability of occurrence of the target event under consideration. As the hybrid development, BRSM is reasonable for handling some practical domains in which the prior probability of the assumption will be affected by adding some new evidences, such as medical diagnosis, fault detection, economy forecasting and so on. Since the prior probability can be estimated from data set itself, BRSM is more objective when compared with the parametric versions of variable precision rough set model.
A more general parametric modification of BRSM, called variable precision Bayesian rough set model(VPBRSM), was further proposed by Slezak [34, 35] which allows single parameter-controlled degree of ε-precision in the approximation region definition. VPBRSM is more applicable to practical data analysis problems where small deviations from prior probability are likely to occur due to noise or measurement inaccuracy [36] [37] [38] . Based on the Bayes factor and the inverse probabilities, Slezak also introduced a parameterized extension of rough set model, called rough Bayesian model(RBM) [39, 40] which can be utilized very well if the prior and posterior probabilities derivable from data or background knowledge are not reliable. Under associated parameters, the Pawlak's rough set model, VPRSM and BRSM can also be derivable from RBM. Attribute reduction is one of the most fundamental and important notions in rough set theory. A reduct is a minimal subset of attributes that preserves a certain classification property as provided by the entire set of attributes. The monotonic property of approximation quality along with reducing attributes in Pawlak's rough set model will not be satisfied in the probabilistic rough set models. This could bring some anomalies to the procedures of attribute reduction if Pawlak's classical reduct definition will be directly applied [31, 41, 42] . How to establish a reasonable objective function for attribute reduction is a pivotal problem that needs to be circumvented in the probabilistic approaches to rough set theory.
In this paper, we concentrate on data analysis problems including binary decision and multi-decision cases with nonparametric Bayesian rough set model. For binary decision problems, Slezak [43] used global relative gain function and Ziarko [44, 47] used normalized expected absolute gain function to construct attribute reduction model in BRSM, respectively. After being analyzed critically, it is found that these two attribute reduction models are equivalent in essence. Furthermore, we extend attribute reduction model from binary decision problems to multi-decision problems in BRSM. Some monotonic approximation quality measures are presented for multi-decision problems, and their relationships are also discussed. Therefore, attribute reduction model for multi-decision problems can be constructed based on these monotonic quantitative measures. Skowron [45] has proved that reducts are in one-to-one correspondence to the prime implicants of the associated discernibility function in a given decision table. According to this property, discernibility matrices for binary decision and multi-decision problems are introduced under corresponding attribute reduction models in BRSM, respectively. It is also illustrated that the attribute reduction model for binary decision problems is a special case of multi-decision problems, and then an uniform formulation of attribute reduction in BRSM can be described.
The remainder of this paper is organized as follows. Section 2 reviews some basic notions of rough set theory. Some probabilistic approaches to rough set model are introduced in Section 3 and comparative properties among them will also be investigated. Section 4 discusses the equivalence between two kinds of current attribute reduction models in BRSM for binary decision problems. Section 5 presents some approximation quality measures as well as their relationships for multi-decision problems. The attribute reduction model in BRSM for multi-decision problems is constructed in Section 6. In Section 7, main conclusions are covered.
Preliminaries
In this section, some basic notions will be briefly reviewed. More detailed descriptions can be found in [1, 2, 29, 44, 46] .
Information system
The object sets discussed in rough set theory are presented as information systems. An information system is the tuple:
A is a set of attributes that describe the objects in the universe U. V = ∪ a∈A V a is the union of attribute value domains, V a is a nonempty set of values for attribute a ∈ A. ρ : U × A → V is an information function, ρ(x, a) means that object x has the value on attribute a.
∀B ⊆ A defines an equivalence relation, referred to as an indiscernibility relation and presented as:
With equivalence relation IND(B), universe U can be partitioned into a collection of equivalence classes U/IND(B), denoted as U/B briefly. Each E ∈ U/B is called an elementary set with respect to B. Obviously, the partition U/A has the finest granularity and the partition U/∅ has the coarsest granularity.
Strictly speaking, universe U should be infinite in the real world in most cases and we cannot get the whole objects in it. Practically, rough set theory can only deal with a finite nonempty sample set of the whole universeŨ ⊆ U. Yao [30] , Ziarko [44] , Slezak [39] and others have systematically discussed the probabilistic approach to rough set theory. Statistically, probabilistic knowledge reflects the relative occurrence frequencies of any subsets (or called events) in universe U. Then the knowledge in rough set theory can be considered as random variables which are represented by the probability functions defined on the σ algebra of measurable subsets of universe U.
For subset X ⊆ U, if X = U or X = ∅, then X is called a trivial subset in U. In the applications, trivial subsets are not interested in. Because the probabilities of their occurrence are certain. The prior probability of event X is denoted as P(X) and its condition probability with respect to elementary set E is denoted as P(X|E). SinceŨ is the discussed set and events (assumptions or evidences) under consideration are only from it, we can considerŨ instead of U approximately and then the prior probabilities or condition probabilities of target events can be estimated fromŨ.
In the following, we will use the notation 'U' instead of 'Ũ' to express notions. Due to the sample set U is finite and nonempty in rough set theory, prior probability and condition probability of X are estimated [39, 44] as follows:
where card(X) denotes the cardinality of set X. Condition probability P(X|E) is also known as rough membership function.
Since the occurrence of any target event is not certain, we have 0 < P(X) < 1 and 0 < P(E) < 1.
Decision table
If A = C∪D and C∩D = ∅, C is a finite nonempty set of condition attributes, D is a finite nonempty set of decision attributes, then information system IS is called as a decision 
Obviously, 
Certainty gain
Based on the notion of condition probability, the certainty gain function [46] is often used to evaluate the degree of increase or decrease of the prediction probability compared with the prior probability. For X ⊆ U, its certainty gain function with respect to elementary set E is defined as:
If g(X|E) > 0, then P(X|E) > P(X), it indicates that the probability of occurrence of X will increase according to event E. We can properly confirm that X will occur. If g(X|E) < 0, then P(X|E) < P(X), it indicates that the probability of occurrence of X will decrease according to event E. In this case, we can properly confirm that X will not occur. If g(X|E) = 0, then P(X|E) = P(X), it indicates that the probability of occurrence of X will not be affected by the added event E, so X and E can be considered to be independent, namely, evidence E has no effect on assumption X.
Absolute certainty gain
Under some circumstances, we are only interested in whether the probability of occurrence of event X will be affected by adding new evidence E regarding the value of prior probability P(X) and how much the degree of the affection is. Absolute certainty gain [44, 47] can be used to meet this requirement. For X ⊆ U, its absolute certainty gain function with respect to elementary set E is defined as:
where | * | denotes absolute value function. gabs(X|E) only represents the absolute degree of change for the probability of occurrence of event X relative to its prior probability after adding new event E, irrespective of increase or decrease.
gabs(X|E) = 0 means the probability of occurrence of X will not be affected by the added event E, namely, X and E are independent.
It is easy to get gabs(X|E) = gabs(¬X|E). It indicates that the new evidence E will have the same absolute affection both on X and its complement ¬X relative to their prior probabilities.
The probabilistic evolution of rough set model
Some extended models have been proposed since original rough set model was introduced. In this section, we only concentrate on some probabilistic approaches to rough set model, especially on VPRSM and BRSM. Since these models can be directly derived from DTRSM, more details can be referenced in [26, 27, 29] from the perspective of decision theoretic framework.
Pawlak's rough set model
Typical objective of rough set theory is to form an approximate definition of the target set X ⊆ U in terms of some definable sets, especially, when the target set is indefinable or vague. The upper and lower approximation of X with respect to equivalence relation A are denoted as AX and AX, respectively, and defined as follows:
The upper approximation of X is composed of objects that belong to set X possibly, and the lower approximation of X is composed of objects that belong to set X certainly. The upper and lower approximation of X approximate the concept X from two sides. In other words, the concept X can be described by two crisp (precise) sets approximately. Specially, if the concept X is uncertain or vague, such approximate descriptions have important meanings.
An equivalent formulation for upper and lower approximation with condition probability can be expressed as follows:
Three kinds of approximation regions of X with respect to A can be defined according to its upper and lower approximation, respectively.
Positive region:
Negative region:
Boundary region:
Positive region depicts the set of objects that belong to X certainly, negative region depicts the set of objects that not belong to X certainly, and boundary region is composed of objects that we can not discern whether they are included or not included in X.
Proposition 1. Suppose an information system IS
we have:
Proof. Only the proofs for case (6) are given, the others can be proved similarly.
and E i and E j are elementary sets with respect to A, so E i ⊆ X and
After removing some attributes from the entire set of description attributes, some elementary sets will be merged, and the approximation regions of X will be changed under the new set of attributes. Proposition 1 presents all merging cases between two elementary sets during the procedures of attribute reduction.
Proposition 2. Suppose a decision table DT
Proposition 2 indicates that any condition class will be included in the positive region of at most one decision class.
Variable precision rough set model
In practical applications, Pawlak's rough set model can not deal with data sets which have some noisy data effectively. Lots of information in the boundary region will be abandoned which may provide latent useful knowledge. By applying the parameter, the approximate regions can be adjusted and controlled in VPRSM. Given a parameter β, 0 ≤ 1 − β < P(X) < β ≤ 1, three kinds of β-approximation regions of concept X ⊆ U with respect to equivalence relation A can be defined as follows:
β-positive region:
β-negative region:
β-boundary region: (12) β-positive region is the collection of all those elementary sets which can be included in X with the certainty degree not lower than β. β-negative region is composed of all those elementary sets which can be included in the complement of X, viz. ¬X, with the certainty degree not lower than β. β-boundary region is composed of all those elementary sets which can not be classified into X and its complement ¬X with the certainty degree not lower than β.
Due to 1 − β < β, so it implies 0.5 < β ≤ 1. It indicates that 0 ≤ 1 − β < P(X) < β ≤ 1 includes the original 0.5 symmetric variable precision rough set model [17] . When β = 1 , the VPRSM will degenerate to the Pawlak's rough set model.
Remarks.
Absolute certainty gain function is used to describe the β-approximation regions of X ⊆ U with β > P(X) in [44, 47] as follows:
and then a unified description for the β-positive region of X and its complement ¬X is also given as:
After being analyzed critically, it is found that these notions are unreasonable. A counterexample can be given as follows:
and β = . Obviously, β > P(X) and we have |P(X|E) − P(X)| = |P(¬X|E) − P(¬X)| > β − P(X). According to formulas (13) and (14), E ⊆ POS
. So the descriptions of β-approximation regions of X ⊆ U in terms of absolute certainty gain function are unreasonable.
Proposition 3. Suppose an information system IS
have:
(2) can be proved similarly.
Proposition 3 means that formula (13) is just an implication, not an equality.
Bayesian rough set model
The value of parameter β in VPRSM is often difficult to choose in real applications and the optimal β value can not be given objectively. The extracted decision rule sets will be distinct based on different β values. Slezak and Ziarko put forward BRSM [23] in which the prior probability of the event under consideration is chosen as a benchmark value. BRSM is a hybrid product which connects rough set theory and Bayesian reasoning validly and reasonably. It is more appropriate to application problems concerned with achieving any certainty gain during the procedures of prediction or decision making rather than meeting a special certainty goal [34] .
In BRSM, three kinds of B-approximation regions of concept X ⊆ U with respect to equivalence relation A can be defined as follows:
B-positive region:
B-negative region:
B-boundary region:
B-positive region can be interpreted as the collection of all those elementary sets of U/A which can increase the probability of occurrence of X relative to its prior probability P(X). In other words, the certainty degree of occurrence of X will increase after adding any new event in its B-positive region, and then we would rather believe that event X will occur.
B-negative region can be interpreted as the collection of all those elementary sets of U/A which can decrease the probability of occurrence of X relative to its prior probability P(X). In other words, the certainty degree of occurrence of X will decrease after adding any new event in its B-negative region, and then we would rather believe that event X will not occur.
Any elementary sets of U/A in the B-boundary region are independent with X, namely, newly added information has no effect on the prediction probability of X relative to its prior probability. When assumption X is under consideration, the evidence in its B-boundary region will not be useful.
In practice, positive evidences are beneficial for decision making. Taking an example of medical diagnosis, the types of diseases can not be confirmed only by the symptoms, sometimes. However, we can give a finally certain diagnosis after getting the test results from medical equipments. On the contrary, negative evidences are also beneficial for applications. There may be some potential fault points in the processes of fault detection. After making some professional tests, we can eliminate impossible points as much as possible and finally, a certain result can be reported.
Proposition 4. Suppose an information system IS
Proof. Only the proofs for case (1) are given, the others can be proved similarly.
For F, due to E i ∩ E j = ∅, it has:
Consequently, F ⊆ POS * B (X).
Compared with Pawlak's rough set model, case (6) in the Proposition 1 is not satisfied in the BRSM. If E i ⊆ POS * A (X) and E j ⊆ NEG * A (X), we can not determine which B-approximation region will include E i ∪ E j after reducing some attributes.
All of the three kinds of B-approximation regions are possible. In addition, Proposition 2 is also not satisfied in BRSM. An elementary set can be included in the B-positive region of more than one decision class.
Given a decision table DT = (U, C ∪ D, V , ρ), the B-positive region of decision attribute set D with respect to condition attribute set C is defined as follows:
Any elementary sets in POS * C (DT) will increase the probability of occurrence of at least one decision class relative to its prior probability.
For any 
Proposition 5 indicates that none of the elementary sets will increase or decrease the probabilities of occurrence of all decision classes relative to their prior probabilities. However, the absolute boundary region may not be empty. We are not interested in the objects belonging to the absolute boundary region of a decision table because the probability of occurrence of each decision class will not be affected by the newly added information in this approximation region.
Proposition 6. Suppose a decision table DT
If there is an elementary set in U/C that is not included in the absolute boundary region, then it will increase the probabilities of occurrence of some decision classes relative to their prior probabilities and meanwhile, decrease the probabilities of occurrence of some other decision classes relative to their probabilities. In this case, we can rather believe that some assumptions will occur as well as some other assumptions will not occur. Proposition 6 implies that if not all elementary sets under equivalence relation C are included in the absolute boundary region, then the classification knowledge under C will be beneficial for decision making.
Attribute reduction in BRSM for binary decision problems
For binary decision problems in BRSM, without loss of generality, we denote U/D = {X, ¬X} for decision tables which have two decision classes. The B-approximation regions of X and its complement ¬X have properties as follows [34, 43] : (24) According to the Properties 1 and 2, if the B-approximation regions of X have been obtained, then the information about the B-approximation regions of its complement ¬X can be captured simultaneously.
Slezak [43] have utilized the global relative gain function to construct attribute reduction model in BRSM for binary decision problems. Based on certainty gain function, the local relative gain function is defined as: (25) and global relative gain function is defined as:
The local relative gain function reflects the relative certainty increase of the occurrence of X or ¬X after adding new information. Due to the duality of regions with respect to the events and their complements, if the certainty of occurrence of one decision class increases, then the certainty of occurrence of the other decision class will decrease. In other cases, newly added information will have no effect both on X and ¬X. The global relative gain function reflects the average relative certainty gain over all elementary sets under attribute set A.
Theorem 1 [43]. Suppose a decision table DT = (U, C ∪ D, V , ρ) with binary decision classes, U/D = {X, ¬X}, ∀B ⊆ C, it has R(X|B) ≤ R(X|C) and equality holds, if and only if POS * C (X) ⊆ POS * B (X) and POS * C (¬X) ⊆ POS * B (¬X).

According to Property 1 (see formula (23)), equality holds in Theorem 1, if and only if POS * C (X) ⊆ POS * B (X) and NEG * C (X) ⊆ NEG * B (X).
After some attributes being removed from the entire condition attribute set, some former elementary sets may be merged. According to Proposition 4, the current B-positive region of X will not be reduced by merging the former elementary sets which are included in the former B-boundary region and the former B-positive region, respectively. Similarly, the current B-negative region will not be reduced by merging the former elementary sets which are included in the former B-boundary region and the former B-negative region, respectively. Essentially, the objects belonging to POS * C (X) and NEG * C (X) respectively will be discerned by Theorem 1. Ziarko [44] have also applied the normalized expected gain function to construct attribute reduction model in BRSM for binary decision problems. Expected gain function is defined as:
Since gabs(X|E) = gabs(¬X|E) for any elementary set E ∈ U/A, it has egabs(X|A) = egabs(¬X|A). The expected gain function measures the average absolute degree of increase or decrease of the occurrence probability of X or ¬X under the new classification knowledge.
Since 0 ≤ egabs(X|A) ≤ 2P(X)(1 − P(X)) [44] , the normalized expected gain function is defined as: λ(X|A) = 
Theorem 2. Suppose a decision table DT = (U, C ∪ D, V , ρ) with binary decision classes, U/D = {X, ¬X}, ∀B ⊆ C, it has λ(X|B) ≤ λ(X|C) and equality holds, if and only if POS * C (X) ⊆ POS * B (X) and NEG * C (X) ⊆ NEG * B (X).
According to Theorems 1 and 2, both of the global relative gain function and expected gain function discern the objects between the B-positive region and B-negative region of X (or ¬X). So attribute reduction model for binary decision problems in BRSM based on the global relative gain function or normalized expected gain function are equivalent and an unified model can be described as follows.
Let ϕ 2 ∈ {R, λ}, suppose a decision table DT = (U, C ∪ D, V , ρ) with binary decision classes, U/D = {X, ¬X}. ∀B ⊆ C, if B satisfies the following two criteria:
for ∀b ∈ B, it has ϕ 2 (X|B − {b}) < ϕ 2 (X|B).
Then B is called a reduct of C with respected to D, or called a reduct briefly. Condition (1) indicates the joint sufficiency of the attribute set B, namely, attribute set B is sufficient to preserve the property R or λ. Condition (2) means each element in B is individually necessary as remaining the property. Discernibility matrices and discernibility functions [45] are often used to describe the knowledge in rough set theory and then the set of reducts can be obtained based on Boolean reasoning. In BRSM, discernibility matrices can also be constructed for binary decision problems.
Given a decision table DT = (U, C ∪ D, V , ρ) with binary decision classes, U/D = {X, ¬X}, ∀x ∈ U, its characteristic
function with respect to X can be defined as:
For a decision table with two decision classes, its discernibility matrix can be defined as a n×n matrix
where the element c ij satisfies:
According to the properties of symmetry and equivalence for the B-approximation regions of X and ¬X, the discernibility matrix DM 2 (DT) = (c ij ) n×n will be the same irrespective of the characteristic functions of objects with respect to X or its complement ¬X.
Theorem 3. Suppose a decision table DT = (U, C ∪ D, V , ρ) with binary decision classes, U/D = {X, ¬X}, ∀B ⊆ C, B is a reduct if and only if B satisfies the following two criteria:
Theorem 3 indicates that the two kinds of current attribute reduction models in BRSM for binary decision problems can be constructed by an unified version based on the proposed discernibility matrix, no matter whether the attribute reduct is defined in terms of the global relative gain function or the normalized expected gain function.
Approximation quality measures for multi-decision problems
In practical applications, we often face decision problems which have multi-decision classes. Nishino et al applied the VPBRSM to extract multi-decision rules based on a newly proposed information gain [36] . Slezak discussed the RBM's capability for dealing with multi-decision problems in which a parameter matrix needs to be predefined [39] . Yao et al also studied the DTRSM for handling multi-decision problems according to the decision theoretic framework [30, 31] . BRSM for multi-decision problems has been investigated by Ziarko firstly, and the proposed multi-valued expected gain function is used to construct an attribute reduction model [48] .
Multi-valued expected gain function
valued expected gain function is defined as: (30) megabs(D|C) reflects the average measure for the absolute change of occurrence probabilities over all decision classes under classification knowledge U/C relative to their prior probabilities.
Proposition 7. Suppose a decision table DT
Proof. It follows the definition of expected gain function directly.
Multi-valued expected gain function can also be given another description for computation.
Proposition 8. Suppose a decision table DT
Proposition 9 [48] .
Since the decision attribute set D will not be changed during the procedures of data analysis, the value of megabs(D|C) can
according to the Proposition 9.
Multi-valued expected total gain function
The probabilities of occurrence of all decision classes may be affected by adding a new evidence. Sometimes, we are interested in the average measure for the total affection caused by each elementary set belonging to U/C.
For each C i ∈ U/C, its total affection on all decision classes can be defined as :
So the multi-valued expected total gain function can be defined as:
Given a decision table, the estimation of prior probability of each decision class will not be changed under different sets of condition attributes. Multi-valued expected total gain function can be considered as a simplification of multi-valued expected gain function to some extent, but they have different meanings. For each elementary set belonging to U/C, the multi-valued expected total gain function is focused on its total affection on all decision classes and the multi-valued expected gain function is focused on the average affection over all decision classes.
Proposition 10. Suppose a decision table DT
Proof. it follows the definition of absolute gain function directly.
According to Proposition 7, megabs(D|C) is considered as the measure of average deviation from probabilistic independence between each elementary set and each decision class. Therefore, according to Proposition 10, metgabs(D|C) can be considered as the measure of total deviation from probabilistic independence between each elementary set and each decision class.
Proposition 11. Suppose a decision table DT
Proposition 11 indicates that classification knowledge U/D and U/C have duality properties based on the multi-valued expected total gain function to some extent. In this case, the affection on decision classification U/D caused by the classification knowledge U/C is equal to the affection on condition classification U/C caused by the classification knowledge U/D. This can also be found from the Proposition 10, the deviation from probabilistic independence between each condition class and each decision class is mutual and symmetric.
Remarks. There may be some clerical errors in paper [48] . Propositions 10 and 11 should be satisfied under the definition of multi-valued expected total gain function, not the definition of multi-valued expected gain function as presented in paper [48] . When ∀D j ∈ U/D is definable with respect to the classification knowledge U/C, metgabs(D|C) will has the maximal value. So it has:
When each decision class includes only one object in U, namely, all the objects in U have different decisions,
will have the minimal value . Compared with the Proposition 9, it need not to calculate the prior probability of each decision class as normalizing the multi-valued expected total gain function. Moreover, it is easy to obtain the value of n from the given decision table.
Positive and negative multi-valued expected gain function
Absolute gain function can not reflect the trend of change of the occurrence probabilities of assumptions relative to their prior probabilities after adding new information. Increase or decrease, it can not be measured. As discussed in Section 5.3, both the increase (positive) and decrease (negative) of the occurrence probabilities of target events will be beneficial for decision making, so the trend of change of the occurrence probabilities of assumptions should be considered and measured.
Positive multi-valued expected gain function can be defined as:
If ABND * C (DT) = U, then set Pmeg(D|C) = 0. In this case, the newly added classification information is not useful for decision making relative to our prior knowledge. Similarly, negative multi-valued expected gain function can be defined as:
If ABND * C (DT) = U, then also set Nmeg(D|C) = 0. According to the Proposition 6, if ABND * C (DT) = U, POS * C (DT) is not equal to empty set. In this case, the values of Pmeg(D|C) and Nmeg(D|C) must be greater than zero. Positive multi-valued expected gain function is only focused on the degree of increase of the occurrence probabilities over all decision classes after adding new information relative to their prior probabilities. Negative multi-valued expected gain function is only focused on the degree of decrease of the occurrence probabilities over all decision classes after adding new information relative to their prior probabilities.
Proposition 13. Suppose a decision table DT
, where n is the number of objects in U.
Proof. Only the first one is proved. The second one can be proved similarly.
Obviously, Pmeg(D|C) ≥ 0. When ∀D j ∈ U/D is definable with respect to the classification knowledge U/C, Pmeg(D|C) will has the maximal value. So we can have:
According to the Proposition 13, the values of Pmeg(D|C) and Nmeg(D|C) can be normalized into the interval [0, 1] by dividing the constant 1 − 1 n .
Proposition 14. Suppose a decision table DT = (U, C∪D, V , ρ)with multi-decision classes, it has metgabs(D|C) = Pmeg(D|C)+ Nmeg(D|C).
Proof. ∀C i ∈ U/C, it has:
So,
Namely, metgabs(D|C) = Pmeg(D|C) + Nmeg(D|C).
Proposition 14 indicates that multi-valued expected total gain function can be divided into two parts, one is "positive" for the prediction probabilities of decision classes, and the other is "negative" for the prediction probabilities of decision classes according to the new classification knowledge.
Positive and negative multi-valued expected degree of certainty
only measures the degree of increase of the occurrence probability of D j relative to its prior probability under new event C i . However, it can not measure the degree of increase of the certainty that D j will occur. If the prior probability
is small, because we can make a certain decision under this situation.
Since the trivial subsets of universe U are not interested in, so P(D j ) = 1 and P(D j ) = 0 will not be considered. Positive multi-valued expected degree of certainty can be defined as:
If ABND *
reflects the incremental degree of belief. It measures the degree of increase of the certainty that assumption D j will be true under evidence C i . In other words, it indicates the degree of decrease of the certainty that assumption D j will be false. 1 − P(D j ) can be considered as the total degree that D j will be false.
Similarly, negative multi-valued expected degree of certainty can be defined as:
reflects the incremental degree of unbelief. It measures the degree of increase of the certainty that assumption D j will be false under evidence C i . In other words, it indicates the degree of decrease of the certainty that assumption D j will be true. P(D j ) can be considered as the total degree that D j will be true. Proof. only the first one is proved. The second one can be proved similarly.
Obviously, DPmeg(D|C) ≥ 0. When ∀D j ∈ U/D is definable with respect to the classification knowledge U/C, DPmeg(D|C)
will has the maximal value. So it has:
The values of DPmeg(D|C) and DNmeg(D|C) do not need to be normalized compared with other proposed approximation quality measures according to the Proposition 15.
Attribute reduction in BRSM for multi-decision problems
Some approximation quality measures for multi-decision problems have been proposed in the former section. Though they have different semantic interpretation and can be described from the different profiles of a given decision table, it can be found that they share some common properties in nature. For any ϕ m ∈ {megabs, metgabs, Pmeg, Nmeg, DPmeg, DNmeg}, an important theorem can be presented as follows: . Since 4P(X)P(¬X) is a constant, attribute reduction model for binary decision problems can be considered as a special case of attribute reduction model for multi-decision problems.
D|C) and equality holds, if and only if
In order to obtain reducts, the available heuristic attribute reduction algorithms in Pawlak's rough set model can also be used in BRSM. In the following, we will introduce the notion of discernibility matrix in BRSM for attribute reduction as dealing with multi-decision problems.
Given a decision table DT = (U, C ∪ D, V , ρ) with multi-decision classes, its discernibility matrix can be defined as a n × n matrix DM m (DT) = (cm ij ) n×n , and the element cm ij satisfies: 
Proof. It can be proved as similar as Theorem 3.
According to the Theorem 5, attribute reduction problems can be described by associated discernibility matrices in BRSM. All of the available attribute reduction algorithms based on discernibility matrices in Pawlak's rough set model can be analogously applied in BRSM. In addition, some notions in Pawlak's rough set model, such as attribute significance, core, discernibility function and others, can also be defined in BRSM both for binary decision and multi-decision problems, similarly.
Conclusions
BRSM can be applied to dealing with many practical problems, such as medical diagnosis, fault detection, economic forecasting and so on. Its main advantage is free of the user-defined parameters. In the model, the prior probability of the target event will be chosen as a benchmark value as defining the relevant approximation regions. In this paper, some properties and differences among BRSM, VPRSM and Pawlak's rough set model are analyzed. It can be proved that two kinds of current attribute reduction models in BRSM for binary decision problems are equivalent. Some monotonic approximation quality measures for multi-decision problems in BRSM are proposed and their relationships are also discussed. Since these monotonic measures share some common properties essentially, an unified attribute reduction model in BRSM is constructed. Therein, it is illustrated that attribute reduction model for binary decision problems is a special case of the one for muliti-decision problems.
Discernibility matrices for binary decision and multi-decision problems in BRSM, in which elements will discern the objects between the B-positive region and B-negative region of each decision class, are also discussed, respectively. So discernibility matrix based concepts and knowledge reduction approaches in Pawlak's rough set model can be analogously exploited in BRSM. All of the presented notions in this paper will be beneficial for the development of BRSM. The comparative investigation and experiments on rule sets in different probabilistic rough set models are our next work.
Appendix A
Proof of Theorem 2. Because 2P(X)(1 − P(X)) is a constant after DT is given, so we only need to prove egabs(X|B) ≤
egabs(X|C), and equality holds if and only if POS
. Since any F ∈ U/B can be presented as F = ∪{E|E ∈ U/C, E ⊆ F}, then if P(X|F) ≥ P(X), we have: (38) and if P(X|F) ≤ P(X), we also have:
Consequently, egabs(X|B) ≤ egabs(X|C).
Since P(X|F) ≥ P(X), equality in formula (38) holds, if and only if P(X|E) ≥ P(X) for all E ⊆ F. It indicates that equality in formula (38) holds if and only if P(X|F) ≥ P(X) → ∀ E⊆F P(X|E) ≥ P(X) and similarly, we get P(X|F)
Then we have POS *
It implies that only elementary sets in U/C being included in POS * (x j , b ) . So ∃E p , E q ∈ U/C(p = q), where x i ∈ E p and x j ∈ E q , will be merged under attribute set B − {b}. According to the proofs of Theorem 2, it has ϕ 2 (X|B − {b}) < ϕ 2 (X|B).
Therefore, it can be concluded that B is a reduct.
(2) Necessity: For ∀E p , E q ∈ U/C(p = q), 1) if they can be merged under attribute set B, namely, ∃F k ∈ U/B, such that F k = E p ∪ E q (p = q). since B is a reduct, ϕ 2 (X|B) = ϕ 2 (X|C). According to Theorems 1 and 2, ∀x i ∈ E p and ∀x j ∈ E q , it has δ X (x i )δ X (x j ) = −1, then c ij = ∅; 2) if they won't be merged under attribute set B, then ∃b ∈ B, ∀x i ∈ E p and ∀x j ∈ E q , such that ρ (x i , b) = ρ(x j , b) . In this case, if δ X (x i )δ X (x j ) = −1, then c ij = ∅; if δ X (x i )δ X (x j ) = −1, then c ij = {b|b ∈ B, ρ(x i , b) = ρ(x j , b)} = ∅. So ∀i, j(1 ≤ j < i ≤ n), if c ij = ∅, it has B ∩ c ij = ∅. ∀b ∈ B, ϕ 2 (X|B−{b}) < ϕ 2 (X|B) = ϕ 2 (X|C), it indicates that ∃E p , E q ∈ U/C(p = q) won't be merged under attribute set B, but can be merged under attribute set B − {b}, where ∀x i ∈ E p , ∀x j ∈ E q , it has δ X (x i )δ X (x j ) = −1. So ρ(x i , b) = ρ(x j , b) and ∀b ∈ (B − {b}), it has ρ(x i , b ) = ρ(x j , b ). According to formula (29) , it has b ∈ c ij and ∀b ∈ (B − {b}), b / ∈ c ij , thus (B − {b}) ∩ c ij = ∅. Namely, ∀b ∈ B, ∃i, j, c ij = ∅, such that (B − {b}) ∩ c ij = ∅.
Proof of Theorem 4
(1) ϕ m = megabs. Since any F ∈ U/B can be represented as F = ∪{E|E ∈ U/C, E ⊆ F}, ∀D j ∈ U/D, it has:
P(E) P(D j |E) − P(D j ) .
So, 
Consequently, megabs(D|B) ≤ megabs(D|C).
According to the proofs of Theorem 2, equality in formula (39) 
P(E) P(D j |E) − P(D j
) .
Consequently, Pmeg(D|B) ≤ Pmeg(D|C).
Where equality in formula (40) (4) ∀ϕ m ∈ {Nmeg, DPmeg, DNmeg} can be proved as similar as (3) .
