Generally, the approach achieves accuracy as good as or better than perceptrons trained using error backpropagation, and the training process is much faster than the error backpropagation algorithm and also avoids local minima and paralysis.
2 minima [1, 2, 3] . A number of modifications [2, 3, 4, 5, 6, 7, 8, 9] have been proposed to improve the training of the EBP algorithm. Also many new training algorithms [10, 11, 12, 13, 14, 15, 16] for MLPs have been invented, but still we need a training method which could be faster and gives certainty for training MLPs.
In this paper we propose some training methods which are not only faster but also provide guaranteed training of MLPs. In the proposed methods, we use a transformation of nonlinear output activation function into linear functions and define a linear system of equations for the output layer. The linear system of equations is solved for calculating the weights of the output layer, using the modified Gram-Schmidt algorithm [17, 18] . The hidden layers are trained using EBP, delta rule and the other proposed techniques.
The major benefit of the new approach presented in this paper is its ability to train MLPs much faster than the conventional error backpropagation algorithm and results are comparable.
The remainder of this paper is organised as follows. In Section II we briefly present the notation for MLP description. In Section III we propose techniques for determining the weights of hidden layers and the output layer.
In Section IV we present a description of the proposed methods in detail. In Section V computer simulations for performance evaluation and comparison are presented. Finally, Section VI concludes the paper.
II. NOTATION
Let n be the number of neurons in the input layer, m the number of neurons in the output layer, N l be the number of neurons belonging to the lth layer and o k (l) be the output of the kth neuron of the lth layer, then the computation performed by each neuron can be expressed as:
where net k (l) is the weighted sum of the k neurons of the lth layer, w kj (l) is the weight by which the same neuron multiplies the output o j (l-1) of the jth neuron of the previous layer and f(.) is a nonlinear bounded function, often the sigmoid function. Figure 1 . Single neuron model. Figure 2 . Multilayer Perceptron with single hidden layer. Figure 1 shows a single neuron model. In the output layer for each neuron, the value net can be calculated as shown in Figure 1 . We use this value to establish the linear system of equations for the output layer, which is described in Section III. Figure 2 shows a multilayer perceptron with single hidden layer suitable for training with the proposed approach. As shown in Figure 2 , the input signal is simply passed through to the weights on their outputs. Each neuron in subsequent layers produces net and o k signals as shown in Equations 1 and 2.
III. PROPOSED TECHNIQUES
In this Section we discuss Gradient Descent [1, 2] , Delta Rule [2, 3] , Radial Basis Function [2, 12] as well as some new techniques for training the weights of the hidden layer and a totally new technique is proposed for training the weights of the output layer.
A. Training the weights of the hidden layer.
The technique of unsupervised learning is often used to perform clustering as the unsupervised classification of objects without providing information about the actual classes. In our approach this kind of learning is used to adjust the weights of the hidden layer of MLP. For this purpose we propose to apply the following techniques:
The delta rule [2, 3] is only valid for continuous activation functions and in supervised training mode. Our aim in presenting the delta rule here, is to show that how this rule can be adapted in the proposed methods for training the weights of the hidden layer because this layer doesn't have target vectors. Let x 1 ,, x 2 , ... x p be the input vectors, and p be the total number of training pairs. The mapping of the input space into hidden units is shown in [12] . The input space consists of the set of all input vectors and hidden unit space consists of the set of the hidden units. We represent p-input vectors into (ln p / ln 2) bits (hidden units) in the hidden layer. Because p can be represented [12] by (ln p/ ln 2) bits.
In the proposed methods binary value 1/0 is defined as 0.9/0.1. Sometimes, we need more hidden units (> ln p / ln 2) to adjust more accurate weights of the output layer which would give more accurate results. The extra hidden units are adjusted to 0.1. After coding the hidden units, we apply the delta rule for training the hidden layer and weights can be adjusted as follows:
where η = learning rate, α= momentum, w ij = weight connecting nodes i and j, ∆w ij = change in weight value and o pj = output of the node j at hidden layer.
Random Weights (RW)
The weights are adjusted at small random values. It is assumed that they fulfil the following conditions [12] .
• The weights must be small real values (-0.5 +0.5) except zero. Small weights are recommended for good generalisation ability. The weights cannot be zero because if the weights are zero then we will get the same input vector for the output layer and the possibility of finding the weights of the output layer will be minimal.
• same. But as we can see they are not the same. In Equation (5a), factor i/n avoids this situation.
Output of the hidden layer is as follows:
Note that different activation functions are used, which gives maximum value (o k =1) at the output for best match (net k = 0) [12] .
B. Training the weights of the output layer
In supervised learning we assume that at each instance of time when the input is applied, the desired response d of the system is known. An important fact used in implementing a MLP is the relation between the desired response d and net. This relation can be found using Equation (2) and it can be provided as follows:
Because the desired response d k is available for each neuron in the output layer and this value is equal to the o k for output layer. It is easy to calculate the net from (8) by replacing the desired value d k with the o k value.
where
The weights of the output layer play an important role in multilayer perceptrons because they are directly connected with the output. The weights are easily trained using direct solution methods for linear equations. It is easy to calculate net value using the following equation
where net ij = the value of net for the ith neuron and jth pair in the output layer.
d ij = desired value dij of the ith neuron and jth pair in the output layer.
MBD( x,w )=||x -w||= ( ( x -w )
Using (2), Equation (10) becomes
Using equation (11) given above, for each neuron in the output layer we can write a linear system Xw=net (12) where net is p x 1, w is h x 1, p>=h and X is p x h with rank h.
In real world problems, p is usually greater than h; that is, there are more training patterns than hidden units.
Therefore, we need to solve an overdetermined system of equations. In this study, many techniques have been tested and we have found that the Modified Gram-Schmidt (MGS) algorithm is very stable and needs less computer memory than other existing algorithms [17, 18] . In our approach, we use MGS to solve linear systems of equations (12).
IV. DESCRIPTION OF THE PROPOSED METHODS

Error Back-Propagation Using Direct Solutions: Method EBUDS
The basic idea of this method is to combine iterative and direct methods to improve the training time and avoid local minima and paralysis. This method can be applied to MLPs with any number of layers; however only two layers are needed to demonstrate the method and solve any real world problem.
This method uses a gradient search technique and direct solution methods (least square techniques) to minimise the cost function equal to the mean square difference between the desired and the actual net outputs. The desired output of all nodes is typically low (0.1 not 0) unless that node corresponds to the class of the current input, in which case it is high (0.9 not 1). The multilayer perceptron is trained by initially selecting small random weights and internal thresholds and then presenting all training data repeatedly. Weights are adjusted after each iteration and after some iteration or even when the training process is trapped at a local minimum; training of the MLPs can be stopped and the weights of the output layer can be calculated using direct solution methods. The method EBUDS can be outlined by the following steps: 1i w * 1j l x + 2i w * 2j l x +..+ hi w * hj l x = ij l net (11) where w hi =the value of a weight from neuron h in the hidden layer to neuron i in the output layer.
x hj l =the value of output for neuron h of pair j in the hidden layer l.
1. Consider a two layer perceptron with a single hidden layer as shown in Figure 2 . 3. Initialise all weights of the two layer perceptron at small random values.
Use the RW technique from Section III.
4. Calculate actual outputs of the MLP. Use Equations 1 and 2.
5. Train the weights of the hidden layer to output. Use an error backpropagation technique for this purpose.
6. After a certain number of iterations stop the iterative training process.
7. Develop a linear system of equations for the output layer.
Use Equation (10) and convert the output nonlinear activation function into linear function.
Use Equation (11) and develop a linear system of equations as shown in Equation (12). 8. Calculate the weights of the output layer. Use the modified Gram-Schmidt algorithm to solve (12).
Repeat
Step 7 through 8 for each neuron in the hidden layer.
Delta Rule-Symmetric Gaussian Elimination: Method DRSGE
In this method, the delta learning rule described in Section III is used for unsupervised (coded supervised) learning and the modified Gram-Schmidt algorithm or symmetric Gaussian elimination algorithm [17, 18] is used for supervised learning.
The delta rule is used to adjust the weights of the hidden layer. This layer is used to classify input data. For this classification we used two techniques, binary coding described in the previous section and the symmetric matrix coding which can be used in rare cases where the number of the hidden units is equal to the number of training pairs.
In this technique, each input pair has a neuron in the hidden layer which has a desired value 0.9 and all other neurons in the hidden layer for this pair have the desired value of 0.1. The method DRSGE can be outlined by the following steps:
1. Steps 1, 2, 3 and 4 are the same as those of EBUDS.
2. Train the weights of the hidden layer.
Use the delta learning rule which is described in Section III.
Before using this rule, code the hidden units as shown above and in Section III.
In the proposed methods, it is not necessary to perform full training of the weights of the hidden layer. Training the weights of the hidden layer can be stopped when suitable clusters are formed at the hidden units.
3. Steps 6, 7, 8 and 9 are same as that of EBUDS.
3. Random-Minimum Bit Distance-Gram-Schmidt: Method RMGS
The main idea of this method is to train an output layer by supervised learning and the remainder of the two layers by unsupervised learning. In this method the weights of the output layer are adjusted using modified Gram-Schmidt algorithm; the weights of the second hidden layer (which is directly connected to the output layer) are calculated using minimum bit distance (MBD) and the weights of the first hidden layer (which is directly connected to the input layer) are adjusted to small random values (RW).
The distance is treated as a measure of vector similarity. The minimum bit distance between vectors x and w is given by MBD(x,w)=||x-w|| [ see Section III ]
where, x is an input vector and w is a weight vector of the second hidden layer.
In this approach, weights of the second hidden layer are input vectors of the first hidden layer.
If the number of training pairs is greater than the number of hidden units then the weights of the second hidden layer are randomly selected from training pairs as in Radial Basis Function type networks [12] . The method RMGS can be outlined by the following steps:
1. Consider a three layer perceptron with two hidden layers. 4. Adjust the weights of the second hidden layer using MBD techniques from Section III.
5. Calculate actual outputs at the second hidden layer. Use Equations (1), (2), (5) and (6).
6. Develop a linear system of equations for the output layer.
Use Equation (10) and convert the output nonlinear activation function into a linear function.
Use Equations (11) and develop a linear system of equations as shown in Equation (12).
7. Calculate the weights of the output layer. Use the modified Gram-Schmidt algorithm to solve (12).
Repeat
Step 6 through 7 for each neuron in the hidden layer.
The Proposed Methods (Comparisons and Problems)
The proposed methods are much faster and without local minima because they use direct solution methods. It means that they calculate weights of the output layer by converting nonlinear output functions into linear functions, and use a modified Gram-Schmidt method instead of iterative methods to find the weights of the output layer. A comparison with EBP is shown in the following section. We selected EBP because it is one of the most popular algorithms and implementation is very easy. It is very difficult to compare other existing methods because researchers use different environments for their experiments, implementation is not very easy and it is also time
consuming. An implementation of the proposed methods is much more difficult than EBP because of the complicated MGS method.
V. EXPERIMENTAL RESULTS
The proposed methods have been tested on many problems such as the parity problem, exclusive nor problem, Root-Mean-Square (RMS) error is calculated using the formula [11, 12] .
Experiment 1 Approximation of a Function.
The task of training a function is a stringent one. In this task, a network is presented with some sampled points of a curve and it is asked to learn the training pairs and then generate an estimate of the original function.
In this experiment an application of the proposed approach to build a network which approximates the following function is presented:
We assume 0 < x <= 1. The training data are taken at intervals of 0.05; thus we have 21 data points:
We use 101 evaluation points taken at intervals of 0.01. The evaluation data are used to verify the interpolative power of the network.
The conventional error backpropagation did not reach the correct solution after 6000 iterations. The proposed methods took less than 200 iterations and 20 seconds. Some proposed methods which use only direct solution methods took even less than 3 seconds. All proposed methods for this problem are much faster than EBP. The interpolative and generalisation power of the proposed methods is quite good. The RMGS gives the best results and the method DRSGE is slightly better than EBP. The error is minimum for RMGS method, whereas the error for conventional EBP is maximum at some points. Finally, we can say that the results are quite good using the proposed methods for approximation of a function.
Experiment 2 Pattern Recognition Problem.
The proposed methods have been tested using a pattern recognition problem, consisting of the recognition of character patterns encoded as 8 x 8 pixel matrices, according to the IBM PC VGA character set. 36 different characters (0..9,A..Z) had to be recognised, corresponding to ASCII codes between 32 and 95. The number of inputoutput pairs is thus 36, and for each pair the input is a vector of 64 binary values, corresponding to the pixel matrix representing a character. The output is a vector of 7 binary values, representing its coded ASCII value. Therefore, the MLPs used have 64 inputs and 7 outputs. We set all input-output pairs of values of the training set to 0.1 and 0.9 rather than to zero and one respectively, to improve convergence. Network architectures with different numbers of hidden units are used for this problem. The results for best numbers of hidden units are presented in Table 1 . Figure   3 depicts learning profiles produced for this problem and indicates that the proposed learning methods yield much faster learning. Figure 3 . RMS vs. # of iterations for the pattern recognition problem.
Experiment 3 Sonar Problem, Mines vs. Rocks.
This is the data set used by Gorman and Sejnowski [19] in their study of the classification of sonar signals using a neural network. The task is to train a network to discriminate between sonar signals bounced off a metal cylinder and those bounced off a roughly cylindrical rock. The data set, is in the standard CMU Neural Network Benchmark format. The data has 60 continuous inputs and 1 enumerated output. This data set can be used in a number of different ways to test learning speed, quality of ultimate learning, ability to generalise, or combinations of these factors. There are 208 patterns in total with 111 belonging to the "metal" class and 97 belonging to the "rock" class. (Table 2) , the other proposed method; EBUDS is second in performance and the last one is conventional error backpropagation.
This experiment proves that the combined supervised and unsupervised training methods (DRSGE) can have better generalisation than the supervised EBP method. 
Experiment 4 Vowel Recognition Problem.
This is the data set used by Robinson [20] in their study of the speaker independent recognition of the eleven steady state vowels of British English using a specified training set of lpc derived log area ratios. The data set is in the standard CMU Neural Network Benchmark format. The data has 10 inputs and 11 outputs. Initial weights are uniform random values in the range -0.3 to +0.3. This data set can be used in a number of different ways to test learning speed, quality of ultimate learning, ability to generalise, or combinations of these factors. There are 860 patterns in total. These patterns are divided between the 430-member training set and the 430-member test set.
The networks used have 10 input nodes, 11 output nodes and have varying number of hidden units. A summary of results using different methods is presented in Table 3 . As shown in Table 3 the training time for the proposed methods is less than the EBP method. The recognition rate for the proposed methods and the conventional EBP method is nearly the same, in some cases it is better for the proposed methods.
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The experiment showed that the performance of both the proposed methods and conventional EBP for the training set goes up with the increase in the number of hidden units, and for the test set it goes up but drops after a peak has been reached. Figure 5 depicts the learning profiles produced for this problem and indicates that the proposed learning methods yield much faster learning. 
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VI. CONCLUDING REMARKS
In this paper, we proposed methods for fast training of multilayer perceptrons. A number of experiments for classification as well as for approximation have been conducted and some of them are presented above. The experiments show that the proposed methods are without local minima and able to train the MLPs much faster than EBP. To demonstrate the generalisation and interpolative power of our methods we have presented some experimental results in Tables 1-3 . Figures 3-5 show the comparison of RMS error vs. number of iterations for different problems. As follows from these tables and figures our methods performed well in all test cases considered and demonstrated a good generalisation capability. We conclude that our methods should be useful for many real world problems.
