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Resumen: En este trabajo se describe un prototipo basado en un sistema de dia´logo
multimodal desarrollado utilizando la arquitectura EDECA´N para la empresa Softec-
Iberma´tica. Duracio´n de la demostracio´n: 10 min. aprox.
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Abstract: The goal of this work is to develop a multimodal application based on
a dialog system using EDECA´N architecture for Softec-Iberma´tica company. The
demonstration takes 10 min. aprox.
Keywords: dialog system, multimodal interaction
1. Introduccion
El sistema de dia´logo que se describe en es-
te trabajo consiste en un kiosko cuyo objetivo
es: proporcionar informacio´n meteorolo´gica
de diferentes ciudades del territorio espan˜ol
por un lado y por el otro, dar acceso a las
noticias de las ediciones digitales de la pren-
sa nacional. Adema´s, se trata de un prototipo
adecuado para el uso de personas con algu´n
tipo de discapacidad debido a la posibilidad
de interacturar con el sistema de forma mul-
timodal.
Los dispositivos de entrada de este equipo
son un teclado, un rato´n, un micro´fono y una
web-cam y los dispositivos de salida son una
pantalla y unos altavoces como puede verse
en la Figura 1.
En este trabajo se presenta el conjunto
de mo´dulos que componen el proyecto. Es-
tos mo´dulos se han desarrollado de acuerdo
con la arquitectura EDECA´N 1(Garc´ıa et al.,
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Figura 1: Sistema final
2008)(Lleida et al., 2006).
En la siguiente seccio´n se describe cada
uno de los mo´dulos que conforman el sistema
de dia´logo que se describe en en este traba-
jo. Finalmente, se detallan las conclusiones
ma´s destacables as´ı como posibles l´ıneas de
trabajo futuro a fin de mejorar el prototipo.
2. Arquitectura del sistema
Un sistema de dia´logo como el que se ilus-
tra en la Figura 2 considera las interacciones
del usuario como entrada y proporciona al
usuario una salida que generalmente consiste
en acciones o instrucciones orales generadas
de forma sinte´tica.
A continuacio´n, se detallan cada uno de
los mo´dulos del sistema implementados bajo
la arquitectura EDECA´N:
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Figura 2: Arquitectura ba´sica de un sistema de dia´logo
Mo´dulo de deteccio´n de caras: se trata
del mo´dulo que activa el sistema, ya que
mientras no se detecte la presencia del
usuario el sistema permanece inactivo.
Mo´dulo de reconocedor de voz (ASR): se
trata del mo´dulo que proporciona la se-
cuencia de palabras que con mayor pro-
babilidad se ajusta a la sen˜al acu´stica
de entrada. El reconocedor implementa-
do en este mo´dulo ha sido desarrollado
integramente por el grupo de Reconoci-
miento de Formas y Tecnolog´ıas del ha-
bla de la Universidad del Pa´ıs Vasco. Se
trata de un reconocedor que integra mo-
delos acu´sticos implementados mediante
modelos ocultos de Markov cont´ınuos y
modelos de lenguaje implementados me-
diante auto´matas de estados finitos es-
toca´sticos.
Mo´dulo de comprensio´n: se trata del
mo´dulo que recoge las palabras extra-
idas por el reconocedor de voz y se en-
carga de extraer la informacio´n concep-
tual de la secuencia de palabras obteni-
da. Para realizar esta funcio´n, se trans-
forma la secuencia de palabras en uni-
dades sema´nticas que contienen informa-
cio´n sobre la tarea a realizar.
Mo´dulo gestor de dia´logo: a partir de
la informacio´n sema´ntica proporcionada,
decide la estrategia a seguir por el proce-
so y va dando paso al sistema y al usua-
rio.
Mo´dulo cliente-web: la informaco´n re-
querida por el usuario se obtiene de in-
ternet mediante el mo´dulo cienteweb.
Para realizar esta funcio´n se descarga la
pa´gina solicitada en formato xml.
Mo´dulo xlst: este mo´dulo convierte la in-
formacio´n requerida de formato xml a
html, que es el formato adecuado para
mostrarlo por pantalla.
Mo´dulo visualizacio´n: este mo´dulo dis-
pone de un avatar y la imagen que ob-
tiene la web-cam. Para generar el avatar
se ha usado la herramienta iclone, la ver-
sio´n libre de Reallusion. La imagen de la
web-cam permite conocer el estado del
detector de caras.
Mo´dulo conversor texto a voz (TTS): es-
te mo´dulo tiene como objetivo generar
artificialmente una sen˜al acu´stica, a par-
tir de una secuencia de palabras de en-
trada. Para llevar a cabo esta tarea se
ha empleado el sistema Loquendo TTS,
asi como unos altavoces que permite al
usuario o´ır la sen˜al acu´stica de salida.
3. Conclusiones
En el disen˜o del sistema de dia´logo des-
crito en este trabajo se dispone de una inter-
raccio´n multimodal entre usuario y ma´quina.
De este modo, se consigue superar las limi-
taciones que un sistema de dia´logo basado
u´nicamente en habla impone.
En cuanto a las l´ıneas de mejora para un
futuro trabajo se encuentran el disen˜o de un
prototipo que permita interaccio´n via web,
de tal modo que de cualquier ordenador se
pueda acceder a esta informacio´n.
