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1. A brief history of terms
Groups occur as the algebraic abstraction of sets of symmetries, closed under composition and
inversion, of geometric spaces. Table algebras may be regarded as playing a role analogous to that
of groups for a generalization of geometric spaces; namely, for highly symmetric combinatorial
configurations. Perhaps the most central instance of this perspective is the view of a table algebra
as an abstraction of the adjacency algebra of an association scheme. The purpose of this article is to
expose some of the basic structure of table algebras, to present some of the key results that have been
proved about them, and to examine their relationships to some combinatorial objects, in particular to
association schemes.
The concept of a distinguished basis of an algebra, with properties that generalize the axioms of a
group, can be traced back at least to the work of Schur [53,54] in 1933 on the centralizer algebra of a
transitive permutation representation of a finite group. Variations of the concept have beendiscovered
and rediscovered a surprising number of times since then, in many different contexts and with many
different names. We begin with a brief survey of these variations. In order to present the definitions
in a fairly efficient and (we hope) transparent way, we shall first define a ‘‘Core Structure’’ that has
those properties common to (almost) all of the particular notions.
Definition 1.1 (Core Structure). R is a commutative ring with identity element 1R; S is a designated
subset of R; A is an R-free, associative R-algebra; B = {bi|i ∈ I} is a distinguished R-basis for A, where I
is an index set (not necessarily finite), 0 ∈ I , and b0 = 1A. Furthermore, the following three conditions
hold:
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(1.1a) For all i, j ∈ I ,
bibj =
∑
k∈I
βijkbk,
where each coefficient (structure constant) βijk is in S (and, of course, only finitely many of the βijk are
nonzero).
(1.1b) There is an R-algebra anti-automorphism ∗ of A, such that (∗)2 = idA and B∗ = B. (So ∗ has
order at most two, and permutes the elements of B. Set bi∗ := b∗i .)
(1.1c) For all i, j ∈ I ,
βij0 6= 0⇔ j = i∗.
Condition (1.1c) says that bi∗ serves as a sort of unique ‘‘inverse’’ for bi : b0 = 1A appears in the
decomposition of bibi∗ in terms of B, while b0 does not appear in bibj if j 6= i∗.
Definition 1.1d (Core Structure with Degree Map). This is a Core Structure as above, together with an
algebra homomorphism δ : A → R (the degree map) such that δ(B) ⊆ S \ {0}. Then the values
δ(bi), i ∈ I , are called the degrees of (A, B, δ).
A given Core Structuremay havemore than one degreemap, or it may have none. See Example 1.1.
Definition 1.2. The Hoheisel Algebra ([42], see also [7]) is the Core Structure with R = C (the complex
numbers), S = R (the real numbers), A a commutative algebra, B finite, and βii∗0 ∈ R>0 (the positive
reals) for all i ∈ I .
The Hoheisel algebra generalizes both the conjugacy class algebra (the center of the group algebra)
and the character algebra of a finite group. Hoheisel defined a dual structure, but it was left to Kawada
[43] to establish a full duality result that generalized the relationship between class algebra and
character algebra. A version of this is detailed in Section 2. Here, wemerely state Kawada’s definition.
Definition 1.3. Kawada’s C-algebra (Character Algebra) [43] is the Hoheisel algebrawith a degreemap
δ such that
δ(bi) = βii∗0, all i ∈ I.
This property holds for the conjugacy class algebra of a finite group, where βii∗0 is the cardinality
of the class Ci.
Definition 1.4. A C-algebra [16] is the Hoheisel algebra with an arbitrary degree map δ (so δ(B) ⊆
R \ {0}).
Hypergroups form another class of examples. They have a long history in harmonic analysis, where
they arise as the space of finite regular Borel measures on a locally compact space, endowed with a
convolution multiplicative structure (see [25,55]). The first purely algebraic definitions that fit our
context may be those of Spector (implicitly) in 1975, andMcMullen (explicitly) in 1977/1979 (see [48,
49]). Marty [47] defined hypergroups in terms of a set with a multi-valued operation. His definition
is, in a sense, the Core Structure with unspecified structure constants. We shall not pursue it further.
We proceed instead to the more immediate definitions of hypergroup.
Definition 1.5. A discrete hypergroup [55] is (equivalent to) the Core Structure with R a subfield of
C, S ⊆ R≥0 (nonnegative reals), and with a degree map δ such that
δ(bi) = 1, all i ∈ I.
Definition 1.6. A hypergroup [48] is the Core Structure with a degree map δ, such that for all i ∈
I, βii∗0 = βi∗ i0, βii∗0|δ(bi)2 in R, and δ(bi)2/βii∗0 ∈ S.
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Definition 1.7. A hypergroup [56] is (equivalent to) the Core Structure with R ⊇ Z and S = Z≥0.
Definition 1.8. A hypergroup [57] is (equivalent to) Spector’s discrete hypergroup (Definition 1.5)
with B finite.
Definition 1.9. A table algebra [2] is (equivalent to) the Core Structure with R = C, S = R≥0, A
commutative, and B finite.
So a table algebra as in Definition 1.9 is a special case of the Hoheisel algebra. Arad and I created
our definition to provide a context for the uniform study of the product decomposition of conjugacy
classes and of irreducible characters of a finite group. Our learning about the existence of various
precedents began a few months later, and has never really stopped.
Definition 1.10. A generalized table algebra [9] is the Core Structure with R = S an integral domain, B
finite, and βii∗0 = βi∗ i0 for all i ∈ I .
Definition 1.11. A table algebra [33] is (equivalent to) the Core Structurewith R ⊆ C such that 1C ∈ R,
and S = R ∩ R≥0.
Definition 1.12. A table algebra [21] is the Core Structure with R = C, S = R≥0, B finite, and
βii∗0 = βi∗ i0, for all i ∈ I .
Arad, Fisman and Muzychuk [9] call the table algebras of Definition 1.12 ‘‘real, nonsingular
generalized table algebras’’.
Definition 1.13. A fusion rule algebra [59,29] is (equivalent to) the Core Structure with R = Z, S =
Z≥0, A commutative, and βii∗0 = 1 for all i ∈ I .
Definition 1.14. A generalized fusion algebra [30] is the Core Structure with R = Q, S = Q≥0, A
commutative, B finite, and βii∗0 = 1 for all i ∈ I .
Fusion rule algebras often arise from taking tensor products (ordinary, twisted, or relative) of
various irreducible modules or bimodules. The character algebra of a finite group, with basis the
irreducible characters of the group, gives one such example.
Definition 1.15. A C-algebra [28] is (equivalent to) the Core Structure, with R = C, S = R, and with
a degree map δ such that
δ(bi) = βii∗0 = βi∗ i0 > 0, all i ∈ I.
The anti-automorphism ∗ in the C-algebras of [28] actually is extended from B to A to be semilinear
(conjugate linear), and δ is given as a ∗-representation. But this does not change the basic structure.
The authors [28] relate their notion of C-algebra to Plancherel duality of semisimple ∗-algebras, to
develop a natural extension of Kawada duality to the noncommutative case.
We now introduce yet one more definition, as a bridge between several of those above, and to
provide the context for much of the next section.
Definition 1.16. A reality-based algebra (RBA) is the Core Structure with R = C, S = R, B finite, and
βii∗0 = βi∗ i0 > 0 for all i ∈ I .
We enumerate two special cases,
a RBA with a degree map δ (so δ(B) ⊆ R \ {0}); (1.16d)
a RBA with a degree map δ so that δ(B) ⊆ R>0. (1.16d+)
In all the definitions above where B is finite, R ⊆ C, and S ⊆ R≥0, then it is known that βii∗0 = βi∗ i0
for all i ∈ I (a proof appears, for example, in [57]). Also, in these circumstances, there always exists
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Fig. 1.1. Definition hierarchy.
a unique degree map [9,2,56]. Consequently, all the definitions (1.1)–(1.16d+) are logically related as
in Fig. 1.1, where paths from the top down go from greater to lesser generality.
When B is finite, (1.11) may be regarded as equivalent to (1.12), (1.5) is equivalent to (1.8), and
(1.15) is a special case of (1.16d+). In the caseswhere S ⊆ R (resp. S ⊆ R≥0), andwedonot distinguish
among rescalings of B (where each bi is replaced (see Section 2) by λibi for some λi ∈ R \ {0} (resp.
R>0), with λi = λi∗ for all i ∈ I , and λ0 = 1) then (1.12) and (1.8) are equivalent, as are (1.3) and (1.4).
A couple of possible equivalences between definitions are undetermined, as far as I know, although
their resolution may not be all that hard.
Question 1.1. Does every Hoheisel algebra (1.2) possess a degree map? For a RBA (1.16), the
noncommutative generalization of a Hoheisel algebra, the answer is negative.
Example 1.1. Let A = M2(C) (all 2× 2 matrices); let ∗ be the matrix transpose map, and let B consist
of
[
1 0
0 1
]
,
[
1 2
− 1
2
−1
]
,
[
1 − 1
2
2 −1
]
,
[
1 − 4
3
− 4
3
−1
]
. It is easily checked that (A, B) is a RBA. Since A is simple,
there is no nonzero algebra homomorphism δ : A→ C.
Question 1.2. If the last assumption for a RBA is weakened to only the condition that βii∗0 > 0 for all
i ∈ I , does it necessarily follow that βii∗0 = βi∗ i0?
The rest of this section surveys some further definitions related to those above.
Brauer’s pseudogroups [23] are a special case of fusion algebras (both (1.13) and (1.14)), where we
may take R = C and S = Z≥0. The commutative algebra A consists of all complex-valued functions on
an unspecified finite set K , under pointwisemultiplication. B is a basis for A that contains the constant
function 1; has structure constants in Z≥0; is permuted by complex conjugation; and for χi, χj ∈ B,
the coefficient of 1 in the decomposition of χiχ j is δij. (The last two facts are not explicit in Brauer’s
axioms, but follow fairly easily). Brauer’s hypotheses include the additional structure of a set of maps
of K into K that generalize the power maps on the set of conjugacy classes of a finite group. He uses
this setting to generalize a number of results on the character table of a finite group, including his well
known characterization of characters.
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The original Bose–Mesner algebras [22], the prototypes for more general adjacency algebras of
association schemes, are a particular realization of commutative table algebras (1.9). Here, the basis
B consists of n × n symmetric 0/1 matrices that add to Jn, the n × n matrix of all 1s. The (anti-)
automorphism ∗ is the identity map, and all structure constants are nonnegative integers. In themore
general adjacency algebra of an arbitrary association scheme on a finite set, ∗ is the matrix transpose
map and the 0/1matrices in B are not necessarily symmetric, but B∗ = B. These algebras are examples
of table algebras as in (1.12).
Koppinen’s double Frobenius algebras [44,45] generalize reality-based algebras with a degree map
δ (1.16d), rescaled via nonzero real scalars (not necessarily positive), so that δ(bi) = βii∗0 for all i ∈ I .
This is the finite-dimensional case of (1.15). (We shall call such an algebra standard in later sections.)
They also generalize Hopf algebras. A double Frobenius algebra over a field k is an associative algebra
A with identity element 1A, that also has a second associative operation ◦ with an identity element ι.
Furthermore, there are k-algebra homomorphisms ε : A → k and ω : (A, ◦) → k such that for all
a, b ∈ A,
(a, b) 7→ ε(a ◦ b), (a, b) 7→ ω(ab)
both define nondegenerate bilinear forms; and finally, there exist a bijection σ : A → A and
elements s, t ∈ A such that for all a, b ∈ A, ε(aσ ◦ b) = ω(ab), (a ◦ b)σ = bσ ◦ s ◦ aσ , and
(ab)σ
−1 = bσ−1 taσ−1 . Any RBA (A, B) as above is a double Frobenius algebra over Cwith bi ◦ bj = δijbi
for all i, j ∈ I; s = ι = ∑i∈I bi; ε is the degree map δ; ω(bi) = δi0 for all i ∈ I; σ =∗; and t = 1A.
Double Frobenius algebras are very closely related to algebras in Plancherel duality, as in [28].
Egge’s generalized Terwilliger algebra [26] is usually an infinite-dimensional and noncommutative
algebra that is generated by two subsets B and Bˆ, where B is the basis of a C-algebra in Kawada’s
sense (1.3), and Bˆ is the distinguished basis of the dual C-algebra Aˆ (see Section 2). Multiplication is
defined according to the multiplications in A and Aˆ, and is otherwise determined by specific relations
on products of elements of B with primitive idempotents of Aˆ, and products of elements of Bˆ with
primitive idempotents of A. This is an abstraction of the algebra constructed by Terwilliger [58] from
the adjacency algebra of a commutative association scheme and the associated dual algebra.
The tabular algebras of Green [33] are a simultaneous generalization of the cellular algebras of
Graham and Lehrer [32] and Green’s version of table algebras (1.11). (These cellular algebras are not
at all the same as the cellular algebras that are closely related to association schemes and coherent
algebras.) A tabular algebra A is an algebra over the Laurent polynomial ring Z[v, v−1] that has an
anti-automorphism of order at most two, which permutes the elements of a distinguished basis B.
The basis is parametrized as follows:Λ is a given partially ordered set, and for each λ ∈ Λ there is a
given finite setM(λ) (‘‘tableaux’’ of type λ) and a table algebra (Γ (λ), B(λ)) as in (1.11), with R = Z.
Then the elements of B correspond to triples (S, b, T )where, for some λ ∈ Λ, S and T are inM(λ) and
b ∈ B(λ). Multiplication by a basis element satisfies constraints that depend on the partial order inΛ,
and which generalize the multiplication in certain Hecke algebras with Kazhdan–Lusztig basis. When
each Γ (λ) is one-dimensional, (A, B) is a cellular algebra.
Lusztig’s based rings [46] are essentially the Core Structure, with R = Z and S = Z≥0, except that
1A is not necessarily in B. Rather, b0 is replaced by a subset B0 ⊆ B, where B0 consists of orthogonal
idempotents, and condition (1.1c) is replaced by:
For all b, b′ ∈ B, Supp(bb′) ∩ B0 is empty if b′ 6= b∗; and if b′ = b∗, then exactly one element of B0
appears in the decomposition of bb′, and it appears with coefficient 1.
Based rings arose for Lusztig as equivariant K-theory rings that he used in the deep computation of
irreducible character values of Hecke algebras corresponding to Weyl groups. Based rings are also
abstractions of coherent algebras [39]. These are similar to the adjacency algebras of association
schemes, but the identity matrix need not be in the basis of 0/1 matrices. An orthogonal set of
idempotent 0/1 matrices appears instead. Evdokimov [27] has articulated the notion of a generalized
C-algebra over C as another such abstraction; it is similar to a based ring.
This concludes our brief survey. The author hopes that at least it conveys the panoply of hypotheses,
terminology, and applications of these closely related structures. Also, the author believes that he has
not seen all of them.
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2. Properties and applications of reality-based algebras
Most of the basic facts given in this section exist with proofs in [9], or in [16] for the case of
commutative algebras with degree map (1.4), and/or in various other places. The hypotheses in
these sources may not quite match our definition of a RBA, but the proofs remain valid with a few
modifications. We assume throughout this section that (A, B) is a RBA as in Definition 1.16, so that
(1.1a, b, c) hold with R = C, S = R, index set I = {0, 1, 2, . . . , d}, and structure constants
βii∗0 = βi∗ i0 > 0 for all 0 ≤ i ≤ d.
One of the goals here is to present, in the context of RBAs, results of Arad–Fisman–Muzychuk [9],
Hanaki [34], andHanaki–Uno [36] on association schemes of primeor prime-power order. Their proofs
apply to RBAs that are C-algebras in the sense of (1.15), have integer structure constants, and enjoy
the additional algebraic property of having a standard character (see Definition 2.17).
Proposition 2.1. There exists a positive definite sesquilinear form ( , ) on A (that is, the form ( , ) is
biadditive, and for all a, b ∈ A and γ ∈ C, (γ a, b) = γ (a, b), (b, a) = (a, b) and (a, a) > 0 if a 6= 0)
such that for all i, j ∈ I ,
(bi, bj) = δijβii∗0, and (2.1a)
(bibj, bm) = (bj, bi∗bm) = (bi, bmbj∗). (2.1b)
As a result of Proposition 2.1, we have the following three results.
Proposition 2.2. For all 0 ≤ i, j, t ≤ d,
(i) βijt = βj∗ i∗t∗ ,
(ii) βijtβtt∗0 = βt∗ ij∗βjj∗0 = βtj∗ iβii∗0,
(iii)
∑d
t=0 β
2
ijtβtt∗0 =
∑d
t=0 βii∗tβjj∗tβtt∗0.
Proposition 2.3. A is a semisimple algebra; hence, where {es}ks=1 is the set of central primitive idempotents
of A,
A =
k⊕
s=1
esA, (2.3a)
a direct sum of simple ideals, where for 1 ≤ s ≤ k,
esA ∼= Mns(C), (2.3b)
the full matrix algebra of degree ns, for some ns ∈ Z>0.
Corollary 2.4. (i) d+ 1 =∑ks=1 n2s .
(ii) A is commutative if and only if A ∼= Cd+1.
As usual, a representation of A is an algebra homomorphism φ : A → Mn(C) for some n ∈ Z>0,
where φ(1A) = In. Then φ is called irreducible if φ(A) acts irreducibly on Cn. Let tr denote the usual
trace of a matrix. Then the linear map χ := tr ◦ φ : A→ C is called the character afforded by φ; χ is
called irreducible if and only if φ is.
As a consequence of Proposition 2.3, we have:
Proposition 2.5. For 1 ≤ s ≤ k, let φs : A→ Mns(C) be the projection of A onto esA (a 7→ esa, all a ∈
A), followed by an algebra isomorphism with Mns(C). Then up to equivalence, the maps φs are all the
distinct irreducible representations of A; hence, the maps χs := tr ◦ φs, for 1 ≤ s ≤ k, comprise the set of
all irreducible characters of A. Furthermore, for all 1 ≤ s, t ≤ k,
ns = χs(es) = χs(1), and χs(etA) = {0} if t 6= s. (2.5a)
Finally, the set of characters of A equals the set of all (nonzero) nonnegative integer linear combinations of
the χs.
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Due to (2.5a), we call ns the degree of χs.
Definition 2.1. A feasible trace on A is a linearmapχ : A→ C such thatχ(xy) = χ(yx) for all x, y ∈ A.
The complex vector space of all feasible traces of A is denoted T (A).
Evaluation on various matrix units shows that any feasible trace on Mn(C) is a scalar multiple of
the usual trace map. This observation, and Propositions 2.3 and 2.5, yield
Proposition 2.6. {χs}ks=1 is a basis for T (A).
Let tM denote the transpose of a matrixM .
Definition 2.2. The (left) regular representation of A, with respect to basis B, is the map λ : A →
Md+1(C) given by λ(a) = t(αij), where, for all 0 ≤ i ≤ d,
abi =
d+1∑
j=0
αijbj, for unique αij ∈ C.
Define reg := tr ◦ λ.
It follows that λ is indeed a representation, hence reg is a feasible trace on A. Also, as a consequence
of Proposition 2.3, we have:
Proposition 2.7. reg =∑ks=1 nsχs.
If A is the group algebra CG and B = G, where G is a finite group, then of course reg(g) = 0 for all
g ∈ G \ {1}. In general, however, it often happens that reg(bi) 6= 0 for some bi ∈ B \ {b0}. But feasible
traces that do vanish on B \ {b0} play an important role in the theory of RBAs.
Definition 2.3. Themap τ : A→ C is the linear extension of themap τ : B→ C such that τ(bi) = δi0,
for all i ∈ I . So for all x ∈ A, τ(x) is the coefficient of b0 in the decomposition of x in terms of B.
It follows from (1.1c) and the further hypothesis in (1.16) that βii∗0 = βi∗ i0 for all 0 ≤ i ≤ d, that
τ ∈ T (A). Hence, τ is a linear combination of the irreducible characters χs, 1 ≤ s ≤ k.
Definition 2.4. The complex numbers zs, 1 ≤ s ≤ k, are defined uniquely by the equation
τ =
k∑
s=1
zsχs.
Definition 2.5. For all x ∈ A, where x = ∑di=0 αibi, some αi ∈ C, and where αi denotes the complex
conjugate of αi, define
x :=
d∑
i=0
αibi.
If follows that x∗ = x∗ for all x ∈ A.
Proposition 2.8. For all x, y ∈ A, (x, y) = τ(xy∗).
Now ∗ reverses, and preserves, multiplication in A. Hence, both maps permute the primitive
central idempotents. By applying Proposition 2.8 to (es, es) > 0, we establish:
Proposition 2.9. e∗s = es and τ(es) = (es, es), for 1 ≤ s ≤ k.
Now (2.1b) and Proposition 2.9 imply, for all 1 ≤ s, t ≤ k, (es, et) = (eses, et) = (es, ete∗s ) =
(es, etes) = δst(es, es). Therefore, the statement in the proposition below follows.
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Proposition 2.10. {es}ks=1 is another orthogonal set with respect to the form ( , ).
Definition 2.6. The complex numbers λsi, for 1 ≤ s ≤ k and 0 ≤ i ≤ d, are defined uniquely by the
equations
es =
d∑
i=0
λsibi.
An application of Propositions 2.8 and 2.9, (2.5a) and (1.1c), yields:
Lemma 2.11. For all 1 ≤ s, t ≤ k, and all x ∈ A,
(i) λs0 = (es, es) = zsns; in particular, λs0 and zs ∈ R>0;
(ii)
∑d
i=0 λsiλti∗βii∗0 = δstλs0;
(iii) χs(x) = χs(esx) = 1zs τ(esx).
Definition 2.7. The symmetric bilinear form 〈 , 〉 on HomC(A,C) is defined as follows: for all φ,
ζ ∈ HomC(A,C),
〈φ, ζ 〉 =
d∑
i=0
1
βii∗0
φ(bi)ζ (bi∗).
The next two results generalize well known properties of irreducible characters of finite groups.
Proposition 2.12 can be derived from Lemma 2.11. Proposition 2.13 follows by viewing 2.12 as an
equation for the product of two square matrices.
Proposition 2.12 (Orthogonality Relations). For all 1 ≤ s, t ≤ k,
〈χs, χt〉 = δst (es, es)z2s
= δst nszs .
Proposition 2.13 (Second Orthogonality Relations). Suppose that A is commutative, so that k = d + 1.
Then
k∑
s=1
χs(bi)χs(bj∗)(es, es)/βjj∗0 = δij.
The various facts stated so far can be applied to derive the last two of our preliminary results for
general RBAs.
Proposition 2.14. For all 1 ≤ s ≤ k and 0 ≤ i ≤ d, λsi = zsχs(bi∗)/βii∗0.
Definition 2.8. (i) u :=∑ks=1 z−1s es, an element of Z(A), the center of A.
(ii) ζ :=∑ks=1 χs ∈ T (A).
Lemma 2.15. (i) u = ∑di=0 ζ (bi∗ )βii∗0 bi. (ii) Let λ be the (left) regular representation of A with respect to B,
as in Definition 2.2. Then λ(u) = (βij), a (d+ 1)× (d+ 1)matrix, where βij = ζ (bjbi∗)/βii∗0 for all 0 ≤
i, j ≤ d.
(iii) det(λ(u)) =∏ks=1 z−n2ss .
A variation of the following concept was first used by J.S. Frame in 1937 for a special class of what
became adjacency algebras of association schemes. The definition was extended to generalized table
algebras by Arad–Fisman–Muzychuk [9].
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Definition 2.9. The Frame number of a reality-based algebra (A, B) is the positive real number
F = F (A, B) :=
d∏
i=0
βii∗0
/ k∏
s=1
zn
2
s
s .
Then the following is immediate from Lemma 2.15.
Theorem 2.16 (Arad–Fisman–Muzychuk [9]). Let diag (βii∗0) be the (d+ 1)× (d+ 1) diagonal matrix
with i, i entry equal to βii∗0. Then
F (A, B) = det((diag(βii∗0))(λ(u))).
If all the structure constants βijm are rational integers, then λ(bi) is an integer matrix for all i. Since
each irreducible representation of A is equivalent to a constituent of λ the following holds:
Proposition 2.17. Suppose that βijm ∈ Z for all 0 ≤ i, j,m ≤ d. Then χs(bi) is an algebraic integer for
all 1 ≤ s ≤ k and 0 ≤ i ≤ d.
So in this case, ζ is the sum over all the orbits of algebraically conjugate irreducible characters.
Thus the following corollary holds.
Corollary 2.18. Suppose that βijm ∈ Z for all 0 ≤ i, j,m ≤ d. Then ζ (bi) ∈ Z for all 0 ≤ i ≤ d.
The next theorem is immediate from Lemma 2.15, Theorem 2.16, and Corollary 2.18.
Theorem 2.19 (Arad–Fisman–Muzychuk [9]). If all the structure constants of a reality-based algebra
(A, B) are rational integers, then F (A, B) ∈ Z.
The rest of this section mostly concerns RBAs with a degree map, as in (1.16d).
Definition 2.10. A RBA (A, B) is called normalized if βii∗0 = 1 for all 0 ≤ i ≤ d. If (A, B) has a degree
map δ (1.16d), then the RBA is called standard if βii∗0 = δ(bi); and is called transitional if δ(bi) = 1 for
all 0 ≤ i ≤ d.
So a fusion rule algebra (1.13) with B finite, or a generalized fusion algebra (1.14), is a normalized
RBA. A C-algebra (1.15) with B finite is a standard RBA. So in particular, the conjugacy class algebra of
a finite group, or the adjacency algebra of an association scheme, is standard. A hypergroup (1.8) is a
transitional RBA.
Definition 2.11. A rescaling of a RBA (A, B) is the algebra A with basis B′, where B′ = {b′i}di=0, and
b′i := λibi, 0 ≤ i ≤ d, for a choice of scalars λi ∈ R \ {0} such that λi = λi∗ for all i and λ0 = 1. The
rescaling is called positive if all λi > 0.
Proposition 2.20. Any RBA (A, B) has a unique positive rescaling B′ such that (A, B′) is normalized. Any
RBA (A, B) with a degree map δ (1.16d) has a unique rescaling B′ so that (A, B′) with δ is standard; and
has a unique rescaling B′′ so that (A, B′′) with δ is transitional.
Definition 2.12. Let (A, B)be a RBAwith a degreemap δ (1.16d). The stable degrees of B are the positive
real numbers δ(bi)2/βii∗0, 0 ≤ i ≤ d.
In contrast to the degrees δ(bi), the stable degrees are invariant under rescalings of B. Note that
δ(bi)2/βii∗0 = δ(bi) for all i if and only if B is standard.
Definition 2.13. Let (A, B) be a RBA with a degree map δ. The order of B is
o(B) :=
d∑
i=0
δ(bi)2/βii∗0,
the sum of the stable degrees.
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If (A, B) is the adjacency algebra of an association scheme, then there is a unique positive degree
map δ, where δ(bi) is the row sum of the 0/1 adjacency matrix bi, which equals the valency of the
corresponding relation. Then o(B) is the cardinality of the underlying set. If (A, B) is the conjugacy
class algebra of a finite group G, then there is a unique positive degree map δ, with δ(bi) = cardinality
of conjugacy class Ci, and o(B) = |G|. If A is the algebra of complex-valued class functions on G,
and B = Irr(G), then there is a unique positive δ with δ(χ) = χ(1) for all χ ∈ Irr(G), and again
o(B) =∑χ∈Irr(G) χ(1)2 = |G|.
If a RBA (A, B) has a specified degree map δ, then δ is an irreducible character of A, and we set
δ = χ1 ↔ e1, with n1 = 1. The observation that δ ◦ ∗ is another degree map, and an application of
Proposition 2.12 to 〈δ, δ ◦ ∗〉 yield:
Proposition 2.21. Suppose that RBA (A, B) has a degree map δ = χ1. Then
(i) χ1(bi∗) = χ1(bi) for all 0 ≤ i ≤ d.
(ii) z1 = o(B)−1.
Definition 2.14. Let {χs}ks=1 be the set of irreducible characters of a RBA (A, B). The k× (d+1)matrix
(χs(bi)) is called the character table of (A, B). When A is commutative, then k = d+1 and we re-index
{χs}with 0 ≤ s ≤ d. We also can (and do) index so that e∗s = es∗ for all 0 ≤ s ≤ d. If there is a specified
degree map δ, we can arrange the indexing further so that δ = χ0. Then the square matrix
E := t(χs(bi))
is called the eigenmatrix of (A, B).
If A is commutative, then for all a ∈ A,
a =
d∑
s=0
χs(a)es;
and this gives us an isomorphism of Awith Cd+1, where B corresponds to the rows of E. Note that E is
nonsingular, since {es}ds=0 is another basis for commutative A. If χ0 is a degree map, then t
(
χs(bi)
χ0(bi)
)
is
the eigenmatrix of the transitional rescaling of B, and the entries of the first column are all 1s.
Now we can describe the dual C-algebra of a commutative C-algebra (1.4); that is, a commutative
RBA with degree map. Kawada’s original result [43] was for C-algebras of type (1.3); that is, the
standard case. It was rediscovered independently by McMullen and Price [50]. An exposition is given
in [14]. The version here (Theorem 2.22) is as in [16]. It is basically the same as Kawada’s theorem,
except that it allows for arbitrary rescalings. For a noncommutative generalization, see [28].
Definition 2.15. Let (A, B) be a commutative RBA with degree map χ0. For 0 ≤ s ≤ d, define
as :=
d∑
i=0
χs(bi)
χ0(bi)
ei, (2.15a)
and let Bˆ := {as}ds=0, and Aˆ := A.
Theorem 2.22 (Kawada Duality). Let (A, B) be a commutative RBA with degree map χ0. Then (Aˆ, Bˆ) is a
commutative RBA with degree map χ0 and the same automorphism ∗, Bˆ is transitional, and o(Bˆ) = o(B).
Furthermore, ˆˆB is the transitional rescaling of B.
If (A, B) = (Z(CG), Cla(G)), the center of a group algebra with basis of conjugacy class sums, then
(Aˆ, Bˆ) is isomorphic (same structure constants) to the transitional rescaling of (Ch(G), Irr(G)), the
algebra of complex-valued class functions. If (A, B) is the adjacency algebra of an association scheme,
then (Aˆ, Bˆ) is isomorphic to the algebra A under Hadamard multiplication, with basis a rescaling of
{es}ds=0.
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Definition 2.16. Let (A, B) be a commutative RBA with degree map χ0. The C-algebra (Aˆ, Bˆ) with
degreemap χ0 is the dual C-algebra to (A, B). The dual degrees of (A, B) are the degrees of the standard
rescaling of Bˆ.
The values of the dual degrees are obtained via Propositions 2.9, 2.12, 2.14 and 2.21, and
Lemma 2.11.
Proposition 2.23. Let (A, B) be a commutative RBAwith degreemapχ0. Let a′s be the scalarmultiple of as
that is in the standard rescaling Bˆ′ of Bˆ. Then for 0 ≤ s ≤ d, zs = (es, es) and dual degreeχ0(a′s) = zs·o(B).
The dual degrees of the adjacency algebra of a commutative association scheme are the ranks of
the idempotent matrices {es}ds=0 [14]. In particular, the dual degrees for a commutative scheme are
positive integers.
The notion of a standard character is presented by Bagherian and Barghi [13], for a C-algebra with a
degree map as in (1.3). They assume that the character degree equals o(B). We state a definition here
for the context of RBAs, and leave the degree unspecified.
Definition 2.17. Let (A, B) be a RBA. A character χ of A is called standard if χ(bi) = 0 for all i 6= 0.
If A is the adjacency algebra for an association scheme, with a basis B of 0/1 n×nmatrices that sum
to Jn, then the identity map on A affords a standard character. Its degree is n = o(B), the cardinality of
the underlying set of the scheme.
For any RBA, the feasible traces that vanish on B \ {b0} are, of course, just the scalar multiples of τ
(Definition 2.3). Since τ =∑ks=1 zsχs with each zs ∈ R>0, we have:
Proposition 2.24. If χ is a standard character of a RBA, then
χ = χ(1)τ =
k∑
s=1
χ(1)zsχs,
with χ(1)zs ∈ Z>0 for 1 ≤ s ≤ k.
Corollary 2.25. A RBA (A, B) has a standard character if and only if zs ∈ Q>0 (equivalently, (es, es) ∈
Q>0) for all 1 ≤ s ≤ k.
Propositions 2.23 and 2.24 yield the following result. It is essentially Corollary 4.10 of [13] when
χ(1) = o(B).
Corollary 2.26. Let (A, B) be a commutative RBA with degree map (1.4). Then (A, B) has a standard
character χ of degree χ(1) if and only if every dual degree of (A, B) is in o(B)
χ(1)Z.
We are ready now to state, in our context of RBAs, Hanaki’s theorem on locality for association
schemes. Its proof is really Hanaki’s proof for schemes, paraphrased using the machinery developed
in this section. The result is familiar for the group algebra of a finite p-group.
Theorem 2.27 ([34]). Suppose that (A, B) is a reality-based algebra (1.16) with a standard character χ
such that χ(1) = pa for some prime p and positive integer a. Suppose also that the structure constants βijm
are in Z for 0 ≤ i, j,m ≤ d, so that ZB (the Z-span of B) is a Z-algebra. Let F be any field of characteristic
p. Then the F-algebra F
⊗
Z ZB is a local ring.
The final result in this section recasts in the context of a standard RBA with degree map χ1 (1.16d)
(equivalently, a not necessarily commutative finite-dimensional C-algebra in the sense of (1.15)), the
combinedwork of Hanaki–Uno [36] and Arad–Fisman–Muzychuk [9] on association schemes of prime
order. The proof is exactly as given for schemes in [36,9], read with the understanding that each step
is valid at the level of RBAs.
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Suppose that (A, B) is a not necessarily commutative, finite-dimensional C-algebra with degree
map χ1, as in (1.15). Suppose also that all the structure constants are rational integers, and that (A, B)
has a standard character χ with χ(1) = p, a rational prime. Since χ(1)z1 ∈ Z (Proposition 2.24),
o(B) ∈ Z, and z1 = o(B)−1 (Proposition 2.21), it follows that o(B) = χ(1) = p. Hanaki and Uno
showed that for s > 1, all the irreducible characters χs are algebraically conjugate, and hence that all
the numbers zs are equal. Then by an argument of Bannai and Ito, they showed that for all i > 0, the
degrees χ1(bi) are equal. Taking this property as an additional hypothesis, Arad–Fisman–Muzychuk
have previously shown that Amust be commutative. So the combined result is as follows.
Theorem 2.28 (Arad–Fisman–Muzychuk [9], Hanaki–Uno [36]). Let (A, B) be a finite-dimensional C-
algebra (1.15) such that the structure constants βijm ∈ Z, for all 0 ≤ i, j,m ≤ d. Suppose also that (A, B)
has a standard character of prime degree. Then A is commutative, the structure constants βii∗0 are equal
for all i > 0, and the numbers zs are equal for all s > 1.
We close this chapter with a broad and open-ended question. Several examples that address it,
beyond those given above, are presented in subsequent sections.
Question 2.1. What known results about adjacency algebras of association schemes remain true at
the level of reality-based algebras with suitable algebraic hypotheses? Of these results, which ones
require fundamentally new proofs?
3. Structure and applications of table algebras
Throughout this section, (A, B) is a table algebra as in Definition 1.12. So (1.1a, b, c) hold, with
R = C, S = R≥0, index set I = {0, 1, 2, . . . , d}, and structure constants βii∗0 = βi∗ i0 > 0 for all
0 ≤ i ≤ d. Then (A, B) generalizes in a natural way many properties of finite groups, as we shall
observe.
Most of the basic results here are found with proofs in [9,21], or in [14,2,16] in the commutative
case. Some are in the hypergroup articles, such as [56]. In particular, [9, Theorem 3.14], which makes
use of the Perron–Frobenius theory, yields:
Proposition 3.1. There exists a unique positive degree map χ1 : A→ C.
Then as in Section 2, χ1(bi)2/βii∗0 is the stable degree of bi.
Definition 3.1. For any a ∈ A, the support of a in B is
Supp(a) = SuppB(a) = {bi ∈ B|(a, bi) 6= 0};
that is, the set of all bi ∈ B that appear with nonzero coefficient when a is written as a linear
combination of B.
The following is an immediate consequence of (2.1b). It is an elementary but powerful tool in
classifying table algebras.
Proposition 3.2. Let bi, bj, bm ∈ B. Then bm ∈ Supp(bibj) ⇔ bj ∈ Supp(b∗i bm) ⇔ bi ∈ Supp(bmb∗j ).
Also, for all bt ∈ B, bt ∈ Supp(bibjbm)⇔ bj ∈ Supp(b∗i btb∗m).
The next result followsmostly from Proposition 4.8 of [9], which also relies upon Perron’s theorem.
Proposition 3.3. Assume that B is standard. Let C be a closed subset of B and let b ∈ B.
(i) B+b = χ1(b)B+ = bB+.
(ii) C+b = α(Cb)+ for some α ∈ R>0 with α ≤ χ1(b). Furthermore, α = χ1(b)⇔ SuppB(bb∗) ⊆ C.
(iii) bC+ = β(bC)+ for some β ∈ R>0 with β ≤ χ1(b). Furthermore, β = χ1(b)⇔ SuppB(b∗b) ⊆ C.
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Definition 3.2. Let S1, S2, . . . , Sm be nonempty subsets of B. Define
S1S2 . . . Sm :=
⋃
s1∈S1,s2∈S2,...,sm∈Sm
SuppB(s1s2 . . . sm).
It follows from associativity of A and nonnegativity of the structure constants for B that this set
product is associative. That is, (ST )U = S(TU) = STU for all S, T ,U ⊆ B. If b, c ∈ B then in particular
{b}{c} = SuppB(bc). For b, c ∈ B and S ⊆ B, we write {b}S as bS, {b}S{c} as bSc , etc.
Definition 3.3. A nonempty subset C of B is called a closed subset (or a table subset) of B if C∗C ⊆ C .
This definition is clearly equivalent to the one given in [9], namely that C = C∗ and CC ⊆ C . It
follows that if C is a closed subset, then (〈C〉, C) is a table algebra with respect to the restriction of the
anti-automorphism ∗.
Rescaling B to be standard and applying Proposition 3.3 yield the next four results.
Proposition 3.4. Let S, T be nonempty subsets of B. Then
o(S) ≤ o(ST ), with equality iff STT ∗ = S;
o(S) ≤ o(TS), with equality iff T ∗TS = S.
Corollary 3.5. Let S, T be nonempty subsets of B. If ST ⊆ S then ST = S = ST ∗. If TS ⊆ S then
TS = S = T ∗S.
Corollary 3.6. Let R, S, T be nonempty subsets of B. Then o(S) = o(RST ) iff R∗RSTT ∗ = S.
Corollary 3.7. Let φ 6= C ⊆ B. Then C is a closed subset of B iff CC ⊆ C.
Definition 3.4. Let S be a nonempty subset of B, and S ⊆ T ⊆ B.
(i) The normalizer of S in B is defined as
NB(S) := {b ∈ B|bS = Sb}.
(ii) The strong normalizer of S in B is defined as
N˜B(S) := {b ∈ B|bSb∗ ⊆ S}.
(iii) If S ⊆ T ⊆ NB(S) (resp. S ⊆ T ⊆ N˜B(S)), then S is called a normal subset (resp. strongly normal
subset) of T .
The application of Proposition 3.4 and Corollary 3.6 yields:
Proposition 3.8. Let φ 6= S ⊆ B. Then N˜B(S) ⊆ NB(S), N˜B(S) is a closed subset of B, and bSb∗ = S for
all b ∈ N˜B(S).
Definition 3.5. Let C,D be closed subsets of B. A subset of the form CbD for some b ∈ B is called a C–D
double coset of B. A {1}-D double coset is a right coset of D in B, and a C-{1} double coset is a left coset
of C in B.
Proposition 3.9. Let C,D be closed subsets of B. Then the family of C–D double cosets forms a partition
of B.
Definition 3.6. Subsets S, T of B are called conjugate in B if there exists some b ∈ B such that bSb∗ ⊆ T
and b∗Tb ⊆ S.
Propositions 3.8 and 3.9 lead to:
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Corollary 3.10. Let S be a closed subset of B and let b ∈ B.
(i) bSb∗ is conjugate in B to S ⇔ SuppB(b∗b) ⊆ S.
(ii) b ∈ N˜B(S)⇔ SuppB(b∗b) ⊆ S and bS = Sb.
The next result is a mild generalization of Proposition 4.8(iii) of [9], which treats the case D = C .
Lemma 3.11. Assume that B is standard. Let C,D be closed subsets of B and let b ∈ B. Then
C+bD+ = µ(CbD)+, for some µ ∈ R>0.
The following two definitions appear in Section 4.1 of [9].
Definition 3.7. Assume that B is standard and let C be a closed subset of B. For each b ∈ B,
b/C := o(C)−1(CbC)+ = o(C)−1
∑
x∈CbC
x.
Thus, b/C is the scalar o(C)−1 times the sum in A over the double coset CbC . So b/C depends only
on the double coset, not on the choice of a particular representative b.
Definition 3.8. Assume that B is standard and let C be a closed subset of B. Define B/C := {b/C |b ∈ B}
and define A/C as the span of B/C .
Lemma 3.11 is critical in the proof of:
Proposition 3.12 (Theorem 4.9 of [9]). Assume that B is standard and that C is a closed subset of B.
Then (A/C, B/C) is a standard table algebra such that for all a, b, d ∈ B, (b/C)∗ = b∗/C, χ1(b/C) =
o(C)−1 · o(CbC), and structure constants
γa/C,b/C,d/C = o(C)−1
∑
r∈CaC
s∈CbC
λrsd.
Furthermore, o(B/C) = o(B)/o(C).
Definition 3.9 (Section 4.1 of [9]). (A/C, B/C) is called the quotient algebra, or double coset algebra, of
(A, B) by the closed subset C .
Definition 3.10. (A, B) is an integral table algebra (ITA) if all structure constants βijm and all degrees
χ1(bi) are rational integers.
So (Z(CG), Cla(G)) and (Ch(G), Irr(G)), for G a finite group, and the adjacency algebra of an
association scheme, are examples of integral table algebras. If (A, B) is a standard integral table algebra
and C is a closed subset of B, it is not necessarily true that (A/C, B/C) is integral. In fact, o(B/C) need
not be an integer. (See Example 3.3 of [21]).
Proposition 3.13. Assume that B is standard and let C be a closed subset of B. Then the following hold.
(i) S is a closed subset of B/C if and only if S = D/C for some closed subset D of B with C ⊆ D ⊆ B.
(ii) The correspondence D 7→ D/C is a bijection between the set of closed subsets of B that contain C and
the set of closed subsets of B/C.
(iii) Suppose that D is a closed subset of B with C ⊆ D ⊆ B. Then for all b in B, (b/C)/ (D/C) = b/D.
Hence, (B/C)/ (D/C) = B/D.
(iv) Suppose that C is a normal subset of B. Then D is a normal (resp. strongly normal) subset of B if and
only if D/C is a normal (resp. strongly normal) subset of B/C.
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Let C be a closed normal subset of a standard basis B. It follows from Proposition 3.3(i) applied to
C , that e = eC := o(C)−1C+ is an idempotent in 〈C〉.
Since C is normal in B, Cb = bC for all b ∈ B. Then by Proposition 3.3(ii), (iii), eb = γ be for
some γ ∈ R>0. Applying χ1 shows that γ = 1, and hence e is a central idempotent of A. So the map
pi : A→ Ae, with pi(a) = ae for all a ∈ A, is an algebra epimorphism. Since, for all b ∈ B,
b/C = o(C)−1(CbC)+ = o(C)−1(Cb)+ = γbbe
for some γb ∈ R>0, it follows that Ae = A/C , and each pi(b) is a positive scalar multiple of b/C .
Definition 3.11. Let (A, B) and (U, V ) be table algebras. A table algebra homomorphism ψ : (A, B)→
(U, V ) is an algebra homomorphism A → U (so in particular, ψ(1A) = 1U ) such that for every b ∈
B, ψ(b) is a positive real scalar multiple of some element of V .ψ is an epimorphism, monomorphism,
or isomorphism as it is such as an algebra map.
If ψ : (A, B) → (U, V ) is an isomorphism, then ψ(B) is a set of positive scalar multiples of all
elements of V , and we write B ∼= V , and say that (A, B) is isomorphic to (U, V ).
Definition 3.12. (A, B) and (U, V ) are exactly isomorphic as table algebras if there is a table algebra
isomorphism ψ : (A, B) → (U, V ) with ψ(B) = V . In this case, the two sets of structure constants
are identical, and we write B∼=x V .
Proposition 3.14. Let (A, B) and (U, V ) be table algebras with positive degree maps χ1, θ1 resp. Let
ψ : (A, B)→ (U, V ) be a table algebra homomorphism.
(i) χ1 = θ1 ◦ ψ .
(ii) ψ(b∗i ) = ψ(bi)∗ for all i ∈ I .
(iii) kerψ := {bi ∈ B|ψ(bi) = βi1U for some βi ∈ R>0} is a closed normal subset of B.
If C is a closed normal subset of B, then the discussion above shows that pi : (A, B)→ (A/C, B/C)
is a table algebra epimorphism with kerpi = C . So the following ‘‘First Homomorphism Theorem’’ is
inevitable and seemswell known. It is treated in [16,7] in the casewhereA is a commutative C-algebra.
Proposition 3.15. Let ψ : (A, B)→ (U, V ) be an epimorphismof standard table algebras. Let C = kerψ .
Then there is a table algebra isomorphism ψ : (A/C, B/C)→ (U, V ) such that the diagram
commutes.
As a result of Proposition 3.15, we have:
Lemma 3.16. Let M,N be closed subsets of B, with N a normal subset. Then MN is a closed subset, M ∩N
is a normal subset of M, and M/M ∩ N ∼= MN/N.
Definition 3.13. B is primitive if the only closed subsets of B are B itself and {1}. B is simple if the only
normal closed subsets of B are B and {1}.
By finite-dimensionality and Proposition 3.13, any standard table algebra has a chain of closed
subsets B = B0 ⊃ B1 ⊃ · · · ⊃ Br = {b0} such that Bi+1 is a normal subset of Bi and Bi/Bi+1 is simple
for 0 ≤ i < r . Such a sequence is called a composition series, and the table algebras with bases Bi/Bi+1
are called composition factors. A Jordan–Hölder theorem holds, proved from Lemma 3.16 in the same
way as in [14, Theorem II.9.11] or [16, Theorem 5] for the commutative case, and attributed in [14] for
this case to Rao, Ray-Chauduri and Singhi. The information in Theorem 3.17 for the general case also
has been communicated to the author by A. Barghi and B. Xu (independently).
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Theorem 3.17. Let B = B0 ⊃ B1 ⊃ · · · ⊃ Br = {b0} and B = D0 ⊃ D1 ⊃ · · · ⊃ Ds = {b0} be
any two composition series. Then r = s, and there exists a permutation σ of {0, 1, . . . , r − 1} such that
Bi/Bi+1 ∼= Diσ /Diσ+1 for 0 ≤ i < r.
When (A, B) is the adjacency algebra of an association scheme, it is not always the case that the
composition factors are unique up to isomorphism as association schemes. See [14, p. 152].
Next we describe three specific but important closed subsets in a general table algebra.
Definition 3.14. An element bi ∈ B is called linear (or thin) if Supp(bibi∗) = {b0}. The set of all linear
elements of B is denoted L(B).
The property of being linear is clearly invariant under rescaling. The product of two linear elements
is a scalar times a linear element; hence, L(B) is a closed subset. In fact, we have the following.
Proposition 3.18. Assume that B is standard.
(i) χ1(b) ≥ 1 for all b ∈ B, and equality holds iff b is linear.
(ii) The set L(B) is a group; in particular it is a closed subset of B.
The linear elements of (Z(CG), Cla(G)),G a finite group, are the elements in the center of G.
The linear elements of (Ch(G), Irr(G)) are the usual linear characters; and the linear elements of an
adjacency algebra are permutation matrices. The next result on linear elements is very useful.
Proposition 3.19. Assume that B is standard. If a ∈ L(B) and b ∈ B then ab ∈ B and ba ∈ B. Hence, L(B)
acts on B by left or right multiplication, and by conjugation.
Definition 3.15. For any x ∈ B, define two subsets
Rx := {b ∈ B|xb = χ1(b)x} and Lx := {b ∈ B|bx = χ1(b)x}
called the right and left stabilizers of x, respectively. Equivalently, Rx = {b ∈ B|Supp(xb) = x}, Lx =
{b ∈ B|Supp(bx) = x}. The stabilizer of x is Stx := Rx ∩ Lx.
Then Rx, Lx, Stx are closed subsets of B.
Definition 3.16. For any b ∈ B, define Bb, the closed subset generated by b, as the intersection of all
closed subsets that contain b. The element b is called faithful if Bb = B.
Corollary 3.7 implies that Bb =⋃m>0 Supp(bm).
The next result is an example where an approach through table algebras was used with at least
partial success in an attempt to establish a nontrivial theorem in the character theory of finite groups.
For a finite group G, letpi = Πχ∈Irr(G)χ . Arad [11] conjectured that if G is non-Abelian and simple, then
Supp(pi) = Irr(G). Toward this conjecture, Arad, Fisman, and the author [3] proved the following.
Theorem 3.20 ([3, Corollary 2]). Let (A, B) be a commutative, simple table algebra, with B 6= L(B). Let
b = Πi∈Ibi. Then Supp(b) ∪ {b0} = B.
Since there are examples of commutative, simple table algebras for which Supp(b) = B \ {b0}
(see [2, Section 5]), Theorem 3.20 is best possible for table algebras. Arad’s conjecture was proved by
the combined work of Michler [51], Willems [60], and Zisser [62], who all made essential use of the
classification of the finite simple groups. This seems to illustrate both the strengths and limitations of
table algebra methods.
The next theorem we describe is due to Arad, Fisman, and Muzychuk [10]. It is an extension to the
noncommutative case of a result of Arad and the author for commutative table algebras [2, TheoremC].
This earlier result was formulated to provide a uniform context for separate theorems [8] on products
of conjugacy classes and products of irreducible characters of a finite group. The later generalization
(Theorem 3.21) also has new applications to association schemes and Hecke algebras of finite groups
(Corollaries 3.22 and 3.23).
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Theorem 3.21 ([10, Theorem 1.2]). Let (A, B) be a table algebra. Assume that there exist i 6= j ∈ I such
that Supp(bibj) = {bi, bj}. Then
(i) bi = bi∗ , bj = bj∗ , and bibj = bjbi,
(ii) Stbi = Stbj ,
(iii) Bbi = Bbj = Stbi ∪ {bi, bj}.
Corollary 3.22. Let (X,G) be a nontrivial primitive (and not necessarily commutative) association scheme
that contains two relations a, b ∈ G with Supp(ab) = {a, b}. Then (X,G) is of diameter 2, i.e., it is the
scheme generated by a strongly regular graph.
Corollary 3.23. Let H(G,H) be a Hecke algebra of double cosets of a finite group G with respect to a
maximal subgroup H. If HaHHbH = HaH ∪ HbH for some a, b ∈ G \ H, then the number of H-double
cosets is either 2 or 3.
Wepresent next the theorem of Zieschang and the author [21] on the p-Sylow theory for an ITA, all
of whose degrees are powers of p. This generalizes to table algebras the work of Hirasaka, Muzychuk,
and Zieschang [41] on association schemes. Its proof required some ideas beyond the method used
for schemes.
Definition 3.17. Fix a (rational) prime p. A table algebra (A, B) is called p-fractional if for all i, j, t ∈ I ,
the structure constant βijt = npm for some n,m ∈ Z≥0 (depending on i, j, t).
Note that an integral table algebra (ITA) is p-fractional for all primes p.
Definition 3.18. Fix a prime p. Let (A, B) be a table algebra and let S ⊆ B. Then S is called p-valenced if
for all b ∈ S, χ1(b) is a nonnegative integer power of p. Also, S is called a p-subset of B if S is p-valenced
and o(S) is a power of p.
If (A, B) is a standard ITA and C is a closed p-subset of B, it does not always follow that (A/C, B/C)
is an ITA. But if (A, B) is p-fractional and p-valenced, then so is (A/C, B/C), and o(B)/o(C) ∈ Z [21,
Lemma 4.1, 4.2]. Thus, the p-fractional context lends itself to inductive arguments.
Definition 3.19. Let (A, B) be a standard, p-fractional, p-valenced table algebra. A Sylow p-subset of B
is a closed p-subset C of B such that p - o(B)/o(C). The family of all Sylow p-subsets of B is denoted as
Sylp(B).
Theorem 3.24 ([21, Theorem 1.1]). Fix a prime p. Let (A, B) be a standard, p-fractional, p-valenced table
algebra. Then the following hold.
(i) If P is a closed p-subset of B and P 6∈ Sylp(B) then there exists a closed p-subset P ′ of B such that
P ⊆ P ′ ⊆ N˜B(P) and o(P ′) = p · o(P).
(ii) Any two members of Syl p(B) are conjugate in B.
(iii) The number of distinct Sylow p-subsets of B is congruent to 1 modulo p.
One of the consequences of the Sylow theory of Theorem 3.24 is a generalization of Burnside’s
fusion theorem for finite groups [31, Theorem 7.11].
Theorem 3.25 ([21, Theorem 1.2]). Fix a prime p. Let (A, B) be a standard, p-fractional, p-valenced table
algebra. Let P ∈ Sylp(B). Then two normal subsets of P are conjugate in B if and only if they are conjugate
in N˜B(P).
Question 3.1. What other results on fusion in finite groups can be generalized to suitable table
algebras, and what consequences might they have for association schemes?
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The final topic in this section is a necessary and sufficient condition when a standard table algebra
arises as the adjacency algebra of an association scheme. The result is due to Xu [61, Theorem 1.8], as
a refinement of the previous work of Sunder and Wildberger [57, Theorem 2.9]. The context of both
of those articles is hypergroups (1.8), but our presentation is rescaled to the case of a standard table
algebra.
Let (A, B) be a standard table algebra. Let X be a finite set of cardinality |X | = n. We index the
rows and columns of n× n complex matrices with elements x ∈ X . Let En(C) denote the set of those
matrices inMn(C)which have all column sums equal. Let En(R≥0) denote the set of those matrices in
En(C) all of whose entries are nonnegative real numbers.
Definition 3.20. An action of (A, B) on X is an algebra homomorphism φ : A → Mn(C) such that
φ(B) ⊆ En(R≥0).
Since En(C) is a subalgebra ofMn(C), it follows that φ(A) ⊆ En(C). Let σ be the map: En(C)→ C
such that for all M ∈ En(C), σ(M) is the sum of each column of M . It is easily checked that σ is a
nonzero algebra homomorphism. For all 0 ≤ i ≤ d,
φ(bi)φ(bi∗) = φ(bibi∗) = βii∗0In + (sum of nonnegative real matrices).
It follows that φ(bi) 6= 0 for all 0 ≤ i ≤ d. Now σ ◦ φ : A→ C is an algebra homomorphism that
takes positive values on B.
So we have:
Proposition 3.26. If φ : A → Mn(C) is an action of (A, B) on X, then σ ◦ φ = χ1 the degree map; so
that for all 0 ≤ i ≤ d, σ(φ(bi)) = χ1(bi).
Definition 3.21. An action φ of (A, B) on X is called irreducible if every entry of φ(B+) is positive.
Note that σφ(B+) = χ1(B+) = o(B). By Proposition 3.3(i), e := o(B)−1B+ is an idempotent. So if
φ is irreducible, φ(e) is a positive idempotent matrix. By Perron’s theorem, φ(e) has rank 1. Since all
column sums of φ(e) are equal to 1, all columns must be equal. So the diagonal elements also sum to
1. Let the (x, x) entry be a minimal diagonal entry of φ(e). Then
1
n
≥ φ(e)x,x = o(B)−1
∑
i
φ(bi)x,x ≥ o(B)−1φ(b0)x,x = o(B)−1.
Thus we obtain:
Proposition 3.27. If φ : A→ Mn(C) is an irreducible action of (A, B) on X, then n ≤ o(B).
Definition 3.22. An irreducible action φ : A→ Mn(C) of (A, B) on X is calledmaximal if n = o(B).
The following theorem of Xu was proved earlier by Sunder and Wildberger under the additional
assumption that φ(b∗i ) = tφ(bi) for 0 ≤ i ≤ d. Xu demonstrates that this property follows from the
other hypotheses.
Theorem 3.28 ([61, Theorem 1.8]). A standard table algebra (A, B) has a maximal irreducible action φ
on a set X if and only if φ is an exact isomorphism of (A, B) with the adjacency algebra of an association
scheme with underlying set X.
Question 3.2. Is the existence of a maximal irreducible action equivalent to a set of more intrinsic
algebraic properties of the table algebra (A, B)?
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4. Commutative integral table algebras generated by an element of small degree
In the Fall of 1990, when table algebras were relatively new to the author, he was asked the
following question by O. Manz: Since a commutative integral table algebra (ITA) (where all structure
constants anddegrees are rational integers) is a generalization of the character algebra of a finite group
G with basis Irr(G), can the various classification results for groups that have a faithful irreducible
character of small degree be extended to commutative ITAs? The author began to investigate such
ITAs with a faithful basis element of degree 2, and during the next couple of years essentially resolved
the question in this case [17]. Over a decade later, he became aware that Frölich and Kerler, at about
the same time, had established a rather similar result for fusion rule algebras with a faithful element
of degree at most 2 (a summary, without full proof, appears in [29, Theorem 3.4.11]). The two sets of
hypotheses do not quite coincide; in a fusion rule algebra, the degrees are not necessarily integers,
but all structure constants βii∗0 = 1. However, the conclusions overlap, and the proofs contain similar
ingredients (for fusion rule algebras, the classification of finite, connected, bi-colorable graphs of norm
at most 2; for ITAs, Vinberg’s classification of the connected generalized Cartan matrices with an
additive function on a finite index set (see [37])). The author hopes that articles such as the present
one might help in reducing such duplication of effort in the future.
We shall relate the author’s theorems on degree 2, and then present some of the work of Arad,
Muzychuk, the author and others on degrees 3 and 4. First, we describe some classes of commutative
table algebras that appear in various conclusions. In all these examples, we use just the notation for
the basis B to stand for the table algebra (A, B), and |B| denotes the cardinality of B. The first general
class arises from Schurian association schemes.
Example 4.1. LetG andH be finite groupswithH Abelian. Suppose thatG acts onH as automorphisms,
with CG(H) = {1} and CH(G) = {1}. Define O(G,H) as the set or orbit sums, from the action of G on
H , in the group algebra CH . Then O(G,H) is a basis for (CH)G, the set of fixed points of the G-action
induced on CH . It is easily seen that ((CH)G,O(G,H)) is a commutative ITA with O(G,H) standard,
and the degrees coincide with the orbit lengths. In fact, O(G,H) is a table subset of the table basis of
conjugacy class sums Cla(H o G).
We note some important special cases:
Dn := O(Z2,Z2n−1) for n ≥ 2. Here, Z2 acts on the cyclic group Z2n−1 by inversion, and Z2n−1 oZ2
is the dihedral group of order 2(2n− 1). Every nontrivial element of Dn has degree 2, and v + v−1 is
a faithful element if v generates Z2n−1.
O(S3,Zm × Zm) for some m ≥ 2. Here, S3 acts on Zm × Zm as the 2 × 2 matrix group〈(
0 1
1 0
)
,
(
0 1
−1 −1
)〉
.
O(Z4,Zm×Zm) form odd. Here Z4 acts on Zm×Zm as the group generated by thematrix
(
0 −1
1 0
)
.
Example 4.2 ([20, Example 3.3]). Fix integer n ≥ 0 and real number λ > 1. The basis Tn(λ) for an
(n+ 2)-dimensional vector space is denoted as {1, v0, v1, . . . , vn}, and multiplication (where 1 is the
multiplicative identity) is defined by
vivj =
{
((λ− 1)/2)vi+j + ((λ+ 1)/2)vi+j+1, if i+ j < n;
λ · 1+ ((λ− 1)/2)(v0 + vn), if i+ j = n;
((λ− 1)/2)vi+j−n + ((λ+ 1)/2)vi+j−n−1, if i+ j > n.
Then Tn(λ) is a standard basis for a commutative table algebra where each vi has degree λ; and Tn(λ)
is integral when λ is an odd integer. Each vi is faithful, and v∗i = vn−i for all i. It is noted in [4, Part
III, Remark 6.6] that Tn(λ) is exactly isomorphic to the Bose–Mesner algebra of an association scheme
only if n = 0 or 1, and an explicit proof for λ = 3 is given in [4, Part III, Proposition 6.5].
Example 4.3 ([18, Example 1.2]). Fix integer n ≥ 2 and real number λ > 2. Let basis
V (λ) o Zn := {1, h} ∪˙ {ti}n−1i=1 ,
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a set of n+ 1 vectors. Define products as
h2 = (λ− 1)·1+ (λ− 2)h, hti = tih = (λ− 1)ti for all i,
and reading subscripts modulo n,
titj =
{
λti+j, if i+ j 6= n;
λ(1+ h), if i+ j = n.
Then V (λ) o Zn is a standard basis for a commutative table algebra, where h∗ = h and t∗i = tn−i for
all i; and χ1(h) = λ− 1, χ1(ti) = λ. Clearly V (λ) o Zn is integral iff λ ∈ Z. Note that t1 is faithful and
t1 6= t∗1 if n ≥ 3.
Example 4.4 ([18, Example 1.3]). Fix integer n ≥ 2. We denote a basis Gn of cardinality 3n+ 1 by
Gn := {1, h} ∪˙ {ti}n−1i=1 ∪˙ {ai}ni=1 ∪˙ {bi}ni=1,
and definemultiplication as follows: the products among h and the ti are as inV (3)oZn, so thatV (3)oZn
will be a table subset of Gn. Nowwhere subscripts are read modulo n and where omitted products are
implied by commutativity, define for all 1 ≤ i ≤ n and 1 ≤ j ≤ n− 1,
aih = bi, aitj = ai+j + bi+j,
bih = 2ai + bi, bitj = 2ai+j + 2bi+j.
Also, for all 1 ≤ i, j ≤ n, define
aiaj =

2ai+j + ti+j, if i, j, i+ j 6= n;
3 · 1+ bn, if i, j 6= n and i+ j = n;
bi + ti, if i 6= n and j = n;
3 · 1+ 2an, if i = j = n;
biaj =

2bi+j + 2ti+j, if i, j, i+ j 6= n;
3h+ 2an + bn, if i, j 6= n and i+ j = n;
2ai + bi + 2ti, if i 6= n and j = n;
2aj + bj + 2tj, if i = n and j 6= n;
3h+ 2bn, if i = j = n;
bibj =

4ai+j + 2bi+j + 4ti+j, if i, j, i+ j 6= n;
6 · 1+ 3h+ 2an + 3bn, if i, j 6= n and i+ j = n;
3bi + 2ai + 4ti, if i 6= n and j = n;
6 · 1+ 3h+ 4an + 2bn, if i = j = n.
Then Gn is a standard basis for a commutative ITA in which a∗i = an−i, b∗i = bn−i for 1 ≤ i < n, a∗n =
an, b∗n = bn, χ1(ai) = 3 and χi(bi) = 6 for 1 ≤ i ≤ n; a1 is faithful, and a1 6= a∗1 if n ≥ 3 [18, Theorem
3.20]. Also, Gn is the Bose–Mesner algebra of an association scheme only when n ≤ 3 [18, Theorem
3.23].
Example 4.5 ([17, Definition 3.3, Proposition 3.4]). Fix integer n ≥ 2, and let µ = (m1,m2, . . . ,mn−1)
be an (n− 1)-tuple of nonnegative integers that satisfy
m1 = 0;
i+ j ≡ 0 (mod n)⇒ mi = mj;
i+ j 6≡ 0 (mod n)⇒ mi+j ≤ mi +mj + 1.
(Here, and in the definition of products below, subscripts are read modulo n.) Let A be the algebra
over Cwith basis
Eµn := {vi}n−1i=1 ∪ {y, 1}
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where, for all i, j,
vivj =
{
21+mi+mj−mi+jvi+j, if i+ j 6≡ 0 (mod n);
2mi+mj(1+ y), if i+ j ≡ 0 (mod n);
viy = yvi = 3vi; y2 = 3 · 1+ 2y;
and 1 is the identity for multiplication. Then Eµm is a commutative ITA of dimension n+ 1.
Furthermore, v∗i = vn−i and χ1(vi) = 21+mi for 1 ≤ i ≤ n − 1; y∗ = y and χ1(y) = 3. Also, v1 is
faithful and χ1(v1) = 2, so that v1v∗1 = 1+ y shows that Eµn is not standard.
Example 4.6 ([17, Definition 3.6, Proposition 3.7]). Fix n ≥ 2, and let pi = (p1, p2, . . . , pn−1), where
p1 = 0, pi = 0 or 1 for all i, and pi = pn−i. (Again, subscripts are to be read modulo n.) Let A be the
algebra over Cwith basis
Fpin := {vi}n−1i=1 ∪ {ui}n−1i=1 ∪ {y, z, 1}
where, for all i, j,
vivj =
{
2pi+pjui+j, if i+ j 6≡ 0 (mod n);
2pi+pj(1+ y), if i+ j ≡ 0 (mod n);
viuj = ujvi =
{
2piui+j + 21+pi−pi+jvi+j, if i+ j 6≡ 0 (mod n);
2pi(z + 2y), if i+ j ≡ 0 (mod n);
uiuj =
{
3ui+j + 21−pi+jvi+j, if i+ j 6≡ 0 (mod n);
4y+ z + 2·1, if i+ j ≡ 0 (mod n);
viz = 2piui = zvi; uiz = ui + 21−pivi = zui; viy = vi + 2piui = yvi;
uiy = 2ui + 21−pivi = yui; yz = 2y = zy; y2 = 2y+ z + 1; z2 = z + 2 · 1;
and 1 is the identity for multiplication. Then Fpin is a commutative ITA of dimension 2n+ 1.
Also, v∗i = vn−i, χ1(vi) = 21+pi , u∗i = un−i, and χ1(ui) = 4 for 1 ≤ i ≤ n − 1; y∗ = y, χ1(y) =
3, z∗ = z, and χ1(z) = 2. In particular, v1 is faithful and χ1(v1) = 2. So as in the previous example,
v1v
∗
1 = 1 + y implies that Fpin is not standard. For the relationship between Eµn and Fpin , see [17,
Proposition 3.7].
Definition 4.1. Let (A, B) be an ITA. Define
L2(B) := {b ∈ L(B)|χ1(b) = 2m for somem ≥ 0}.
Then L2(B) is a closed subset that contains all elements of B of degree 1 [16, Lemma 5.13].
Now we can state the first main result of this section.
Theorem 4.1 ([17, Theorem 1]). Suppose that (A, B) is a commutative ITA with a faithful element b ∈ B
such that χ1(b) = 2. Suppose also that L2(B) = {1}. Then B is exactly isomorphic to one of Dn, Eµn , or Fpin
for some n ≥ 2; or to the character algebra (Ch(G), Irr(G)), where G ∼= SL(2, 5).
The proof of Theorem 4.1 involves a lot of algebraic and combinatorial analysis, but no diagrams
per se. Diagrams arise in the classification of ITAs with a faithful real element b of degree 2 (b = b∗),
where no condition is put on L(B).
Let (A, B) be a commutative table algebra. Fix an element b ∈ B. Then for 0 ≤ i ≤ d,
bbi =
d∑
j=0
djibj,
for uniquely determined dji ∈ R≥0.
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Definition 4.2. The representation graph of B with respect to b (denoted Γb(B)) is the directed graph
with vertex set {0, 1, . . . , d} (in bijection with B), and where there is a directed edge from vertex i to
j (which is labeled by dji) if and only if dji > 0.
It follows from the definition that there is a loop labeled by dii attached to vertex i if and only if
dii > 0. Also, it is clear that Γb(B) is connected if and only if b is faithful.
Definition 4.3. Thematrix associated with Γb(B) is the (d+ 1)× (d+ 1) real matrix C = (cij), where
for all 0 ≤ i, j ≤ d, cii := χ1(b)− dii and cij := −dij if i 6= j.
Now (2.1b) implies that when b = b∗, then
dji > 0⇔ dij > 0.
So when b = b∗, we may view Γb(B) as undirected, but where each edge between two vertices is
labeled by a pair of positive real numbers, as follows:
Definition 4.4 ([37, p. 8]). A generalized Cartan matrix is a function C : I × I → Z (where I is an index
set and cij := C(i, j) for all i, j ∈ I) such that cii ≤ 2 for all i ∈ I , cij ≤ 0 for all i 6= j, and cij = 0 iff cji = 0.
The underlying graph of C has as vertices the elements of I; has an edge joining vertices i and j, and
labeled with the pair (|cij|, |cji|) as follows,
if and only if cij 6= 0; and has a loop at vertex i (labeled with 2− cii) if and only if cii < 2. The matrix
is called connected iff the underlying graph is connected. A function d : I → Z>0 (with di := d(i) for
all i ∈ I) is called an additive function for C iff∑j∈I djcji = 0 for all i ∈ I .
The generalized Cartan matrices are classified in terms of these underlying graphs [37]. The
resulting graphs when I is finite are called generalized Euclidean diagrams. There are 20 of them, some
of which represent infinite families. They are listed here, each with its associated additive function
(which is unique to within a constant multiple) in Figs. 4.1 and 4.2.
The connection between table algebras and generalized Euclidean diagrams is made in the
following proposition.
Proposition 4.2 ([17, Proposition 5.8]). Let (A, B) be an integral table algebra with a faithful real element
b ∈ B of degree 2. Let C be the matrix associated with Γb(B). Then C is a connected generalized Cartan
matrix whose underlying graph is Γb(B), and for which the degree map χ1 is an additive function. Hence,
Γb(B)must be one of the connected generalized Euclidean diagrams.
Then a case analysis leads to:
Theorem 4.3 ([17, Theorem 2]). Exactly 12 of the 20 generalized Euclidean diagrams occur as represen-
tation graphs of integral table algebras with a faithful real element of degree 2. They are shown in Fig. 4.1.
Each of the 12 diagrams determines an integral table algebra to exact isomorphism, with the single excep-
tion of D˜n, for which there are precisely two exact isomorphism classes of integral table algebras.
Theorem 4.3 actually corrects [17, Theorem 2] in which the author mistakenly included the
diagram F˜41. We display in Fig. 4.1 the 12 diagrams that occur as some Γb(B). Basis elements and
their degrees label each node. It is understood that dij = 1 on any edge for which a labeling pair is
omitted.
Seven of the remaining eight diagrams are also associated with ITAs that have a faithful real
element of degree 2, once we allow a slight generalization of rescaling for the basis.
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Fig. 4.1. Generalized Euclidean diagrams= Γb(B).
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Definition 4.5. Let λ0, λ1, . . . , λd be any positive real numbers with λi∗ = λi for all i. Let b′′i = λibi
for all i. Then B′′ := {b′′i |0 ≤ i ≤ d} is called a superscaling of B. If (A, B) is integral, then B′′ is called an
integral superscaling iff each λi ∈ Z+.
Note that a superscaling differs from a rescaling (as in Section 2) only in that a scalar multiple of
the identity, and not necessarily 1 itself, is allowed in B′′. So (A, B′′) may not be a table algebra, but
only by this small technicality.
Fix a nonzero element b in the nonnegative real span ofB (usuallywe take b ∈ B), and a superscaling
B′′ of B. Then, for 0 ≤ i ≤ d,
bb′′i =
k∑
j=1
d′′ji b
′′
i ,
for uniquely determined d′′ji ∈ R≥0.
Definition 4.6. The representation graph of B′′ with respect to b (denoted Γb(B′′)) is the directed graph
with vertex set {0, 2, . . . , d} (in bijection with B′′), and where there is a directed edge from vertex i to
j (which is labeled by d′′ji) iff d
′′
ji > 0.
Observe that the vertices and directed edges ofΓb(B′′) are the same as forΓb(B); the only difference
is in the labelings.
Definition 4.7. Thematrix associated withΓb(B′′) is the (d+1)×(d+1) real matrix C ′′ = (c ′′ij ), where,
for all 0 ≤ i, j ≤ d, c ′′ij := δijχ1(b)− d′′ij .
When b = b∗, d′′ij 6= 0 iff d′′ji 6= 0. So when b is real, we may regard Γb(B′′) as undirected, with each
edge labeled as follows:
Definition 4.8. The representation graph Γb(B′′) is called integral iff (A, B) is an integral table algebra,
b is a nonnegative integer combination of B, B′′ is an integral superscaling, and each d′′ij is a nonnegative
integer.
The analog of Proposition 4.2 holds for superscalings B′′ of ITAs with a faithful real element
b ∈ Z≥0B, such that Γb(B′′) is integral. Another case analysis establishes the following theorem. Many
of the ITAs that occur are of the form (ChG(H), E), where G is a finite subgroup of SL(2,C),H is a
normal subgroup of G, ChG(H) is the set of G-invariant class functions on H , and E is the set of G-orbit
sums of Irr(H). The eight diagrams not in Fig. 4.1 are in Fig. 4.2.
Theorem 4.4 ([17, Theorem 3]). Every generalized Euclidean diagram except L˜n (n > 1) occurs as an
integral representation graph Γb(B′′) for some integral table algebra (A, B) and faithful real element
b ∈ Z≥0B of degree 2. The diagrams L˜n do not so occur for n > 1. In every case except A˜n (and L˜n)
we may take b ∈ B.
Some investigations of ITAs that are generated by an element of degree larger than two have
exploited the concept of a universal cover. This structure, in the context of table algebras, first appears
in Part II of [4], where it is used toward the classification of homogeneous commutative ITAs of degree
three (see Definition 4.9). The basic idea is as follows.
Wewish to prove that an unknown commutative standard ITA (A, B) is exactly isomorphic to some
O(G,H), where G is a fixed group, and H can be any finite Abelian group (but in specific cases, usually
of small rank), that admits a particular action byG.We consider a free Abelian groupV = Zm of rankm,
that admits this action. Let ((CV )G,O(G, V )) denote the algebra of G-fixed points in the group algebra
CV , with basis the sums (in CV ) over G-orbits of V . Then ((CV )G,O(G, V )) is a standard table algebra,
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Fig. 4.2. The other eight diagrams.
except that it is infinite-dimensional. If we can find a table algebra epimorphism ψ : O(G, V ) → B
(as in Definition 3.11), then we can identify B as desired, because of the following result. It is Theorem
2.11 of [18], but special cases that contain all the essential ideas appear in Part II of [4] and [6, Theorem
2.4].
Theorem 4.5. Suppose that (A, B) is a commutative table algebra with B standard. Suppose that there is
a table algebra epimorphismψ : ((CV )G,O(G, V ))→ (A, B). Then there exists a G-invariant subgroup N
of V with |V : N| <∞ such that B∼=x O(G, V/N). Furthermore, if L(B) = {1} then CV/N(G) = {1}; and
if there exists some b ∈ B with degree χ1(b) equal to cardinality |G|, then CG(V/N) = {1}.
In the proof of each of the following three theorems, a suitable epimorphismψ is obtained by first
describing the representation graph ofO(G, V )with respect to a particular faithful element q. Then one
shows that for the given generator b ∈ B, with χ1(b) = 3 or 4, the (at first unknown) representation
graph Γb(B) serves as a tile for an infinite tessellation that replicates Γq(O(G, V )). This takes a lot of
work. The representation graph of Γq1,0(O(S3,Z
2)), where S3 acts on Z2 as
〈(
0 1
1 0
)
,
(
0 1
−1 −1
)〉
, and
qm,n is the S3-orbit sum in CZ2 of (m, n) ∈ Z2, is given in Fig. 4.3.
Definition 4.9 ([20, Definition 1.3]). A table algebra (A, B) is homogeneous of degree λ, for some fixed
λ ∈ R>0, if the degrees χ1(bi) = λ for all i 6= 0.
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Fig. 4.3. Γq1,0 (O(S3,Z
2)).
Theorem 4.6 ([4, Part III, Theorem A]). Let (A, B) be a commutative, homogeneous ITA of degree 3. Assume
that B has a faithful element, that L(B) = {1}, and that |B| ≥ 5. Then B∼=x Tn(3) for some n ≥ 3, or
O(Z3,H) for some finite Abelian group H of rank at most 2.
Corollary 4.7 ([4, Part III, Theorem D]). Suppose that every nondiagonal relation of a commutative
association scheme has valency 3, and that some relation defines a connected graph on the underlying
set. Then the Bose–Mesner algebra of the scheme is exactly isomorphic as a table algebra to O(Z3,H) for
some finite Abelian group H of rank at most 2.
The next result is Theorem 2 of [18]. As the union of [1, Main Theorem], Theorem 4.6, and [18,
Theorem 1], it is the combined work of Arad, Arisha, Fisman, Muzychuk, and the author.
Theorem 4.8. Assume that (A, B) is a commutative ITA such that B is standard, has no nontrivial linear
elements, and contains a faithful nonreal element of degree three. Then B is exactly isomorphic to one of
V (3) o Zn for some n ≥ 3; Tn(3) for some n ≥ 1; Gn for some n ≥ 3; O(Z3,H) for some Abelian group H
of rank at most 2; or O(S3,Zm × Zm) for some m ≥ 3.
Corollary 4.9. Suppose that a commutative association scheme has a connected nonsymmetric relation of
valency 3, and that each nondiagonal relation has valency at least 2. Then the Bose–Mesner algebra of the
scheme is exactly isomorphic as a table algebra to V (3) o Zn for some n ≥ 3; O(Z3,H) for some Abelian
group H of rank at most 2; or O(S3,Zm × Zm) for some m ≥ 3.
Hirasaka [12, Section 5.3] (see also [40]) uses these results (among others) to fully characterize
combinatorially the schemes of Corollary 4.9 as schemes.
The next theorem is due to Arad, Erez, and Muzychuk.
Theorem 4.10 ([6, Theorem 1.5]). Let (A, B) be a commutative, standard, homogeneous ITA of degree 4.
Assume that |Bx| > 4 for all x ∈ B \ {b0}. If b ∈ B and |Bb| > 7, then Bb∼=x O(Z4,H) for some Abelian
group H of odd order and rank at most 2.
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Arad, Muzychuk, Arisha, Fisman, Bünger, and Hirasaka obtain a number of further results, on
commutative, standard ITAs, and on commutative association schemes, that have a faithful basis
element of degree 4 or 5 [12].
We conclude this section with a result of Chen and Arad on normalized commutative ITAs
(Definition 2.10) with a nonreal generator of degree 3. The prototype algebras seem to be
(Ch(G), Irr(G)) forG a finite group. Normalized commutative ITAs are a subclass of fusion rule algebras
(1.13).
Theorem 4.11 ([24, Main Theorem]). Let (A, B) be a normalized, commutative ITA that has a faithful
nonreal element b ∈ B of degree 3, and that has no nonidentity basis elements of degree 1 or 2. Then
bb∗ = 1+ g for some g ∈ B of degree 8, and one of the following holds:
(1) (A, B)∼=x(Ch(G), Irr(G)), where G = PSL(2, 7);
(2) b2 = b∗ + h, where h ∈ B is nonreal of degree 6;
(3) b2 = c + f , where c, f ∈ B, χ1(c) = 3, χ1(f ) = 6, c 6= b or b∗;
(4) b2 = u+ v, where u, v ∈ B, χ1(u) = 4, χ1(v) = 5.
Chen and Arad note that the central extension 3 ·A6 is the only finite group Gwhere (Ch(G), Irr(G))
satisfies (2). Also, they have found two algebras not of the form (Ch(G), Irr(G)), of dimensions 22
and 32, that satisfy (3). In further work [5], Arad, Chen, and Arisha show that these two algebras
characterize condition (3) with an additional hypothesis.
Question 4.1. Is a full classification possible for the normalized, commutative ITAs of Theorem 4.11?
If so, could it be extended to a classification of the fusion rule algebras that have a faithful nonreal
basis element of (not necessarily integer) degree≤ 3?
Question 4.2. Can the method of universal covers be developed to give criteria for the determination
of when large classes of standard, commutative ITAs must be exactly isomorphic to algebras of the
form O(G,H)?
5. P-polynomial C-algebras
This brief concluding section contains a result of R. Hein and the author [38,19]. It extends a
theorem of Bannai and Ito on distance-regular graphs [15, Theorem 1] to P-polynomial C-algebras
with a nonnegative integer intersection array and with integer dual degrees. Here, we shall use
Kawada’s definition of a C-algebra (1.3). So throughout this section, (A, B) is a reality-based algebra
with a degree map χ1 (1.16d), such that A is commutative and χ1(bi) = βii∗0 for 0 ≤ i ≤ d. In other
words, (A, B) is commutative and standard.
Definition 5.1 ([14, p. 317]). (A, B) is called P-polynomial if it is real (bi = b∗i for all 0 ≤ i ≤ d; this is
also called symmetric), and if, re-indexing the basis as b0, b1, . . . , bd if necessary, bi = vi(b1) for some
real polynomial vi(x) of degree i, 0 ≤ i ≤ d.
It is immediate from (2.1a) that any P-polynomial C-algebra gives rise to a finite family of
orthogonal polynomials (see [52]). The following well known proposition is a consequence of (2.1b)
and the assumption that B is standard.
Proposition 5.1. Suppose that (A, B) is a P-polynomial C-algebra. Then there exist real numbers αi, βi, γi
for 0 ≤ i ≤ d such that α0 = γ0 = βd = 0, γ1 = 1, βi−1γi > 0 for 1 ≤ i ≤ d, and, for all 0 ≤ i ≤ d,
b1bi = βi−1bi−1 + αibi + γi+1bi+1,
where β−1 = 0 = γd+1. Furthermore, β0 = βi + αi + γi for all 0 ≤ i ≤ d.
The numbers in Proposition 5.1 are, of course, the structure constants for the products b1bi. We
array them in the tridiagonal matrix that we define next, where consecutive rows represent the
superdiagonal, diagonal, and subdiagonal.
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Definition 5.2. Let the triples (γi, αi, βi) be as in Proposition 5.1. Then the tridiagonal matrix
B1 :=
( ∗ 1 γ2 γd−1 γd
0 α1 α2 · · · αd−1 αd
β0 β1 β2 βd−1 ∗
)
is called the intersection array for the P-polynomial C-algebra, and the γi, αi, βi are called the
intersection numbers. Note that
β0 = β110 = β11∗0 = χ1(b1). (5.2a)
We call β0 the valency of (A, B), and d the diameter.
The adjacency algebra of a distance-regular graph is a P-polynomial C-algebra [14, p. 190], that
is in fact an ITA [14, p. 53], has positive integer dual degrees [14, p. 62], and where the intersection
numbers satisfy βi−1 ≥ βi and γi ≤ γi+1 for 1 ≤ i ≤ d − 1 [14, p. 195]. The dual C-algebra is a table
algebra [14, p. 69]. Also, β0 is the valency of the graph, and d is its diameter.
Theorem 5.2 ([38, Theorem 2.1], [19]). Let (A, B) be a P-polynomial C-algebra where all the intersection
numbers and all the dual degrees are nonnegative integers, and where β0 > 2. Suppose that the
intersection array has the form
where d = m + l = n + g + l (l ≥ 1, g ≥ 1, n ≥ 0), (γ , α, β) 6= (γn, αn, βn), and (γ , α, β) 6=
(γm+1, αm+1, βm+1) (but g consecutive columns are the same (γ , α, β)). Then the diameter d is bounded
by a function of d− g and β0.
Note that the structure constants, apart from the intersection numbers, need not be integers; nor
need they be nonnegative. Of course, they are rational, by the polynomial structure. Also, we have no
monotonicity conditions on the βi or γi.
The result of Bannai and Ito for distance-regular graphs [15, Theorem 1] assumes that columns
1 through r + 1 are the same (1, α, β), and that columns d − s through d − 1 are the same triples
reversed, i.e. (β, α, 1) (smay be 0). They prove that d is bounded by a function of d− (r + s) and β0.
Their proof is largely algebraic, and we borrow a number of key ingredients from it. They do not have
to worry about other sets of consecutive equal columns, since Ivanov’s combinatorial theorem shows
that d is bounded by a function of r and β0.
Example 5.1. The P-polynomial C-algebras generated by the following intersection arrays (in fact,
they are ITAs) have integer dual degrees, but they do not arise as adjacency algebras of association
schemes (that is, here, of distance-regular graphs):( ∗ 1 5
0 4 5
10 5 ∗
)
,
( ∗ 1 6
0 3 4
10 6 ∗
)
,
( ∗ 1 8
0 7 8
16 8 ∗
)
.
In these cases, o(B) = 21, 21, 33 resp. Hanaki’s website Data on Association Schemes [35] reveals
that there are no schemes on sets of such cardinality with the given numerical invariants.
Question 5.1. Bannai and Ito conjecture [15] that the diameter d of a distance-regular graph is
bounded by a function of β0 alone for β0 > 2. Does there exist an infinite family of P-polynomial
C-algebras with intersection numbers and dual degrees all nonnegative integers, and with the same
valency β0 > 2?
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