Abstract. Let D be a Prüfer ⋆-multiplication domain, where ⋆ is a semistar operation on D. We show that certain ideal-theoretic properties related to idempotence and divisoriality hold in Prüfer domains, and we use the associated semistar Nagata ring of D to show that the natural counterparts of these properties also hold in D.
introduction and preliminaries
Throughout this work, D will denote an integral domain, and K will denote its quotient field. Recall that Arnold [1] proved that D is a Prüfer domain if and only if its associated Nagata ring D[X] N , where N is the set of polynomials in D[X] whose coefficients generate the unit ideal, is a Prüfer domain. This was generalized to Prüfer v-multiplication domains (PvMDs) by Zafrullah [16] and Kang [14] and to Prüfer ⋆-multiplication domains (P⋆MDs) by Fontana, Jara, and Santos [8] .
Our goal in this paper is to show that certain ideal-theoretic properties that hold in Prüfer domains transfer in a natural way to P⋆MDs. For example, we show that an ideal I of a Prüfer domain is idempotent if and only if it is a radical ideal each of whose minimal primes is idempotent (Theorem 2.9), and we use a Nagata ring transfer "machine" to transfer a natural counterpart of this characterization to P⋆MDs. For another example, in Theorem 3.5 we show that an ideal in a Prüfer domain of finite character is idempotent if and only it is a product of idempotent prime ideals and, perhaps more interestingly, we characterize ideals that are simultaneously idempotent and divisorial as (unique) products of incomparable divisorial idempotent primes; and we then extend this to P⋆MDs.
Let us review terminology and notation. Denote by F (D) the set of all nonzero D-submodules of K, and by F (D) the set of all nonzero fractional ideals of D, i.e., E ∈ F (D) if E ∈ F (D) and there exists a nonzero d ∈ D with dE ⊆ D. Let f (D) be the set of all nonzero finitely generated D-submodules of K. Then, obviously,
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is the identity, then the ⋆ f -sharp property coincides with the sharp property. We then say that D is
(For more on sharpness, see [10] , [11] , [13] , [7, page 62] , [3] , [4, Chapter 2, Section 3], and [5] .)
Recall that a prime ideal P of a ring is said to be branched if there is a P -primary ideal distinct from P . Also, recall that the domain D has finite character if each nonzero ideal of D is contained in only finitely many maximal ideals of D.
We now prove a lemma that discusses the transfer of ideal-theoretic properties between D (on which a semistar operation ⋆ has been defined) and its associated Nagata ring. Lemma 2.2. Let ⋆ be a semistar operation on D. 
whence I is a quasi-⋆-ideal of D. Conversely, assume that I is a quasi-⋆-ideal of D and that INa(D, ⋆) is P Na(D, ⋆)-primary. Then for a ∈ P , there is a positive integer n for which a n ∈ INa(D, ⋆) ∩ D = I ⋆ ∩ D = I. Hence P = rad(I). It now follows easily that I is P -primary.
(b) Suppose that P is branched in D. Then there is a P -primary ideal I of D distinct from P , and INa(D, ⋆) is P Na(D, ⋆)-primary by (a). Also by (a), I is a quasi-⋆-ideal, from which it follows that INa(D, ⋆) = P Na(D, ⋆). Now suppose that P Na(D, ⋆) is branched and that J is a P Na(D, ⋆)-primary ideal of Na(D, ⋆) distinct from P Na(D, ⋆). Then it is straightforward to show that J ∩ D is distinct from P and is P -primary.
(3) Let ψ be a nonzero element of Na(D, ⋆), and let N be a maximal ideal with
and hence c(f ) ⊆ M . Therefore, if D has finite ⋆ f -character, then Na(D, ⋆) has finite character. The converse is even more straightforward. (4) Suppose that I is a radical ideal of D, and let ψ n ∈ INa(D, ⋆) for some ψ ∈ Na(D, ⋆) and positive integer n. Then there is an element g ∈ N (⋆) with (gψ n and hence) (gψ)
The converse follows easily from the fact that INa(D, ⋆)∩D = I ⋆ ∩D = I (Lemma 1.1 (7)).
(5) (a) This is part of [5, Proposition 3.5], but we give here a proof more in the spirit of this paper.
and, using the description of Max(Na(D, ⋆)) given in Lemma 1.
For the converse, assume that P Na(D, ⋆) is sharp in Na(D, ⋆). Then P Na(D, ⋆) contains a finitely generated ideal J with J ⊆ P Na(D, ⋆) but J N for N ∈ ∇(P Na(D, ⋆)) [13, Corollary 2]. Then J = INa(D, ⋆) for some finitely generated ideal I of D (necessarily) contained in P by Lemma 1.2(2c), and it is easy to see that
(b) follows easily from (a) (using Lemma 1.2).
Let D be an almost Dedekind domain with a non-finitely generated maximal ideal
. Our next result shows that this cannot happen in a sharp Prüfer doman.
Proof. Assume that D is sharp. Proceeding contrapositively, suppose that I is a nonzero, non-idempotent ideal of D. Then, for some maximal ideal M of D, ID M is not idempotent in D M . Since D is a sharp domain, we may choose a finitely generated ideal J of D with J ⊆ M but J N for all maximal ideals N = M . Since ID M is a non-idempotent ideal in the valuation domain D M , there is an element a ∈ I for which
Since B is a proper finitely generated ideal, we then have ( 
This cannot be extended to general semistar Nagata rings; for example, if D is an almost Dedekind domain with non-invertible maximal ideal M and we define a semistar operation ⋆ by 
In the next lemma, we show that this holds in a P⋆MD but not in general. The proof of part (1) 
The following statements are equivalent: 
) is the t-operation and v is the w-operation. Thus a PvMD is a domain in which each nonzero finitely generated ideal is t-invertible. Corollary 2.5 then has the following restricted interpretation (which has the advantage of being internal to D).
Corollary 2.6. If D is a t-sharp PvMD and I is a nonzero ideal of D for which
Our next result is a partial converse to Theorem 2.3. 2(1) ). Now, let M be a branched quasi-⋆ f -maximal ideal of D. Then, by Lemma 2.2(2), M Na(D, ⋆) is a branched maximal ideal of Na(D, ⋆). We may now apply Proposition 2.7 to conclude that M Na(D, ⋆) is sharp. Therefore, M is ⋆ f -sharp in D by Lemma 2.2(5).
Proposition 2.7. Let D be a Prüfer domain such that I is idempotent whenever I is a nonzero ideal of
If P is a prime ideal of a Prüfer domain D, then powers of P are P -primary by [12, Theorem 23.3(b) ]; it follows that P is idempotent if and only if P D P is idempotent. We use this fact in the next result.
It is well known that a proper idempotent ideal of a valuation domain must be prime [12, Theorem 17 .1(3)]. In fact, according to [12, Exercise 3, p . 284], a proper idempotent ideal in a Prüfer domain must be a radical ideal. We (re-)prove and extend this fact and add a converse:
Theorem 2.9. Let D be a Prüfer domain, and let I be an ideal of D. Then I is idempotent if and only if I is a radical ideal each of whose minimal primes is idempotent.
Proof. The result is trivial for I = (0) and vacuously true for I = D. Suppose that I is a proper nonzero idempotent ideal of D, and let P be a prime minimal over I. Then ID P is idempotent, and we must have ID P = P D P [12, Theorem 17.1(3)]. Hence P D P is idempotent, and therefore, by the comment above, so is P . Now let M be a maximal ideal containing I. Then ID M is idempotent, hence prime (hence radical). It follows (checking locally) that I is a radical ideal.
Conversely, let I be a radical ideal each of whose minimal primes is idempotent. If M is a maximal ideal containing I and P is a minimal prime of I contained in M , then ID M = P D M . Since P is idempotent, this yields ID M = I 2 D M . It follows that I is idempotent.
We next extend Theorem 2.9 to P⋆MDs.
Corollary 2.10. Let D be a P⋆MD, where ⋆ is a semistar operation on D, and let I be a quasi-⋆ f -ideal of D. Then I is ⋆ f -idempotent if and only if I is a radical ideal each of whose minimal primes is ⋆ f -idempotent. (In particular, if D is a PvMD and I is a t-ideal of D, then I is t-idempotent if and only if I is a radical ideal each of whose minimal primes is t-idempotent.)
Proof. Suppose that I is ⋆ f -idempotent. Then INa(D, ⋆) is an idempotent ideal in Na(D, ⋆) by Lemma 2.2(1). By Theorem 2.9, INa(D, ⋆) is a radical ideal of Na(D, ⋆), and hence, by Lemma 2.2(4), I is a radical ideal of D. Now let P be a minimal prime of I in D. Then P is a quasi-⋆ f -prime of D. By Lemma 1.2(2b) P Na(D, ⋆) is minimal over INa(D, ⋆), whence P Na(D, ⋆) is idempotent, again by Theorem 2.9. The ⋆ f -idempotence of P now follows from Lemma 2.2(1).
The converse follows by similar applications of Theorem 2.9 and Lemma 2.2.
Recall that a Prüfer domain is said to be strongly discrete (discrete) if it has no nonzero (branched) idempotent prime ideals. Since unbranched primes in a Prüfer domain must be idempotent [12, Theorem 23.3(b) ], a Prüfer domain is strongly discrete if and only if it is discrete and has no unbranched prime ideals. We have the following straightforward application of Theorem 2.9.
Corollary 2.11. Let D be a Prüfer domain.
(
1) If D is discrete, then an ideal I of D is idempotent if and only if I is a radical ideal each of whose minimal primes is unbranched. (2) If D is strongly discrete, then D has no proper nonzero idempotent ideals.
Let us call a P⋆MD ⋆ f -strongly discrete (⋆ f -discrete) if it has no (branched) ⋆ f -idempotent quasi-⋆ f -prime ideals. From Lemma 2.2(1,2) , we have the usual connection between a property of a P⋆MD and the corresponding property of its ⋆-Nagata ring:
Applying Corollary 2.10 and Lemma 2.2(1,2), we have the following extension of Corollary 2.11.
and only if I is a radical ideal each of whose minimal primes is un-
branched. (b) If D is ⋆ f -strongly discrete, then D has no ⋆ f -proper ⋆ f -idempotent ideals. (2) Assume that D is a PvMD. (a) If D is t-discrete, then a t-ideal I of D is t
-idempotent if and only if I is a radical ideal each of whose minimal primes is unbranched. (b)
If D is t-strongly discrete, then D has no t-proper t-idempotent ideals.
Divisoriality
According to [7, Corollary 4.1.14] , if D is a doublesharp Prüfer domain and P is a nonzero, nonmaximal ideal of D, then P is divisorial. The natural question arises:
Since ⋆ is an arbitrary semistar operation and divisoriality specifically involves the v-operation, one might expect the answer to be negative. Indeed, we give a counterexample in Example 3.4 below. However, in Theorem 3.2 we prove a general result, a corollary of which does yield divisoriality in the "ordinary" PvMD case. First, we need a lemma, the first part of which may be regarded as an extension of [14, Proposition 2.2(2)]. 
In the remainder of the paper, we impose on Prüfer domains (P⋆MDs) the finite character (finite ⋆ f -character) condition. As we shall see, this allows improved versions of Theorem 2.9 and Corollary 2.10. It also allows a type of unique factorization for (quasi-⋆ f -)ideals that are simultaneously (⋆ f -)idempotent and (⋆ f -)divisorial. Proof.
(1) Suppose that I is idempotent. By Theorem 2.9, I is the intersection of its minimal primes, each of which is idempotent. Since D has finite character, I is contained in only finitely many maximal ideals, and, since no two distinct minimal primes of I can be contained in a single maximal ideal, I has only finitely many minimal primes and they are comaximal. Hence I is the product of its minimal primes (and each is idempotent). The converse is trivial.
(2) (a) ⇒ (b): Assume that I is idempotent and divisorial. By (1) and its proof, I = P 1 · · · P n = P 1 ∩ · · · ∩ P n , where the P i are the minimal primes of I. We claim that each P i is divisorial. To see this, observe that
Since the P i are incomparable, this gives (P 1 ) v ⊆ P 1 , that is, P 1 is divisorial. By symmetry each P i is divisorial. It is well known that in a Prüfer domain, a maximal ideal cannot be both idempotent and divisorial. Hence the P i are non-maximal. (c) ⇒ (a): Write I = Q 1 · · · Q m , where each Q j is a divisorial idempotent prime. Since I is idempotent (by (1)), we may also write I = P 1 · · · P n , where the P i are the minimal primes of I. For each i, we have Q 1 · · · Q m = I ⊆ P i , from which it follows that Q j ⊆ P i for some j. By minimality, we must then have Q j = P i . Thus each P i is divisorial, whence I = P 1 ∩ · · · ∩ P n is divisorial.
Finally, we show that (d) follows from the other statements. We use the notation in the proof of (c) ⇒ (a). In the expression I = P 1 · · · P n , the P i are (divisorial, idempotent, and) incomparable, and it is clear that no P i can be omitted. To see that this is the only such expression, consider a representation I = Q 1 · · · Q m , where the Q i are divisorial, idempotent, and incomparable. Fix a Q k . Then P 1 · · · P n = I ⊆ Q k , and we have P i ⊆ Q k for some i. However, as above, Q j ⊆ P i for some j, whence, by incomparability, Q k = P i . The conclusion now follows easily.
We note that incomparability is necessary for uniqueness above-for example, if D is a valuation domain and P Q are non-maximal (necessarily divisorial) primes, then P = P Q.
We close by extending Theorem 3.5 to P⋆MDs and then to "ordinary" PvMDs. We omit the (by now) straightforward proofs. 
