Introduction.
Over the last decade and as a result of new sources of large data, the analysis of high dimensional statistical models has received renewed attention. These models are currently being analyzed within the context of Random Matrix Theory (RMT) in many areas such as statistics (Bai & Silverstein, 2010) , economics (Harding, 2012; Onatski, 2009 Onatski, , 2012 ) and engineering (Rao & Edelman, 2008; Tulino & Verdu, 2004) . The asymptotic framework assumes that both the dimension corresponding to the number of individual units, N , and the number of samples T are large.
Suppose A n is an n×n random Hermitian matrix with eigenvalues λ j , j = 1, 2, · · · , n. Define a one-dimensional distribution function of the eigenvalues Besides, the continuity theorem holds, that is, a sequence of distributions tends to a weak limit if and only if their Stieltjes transforms tends to that of the limiting distribution. Therefore, to find the limiting distribution, one can work on finding the limiting Stieltjes transform and use the inversion formula to obtain the limiting distribution.
Research on the LSD of large dimensional random matrices dates back to the Wigner (1955 Wigner ( ,1958 . In these studies, he established that the ESD of a large dimensional Wigner matrix tends to the so-called semicircular law.
The LSD of large dimensional sample covariance matrices was studied by Marčenko and Pastur (1967) and the limiting distribution is referred to as the MP law. Further research efforts were conducted to estimate the LSD of a product of two random matrices. To this end, pioneering work was done by Wachter (1980) , who considered the LSD of the multivariate F -matrix, the explicit form of which was derived by Bai, Yin and Krishnaiah(1986) and Silverstein(1995) . The existence of the LSD of the matrix sequence {S n T n } was established by Yin and Krishnaiah (1983) where S n is a standard Wishart matrix and T n is a positive definite matrix. Bai, Miao and Jin (2007) proved the existence of the LSD of {S n T n } where S n is a sample covariance matrix and T n is an arbitrary Hermitian matrix. In particular, Bai,
Miao and Jin (2007) established the explicit form of LSD of {S n T n } where
S n is a sample covariance matrix and T n is Wigner matrix. Random matrices of the form A n + X * n T n X n where A n is Hermitian matrix, T n is diagonal and X n consists of iid (independently and identically distributed) entries, was extensively investigated by many researchers, including Marčenko and Pastur (1967), Grenander and Silverstein (1977) , Wachter (1978) , Jonsson (1982) , and Silverstein and Bai (1995) . Furthermore the LSD of a circulant random matrix was derived by Bose and Mitra (2002) 
Motivation and Main Result.
In this paper, we will focus our attention on the LSD of a symmetrized auto-cross covariance matrix
are independent random variables with mean 0 and variance σ 2 . Here, τ ≥ 1 denotes the number of lags. The motivation of this paper comes from any large dimensional model with a lagged time series structure which are central to large dimensional dynamic factor models (Forni & Lippi, 2001 ) and singular spectrum analysis (Vautard et al., 1992; Zhigljavsky, 2012) .
Consider the framework of a large dimensional dynamic k-factor model with lag q to understand the underlying motivation of this work. This takes the following form 
and
Note that essentially, M τ and Φ(τ ) are symmetrized auto-cross covariance matrices at lag τ and generalize the usual sample covariance matrices M 0 and Φ(0). The matrix M 0 is well studied in the literature and it is well known that the limiting spectral distribution (LSD) has an MP law (Marcenko and Pastur, 1967). Moreover, when τ = 0 and assuming that Cov(F t ) = Σ f , the population covariance matrix of R t has the same eigenvalues as those of  
where c is the limiting ratio of N/T . However, to estimate the values of k and q separately, we need to study the LSD of M τ for at least one τ ≥ 1.
It is interesting to note that for τ ≥ 1 (τ being a fixed integer), the LSD of The main result of this paper is the following theorem. 
and F τ has a density function given by
where y 0 is the largest real root of the equation:
x 2 = 0 and y 1 is the only real root of the equation: follows, we may assume that
The details of verification is provided in Appendix A.
Derivation of the LSD of M(τ ).
In this section, we will provide the proof for the derivation of Theorem 1.1. To this end, we start with a section on notation followed by the proof.
Notation . Let the Stieltjes transform of
It follows that the LSD of M τ exists and has a probability density function lim v→0
For k ≤ τ or k > T , we still use the definition of A k with the convention
we have
Taking trace and dividing by N , we obtain
Taking expectation on both sides, we obtain
Applying the identity
for any nonsingular matrix B, we have
k and we have used the previously made convention that
By Lemmas B.1 and B.2, we have
Consequently,
which is independent of γ k+τ . Then, using (3.3) again, we obtain
By the same reason,
Next, we consider the cross terms. We have
Suppose that m n (z) converges to m(z) along some subsequence N = n ′ , by Lemmas B.3 and B.4, (3.2) will converge to
where x 1 is the root of the equation
with the larger absolute value. Substituting the expression of x 1 , we obtain
This can be further simplified to 
Let y 0 be the largest real root of the equation: 2 . If we replace y by y 0 in equation (3.10) , the solutions to (3.9) will be those to equations
from which we get four roots:
Now, we claim that the density of F τ at the origin lim z→0 −zm(z) satisfies
To show our claim, first by equation (3.8), we have
This means zm(z) must be bounded as z → 0. Otherwise, the LHS of the equation above is unbounded while the RHS tends to 0, which is a contradiction. Hence, the equation above can be simplified as
This means there exists a convergent subsequence {z k m(z k )} such that as 
Solve this for x 1 , and we have
.
Here the last equality is due to the fact 1 − c 2 m 2 (z) = 1 (1−c) 2 which can be derived from (3.8) and our assumption that lim z→0 −zm(z) = 0. However, solve the equation
and use the fact 1 − c 2 m 2 (z) =
again, we have
, which contradicts our last expression of x 1 . Hence the first part of the claim is proved.
Therefore, we have
Solving these equations under the condition a > 0, we have
where y 1 can be chosen as a real root of the equation: 
AB − CD = (A − C)B + C(B − D).
By Theorem A.43 of Bai & Silverstein (2010) ,
By (1.1) we have
Applying Bernstein's inequality, for all small ε > 0 and large N , we have
By Borel-Cantelli lemma, with probability 1, we have
where L is the Levy distance between two distribution functions. For the second part, we have
For the first part, notice that
For Eε 2 k 1 i < ∞ and Eε 2+δ (k 1 +τ )j < ∞, there exist constants C 1 , C 2 and C 3 such that
The previous two equations imply that J 11 → 0, a.s..
Furthermore, we have
which implies J 12 → 0, a.s. Hence, we have ||
. Now, we want to rescale the variables.
, otherwise.
Here ∆ = T 
Furthermore,
By definition of E, we have
For any (i, k) / ∈ E, we have
Here and in what follows, we assume that η → 0 slow enough such that the above upper bound tends to 0 as T → ∞. This together with Eε
Note that summands in J 22 and J 23 are pairwise orthogonal, hence we have EJ 22 = EJ 23 = 0. Therefore, we have EJ 2 → 0. Now, we want to compute V arJ 2 . First, we have
For simplicity, write
Note that in all expressions except J 2124 , components are orthogonal to each other. In addition, as a constant, J 2124 does not contribute to V arJ 2 .
Similarly, we have
for some ε ′ > 0. Hence, we have 
where
Next, let us consider 
Here, the first inequality follows from the fact that ∑ 
Noting We finally obtain
Using (B.1) and (B.2), for any t > 0, there exists r > t/δ + t/2 such that
By Theorem A.43 of Bai and Silverstein (2010), we have
where ∥f ∥ = sup x |f (x)|. Thus
This implies that 
and Cauchy-Schwartz inequality, we have ∑
Noting ε lj < η N T 1/(2+δ) and E|ε lj | 2+δ = v 2+δ < ∞, we get
For any t > 0, there exists r > 2t/δ + t such that E|γ
almost surely and uniformly in k ̸ = l. The proof of the lemma is complete.
In the next lemma, we find the limit of γ 
, where x 1 is the same as above.
k,k+τ,··· ,k+ℓτ γ k+(ℓ+1)τ . Then by (3.4), we have
where r(k) = o a.s. (1) , uniformly in k ≤ T + τ . Using this relation again, we
Applying this relation ℓ times, we may express W k in the following form
where the coefficients satisfy the recursive relation where the convergence is uniform in k.
Proof. Obviously, when τ < k ≤ 2τ , the lemma is true because γ k−τ is independent of A k . Similarly, the lemma is true when T − τ < k ≤ T .
When 2τ < k ≤ T − τ , by (3.6) and what is proved in the last lemma, k,k+τ γ k+2τ | for some η > 0 such that |a/x 1 | + η < 1. Now, the lemma can be proved by induction.
