Empirical analysis of …rm-level investment in R&D and its e¤ect on innovation patterns and productivity has advanced as a result of the collection of innovation surveys in many countries. The weak link in the analysis of the innovation surveys is the empirical model of …rm R&D choice. In this paper we summarize how a dynamic, structural model of …rm invesment can be used to estimate …rm demand for R&D with the data collected in innovation surveys. The estimates provide a natural measure of the expected bene…t to the …rm of investing in R&D and allow the researcher to simulate how the …rm's R&D investment will respond to cost or demand changes.
Introduction
The study of a …rm's investment in research and development (R&D) and its impact on productivity improvement has long been uni…ed around the "knowledge production function" framework of Griliches (1979) . In that framework …rm's investments in R&D both cumulate and depreciate over time creating a stock of knowledge capital which enters as an input in the …rm's production function. A large empirical literature, which is comprehensively surveyed in Hall, Mairesse, and Mohnen (2010), has focused on measuring the relationship between …rm sales and knowledge capital and using the estimates to construct a rate of return to R&D investment. The goal of measuring both the private and social rate of return to R&D has led to the development of more complex models describing the relationship between R&D, innovation outputs, and productivity, improved econometric methods for dealing with the endogeneity of R&D and measurement errors, and better data collection especially at the micro level. In this article we will focus on a small part of this literature: the application of dynamic structural models to measure the expected bene…ts of R&D investment and simulate investment responses to changes in R&D policy.
In the last decade a number of European countries have implemented innovation surveys that are designed to elicit …rm-level information on innovation outcomes and the …rms'expenditures on innovation activities, broadly de…ned, in order to help researchers and policy makers better understand a country's productivity performance. The innovation surveys have been used to develop scoring formulas providing a baseline for policy makers to evaluate the e¤ectiveness and the progress of a country's or industry's innovation activities (EU (2011)). They are unique relative to most R&D surveys because they recognize that R&D expenditure may not be the only pathway through which …rms'discover and implement new product or process innovations.
The hope is that collecting data on both the incidence and magnitude of …rm innovations will provide additional insights into the pathways that lead from …rm investments on R&D and innovation to actual productivity or pro…t improvements by the …rm.
A large empirical literature has developed analyzing the data in the innovation surveys.
Most studies are built around the four-equation model of Crépon, Duguet, and Mairesse (1998) (hereafter, CDM) and the re…nements in Mairesse, Mohnen, and Kremp (2005) . This provides a framework specifying the linkages between R&D inputs, outcomes of the innovation process, and productivity. While very useful for organizing and identifying the correlations in these variables, this framework does not attempt to model the …rm's demand for R&D in a way that exploits all the information that is available in the innovation and productivity data and cannot be used to conduct analysis of alternative policy options such as R&D subsidies.
In this article we will outline a more richly speci…ed dynamic, structural model of the …rm's demand for R&D that utilizes the information collected in the innovation surveys. The demand results from the …rm choosing R&D to maximize the sum of discounted expected future pro…ts while recognizing the impact of the R&D choice on future productivity and pro…ts. By estimating this structural demand curve we are able to infer the expected bene…t to the …rm's investment in R&D. The structural demand model also allows us to change parameters in the …rm's environment, for instance the degree of competition in the output market or introduction of R&D subsidies, and quantify how these changes a¤ect the …rm's decision to invest in R&D, its productivity, and the long-run impact on pro…tability. As such they provide a way to analyze the e¤ects of policy decisions that a¤ect the costs or bene…ts of R&D to the …rms. This survey will summarize alternative approaches to measuring the linkages between R&D, innovation, and productivity, how a detailed speci…cation of the …rm's choice of R&D a¤ects the way the innovation survey data is utilized and the type of inference possible. We will illustrate the R&D demand model with an application to the Community Innovation Survey data from a set of German manufacturing industries.
Analysis of R&D Using Innovation Surveys
The Community Innovation Surveys (CIS) refer to a collection of internationally-harmonized …rm-level surveys conducted separately in European countries. They rely on the Oslo Manual (OECD, 1992 (OECD, , 1996 (OECD, , 2005 to provide a common framework for de…ning innovation activities, both inputs and outputs of the innovation process, and so provide a basis for cross-country comparisons. These surveys started in 1993 and were initially conducted every four years with each wave covering a three-year time span. Since 2005 they are conducted every two years. In most countries each wave is a cross-sectional sample with partly overlapping …rms across waves, although Germany, in particular, designed the survey as a panel of …rms. The surveys cover …rms from the manufacturing, mining, energy, and most service sectors and in many countries can be linked to other producer surveys. Mairesse and Mohnen (2010) describe the survey framework and discuss di¤erences across countries and the limitations of the surveys in policy analysis and research work.
The surveyed …rms are generally asked to report their revenue, number of employees, and investment in physical capital. The unique variables collected are input and output measures of the innovation process. In particular, each …rm reports its R&D spending but also spending on a broader set of innovation activities including worker training in this area, acquistion of external knowledge, and capital, marketing, and design expenditures involved in developing a new product or introducing a new production process.
The …rms also report whether they have realized any of four types of innovations, product, process, organizational, and marketing, during the time period under review. The Oslo Manual de…nes a product innovation as a new or signi…cantly improved product or service. A process innovation refers to new or signi…cant changes in the way products are produced, delivered, or supplied. Organizational innovation is de…ned as new business practices, workplace organization, or external relations and marketing innovation refers to changes in product design, packaging, product placement or promotion, and pricing methods. The innovation does not have to be new to the market but only to the …rm. A …rm could report an innovation if it adopted a production technology or business practice from a competitor or expanded its product line even if the product was already o¤ered by other …rms. The variables indicating a product and process innovation are the most consistent measures of innovative outputs and have been collected in many waves of the CIS while the variables indicating organizational and marketing innovation have been included only since 2005. Some surveys also collect quantitative measures of innovation outputs such as the percentage reduction in cost due to a new production process or the percentage of …rm revenue due to a newly-introduced product.
Based on the information the …rms report on their characteristics (industry, region), spending on production inputs (labor, materials, and capital investment) and innovation inputs and outputs, the CIS data allows researchers to link the …rm's invesment in R&D to its innovation outcomes and ultimately to revenue or pro…ts. Crépon, Duguet and Mairesse (1998) introduce a conceptual framework that matches very naturally with the CIS data and has been widely used in its analysis. There are already several good surveys of this literature including Hall, Mairesse, and Mohnen (2010) and Hall (2011) and we only provide an overview so that we can contrast it with the structural demand model we present in the next section. 1 The CDM model describes three linkages that relate innovation choice to …rm performance.
The …rst relationship describes the …rm's choice of innovation inputs, generally R&D expenditure, as a function of …rm and industry variables that are likely to shift the long-run return to R&D:
Here rd is the discrete decision variable for whether …rm i invests in R&D and R=Z is a measure of the …rm's research intensity, such as the R&D to sales ratio or R&D per worker. x d and x k are vectors of …rm and industry characteristics explaining rd and R=Z, such as the number of workers, the market share of the …rm, and the industry it belongs to. In empirical analyses researchers have employed numerous measures for innovation choice including actual spending on R&D, the broader measure of innovation spending, and R&D intensity. The choice can be modeled as a discrete decision or a mixture of discrete and continuous choices.
The second relationship, often referred to as the knowledge production function, links the …rm's inputs of R&D to innovation outcomes:
Measures of innovation outcomes n are expressed as a function of R&D choice r i , which is either the discrete rd i or the continuous R=Z i measure and a vector of factors x n a¤ecting innovating success such as …rm or industry characteristics or other input choices of the …rm. In addition to the discrete and continuous innovation outcome variables collected in the CIS and discussed in the last section, n could also be a measure of the number or value of patents held by the …rm.
The third relationship links innovation success to …rm performance measures ! i :
Firm performance, generally sales, pro…ts, labor productivity or total factor productivity (tfp),
is modeled as a function of the innovation outcome n i and other …rm-speci…c factors such as capital stock, physical investment, or number of workers, x ! .
This framework has provided the conceptual structure that many researchers have relied upon to analyze innovation survey data. Individual studies using this framework have extended it in various ways to incorporate institutional features, exploit variables collected in a speci…c survey, and deal with econometric issues including endogeneity of the R&D choice, unobserved …rm characteristics that link the equations, and sample selection bias. 2 While the empirical studies are primarily cross-sectional, linking contemporaneous innovation inputs, outputs, and …rm performance, there is a (complicated) panel structure to the data that has allowed some researchers to incorporate dynamic aspects of the innovation process by exploiting lags in the variables. 3 Focusing on the studies using innovation data that are surveyed in Hall (2011) or summarized in OECD (2010), one of the …rst features characterizing the data is that R&D investments are neither necessary nor su¢ cient for a …rm to realize an innovation. The probability of a …rm introducing a new product to the market, if the …rm invests in R&D, varies from 40 to 65 percent across countries, while the same probability for …rms that do not invest in R&D is generally between 10 and 30 percent (OECD, 2010, chapter 1). While this suggests that R&D investment does matter in the innovation process it also indicates room for randomness or other systematic determinants in the linkage between R&D and innovation. This in turn has implications for the speci…cation of equation (2) . In particular, we want to allow …rms to report innovations even when they do not have any formal R&D or innovation expenditures.
A second …nding is that R&D expenditure is more highly correlated with product innovations than process innovations and this suggests it will be important to distinguish the two types of innovations in equation (2) . A third …nding is that tfp is positively and signi…cantly related to product innovations. In the studies using European data, the elasticity of tfp with respect to the share of the …rm's revenue resulting from the new product introduction varies from .05 to .29 and is higher in the high-tech industries. This positive correlation holds up when product innovation is measured as a discrete variable. A fourth …nding is that the correlation of process innovation and tfp is much weaker, often zero and sometimes negative. The latter is possible if process innovations lead to revenue reductions. This could happen if the lower costs pass through into lower output prices and the …rm faces inelastic demand. Alternatively, …rms with low productivity levels may be forced to adopt process innovations in order to survive. One implication for the econometric model is that it is desirable to distinguish product and process innovations in the speci…cation of equation (3). Fifth, the continuous measures of product and process innovation in the CIS are more likely to be impacted by measurement error than the discrete indicators of innovation or R&D variables and this can contribute to an attenuation of the estimated impact of innovation on productivity in equation (3).
Focusing on the broader set of micro data studies directly linking R&D and productivity, Hall, Mairesse, and Mohnen (2010) report a strong positive correlation between R&D investment and …rm productivity. This re ‡ects a combination of the equations (2) and (3) Tables 2, 3 ). This literature focuses on a return to R&D that is based on the impact of knowledge capital in the production function. In the next section we will summarizere a dynamic model of R&D investment that leads to a di¤erent measure of the long run impact of R&D and can be interpreted as the expected payo¤ that a …rm anticipates when it undertakes an R&D program.
A Structural Framework for R&D Investment
R&D investment is inherently a dynamic decision since the …rm must incur costs in the present period for an anticipated gain in pro…ts in future periods. There is likely to be a time lag between the …rm's R&D expenditure, the new product or process innovations it produces, and measureable gains in productivity, sales, or pro…ts. In addition, once innovations are realized, their impact on the …rm may persist for a long time, changing the …rm's environment and altering future investment decisions as well. R&D investment is unlikely to have a one-shot impact on the …rm's performance. The magnitude of the gains from R&D investment may also be subject to a large random component that the …rm cannot forsee. This randomness can arise at di¤erent stages. First, whether the R&D investment will produce any innovation at all and, if it does, which type of innovation is di¢ cult to know at the time of investment.
Second, the impact of a new product or a change in organization or production process on the …rm's future pro…t is also di¢ cult to predict. For both reasons the economic bene…t of R&D investment to the …rm is likely to be uncertain. In this section we outline a dynamic structural model that accounts for both the uncertainty and the intertemporal nature of the payo¤s from R&D investment. 4 This model can be estimated with the type of micro data collected in the CIS and used to measure the expected costs and bene…ts for a …rm choosing to invest in R&D. (2012)). 5 In the area of …rm decisions, the goal of a structural model is to estimate the primitives of technology and production costs, entry costs, and consumer preferences from data on the observed output, input, pricing, and investment choices of the …rm. One of the advantages of a structural model is that it can be used to simulate the e¤ects of changes in the …rms'costs, 4 There are many theoretical models of R&D investment in the literature that account for these factors. Aghion and Howitt (1992), Ericson and Pakes (1995) , Klette and Griliches (2000) , and Klette and Kortum (2004) are prominent examples. The focus of this review is on the empirical speci…cation of a dynamic model of R&D. 5 See Wolpin(1996), Aguirregabiria and Mira (2010) for general discussions of discrete dynamic models and Reiss and Wolak (2007) for a comprehensive overview of structural modeling in industrial organization. or technology on the …rms' decisions. For example, Nevo and Whinston (2010) discuss how structural estimates of …rm cost and demand parameters can be used to simulate the e¤ect of a merger on price and output decisions. The key requirement is that the parameters of the estimated model must not change when there are changes in the economic environment.
In the area of R&D investment there is a small number of papers that use micro data to estimate structural models. Aw, Roberts, and Xu (2011) use Taiwanese …rm data to model the joint decision of a …rm to export and to invest in R&D, where both choices are alternative paths to build expertise and improve productivity. Xu (2008) uses Korean …rm data to estimate both a direct e¤ect of the …rm's own R&D and a spillover e¤ect of their R&D onto the productivity of other producers. Peters, Roberts, Vuong, and Fryges (2013) (herafter PRVF) use micro data collected as part of the German CIS to estimate a model of the …rm's discrete decision to undertake an R&D program. By explicitly modelling the …rms'behavior these papers can then study, for example, how a change in the tax treatment of R&D expenditures, such as an investment tax credit changing the cost of R&D, could impact the …rm's investment and innovation. In this section we will outline the model used in PRVF and discuss how it can be used to measure the long-run bene…ts of R&D investment to the …rm and simulate the e¤ect of a change in R&D costs.
The Basic Assumptions
Consider a single …rm i making input and output choices at the beginning of time period t.
The …rm faces a logarithmic production function
y is log output, l is a set of variable inputs, such as labor, materials, and energy in logs, k is the log of capital or other …xed factors, and ! is a …rm-speci…c productivity level which the …rm observes and will be able to a¤ect in the future through its choice of R&D. The random shock is a stochastic factor the …rm cannot control and does not observe until after it has made its input decisions. Given its productivity level, …xed production factors, and exogenous input prices, the …rm chooses its variable inputs to maximize the current period pro…t which we represent by the pro…t function (! it ): 6 For simplicity we have written productivity as arising from just the production side. In general the output variable in most empirical models is the …rm's sales de ‡ated by a common output price index. Klette and Griliches (1996) show that if …rms produce di¤erentiated products and have di¤erent output prices then productivity measures based on sales production functions will also capture di¤erences in demand characteristics across producers. The important point for this discussion is that the …rm productivity level ! directly impacts …rm pro…t and the …rm will be able to impact its future productivity through its investments in R&D. 7 Next, the …rm makes a decision whether to invest in R&D, r it ; to improve the level of its future productivity. Firm i will incur an investment cost in the current period which is given by c(r it ). The bene…ts of R&D will be treated in two steps. First the …rm's choice of r it a¤ects the probability of realizing an innovation in the next period n it+1 . Denote F (n it+1 jr it ) as the probability distribution of future innovation given the …rm's choice of r it : This captures the same part of the productivity process as equation (2) in the CDM model. Second, innovations can lead to improvements in the …rm's future productivity and this will be represented by a distribution function G(! it+1 j! it ; n it+1 ) that depends on both the …rm's current productivity level and its realized innovations. This is analogous to equation (3) in the CDM model. Given this structure we can derive the …rm's decision rule for r it but before that it is useful to comment on features of this setup.
First, the cost c(r it ) includes the expenditure on employees and materials used in the R&D operations but, more generally, it also includes any adjustment costs which the …rm faces in starting or maintaining its R&D investment and which are unlikely to be directly measured in the CIS data. These adjustment costs are likely to di¤er between …rms that are maintaining one or more ongoing R&D projects and …rms that are just starting to undertake formal R&D. 6 The pro…t function will also be dependent on the …xed factor kit and the exogenous input prices. We will ignore these factors in order to focus on the role of productivity and R&D in the explanation that follows. The more complete model in Peters, Roberts, Vuong, and Fryges (2013) incorporates exogenous state variables in the speci…cation. 7 PRVF begin with an explicit model of …rm cost and demand where each component depends on an underlying …rm-speci…c factor. They derive the …rm's pro…t function (!it) and show that the productivity variable ! is a weighted sum of cost and demand characteristics. It is another reason why it is desirable to distinguish product and process innovations and allow each to have a di¤erent impact on …rm productivity.
Other parts of the cost of R&D might not be directly measurable like the capital costs of buildings and equipment. From the modeling perspective, it will be useful to recognize that some of the costs of R&D might be unobserved by the reseacher and may need to be estimated within the model. Second, the R&D-innovation relationship summarized by the distribution function F (n it+1 jr it ) is used to capture several features of the innovation process. It recognizes that there is a stochastic component to the innovation process. Conditional on the …rm's choice of r it , innovation outcomes are still random. We expect R&D investment to have a positive e¤ect on the probability that the …rm innovates (and this is consistent with the OECD …gures cited above) however, the amount of the shift is an empirical question. The speci…cation can also incorporate the idea that a …rm can realize an innovation without any formal spending on R&D.
This can re ‡ect luck, the e¤ect of expenditures on R&D in the more distant past even if the …rm is not currently investing, ideas that are brought to the …rm through hiring of experienced workers, or changes in production processes that result from learning by doing without formal R&D investment. If the data are available, the innovation process can also be modeled so that n is multidimensional and there may be economies (or diseconomies) of scope in the innovation process. This could occur if a new product was developed with R&D spending but its manufacture required a change in the existing production processes. It is also possible to generalize this part of the model so that the innovation outcomes are also conditional on the …rm's characteristics. In particular the …rm's capital stock or size could have an impact on the probability they innovate. For example, large …rms may have more opportunities to implement process innovations or have a more diverse product line so that product innovations are more likely.
Third, the stochastic evolution of productivity, represented by the cumulative distribution function G(! it+1 j! it ; n it+1 ) is an important component because it captures how a …rm's innovation impacts future pro…ts and thus the economic value of the innovation. Olley and Pakes (1995) develop the idea of treating productivity as an exogenous …rst-order Markov process and writing it as ! it+1 = g(! it ) + " it+1 where g(! it ) is the expectation of future productivity by the …rm given its current productivity level and " it+1 is a zero mean, iid shock to future productivity. They show how to incorporate this assumption on productivity evolution into a production function model and estimate both the parameters of the production function and the process of productivity evolution. More recently, Doraszelski and Jaumandreu (forthcoming) and Aw, Roberts, and Xu (2011) have generalized the assumption to make productivity growth endogenous. The productivity process can be a¤ected by the …rm's R&D investment: 8 In the speci…cation used in PRVF, the …rm's realized innovations are assumed to shift the distribution of future productivity: ! it+1 = g(! it ; n it+1 ) + " it+1 : In this case the …rm's expectation of period t + 1 productivity depends on its period t productivity and its realized innovations. The …rm will base its expected return to R&D on this part of the productivity evolution process, recognizing that innovation outcomes themselves are not fully predictable. This speci…cation recognizes …rm-level productivity is persistent and implies that shocks to productivity get incorporated into future productivity levels and thus their e¤ect, along with the e¤ect of the …rm's innovations, persist into the future.
This speci…cation explicitly requires panel data in order to estimate these intertemporal linkages in the productivity process. Because many of the CIS data sets are primarily crosssectional, the CDM applications generally model di¤erences in the level of productivity across …rms as a function of innovations as in equation (3), although some papers do model productivity growth as a function of innovations and this is closer to the speci…cation in PRVF and used here.
The Dynamic Choice of R&D
Given this setup it is possible to derive an empirical model of the …rm's optimal choice of R&D. If the …rm is forward looking it will incorporate information about the likely e¤ects of its R&D choice on its future innovations, productivity, and pro…ts. This will lead to an explicit formulation of the …rm's dynamic demand for R&D, a feature that is absent from equation (1).
Assume that …rm i chooses its sequence of R&D expenditures fr it g to maximize the dis-counted sum of expected future pro…ts net of the cost of R&D. Its value function can be written as:
where is the discount factor. The …rm's value function V is the sum of its current period pro…t and maximized discounted future expected value net of the cost for investment. The expected value term EV (! it+1 j! it ; r it ) is important in the R&D decision because it captures all future payo¤s to the …rm from investing in R&D. R&D investment in year t will lead to a higher probability of innovation and a higher path for productivity in year t + 1 which in turn raises future pro…ts. The expected future value can be written more precisely in terms of the stochastic assumptions about the innovation and productivity processes:
The three terms on the right hand side of the equation identify the steps from R&D to innovation, innovation to future productivity, and future productivity to future long-run pro…ts.
Because this is an expectation over the future values of innovation and productivity, the speci…-cation captures the fact that future innovations and productivity are not known with certainty when the …rm chooses its R&D.
In the discrete case modeled by Aw, Roberts, and Xu (2011) and PRVF, R&D is treated as a discrete choice by the …rm and the R&D variable is given as rd it = 1 if the …rm chooses to invest in R&D and rd it = 0 if it does not. In this case the marginal bene…t to the …rm of investing in R&D is the di¤erence in the expected future value between the two choices. This gives us a natural way to de…ne the long-run payo¤ to the …rm from R&D investment:
The term EV is simply the increment to the expected future value of the …rm if they choose to invest in R&D. Since productivity is persistent, a gain in productivity does not only show up as additional pro…t in the next period but also in all subsequent periods and EV (! it ) captures this long-run payo¤. Furthermore, a higher level of productivity implies a higher return on the investment and makes it more likely for …rms to conduct R&D in the future which again will positively in ‡uence the …rms' productivity path. This long term gain adds to the bene…t of investing in R&D.
When deciding the level of R&D investment the …rm must weigh this expected gain in future pro…ts against the current cost of R&D. The …nal element needed to complete the empirical model of R&D demand is a speci…cation of the cost function for R&D. For example, in Aw, Roberts, and Xu (2011) and PRVF, the authors treat …rm costs as independent draws it from an underlying cost distribution C( ) and estimate parameters describing this distribution as part of the model. In this discrete framework, the …rm's demand for R&D is simply the probability that they choose rd it = 1; which is the probability that EV (! it ) it . 9 This model of R&D demand puts substantial structure on equation (1) by tying the …rm's choice to the subsequent likely e¤ects of R&D on the …rm's future pro…ts. In addition to providing a summary measure of the payo¤ to R&D, EV (! it ); it also provides a basis for simulating how the …rm's optimal choice of R&D will change with changes in either the costs or bene…ts of R&D.
Estimates for the German Manufacturing Industries
PRVF estimate this dynamic model using …rm-level data from the Mannheim Innovation Panel which is collected by the ZEW and is the source of the CIS data for Germany. The key components of the data are a measure of …rm pro…ts, the …rm's capital stock, the discrete pattern of …rm R&D decisions, and the discrete pattern of process and product innovations realized by the …rm. To illustrate how the model works we provide estimates for a simpli…ed version of their model. We divide the manufacturing industries into two broad groups based on OECD (2011) de…nitions. The high-tech industry group includes the chemical, non-electrical machinery, electrical machinery, instruments and motor vehicle industries. These industries 9 The …rm's choice of R&D can also be treated as a continuous variable and the …rm will choose the R&D expenditure to set the marginal bene…t of an additional euro of R&D equal to the marginal cost:
In this case we would interpret the marginal bene…t as the e¤ect of an extra euro of expenditure on R&D on the …rm's value.
have a ratio of R&D to sales that is greater than .025. The low-tech industry group includes food, textiles, paper, plastic, basic metals, non metallic minerals, and wood products industries which have much lower R&D to sales ratios. We estimate the model separately for the hightech and low-tech groups because we believe that the opportunities for technological advances or new product introductions are likely to di¤er for the two groups and this will a¤ect the relationship between R&D and productivity.
Before discussing the results, there are a few special features of the German CIS data and the model speci…cation that are needed to interpret the results. We treat the R&D variable rd as a discrete choice where it equals 1 if the …rm reports any expenditure on innovation inputs. This is a broader de…nition that also captures …rms that spend money on acquiring external knowledge or on marketing and design features but do not report direct R&D expenditures.
We use two discrete measures of …rm innovation: product innovations will be denoted as nd and process innovations denoted as nz: Each will be set equal to one if the …rm reports that type of innovation and zero if it does not.
In modeling the cost of R&D, c(r it ) in the theory model, we distinguish two types of …rms.
The …rst are …rms that had invested in R&D in the previous period. In this case the cost of conducting R&D is the cost of maintaining their ongoing innovation activities and we will refer to this as a …xed per period cost. This could include all expenses that are incurred for inventing, introducing or implementing a new product or process such as operating costs related to R&D sta¤, materials, software and equipment. It can also include expenditures spent on intangibles bought from others such as licenses. The second type of …rm did not invest in R&D in the previous period and is likely to face additional costs involved with starting up an R&D program.
These can include costs such as the capital costs of a new research facility or hiring cost for R&D workers. These costs are only paid when the …rm begins R&D. In each of these cases the …rm's cost will be modeled as a random draw from either an underlying …xed cost distribution or a startup cost distribution, depending on their previous R&D experience. By modeling the cost of R&D in this way we recognize that …rms that are starting up an R&D program may face di¤erent, presumably higher, costs than experienced …rms. We also recognize that we cannot observe all the underlying costs relevant to the …rm's decision.
The …rst feature to be estimated from the data is the e¤ect of R&D on the probability of a future innovation, the analogue of F (n it+1 jr it ) in the theory model. Table 1 summarizes the probability that a …rm reports adopting a new product or process innovation given that it did (rd it = 1) or did not (rd it = 0) invest in R&D. The …rst column of the table shows that, among the …rms that did not report any R&D expenditure (rd it = 0), the probability of not having a subsequent product or process innovation is .769 or .786 in the two industry groups. Perhaps more surprising is that approximately 22 percent of the …rms report adopting an innovation with the most common outcome being both a product and a process innovation.
This occurs with a probability of .131 and .115 in the two groups. R&D investment in the previous period is not a necessary condition for an innovation. The di¤erence in innovation probabilities between the low tech and high tech industry groups is small when the …rms do not invest in R&D. When the …rms do engage in R&D (rd it = 1) the innovation probabilities are very di¤erent. The probability of no innovation is much lower, .108 and .206 in the two industry groups, although it is not zero implying that R&D investment is not su¢ cient to guarantee future innovations. In addition, the probability of a product innovation is much higher than the probability of a process innovation and the most likely outcome is that the …rm reports both types of innovations. Clearly, …rms that invest in R&D report higher rates of innovation. Among this group, the innovation probabilities are also higher for the high-tech industry group probably re ‡ecting more opportunities for product or process improvements.
Overall the data are consistent with R&D expenditures leading to future innovations by the …rm.
: Table 1 The Probability of an Innovation Conditional on R&D investment R&D Choice The second part of the model is the productivity evolution process, the analogue of ! it+1 = g(! it ; n it+1 ) + " it+1 in the theory model. PRVF modeled the systematic part of the productiv-ity process as g(! it ; ! 2 it ; ! 3 it ; nd it+1 ; nz it+1 ; (nd it+1 nz it+1 )); that is as a third-order polynomial in ! it and complete set of dummies for the di¤erent combinations of process and product innovations. 10 Table 2 reports the estimates of the coe¢ cients on the discrete innovation variables.
Focusing on the …rms in the high-tech industries, a …rm that reports a product innovation has productivity that is 0.7 percent higher than a …rm with no innovations. Firms with process innovations have productivity that is 1.0 percent higher and …rms that have both product and process innovations have productivity that is 0.9 percent higher (the sum of all three coe¢ -cients). A similar pattern is seen in the low-tech industries but the contribution of product innovations is smaller, 0.1 percent addition to productivity. In both cases the interraction term nd nz is negative and approximately equal to the coe¢ cient on nd; implying that …rm's that report both types of innovations do not have any additional productivity improvement relative to …rms that just report a process innovation. Process innovations are found to have a larger impact on productivity than product innovations. Combining the estimates from Table 1 and Table 2 , we can measure the contribution of R&D to …rm revenue. 11 This elasticity is equal to .030 for the high-tech industry group, …rms that conduct R&D have 3.0 percent higher revenue, holding capital …xed, than …rms that do not do R&D. The estimate for the low-tech group is .026. The lower estimate for this industry re ‡ects a smaller e¤ect of product innovation on productivity in Table 2 but also a lower innovation success rate as reported in Table 1 . This measure is conceptually similar to the elasticity of sales with respect to R&D capital that is estimated by many authors using 1 0 The productivity level ! is not directly observable in the data but is estimated as part of the model jointly with the parameters of the g(!it; nit+1) function using the approach developed by Olley and Pakes (1996) . See the full version of the PRVF paper for the details. 1 1 We calculate the revenue elasticity of R&D based on the speci…cation of PRVF. Given explicit assumptions about …rm's cost and demand functions we can write the …rm revenue as a function in its productivity level ! and the demand elasticity in the output market ; ln Sit(xit; !it; ) = (1 + )( xit !it) where xit is a vector of variable input prices and …xed capital stocks. Table 1 and Table 2 provide estimates to contruct the average e¤ect of R&D investment on productivity. Combining this with the demand elastictiy estimates yields the e¤ect of R&D on …rm revenue. We estimate to be -4.98 for high-tech and -5.59 for low-tech industries.
the CDM framework. The main di¤erence is that these estimates correspond to a di¤erence between …rms that do R&D and those that do not, while the CDM estimates generally treat R&D as a continuous variable. Estimates of the sales elasticity reported by Hall, Mairesse, and Mohnen (2010 , Table 2a ) vary from .01 to .25 and are centered on .08.
One of the primary gains from the dynamic structural model is a measure of the long-run expected bene…t of performing R&D, EV (! it ). 12 This captures the immediate gain in pro…t from having a higher productivity level but also the gain to a …rm from being on a more favorable future productivity path. Table 3 reports estimates of this bene…t. As described above this will vary with the productivity level of the …rm and we report it for the 5th, 25th, 50th, 75th and 95th percentiles of the productivity distribution for …rms in high-tech and low-tech sectors.
A high-tech …rm with productivity level of -0.174 (the 5th percentile of the productivity distribution) has an expected gain from investing in R&D of 1.869 million euros. This gain goes up to 24.251 million for a …rm at the 95th percentile of the productivity distribution. The increase in EV as productivity rises is also present within the low-tech group, however the di¤erence in magnitude is pronounced. A …rm in the high-tech group with a productivity level at the 95th percentile faces a gain from R&D investment of more than 24 million Euro, whereas it is only 3.5 million Euro for a comparably productive …rm in the low-tech industries. This result re ‡ects overall lower productivity and pro…t levels in the low-tech industries. The positive relationship between …rm productivity and the bene…t from performing R&D causes the highproductivity …rms to self select into R&D investment at a higher rate than low-productivity …rms. 1 2 The model also provides estimates of the distribution of …xed costs by …rms maintaining an R&D program and startup costs for …rms that are beginning to invest. The startup costs are consistently higher than the …xed costs which leads to hysteresis in the pattern of R&D participation. Both costs are estimated to be higher in the high-tech industries. The mean …xed cost and startup costs for the high-tech industries are 1.55 and 7.63 million euros. For the low-tech industries they are 0.88 and 3.07 million euros. An alternative way to characterize the gains from R&D is to express them net of the cost of investment. In the PRVF model, the marginal bene…t of R&D is determined by the …rm's productivity level while the cost that the …rm must spend to achieve this bene…t is treated as random with a di¤erent distribution depending on whether it is a …xed or startup cost. Let E( ) be the mean of the distribution of costs, either …xed or startup, across the …rms, then the net bene…t of R&D at the mean cost level is:
where we normalized by the value of the …rm. N BV is a measure of the expected net bene…t of R&D investment expressed as a share of the value of the …rm. This will vary across …rms depending on their productivity level thus generating a distribution of returns to R&D across …rms. In addition, it can be negative. If a …rm has low productivity so that the bene…ts of R&D are small, but the costs of conducting R&D are high then the numerator of N BV can be negative and the …rm will not choose to invest in R&D.
The fourth and …fth columns of Table 3 report the value of N BV for di¤erent productivity levels in the two industries. The measures also depends on whether the …rm is paying a …xed cost to maintain its R&D or a higher startup cost to begin. For …rms that pay a …xed cost (column 4) we see that N BV is negative for the lowest productivity …rms in the high-tech industries but is positive for …rms above the 25th percentile of productivity. For a median productivity …rm, the net payo¤ is equal to 1.6 percent of …rm value. This is very di¤erent for a …rm that is contemplating entering into R&D investment. Since startup costs are estimated to be higher than …xed costs, only the highest productivity …rms will …nd it pro…table to begin investing in R&D. In the …fth column of the table we see that for a startup …rm with the median productivity level in the industry N BV is negative 0.1 percent of …rm value, so the …rm would not choose to invest in R&D. For the low-tech industries, the major di¤erence is that the negative values of N BV extend over a larger range of the productivity distribution. For startup …rms, even ones at the 95th percentile of the productivity distribution the expected net bene…ts are negative. This will lead to much lower rates of R&D participation in the low-tech industries and for …rms without previous R&D experience.
We have emphasized that an advantage of the dynamic model is that it estimates the longrun payo¤ to R&D as the increment to the …rm's value. Because the productivity gains are long-lived this will be larger than the one-period gain in pro…t. Within the model we can also calculate the one-period or short-run pro…t gain that would accrue as the di¤erence in future expected pro…ts if the …rm undertakes R&D versus does not:
This captures the fact that the …rm undertaking R&D in year t will likely have higher productivity and pro…ts in t + 1 but does not capture any of the payo¤ resulting from a permanently higher level of productivity in future periods or the increase this will have on the probability the …rm continues to invest in R&D in the future.
The …nal column of Table 3 reports the ratio of the short-run gain to the long-run gain:
It is apparent from the reported numbers that the short-term gain from R&D is only a small fraction of the long-term investment gain. In the high-tech group this ratio ranges from 1.0 percent to 9.5 percent depending on the …rm's productivity level. Lowtech …rms realize a larger share of the bene…ts in the short run. This is consistent with less persistence in the productivity levels for low-tech …rms. Overall, the fact that the long-run expected bene…t of R&D is substantially larger than the short-run bene…t emphasizes the need to examine R&D choice and calculate the bene…ts to R&D in a dynamic framework.
Policy analysis
A second advantage of estimating a structural model is to provide insights into the potential e¤ect of policy changes. Using the estimated model we can change conditions in the …rm's environment and ask how the …rm will respond in terms of its optimal choice of R&D and how this response will a¤ect the level of innovation and productivity going forward. A variety of possible policy experiments can be conducted but in the case of R&D investment the most interesting ones are likely to focus on the e¤ects of cost subsidies. These can take the form of tax credits for …rm investments in R&D or changes in the expensing of R&D costs for tax purposes. They could also arise from the establishment of R&D consortium that share development costs among …rms or research institutions. These cost subsidies could be designed to increase the investment levels of existing …rms, such as by reducing …xed costs of investment, or to increase the number of …rms investing in R&D, such as by subsidizing startup costs of new investors. Although we did not develop the role of demand side factors in this review article, a more complete model of R&D investment would incorporate demand di¤erences and competition among …rms. This could be used to assess the impact of policies that increase output market competition or alter the protection of intellectual property rights on the …rm's incentive to invest in R&D.
In this case we simulate the e¤ect of a permanent cost reduction for R&D investment.
This reduction can be the consequence of a direct government support such as a grant or the consequence of an indirect government support such as a tax credit. 13 We implement this change by having the …rms receive their R&D cost draws from a cost distribution with a lower mean. We then simulate the …rm's optimal investment decision under the subsidized cost regimes over a time horizon of 20 years and construct the resulting productivity path for an average …rm and the industry R&D investment rate. We consider two di¤erent cost subsidy programs, one that aims at supporting incumbent …rms by reducing the …xed cost they pay to maintain an R&D program and the second that aims to encourage entry by subsidizing startup costs. For each exercise we calculate the e¤ect of a 20 percent cost reduction on the …rm's R&D choice.
We will simulate the e¤ects of cost reductions on the path of average …rm productivity in the industry and the proportion of …rms that choose to invest in R&D and do this separately for the high-tech and low-tech industries. Facing a lower R&D cost, the …rm will be more likely to conduct R&D (using the discrete dynamic demand curve for R&D), this will lead to a higher probability of innovation and higher productivity. In turn this leads to a higher expected future value for the …rm. The impact of the subsidy can be estimated by simulating how each …rm responds under the new cost regime. Table 4 There is virtually no impact on the participation rate of …rms under the entry cost subsidy.
We …nd that subsidies to …xed cost have a greater e¤ect on investment participation rates than subsidies for startups. This response results from how each cost change a¤ects EV: The larger is the di¤erence between the …xed cost and the startup cost the more important is the …rm's prior experience in determining its participation. A decrease in entry cost makes it more likely that new …rms will begin investing but at the same time reduces the bene…t of doing R&D today which will lower the participation rate of existing R&D …rms. The entry and exit patterns o¤set each other and this results in an ambiguous e¤ect on the overall participation rate. A decrease in …xed cost makes it more likely that existing …rms will continue to invest in R&D but it also raises the value of investing in R&D to others and thus encourages entry.
The entry and exit patterns reinforce each other and lead to an increase in the proportion of …rms investing in R&D.
In the low-tech industries there is a more substantial response to the cost subsidies but again the response is in the participation rate, not the mean productivity, and is more substantial under the …xed cost subsidy. In that case the proportion of …rms rises to .626 after 20 years as opposed to .566 under the base case without a subsidy.
What these results suggest is that in industries where the private incentives to invest are already quite strong, cost subsidies do little to encourage additional …rms to undertake R&D investment. The heterogeneity in returns across …rms, which is driven by productivity differences in this simpli…ed framework, implies that the subsidies act only on those …rms that have expected bene…ts just below the expected costs, and in the high-tech industries there are relatively few …rms that are not already investing. With the low-tech industries, the expected bene…ts are lower and, while the …xed and startup costs are lower as well, more …rms are on the margin where the expected bene…ts are close to the expected costs. In this case cost subsidies can help to encourage …rms to continue investing in R&D even if they do little to encourage new …rms to undertake R&D. Another implication is that since these policy changes act only on the marginal …rms that are near the investment threshold, it may be very di¢ cult to …nd any impact on the average measures of productivity or pro…ts or revenue across all …rms in the industry. We believe that these simple simulations indicate that cost reduction matters, though it only impacts a subset of …rms and thus its e¤ect might be quite limited. This experiment illustrates one use of the structural model of R&D demand to quantify the e¤ect of a permanent cost reduction on …rm investment behavior and the industry producitivity development. Other possible interesting policy options include a temporary reduction in …xed or entry cost. Policy makers may also consider a subsidy program that is designed for speci…c group of …rms. The model used by PRVF can also link the cost reduction to observable …rm characteristics such as the size or age of the …rm or the industry in which it operates. The investment response of the a¤ected group of …rms, large versus small for example, could then be quanti…ed.
Conclusion
The study of the …rm-level relationship between R&D investment and productivity has been a major area of research since the pioneering work of Griliches (1979) and early empirical study by Griliches and Mairesse (1984) . In the last decade this has been spurred by the collection of …rm-level innovation surveys in a number of countries. Empirical studies using these surveys have identi…ed a set of robust facts about the importance of R&D in the innovation process and the contribution of innovations, especially product innovations, to the …rm's productivity or revenue. The framework developed by Crépon, Duguet, and Mairesse has proven very useful in organizing the empirical studies that cross many countries. It is ‡exible, allowing the researcher to exploit unique features of each country's data in a comparable setting, and has identi…ed some robust patterns in the relationship between R&D, innovation, and productivity.
In this article we highlight how the …rm's choice of R&D investment can be empirically modeled in a dynamic setting. The model recognizes that the …rm is forward-looking, so that its demand for R&D depends on how R&D investment a¤ects future innovation, productivity, and pro…ts. The …rm is making its choices under uncertainty about the exact outcomes of the innovation process. The dynamic decision model also provides a useful measure of the expected bene…t to the …rm of investing in R&D: the full impact the investment has on the expected future value of the …rm. This measure, which can be quanti…ed using the …rm-level innovation data, recognizes the dynamic linkages present in the innovation process. In this way the structural framework provides a methodology to measure the long-run expected payo¤ to R&D in a way that is consistent with the stochastic and dynamic nature of the innovation and productivity process. Estimating the model provides a basis for counterfactuals and policy simulations.
We summarize an empirical application, which is a simpli…ed version of the model estimated in Peters, Roberts, Vuong, and Fryges (2013), to data collected in the German CIS. We …nd that R&D investment has substantial e¤ects on the probability a …rm realizes a product or process innovation and that these innovations do have positive e¤ects on …rm productivity.
The expected bene…t of R&D investment varies positively with the …rm's productivity and is substantially larger in a group of high-tech industries than in a group of less R&D intensive industries. As a share of …rm value, the expected bene…t of R&D net of R&D costs varies from -0.6 to 1.6 percent across …rms with di¤erent productivity levels in the high-tech industries and from -3.3 to 0.8 percent in the low-tech industries. Firms with negative net bene…ts would choose not to invest in R&D. The results provide a picture of the …rms that …nd it pro…table to invest in R&D.
While this article has focused on a dynamic model of discrete R&D choice, there are a number of ways the basic framework can be extended. With some modi…cations, R&D or R&D intensity can be treated as a continuous choice variable for the …rm. We would then be able to quantify how an additional euro of R&D expenditure would be translated into future pro…ts and simulate the e¤ects of policy changes on the amount of R&D or innovation spending by the …rm. A more substantial extension would develop the output demand curve faced by the …rm and recognize that the …rm operates in a market environment. This could then be used to address two long-standing questions in the R&D literature: Are there spillover e¤ects of one …rm's R&D investment onto the long-run pro…ts of its competitors and what is the e¤ect of output market competition on investment choices?
