Abstract In this paper we study zero-sum two-player stochastic differential games with jumps with the help of theory of Backward Stochastic Differential Equations (BSDEs). We generalize the results of Fleming and Souganidis [10] and those by Biswas [3] by considering a controlled stochastic system driven by a ddimensional Brownian motion and a Poisson random measure and by associating nonlinear cost functionals defined by controlled BSDEs. Moreover, unlike the both papers cited above we allow the admissible control processes of both players to depend on all events occurring before the beginning of the game. This quite natural extension allows the players to take into account such earlier events, and it makes even easier to derive the dynamic programming principle. The price to pay is that the cost functionals become random variables and so also the upper and the lower value functions of the game are a priori random fields. The use of a new method allows to prove that, in fact, the upper and the lower value functions are deterministic. On the other hand, the application of BSDE methods [18] allows to prove a dynamic programming principle for the upper and the lower value functions in a very straight-forward way, as well as the fact that they are the unique viscosity solutions of the upper and the lower integral-partial differential equations of HamiltonJacobi-Bellman-Isaacs' type, respectively. Finally, the existence of the value of the game is got in this more general setting if Isaacs' condition holds.
Introduction
function U is defined by changing the roles of the both players: as the essential supremum of the essential infimum of all cost functionals, where the essential supremum is taken over all admissible strategies of Player I and the essential infimum is taken over all admissible controls of Player II; for the precise definitions see (3.9) and (3.10) . The objective of our paper is to investigate these lower and upper value functions. The main results of the paper state that W and U are deterministic (Proposition 3.1) continuous unique viscosity solutions of the associated Bellman-Isaacs equations (Theorem 4.1), and they satisfy the DPP (Theorem 3.1).
We point out the fact that W and U , introduced as combination of essential infimum and essential supremum over a class of random variables, are deterministic is far from being trivial. The method developed by Peng [18] (see also Theorem 6.1 of the present paper) for value functions involving only control processes but not strategies does not apply here since the strategies from A t,T and B t,T do not have, in general, any continuity property. In [5] , the authors used a new method, that of the Girsanov transformation, to solve this difficulty for the stochastic differential games in the framework of Brownian motion, but for the present situation-the SDGs driven by a Brownian motion and a compensated Poisson random measure this method is not applicable anymore. To overcome this difficulty we define a new type of measure-preserving and invertible transformations on the Wiener-Poisson space (see (3.11) and (3.12) ). We show in Lemma 3.1 that W and U are invariant under such transformations and in Lemma 3.2 we prove that the invariance of a random variable over the Wiener-Poisson space with respect to these transformations implies that it is deterministic. We emphasize that the proofs of the Lemmas 3.1 and 3.2 do not use BSDE methods. This makes this method also applicable to the other situations, such as standard stochastic control problems with jumps. The importance of the approach which considers control processes depending on events occurring before the beginning of the game, stems from that fact that, once proved that the upper and the lower value functions W and U are deterministic, Peng's notion of backward stochastic semigroups [18] extended to the framework with jumps, allows to prove in a very straight-forward way the DPP and this without any approximation or technical notions ( r-strategies and π-controls) playing an essential role in [10] and [3] . Moreover, our approach also allows to show directly with the help of the DPP that W and U are viscosity solutions of the associated Bellman-Isaacs equations.
Our paper is organized as follows. Section 2 recalls some elements of the theory of BSDEs with jumps which will be needed in what follows. Section 3 introduces the setting of stochastic differential game and its lower and upper value functions W and U , and it proves that both these functions are deterministic and satisfy the DPP. The proof of DPP is given in Section 6.2. In Section 4 the DPP allows to derive with the help of Peng's BSDE method [18] adapted to the framework of SDGs with jumps, that W and U are viscosity solutions of the associated Bellman-Isaacs equations. In Section 5 we prove the uniqueness of viscosity solutions of the associated Bellman-Isaacs equations. Finally, after having characterized W and U as viscosity solutions of associated Bellman-Isaacs equations we show that under the Isaacs' condition W and U coincide (one says that the game has a value). Finally, the Appendix recalls some complementary results on FBSDEs with jumps, to which we refer in our work.
Preliminaries
Let us begin by introducing the setting for the stochastic differential game we want to investigate. As underlying probability space (Ω, F , P ) we consider the completed product of the Wiener space (Ω 1 , F 1 , P 1 ) and the Poisson space (Ω 2 , F 2 , P 2 ). Here, (Ω 1 , F 1 , P 1 ) is a Wiener space: Ω 1 is the set of continuous functions from R to R d with value zero at 0, Ω 1 = C 0 (R; R d ) endowed with the topology generated by the uniform convergence on compacts. F 1 is the completed Borel σ-algebra over Ω 1 , and P 1 the Wiener measure under which the d-dimensional coordinate processes B s (ω) = ω s , s ∈ R + , ω ∈ Ω 1 , and B −s (ω) = ω(−s), s ∈ R + , ω ∈ Ω 1 , are two independent d-dimensional Brownian motions. By {F B s , s ≥ 0} we denote the natural filtration generated by {B s } s≥0 and augmented by all P 1 -null sets, i.e., 3
We now introduce the Poisson space (Ω 2 , F 2 , P 2 ). For this, we let E = R l \ {0} and endow the space E with its Borel σ-field B(E). By a point function p on E we understand a mapping p : D p ⊂ R → E, where the domain D p is a countable subset of the real line R. The point function p defines on R × E the counting measure µ(p, dtde) introduced by the relation µ(p, (s, t] × ∆) = ♯{r ∈ D p ∩ (s, t] : p(r) ∈ ∆}, ∆ ∈ B(E), s, t ∈ R, s < t.
In the sequel we will often identify the point function p with µ(p, .). Let now Ω 2 denote the collection of all point functions p on E and F 2 be the smallest σ-field on Ω 2 with respect to which all mappings p → µ(p, (s, t] × ∆), s, t ∈ R, s < t, ∆ ∈ B(E) are measurable. On the measurable space (Ω 2 , F 2 ) we consider the probability measure P 2 under which the canonical coordinate measure µ(p, dtde) becomes a Poisson random measure with Lévy measure λ. That means the compensatorμ(dtde) = dtλ(de) of µ transforms {μ((s, t] × A) = (µ −μ)((s, t] × A)} s≤t to a martingale for any A ∈ B(E) satisfying λ(A) < ∞. Here λ is an arbitrarily given σ-finite Lévy measure on (E, B(E)), i.e., a measure on (E, B(E)) with the property that
We complete the probability space (Ω 2 , F 2 , P 2 ) and introduce the filtration (F µ t ) t≥0 generated by our coordinate measure µ by settinġ
and taking the right-limits
where F is completed with respect to P, and the filtration F = {F t } t≥0 is generated by
Let T > 0 be an arbitrarily fixed time horizon. For any n ≥ 1, |z| denotes the Euclidean norm of z ∈ R n . We introduce also the following three spaces of processes which will be used frequently in the sequel:
Let us now consider a function g :
, and we also make the following assumptions on g throughout the paper:
The following result on BSDEs with jumps is by now well known, for its proof the reader is referred to Lemma 2.4 in Tang and Li [20] or Theorem 2.1 in Buckdahn, Barles and Pardoux [1] .
Lemma 2.1. Under the assumptions (A1) and (A2), for any random variable ξ ∈ L 2 (Ø, F T , P ), the BSDE with jump
A DPP for stochastic differential games with jumps
Now we begin to consider the stochastic differential games with jumps under our setting. The set of admissible control processes U (resp., V) for the first (resp., second) player is the set of all U (resp., V)-valued F t -predictable processes. The control state spaces U and V are supposed to be compact metric spaces.
For given admissible controls u(·) ∈ U and v(·) ∈ V, the corresponding orbit which regards t as the initial time and ζ ∈ L 2 (Ω, F t , P ; R n ) as the initial state is defined by the solution of the following SDE with jump:
where the mappings
satisfy the following conditions:
(i) For every fixed (x, e) ∈ R n × E, b(., x, ., .), σ(., x, ., .) and γ(., x, ., ., e) are continuous in (t, u, v); (ii) There exists a constant C > 0 such that, for all t
|γ(t, x, u, v, e) − γ(t, y, u, v, e)| ≤ ρ(e)|x − y|, |γ(t, 0, u, v, e)| ≤ ρ(e).
(H3.1)
From (H3.1) we get the global linear growth conditions of b and σ, i.e., the existence of some C > 0 such that, for all 0
Obviously, under the above assumptions, for any u(·) ∈ U and v(·) ∈ V, SDE (3.1) has a unique strong solution. Moreover, there exists C ∈ R + such that, for any t
we have the following estimates, P-a.s.:
The constant C depends only on the Lipschitz and the linear growth constants of b, σ and γ with respect to x. Let now be given three measurable functions
which satisfy the following conditions:
From (H3.2) we see that f and Φ also satisfy the global linear growth condition in x, i.e., there exists some 
where X t,ζ;u,v is introduced by equation (3.1). Note that in (3.5) and in the sequel, f depends on K in a very specific way in order to make full use of the comparison theorem-Lemma 2.2.
Moreover, in analogy to Proposition 6.1 in the Appendix, we can see that there exists some constant
Now, similar to [5] and [10] , we introduce the following subspaces of admissible controls and the definition of admissible strategies for the game: Definition 3.1. An admissible control process u = {u r , r ∈ [t, s]} (resp., v = {v r , r ∈ [t, s]}) for Player I (resp., II) on [t, s](t < s ≤ T ) is an F r -predictable process taking values in U (resp., V). The set of all admissible controls for Player I (resp., II) on [t, s] is denoted by U t,s (resp., V t,s ). We identify both processes u andū in U t,s and write u ≡ū on
Finally, we still have to define the admissible strategies for the game. 
Given the control processes u(·) ∈ U t,T and v(·) ∈ V t,T we introduce the following associated cost functional
where the process Y t,x;u,v is defined by BSDE (3.5). Similarly to the proof of Theorem 6.1 in the Appendix, we can get that, for any t
Being particularly interested in the case of a deterministic ζ, i.e., ζ = x ∈ R n , we define the lower value function of our stochastic differential game
and its upper value function
Remark 3.1.
(1) Here the essential infimum and the essential supremum should be understood as one with respect to indexed families of random variables (see, e.g., Dunford and Schwartz [8] , Dellacherie [7] or the Appendix in Karatzas and Shreve [14] for detailed discussions). The reader is also referred to Remark 3.1 in [5] .
(2) Let us point out that under our conditions (H3.1)-(H3.2) the lower value function W (t, x) and the upper value function U (t, x) are well defined and, a priorily, bounded, F t -measurable random variables. However, we show below that they are indeed deterministic functions. Such a result was already got in the case of stochastic differential games only driven by a Brownian motion (see [5] ). However, here, in presence of an additional driving compensated Poisson random measure, the argument of the Girsanov transformation employed in [5] doesn't work anymore and has to be replaced by a quite different transformation argument.
In what follows we concentrate on the study of W , the upper value function U can be investigated in a similar manner.
The proof will be split into two lemmas.
−1 of τ is equivalent to the underlying probability measure P.
Proof : We split now the proof in the following steps:
Indeed, we apply the transformation τ to SDE (3.1) (with ζ = x) and compare the obtained equation with the SDE obtained from (3.1) by substituting the controlled processes u(τ ), v(τ ) for u and v. Then, from the uniqueness of the solution of (3.1) we get X t,x;u,v s
Furthermore, by a similar transformation argument we obtain from the uniqueness of the solution of BSDE (3.5) ,
Consequently, in particular, we have
Obviously, β maps U t,T into V t,T . Moreover, this mapping β is nonanticipating. Indeed, let S : Ω → [t, T ] be an F-stopping time and u 1 , u 2 ∈ U t,T such that
is still an F-stopping time. For this we use that the assumptions i) and ii) imply that τ (
3 rd step: For all β ∈ B t,T we have:
Indeed, with the notation I(t, x; β) := esssup u∈Ut,T J(t, x; u, β(u)), β ∈ B t,T , we have I(t, x; β) ≥ J(t, x; u, β(u)), and thus I(t, x; β)(τ ) ≥ J(t, x; u, β(u))(τ ), P-a.s., for all u ∈ U t,T (recall that P • τ −1 is equivalent to P due to assumption iii)). On the other hand, for any random variable ζ satisfying ζ ≥ J(t, x; u, β(u))(τ ), and hence also ζ(τ −1 ) ≥ J(t, x; u, β(u)), P-a.s., for all u ∈ U t,T , we have ζ(τ −1 ) ≥ I(t, x; β), P-a.s., i.e., ζ ≥ I(t, x; β)(τ ), P-a.s. Consequently,
th step: W (t, x) is invariant with respect to the transformation τ , i.e.,
Indeed, similarly to the third step we can show that:
(essinf β∈Bt,T I(t, x; β))(τ ) = essinf β∈Bt,T (I(t, x; β)(τ )), P-a.s.
Then, from the first step to the third step we have,
where we have used
T in order to obtain the both latter equalities.
Now let ℓ ≥ 1. We define the transformation τ
Moreover, for p ∈ Ω 2 , p = Σ x∈Dp p(x)δ x , we put:
satisfies the assumptions i), ii), iii) of Lemma 3.1. Therefore, W (t, x)(τ ℓ ) = W (t, x), P-a.s., ℓ ≥ 1. The proof of Proposition 3.1 will be completed by the following auxiliary Lemma 3.2.
∞ (Ω, F t , P ) be such that, for all ℓ ≥ 1 natural number, ζ(τ ℓ ) = ζ, P-a.e. Then, there exists some real C such that ζ = C, P-a.s.
Proof : To simplify the notation we introduce the Brownian motion B ′ r := B t − B t−r , r ≥ 0, and the Poisson random measure
, for all ℓ ≥ 1 natural number. To prove Lemma 3.2 it suffices to show that ζ = E[ζ], P-a.s.
To this end we consider a random variable of the form θης, where
Consequently, taking into account that ς(τ ℓ ) = ς, P-a.e., we have
and from the monotone class theorem we conclude that, for all θ ∈ L 1 (Ω,
Thus, E[ζ|F
The first property of the lower value function W (t, x) which we present is an immediate consequence of its definition (3.9) and the Lipschitz property (3.6) of the cost functionals.
(3.13)
We now discuss (the generalized) dynamic programming principle (DPP) for our stochastic differential game (3.1), (3.5) and (3.9) . For this end we have to define the family of (backward) semigroups associated with BSDE (3.5). This notion of the stochastic backward semigroup was first introduced by Peng [18] which was applied to study the DPP for stochastic control problems in the framework of Brownian motion. Our approach adapts Peng's ideas to the framework of stochastic differential games with jumps.
Given the initial data (t, x), a positive number δ ≤ T − t, admissible control processes u(·) ∈ U t,t+δ , v(·) ∈ V t,t+δ and a real-valued random variable η ∈ L 2 (Ω, F t+δ , P ; R), we put
where (Ỹ
) t≤s≤t+δ is the solution of the following BSDE with the time horizon t + δ:
where X t,x;u,v is the solution of SDE (3.1).
Remark 3.3. When f is independent of (y, z, k) it holds that
Obviously, for the solution (Y t,x;u,v , Z t,x;u,v , K t,x;u,v ) of BSDE (3.5) we have 
The proof is given in Section 6.2 of the Appendix since it is quite lengthy. In Lemma 3.3 we have already seen that the lower value function W (t, x) is Lipschitz continuous in x, uniformly in t. With the help of Theorem 3.1 we can now also study the continuity property of W (t, x) in t. 
Proof : Let (t, x) ∈ [0, T ] × R n and δ > 0 be arbitrarily given such that 0 < δ ≤ T − t. Our objective is to prove the following inequality by using (6.21) and (6.22) in the Appendix:
From it we obtain immediately that W is 1 2 −Hölder continuous in t. We will only check the second inequality in (3.18), the first one can be shown in a similar way. To this end we note that due to (6.21), for an arbitrarily small ε > 0,
where
for arbitrarily chosen β ∈ B t,t+δ and u ε ∈ U t,t+δ such that (6.21) holds. From Lemma 2.3 and the estimate (3.13)-(i) we obtain that, for some constant C independent of the controls u ε and β(u ε ),
and since E[|X
[·] (see (3.14)) we know that the second term I 2 δ can be written as
) t≤s≤t+δ is the solution of BSDE (3.15) with the terminal condition η = W (t + δ, x). And with the help of the Schwartz inequality, the estimates (3.3) and (6.4)-(i) in the Appendix, we then have that, for some constant C ∈ R not depending on t and δ,
Hence, from (3.19),
and letting ε ↓ 0 we get the second inequality of (3.18). The proof is complete.
Viscosity solutions of Isaacs' equations with integral-differential operators
In this section we consider the following second order integral-partial differential equations of Isaacs' type
and
Their Hamiltonians are given by
respectively, where
Here the functions b, σ, f and Φ are supposed to satisfy (H3.1) and (H3.2), respectively.
In this section we want to prove that the lower value function W (t, x) introduced by (3.9) is the viscosity solution of equation (4.1), while the upper value function U (t, x) defined by (3.10) is the viscosity solution of equation (4.2). For this we translate Peng's BSDE approach [18] developed in the framework of stochastic control theory driven by Brownian motion into that of the stochastic differential games driven by Brownian motion and Poisson random measure. Uniqueness of the viscosity solution will be shown in the next section for the class of continuous functions satisfying some growth assumption which is weaker than the polynomial growth condition. We first recall the definition of a viscosity solution of equation (4.1). The definition is analogous for equation (4.2). The reader more interested in viscosity solutions is referred to Crandall, Ishii and Lions [6] . 
for any δ > 0, where
.γ(t, x, u, v, e))λ(de)
13
with E δ = {e ∈ E||e| < δ}.
(ii) a viscosity supersolution of equation (4.1) if W (T, x) ≥ Φ(x), for all x ∈ R n , and if for all functions
(iii) a viscosity solution of equation (4.1) if it is both a viscosity sub-and a supersolution of equation (4.1).
denotes the set of real-valued functions that are continuously differentiable up to the third order and whose derivatives of order from 1 to 3 are bounded.
In analogy to [1] we have the following result: Lemma 4.1. In the definition of W being a viscosity sub-(resp., super-)solution of (4.1), we can replace
de).
Proof: We only consider the subsolution case, the supersolution case can be treated analogously.
, for any y ∈ R n and this yields, for any δ > 0,
Because f is increasing in k, from (4.3) we get
It remains to show this last condition (4.5) implies (4.3). Changing ϕ into ϕ − (ϕ(t, x) − W (t, x)), we may assume that W (t, x) = ϕ(t, x). Then W (s, y) ≤ ϕ(s, y), for all (s, y) ∈ [0, T ]×R n . Moreover, we may assume without loss of generality that, (i) for all α > 0, there exists some η α > 0, with η α → 0 as α → 0, such that, for all (s, y)
Furthermore, there exists a sequence of elements ϕ α in C 
Then, obviously, we have Dϕ α (t, x) = Dϕ(t, x),
. Thus, since ϕ α (t, x) = W (t, x) and ϕ α (s, y) ≥ W (s, y), it follows from (4.5) that ∂ϕα(t,x) ∂t
From the above property (v) and the monotonicity of f , we get
Finally, by (vi) and the Lebesgue dominated convergence theorem we deduce that
Indeed, since ϕ α (t, .), W (t, .) are continuous and coincide in x we get
The second convergence uses the same argument. Therefore, letting ε → 0 in the above estimate yields the desired result. Remark 4.3. As concerns the construction of the sequence (ϕ α ), we also refer the reader to Remark 4.3 in Li and Peng [16] .
Let us now first prove that the lower value function W (t, x) is a viscosity solution of equation (4.1).

Theorem 4.1. Under the assumptions (H3.1) and (H3.2) the lower value function W (t, x) is a viscosity solution of equation (4.1).
For the proof of this theorem we need four auxiliary lemmas. To abbreviate notation we put, for some arbitrarily chosen but fixed ϕ ∈ C
and we consider the following BSDE defined on the interval [t, t + δ] (0 < δ ≤ T − t) :
where the process X t,x,u,v has been introduced by equation (3.1) and u(·) ∈ U t,t+δ , v(·) ∈ V t,t+δ . )] is defined with the help of the solution of the BSDE
Remark 4.4. It is not hard to check that F (s, X
by the following formula:
(see (3.14) 
So the proof is complete. Now we consider the following simple BSDE in which the driving process X t,x;u,v is replaced by its deterministic initial value x:
where u(·) ∈ U t,t+δ , v(·) ∈ V t,t+δ . The following lemma will allow us to neglect the difference |Y Lemma 4.3. For every u ∈ U t,t+δ , v ∈ V t,t+δ , we have
where C is independent of the control processes u and v.
Proof : From Proposition 1.1 in [1] , we have for all p ≥ 2 the existence of some C p ∈ R + such that
We now apply Lemma 2.3 combined with (4.12) to equations (4.7) and (4.10). For this we set in Lemma 2.3:
Obviously, the function g is Lipschitz with respect to (y, z, k). We also notice that
Dϕ(s, x + θγ(s, x, u, v, e))γ(s, x, u, v, e)dθl(x, e)λ(de).
Then, we can get
Therefore,
Thus, the proof is complete.
Lemma 4.4. Let Y 0 (·) be the solution of the following ordinary differential equation:
where the function F 0 is defined by
Then, P-a.s.,
Proof : Obviously, F 0 (s, x, y, z, k) is Lipschitz in (y, z, k), uniformly with respect to (s, x). This guarantees the existence and uniqueness for equation (4.13) . We first introduce the function 16) and consider the BSDE −dY 17) for u ∈ U t,t+δ . We notice that since F 1 (s, x, y, z, k, u s ) is Lipschitz in (y, z, k), for every u ∈ U t,t+δ , there exists a unique solution (Y 3,u , Z 3,u , K 3,u ) to the BSDE (4.17). Moreover,
, P-a.s., for all u ∈ U t,t+δ .
Indeed, from the definition of F 1 and Lemma 2.2 (comparison theorem) we have
On the other hand, there exists a measurable function
Then, given an arbitrary u ∈ U t,t+δ we put
and observe that v 3 ∈ V t,t+δ , and
Consequently, from the uniqueness of the solution of the BSDE it follows that
and, in particular, Y
, P-a.s. This proves that
Finally, since F 0 (s, x, y, z, k) = sup u∈U F 1 (s, x, y, z, k, u), an argument similar to that developed above yields
It uses the fact that equation (4.13) can be considered as a BSDE with solution (Y s , Z s , K s ) = (Y 0 (s), 0, 0). The proof is complete.
Lemma 4.5. For every u ∈ U t,t+δ , v ∈ V t,t+δ , we have
where the constant C is independent of t, δ and the control processes u, v.
Proof : Since F (s, x, ·, ·, ·, u, v) has a linear growth in (y, z, k), uniformly in (u, v) , we get from Lemma 2.3 that, for some constant C independent of δ and the control processes u, v, P -a.s.,
On the other hand, from equation (4.10),
and, applying Itô formula to |Y
Finally,
The proof is complete. Now we are able to give the proof of Theorem 4.1:
n . Let us show in a first step that W is a viscosity supersolution. For this we suppose that ϕ ∈ C 3 l,b ([0, T ] × R n ), and (t, x) ∈ [0, T ) × R n are such that W − ϕ attains a minimum at (t, x). Notice that we can replace the condition of a local minimum by that of a global one in the definition of the viscosity supersolution since W is continuous and of at most linear growth. Without loss of generality we may also suppose that ϕ(t, x) = W (t, x). Then, due to the DPP (see Theorem 3.1),
and from W ≥ ϕ and the monotonicity property of G t,x;u,β(u) t,t+δ
[·] (see Lemma 2.2) we obtain essinf β∈B t,t+δ esssup u∈U t,t+δ {G t,x;u,β(u) t,t+δ 
and from the definition of F we see that W is a viscosity supersolution of equation (4.1).
(2) The second step is devoted to the proof that W is a viscosity subsolution. For this we suppose
. Without loss of generality we suppose again ϕ(t, x) = W (t, x). We must prove that
Let us suppose that this is not true. Then there exists some θ > 0 such that
and we can find a measurable function ψ : U → V such that
On the other hand, due to the DPP (see Theorem 3.1), for every δ ∈ (0, R],
and from W ≤ ϕ and the monotonicity property of G t,x;u,β(u) t,t+δ
[·] (see Lemma 2.2) we obtain essinf β∈B t,t+δ esssup u∈U t,t+δ {G t,x;u,β(u) t,t+δ
Thus, from Lemma 4.2, essinf β∈B t,t+δ esssup u∈U t,t+δ Y 1,u,β(u) t ≥ 0, P-a.s., and, in particular,
Here, by putting ψ s (u)(ω) = ψ(u s (ω)), (s, ω) ∈ [t, T ] × Ω, we identify ψ as an element of B t,t+δ . Given an arbitrarily ε > 0 we can choose u ε ∈ U t,t+δ such that Y 1,u ε ,ψ(u ε ) t ≥ −εδ (similar to the proof of (6.21)). From Lemma 4.3 we further have Taking into account that
we get from the Lipschitz property of F in (y, z, k), (4.20) and Lemma 4.5 that and from the definition of F , we know that W is a viscosity subsolution of equation (4.1). Finally, the results from the first and the second step prove that W is a viscosity solution of equation (4.1).
Remark 4.5. Similarly, we can prove that U is a viscosity solution of equation (4.2).
Viscosity Solution of Isaacs' Equation: Uniqueness Theorem
The objective of this section is to study the uniqueness of the viscosity solution of Isaacs' equation (4.1),
Recall that
where t ∈ [0, T ], x ∈ R n . The functions b, σ, f and Φ are still supposed to satisfy (H3.1) and (H3.2), respectively.
We will prove the uniqueness for equation (5.1) in the following space of continuous functions
This space of continuous functions is endowed with a growth condition which is slightly weaker than the assumption of polynomial growth but more restrictive than that of exponential growth. This growth condition was introduced by Barles, Buckdahn and Pardoux [1] and Barles and Imbert [2] to prove the uniqueness of the viscosity solution of an integral-partial differential equation associated with a decoupled FBSDE with jumps but without controls. It was shown in [1] that this kind of growth condition is optimal for the uniqueness and can not be weakened in general. We adapt the ideas developed in [1] to Isaacs' equation (5.1) to prove the uniqueness of the viscosity solution in Θ. Since the proof of the uniqueness in Θ for equation (4.2) is essentially the same we will restrict ourselves to that of (5.1). Before stating the main result of this section, let us begin with two auxiliary lemmata. Denoting by K a Lipschitz constant of f (t, ., ., ., ., u, v), which is uniformly in (t, u, v), we have the following Lemma 5.1. Let u 1 ∈ Θ be a viscosity subsolution and u 2 ∈ Θ be a viscosity supersolution of equation (5.1). Then the function ω := u 1 − u 2 is a viscosity subsolution of the equation
The proof of this lemma follows directly from that of Lemma 3.7 in [1] with the help of Lemma 1 (Nonlocal Jensen-Ishii's Lemma) in Barles and Imbert [2] . Now we can prove the uniqueness theorem.
Theorem 5.1. We assume that (H3.1) and (H3.2) hold. Let u 1 (resp., u 2 ) ∈ Θ be a viscosity subsolution (resp., supersolution) of equation (5.1). Then we have
Proof. Let us first suppose that u 1 and u 2 are bounded and put ω 1 := u 1 −u 2 . Theorem 4.1 in [2] establishes a comparison principle for bounded sub-and supersolutions of Hamilton-Jacobi-Bellman equations with nonlocal term of type (5.2). We know from Lemma 5.1 that ω 1 is a viscosity subsolution of equation (5.2).
On the other hand, ω 2 = 0 is, obviously, a viscosity solution and, hence, also a viscosity supersolution of equation (5.2). Both functions ω 1 and ω 2 are bounded, and the comparison principle stated in Theorem 4.1 in [2] yields that
Finally, if u 1 , u 2 are viscosity solutions of (5.2), they are both viscosity sub-and supersolution, and from the just proved comparison result we get the equality of u 1 and u 2 . However, under our stand assumptions we can not expect that W is bounded, so that we have to prove the theorem for u 1 , u 2 ∈ Θ. For the proof the following auxiliary lemma is needed.
In analogy to [1] we also have Lemma 5.2. For any A > 0, there exists C 1 > 0 such that the function
Proof. By direct calculus we first deduce the following estimates for the first and second derivatives of ψ:
These estimates imply that, if t ∈ [t 1 , T ],
, and, similarly
We should notice that the above estimates do not depend on C 1 because of the definition of t 1 . Then, since γ is bounded and since ψ is Lipschitz continuous in R n , we have after a long but straight-forward calculus,
In virtue with the above estimates we have
Now we can continue to prove the uniqueness theorem-Theorem 5.1.
Proof of Theorem 5.1. (continued) Let us put ω := u 1 − u 2 . Then we have, for some A > 0,
uniformly with respect to t ∈ [0, T ]. This implies, in particular, that for any α > 0, ω(t, x) − αχ(t, x) is bounded from above in [t 1 , T ] × R n , and that
is achieved at some point (t 0 , x 0 ) ∈ [t 1 , T ] × R n (depending on α). We now have to distinguish between two cases. For the first case we suppose that: ω(t 0 , x 0 ) ≤ 0, for any α > 0. Then, obviously M ≤ 0 and
Consequently, letting α tend to zero we obtain
For the second case we assume that there exists some α > 0 such that ω(t 0 , x 0 ) > 0. We notice that ω(t,
Consequently, since ω is a viscosity subsolution of (5.2) from Lemma 5.1 we have
Moreover, due to our assumption that ω(t 0 , x 0 ) > 0 and since ω(t 0 , x 0 ) = ϕ(t 0 , x 0 ) we can replace K|ϕ(t 0 , x 0 )| by Kϕ(t 0 , x 0 ) in the above formula. Then, from the definition of ϕ and Lemma 5.2, 
Thus, the proof is complete. 
then the equations (5.1) and (4.2) coincide and from the uniqueness in Θ of viscosity solution it follows that the lower value function W (t, x) equals to the upper value function U (t, x) which means the associated stochastic differential game has a value.
Appendix
FBSDEs with Jumps
In this subsection we give an overview over basic results on BSDEs with jumps associated with Forward SDEs with jumps (for short: FBSDEs) for reader's convenience. We consider measurable functions
n which are supposed to satisfy the following conditions:
(i) b(·, 0) and σ(·, 0) are F t -adapted processes, and there exists some constant C > 0 such that |b(t, 0)| + |σ(t, 0)| ≤ C, dtdP-a.e.; (ii) b and σ are Lipschitz in x, i.e., there is some constant C > 0 such that
, for x, x ′ ∈ R n ; (iii) There exists a measurable function ρ : E → R + with E ρ 2 (e)λ(de) < +∞, such that, for any x, y ∈ R n and e ∈ E, |γ(t, x, e) − γ(t, y, e)| ≤ ρ(e)|x − y|, γ(·, e) is F t -predictable, and |γ(t, x, e)| ≤ ρ(e)(1 + |x|), dtdP-a.e..
(H6.1)
We now consider the following SDE with jumps parameterized by the initial condition (t, ζ) The proof of Theorem 6.1 is similar to the proof in Peng [18] for the FBSDE with Brownian motion, also can refer to Theorem A.1 in [16] , for reader's convenience we give the proof here. It makes use of the following definition. x i 1 Ai , (6.8)
is a finite partition of (Ω, F t ) and x i ∈ R n , for 1 ≤ i ≤ N. For each i, we put (X 
1 Ai K i r (e) µ(dr, de).
Then the strong uniqueness property of the solution of the SDE and the BSDE yields x i 1 Ai ) = u(t, ζ).
Therefore, for simple random variables, we have the desired result.
Given a general ζ ∈ L 2 (Ω, F t , P ; R n ) we can choose a sequence of simple random variables {ζ i } which converges to ζ in L 2 (Ω, F t , P ; R n ). Consequently, from the estimates (6.4), (6.6) and the first step of the proof, we have E|Y In analogy to W (t, x) it can be easily shown that W δ (t, x) is well-defined. The proof that W δ (t, x) coincides with W (t, x) will be split into a sequel of lemmas which all supposed that (H3.1) and (H3.2) are satisfied.
Lemma 6.1. W δ (t, x) is deterministic.
The proof of this lemma uses the same ideas as that of Proposition 3.1 so it is omitted here.
Lemma 6.2. W δ (t, x) ≤ W (t, x).
Proof. Let β ∈ B t,T be arbitrarily fixed. Then, given a u 2 (·) ∈ U t+δ,T , we define as follows the restriction β 1 of β to U t+δ,T :
where u 1 ⊕u 2 := u 1 1 [t,t+δ] +u 2 1 (t+δ,T ] extends u 1 (·) to an element of U t,T . It is easy to check that β 1 ∈ B t,t+δ . Moreover, from the nonanticipativity property of β we deduce that β 1 is independent of the special choice of u 2 (·) ∈ U t+δ,T . Consequently, from the definition of W δ (t, x), W δ (t, x) ≤ esssup u1∈U t,t+δ G t,x;u1,β1(u1) t,t+δ
[W (t + δ, X t,x;u1,β1(u1) t+δ )], P-a.s. (6.9) We use the notation I δ (t, x, u, v) := G t,x;u,v t,t+δ [W (t + δ, X t,x;u,v t+δ )] and notice that there exists a sequence {u Consequently, W δ (t, x) ≥ esssup u∈Ut,T J(t, x; u, β ε (u)) − Cε ≥ essinf β∈Bt,T esssup u∈Ut,T J(t, x; u, β(u)) − Cε = W (t, x) − Cε, P-a.s. (6.20) Finally, letting ε ↓ 0 we get W δ (t, x) ≥ W (t, x). The proof is complete. Remark 6.3. (i) From the inequalities (6.10) and (6.15) we see that for all (t, x) ∈ [0, T ] × R n , δ > 0 with δ ≤ T − t and ε > 0, it holds: a) For every β ∈ B t,t+δ , there exists some u ε (·) ∈ U t,t+δ such that W (t, x)(= W δ (t, x)) ≤ G t,x;u ε ,β(u ε ) t,t+δ [W (t + δ, X t,x;u ε ,β(u ε ) t+δ )] + ε, P-a.s.
(6.21) b) There exists some β ε ∈ B t,t+δ such that, for all u ∈ U t,t+δ , W (t, x)(= W δ (t, x)) ≥ G t,x;u,β ε (u) t,t+δ [W (t + δ, X t,x;u,β ε (u) t+δ )] − ε, P-a.s.
(6.22)
(ii) Recall that the lower value function W is deterministic. Thus, by choosing δ = T − t and taking the expectation on both sides of (6.21) and (6.22) we can show that W (t, x) = inf β∈Bt,T sup u∈Ut,T E[J(t, x; u, β(u))].
In analogy we also have U (t, x) = sup α∈At,T inf v∈Vt,T E[J(t, x; α(v), v)].
