Within the context of detection of incongruent events, an often overlooked aspect is how a system should react to the detection. The set of all the possible actions is certainly conditioned by the task at hand, and by the embodiment of the artificial cognitive system under consideration. Still, we argue that a desirable action that does not depend from these factors is to update the internal model and learn the new detected event. This paper proposes a recent transfer learning algorithm as the way to address this issue. A notable feature of the proposed model is its capability to learn from small samples, even a single one. This is very desirable in this context, as we cannot expect to have too many samples to learn from, given the very nature of incongruent events. We also show that one of the internal parameters of the algorithm makes it possible to quantitatively measure incongruence of detected events. Experiments on two different datasets support our claim.
Introduction
The capability to recognize, and react to, rare events is one of the key features of biological cognitive systems. In spite of its importance, the topic is little researched. Recently, a new theoretical framework has emerged [7] , that defines rareness as an incongruence compared to the prior knowledge of the system. The model has shown to work on several applications, from audio-visual persons identification [7] to detection of incongruent human actions [5] .
A still almost completely unexplored aspect of the framework is how to react to the detection of an incongruent event. Of course, this is largely influenced by the task at hand, and by the type of embodiment of the artificial system under consideration: the type of reactions that a camera might have are bound to be different from the type of actions a wheeled robot might take. Still, there is one action that is desirable for every system, regardless of their given task and embodiment: to learn the detected incongruent event, so to be able to recognize it correctly if encountered again in the future.
In this paper we propose a recently presented transfer learning algorithm [6] as a suitable candidate for learning a newly detected incongruent event. Our method is able to learn a new class from few, even one single labeled example by exploiting optimally the prior knowledge of the system. This would correspond, in the framework proposed by Weinshall et al, to transfer from the general class that has accepted. Another remarkable feature of our algorithm is that the internal parameter, that controls the amount of transferred knowledge, shows different behaviors depending on how similar the new class is to the already known classes. This suggests that it is possible to derive from this parameter a quantitative measure of incongruence for new detected events. Preliminary experiments on different databases support our claims.
Multi Model Transfer Learning
Given k visual categories, we want to learn a new k + 1 category having just one or few labeled data. We can use only the available samples and train on them, or we can take advantage of what already learned. The Multi model Knowledge Transfer algorithm (Multi-KT) addresses this latter scenario in a binary, discriminative framework based on LS-SVM [6]. In the following we describe briefly the Multi-KT algorithm. The interested reader can find more details in [6] .
Suppose to have a binary problem and a set of l samples {x i , y i } l i=1 , where x i ∈ X ⊂ R d is an input vector describing the i th sample and y i ∈ Y = {−1, 1} is its label. We want to learn a linear function f (x) = w · φ (x) + b which assigns the correct label to an unseen test sample x. φ (x) is used to map the input samples to a high dimensional feature space, induced by a kernel function K(x,
If we call w j the parameter describing the old models of already known classes ( j = 1,... ,k), we can write the LS-SVM optimisation problem slightly changing the regularization term [6] . The idea is to constrain a new model to be close to a weighted combination of pre-trained models:
Here β β β is a vector containing as many elements as the number of prior models k, and has to be chosen in the unitary ball, i.e. β β β 2 ≤ 1. Respect to the original LS-SVM, we are also adding the weighting factors ζ i , they help to balance the contribution of the sets of positive (l + ) and and negative (l − ) examples to the data misfit term:
(2)
