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ABSTRACT
Shi, Yu, M.S., May 1992 Computer Science
A Genetic System for Transportation Problems (106 pp.)
A genetic algorithm is a stochastic adaptive algorithm 
whose search method is based on simulation of natural 
selection and natural genetics. It is useful for solving 
optimization problems in which finding a guaranteed optimal 
solution is too expensive. This paper describes genetic 
algorithms for solving linear and nonlinear transportation 
problems. A population member was represented as a matrix. 
Special mutation and crossover operators were developed for 
this problem. Local hill climbing was applied in the 
algorithm for the linear transportation problems to rapidly 
search the solution space. The results seem promising 
compared to solutions from standard operations research 
methods and better than solutions from other genetic 
algorithm methods[13][18].
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1. INTRODUCTION
1.1. OVERVIEW
Transportation problems are generally concerned with 
the distribution of a certain product from several sources 
to numerous localities. The goal is to minimize the 
transportation cost.
Physical distribution is intimately related to the 
other activities of the enterprise and is a major part of 
the price of goods and services. Kearney has shown that 
distribution costs represent 16% of the net value of goods 
and a quarter of this is incurred by the transportation of 
finished products from source to the client. In the United 
States, the physical distribution of goods from producer to 
final consumer costs more than $400 billion a year 
[8] [9] [17] .
The magnitude of the costs suggests a need for systems 
that lead to cost-reduction and profit improvement. Many 
algorithms and methods have been developed for solving 
transportation problems.
1.2. MOTIVATION
For the linear transportation problem, there exist 
effective algorithms to find optimal solutions [16]. For the 
general nonlinear transportation problem, no effective
1
algorithm has been developed yet, although there are 
algorithms for some special cases. These operations research 
methods may range from simple "rules of thumb" to complex 
algorithms based on considerable mathematical analysis. 
However, most of them trade guarantees of optimum for speed 
and efficiency except for some special cases. The 
development of genetic algorithms has led to new 
methodologies for solving this kind of problem. The use of 
genetic algorithms for transportation problems has been 
explored previously[13][18]. Michalewicz and his colleagues 
used matrix and vector representations to produce feasible 
solutions when operated on by genetic recombination 
operator. However, they did not employ local hill climbing 
in solving linear transportation problems. My objectives are 
to investigate the behavior of a kind of genetic algorithm 
on problems with multiple linear constraints, come up with a 
local hill climbing method to help genetic operators 
efficiently explore solution space in the linear 
transportation problem, find alternative genetic operators 
and compare the efficiency of these genetic operators. A 
genetic algorithm system has been built to solve linear and 
nonlinear transportation problems with good quality 
solutions in reasonable CPU time.
2
2. A NON-STANDARD GENETIC ALGORITHM FOR 
THE TRANSPORTATION PROBLEM
2.1. INTRODUCTION
In the non-standard genetic algorithm system described 
in this thesis, genetic algorithm and operations research 
methods were combined to solve transportation problems. 
Section 2.2. introduces the background of genetic algorithms 
and transportation problems. Section 2.3 presents the 
methodology employed in this system.
2.2. BACKGROUND
2.2.1 GENETIC ALGORITHM
John Holland'’ s pioneering work "Adaptation in Natural 
and Artificial Systems"[6] described how the evolutionary 
process in nature can be applied to artificial system using 
"Genetic Algorithms". A genetic algorithm starts with a 
population of randomly generated candidates, and evolves 
towards better solutions by applying genetic operators, 
modeled on the genetic processes occurring in nature. It 
combines survival of the fittest among potential problem 
solutions with a structured yet randomized information
3
exchange to form a search algorithm with some of the 
innovative flair of a human search. In every generation, a 
new set of artificial creatures (potential solutions to the 
problem) is created using pieces of the fittest from the 
previous generation; an occasional new part is tried for 
good measure. Historical information is efficiently 
exploited to speculate on new search points with expected 
improved performance[4]. The structure of a simple genetic 
algorithm is shown below:
t : = 0 ;
initialize P (t); —  P(t) is the population at time t 
evaluate P(t);
while (termination condition not satisfied) do 
begin
t : = t + 1;
select P(t) from P(t-l);
apply genetic operators on P(t);
evaluate P(t);
end;
Here, P(t) is a population of candidate solutions to 
the objective function f(x):
P(t) = <xx (t) , x2(t), ..., xn(t)>
The binary representation has been traditionally used 
in genetic algorithms. This representation has some
4
drawbacks when applied to problems involving constraints. 
Some genetic algorithms use rich structure representations, 
such as matrices.
The initial population P (0) is usually chosen at 
random. Sometimes, the initial population may contain 
heuristically chosen points. For the problems with multiple 
constraints, the initial populations have to satisfy some 
constraints. Some special methods have been developed to 
generate the initial solutions which meet these 
requirements.
The structures of the population P(t) are copied from 
the population P(t-l) according their fitness. This 
procedure simulates natural selection. It ensures that 
structures appearing in the next generations are 
proportional to that structure's performance, namely 
fitness.
In order to search the solution space, some genetic 
operators are employed to introduce new populations. One 
operator is called the mutation operator and another is 
called the crossover operator.
A mutation operator changes some of the attributes of a 
single population member to produce a new population member 
called the offspring.
Two chosen individuals produce an offspring using the 
genetic operator crossover. Crossover is an operator which 
mates and partially swaps the corresponding portions of
5
parents and produces two offspring. A example is given below 
using binary representation. Let 
xl = 100:01010, and 
x2 = 010:10100. 
and suppose that the crossover point has been chosen as 
indicated by the colon. The resulting structures would be 
yl = 100:10100 and 
y2 = 010:01010
The evaluation function plays a very important role, 
rating solutions in terms of their fitness. It decides who 
will survive and who will die. In nature, fitness is 
determined by an organism's ability to survive in the 
environment. In general, objective functions are chosen as 
evaluation functions when apply genetic algorithm on 
optimization problems.
When genetic algorithms are applied to constrained 
problem, the method of handling constraints has to be 
considered. Since the genetic algorithm is basically an 
accelerated search of the feasible solution space, 
introducing constraints can potentially be advantageous and 
can improve the behavior of the technique by limiting the 
space to be searched. However, traditional GA approaches do 
not use this fact and rather employ techniques aimed at 
minimizing the negative effect of such constraints. This, in 
turn, often increase the search space by allowing the 
genetic algorithm to include some infeasible solutions
6
outside the constrained solution space.
Michalewicz discussed four approaches to the constraint 
problem in genetic algorithms in his paper [12]. A first 
possible approach would be throw away infeasible solutions 
and repeat recombination until a feasible solution is 
generated. However, such a method is not useful [10][12].
A second approach is the penalty function approach. 
Potential solutions that violate the constraints are 
penalized by decreasing their fitness. In other words, a 
constrained problem is transformed to an unconstrained 
problem by associating a penalty with all constraint 
violations and the penalties are included in the function 
evaluation.
A third approach concentrates on the use of special 
representation mapping (decoders) which guarantee (or at 
least increase the probability of) the generation of a 
feasible solution, and on the application of special repair 
algorithms to "correct" any infeasible solutions so 
generated.
The last and relatively new approach to incorporating 
constraints in genetic algorithms is to introduce richer 
data structures together with an appropriate family of 
applicable genetic operators which can "hide" the 
constraints presented in the problem. This is the approach 
taken in this thesis.
7
2.2.2 TRANSPORTATION PROBLEM
2.2.2.1 LINEAR TRANSPORTATION PROBLEM
Transportation problems are about shipping goods from 
sources to destinations at minimum cost. To formulate the 
transportation problem as a linear problem, we define vi;j as 
the quantity shipped from source i to destination j. ci;j is 
the unit cost of shipping from source i to destination j, 
where i = l,2,...,m, and j = 1,2, ...,n. The number of 
decision variables is given by the product of m and n. The 
complete formulation is given below:
Minimize: Z = EE cijv±j (total cost of transportation)
i-i j=i
n
Subject to : ^  v-ij<ai (supply restriction at source i)
for i=l,2,...,m
m
(demand requirement at destination j)
for j=l,2 . n
(nonnegative restrictions)
for all pairs (i,j)
8
The supply constraints guarantee that the total amount 
shipped from any source does not exceed its capacity. The 
demand constraints guarantee that the total amount shipped 
to a market meets the minimum demand of that market. 
Excluding the nonnegativity constrains, the total number of 
constraints is (m+n)[16].
When the total supply is equal to the total demand, the 
above formulation is called a balanced transportation 
problem. In this paper, only balanced transportation 
problems are discussed. A nonbalanced transportation problem 
can be easily transformed to balanced transportation 
problem. For example, if there is a problem in which total 
supply is greater than total demand, one more destination 
can be added with demand equal to the difference between the 
original supply and the original demand. Then the resulting 
problem is a balanced transportation problem. One more 
source can be added if total supply is less than total 
demand.
A linear transportation problem is a special case of a 
linear programming problem. The set of feasible solutions is 
a convex polygon in Rm*n, and any optimal solution must be a 
vertex of this convex polygon. If a linear transportation 
problem has integer supply and demands, than the optimal 
solutions are integer solutions, i.e., the quantity of goods 
vtj shipped from source i to destination j is an integer 
[16]. In addition, optimal solutions have a maximum of m+n-
9
1 nonzero components.
Example 1: Assume a transportation problem with 3 sources 
and 4 destinations.
The supply is: Supply[1]=15, Supply[2]=25, Supply[3]=5 
The demand is: Demand[l]=5, Demand[2]=15, Demand[3]=15,
Demand[4]=10 
The total supply and demand equals 45
For a linear example, the transportation cost matrix is 
given below:
10 0 20 11
12 7 9 20
0 14 16 18
The optimum solution is given below. The total cost is 
315. Note that all components of the solution are integers.
0 5 0 10
0 10 15 0
5 0 0 0
2.2.2.2 NONLINEAR TRANSPORTATION PROBLEM
If the cost function f (vn , v12, ..^v^,) to be minimized 
is a nonlinear function, then the problem is a nonlinear 
transportation problem. The cost function is separable if
10
the cost function f (vn , v12, . . . , v^) can be expressed as a 
sum of n functions fij(vij), i=l,2,...,m, j=l,2,...,n, each 
of which is a function of a single variable. Thus,
m n
Minimize: Z = EE (total cost of transportation)
i=i j-i
All the functions discussed in this paper are separable 
functions. Normally, nonlinear functions fall into following 
categories:
1) convex nonlinear functions:
A function f (v) is convex, if for any two points vlf v2 
in the interval and for all a, 0<=a<=l, 
f [a*v1+ (1-a) *v2] <=af (vx) + (1-a) f (v2)
For example, f(v) = v2 is convex.
2) concave nonlinear functions: if f (v) is convex, then 
-f(v) is concave and vice versa.
3) piecewise constant functions: If the domain can be 
divided into a finite number of subintervals so that 
the function is constant on each subinterval. For 
example,
0, if 0<vij<s 
cijf if s<vtj<2s 
2cijr if 2s<vi;j<3s 
3cijr if 3s<vi;i<4s 
4 cijr if 4s<vij<5s 
5cijr if 5s<v±j
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4) piecewise linear functions: If the domain can be
r1divided into a finite number of subintervals so that 
the function is linear on each subinterval and the 
function are continuous . For example,
0<vij<s 
cijr if s<v±j<2s 
2s<v.
2.3. METHODOLOGY
In general, a genetic algorithm to solve a problem must 
have five components.
1) A genetic representation of the solutions to the 
problem,
2) A method to create an initial population of 
solutions,
3) An evaluation function that plays the role of the 
environment, rating solutions in terms of their 
"fitness",
4) Genetic operators, such as crossover and mutation, 
that alter the composition of children during 
reproduction, and
5) Values for the parameters that the genetic 
algorithm uses (population size, probabilities of 
applying genetic operators, etc)
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In this chapter, component 1-4 will be addressed, In 
chapter 3, component 5 will be discussed.
2.3.1. REPRESENTATION OF POPULATION MEMBERS
Representation is a key issue in genetic algorithm work 
because genetic algorithms directly manipulate the coded 
representation of the problem. The representation scheme can 
severely limit the window by which the system observes its 
world. Most researchers use a binary notation to represent 
individuals. The binary representation provides a minimal 
alphabet as well as a compact, efficient form of data 
representation. However, this representation scheme is 
difficult and unnatural for some problems involving non­
trivial constraints. In our program, a chromosome will be 
represented as matrix V. Each element of matrix v±j stands 
for shipping v±j units of goods from source i to destination 
j. The solution matrix should satisfy the following 
constraints:
n
Subject to : ^  vi:j<Supplyli] (supply restriction at source i)
j=i
for i=l,2,...,m
m
]C vij =jDemand[j] (demand requirement at destination j)
i=1
for j=l,2,...n 
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(nonnegative restrictions) 
for all pairs (i,j)
In the linear transportation, if the problem has the 
integer constraints, the solution matrix is an integer 
matrix. However, this is not true for the nonlinear 
transportation problem. Nonlinear optimal solutions may be 
found in the interior of the feasible region. Thus, the 
solution matrix may contain real values even the problem has 
integer constraints. All test problems used in this thesis 
have linear integer constraints. For the linear 
transportation problem, an integer solution matrix was used. 
For the nonlinear transportation problems, a real valued 
solution matrix was used.
This kind of matrix structure will simplify the 
mutation and crossover operators.
In this project, the fourth approach discussed in 
section 2.2.1 was adopted. Each chromosome represents a 
feasible solution. Constraints are satisfied at every step 
of the genetic algorithm.
2.3.2. INITIAL POPULATION OF SOLUTIONS
An initial population for a genetic algorithm is 
usually generated at random. However, in our algorithm for 
the transportation problem, the initial solutions are chosen
14
satisfy all constraints. Operations research knowledge has 
been incorporated into our genetic algorithm to produce a 
set of initial feasible solutions. A adaptation of the 
North-West Corner method was utilized to get initial 
solutions [16].
Assume a transportation problem P which has m sources 
and n destinations. First we generate a permutation {ilf i2 
, ..., im} of {1, 2, ..., m}, and a permutation {jx, j2, ..., 
jn} of {1, 2, ..., n}. We create a transportation problem P' 
which
Supply' [a] = Supply [ia] a=l, 2, 3, . . . ,m
Demand'[a] = Demand[jj b=l,2,3,...,n
Applying the North-West Corner rule to transportation 
problem P':
1) Start with the cell in the upper left-hand corner.
2) Allocate the maximum feasible amount consistent 
with row and column sum requirements involving 
that cell. (At least one of these requirements 
will then be met.)
3) Move one cell to the right if there is any 
remaining row requirement (supply). Otherwise move 
one cell down. If all requirements are met, Stop; 
otherwise go to Step 2.
This produces a basic feasible solution matrix 
V' = (v'±j) which satisfies all constraints. Let:
v [a, b] = v' [ia, jb] a=l, 2, 3, . . ., m and b=l, 2, 3, . . ., n
15
Then V is a basic solution for problem P. We can call this 
procedure once to generate each feasible solution of 
transportation problem P.
In order to simplify the implementation, above 
algorithm has been converted following algorithm:
begin
for i:=l to m*n do 
begin
Visit[i] := i 
end
for i:=l to m*n do 
begin
select a random number q from i to m*n 
row Visit[q] / m 
col := Visit[q] mod m
val := min ( Supply[row], Demand[col] )
v[row,col] := val
Supply[row] := Supply[row] - val
Demand[col] := Demand[col] - val
swap Visit[i] and Visit[q]
end
end
Detailed algorithm is enclosed in appendix B. The 
following example will illustrate the algorithm.
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Example 2: Assume the transportation problem is the same as 
example 1.
There are a total of 12 elements in the matrix V.
Assume the sequence of random numbers Visit[q] is <10, 8, 5, 
3, 1, 11, 4, 12, 7, 6, 9, 2>. Since the first random number 
is 10, the 10th element of the matrix V is chosen, which is 
the row 3, column 2 element.
row=3, col-2, val = min(Supply[3], Demand[2]) = 5,
v[3,2] = 5, Supply[3] = 0, Demand[2] = 10
We repeat these calculations with the next three random 
numbers, 8, 5, and 3. The resulting matrix V has the 
following contents. The left column indicates the Supply[i]
(i=l,2,3...m) left, and the top row indicates the Demand[j]
(j=l,2,3,...,n) left. Note that the values of Supply[i]
(i=l,2,3,...,m) and Demand[j] (j=l,2,3,...,n) are those
given after 4 iterations.
0 10 0 0
0 15
10 5 10
0 5
The final matrix V is:
17
0 0 0 0
0 0 0 15 0
0 5 10 0 10
0 0 5 0 0
2.3.3. FITNESS FUNCTION
The correct choice of an fitness function is very 
important to the success of the GA. Here cost is used as a 
performance measure for the transportation problem. The 
performance measure of individual is given below:
m n
Perf (v) -EE
i-i j-i
For the linear transportation problem fij(vi;j)= cij*vij. 
For the nonlinear transportation problem, a number of 
objective functions are described in section 2.2.2.2. We 
will describe more in chapter 3.
The individual with smaller performance is better in 
the population. We use the performance to calculate the 
fitness:
fitness - Worst - Perf
Wost - Ave_current_perf
where worst is the worst performance in previous 5 
generations and Ave_current_perf is the average performance
18
of current generation.
2.3.4. GENETIC OPERATORS
The use of a problem specific chromosome representation 
requires the use of recombination operators designed to 
exploit the new representation. The new mutation and 
crossover operators designed for this purpose are described 
in this section.
2. 3.4.1. MUTATION
Three operators have been used for mutation. The linear 
and nonlinear transportation problems both use the same 
mutation operators. Normally, mutation involves changing one 
bit of the parent in the bit string representation. In the 
matrix representation, if only one element in the matrix is 
changed, the solution may violate the constraints. The 
determination of the smallest change in the solution matrix 
is tried. Assume that following matrix is a feasible 
solution for a transportation problem with 3 sources and 4 
destinations:
vll vl2 vl3 vl4
v21 v22 v23 v24
v31 v32 v33 v34
19
Suppose that we decrease vu by one unit. This means 
that source 1 ships one fewer unit to destination 1. In 
order to satisfy the destination 1 demand, one unit has to 
be shipped from somewhere else, for example, source 2. This 
means that v21 increases by one unit. With the above two 
steps, the destination demand is satisfied. Note that source 
2 violates the supply constraint. Decrease by one unit 
shipped from source 2 to somewhere else, for example, 
destination 2. This means that v22 decrease by one. Now 
destination 2 needs one more unit shipped from another 
source. Note that source 1 has one more unit to supply. 
Source 1 can ship some goods to destination 2. This means 
that v12 increases by one. After the above four steps, we 
get another feasible solution. The above example shows that 
a single change in one matrix element will cause at least 
three other changes in the appropriate places. Mutation-1 
adapts the idea described above. Mutation-2 is a 
modification of crossover-1. It swaps two rows in the parent 
matrix and uses the same repair algorithm as that used in 
crossover-1. Mutation-3 is similar to local hill climbing 
except that the fitness is not necessarily improved.
Mutation-1: Assume that {ix,i2} are chosen randomly from 
{l,2,...m}, and {ji, j2} are chosen randomly from {l,2,...,n} 
Denote a parent for mutation by (mxn) matrix V. Then we 
can create a (2x2) submatrix W from all elements of the
20
matrix V in the following way: an element v ^ V  is in W if 
and only if it is iefi^i;,} and j2> - If i=ir anci j=j3r
the elements is placed in the r-th row and s-th column 
of the matrix W.
Now assign new values to the matrix W in the following
way:
val = min ( W u ,
wu = wn - val
w22 = w22 - val
W 2 1 *  W 2 1 + val
W i 2 = W12 + val
Replace the corresponding elements of matrix V by new 
elements from matrix W. In this way, all the global 
constraints Supply[m] and Demand[n] are preserved. There is 
a possibility that the mutated matrix is the same as parent 
when val is zero. In this situation, the mutation is counted 
as being done but the new individual that results from the 
mutation is not reevaluated.
The following example will illustrate this mutation 
operator.
Example 3: Assume the transportation problem is the same as 
example 1. The initial feasible solution obtained from 
example 1 is the parent matrix for mutation.
21
0 0 15 0
5 10 0 10
0 5 0 0
Suppose that two rows {2,3} and two columns {1,2} are 
selected. The corresponding submatrix W is:
5 10
0 5
Note val = min (w11,w22) = min(5, 5) =5. After the 
calculation of matrix w, it will have the following values:
0 15
5 0
So, finally the child of matrix V after mutation is:
0 0 15 0
5 10 0 10
0 5 0 0
Mutation-2: Assume that {i x, i2} is a subset of {l,2,...m}.
Denote a parent for mutation by (mxn) matrix V. Then 
create a (2xn) submatrix W from all elements of the matrix V 
in the following way: an element v^eV is in w if and only
22
if iefi^ig} and j£{l, 2, . . .n} . If i=ir and j=j3, the elements 
Vij is placed in the r-th row and s-th column of the matrix 
W.
A 2xn transportation problem is created with Supply'[i] 
(i=l,2) and Demand'[j] (j=l, 2, 3,...,n) in the following way:
Supply' [i] = v,, i =r't' J J £ u j m ,2__n) *-3 1' 2
Demand'[j] = ^  v j = l , 2 , . . . , n
JX (ij, i2) ^
Let W' be obtained from W by swapping row 1 and 2.
Thus, source i2 ships the goods to n destinations which used 
to receive from source ilf and source ix ships the goods to 
n destinations which used to receive from source i2. Another 
solution W' derives from swapping row 1 and 2. Obviously, W' 
may not be a feasible solution for this 2xn transportation 
problem. A repair algorithm is applied to solution W' to get 
a feasible solution. Note that after row 1 and 2 are 
swapped, the solution W' violates the supply constraints, 
but not the demand constraints. This means that if we add up 
the column values, the sum is equal to the corresponding 
demand. One row may exceed the supply constraint while the 
other may be less than supply. Assume row 2 exceeds the 
supply'[1], and row 1 is less then supply[2]. The solution
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is adjusted only between source ix and i2. Let source ix take 
over some goods which were shipped by source i2. This will 
balance the supply. Then replace corresponding elements of 
matrix with new elements from the matrix W'. A kid was 
gotten from parent matrix V. The following is a repair 
algorithm:
Offset := Supply'[1] - Supply'[2] 
k := 1
done := false
while (( k<=n ) and done) do 
begin
val := min (Offset,w' [2, k]) 
w' [2, k] := w' [2, k] - val 
w' [l,k] := w' [l,k] + val 
Offset := Offset - val 
if Offset=0 then done = true 
end
Algorithm 3 in appendix B is the detailed algorithm for 
this mutation operator. Example 4 illustrates the above 
algorithm.
Example 4: Assume the transportation problem is the same as 
example 1. The initial feasible solution obtained from 
example 1 is the parent matrix for mutation.
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0 0 15 0
5 10 0 10
0 5 0 0
Suppose two rows {1,3} are selected. The submatrix is 
shown below. The left column indicates the supply and top 
row indicates the demand for the corresponding rows and 
columns.
0 5 15 0
15 0 0 15 0
5 0 5 0 0
After swapping row 1 and row 2, the solution becomes:
0 5 15 0
15 0 5 0 0
5 0 0 15 0
Note that this solution does not violate the demand 
constraint, but violates the supply constraint. More goods 
need to be shipped from row 2. According to the repair 
algorithm, move 10 units from w'23 to w'13, This will satisfy 
all the constraints. Let source i3 ship 10 more units to 
destination 3, while source i2 ships 10 fewer units to 
destination 3. This balances all requirements.
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0 5 15 0
15 0 5 10 0
5 0 0 5 0
After replacing the submatrix in the parent matrix, the 
final child matrix is:
0 5 10 0
5 10 0 10
0 0 5 0
Mutation-3: Assume that {i^i;,} is a subset of {l,2,...m}.
Denote a parent for mutation by (mxn) matrix V. Then 
create a (2xn) submatrix W from all elements of the matrix V
in the following way: an element vi:j£V is in W if and only
if it is ie{i1,i2} and j£{l,2,..,n}. If i=ir and j=js, the 
element v±j is placed in the r-th row and s—th column of the 
matrix W.
A 2xn transportation problem is created with Supply'[i]
(i=ix, i2) and Demand' [j] (j=l, 2, 3, . . ., n) according the
following formulas:
Supply' [i] = Ejea.a....*, VH
Demand'[j] = V  v.. j=l,2,...,n
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Assign new values to matrix W and then replace the 
corresponding part of matrix V. Following is an algorithm to 
get a feasible solution for matrix W. 
for i:=l to n do 
begin
Randomly choose one row from {1,2}, one assign to
CurrentRow, another to AnotherRow
val := min{Supply'[CurrentRow],Demand'[i])
w[CurrentRow,i] := val
Supply'[CurrentRow] := Supply'[CurrentRow] - val 
w[AnotherRow,i] := Demand'[i] - val 
end
A detailed algorithm is enclosed in appendix B 
algorithm 4.
Example 5: Assume the transportation problem is the same as 
in example 1. The initial feasible solution gotten from 
example 1 is a parent matrix for mutation.
0 0 15 0
5 10 0 10
0 5 0 0
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Suppose two rows {2,3} are selected. The submatrix is 
shown below. Left column indicated the supply left and top 
tow indicated the demand left for corresponding rows and 
columns.
5 15 0 10
25 5 10 0 10
5 0 5 0 0
Assume the CurrentRow sequence is {2,2,1,1}. Calculate the 
first two columns. The solution is:
0 0 0 10
10 0 15
0 5 0
Continue to calculate the third and fourth column.
0 0 0 0
0 0 15 0 10
0 5 0 0 0
After replacing the corresponding part in the matrix V, 
the final matrix is:
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0 0 15 0
0 15 0 10
5 0 0 0
Mutation—1 gives the minimum modification of the 
parent. Both Mutation-1 and Mutation-3 will introduce some 0 
elements into the matrix. Both mutation-1 and mutation-3 
push the offspring to the boundary of the solution space. 
This property is very useful in the linear transportation 
problem because in linear transportation problem an optimal 
solution can always be found oh the boundary points of 
solution space.
2.3.4.2. CROSSOVER
A crossover operator is responsible for the mating 
process in which two members from a previous population are 
combined to produce two offspring in the new population. In 
this section, two linear transportation problem crossover 
operators and two nonlinear transportation problem crossover 
operators are introduced.
2.3.4.2.1 LINEAR TRANSPORTATION PROBLEM CROSSOVER OPERATORS
Crossover-1: Let U and V be two parent matrices. The 
crossover points are {xpl,xp2}, where l<=xpl<xp2<=m. Then
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create two children, kidl and kid2, by swapping rows xpl to 
xp2-l of U and V:
kidl[i,jj = v[i,j] for ie{ 1 xpl-1}u { x p 2 m } ,
j £{1/2, ...,n}
kidl[i,j] = u[i,j] for ie{xpl,...,xp2-l}, je{1,2,...,n} 
kid2[i,j] = u[i,j] for ie{ 1 xpl-1}u { x p 2 m } ,
je{l,2,...,n}
kid2[i,j] = v[i,j] for ie{xpl,...,xp2-l}, je{l,2,...,n} 
After swapping the segments, kidl and kid2 may not be 
feasible solutions. The following repair algorithm is 
applied to them:
m
1) Diff[j] = y 'kidl-_i-Demand[j] jel,2,...,ni=i
2) While some Diff[j] is not zero, let jx be the 
smallest column index so that Diff[jx]<0, let j2 be the 
first column index so that Diff[j2]>0.
3) try to move some units from column j2 to column j2. 
Start from row 1 to row n, units moving only between same 
row.
val = min ( | Diff [jj | , Diff [ j2] , kidl [row, j2] 
kidl [row, jj = kidl [row, jj + val 
kidl [row, j2] = kidl [row, j2] - val 
Difftj-J = Diff[jx] + val 
Diff[j2] = Diff[j2] - val
4) if Diff[j2] = 0, find next positive column and go 
back to step 3,
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if Diff[jx] = 0, we go back to step 2 
Otherwise, use the same column go back to step 3
Applying the repair algorithm to kidl transforms it 
into a feasible solution, and the same is true for kid2.
Example 6: Given a problem with 4 sources and 5 destinations 
and the following constraints:
Supply array = {8,4,12,6}
Demand array = {3,5,10,7,5}
Assume that following matrices V and U are selected as 
parents for crossover:
V U
0 0 5 0 3
0 4 0 0 0
0 0 5 7 0
3 1 0 0 2
1 0 0 7 0
0 4 0 0 0
2 1 4 0 5
0 0 6 0 0
Assume the cross points are 2 and 4, after swapping the 
corresponding parts, we get:
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kidl kid2
1 0 0 7 0
0 4 0 0 0
0 0 5 7 0
0 0 6 0 0
0 0 5 0 3
0 4 0 0 0
Os] 
j
1 4 0 5
3 1 0 0 2
—2 —1 1  7 —5 Diff array 2 1 - 1 - 7  5
The following shows the application of the repair 
algorithm to kidl only. The same algorithm can be applied to 
kid2 to make it feasible. The Diff array for kidl shows that 
kidl solution violates the demand constraints. From the Diff 
array, it is obvious that some units from columns {3,4} must 
be moved to columns {1,2,5}. The index of the first positive 
Diff element is 3, and the first nonzero element in column 3 
is row 3. Then we start to move some units from column 3 row 
3 to column 1 row 3:
val = min (IDifffjJ | , Diff [ j2] , kidl [row, j2] )
= min (2, 1, 5) = 1  
Following is the updated matrix after the first move:
i—1 0 0 7 1
0 4 0 0 0
1 0 4 7 0
0 0 6 0 0
- 1 - 1 0  7 -5
The Diff value at column 3 is changed to zero. We turn
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to next positive column 4. Find that the first nonzero 
element in column 4 is row 1 and move to column 1 row 1. 
val = min ( | Diff [ jj | , Diff [ j2] , kidl [row, j2] )
= min (1, 7, 7) = 1 
After this step, the Diff value at column 1 is changed 
to zero. The updated matrix is shown below:
CM 0 0 6 0
0 4 0 0 0
1 0 4 7 0
0 0 6 0 0
Diff array 0 - 1 0  6 - 5
After moving 1 unit from column 4, row 1 to column 2, 
row 1, we get:
CM 1 0 5 0
0 4 0 0 0
1 0 4 7 0
0 0 6 0 0
Diff array 0 0 0 5 - 5
Following is a final matrix which after moving 5 units 
from column 4, row 1 to column 4, row 1:
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2 1 0 0 5
0 4 0 0 0
1 0 4 7 0
0 0 6 0 0
Crossover-2 [18]: Assume that two matrices V and U are 
selected as parents for the crossover operator. The basic 
idea is to chosen midpoint of two parents and use two 
reminder matrices to adjust them to be feasible solutions. 
The following is an outline of the algorithm. See appendix B 
for the detailed algorithm. Create two temporary integer 
matrices:
DIV = (div±j) REM=(remij) 
these matrix are defined below:
d i v ^  (vlj+vfj)/2 remi:j= (vjj+vfj) mod 2
The matrix DIV stores the truncated average values from 
both parents, the matrix REM stores the remainders.
The matrix REM has some interesting properties: every 
element is 0 or 1 and the number of l's in each row and 
each column is even. In other words, the values of 
Supplyrem[i] (i=l, 2, . . . ,m) and Dernandrem[j] (j=l, 2, . . ., n) are 
even integers. Use this property to transform the matrix REM 
into two matrices REM1 and REM2 such that 
REM = REM1 + REM2
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Supplyreml [i] = Supplyrem2[i] = Supplyrem[i]/2, for i =
1/2, . . . , m
Demandreral[ j] = Dernandrem2 [ j ] = Demandrem[ j]/2, for j =
1,2, • ■ . ,n
Two offspring of kidl and kid2 are produced as follows: 
kidl = DIV + REM1 
kid2 = DIV + REM2 
The following example illustrates this crossover.
Example 7: the problem is the same as in crossover-1.
V U
0 0 5 0 3
0 4 0 0 0
0 0 5 7 0
3 1 0 0 2
1 0 0 7 0
0 4 0 0 0
2 1 4 0 5
0 0 6 0 0
The matrices DIV and REM are:
1 0 1 1 1
0 0 0 0 0
0 1 1 1 1
1 1 0 0 0
0 0 2 3 1
0 4 0 0 0
1 0 4 3 2
1 0 3 0 1
The matrices REM1 and REM2 are:
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1—1 0 0 1 0
0 0 0 0 0
0 0 1 0 1
0 1 0 0 0
0 0 1 0 rH
0 0 0 0 0
0 1 0 1 0
1—1 0 0 0 0
Finally, two children kidl and kid2 are:
1 0 2 4 1
0 4 0 0 0
1 0 5 3 3
1—I 1 3 0 1
0 0 3 3 2
0 4 0 0 0
1 1 4 4 2
CM 0 3 0 1
Both children produced by crossover-2 are close to the 
midpoint of the parents. The REM1 and REM2 matrices are used 
to assure that both children correspond to feasible integer 
matrices. Note that REM1 and REM2 matrices' element is 
either 0 or 1. Assume that t is the size of initial 
population, m is the number of sources and n is the number 
of destinations. It is not difficult to see that the 
solution space explored in one generation by crossover-2 
will be limited to the convex hull of t circles of radius 
(m*n/2)1/2 with centers being the parents from last 
generation. This crossover alone does not explore the 
solution space very efficiently.
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2.3.4.2.2 NONLINEAR TRANSPORTATION PROBLEM CROSSOVER 
OPERATORS
As was mentioned in section 2.3.1, the solution of a 
nonlinear transportation problem may have real value matrix 
elements, even when the constraints are all written in terms 
of integers. Two types of crossover operators are defined in 
this section. The first one is a modification of linear 
transportation problem crossover-1. It introduces real 
numbers into matrix by using a two pass repair algorithm.
The second one is taken from [13].
Crossover-1: This crossover is a modification of linear 
transportation crossover—1. A two pass repair algorithm was 
employed here. The detailed algorithm is in appendix B. A 
parameter called threshold rate was employed in crossover-1. 
Before (Total generation * Threshold rate) generations, only 
linear crossover-1 is applied. After that, two pass 
crossover was applied to introduce the real numbers. This 
parameter can be use to reduce the solution space need to be 
searched. Note that the difference between this crossover 
and linear crossover-1 is that in the first pass, not all 
goods which available are shipped. Step 3 of the linear 
crossover—1 algorithm is modified so that the amount shipped 
out is a real number in the interval [0,val]. The revised 
step 3 follows:
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3) try to move some units from column j to column i. We 
start from row 1 to row n, units moving only between same 
row.
val = min (|Diff[i]|,Diff[j],kidl[row,j]
val = randomly choose a real value between [0,val]
kidl[row,i] = kidl[row,i] + val
kidl[row,j] = kidl[row,j] - val
Diff[i] = Diff[i] + val
Diff[j] = Diff[j] - val
The second pass is the same as crossover-1 for the 
linear transportation problem.
Crossover-2: Denotes V and U as two parents for crossover.
Let two number cl and c2 be given parameters such that
cl>=0, c2>=0 and cl + c2 = 1. The crossover operator will 
produce two children kidl and kid2 such that: 
kidl = cl*V + c2*U, kid2 = cl*U + c2*V 
and cl and c2 are given at the beginning of experiment. This 
crossover operator guarantee that if both parents are 
feasible solutions, two children will be feasible solution. 
This is the most simple crossover used here. Since this 
algorithm is easy to understand, no example is given.
2.3.5. LOCAL HILL CLIMBING FOR LINEAR TRANSPORTATION PROBLEM
Genetic search provides a very general technique for
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discovering the solution space. To date, most of the 
research in the area of genetic algorithms has emphasized 
genetic operators: mutation and crossover. However, 
knowledge about the application can direct blind genetic 
search to more profitable regions in the solution 
space[14][15]. In this program, individuals carry out a 
simple problem-specific hill—climbing procedure that can 
increase their fitness. The following is the algorithm used 
in this paper:
Local Hill Climbing: Assume that {ix, i2} is a subset of 
[1,2,...m}.
Denote a parent for mutation by the (mxn) matrix V.
Then create a (2xn) submatrix W from all elements of the 
matrix V in the following way: an element vi;jeV is in W if 
and only if ie{i1,i2} and j£{ 1, 2, . . .n} . If i=ir and j=js, the 
elements vi:j is placed in the r-th row and s-th column of 
the matrix W.
A 2xn transportation problem is created with Supply'[2] 
(i=ilr i2) and Demand' [j] (j=l, 2, . . ., n) according the
following way:
Supply'll] = Eje(1,2,...n) i=ii' i 2
Demand'[j] = VH j=l,2,...,n
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Now create a feasible solution for this 2xn 
transportation problem in the following method:
1) calculate Diff array so that:
Diff [ j ] = | cost [ix, j] - cost [i2, j ] I je{1,2,...,n}
set all elements in Visited array as unvisited
2) choose jx so that Diff[jJ = max {diff[j]} and it is 
unvisited j=l,2,...,n
3) set column Visited^] to be visited.
4) choose the smaller cost row in the column jx and
fill in the value as follows. Assume row 1 has smaller cost 
than row 2 in column jx.
val = min ( Supply' [1], Demand^] ) 
w[l,jj = val
w [2,ji] = Demand[jx] - val 
Supply'[1] = Supply[1] - val
5) go back to step 2.
Following is a proof given by Chang Yu.
Proposition: The solution obtained from above algorithm 
is an optimal solution for the 2xn sub transportation 
problem.
Proof: Assume v is the feasible solution obtained from
the above algorithm. It is easy to see that v is a basic 
feasible solution for the problem because this algorithm is 
similar to the North-West Corner method except the sequence 
we chose to fill cell is different. Let ux and u2 be the
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simplex multipliers for row 1, row 2 and wx, w2, ...,wn be the
simplex multipliers for the columns. Then we have u± + Wj=
ci;j for all i, j where v±j is basic [11] . Also it is not 
difficult to see that in each column one variable must be 
basic and another is not basic except that one column 
contains two basic variables. Let k be the index of that 
column. Now if vn is not a basic variable, then v21 must be
a basic variable. So we have u2 + wx = c21, ux + wk = clk, u2
+ wx = c2k, need to show cn >= ux + wx:
clx - ( ux + wx ) = Cn - (clk - w± + c21 - u2 )
= cu “ clk - c21 + u2 + w±
= clx — c21 + c2k — clk
case 1: v21 is selected as a basic variable before vlk and
v2k
then cn >= c21 because v21 is basic and v1]L not 
If c2k >= clk then cn >= ux + wx
If clk >= c2k then cn - c21 >= clk - c2k
because v21 is chosen as a basic variable before vlk 
and v2k. According to the algorithm cu - c21 >= c2i - c1;L. So
cn - C2i ~ (c2k - clk ) >= 0 which means we still have cu >=
ux + wx.
case 2 : v21 is selected as a basic variable after vlk, v2k.
In this case, c2k >= clk
If cu >= c21, done.
If cxl < c21, then c21 - cxl <= c2k - clk according to 
the algorithm. So c2k - clk + cn - c21 >= 0
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So cu - (ux + w2) >= 0 
For all the other Cij's which are the costs of nonbasic 
variables, we can use similar argument to get cij>=ui+wj. So 
we have ci:j >= u± + wj for all 1<= i <= 2, 1 <= j <= n.
Hence, the solution obtained by the algorithm is an optimal 
solution for the sub transportation problem.
The following is an example to illustrate above 
algorithm.
Example 8: Assume the transportation problem is the same as 
example 1. We apply local hill climbing algorithm on the 
matrix below:
0 0 15 0
5 10 0 10
0 5 0 0
Suppose two rows {2,3} are selected. Thus the submatrix:
5 15 0 10
25 5 10 0 10
5 0 5 0 0
The cost matrix follows:
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12 7 7 2 {Delta array}
12 7 9 20
0 14 16 18
So the columns are filled in the sequence {1,2,3,4}. After 
columns 1 and 2 are completed, the result is given below:
0 0 0 10
10 0 3-5
0 5 0
Continue to compute the third and fourth columns which 
leads to:
0 0 0 0
0 0 15 0 10
0 5 0 0 0
Replace the corresponding part in the matrix v, the final 
matrix is:
0 0 15 0
0 15 0 10
5 0 0 0
Before applying local hill climbing, the fitness of the 
solution is 700. After applying local hill climbing, the
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fitness of the solution is 605. The quality of solution is 
significantly improved.
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3 IMPLEMENTATION OF THE GENETIC ALGORITHM
The program was implemented using the C programming 
language. The main control structure of this system was 
adapted from GENESIS 4.5 (Grefenstette 1987) and GENESIS 
UCSD1.2.[5] . It consists of three programs: setup, main and
report.
The program SETUP creates the input parameter file for 
the MAIN. The user can give values of control parameters or 
the default values of control parameters. The control 
parameters include the number of sources, number of 
destinations, number of experiments, population size, 
crossover rate, mutation rate, generation gap, scaling 
window, report interval, maximum generation without 
evaluation, random seed and so on [7].
The MAIN program implements the genetic algorithms. It 
attempts to find a good solution for the transportation 
problem.
The REPORT program generates a statistical report 
summarizing the means and variance of a number of 
performance measures of several runs of the MAIN, and output 
the result to files.
3.1. THE FRAMEWORK OF THE MAIN PROGRAM
The kernel of the MAIN program is the genetic
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algorithm. The main loop of the MAIN program is an iterative 
procedure which maintains a constant-size population P(t) of 
candidate solutions. The main loop is shown below:
BEGIN
(1) Choose the Initial population of a predefined 
size, call this population P(0). Set the 
generation counter t to be 0/
(2) Evaluate the fitness of each individual in P(t) 
for which EvaluationFlag is on;
(3) Measure P(t) to check collect statistics 
concerning the performance of the algorithm;
(4) If generation counter t > Maximum generation
then terminate;
(5) Increase generation counter by 1;
(6) Reproduce P(t) from P(t-l), call population P(t) 
as NewPop, population P(t-l) as OldPop;
(7) Mutate P(t);
(8) Crossover P (t) ;
(9) If LocalHillClimbingFlag is on then 
call LocalHillClimbing;
(10) goto (2);
END.
In our system, the initial population P(0) is generated 
randomly by procedure Initial. The method of generating the 
initial population P(0) was described in Chapter 2.3.2..
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The Evaluate procedure evaluates the performance of 
each individual in the current generation if the individual 
was changed during the process of previous generation. 
Different Evaluate procedures were used for linear and 
nonlinear objective functions.
The Measure procedure computes some statistical 
information such as the average fitness of the current 
generation and calculates performance measures. It compares 
the fitness of individuals in the current generation to 
determine the "best' individual and saves the "best" 
individual into BestSet.
Reproduce implements the process of choosing 
individuals for the next generation from the individuals in 
the current generation. The individuals in the reproduction 
pool are chosen from the old population by a randomized 
reproduction procedure that ensures that the expected number 
of times an individual is chosen approximately proportional 
to that individual's fitness [1]. The new population is 
chosen from individuals in the reproduction pool and 
individuals in the previous generation according the 
generation gap.
In the Mutate procedure, some individuals are mutated 
according to a user-specified mutation probability mutation 
rate. Implementation of the mutation operators was described 
in Chapter 2.3. 4.1..
After mutation, the individuals in reproduction pools
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are randomly chosen for Crossover employing a user-specified 
crossover probability crossover rate. If no new individuals 
are introduced after mutation and crossover in one 
generation, the generation without evaluation counter 
increase one. The crossover methods were discussed in 
Chapter 2.3 . 4.2 . .
There is a special procedure call local hill climbing 
for linear transportation problem. The local hill climbing 
procedure incorporates operations research knowledge. The 
method is discussed in chapter 2.3.5..
3.2. THE SELECTION OF CONTROL PARAMETER VALUES
Running a genetic algorithm requires the setting of a 
number of control parameter values. If poor settings are 
used, a genetic algorithm's performance can be severely 
impacted. Finding the optimal control parameter settings can 
be difficult, because different problems have different 
optimal values of the control parameters. Each combination 
of genetic operators, representation, and problems has its 
own characteristics. In this section, our empirical 
selection of control parameters for transportation problems 
is given below.
(1) Number of Sources and Number of Destinations. These two 
parameters describe the size of transportation problem.
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(3) Number of Experiments:
This parameters gives the number of times that a 
problem is solved with a given setting of the 
parameters. Different random number seeds are used on 
each run. In our experiments, number of experiments was 
set to 10.
(4) Maximum generation:
This parameter gives the maximum number of generations 
to be run. For the linear transportation problem, 
maximum generation was set to 100, while for nonlinear 
transportation problem, maximum generation was set to
10,000 generations.
(5) Population Size:
The population size describe the number of individuals 
in each generation. In our experiments, the population 
size was set to 40.
(6) Crossover Rate:
The crossover rate controls the frequency with which 
the crossover operator is applied. In each new 
generation, (Population * Crossover Rate) individuals 
undergo crossover.
(7) Mutation Rate:
When applying mutation on the individuals, each 
individual is given a chance (=mutation rate) to 
undergoing mutation. Both mutation and crossover rate 
is based on the number of individuals per generation
instead of bit per generation.
(8) Generation Gap
The generation gap is the percentage of the population 
which is replaced in each generation. In our 
experiment, generation gap was always fixed at 0.7.
(9) Maximum Generations without Evaluation
If mutation and crossover do not introduce any new 
individuals after certain generations, the experiment 
will stop. In our experiments, this parameter was set 
to 2.
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4. EXPERIMENTS AND RESULTS
The genetic algorithm was run on a DEC system 5500 
while both linear and nonlinear mathematical programming 
software packages were run on a 33MHZ 386 without a math 
coprocessor. The STORM [3] software package was chosen to 
solve linear transportation problems. The student version of 
GAMS {General Algebraic Modeling System) [2], a package for 
the construction and solution of mathematical programming 
models, was chosen to solve the nonlinear transportation 
problems. We used MINOS version of the optimizer. In the 
rest of this paper this system is referred as GAMS.
These experiments were designed to test and evaluate 
the solution quality from the genetic algorithm. All the 
transportation problem costs given below were the average 
minimum cost over 10 experiments. Section 4.1. discuses the 
methodology for experiments on the linear transportation 
problem. Section 4.1.1. compares the linear transportation 
problem solution quality from a genetic algorithm with local 
hill climbing to those from a genetic algorithm without 
local hill climbing. Section 4.1.2. presents the comparison 
of linear transportation problem solution quality from the 
genetic algorithm with three different mutation operators. 
Section 4.1.3 discuses the linear transportation problem 
solution quality from the genetic algorithm with crossover—1
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or crossover-2 from [18]. Section 4.2.3. discuses the 
nonlinear transportation problem. Section 4.2.3.1 presents 
the comparison of the solution quality from genetic 
algorithm using crossover—1 and crossover-2 from [13]. In 
Section 4.2.3.2., the quality of solution from a genetic 
algorithm is compared against solution quality from GAMS to 
demonstrate that the method has some promise.
The test problems were taken from literature or were 
randomly generated. The problem generator algorithm employed 
in the program is given in the appendix B.
4.1. LINEAR TRANSPORTATION PROBLEM EXPERIMENTS AND RESULTS
For the linear transportation problem, we do not intend 
to compare genetic algorithm with the standard mathematical 
programming method. On every efficiency measure, the genetic 
algorithm will not be able to compete with the linear 
programming method. This situation is different when we 
apply the genetic method to nonlinear problems. Instead, a 
mathematical programming method was used to get the optimal 
solution and compare the efficiency of three mutation 
operators, two crossover operators and local hill climbing.
In every case, the problem was first solved using a 
standard algorithm. This optimal solution was used for later 
comparison.
The normal method for assessing the quality of
52
optimization algorithms is number of generations or time 
which used to achieve the optimal solution. Here, we adapted 
an alternative criterion based on the closeness to the 
optimum value reached in a fixed numbers of generations.
This criterion was also used in G.A.Vignaux and 
Z.Michalewicz's paper [18]. The closeness is the mean of 
percentages above known optimum from 10 experiments:
, . , . 7 cost from GA - optimal costpercentage above optimal=— ----------z.--,— £.—  --------
optimal cost
For linear transportation problem experiments, the 
average minimum cost at 100th generation was collected over 
10 experiments. If more generations were used, it would have 
been difficult to assess the solution quality since the 
algorithm would be likely to find the optimal solution.
4.1.1. COMPARISON OF SOLUTION QUALITY FROM GENETIC ALGORITHM 
WITH AND WITHOUT LOCAL HILL CLIMBING
This experiment was designed to compare the solution 
quality from the genetic algorithm with local hill climbing 
and without local hill climbing. In this experiment, 11 
transportation problems were randomly generated with the 
number of sources equal to number of destinations. The 
number of sources ranged from 4 to 14. Crossover-1 and 
Mutation-3 were used. Both the crossover rate and the
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mutation rate were fixed at 0.4. The test results are given 
in Figure 1 and Table 1. In Table 1, the means and 
deviations of the minimum costs over 10 experiments are 
given. The optimal solutions were found using STORM. The 
experiment clearly shows that mean of minimum cost of 
transportation problem over 10 experiments from genetic 
algorithm with local hill climbing is significantly better 
than those from genetic algorithm without local hill 
climbing. The experiment also shows the genetic algorithm 
with local hill climbing is more stable then genetic 
algorithm without local hill climbing.
4.1.2. COMPARISON OF SOLUTION QUALITY FROM GENETIC ALGORITHM 
WITH THREE DIFFERENT MUTATION OPERATORS
This experiment was conducted to compare the solution 
quality of the genetic algorithm using three different 
mutation operators. In this experiment, a 5x5 test problem 
was taken from [18] which is listed in Appendix A as test 
problem 1. Crossover—1 was used and the crossover rate was 
fixed at 0.4. The mutation rate ranged from 0 to 1 in 
increments of 0.1. Local hill climbing was not applied in 
this experiment. The test results are listed in Figure 2 and 
Table 2. It appears that the solution quality using 
mutation-1 or mutation-3 is better than solution quality 
using mutation-2 at the mutation rates above 0.3. The
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experiment also shows that mutation-3 is the most stable of 
the three mutation operators, especially when the mutation 
rate is higher. Both mutation-1 and mutation-3 have tendency 
to push the solution to the boundary of solution space, as 
was mentioned at the end of section 2.3.4.1.. Mutation-3 
introduces more zeros into solution than mutation-1 does, 
since the mutation-1 only operates on 2x2 sub-problems while 
mutation-3 operate on 2xn sub-problems.
4.1.3. COMPARISON OF SOLUTION QUALITY FROM GENETIC ALGORITHM 
WITH TWO DIFFERENT CROSSOVER OPERATORS
This experiment was conducted to compare the solution 
quality from the genetic algorithm using crossover-1 to the 
genetic algorithm using crossover-2 described in [18]. In 
this experiment, a 5x5 test problem was chosen from [18] 
which is listed in Appendix A test problem 1. Mutation-3 was 
used, and the mutation rate was fixed at 0.4. The crossover 
rate ranged from 0 to 1 in increments of 0.1. Local hill 
climbing was not applied to this problem. The test results 
are given in Figure 3 and Table 3. The experiment shows the 
means of the minimum costs from the genetic algorithm using 
crossover—1 were better than those from genetic algorithm 
using crossover-2 from [18]. It also shows that the genetic 
algorithm using crossover-1 is more stable than the genetic 
algorithm using crossover-2 from [18].
55
4.2. NONLINEAR TRANSPORTATION PROBLEM EXPERIMENTS AND
RESULTS
In a linear transportation problem, an optimal solution 
can be obtained using a linear programming method. In the 
nonlinear case, the optimal solution may not be known. Here 
GAMS, an industry-standard efficient operations research 
method, was used to get a locally optimal solution.
4.2.1 OBJECTIVE FUNCTION
The difficulty of a nonlinear transportation heavily 
depends on the objective function. Following are the six 
objective functions used in tests. All of them are separable 
functions of the components of the solution vector with no 
cross terms. Function A is a piecewise constant function. 
Function B is a piecewise linear function. Function C is a 
convex function while function D is a concave function. 
Function E and F are multiple peak functions.
function A:
0, if 0<vi:j<s 
cijrif s<vij<2s 
2cijr if 2s<vi;j<3s 
3cijf if 3s<vij<4s 
4cijfif 4s<vij<5s 
5cijt if 5s<vi:j
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where s is constant which will be define in section 4.2.2. 
function B:
ifo
cijr if s<vij<2s 
v. .-2 sCij(l+— -2— )t if 2s<v±jO
where s is constant which will be define in section 4.2.2 
function C:
C- • (v. ) -c- v.' 1J1 1J Ij
function D:
Dij{vi.)=cijf^~
function E:
E (v..)=c-(__________^  Xj} î l + ( v ii-2 3) 1 + (V. --S)
where s is constant which will be define in section 4.2.2. 
function F :
F ■ ■ (v. ) =c• v.. {sin (v ■ --— ) +1)
where s is constant which will be define in section 4.2.2. 
The objective for the transportation problem was then
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of the form:
E
ij
where f±j (v±j) is one of the functions given above, v^ is the 
quantity of goods shipping from source i to destination j,
Cij is cost matrix and s is a parameter of the problem.
4.2.2 THE GAMS IMPLEMENTATION OF THE FUNCTIONS
Functions C, E, and F could be implemented directly in 
GAMS using the facility for a built-in nonlinear function, 
but GAMS could not handle functions A, B and D directly. 
Function A and B can not be formulated in GAMS. GAMS has 
difficult in computing gradients near zero for function D. 
Following is a description of the modifications made for the 
GAMS runs[13]:
function A:
Separate arc-tangent functions are used to approximate 
each of the five steps. A parameter, PA, was used to control 
the 'tightness' of the fit. The cost on arc[i,j] is:
function B:
The arc-tangent function was again used, this time to 
approximate each of the three gradients. A parameter, PB,
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cu
arctan (PA (x^-s) ) /jc + 1/2 + 
arctan (PA(xij~2s) ) / 7 C  + 1/2 + 
arctan {PA(xi-~3s) ) /tc + 1/2 + 
arctan (PA(xij-4s) ) /jc+1/2 + 
arctan (PA (xij-5s) ) /tc+1/2
was used to control the tightness of the fit. The cost on 
arc[i,j] is:
.x..(1-— tl) * (1- (arctan (PB{xi;j~s) ) /k + 1/2) ) +
X-(— iZ-2) * (arctan (PB(x±i-2s) ) / tc  + 1/2)
s J
function D:
In order to avoid gradient problems at or near zero, 
function D was changed to :
D'(x) = D(x+e)
The three parameters were set to be: PA is 1, PB is 
1000, and £ (for function D) is 1. The final cost function 
values were always calculated after the optimization using 
the unmodified function, instead of the modified 
function.[13]
4.2.3. PARAMETERS AND RESULTS
The nonlinear transportation problem genetic algorithm 
has one more parameter than the linear transportation
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problem genetic algorithm. This parameter is called 
threshold rate. It controls when to run the two pass 
crossover to introduce real values into matrix. The 
threshold rate is fixed at 0.5 in all experiments here.
4.2.3.1. COMPARISON OF SOLUTION QUALITY FROM GENETIC 
ALGORITHM WITH TWO DIFFERENT CROSSOVER OPERATORS
This experiment was conducted to compare the solution 
quality from genetic algorithm using crossover-1 and the 
genetic algorithm using crossover-2 [13]. The coefficients 
cx and c2, which were used in the crossover—2, were fixed 
0.25 and 0.7 5 in all experiments. A 7x7 test problem, which 
was taken from [13], is listed in Appendix A as test problem
2. Mutation—3 was used and the mutation rate was fix to be
0.4. The crossover rate ranged from 0 to 1 in increments of 
0.1. All six nonlinear objective functions listed above were 
tested. The experimental results are listed in Table 4 and 
Figure 4 to Table 9 and Figure 9.
Table 4 and Figure 4 show the means and deviations of
the minimum costs from the genetic algorithm using
crossover-1 and crossover-2 over 10 experiments with 
objective function A (piecewise constant). The experiment 
clearly shows that solution quality from the genetic 
algorithm using crossover-1 was significantly better than 
the solution quality from the genetic algorithm using
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crossover-2. It also shows that genetic algorithm using 
crossover-1 is more stable then the genetic algorithm using 
crossover—2.
Table 5 and Figure 5 show the means and deviations of 
the minimum costs from genetic algorithm using crossover-1 
or crossover-2 over 10 experiments for objective function B 
(piecewise linear). The experiment shows that solution 
quality from the genetic algorithm using crossover-1 was 
better than the solution quality from the genetic algorithm 
using crossover-2. It also shows that the genetic algorithm 
using crossover-1 is more stable then the genetic algorithm 
using crossover-2. Crossover—2 performed very poorly with a 
crossover rate of 1. The best result from the genetic 
algorithm using crossover-2 was got when the crossover rate 
was 0. For this problem, it appeared that crossover—2 was 
more harmful than useful when crossover rate was greater 
than 0.1.
Tables 6 and Figure 6 show the means and deviations of 
the minimum costs over 10 experiments with function C 
(smooth convex function). The experiment appear that 
solution quality from the genetic algorithm using crossover- 
1 were better than solution quality from the genetic 
algorithm using crossover-2 when the crossover rate was 
greater than 0.6. They also show that the genetic algorithm 
using crossover-1 is more stable then the genetic algorithm 
using crossover-2 when the crossover rate was greater than
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0 .6 .
Tables 7 and Figure 7 show the means and deviations of 
the minimum costs over 10 experiments with function D 
(smooth concave function). From the experimental result 
appears that solution quality from the genetic algorithm 
using crossover-1 was better than the solution quality from 
the genetic algorithm using crossover-2. They also show that 
the genetic algorithm using crossover-1 is more stable then 
the genetic algorithm using crossover-2. The best result 
from the genetic algorithm with crossover-2 was obtained 
when the crossover rate was 0. Crossover-2 was more harmful 
than useful when the crossover rate was greater than 0.1.
Tables 8, 9 and Figures 8, 9 show the means and 
deviation of minimum costs from the genetic algorithm over 
10 experiments with the multiple peak function E and F. The 
results are inconclusive.
4.2.3.2. COMPARISON OF SOLUTION QUALITY FROM GENETIC 
ALGORITHM AND FROM GAMS
The experiments in this section were designed to 
compare the quality of solutions from the genetic algorithm 
against solution quality from GAMS. In the main set of 
experiments, five 10x10 transportation problems were used 
which are listed in Appendix A as test problem 3 to test 
problem 7. They were constructed using problem generator
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described in Appendix B. All six nonlinear objective 
functions were tested in these experiments. The experimental 
results are listed in Table 10 to 15 and Finger 10 to 15. 
Here, mutation-3 and crossover-1 were used. The mutation 
rate fixed at 0.4 and crossover rate was fixed at 0.1.
For function A, s was set to 2, while for function B,
E, and F a value of 5 was chosen.
Table 10 and Figure 10 compare the means and 
deviations of minimum costs from the genetic algorithm with 
function A (piecewise constant) as an objective function and 
the cost from GAMS for function A. The five pairs of bars 
show the five different test problems. It is clear that the 
solution quality from the genetic algorithm is significantly 
better than those from GAMS. The gradient techniques which 
GAMS employs have difficulty "seeing around the corner" to 
new zones of better costs, while genetic algorithm type of 
algorithm, taking a more global approach, is able to move to 
new zones readily, hence generating much better 
solutions.[13]
Table 11 and Figure 11 show the means and deviations 
of minimum costs from the genetic algorithm with function B 
(piecewise linear function), and cost from GAMS for the 
function B. The five pairs of bars show the five different 
test problems. Function B was implemented differently from 
[13] because student version GAMS did not work when the 
modified function in [13] was used. This is the only
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experiment one corresponded to the result listed in [13] 
since a different modified function was used. This 
experiment shows that solution quality from GAMS is better 
then those from genetic algorithm on function B.
Table 12 and Figure 12 show the means of minimum costs 
from genetic algorithm with smooth convex function C and 
costs from GAMS. The five pairs of bars show the five 
different test problems. The experiment shows that the 
solution quality from GAMS is better than those from genetic 
algorithm. GAMS did well on the smooth function. The 
gradient controlled techniques are most suited to these 
situations[13] .
Table 13 and Figure 13 show the means of minimum costs 
from the genetic algorithm with smooth convex function D and 
costs from GAMS for function D. The five pairs of bars shows 
the five different test problems. The experiment shows that 
the solution quality from the genetic algorithm is better 
than the solution quality from GAMS.
Table 14, 15 and Figure 14, 15 show the means of 
minimum cost of from the genetic algorithm with multiple 
peaks function E ,F and costs from GAMS for function E, F. 
The five pairs of bars show the five different test 
problems. The experiments show that the solution quality 
from genetic algorithm are excelled than solution quality 
from GAMS. This is because GAMS is not designed for global 
optimization. GAMS typically explore only a particular path
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within the current local optimum zone. It will do well only 
if the local optimum is a relatively good one[13].
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5. SUMMARY AND CONCLUSION
Our objective was to investigate the behavior of a type 
of genetic algorithm on a problem with multiple linear 
constraints. In this paper we only tested limited test 
problems and parameters. In the linear transportation 
problem, the solution quality from genetic algorithm with 
different mutation and crossover operators was examined. The 
influence of local hill climbing was also investigated. From 
the above parameters setting and test problem, we concluded 
that mutation-1 and mutation-3 were more efficient than 
mutation-2, the crossover introduced in this paper was more 
efficient than crossover from [18] and local hill climbing 
had significant positive effect on finding optimal 
solutions.
In the nonlinear transportation problem, the solution 
quality of the genetic algorithm using two different 
crossover operators were compared. The solution quality from 
the genetic algorithm and from GAMS also were evaluated.
From these experiments, we concluded that the crossover 
introduced in this paper was more efficient than crossover 
from [13] in all experiments conducted in this paper. This 
research project shows that a genetic algorithm has 
capability to find good quality of solutions for some 
difficult nonlinear transportation problems, though GAMS did
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better on the smooth monotonic functions. It also verifies 
some of the research results which Zbigniew Michalewicz and 
his colleagues got.
The genetic algorithm was specially tailored to 
transportation problems. It can handle any reasonable 
objective function including noncontinuous functions. It 
could be modified to handle similar optimization problems. 
This seems to be a promising research direction which may 
result in genetic algorithm techniques for solving a wide 
variety linearly constrained optimization problems.
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TEST RESULTS
TALBE 1: LOCAL HILL CLIMBING COM PARISON
0 mean 1 mean 2 optimal per of 1 per of 2 dev of 1 dev of 2
4 3219 3219 3219.00 0.00 0.00 0 0
5 4640 4828 4640.00 0.00 4.05 0 197
6 7682 8724 7682.00 0.00 13.57 0 490
7 9078 10107 9075.00 0.04 11.37 10 421
8 13322 14992 13137.00 1.41 14.12 149 817
9 9758 12646 9401.00 3.80 34.52 196 578
10 10576 12956 9770.00 8.25 32.61 317 766
11 13625 17488 13055.00 4.37 33.95 342 1095
12 12035 17826 10601.00 13.53 68.15 596 982
13 11805 16993 10228.00 15.41 66.14 613 961
14 16058 23584 12922.00 24.27 82.51 258 1863
mean 1: mean of cost from the genetic algorithm with local hill climbing 
mean 2: mean of cost from genetic algorithm without local hill climbing 
optimal: optimal solution
per of 1 : percentage above optimal from the genetic algorithm with local hill 
climbing
per of 2: percentage aboe optimal from the genetic algorithm without local hill 
climbing
dev of 1: deviation of minimum cost from the genetic algorithm with local hill 
climbing
dev of 2: deviation of minimum cost from the genetic algorithm without local 
hill climbing
Figure 1
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TABLE 2: LINEAR MUTATION O P E R A T O R S  COM PARISON
0 mean 1 mean 2 m ean 3 per of 1 per of 2 per of 3 dev 1 dev 2 dev 3
0 1118.00 1118.00 1118.00 1.45 1.45 1.45 17.02 17.02 17.02
0.1 1112.00 1110.20 1104.70 0.91 0.74 0.25 10.06 11.37 5.44
0.2 1113.50 1112.70 1104.00 1.04 0.97 0.18 11.60 12.71 3.55
0.3 1108.30 1120.50 1103.60 0.57 1.68 0.15 11.16 15.12 3.72
0.4 1107.00 1116.50 1104.60 0.45 1.32 0.24 10.98 13.52 3.44
0.5 1109.10 1113.90 1103.90 0.64 1.08 0.17 10.52 10.22 3.23
0.6 1104.20 1110.90 1105.90 0.20 0.81 0.35 7.72 12.88 7.14
0.7 1107.10 1116.10 1107.20 0.46 1.28 0.47 6.06 9.93 8.31
0.8 1107.80 1111.10 1103.00 0.53 0.83 0.09 11.92 12.73 0.88
0.9 1105.10 1123.20 1103.20 0.28 1.92 0.11 3.54 10.07 0.79
1 1105.10 1122.60 1103.30 0.28 1.87 0.12 4.09 19.61 0.67
mean 1: m ean of minimum cost from the genetic algorithm using mutation-1 
per of 1 : percentage above optimal from the genetic algorithm using mutation-1 
dev 1: deviation of minimum cost from the genetic algorithm using mutation-1 
2: mutation-2 3: mutation-3
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TABLE 3: LINEAR C R O S S O V E R  O P E R A T O R S  COM PARISON
mean c1 mean c2 per of c1 per of c2 dev of c1 dev of c2
0.00 1103.10 1103.10 0.10 0.10 0.82 0.82
0.10 1102.70 1105.80 0.06 0.34 0.82 6.09
0.20 1105.70 1107.20 0.34 0.47 5.98 9.38
0.30 1104.60 1116.20 0.24 1.29 3.44 12.96
0.40 1106.20 1118.80 0.38 1.52 4.42 17.02
0.50 1110.20 1124.90 0.74 2.08 7.41 21.21
0.60 1108.70 1128.20 0.61 2.38 9.81 23.92
0.70 1108.40 1137.40 0.58 3.21 9.06 23.83
0.80 1109.00 1137.10 0.64 3.19 12.35 26.38
0.90 1115.80 1137.00 1.25 3.18 9.65 24.17
1.00 1112.40 1138.80 0.94 3.34 11.65 25.47
mean c1 : mean of minimum cost from the genetic algorithm using 
crossover-1
per of c1 : percentage above optimal from the genetic algorithm using 
crossover-1
dev of c1 : deviation of minimum cost from the genetic algorithm using 
crossover-1 
c2: crossover-2
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TABLE 4: NONLINEAR C R O S S O V E R  COM PARISON
WITH FUNCTION A
0 best c1 best c2 dev of c1 dev of c2
0 131.20 131.20 63.95 63.95
0.1 33.60 100.20 23.19 27.39
0.2 39.70 120.70 41.15 57.42
0.3 55.80 159.50 35.61 75.16
0.4 63.70 171.60 34.99 65.17
0.5 76.90 304.80 28.23 147.44
0.6 105.60 267.30 30.53 110.63
0.7 109.50 414.80 69.18 135.20
0.8 132.40 704.10 76.37 230.35
0.9 190.00 705.60 50.46 250.86
1 216.50 911.90 70.68 215.99
mean c1 : mean of minimum cost from the genetic algorithm using 
crossover-1
mean c2: mean of minimum cost from the genetic algorithm using 
crossover-2
dev of c1 : deviation of minimum cost from the genetic algorithm using 
crossover-1
dev of c2: deviation of minimum cost from the genetic algorithm using 
crossover-2
Figure 4
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TABLE 5: NONLINEAR C R O S S O V E R  COM PARISON WITH FUNCTION B
m ean c1 mean c2 dev c1 dev c2
0 196.6 196.6 10.06479 10.06479
0.1 192.5 197.1 5.644466 6.873136
0.2 186.3 210 5.916925 12.02082
0.3 190.1 205.7 7.64526 9.684524
0.4 189.3 209.2 6.514599 10.66302
0.5 191.6 204.4 4.259108 9.758586
0.6 190.6 211.3 5.802586 9.257429
0.7 193.5 212.1 5.700877 8.746999
0.8 200.5 218.7 8.570881 34.322
0.9 212.3 221.1 12.62933 36.94591
1 209.6 362.6 11.36662 68.3886
mean c1 : mean of minimum cost from the genetic algorithm using 
crossover-1
mean c2: m ean of minimum cost from the genetic algorithm using 
crossover-2
dev c1 : deviation of minimum cost from the genetic algorithm using 
crossover-1
dev c2: deviation of minimum cost from the genetic algorithm using 
crossover-2
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TABLE 6: NONLINEAR C R O S S O V E R  COM PARISON WITH FUNCTION C
0 m ean c1 mean c2 dev c1 dev c2
0 3785.40 3785.40 205.65 205.65
0.1 3151.90 3166.70 204.50 575.76
0.2 3142.10 3245.60 256.96 459.24
0.3 3166.40 3181.20 229.06 312.99
0.4 3243.60 3463.80 234.07 533.76
0.5 3487.10 3636.30 400.37 683.89
0.6 3491.40 3490.80 448.89 563.29
0.7 3819.00 4335.10 377.23 1030.53
0.8 3906.50 6789.40 693.04 2095.47
0.9 4618.60 9245.80 789.68 2996.16
1 4954.40 13943.80 501.30 2029.53
mean c1 : mean of minimum cost from the genetic algorithm using 
crossover-1
mean c2: mean of minimum cost from the genetic algorithm using 
crossover-2
dev c1 : deviation of minimum cost from the genetic algorithm using 
crossover-1
dev c2: deviation of minimum cost from the genetic algorithm using 
crossover-2
Figure 6
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TABLE 7: NONLINEAR C R O S S O V E R  COM PARISON WITH FUNCTION D
0.00 mean c1 mean c2 dev c1 dev c2
0.00 485.70 485.70 7.10 7.10
0.10 480.20 488.20 0.00 12.97
0.20 480.20 494.40 0.00 23.40
0.30 480.60 491.30 1.29 17.20
0.40 480.20 504.40 0.00 31.70
0.50 480.20 500.70 0.00 32.20
0.60 483.70 508.20 11.23 30.01
0.70 485.10 503.90 11.85 36.62
0.80 500.20 530.80 32.20 76.79
0.90 519.00 546.60 45.81 80.93
1.00 543.50 936.50 28.59 193.73
m ean c 1 : mean of minimum cost from the genetic algorithm using 
crossover-1
m ean c2: mean of minimum cost from the genetic algorithm using 
crossover-2
dev c1 : deviation of minimum cost from the genetic algorithm using 
crossover-1
dev c2: deviation of minimum cost from the genetic algorithm using 
crossover-2
Figure 7
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TABLE 8: NONLINEAR C R O S S O V E R  CO M PA RISO N  WITH FUNCTION E
0.00 mean c1 mean c2 dev cl dev c2
0.00 211.40 211.40 0.35 0.35
0.10 210.80 211.30 0.13 0.44
0.20 210.80 211.40 0.12 0.42
0.30 210.80 211.30 0.14 0.35
0.40 211.00 211.40 0.25 0.44
0.50 210.90 211.40 0.30 0.37
0.60 211.90 211.80 1.85 1.52
0.70 214.00 211.30 5.86 0.40
0.80 214.90 212.00 9.17 2.03
0.90 225.60 213.50 11.54 7.05
1.00 223.00 227.00 7.74 10.72
mean c1: mean of minimum cost from the genetic algorithm using 
crossover-1
mean c2: m ean of minimum cost from the genetic algorithm using 
crossover-2
dev c1 : deviation of minimum cost from the genetic algorithm using 
crossover-1
dev c2: deviation of minimum cost from the genetic algorithm using 
crossover-2
Figure 8
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TABLE 9: NONLINEAR C R O S S O V E R  COM PARISON WITH FUNCTION F
0 mean c1 m ean c2 dev c1 dev c2
0 211.4 211.4 0.352136 0.352136
0.1 210.8 211.3 0.130231 0.435546
0.2 210.8 211.4 0.122352 0.420951
0.3 210.8 211.3 0.134387 0.35327
0.4 211 211.4 0.24988 0.441248
0.5 210.9 211.4 0.303546 0.371753
0.6 211.9 211.8 1.852836 1.524467
0.7 214 211.3 5.860034 0.402616
0.8 214.9 212.1 9.17115 4.857983
0.9 215.1 213.5 7.134424 7.047695
1 223 227 7.703895 10.72381
mean c1 : mean of minimum cost from the genetic algorithm using 
crossover-1
mean c2: mean of minimum cost from the genetic algorithm using 
crossover-2
dev c1 : deviation of minimum cost from the genetic algorithm using 
crossover-1
dev c2: deviation of minimum cost from the genetic algorithm using 
crossover-2
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fABLE 10: GENETIC ALGORITHM WITH FUNCTION A VS. GAMS
run 1 run 2 run 3 run 4 run 5
mean of GA 1361.30 924.70 1684.50 1101.80 1291.10
dev of GA 42.61 30.83 47.64 78.03 161.59
GAMS 2606.00 3153.00 3381.00 2126.00 1531.00
mean of GA: mean of minimum cost from the genetic algorithm 
dev of GA: deviation of minimum cost from the genetic algorithm 
GAMS : cost from GAMS
run number: different runs with different test problems
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TABLE 11: GENETIC ALGORITHM WITH FUNCTION B VS. GAMS
0 run 1 run 2 run 3 run 4 run 5
mean of GA 1893.60 1263.10 2557.80 1406.50 1902.70
dev of GA 20.41 37.16 30.64 23.51 33.65
GAMS 1521.00 952.00 2083.00 1138.00 1531.00
mean of GA: mean of minimum cost from the genetic algorithm 
dev of GA: deviation of minimum cost from the genetic algorithm 
GAMS : cost from GAMS
run number: different runs with different test problems
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TABLE 12: GENETIC ALGORITHM WITH FUNCTION C VS. GAMS
0 run 1 run 2 run 3 run 4 run 5
mean of GA 183720 148940 280950 153510 216310
dev of GA 3090 3458 8744 2420 2674
GAMS 167070 130050 245210 138770 195840
mean of GA: mean of minimum cost from the genetic algorithm 
dev of GA: deviation of minimum cost from the genetic algorithm 
GAMS : cost from GAMS
run number: different runs with different test problems
Figure 12
300000
250000
200000
o 150000
100000
50000
□  mean of GA
□  GAMS
79
TABLE 13: GENETIC ALGORITHM WITH FUNCTION D VS. GAMS
run 1 run 2 run 3 run 4 run 5
mean of GA 2006.60 1370.10 2551.40 1490.00 2059.60
dev of GA 20.63 30.98 85.98 35.13 68.89
GAMS 2643.00 1785.00 4223.00 2056.00 2924.00
mean of GA: mean of minimum cost from the genetic algorithm 
dev of GA: deviation of minimum cost from the genetic algorithm 
GAMS : cost from GAMS
run number: different runs with different test problems
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rABLE 14: GENETIC ALGORITHM WITH FUNCTION E VS. GAMS
run 1 run 2 run 3 run 4 run 5
mean of GA 159.40 153.40 157.30 135.40 209.40
dev of GA 1.24 1.41 1.26 0.74 1.45
GAMS 162.10 208.50 227.70 141.00 247.40
mean of GA: mean of minimum cost from the genetic algorithm 
dev of GA: deviation of minimum cost from the genetic algorithm 
GAMS : cost from GAMS
run number: different runs with different test problems
Figure 14
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TABLE 15: G EN ETIC ALGORITHM WITH FUNCTION F VS. GAMS
run 1 run 2 run 3 run 4 run 5
mean of GA 848.50 860.70 1096.10 624.70 1093.00
dev of GA 1.24 1.41 1.26 0.74 1.45
GAMS 3485.00 12092.00 12580.00 10624.50 1877.60
mean of GA: m ean of minimum cost from the genetic algorithm 
dev of GA: deviation of minimum cost from the genetic algorithm 
GAMS : cost from GAMS
run number: different runs with different test problems
Figure 15
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APPENDIX A
Test problem 1:
Number of Sources: 5
Number of Destinations: 5
Supply: 8 7 9 3 5
Demand: 6 8 10 4 4
Cost Matrix (Source by Destination):
73 40 9 79 20
62 93 96 8 13
96 65 80 50 65
57 58 29 12 87
56 23 87 18 12
Test problem 2:
Number of Sources: 7
Number of Destinations:: 7
Supply: 27 28 25 20 20 20
Demand: 20 20 20 23 26 25
Cost Matrix (Source by Destination):
0 21 50 62 93 77 10
21 0 17 54 67 1000 48
50 17 0 60 98 67 25
62 54 60 0 27 1000 38
93 67 98 27 0 47 42
77 1000 67 1000 47 0 35
83
1000 48 25 38 42 35 0
Test problem 3:
Number of Sources: 10
Number of Destinations: 10
Supply: 9 50 19 66 31 93 75 20'43 81
Demand: 7 91 6 43 27 94 26 64 69 60
Cost Matrix (Source by Destination):
59 29 47 23 20 13 97 73 64 28
97 31 10 86 26 84 71 72 93 10
29 83 38 81 49 63 44 94 74 95
6 85 58 89 10 62 82 36 75 29
1 50 95 22 78 76 54 40 58 92
37 90 13 71 10 21 37 39 5 75
12 95 63 31 16 22 93 58 15 68
79 66 84 11 12 71 22 93 64 43
89 48 85 83 39 83 54 77 78 73
40 78 16 93 17 66 43 65 3 37
Test problem 4:
Number of Sources: 10
Number of Destinations: 10
Supply: 31 74 92 55 96 98 40 77 18 34
Demand: 54 59 67 76 55 48 95 38 81 42
Cost Matrix (Source by Destination):
81 49 67 63 78 8 45 1000 96 79
84
15 75 21 48 5 2 67 85 6 74
90 76 48 7 15 26 24 7 31 25
74 18 50 34 59 51 74 85 51 41
87 56 56 33 99 99 7 53 64 2
45 52 3 57 15 81 54 96 93 1000
66 97 90 65 83 14 35 88 15 2
76 38 47 40 20 62 91 92 37 92
23 9 51 28 12 26 48 53 88 52
23 74 44 96 86 51 34 45 66 93
Test problem 5:
Number of Sources: 10
Number of Destinations: 10
Supply: 69 60 81 91 63 109 28 39 23 43
Demand: 58 100 84 100 49 95 31 34 23 32
Cost Matrix (Source by Destination):
66 64 94 88 84 13 21 17 9 4
49 56 98 88 48 97 51 36 60 37
84 74 86 55 58 55 15 92 23 11
62 71 71 89 95 67 53 15 16 64
46 1000 87 21 52 20 58 67 82 88
91 57 25 43 32 7 59 94 31 45
88 26 69 82 73 4 65 55 48 98
53 40 69 51 90 84 95 22 75 58
72 18 56 81 79 52 96 16 31 42
76 80 1000 84 6 82 41 17 29 24
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Test problem 6:
Number of Sources: 10
Number of Destinations: 10
Supply: 56 78 28 18 20 112 46 37 62 97
Demand: 67 59 48 59 29 42 97 5 56 92
Cost Matrix (Source by Destination):
83 35 68 90 33 89 33 4 27 27
22 95 72 76 14 1 80 72 13 34
87 18 34 38 27 22 95 70 70 90
18 94 7 99 32 97 1 32 84 23
82 82 61 26 10 33 5 39 91 95
53 69 41 22 67 3 20 93 78 35
11 56 36 13 62 53 63 7 78 2
18 89 77 58 60 39 96 32 24 63
58 87 3 36 88 3 31 62 93 2
77 48 96 51 43 2 24 32 72 51
Test problem 7:
Number of Sources: 10
Number of Destinations: 10
Supply: 83 99 27 33 65 102 36 8 38 65
Demand: 54 61 84 57 92 40 17 41 96 14
Cost Matrix (Source by Destination):
93 80 46 57 29 63 20 57 62 60
9 11 90 43 47 1000 82 88 96 82
32 58 63 57 71 17 66 48 91 20
86
97 9 80 1000 82 92 18 75 96 98
29 95 15 31 58 67 82 96 38 66
56 41 41 81 20 90 66 87 28 86
63 5 67 57 42 45 92 49 69 77
38 40 1000 42 56 57 42 39 64 31
14 1 87 10 80 95 50 47 32 67
19 9 90 57 37 6 11 10 62 86
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APPENDIX B
Algorithm 1
{ Generate initial feasible solutions algorithm } 
Input : Supply[m], (supply array)
Demand[n], (demand array)
Output : an matrix V such that
Vij >= 0 l<=i<=m; l<=j<=n
n
Supply [ i ] = 52 vij for i ~ 1' 2' • • • r mi=i
m
Demand[ j] = ^  vij for J = I / 2, . . . , n
i=l
begin
for i:=l to m*n do 
begin
Visit[i] := i 
end
for i:=l to m*n do 
begin
select a random number q from i to m*n 
row := Visit[q] / m 
col := Visit[q] mod m
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val := min ( Supply[row], Demand[col] )
v[row,col] := val
Supply[row] := Supply[row] - val
Demand[col] := Demand[col] - val
swap Visit[i] and Visit[q]
end
end
Algorithm 2
{ Mutation-1 algorithm }
Input : Supply[m], (supply array)
Demand[n], (demand array)
V=(v[i,j]) which l<=i<=m, l<=j<=n (a feasible 
solution)
Output : a different feasible solution V=(v[i,j]) which 
l<=i<=m, l<=j<=n
begin
randomly choose two row (rowl, row2) and two columns 
(coll, col2) from matrix V 
val := min (v[rowl,coll], v[row2,col2])
v[rowl,coll] 
v[row2,col2] 
v[rowl,col2] 
v[row2,coll]
= v[rowl,coll] - val 
= v[row2,col2] - val 
= v[rowl,col2] + val 
= v[row2,coll] + val
end
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Algorithm 3
{ Mutation-2 algorithm }
Input : Supply[m], (supply array)
Demand[n], (demand array)
a feasible solution matrix V=(v[i,j]) l<=i<=m, 
1<=j<=n
Output : a different feasible solution matrix V=(v[i,j])
which l<=i<=m, K=j<=n
begin
randomly choose two rows (rowl, row2) from V 
swap two rows, v[rowl,j], v[row2,j], j=l,2,...n 
Offset := Supply[rowl] - Supply[row2]
{ judge which row need to ship goods out. Goods will 
ship form PositiveRow to NegativeRow} 
if Offset > 0 then 
begin 
PositiveRow := row2 
NegativeRow := rowl 
end 
else
begin 
PositiveRow :== Rowl 
NegativeRow := row2 
end
Offset := abs ( Offset ) 
for i:=l to n
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begin
val := min (v[PositiveRow,i], Offset) 
v[PositiveRow,i] := v[PositiveRow,i] - val 
v[NegativeRow,i] := v[NegativeRow,i] + val 
Offset := Offset — val 
if Offset = 0 then return; 
end
end 
Algorithm 4
{ Mutation-3 algorithm }
Input : Supply[m], (supply array)
Demand[n], (demand array)
a feasible solution V=(v[i,j]) which l<=i<=m,
1<=j<=n
Output : a different feasible solution V=(v[i,j]) which
l<=i<=m, l<=j<=n
begin
randomly choose two rows, rowl and row2 {this is a 2xn 
subproblem}
count SubDemand[m] and SubSupply[n] array for this 2xn 
transportation problem 
for i:=0 to m do 
begin
randomly chose rowl or row2, assign one of them 
to CurrentRow, another to OtherRow;
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val := min (SubSupply[CurrentRow], SubDemand[i])
v[CurrentRow,i] := val
v[OtherRow,i] := SubDemand[i] - val
SubSupply[CurrentRow] := SubSupply[CurrentRow] -
val
end 
end
Algorithm 5
{ Linear transportation crossover-1 algorithm }
Input : Supply[m], (supply array)
Demand[n], (demand array)
two feasible solution V=(v[i,j]), U=(u[i,j]), 
which l<=i<=m, K=j<=n 
Output : another two feasible solutions V=(v[i,j]),
U=(u[i,j]), which l<=i<=m, l<=j<=n
begin
randomly generate two crossover point xpointl and 
xpoint2
swap V and U between row xpointl to xpoint2 
{ produce one child } 
for i:=l to n do 
begin
Offset[i] := Demand[i] - sum of column i of PI
end 
for i := 1 to n do
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begin
if Offset[i]<0 then 
begin
Poverty := True
while ( (j<=n) and Poverty ) do 
begin
if Offset[j] > 0 then 
begin
k := 1
Abundance := True 
While ( (k<=m) and Abundance ) do 
begin
val := min (Offset[j], v[k,j], 
-Offset[i]) 
v[k, j] : = v [k, j ] - val 
v[k,i] := v[k,i] + val 
Offset[i] := Offset[i] + val 
Offset[j] := Offset[j] - val 
if Offset[j] = 0 then 
Abundance := False 
if Offset[i] = 0 then 
Poverty := False 
k := k + 1 
end
end 
end
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j : = j + 1 
end
end
{ do the same to produce the second kid U }
end
Algorithm 6
{ Linear transportation crossover—2 algorithm }
Input : Supply[m],
Demand[n],
two feasible solutions V=(v[i,j]), U=(u[i,j]), 
which K=i<=m, l<=j<=n 
Output : another two feasible solutions V=(v[i,j]),
U=(u[i,j]), which l<=i<=m, l<=j<=n
begin
{ this algorithm come from Mr. Z. Michalewicz's paper } 
sum = 0
for i:=l to m do 
begin
for j:=1 to n do 
begin
tmp := (v[i,j] + u [i,j]) / 2 
Rem[i,j] : = (v [ i, j ] + u[i,j]) mod 2 
v [ i,j] := tmp
u [ i,j] := tmp
Org[i,j] := Rem[i,j]
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then
sum = sum + Rem[i,j]
Visited[i,j] := 0
end 
end
{ Rem matrix has these properties: the number of l's in 
each row and each column is even
split Rem[m,n] to Reml[m,n] and Rem2[m,n] such that 
SupplyReml[i] = SupplyRem2[i] = SupplyRem[i] / 2
for i = 1, . . . ,m
DemandReml[j] = DemandRem2[j] = DemandRem[j] / 2 
for j = 1, . . .,n 
PI := DIV + REMl 
P2 := DIV + REM2 } 
while sum < 0 do 
begin
found := False 
i := 1
while ( (i<=m) and (not found) ) do 
begin
j == 1
while ( (j<=n) and (not found) ) do
begin
if ((Rem[i, j]=0) and (Visited[i, j]=0))
begin
FoundRow := i
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FoundCol := j 
Found := True 
end 
j := j + 1 
end 
i : = i + 1 
end
StartI := FoundRow 
StartJ := FoundCol 
Visited[StartI, SrartJ] := 1 
finish := 0 
sum = sum - 1 
while finish=0 do 
begin
got := 0 
i := 1
while ((i<=m) and ( got=0)) do 
begin
if ((Rem[i,FoundCol]=1) and
(Visited[i,FoundCol])) then 
begin
got := 1 
sum := sum -1 
foundRow := i
Visited[FoundRow,FoundCol] := 1 
Rem[FoundRow,FoundCol] := 0
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end
i : = i + 1 
end
got := 0 
j := 0;
while (j<n) and (got=0) do 
begin
if (Rem[FoundRow,j]=1) and
(Visited[FoundRow,j]=0) then 
begin
got := 1 
sum = sum -1 
FoundCol = j
Visited[FoundRow, FoundCol] := 1 
end
if ((Rem[FoundRow,j]=l) and
(FoundRow=StartI) and (j=StartJ)) then 
begin
finish := 1 
got := 1 
end 
j := j + 1
end 
end 
end
for i:=l to m do
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for j:=1 to n do 
begin
Pl[i,j] := PI [i,j] + Rem[i,j j 
P2(i,j] := P2[i,j] + Org[i,j] - Rem[i,j] 
end
end
Algorithm 7
{ Nonlinear transportation problem crossover-1 algorithm } 
Input : Supply[m],
Demand[n],
two feasible solutions V=(v[i,j]), U=(u[i,j]), 
which l<=i<=m, l<=j<=n 
Output : another two feasible solutions V=(v[i,j]),
U=(u[i,j]), which l<=i<=m, l<=j<=n
begin
randomly generate two crossover point xpointl and 
xpoint2
swap matrix V and U between row xpointl to xpoint2 
{ produce one child } 
for i:=l to n do
Offset[i] := Demand[i] - sum of column i of Pi
if GenNumber > threshold then 
start := 0 
else 
start := 1
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for pass 
begin 
for
:= start t o  2 d o
i := 1 to n do 
begin
if Offset[i]<0 then 
begin
Poverty := True 
while ( (j<=n) and Poverty ) do 
begin
if Offset[j] > 0 then 
begin
k : = 1
Abundance := True 
While ((k<=m) and Abundance) do 
begin
val := min (Offset[j],
v[k,jj, - Offset[i]) 
if pass = 0 then
{c is a predefine 
coefficient} 
val = c * val 
v[k,j] := v[k,j] - val 
v[k,i] := v[k,i] + val 
Offset[i] := Offset[i] + 
val
OffsetCj] := Offset[j] -
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val
if Offset[j] = 0 then 
Abundance := False 
if Offset[i] = 0 then 
Poverty := False 
k := k + 1 
end
end 
end
j := j + 1
end 
end 
end
{ do the same to produce the second kid P2 }
end
Algorithm 8
{ Nonlinear transportation crossover-2 algorithm }
Input : Supply[m], (supply array)
Demand[n], (demand array)
two feasible solutions V=(v[i,j]), U=(u[i,j]), 
which l<=i<=m, l<=j<=n 
Output : another two feasible solutions V=(v[i,j]),
U=(u[i,j]), which l<=i<=m, 1<=j<=n
begin
{ this algorithm is taken from Mr. Z. Michalewicz's paper }
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f o r  i:=l t o  m d o
for j:=0 to n do 
begin
{ cl + c2 := 1, cl, c2 > 0 } 
tmpl := cl*v[i,j] + c2*u[i,j] 
tmp2 := c2*v[i,j] + cl*u[i,j] 
v [i,j] := tmpl
u [i,j] := tmp2 
end
end 
Algorithm 9
{ Local hill climbing algorithm }
Input : Supply[m], (supply array)
Demand[n], (demand array) 
c[m,n], (cost array)
a feasible solution V=(v[i,j]) which l<=i<=m, 
1<=j<=n
Output: another feasible solution V=(v[i,j]) which
l<=i<=m, l<=j<=n with better fitness.
begin
randomly choose two rows, rowl and row2 
count SubSupply[m] and SubDemand[n] for this 2xn 
transportation problem 
for i:=0 to n do
Delta[i] := abs (c[rowl,i] - c[row2,i])
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set all number in array Visit[i] from 1 to n as 
unvisited
while ( still have unvisited Delta) do 
begin
choose the unvisited biggest number Delta[k] from 
Delta array, Visit[k] := 1
col := k
if c[i,k] > c[j,.k] then 
row := j 
else
row := i
val := min (SubSupply[row], SubDemand[col]) 
v[row,col] := val
SubSupply[row] := SubSupply[row] - val 
SubDemand[col] := SubDemand[col] - val
end 
end 
Algorithm 10
{ algorithm which generate a transportation problem with m 
sources and n destinations }
Input : integer m and n with m >= 0 and n >= 0
Output : Supply[m] ( supply array)
Demand[n] ( Demand array )
c[m,n] ( cost array )
begin
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sum := 0
for i := 1 to m do 
begin
Supply[i] := random integer between [1,100]
sum := sum + Supply[i] 
end
for i := 1 to n do 
begin
Demand[i] := random integer between [1,100]
sum := sum - Demand[i] 
end
if sum > 0 then 
begin
tmp := sum / n 
for i := 1 to n do
Demand[i] := Demand[i] + tmp
i := random integer between [l,n]
Demand[i] := Demand[i] + sum mod n
end
else if sum < 0 then 
begin
tmp := (-sum) / m 
for i := 1 to m do
Supply[i] := Supply[i] + tmp
i := random integer between [l,n]
Supply[i] := Supply[i] + sum mod m
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end
for i := 1 to m do 
for j := 1 to n do 
begin
c[i,j] := random integer between [1, 100] 
if c[i,j] = 100 then c[i,j] := 1000
end
end
104
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