Abstract--The well-known and ever-present time-varying and non-stationary nature of waveforms in power systems requires a comprehensive and precise analytical basis that needs to be incorporated in the system studies and analyses. This timevarying behavior is due to continuous changes in system configurations, linear load levels and operating modes of nonlinear load / equipment and thus present conceptual and practical challenges. The objective of this paper is to provide a comprehensive bibliographical survey of the proposed techniques to deal with time-varying and non-stationary waveforms in power systems.
I. INTRODUCTION
on-stationarity is a concept far from being a new subject in the context of signal processing. It is an extremely common concept among areas of seismology, acoustic and other areas of research, where non-stationary signals are part of the scenario. However, when treated in the context of the electric power systems and their voltage and current waveforms, such a concept exposes an area of studies which is not yet widely exploited and which is open for new ideas and techniques.
The electric power systems have expanded as a response to the necessity of providing energy to an also growing number of consumers, which have new devices and equipment to be connected to the electric grid. An increasing number of these new equipment operate in a non-linear way, and thus they produce the so-called harmonic distortion [1] . Besides, some of these devices have distinct cycles of operation which give rise to a time-dependent harmonic pollution. Thus, this class of equipment has contributed significantly to the propagation of time-varying harmonic in the power systems.
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(PCC) as consequence of upstream load or system impedance variation [2] , [3] .
One of the most important techniques used in power quality studies is the Fourier Transform. However, when applied to analyze non-stationary data, it becomes evident their limitations [4] - [7] . As a consequence, there is the necessity of developing new techniques capable of offering proper handling and understanding of non-stationary waveforms. As response to this necessity, different approaches with application, functions, advantages, and limitations are found in the literature.
In this context, the objective of this paper is to bring a critical review of the proposed techniques found in the literature, and whose purposes are to address the gaps left by Fourier Series and Transform.
In this paper the limitations of the Fourier Transform are mentioned in Section II. In Section III the different methods found in the literature and proposed to be used in the analysis of non-stationary waveforms distortions in electric power system are presented, and in Section IV general conclusions are made.
II. FOURIER TRANSFORM AND NON-STATIONARITY
One of the primary assumptions behind the Discrete Fourier Transform (DFT) is the stationarity of the signal to be represented [4] - [9] . As a consequence, the Fourier spectrum defines uniform harmonic components in a global sense [5] . This leads to the use of base functions with infinite support and then makes the decomposition of the signal in analysis occur over a set of functions that exist through the entire line of real numbers (i.e. they do not vanish when t → ∞ or t → −∞ ). Such a characteristic provides erroneous representation of non-stationary signals since none of them have a global uniformity [5] . As a final consequence, a spread of the energy content of the original signal occurs over a wide range of frequencies that are not real components of the original signal.
The next two examples illustrate limitations of the DFT when applied to time-varying signals. The first one exemplifies the spread of energy over non-real harmonic components when a pure sinusoidal waveform is submitted to exponential amplitude variation, dictated by (1) and traced in Fig. 1(a) The second example shows the response of the DFT to a signal with a small linear frequency variation from -2% to +2% and modeled by (2) , which generates the signal in Fig.  2 In a quantitative perspective, the spread of energy over non-real components is approximately 38% for the first test and about 11% for the second probe signal.
In conclusion, the DFT is not capable of properly handling time-varying signals. Besides, this transformation does not provide temporal reference, which is another negative point in the context of non-stationary data.
III. ANALYSIS OF NON-STATIONARY WAVEFORMS
There are several methods presented in the literature to deal with non-stationary signals in electric power systems. They are summarized in Table 1 . A. Specific Concepts Two main categories of concepts specifically related to the non-stationary scenario are presented in the literature. The first one is formed by the generalized concept of frequency (GCF) and the concept of evolutionary spectra (ES) [10] , [11] . GCF states that in the presence of a non-stationary function, the maximum absolute frequency occurs in o ω , the so-called generalized frequency of such a function. Then, this function may be locally modeled as a sine wave with the given generalized frequency o ω and a smoothly varying amplitude.
The ES concept is useful to represent the distribution of energy over the frequencies present in a signal in a given instant of time, while the stationary spectra is related to the distribution of energy for the entire process, i.e., in any instant of time. Applications of the concept of ES can be found in [11] , [12] , where time-frequency representations are developed.
The second category is represented by the concept of groups of frequencies. This concept encompass the idea of using a band of frequencies centered on a specific harmonic instead of the own harmonic. It is applied in [4] , [13] to the measurement of the energy related to the group of harmonics and good results are obtained, but limitations related to the measurement of sub-harmonics and harmonics that are far enough from the harmonic frequencies exist. Due to its main idea, this concept is clearly not suitable to track parameters of individual time-varying components.
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B. Time-frequency Representations
Time-frequency representations (TFR) compose a class of techniques whose intention is to construct joint time and frequency representations of signals in a way that spectral components and its variations may have a temporal reference. Classical members of such a class are the Wigner-Ville distribution (WVD) [14] and the Short-Time Fourier Transform (STFT), but the WVD displays cross-terms when multi-component signals are analyzed [15] and the STFT has a serious tradeoff between time and frequency resolutions [16] , among others problems inherited from the DFT [4] . Numerous approaches aimed at developing new TFR or at improving the already existent are found in the literature [12] , [15] - [23] .
Regarding the STFT-based methods, Table 2 presents a summary encompassing the most important proposals, their limitations and main characteristics. In [6] , for example, a method based on the formulas derived from the analysis of errors of the DFT is present and good results are archived, but the proposed tracking is focused only on the fundamental component. In [24] , a sliding-window recursive DFT is proposed and it is further improved in [25] by the usage of a downsampling operator before the extraction of each group of harmonics to be analyzed. Good results are presented in [24] and better ones in [25] , but both proposals are vulnerable to frequency variation and interharmonics. In [26] , a hybrid method that uses both STFT and Wavelet Multi-resolution Analysis (MRA) [27] is proposed to the study of transient waveforms. The main idea is to decompose the transient signal in groups of energy and then apply the STFT only to the groups related to the transients. Nevertheless, even with such a prior separation, the method inherits the known problems of the STFT when the analysis of transients [4] , [6] , [7] must be executed.
TABLE 2 STFT-BASED METHODS
Ref.
Proposal and characteristics [6] -tracking of frequency and phasors; -limited to fundamental component; -better results than the original DFT; -higher computation effort than the DFT. [24] [25]
-tracking of individual waveforms; -based on sliding-window recursive DFT; -no phase delay [25] ; -vulnerable to frequency variation and interharmonics; -better results than the original DFT. [26] -analysis of transient waveforms; -uses the DWT and the STFT; -applies the concept of group of harmonics; -inherits the limitations of the STFT; -higher computation effort than the DFT.
More specific applications of the wavelet transform can be found in [28] , where a method based on wavelet transform associated with LMS (least mean squares), as well as with RLS (recursive least squares) algorithm to track non-stationary harmonics in real-time is proposed. The LMS algorithm provides an accurate response with a small transient time when a signal-noise model is used. But, with the same signal the RLS-based version has some drawbacks related to the accuracy and to transient time. In [18] , a method which uses both DWTP (discrete wavelet package) and CWT (continuous wavelet transform) to extract harmonic parameters is proposed. The method is aimed at identifying harmonic trends in non-stationary waveforms and implements an algorithm to mitigate the problems related to the imperfect frequency response of the filters employed by the wavelet transform [27] . The results reported show that the proposed method is able to identify harmonic trends with improvements. In [29] , a comprehensive tutorial on using wavelet and MRA in the analysis of non-stationary waveforms is shown, and, in [30] , a simple example utilizing the Morlet wavelet as visualizing tool for non-stationary harmonics in power systems is presented.
As an extension of the CWT which provides phase information, the S transform (ST) [31] is other type of timefrequency representation applied to the analysis of nonstationary waveforms in electric power systems. This transformation has some characteristics directly inherited from the wavelet transform, and since it employs non-orthogonal decomposition base functions (i.e. generates redundant information), it is more suitable to the analysis of fast transients. A tutorial on ST employment in the detection of power quality events is shown in [32] and, in [33] , this transformation is used together with fuzzy logic in a recognition system for power quality events. In [34] , the Gabor transform (GT) is used to analyze harmonic trends providing good results. Some limitations related to the accuracy suggest further studies of its application. In [35] , the application of the Hilbert transform (HT) is carried out as part of the method called Empirical Mode Decomposition (EMD), which is further discussed within a specific session. Table 3 shows a summary [36] that outlines the applications and limitations of STFT, DWT, and ST. -inherits the problems of the DFT; -its fixed time resolution make it not suitable for non-stationary waveforms with both high and low frequency components. DWT -disturbance detection; -event classification; -time-varying transient harmonics measurement.
-its accuracy may not be enough for some classes of analysis and measurements; -suffers from frequency spillover in its application filters. ST -event detection; -event classification.
-provides poor resolution at high frequencies; -generates redundant information that difficult the analysis of its results.
Others representations present in literature that do not have yet applications in power systems, but that propose techniques that may be part of future investigations in the area addressed by this paper may be found in [37] - [41] .
C. State Estimation
State estimation techniques proposed to handle nonstationary waveform distortions in power systems are mainly ▀▀ ▀▀ 4 related to the application of so-called Kalman filtering (KF) [42] . According to [43] , this class of techniques is capable of track rapidly varying process, is suitable for recursive estimation of process parameters, and it is known to be an optimal estimator for linear dynamic systems with white process and measurement noises.
One of the first techniques proposing the employment of KF as an analysis tool for non-stationary waveforms in power systems is presented in [44] , where it is intended for the estimation of phasors and frequency drifts, but the work is clearly an initial approach restricted to the tracking of the fundamental component since the results shown make it clear that further investigations were necessary. In [45] , a more elaborated state-space signal model which incorporates harmonic waveforms, its amplitude variations and process noise, but no frequency variation, is considered. The results related to the tracking of non-stationary data clearly expose the ability of the proposed method to track signals variations, but since the analyzed signals are recorded ones, it is not possible to state about its accuracy. In [46] , the employment of complex KF and transform are done to track frequency variations in the presence of harmonic distortions and white noise in 3-phase systems. The reported results are quite good even in the presence of amplitude variations and step and linear changes in the frequency. A didactic approach about the methodology of application of KF-based state observers to track non-stationary signals in power systems and its application to the estimation of fault current and voltage amplitude are presented in [47] . In [48] , results of analytical and empirical experiments based on a linear estimation model for dynamic phasors and symmetric components are present. The related approach is extended to polyphase systems and the results reported are more accurate than the application of STFT. Another technique whose purpose is to estimate only the fundamental component is proposed in [49] , where a specific method is employed to estimate the frequency of the signal and this frequency is used to update the estimation of amplitude executed by a Kalman filter. The results show that the method is robust to variation in the frequency and to the presence of harmonics, but it suffers from erroneous transient response in the estimation of amplitude when step changes in the frequency are introduced. A more recent proposal is brought in [50] . This work develops an extension to the method which uses the real model of the Kalman filters and has the objective of tracking non-stationary harmonic waveforms. Such an extension uses the Taylor series to improve the signal model employed by the filters, adds a reset mechanism to minimize the temporal tracking errors, and is also robust to deviations in the fundamental frequency. The results reported shows significant improvements if the method proposed is compared to others Kalman filters models in the tracking of frequency, amplitude an phase under variations in frequency and amplitude. Table 4 brings the most relevant characteristics and tracking capabilities of the principal KF-based methods analyzed. 
Ref.
Tracking capabilities Characteristics [44] frequency drift and amplitude restricted to the fundamental component [49] amplitude and phase [45] amplitude and phase susceptible to frequency variations [46] frequency applied to 3-phase systems [48] dynamic phasors and symmetric components suitable to polyphase systems and susceptible to frequency variations [50] amplitude, phase and frequency higher computational effort than related KF models
It is important to report that the conventional KF models are optimal Bayesian methods that employ linear systems models to predict the probabilistic density function (pdf) from a measuring time to the next [51] , and that they require the process and measurement noises to be Gaussian distributed. Thus, in situations where Gaussian noise distributions and linearity may not be claimed, conventional KF does not provide optimal estimations. Some proposals of methods that were not applied to the subject of this paper but are also developed to work with non-stationary harmonics in scenarios where conventional KF is not suitable may be found in [52] , [53] .
Non KF-based state estimation techniques designed to handle non-stationary waveforms in electrical systems can also be found in [54] , [56] , [57] . In [54] , an approach based on weighted least absolute value dynamic filtering (WLAV) [55] to on-line track non-stationary harmonics is presented, but the resultant accuracy suggests the need of further improvement and a heavy susceptibility on frequency drift. Better results are shown in [56] , where the estimation of frequency and amplitude is proposed through the employment of a prediction error minimization algorithm based on the method of Gauss-Newton. According to the tests brought by the proposed approach, the method proved to be fast and capable of correctly track frequency and amplitude variations, but an analysis of the related application algorithm suggests higher computational effort than KF-based approaches. In contrast, in [57] a proposal based on ellipsoidal set-theoretic methods in company with an optimal reduced-order estimator is presented and is focused in a reduction of computational effort. The results show that the proposed method has similar performance to full-order alternatives, but it only contemplates the tracking of amplitude, have some accuracy issues and is susceptible to frequency drifts.
D. Signal Processing
Signal processing techniques applied to the analysis of nonstationary waveform distortions in electric power systems are mainly related to phase-locked loop (PLL) techniques.
An initial suggestion to the application of PLL-based methods in electrical power systems is presented in [58] , where a good tutorial addressing capabilities of an enhanced version of PLL (EPPL) [59] is developed and the analysis of time-varying harmonics through this enhanced versions is also suggested and exemplified. In [60] , a direct application of the suggestion done in [58] is used to develop a processing unit to ▀▀ ▀▀ 5 track parameters of a single harmonic component. It is claimed that the unit proposed is capable of supporting noise and adapting to the variations in the frequency of the harmonic component in analysis. The results make it clear the superiority of the method over a conventional DFT-based approach, but issues related to slow transient response time and accuracy in the presence of noise are present. Another application of EPLL is proposed in [61] , where a parametric filter bank is used to decompose a multi-component signal into a group of frequency bands that are then analyzed by specific EPLL units responsible for estimating the parameters of each of the harmonics in analysis. Frequency, amplitude and interharmonics may be tracked. The results presented show an improvement in the transient response time if compared to the proposed in [60] , but convergence time is still a problem, although the related computational effort is reduced. In [62] , a new version of the proposed method presented in [61] is shown. Such a new version is concerned with the concept of apparent frequency and undersampling and its application shows an accuracy quite similar to earlier version and an improvement in both transient response time and computational burden, although the transient issue is still present.
Besides PLL approaches, proposed methods based on filters and classic filter banks (CBF) are also reported and some improvements were reached. In [63] , a technique based on the application of signal mixing and filtering operations is proposed. It is employed to track amplitude and frequency in slow time-varying waveform and its results show its capability to correctly track parameters of a pure sinusoidal waveform. However, the technique has limitations when applied to the analysis of waveform with harmonic distortions and inherits problems from the application of digital filters such a delayed response, phase shift, heavy computational effort, and frequency spillover. A bank of filters that addresses the issue of frequency spillover is proposed in [64] . This work employs a power-symmetric filter bank, a single-sideband modulation technique and downsampling to suggest an analysis structure whose application in test signals reveals an accurate tracking response at the cost of a high computational effort and the incapacity to handle both frequency drift and interharmonics. The method is also capable of tracking DC components, but suffers from a significant delay in response when step-like changes are present in the analysed signal.
Others classes of signal processing techniques present are the adaptive notch filters (ANF) [65] and the empirical mode decomposition (EMD) approaches. An application of ANF in power system is presented in [66] , where a method to detect and extract time-varying harmonics is proposed as a tool for selective harmonic elimination techniques. The proposed method suggests the use of an ANF unity to track the frequency, amplitude and phase of a single harmonic and then the employment of n unities in parallel to track the parameters of n harmonics. Results reported indicate that the technique is capable of tracking step-like changes in amplitude with a response within 2 cycles of the fundamental frequency, but tests concerning variations in frequency and phase are omitted and thus a complete insight on the capabilities of the method is not possible. Others studies and proposed methods regarding the performance of ANF-based methods that aim to handle non-stationary multi-component waveforms and that are not related to the subject covered by this paper may be found in [67] - [71] . EMD approaches comprise the references [35] and [72] , that have the purpose of improving the weak capacity of the original EMD [5] to separate components whose frequencies lie within a same octave. Both the proposed methods reach its purposes, but the results shown have poor accuracy. In addition to the limitation addressed by the cited references, the EMD is a data-driven technique which employs an extensive application algorithm, requires previous analysis of the main characteristics of the signal and still has constrains related to the generation of its so-called intrinsic mode functions (IMF) [35] . Table 5 shows a summary of the proposed methods related to each of the signal processing techniques analyzed. 
E. Parametric and parametric-like approaches
Proposed applications of parametric and parametric-like methods for tracking non-stationary distortions in power systems are mainly related to Prony, ESPRIT and MUSIC techniques. Some of these approaches has been successfully applied to the spectral estimation of stationary signals [73] and have some advantages over the DFT such a more accurate response and the capability of precisely measuring interhamonics [74] . Its extensions to the non-stationary scenario employ the assumption that a signal to be analyzed may be divided into a group of consecutive windows and that within each of these segments the data may be treated as being stationary [75] - [78] . All the methods analyzed are more computationally intensive than conventional DFT-based approaches. In [75] , a Prony-based method used to measure non-stationary harmonic currents is presented. The reference also reports a set of tests where the tracking of waveforms is done in the presence of various types of amplitude variations, with good results concerning accuracy and some response ▀▀ ▀▀ 6 time limitations when in the presence of stepwise variations. Another proposed method employing a Prony-based method is done in [76] , but this time the Prony approach is compared to a rootMusic-based approach and both are applied to the analysis of actual waveforms of an arc furnace. It is stated by the reference that the results of both methods are quite similar and better than the ones obtained from the application of a STFT to the same waveforms. One third employment of a Prony-based method in comparison to another parametric technique, the ESPRIT, is presented in [77] , and again the results of both methods are similar and also better than a DFTbased approach. The ESPRIT technique is again employed in [78] , where the study of time-varying waveforms in a traction system is developed and the results reported are still better than the ones obtained by the application of a conventional DFT method.
Examples of other parametric methods for handling nonstationary distortions but that are not applied to waveforms in power systems may be found in [43] , [52] , [79] , [80] .
F. Artificial Intelligence
Methods based on concepts and techniques employed in the area of artificial intelligence and whose purpose is to handle non-stationary waveform distortions in electric power systems are restricted to the methods presented in [81] - [83] . In [81] , a harmonic estimation method based on an adaptive neural network structure known as Adaline is proposed. The proposed technique, which received the designation of Fourier Linear Combiner (FLC), employs a model of signal similar to the one used by the DFT but with additive noise. Tests concerning its traceability of harmonics with sinusoidal frequency variation are reported in company with results that expose a good accuracy and a computational cost lower than early KF-based methods, but susceptibility on frequency drift is also reported and a heavy dependence on the parameters of the neural network employed was made clear. In [82] , an improvement of the FLC is proposed by means of the aggregation of an Extended Kalman filter (EKF) so the initial susceptibility on frequency drift is suppressed. Within this method, the EKF is used to estimate the frequency of the signal and then the obtained frequency is used as an input parameter to the FLC, so the estimation of amplitude and phase may take in account the actual frequency of the signal in analysis. As a result, the proposed method is capable of estimating frequency, amplitude and phase, and still requires a lower computational effort than a conventional KF-based approach with a fixed gain matrix. However, in all reported tests the convergence time of the estimation is considerably large and during the convergence interval relevant accuracy issues may be noted. In [83] , the application of classic optimization techniques usually employed in neural networks are assumed to the estimation of time-varying harmonics trough a method which employs a sliding time window and also an adaptive approach. The results report a good capability to correctly track stepwise variations in harmonics and the adaptation is reached within one cycle of the fundamental, but significant accuracy problems do exist.
IV. CONCLUSIONS
This paper has presented a bibliographical survey of techniques aimed at analyzing non-stationary waveforms in electrical power systems.
It was identified that the related methods presented in literature are based on a variety of techniques, and since each of these techniques have specific characteristics, each of the analyzed methods bring different functions, advantages, and limitations.
Some proposed methods based on specific families of timefrequency representations and specific concepts are suitable to the measurement of time-varying waveforms, while others based on different time-frequency representations are more suitable to the analysis of power quality events, as are, for example, methods that employ the S transform and the Wavelet transform. Methods based on signal processing and state estimation techniques as Kalman filters, classical filter banks, phase-locked loops, adaptive notch filters, and some variations of the DFT are capable of decomposing and tracking non-stationary multi-component signals. These methods have the more significant results, but, as the other methods analyzed, each of them have specific and significant limitations that must be taken in account and that prevent them from being employed as definitive methods for the analysis of non-stationary waveforms in electrical power systems.
In order to provide a quantitative comparison between the proposed methods with better results among the ones analyzed, a paper encompassing a study of its performance is in preparation.
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