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We study single- and multi-quantum transitions of the nuclear spins of ionized arsenic donors in
silicon and find quadrupolar effects on the coherence times, which we link to fluctuating electrical
field gradients present after the application of light and bias voltage pulses. To determine the
coherence times of superpositions of all orders in the 4-dimensional Hilbert space, we use a phase-
cycling technique and find that, when electrical effects were allowed to decay, these times scale
as expected for a field-like decoherence mechanism such as the interaction with surrounding 29Si
nuclear spins.
Aiming for the realization of a scalable quantum tech-
nology, the electron and nuclear spins of phosphorus
donors in silicon have been studied extensively [1–8]. Due
to different interaction strengths with their surroundings,
they form a powerful combination of a fast, but more
volatile electron spin and a slower, but very coherent nu-
clear spin qubit [9–11]. This nuclear spin is I = 1/2
for phosphorus, but systems with a higher nuclear spin
can be realized by simply replacing phosphorus by the
other hydrogenic donors As (I = 3/2) [12, 13], Sb (5/2
and 7/2) [14, 15], and Bi (9/2) [16–18]. Several advan-
tages of the d-dimensional Hilbert spaces of such systems,
sometimes called qudits, have been proposed, such as the
realization of simpler and more efficient gates [19, 20] or
more secure quantum cryptography [21]. In addition, one
higher order system can replace several qubits, simplify-
ing their physical implementation [22]. These concepts
usually require coherent superpositions of higher orders,
which show specific interactions with their surroundings
that can be reflected in the observed coherence times.
In particular, the additional quadrupole interaction with
electric field gradients arising from strain [13, 23, 24]
or defect states [25], has to be considered for heavier
dopants. In this work, we study first- and higher-order
coherences of ionized As donors in silicon. By including
light and voltage pulses in the experiment, we are able to
link the additional quadrupolar decoherence effect to the
electrical environment of the nucleus and show that it
vanishes, when the sample is allowed to relax electrically.
In addition, we use a phase cycling technique to study
superpositions of all orders and find that the coherence
times scale inversely proportional to the coherence order,
as expected for a field-like decoherence mechanism such
as the interaction with surrounding 29Si nuclear spins.
The Hamiltonian H characterizing ionized arsenic
donors with nuclear spin I = {Ix, Iy, Iz} in a magnetic
field Bz can be written as
H/h = −ν0Iz + νQ 1
2
(
I2z −
5
4
)
, (1)
FIG. 1. (a) Energy levels of the nuclear spin of ionized
donors As+ in Si with and without a uniaxial strain . (b)
Schematic representation of the ENDOR pulse sequence used
in this work. An example for a manipulation pulse sequence is
given on top of (d). (c) EDMR and ENDOR spectra of a Si:As
sample, where strain is applied along the [111] crystal axis.
(d) Echo decays for two SQTs of the As+ nuclear spin. The
solid lines represent fits with (super-)exponential functions
(see text).
where ν0 = γnBz with the nuclear gyromagnetic ratio
γn and h is Planck’s constant. The second term on the
right hand side of (1) describes the nuclear quadrupole
interaction with an effective electric field gradient V33,
here approximated to first order [26], with
hνQ =
1
2
V33eQ · 1
2
(3 cos2 ϑ− 1), (2)
where Q is the nuclear quadrupole moment, e is the el-
ementary charge, and ϑ describes the angle between Bz
and V33. The effect of this interaction on the eigenstates
of H is depicted in Fig. 1 (a). For hydrogenic donors
in silicon, the quadrupole interaction in general vanishes
due to the cubic symmetry of the crystal. Then, the
spin states are determined by the nuclear Zeeman inter-
action only, which leads to four equally spaced levels with
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2transition frequencies ν0. However, if a strain  is ap-
plied to the sample and this symmetry is broken, νQ 6= 0
and the eigenenergies are shifted. While the frequency
of the central transition is in first order not changed by
the quadratic interaction, the two satellite transitions are
shifted by equal amounts but in different directions.
The coherent superpositions, or coherences, in the
four-dimensional Hilbert space can be classified by their
coherence order p = m
(i)
I −m(j)I , where m(i)I and m(j)I are
the nuclear spin projections of the superimposed states.
Following NMR literature, we will call coherences of or-
der |p| = 1, 2, and 3 single, double, and triple quantum
transitions (SQTs, DQTs, and TQTs), respectively [27].
To characterize them, we will follow two different ap-
proaches: First, we will study the SQTs in a strained Si
sample, where νQ is large compared to the linewidth of
the resonance signal [13]. In this case, the resonances cor-
responding to the three SQTs do not overlap (cf. Fig. 1
(a)) and can be excited separately; they can be treated
as transitions of effective spin-1/2 systems. Second, we
will measure coherences of all orders in a sample with-
out strain. While, due to selection rules, generally only
transitions with ∆mI = ±1 can be addressed directly in
NMR experiments, higher order coherences can be cre-
ated by driving degenerate transitions with non-selective
pulses, as will be discussed below.
The experiments were performed on [111]- and [110]-
oriented Si samples that were implanted with As+ ions
and not annealed, conserving the implantation defects,
which provides an efficient pair recombination process for
electrically detected magnetic resonance (EDMR) [28–
30]. The [111]-oriented sample was thinned and ce-
mented to a sapphire substrate, which at low temper-
atures generates a compressive strain due to the different
thermal extension coefficients of the materials [13]. Nu-
clear spin transitions and echoes are measured by elec-
trically detected electron nuclear double resonance (EN-
DOR) which is described in detail in Refs. 13, 31, and
32 and will be reviewed briefly below. The experiments
were performed in a Bruker flexline resonator for pulsed
ENDOR in a He-flow cryostat at 8 K, illumination was
provided by a red light-emitting diode. The samples were
biased with typically 8 V; for pulsed voltage experiments,
an additional opto-isolator was used for switching.
The basic light, microwave (mw), and radio frequency
(rf) pulse sequence used in this study is shown schemat-
ically in Fig. 1 (b). Using resonant mw pulses, the selec-
tive ionization of donors in a certain nuclear spin state is
achieved, leading to a high net polarization of the nuclear
spin of the ionized donors. This transient polarization
can be driven by rf pulses and is transferred into a stable
polarization of all nuclear spins by a pi-pulse (initializa-
tion). After all spin pairs have recombined and all donors
are in the ionized charge state, the nuclear spin system
can be controlled by additional rf pulses, such as echo se-
quences (manipulation). At the end of the sequence, the
sample is illuminated to create conduction band carriers
that are trapped by the donors. The nuclear spin state,
which is conserved during this capture, is detected via
application of an electron spin echo and the evaluation
of the current transient after the last mw pulse.
We first study the coherence times T2 of the satellite
and center SQTs on the strained sample. In Fig. 1 (c),
ENDOR spectra recorded at the four different electron
spin resonance fields are shown as a function of the radio
frequency νrf . Each field corresponds to the initializa-
tion into one nuclear spin state mI , and in each spec-
trum, the transitions to the neighboring spin states are
detected (SQTs), which is why two lines are observed in
the spectra for initialization into mI = ±1/2. As ex-
pected for  6= 0, the satellite SQTs (sSQTs) are shifted
by equal amounts, but in different directions ±νQ, while
the center SQT (cSQT) is not shifted with respect to
ν0. An rf Hahn echo sequence with a final projection
pulse pi/2 − τ − pi − τ − pi/2 is then inserted into the
manipulation part of the pulse sequence and used to de-
termine the coherence times T2 of the center and satellite
SQTs. The decays of the echo amplitudes are measured
as a function of the evolution time 2τ , as shown in Fig. 1
(d). The decays are well described by (super-)exponential
functions exp(−t/T2)α, with T sSQT2 = 4.4± 1 ms (α = 2)
and T cSQT2 = 48.3± 3 ms (α = 1). Since the satellite
SQTs, in contrast to the central SQT, are influenced by
νQ, these results suggest that an additional decoherence
mechanism is introduced by the quadrupole interaction.
While the quadrupole shifts to the resonance transi-
tions observed in Fig. 1 (c) are the effect of electric field
gradients caused by static strain which does not change
during the echo experiment and hence will be refocused,
additional gradients could potentially be generated by
local charges [25]. Trapping and later recombination of
such charges, e.g. at implantation defects, will lead to
changes in these field gradients which would in turn de-
cohere the nuclear spin. To analyze the influence of such
effects, we switch from the dc bias voltage applied during
the whole sequence to bias pulses. In order to systemat-
ically change the electronic environment of the ionized
donors in our experiment, we introduce either a light
pulse (LED) or a combined light-voltage pulse (LED+U)
in the sequence. These pulses are inserted 5 ms after the
initialization and a variable time tspace is added before
the nuclear spin echo. The resulting echo decay traces
for light and light-voltage pulses are shown in Fig. 2 (a)
and (b), respectively. A strong influence of tspace on the
decay is observed in both experimental series. The de-
cays can be fitted by super-exponential functions (α = 2),
and the extracted coherence times T2 are plotted as a
function of tspace in Fig. 3 (a). Clearly, the coherence
time rises systematically with longer tspace, and seems
to approach saturation at T2 ≈ 50 ms for tspace > 1 s,
where the experiment was discontinued because of to the
3FIG. 2. Echo decays of a satellite SQT (a) for a 500-µs-long
light pulse and tspace = 0.5, 2.5, 20, 80, and 950 ms and (b)
for a 500-µs-long combined light and bias voltage pulse and
tspace = 0.5, 2.5, 10, 80, 300, and 950 ms. Solid lines represent
fits with super-exponential decays (α = 2).
long measuring times involved. However, the values at
1 s are within error equal for both measurement series
and also equal to the T2 of the center SQT, which is
not influenced by the implementation of the additional
pulses (data not shown). To verify that the additional
decoherence process has indeed ceased after this time,
we measure the decays for Carr-Purcell sequences [33]
with different numbers of refocusing pulses n, as shown
in Fig. 3 (b). Within error, the observed scaling laws
T2 ∝ nβ are equal for the satellite SQT for tspace = 1 s
(LED and LED+U) and the center SQT, the exponent
β = 0.5 indicates a noise spectrum with a 1/f frequency
dependence [34]. The application of (dark) bias pulses
during the nuclear echo sequence did not have any effect
on the coherence time, indicating that the influence of
field gradients created directly by the contact structures
can be neglected in our experiments. We can therefore
conclude that the additional decoherence that acts on the
satellite SQTs is connected to the immediate electronic
environment of the ionized donors which is influenced by
the light and voltage pulses. In particular, we suspect
that after the generation of conduction band charge car-
riers, the trapping and recombination of these charges at
defect states lead to fluctuating electric field gradients.
The higher exponent β = 0.82 for quadrupolar decoher-
ence effects observed for the satellite SQT in the dc bias
measurements reflects the stronger effect of the decou-
pling in the case of the relatively slow changes in the
charge environment.
To study coherences of all orders, we measure the un-
strained sample, where the SQTs are degenerate and non-
selective rf pulses can be applied. We first consider the
density matrix ρ of the nuclear spin ensemble, where the
eigenstates are denoted by the diagonal entries and the
coherences are given by the off-diagonal entries. Since H
is diagonal, it can be written as Hrot = H+ hνrfIz in the
rotating frame and the time evolution of the entries ρij
FIG. 3. (a) Coherence times T sSQT2 resulting from the mea-
surements shown in Fig. 2 (a) and (b). (b) Scaling of T2 with
the number of refocusing pulses n in a Carr-Purcell sequence.
The straight lines are guides to the eye.
is given by
ρij(t) = ρij(0) · ei2pi∆νijt , (3)
where h∆νij = Hrotii − Hrotjj . In Fig. 4 (a), the ∆ν are
shown in an array plot symbolically representing the den-
sity matrix ρ. The orders of the corresponding coherences
are indicated by colors; in addition, the transitions that
are influenced by first order quadrupole interaction are
shaded in white. Again, the difference between the satel-
lite and center SQTs becomes clear, as the evolution of
the former includes νQ. The same is true for the DQTs,
while the TQT, like the center SQT, is independent of
νQ. Furthermore, the evolution of each coherence of or-
der p includes the term p · ∆ν0, where ∆ν0 = ν0 − νrf .
Note that even in the nominally “unstrained” samples
measured in this work, a significant distribution of νQ is
observed and dominates the linewidth and the dephasing
of the relevant transitions [13].
To determine T2 for the different coherences of the As
+
nuclear spin, we will again measure nuclear spin echoes.
It is therefore instructive to consider the principle of a
spin echo in the density matrix formalism. The first pulse
in an echo sequence is used to excite coherences from the
initial groundstates. They evolve with their respective
∆νij and during the time τ1, each spin collects a phase
∆νij · τ1. Then, the second (refocusing) pulse is applied,
which transfers the coherence from ρij to ρi′j′ . It will
again evolve, and after the time τ2, each spin has col-
lected a total phase of ∆νij · τ1 + ∆νi′j′ · τ2. Hence, if
∆νij = −∆νi′j′ , the total phase vanishes for τ1 = τ2 = τ ,
independently of the actual value of the ∆ν. Any distri-
bution of ∆ν of the ensemble will then refocus, which
is the well-known echo effect. Since the propagator is
Hermitian, ∆νij = −∆νji, and as can be seen with help
of Fig. 4 (a), the refocusing condition only holds for ex-
actly these pairs. A pi-pulse, used as refocusing pulse
in the conventional echo sequence, leads to mI → −mI
for all states, which is equivalent to flipping the entries
4FIG. 4. (a) Summary of the time evolution frequencies ∆νij
of the density matrix elements. (b) Echo amplitude as a func-
tion of the phase of the second pulse of the nuclear spin echo
sequence. (c) Fourier transform, showing the contributions
of different coherence transfer paths to the echo signal. For
details see text. (d) Echo decays for the SQT (∆p = 2), DQT
(∆p = 4) and TQT (∆p = 6) signals for spacing tspace = 1 s.
The solid lines are fits with exponential functions.
of the density matrix across its center. Comparing the
corresponding νij , it becomes clear that the refocusing
condition is in this case only fulfilled for the center SQT
and the TQT, while satellite SQT and DQT are not re-
focused because of the distribution of the νQ. To achieve
echoes also from these coherences, we use an echo se-
quence consisting of 3 pulses with lengths of 45, 50, and
45 µs, each corresponding to a nutation angle of ∼ 2pi/3
[35, 36]. Since in such a sequence several different echoes
are observed simultaneously, it is necessary to separate
the signals corresponding to the refocusing of different
coherences. To this end, we use a phase cycle of the
phase ϕ of the refocusing pulse. This adds a shift ϕ∆p
to the phase of the coherence that is transferred from
ρij to ρi′j′ , where ∆p = p − p′ is the difference in co-
herence order of ρij and ρi′j′ . Therefore, the detected
echo signal will be modified as a function of ϕ∆p and
the different components can be separated by a Fourier
transform, equivalent to coherence pathway selection in
NMR [27].
We apply the above-mentioned echo sequence after ini-
tialization on mI = −1/2. The measured echo amplitude
as a function of ϕ is shown examplarily in Fig. 4 (b), its
Fourier transform is given in Fig. 4 (c). The largest part
of the echo signal is due to a ∆p = 4 coherence transfer
(corresponding to the DQT echo), additional components
result from ∆p = 6 (TQT) and ∆p = 2 (SQT). For short
τ , significant signals are observed also for ∆p = 1 and
3. Since ∆ν0 cannot be refocused in such a coherence
path, these contributions vanish with τ > T ∗2 which is
∼ 5 ms in our experiments. To measure the different co-
herence times, we change τ = τ1 = τ2 and measure the
decays of the three coherences. These experiments are
performed with a waiting time tspace = 1 s to minimize
effects of charges created by the light and bias pulses dur-
ing the readout part of the pulse sequence. The resulting
traces are shown in Fig. 4(d) and can be fitted with expo-
nential functions. The extracted coherence times T2 are
62± 10, 34± 5 and 23± 5 ms for SQT, DQT and TQT,
respectively. While we cannot differentiate between the
different SQTs, the observed T SQT2 is in agreement with
T sSQT2 and T
cSQT
2 we found in the strained sample above,
confirming that quadrupolar decoherence effects are neg-
ligible for the chosen tspace.
Any decoherence mechanism that can be treated as
an effective magnetic field will introduce a fluctuation
of ∆ν0. Since this is reflected in the time evolution as
p∆ν, we expect the effect of such disturbances on T2
to be anti-proportional to p. Accordingly, the ratios
T SQT2 : T
DQT
2 : T
TQT
2 = 6 : 3 : 2 should be observed if the
limiting process is an effective field interaction. This is
in good agreement with experiment, suggesting that a
field-like interaction, such as the dipolar interaction with
environmental 29Si spins [37, 38] or fluctuations of the
external magnetic field, is responsible for the decay of all
coherences in the As+ nuclear spin system. Since we have
observed significantly longer coherence times in purified
28Si samples using the same magnetic field setup [39], we
can conclude that interactions with the 29Si nuclear spin
bath limit the coherence in our samples.
In summary, we have characterized coherences of first
and higher orders of the nuclear spin of ionized As donors
in silicon with and without strain. We have found that,
after the application of light and light-voltage pulses,
quadrupolar effects can limit the coherence some tran-
sitions and that these influences are minimized when al-
lowing for longer waiting times during the pulse sequence.
Such decoherence could be relevant in any nuclear spins
system with I > 1/2, and can be avoided by cosing op-
timal working points in the magnetic field and strain,
equivalent to clock transitions with respect to magnetic
field [16] or hyperfine interaction [17]. We have also mea-
sured echoes connected to higher-order coherences using
a phase-cycling technique, exploring the full potential of
the four-dimensional Hilbert space. The scaling of the
observed coherence times suggest that T2 in our samples
is limited by the interaction with the 29Si nuclear spin
bath and the applied technique could be of interest for
measurements on donor nuclear spins I > 1/2 in isotopi-
cally purified 28Si, where this influence is minimized and
the limits of the resulting very long coherence times can
be explored. For applications with higher-order quantum
systems, usually a more precise control of the higher or-
der coherences will be needed. Pulse shaping and optimal
5control pulses [40, 41] could possibly enable a determinis-
tic excitation of any of the coherences in lightly strained
samples and could also allow for a dynamical decoupling
for all coherences.
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