Abstract. Additive multilevel methods offer an efficient way for the fast solution of large sparse linear systems which arise from a finite element discretization of an elliptic boundary value problem. These solution methods are based on multilevel norm equivalencies for the associated bilinear form using a suitable subspace decomposition. To obtain a robust iterative scheme, it is crucial that the constants in the norm equivalence do not depend or depend only weakly on the ellipticity constants of the problem.
Introduction
The solution of large sparse linear systems arising from the discretization of an elliptic partial differential equation (PDE) is an essential ingredient in many scientific computations. The ever growing demand for efficient solvers led to the development of multigrid methods in the 1970s [6, 7, 15, 16, 17] and multilevel preconditioning techniques in the late 1980s [24] . Much research work was devoted to the question of optimal complexity, i.e., to show that the number of operations necessary to obtain the solution up to a prescribed accuracy is proportional to the number of unknowns of the linear system. Nevertheless, the convergence behavior of these classical schemes is still strongly dependent on the coefficients of the considered PDE. This is the so-called robustness problem of multilevel solvers, and it is one of the reasons which somewhat limit the applicability of classical multigrid methods and multilevel preconditioners in real world applications. Several extensions of multigrid methods e.g. via the use of more complicated smoothing schemes or through the use of operator-dependent or matrix-dependent transfer operators [1, 12, 26, 27] in the so-called black-box multigrid method have been proposed over the years to overcome the robustness problem. Currently the most successful approach is the algebraic multigrid (AMG) method [8, 9, 10, 11, 14, 19, 21] which for certain weighted norms · ω and · j,ω where the u j denote a decomposition of u = j u j obtained from orthogonal projections with respect to the weighted scalar product ·, · ω . These projections have also been studied in [2, 5, 25] . The constants of these equivalencies depend on the initial triangulation and involve some information about the variation of the coefficient function ω only. Namely, we require ω to be a weight from the Muckenhoupt class A 1 (Ω). That is, we allow for highly oscillatory coefficient functions and do not require jumps of the coefficient function ω to be resolved on any level. This is in contrast to other articles concerned with the development of robust solvers [13, 18, 22] .
The remainder of the paper is organized as follows: First, we introduce the notation and the employed norms in §2. Here, we also show the local equivalence of the considered weighted norms · ω and · j,ω . Then, we present the main result of the paper in §3. To this end, we establish two robust norm equivalencies for the considered model problem using a linear finite element discretization on a sequence of uniformly refined triangulations. We begin with the derivation of an optimal and robust upper bound for the bilinear form using a Bernstein-type inequality in trace norms, interpolation theory and a Hardy-inequality. To maintain the optimality of the estimate it is necessary to switch to trace norms and use an inequality of order 1 2 due to the arbitrary discontinuities of the considered Muckenhoupt weights. Then, we establish a lower bound for the bilinear form using a local duality technique and a Hardy-inequality. Finally, we conclude with some remarks in §4.
Prerequisites
Let us introduce some notation which we will use throughout this paper. Our main interest is the development of robust multilevel solvers for diffusion problems respectively. We consider a sequence of uniformly refined triangulations of Ω
with the associated sequence of piecewise linear finite element spaces
Note that we employ linear finite elements u ∈ V j only. Therefore ∇u is constant on each element T ∈ T j and we have
Let us now introduce the discrete weight
where µ denotes the Lebesgue measure. With these discrete weights and (2.3) we obtain
Note that due to the nestedness of the triangulations T j ⊂ T k with j ≤ k ≤ J, and j = 0, . . . , J, we have
for any elementT ∈ T j . On each level j = 0, . . . , J we define the scalar products
using the discrete weights (2.5). On the finest level J we furthermore introduce the shorthand notation
In this paper, we consider weights ω, i.e., locally integrable positive functions, which belong to the Muckenhoupt class A 1 (Ω) [20] only. 
holds for all balls B ⊂ Ω. The smallest such constant is referred to as |ω| A 1 (Ω) := min c(ω). As a consequence, the inequality
holds for all ω ∈ A 1 (Ω) and all balls B ⊂ Ω and all subsets F ⊂ B.
In the following, we employ property (2.8) in a slightly modified form only. Namely, we use triangles T ∈ T j on any level j = 0, . . . , J instead of balls B and the union of trianglesT ∈ T J on the finest level instead of the subsets F . Hence, our results hold for a slightly larger class of functions, but it is sufficient to require ω ∈ A 1 (Ω).
For such weights, we show a local Bernstein-type inequality in Lemma 2.2 which will be crucial for the proof of the local norm equivalence of the norms · j,ω and · ω = · J,ω in Theorem 2.3. Note that this theorem is an essential ingredient in the later proof of our norm equivalence. In fact, we will show an upper bound for the bilinear form a(u, u) with the level-dependent · j,ω norms directly in section 3.1. The lower bound, however, we establish for the · ω norm in section 3.2. Hence, to attain a complete norm equivalence for either norm we need to employ Theorem 2.3. Proof. Let H T denote the mapping from T ∈ T j for any j = 0, . . . , J to the reference triangle
Lemma 2.2. Let ω be in the Muckenhoupt
Since we consider linear elements only, we have the representation
for any v ∈ V j on T with g = ∇ ξ q. By the mean value theorem, there exists
Let ξT ∈ T ref denote the reference image of xT , i.e., H T (xT ) = ξT . By definition (2.6) and the representation (2.11) we obtain the identity
Furthermore, with C 0 given in (2.10) there holds the pointwise inequality
where · denotes the Euclidian norm in R 2 . Thus, we obtain
Hence, it suffices to prove the local inequality
for any T ∈ T j and some c > 0 to show the assertion (2.9). To this end, we first consider the case e = 0 and set b := g g . Then inequality (2.12) simplifies to (2.13)
for all b with b = 1. Then we define for any ρ ∈ (0, 1) the subregion S ρ ⊂ T ∈ T j by
Suppose that (2.14)
then by inequality (2.8) we have The general case can be reduced to this special case by consideringṽ(x) := v(x) − e instead of v(x) and observing that ∇ṽ ω,T = ∇v ω,T . Since v(x) is linear, we can assume without loss of generality that e = min x∈T |v(x)| and we can estimate
With the help of Lemma 2.2 we now obtain the local equivalence of the weighted norms · j,ω and · ω for v ∈ V j on all levels j = 0, . . . , J. 
with the constant C 0 only depending on the initial triangulation T 0 .
Proof. For v ∈ V j there holds by definition
Now by the mean value theorem there exist ξ T ∈ T ∈ T j and ξT ∈T ∈ T J with
respectively. Plugging this into (2.16) and using (2.5) we obtain
With the help of the estimate
the inequality
follows. Combining this with the local Bernstein-type inequality of Lemma 2.2, we arrive at the asserted left-hand estimate
Denoting the vertices of T by x T,i with
With the help of the equivalence, see e.g. [3] ,
and the inequality
which proves the asserted right-hand inequality.
Robust norm equivalencies
The aim of this section is to establish two robust norm equivalencies for our model problem (2.1). Namely, we are interested in the equivalence
and the equivalence
where the decomposition u j is obtained from orthogonal projections with respect to the weighted scalar product (2.7) on the finest level.
Upper bounds for the bilinear form.
We begin with the derivation of an upper bound for the bilinear form a(u, u), which is robust and optimal, i.e., it does not involve the factor J and weak information about ω only. We obtain our estimate in three steps: First, we introduce a sequence of projection operators Q ω j based on the weighted scalar product ·, · ω = ·, · J,ω on the finest level J. Then, we apply a Bernstein-type estimate to the bilinear form a( j u j , l u l ) using the decomposition u = j u j of (3.9). Here, the challenge is to bound the mixed terms in the arising double sum. One approach to this issue is the use of a strengthened Cauchy-Schwarz inequality, or one applies interpolation theory to a(u, u) and works with a Bernstein-type inequality of second order and a Hardytype inequality for the arising sum. However, it seems that these approaches do not work if the diffusion coefficient ω is discontinuous. Therefore, we need to consider a second sequence of projection operators Q a j based on auxiliary bilinear forms a j (·, ·) which are defined in a level-dependent fashion. With the help of the two projections Q ω j and Q a j , we establish a hybrid Bernstein-type inequality involving both projections. Furthermore, we use averages of the weight ω and a Bernsteintype inequality in trace norms which correspond to inequalities of order 1 2 . Then, we can use a Hardy-type inequality to deal with the arising sums. Finally, we derive a robust and optimal upper bound of a(·, ·) in Theorem 3.3 using only the projections Q ω j via a Hardy inequality. A tool that is used in the proof of Theorem 3.3 is the following Bernstein-type inequality of broken order for the weighted trace norms 
where the constants
Proof. Keeping in mind that we employ linear finite elements only, we have that ∇v is constant on T ∈ T j . Integration by parts on each T ∈ T j then yields
Applying the Cauchy-Schwarz inequality gives
Here, the first sum represents the semi-norm ||v|| 1 2 ,j,ω , whereas each term in the second sum can be bounded using the local Bernstein-type inequality
Hence, after multiplication with ω T and summation with respect to T ∈ T j , we obtain the overall estimate
and the assertion follows after division by a(v, v).
Let us now introduce some additional notation. We start with the definition of a sequence of weighted projections Q
Note that for u, v ∈ V j we have a(u, v) = a j (u, v) and with (2.5) it follows that for j ≤ k
since (∇u∇v)|T = (∇u∇v)| T for all T ⊂T ∈ T j . With the help of these auxiliary bilinear forms and the direct splitting V j = V j−1 ⊕ W j we define the generalized projection operators P
, and Q for all u ∈ V J . Consider v ∈ V j−1 ; due to (3.4) we obtain
and with (3.5) this yields 
for any u ∈ V J on the finest level. Finally, we introduce the sequence
In the following we consider u ∈ V J on the finest level J and its associated decompositions v j from (3.7) and u j from (3.9). We obtain an upper bound for v j a in terms of u k k,ω for j ≤ k; i.e., we establish a hybrid Bernstein-type estimate of order 
Proof. Recall the definition (3.7) of v j . Due to (3.5), we have a(v j , w) = 0 for all w ∈ V j−1 . Hence, with the choice
From the definition (3.9) we obtain the identity u − Q
Integration by parts on each T ∈ T j yields
and we obtain
as in the proof of Lemma 3.1. The second factor can be estimated in the same way by
whereas the first factor is by definition (3.1) the norm u k 1 2 ,j,ω . This yields the assertion.
Note that (3.10) is an inequality of weak-type. Such inequalities are for instance used for the estimates of the K-functional between Sobolev spaces.
With the help of this lemma we can now show the main result of this subsection, the robust and optimal upper bound for the bilinear form (2.2).
Theorem 3.3. Let ω be in the Muckenhoupt class A 1 (Ω) and consider a sequence of uniformly refined triangulations T j and the associated sequence of nested spaces V j of linear finite elements. Then there holds the upper bound
for u ∈ V J and its associated decomposition u j from (3.9), · j,ω is given in (2.6), and the constants C 1 and C 2 are stated in Lemma 3.1. With respect to the · ω norm on the finest level J there holds the estimate
Proof. Consider a fixed T ∈ T j and U ∈ T k with k ≥ j and U ⊂ T . Applying property (2.8) of ω to F = U and B = T we obtain
With the help of Lemma 3.2 this yields
and with Lemma 3.1 we can estimate
Using the Hardy inequality (3.13)
with a k := 2 k/2 u k k,ω , and b = 2 we establish the asserted optimal and robust upper bound (3.11).
Applying Theorem 2.3, we obtain the corresponding upper bound (3.12) of a(u, u) for the weighted norm · ω on the finest level J.
3.2.
Lower bounds for the bilinear form. The next step in our search for robust norm equivalencies is the derivation of optimal and robust lower bounds for the bilinear form a(·, ·) in terms of the norms · j,ω and · ω ; i.e., we are looking for the Jackson-type inequalities
To this end, we split the sum
Here, the parameter j 0 is independent of J and j 0 depends on the considered weight function ω and the initial triangulation T 0 only. The constants of the lower bound will explicitly involve j 0 . Note however that this does not compromise the optimality.
In a first step, we bound the u j -decomposition of (3.9) in terms of the v jdecomposition of (3.7) with respect to the · ω norm in the following lemma. The respective estimate for the · j,ω norms then follows with Theorem 2.3. 
Proof. Observe that due to (3.9) and (3.2) we have
holds for all j, and with (3.7) we obtain
Then using Hardy's inequality (3.13) with b = 2 2 and a k := v k ω , we obtain
Passing back from the · ω norm to the · j,ω norms with the help of Theorem 2.3, we end up with the estimates (3.14)
Now, we need to deal with the projection operators Q a j and the associated sequence v j only. Here, we can prove a local estimate for the · j,ω norms using a modified version of the duality technique due to Aubin and Nitsche, see also [4] , and a certain regularity result for the Neumann problem given in Lemma 3.5 (see the Appendix for a proof). In the following, the space W k p (Ω) with its associated norm · k,p,Ω denotes the classical Sobolev space of L p (Ω) functions whose first k derivatives are also in L p (Ω). Similarly, the respective semi-norm is denoted by | · | k,p,Ω . 
Lemma 3.5. For any element T ∈ T j consider the neighborhood
(3.15) U := U T = T ∈T j−1 T ⊂supp(ψ j−1 l ) supp(ψ j−1 l )∩T =∅T
Then, the solution ϕ U to the inhomogeneous Neumann problem
is in H 2 (U ) and allows for the estimate
whereĈ is essentially the regularity constant C R of (4.1). Here, the boundary data for the Neumann problem are g := αh with a piecewise linear h ∈ L 2 (∂Ũ ). Between any two vertices ξ ∈ ∂U ∩ ∂Ũ on the boundary ∂Ũ the function h ≥ 0 consists of two lines with h(ξ) = 0 for the vertices ξ ∈ ∂U ∩ ∂Ũ . Furthermore, α ∈ R is such that the compatibility condition
With this lemma, we are in a position to prove the following local inequality for the level-dependent norms · j,ω in Theorem 3.6. However, we can obtain this estimate on levels j ≥ j 0 with j 0 = j 0 (ω) independent of J only. Note that the introduction of the additional parameter j 0 does not compromise the optimality. For weights ω ∈ A 1 (Ω) we can determine j 0 easily from the limited growth condition (3.19) given below. For many practically relevant diffusion coefficients we find j 0 to be rather small; see section 3.3. 
holds with
Then the estimate
holds with respect to the neighborhood
Proof. we note that we can assume v j (x) ≥ 0 in U since otherwise v j changes sign in U and we can obtain the desired inequality (3.20) directly. Therefore in the following we need to consider only those U which do not intersect boundary elements T ∈ T j−1 . With the help of (2.6) and Lemma 3.5 we obtain
after integration by parts on each S ⊂ U . Concerning the first sum I 1 (U ), observe that by definition (3.7) of v j
holds for all w ∈ V j−1 . Now, we choose w to be the function in V j−1 which interpolates ϕ U at the nodes in T and has support in U = U T . Then, we can estimate I 1 (U ) via the Bramble-Hilbert Lemma on U
where the constant C H depends only on the shape of U , i.e., by assumption only on the initial triangulation T 0 .
The second sum I 2 (U ) in (3.21) can be estimated by
where · ∞,∂S denotes the L ∞ (∂S) norm. Note that due to the choice of g in Lemma 3.5, the normal derivative ∂ϕ U /∂ν ξ = g vanishes at each vertex ξ ∈ ∂U . Also, since any normal vector n K of an arbitrary edge K ⊂ U can be represented as a linear combination of three such normal vectors at ξ i , i = 1, 2, 3, we can bound the normal derivative at x ∈ K by
Hence after integration over the edge K we obtain
Altogether, we can now establish the estimate (3.20) then follows easily with the aid of (3.17): Insert (3.17) into (3.22) and (3.23 ) and obtain
after division by v j j,ω,U . Due to the use of uniformly refined triangulations we have
since ω ∈ A 1 (Ω). Hence, we obtain
With the assumption (3.19) and diam(U ) ≤ C 1 2 −j+2 this yields the asserted inequality
A direct consequence of Theorem 3.6 are the following lower bounds. 
and
Proof. Using Lemma 3.4, we establish the estimate (3.14),
after squaring (3.20) and the summation with respect to U T , i.e., over all T ∈ T j−1 . Then, with (3.8) and a(v j , v j ) = ∇v j 2 j,ω the assertion (3.24) follows. We obtain (3.25) with the help of the left-hand side inequality of Theorem 2.3.
Finally, let us consider the remainder terms for the coarser levels 0 ≤ j < j 0 . Since j 0 is independent of J it is sufficient to establish the following equivalence which explicitly involves j 0 in the following lemma. 
hold for the decomposition v j defined in (3.7) for u ∈ V J with constants C 4 and C 5 depending on the initial triangulation only.
Proof. Let S T = {S i ∈ T j , i = 1, . . . , m} denote the shortest chain of triangles S ∈ T j which connect a triangle T ∈ T j to the boundary ∂Ω. For any x ∈ T consider the sequence of points {x i } m+1 i=0 with x 0 = x, x m+1 ∈ ∂Ω, and x i , x i+1 ∈ ∂S i for i = 1, . . . , m which connect x to the boundary ∂Ω. Recall that v j vanishes on the boundary ∂Ω, hence we have the point-wise estimate
This yields
Interchanging the summation and counting multiples of a triangle S by M S , we obtain
The number M S gives the number of chains S T for any T ∈ T j that contain the triangle S. It is obvious that M S is larger for triangles S closer to the boundary. However, it is clear that M S is bounded by the number of triangles intersected by the diameter. Hence, we have M S diam(S) ≤ C diam(Ω) =: C 5 due to the uniformity of the triangles. This leads to the estimate
and we finally obtain the assertion
The corresponding estimate for the · ω norm is obtained by the right-hand inequality of Theorem 2.3.
Altogether, we can now establish our robust and optimal norm equivalencies in the following theorem which summarizes the results of Theorems 3.3 and 3.7 as well as of Lemma 3.8. Note that we make use of the fact that 4 j 0 = 2C L |ω| 1 2 A 1 (Ω) which stems from the limited growth condition (3.19), i.e.,
to eliminate j 0 from the norm equivalencies. However, (3.19) must be satisfied for some j 0 < J. 
hold for u ∈ V J and its associated decomposition u j defined in (3.9), where the constants are given by
3.3. Examples. Finally, we consider a few examples of weight functions ω for which our theory holds. First of all, there is a close connection between the Muckenhoupt class A 1 (Ω) with the space BMO(Ω) via the implication
Let us consider a weight function ω with inf x∈Ω ω(x) = m ω > 0 and sup x∈Ω ω(x) = M ω . Then there holds for all balls B ⊂ Ω the inequality
Hence, any positive piecewise constant function ω is in A 1 (Ω). Let us now assume that m ω = 1 and M ω = −1 , i.e., it is suffcient to assume a maximal jump of height −1 . Then we obtain a minimal refinement level j 0 ≈ ln( −1 ).
Thus j 0 is a rather small number even for very large jumps. Note that we do not require the jumps to be aligned with the mesh on any level, i.e., no mesh must resolve the jumps. There is no restriction on the frequency or the location of the jumps.
Concluding remarks
We presented two optimal and robust norm equivalencies based on certain weighted norms for diffusion problems −∇ω∇u = f in two space dimensions with a scalar diffusion coefficient ω. We only require ω to be in the Muckenhoupt class A 1 (Ω) to obtain our optimal bounds. This covers all piecewise constant functions independent of the location of jumps, their number or their frequency. In contrast to previous results, we do not require the resolution of the jumps on a particular level, i.e., the coarsest level. However, the constants of our norm equivalence involve the height of the maximal jump and thus for all practical purposes it is necessary to assume |ω| A 1 (Ω) to be small. Consequently, by (4.1) we obtain the estimate for the data of the Neumann problem above, i.e., ϕ = ϕ U ∈ W 2 2 (Ũ ), −∆ϕ U =ṽ j iñ U and ∂ϕ/∂ν = g on ∂Ũ . Now we use the fact that g is piecewise linear on ∂Ũ by construction. Therefore, 
