A new flexible working synthesis and extension of the methods for linear integration over the Brillouin zone. used for obtaining densities of states and generalised susceptibilities, is given. The well known Gilat-Raubenheimer and tetrahedron techniques are analysed within this model. Its power and simplicity are demonstrated in a direct calculation of the imaginary part of the generalised susceptibility. The model is based on convex polytope geometry.
Introduction
A lot of quantities of physical interest can be obtained from the bandstructure of a crystal by integration over the Brillouin zone Z. Of the one-electron properties among these, we have selected for discussion the density of states where S is the surface, i.e. S = ik E Z : E , , , = E ; , Q is the volume of the crystal, and E n , k are the energy bands obtained by solving Among the two-electron properties, we have selected the dynamical susceptibility whose imaginary part, related to absorption, is where U n n . h = E n , k + y -E n . k ( 
)
and where the reduced-zone scheme is used for k + q . The difference of two Fermi 0305-4608;80/071431 + 12 S01.50 R Rietfiriger functions that occurs in equations (3) and (4) can be written at T = OK as f ( E n , k ) ( 1 -f(En , k + q ) ) i.e. with the aid of the step function 8
O(p -E n , k )
, k + q -
where p is the Fermi energy. Thus the rz,k state must be occupied and the IT', k + y state empty in order to get a non-vanishing contribution. Finally, equation (4) can be written as
The Gilat-Raubenheimer techniques (hereafter referred to as GR techniques; see Raubenheimer 1966 and Gilat 1967 ) and the tetrahedron (T) techniques (see Jepsen and Andersen 1971 , Lehmann et a/ 1970 , Lehmann and Taut 1972 , Rath and Freemann 1975 are among the most efficient and precise methods for computing the density-of-states-like integrals. They are in fact very similar, both having three stages: (i) partition into cells c of the Brillouin zone (or, by symmetry, of an irreducible wedge);
(ii) linearisation of all the functions of k within each cell c ; (iii) summation of the contributions of all cells c. We briefly discuss these three points. The partitions currently used are tetrahedra (T), or cubes in cubic structures and prisms in hexagonal ones (GR) .
Any polyhedron can be filled exactly by non-overlapping tetrahedra, whereas it is not always possible to achieve this exact filling when using the GR technique; however, in cubic structures, this problem is overcome by symmetry: the contribution of a cell whose centre lies on the boundary has to be divided by the degeneracy d of the central point under the point group operations . We propose an alternative solution in b$2 and 5.
The T method needs only the knowledge of the energies (or W,,,k) at the vertices of the tetrahedra, but for degenerate bands, there may be problems with the indexing of the bands . The GR method needs the knowledge of the energies and their gradient at the centre of each cell; the latter are obtained at low cost using the Hellmann-Feynman theorem, from the eigenfunctions and the gradient of the Hamiltonian, 8,H (Dalton 1970) . Its advantage is the avoidance of the band indexing problem, if summed over all bands. With the preceding approximations for the cells, we linearise within each cell. This approximation is valid for differentiable functions € , , k (or w,,,~) as long as the gradient is non-vanishing. The linear approximation of (or comn,k) is where k o is a point of the cell c and the gradient 8jEk is taken at the point ko, where j labels the components. Alternatively, for a convex polytope, the barycentric representation, equivalent to (8), is sometimes more convenient:
where V is the total number of extrema1 vertices of the polytope; the convex hull of these vertices generates the polytope. In three dimensions, the surfaces of constant energy E , (or CO,,,) are planes, and we seek for the area S, of the plane within the elementary cell (eventually further truncated for the CO, , surface; Dantzig 1963 , Gale 1960 . It remains to sum up the contributions of the cells; for instance.
where N is a normalisation factor. The expression for l , is similar. Explicit formulae have been worked out for special geometries of cells for the area S, for densities of states (Gilat and Raubenheimer 1966 , Raubenheimer and Gilat 1967 , Jepsen and Andersen 1971 , Lehmann et al 1970 , Lehmann and Taut 1972 . For two-electron properties, the extension of these techniques is more recent, because of the complexity of the geometry introduced by further truncations of cells due to Fermi factors; indeed, the constraints (6) may be written as Usually, only the real part of the susceptibility has been computed up to now in order to avoid this complexity, for the extensions of the GR method (Jacobs and Lipton 1971 , Lipton and Jacobs 1970 , Lipton 1971 , Diamond 1971 as well as for those of the T method (Rath and Freeman 1975) .
A synthetic approach to the linearised methods
The heart of the computation of densities of states, or susceptibilities by linear methods, which is mainly the determination of the area S, discussed above, can be formulated as a convex geometry problem in a D-dimensional space (Gale 1960) : namely finding the set of solutions, and its 'surface', of where the functions e, d and f are linear (note that for the densities of states we need only retain equations (13) and (14)) and where e represents the energies E n , k . The contraints (14) define the elementary convex cell, and eventually the Brillouin zone boundary planes. For instance, a tetrahedron with three of its edges along the Cartesian axes is defined by
The cube is defined by the set of k values
For susceptibilities equation (1 3) represents w,,,~ and we have to complete the system by the constraints on the occupancy of the states (equations (11) and (12), renamed (15) and (16)). Any further linear constraint may be included in this system. The solution of this problem is well known, and of current use in linear programming (Dantzig 1963 , Gale 1960 .
(i) The polytope, i.e. the solution of the convex linear problem, is the convex hull of its vertex points (see equation (9)).
(ii) A vertex point is the intersection of D independent hyperplanes, the boundaries of the half-spaces defined by the inequalities (14)- (16) and the equality (13). It is thus characterised by the fact that it is a solution of a linear system of rank D obtained by selecting D constraints upgraded into equalities; the non-selected constraints (if any) have to be satisfied by the solution of this system.
A straightforward (but costly) method would be to solve all linear systems of rank D , obtained with (13), and D -1 equalities selected from the inequalities (14)- (16), and to check the remaining constraints.
Solutions more efficient than the one just proposed are discussed in 4'3 and in the appendix. A lot of strategies for determining the vertices are available from linear-programming techniques (Gale 1960) .
(iii) Once the vertex points are determined, it is trivial to compute the 'surface' of their convex hull, at least in two and three dimensions (see $3.3).
Thus we have found a general solution for finding the imaginary part of the Green functions, or the generalised susceptibilities, for any partition of the Brillouin zone into convex polytopes. In the following section, we show that these results can be brought into a more amenable scheme, which we use effectively for the calculation of the density of states and the imaginary part of the susceptibility of the examples.
The GR and T techniques in three-dimensional space

Density of states
For a polyhedral convex cell (defined by equation ( 2 ) ) , we know from the preceding argument (point (i) in $2) that the vertices, i.e. the solutions of (13)- (14), lie on the edges of this polyhedron. Indeed, the D -1 constraints, forced from inequalities to equalities, define an edge. For a general convex cell, these external edges between pairs of vertices i and i' can be characterised by a connectivity matrix C, the In the barycentric description (9), the k point solution of (13) 
It is easy to select the interesting edges. Let us order the vertex points k i into three classes ( J denotes the set of indices): Without loss of generality, we assume that e , < ez < e3 < e4 (where. for breviti. we have denoted e ( k , ) by p i ) . The number of vertices of the polygon solution of ( 3 . ! ) and (3.3) is gi\,en by :he sum of the elements of the submatrix C J , J . whose elements are 3 if e , < eo < e2 or if r 3 < eo < e4, 4 if e2 < eo < e3. and 0 elsewhere.
(ii) For the cube the vertices can be ordered in the following way: The type of polygon is determined as before, the numbers of vertices and edges being equal to the sum of the elements of C, and those in J : it is generally 0, 3, 4 or 5 by inspection of (23) (see figure l(b) ). The GR and T methods give explicit analytical expressions for the area of these polygons.
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Estensioii to the srisceptibilitj,
We can proceed as before for the function ( ' J~~,~ (equation (13)) with constraints (14) and obtain the set of vertices ordered into a convex cycle. Let us introduce the constraints (15)-(16) for the energies ( l l ) -( l 2 ) , It is very easy to recut the cycle in order to satisfy one more constraint, for instance (15). We continuously explore the edges of the polygon: two neighbouring points (modulo the total number of points) define an edge: the points satisfying (23) are retained, a new point obtained by interpolation is inserted into the cycle of points on each edge connecting adjacent points where the test (23) gives a contradiction; the points not satisfying the test are rejected.
This process can be iterated for all inequality constraints with the polygon obtained from the preceding operation. The set of vertices remains in cyclic order (see figure 2( a ) ) .
Culculation of'tlie arecl of' tlte polj,gon
This is easily done by inserting a central point into the final convex polygon, the barycentre for instance, and by summing up the area of the triangles defined by the central point and one edge of the polygon. 
Application to the calculation of some densities of states and susceptibilities
We developed a program in APL (Povlika and Pakin 1974, Demars er N I 1970) in order to check this model and to show its efficiency for the yet unsolved problem of the direct computation of the imaginary part of the susceptibility by the linear methods.
We checked the well known density of states for tightly bound electrons in a simple cubic structure, with the dispersion relation (24) (see for instance Riedinger and Nauciel-Bloch 1975) . The cost in computer time of the method proposed here is not prohibitive. For the bandstructure (24), it is only three to four times slower than the usual GR scheme. But this cost is relative, since the main cost of the density of states calculation for degenerate bands is incurred in the obtaining of the energies, the gradients of energies, and the eigenvectors at the mesh points. Indeed, the check of the density of states on a simple cubic compound with ten orbitals, with 100 energy points covering the bandwidth and a partition of the zone into cubes of edge length X:10 (for paramagnetic Fe, Rh, see Khan 1979) , takes two minutes, only two times more than the conventional GR, with a Fortran code of the algorithm. Thus the efficiency of the algorithm proposed here is comparable to the GR and T methods where the latter are well established. We recall however that GR and T methods have to be adapted to each crystal structure because of the zone boundaries; this is not necessary here since the Brillouin zone domain boundaries are constraints of type (14), which can be treated by the resection method proposed in >3.2.
The advantage of the method proposed here becomes definitive in the case of generalised susceptibilities: it is out of our scope to establish explicit relations for the 'area' in the case of the imaginary part of the susceptibility xi(q, w ) , the number of cases to be examined for cubes being 90 (Jacobs and Lipton 1971) . We recall that all the calculations of the susceptibilities by extension of the GR method (Jacobs and Lipton 1971 , Diamond 1971 . Lipton and Jacobs 1970 , Lipton 1971 , or the T method (Rath and Freeman 1975) proceed through a calculation of the real part of the susceptibilitity followed by a Kramers-Kronig transformation in order to obtain the imaginary part. We checked our method by a direct computation of the imaginary part of the free-electron susceptibility, recovering with a high degree of accuracy the analytical results (Fetter and Walecka 1971) with the APL code (see figure 2(b) ).
We also briefly discuss the particular cases of the optical absorption ~~( 0 , o) and the photoemission spectrum. These can be computed along the lines proposed for the generalised susceptibility. or by the alternative method given below.
We compute the joint densities of states which reduce to a line integral in the Brillouin zone.
followed by a convolution by f ' (Fermi) factors: . Allen and Pickett 1975 . Pickett and Allen 1977 . D , , ( k ) are the dipolar matrix elements. The computation of thejoint density of states can also be brought within our scheme. Within the elementary convex cells, we find the length of the segment defined by which is equivalent to e,,, = e t l ; ( k ) dp
1.
e' -e,', -e' and can be solved as described in 2. An alternative for the computation of densities of states and susceptibilities by the algorithm of 42 is the application of more standard linear-programming techniques (see the appendix).
Conclusions
We present here a very simple, and computer adapted, working point of view for solving all single Brillouin zone integrations for density-of-states-and susceptibility-like integrals. for any type of convex cells partitioning the zone, in any dimension. It should be emphasised that it can be used for all problems of this kind; for example the dielectric constant and the photoemission spectrum. The Gilat-Raubenheimer and tetrahedron methods have been shown to be particular cases of this approach. The problem of constraints due to Fermi level cutoff, or zone boundaries, so awkward in a direct approach, is trivial in the one presented here. The algorithm presented in the text, which is based on fundamental convex-geometry theorems, is pedestrian, but still efficient for all of the kinds of problems examined; in the appendix, the more systematic linear-programming approach is described.
We did not discuss the real part of either the Green functions or of the susceptibilities; these can be obtained from their respective imaginary parts by Hilbert transformation (Kramers-Kronig causality), nor did we discuss the inclusion of smooth matrix elements: i t is easy to develop them into a polynomial, and to compute their contribution within each polytope, these integrals being well known (Gradshtein and Ryzhik 1965) . The applications of this method to situations less academic than those shown to prove the validity are in progress.
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Appendix. Algebraic approach zone integration
D convex poly 3pe geometry encountered in Brillouin
As we have shown in equations (13)- (16) and (28) It is an easy matter to obtain an adjacent vertex point by moving along an edge of the polytope, y(j.) (Dantzig 1963) . Let B be the square matrix composed of the column vectorsfj of F, where j belongs to the basis; it is usually non-singular. The point There is no problem for updating the inverse matrix B-' during this process of exchange (product form of the simplex algorithm; see Dantzig 1963) .
We now consider the initial vertex point. 
Iff' is positive and x = 0, E = f o is an initial vertex point. A zero-cost (c = 0) optimal solution of (A.8) simultaneously proves the existence of vertex points, and provides one; the artificial variables E , are dropped afterwards. Note that this problem is degenerate; it usually has several solutions, if there are any. We can lift this degeneracy by solving the problem of maximising The equals sign in (A.lOb) has to be replaced by for positive x j variables; this system is also degenerate but becomes regular if we assume there are some non-zero values of 5 y j . The solution of this dual problem is fast, due to the low dimensionality of the constraints ( d ( x ) ) . With the revised simplex method, we obtain immediately the associated vertex point .Y = (F;)-lr"f; (A.11) where B denotes the set of column indices of U variables in the basis. We are then able to switch over to the exploration of the convex cycle by the pivoting procedure on (A.4) described in (A.6, A.7).
