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Abstract
Development of First Principles Paramagnetic NMR Methodologies to
Probe the Complex Local Structural Properties of Li-ion Battery Materials
Pigliapochi Roberta
NMR spectroscopy of paramagnetic solids provides detailed information about the local
configuration and the chemical environment of the NMR observed center, as well as about
the structural, magnetic and electronic properties of the coordianted paramagnetic centres.
In the case of complex paramagnetic solids such as cathode materials for (rechargeable)
batteries, NMR represents an invaluable tool to provide insight into the structural
and electronic properties of the systems, which are at the base of the electrochemical
performance of these materials. However, the paramagnetism makes the interpretation of
the NMR data very challenging. This is primarily due to the interactions of the unpaired
electrons with the NMR observed nucleus, and the rationalization of the NMR spectra
often requires the aid of reliable theoretical and computational methods.
Often the dominant interaction contributing to the measured isotropic shifts in
paramagnetic systems is the hyperfine interaction between the unpaired electrons and the
observed nucleus. It results from the transfer of unpaired electrons from the paramagnetic
centre(s) to the NMR observed site. In systems such as the cathode materials studied
here, in which the paramagnetic ions are a major constituent of the lattice, the multitude
of different local environments results in a complex distribution of resonances.
The complex lithiation mechanism upon electrochemical cycling in the LixV6O13
cathode material is analysed. A methodical investigation of the configurational stability
from first principles gives insight into the preferred site configurations. The combination
of experimental 7Li NMR spectra and hyperfine shift DFT calculations of the identified
stable Li environments aids the understanding of the complex lithiation mechanism of
this material.
The series of LiTixMn2−xO4 cathode materials is studied, investigating the composi-
tional (dis)order as a function of x throughout the series, using a combined first principle
and experimental 7Li NMR apporach. The 7Li hyperfine shifts calculated with DFT
viii
for a variety of Li environments are combined in a lattice model, which simulates the
7Li NMR spectra for different Li/Ti/Mn configurations. The comparison between the
calculated and the experimental shifts enables the assignement of the isotropic regions of
the experimental 7Li NMR spectra, helping to rationalize the complex cation ordering as
a function of Mn/Ti content in the series.
For paramagnetic centres with an unquenched orbital component of the electron
magnetic moment(s), the spin-orbit coupling effects also contribute to the paramagnetic
NMR shift and shift anisotropy. A first principles model is derived, which describes how
spin-orbit coupling and the single-ion g-tensor are defined and calculated in periodic
paramagnetic solids, and how they can be coupled with the hyperfine interaction to model
their effects on the NMR spectrum. The method is applied to a series of olivine-type
LiTMPO4 cathode materials (with TM = Mn, Fe, Co, and Ni) and the respective 7Li
and 31P NMR spectra are simulated and compared with the experiments.
The other paramagnetic effect considered in this thesis involves the bulk magnetic
susceptibility (BMS) shift, which is particularly important for paramagnetic single crystals
and solids of complex shape. A method to analytically calculate the demagnetising field
and the BMS shift in crystals of different shapes is derived, and it is applied to a series
of LiFePO4 single crystals for which the 7Li MAS NMR spectra are also measured
experimentally. The study shows a large variation in Li shift between the crystals of
different shapes, indicating that the macroscopic shape-dependent BMS shift can indeed
be a significant contribution to the NMR shifts or paramagnetic solids.
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Chapter 1
Introduction
1.1 Paramagnetic NMR
One important aspect of materials science and solid-state chemistry is the ability to
modify the structure of a system in order to optimize specific properties of the materials,
therefore also to understand the structure–property–function relationships in the solid
state. Long-range structural information is typically obtained from characterization
techniques based on Bragg diffraction. However, many properties of solids result from
the variation of long-range periodicity, from local atomic-scale structural disorder and
from compositional disorder arising from the non-regular distribution of two or more
atomic species in a crystalline lattice. In energy storage materials and battery devices,
the changes on electrochemical cycling to both the long-range and local structure of
the electrodes in a battery can have profound effects on the long term cycling perfor-
mance. A full understanding of the the intrinsic mechanisms of electron transport and
of charge/discharge processes in the device requires also an analytical tool capable of
studying the structure of the solids at the atomic level [1].
Solid-state nuclear magnetic resonance (NMR) spectroscopy is an essential charac-
terization method to probe the local environments in crystalline as well as disordered
solids. NMR enables us to obtain information about the local structure and bonding
around particular atomic species, and it allows also the investigation of dynamical pro-
cesses occurring in the solid state [2–5]. The wealth of information obtainable from
an NMR spectrum is often the result of anisotropic interactions that affect the nuclear
spins. In the case of liquid samples, despite the spins are present over a distribution of
orientations, the rapid molecular tumblings cancel out the orientation dependence of the
nuclear interactions. As a result, with solution NMR we only measure the orientation
independent (isotropic) part of the interactions. The resulting spectra are typically
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of high-resolution, from which it is possible to determine detailed information on the
chemical bonding of the molecules under study [6]. Solid samples, however, do not
benefit from the fast molecular motion as much as liquids. Solid-state NMR is hence also
sensitive to the orientation dependent (anisotropic) interactions, which contain unique
spatial and dynamic information. The measurement is nonetheless challenging, as these
same anisotropic interactions give rise to broad lineshapes in the NMR spectra, which
are therefore difficult to analyse [7]. The acquisition and the interpretation of solid-state
NMR spectra is made even more challenging in the case of paramagnetic solids. In this
Thesis, a paramagnetic system is intended as a molecule or material that contains one
or more paramagnetic centres (atoms or ions) possessing at least one unpaired electron.
This is commonly the case for solids used in energy storage materials, at least at some
point in the electrochemical cycle. Although typically the nuclear spin studied with NMR
is not itself a paramagnetic centre, the spectrum of the observed nucleus is significantly
influenced by the interaction with neighbouring paramagentic site(s). The hyperfine
interaction between the unpaired electrons and the observed nucleus is the origin of
the paramagnetic shift, the shift anisotropy, as well as other additional sources of shift
and broadening such as the bulk magnetic susceptibility effects and the paramagnetic
relaxation enhancement [8]. The NMR spectrum of a nuclear species interacting with
paramagnetic centre(s) yields information regarding the bonding between these sites, their
spatial arrangement, the orbitals involved in the transfer of spin density, the oxidation
state of the paramagnetic centres and the electronic and magnetic properties of the
compound [9–14]. The information provided by the NMR spectrum of a paramagnetic
solid is nonetheless often challenging to interpret. This difficulty arises from the fact
that several different processes all contribute to the same features of the spectrum, i.e.
the isotropic shift and the shift anisotropy, and it is often complicated to untangle the
various contributions [8, 15–18].
1.1.1 Paramagnetic Shift and Shift Anisotropy
The theoretical description of paramagnetic NMR was initiated in 1958 by the work of
McConnell on paramagnetic systems containing d-block transition metal ions [15, 16].
The isotropic shift observed in open-shell systems was related to the isotropic hyperfine
interaction A between the unpaired electron spin and the NMR-observed nuclear spin,
devided into two contributions: i) the Fermi contact component, due to the through-
bond transfer of unpaired spin density onto the nuclear position of the observed site, ii)
and, in the presence of spin orbit-coupling, the pseudo-contact component, due to the
through-space dipolar coupling between the nuclear spin and the unpaired electron spin
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moments [15, 16]. The successive work of Kurland and McGravey on transition metal
complexes included a more complex description of the magnetic properties [17], whereas
the contribution of Bleaney extended the formalism to systems containing lanthanide
ions [19]. A modernised quantum-mechanical description of the various isotropic and
anisotropic interactions occurring in paramagnetic systems had to wait almost 50 years
until Moon and Patchkovskii presented a systematic theory for metal ions with a single
unpaired electron, known as the doublet theory [20]. The theory was later extended by
Pennanen and Vaara et al. to systems with arbitrary spin state and small spin-orbit
couplings [21, 22]. In this modern formalism, the paramagnetic shielding tensor is defined
in terms of the hyperfine interaction via the A tensor, and of the spin-orbit coupling
effects via the g-tensor and the zero-field splitting D tensor. The formalism has also
been extended by Soncini and van de Heuvel to any system with arbitrary spin-orbit
coupling strength, although still experimentally untested [23–25].
1.1.2 Bulk Magnetic Susceptibility Effects
The effects described so far are local atomic-scale interactions between the paramagnetic
centres and the observed nuclear spin. Macroscopically, the bulk magnetic properties
of the system also affect the NMR spectrum [26, 27]. The bulk magnetic susceptibility
(BMS) has its origin in the dipolar coupling between nuclear and unpaired electron
magnetic moments. Depending on the bulk magnetic properties of the material, when the
sample is placed in a magnetic field, a demagnetizing field is induced, that is proportional
to the magnetic susceptibility and that either opposes or adds to the static external field
[28]. Depending on the shape of the crystallite/particle, as well as the shape of the sample
container and the symmetry of the magnetic susceptibility tensor, the demagnetizing
field can contribute both to the shift and the line-broadening of the NMR spectrum.
First presented by VanderHart et al. [29] and Alla and Lippmaa [30], the description
of the BMS effects on the broadening was later extended in the work of Grey et al.
on lanthanide stannates to include also the influence on the linewidth and spinning
sideband intesities [31]. Later, Schwerk et al. [32] and Kubo et al. [26] presented a
theoretical derivation of the isotropic and anisotropic BMS effects on the NMR spectrum
of homogeneous paramagnetic powders. Dickinson et al. [33] extended the model based
on classical electrostatics to calculate the demagnetizing fields of bulk samples, and the
corresponding effects on the NMR spectrum of inhomogeneous powders.
4 Introduction
1.2 Paramagnetic NMR Applied to Li–ion Battery
Cathode Materials
Lithium intercalation or insertion materials have been extensively studied over the past
few decades to meet the energy storage needs of increasingly widespread portable elec-
tronic devices [34]. The major challenges that are constantly faced in the development of
rechargeable Li–ion batteries are associated with the cost and toxicity of the active mate-
rials, as well as the safety, the long term performance, the stability and the satisfactory
charge storage capacity of the operating device [35].
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Fig. 1.1 Schematic representation of secondary Li–ion battery with a LiCoO2 cathode
and a graphite anode. Adapted from Ref. [36].
The basic architecture of a (rechargeable) Li–ion battery cell, schematised in Figure
1.1, consists of three main components: a cathode (positive electrode), an electrolyte, and
an anode (negative electrode). The operation of the rechargeable Li–ion battery relies on
the reversible intercalation and deintercalation of Li ions in and out of the structures
of the electrodes. On charge driven by an external potential, the Li ions deintercalate
from the cathode, flow via the electrolyte medium and intercalate in the anode, with the
concurrent oxidation of the cathode and reduction of the anode. On discharge, the same
process occurs in the opposite direction as the battery releases its stored energy [36]. The
first rechargeable Li–ion battery commercialized by SONY in 1991 consisted of layered
LiCoO2 as cathode and of graphite as anode [37]. Despite this set-up still being the most
commonly-used rechargeable battery to date, particularly for light portable electronic
devices such as laptops and mobile phones, LiCoO2 presents limitations related to its low
1.2 Paramagnetic NMR Applied to Li–ion Battery Cathode Materials 5
charge/discharge rates and to the low abundance (hence high cost), limited geographical
distribution and high toxicity of cobalt. A large variety of alternative cathode materials
with different redox active 3d transition metal (TM) ions have been investigated over the
years, such as layered LiTMO2 (TM = Mn, Ni) [38–42], spinel LiTM2O4 (TM = Mn, Ni)
[43] and olivine LiTMPO4 (TM = Mn, Fe) [44–46].
In the design and the understanding of the electrochemical performance and stability
of the battery and its electrodes, solid-state NMR spectroscopy represents an invaluable
tool to probe the local ordering of the ions directly involved in the electrochemical
process, such as Li, to distinguish between insulating and conducting states, to identify
the oxidation states of the metal ions involved in the redox reactions and to investigate the
changes in the local structure due to the flow of ions and electrons [47]. Extensive NMR
studies, primarily based on the analysis of the hyperfine isotropic and dipolar interactions,
have been performed on a variety of cathode materials [48]. The rationalization of the
NMR spectra of extended paramagnetic systems, such as the cathode materials in
question, is based on the fact that the isotropic shift is often dominated by the hyperfine
Fermi contact interaction. The resulting Fermi contact shift is proportional to the
unpaired spin density transfered from the paramagnetic centre(s) towards the nearby
NMR observed site. Crucially, it is an additive quantity that can be decomposed into a
sum of contributions of unpaired spin density transferred from each TM ion onto the
observed nucleus. A range of Li–ion paramagnetic systems have been studied with 6/7Li
magic-angle spinning (MAS) NMR over the last few decades, containing transition metal
ions ranging from d1 to d8 electronic configurations. This enabled the rationalization of
the different shift mechanisms resulting from the interaction of the Li spins with the
unpaired electrons in the t2g and eg orbitals of the TM centres. The investigation of
cathode materials with 6/7Li MAS NMR has been reviewed by Grey and Dupré [48]
and Grey and Lee [49]. A few examples will be presented herein, intended to outline
how NMR can be applied and analysed for cathode materials with complex structural
features.
The spinel LiMn2O4 system has been extensively studied with 6/7Li MAS NMR, as a
function of the synthesis temperature as well as of the electrochemical cycling [50–53].
The structure of LiMn2O4 nominally contains only one crystallographic Li site with
tetrahedral coordination. The Mn3+ (d4) and Mn4+ (d3) ions are present at equal ratios,
however, due to the fast electron hopping, they effectively interact with the Li spins as
an average Mn3.5+, hence only one Li isotropic shift would be expected [50]. Instead,
a number of peaks are present in the 6/7Li NMR spectrum, indicating the presence of
a variety of Li environments. The 7Li spectra of the LiMn2O4 samples synthesised at
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low temperatures (∼550–600 ◦C) show the peak at ∼520 ppm, characteristic of the
aforementioned Li tetrahedral environment in the nominal LiMn2O4 spinel structure.
Additionally, a weak peak at high resonance frequency (∼2300 ppm) [49] is detected,
indicative of a Li ion in an octahedral environment. This suggests that excess Li is
present in the structure (Li1+yMn2−yO4, with y being the Li excess fraction, in octahedral
sites). For every Li+ equivalent present in excess, five Mn3.5+ ions are oxidised to Mn4+
ions to balance the charge. Additional peaks are in fact present in the spectra that
result from Li ions in tetrahedral environments nearby Mn4+ ions [48]. This is important
because Mn-based spinel cathodes with excess lithium are typically reported to show
improved charge/discharge cycling behaviour [54, 55]. The 6Li NMR spectra of the
LiMn2O4 samples synthesised at high temperature (∼800–850 ◦C) instead show peaks at
lower frequencies than the main spinel (∼520 ppm) resonance. These shifts are indicative
of the presence of Li environments nearby Mn3+ ions, which result from the substitution
of some Li with Mn2+ in the tetrahedral site (for every Mn2+ replacing a Li+, two Mn3.5+
ions are reduced to Mn3+). This is not beneficial for the electrochemical performance
of this cathode material, because Mn2+ ions at the surface of the particles are easily
dissolved in the electrolyte, depleting the cathode of transition metal ions [43].
A limitating factor in the application of LiMn2O4 as a cathode material arises from
the Jahn–Teller distortion of the octahedral environment of the Mn3+ ions, which,
macroscopically, contributes to large changes in the cell volume [56]. This effect becomes
particularly disruptive for the mechanical stability of the cathode when the average Mn
oxidation state drops below 3.5+ on discharge, contributing to the capacity fade [56, 57].
One approach to limit the effects of the Jahn–Teller distortion associated with the Mn3+
ions has been to partially substitute Mn for a dopant of lower oxidation state, and which
does not take part in the redox process, such as Ni2+, Zn2+, or the excess Li+ [49, 58, 59].
The effect of the dopant is to increase the average oxidation state of the remaining
Mn ions above 3.5+. 6/7Li MAS NMR revealed however that the increase in the Mn
oxidation state does not occur evenly throughout the phase. The induced oxidation
to Mn4+ was found to predominantly occur for Mn ions nearby the dopants, while the
bulk does not considerably benefit from this effect. This structural inhomogeneity has
consequences on the cycling behaviour of the cathode, which, in the doped case, follows
a two-phase mechanism in which the Li ions are first intercalated near the Mn3.5+ sites,
and subsequently next to the Mn4+ sites [60].
A breakthrough in the interpretation of the complex NMR spectra of extended para-
magnetic cathode materials occurred with the application of first principles calculations.
Carlier et al. carefully rationalized the different unpaired spin density transfer mecha-
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nisms between the TM centre and the NMR observed site in terms of bonding geometries
and orbital overlaps [14]. The interpretation of the hyperfine shift was presented in
analogy with the Goodenough–Kanamori rules originally formulated to describe magnetic
interactions between TM centres. The study was applied to model the Li NMR shift
of layered LiTMO2 systems (TM = Co, Cr, Mn, Fe, Ni). The computational density
functional theory (DFT) approach was based on pseudopotential-based calculations
that gave a qualitative interpretation of the Li hyperfine shifts by integrating the spin
density over approximate Li ionic volumes [14]. Building upon this approach, Kim et
al. performed Fermi contact shift calculations with DFT, implementing an all-electron
approach in combination with hybrid exchange-correlation functionals[61]. In their work,
an empirical magnetic model was derived, to include the effects of finite temperature
in the hyperfine shifts calculated with DFT (hence nominally at 0 K). The study was
applied to correlate the local structure of a series of Fe(III) phosphate-based cathode
materials to the measured and calculated 7Li and 31P NMR shifts. The high accuracy
of the shifts calculated following the method presented by Kim et al. paved the way
to the clever computational strategy developed by Middlemiss et al. [62, 63]. In their
approach, the total Fermi contact shift of a given nucleus was quantified separately
for the contributions from each interacting TM centre via the so-called spin flipping
approach. The method consists of performing an initial calculation of the hyperfine shift
at a particular nuclear site, e.g. Li, with the magnetic moments of all the interacting
paramagnetic TM centres aligned parallel to each other, i.e. ferromagnetically. This is
followed by the simulation of the same system where the spin of one of the interacting
TM ions is flipped, and the shift of the Li centre is recalculated for this ferrimagnetic
alignment. Half the difference between the shift in the ferromagnetic state and the shift
in the ferrimagnetic state corresponds to the Li(–O)–TM contribution to the overall
Fermi contact shift of that Li site [63]. This relatively simple approach constituted a
great step forward in the rationalization of the complex NMR spectra of cathodes, and it
has since then been applied in combination with experimental NMR to study the local
and electronic structure of complex systems with multiple TM species and oxidation
states [62, 64, 65], as well as to rationalize the NMR spectra of less extensively studied
and more problematic NMR-active nuclei such as 17O [13], 23Na [12] and 25Mg [66] in
the context of battery applications.
A comprehensive understanding of the structural and electronic processes taking
place during electrochemical cycling also requires the ability to capture metastable or
reactive phases. In order to be able to quickly monitor the different local structural
changes as a function of capacity and potential, in situ NMR spectroscopy of whole
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battery cells has been applied over the years to study the electrochemically-induced
structural and electronic changes that occur during battery cycles [67, 68]. In situ NMR
of such complex systems poses challenges on the experimental set-up, as well as on the
interpretation of the NMR data. One difficulty arises from the need to separate the
NMR resonances from the different components of the cell, which is made even more
complicated by the fact that the spectra are aquired in static mode and hence suffer
from severe broadening. Regarding the paramagnetic component of the cell, typically
the cathode, this is often present in the battery used for the measurement as a thin film.
The bulk magnetic susceptibility (BMS) effects in such paramagnetic samples induce a
dependence of the shift and the linewidth on the orientation of the film with respect to
the external magnetic field [68, 69]. Additionally, for a whole battery cell consisting of
metallic, diamagnetic and paramagnetic parts, the BMS effects induced by the metallic
and the paramagnetic components combine, and they affect the NMR response of the
diamagnetic parts, making it very challenging to untangle the different contributions
and to analyse the spectra. Recently, a study of the BMS effects on paramagnetic films
has been presented, based on a model that considers electron-nuclear dipolar couplings
within the point dipole approximation [27]. The approach was applied to optimize the
orientation of the cell with respect to the NMR magnetic field, in order to minimise the
BMS effects on the in situ 7Li NMR spectra.
1.3 Motivation and Outline
This thesis aims to develop combined solid-state NMR and first principles modelling
approaches to probe the local structure and the electronic properties of complex para-
magnetic solids. The methods are applied to the study of a variety of Li–ion battery
cathode materials.
Chapter 2 presents a brief introduction on solid-state NMR spectroscopy, a background
of the quantum-mechanical theory of paramagnetic NMR and of the classical derivation
of the bulk magnetic susceptibility effects, an overview of solid-state DFT calculations
and a description of the application of DFT methods to calculate paramagnetic NMR
properties.
Chapter 3 investigates the complex voltage profile and the local atomic and charge
ordering upon electrochemical cycling of the high capacity LixV6O13 cathode material.
Several phase transitions are observed during charge and discharge of this system, which
are accompained by a significant rearrangement of the Li ions in the structure. A first
principles methodology is performed to study the changes in the structure and in the
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Li ion coordinations as a function x in the LixV6O13 series. The approach enables the
identification of stable configurations and favourable Li sites throughout the composition
series, by combining the computational results with experimental in situ XRD and 7Li
MAS NMR data.
Chapter 4 studies the effects of Ti doping in the compositional disorder of the
LiTixMn2−xO4 series of cathode materials. Titanium doping in lithium manganese oxide
spinels was shown to be beneficial for the structural stability of the potential Li-ion
battery cathode materials, yet the Li/Ti/Mn distribution in LiTixMn2−xO4, pivotal for
the electrochemical performance of the system, is not fully understood. A combined first
principles and experimental 7Li NMR methodology is presented, which investigates the
changes in the local ordering of the multi-component paramagnetic solids by modelling
the site-specific magnetic and Fermi contact interactions. The Li–O–Mn contributions to
the 7Li shifts are calculated from first principles and combined in a lattice model that
simulates the NMR spectra of different site orderings. The simulated 7Li NMR spectra
are compared to the experimental data, and the variations in the local ordering of the
Li/Mn/Ti ions in the series of structures is analysed.
Chapter 5 extends the description of the paramagnetic shielding tensor in periodic
solids to include the effects of spin-orbit coupling. A first principles method is developed,
which couples the hyperfine tensor with the g-tensor in periodic solids, allowing one to
decompose the paramagnetic shielding into a sum of terms contributing to the NMR
isotropic shift and shift anisotropy. The approach is applied to investigate the 7Li and
31P NMR spectra of a series of LiTMPO4 cathode materials (TM = Mn, Fe, Co, Ni).
Chapter 6 treats the macroscopic effects of the bulk magnetic susceptibility on the
7Li NMR shift of paramagnetic crystals. A method based on classical electrostatics
is developed, which simulates the demagnetizing field in crystals modelled using the
experimental dimensions and susceptibility tensors, and calculates the resulting BMS
shift. The results are compared with the 7Li shifts obtained from the MAS NMR spectra
on a series of LiFePO4 single crystals.
Chapter 7 presents the main conclusions of this work and suggests new research
directions.

Chapter 2
Methodology
2.1 Principles of NMR Spectroscopy
Atomic nuclei possess an intrinsic spin, I, which is defined by the nuclear spin quantum
number, I. The nuclear spin is a quantised form of angular momentum that, for I ≥ 1/2,
gives rise to a non-zero nuclear magnetic moment, µI , of the form:
µI = h¯γII = µNgII (2.1)
where h¯ is the reduced Planck constant, γI is the nucleus-dependent gyromagnetic ratio,
µN is the nuclear magneton and gI is the dimensionless nuclear g-factor. There exist 2I+1
spin states, each described by themI magnetic quantum number (mI = −I,−I+1, ...+I).
At thermal equilibrium and in the absence of any external magnetic field, the nuclear
spin states (or nuclear energy levels) are degenerate. In nuclear magnetic resonance (NMR)
spectroscopy, an external magnetic field B0 along a certain direction (conventionally the
z-direction) is applied, which interacts with the nuclear magnetic moment. Due to this
so-called nuclear Zeeman interaction, the degeneracy of the manifold of the 2I + 1 states
is removed, because different orientations of µI with respect to B0 will have different
energies. The energy separation between consecutive mI spin states for an isolated
nucleus is proportional to the strength of the external field as well as to the size of the
nuclear magnetic moment, as:
∆E = h¯|ω0| = −h¯γIB0 (2.2)
where ω0 is the so-called called the Larmor frequency.
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For a sample comprising a large number of individual nuclei, these thermally populate
the Zeeman spin states according to a Boltzmann distribution. However, there will
be a slight energetic preference for the nuclear spins to align parallel with B0 than
anti-parallel to it. This, on average over the entire collection of spins, corresponds to
the formation of a bulk magnetization along the z-direction of the external field. Once
the spins in an external magnetic field have reached their Boltzmann equilibrium, they
need to be perturbed in some way in order to produce a measureable process associated
with their return to equilibrium. Typically in NMR this is achieved via the application
of a transverse radiofrequency (RF) pulse, generating a time-dependent magnetic field
B1 in an orientation different from B0, and inducing a mixing of the Zeeman states. In a
vector model, the effect of the RF pulse corresponds to tilting the bulk magnetization
away from its equilibrium alignement along the z-axis. At the end of the RF pulse, the
spins will start to re-orient to reach the Boltzmann equilibrium. This evolution of the
excited spins as they return back to equilibrium corresponds to a precessional motion of
the bulk magnetisation about the external magnetic field along the z-axis, at a precession
frequency equal to the Larmor frequency defined earlier. This Larmor precession of
the magnetization over time is measureable by the same RF coil because it induces
an oscillating current detected as a free induction decay (FID), which is then Fourier
transformed to obtain a spectrum comprising the Larmor frequency (or to separate the
various Larmor frequencies characteristic of the multiple nuclear environments). The
spectral data can be displayed in the frequency range (Hz), or in the more common
chemical shift range (parts per million, ppm).
Internal interactions between the nuclear spin and the surrounding nuclear/electronic
spins generate additional local perturbations to the experienced field, given by a range
of contributions which are more or less significant depending on the specific system.
Most commonly, these internal interactions can be summarised as: i) the chemical
shift interaction between the nucleus and its surrounding electron shell, ii) the scalar
(through-bond) and dipolar (through-space) coupling between two nuclear spins, iii) the
quadrupolar interaction between the electric nuclear quadrupole moment (for I > 1/2)
and the local electric field gradient generated by uneven charge distributions, and iv) the
hyperfine interaction between the nuclear spin and the surrounding unpaired electrons.
The final term, often dominating the NMR response of paramagnetic systems, is the major
focus of this thesis, and will be discussed in detail in Section 2.3. The combination of the
external B0 field and the internal field due to the nuclear interactions with the surrounding
nuclei or electrons modulates the energy separation between the nuclear spin states.
Although the interaction of the nuclear spins with their environments is energetically
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weak, it is responsible for the great power and versatility of NMR spectroscopy, which is
to distinguish (resolution permitting) chemically or structurally different nuclear sites
within the system under investigation.
The effective Hamiltonian describing the dominat interactions in an NMR epxeriment
due to the external static B0 field (nuclear Zeeman interaction, HˆIZ), the B1 field
generated by the RF pulse (HˆRF ), and the collective internal interactions (Hˆint) can be
written as:
Hˆtot = Hˆext + HˆRF + Hˆint (2.3)
2.2 Solid-state NMR Spectroscopy
The internal interactions described earlier and condensed in term Hˆint in equation 2.29 are
typically described by anisotropic tensors. Consequently, their contributions to the NMR
spectrum depend on the relative orientation of each characteristic tensor with respect to
the external field. In liquids, despite the presence of a multitude of local environments or
molecules with different orientations, rapid molecular tumbling effectively averages out
the orientation dependence of the anisotropic tensors, resulting in a sharp isotropic peak
in the NMR spectrum (Figure 2.1-a).
Solid-state powders, on the other hand, do not benefit from the fast molecular motion
typical of the liquid state, and the often random distribution of molecular or particle
orientations leads to the broad spectrum shown in Figure 2.1-b [7]. The anisotropic
orientation dependence of the interactions in the Hint term in equation 2.29 is given
by 3 cos2 θ − 1, with θ being the angle between the principal axis of the anisotropic
tensor frame and the z-axis of the external B0 field. This orientation dependence can be
cleverly (at least partially) averaged out by spinning the sample about what is known
as the magic angle, θMA = 54.74◦ (such that 3 cos2 θMA − 1 = 0) (Figure 2.1-c). If the
spinning frequency is much greater than the size of the anisotropic interaction(s), a single
resonance is observed in the NMR spectrum, at a frequency corresponding to the isotropic
shift of the particular nuclear environment. Otherwise, if the spinning frequency is not
fast enough, in addition to the isotropic shift, a manifold of resonances are observed,
known as spinning sidebands and shown in Figure 2.1-d, that are separated from the
isotropic peak by multiples of the spinning frequency.
Section 2.3 will describe how some of the internal interactions collected in the Hint
term locally perturb the external magnetic field experienced by the NMR observed
nucleus, effectively partially shielding (or deshielding) it from B0. The effects of these
local interactions can be modelled via a (chemical) shielding tensor, σ, which will be
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Fig. 2.1 Schematic diagrams of a) a solution state (or very fast MAS) 7Li NMR spec-
trum, with isotropic shift δiso = 700 ppm; b) a static solid-state NMR spectrum of a
polycrystalline powder; c) the experimental setup in which the polycrystalline powder is
rotated in a rotor at the magic angle θ = 54.74◦ with respect to the field B0, at a rate
ωR; d) the NMR spectrum of a polycrystalline powder under MAS at a frequency ωR.
Adapted from Ref. [70].
defined in detail in Section 2.3.4. However, in experimental NMR, what is actually
measured is the (chemical) shift tensor, δ, which is given by the difference between the
shielding of a reference system and the shielding of the system under investigation. The
isotropic component of the shift tensor, δiso, is equal to:
δiso = σrefiso − σiso (2.4)
The shift tensor can be defined in terms of its principal components in the tensor’s
principal axis frame (denoted as δ˜ii), and the isotropic shift, the chemical shift anisotropy
(CSA, ∆δ) and the asymmetry (η) are defined as:
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δiso =
δ˜xx + δ˜yy + δ˜zz
3
∆δ = δ˜zz − δ˜iso
η = δ˜yy − δ˜zz∆δ
(2.5)
using the convention: |δ˜zz − δiso|≥ |δ˜xx − δiso|≥ |δ˜yy − δiso| [71]. An example of a
soli-state NMR spectrum showing the chemical shift components is presented in Figure
2.1-b.
2.3 Theory of Paramagnetic NMR
This section focuses on the quantum mechanical description of the internal interactions
dominating the NMR response of paramagnetic systems, with a particular interest to
solids in which the paramagnetic species is a major constituent of the lattice.
2.3.1 The Effective Spin Hamiltonian
Nuclear Zeeman Interaction
As introduced in the previous Section, the interaction between the nuclear spin and the
external magnetic field is known as the nuclear Zeeman interaction, and the corresponding
Hamiltonian takes the following form:
HˆIZ = −h¯γIB0Iˆ = h¯ω0Iˆ = µNgN Iˆ (2.6)
where Iˆ is the nuclear spin operator.
Although the nuclear Zeeman interaction accurately describes the effect of an external
magnetic field on a nuclear spin, the Hamiltonian in equation 2.6 is strictly valid for
an isolated nucleus. When the nucleus is part of an atom or a molecule, the motion
of the surrounding electron shell induces an additional magnetic field that opposes the
external B0, in other words shielding the nucleus from B0. This effect is included in the
Hamiltonian via the so-called shielding tensor, σ, and the resulting contribution takes
the form HˆIC = h¯γIB0 ·σ · Iˆ. The simple Hamiltonian in equation 2.6 is hence no longer
exhaustive, and the following description has to be considered:
HˆI = HˆIZ + HˆIC = −h¯γIB0 · (1− σ) · Iˆ (2.7)
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where 1 is the identity matrix.
The shielding tensor, σ, consists of isotropic, symmetric anisotropic and antisym-
metric anisotropic parts. In the absence of unpaired electrons, that is for the so-called
diamagnetic systems, the chemical shielding was described by Ramsey to consist of the
sum of the shielding from the electronic ground state, referred to as the diamagnetic
term, and the shielding due to the mixing of the electronic ground and excited states,
referred to as the paramagnetic term [72]. However, to avoid confusion, this Thesis will
not adopt the terminology coined by Ramsay. Instead, the description of the shielding
tensor will be extended to paramagnetic systems following the more recent distinction
made by Pennanen and Vaara [21], which collects the two aforementioned contributions
to the shielding in a cumulative orbital term named σorb. This term is present in both
dia- and paramagnetic systems. In the latter case, an additional shielding occurs, named
σs, which is due to the presence of unpaired electrons, and the total shielding tensor for
paramagnetic systems can be expressed by the following sum:
σ = σorb + σs (2.8)
The orbital contribution to the shielding of paramagnetic solids, σorb, is typically
approximated to the shift measured for an analogous diamagnetic system [18]. The
description and calculation of the paramagnetic σs term is the central focus of this thesis.
The following Sections will introduce the interactions at its origin, and Section 2.3.5 will
work through the effects of it on the NMR spectrum of a paramagnetic system.
Electron Zeeman Interaction
Analogous to the magnetic moment µI associated to the nuclear spin I (equation 2.1),
we can define the (unpaired) electron magnetic moment proportional to the electron spin
S, as:
µs = h¯γSS = −µBgeS (2.9)
where γS is the electron gyromagnetic ratio, ge is the free-electron g-factor and µB is
the Bohr magneton.
Paramagnetic ions with non-zero orbital angular momentum L have an orientation-
dependent orbital contribution to the magnetic moment, defined as µL = −µBL. The
total electron magnetic moment, in the Russell-Saunders (L− S) scheme, can be written
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as † [73]:
µe = −µB(L+ geS) (2.10)
Similarly to the nuclear case (equation 2.6), we can define the electron Zeeman
interaction between the electron magnetic moment and the external field, which, based
on equation 2.10, will correspond to the sum of the orbital Zeeman and the spin Zeeman
terms, taking the total form:
HˆSZ = µBB0 · (Lˆ+ geSˆ) (2.11)
The orientation dependence of the electron Zeeman interaction due to the orbital
angular momentum operator can be conveniently parametrized in the so-called g-tensor,
g, and equation 2.11 is reformulated as:
HˆSZ = µBB0 · g · Sˆ (2.12)
The g-tensor in equation 2.12 can be expressed as the following sum of contributions
(up to second-order perturbation theory): [18]
g = (ge + ∆giso)1 + ∆g˜ (2.13)
The equation 2.13 breaks down as ge, the non-relativistic free-electron g value
(2.002319), and ∆giso1 + ∆g˜, the relativistic isotropic and anisotropic parts of the
g-shift tensor, cumulatively expressed by ∆g. Physically, the overall ∆g corresponds to
the deviation from the ge as a consequence of the spin-orbit coupling on the paramagnetic
centre when the electronic structure has a non-zero orbital angular momentum, or on
heavy atoms with some fraction of unpaired-electron spin density.
Hyperfine Interaction
In addition to the distinct coupling between the nuclear magnetic moment (equation 2.7)
and the electron magnetic moment (equation 2.12) with the external magnetic field, of
central importance for paramagnetic systems is the so-called hyperfine interaction between
the nuclear magnetic moment and the magnetic field due to the unpaired electron(s), or
†The Russell-Saunders coupling scheme assumes that the strength of the spin-orbit coupling interaction
is much smaller than the spin-spin (and orbit-orbit) interactions. This scheme gives a good approximation
for d-block transition metals, hence it is applied in this Thesis. For elements elements with greater
atomic numbers such as heavy metals and lanthanides, the spin-orbit coupling interaction becomes more
significant, and the J − J coupling scheme is used, instead [73].
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equivalently between the electron magnetic moment and the magnetic field due to the
nucleus. The Hamiltonian defining the hyperfine interaction takes the following form:
HˆSI = Sˆ ·A · Iˆ (2.14)
where A is the hyperfine tensor, which, up to second-order perturbation theory, can
be defined as follows: [18]
A = (AFC + AFC,2)1 + Adip + Adip,2 (2.15)
In equation 2.15, the hyperfine tensor is expanded as the non-relativistic Fermi contact
and dipolar contributions (AFC1 + Adip) and the relativistic spin-orbit isotropic and
dipolar terms, (AFC,21 +Adip,2). AFC depends on the unpaired electron spin density
transferred into the s-orbitals of the observed nucleus, whereas Adip accounts for the
through-space dipolar interaction between the magnetic moment of the unpaired electron
spin density and the nuclear magnetic moment of the observed nucleus. These two terms
can be expressed as a function of the unpaired electron spin density, ρα−β(r), as follows:
AFC = 23µ0µBµNµIgIgeρ
α−β(0)
Adip = µ0µBµNgIge4π
∫ 3rirj − δijr2
r5
ρα−β(r)d3r
(2.16)
where r is the vector originating at the nuclear position (r = 0) of the NMR observed
site and spatially connecting the unpaired electron spin density, with (i, j) labelling the
Cartesian axes. (α, β) are the major (spin up or down) and minor (spin down or up)
spin channels, respectively (hence (α− β) refers to the unpaired electrons), and δij is the
Kronecker delta.
The sign and magnitude of the isotropic AFC depend on the strength and covalency
of the bond(s) connecting the paramagnetic centre(s) with the NMR observed nucleus,
as well as on the orbitals involved in the unpaired spin transfer. The sign and magnitude
of the anisotropic Adip depend on the distance between the nuclear and the unpaired
spin magnetic moments, and on their relative orientation with respect to a common
reference frame. Often, particularly for the range of paramagnetic solids studied in
this thesis, the transfer of spin density from the paramagnetic centre (or transition
metal, TM) to the NMR observed centre (OC) involves the bridging oxygen to form a
TM–O–OC bond pathway. Experimental and first principles studies demonstrated that
the limiting 90◦ and 180◦ TM–O–OC spin transfer mechanisms can be rationalized in
terms of the Goodenough-Kanamori rules, originally formulated for the description of
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Fig. 2.2 Schematic diagrams of TM–O–Li spin transfer pathways for delocalisation (2.2-a)
and polarisation (2.2-b) mechanisms.
magnetic exchange interactions between TM sites through the bridging oxygen [14]. The
transfer essentially results from the combination of two contributions with opposite sign,
which are schematically represented in Figure 2.2:
• Delocalisation mechanism: a spin polarisation in the crystal occurs along the
TM–O–OC pathway if there are TM, O and OC orbitals that overlap with the
correct symmetry. The unpaired spin density is delocalised along the TM–O–OC
pathway, resulting in a net positive spin transfer (hence positive hyperfine shift) to
the OC centre (Figure 2.2-a).
• Polarisation mechanism: the unpaired electron in the TM orbitals can polarise
the other doubly occupied orbitals. This is due to the fact that, because of the
exchange interactions, an electron with the same spin (up) as the TM-unpaired
electron will spend more time near the TM than an electron with opposite spin
(down), hence negative spin density is polarised towards the O and OC orbitals,
leading to a net negative spin density transfer (hence negative hyperfine shift)
(Figure 2.2-b).
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Zero-Field Splitting Interaction
In the case of a spin multiplet with total spin S > 1/2, the magnetic dipolar interactions
between the unpaired electrons in the system need to be considered. These interactions
lead to energy differences between otherwise degenerate spin states independent of the
external magnetic field strength, and the corresponding Hamiltonian describing these
effects is for this reason known as the zero-field splitting Hamiltonian, with the following
form:
HˆZFS = Sˆ ·D · Sˆ (2.17)
where D is a traceless and symmetric spatial tensor, and it has contributions from
the direct spin-spin (contact and dipolar) coupling of the unpaired electrons, and from
the spin-orbit coupling effects.
2.3.2 The EPR Effective Spin Hamiltonian
The energy splitting between the electron Zeeman states (equation 2.12) is much larger
than the energy splitting between the nuclear Zeeman states (equation 2.6), which can
be deduced from the three orders of magnitude difference between µB (9.27410−24 J·T−1)
and µN (5.05110−27 J·T−1). The transitions between the electron Zeeman states can be
studied in electron paramagnetic resonance (EPR) spectroscopy by applying a microwave
frequency, and the effective Hamiltonian representing the interactions measureable with
EPR takes the following form:
HˆEPR = µBg ·B0 · Sˆ + Sˆ ·A · Iˆ + Sˆ ·D · Sˆ (2.18)
However, in this thesis we are interested in the NMR spectroscopy, which detects
transitions between nuclear energy levels. Due to the much smaller energy splitting
between the nuclear Zeeman states compared to the electron states, the transitions
induced in NMR will only involve nuclear energy levels, and the presence of unpaired
electrons is detected through their interaction with the excited nucleus.
2.3.3 Thermal Average of the Electron Magnetic Moment
The unpaired electrons relax on a timescale (10−14 − 10−8 s) much faster than the
the typical nuclear longitudinal relaxation time (10−3 s to several minutes) [74, 75].
Consequently, the nuclear spin does not interact with the electron spin in the same way
as it does with another nuclear spin in the homo/eteronuclear J-coupling. Because of the
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shorter timescale of electron relaxation compared to the nuclear relaxation, on the NMR
observation time the nuclear spins interact with the electronic spins that have already
relaxed to their Boltzmann equilibrium. The nuclear magnetic moment hence effectively
couples with the thermal (Boltzmann) average of the electronic magnetic moments. The
hyperfine interaction in equation 2.14 from an NMR perspective is reformulated as:
HˆSI = ⟨Sˆ⟩ · A · Iˆ (2.19)
with ⟨Sˆ⟩ being the thermal average (or the expectation value) of the electron spin. This
can be expressed as a Boltzmann average of Sˆ for each different Cartesian component i
[21, 20]:
⟨Sˆi⟩ =
∑
n⟨n|Sˆi|n⟩ exp(−βEn)∑
n exp(−βEn)
(2.20)
where |n⟩ and En are respectively eigenstates and eigenenergies of the total Hamiltonian
in equation 2.18 and β = 1/kT (k being the Boltzmann constant). As said, the
dominant term in the equation 2.18 is the electron Zeeman interaction, corresponding to
|n⟩ = |SMS⟩ and En = µBgnB0MS (MS being the electron magnetic quantum number).
Since in the NMR experiment the external magnetic field is aligned along the z-
direction, the x and y components of ⟨Sˆi⟩ which are perpendicular to B0 do not contribute
to the net magnetic moment, while the z component parallel to B0 results in the only
non-zero contribution, ⟨Sˆz⟩. The expectation value of the z-component of the electron
spin vector in the absence of spin-orbit coupling (spin-only case) can be derived from
equation 2.20 as [76]:
⟨Sˆz⟩ = −S BS(γ) (2.21)
with ⟨Sˆx⟩ = ⟨Sˆy⟩ = 0, and BS(γ) being the spin-only Brillouin function defined for
γ = µBgeB0S/kT as:
Bs(γ) =
2S + 1
2S coth
(2S + 1
2S γ
)
+ 12S coth
(
γ
2S
)
. (2.22)
The general expression in equation 2.21 allows us to distinguish between two different
regimes of temperature and magnetic field. In the spin-only case and within the so-
called high-temperature limit (µBgeB0/kT ≪ 1), corresponding to the typical NMR
experimental conditions, the Brillouin function approximates to Bs(γ) ≈ γ(S + 1)/3S,
and the expectation value of Sˆz becomes:
⟨Sˆz⟩ = −µBgeS(S + 1)B03kT (2.23)
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This expression for ⟨Sˆz⟩ is commonly referred to as the Curie spin because of its inverse
proportionality on the temperature (1/T ) as described by the Curie Law. Alternatively,
when either B0 is high enough or T is sufficiently low such that µBgeB0/kT →∞ the
system experiences a saturation regime where the expectation value of Sˆz becomes:
⟨Sˆz⟩sat = −S. (2.24)
Although less commonly experienced experimentally, this is an important condition for
what concerns the computational representation of these systems in the solid state, as it
will be better pointed out in Section 2.5.1.
Exchange Interaction
For systems where the paramagnetic centres are a major constituent of the lattice,
the exchange interactions between the electron spins also affect the electronic energy
levels. The interatomic exchange interaction can be expressed in terms of the Heisenberg
Hamiltonian of the form [76]:
Hˆexc = −
∑
ij
JijSˆi · Sˆj (2.25)
with Jij being the isotropic exchange constant between the ith and jth interacting electron
spins. A ferromagnetic interaction corresponds to an energetically favourable alignment
of the spins parallel to one another, associated with a positive J value. Viceversa
for an antiferromagnetic coupling, corresponding to an antiparallel ordering of the
electron spins, hence a negative J value. The favourable magnetic alignment maintains
a spontaneous ordering of the electron spins below a critical temperature, above which
thermal fluctuations prevail, effectively randomizing the alignment between the spins
typical of the high-temperature paramagnetic regime.
In the presence of exchange coupling between the electron spins, the expectation
value of Sˆz in equation 2.23 in the paramagnetic regime reformulates according to the
Curie-Weiss law, as:
⟨Sˆz⟩ = −µBgeS(S + 1)B03k(T − θ) , (2.26)
θ in equation 2.26 is the so-called Weiss constant, which can be expressed as the sum
over shells, i, of exchange constants, Ji, as:
θ = 2S(S + 1)3k
∑
i
ziJi (2.27)
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where zi is the number of neighbouring spins within a shell. The sign of the Weiss con-
stant signifies whether the dominat exchange mechanisms in the system are ferromagnetic
(positive θ) or antiferromagnetic (negative θ).
2.3.4 Paramagnetic Shielding Tensor
Spin-only Case
To summarise, in the high-temperature regime typical of the NMR spectroscopy and due
to the much faster relaxation rate of the electrons compared to the nuclei, the interaction
between the external magnetic field and the nuclear magnetic moment is affected by the
thermally averaged unpaired electron magnetic moment. The total field determining the
transitions between the nuclear Zeeman states is the result of the external magnetic field
B0 modulated by the shielding from the electronic ground and mixed ground-excited
states, and by the hyperfine interaction between the nuclear magnetic moment and the
averaged electron magnetic moment. We can express an NMR effective Hamiltonian
containing these contributions and obtain:
HˆNMR = h¯γIB0 (1− σorb) Iˆz + ⟨Sˆz⟩ · A · Iˆz (2.28)
For exchange-coupled electron spins, by substituting in 2.28 the expression of ⟨Sˆz⟩
in equation 2.26 (in the absence of magnetic exchange interactions, equation 2.23 is
considered), and by substituting the nuclear spin operator Iˆz with the nuclear magnetic
moment operator µˆI,z = h¯γI Iˆz = gIµN Iˆz (equation 2.1), we obtain:
HˆNMR = −µˆI,zB0 + B0 σorb µˆI,z − B0 µBgeS(S + 1)3gIµNk(T − θ) A µˆI,z (2.29)
By comparing the second and third terms in equation 2.29, we notice that they are
both linear in the external magnetic field, and that they formally modulate the interaction
between the external field and the nuclear moment in the same way, that is shielding
the nuclear moment from B0. By analogy with the orbital term σorb, we can identify
the shielding contribution due to the presence of unpaired electrons in the third term of
equation 2.29, which takes the form:
σs = − µBgeS(S + 1)3gIµNk(T − θ) A. (2.30)
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Spin-orbit Coupling - g-tensor
In the presence of spin-orbit coupling, the contribution of the non-zero orbital angular
momentum L also has an effect on the paramagnetic shielding σs. Neglecting the effects
of zero field splitting, the derivation of Moon and Patchkovskii for σs, in which we include
the effects of magnetic exchange interactions, rformulates equation 2.30 to give: [20]
σs = − µBS(S + 1)3gIµNk(T − θ) g ·A. (2.31)
Spin-orbit Coupling - Zero Field Splitting
As it was derived by Soncini and Van den Heuvel [24] and by Vaara et al. [22], the
shielding tensor presented in equation 2.30 modifies for systems with the paramagnetic
site having S > 1/2, as
σsϵτ = −
µB
γN h¯kT
∑
ab
gϵa⟨SaSb⟩Abτ (2.32)
with ϵ, τ, a, b being the Cartesian components of the tensor, ⟨SaSb⟩ being the second order
tensor resulting from the expectation values of the product SˆaSˆb evaluated with the 2S+1
states of the ground multiplet at the limit of zero field. The term in bracket corresponds
to the expectation value of the electron spin components with the ZFS modulating the
Zeeman sublevels. It was also shown by Bleany that if, in the high-temperature limit,
kT is sufficiently large so that the Boltzman average over the ZFS energy levels can be
approximated to 1/(kT )2, then the effects of the ZFS on the paramagnetic shielding
tensor can be expressed by the second term in the following sum [19]:
σs = −µBS(S + 1)3gIµNkT g ·A +
µBS(S + 1)(2S − 1)(2S + 3)
30gIµN(kT 2)
g ·D ·A (2.33)
Due to the 1/T 2 dependence and to the commonly small size of the ZFS interaction
(D) for d-block transition metals (compared to heavier metals or lanthanides), the second
term can be, to a good approximation, neglected. [77]
2.3.5 Effects of the Paramagnetic Shielding on the NMR Spec-
trum
We will now examine the various effects of the paramagnetic shielding tensor on the
NMR spectrum by considering the product between the hyperfine and the g-tensor in
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equation 2.31. For convenience, the forms of σs (in equation 2.31) and the contributing
A (up to second-order perturbation theory, in equation 2.15) and g (up to second-order
perturbation theory, in equation 2.13) are here repeated: [18]
σs = − µBS(S + 1)3gIµNk(T − θ) g ·A
with
A = (AFC + AFC,2)1 + Adip + Adip,2
g = (ge + ∆giso)1 + ∆g˜
(2.34)
The individual cross terms contributing to the paramagnetic shielding tensor can be
derived by substituting in the equation of σs the expressions for A and g in equation
2.34. As discussed in Ref. 21, by retaining only the terms that contain at most one
leading-order spin-orbit coupling term in the product g ·A, the resulting contributions
can be separated based on the type of the involved hyperfine term. This corresponds to
retaining terms up to fourth order in the fine-structure constant. The breakdown of the
various contributions arising from the product in equation 2.34 are summarised in Table
2.1.
The first group of terms named ‘CONTACT’ depends on the delocalization of unpaired-
electron spin density to the nuclear position of the NMR observed centre; the second
‘DIPOLAR’ group gathers terms that depend on the electron-nuclear magnetic dipolar
interaction, and therefore on the spatial position of the unpaired electrons relative to the
NMR observed centre and the relative orientation of their magnetic moments.
Another useful distinction for the interpretation of σs in terms of the structural and
electronic properties concerns the rank of the spherical tensors corresponding to the
various terms in Table 2.1. The rank-zero terms lead to an isotropic paramagnetic shift,
whereas the rank-two terms contribute to the shift anisotropy. Rank-one terms do not
give rise to observable features in the spectrum under high-field conditions, and so are not
considered further. The non-relativistic Fermi contact shift corresponds to the element
of the shielding tensor arising from the coupling in term (a) of Table 2.1 [15]. This
constitutes the isotropic contribution that depends on the electronic structure of the TM
and on the degree of covalency and the orbital overlap in the bond linking the observed
centre (OC) and the TM (Figure 2.2). Term (a) is commonly the dominant isotropic
contact contribution in systems where the delocalization of the unpaired-electron spin
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TYPE TERM EXPRESSION RANK
CONTACT
a) geAFC 0
b) geAFC,2 0
c) ∆gisoAFC 0
d) AFC∆g˜ 1,2
DIPOLAR
e) geAdip 2
f) geAdip,2 2
g) ∆gisoAdip 2
h) ∆g˜Adip 0,1,2
Table 2.1 Comparison of the terms contributing to the paramagnetic shielding tensor
from the coupling between the hyperfine and g-tensors in equation 2.34. The terms are
gathered into two groups. The terms in the first group are due to an isotropic contact
hyperfine interaction (CONTACT), and the second group contains terms due to an
anisotropic electron-nuclear dipolar hyperfine interaction (DIPOLAR); for each product,
the ranks of the resulting irreducible spherical tensor(s) contributions to the shielding
are given.
density from the TM sites towards the s orbitals of the OC is prominent [78]. Terms (b),
(c) and (d) represent the spin-orbit coupling contributions to the total contact shielding,
either via the g-shift or the spin-orbit-based AFC,2 term. Term (c) accounts for the
spin-orbit deviation of the isotropic g-shift from the free-electron value, giving rise to
a shift contribution proportional to AFC. The final term that contributes to the shift
is unusual, in that it does not result from the hyperfine contact component, and it is
for this reason commonly referred to as the pseudo-contact shift. It is the rank-two
contribution in term (h), and it derives from the coupling between the non-relativistic
dipolar component of the hyperfine tensor and the g-anisotropy due to spin-orbit coupling
[16]. As the pseudo-contact term arises from the dipolar hyperfine interaction, it leads to
a shift that depends on the spatial position and orientation of the magnetic moment of
the unpaired-electron spin density relative to the nuclear magnetic moment of the OC.
Considering the rank-two terms of Table 2.1, these contribute to the spectrum in the
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form of the shift anisotropy. Term (e) of Table 2.1 represents the only non-relativistic
dipolar contribution to the anisotropy, and it depends on the magnitude of the electronic
and nuclear magnetic moments involved in the dipolar interaction, on their relative
orientation and on their separation in space. All the other terms of the group - (f), (g)
and the rank-two contribution of term (h) - account for the spin-orbit corrections to this
dipolar anisotropy. The other relativistic contribution to the shift anisotropy comes from
the rank-two term (d), which is due to the g-anisotropy and the isotropic Fermi contact
component of the hyperfine interaction.
2.3.6 Bulk Magnetic Susceptibility Effects
The local interactions between nuclear and electron spins described so far define the
paramagnetic shielding tensor σs in equation 2.34, which affects the NMR spectrum
as described in Section 2.3.5. In addition, the bulk magnetic properties of the system
also result in a contribution to the NMR shift and shift anisotropy. The bulk magnetic
susceptibility (BMS) has its origin in the dipolar coupling between the nuclear and
unpaired electron magnetic moments. When the system experiences an external magnetic
field, a demagnetizing field is induced, that is proportional to the magnetic susceptibility
and that either opposes or adds to the static external field. Depending on the shape of
the particle and on the symmetry of the magnetic susceptibility tensor, the demagnetizing
field can contribute to both the shift and the line-broadening of the NMR spectrum.
The treatment of the BMS effects in this Section is based on the theory of classical
electrodynamics, which follows the description in Jackson’s textbook [79].
A magnetic field can be described in terms of the magnetic field strength, H(r), or
the magnetic flux density, B(r), which are both position-dependent and are related as:
B(r) = µ0(H(r) +M(r)) (2.35)
M (r) is the net bulk magnetization correponding to the total induced magnetic moment
per unit volume. The bulk magnetization inside a crystallite is proportional to the
applied fieldH0, with the proportionality constant being the bulk magnetic susceptibility
tensor per unit volume, χV :
M = χV ·H0 (2.36)
The molar magnetic susceptibility tensor, χ, relates to χV as χ = χV VM , where VM
is the molar volume.
In a finite-sized paramagnetic crystallite or single crystal, the discontinuity of the
induced magnetization at the sample edges generates a demagnetizing field, HD, which
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modifies the total field experienced by the nucleus. The demagnetizing field is proportional
to the magnetization, and it is dependent on the crystal shape, taking the form:
HD = − N · χV ·H0 (2.37)
where N is two-dimensional tensor, the rank-two part describing the shape of the
crystal, with trace Tr(N) = 1. In analogy with the nuclear Zeeman interaction, the
demagnetising field essentially induces an additional shielding at the nuclear spin, and
the form of this σBMS inside the crystallite can be derived as:
σBMS(r) = χV · (N (r)T − 1) (2.38)
where 1 represents the identity matrix.
The treatment of the BMS effects on a single crystallite can be extended to the case
of polycrystalline solids. The model presented by Kubo et al. [26] is adopted in the
following discussion, which is schematised in Figure 2.3.
The model assumes that the observed nucleus I is inside a crystallite, and it possesses
a local paramagnetic shielding tensor, σs (equation 2.34). The σs tensor is given by
the sum of contributiosn from the nearby TM ions. The nuclear spin I is at the centre
of an Ewald sphere, which has dimensions much smaller than those of the crystallite,
and within which the sum of the contributions to σs converges. The remainder of the
crystallite is then assumed to be a uniformly-magnetised continuum, in which the bulk
magnetic susceptibility (BMS) effects contribute a BMS shielding tensor, σBMS. The
sample contains a number of crystallites that are assumed to occupy the sites of a
closed-packed lattice, and each crystallite contributes a σBMS term to the total BMS
shielding tensor of the nucleus I. The total shielding, σTOT, of the observed nucleus, I,
is hence given by the sum of these contributions:
σTOT = σs + σBMS (2.39)
2.4 First Principles Modelling
In order to model the electronic structure of a system, the ultimate goal of most quantum
chemical approaches is to find an approximate solution to the time-independent, non-
relativistic many-body Schrödinger equation [80–82]
HˆΨ(r1, r2, ...rN ,R1,R2, ...RM) = EΨ(x1,x2, ...xN ,R1,R2, ...RM) (2.40)
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continuum
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Fig. 2.3 Schematic illustration of the model of a paramagnetic policrystalline sample,
adapted from Ref. [26, 8]. In a), the entire sample is shown, held in a container. The set
of closesly-packed crystallites form the Ewald sphere, and the remainder of the sample is
assumed to be uniformly magnetized. The Ewald sphere of crystallites is shown in b).
Each of the crystallites in this sphere contributes a BMS shielding tensor σBMS. A single
crystallite within the Ewald sphere is shown in c). It contains the NMR-observed nucleus
I, which experiences a local paramagnetic shielding σs due to the nearby transition metal
(TM) ions. The Ewald sphere centred at the nucleus I is defined as the region within
which the sum of contributions to σs converges, and as having a radius much smaller
than the dimensions of the crystallites. The remainder of the crystallite is modelled as a
uniformly magnetized continuum which contributes to the BMS shielding tensor of I.
where Hˆ, Ψ and E are respectively the Hamiltonian operator, the wavefunction and
the energy of a system consisting of M nuclei with position R and N electrons with
position r. In the Born-Oppenheimer approximation, due to the difference in masses,
and hence speed of motion of nuclei and electrons, electrons are considered as moving
in the field of steady nuclei. This implies that the nuclear kinetic energy is considered
zero, and that E in equation 2.40 represents the electronic energy. The Hamiltonian Hˆ
in equation 2.40 reformulates as (in atomic units, and with the subscripts e signifying
electrons and n nuclei) [80]:
Hˆ = Tˆ + Vˆne + Vˆee + Vˆnn (2.41)
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where Tˆ is the kinetic energy operator:
Tˆ =
N∑
i=1
−12∇
2
i (2.42)
Vˆne is the nucleus-electron attraction energy operator:
Vˆne =
N∑
i=1
ν(ri) (2.43)
where ν(r) is the Coulomb potential between the electrons and the nuclei.
Vˆee is the electron-electron repulsion energy operator:
Vˆee =
N∑
i<j
1
|rirj| (2.44)
and Vˆnn is the nucleus-nucleus repulsion energy operator:
Vˆnn =
∑
I<J
ZIZJ
|RIRJ | (2.45)
Despite the advances in computational power, the exact solution of the many-body
Schrödinger equation is still beyond the realms of possibility. Various approaches can
be followed to allow for an approximate calculation of the electronic and ground state
properties of materials with sufficient accuracy. The method that will be used in this
Thesis is Density Functional Theory (DFT) [80–82], of which a brief overview will be
given in the following Section.
2.4.1 Principles of DFT
The basis of DFT is the proof by Hohenberg and Kohn that the wavefunctionΨ(x1,x2, ...xN ),
a 3N dimensional function for N electrons, can be replaced with the simpler electron
density ρ(r), a function of three spatial variables. Hence the energy, E, is a unique
functional of ρ(r) and the ground-state energy of a system is also uniquely defined by
ρ(r) [83]. The energy functional is written as the sum of two terms:
E[ρ(r)] =
∫
Vext(r)ρ(r)dr + F [ρ(r)] (2.46)
The first term in equation 2.46 arises from the interaction of the electrons with an
external potential Vext(r). The second term in equation 2.46, F [ρ(r)], corresponds to
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the sum of the kinetic energy of the electrons and the contribution from inter-electronic
interactions, and it does not depend on the external potential, Vext(r). Hohenberg and
Kohn further showed that the energy is minimised by the exact ground-state electron
density, and the corresponding minimum energy is the ground-state energy [83]. A
variational approach could in principle be used to compute the ground-state energy by
minimising E[ρ(r)] with respect to ρ(r). However, the exact form of F [ρ(r)] is unknown,
and the first practical approach to solve the Hohenberg and Kohn theorem for a set of
interacting electrons was proposed a year later by Kohn and Sham [84]. In their work,
Kohn and Sham showed that the kinetic energy of the real system of interacting electrons
can be replaced by the kinetic energy of a reference system of non-interacting electrons
with the same density ρ(r) as the real system. In this formalism, the F [ρ(r)] term in
equation 2.46 can be written as:
F [ρ(r)] = EKE[ρ(r)] + EH[ρ(r)] + EXC[ρ(r)] (2.47)
EKE[ρ(r)] is the kinetic energy functional of the reference system of non-interacting
electrons, of the form:
EKE[ρ(r)] =
N∑
i=1
∫
ψi(r)
(
− ∇
2
2
)
ψi(r)dr (2.48)
where ψi(r) is the set of one-electron orthonormal orbitals.
EH[ρ(r)] is the electron-electron Coulombic energy functional, also known as the
Hartree term, which takes the classical form of the summation (or integration) over all
possible pairwise interactions between two charge densities:
EH[ρ(r)] =
1
2
∫ ∫ ρ(r1r2)
|r1 − r2|dr1dr2 (2.49)
EXC[ρ(r)] in equation 2.47 is the exchange and correlation energy functional, which
describes the difference in kinetic energy between the reference system of non-interacting
electrons and the real system of interacting electrons. This term also contains additional
contributions associated with electron correlation that are not included in the classical
electron-electron interaction term, EH[ρ(r)].
The expression of Kohn and Sham for the density of the system, ρ(r), in terms of the
set of one-electron orthonormal orbitals, ψi(r) takes the form [83, 84]
ρ(r) =
N∑
i=1
|ψi(r)|2 (2.50)
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By using this form for the electron density and by minimising equation 2.47 variationally
with respect to the density, the following set of one-electron Kohn-Sham equations is
obtained:
{
− ∇
2
i
2 −
( M∑
A=1
∫ ZA
ri
)
+
∫ ρ(ri)
|rir′|dr
′ + VXC[ri]
}
ψi(ri) = ϵiψi(ri) (2.51)
ϵi are the orbital energies, or equivalently the Kohn-Sham eigenvalues, and VXC[r] is
the exchange-correlation functional, which is related to the exchange-correlation energy
as:
VXC[r] =
(
δEXC[ρ(r)]
δρ(r)
)
(2.52)
The set of Kohn-Sham equations is solved following a self-consistent approach, in
which an initial guess of the density is used to solve equation 2.51 to obtain a set of
orbitals, which are used to calculate a more accurate value for the density, used in a
second iteration, and so on until convergence is reached. [84]
2.4.2 Exchange-correlation Functional
The exact form of the exchange-correlation functional is unknown, and the accuracy of
its approximation is central to the performance of the density functional approach. One
approximation is the local density approximation (LDA), which reformulates the total
exchange-correlation energy functional as [85, 86]:
EXC[ρ(r)] =
∫
ρ(r)ϵXC(ρ(r))dr (2.53)
ϵXC is the exchange-correlation energy per electron as a function of the density of a
uniform electron gas, in which the density is constant throughout all space. LDA assumes
that, at each point in the electron distribution of the real system with density ρ(r), VXC
and ϵXC have the same values as in the homogeneous gas. Despite the model system of a
homogeneous gas is not a realistic situation for the rapidly varying densities of molecules
and solids, it is the only system for which the exchange-correlation energy functional
is known to very high accuracy. LDA hence is a good approximation for systems of
slowly varying electron density, such as simple metals. The formalism can be extended
to the unrestricted case of open-shell systems introducing the so-called local spin density
approximation (LSDA), which is equivalent to the LDA case, except that in the LSDA
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formalism the electron density of the major spin state, ρα (e.g. the spin-up state) and
the electron density of the minor spin state, ρβ (e.g. the spin-down state) are treated
separately [87].
To improve the description of total energies, atomisation energies and migration
barriers of materials given by the local L(S)DA approximation, the generalised gradient
approximation (GGA) was derived [88, 89]. The GGA approach does not just use the
density ρ(r) at a particular point r, but it includes also a dependence on the gradient of
the charge density, ∇ρ(r), in order to better represent the non-homogeneity of the true
electron density. Despite the improvements made over the years on both approaches,
both L(S)DA and GGA still fail to accurately describe systems with highly correlated
electrons [90].
One major problem, which is inherent to the formulation of the total energy functional
in DFT, is the so-called self-interaction error. This arises from the fact that, in the
electron-electron Coulombic term in equation 2.49, the electron density ρ accounts also
for the contribution of the electron itself, and this contribution is not cancelled due
to the approximate form of EXC[ρ(r)] in the L(S)DA and GGA approaches. As a
consequence, the self-repulsion of the electron with its own charge density induces an
excessive delocalization of the wavefunction, giving a poor representation of the physics
of correlated systems. The most common solutions to this limitation of the formalisms
have relied on the ability of giving a more accurate description of the localised electron
states, and the two major approaches to this regard are the DFT+U method and the
hybrid functional implementation, which will be presented separately.
2.4.3 DFT+U
The DFT+U approach was initially formulated by Anisimov et al. [91] and it is based
on the treatment of the correlated electronic states, such as localized d orbitals, using a
Hubbard model, while the rest of the valence electrons are treated with the standard
DFT formalism. The total energy of the system treated within the DFT+U method can
be expressed by the sum of three components [92, 93]
EDFT+U[ρ(r)] = EDFT[ρ(r)] + EHub[{nlσmm′}] − Edc[{nlσmm′}] (2.54)
EDFT is the standard approximate DFT energy functional, EHub corresponds to
the term that contains the Hubbard Hamiltonian to treat correlated states, and Edc
represents the double-counting correction, due to the fact that the Hubbard term models
part of the interaction energy that is already included in the DFT functional. The
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variable nlσmm′ is the occupation matrix of correlated electrons, with orbital quantum
number l, magnetic quantum number m, and spin σ. Many different formulations of the
EHub and the Edc have been presented. In the scheme derived by Liechtenstein et al., a
unitary-transformation-invariant formulation of DFT+U is implemented, which expresses
the interaction between localised states (EHub) and the double-counting correction (Edc)
in terms of the Coulomb parameter (Hubbard U) and of the exchange parameter (Stoner
J) [94]. The double-counting term in equation 2.54 is reformulated as:
Edc[{nlσmm′}] =
∑
l
{
U l
2 n
l(nl − 1) − J
l
2 n
l↑(nl↑ − 1) + nl↓(nl↓ − 1)
}
(2.55)
where nl are generalized atomic orbital occupations, and nl = nl↑ + nl↓ = Tr(nlmm′).
In many instances, as the study presented in Chapter 5 of this thesis, the simpler
expression of the EHub term is implemented, which was derived by Dudarev et al. [95]
to maintain the rotational invariance of the complete formulation just presented, while
incorporating the Coulomb U and the exchange J terms in an overall effective value,
Ueff = U − J .
Due to the low computational cost that is only marginally greater than standard
DFT, DFT+U has rapidly become a very popular method in ab initio calculations of
correlated and/or extended solid systems. However, the results of the DFT+U method
are sensitive to the numerical values of the Hubbard U and Stoner J (or Ueff), which are
material- and atom-specific, depend on the crystal structure and the magnetic ordering
and are also sensitive to the code-specific implementation of the DFT+U scheme [92].
Although a self-consistent computation of these terms is more accurate, often they are
obtained semi-empirically through comparison with some experimental properties of the
system under investigation such as the oxidation energy.
2.4.4 Hybrid Functionals
As indicated earlier, an important limitation of the DFT formalism is due to the exchange
contribution being significantly larger than the correlation effects. Another well studied
computational method, the Hartree-Fock (HF) theory, computes the exchange energy
exactly. However, the exchange term in the HF method is uncoupled with the correlation
counterpart, thus leading to over-localisation of electrons [80]. The clever compromise
derived by Becke in 1993 takes advantage of the combination of the exact (HF) exchange
functional and the approximate (L(S)DA/GGA) exchange-correlation functional to
partially cancel the intrinsic errors of the two formalism [96]. Becke hence proposed the
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idea of hybrid functionals, which combine the HF and the L(S)DA/GGA functionals
weighted by some semi-empirical coefficients, to obtain the general form:
EXC = EL(S)DA/GGAXC + a0(EHFX − EL(S)DA/GGAX ) + ax∆EGCX + ac∆EGCC (2.56)
where EHFX is the exact exchange energy obtained with the HF method, E
L(S)DA/GGA
X
is the exchange energy under the L(S)DA or GGA approximation, ∆EGCX is the gradient
correction for the exchange, ∆EGCC is the gradient correction for the correlation, and
a0, ax ac are the empirical coefficients obtained from fitting of experimental data. As an
example, equation 2.56 for the commonly used hybrid functional known as B3LYP takes
the form [96, 97]
EB3LYPXC = 0.2EHFX + 0.8ELDAX + 0.72∆EB88X + 0.81ELYPC + 0.19EVWNC (2.57)
where ∆EB88 is the Becke88 exchange functional [98] and ELYPC , EVWNC are the semi-
local LYP [99] and VWN [85] correlation functionals, respectively. Previous computational
studies on paramagnetic materials showed that, while B3LYP (i.e. the hybrid functional
containing 20 % HF exchange, named HYB20 hereafter) achieves a much better agreement
with experiments for the structure than pure DFT, a higher fraction of HF exchange
needs to be included (i.e. the B3LYP functional with 35 % HF exchange, named HYB35
hereafter) in order to more accurately predict other properties, such as the magnetism.
Often, in the context of paramagnetic materials and the calculation of structural and
NMR properties, a pragmatic approach has been followed, which consists of performing
the calculations with HYB20 and HYB35 separately, and the respective results are
considered to represent the upper and lower bounds of the experimental hyperfine shifts.
[61, 90, 100]
2.4.5 Basis sets
The feasibility of the simulation of solid systems with ab initio calculations is based on
the assumption that the atoms form an infinitely periodic lattice and they are at rest
in their equilibrium positions. All the physical quantities of the system, as well as the
electronic Hamiltonian, are translationally invariant with respect to the crystal, in other
words the periodicity of the lattice makes the values of a function identical at equivalent
points in the lattice. This allows to express the single particle electronic wavefunction as
described by the Bloch theorem [101]
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ψkν(r) = eik·rukν(r) (2.58)
k in equation 2.58 is the crystal momentum of the electrons describing the translational
properties of the system, ν is a discrete index grouping states corresponding to the same
k-vector, and ukν is a function of the same periodicity as the lattice. The translational
invariance of the lattice allows to treat different k-points independently. The periodicity
of the Bloch equation allows to evaluate the wavefunction ψkν within just the so-called
first Brillouin zone (BZ), which is the primitive cell in reciprocal space within which the
k-vectors are defined. This means that physical properties of the whole system such as
charge density and band structure can be evaluated from the wavefunction within the
BZ, or even in a smaller region of it depending on the symmetry of the crystal.
In order to solve the set of Kohn-Sham equations computationally, the electronic
wavefunction needs to be expanded on a suitable basis set [102]. Two kinds of basis sets
will be presented now, which will be used throughout this thesis.
Plane Waves
The expansion of the Bloch wavefunction in equation 2.58 in a Plane Wave (PW) basis
set takes the following form:
ψkν(r) =
1
(NΩ) 12
∑
G
ei(k+G)·rcν(k +G) (2.59)
where Ω is the unit cell volume, G are the reciprocal lattice vectors and cν(k+G) are the
normalized coefficients. Although the PW expansion is exact in the limit of an infinite
number of G-vectors, in practice the expansion can be truncated to include only the
plane waves contained within a sphere of a maximum kinetic energy value, known as the
energy cut-off Ecut:
h¯2
2m |k +G|
2≤ Ecut (2.60)
The value of Ecut needs to be determined by varying it and studying the convergence
of a certain property or parameter of interest, and it is in fact the only parameter that
needs to be optimised to improve the accuracy of the PW basis set. However, despite the
convenience of the PW expansion within a cut-off region, a very large number ofG-vectors
(or a very large Ecut) would be needed to accurately describe the core electrons, due to
the rapid oscillations of their wavefunction close to the nucleus. A common trade-off is
the combination of the PW expansion with the pseudopotential (PP) approximation,
which assumes that the majority of the physical/chemical properties mainly depend on
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the behaviour of the valence electrons, while the core electrons can be considered as
fixed (or frozen) in their atomic configuration [103]. Following this approach, the core
electrons are not included explicitly in the calculation, and instead they are modelled as
an the effective field acting on the valence electrons. Hence the potential is constructed
to reproduce the true wavefunction beyond a certain distance from the nucleus, while
replacing the core electron wavefunctions close to the nucleus with a smooth, pseudo
potential.
Localised Gaussian Basis Functionals
A different approach calculates the single particle wavefunction, ψkν(r), as a linear
combination of basis functions, ϕµν(r), as:
ψkν(r) =
∑
µ
cn,µ,kϕµν(r) (2.61)
where ϕµν(r) is a linear combination of atomic orbitals (LCAO), in this thesis represented
by a linear combination of primitive Gaussian type functions, and cn,µ,k are the set of
coefficients to determine [104]. Differently from the PW approach described earlier, for
the localised Gaussian basis set the accuracy of the calculation depends on the number
and shape of Gaussian primitives to describe each Gaussian type orbital, and in some
cases a large basis set is necessary to accurately describe the wavefunction. On the other
hand, compared to the PW-PP approach, the localised Gaussian type orbitals allow to
explicitly treat core and valence electronic state and to perform all-electron calculations.
[105–107] This is of great importance for accuracy of the calculated hyperfine interaction,
which relies on the ability to calculate the unpaired spin density at the nuclear position.
2.5 Calculation of the Paramagnetic NMR Compo-
nents
2.5.1 Hyperfine Tensor
In this Thesis, the DFT calculation of the Fermi contact and dipolar hyperfine terms
in equation 2.16 follow the approach presented by Kim et al. [61] and Middlemiss et al.
[63]. The unpaired electron spin density at the nuclear position, ρα−β(0), is calculated
with DFT as the square modulus of the wavefunction (i.e. the probability of finding
unpaired electron spins) at the NMR observed nucleus, |ψα−β(0)|2, and it is subsituted
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into equation 2.16 to obtain AFC. Similarly, the principal components of the dipolar
hyperfine tensor, Adip, in equation 2.16 are calculated with DFT as the integral over space
of |ψα−β(r)|2, with r being the position vector originating at the NMR observed nucleus.
The dipolar hyperfine tensor can be also computed, in the point-dipole approximation,
as the sum of all the pair-wise dipolar interactions between the observed nuclear moment
and each of the unpaired electron moments of the lattice. However, since in DFT the
electron spin density is represented as a continuous field, the integral form in equation
2.16 needs to be implemented, instead.
The periodic DFT calculation provides the total ρα−β(0) (or ρα−β(r)) at the NMR
observed centre, which hence defines the total hyperfine tensor that we can call ADFT.
For computational convenience, the DFT single-point energy minimisations to calculate
the unpaired electron spin density are performed nominally at 0 K, ignoring the electronic
and lattice degrees of freedom, and in the ferromagnetic state, in which all the unpaired
electron moments are aligned parallel to each other. Despite this does not necessarily
correspond to the ground state magnetic configuration, it represents the system in the
saturation regime of 0 K, and the expectation value of the unpaired spin moment is
⟨Sˆz⟩sat = −S, as in equation 2.24. However, experimentally the system experiences
the weaker paramagnetic regime in which the average unpaired spin moment ⟨Sˆz⟩para
is defined (in the presence of magnetic exchange) by equation 2.26. Consequently, the
paramagnetic shielding tensor in equation 2.34 can be obtained from the calculated ADFT
by scaling it by ⟨Sˆz⟩para⟨Sˆz⟩sat : [61]
σs = − µBgeS(S + 1)3giµNk(T − θ)
ADFT
S
(2.62)
By comparing the form of σs in equation 2.62 with the expression in equation 2.34 it
is clear that the total hyperfine tensor calculated with periodic DFT is none other than
the hyperfine tensor defined in equation 2.15 multiplied by S, i.e. A = ADFT
S
.
The accurate computation of the hyperfine interaction relies on the ability of evaluating
the unpaired spin density (or wavefunction, |ψα−β(RN )|2) at the nuclear position and in
space. For this reason, in previous works and in this thesis, the DFT calculations of the
spin density are performed using hybrid functionals and an all electron basis of Gaussian-
type orbitals [90]. A common choice as DFT code to this regard is CRYSTAL [108],
which is an all-electron code using linear combination of Gaussian-type atomic orbitals,
it implements hybrid functionals efficiently. It also allows to impose (i.e. flip) the spin
orientation at the various paramagnetic centres using, as initial input, the wavefunction
converged in the ferromagnetic alignment, hence reducing the computational cost of the
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sequential ferrimagnetic calculations. The latter is an important feature if one wants to
decompose the total (contact and/or dipolar) hyperfine interaction of a specific nuclear
site into the separate contributions of each interacting paramagnetic centre, as it will
be presented in Chapter 4 and 5 [63]. The calculation of the hyperfine interaction is in
principle also possible with pseudo-potential based methods in the PW scheme. However,
in PW methods, the accuracy of the calculated spin density at the nuclear position is
poorer due to the approximate treatment of the core electrons, the implementation of
hybrid functionals is more expensive due to the need to compute the long range Fock
contributions, and performing ferrimagnetic calculations is more complicated due to
the delocalised nature of the basis functions. Nonetheless, a recent work performed Li
hyperfine shift calculations on paramagnetic solids, obtaining good agreement with the
experimental NMR shifts [109].
2.5.2 Magnetic Exchange Coupling
As described earlier (equation 2.25), the magnetic Hamiltonian of an assumed Ising-type
system, H0, takes the form of
Hˆ0 = E0 −
∑
n
∑
i,j
JnSˆiSˆj (2.63)
with E0 being the energy of the system excluding all the magnetic interactions, n the order
of the interaction over the neighbouring shells, S the spin value of the (i, j) interacting
sites with the respective exchange coupling constant, Jn, and where all the 2S + 1
projections of the spin along z are included. In this Thesis as in previous works [66], Jn
are determined by a multivariate linear regression of the DFT-calculated energies of the
systems having different magnetic configurations of the coupled spins, obtained through
the so-called spin-flipping method described in the previous Section. The total exchange
interaction at a site i is expressed as a mean field, which is felt by the spin i, as well
as by the neighbouring spins. The time-averaged spin of a site i, ⟨Sz,i⟩, is obtained by
calculating the Brillouin function at a particular temperature and external magnetic
field, and the mean field equations are solved self-consistently for all the spins in the cell.
From the calculated ⟨Sz,i⟩, one can evaluate the scaling ratio in equation 2.62 either for
the total cell, or for a specific site, i, such as ⟨Sz,i⟩
Si
.
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2.5.3 g-tensor
If we compare the definition of the electron Zeeman (equation 2.12) and the hyperfine
(equation 2.14) Hamiltonians, we notice that, unlike the hyperfine tensor that modulates
the interaction between the nuclear and unpaired electron spins, the g-tensor modulates
the interaction between the unpaired electron spin and the external magnetic field.
Consequently, the g-tensor is calculated with DFT as a perturbative response of the
system (or the all-electron wavefunction) to an applied uniform magnetic field. The
implementation of the g-tensor that will be used in this Thesis is formulated within the
PW-PP scheme. The calculation of this propety within the PW-PP approach poses two
major challenges: i) the PW-PP description of electrons does not treat the core region
explicitly but rather through the pseudopotential formalism, and ii) the calculation of
response properties arises from the presence of a magnetic field.
To address the first problem, the projector augmented wave (PAW) method was
introduced by Blöchl in 1994 [110], which allows to map the valence pseudo-wavefunction
onto the corresponding all-electron wavefunction by introducing a linear transforma-
tion operator. This operator is applied to a set of pseudo-partial-waves to obtain the
corresponding set of all-electron-partial-waves via the application of a set of projection
operators. Each projector and partial wave is an atomic-like function centered at a
precise position (named the gauge origin), conveniently the atomic centre. For each
atomic site, a so-called augmentation region is defined such that, outside of it the pseudo-
and all-electron-partial-waves coincide and the projector operators vanish, while within
the augmentation region any valence all-electron wavefunction can be defined as a linear
combination of all-electron-partial-waves. Also, it is assumed that the augmentation
regions of different atomic sites do not overlap. This formulation allows to express the
expectation value of a certain all-electron operator in terms of pseudo-wavefunctions.
However, due to the necessity of defining the origin of each augmentation region,
a problematic spatial dependence arises when an external magnetic field is applied
and the response properties are calculated. Although the ground-state Hamiltonian
is translationally invariant, the new eigenstates pick up an additional phase factor
proportional to the external magnetic field, and the exact translational invariance is
no longer ensured in the PAW scheme. To restore the invariance upon translation,
an additional field-dependent transformation operator is included, which contains a
magnetic-field-dependent phase factor, effectively imposing translational invariance by
canceling out the dependence on the gauge origin. This extension of the PAW formalism
is called the Gauge Including Projector Augmanted Waves (GIPAW) method, and it
constitutes the essential development to allow the accurate yet computationally affordable
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calculation of magnetic perturbation properties such as chemical shielding and g-tensor
in extended crystalline solids within the PW-PP approach. [111, 112]
In this thesis, the calculation of the g-tensor is based on the GIPAW method and
follows the derivation of Pickard and Mauri in Ref. [113] in its implementation in the
PW-PP code QuantumEspresso [114]. All g-tensor calculations were performed on the
plane-wave code QuantumEspresso, as the CRYSTAL code does not support response
property calculations and spin-orbit Hamiltonians. QuantumEspresso, however, does not
support hybrid functionals efficiently. Hence, the pure DFT and DFT+U schemes were
adopted for the calculation of the g-tensor.

Chapter 3
Unraveling the Complex
Delithiation and Lithiation
Mechanisms
of the High Capacity Cathode
Material V6O13
Abstract
This Chapter presents a first principles approach to rationalize the complex lithiation
mechanisms in the V6O13 cathode material. The study combines the DFT analysis with
experimental in situ X-ray and 7Li NMR characterisations to derive the local structural
and electronic properties of the system during electrochemical cycling.
V6O13 is a promising Li-ion battery cathode material for use in the high temperature
oil field environment. The material exhibits high capacity, and the voltage profile
contains several plateaux associated with a series of complex structural transformations.
Understanding the underlying structural mechanisms that occur on electrochemical
cycling is important in order to rationalise and improve the performance of V6O13-based
materials for rechargeable batteries. In this study, the Li intercalation/deintercalation
mechanisms of V6O13 during charge and discharge are studied with in situ X-ray diffraction
(XRD). The LixV6O13 unit cell expands sequentially in c, b, and a directions during
discharge and reversibly contracts back during charge. The process is associated with
changes in the Li ions positions as well as in the charge ordering in LixV6O13. The
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complex ordering of the Li sites throughout the series is investigated with 7Li MAS
NMR spectroscopy. The NMR spectra indicate that the local structure and the Li
environments change during electrochemical cycling in a step-wise fashion that follows
the long-range structural changes identified with XRD. DFT calculations give further
insight into the electronic structures and the preferred site configurations in the different
structures formed upon cycling. The DFT analysis is also applied to investigate the
Li migration mechanisms at early stages of lithiation, identifying low-energy migration
pathways within the cavity between the VOx single- and double-layer, and indicating the
preferential Li diffusion along the b-axis of the lattice. DFT is also used to interpret the
7Li NMR spectra for x ≤ 2 by calculating site-specific 7Li hyperfine shifts at different
compositions and configurations. The combined first principles and experimental NMR
analysis for the systems within Phase 1 (x ≤ 1.5) indicate the presence of Li ions in several
energetically stable sites, connected via a low-energy migration pathway. The analysis of
the NMR spectra for Phase 2 (1.5 < x ≤ 2.0) indicate a more complex distribution of
Li environments, that is not reproduced by the ordered structures simulated with DFT.
Our combined experimental and computational study sheds light into the high specific
capacity of V6O13 and is likely to aid in the development of this material for use as a
cathode for secondary lithium batteries.
3.1 Introduction
Lithium ion batteries (LIBs) have seen widespread and rapidly expanding applications in
numerous commercial and industrial fields, such as portable electronics, electric vehicles
and renewable energy [115, 116]. In industries such as oil and gas, batteries have long
been utilised in devices for measurement while drilling (MWD) and logging while drilling
(LWD) [117, 118]. These tools provide field engineers with real-time information on the
position and tilt of the wellbore, which is essential in directional drilling.
Primary (i.e. non rechargeable) batteries are more widely used in the oil and gas
industries because the systems, such as LiSOCl2, provide sufficient energy density and
operate at the temperatures experienced in the downhole environment (up to 150◦C),
simplifying field inventory [117]. However, the high energy density of LiSOCl2 results
in intrinsic safety issues, including potential contact of lithium (Li) metal with water,
and the susceptibility for cell explosions when externally shorted. Furthermore, primary
batteries are less desirable for use in oil field applications due to the operation downtime
that they cause when they need to be replaced. Field engineers have to pull out the
tool kit before the batteries die and therefore interrupt the drilling. This accounts for a
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significant cost, which can be minimised by using rechargeable batteries which could be
recharged by mud turbines. However, common rechargeable Li-ion technologies cannot
sustain such a large temperature range experienced in the downhole environment. In
order to fulfill the need of downhole rechargeable batteries, materials with high specific
and volumetric capacity, moderate cycle voltage and rate performance are highly sought
after.
V6O13 has been studied over the last 30 years as a battery cathode for rechargeable Li
polymer batteries due to its high specific capacity, low cost and wide availability [119–124].
It has a theoretical capacity of 417 mAh/g, [125] corresponding to 8 Li per formula
unit (vanadium being reduced from an average formal charge of +4.33 to +3), and a
theoretical energy density of 890 Wh/kg [126]. Both stoichiometric and slightly oxidised
V6O13+y with y ≤ 0.2 have been prepared, resulting in differences in the maximum Li
uptake and electrochemical capacity [127]. West et al. were able to cycle V6O13 in a
prototype polymer battery at 155◦C, which demonstrates its suitability to be used as
a high temperature secondary battery cathode material [126]. In recent years, V6O13
nano-sized structures with different morphologies were fabricated to enhance performance
at high rates and capacity retention after many cycles [128, 129]. However, as described
in detail by Chernova et al., several phase transitions are observed during charge and
discharge, accompained by a significant rearrangement of the Li ions in the structure,
which may contribute to the difficulties in attaining good long-term cyclability for the
V6O13 cells [123]. A detailed understanding of the long-range ordering as well as the
local atomic structure is of central importance in order to be able to understand the
electrochemical performance of the V6O13 cathode material and to identify possible
limiting factors.
Extensive efforts have been made to understand the discharge mechanism of V6O13
using crystallographic approaches. The crystal structure of V6O13 was first studied by
Aebi in 1948 [130] and further refined by Wilhelmi et al. in 1971 [131]. These studies
show that V6O13 is monoclinic (space group C2/m) with unit cell parameters of a =
11.922(2) Å, b = 3.680(1) Å, c = 10.138(2) Å, and β = 100.88(1)◦. The crystal structure
comprises edge and corner-sharing distorted VO6 octahedra, which form alternating
single and double VOx layers connected via shared corners (Figure 3.1). It should be
noted that although it is convenient to discuss the crystal structure in terms of single
and double layers, the structure is fully connected in three dimensions. In fact, V6O13 is
not a two-dimensional layered structure as found for many intercalation materials, where
there is strong bonding within layers, and weak interactions between layers.
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Fig. 3.1 Crystal structure of monoclinic V6O13 (C2/m). The three crystallographically
non-equivalent vanadium sites in V6O13 are shown separately, displaying the distorted
octahedral environments. Vanadium and oxygen atoms are represented by green and
orange spheres respectively. The dashed lines show the unit cell. The V6O13 structure is
composed of layers of edge- and corner-sharing distorted VO6 octahedra that are stacked
along the c axis. Infinite channels extend along the b axis, and may facilitate intercalation
of Li ions.
V6O13 contains three crystallographically non-equivalent vanadium atoms, V(1), V(2),
and V(3), (Figure 3.1), where the vanadium centres are mixed valence with an average
vanadium formal charge of V4.33+. The bond valences, as estimated by Wilhelmi et al.
of 4.20, 4.67, and 4.37, respectively, suggest that the V5+ centres are mainly located in
the V(2)O6 octahedra.[131] In 1998, Bergström et al. performed a deformation electron
density refinement on single crystal data and also assigned the oxidation state of V(2) to
+5, assuming a simplistic mode of integer oxidation states [132]. V6O13 is metallic at
room temperature but becomes less conductive upon lithiation [126, 133].
When discharging V6O13 as a cathode against a Li anode, the discharge curve shows
numerous voltage plateaus corresponding to different LixV6O13 phases formed by Li
ions intercalating in between the VO6 slabs [126, 135]. Several research groups have
carried out detailed investigations to understand the intercalation mechanism. Impedance
spectroscopy studies of different single crystal surfaces performed by West et al. showed
that Li ion diffusion into single crystal V6O13 is a one dimensional (1D) process along
the b axis [120]. In 1992, Gustafsson et al. used in situ X-ray diffraction (XRD) to
monitor the structural changes of V6O13 in a polymer battery during discharge [122].
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Fig. 3.2 Possible Li intercalation sites in V6O13 unit cell calculated using a combination
of classical pair potential and DFT methods [134]. Vanadium, oxygen and lithium
atoms are represented by green, orange and grey spheres, respectively. Four possible low
defect-energy Li sites were previously predicted in the V-O cavity; the Li(1) site was
found to be the lowest energy site [134], and the only site observed in previous single
crystal studies of LixV6O13 for x ≤ 2 [130, 133, 135].
They observed substantial changes in both peak positions and intensities but reported
only minimal details on the structural changes. Further single crystal XRD studies were
performed on V6O13, [132] as well as the Li-enriched phases Li0.67V6O13 [136], LiV6O13
[136], Li2V6O13 [137], Li3V6O13 [134], and Li3.25V6O13 [138], which showed that Li ions
occupy the Li(1) position (Figure 3.2) and form a square pyramidal coordination with
the neighbouring oxygen atoms in LixV6O13 when x ≤ 2. The Li(1) site is proposed to be
partially occupied in both Li0.67V6O13 [136] and LiV6O13 [136], but long range ordering of
the Li ions and vacancies occurs, resulting in superstructures of the original V6O13 phase.
Based on single-crystal XRD, the Li(1) sites are fully occupied in Li2V6O13, further Li
insertion into the crystal structure resulting in a rearrangement of the Li ions to occupy
sites in both the single and the double layers (i.e., Li(3) and Li(4)). In 2001, Braithwaite
et al. used a combination of classical pair potential method and DFT calculations to
identify Li intercalation sites [139]. These calculations indicate that there are (at least)
four sites within the cavities between the single and double layers (Figure 3.2), which
includes the Li(1), Li(3) and Li(4) sites observed in the single crystal studies and one
additional site, Li(2).
Thackeray et al. reported that further lithiation to Li7V6O13 can be achieved [135].
Schmitt et al. used soft X-ray absorption spectroscopy [140] and soft X-ray emission
spectroscopy [141] to study the Li insertion, especially beyond Li3V6O13, and found that
Li4V6O13 and Li5V6O13 may be composed of two phases. The charging mechanism of
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V6O13 remains largely unknown. An understanding of the whole series of structural
changes of V6O13 during discharge and charge underpins future studies aimed at improving
the performance of this material as cathode in a rechargeable Li-ion battery.
This work performs electrochemical in situ XRD measurements to study the lithium
intercalation/deintercalation mechanisms of V6O13, and the associated changes in the
lattice parameters. Ex situ 7Li solid-state MAS NMR is also performed throughout
the LixV6O13 series, to differentiate between the various Li local environments present
at different lithiation stages during the electrochemical cycling. In order to identify
the stable cation configurations of the series and to study the thermodynamical phase
stability of the discrete members of LixV6O13 (x = 0, 1, ... 9), DFT calculations of the
formation enthalpies of the different phases are performed. The Li-ion mobility in the
V6O13 host at low stage of lithiation (x < 1) is also studied with DFT, identifying Li
migration pathways accessible at the typical battery operating conditions (∼ 300 K).
For x = 1 and 2, DFT calculations of the 7Li NMR hyperfine shift are presented for
different configurations, and used to rationalize the complex 7Li NMR spectra obtained
experimentally for x ≤ 2.
Part of the work presented in this Chapter (in situ XRD and formation energy
analysis with DFT) was published in the paper "Unravelling the Complex Delithiation
and Lithiation Mechanisms of the High Capacity Cathode Material V6O13" [142]. The
rest of the Chapter (7Li MAS NMR, DFT analysis of Li migration and DFT calculations
of 7Li hyperfine shift) is included in the manuscript "Toward a High Temperature V6O13
Based Lithium-Ion Battery", currently in preparation. The whole work presented in this
Chapter benefited from the intellectual input of all the co-authors of this project, Wei
Meng, Paul Bayley, Oliver Pecher, Michael Gaultois, Ieuan Seymour, Han-Pu Liang,
Wenqian Xu, Kamila Wiaderek, Karena Chapman, and Clare Grey. Wei Meng performed
the synthesis of the material, as well as the in situ XRD and the 7Li NMR measurements.
The current author performed all of the computational analysis.
3.2 Experimenal Methods
3.2.1 Materials
The starting material V6O13 (99.6%, 20 mesh) was purchased from EVRAZ Stratcor,
Inc., USA. To decrease the amount of other vanadium oxide impurities and increase
crystallinity, [143] the powder was thermally annealed at 500◦C under Ar for two hours.
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3.2.2 In situ XRD Measurements
In situ synchrotron XRD data were acquired in transmission geometry at beamline 17-BM
of the Advanced Photon Source at Argonne National Laboratory (wavelength 0.7295 Å,
500 µm diameter beam), using a 2D area detector (Perkin-Elmer). Measurements were
performed at a sample-to-detector distance of 300 mm. Each pattern was collected for 10
seconds. Whole pattern fitting was performed using the Topas v4.1 and GSAS-II software
packages [144]. The peak shape profile was determined by the modified Thompson-Cox-
Hastings function; [145–147] a NIST LaB6 standard was run separately and used to refine
the instrument peak profile and the parameters, which were used for the whole series
of dataset. A linear absorption correction and sample displacement were determined
from one pattern and then fixed for the remaining scans. To model the complicated
background (which includes the contributions from Kapton film, glassy carbon window,
glass fibre separator, carbon in the electrode, and air scattering) a combination of log
interpolation between 12 average values observed in regions well away from the peaks
was used, along with 5 synthetic peaks to model features from amorphous materials.
Unit cell parameters and isotropic strain were refined for all scans using the Pawley
method [148]. Rietveld refinement [146] was performed to determine phase fractions for
two-phase regions. Atomic positions were fixed to values reported in previous single
crystal studies [132, 136, 137, 134], and a preferred orientation correction was also added
to account for the morphology of the material and the pellet electrode.
3.2.3 Ex situ 7Li MAS NMR Experiments
Measurement techniques and line shape fitting: Solid-state ex situ MAS 7Li NMR
experiments were performed on a Bruker AVANCE III spectrometer with a magnetic field
of B0 = 4.7 T. The corresponding resonance frequency of 7Li was 77.74 MHz. The NMR
signals are referenced to a 1 M solution of LiCl in D2O [149]. MAS NMR experiments
were carried out at a spinning speed of 60 kHz under ambient temperature conditions
without additional temperature control, and using a ZrO2 rotor (1.3 mm diameter) in a
Bruker 1.3 mm double resonance MAS NMR probehead. 7Li NMR signal line shapes
were acquired by single pulse experiments with high-power pulses of 2.12 µs in length.
NMR raw data handling and line shape deconvolution was done using Bruker Topspin
within the SOLA program. All sample handling was done under an Ar atmosphere in a
MBraun glovebox with water and oxygen levels below 0.1 ppm to avoid contamination
and/or reaction with moisture and air. LixV6O13 powder samples were prepared by
electrochemically cycling V6O13 and Super P carbon powder mixtures (approximately 20
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mg, weight ratio 8:2) at C/10 in two-electrode Swagelok cells at ambient temperature
using a Biologic VSP cycler. Cell cycling was stopped at Li uptakes corresponding
to nominal compositions of Li1.2V6O13, Li2.0V6O13, Li3.9V6O13, and Li6.4V6O13 upon
discharge as well as Li6.7V6O13, Li3.8V6O13, and Li1.1V6O13 upon charge. The powder
samples were collected from disassembled cells, washed in dimethyl carbonate (DMC)
three times, and dried under vacuum overnight.
3.2.4 Density Functional Theory (DFT) Calculations
DFT+U Calculations of Formation Energies
Spin-unrestricted solid-state DFT simulations of the electronic structure and phase
energetics were performed in the Vienna Ab initio Simulation Package (VASP5.3) [150].
The projector–augmented wave (PAW)[151] approach was used. The plane-wave energy
cutoff value was set to 520 eV. For the PAW sets, the s semicore states were treated
as valence for Li and V, and the standard PAW set was used for O. Each simulated
cell contained one LixV6O13 formula unit, hence the simulated cell of V6O13 contained
19 atoms (6 × V and 13 × O), the cells of LiV6O13 contained 20 atoms (1 ×Li, 6 ×
V and 13 × O), and likewise throughout the 0 ≤ x ≤ 9 series. The Brillouin zone
was sampled using a gamma-centred k-point mesh of 4× 10× 4. Full optimization of
the atomic positions and cell parameters and total energy calculations were performed
in the absence of symmetry constraints, in which the energy of the total cell and the
root-mean-square forces was converged to 10−6 eV and 10−5 eV/Å, respectively. The
Perdew–Burke–Ernzerhof (PBE) [89] exchange-correlation functional was used, applying
a Hubbard U model [91, 152] within the rotationally invariant formalism proposed by
Liechtenstein et al. [94] to correct for the known deficiencies of pure functionals for
highly localized 3d states. The on site Coulomb (U) and exchange (J) parameters of 4.5
eV and 1 eV were chosen for vanadium in line with previous work on V6O13 [153].
The thermodynamical phase stability at 10 Li compositions of the LixV6O13 series
(x = 0, 1, 2...9) were assessed by comparing the formation enthalpy of different phases.
The Li9V6O13 structure was included as a model structure to enable the generation of all
possible configurations for the intermediate stages of lithiation, although its formation
electrochemically is thought to be unlikely. The initial Li9V6O13 structure, shown in Figure
3.3 was modeled with the C2/m space group, with two additional Li sites Li(5) (square
pyramidal) and Li(6) (square planar LiO4) included in addition to Li(1) – Li(4). The
Li(1) site was not directly included in the Li9V6O13 structure due to the small distances
between neighboring Li sites at high degrees of lithiation. All intermediate Li compositions,
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LixV6O13 were derived by partially delithiating the Li9V6O13 structure and enumerating
all symmetrically distinct orderings using the Cluster-Assisted Statistical Mechanics
(CASM) software [154, 155]. The computed structures were generated from the primitive
cell of Li9V6O13, containing 28 atoms, in which the distortion in the vanadium octahedra
was removed artificially. Consequently, the primitive cells computed with DFT contain
half of the atoms of the cells reported in the single crystal studies [136, 137, 134, 138]. A
total number of 272 configurations were generated, with 1, 5, 20, 44, 66, 66, 44, 20, 5, 1
configurations for V6O13, Li1V6O13, Li2V6O13, Li3V6O13, Li4V6O13, Li5V6O13, Li6V6O13,
Li7V6O13, Li8V6O13 and Li9V6O13, respectively. From the calculated DFT total energy,
E, of each configuration, the formation energy per formula unit was calculated, as [156]
∆E(x) = E(LixV6O13) − (1− x9 )E(V6O13) −
1
9E(Li9V6O13) (3.1)
Fig. 3.3 Structure of the Li9V6O13 cell, used in the convex hull analysis to generate the
possible configurations in the 0 ≤ x ≤ 8 range.
Transition State Searching
The migration pathways and energy barriers associated with Li diffusion were investigated
for systems containing a dilute Li ion in the V6O13 host structure, corresponding to an
overall composition of Li1/6V6O13. The simulated cell was obtained by applying a 3× b
expansion of the V6O13 unit cell, with the subsequent inclusion of one Li ion, obtaining
a supercell with 115 atoms (1× Li, 78× O, 36× V).
The transition state searching was performed using a hybrid eigenvector-following
approach in the OPTIM code, which interfaces with VASP to calculate energies and
forces (gradients). Details of the hybrid eigenvector-following approach were described in
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previous work [157–160]. For the transition-state search calculations, the convergence of
the variational calculations was set to a root-mean-square gradient below 0.025 eV Å−1,
for a maximum of 50 iterations, and the change in the smallest eigenvalue was < 25%
below the Rayleigh-Ritz steps. The atomic coordinate displacement step was set to 0.1
Å. The starting configurations were set by manually displacing the Li ion of interest
by 0.2 Å in the direction of the proposed pathway. Regarding the VASP calculations
coupled with the transition state searches, the same functional, convergence criteria and
Hubbard corrections described in the previous Section were applied, with the exception
of the k-point grid which was in this case set to 1× 1× 1.
Hybrid DFT/Hartree Fock Calculations of Paramagnetic Shifts
The calculations of 7Li Fermi contact shifts for LiV6O13 and Li2V6O13 were performed
in CRYSTAL09 [161], a solid-state DFT code using all-electron Gaussian-type basis
sets to accurately describe core states. All-electron atom-centred basis sets comprising
fixed contractions of Gaussian primitive functions are employed. Because of the high
dependence of the calculated paramagnetic shifts on the quality of the Gaussian basis
sets, two levels of basis sets were used [61]. For the geometry optimizations, the basis
sets used in this work were taken from the CRYSTAL online repository [162], obtained
from Ref. 163 for Li, Ref. 164 for O and Ref. 165 for V. More extended sets were used
for the hyperfine shift calculations, adopting the modified IGLO-III set for O [166], the
flexible and extended TZDP-derived set for Li [167], and the Ahlrichs DZP-derived set
for V [168].
All calculations were performed with hybrid functionals in the spin polarized state.
Previous ab initio studies on 7Li paramagnetic NMR shifts show that values obtained
using 20% and 35% Hartree Fock (HF) exchange provide the upper and lower bounds
for the experimental shifts [61–63]. Hence separate calculations were performed with
the B3LYP functional with 20% HF exchange [169] (denoted HYB20) and a modified
B3LYP with 35% of HF exchange (denoted HYB35). The starting LiV6O13 and Li2V6O13
structures were taken from our previous formation energy analysis performed with VASP,
and subsequently re-optimized using CRYSTAL. The LiV6O13 and Li2V6O13 unit cells
used in CRYSTAL contain, respectively, 40 atoms (2×Li, 26× O, 12× V) and 42 atoms
(4×Li, 26× O, 12× V). The reciprocal space sampling was performed with a k-point
grid of 4 × 10 × 4 points in all the simulated cells. All geometry optimizations were
performed using the CRYSTAL default convergence criteria. Self-consistent field cycles
were converged to an energy difference of 2.7× 10−6 eV.
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The Fermi contact contribution to the hyperfine shift was computed directly from
the spin density at the Li nuclear position in the ferromagnetic state and subsequently
scaled to a value consistent with the paramagnetic state, as described previously by
Kim et al. [61]. The Weiss constant of −100 K was obtained from a previous magneto-
torque study on V6O13 [170]. The spin-only magnetic moment was used, calculated as
µs = ge
√
S(S + 1), with ge = 2.00023 and S = 0, 1/2 for V5+ and V4+, respectively. In
the cases for which the Li shift was decomposed into Li–O–V bond-pathway contributions,
the approach of Middlemiss et al. was followed [63]. Starting from the wavefunction
converged for the system in the ferromagnetic state, the sign of the spin of one V site
connected to the Li of interest is reversed, and the Fermi contact shift is calculated for this
ferrimagnetic state. Half the difference between the ferromagnetic and the ferrimagnetic
hyperfine shifts corresponds to the contribution of the particular Li–O–V bond-pathway.
In order to avoid double-counting, for the cells used for the bond-pathway decomposition
of the shift, a 2× b expansion was performed, and the 4× 10× 4 k-point grid was applied.
3.3 Results and Discussion
3.3.1 Sequential Change of Lattice Parameters from In situ
XRD
The changes in lattice parameters were obtained from the analysis of the in situ XRD
patterns collected during the first cycle of the C/10 galvanostatic discharge and charge
of V6O13. Full details of the procedure are presented in Ref. [142]. The analysis of the
lattice parameters reveals in detail the sequential change of a, b and c, and of the volume
(Figure 3.4). The results are summarised in Figure 3.5. Two main features are identified:
• Each solid solution phase expands/shrinks in a preferred direction
On discharge, the most noticeable changes in cell parameters in both Phase 1
(0 < x ≤ 1.7) and Phase 2 (1.7 < x ≤ 2.1) occur along the c direction. Phase 1
expands in c by 4.5%, while a and b remain unchanged. Phase 2 shows a further
expansion along c, with the end of Phase 2 (x = 2.1) showing a 7.0% expansion
along the c axis with respect to the pristine cell. Phase 3 starts with Li3V6O13 in
which the c-axis has returned back to the pristine case (as well as a), but with
b expanded by 6.4%. At the end of Phase 3 (Li4.8V6O13), the b value reaches
7.9% expansion compared to V6O13. At the beginning of Phase 4 (Li6.2V6O13),
b is 8.9% greater than the pristine value, and also the a parameter expanded by
2.5%. By the end of Phase 4 (Li6.7V6O13), the cell shows an overall 3.7% and
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Fig. 3.4 Evolution of lattice parameters of the four phases observed during the first
discharge (left) and charge (right). The unit cell expansion is driven by sequential growth
along a preferred direction of the unit cell highlighted in the shaded region. While one
unit cell parameter increases dramatically, the others remain relatively unchanged. Li
incorporation upon discharge is accommodated first by elongating the c lattice parameter
by 7.0%, after which expansion occurs predominantly in the b lattice parameter (1.6%),
and finally the a lattice parameter (3.3%). The reverse process is mirrored upon charge.
9.0% expansion along a and b, respectively. The lattice changes on charge follow a
similar and reversible trend, which is summarised in Figure 3.5, with the exception
of an extended miscibility gap between x = 2.3 and x = 1.4, and the consequent
disappearence of Phase 2 on charge.
• First order phase transitions are accompanied by abrupt changes of lattice parameters
in one or more directions
The first-order phase transition from Phase 2 to Phase 3 on discharge causes the
lattice parameters b and c to change abruptly in opposite directions. At the end of
Phase 2 (x = 2.1), the c parameter shows a 7.0% expansion, while the b parameter
is unchanged from the pristine case. Phase 3, however, begins (x = 3) with a c
parameter compareable to the value of the V6O13 cell, and the b value expanded by
7.0%. The first-order phase transition between Phase 3 and Phase 4 causes abrupt
change mainly along the a direction (3.3% expansion).
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Fig. 3.5 Proposed mechanism of the first discharge and charge process of V6O13 deter-
mined by in situ XRD. The most significant change in lattice parameters of Phase 1
(green), Phase 2 (blue), Phase 3 (orange) and Phase 4 (red) are shown in arrows above
corresponding phases, where the %s correspond to changes within the phase and between
phases. Solid solutions are represented by black arrows pointing from the starting phases
to the end phases, while miscibility gaps are shown by curved black arrows.
3.3.2 Linking Structural Changes with Electronic Structure via
DFT
The low energy structures from V6O13 to Li9V6O13 calculated with DFT are shown
in Figure 3.6. The availability of a series of multiple configurations with the same
composition allows the effect of Li positions and electronic structure on the V–O distances
and cell parameters to be explored, and the lattice parameters of LixV6O13 are found
to be highly sensitive to the Li positions. For x = 1, the DFT results show that the
Li(1) position is the energetically most favourable site at this composition, with the
lowest energy configuration having half-filled Li(1) sites. Although the Li(1) site was
not directly included in the initial enumeration of the DFT structures, it was found to
be present in a number of the structures after geometry optimization. The LiV6O13
structure initially containing 1 Li atom per cell in the Li(3) site relaxed after structural
optimization (and energy minimization) to cells containing Li on the Li(1) sites. As that
the unit cells computed in the DFT analysis contain only one Li atom, the alternation
of Li(1) occupancy reported in the single crystal study could not be captured in our
DFT analysis, which would require a doubling of the unit cell in the a-direction [136]. In
Li2V6O13, (i.e., a composition within Phase 2), the lowest energy structure found with
DFT shows half occupancy in both Li(2) and Li(5) sites. This result is different from
the single crystal analysis, where the Li(1) site was reported to be fully occupied. Full
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occupancy of the Li(1) site results in a significant expansion of the cell along the c axis
of 8.5% in the DFT-derived structure, which is in agreement with the lattice parameter
changes obtained experimentally in our in situ XRD. The lowest energy structure found
with DFT, on the other hand, shows a reduced expansion along the c axis (2.7%). The
single crystal derived (full occupancy of Li(1)) DFT-structure and the lowest energy
structure differ in energy per atom by only 5 meV per atom. This energy difference is
within thermal energy at room temperature (kT ∼ 26 meV, k being the Boltzmann’s
constant), and the structures are both considered accessible at room temperature, as
well as within DFT error. A more careful analysis of the effect of temperature, using e.g.
phonon calculations within the harmonic approximation, would be needed in order to
fully assess the relative stability of these structures with temperature, which is beyond
the scope of the current work. Given the subtle energy differences, the kinetics associated
with lithium reorganization and concomitant distortions of the VOx layers may also play
a role in dictating the experimentally observed Li-ordering schemes.
The in situ XRD results show that Li3V6O13 corresponds to the beginning of a new
phase (Phase 3), which is characterized by a 6% expansion of b compared to the pristine
case, while the a and c are the same as the V6O13 cell. The lowest energy Li3V6O13
structure calculated with DFT is 5 meV above the hull, and it shows half occupancy of
the Li(4) site and full occupancy of the Li(2) site, leading to a major 4.5% expansion
along b, and a minor 1.5% expansion along a and c, in agreement with the lattice
changes measured with XRD. All the configurations above this lowest energy structure
(within ∆E < 0.01 eV) contain partial occupancy of the Li(4) site, and they all show a
predominant expansion of the b parameter between 4% and 6%. This suggests that the
Li in the Li(4) site is the major cause of the b expansion. Previous single crystal studies
of Li3V6O13 proposed full occupancy of the Li(4) and Li(3) sites [134]. This configuration
is found by our DFT results to have a 5.5% expansion along b, consistent with the in situ
XRD results, and to be 6 meV higher in energy than the lowest energy configuration, i.e.
within thermal energy and DFT error.
The structural rearrangements upon lithiation described so far are associated with a
redistribution of electrons within the vanadium d orbitals, shown by our DFT calculations
and illustrated in Figure 3.7 for x = 0, 1, 2 and 3 (for the DFT structures with Li site
occupancies and cell parameters that are closest to those of the single-crystal derived
structures). Spin density maps were generated from the (spin-polarised) DFT calculations
and shown with isosurfaces, spin-density illustrating reduction of the diamagnetic V5+
ion. The change in oxidation states of the vanadium sites on lithiation were analysed by
comparing charge density of the different LixV6O13 systems with those of the starting
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Fig. 3.6 Formation enthalpy per formula unit versus the fractional lithium concentration
in LixV6O13. The convex hull, indicated by the line, is constructed by joining the stable
structures obtained by the searches. The grey, green and yellow spheres in selected
structures represent lithium, vanadium, and oxygen centers respectively. The structures
with the lowest energy for LiV6O13 to Li9V6O13 (circled by black), as well as the structures
with the single crystal Li-site occupancies for Li2V6O13 and Li3V6O13 (indicated by blue
circles and arrows) are shown.
material V6O13. In the pristine V6O13 phase, the V(2) sites are all V5+, in agreement
with previous work [132], while the unpaired electron on each of the V(3) sites is localized
in the d1xy orbital. Orbital ordering of the V4+ V(1) centres, on the other hand, shows an
alternation of d1xz and d1yz orbitals along the single layer. A previous study showed that
V6O13 has a metal insulator transition at 150 K and the symmetry is lower in the low
temperature phase [171–173]. Given that this material is metallic at room temperature,
it is likely that this orbital ordering does not persist at ambient temperatures. During
the next stage of lithiation to LiV6O13 (within Phase 1), the V(2) sites close to the Li
inserted in Li(1) remain V5+, while the other V(2) sites, opposite to the inserted Li,
are reduced to V4+, with the unpaired electron localised on a d1yz orbital. Similarly, the
V(1) sites close to the occupied Li(1) site now show d1xy orbital occupancy, while the
remaining V(1) remains d1yz , as in pristine V6O13. In the next stage of lithiation to
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Li2V6O13 (within Phase 2), the V(2) sites are reduced to V4+, resulting in an alternation
of V(2)-d1xy and V(3)-d1yz orbitals in the vanadium double layer, which is related to the
different distance of V(2) and V(3) to the fully occupied Li(1) sites. The V(1) sites, now
all at equal distance from the Li(1) centres, contain their unpaired electrons localized
on the d1xy orbitals. These changes in the distribution of the electron density determine
the elongation of both the V(1)-V(2) distance and even more so the V(1)-V(3) distance,
reflecting the c-expansion reported for the whole range from V6O13 to Li2V6O13. In the
next step of lithiation (to form Phase 3, Li3V6O13), calculations show that the V(1) sites
are preferentially reduced from V4+ to V3+, resulting in an alternation of d2 (d1xy − d1yz
or d1xy − d1xz) and d1yz orbital ordering along the single layer. The V(2) and V(3) centres
are now both of d1xy configuration. The redistribution of charge density determines an
elongation of the V(1)-V(1) distance along the b-axis, and a contraction of the V(1)-V(2)
distance along c, consistent with the lattice expansion associated with this transition, as
described earlier. The alternation of d2 and d1xz in the V(1) single layer is very sensitive
to the position of the Li(3) sites, as shown in detail in Figure 3.8. The Li3V6O13 single
crystal X-ray refinement [134] showed disorder of the lithium atom situated on the
inversion centre in the single layer – the Li(3) site – and structure was modeled with a
split position generating sites 0.3 Å above and below the single layer. Different Li3V6O13
structures with Li(3) off-centred within this range were simulated with DFT. Following
geometry relaxation, the change in the unit cell parameters is less than 1%, and the
difference in energy per atom is less than 8 meV, suggesting that these conformers are
degenerate at room temperature.
Upon further lithiation within the whole Phase 3 region from Li3V6O13 to Li4.8V6O13,
in situ powder XRD shows that b expands continuously by 1.6%. Based on the DFT
results on the Li4V6O13 structures, the cells that show a major expansion along b (about
5% with respect to V6O13), and minor changes along a and c (below 2% with respect
to V6O13) are the ones having full or partial occupancy of Li(2), and full or partial
occupancy of Li(3), Li(4) or Li(5). The lowest energy structure has full Li(2) and half
Li(4) and Li(5) occupancy, with an associated 4.7% expansion along b and a more limited
expansion (< 2%) of a and c, which reflect the XRD results. Among the other low energy
structures, isotropic expansion along a, b and c of around 3% is observed for partial
occupancy of Li(2), Li(5) and Li(6), while significant expansion (around 5%) of the a
axis is observed when Li is present on the Li(1) site, which is not consistent with the in
situ XRD results, suggesting that Li in the Li(1) site is no longer present at x > 3. The
noticeable change in the a-parameter between Phase 3 (x = 4.8) and Phase 4 (x = 6.2)
indicates that the Li ions redistribute again at this first order phase transition.
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Fig. 3.7 Isosurface of the unpaired electron distribution in V6O13, LiV6O13, Li2V6O13
(Phase 2), and Li3V6O13 (Phase 3) calculated with DFT. Vanadium, oxygen and lithium
centers are shown with green, orange and grey spheres, respectively. In V6O13, the V5+
ions are located in the double layer and the unpaired d electrons occupy different t2g
orbitals in the V4+ atoms. All the V5+ sites are reduced to V4+ when two Li ions are
inserted into V6O13 and a redistribution of the occupancy of the t2g orbitals occurs for all
the vanadium atoms, indicating a substantial change in electronic structure. Li3V6O13
has a similar charge distribution to that found in V6O13, except for the vanadium sites
(V(2)5+ to V(2)4+, V(1)4+ to V(1)3+) that are reduced. Blue and magenta isosurfaces
correspond to positive and negative unpaired spin density, respectively, and are plotted
with an isosurface level of 0.008.
The lattice parameters extracted from in situ XRD indicate that, upon lithiation
to Phase 4 (6.2 ≤ x ≤ 6.7), while the b and c lattice parameters remain similar to the
values of Phase 3, a expands up to almost 4%. From our DFT analysis, the majority of
the lowest energy structures of Li6V6O13 show half occupancy of the Li(6) site, with the
associated increase in the a lattice parameter. The only low energy configuration with no
Li(6) occupancy – and full occupancy of Li(2), Li(3) and Li(5) – shows a more limited
expansion of a and instead a more prominent increase along b, trend which is not seen
from the in situ XRD results. Moreover, the low energy structures of Li7V6O13 all have
half or full occupancy of the Li(6) site, in the latter case showing an additional expansion
of another 1–2% along a. This trend reflects the changes of the lattice parameters seen
from in situ XRD, indicating the effect of Li(6) occupancy on the expansion along a.
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Fig. 3.8 Isosurface of the unpaired electron distribution in Li3V6O13 calculated with
DFT. Single crystal X-ray refinement of Li3V6O13 [134] showed disorder on the lithium
atom situated on the inversion centre in the single layer – the Li(3) site – and the
structure was modeled with a split position generating sites 0.3 Å above and below
the single layer. Three Li3V6O13 structures were hence modeled with DFT, with the
Li(3) off-centred above and below the single layer as as indicated by the XRD study
(left-hand and central structures), as well as with the Li(3) site aligned with the single
layer (right-hand structure). The structures were relaxed with DFT and the isosurfaces
of the unpaired electron distribution were extracted. Vanadium, oxygen and lithium
centers are shown with green, orange and grey spheres, respectively. Blue and magenta
isosurfaces correspond to positive and negative unpaired spin density, respectively, and
are plotted with an isosurface level of 0.008.
3.3.3 Li Migration Analysis
The migration pathways of a Li ion between the inequivalent Li sites are investigated for
a dilute Li ion in the V6O13 host structure, corresponding to an effective composition of
Li1/6V6O13. The calculated energy barriers (Ea), and the corresponding minima (grey
spheres) and transition states (red spheres) are shown in Figure 3.9. Among all the
minima, the square pyramidal Li(1) site is found to be the lowest energy site, in agreement
with our previous results on the LiV6O13 configurations presented in the previous Section
(Figure 3.6).
The lowest-energy Li migration pathway is the Li(1)–Li(6b), involving a distorted
square pyramidal transition state (migration barrier: 0.06 eV, Figure 3.9c). The Li(6b)
site is a trigonal pyramidal site displaced from the Li(1) site about 1 Å in the ab-plane,
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and only 0.05 eV higher in energy than Li(1). We label this site as Li(6b) because it is less
than 1 Å distant from the Li(6) site in the b-direction. The Li(6b) site was not found in
our previous analysis of the formation energy of the LixV6O13 series, which however found
the Li(6) occupancy to be in the highest-energy configuration for the x = 1 composition.
The results on the Li migration pathways confirm that the Li(6) site is high in energy,
and in fact find it as the transition state in the Li(6b)–Li(6b) migration. The fact that,
in the convex hull analysis, occupancy of the Li(6b) site was not found, and the Li(6) site
was found to be a local minimum rather than a transition state, may be due to several
reasons. The input structures in the formation energy study were generated starting
from the fully lithiated Li9V6O13 cell, with full occupancy of the sites from Li(2) to Li(6).
Hence, the starting LiV6O13 configuration in question was initiated with the Li already
in the Li(6) site, and the geometry relaxation did not lead to significant displacement of
the ions. The OPTIM calculation, however, was initiated by displacing the Li(1) site by
0.2 Å towards the Li(6) site, and the transition state search located a local minimum
at the Li(6b) position which would have not been otherwise sampled. Also, the cell
relaxation in the convex hull analysis allowed the atomic positions as well as the cell
parameters to relax. The lattice parameters of the LiV6O13 cell with half occupancy
of the Li(6) site showed a 2.8% expansion of the a-axis compared to the pristine cell,
which may have led to the localization of the Li in the Li(6) site, finding a high-energy
local minimum. Geometry relaxation in the OPTIM calculations only lets the atomic
positions relax, while keeping the cell parameters fixed to the values for the V6O13 cell.
This may be beneficial for the stabilization of the Li(6b) site, while destabilizing the Li(6)
position to the point of locating it as a transition state. Furthermore, the cell used in
the formation energy study contained only one formula unit, hence in this case 20 atoms
of which one was a Li atom. The cell used in the OPTIM analysis was much larger,
containing 115 atoms, of which one Li site. Hence, the structural distortions associated
with the long-range ordering of the Li sites in the LiV6O13 cell will have different effects
compared to the site distortions in the dilute Li case used in the OPTIM calculations.
In addition to the Li(1)–Li(6b) pathway, we identify two other low-energy Li migra-
tions: Li(1)–Li(2) involving a distorted square pyramidal transition state (migration
barrier: 0.12 eV, Figure 3.9a), and Li(1)–Li(5) involving a distorted square pyramidal
transition state (migration barrier: 0.15 eV, Figure 3.9b).
Based on these results, it appears likely that the Li ions will be able to migrate
between the Li(2)–Li(1)–Li(5)–Li(6b) sites, particularly at the temperature conditions
(∼ 300 K) of a standard operating battery. For a comparison, the Li migration barriers for
the widely used LiCoO2 cathode were previously calculated to be on the order of 0.1–0.2
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eV [174]. We note, however, that the Li(2)–Li(5) migration is much higher in energy
(migration barrier: 0.95 eV, Figure 3.9h), due to the unfavourable distorted octahedral
transition state. Based on these results, within the Li(2)–Li(1)–Li(5) migration, the Li(1)
site is likely to be, on average, the more populated site of the three. The profile of the
overall Li(2)–Li(1)–Li(5) migration is presented in Figure 3.10. The energetics along
this pathway show that i) the Li(2) and the Li(5) sites are very similar in energy, and
that ii) the Li(1) and the Li(2)–Li(5) sites are also close in energy (energy difference per
atom being < 1 meV). These results are in agreement with our previous analysis for the
LiV6O13 (Figure 3.6), that found the Li(2) and the Li(5) sites to be almost degenerate in
energy and the closest in energy to the Li on the Li(1) site.
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Fig. 3.9 Schematic representation of migration pathways for a dilute Li ion in an overall
Li1/6V6O13 structure. The Li local minima and transition states are shown with grey
and red spheres, respectively. The energies of the transition state (Ea) are shown next to
the corresponding structures.
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All the other migrations are associated with for higher activation energy barriers. The
Li(1)–Li(1) migration through the V–single layer involves a planar transition state, with
a barrier of 0.25 eV (Figure 3.9d), the Li(6b)–Li(6b) migration through the b–channel
also involves a planar transition state (Li(6)), with a barrier of 0.33 eV (Figure 3.9e),
the Li(4)–Li(4) migration through the V–double layer (0.34 eV, Figure 3.9f) and the
Li(2)–Li(5) migration (0.95 eV, Figure 3.9h) involve each a distorted octahedral transition
state, while the Li(4)–Li(1) migration through the cavity (0.60 eV, Figure 3.9g) involves
a distorted planar transition state.
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Fig. 3.10 Energy profile along the Li diffusion pathway (filled red circles) between local
minima, Li(2), Li(1) and Li(5), and transition states T.S.A and T.S.B, shown in the
structure at the top as grey (minima) and red (transition states) spheres.
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The combination of the different migration pathayws described so far allows us to
study the diffusion of Li within the lattice. Figure 3.11 shows the overall migration
pathways of Li along the a, b and c directions of the lattice (minima and transition states
shown in grey and red spheres, respectively). The diffusion of Li along the a axis (Figure
3.11a) involves the energetically demanding Li(2)–Li(5) migration (Figure 3.9h), and
the overall diffusion energy barrier is high (0.95 eV) and probably not accessible at the
standard operating temperature of the battery. Similarly, the diffusion along the c axis
(Figure 3.11c) involves the two high-energy transition states associated with the migration
through the VOx-single and double layer (Figure 3.9d and Figure 3.9f, respectively),
resulting in an energetically unfavourable c-diffusion of 0.60 eV. The overall diffusion
along b is the energetically most favourable (0.33 eV) and likely accessible at room
temperature, suggesting that the system has facile long-range diffusion in one dimension,
i.e. the b direction. This result is in agreement with previous impedance studies, which
reported b as the major Li diffusion channel for the V6O13 cathode [130]. As shown in
Figure 3.9d, the migration between two adjacent Li(1) sites across the V-single layer also
has a moderate migration barrier (0.25 eV), resulting in adjoined b-axis tunnels. The
possible activation of this Li hop between b-tunnels would be very beneficial for the Li
diffusion in the cathode, facilitating the migration of Li around blocking defects.
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Fig. 3.11 Schematic representation of Li migration pathways through the a, b and c
directions of an overall Li1/6V6O13 structure. The Li local minima and transition states
are shown with grey and red spheres, respectively. The energies of the transition states
(Ea) are shown next to the corresponding structures.
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3.3.4 7Li NMR of Phase 1 and Phase 2
7Li NMR is a powerful technique to probe structural and electronic properties of the Li
local environments present in paramagnetic solid, which are not readily analysable with
diffraction studies. The spectra collected at different points of the electrochemical process
are presented in Figure 3.12. In this work, as the 7Li NMR experiments were done ex situ,
some of the local structural features and orbital ordering of transient metastable phases
that may be formed in situ may not be captured. Nonetheless, the trend of resonances
throughout the series reflects the evolution of the lattice in the four main phases identified
with in situ XRD. A more detailed analysis will now follow, which focuses on the spectra
obtained for x ≤ 2 (Phase 1 and Phase 2). Each spectrum within this range shows a
complex overlap of resonances in the region between around 50 ppm and -25 ppm, which
indicates the presence of multiple Li sites with different local environments (i.e. Li–O–V
bond lengths and angles, as well as V sites with different oxidation states).
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Fig. 3.12 Ex situ 7Li MAS NMR spectra of different points in the LixV6O13 electrochemical
discharge/charge process.
68
Unraveling the Complex Delithiation and Lithiation Mechanisms
of the High Capacity Cathode Material V6O13
In an attempt to assign the isotropic shifts to different Li sites, we performed
hyperfine shift calculations with DFT for a series of configurations at x = 1 and
x = 2. In the majority of Li-ion cathode materials, in which the paramagnetic centre
(here V) is a major constituent of the lattice, the isotropic hyperfine Fermi contact
shift is the dominant contribution to the 7Li NMR resonance. Hence, the calculated
hyperfine shift values can be, to a good approximation, directly compared to the shifts
obtained experimentally. The hyperfine calculations were performed with DFT for all the
LiV6O13 configurations identified in the convex hull analysis, as well as for the Li2V6O13
lowest energy structure and the Li2V6O13 configuration corresponding to the Li ordering
previously proposed by single-crystal studies. The Fermi contact shifts were calculated
using two hybrid functionals (HYB20 and HYB35), as explained in the Methodology
Section. The calculated shifts for each site reported hereafter correspond to the average
between the HYB20 and HYB35 results.
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Fig. 3.13 7Li Fermi contact shifts calculated with hybrid HF-DFT for a variety of
configurations in the Li2V6O13 composition on and above the convex hull (top, right).
The values reported are the averaged HYB20-HYB35 results. The experimental 7Li NMR
spectra of the Phase 1 structures (0.3 ≤ x ≤ 1.5) are shown for reference (bottom, right).
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Fig. 3.14 7Li Fermi contact shifts calculated with hybrid HF-DFT for a variety of
configurations in the Li2V6O13 composition on and above the convex hull (top, right).
The values reported are the averaged HYB20-HYB35 results. The experimental 7Li NMR
spectra of the Phase 2 structures (1.8 ≤ x ≤ 2.0) are shown for reference (bottom, right).
Because the isotropic hyperfine interaction results from the transfer of unpaired spin
density from the paramagnetic sites to the nuclear position of the observed centre, the
sign and the magnitude of the resulting Fermi contact shift for the range of Li sites in
Figures 3.13 and 3.14 depend on the Li–V distance, on the Li–O–V bond angle, and on
the orbitals involved in the transfer. To a good approximation, the total shift of each Li
site is given by the sum of the contributions from each of the neighbouring V centres
[63]. The sign and magnitude of each Li–O–V bond-pathway contribution to the 7Li shift
can be rationalized based on the Goodenough–Kanamori rules presented in Figure 2.2 in
Section 2.3.1. As an example, we will illustrate in detail the bond-pathway contributions
to the Li(1) and Li(2) shifts for the Li2V6O13 case, by decomposing the total 7Li shift into
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the Li–O–V contributions from the neighbouring V sites via the spin-flipping approach
described in Section 3.2.4.
(a)
                V-O-Li angle    V-Li dist.   7Li Shift contr.
2 x P1Li(1)         86°             2.65 Å           48 ppm
   P2Li(1)           125°            3.46 Å           -4 ppm 
2 xP3Li(1)         115°            3.44 Å           -6 ppm 
   P4Li(1)           102°            3.06 Å          -15 ppm
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   P1Li(2)           105°            3.04 Å           -2 ppm
2 x P2Li(2)         91°             2.76 Å           13 ppm 
2 x P3Li(2)         92°             2.71 Å          -20 ppm 
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Fig. 3.15 Bond-pathway decomposition of the 7Li shift calculated for a Li(1) site (Figure
3.15a) and for a Li(2) site (Figure 3.15b) in the Li2V6O13 structures corresponding, re-
spectively, to the lowest energy Li2V6O13 configuration and to the Li2V6O13 configuration
consistent with previous single-crystal studies [135], as shown in Figure 3.6. The shift
contributions presented in the Figure correspond to the average between the HYB20 and
the HYB35 results.
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The results for the Li(1) shift decomposition are presented in Figure 3.15a. The major
contribution to the total shift results from the P1 pathway that connects Li(1) to the
V in the single layer at the short distance of 2.65 Å. The Li–O–V angle characterising
the P1 pathway is close to 90◦, and the orbital overlap (involving the V d1xy orbital)
allows the transfer of positive spin density via a delocalization mechanism, as described
in Figure 2.2. All of the other pathways (P2, P3 and P4 in Figure 3.15a) are defined by
longer Li–V distance and by intermediate Li–O–V angles between 90◦ and 180◦. This
determines a combination of both positive and negative spin density transfer, resulting
in an overall shift contribution close to zero. The Li–V distance in the P4 pathway is
shorter than in the P2 and P3 cases. Although, at the intermediate 102◦ Li–O–V angle,
a combination of transfers still occurs, the orbital ordering suggests that the d1xy orbital
of the V site involved in the P4 pathway will predominantly transfer positive spin density
to the O(px) orbital, polarizing negative spin density towards the O(py)–L bond, hence
resulting in an overall negative shift contribution.
The shift of the Li(2) site in the Li2V6O13 configuration is decomposed in Figure 3.15b.
In this case, there are three dominant pathways, P2, P3 and P4, which are very similar in
terms of Li–V distance and Li–O–V bond angle, however contributing shifts of different
sign. This can again be related to the ordering of the d1 orbitals of the V sites in the Li(2)
neighbouring shell. For the P2 pathway, the unpaired electron of the corresponding V
ion is in the dyz orbital, allowing delocalization of spin density via the O(pz) orbital onto
the Li, resulting in a positive shift, as schematized in Figure 2.2. Differently, for both the
P3 and P4 pathways, the V sites have their unpaired electron in the dxy orbital, of which
the overlap with the O(px) orbital does not allow direct delocalization of spin density
towards the s orbital of Li. Instead, the polarization mechanism dominates, inducing
negative spin density towards the O(py)–Li bond and resulting in a net negative shift
contribution. The Li(5) site has a very similar environment to the Li(2) site, resulting in
a similar shift, as shown in Figure 3.13.
The description of the Li(1) and the Li(2) shifts in Figures 3.15a and 3.15b also
applies to these sites in the LiV6O13 configurations, as shown in Figure 3.13. The Li(5)
shift in the LiV6O13 case is closer to zero than in the Li2V6O13 case due to the fact that
some of the V sites in its neighbouring shell are V5+ (d0), and do not contribute to the
Fermi contact interaction. The orbital ordering in the LiV6O13 configurations containing
Li(4) and Li(6) sites is such that every Li–O–V bond-pathway contribution to their shift
results from a ∼90◦ polarization mechanism determining the transfer of negative spin
density from the V to the Li, hence the overall negative shifts for Li(4) and Li(6) sites
shown in Figure 3.13.
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The spectra for the systems within Phase 1 (0 < x ≤ 1.5) in Figure 3.13 show main
resonances at about 45 ppm, -2 ppm, -15 ppm and -25 ppm, which are very similar to the
calculated shifts of Li(1) (DFT result: 40 ppm), Li(5) (DFT result: -5 ppm) and Li(2)
(DFT result: -22 ppm) in the LiV6O13 stoichiometry. This agreement suggests that the
Li ions within Phase 1 are present in all of these sites in different ratios. This assignment
is in line with the results obtained from our previously presented DFT analyses: i) from
the formation energy study of LiV6O13, we identified Li(1) as the lowest energy site, and
Li(2) and Li(5) being the sites immediately higher in energy, at an energy difference
within thermal energy (and DFT error); ii) from the study of the Li migration pathways,
we also found a low energy barrier for the Li(2)–Li(1)–Li(5) diffusion, suggesting that at
room temperature and in the NMR timescale, the Li ions are likely to migrate between
these sites. The DFT calculated 7Li shifts for the Li(4) and Li(6) sites of -47 ppm and
-44 ppm, respectively, do not correspond to any peak in the NMR spectra for Phase 1,
suggesting that these two sites are not significantly populated at room temperature. This
is also in line with our previous results which showed that these configurations are the
most energetically unfavourable.
The spectrum of x = 1 shows a sudden change in the NMR trend, with the complete
disappearance of the shift at ∼ 40 ppm and the appearance of a peak at ∼ 0 ppm,
together with the peak at ∼ −25 ppm. This change in the NMR resonances is interpreted
as an indication of a cation ordering made favourable by a possible orbital ordering in the
LiV6O13 case. The comparison of the NMR spectrum with the 7Li Fermi contact shifts
calculated with DFT seems to indicate the predominant presence of Li(2) and Li(5) sites.
However, as we pointed out previously, capturing a long-range ordering with our DFT
approach would require significantly more expanded cells resulting in computationally
demanding calculations beyond the scope of the current study.
The 7Li NMR spectra of Phase 2 (x = 1.8, 2.0 in Figure 3.14) show a broad feature
with two more distinct peaks at around 10 ppm and -25 ppm. The hyperfine shifts
calculated with DFT find a +65 ppm shift for the Li(1) site, −22 ppm for the Li(5)
site and −32 ppm for the Li(2) site. The DFT results of this Phase 2 are in less good
agreement with the NMR resonances, compared to the shifts calculated for the spectra
within Phase 1. This may be due to the approximate magnetic scaling of the hyperfine
shifts calculated in our work. However, the fact that the shifts calculated with DFT on
the highly ordered cells do not reproduce very well the experimental shifts of Phase 2
suggest a greater structural complexity of this Phase. The in situ XRD results (Figure
3.5) found that Phase 2 is only formed on discharge, but it does not occur on charge. This
asymmetry may indicate that kinetic effects contribute to the formation/disappearance
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of the Phase, and the simple orderings simulated with DFT do not capture the site and
charge distributions in this region. More work is needed, in order to further investigate
the local ordering within Phase 2, via a combination of a more comprehensive DFT
analysis of hyperfine shifts for different configurations, as well as variable temperature
NMR experiments to investigate exchange mechanisms in the systems.
3.4 Conclusions
We have investigated the first discharge and charge process of cathode material V6O13
using electrochemistry, in situ XRD, solid-state 7Li NMR and DFT calculations. An
alternating solid solution and two-phase mechanism has been proposed. The material
features an asymmetric six-step discharge and five-step charge, and expands/shrinks
in a sequential order along c, b, and a axes, and reversibly upon discharge and charge.
This sequential change, accompanied by significant electronic rearrangements, is related
to changes in the occupancy of Li ions in different Li sites in the unit cell and charge
ordering. Via a combined analysis of the in situ XRD data and the DFT-calculated
cell parameters for a variety of structures constructed with different Li occupancies
and arrangements, the relationship between the Li occupancies, the charge and orbital
orderings and the lattice expansions is studied throughout the entire lithiation series. The
DFT analysis of the Li migration pathways for x ≤ 1 confirms that the b-axis is the major
Li diffusion channel, as it was previously suggested by impedance spectroscopy studies.
Furthermore, our DFT results identify the energetically favourable Li(2)–Li(1)–Li(5)
migration pathway, likely to be accessible at the temperature condition of the operating
battery. The presence of Li ions distributed among these sites at low stages of lithiation
(Phase 1) is confirmed also by our combined NMR and DFT analysis of the 7Li isotropic
shifts. The facile Li mobility and the presence of multiple low-energy Li sites in the
structure helps to explain the reason behind the high capacity of the V6O13 cathode
material given by a favourable interplay of Li intercalation and rearrangement in the
structure.
Chapter 4
Structural characterization of the
Li-ion battery cathode materials
LiTixMn2−xO4 (0.2 ≤ x ≤ 1.5): A
combined experimental 7Li NMR
and first principles study
Abstract
This Chapter presents a combined experimental and ab initio approach whereby the
Fermi contact shifts of a multitude of environments are calculated with DFT, combined
in a lattice model which simulates the NMR spectra for different cation orderings using
experimental contraints, compares the simulated and experimental 7Li MAS NMR spectra
and outcomes the structures which give the best agreement. The model is applied to
rationalize the compositional (dis)order throughout the series of LiTixMn2−xO4 cathode
materials, as a function of Mn/Ti content.
Titanium doping in lithium manganese oxide spinels was shown to be beneficial for
the structural stability of the potential Li-ion battery cathode materials LiTixMn2−xO4,
0.2 ≤ x ≤ 1.5, yet the distribution of Li/Ti/Mn in the structure and the cation
oxidation states, both pivotal for the electrochemical performance of the system, is not
fully understood. Our work investigates the changes in the local ordering of the ions
throughout this series, by using a combination of 7Li NMR spectroscopy and ab initio
DFT calculations. The 7Li NMR shifts are first calculated for a variety of Li configurations
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with different numbers and arrangements of Mn ions in the first metal coordination shell,
and then decomposed into Li-O-Mn bond pathway contributions to the shift. These
Li-O-Mn shift contributions are then used to simulate and assign the experimental NMR
spectra of different configurations and stoichiometries beyond those in the initial subset
of configurations via a random distribution model and a Reverse Monte-Carlo approach.
This methodology enables a detailed understanding of the experimental 7Li MAS NMR
spectra, allowing the variations in the local ordering of the ions in the structure to be
investigated. A random distribution of Ti4+-Mn3+/4+ sites is found at low Ti-content
(x = 0.2), an inhomogeneous lattice of Mn4+-rich and Ti4+-rich domains is identified for
x = 0.4 and single-phase solid solution is observed for x = 0.6 and x = 0.8. A mixed
Li-Mn2+ (tetrahedral) and Li-Mn3+/4+-Ti (octahedral) configuration is identified for the
x = 1.0 case. A specific cation ordering in the partially inverse LiTi1.5Mn0.5O4 case is
found, which transforms into a two-phase network of disordered Mn3+-rich and ordered
Mn2+-rich domains for x = 1.1− 1.4.
4.1 Introduction
Spinel-type lithium metal oxides are interesting cathode materials for rechargeable Li-ion
battery applications. The robust host structure of spinel oxides retains capacity for many
cycles, and the three dimensional network of interstitial sites allows high Li diffusion
rates [175, 176]. LiMn2O4 spinel has been studied as a potential alternative to the
more widely used LiCoO2 because of its lower cost, lower toxicity and higher thermal
stability [176, 177]. However, the application of LixMn2O4 as a positive electrode is limited
by the presence of Jahn-Teller active Mn3+ ions, which accelerate structural degradation
of the material upon cycling due to a cooperative Jahn-Teller distortion [36]. Moreover,
the charge disproportionation of 2Mn3+ → Mn4++Mn2+ results in the formation of Mn2+
ions, which dissolve in the electrolyte at the surface of the particles and deplete the spinel
framework of transition metal ions [43]. The electrochemical properties and the structural
stability of LiMn2O4 were shown to be improved by introducing excess Li in the spinel
structure, to form Li1+αMn2−αO4 [178, 179, 55, 54]. The inclusion of the excess lithium
raises the average Mn oxidation state, thereby reducing the amount of Jahn-Teller active
Mn3+ ions. Another approach to limit the negative effects of the cooperative Jahn-Teller
distortion has been to partially substitute the Mn ion with other transition metals
(TM), such as Ni, Zn and Ti, hence stabilizing the structural integrity of the electrode
upon cycling [180–183]. Understanding the structural ordering and the distribution
of Li/TM ions in the structure is central to rationalizing the relationship between the
4.1 Introduction 77
electrochemical performance and the physical properties of the material. As an example,
the kinetic and electrochemical properties of the high-energy LiNixMn2−xO4 cathode
material have been analyzed in relation with the complex cation ordering throughout
the series, unraveling the key role of compositional (dis)order in the electrochemical
performance of this material [184]. Here, the randomization of Ni/Mn ions among the
octahedral sites of the spinel lattice was proposed to lead to improved electrochemical
performance.
(a)
16d
8a
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bc
(b)
4b
12d
8c
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bc
Fig. 4.1 Polyhedral representation of a general spinel-type AB2O4 in the Fd3m (Figure
4.1a) and P4332 (Figure 4.1b) space group, with the A and B cations shown in purple
spheres and the oxygens shown in red spheres. The crystallographically independent
octahedral and tetrahedral sites are represented by polyhedra of different colors, as
labelled in the Figure.
In this work, we focus on the series of materials LiTixMn2−xO4 with 0.2 ≤ x ≤ 1.5,
and study the structural changes of the Mn-oxide spinel framework as an effect of Ti
doping. In spinel materials, of general formula AB2O4, the oxygen anions form a face-
centered-cubic sublattice, within which octahedral (Oh) and tetrahedral (Td) interstitial
sites are present in a 2 : 1 ratio. In a normal spinel, the A cations occupy the Td
sites and the B cations occupy the Oh sites (denoted as A[B2]O4), while in an inverse
spinel, the B cations occupy all of the Td sites and half of the Oh sites, and the A
cations occupy the other half of the Oh sites (denoted as B[AB]O4). In the case of
LiTixMn2−xO4, the partial substitution of Mn with Ti results in a mixed cation occupancy
on both the Oh and Td sites of the spinel lattice [185, 186]. The LiTixMn2−xO4 series
was shown to adopt different space group symmetries for different doping ratios. For
0.2 ≤ x ≤ 1.0, the disordered Fd3m cubic spinel preferentially forms (Figure 4.1a),
with proposed partial occupancy of Li+/Mn2+ and Li+/Ti4+/Mn3+/4+ on the tetrahedral
8a and the octahedral 16d sites, respectively, and with the Li(Oh)/Mn2+(Td) fraction
increasing with increasing Ti content. For x > 1.0, the more ordered P4332 cubic spinel
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also starts to form (Figure 4.1b), in which it was proposed that the two inequivalent
octahedral sites, 4b and 12d, are occupied by a mixture of Li+/Mn3+/4+ and a mixture of
Li+/Ti4+/Mn3+/4+ ions, respectively, while the tetrahedral 8c sites are partially occupied
by Li+/Mn2+ ions [185, 186]. A detailed study using synchrotron X-ray, neutron powder
diffraction and XANES spectroscopy further investigated the effects of different sintering
temperatures and cooling regimes during synthesis on the phase behavior of LiTiMnO4
[187]. Although it is a challenge to provide an accurate description of the coordination
site disorder throughout the LiTixMn2−xO4 series because of the presence of multiple
mixed-valence transition metals, a detailed characterization of the structure provides the
fundamental basis with which to understand and monitor the electrochemical properties
of the material. Analysis based on X-ray diffraction (XRD) showed limited accuracy in
determining the distribution of Li, Ti and Mn ions in the lattice, due to the difficulty of
detecting Li in the presence of heavier elements, and of distinguishing between Ti and
Mn which have similar X-ray scattering factors [185, 186]. Electron spin resonance (ESR)
studies were also used in combination with X-ray diffraction analysis, but the presence
of multiple Mn oxidation states made the assignment of the TM distribution challenging
[186].
6/7Li NMR has been successfully used to characterize the local Li environments and the
cation ordering in similar systems, such as LiMn2O4 [50, 49], LiZnxMn2−xO4 [188, 189, 49]
and LiNixMn2−xO4 [190, 49], as well as in Li-excess Mn oxides, Li1+αMn2−αO4 [191,
27]. The dominant interaction leading to the observed 7Li NMR shift in this class of
paramagnetic materials is the isotropic Fermi contact (FC) hyperfine interaction [15–17],
which was described in detail in Section 2.3. It results from the coupling between the
nuclear moment of the Li and the time-average of the local field due to the unpaired d
electrons present on the neighbouring TM ions [48, 49]. In the series of systems studied
here, Ti is present as Ti4+ throughout (i.e. d0 ion), hence the only paramagnetic centres
are the Mn2+/3+/4+ sites (i.e. d5/d4/d3 ions, respectively). The Fermi contact interaction
is proportional to the unpaired spin density transferred from the d orbitals of Mn to the s
orbitals of Li. This transfer can occur either directly through the overlap of the involved
orbitals, or, more prominently in the systems studied here, indirectly via the bridging
oxygen p orbitals which form Mn-O-Li bond pathways. The observed 7Li Fermi contact
shift is hence given by the sum of the individual Mn-O-Li pathway contributions [63].
The sign and magnitude of the shift depend on the geometry and covalency of the
pathway, as well as on the Mn oxidation state and on the magnetic susceptibility of
the material. In mixed cation systems, the variety of Li environments often results
in a multitude of paramagnetic shifts and a significant broadening of the resonances,
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making the spectra difficult to interpret [62]. Computational predictions and ab initio
calculations of paramagnetic NMR parameters constitute a robust and invaluable aid for
the understanding of experimental NMR spectra of paramagnetic solids.
In this work, we report a detailed 7Li magic-angle spinning (MAS) NMR spectroscopy
investigation of the LiTixMn2−xO4 spinel series, using state of the art spectroscopic
methods for paramagnetic materials [192]. The interpretation of the experimental spectra
is supported by first-principles DFT calculations of the magnetic interactions and 7Li
NMR shifts. Different LiTixMn2−xO4 structures of (possibly fictitious) ferromagnetically
aligned TM ions are simulated, from which we calculate the Mn-O-Li bond pathway
contributions to the 7Li hyperfine shift of the various environments, nominally at 0 K [63].
To compare these shifts with the experimental spectra obtained at finite temperature,
we evaluate the possible Mn-Mn magnetic interactions and determine the Curie-Weiss
magnetic factors, and use these to scale the shifts obtained with DFT to the paramagnetic
regime of the NMR experiments (performed at room temperature) [12, 66]. The variety
of bond pathway contributions is used to simulate the spectra of different LiTixMn2−xO4
configurations in a combined random distribution model and Reverse Monte Carlo
approach, allowing the characterization of the cation ordering throughout the series.
A random distribution of Ti4+-Mn3+/4+ sites among the octahedral 16d environments
(Fd3m) is found at low Ti-content (x = 0.2), which transforms into a lattice of Mn4+-rich
and Mn3+-rich phases for x = 0.4 and a single-phase solid solution for x = 0.6 and
x = 0.8. A partially inverse spinel configuration is identified for x = 1.0, with mixed
Li-Mn2+ tetrahedral sites and mixed Li-Mn3+/4+-Ti octahedral sites. A specific ion
distribution is identified for the LiTi1.5Mn0.5O4 case, involving ordering between the
tetrahedral 8c and the octahedral 4b, 12d sites in the P4332 lattice, corresponding to
(Li0.6Ti0.1Mn0.3)8c[(Li0.4Mn0.2)4b(Ti1.4)12d]O4. This further transforms into a network of
Mn3+-rich disordered Fd3m and Mn2+-rich ordered P4332 domains for x = 1.1 − 1.4
series. The 7Li NMR shifts calculated in this work are also readily applicable to the
NMR analysis of a range of similar battery materials, such as the LiNixMn2−xO4 and the
Li1+αMn2−αO4 systems mentioned above, and the structural models implemented in this
study can aid the analysis of the complex relationship between structural ordering and
electrochemical properties.
The work presented in this Chapter is included in the paper "Structural characteriza-
tion of the Li-ion battery cathode materials LiTixMn2−xO4 (0.2 ≤ x ≤ 1.5): A combined
experimental 7Li NMR and first principles study", currently under revision in Chemistry
of Materials. This work benefited from the intellectual input of Ieuan Seymour, Céline
Merlet, Andrew Pell, Denissa Murphy, Siegbert Schmid and Clare Grey. Denissa Murphy
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synthesised the material, the current author and Andrew Pell performed the NMR, and
Céline Merlet wrote the Reverse Monte Carlo code. All of the computational results
were obtained by the current author.
4.2 Experimental Methods
4.2.1 Synthesis of LiTixMn2−xO4 (0.2 ≤ x ≤ 1.5)
LiTixMn2−xO4 samples (x = 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.3, 1.4, 1.5) were prepared via solid-
state synthesis. Stoichiometric ratios of Li2CO3 (dried at 120◦C, Merck, 99%), MnCO3
(Sigma-Aldrich, 99%) and TiO2 (Aithaca, 99%) were ground in a small amount of acetone
until dry, then transferred into alumina crucibles and fired at 500◦C for 12 hours. The
calcined samples were re-ground with acetone until dry and pressed into pellets using a
uniaxial pellet press at 8 tons of pressure. Samples were further sintered in air at 900◦C
for 24 hours, then quenched in liquid nitrogen, with the exception of LiTi0.2Mn1.8O4,
LiTi1.4Mn0.6O4 and LiTi1.5Mn0.5O4 which were slow-cooled in air after sintering, the
latter two samples being further heated in argon for 3 hours.
4.2.2 Solid-state MAS 7Li NMR
Solid-state NMR spectra of the LiTixMn2−xO4 samples (0.2 ≤ x ≤ 1.5) were acquired on
a Bruker 200 Avance III spectrometer using a 1.3 mm probe, with a MAS frequency of 60
kHz. The one-dimensional 7Li spectra were recorded using a double-adiabatic spin-echo
sequence [192], employing a pair of 50 µs tanh/tan short high-powered adiabatic pulses
(SHAPs) of 5 MHz sweep width [193, 194] and a 1.025 µs 90◦ excitation pulse. All pulses
used a radiofrequency (RF) field strength of 244 kHz. For each spectrum, 32768 scans
were acquired using a recycle delay of 30 ms. The experimental 7Li NMR spectra were
fitted using the DMFIT software [195]. An initial model was set up with components
based on the hyperfine shifts predicted with DFT calculations, and the fitting of the
isotropic region and the sideband pattern was then obtained by optimizing the shift and
the amplitude of the deconvoluting regions.
4.2.3 Magnetic Susceptibility Measurements
Magnetization measurements were performed for the LiTi0.4Mn1.6O4 powder sample
with Quantum Design Material Property Measurement System (MPMS). The magnetic
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susceptibility of the zero field-cooled sample was measured over the temperature range
2− 350K, under the external field of 100 Oe.
4.3 Computational Methods
4.3.1 Formation Energies and Thermodynamical Phase Stabil-
ity
Methodology of Thermodynamical Phase Stability Analysis
The thermodynamical phase stability of the LiTixMn2−xO4 series was studied by calcu-
lating the formation enthalpy of various structures with different stoichiometries. For
LiTi2O4 and LiMn2O4, crystal structures were obtained from the International Crystal
Structure Database (ICSD) and fully relaxed (i.e. both the unit cell parameters and
the atomic positions were allowed to vary) using Density Functional Theory (DFT).
From the LiTi2O4 and LiMn2O4 unrelaxed crystal structures, selected intermediate
stoichiometries of the LiTixMn2−xO4 series were generated using the Site Occupancy
Disorder (SOD) [196] and the Cluster-Assisted Statistical Mechanics (CASM) [154, 155]
softwares. Specifically, for x = 0.5, 1.0, 1.5, small cells of 14 atoms were considered,
where all possible swaps between Li, Ti and Mn were enumerated. For the x = 1.25 and
x = 1.5 cases, additional configurations were considered: for larger cells of 56 atoms, all
configurations were enumerated starting from LiTi2O4 and replacing (2− x) Ti ions with
Mn ions. Additionally, swaps between Li, Mn and Ti were allowed, in order to include
inverse spinel lattices in the analysis, i.e. networks of mixed Ti-Mn-Li occupancy on
both the tetrahedral and the octahedral sites were generated.
Details of GGA+U Calculations of Formation Energies
The unit cell parameters and atomic positions of each generated configuration were relaxed
with DFT using the PBE [89] spin-polarized generalized gradient approximation (GGA)
functional within the VASP code [150]. The projector augmented waves (PAW) [151]
method was used with a plane-wave cutoff of 500 eV, an energy convergence of 4
meV/atom, and an ionic relaxation tolerance of 10−5 eV. The electronic energy of each
relaxed structure was calculated with a single-point energy minimization. The reciprocal
space sampling was performed with a k-point grid of 8×8×8 points for the smaller
cells (14 atoms), and 4×4×4 points for the larger cells (56 atoms). To correct for the
self-interaction error in the GGA formalism, a Hubbard U parameter was included for
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the Mn ions to treat the 3d correlations [91]. In this work the approach proposed by
Liechtenstein was used [94], where the Coulomb matrix (U) and the exchange matrix (J)
are combined to give an overall effective value Ueff = U − J . The value of J was fixed
to 1 eV throughout. In a previous study by Wang et al. [197], values of Ueff = 4.5, 4.0
and 3.5 eV were calculated for Mn2+, Mn3+ and Mn4+ ions , respectively. Since in our
systems the Mn ions are present in multiple oxidation states, an average Ueff value of
3.9 eV was chosen for all the Mn sites.
4.3.2 Paramagnetic Shift Calculations
The calculation of the Fermi contact shift, δFC , adopted in this work follows the method-
ology presented by Kim et al. [61], which has been presented in Section 2.5.1 and it is
summarized here for convenience. In this method, the hyperfine coupling constant, Aiso,
is first calculated from the system in the ferromagnetic state nominally at 0 K, and then
scaled using a Curie-Weiss factor, Φ, in order to match the paramagnetic regime typical
of NMR experiments.
δFC =
Aiso106Φ
2hν (4.1)
with
Aiso =
2
3µ0µBµNgegI |ψ
α−β
N |2 (4.2)
and
Φ = B0µ
2
eff
3kBgeµBS(T − θ) (4.3)
where h is the Planck constant, ν is the Larmor frequency, |ψα−βN |2 is the unpaired spin
density at the Li nuclear position, B0 is the static magnetic field, µeff is the effective
electronic magnetic moment, µB is the Bohr magneton, S is the formal electronic spin of
the paramagnetic center(s), kB is the Boltzmann constant, ge is the free-electron g-value,
gI is the nuclear g-factor, T is the temperature used in the experiments, here estimated
to be 320 K to account for frictional heating due to MAS NMR, and θ is the Weiss
constant. In this work, µeff is taken to be the spin-only value of 2µB
√
S(S + 1). This is
considered a good approximation for the class of systems studied here. As an example,
in the case of LiMn2O4 with an average oxidation state of Mn3.5+, S = 1.75, and the
calculated spin-only value is µeff = 4.39 µB, in good agreement with the experimental
µeff range of 4.33− 4.36 µB reported by Masquelier et al. [198].
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Methodology For Calculating the Magnetic Parameters, θ and Φ
Values of θ were obtained ab initio by calculating the magnetic exchange coupling con-
stants, J , by a multivariate linear regression of the DFT-calculated energies of systems
with different magnetic configurations of coupled spins, following the approach presented
in Section 2.5.2. The calculations of the various exchange coupling constants were per-
formed on selected structures, i.e., the lowest energy configurations for the LiTi0.5Mn1.5O4,
LiTiMnO4, LiTi1.25Mn0.75O4 and LiTi1.5Mn0.5O4 stoichiometries, containing networks of
Mn3+/4+, Mn3+, Mn2+/3+ and Mn2+ ions, respectively. When equivalent Mn-Mn interac-
tions are present in different lattices, the corresponding J values were found to differ by
less than 3%, differences arising from local distortions of the optimized geometries. All
of the considered structures containing Mn3+ ions were found to exhibit a cooperative
Jahn-Teller distortion.
Methodology of Hyperfine Coupling Constant, Aiso, Calculation
The isotropic value of the hyperfine tensor, Aiso, in equation 4.2, was calculated with
DFT by integrating the unpaired electron spin density, |ψα−βN |2, directly at the Li nuclear
position in the ferromagnetic state, then scaled to the paramagnetic regime by multiplying
it by the scaling factor Φ (equation 4.1) [61]. The bond pathway decomposition method
presented by Middlemiss et al. [63] was followed, to obtain the Mn-O-Li Fermi contact
bond pathway contribution from each Mn ion to the total Li shift, using the computed
site-specific scaling factor, Φi.
Details of Hybrid DFT/Hartree Fock Calculations of Paramagnetic Shifts
All calculations of magnetic and hyperfine parameters were performed in CRYSTAL09[161],
a solid-state DFT code using a Gaussian-type basis set to describe core states accurately.
Because of the high dependence of the calculated paramagnetic shifts on the quality of
the Gaussian basis sets, two types were utilized: a smaller basis set for geometry optimiza-
tions, and a more extended basis set for hyperfine and magnetic single-point calculations.
All-electron atom-centered basis sets comprising fixed contractions of Gaussian primitive
functions are employed throughout for the calculations done with CRYSTAL. Two levels
of basis sets are used: the first and smaller set used for geometry optimizations is of the
form (7s 2p 1d)/[1s 2sp 1d] for Li; (10s 4p 1d)/[1s 2sp 1d] for O; and (20s 12p 5d)/[1s
4sp 2d] for Mn and Ti, where the values in parentheses indicate the number of primitives
within each shell and the values in square brackets the contraction scheme [108]. In the
more extended provision used for the calculation of hyperfine AFC and Adip parameters,
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modified IGLO-III sets are adopted for O, taking the form (10s 6p 2d)/[6s 5p 2d] for O
[63]. A flexible and extended TZDP-derived basis of the form (9s 2p)/[5s 2p] is used for
Li, and Ahlrichs DZP-derived sets of the form (13s 9p 5d)/[7s 5p 3d] are applied for Mn
and Ti [63]. These sets are consistent with those used in a recent previous calculation of
hyperfine parameters in a series of Mn-oxides [12, 66].
All calculations were performed with hybrid functionals in the spin polarized state.
Previous ab initio studies on 7Li paramagnetic NMR shifts show that values obtained
using 20% and 35% Hartree Fock (HF) exchange provide the upper and lower bounds for
the experimental shifts [62, 63]. Hence separate calculations were performed with the
B3LYP functional with 20% HF exchange [169] (denoted HYB20) and a modified B3LYP
with 35% of HF exchange (denoted HYB35). The convergence of the energy and the
spin density were checked with respect to the number of sampled points in the reciprocal
space. The reciprocal space sampling was performed with a k-point grid of 4 × 4 × 4
points in the simulated cells, which contain 56 atoms. Self-consistent field cycles were
converged to an energy difference of 2.7× 10−6 eV.
4.3.3 Simulation and Fitting of the 7Li NMR Spectra
Random Solution Model of a Single Phase
To use the Fermi contact bond pathway contributions, calculated from DFT, to simulate
model NMR spectra, one needs to know the possible cationic environments around the
lithium ions and the population distribution amongst these environments. The simplest
approximation that can be made to obtain such distributions of environments is to
consider that there is no cation ordering and thus the cations are randomly distributed
in the sites available to them. This approach corresponds to the random solid solution
model. In the regular spinel structure, Li centers have the following neighbouring cations:
• each Li in a Td site has 12 neighbor cations located on Oh sites, which are each
bound via an oxygen bridge and considered to contribute to the overall Fermi
contact shift of this lithium;
• each Li in an Oh site has 12 neighbor cations, 6 of which are in Td sites and 6 of
which are in Oh sites, which are each bound via an oxygen bridge and considered
to give (different) contributions to the overall Fermi contact shift of this lithium.
To simulate the NMR spectrum we thus need to know i) how the Li ions are distributed
between Td and Oh sites and ii) what ions are present in each Li neighboring shell. Once
we know these possible configurations, we can calculate the corresponding Fermi contact
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shifts and estimate the probability of these environments in order to simulate the NMR
spectrum. In the random solution model, for each Li environment with a given number
of Mn and Ti neighbors, the number of all possible configurations is calculated, with
the corresponding probability p modulated by the stoichiometric ratio of the ions in the
structure. For each environment, a Gaussian distribution is then generated, of the form
G = p ·exp[−(δ−∑ δpath)2/(2 ·ω2)]. In this formula, p is the probability associated with
the environment considered, δ is the range of resonance values for which the distribution
is calculated, ∑ δpath is the sum of all relevant bond pathway contributions to the shift
involved in the particular environment and ω is the Gaussian width. An approximate
Gaussian peak width of 15 ppm was used to model the individual environments, based on
previous NMR studies on LiMn2O4 [49]. The simulated NMR spectrum is then obtained
as the sum of the Gaussian plots corresponding to the various environments present in
the system.
Reverse Monte Carlo Simulations of a Single Phase
While in some cases, the random solution model provides a good agreement with the
experimental data, in other cases, such as the LiTi1.5Mn0.5O4 material studied here, it does
not and there is a need to calculate the populations of lithium environments according
to different conditions. Here, for this purpose, we use a simulation method inspired by
Reverse Monte Carlo approaches. The idea of a Reverse Monte Carlo simulation is to
build a large simulation box that is representative of the system under study and to
explore the effect of configurational changes. Starting from an initial configuration, i.e. a
large number of ions with defined positions in space, we allow certain moves which are
accepted or rejected depending on their agreement with chosen constraints.
In the present case, we built the large simulation box by replicating an initial spinel
structure corresponding to LiTi1.5Mn0.5O4 in the P4332 space group. The initial structure
contained 56 atoms corresponding to i) 8 Li ions in Td sites (8c), ii) 12 Ti ions and
4 Mn ions in Oh sites (12d and 4b, respectively) and iii) 32 oxygen sites (8c and 24e).
This simulation box was replicated 10 times in all three dimensions leading to a large
simulation box containing 8,000 Li ions, 12,000 Ti ions, 4,000 Mn ions and 32,000 oxygen
ions. We checked that this 10×10×10 system is large enough by simulating some of the
NMR spectra with a larger box of 15×15×15 repeat units. The results from the two
system sizes showed no significant differences, and so the size of the 10×10×10 cell was
considered to be sufficient. Once the initial simulation box is built, the Monte Carlo
method proceeds via the steps below:
• swap two cations;
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• characterize the new Li environments;
• accept or reject the move according to a set of chosen rules.
The swaps can be done between Li, Mn and Ti belonging to octahedral sites (or to
tetrahedral sites) or between cations belonging to different structural sites. If the
simulations are done without constraints, all the swaps will be done randomly. If the
simulations are done under constraints, the swaps which do not lead to Li environments
conflicting with the set constraints will always be accepted, while the swaps leading to
unwanted Li environments will be accepted with a small probability. The acceptance
probability of unwanted moves is Pacc = exp(−Ea/kBT ). Here, for all simulations, Ea
was taken to be 10 eV, i.e. the probability of having unwanted Li environments is very
close to zero. In addition to the swaps between the cations present in the structure,
the Monte Carlo moves can include changes between different cation types. This is
needed in order to reach some of the intermediate x values in the series. For example, on
going from LiTi1.5Mn0.5O4 to LiTi1.4Mn0.6O4, a number of Ti ions need to be replaced by
Mn ions and some Mn2+ ions (the only Mn oxidation state possible for LiTi1.5Mn0.5O4)
will be converted to Mn3+ ions. These changes in cation types are also made with or
without constraints. Once a satisfactory representation of the system has been reached,
in terms of i) Li distribution in Td and Oh sites, and ii) stoichiometry of the structure,
the number of Li cations in each environment are simply counted, the corresponding
shifts are calculated and, as in the random solution model representation, the simulated
NMR spectrum is then obtained by summing the Gaussian plots corresponding to the
various environments present in the system.
Model for Two Phase Systems
The random solution model and Monte Carlo approaches described above were first used
to simulate homogeneous (single-phase) systems. In the LiTixMn2−xO4 series, this single
phase representation is able to depict only part of the series of materials. In order to
investigate the possibility of having inhomogeneous systems, we simulated independently
two single-phase NMR spectra and summed them according to the fractions of the
structure corresponding to each of the phases present in the system. In the Monte
Carlo simulations, we built a single simulation box with two regions, each of the regions
corresponding to a given phase.
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4.4 Results and Discussion
4.4.1 Geometry Optimization and Energy Profile
Figure 4.2 compares the formation energies of a number of structures in the LiTixMn2−xO4
series with energies below 0 eV, which are all obtained using the search strategy described
in the previous section. The full set of simulated structures is shown in Figure 4.3. The
convex hull (tie-line in Figure 4.2) is obtained by joining the stable structures obtained
by the search. The LiTi1.5Mn0.5O4 phase corresponds to the bottom of the hull, with the
lowest energy configuration having all the Mn2+ ions on tetrahedral sites, in agreement
with the results of Petrov et al. based on X-ray diffraction[186]. This configuration
corresponds to the phase having a 1:1 Mn2+:Li+ mixed occupancy of the Td sites, and
a 0.75:0.25 Ti4+:Li+ mixed occupancy of the Oh sites, i.e., in the A[B2]O4 notation,
Li0.5Mn0.5[Li0.5Ti1.5]O4, with cubic P4132 space group symmetry. For stoichiometries
with x > 1.0, which have mixed Mn2+-Mn3+ oxidation states, the lowest energy structures
are the ones having Mn2+ ions on tetrahedral sites, and Mn3+ and Ti4+ on octahedral
sites, consistent with previous X-ray diffraction results[186]. For stoichiometries of
0.2 ≤ x < 1.0, which have mixed Mn3+-Mn4+ oxidation states, the lowest energy
structures are the ones having full Li occupancy of the tetrahedral 8a sites, and Mn3+-
Mn4+-Ti4+ on the octahedral 16d sites. For the case of x = 1.0, the normal spinel
(Li[TiMn3+]O4) has all Mn ions nominally in the 3+ oxidation state. Our results show
that this ordering does not correspond to the lowest energy structure of this composition.
The thermodynamically favorable ordering for x = 1.0 is the partially inverse spinel with
mixed Li-Mn2+ occupancy of the tetrahedral (8a) sites, and mixed Li-Mn3+-Mn4+-Ti4+
occupancy of the octahedral (16d) sites, in agreement with previous X-ray diffraction
studies[186, 185]. The mixed Mn oxidation state in the inverse spinel results from the
charge dispropotionation of Mn3+(8a)+Mn3+(16d) → Mn2+(8a)+Mn4+(16d), in agreement with the
preferential occupancy of the Td (8a) sites by Mn2+ over Mn3+[186, 185]. However, our
results show that configurations with mixed Li-Ti occupancy of the tetrahedral sites and
mixed Li-Mn3+-Ti occupancy of the octahedral sites are thermodynamically unfavorable,
in contrast with recent results based on X-ray diffraction and absorption studies [187].
According to the presented analysis based on the calculated formation energies, we
can gain some insights into the more stable cation distributions in the spinel lattice, and
the results we work with are gathered in Table 4.1.
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Fig. 4.2 Formation energy per LiTixMn2−xO4 formula unit vs fractional Ti concentration
(x) in the LiTixMn2−xO4 series. The convex hull is indicated with a dashed line, and only
the configurations with energies below 0 eV are shown. Insets show the minimum-energy
structure for each of the studied points of the series. The majority of the structures with
energies plotted on the Figure have Ti4+ ions on octahedral sites, those with Ti4+ on
tetrahedral sites are indicated by blue circles corresponding to Oh Mn and outer magenta
squares corresponding to Td Ti.
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Fig. 4.3 Formation energy per LiTixMn2−xO4 formula unit vs fractional Ti concentration
in the LiTixMn2−xO4 series. The convex hull is indicated with a dashed line, and
the entire set of calculated configurations is shown. Insets show the minimum-energy
structure for each of the studied points of the series. The majority of the structures with
energies plotted on the Figure have Ti4+ ions on octahedral sites, those with Ti4+ on
tetrahedral sites are indicated by blue circles corresponding to Oh Mn and outer magenta
squares corresponding to Td Ti.
x in LiTixMn2−xO4
0.2 ≤ x < 1.0 x = 1.0 1.1 ≤ x ≤ 1.5
Td Sites Oh Sites Td Sites Oh Sites Td Sites Oh sites
Li+ Mn3+ Li+ Li+ Li+ Li+
Mn4+ Mn2+ Mn3+ Mn2+ Mn2+
Ti4+ Mn4+ Mn3+
Ti4+ Ti4+
Table 4.1 Summary of the energetically favorable tetrahedral (Td) and octahedral (Oh)
occupancies throughout the LiTixMn2−xO4 series.
4.4.2 Solid-state NMR
Full one-dimensional 7Li double-adiabatic spin-echo [192] spectra of the LiTixMn2−xO4
powder samples (0.2 ≤ x ≤ 1.5) are given in Figure 4.4a. The double-adiabatic spin-echo
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sequence was chosen to obtain an efficient inversion of the whole spinning-sideband
pattern, here of more than 400 kHz width [199]. The corresponding central regions of the
spectra are shown in Figure 4.4b. The intensity ratio between the centreband and the
sidebands did not change across the spectra, and for this reason we only fit the isotropic
resonances. The variety of Li environments occurring in each phase leads to multiple
distinct resonances, and a broad isotropic region. The resonances, on average, range
from around 500 ppm to around 30 ppm with the increase in Ti concentration. We also
note that the spectrum is significantly broader for intermediate x values, with the central
regions covering a range of almost 600 ppm for 0.6 ≤ x ≤ 1.0.
The distribution of discrete resonances giving rise to the broad spectra observed are
due to Li ions in different local environments. These Li ions have different numbers
of Mn2+, Mn3+ and Mn4+ ions in their local coordination sphere, each contributing
differently to the 7Li Fermi contact shift. The shifting of the resonances to lower
frequency with the increasing Ti concentration is consistent with the decrease in the
average Mn oxidation state and the decrease in the overall concentration of paramagnetic
Mn ions. [48]. A more detailed understanding of the structural differences across the
series is now presented, based on the DFT analysis of the Fermi contact interaction.
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Fig. 4.4 (Figure 4.4a) 7Li NMR spectra of the LiTixMn2−xO4 series, with the first-order
sidebands enlarged in the top insets. Figure 4.4b shows an expanded view of the isotropic
resonances of the spectra.
4.4.3 DFT Calculation of Magnetic and Hyperfine Parameters
As described previously (Equation 4.3), the magnetic scaling of the hyperfine interaction
was modeled via a mean field approach based on the exchange coupling interaction
between Mn pairs, as shown in Figure 4.6. Mn3+ has a (t2g)3(e∗g)1 electronic configuration
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which makes it Jahn-Teller active. Consequently, different exchange couplings and Fermi
contact interactions were identified, depending on whether the pathway involves the
Jahn-Teller lengthened or shortened Mn-O bond. The calculated Jn values are presented
in Table 4.2. The results agree well with the values reported by Lee et al. and Clément et
al. for similar Mn-oxides, such as MgMn2O4 [66] and NaMnO2 [12]. Additionally, the
accuracy of the calculated exchange integrals is tested for the LiTi0.4Mn1.6O4 case, by
comparing the magnetic scaling factors obtained with the mean field approach and by
using the experimental magnetic susceptibility. The LiTi0.4Mn1.6O4 molar magnetic
susceptibility measured experimentally over the 2− 350K temperature range is shown in
Fig. 4.5.
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Fig. 4.5 Experimental molar magnetic susceptibility vs. temperature curve for
LiTi0.4Mn1.6O4.
As derived by Kim et al. [61], the bulk value for the magnetic scaling factor can be
calculated from the experimental molar magnetic susceptibility (using the equivalent
expression presented by Cle´ment et al. [12]):
Φ = B0χm
geµBSNA
(4.4)
where B0 is the external magnetic field strength, χm is the experimental molar
magnetic susceptibility, ge is the free electron g-value, µB is the Bohr magneton, S is the
formal spin of the transition metal species and NA is Avogadro’s number.
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In the case of LiTi0.4Mn1.6O4 presented here, a bulk molar susceptibility of 7.69×
10−3 emu.mol−1 is obtained at the temperature of 320 K. Taking B0 = 4.72 T as the
NMR external magnetic field, the net oxidation state of Mn3.375+, hence S = 1.8125,
and using eq. 4.4 with the experimental value of χm, a bulk magnetic scaling factor
Φexpt = 0.024 is obtained. This result is compared with the value of the bulk magnetic
scaling factor calculated with Mean Field approach described in Section 3.2.1, using the
computed exchange coupling constants J3 - J4 - J5 summarized in Table 4.2. A lattice of
LiTi0.4Mn1.6O4 composition is simulated, containing 51 Mn sites, and a bulk magnetic
scaling factor ΦMeanField = 0.018 is obtained at the temperature of 320 K. The values
obtained using the experimental χm and the Mean Field approach are in good agreement,
indicating that the calculated exchange constants are reasonably accurate.
The magnitude of the exchange interactions is sensitive to the distance between the
coupled ions, as well as to the coupling mechanism between the involved orbitals. As
an example, we compare the exchange interactions between Mn3+-Mn3+ in octahedral
sites. The J4 coupling (Figure 4.6, center) involves four Jahn-Teller shortened Mn-O
bonds, which allow direct overlap between the Mn t2g orbitals, leading to a strong
anti-ferromagnetic exchange interaction. The J3 coupling (Figure 4.6, center) involves
two Jahn-Teller shortened and two Jahn-Teller elongated Mn-O bonds, the latter ones
reducing the direct overlap between t2g orbitals, and hence the strength of the direct
exchange interaction. The superexchange interaction between the orbitals along the Jahn-
Teller axis (dz2 − dxz/yz) results in a combination of weak ferro- and anti-ferromagnetic
interactions, resulting in a significantly smaller J3 coupling that is anti-ferromagnetic
overall.
c axis
(Jahn-Teller axis)
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Fig. 4.6 Mn-Mn exchange coupling constants identified in the studied systems, i.e.
LiTi1.25Mn0.25O4 for J1 and J2, LiTiMnO4 for J3 and J4, and LiTi0.5Mn1.5O4 for J5. For
each Jn, the reported value corresponds to the average between the HYB20-HYB35
results.
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Jexc
J type Magnetic Interaction Mn-Mn angle
degree, ◦ HYB20 HYB35
J1 Mn2+ - Mn3+ JT short 120.2 -5 K -3 K
J2 Mn2+ - Mn3+ JT long 120.1 -1 K -1 K
J3 Mn3+ - Mn3+ JT short - JT long 90.6 -8 K -3 K
J4 Mn3+ - Mn3+ JT short - JT short 97.2 -41 K -32 K
J5 Mn4+ - Mn3+ JT short - JT long 96.1 15 K 13 K
Table 4.2 Comparison of the calculated Mn-Mn exchange coupling constants for pairs
of ions interacting via an oxygen bridge. For the couplings involving Mn3+ ions, the
nature of Jahn-Teller shortened or lengthened bond involved in the interaction is also
specified. The results obtained with the HYB20 and HYB35 hybrid functionals are shown
separately. Different Jn types are labeled as in Figure 4.6.
The possible Mn-O-Li bond pathways were identified for Li occupying Td as well as
Oh sites. All the Li environments and corresponding pathways are described in Fig. 4.7,
and are presented in Table 4.3. As rationalised by Carlier et al. [14] and summarised in
Figure 2.2 of Section 2.3.1, the transfer of paramagnetic electron spin from the Mn t2g/e∗g
orbitals to the s orbitals of the Li occur primarily via a superexchange-like mechanism.
As presented in equation 4.1, the sign and magnitude of the Fermi contact shift are
determined by a combination of factors. The extent of the transferred spin density, as
well as the strength of the magnetic interaction discussed previously, strongly depend
on the bond distances between the involved sites, and on the orbitals involved in the
interaction [14]. The Mn-O-Li pathways in these systems involve intermediate angles
(neither exactly 90◦ nor exactly 180◦), hence the spin-density transfer deviates from a pure
delocalization/polarization mechanism, and a complex combination of both processes is
expected to occur. Nonetheless, we take the Li-O-Mn3+ pathways, P1 and P2 (Figure 4.7,
top), as examples to give an approximate rationalization of the mechanisms involved. The
P1 pathway involves the Jahn-Teller shortened Mn-O bond, with positive transfer of spin
density from the dxy orbital via a delocalization mechanism. The P2 pathway involves
the Jahn-Teller lengthened Mn-O bond, and a combination of positive delocalization
transfer from the dxz/yz orbitals and a negative polarisation transfer from the dz2 orbital
results in a weaker net Fermi contact interaction with the Li site.
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Fig. 4.7 7Li bond pathway contributions to the Fermi contact shift for a lithium center
(in green) in a tetrahedral site (top) or in a octahedral site (bottom), each coordinated by
twelve TM sites (in purple) via oxygen (in red) bonds. Manganese is shown in yellow, blue
and grey for Mn2+, Mn3+ and Mn4+, respectively. For each bond pathway contribution,
P, the reported value corresponds to the average between the HYB20-HYB35 results.
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Li env. Pathway Mn neighbor Mn-Li dist. Mn-O-Li angle Shift - H35; H20 Average Shift
Å degree, ◦ ppm ppm
Li Td
P1 Mn3+ Oh - JT short 3.5 120.2 34; 39 37
P2 Mn3+ Oh - JT long 3.6 114.0 10; 16 13
P3 Mn2+ Oh 3.5 115.2 24; 32 28
P4 Mn4+ 3.5 116.2 50; 64 57
Li Oh
P5 Mn2+ Td 3.5 114.0 15; 18 17
P6 Mn2+ Oh 3.0 92.3 -54; -73 -64
P7 Mn3+ Oh - JT long 3.6 91.6 150; 98 124
P8 Mn4+ Oh 3.5 92.0 213; 151 181
Table 4.3 Comparison of the calculated Mn-O-Li pathway contributions to the 7Li Fermi
contact shift, obtained either with HYB20 or HYB35 functional. The table rows on
the top show the possible neighbouring TM sites transferring unpaired-electron spin
density to a Li center in a tetrahedral site, while the table rows on the bottom show the
possible sites transferring unpaired-electron spin density to a Li center in a octahedral
site. Pathways are labelled as in Figure 4.7.
4.4.4 Simulation and Fitting of the Experimental 7Li NMR
Spectra
We now demonstrate how the bond pathway contributions calculated in Table 4.3 can be
used to model the 7Li NMR spectra of the LiTixMn2−xO4 series, allowing us to extract
detailed local structural information. The shift values calculated with the HYB20 and
HYB35 functionals give the upper and lower bounds, however, in the following analysis
we use a pragmatic approach in which the HYB20 and HYB35 results are averaged
to give a single value for each pathway, P, as shown in Table 4.3. For all the systems
containing Mn3+, we model the Jahn-Teller distortion as a dynamic process in which the
timescale of the changes in local Mn-O bond lengths is much faster than the typical NMR
timescale [63]. As a consequence, we assume that the shifts corresponding to Mn3+-O-Li
are well represented by a weighted average with 2/3 of Jahn-Teller-short and 1/3 of
Jahn-Teller-long pathway contributions.[63]
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For all the systems containing exclusively Mn3+ and Mn4+ ions, i.e. the 0.2 ≤ x ≤ 0.8
stoichiometries, we make an additional assumption. In this case, we consider that
the timescale of electronic conduction is fast compared to the NMR timescale. This
means that we can consider only one shift corresponding to an average oxidation state
of the Mn ions. The weighted average depends on the stoichiometry of the system,
as the average oxidation state is a function of the Ti content of the material. For
example, for LiTi0.2Mn1.8O4, the average Mn oxidation state is 3.444 while it is 3.375
for LiTi0.4Mn1.6O4. As a result, the net shift contributions are: 41 ppm for a Mn3.44+
in LiTi0.2Mn1.8O4, 39 ppm for a Mn3.38+ in LiTi0.4Mn1.6O4, 37 ppm for a Mn3.29+ in
LiTi0.6Mn1.4O4, and 33 ppm for a Mn3.17+ in LiTi0.8Mn1.2O4. This assumption, as well
as the accuracy of the calculated bond pathway shift contributions, is tested with respect
to the 7Li NMR shift of LiMn2O4. This material has been extensively studied with NMR:
as discussed in detail by Lee et al. [50], the NMR spectrum of LiMn2O4 with Li in the
tetrahedral 8a position, is dominated by one major resonance with an isotropic shift of
512− 520 ppm, the exact value varying between samples and likely the temperature of
the measurement. In this stoichiometry, Mn is present in an average oxidation state of
3.5+. Combining the shift contributions that we obtained with DFT, summarised in
Table 4.3, and accounting for a dynamic Jahn-Teller distortion, our calculations predict
a net shift contribution of 43 ppm from a Mn3.5+ ion. Given that in the LiMn2O4 spinel
structure, each Li is bonded via the oxygen to 12 Mn ions, the overall calculated Li NMR
shift is 12× 43ppm = 515 ppm, in very good agreement with the experimental shift.[50]
LiTi0.2Mn1.8O4
We begin our analysis of the NMR results by considering the member of the series with the
lowest Ti concentration, i.e. LiTi0.2Mn1.8O4. For this system, the 7Li NMR spectrum was
simulated assuming a random distribution of ions in the Li local coordination shell. All Li
ions are considered on the tetrahedral sites, following our observation that the presence
of Ti4+, Mn3+ and Mn4+ in tetrahedral sites is energetically unfavorable. The total DFT
predicted spectrum is shown in Fig. 4.8a, with the individual peaks shown in Figure
4.8b. The spectrum is obtained as a Gaussian distribution of resonances corresponding
to each Li environment with the associated total Fermi contact shift obtained as a sum
of the DFT-calculated pathway contributions. The Li environment corresponding to each
resonance differs from the others by the number of Ti centers among the 12 neighboring
sites.
The experimental 7Li NMR spectrum of LiTi0.2Mn1.8O4 was then fitted, as shown
in Fig. 4.8a. A good fit is obtained by using 5 more intense peaks of Voigt lineshape
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and two very weak peaks. The shift contributions predicted with DFT match very well
with the values obtained from the experimental fit, with a maximum discrepancy of 16
ppm. The five main peaks extracted from the fit are assigned to Li sites with 12 Mn
neighbors (fit: 512 ppm, DFT: 496 ppm), 11 Mn and 1 Ti neighbors (fit: 464 ppm, DFT:
454 ppm), 10 Mn and 2 Ti neighbors (fit: 417 ppm, DFT: 413 ppm), 9 Mn and 3 Ti
neighbors (fit: 370 ppm, DFT: 372 ppm), and 8 Mn and 4 Ti (fit: 324 ppm, DFT: 331
ppm), as shown in Figure 4.8a. Moreover, the relative intensities of the different peaks
are accurately reproduced by the model that considers a random distribution of Ti4+ and
Mn3.44+ among the octahedral sites. The weak peak at 595 ppm is also predicted by DFT
with the model that does not consider a dynamic exchange between Mn3+ and Mn4+.
In particular, the shift of the Li environment coordinated with 3 Mn3+ and 9 Mn4+ is
calculated to be 599 ppm, in good agreement with the experimental shift of 595 ppm.
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Fig. 4.8 (4.8a) Comparison of the experimental isotropic region of the 7Li NMR spectrum
of LiTi0.2Mn1.8O4 (in black, with the fitting shown in red), and the DFT-simulated
resonance assuming a random distribution of Ti4+ and Mn3+/4+ (in dashed red). Also
shown are the peaks used in the fitting of the experimental spectrum (purple, green,
yellow, magenta, blue, cyan and gray peaks). (4.8b) For comparison, the peaks obtained
in the DFT-simulated random distribution model are shown, following the same coloring
scheme as in Figure 4.8a.
Figure 4.9 shows the results of the model that does not consider a dynamic exchange
between Mn3+ and Mn4+. The lineshape of the spectrum simulated in this way is in
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less good agreement with the experimental NMR spectrum, confirming that the fast
Mn3+/4+ hopping rate in the experimental NMR conditions is a good assumption for
these systems.
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Static Mn3+-Mn4+ Model
Fig. 4.9 Comparison between the experimental (solid black line) and the simulated 7Li
spectrum of LiTi0.2Mn1.8O4 based on the random solution model, assuming a dynamic
exchange (dotted red line) and no exchange (dotted blue line) between Mn3+ and Mn4+.
0.4 ≤ x < 1.0 stoichiometries
Following the successful description of the cation ordering for LiTi0.2Mn1.8O4 with
the random distribution model, we apply the same approach for the 0.4 ≤ x < 1.0
stoichiometries. As shown in Figure 4.10, the deconvolution of the isotropic region
for LiTi0.4Mn1.6O4 deviates significantly from the spectrum simulated for the random
distribution model. The disagreement between the experimental NMR spectra and the
simulations based on the random distribution model persists for all the 0.4 ≤ x < 1.0
cases, as shown in Figure 4.11.
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Fig. 4.10 Results of the fitting of the 7Li NMR spectrum for the LiTi0.4Mn1.6O4, and
comparison with the random model predicted with DFT.
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Fig. 4.11 Comparison of the experimental isotropic region (in solid line) of the 7Li NMR
spectrum of LiTixMn2−xO4, and the simulated region assuming a random distribution of
Ti4+ and Mn3+/4+ in a single-phase model (dashed line). The red, green, black, magenta
and blue lines are for x = 0.2, 0.4, 0.6, 0.8, 1, respectively.
By comparing the NMR fit of the isotropic region for LiTi0.2Mn1.8O4 (Figure 4.8a),
and that of LiTi0.4Mn1.6O4 (Figure S3), we notice that i) the major contributing peaks of
the x = 0.2 spectrum have the same shifts as five of the major peaks in the x = 0.4 case,
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and ii) the spectrum of the x = 0.4 case shows an additional broad feature that extends
between 300 and 100 ppm, which is absent in the spectrum of x = 0.2. In LiTi0.2Mn1.8O4,
Mn has a net charge of 3.44+, while in LiTi0.4Mn1.6O4, Mn has a net charge of 3.375+,
each with different Fermi contact shift contributions to the neighboring Li center (41
ppm for Mn3.44+ and 39 ppm for Mn3.375+). The fact that the fits of the spectra for
the x = 0.2 and for the x = 0.4 cases give the major peaks at exactly the same shifts
indicate that in the x = 0.4 cases these correspond to Mn4+−rich Li environments. The
spectrum of the x = 0.4 case simulated for the random Mn3.375+-Ti distribution does not
show shifts lower than 240 ppm, in disagreement with the experimental spectrum. This
suggests the presence of Mn3+-rich Li environments in the structure. The 7Li isotropic
region for LiTi0.4Mn1.6O4 is hence modeled as a 1 : 1 combination (i.e. an average)
of the LiTi0.2Mn1.8O4 and LiTi0.6Mn1.4O4 experimental spectra. The resulting peaks,
shown in Figure 4.12, reproduce the experimental spectrum of the x = 0.4 case very well,
indicating a coexistence of Mn4+−rich and Mn3+−rich domains.
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Fig. 4.12 Comparison of the experimental isotropic region of the 7Li NMR spectrum of
LiTi0.2Mn1.8O4 (in red), LiTi0.4Mn1.6O4 (in green), and LiTi0.6Mn1.4O4 (in black), and
the calculated LiTi0.4Mn1.6O4 (in dashed green) isotropic peak. This is obtained by
taking the average of the peaks of (x = 0.2, x = 0.6).
The spectra for the x = 0.6 and x = 0.8 show a gradual shift of resonances towards
lower frequency with the increasing Ti concentration, indicative of a continuous solid
solution behavior [186].
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LiTiMnO4
As described in Figure 4.2 and in Table 4.1, for the x = 1 case our calculations predicted
that the configuration with mixed Li-Mn2+ tetrahedral and Li-Mn3+/4+-Ti octahedral
occupancies is more favorable than the normal spinel (Li[Mn3+Ti]O4). Studies based
on X-ray diffraction reported 20%− 30% Li occupancy of the Oh site (or, equivalently,
20% − 30% Mn2+ on the Td site) [186, 185]. In an attempt to model the spectrum
for LiTiMnO4, we hence consider a random cation distribution for the normal spinel
lattice (Li[Mn3+Ti]O4), as well as for the partially inverse lattice with 30% site inversion
(Li0.7Mn2+0.3[Li0.3Mn4+0.3Mn3+0.4Ti]O4). The results are shown in Figure 4.13.
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Fig. 4.13 Comparison of the experimental isotropic region of the 7Li NMR spectrum of
LiTiMnO4 (in solid black line), with the simulated spectrum of the normal Li[TiMn3+]O4
(in dashed red line, Fig. 4.13a), and the simulated spectrum of the partially inverse
Li0.7Mn2+0.3[Li0.3Mn3+0.4Mn4+0.3Ti]O4 (in dashed red line, Fig. 4.13b). Also shown are the peaks
corresponding to Li(Td) environments (in dashed blue lines), and to Li(Oh) environments
(in dashed gray lines).
The spectrum simulated for the partially inverse case (Figure 4.13b) shows shifts over
the entire 0− 700 ppm region of the experimental spectrum, while the simulation for the
normal spinel (Figure 4.13a) only shows shifts between 20 − 300 ppm. This confirms
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the presence of both Li(Td) and Li(Oh) environments in the structure, as predicted by
our calculations (Table 4.1). However, the lineshape of the experimental spectrum is
not well reproduced by the simulation for the disordered Li0.7Mn2+0.3[Li0.3Mn3+0.4Mn4+0.3Ti]O4
lattice, particularly between 0− 100 ppm and 350− 450 ppm. This indicates that the
cations are not distributed randomly in the structure, and cation ordering determines
the preferential presence of certain environments over others. Due to the configurational
complexity of the system, which contains Li/Mn2+,3+,4+/Ti ions and mixed occupancy of
the Td and Oh sites, further work would be needed in order to systematically analyze
the configurational energies of different orderings [200], as well as to possibly account for
the electroneutrality principle [201].
LiTi1.5Mn0.5O4
We now turn to the interpretation of the NMR spectra for the Ti-rich part of the series,
starting with the end member LiTi1.5Mn0.5O4. In this system, we expect Li+, Mn2+ and
Ti4+ cations to be present. The formation energies calculated with DFT shown in Figure
4.2 indicate that it is energetically favorable for Mn2+ ions to be on tetrahedral sites,
leading to (at least) a fraction of the Li ions on the octahedral sites, also suggested by
previous X-ray studies [186]. This fraction is referred to as the inverted fraction of Li,
y, in the notation Li1−yMny[LiyTi1.5Mn0.5−y]O4. The first model we test is a random
distribution of Mn2+/Li+ ions on tetrahedral sites and Li+/Mn2+/Ti4+ on octahedral
sites. The simulated NMR spectra are shown in Figure 4.14 for various inverted fractions
of Li from y = 0.0 (i.e. Li[Ti1.5Mn0.5]O4) to y = 0.5 (i.e.Li0.5Mn0.5[Li0.5Ti1.5]O4). When
the inverted fraction is y = 0.5, all Mn2+ are on tetrahedral sites while half Li ions are on
octahedral sites and half Li ions are on tetrahedral sites. None of the spectra show good
agreement with the experiment. The simulated spectra show two main features in strong
disagreement with the experimental data, i.e. resonances at 0 ppm and some at negative
frequencies, which are clearly not present in the experimental NMR spectrum. In order
to use this information, we thus turn to another strategy and follow an approach similar
to Reverse Monte Carlo where constraints are imposed. We use as a starting point a
spinel structure with a P4332 symmetry, as this was suggested by X-ray studies on this
material [186]. In our starting P4332 structure, the lattice is characterized by a full Li
occupancy on the tetrahedral sites, and a full Ti/Mn occupancy of the octahedral sites
(i.e. a regular spinel structure). This ordering corresponds to the presence of only one
type of Li environment with 9 Ti4+ and 3 Mn2+Oh neighbors. The calculated shift is 3× 28
ppm= 85 ppm, in clear disagreement with the experimental NMR. Starting from the
fully regular structure, the Monte Carlo simulation then allowed for some fraction of
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Li to move onto the octahedral environment, with the consequent swap of Mn onto the
tetrahedral sublattice. After each swap, the Li coordination environments are checked
and the corresponding shifts are calculated. If the swap leads to a “wrong“ shift (a shift
≤ 0 ppm), it will be accepted but only with a very low probability.
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Fig. 4.14 Isotropic region of the experimental 7Li NMR spectrum of LiTi1.5Mn0.5O4
(dotted black line), and the NMR results of the Monte Carlo simulation of
Li1−yMny[LiyTi1.5Mn0.5−y]O4. Red, green blue, magenta, yellow and cyan lines for
y=0, 0.1, 0.2, 0.3 and 0.4, respectively.
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Fig. 4.15 (Fig. 4.15a) Isotropic region of the experimental 7Li NMR spectrum
of LiTi1.5Mn0.5O4 (solid black line), and the NMR results of the Reverse Monte
Carlo simulation of Li1−yMny[LiyTi1.5Mn0.5−y]O4. Dotted magenta, green, blue
and yellow lines for y=0, 0.1, 0.2, and 0.3, respectively, and dotted red line for
Li0.6Ti0.1Mn0.3[Li0.4Ti1.4Mn0.2]O4. (Fig. 4.15b) Isotropic region of the experimental
7Li NMR spectrum (in solid black line) and the simulated spectrum (in dotted red line)
of Li0.6Ti0.1Mn0.3[Li0.4Ti1.4Mn0.2]O4. For each Li coordination, the corresponding peak is
shown, as calculated with the Monte Carlo method. The corresponding cation ordering
in the P4332 lattice is shown in the top-left inset.
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The results of the Reverse Monte Carlo approach are shown in Figure 4.15a. The
best agreement between simulation and experiment is obtained for the y=0.4 case,
shown more in detail in Figure 4.15b, corresponding to Li0.6Ti0.1Mn0.3[Li0.4Ti1.4Mn0.2]O4
lattice of P4332 symmetry, with the repeated unit shown in the inset of Figure 4.15b.
The Li environments present in the lattice are also shown in the Figure with the
associated NMR peaks. The good agreement between the model and the experimental
spectrum allows us to conclude that the spinel network of the LiTi1.5Mn0.5O4 system,
of P4332 symmetry as previously reported [186], contains mixed cation occupancy of
Li, Mn2+ and Ti in both tetrahedral and octahedral environments. The presented
analysis also allows us to derive a specific cation ordering within P4332 network, i.e.
(Li0.6Ti0.1Mn0.3)8c[(Li0.1Ti1.4)12d(Li0.3Mn0.2)4b]O4.
1.1 ≤ x ≤ 1.4 Stoichiometries
The Reverse Monte Carlo approach was implemented further, to analyse the NMR spectra
of the intermediate 1.1 ≤ x ≤ 1.4 systems. We first look at the LiTi1.4Mn0.6O4 material
using exactly the same approach as for LiTi1.5Mn0.5O4 but now having a mix of Mn3+
and Mn2+ ions. As highlighted previously from the DFT results, the presence of Mn3+
on tetrahedral sites is unfavourable. The NMR spectra simulated for an homogeneous
LiTi1.4Mn0.6O4 system and various inverted fractions are shown in Figure 4.16. It is
clear from the comparison with experiments that this model is not sufficient to describe
the system. In particular, there is a broad peak with a large shift (∼ 200 ppm) which
cannot be explained by this model, while the region of the spectrum between 0−100 ppm
decreases in intensity but does not vary in shift compared to the LiTi1.5Mn0.5O4 case.
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Fig. 4.16 Isotropic region of the experimental 7Li NMR spectrum of LiTi1.4Mn0.6O4
(dotted black line), and the NMR results of the constrained Monte Carlo simulation of
Li1−yMny[LiyTi1.4Mn0.6−y]O4. Red, green, blue and magenta lines for y=0, 0.1, 0.2, and
0.3, respectively, and yellow line for Li0.6Ti0.1Mn0.3[Li0.4Ti1.3Mn0.3]O4
In order to use this information, we modify the model so to retain the P4332 ordering of
the Mn2+-rich phase, as shown for the x = 1.5 case, while including a random distribution
of cations in the Fd3¯m Mn3+-rich phase, as shown for the 0.2 ≤ x ≤ 1.0 cases. In these
simulations, a Gaussian width of 50 ppm was found to be required to model the Fd3¯m
domain, while a Gaussian width of 12 ppm was again found to be sufficient to model the
P4332 domain. This difference between the peak widths may be rationalized in terms
of the higher degree of disorder among the Li environments present in the Fd3¯m phase
compared to the more ordered P4332 phase. The approach is followed for the entire
1.1 ≤ x ≤ 1.4 series. Furthermore, for each composition the Monte Carlo simulation also
optimized the inverted fraction, y, within the P4332 phase, and so we obtain: for x = 1.4
Li0.8Mn2+0.2[Li0.2Mn2+0.2Mn3+0.2Ti1.4]O4, for x = 1.3 Li0.86Mn2+0.14[Li0.14Mn2+0.16Mn3+0.4Ti1.3]O4, for
x = 1.2 Li0.92Mn2+0.08[Li0.08Mn2+0.12Mn3+0.6Ti1.2]O4. The results are shown in Figure 4.17. The
good agreement between the simulated and the experimental NMR spectra throughout
the 1.1 ≤ x ≤ 1.5 series suggests that as Mn2+ starts to be formed in the system,
it preferentially occupies the tetrahedral environment, determining a partial ordering
between Li−Mn2+ Td-Oh sites in the P4332 symmetry, while the regular Mn3+-rich
component retains a random distribution of cations consistent with the Fd3¯m symmetry.
As NMR probes structural short-range ordering, it does not allow us to distinguish
the sizes of the Fd3¯m and the P4332 phases. Since previous diffraction studies [186],
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(0.2 ≤ x ≤ 1.5): A combined experimental 7Li NMR and first principles study
which are sensitive to long-range ordering, reported a single P4332 phase behavior for
1.2 ≤ x ≤ 1.4, this may suggest that the Fd3¯m−P4332 phase segregation is on the local
scale, potentially forming small domains.
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Fig. 4.17 Comparison of the experimental isotropic region (in solid line) of the 7Li
NMR spectrum of LiTixMn2−xO4, and the simulated region (in dashed line) assuming
a distribution of Ti4+, Mn2+ and Mn3+ in a two-component model (purple, blue, grey,
green and orange for x = 1.5, 1.4, 1.3, 1.2, 1.1, respectively).
The combination of first-principles shift calculations, random solution / Monte Carlo
model and experimental NMR enabled us to acquire a detailed understanding of the
complex trend of cation ordering in the mixed LiTixMn2−xO4 series. This is of particular
interest in regards to the application of this material as a cathode in rechargeable Li-ion
batteries. The high degree of cation disorder found at intermediate 0.2 ≤ x < 1 values of
the series may hinder a cooperative Jahn-Teller distortion in the bulk, and facilitate the
mechanical stability during electrochemical cycling. On the other hand, the observed
increasing ratio of Li(Oh)/Mn2+(Td) mixing with increasing x may hinder the extraction
of Li+ from the structure, effectively resulting in a lower capacity.
4.5 Conclusions
A detailed solid-state 7Li NMR and first-principles DFT study of the cation ordering
and the structural changes in the LiTixMn2−xO4 series (0.2 ≤ x ≤ 1.5) was presented.
7Li MAS NMR spectra were obtained for the LiTixMn2−xO4 series, using state of the art
spectroscopic methods for paramagnetic solids. The methodology used to analyse the
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NMR results involved the ab initio calculation of the magnetic and hyperfine parameters,
obtaining a breakdown of the possible contributions to the 7Li NMR shift. These were
combined into random distribution and Reverse Monte Carlo models to simulate the
7Li NMR spectra of the LiTixMn2−xO4 series. For x = 0.2, a random distribution of
octahedra Mn3+/4+/Ti4+ cations in the Fd3¯m structure was determined, evolving into an
inhomogeneous lattice of Mn3+-rich / Mn4+-rich phases for x = 0.4, and a single-phase
solid solution for x = 0.6 and x = 0.8. The x = 1.0 case showed partially inverse ordering
of Mn3+/4+−Ti4+−Li (Oh) and Mn2+−Li(Td) sites. In the 1.1 ≤ x ≤ 1.5 structures, the
results showed the preferential formation of co-existing disordered Mn3+−rich (Fd3¯m)
and ordered Mn2+−rich (partially-inverse P4332) phases. Additionally, for LiTi1.5Mn0.5O4
a specific cation ordering within the partially inverse spinel framework of P4332 symmetry
was determined, i.e. (Li0.6Ti0.1Mn0.3)8c[(Li0.1Ti1.4)12d(Li0.3Mn0.2)4b]O4. The ability of the
DFT results to reproduce the experimental 7Li NMR data is promising. The presented
methodology in general, and the DFT-calculated 7Li NMR shifts in particular, pave the
way to a detailed rationalization of the solid-state NMR spectra of other paramagnetic
solids. The combination of the calculated NMR shifts with the random distribution and
Reverse Monte Carlo methods represents a robust approach, which can be extended
to include additional energetic / configurational constraints to analyse other complex
systems of interest to the battery field, such as LiZnxMn2−xO4, LiNixMn2−xO4, and the
Li-excess Li1+αMn2−αO4 materials.

Chapter 5
DFT Investigation of the Effect of
Spin-orbit Coupling
on the NMR Shifts in Paramagnetic
Solids
Abstract
Chapters 3 and 4 described how the combination of first principles and experimental
methods can be used to obtain strucutral information from the NMR spectra of struc-
turally complex paramagnetic solids, based on the analysis of magnetic and hyperfine
interactons in the spin-only case.
In this Chapter, the formalism of the paramagnetic NMR shielding in the presence
of spin-orbit coupling is extended to solid systems with multiple paramagnetic centres.
This Chapter demonstrates how the single-ion Electron Paramagnetic Resonance (EPR)
g-tensor is defined and calculated in periodic paramagnetic solids. The hyperfine tensor
and the g-tensor are calculated with density functional theory (DFT) to show the validity
of the presented model and to demonstrate how these interactions can be combined to
give the overall paramagnetic shielding tensor, σs. The method is applied to a series of
olivine-type LiTMPO4 materials (with TM=Mn, Fe, Co and Ni) and the corresponding
7Li and 31P NMR spectra are simulated. The analysis of the effects of spin-orbit coupling
and of the electron-nuclear magnetic interactions on the calculated NMR parameters is
discussed. A detailed comparison is presented between contact and dipolar interactions
across the LiTMPO4 series, in which the magnitudes and signs of the non-relativistic and
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relativistic components of the overall isotropic shift and shift anisotropy are computed
and rationalized.
5.1 Introduction
It has been presented in the previous sections how particularly the hyperfine interaction in
paramagnetic solids provides detailed information concerning the structural and chemical
environment of the NMR observed centre (OC) [9–11, 63, 14]. However, the interpretation
of these spectra proves very challenging, as the presence of the paramagnetic centres
results in multiple effects on the observed NMR lineshapes [15–18]. It was shown that
the through-bond transfer of unpaired-electron spin density onto the nuclear position of
the OC induces hyperfine Fermi contact shift, and the through-space hyperfine dipolar
interaction between the magnetic moments of the unpaired-electron spin density and
that of the observed nucleus results in a significant broadening of the spectrum. In
the presence of spin-orbit coupling, the deviation of the g-tensor from the free-electron
g-factor, known as the g-shift, modifies both the Fermi-contact and dipolar contributions
to the shift. In particular, the combination of the anisotropy of the g-tensor and the zero-
field splitting interaction with the dipolar coupling lead to a through-space contribution
to the paramagnetic shift, referred to as pseudo-contact shift. The spin-orbit correction
to the Fermi contact term via the isotropic g-shift also adds a contribution to the NMR
shift. All these terms depend on the electronic structure of the TM. The pseudo-contact
term depends on the distance between the OC and the paramagnetic centre(s), and on
the relative orientation of the g- and hyperfine tensors, and the contact term depends
on the through-bond transfer of unpaired electron density to the OC. In addition, the
coupling between the g-shift and the hyperfine dipolar tensor modifies the NMR shift
anisotropy. To help with the often challenging interpretation of the paramagnetic NMR
spectra, first principles quantum-mechanical studies can provide detailed insight at the
atomic and electronic level, and substantial progress has been made particularly in the
computational modeling of the hyperfine interaction in extended paramagnetic systems
[14, 61, 63]. However, in most of the previous works on solids in which the paramagnetic
ion is a major constituent of the lattice, the spin-orbit coupling effects on the NMR shift
are included in an empirical effective magnetic moment.
The explicit inclusion of the g-tensor in the description of the NMR spectrum is less
extensively formulated for solid systems, and has mainly been presented for isolated
paramagnetic centres [202–204], with only a preliminary study on paramagnetic networks
[205]. This Chapter extends the current methodology to include a description of the
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g-tensor in solids with multiple TM centres, and to investigate the resulting effects of spin-
orbit coupling on the NMR spectra of periodic solids, which is of central importance in the
analysis of many technologically relevant systems, such as battery materials. An analysis
of the g- and hyperfine tensors in periodic solids is presented. A model for the derivation
of the paramagnetic shielding is described, that allows the separation of the contributions
to the isotropic shift and shift anisotropy. The method is applied to the investigation
of the 7Li and 31P NMR shifts of olivine-type LiTMPO4 (TM=Mn, Fe, Co and Ni).
These materials, and in particular LiFePO4 [44] and its Mn-substituted derivatives [206],
are commercially relevant lithium-ion battery positive electrode (cathode) materials.
Computational results from solid-state Density Functional Theory (DFT) are compared
to the experimental shifts obtained for the corresponding powder samples [207, 208]
and a method to extract individual g-tensors in solids containing high concentration of
paramagnetic centres from DFT calculations is demonstrated.
The work presented in this Chapter is included in the paper "DFT investigation of the
effect of spin-orbit coupling on the NMR shifts in paramagnetic solids" [209]. This work
benefited from the intellectual input of Andrew Pell, Ieuan Seymour, Davide Ceresoli,
Martin Kaupp and Clare Grey. All of the computational results and the analysis was
done by the current author.
5.2 Theory
The theoretical background of this study is based on the derivation, by Moon and
Patchkovski, of a formalism to describe the entire shift tensor including the effects of
spin-orbit coupling [20], later extended to the presence of zero-field splitting by Vaara et
al. [21, 22] and Soncini and Van den Heuvel [23]. The description of the paramagnetic
shielding tensor that will be adopted in this Chapter has been presented in Section 2.3.5,
and it will be briefly repeated for convenience.
In the presence of a single paramagnetic centre, the specific form of σs is derived to
be [18, 20, 21]
σs = −µB S(S + 1)3 h¯ γN k T g · A (5.1)
where the general form of the hyperfine tensor (up to second-order perturbation theory),
A, and the g-tensor, g, are [18]
A = (AFC + AFC,2)1 + Adip + Adip,2
g = (ge + ∆giso)1 + ∆g˜
(5.2)
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In eq. 5.1, µB is the Bohr magneton, S the electronic spin quantum number, h¯ the reduced
Planck constant, γN the gyromagnetic ratio of the observed nucleus, k the Boltzmann’s
constant and T the absolute temperature. The complete form of the shielding tensor
(equation 2.8) includes also the orbital component that is typically approximated to the
shift measured for an analogous diamagnetic system [18].
5.2.1 Contributions to the Paramagnetic Shielding Tensor
By substituting the expressions of A and g in equation 5.2 into the expression of σs in
equation 5.1, and retaining terms up to fourth order in the fine-structure constant, we
can break down the paramagnetic shielding tensor into the following terms. A detailed
description of the contributions to the shielding tensor was presented in Section 2.3.5
(Table 2.1).
• CONTACT TERMS
– a) geAFC, non-relativistic. Contribution: isotropic shift
– b) geAFC,2, relativistic. Contribution: isotropic shift
– c) ∆gisoAFC, relativistic. Contribution: isotropic shift
– d) AFC∆g˜, relativistic. Contribution: shift anisotropy
• DIPOLAR TERMS
– e) geAdip, non-relativistic. Contribution: shift anisotropy
– f) geAdip,2, relativistic. Contribution: shift anisotropy
– g) ∆gisoAdip, relativistic. Contribution: shift anisotropy
– h) ∆g˜Adip, relativistic. Contribution: isotropic shift and shift anisotropy
Solid-state density functional theory (DFT) calculations have been shown to be
extremely helpful in unravelling the NMR response of paramagnetic solids containing
multiple paramagnetic centres [14, 61, 62, 210]. The approach for the calculation of the
Fermi contact shifts and shift anisotropy in paramagnetic solids [63] is here extended
to include the spin-orbit coupling effect. In Ref. 63, the methodology for computing
Fermi contact interactions in solids was developed in which, among other systems, the
olivine-type LiTMPO4 materials were used as model systems. In the following discussion
of the treatment of spin-orbit coupling effects in solids the same systems are used to
allow direct comparison with prior work.
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5.2.2 Analysis of the g-tensor in Solids
The unit cell of the olivine-type LiTMPO4 structure with an orthorhombic Pnma space
group is shown in Figure 5.1. In order to explore the relationship between the overall
magnetic structure of the LiTMPO4 unit cell and that of an individual magnetic centre,
we now explore the symmetry relationships between the different TM sites.
(a) (b)
Fig. 5.1 (5.1a) Structure of the repeating unit of the olivine-type phase of LiTMPO4
(TM=Mn, Fe, Co, Ni) consisting of a distorted hexagonal close-packed oxygen (red)
framework. Phosphorus (pink) occupies an eighth of the tetrahedral sites, while the
two octahedral sites are occupied by lithium (green) and the TM (blue). (5.1b) The
four octahedral TM sites are labelled I, II, III, IV and occupy different spatial positions:
their environments (in pink, orange, light blue and blue respectively) are related to one
another as according to the orthorhombic symmetry of the Pnma space group.
The four TM sites I−IV occupy the same 4 cWyckoff positions and have the following
coordinates:
I : x+ 12 ,
1
4 , z¯ +
1
2
II : x¯, 34 , z¯
III : x¯+ 12 ,
3
4 , z +
1
2
IV : x, 14 , z
(5.3)
These equivalent positions are related by symmetry operations as defined by the space
group. For example, if we focus on the metal ion in site I, it transforms into site II via
either a two-fold screw rotation with the axis parallel to c, or a diagonal glide reflection
with the plane perpendicular to a; it transforms into III via either a rotoinversion or a
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two-fold screw rotation with the axis parallel to b and it transforms into IV via either a
two-fold screw rotation with the axis parallel to a or an axial glide reflection with the
plane perpendicular to c [211–213]. All these relations are summarised in eq. 5.4:
I↔ II : 2(0, 0, 12)
1
4 , 0, z ; n(0,
1
2 ,
1
2)
1
4 , y, z
I↔ III : 1¯ 0, 0, 0 ; 2(0, 12 , 0) 0, y, 0
I↔ IV : 2(12 , 0, 0) x,
1
4 ,
1
4 ; a x, y,
1
4
(5.4)
In the case where the system contains a unique TM species in a particular electronic
state in the weak exchange-coupling regime [214], the orientations of the site-specific
g-tensors are related by the same operations defining the symmetry of the unit cell. In
the Pnma space group discussed here, these are the same operations summarised in eq.
5.4 [215, 216]. Consider for instance the g-tensor of site I in Figure 5.1b and its relation
with those of the other sites: because of the operations given above, when expressed with
respect to the same reference frame, such as the unit-cell frame, the g-shift tensors of
sites I− IV are found to be:
∆gI =
∆g
x,x
I ∆g
x,y
I ∆g
x,z
I
∆gy,xI ∆g
y,y
I ∆g
y,z
I
∆gz,xI ∆g
z,y
I ∆g
z,z
I
 (5.5a)
∆gII =
 ∆g
x,x
I −∆gx,yI − ∆gx,zI
− ∆gy,xI ∆gy,yI ∆gy,zI
− ∆gz,xI ∆gz,yI ∆gz,zI
 (5.5b)
∆gIII =
 ∆g
x,x
I − ∆gx,yI ∆gx,zI
− ∆gy,xI ∆gy,yI − ∆gy,zI
∆gz,xI − ∆gz,yI ∆gz,zI
 (5.5c)
∆gIV =
 ∆g
x,x
I ∆g
x,y
I − ∆gx,zI
∆gy,xI ∆g
y,y
I − ∆gy,zI
− ∆gz,xI − ∆gz,yI ∆gz,zI
 (5.5d)
As a result of the symmetry relations among the various TM environments in the
orthorhombic group, the overall repeated-unit deviation from ge results in a diagonal
tensor, ∆gr.u., being the sum of the ∆g values of all the spin centres in the cell, with
the form shown in eq. 5.6. Thus, the diagonal components of the per-site ∆g are
obtained by dividing the repeated-unit g-shift by the number of TM centres of the cell.
It is important to stress that this result is not general and only occurs when all of the
g-tensors of the individual transition metal centres are constrained to be collinear by the
symmetry operations inherent to the space group symmetry of the lattice. We present a
more general approach below that can be utilised under conditions where this is not the
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case.
∆gr.u. = ∆gI + ∆gII + ∆gIII + ∆gIV
=
4 ∆g
x,x
I 0 0
0 4 ∆gy,yI 0
0 0 4 ∆gz,zI
 (5.6)
5.2.3 Analysis of the Hyperfine Tensor in Solids
The hyperfine tensor determining the paramagnetic shift of a particular observed site
modulates the contact and dipolar interactions between the nuclear spin of the OC
and the total spin of the unpaired electrons. In analogy to the analysis presented in
the previous Chapter, in a system such as the above example in Figure 5.1 where the
weakly exchange-coupled TM ions are a major constituent of the lattice, the hyperfine
tensor defined at the OC nuclear position is equal to the sum of the contact and dipolar
interactions with each of the surrounding TM sites. It has shown in the previous Chapter
also that the total Fermi contact term, AFC, can be decomposed into the sum of all
relevant pair-wise TM-O-OC bond-pathway contributions, allowing the unpaired-electron
spin density transferred for each individual TM site to the nuclear position of the OC
to be computed [63]. For the dipolar component of the hyperfine tensor, the long-range
anisotropic electron-nuclear interaction depends on the position vector originating at the
OC which connects it to the unpaired-electron spin density of each TM site. For the
olivine structure (Figure 5.2) the dipolar interaction between an OC, such as Li A, and
a particular paramagnetic site, such as TM-I, is different to the interaction between Li
A and TM-II because of their respective orientation. Also, the strength of the dipolar
interaction weakens with the distance between the involved centres, r, as 1/r3 [77].
5.2.4 Treatment of the Paramagnetic Shielding in Solids via
DFT
A detailed insight into the NMR response in solids containing multiple paramagnetic
centres is obtainable directly via periodic solid-state DFT studies. The bond-pathway
decomposition of the isotropic Fermi contact component of the total hyperfine tensor
can be calculated with DFT via the spin-flipping approach presented in the previous
Chapter [63]. In general the approach proves particularly accurate [63] because the
unpaired-electron delocalization is a short-range interaction. In the present study, we
demonstrate how the total dipolar hyperfine coupling can be decomposed using a similar
method. Firstly, the total dipolar hyperfine tensor is calculated at the OC as a result of
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(a) (b)
Fig. 5.2 (5.2a) Repeating unit of the olivine-type LiTMPO4 delimited by the dashed
box. The solid lines represent the pair-wise TM-O-Li bonds and denote the pathways of
delocalization of unpaired-electron spin density from each TM site to the nuclear position
of the OC, here the lithium site labelled A, as in Ref. 63. (5.2b) Periodic expansion
of the LiTMPO4 repeating unit; the arrows highlight the TM-OC pairs interacting via
magnetic dipolar coupling, and specifically underline the interactions between the lithium
site labelled A and one of the four inequivalent TM sites, here labelled as I, throughout
the periodically repeating units.
its magnetic interactions with all the TM sites in the ferromagnetic state. Subsequently,
the TM-specific contributions to the total dipolar term are obtained separately by flipping
each of the four TM spins labelled I− IV in the cell in Figure 5.2b. The difference in
the OC dipolar tensor due to the flip gives the contribution from each TM site. As
shown in Figure 5.2b for TM-I, flipping the spin of a paramagnetic centre in the unit cell
results in the spins of the same site in all neighbouring cells being flipped. The resulting
contribution to the dipolar tensor calculated at a particular OC, such as Li A in Figure
5.2b, is then due to the interaction of its nuclear moment with the electronic moment of
all the TM I ions throughout the lattice. This approach ensures that the spatial and
orientational dependence of the coupling are properly treated via the periodic boundary
conditions (PBC). The additivity of the contributions can be assessed by comparison
with the ferromagnetic alignment of all the TM spins, as for the Fermi contact analysis
[63].
In the current DFT approach, the g-tensor for a material containing multiple param-
agnetic centres is calculated by linear response [112, 113], which results in a single overall
g-tensor for the cell. The contribution to the g-tensor from a particular TM site can be
calculated by replacing the other TM sites in the cell with diamagnetic atoms. Care
must be taken in order to make sure that the resulting local distortions are negligible and
that the repeated unit is expanded enough so to avoid long-range interactions between
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TM sites through the PBC. Using this procedure, the only source of spin-orbit coupling
is due to the remaining paramagnetic centre and hence we obtain the g-tensor of this ion.
By calculating the ∆g for each TM site, the off-diagonal components of the g-tensor
are computed, which are required to give an accurate description of the coupling with
the Adip tensor. Once the g and Adip tensors have been computed, they are combined
to give the shielding tensor in eq. 5.1. As a result of the limitations of the available
computational methods for solid-state DFT, to the best of our knowledge the calculation
of the hyperfine relativistic corrections (AFC,2,Adip,2) are not currently possible, and so
we do not comment further on terms (b) and (f) in Section 5.2.1, which are expected
to be small for ligand hyperfine couplings, except for nuclei directly bonded to truly
heavy centres [217, 218]. The overall isotropic paramagnetic shift for an OC is calculated
as the sum of the contact terms (a) and (c) and the rank-zero component of term (h).
For the former two terms, we calculate the total AFC in the ferromagnetic state and
the sum of the four TM-specific ∆giso separately; for the latter we calculate separately
the coupling between the ∆g of each of the four TM sites and the corresponding Adip
tensor isolated via the aforementioned spin-flip approach. To obtain the total shielding
tensor, we sum the various products of these contributions and extract the corresponding
isotropic, anisotropic and asymmetry values.
5.3 Computational Methods
First-principles solid-state DFT calculations were performed within the Linear Combi-
nation of Atomic Orbital (LCAO) scheme with the CRYSTAL09 Code [161, 108] and
the Generalized Gradient Approximation (GGA) scheme with the QuantumEspresso
Package [114]. The calculation of the hyperfine properties was performed in CRYS-
TAL09 as previous studies [63, 90] have shown that the use of hybrid functionals in an
all-electron treatment provides good agreement with experiments. For this, three hybrid
exchange-correlation functionals were used: the PBE0 incorporating 25% Hartree-Fock
(HF) exchange [89, 219], shown to provide satisfactory performances for the electronic
and magnetic structures of the class of materials of interest [90], and the related 20%
HF hybrid (PBE20) and 35% HF hybrid (PBE35). The choice of studying these sys-
tems with a range of hybrid functionals was motivated by the known sensitivity of the
electronic delocalisation and spin polarisation on the percent of HF exchange included
[90, 63, 220, 221]. Two levels of all-electron atom-centered basis set were used, a smaller
set used for structure optimisation and a more extended one used for hyperfine calcu-
lations [63]. A total energy tolerance of 10−7 a.u. was chosen and the reciprocal-space
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sampling was performed with k-point grids of 2× 3× 4 points in the LiTMPO4 unit cell.
All-electron atom-centered basis sets comprising fixed contractions of Gaussian primitive
functions are employed throughout for the calculations done with CRYSTAL. Two levels
of basis sets are used: the first and smaller set used for geometry optimizations is of
the form (7s 2p 1d)/[1s 2sp 1d] for Li; (10s 4p 1d)/[1s 2sp 1d] for O; (16s 8p 1d)/[1s
3sp 1d] for P; and (20s 12p 5d)/[1s 4sp 2d] for Mn, Fe, Co and Ni, where the values in
parentheses indicate the number of primitives within each shell and the values in square
brackets the contraction scheme [108]. In the more extended provision used for the
calculation of hyperfine AFC and Adip parameters, modified IGLO-III sets are adopted
for O and P, taking the form (10s 6p 2d)/[6s 5p 2d] for O, and (11s 7p 3d)/[7s 6p 3d] for
P [63]. A flexible and extended TZDP-derived basis of the form (9s 2p)/[5s 2p] is used
for Li, and Ahlrichs DZP-derived sets of the form (13s 9p 5d)/[7s 5p 3d] are applied for
Mn, Fe, Co and Ni [63]. These sets are consistent with those used in a recent previous
calculation of hyperfine parameters in a series of Fe3+ phosphates [61]. In all cases,
Coulomb and exchange integral series tolerances were set at 10−7, 10−7, 10−7, 10−7 and
10−14 (as defined in the CRYSTAL09 documentation [108]).
As spin-orbit coupling effects are not treated in the version of CRYSTAL used in this
study, the Projector Augmented Wave (PAW) [151] QuantumEspresso package was used
to calculate g-tensors for the same systems, supported by previously presented results
obtained within this scheme [205]. For these calculations, the PBE exchange functional
was chosen [89]. Scalar-relativistic norm-conserving pseudopotentials with nonlinear core
correction were used, and the all-electron information was reconstructed using PAW and
gauge-including projector augmented-wave (GIPAW) [112, 113]. A plane wave cutoff
energy of 900 eV was chosen, yielding an energy convergence to within 6 meV per atom.
The same energy tolerance and k-mesh sampling as used in the CRYSTAL calculations
were once again used. For the calculation of per-site g-tensors, a 1 × 2 × 2 supercell
expansion of the crystallographic primitive cell was required, associated with a k-sampling
of 2× 2× 2. These supercells were made almost entirely diamagnetic by substituting
all but the TM site under study with Mg2+ ions. In the GIPAW implementation in the
Quantum-Espresso package, a mean-field approximation to the many-body Hamiltonian
is made and as a result, the spin-orbit and spin-other-orbit operators are represented as
a sum of one-electron terms, according to Ref. 113. Hybrid functionals were not used as
the calculation of the g-tensor via the linear response method is not currently supported
with these. Hence, calculations of g-tensors were compared for a pure GGA method and
a GGA+U method with the PBE functional. As will be discussed below, the former is
more appropriate for g-tensor calculations. The latter method, which is widely used in
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periodic DFT calculations of transition metal-contain systems, is an alternative approach
to the hybrid treatment and it involves the addition of a Hubbard U correction [91] to
specific subshells - here the 3d TM orbitals - to correct for effects due to the incorrect
treatment of electron correlations with the DFT approach [222]. This has previously been
shown to improve the description of the magnetic coupling constants and the electronic
structure of transition metal oxide systems [223, 224, 46], and to accurately predict
the respective ground-state d-level splitting pattern [225]. The rotationally invariant
treatment of U proposed by Dudarev et al. was here used [95], in which a single Ueff
parameter is applied to the d electrons of the transition metal species. The values of Ueff
were chosen from previous self-consistent determinations [223] and are reported in Table
5.1. The effect and validity of the addition of U to g-tensor calculations is explored.
The structures of LiMnPO4 [226], LiFePO4 [227] and LiNiPO4 [226] were fully relaxed
with both DFT packages independently. For LiCoPO4, the experimental structure
(Ref. 228) was used without further relaxation in order to avoid the difficulties in
optimising the distinct sublattice anions, as described in detail by Middlemiss et al. [63].
Furthermore, as derived in Ref. 61, the bulk magnetic properties of the materials affect
the paramagnetic shift. These effects are included in the treatment by modifying the
temperature dependence of the shift via the inclusion of the Weiss constant Θ. Hence,
the prefactor in eq. 5.1 used to calculate all terms in the σs becomes − µBS(S+1)3h¯γNKB(T−Θ) .
The temperature used in this work was 320 K to approximate the frictional heating
due to Magic Angle Spinning (MAS). The Weiss constants used for LiMnPO4, LiFePO4,
LiCoPO4 and LiNiPO4 are summarised in Table 5.1 [207]. For all of the materials
considered, the magnitude of the Weiss constant was found to be much lower than the
experimental temperature T = 320 K, which suggests that the spins can be treated
as being essentially uncoupled from each other as a result of thermal fluctuations. As
presented in equation 5.7, for every calculated tensor, λ, the resulting isotropic term λiso,
symmetric anisotropic value ∆λ and asymmetry parameter η were calculated following
the convention in Ref. 71. For any symmetric tensor in the principal axis frame, the
diagonal components are ordered such that |λzz − λiso|> |λyy − λiso|> |λxx − λiso|, with
λiso being the isotropic value defined in eq. 5.7, together with the second-rank tensor
anisotropy, ∆λ, and the asymmetry parameter, η:
λiso =
λxx + λyy + λzz
3
∆λ = λzz − λiso
η = λxx − λyy∆λ
(5.7)
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For the systems studied in this work, no explicit calculation of the orbital component of
the shielding tensor was included [18], as this contribution is very close to 0 ppm for the
diamagnetic analogue material LiMgPO4 [229].
Phosphate S µtheoeff a µ
expt
eff
a Θ a Ueff b
[µB] [µB] [K] [eV]
LiMnPO4 2.5 5.91 5.4 -58 3.92
LiFePO4 2 4.89 6.8 -161 3.71
LiCoPO4 1.5 3.87 5.0 -77 5.05
LiNiPO4 1 2.82 3.1 -60 5.26
Table 5.1 Summary of the parameters used in the calculation of hyperfine shifts: S, the
spin quantum number of the TM ion involved in each phosphate; the theoretical (µtheoeff )
and experimental (µexpteff ) magnetic moments in terms of the Bohr magneton (µB); Θ, the
Weiss constant in Kelvin; Ueff , the effective Hubbard correction applied to the relative
TM ion in eV. a Ref. 207. b Ref. 223.
5.4 Results and Discussion
For all the olivine LiTMPO4 structures considered in this work, the experimentally
observed unit cell parameters were in reasonable agreement with the optimised unit cell
parameters obtained from hybrid functionals (LCAO), GGA and GGA+U approaches,
as shown in Table 5.2.
The results of the g-tensor calculations are also shown in detail in Appendix A. As
discussed previously for systems of orthorhombic symmetry, for all the studied phosphates
the spin-orbit coupling effects at each TM site of the repeated unit are found to lead to
g-tensors with the same principal components, which are oriented relative to each other
according to the symmetry operations of the cell (eq. 5.5). The site-specific g-tensors
and the values obtained for the whole repeated unit comprising all paramagnetic ions are
compared in the Appendix A, the sum of the per-site g-tensors being very close to the
repeated unit gu.c. as expected from equation 5.6. Table 5.3 shows the isotropic giso values
calculated for an individual TM site for the four studied phosphates. Firstly it is clear
from Table 5.3 that the range of experimentally-determined isotropic g values obtained
5.4 Results and Discussion 125
a b c V
[Å] [Å] [Å] [Å3]
LiMnPO4 LCAO 10.14 5.94 4.64 289.78
GGA 10.39 6.09 4.72 299.5
GGA+U 10.42 6.14 4.75 297.90
Expt.[226] 10.33 6.01 4.79 302.00
LiFePO4 LCAO 9.92 5.75 4.63 279.57
GGA 9.82 5.71 4.63 259.61
GGA+U 9.76 5.70 4.56 303.74
Expt.[227] 10.02 5.85 4.68 291.39
LiNiPO4 LCAO 10.28 6.02 4.68 264.69
GGA 10.41 6.12 4.63 253.36
GGA+U 10.38 6.08 4.72 253.36
Expt.[226] 10.43 6.10 4.74 274.49
Table 5.2 Comparison of the cell parameters (in Ångstroms) of the olivine structures
optimized within the LCAO, the GGA and the GGA+U schemes and the experimental
values used as starting point for the DFT relaxations.
g˜aa, g˜bb, g˜cc giso
TM TM conf. gexptiso
GGA GGA+U GGA GGA+U
Mn2+ t32g e∗2g 2.00 2.00 2.00 2.00 2.00 a
Fe2+ t42g e∗2g 2.17, 2.23, 2.10 2.06, 2.03, 2.11 2.17 2.07 2.02 – 2.22 b
Co2+ t52g e∗2g 2.26, 2.40, 2.39 2.16, 2.12, 2.12 2.35 2.13 2.17 – 2.36 c
Ni2+ t62g e∗2g 2.25, 2.23, 2.25 2.14, 2.14, 2.13 2.24 2.14 2.15 d
Table 5.3 Comparison of the electronic configuration and the calculated g-tensors for
each different TM site in an octahedral crystal field as involved in the studied systems.
For each ion, the occupation of the 3d orbitals in an octahedral field is specified. For each
calculated TM-specific g-tensor the corresponding principal components (g˜aa, g˜bb, g˜cc)
and isotropic value (giso), calculated with pure GGA and with GGA+U, are reported
and compared with theisotropic g value determined experimentally with EPR (gexptiso ). a
Ref. 230, 231. b Ref. 232, 233. c Ref. 232, 234, 235. d Ref. 236.
from electron paramagnetic resonance (EPR) is broad for this class of LiTMPO4 olivine
systems, justifying further calculations to extract this parameter. All the calculated
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values of giso show a positive deviation from the free-electron g-value as expected for TM
ions with a more-than-half-filled 3d shell. The results reflect the trends expected based
on the electronic structure of the involved ions [77, 237]. The deviation from ge is found
to be negligible for Mn2+ as it has zero spin-orbit coupling as a result of the half-filled 3d
shell. For Fe2+, the effects of spin-orbit coupling result in a small deviation from ge, with
a calculated isotropic g-shift that falls within the experimental values shown in Table 5.3.
The effect of the spin-orbit coupling increases for octahedral Co2+, largely due to the
increased value of the spin-orbit coupling parameter moving across the 3d series, which
results in a larger deviation from ge.
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Fig. 5.3 Calculated isotropic value of the g-tensor shift, ∆giso, as a function of the Ueff
correction applied on Mn2+ (in red prisms), Fe2+ (in green squares), Co2+ (in blue circles)
and Ni2+ (in magenta triangles). For each case the isotropic value obtained with the Ueff
value used in prior DFT+U studies is indicated with a cross.
The dependence of ∆giso on the applied Ueff was studied, and the results are shown in
Figure 5.3. In all cases the deviation from the free-electron g-value is found to decrease
with increasing Ueff (converging to a plateau at high Ueff [238]). This is at first sight
surprising, as it is known that the Fermi contact shift for the same systems [239] decreases
with increasing Ueff , due to a reduction of the spin delocalisation from the 3d orbitals
to the nucleus of interest - which, in the study in Ref. 239, is Li. One would expect
the resulting larger spin density at the metal centre to enhance the g-tensor, due to
larger spin-orbit contributions from the heavier centre. This is what one observes in
g-tensor calculations on molecular 3d-complexes, where adding more exact exchange to a
hybrid functional increases the g-tensors [221]. Then why do Hubbard +U corrections
provide a change in the opposite direction? The reason is the increased energy gap, which
weakens the spin-orbit response contributions to the g-tensor (the gap enters the energy
denominator of the perturbation expressions). While the same increase of the gap also
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occurs with increasing HF exchange in hybrid functionals, in the latter case the effect
is overcompensated by the enhanced coupling terms contributed by the non-local HF
exchange potential [221], leading to an overall increased linear response. Such coupling
terms are absent in the DFT+U scheme, and thus the Hubbard terms move the results in
the wrong direction. While comparison with experimental ∆giso (Table 5.3) might suggest
improved agreement for DFT+U, this would indeed be due to compensation with other
errors. We thus have to conclude that, while DFT+U improves hyperfine interactions,
magnetic moments, band gap, and other aspects of electronic structure in the present
LiTMPO4 systems [240–243, 223], it is not suitable for response properties, unless one
finds a way to mimic the response coupling terms. A correct treatment of solid-state
g-tensors with hybrid functionals may provide a better route for future improvement.
Here we will pragmatically use the uncorrected GGA results for the g-tensors and will
combine them with hybrid-functional data for the hyperfine tensors. The results obtained
within the GGA+U scheme are reported in the Appendix for completeness.
The paramagnetic shielding tensor is calculated by combining the g-tensor data with
the hyperfine results according to eq. 5.1. The breakdown of the contributing terms
presented in Section 5.2.1 is shown for the studied systems in Table 5.4. The hyperfine
parameters are sensitive to the amount of Hartree-Fock exchange in the hybrid functional,
as smaller amounts of HF exchange lead to more delocalization of the d orbitals. For
simplicity, in Table 5.4 we only show the PBE0 results, while the PBE20 and PBE35
results, which can be considered as upper and lower bounds of the acceptable range
[90, 63], are shown in Appendix A. We now draw attention to the contributions to the
isotropic shift resulting from the non-relativistic - term (a) - and relativistic - terms (c)
and (h). With regards to the Fermi contact shift (a), the value of the isotropic term
depends on the fraction of unpaired-electron spin density transferred from the d orbitals
of the TM onto the s orbitals of the OC and on the covalency of the TM-O-OC bonds.
From the 31P results, the Fermi contact shift is found to decrease across the series going
from Mn2+ towards Ni2+, in line with the decrease of the number of unpaired electrons
in the t2g orbitals of the d-shell of the respective ions. Different unpaired-electron spin
density transfer mechanisms are involved in the different bond-pathway configurations, as
elucidated by Carlier et al. [14] for oxide based systems. This can be seen by comparing
the values of term (a) in Table 5.4 for 7Li: after the decrease of the Fermi contact shift
from the Mn2+ to Fe2+, caused by the smaller number of unpaired t2g electrons, we see
that the sign of the shift, and hence of the transferred spin density, inverts on going from
Fe2+ to Co2+ and Ni2+. For the Fe site, there is an equal contribution of spin density
transferred via a 90◦ pathway from the unpaired electrons in t2g orbitals and a 180◦
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pathway from the unpaired electrons in eg orbitals towards the Li site. In the first case
this corresponds to a positive transfer via a delocalization mechanism while in the second
case, this leads to a negative transfer via a polarization mechanism. Hence the overall
7Li Fermi contact shift in LiFePO4 is the result of these opposite contributions. For the
high-spin Co2+ case, the majority of spin density is transferred from eg orbitals and the
overall sign of the resulting Fermi contact shift becomes negative; finally for the Ni2+ case
all the spin density is transferred from the eg orbitals of the TM, leading to a larger and
still negative shift. Regarding the term (c) in Table 5.4, this contribution to the isotropic
shift represents the spin-orbit coupling correction to the Fermi contact interaction via the
isotropic g-shift. By comparing the results for the different cases, this term scales with
the extent of spin-orbit coupling for the involved TM ion. Term (c) for 7Li is negligible
for the Mn2+ case (0.3 ppm) and becomes progressively more significant when going from
Fe2+ (9.0 ppm) to Ni2+ (-31.4 ppm). This term depends on the strength of the Fermi
contact interaction, and it is interestingly shown to be non-negligible, particularly for
the 31P shift, due to the magnitude of AFC for this nucleus.
We focus now on the isotropic term resulting from the product (h) in Table 5.4
corresponding to the aforementioned pseudo-contact shift. We notice how the combination
of spin-orbit coupling and dipolar interaction results in a non obvious trend for this
isotropic shift. Although the deviation from the g-value almost doubles in going from Fe2+
to Co2+, the dipolar interaction is reduced to the point where the magnitude of the overall
pseudo-contact shift is larger for the former than for the latter. This result suggests
that although the 7Li shift is dominated by the contact contribution, the pseudo-contact
term can be non-negligible in these systems. The agreement between the total isotropic
shift obtained with DFT and the experimental value is still not particularly good for
the 7Li site. Part of the discrepancy is thought to be due to the neglect of the zero-field
splitting effects. Also, a careful analysis of the basis set and of structural optimization
is under investigation by some of the authors of this work, which are expected to have
an effect on the accuracy of the spin-density calculated at the nuclear position. For 31P
the agreement is more satisfactory, mainly because of the predominance of the Fermi
contact contribution to the total shift, as previously described. We now discuss the
terms in Table 5.4 contributing to the shift anisotropy, both non-relativistic (e) and
due to spin-orbit coupling ((d), (g), (h)). Focusing on the dipolar component of the
hyperfine tensor, Adip, there is a decrease along the series from Mn to Ni, hence giving a
progressively smaller contribution to the shift anisotropy, as seen by comparing terms (e)
of Table 5.4. The calculated tensor with no spin-orbit coupling inclusion corresponds
to the dipolar interaction between the magnetic moments of the observed nucleus and
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Fig. 5.4 Experimental (in solid red line) and fitted (in dashed blue line) 7Li and 31P
spectra of LiMnPO4 (Figure 5.4a and 5.4c respectively) and LiFePO4 (Figure 5.4b and
5.4d respectively). Isotropic peaks are marked with an asterisk. The experimental spectra
are taken from Ref. 62.
magnetic moment of the TM ion [61, 78]. Following the trend of µtheoeff for the considered
ions reported in Table 5.1, a progressively weaker dipolar interaction is observed when
going from Mn2+ towards Ni2+. The trend is more complex when spin-orbit coupling is
included, as seen from Tables 5.1 and 5.3: the ∆g and Adip tensors involved in terms
(g) and (h) of Table 5.4 follow opposite trends along the series of studied systems. The
contributions to the shift anisotropy are the product of these two terms, resulting in an
increase in the anisotropy when going from Mn2+ to Fe2+ and a decrease when going
from Fe2+ to Ni2+. For 31P the relativistic corrections to the shift anisotropy are found
to contribute significantly to the total value. For LiMnPO4 and LiFePO4, the total
shift anisotropy ∆δDFT is calculated from the coupling of the full A and g tensors as
in eq. 5.1. We stress that these values cannot be obtained by directly summing the
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7Li 31P
δiso
a ∆δDFT ∆δFIT ηFIT δiso a ∆δDFT ∆δFIT ηFIT
[ppm] [ppm] [ppm] [ppm] [ppm] [ppm]
LiMnPO4 67.9 1241.3 1159.9 0.8 7879 1098.9 963.3 0.8
LiFePO4 -16.8 884.6 1115.1 0.7 3558 -830.6 -865.0 0.7
Table 5.5 Results of the DFT calculated and fitted shielding anisotropy for 7Li and 31P
spectra of LiMnPO4 (shown in Figure 5.4a and 5.4c respectively) and of LiFePO4 (shown
in Figure 5.4b and 5.4d respectively). The results are reported as the isotropic shift
(δiso, ppm), the symmetric anisotropic value (∆δ, ppm) and the asymmetry parameter
(η, dimensionless). a The experimental spectra as well as the reported values for the
isotropic shifts (δiso) are taken from Ref. 62.
relevant terms - terms (d), (e), (g) and (h) in Table 5.4 - since each of these terms is
expressed with respect to its own principal frame, which is not necessarily unique for all
the tensorial products. Thus, the direct sum of the reported ∆δ values is not necessarily
appropriate because of the different reference frames of the various terms. By coupling
the whole hyperfine tensor and g-tensor we then obtain for 7Li ∆δDFT(Mn) = 1241.3
ppm and ∆δDFT(Fe) = 884.6 ppm, while for the 31P, ∆δDFT(Mn) = 1098.9 ppm and
∆δDFT(Fe) = −830.6 ppm. These values can be compared with the values of spin-dipolar
anisotropy obtained by fitting the solid-state MAS 7Li and 31P NMR spectra of the
LiMnPO4 and LiFePO4 powders (previously reported and shown in Figure S1 and Figure
1 of Ref. 62 for 7Li and 31P respectively). The results of the fitting carried out within
the DMFIT software [195] are shown in Figure 5.4 and summarised in Table 5.5. We
point out that the values for the 7Li and 31P isotropic shifts measured in Ref. 208 and
in Ref. 62, and reported in this work in Tables 5.4 and 5.5 respectively, are not exactly
equal. The NMR spectra of the two studies were acquired at different MAS speeds - 22.5
KHz in Ref. 208 and 60 KHz in Ref. 62. Hence, the discrepancy between the measured
isotropic shifts is thought to be mainly due to the different temperatures experienced by
the powder sample during the acquisition due to frictional heating caused by MAS. It is
interesting to note that the DFT results predict, for the 7Li spectra, a sideband pattern
of comparable width and anisotropy for both LiMnPO4 and LiFePO4, while for the 31P
spectra of the two phosphates the patterns are calculated to be of comparable width
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but of opposite anisotropy. These results are in reasonable agreement with the fitting
of the experimental NMR spectra, as summarised in Table 5.5. Of note, without the
inclusion of spin-orbit coupling we would not have been able to reproduce the correct
sign of the anisotropy for the 31P shift of LiFePO4. Errors between the fits and the
observed spectra are largely caused by bulk magnetic susceptibility (BMS) effects, which
vary from particle to particle and within a particle; BMS effects also contribute to the
discrepancy between the calculations and the fits [244]. Despite our neglect of this term,
this work represents to the best of our knowledge the first example of a paramagnetic
NMR anisotropy pattern simulation where hyperfine and spin-orbit coupling parameters
are obtained from first principles.
5.5 Conclusions
A method was presented, to include spin-orbit coupling effects in the calculation of the
paramagnetic NMR shielding for solid systems with multiple paramagnetic centres. It
was demonstrated how to combine the Fermi contact and dipolar hyperfine interactions
between the NMR-observed nucleus and multiple TM sites, with the g-tensor. The
hyperfine interactions and g-tensors in this study are calculated from first principles
through the use of solid-state DFT calculations. An accurate description of spin-orbit
coupling effects on the NMR signal of such systems can only be obtained by including
the g-tensor associated with each individual paramagnetic site of the solid. A calculation
performed for a system containing multiple paramagnetic ions leads to an overall g-
tensor for the whole unit cell. If the system contains paramagnetic ions with principal
components along different directions (as dictated by the symmetry operations of the
crystallographic space group of the material), or different types of paramagnetic ions,
then the overall tensor is not a simple sum of the individual tensors of the different ions,
unless they are all expressed with respect to a common reference frame. Furthermore, the
overall computed tensor cannot be used to determine the tensors for the individual ions.
Since the NMR and EPR parameters are influenced by the g-tensor of the individual ions,
we adopted a simple approach to extract these parameters, which involved substituting
all but one ion within the cell by diamagnetic ions. The first-principles approach is used
to study the NMR response of a series of olivine LiTMPO4 materials (TM=Mn, Fe, Co,
Ni). In particular, we show the importance of including spin-orbit coupling effects in
combination with the hyperfine interaction in order to obtain an accurate description of
the observed NMR chemical shift and shift anisotropy. The approach outlined here can
be readily applied to aid in the interpretation of the NMR spectra of a wide range of
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solid systems with multiple (and different) paramagnetic centres, allowing more detailed
structural and electronic information to be extracted from these systems.

Chapter 6
Bulk Magnetic Susceptibility Effects
on the 7Li NMR Shift
of LiFePO4 Single Crystals
Abstract
In the previous Chapters, the analysis of the NMR spectra of paramagnetic solids has
focused on the description and calculation of the local hyperfine and spin-orbit coupling
interactions between the observed nucleus and the nearby paramagnetic centres. In
addition to these interactions, the bulk magnetic properties of the paramagnetic system
may also affect the NMR spectrum of the observed nuclear spin. In this Chapter, a study of
the 7Li MAS NMR spectra of four LiFePO4 single crystals of different macroscopic shapes
is presented. The experimental shifts are compared to the bulk magnetic susceptibility
(BMS) shifts calculated for each of the four LiFePO4 crystals. The large variation in
7Li shift observed between the various samples is confirmed to be predominantly due
to the shape-dependent macroscopic shift effect, and the BMS shift in crystals of very
anisotropic shapes is found to be a major contribution to the total 7Li shift. The wider
aim of this work is to develop a methodology to calculate the isotropic and anisotropic
BMS effects on the NMR spectra of paramagnetic solids of complex shapes, as well as of
powder samples.
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6.1 Introduction
The previous Chapters of this Thesis have focused on the theoretical description and
interpretation of the local paramagnetic shielding tensor of an NMR observed nucleus.
As discussed in detail in Chapter 3 and Chapter 4, the presence of paramagnetic ions
coordinated with the NMR observed site results in the hyperfine interaction between
the observed nuclear spin and the unpaired spin density of the paramagnetic centers.
The isotropic hyperfine interaction results in a shift of the isotropic resonance of the
observed spin, known as Fermi contact shift [48]. The anisotropic hyperfine interaction
results in a broadening of the spectrum. As discussed in detail in Chapter 5, in the
presence of spin-orbit coupling, the interaction between the dipolar hyperfine coupling
and the anisotropic electron magnetic moment of the unpaired spin density leads to
a dipolar contribution to the paramagnetic shift, known as pseudo-contact shift. The
effects described so far are local interactions between the paramagnetic centers and the
observed nuclear spin.
In addition to these local interactions, the macroscopic magnetic properties of the
system may also affect the NMR spectrum [67, 26, 27]. When a finite-sized diamagnetic
or paramagnetic sample is placed in a magnetic field, the induced moment arising from
the bulk magnetic susceptibility (BMS) of the material generates a demagnetizing field.
This field either opposes or adds to the static external field [28], and, depending on the
sample shape and on the symmetry of the magnetic susceptibility tensor, can contribute
to both the shift and the line-broadening of the NMR spectrum. Typically, in weakly
paramagnetic materials the induced demagnetizing field is small, and the hyperfine
Fermi contact term is the dominant contribution to the measured NMR shift [48, 63].
However, in materials with large BMS the demagnetizing field can be sizeable, and
hence the induced shifts appreciable. This can be the case for paramagnetic powders of
highly anistropic crystallite shapes. The 7Li NMR shift of LiFePO4 powder, for example,
is reported in the literature for a range of resonances between −56 ppm to −8 ppm
[207, 208, 245, 246]. One contributing factor to this variation may in fact be due to the
difference in the particle shapes, hence BMS shifts, between the different powder samples.
Ultimately, the Fermi contact, pseudo-contact and BMS shifts, as well as the hyperfine
dipolar and BMS broadenings, are additive, and untangling these contributions to
rationalize the NMR spectrum of a paramagnetic material requires the ability to quantify
them separately.
Computational approaches, mainly based on density functional theory (DFT) methods
have been successfully developed, allowing a detailed first principles description of the
electronic structure and of the Fermi contact and pseudo-contact shifts, as well as the
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hyperfine dipolar broadening [14, 61, 63, 209]. Examples of this were presented in
Chapters 3, 4 and 5. For BMS contributions, however, the explicit dependence on the
single crystal geometry, or, in the case of powders, crystallite geometry, distribution, and
even container shape, means that the BMS shift calculations must typically be made on
a sample–to–sample basis.
This Chapter investigates the BMS shift in paramagnetic LiFePO4 single crystals
with a variety of different macroscopic shapes. The 7Li shift of each crystal is measured
using magic-angle spinning (MAS) NMR, employing an innovative 3D-printed rotor insert
design. The 7Li NMR spectra show a significant variation in the measured isotropic 7Li
shifts between crystals. BMS effects for each precise crystal geometry are calculated
using finite element micromagnetic simulations of the demagnetising field distribution
and the anisotropic magnetic susceptibility tensors experimentally determined for the
LiFePO4 crystal samples. The calculated BMS shift contributions, summed to the local
paramagnetic shift contributions, are in close agreement with the experimental results,
confirming that the large variation in shift is predominantly due to the shape-dependent
macroscopic BMS term.
The work presented in this Chapter benefited from the intellectual input of Liam
O’Brien, Andrew Pell, Michael Gaultois and Clare Grey. The LiFePO4 single crystals
were prepared by Yuri Janssen. Liam O’Brien performed the BMS shift calculations.
The current author performed all of the experimental work.
6.2 Theory
The theoretical description of the paramagnetic shielding tensor, σs, and the BMS
shielding tensor, σBMS, were presented in Section 2.3.5 and Section 2.3.6, respectively,
and a summary will be given here for convenience.
When an external magnetic field, H0, is applied to a paramagnetic crystal, a net mag-
netic moment µind is induced parallel to H0. In a macroscopic continuum approximation,
this moment can be described by a magnetisation per unit volume, M = µind
V
, which is
proportional to the external field [78]
M = µind
V
= χVH0 (6.1)
where V is the total crystal volume, and the volume magnetic susceptibility, χV, is
given by the magnetic susceptibility per molecule, χ, divided by the Avogadro number.
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If the electron orbital angular momentum is non-negligible, the total magnetic
moment µ becomes anisotropic as an effect of spin-orbit coupling, as does the magnetic
susceptibility. For an ensemble of paramagnetic ions, χ is represented by replacing the
free-electron g-value with an anisotropic g-tensor that parametrizes the non-zero electron
orbital angular momentum. The magnetic susceptibility tensor for systems containing
d-block transition metal ions (neglecting the effects of zero-field splitting, as discussed in
Section 2.3.4) can then be formulated as [77, 8]
χ = µ0µ
2
BS(S + 1)
3kT g · g
T (6.2)
where µ0 is the permeability of free space, µB is the Bohr magneton, ge is the free-
electron g-value, S is the electronic spin, k is the Boltzmann’s constant and T the absolute
temperature, and gT is the transpose of the g-tensor.
External field Magnetisation
Demagnetisation
Li
P
Fe
O
Ewald sphere
Fig. 6.1 Schematic representation of the model of a paramagnetic LiFePO4 crystal. A
crystal of arbitrary shape is shown, subject to an external magnetic field aligned along a
certain direction (blue arrow). The Ewald sphere is shown in the inset on the right-hand
side, with a radius much smaller than the dimensions of the crystal, but large enough so
that the sum of the local interactions contributing to σS converges. The remainder of the
crystal is treated as an uniformly magnetized continuum within which the bulk magnetic
susceptibility effects generate the σBMS contribution to the total shielding tensor of the
nucleus I, in this example being 7Li.
We now examine how the presence of paramagnetic centres affects the NMR spectrum
of the observed nucleus, with a particular focus on the BMS effects. Schwerk et al. [32]
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and Kubo et al. [26] presented a theoretical derivation of the isotropic BMS and the
anisotropic BMS effects on the NMR spectrum of homogeneous paramagnetic powders.
Dickinson et al. [33] extended the model based on classical electrostatics to calculate
the demagnetising fields of bulk samples, and the corresponding effects on the NMR
spectrum of inhomogenheous materials. Here, we use a similar approach to that of the
Kubo model, which is schematically represented in Figure 6.1 [26]. The model assumes
that the observed nucleus I is at the center of a local region, referred to as the Ewald
sphere, which has dimensions much smaller than those of the crystal. Within this region,
the nucleus experiences a local paramagnetic shielding tensor, σs, resulting from the sum
of hyperfine and spin-orbit interactions with the nearby paramagnetic centres, with the
radius of the Ewald sphere being large enough so that the sum converges. The remainder
of the crystal is then assumed to be a uniformly magnetised continuum, in which the
bulk magnetic susceptibility (BMS) effects contribute a BMS shielding tensor, σBMS.
The total shielding, σTOT, at the observed nucleus, I, is hence given by the sum of these
contributions:
σTOT = σs + σBMS (6.3)
In the presence of spin-orbit coupling, σs takes the form in equation 2.34. [78, 8]
As presented in Chapters 3, 4, 5, and in many other studies [202, 204, 12, 13, 66], first
principles calculations of hyperfine interactions have been successfully applied to various
paramagnetic systems, from molecules containing a single paramagnetic site to solids with
substantial paramagnetic centres throughout the lattice. Alternatively, the contributions
of σs to the NMR spectrum of a crystal can be experimentally approximated with
the shift of a powder sample of the same material, provided that the particle shape is
approximately spherical, so as to approximate the Ewald sphere described earlier (Figure
6.1). The latter is the approach that will be followed in this work.
As it was introduced in Section 2.3.6, to determine σBMS in equation 6.3, one
must consider the uniformly magnetised continuum, external to the Ewald sphere, as
schematically represented in Figure 6.1. In relatively simple crystal shapes (e.g. ellipsoids),
the demagnetising field, HD, generated due to the discontinuity of M at the sample
edges, takes the form [28, 76]
HD = −N ·M = −N · χ ·H0 (6.4)
where N is the two-dimensional demagnetising tensor, the rank-two part describing
the shape of the crystal, and with trace Tr(N) = 1. As described in Section 2.3.4, in
analogy with the nuclear Zeeman interaction, the demagnetising field essentially induces
140
Bulk Magnetic Susceptibility Effects on the 7Li NMR Shift
of LiFePO4 Single Crystals
an additional shielding at the nuclear spin, and the form of σBMS inside the crystal can
be derived as
σBMS(r) = χV · (N (r)T − 1) (6.5)
where 1 is the identity matrix. In this work we will be concerned with the isotropic
component of σBMS, which is determined by the on-diagonal components of N and χ,
so to obtain:
δiso,BMS = 13Tr[χV · (N (r)
T − 1)] (6.6)
In order to quantify the demagnetising field, and to compute σBMS, one needs to know
N and χV . In simple geometries, N can be analytically determined from the dimensions
of the sample. In more complex shapes, however, HD must be calculated numerically
using the precise sample geometry[26], as is the approach taken here. We note that the
local dipolar contribution to σs will inherently include the BMS contribution due to the
Ewald sphere itself. Therefore, to avoid double-counting the BMS contribution inside
the Ewald sphere, equation 6.6 is reformulated as
δiso,BMScalc. =
1
3Tr[χV · (N (r)
T − 131)] (6.7)
where 13χV is the demagnetising field inside the Ewald sphere. It is worth noting at
this stage that, considering equation 6.7, substantial BMS shifts are only observed in
samples where both χV and N are anisotropic, i.e., in crystals that are far from spherical
in shape.
6.3 Experimental Methods
6.3.1 LiFePO4 Crystal Growth, Basic Characterization, Single
Crystal Diffraction
Single crystals of LiFePO4 were prepared and characterized by Janssen et al., as described
in detail in Ref. [247]. To briefly summarize, the crystals were prepared by flux growth
techniques, using Li3PO4, LiCl, FeCl2 as reagents, heated to 810 ◦C, held at this
temperature for 2 h and then slowly cooled to 480◦C, after which the furnace was allowed
to cool naturally. The growth boules were then taken out of the crucibles, and the
LiCl-FeCl2 flux was dissolved with water or ethanol in an ultrasonic bath to reveal the
crystals. Single crystal alignments were done using both X-ray and neutron diffraction,
both collected at room temperature.
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Fig. 6.2 (Top) Schematic representation of the four LiFePO4 single crystals, labelled
Crystal 1 − 4. (Bottom) Schematic representation of the 3D-printed insert for the 4
mm rotor. The cavity in the middle of the insert is designed to host the crystal under
investigation. A set of inserts is fabricated, each with a cavity shaped to host a specific
crystal shape.
1                  2                  3                       4
mm
Fig. 6.3 Picture showing the four LiFePO4 single crystals, labelled Crystal 1− 4.
The four LiFePO4 single crystals used in this study, labelled Crystal 1− 4 hereafter,
are schematically shown in Figure 6.2 (Top) (real photograph in Figure 6.3), and have the
following dimensions along the principal crystallographic directions, (a, b, c), respectively:
(1.0×1.9×1.0) mm for Crystal 1, (1.1×1.4×1.7) mm for Crystal 2, (1.7×1.9×2.1) mm
for Crystal 3, and (2.3× 2.8× 0.9) mm for Crystal 4. For convenience, the dimensions of
the crystals are also summarised in Table 6.1.
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6.3.2 LiFePO4 Powder XRD and TEM
The carbon-coated LiFePO4 powder was synthesized by Strobridge et al. via the solid-
method described in Ref. [246]. The particle size of the LiFePO4 powder was determined
with powder X-ray diffraction (XRD) and transmission electron microscopy (TEM).
Laboratory X-ray diffraction (XRD) was performed with a PANalytical Empyrean diffrac-
tometer using Cu Kα radiation (λ=1.5406Å), and Rietveld refinement was performed
using the Topas Academic software package [248] using an initial model of LiFePO4
from Nyten and Thomas [249]. A NIST Si standard was run prior to refinements to
determine the instrument profile parameters, after which a size-strain analysis of the
LiFePO4 analyzed was performed during the Rietveld refinement using a voigt convolution
as described and discussed by Balzar et al. [250, 251] A total of 17 TEM images of
the LiFePO4 powder were obtained using a JEOL JEM-3010 Transmission Electron
Microscope (300 kV). The particle size distribution was calculated by directly measuring
the size of 30 different particles and averaging over their determined sizes.
6.3.3 Magnetic Measurements
Magnetization measurements were performed with a Quantum Design Material Property
Measurement System (MPMS). Magnetic moments of zero field-cooled crystals were
measured at temperatures from 2 K up to 301 K to obtain the dependence of magnetic
susceptibility on temperature, χ(T ) = dM/dH ≈ M/H. Each measurement was con-
ducted by mounting the crystal under investigation in epoxy resin aligned along one
of the a, b and c principal axes with respect to the external field. This allowed the
characterization of the susceptibility tensor along the three principal components of each
crystal.
6.3.4 Solid-state MAS 7Li NMR
Solid-state 7Li NMR spectra of the four LiFePO4 crystals and of the LiFePO4 powder
sample were acquired on a Bruker 200 Avance III spectrometer using a 4 mm probe,
with a magic angle spinning (MAS) frequency of 12.5 kHz; the one-dimensional 7Li
spectra were recorded using a double-adiabatic spin-echo sequence [192], employing a
pair of 50 µs tanh/tan short high-powered adiabatic pulses (SHAPs) of 5 MHz sweep
width [193, 194] and a 1.025 µs 90◦ excitation pulse. All pulses used a radiofrequency
(RF) field strength of 244 kHz. For each spectrum, 8192 scans were acquired using a
recycle delay of 30 ms. The pulse sequence used for the single-crystal NMR was modified
to include a trigger function, which allowed, within the same acquisition, each scan to
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start at the same rotor rotation angle, hence to obtain the side-band profile typical of
single crystals [252]. As a benchmark, the same pulse sequence is also used without the
inclusion of the trigger function. Without this option, the whole carousel is sampled, i.e.
each pulse sequence starts at a random and potentially different rotor (hence crystal)
rotation angle [253]. Over the entire set of scans, the sum over the collected spectra
will correspond to an average of the rotation-specific side-band profiles, hence giving a
fully in-phase side-band pattern. The spectra acquired without the trigger function are
performed to make sure that the determination of the isotropic shift is not affected by
the phasing of the spectrum.
The NMR spectra are performed under MAS. A set of rotor inserts was designed,
intended to encapsulate the crystal inside the rotor and to keep it firm in a fixed position
during the acquisition. A schematic of the insert is presented in Figure 6.2 (Bottom). The
insert consists of a plastic cylinder with a cavity in the middle that hosts the crystal. The
cavity of each insert is designed to host a specific crystal aligned in a certain orientation.
The insert is 3D-printed as two detached halves, which, once the crystal is aligned inside
the cavity, are put together and the resulting cylinder is tightened in Teflon seal tape
to ensure firmness inside the rotor. The plymer used for the 3D-print was acrylonitrile
butadiene styrene.
6.3.5 Calculation of the BMS Shift
Our approach to the calculation of the BMS shift implements a finite numerical model
to calculate the internal demagnetizing field distribution within a crystal of a given
shape, using the OOMMF code [254]. The precise crystal shape is extracted from the
analysis of high-resolution calibrated microscope images of the LiFePO4 single crystals,
and converted into a 3D mask. Where possible, individual face orientations and positions
are determined to create the 3D mask. For highly irregular and multifaceted samples (e.g.
Crystal 4), where such an approach is unfeasible, an outline mask is built up from images
of the sample oriented along specific crystal planes (e.g. ab, ac, bc planes). The mask is
then broken into a discrete mesh of cuboid cells, size, and uniform magnetization M .
M is aligned in turn along the three principal axes of the crystal, and the demagnetizing
self-energy (µ0HD ·M) is calculated. The code determines the volume average HD
in each cell, and then calculates the demagnetizing self-energy using a fast Fourier
transform method. As M is uniform and constant throughout the crystal, the ratio of
the demagnetising self-energies along each axis is equivalent to the ratios of the three
on-diagonal components of N . This, plus the requirement that Tr(N) = 1, allows us
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to calculate the exact values of Na, Nb, Nc. These values are then combined with the
experimentally measured χ of each crystal to give σBMS using equations 6.5 and 6.7.
6.4 Results and Discussion
Figure 6.4 shows the variation of the zero-field cooled magnetic susceptibilies with
temperature in the range of 2− 301 K for the four LiFePO4 single crystals. The curves
show that all the crystals are characterized by typical paramagnetic features over a wide
temperature range and become antiferromagnetic at a Néel temperature (TN ) of about 53
K. Crystal 1, however, shows a second transition at 130 K, which is ascribed to FeII,III3 O4
magnetite impurities, as previously reported [247]. Below 52 K a substantial drop is
observed in χb , while the change in both χa and χc is less prominent from 52 K down to
2 K. This indicates the presence of antiferromagnetic long-range order below TN with the
crystallographic b axis being the magnetic easy axis of the LiFePO4 system. These results
are in agreement with previously reported magnetic data on LiFePO4 single crystals.
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Fig. 6.4 Experimental molar magnetic susceptibility curves as a function of temperature
for the four different crystals (red, green, blue and magenta for Crystal 1, 2, 3 and 4,
respectively). The measurement for each crystal mounted with the a−, b− or c− axis
aligned with the field is represented with circle, square and star symbols, respectively.
For each susceptibility curve, the Weiss constant, θ, is extracted by fitting the Curie-
Weiss law 1
χ
= T−θ
C
, with C being the Curie constant, in the temperature range of
150− 301 K. The fitted curves are shown in Figure 6.5, the obtained Weiss constants
are summarised in Table 6.1, and the details of the fittings are listed in Table 6.2. The
trend θ(∥ b) < θ(∥ a) < θ(∥ c) is obtained for all the crystals. The observed values and
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trend with respect to the alignment are in agreement with previously reported magnetic
results [255]. The significant difference of the θ values for Crystal 1 compared to the
values of Crystals 2 − 4 is ascribed to the presence of the FeII,III3 O4 impurity and the
corresponding second transition. From the fitting of the susceptibilities, shown in Figure
6.5, the value of χ at room temperature is extracted (Table 6.1), which, combined with
the measured dimensions of each crystal along the principal components, is used to
calculate the demagnetising field, N , for each crystal.
Dimensions θ χ (320 K)
mm K emu mol−1 Oe−1
a b c a b c a b c
Crystal 1 1.0 1.9 1.0 -417 -375 -605 0.0251 0.0243 0.0186
Crystal 2 1.1 1.4 1.7 -127 -86 -135 0.0100 0.0109 0.0079
Crystal 3 1.7 1.9 2.1 -105 -89 -119 0.0097 0.0116 0.0079
Crystal 4 2.3 2.8 0.9 -112 -80 -121 0.0101 0.0118 0.0079
Table 6.1 Dimensions (in mm), Weiss constants (in K) and χ values (in emu mol−1 Oe−1)
at 320 K, for each Crystal 1− 4 for each a, b and c crystallographic axis.
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Fig. 6.5 Experimental inverse molar magnetic susceptibility as a function of temperature
curves for the four different crystals (red, green, blue and magenta for Crystal 1, 2, 3
and 4, respectively).The fitting is shown with the solid lines following the same colouring
scheme. The measurement for each crystal mounted with the a−, b− or c− axis aligned
with the field is represented with circle, square and star symbols, respectively.
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Along a Along b Along c
Crystal 1 y = 0.05x+ 24.26, R2 = 0.97 y = 0.06x+ 21.80, R2 = 0.99 y = 0.07x+ 29.80, R2 = 0.98
Crystal 2 y = 0.22x+ 28.24, R2 = 0.99 y = 0.23x+ 19.79, R2 = 0.99 y = 0.28x+ 37.57, R2 = 0.99
Crystal 3 y = 0.30x+ 32.36, R2 = 0.99 y = 0.22x+ 16.43, R2 = 0.99 y = 0.25x+ 23.31, R2 = 0.99
Crystal 4 y = 0.23x+ 24.90, R2 = 0.99 y = 0.21x+ 14.63, R2 = 0.99 y = 0.30x+ 30.68, R2 = 0.99
Table 6.2 Results of the linear regression fit of the curves ( 1
χ
vs T) shown in Figure 6.5.
The R2 refers to the coefficient of determination in the linear regression.
The average particle size and shape of the LiFePO4 powder sample was analysed with
TEM, and two illustrative images are presented in Figure 6.7. A total of 30 particles was
measured. An average particle size of 126 nm was calculated, and an averaged featureless
particle shape was determined. Since the particle detection with TEM was made difficult
by the carbon coating of the powder, we compared the results with the analysis based
on X-ray diffraction. The unit-cell volume obtained from the Rietveld refinement is
297.31 Å, in agreement with previous literature [227]. The volume-weighted domain size,
DV, was determined by Rietveld refinement to be 100(3) nm. The fitting of the XRD
pattern is shown in Figure 6.6. Under the assumption that the powder is a monodisperse
system of spherical crystallites, this corresponds to an average crystallite diameter of
133(4) nm, and is consistent with the direct particle measurement performed using TEM.
This confirms that the particles have an average size (130 nm) four orders of magnitude
smaller than the average size of the single crystals (1.7 mm).
The 7Li NMR spectrum of the LiFePO4 powder is shown in Figure 6.8, and an
isotropic shift of δiso = −16 ppm is measured, in agreement with previous studies [208].
Since we confirmed that the powder particles are featureless and approximately spherical,
of average size (130 nm) significantly smaller than the average single crystal size (1.7
mm), the isotropic shift of the LiFePO4 powder is considered as resulting only from the
local hyperfine and spin-orbit coupling interactions within the Ewald sphere, i.e. only σs
in equation 6.3.
The NMR spectra of the four LiFePO4 single crystals were acquired for each principal
axis aligned along the magic angle. The spectra obtained for the a-, b-, and c-axis aligned
along the magic angle are shown in Figure 6.9, 6.10 and 6.11, respectively. For each
crystal, the variation in the isotropic shift between the different alignments is within ±
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Fig. 6.6 X-ray diffraction pattern for LiFePO4, showing the collected data (green circles),
the Rietveld fit (black line) and their difference (lower panel, grey line).
Fig. 6.7 Two Transmission Electron Microscopy (TEM) images of the LiFePO4 powder
sample.
3 ppm. The obtained shifts are summarised in Table 6.3. In order to make sure that
the values of the isotropic shifts did not depend on the phasing of the spectra, for every
orientation the 7Li NMR of the four samples was also acquired without applying the
triggering in the NMR pulse sequence, as described in the Experimental Section. This
resulted in all in-phase spectra. The 7Li NMR spectra obtained with this approach are
presented in the Appendix B. The results are consistent with the shifts obtained from
the spectra in Figures 6.9, 6.10 and 6.11, and summarised in Table 6.3.
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Fig. 6.8 Experimental 7Li NMR spectrum of the LiFePO4 powder sample.
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Fig. 6.9 Experimental 7Li NMR spectra of the four LiFePO4 single crystals oriented with
the a-axis aligned along the magic angle. The spectrum of Crystal 1 is shown with the
red line, for Crystal 2 with the green line, for Crystal 3 with the blue and for Crystal 4
with the magenta line. The isotropic peak of each spectrum is marked with an asterisk.
The dotted line marking the 0 ppm is included to facilitate the visualization of positive
and negative isotropic resonances.
A very large variation in δiso of almost 60 ppm is found across the series, and the shift
of each crystal deviates from the 7Li shift of the powder sample, assumed to correspond
to the paramagnetic shift due to the local interactions within the Ewald sphere. Since
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Fig. 6.10 Experimental 7Li NMR spectra of the four LiFePO4 single crystals oriented
with the b-axis aligned along the magic angle. The spectrum of Crystal 1 is shown with
the red line, for Crystal 2 with the green line, for Crystal 3 with the blue and for Crystal
4 with the magenta line. The isotropic peak of each spectrum is marked with an asterisk.
The dotted line marking the 0 ppm is included to facilitate the visualization of positive
and negative isotropic resonances.
δBMScalc. δ
iso,TOT
calc. δ
iso
exp.(a) δisoexp.(b) δisoexp.(c)
ppm ppm ppm ppm ppm
Crystal 1 10 -6 -12 -11 -14
Crystal 2 -5 -21 -19 -22 -23
Crystal 3 -1 -17 -20 -21 -20
Crystal 4 58 42 38 36 38
Table 6.3 Calculated bulk magnetic susceptibility 7Li shift (δBMScalc. as in eq. 6.6), calculated
total isotropic 7Li shift (δiso,TOTcalc. as in eq. 6.7) and experimental isotropic 7Li shift
obtained for each crystal aligned along a (δisoexp.(a)), b (δisoexp.(b)), and c (δisoexp.(c)).
the major difference between the crystals is the shape, the large variation in their 7Li
NMR shifts is interpreted as primarily ascribed to the bulk magnetic susceptibility effects.
The calculated δBMScalc. values are presented in Table 6.3. The results indeed support the
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Fig. 6.11 Experimental 7Li NMR spectra of the four LiFePO4 single crystals oriented
with the c-axis aligned along the magic angle. The spectrum of Crystal 1 is shown with
the red line, for Crystal 2 with the green line, for Crystal 3 with the blue and for Crystal
4 with the magenta line. The isotropic peak of each spectrum is marked with an asterisk.
The dotted line marking the 0 ppm is included to facilitate the visualization of positive
and negative isotropic resonances.
hypothesis that the BMS shift varies significantly between the crystals as an effect of the
different shapes and shape anisotropies of the four samples. The BMS shift is in fact
found to constitute a significant, if not major as in the case of Crystal 4, contribution to
the total shift. The computed total shifts, calculated as δiso,TOTcalc. = δBMScalc. + δslocal, where
δslocal = −16 ppm (i.e. the LiFePO4 powder 7Li shift) are also presented in Table 6.3.
The trend of the calculated shifts across the crystals repoduces well the trend obtained
experimentally. The deviation between the calculated and the measured isotropic shift for
the Crystal 1 is primarily ascribed to the presence of FeII,III3 O4 impurity. The experimental
magnetic susceptibility used for the calculation of the BMS effect is very much affected
by the presence of this impurity (Figure 6.4). Without knowing the amount and the
distrubution of FeII,III3 O4 in the crystal, it is complicated to work out its effect on the
local paramagnetic interaction to the Li shift, and a more carefull characterization to
this regard would be needed. Additional sources of errors may be due to possible slight
misalignments of the crystals in the SQUID holder when measuring the susceptibility.
Nevertheless, the calculations are overall in good agreement with the experimental shifts.
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This comparison confirms that the BMS shift can indeed be a significant contribution
to the total shift, and that, depending on the magnetism and the macroscopic shape of
the crystal, it can be of comparable or even greater size than the local hyperfine and
pseudo-contact shift contributions. This approach can be readily extended to the analysis
of BMS shifts in paramagnetic powder samples, paving the way to the understanding of
crystallites shape dependence of the isotropic paramagnetic shift.
6.5 Conclusions
This work presents an accurate approach to the calculation of demagnetising fields and
BMS shifts for paramagnetic crystals based on classical electrodynamics. A set of four
LiFePO4 single crystals is used, for which the shape and the magnetization are measured
along each of the three (a, b, c) crystallographic axes. An innovative rotor insert is
designed and 3D-printed, which allows to measure the 7Li NMR shift of each crystal
for different alignements and under magic angle spinning, so to partially suppress the
line-broadening and obtain a well resolved isotropic resonance.
The measured 7Li NMR shifts of the four crystals vary significantly, covering a shift
range of almost 60 ppm. The calculated BMS shift contributions confirm that the large
variation in the shift between the samples is due to the different macroscopic shape
of the crystals. The BMS shift is indeed found to be a significant component of the
total 7Li shift, in some cases even greater than the local hyperfine and pseudo-contact
shifts. This is particularly relevant in the study of systems with large spin-orbit coupling
effects and susceptibility anisotropy such as solids containing lanthanide ions, for which
the demagnetizing field and the shape-dependent BMS shift can constitute a significant
portion of the measured shift. By showing the relevance of the BMS shift contribution in
the 7Li NMR of paramagnetic solids, the present work also points out the importance
of accounting for this term when validating computational methods, normally involved
in the calculation of the local hyperfine and pseudo-contact shifts only, but aimed at
reproducing the total experimental NMR shifts of paramagnetic solids. The versatility
of the presented computational approach enables its broadening towards the study of
shape-dependent BMS shifts in more complex samples, such as paramagnetic powders.

Chapter 7
Conclusions
NMR spectroscopy has been shown to be a powerful technique to probe the local atomic
and electronic structure of paramagnetic solids, aiding the investigation the structure–
properties relationships in complex systems, such as cathode materials for Li–ion batteries.
The structural complexity of such solids, and the elaborate interplay between the various
paramagnetic electron-nuclear interactions, result in NMR spectra that are dense of
structural, electronic and magnetic information, yet often very complicated to interpret.
The synergy of the state of the art NMR spectroscopy methods for paramagnetic solids,
and the advanced first principles approaches to model open-shell periodic systems, enables
to obtain an in-depth characterisation of the studied materials.
During the electrochemical cycling of a Li–ion battery, the Li ions are (de)intercalated
into (out of) the cathode. The process induces changes in the electronic configuration
and the orbital ordering of the paramagnetic sites involved in the redox process, as
well as structural changes of atomic coordinations and lattice parameters. A combined
experimental and first principles investigation of the structural changes induced by
electrochemical cycling to the V6O13 cathode material is presented in Chapter 3. In
situ XRD is performed to monitor the evolution of the lattice expansions/contractions
during cycling. The underlying atomic rearrangements as a function of lithiation are
studied with DFT calculations. This is performed by implementing a first principles
approach that calculates the optimized structure and the electronic properties of the
manifold of possible configurations throughout the lithiation process. The analysis of
the calculated formation energies of the different structures and the comparison between
the lattice parameters obtained with DFT and the ones extracted from the in situ
XRD refinement allows the identification of energetically favourable Li sites and orbital
orderings as a function of lithiation. The occupancy of specific Li sites during cycling is
further investigated by a combined experimental and computational 7Li MAS NMR study
154 Conclusions
of different compositions during the electrochemical process. The migration pathways
between different Li sites are also investigated with DFT, identifying preferential Li
diffusion channels in the cathode host. The complex phase evolution of the material
during cycling still needs more work to be fully understood. Further analysis on the 7Li
NMR spectra, combined with additional first principles hyperfine shift calculations, can
aid in interpreting the structural rearrangements as a function of lithiation throughout
the entire series, also investigating the differences between charge and discharge processes.
Furthermore, since the V6O13 material has attracted interest as a possible cathode in
battery devices operated at high temperatures, the study can be further extended towards
the analysis of the electrochemical performance and the structural changes under more
extreme thermal conditions.
Often materials used as cathodes are composed of multiple transition metal species,
each of which can be present at more than one oxidation state. The electrochemical
performance and the structural stability of the cathode (and of the whole cell) crucially
rely on the distribution of TM and Li sites in the lattice, and the characterisation
of the structure at the atomic level is of central importance. A combined 7Li MAS
NMR experimental and computational methodology is developed in Chapter 4, and
applied to study the compositional (dis)order of the LiTixMn2−xO4 series of cathode
materials. The Li isotropic shift, dominated by the Fermi contact interaction, allows to
distinguish (resolution permitting) between different Li coordination environments, e.g.
Li in tetrahedral or octahedral sites, and between different TM ions connected to the Li
via oxygen bonds, e.g. Ti4+, Mn2+/3+/4+. The analysis of the complicated experimental
7Li NMR spectra requires the support of first principles calculations. Because of the
additivity of the Li–O–TM Fermi contact contributions to the total shift of any given
Li environment, the computational approach follows the following steps. Firstly, the
pair-wise TM–TM exchange interactions are calculated with DFT, to model the local
magnetic properties of the material. Secondly, the Li Fermi contact shift contributions
are computed for all the Li–O–TM bond pathways possibly present in the structures,
using the previously calculated magnetic scalings. Thirdly, configurations of different site
orderings are simualated, and the isotropic shift of the occurring Li centres are obtained
by summing the respective Li–O–TM contributions relevant to each Li environment. The
configurations are generated either as a random distribution of sites, or in a more ordered
site arrangement by implementing a Reverse Monte Carlo approach. Finally, the total
spectrum of each simulated configuration is obtained by summing the shifts of all the
Li sites present in the structure, and it is compared with the experimental 7Li NMR
spectrum for the relevant stoichiometry. The best agreement between simulated and
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experimental spectra allows the validation of the specific site arrangement throughout
the LiTixMn2−xO4 series. This approach enables the investigation of the variations in the
local ordering of the ions in the structure, a function of composition and Mn oxidation
state. The approach presented in this Chapter, as well as the specific Li–O–Mn shift
contributions, can be readily extended to the NMR analysis of similar Li–Mn spinel
systems of interest in the battery field. The discussed methodology can also be improved
by including additional parameters in the Reverse Monte Carlo simulation, such as for
instance the electroneutrality principle, enabling the analysis of the ion pairing within a
disordered crystalline network.
Depending on the electronic configuration of the paramagnetic centres, the NMR
spectrum of a given system may be influenced not only by the hyperfine interaction
between nuclear spins and unpaired electrons, but also by the effects of spin-orbit coupling
at the transition metal sites. In such cases, in addition to the Fermi contact and dipolar
interactions, the analysis of the NMR shift and shift anisotropy needs to include also
the spin-orbit coupling contribution. This is investigated in Chapter 5, and applied
to analyse the 7Li and 31P NMR spectra of LiTMPO4 systems (TM = Mn, Fe, Co,
Ni). For NMR-observed nuclei interacting with TM ions which have unquenched orbital
angular momenta, the paramagnetic shielding tensor is defined by the coupling between
the hyperfine A tensor and the spin-orbit g-tensor. This coupling results in several
contributions to both the shift and the shift anisotropy of observed site. Ideally, A
and g are calculated from first principles and combined to obtain a breakdown of the
various contributions to the NMR spectrum. However, solid-state DFT methods to
calculate the g-tensor have been primarily developed to model isolated paramagnetic
sites in diamagnetic host structures. This is not often representative of cathode materials,
in which the paramagnetic species is a major constituent of the lattice. In Chapter 5,
a method is developed to obtain site-specific g-tensors in paramagnetic solids, which
uses the current DFT implementation of spin-orbit coupling calculations, and which
exploits the symmetry operations defining the structure under investigation. The ability
to calculate site-specific A and g tensors enables the fully decomposition of the shift
and shift anisotropy into the various contributing terms. The derived method allows
to rationalize the experimental spectra in light of the effects of spin-orbit coupling and
electron-nuclear interactions in the systems under investigation. The model can be
further extended to include also the effects of zero-field splitting, and hence be applied
to a wider range of paramagnetic solids, such as systems including lanthanides or heavy
metals.
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Particularly important for single crystals and powder samples of complex crystallite
shapes, the paramagnetic NMR shift and shift anisotropy may have, in addition to the
contributions from hyperfine and spin-orbit interactons at the atomic level, also significant
contributions from the bulk magnetic susceptibility effects. This is investigated in Chapter
6, which considers a solid-state 7Li MAS NMR study of LiFePO4 single crystals, combined
with sample-specific BMS shift calculations. The BMS effects are modelled using classical
electrostatics, simulating the solids by implementing the geometries of the paramagnetic
single crystal samples, and the magnetic susceptibility tensors at the experimentally
determined orientation with respect to the bulk. Depending on the anisotropy of the
susceptibility tensor and on the anisotropy of the sample shape, the BMS shift can be
significant, in some cases having a comparable or even greater contribution to the total
shift than the Fermi contact term. The approach can be extended to the analysis of the
BMS shift of paramagnetic powders with crystallites of different shapes.
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Appendix A
A1 Details of g-shift Calculations performed with
GGA
Calculated ∆g tensors for LiFePO4, LiCoPO4 and LiNiPO4: the results are presented as
the TM site-specific ∆g tensors for sites labelled as I and II and the total unit-cell ∆g
tensor, following the labelling scheme of Figure 5.1.
∆gFeI =
 0.168 −0.004 −0.003−0.004 0.229 0.003
−0.004 0.003 0.098

∆gFeII =
0.168 0.004 0.0030.004 0.229 0.003
0.004 0.003 0.098

∆gFeu.c. =
0.671 0 00 0.916 0
0 0 0.392

∆gCoI =
 0.254 0 −0.0100 0.398 0
−0.010 0 0.385

∆gCoII =
0.254 0 0.0100 0.398 0
0.010 0 0.385

∆gCou.c. =
1.020 0 00 1.593 0
0 0 1.539

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∆gNiI =
0.250 0 00 0.228 0
0 0 0.251

∆gNiII =
0.250 0 00 0.225 0
0 0 0.251

∆gNiu.c. =
1.000 0 00 0.912 0
0 0 1.004

A2 Details of g-shift Calculations performed with
GGA+U
Calculated ∆g tensors for LiFePO4, LiCoPO4 and LiNiPO4: the results are presented as the TM
site-specific ∆g tensors for sites labelled as I and II and the total unit-cell ∆g tensor, following the
labelling scheme of Fig. 1 of the main paper.
∆gFeI =
 0.058 −0.002 −0.002−0.002 0.111 0.003
−0.002 0.004 0.003

∆gFeII =
0.058 0.002 0.0030.002 0.111 0.003
0.002 0.004 0.003

∆gFeu.c. =
0.232 0 00 0.433 0
0 0 0.130

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∆gCoI =
 0.147 0 −0.0140 0.113 0
−0.015 0 0.131

∆gCoII =
0.147 0 0.0140 0.113 0
0.015 0 0.131

∆gCou.c. =
0.583 0 00 0.449 0
0 0 0.521

∆gNiI =
0.137 0 00 0.126 0
0 0 0.139

∆gNiII =
0.137 0 00 0.126 0
0 0 0.139

∆gNiu.c. =
0.501 0 00 0.470 0
0 0 0.516

A3 Details of paramagnetic shielding Calculations
performed with GGA/GGA+U
and PBE0/PBE20/PBE35
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Appendix B
B1 7Li MAS NMR Spectra of the LiFePO4 Single
Crystals
*
*
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δiso  = -14 ppm
Fig. B1 Experimental 7Li NMR spectra of the LiFePO4 single crystals 1 oriented with
the a-, b- and c-axis aligned along the magic angle (blue, red and green spectrum,
respectively).
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δiso  = -20 ppm
Fig. B2 Experimental 7Li NMR spectra of the LiFePO4 single crystals 2 oriented with
the a-, b- and c-axis aligned along the magic angle (blue, red and green spectrum,
respectively).
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*
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δiso  = -20 ppm
Fig. B3 Experimental 7Li NMR spectra of the LiFePO4 single crystals 3 oriented with
the a-, b- and c-axis aligned along the magic angle (blue, red and green spectrum,
respectively).
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Fig. B4 Experimental 7Li NMR spectra of the LiFePO4 single crystals 4 oriented with
the a-, b- and c-axis aligned along the magic angle (blue, red and green spectrum,
respectively).
