Design of uniform multirate lter banks is studied via frequency domain optimizations. Efcient and reliable design algorithms are developed using state-space computations. In our approach analysis lter banks are designed to achieve frequency domain speci cations dictated by subband coding requirements, synthesis lter banks are designed to minimize the reconstruction error in frequency domain under the constraint of zero aliasing error. The design criterion is chosen to be the H 1 or Chebyshev norm. A state-space solution is derived for H 1 optimization, and numerical algorithms are developed to obtain the optimal synthesis lter bank. Moreover the asymptotic perfect reconstruction property (in the sense that time-delay approaches to in nity) is established for the optimal H 1 solution of the synthesis lter bank. The results in this paper generalize those reported in 4] for two-channel case to M-channel case.
Introduction
The design of uniform multirate lter banks has been studied extensively, and many design algorithms are developed in the literature. However most of the research has focused on simultaneous design of analysis and synthesis lter banks. While it is easier to achieve PR (perfect reconstruction), or near PR for maximally decimated lter banks, simultaneous design of analysis and synthesis lter banks may not always be suitable. It is possible in some engineering practice for the sender and the receiver of the same signal not to be the same entity, or there is more than one receiver, each with di erent characteristics, yielding di erent requirements or speci cations on the construction of the signal. If more than one receiver end exists, PR for each receiver end is unrealistic, and may even be undesirable. In such applications, analysis lter banks are typically designed to satisfy frequency domain speci cations required for subband coding. Such design requirements may not be easily incorporated into the simultaneous design procedure for QMF banks to achieve PR or near PR. It is This research is supported in part by AFOSR, ARO, and LEQSF. the goal of synthesis lter banks to satisfy the PR condition. If PR is not possible, then the synthesis lter bank should be designed such that it minimizes certain measure for the reconstruction error. Therefore an important issue that has been overlooked in the past is the design of synthesis lter bank, for the given analysis lter bank, to meet the required speci cation for the reconstruction error. This issue was investigated in 15, 1] as a model matching problem where solutions are derived which provide design procedures for synthesis lter banks. In 4] , an alternate method is proposed for two-channel QMF banks that achieves zero aliasing error, and that provides a more e cient design algorithm with lower order synthesis lters.
As a generalization of the two-channel QMF bank studied in 4], we consider the M-channel maximally decimated lter bank 18] as shown in Figure 1 (the subsystem inside the dashed box).
The analysis and synthesis lter bank consists of fH i (z)g M?1 i=0 and fF i (z)g M?1 i=0 respectively, that are restricted to be causal and stable transfer functions. This lter bank system is important in subband coding of speech and digital audio applications; See, for example, 7, 9, 10, 11, 12, 14, 17, 19] and their corresponding references. We consider the design issue for synthesis lter banks that achieve zero aliasing error, and minimizes the H 1 norm of the error system in Figure 1 with T id = z ?d for some d 0. Such an H 1 optimization is equivalent to minimization of the energy of the reconstruction error signal e(n) =x(n) ? x(n ? d) in the worst-case over all energy bounded input signal x(n). Optimal solutions will be derived and numerical algorithms for computing the optimal synthesis lter banks will be developed. The advantage of our proposed approach is the simplicity and e ciency of the design algorithm, as well as zero aliasing error which is in contrast to 15, 1] . It should be mentioned that our design algorithm is applicable to a class of nonuniform multirate lter banks in light of the results in 3, 6, 8] . Moreover our design algorithm can be modi ed to solve H 2 optimization based design that aims to minimize the squared-integral of the transfer function of the error system. Figure 1 where all the lters are restricted to be causal and stable. The input/output relation in Z-transform is given bŷ
where 0 l M ? 1 and W = e ?j2 =M . Those terms involving X(zW l ) for l 1 are called aliasing error. If the synthesis lters F i (z), 0 i < M, are properly chosen, then the aliasing error will be eliminated completely, i.e., A l (z) = 0; 1 l M ? 1 and thuŝ De ne the 1 M analysis matrix H(z) as
which is the rst row of H AC (z). 
is causal, stable, and achieves PR. However, if det H AC (z) has unstable zeros, then the ideal synthesis matrix F id (z) as in (6) is either noncausal or unstable. In this paper we restrict F(z) to be causal and stable to ease the implementation issue. In this case we seek a synthesis matrix F(z) that minimizes the energy of the error signal e(n) shown in Figure 1 
E(z) = :
In light of (9) and (10),
Theorem 2.2 Suppose that the analysis lter bank H(z) is causal and stable for the maximally decimated lter bank shown in Figure 1 . Then all causal and stable synthesis lter banks F(z)
achieving zero aliasing error are parameterized as
for some causal and stable G(z) that is real valued for each real z.
Proof: Any causal and stable synthesis lter bank F(z) achieving zero aliasing error satis es
where I k is an identity matrix of size k. Since H(z) is causal and stable, H(z)F(z) = C(z) is causal and stable as well. Combining these two facts yields
with F id (z) as in (6) . From the fact that H(z)F id (z) = 1, and H(z) is stable and causal, F id (z) has no unstable block zero. It follows from the causality and stability of F(z) that
for some G(z) that is also stable and causal. That is, the unstable poles of F id (z) that are also unstable zeros of det H AC (z) have to be cancelled by unstable zeros of C(z), in order to ensure that F(z) be causal and stable. Substituting the expression of C(z) into the expression of F(z) gives
that is the same as (12) . The fact that H(z)F id (z) = 1 and identity (11) imply that
that is real valued for each real z, if, and only if G(z) is. The proof is now complete.
The next paragraph is temprarily inserted to see the structure of F(z) which can be used to simplify the implementation, and for further study of the QMF design as in the standard techniques .
Parameterization of all causal and stable synthesis lter banks achieving zero aliasing error is important. It leads to an elegant optimization problem for minimization of reconstruction error as detailed next. De ne E(z) = Z(e(n)), the Z-transform of the error signal e(n) as in Figure 1 . Then E(z) = T E (z)X(z), where (13) Thus the aliasing error is completely eliminated. The fact that T E (z) is a scalar function yields a much simpler optimization problem and more e cient design algorithm than those studied in 15, 1].
Note that for M = 2, (13) 
where k k 2 corresponds to the energy of the signal. Accordingly, the H 1 norm of T E (z) is the ampli cation of the energy from input signal x(n) to output error e(n) in the worst-case. Therefore minimization of kT E k 1 over all causal and stable transfer function G(z) is termed as H 1 optimization which is well known in the control community 20], and for which there is a ready-made software. The synthesis lter bank can then be obtained according to (12) .
Theorem 2.3 Suppose that the analysis lter bank H(z) is causal and stable and has a nite degree for the maximally decimated lter bank shown in Figure 1 . Then for each given d 0 and c 6 = 0, the optimal synthesis lter bank F(z) that minimizes the reconstruction error kT E k 1 , and achieves zero aliasing error is unique where T E is given as in (13) .
Proof: Since all causal and stable synthesis lter banks are parameterized by (12) , and the transfer function for the reconstruction error given as in (13) is scalar, the optimal solution of G(z) that minimizes kT E k 1 is unique (Section 8.8 of 20]). That concludes the uniqueness of the optimal synthesis lter banks.
It should be clear that the integer value of d determines the reconstruction error, and the optimal reconstruction error measured in H 1 norm is a function of d. It will be proven later that as d ! 1, the reconstruction error tends to zero as well. Hence PR can be achieved asymptotically with respect to time delay d. It is interesting to notice that if = d mod M = (M ? 1)M=2 mod M; (15) then signi cant improvement for the e ciency of the design algorithm can be achieved. Indeed with the condition in (15), G(z) can be taken as G(z) =G(z M ); (16) and thus substituting the above into (13) 
is obtained. It is noted that the order ofT E is smaller than that of T E by a factor of 1=M. Hence it greatly reduces computation e ort in the design process, and enhances the accuracy for large M.
Optimal H 1 Solution for the Synthesis Filter Bank
Consider the transfer functionT E (z) as in (14) and (17) 
The next two theorems are generalized from 4]. For the sake of completeness, the proofs are included. i that gives the expression in (21).
The next result indicates that the optimal solution gives the PR asymptotically asd ! 1. Theorem 2.5 Suppose that det E(z) avoids zeros on the unit circle. Then with the optimal H 2 and H 1 solutions in Theorem 2.4, the reconstruction error approaches zero asd ! 1.
Proof: Since det E(z) or det H AC (z) has no zeros on unit circle, Q (z) has all poles strictly outside of unit circle and thus is analytic for all jzj 1 (t +d)z t ! 0 asd ! 1 by the summability ofq(t). Thus the reconstruction errorẽ(t) approaches zero asymptotically asd ! 1.
The assumption that det E(z) avoids zeros on the unit circle is mild as explained in 1] regarding det H AC (z). We will not elaborate further here. We would like to point out that if H 2 optimization is adopted for the design of the synthesis bank, then the optimal solution ofG(z) is given bỹ
which does not involve the computation of the optimal Hankel approximation.
H 1 Design Algorithm for the Synthesis Filter Bank
The results in the previous two subsections yield a design algorithm for synthesis lter banks based on H 1 optimization. We again assume thatT id (z) = cz ?d where c > 0 andd is to be determined in the design process.
Design Algorithm (H 1 Optimization):
Step 1: For the given analysis lters H 0 (z), H 1 (z), , H M?1 (z) and design speci cation 1 , compute z ? det E(z):
Step 2: Compute inner-outer factorization z ? det E(z) = P(z)Q(z) where Q(z) is allpass function of the form in (18) that contains all unstable zeros of det E(z).
Step 3: Compute the optimal H 1 performance index: Mk a hT id Q i k H .
Step 4: If Mk a hT id Q i k H > 1 , then increased and go to Step 3; Otherwise go to Step 5.
Step 5: ComputeG(z) =G 1 (z) according to (21) and set synthesis lter bank according to (12) .
Two comments are in order. First in the above algorithm, the search of the smallestd value for the optimal reconstruction error to satisfy the given speci cation is rather primitive. If bisection or other more sophisticated method is employed 16], it will speed up the computation of the right d value. Second, although our proposed algorithm seems straightforward, its implementation with good numerical property and e ciency is not that simple. In the next section we will study the computational issue involved in each step of the above design algorithm in detail. This is true for FIR analysis lter banks, and can also be made true for IIR case. The problem with the procedure from 20] is that the inner, or allpass factor Q(z) has the same order as det H AC (z), instead of . In our previous paper 4], a simpler algorithm was developed for this inner-outer factorization problem which requires to compute only one Schur decomposition of A t , and solve one Lyapunov equation of size . Moreover the inner factor M has a minimal realization.
We quote the algorithm as follows. Interested readers are referred to 4] for detail.
Algorithm for Inner-Outer Factorization:
Step 1: Obtain (A t ; B t ; C t ; D t ), a realization of T(z) according to (24) and (25).
Step 2: Find a unitary matrix U such that (Schur decomposition of A t ) A = UA t U ; = Algorithm for Optimal Hankel Approximation:
Step 1 
Step 3 
where U is a unitary matrix satisfying B 1 = ?C 1 U and ? = 2 ? 2 I.
Step 5 
4 An Illustrative Example
As mentioned in (17) , the order of the overall transfer function is reduced by a factor of 1 M . Thus optimization problems for the design of synthesis lter bank is greatly simpli ed. Moreover in computing inner-outer factorization, and optimal Hankel approximation, only the unstable factor Q(z) is involved. It follows that the computation complexity is related to only where is the order of Q(z), i.e., the number of unstable zeros of det H AC (z). Hence the computation complexity is reduced signi cantly as well. Because most of the computational e ort is on solving Lyapunov equations, the proposed design algorithms in this paper has a computational complexity in the order of O( 3 ). Furthermore, our design algorithms involve only numerically reliable algorithms such as Schur decomposition and Lyapunov equations with low computation complexity. The accuracies of the resulting synthesis lter banks can also be ensured.
In the following a three-channel example is used to illustrate the H 1 design algorithm proposed in this paper. To simplify the computation, we assumed that H 2 (z) = H 0 (?z), although our design alogrithms apply to more general multirate lter banks. The analysis lters are linear phase FIR, designed using the Remez algorithm which can be easily computed with MATLAB command remez.
For our example, H 0 (z) is a 17th order lowpass lter with transition band 3 12 ; 5 12 ], H 1 (z) is an 18th order bandpass lter with left transition band 3 12 ; 5 12 ] and right transition band 7 12 ; 9 12 ], and H 2 (z) is a 17th order high pass lter with transition band 7 12 ; 9 12 ]. The Bode plots of these three analysis lters are shown in Figure 2 . From (3), det H AC (z) is computed that has six zeros outside unit circle.
Hence PR can not be achieved if the synthesis lter bank is restricted to be causal and stable. A speci cation of 0:02 for the reconstruction error over all frequency range is required for the design of synthesis lter bank. By using the proposed design algorithm, H 1 optimization is applied that yields time delayd = 7. This implies total time delay of d = 3d = 21. The correspondingG(z) has an order of 6. Balanced truncation is used to reduce the order ofG(z) to 4, for which the speci cation of 0.02 reconstruction error remains true. It follows that G(z) =G(z 3 ) has an order of 3 4 = 12, which leads to the three synthesis ltersF 0 (z),F 1 (z), andF 2 (z) having order of 47, 46 and 47, respectively. The Bode plots of reduced synthesis ltersF 0 (z),F 1 (z), andF 2 (z) are shown in Figure 3 . The magnitude frequency response of the associated reconstruction error, a value of 0.0176, is shown in Figure 4 . According to (1), a three channel system has two possible aliasing error components: A 1 (z) and A 2 (z). Figure 5 shows the magnitude frequency response of A 1 (z) and A 2 (z) which can be regarded as zero. 
Conclusion
This paper proposes a simple approach to the design of multirate lter banks using frequency domain optimization techniques such as H 1 under the constraint of zero aliasing error. E cient algorithms are derived using state-space tools that can be implemented with MATLAB. The advantage of the design method proposed in this paper lies in several aspects. First, one can design the analysis lters with regard to subband coding of the input signal, then design the synthesis lters for good reconstruction with zero aliasing error. That is, one does not have to design all lters, analysis and synthesis, simultaneously. Second, this design technique can nd application in nonumiform multirate lter banks design. Third, the design method in this paper, as well as that in 1] uses many well known results, such as optimal Hankel approximation, discrete Lyapunov equation and discrete Riccati equation, minimal realization, and model reduction, from control eld that greatly reduces the di culty for the design of multirate lter banks.
