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Abstract
This dissertation research is focused on first principles studies of graphene and
single organic molecules for nanoelectronics applications. These nanosized objects
attracted considerable interest from the scientific community due to their promise to
serve as building blocks of nanoelectronic devices with low power consumption, high
stability, rich functionality, scalability, and unique potentials for device integration.
Both graphene electronics and molecular electronics pursue the same goal by using
two different approaches: top-down approach for graphene devices scaling to smaller
and smaller dimensions, and bottom-up approach for single molecule devices. One
of the goals of this PhD research is to apply first-principles density functional theory
(DFT) to study graphene/metal and molecule/metal contacts at atomic level. In
addition, the DFT-based approach allowed us to predict the electronic characteristics
of single molecular devices. The ideal and defective graphene/metal interfaces in weak
and strong coupling regimes were systematically studied to aid experimentalists in
understanding graphene growth. In addition, a theory of resonant charge transport
in molecular tunnel junctions has been developed.
The first part of this dissertation is devoted to the study of atomic, electronic,
electric, and thermal properties of molecular tunnel junctions. After describing the
model and justifying the approximations that have been made, the theory of resonant
charge transport is introduced to explain the nature of current rectification within a
chemically asymmetric molecule. The interaction of the tunneling charges (electrons
and holes) with the electron density of the metal electrodes, which in classical physics
is described using the notion of an image potential, are taken into account at the
vi
quantum-mechanical level within the tight binding formalism. The amount of energy
released onto a molecule by tunneling electrons and holes in the form of thermal
vibration excitations is related to the reorganization energy of the molecule, which is
also responsible for an effective broadening of molecular levels. It was also predicted
that due to the asymmetry of electron and hole resonant energy levels with respect
to the Fermi energy of the electrodes, the Joule heating released from the metallic
electrodes is also non-symmetric and can be used for the experimental determination
of the type of charge carriers contributing to the molecular conductance.
In the second part of the dissertation research ideal and defective graphene/metal
interfaces are studied in weak and strong interface coupling regimes. The theoreti-
cal predictions suggest that the interface coupling may be controlled by depositing
an extra metallic layer on top of the graphene. DFT calculations were performed
to evaluate the stability of a surface nickel carbide, and to study graphene/carbide
phase coexistence at initial stages of graphene growth on Ni(111) substrate at low
growth temperatures. Point defects in graphene were also investigated by DFT, which
showed that the defect formation energy is reduced due to interfacial interactions with
the substrate, the effect being more pronounced in chemisorbed graphene on Ni(111)
substrate than in physisorbed graphene on Cu(111) substrate. Our findings are cor-
related with recent experiments that demonstrated the local etching of transfered
graphene by metal substrate imperfections.
Both graphene and molecular electronics components of the PhD dissertation re-
search were conducted in close collaboration with several experimental groups at the
University of South Florida, Brookhaven National Laboratory, University of Chicago,
and Arizona State University.
vii
1 Introduction
1.1 Motivation
This dissertation research is focused on the first principles study of graphene and
single organic molecules for nanoelectronics applications. These nanosized objects
attracted considerable interest from the scientific community due to their promise to
serve as building blocks for nanoelectronic devices with low power consumption, high
stability, rich functionality, scalability, and unique potentials for device integration.
Both graphene electronics and molecular electronics pursue the same goal by using two
different approaches: top-down approach for graphene devices scaling to smaller and
smaller dimensions, and bottom-up approach for single molecule devices. Although
the idea of bottom-up approach to synthesis of graphene nanoribbons was outlined
in 2010, the practical applications are far from the reach. Recently, researchers have
successfully fabricated in-plane heterostructures of graphene (conductor) and hexag-
onal boron nitride (insulator), thus establishing new approaches to manipulation of
graphene nanoribbons. However, the the performance of graphene electronic devices
is primarily determined by the quality of graphene/metal contacts. The latter is also
important in molecular electronics, where the molecular conductance is ultimately
determined by the coupling between the molecule and the metal electrode. One of
the goals of this PhD research is to apply first-principles density functional theory
(DFT) to study graphene/metal and molecule/metal contacts at atomic level. In ad-
dition, the DFT-based approach allowed us to predict the electronic characteristics of
single molecular devices. The ideal and defective graphene/metal interfaces in weak
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and strong coupling regimes were systematically studied to aid experimentalists in
understanding of graphene growth. In addition, a theory of resonant charge transport
in molecular tunnel junctions has been developed.
Both graphene and molecular electronics components of the PhD dissertation re-
search were conducted in close collaboration with several experimental groups at the
University of South Florida, Brookhaven National Laboratory, University of Chicago,
and Arizona State University.
1.2 List of Papers Included in Dissertation
1. I. Di´ez− Pe´rez, J. Hihath, Y. Lee, L. Yu, L. Adamska, M. A. Kozhushner, I. I.
Oleynik, and N. J. Tao, “Rectification and Stability of a Single Molecular Diode
with Controlled Orientation”, Nature Chemistry 1, 635 (2009).
2. L. Adamska, M.A. Kozhushner, I.I. Oleynik, “Electron-Plasmon Interaction in
Resonant Molecular Tunnel Junctions”, Phys. Rev. B 81, 035404 (2010).
3. L. Adamska, Y. Lin, A. Ross, M. Batzill, I.I. Oleynik, “Atomic and Electronic
Structure of Simple Metal/Graphene and Complex Metal/Graphene/Metal In-
terfaces”, Phys. Rev. B 85, 195443 (2012).
4. L. Adamska, R. Addou, M. Batzill, I.I. Oleynik, “Atomic and Electronic Struc-
ture of Graphene/Sn/Ni(111) and Graphene/Sn/Cu(111) Surface Alloy Sub-
strates”, Appl. Phys. Lett. 101, 051602 (2012).
5. J. Lahiri, T. Miller, L. Adamska, I.I. Oleynik, and M. Batzill, “Graphene Growth
on Ni(111) by Transformation of a Surface Carbide”, Nano Lett. 11, 518
(2011).
6. J. Lahiri, T.S. Miller, A.J. Ross, L. Adamska, I.I. Oleynik, and M. Batzill,
“Graphene Growth and Stability at Nickel Surfaces”, New J. Phys. 13, 025001
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(2011).
7. L. Adamska, J. Lahiri, M. Batzill, and I.I. Oleynik, “Point Defects in Metal
Substrate Supported Graphene”, submitted.
1.3 Structure of This Dissertation
All completed research projects that constitute this dissertation can be logically
divided in two parts: Molecular Electronics and Graphene and Related Materials.
Each part contains its own introduction followed by a description of computational
methodology, theoretical approaches, and major results that were published in peer
reviewed journals. The original publications contain extended descriptions of the
material within this PhD dissertation research, and are included in the appendices in
the order as they are discussed in the dissertation.
The Molecular Electronics part contains two chapters: Charge Transport and
Heat Transport. The Charge Transport chapter consists of two sections: (1) theory
of resonant charge transport and (2) quantum theory of image potential, each contain-
ing results published in Ref. [1] and Ref. [2] respectively. The theory of resonant
charge transport was successfully applied to explain the asymmetry of current-voltage
characteristics in molecular tunnel junctions. We observed that a molecule with an
intrinsic dipole moment has a non-symmetric charge distribution in molecular orbitals
that dictates the strength of molecule-electrode coupling, which is ultimately related
to molecular conductance.
The second section in the charge transport chapter describes the quantum theory
of image potential, see Ref. [2]. The classical image potential e2/z, was replaced
by a dynamic image potential that includes contributions from surface plasmons at
the gold electrode surface. An additional term was added to the quantum mechani-
cal Hamiltonian that takes into account the interaction of tunneling charge (electron
or hole) with charge perturbations within the electrode surface (surface plasmons),
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which are induced by tunneling charge. The problem was solved within the tight
binding description of the electronic structure, which reduces the problem of Hamil-
tonian diagonalization to merely solving a system of linear equations for tight binding
coefficients. Within the tight binding model the molecule is represented as chain of
n sites. On-site energies include contributions due to interactions with the applied
electric field and image potential. It was shown that the hopping integral is renor-
malized due to the interactions with the surface plasmons. It was also predicted that
at high bias voltages, the tunneling electrons excite surface plasmons in gold elec-
trodes resulting in the emission of light in molecular junctions. The two-site problem
was solved analytically, while for any other number of sites the problem is solved
numerically, e.g. up to 10 sites as in Ref. [2].
The next chapter of the Molecular Electronics part is focused on Heat Dissipa-
tion in molecular junctions. Heat dissipation is ultimately related to charge transport
carried by electrons and/or holes. The heat is released in metallic electrodes; there-
fore, the first section of this chapter, probing mechanisms of electrical conduction,
evaluates the amount of heat released by the electrodes of molecular tunnel junction.
It was found that transport by electrons results in heating of one specific electrode
(left or right depending on the polarity of the applied bias), whereas the transport
by holes is accompanied by heating of another electrode. Such observation offer ex-
perimentalists an easy way to measure the type of carriers participating in charge
transport through a specific molecule.
Because the amount of heat released per charge carrier is determined by the value
of the reorganization energy, the section of this chapter describes a part of my PhD
project focused on the design of molecules with specific values of reorganization en-
ergy. An interesting class of organic molecules, asphaltines, is considered and their
properties as a function of shape and size of molecules, doping with adatoms and
substitutional impurities, and varying applied bias voltages are explored. This work
4
includes a contribution from the REU student E. C. Weidner, who worked in the
summer of 2011 under my guidance.
The second part of this PhD research was concerned withGraphene and Related
Materials with specific focus on graphene/metal interfaces, including graphene/
Ni(111) and graphene/Cu(111), which are prototypical examples of strongly and
weakly bonded interfaces. In the graphene interfaces chapter the atomic, electronic,
and magnetic properties of simple graphene/metal interfaces, intercalated interfaces,
complex metal/graphene/metal interfaces, and interface interactions of graphene with
bimetallic surface alloys are described. The detailed discussion of the subject matter
can be found in Refs. [3] and [4].
The chapter on metal/graphene interfaces is followed by the chapter dealing with
the graphene growth on Ni substrate. This research on graphene/metal interfaces was
done to support experimental efforts of Dr. M. Batzill and his group at the University
of South Florida, and the results were published in Refs. [5, 6]. As observed by our
experimental collaborators, at high growth temperatures, ∼ 600oC, graphene grows
in ideally commensurate stacking with respect to the Ni(111) substrate. But at low
temperatures, ∼ 480oC, the graphene lattice is rotated by 3o with respect to the
substrate. At these growth temperatures the graphene phase coexists with a nickel
surface carbide phase Ni2C. Our DFT simulation demonstrates that the surface
nickel carbide is stable, and graphene binds very strongly to Ni2C, thus adopting its
3o lattice rotation with respect to the Ni(111) substrate. Detailed discussion of these
results is found in Ref. [5]. Ref. [6], and describes the extension of the previous work,
which proposes the mechanism for the destabilization of the carbide phase, followed
by segregation of carbon atoms from the substrate and the formation of monolayer
graphene upon deposition of Cu or Ni atoms on top of the nickel surface carbide.
DFT simulations demonstrated that the monolayer of Cu on top of the surface Ni
carbide pushes carbon atoms to interstitial sites, thus totally destroying the square
5
symmetry of the carbide unit cell.
The next chapter of this part highlights our results related to defective graphene
- both freestanding and supported on Ni and Cu substrates, see Ref. [7]. It was
found that the point defect formation energy in graphene is reduced by interactions
with a metallic substrate: by about 1 eV for graphene on weakly interacting Cu(111)
substrate, and by a few eVs on strongly interacting Ni(111) substrate. Also, we
observed that the divacancy filled with a Ni adatom in the graphene/Ni(111) system
has a very low formation energy, only 1.67 eV as compared to 7 eV for divacancy in
freestanding graphene. This correlates with experimental findings by Dr. Batzill’s
group.
The last part of this dissertation describes on-going work on graphene and molecular
junctions. This includes graphene based heterostructures involving two other two-
dimensional materials – hexagonal boron nitride and molybdenum disulfide – and
graphene on other types of metallic substrates, such as gold and ruthenium employed
by experimentalists at BNL to synthesize narrow graphene nanoribbons.
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2 Molecular Electronics
2.1 Introduction to Molecular Devices
Molecular electronics is an interdisciplinary research field that spans physics, chem-
istry, and surface science. The unifying feature of this area is the use of molecular
building blocks for the fabrication of electronics components such as switches, diodes,
transistors, wires, etc. Molecular electronics promises to extend Moore’s Law beyond
the limits of conventional silicon electronics by scaling down to just a few nanometers.
There are several advantages of molecular electronics. First, the electronic compo-
nents with specific functions can be rationally designed using the power of synthetic
organic chemistry. Second, the much smaller size of these devices means much less
ohmic heat dissipation, and consequently less power consumption.
2.1.1 Molecular tunnel junctions
The simplest molecular device is a Molecular Tunnel Junction (MTJ), which is a
two-terminal device; see Figs. 1 (a-c). It consists of a single molecule or self as-
sembled monolayer (SAM) sandwiched between two metallic electrodes. Introducing
additional transverse gate – a third terminal – can allow more control over the prop-
erties of the junction; see Fig. 1 (d, f). For instance, using special molecules and/or
geometries, a field effect transistor can be built.
Fig. (1) displays several examples of different MTJ geometries. Fig. 1 (a) depicts a
MTJ in surface - molecule - STM tip geometry, where the molecule under investigation
is embedded in a matrix of alkane self-assembled monolayer serving as an inert matrix.
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Figure 1: Examples of molecular junctions. (a) Single molecule junction. (b) Single
molecule junction with metallic nanoparticle. (c) Molecular junction with
self assembled monolayer and flat electrodes. (d) Magnetic bead junction.
(f) Brake junction.
Such a junction geometry is convenient to experimentalists for several reasons. First,
the size of the tip is relatively large with respect to the size of the molecule; therefore,
sparse positioning of molecules makes it possible to probe one molecule at a time.
Second, self assembled monolayers are usually prepared in a solution, so the density of
functional molecules may be reliably defined apriori by mixing certain concentrations
of molecules with low and high tunneling currents. And third, embedding a molecule
in a matrix with a dense packing of zigzag hydrocarbon chains assures a relatively
small titling angle, usually ∼ 20o, with respect to the normal to the surface; otherwise,
the molecule, containing aromatic rings, will lie flat due to van der Waals dispersive
interactions with the metallic surface.
Fig. 1 (b) depicts a single molecule tunnel junction geometry for which a molecule is
bound to a metallic nanoparticle. Gold nanoparticles, deposited on a SAM containing
a mixture of sulfur-terminated molecules and hydrogen-terminated alkane chains,
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will “self organize” by binding to the molecules of interest, but not to alkane chains
because the C-H bond is much stronger than the S-H bond. This setup permits
faster scanning of the SAM surface. Despite the fact that the tunneling current is
lower by several orders of magnitude than in the previous experimental setup due to
the vacuum gap between the STM tip and nanoparticle, this may be advantageous
because it avoids excessively high currents and associated heat release that can destroy
molecule/electrode contact at at high biases ~2-3 V. Fig. 1 (c) shows a schematic of
a MTJ sandwiching SAM.
Fig. 1 (d) shows a three-terminal device, magnetic bead junction. Two electrodes
are within one plane, and are separated by a narrow vacuum gap. This vacuum gap
is bridged by molecules, one end of which is attached to an electrode, and another
end is bound to the Au-covered Ni nanoparticle. This MTJ includes ∼ 102 − 104
molecules at the interface. The last example shown in Fig. 1 (f) is a molecular brake
junction for which two terminals/electrodes, separated by narrow vacuum gap, are
created by braking a strip of metal (vectors of applied force are shown in red arrows).
The third terminal of this device is a bottom gate (shown as a green rectangle).
The MTJs described above show different geometries in molecular electronics exper-
imental setups. The first two examples show MTJs that operate in vacuum; whereas
the other three may be used either in vacuum or in a solution. The properties of
molecular devices will depend on the chemical composition of molecules used in MTJs.
2.1.2 Molecular conductance
Organic molecules of interest are typically 1-6 nm long and have complicated ge-
ometries and chemical compositions. Thus, it is more convenient to operate with
conductance rather than conductivity. Conductance G is defined as G = I/V , where
I is the current and V is the voltage difference applied to electrodes. Fig. 2 depicts
a schematic of an I-V curve in the resonant tunneling regime. At low applied bias,
9
Figure 2: Schematic of current-voltage characteristics in molecular tunnel junction in
the case of ordinary and resonant tunneling regimes. Vth is the so called
threshold voltage at which molecular current sharply increases.
current is low (ordinary tunneling regime), but at some value of bias, Vth, current
increases about 2 orders of magnitude (resonant tunneling regime).
The conductance of MTJs depends on many factors such as the chemical composi-
tion of the molecule, anchoring groups, material of which the electrodes are composed,
contact geometry, environment, temperature, etc.
The chemical composition of the molecule is the key factor determining the con-
ductance. For example, molecules containing aromatic rings typically have larger
tunneling currents than alkane chains (depicted as zigzags in Fig. 1). Current de-
creases as molecular length of the alkane chain increases – this dependence has been
fitted to an exponential.
Anchoring groups – atoms that mediate contact between molecule and metal –
determine the strength of the molecule-electrode coupling. Typically, molecules that
are terminated with atoms that make strong covalent bonds with metal have larger
tunneling current. Sulfur makes very strong bonds with gold; therefore, thiols –
Sulfur terminated molecules – have large tunneling current. In contrast, Nitrogen
makes much weaker bonds with gold, and is very site selective – binds to the top site
or adatom – so the current is smaller.
The material of which the electrodes are composed is another important property
of MTJs. The relative positions of the electrode Fermi energy and molecular levels
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with respect to the vacuum level determines the value of the threshold current, Vth;
see Fig. 2. This will be explained in detail in the next section.
The geometry of MTJs (Fig. 1) also influences the value of molecular conductance,
as already described above.
2.2 Charge Transport in Molecular Tunnel Junctions
2.2.1 Theory of resonant charge transport1
The substantial amount of experimental information indicates that the two channels
of conductance – ordinary (non-resonant) and resonant tunneling – are the major
mechanisms of charge transfer through the molecule. For relatively short molecules,
~1-2 nm, resonant tunneling is known to be the dominant mechanism of transport
at moderate bias voltages of about 1-2 eV; however, at bias voltages close to zero,
charge transport occurs via ordinary tunneling; see Fig. 2. The value of current in the
non-resonant regime is up to hundreds of pico Amperes, resonant current is usually
~1 nA, up to 1 μA. Larger currents melt the junction.
1Portions of these results have previously been published (I. Diez-Perez, J. Hihath, Y. Lee, L. Yu,
L. Adamska, M. A. Kozhushner, I. I. Oleynik, and N. J. Tao, “Rectification and Stability of a
Single Molecular Diode with Controlled Orientation”, Nature Chemistry 1, 635 (2009).) and are
utilized with permission of the publisher.
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Figure 3: Schematic of energy diagram for the MTJ. The resonant electron ε−n and
hole ε+n energy levels are shown. Figure adopted from Ref. [2]. Copyright
2010 American Physical Society.
2.2.1.1 Mechanisms of resonant tunneling
The mechanism of resonant tunneling in MTJs involves the electron ε− or hole ε+
molecular charged states defined as ε−n = E−n −E0 (ε+n = E0−E+n ), where E−n and E+n
are the total energies of negative and positive molecular ions in an electronic state n,
and E0 is the total energy of the neutral molecule M0 [8, 9, 10]; (see Fig. 3). A large
increase in current takes place at Vth when either ε− or ε+ enter the current energy
window [EF − eV, EF ] [10].
Molecule-electron coupling gives rise to resonant states of the molecular ion M−
(M+). These states depend on ionization potential, electron affinity, electric field,
dispersive interaction, etc. Energy levels corresponding to these states shift in an
external electric field. If the molecule is attached to metallic electrodes, it is expected
that the effect of the polarization interaction for the charged states (M−,M+) with the
metallic electrodes will be much stronger than for the states of the neutral molecule
M0.
12
2.2.1.2 Importance of image potential
The Polarization interaction of the molecular resonant charged states with metals is
important and should be taken into account in order to explain experimental results.
In particular, the observed threshold voltage can not be predicted by theory using
energy levels calculated by density functional theory (DFT) alone. For example, in
recent experiments on molecular rectification by Diez-Perez et al. [1], the measured
threshold voltage was found to be∼ 1 eV; but the DFT value is Vth ≈ 2(EF−ε+1 ) = 2.6
eV, ε+1 being the lowest hole energy level. An additional shift of energy levels is
required to bring the resonant energy levels to the current energy window at the
experimental threshold voltage. The shift due to the polarization interaction with
the electrodes was calculated to be −0.75 eV, thus giving the value of Vth ≈ 2(EF −
ε+1 + Eim) = 1.1 eV close to that observed in experiment [1]. To illustrate this, we
plotted the energy levels of the dpdp molecule versus bias voltage, see Fig. 4. We can
clearly see from the graphs that resonant tunneling theory will predict only vacuum
tunneling for the first case (Fig. 4 (a)) and resonant current in the second case (Fig.
4 (b)).
2.2.1.3 Resonant charge transport in organic molecules
In order to provide insight into the nature of the rectification effect in chemi-
cally asymmetrical molecules, we performed first-principles calculations of atomic,
electronic, and transport properties of gold/molecule junctions containing both sym-
metrical tetraphenyl (tp) and asymmetrical dipyrimidinyl-diphenyl (dpdp) diblock
molecules. We built structures of molecules adsorbed between Au slabs, then relaxed
the structures to optimize the geometry of the molecules and tilting angle. Using
the obtained data, we placed the isolated molecules in an electric field, keeping the
configuration of the molecular junction.
The calculated electronic structures have been used to elucidate the mechanism of
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Figure 4: (a) Molecular levels of dpdp molecule (in blue) and current window (in
red) versus bias voltage. (b) Same, but with added image potential Eim =
0.75 eV . Reprinted with permission from Ref. [1]. Copyright 2009 Nature
Publishing Group.
charge transport through the molecules. We found that for both dpdp and tetraphenyl
molecules, the charge transport occurs via a hole resonant tunneling mechanism.
This conclusion was made based on the calculated ionization potential and electron
affinity of the molecules. The electron affinity (EA) and ionization potential (IP) of
the molecules are calculated as the differences in self-consistent field (SCF) energies
between the neutral molecule M0 and the corresponding molecular ions M− and M+.
This widely-used method for the calculation of EAs and IPs is referred to as the
∆SCF method, and was shown during systematic studies across a large database
of organic molecules to achieve an accuracy of 0.1 – 0.2 eV by using DFT. Such a
surprisingly good prediction of IPs and EAs is due to a fortunate cancellation of
self-interaction errors during subtraction of the DFT total energies. The calculated
IP and EA for the dpdp molecule are 6.98 eV and 1.53 eV respectively; and those
values for the tetraphenyl molecule are 6.50 eV (IP) and 0.75 eV (EA). Unfortunately,
experimental information concerning ionization potential and electron affinity, are
currently unavailable.
The energy of the lowest hole energy level εh at zero bias corresponds to the
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molecule’s ionization potential corrected by the interaction of the hole with its image
charge in the electrodes. For dpdp and tetraphenyl molecules, εh equals -6.18 eV and
-5.7 eV respectively. The lowest electron energy levels εe for both molecules are much
higher (-2.33 eV and -1.55 eV for dpdp and tetraphenyl respectively) than the Fermi
energies of the electrodes at zero bias, εlF = εrF = −5.35 eV (all the one-electron lev-
els are referenced with respect to the vacuum level). Therefore, the resonant charge
transfer in the dpdp molecule takes place through the hole resonant levels.
Several factors influence the hole states Ek that determine the charge transport
in the molecular junction. First, they are the charged states of the molecule; there-
fore, the hole energy levels are renormalized by the image potential Eim due to the
interaction of the positive charge +e distributed over the molecule with the metallic
electrode. Second, due to the electrostatic energy Eel of the hole in the external
electric field, the levels are raised or lowered approximately as −V/2 depending on
the polarity of the bias applied at the right electrode. For simplicity we assume that
the left electrode is grounded. The electrostatic energy and the image potential were
calculated based on the distribution of the hole charge which was defined as the dif-
ference between the charge densities of the positively charged and neutral molecules
obtained as a function of the applied voltage.
The resonant tunneling current is calculated as a sum of contributions from each
resonant hole level that are either close or within the current energy window. Current,
given by the k-th energy level, is defined as
Ik(V ) = 10−3 × γanodek (V )×
1
2erfc
(−δEk(V )− Er
2
√
ErkT
)
, (2.1)
δEk(V ) =

Ek − EF , V < 0
Ek − (EF − V ), V > 0
, (2.2)
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Ek = (E0 − E+k ) + Eel + Eim. (2.3)
Here γanodek (V ) is the coefficient for the k-th energy level. E0 is the ground state
energy of the neutral molecule, E+k is the k-th energy level of the positive molecular
ion. γanodek ∼ qnear anode = Ψ2k(ranode) on bias voltage V . Er is the reorganization
energy, which is computed as a difference in the total energies of the neutral molecule
and charged molecule in the geometry of the neutral molecule. Reorganization energy
effectively includes molecular vibrations as an effective level broadening.
The conduction process is described as follows (see Fig. 5):
(1) an electron transfers from the electron-rich diphenyl block to the anode that
generated a hole in the molecule;
(2) the generated hole transfers under electric field to the cathode;
(3) the injected hole in the cathode recombines with a higher energy electron (re-
leasing heating at the electrode).
The asymmetry in I-V characteristics is due to the strong localization of the hole
wave function at the diphenyl end of the molecule, which results in asymmetry in the
probability of hole transfer γanode from the anode to the molecule for both positive and
negative polarities.
2.2.1.4 Comparison of theory with experiment
The current-voltage characteristics for the dipyrimidinyl-diphenyl molecule shown
in Fig. 6 (b) clearly display rectification behavior, i.e. the large current at positive
bias and small current at negative bias. The characteristic feature of the theoretical
I-V curve is the asymmetry in the turn-on (threshold) voltage: the current starts to
increase from zero at Vth ∼ 0.7 V at positive bias and at Vth ∼ −1.2 V at negative
bias, which is one of the consequences of the asymmetrical behavior of the hole wave
functions in the external electric field.
The theoretical rectification ratio at 1.5 V is I(+1.5V)/I(−1.5V) ∼ 2.5. The
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Figure 5: Hole orbitals in zero electric field (a), at negative bias across sample (b),
at positive bias across sample (c). STM tip is always grounded. Reprinted
with permission from Ref. [1]. Copyright 2009 Nature Publishing Group.
asymmetry becomes less pronounced at larger biases above 1.5 V due to additional
contributions of hole levels other than that of HOMO.
2.2.2 Quantum theory of image potential2
One of the fundamental concepts in surface science is an attractive interaction
between an external charge and a metallic surface, which results from the polarization
of the metallic electrons, or on the quantum mechanical level, is due to collective
electronic excitations - surface plasmons [11]. In the long wavelength limit, and at
a sufficiently large distance z from the metal surface, the quantum description of
plasmon excitations reduces to the classical notion of the image potential, −1/4z .
If the molecule is attached to the metallic electrodes, the quantum states (energy
levels and corresponding wave functions) of the neutral molecule M0 and its charged
2Portions of these results have previously been published (L. Adamska, M.A. Kozhushner, I.I.
Oleynik, “Electron-Plasmon Interaction in Resonant Molecular Tunnel Junctions”, Phys. Rev.
B 81, 035404 (2010).) and are utilized with permission from the publisher.
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Figure 6: Experimental (a) and theoretical (b) current-voltage characteristics for
dpdp molecule. Reprinted with permission from Ref. [1]. Copyright 2009
Nature Publishing Group.
states (M−, M+) are modified due to the polarization interaction with the metallic
electrodes. In the system of classical charges, such an effect can be taken into account
by considering the electrostatic interactions of the point charges with their images,
and introducing the corresponding term into the Hamiltonian of the quantum system.
In the case of neutral atoms and molecules, changes in the energy levels are quite small
[12]; but for the charged states M−, M+ of the molecule, the interaction of the excess
charge with metallic electrodes results in a noticeable, about 1 eV, decrease of the
electron (hole) energy levels [20].
The straightforward inclusion of the classical image potential into the molecular
Hamiltonian is limited in the sense that it ignores the quantum nature of the polar-
ization interactions. A more systematic way is to consider explicitly the interaction
of the molecular charged states with surface plasmons - the collective excitations of
the electrons within the metallic electrodes. Persson and Baratoff were the first who
considered a similar problem of electron-plasmon interactions during electron tunnel-
ing through a vacuum barrier [13]. We focus on resonant transitions via molecular
charged states rather than vacuum tunneling.
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2.2.2.1 Model Hamiltonian
We start with the Hamiltonian of the system defined in Ref. [13]
H = He +Hsp({Xq}) +Hint(r, {Xq}), (2.4)
where He = p2/me + U(r) is the Hamiltonian of the electron (hole) on the molecule
with one-electron eigenstates (εn,φn): Hφn = εφn, and U(r) is the electron (hole)
potential which also includes the external electric field. Hsp is the surface plas-
mon Hamiltonian: Hsp (Xq) =
∑
q !ωq
(
b†qbq + 1/2
)
, where Xq is the coordinate of
the plasmon mode with momentum q and the total number of plasmon modes is
Nsp. The interaction between an electron (hole) and surface plasmons is described as
Hint =
∑
q Cqe
−qz (bqeiqr! +H.c.) , where the electron coordinate r=(r", z) and z is
the distance from the metallic surface as defined in Ref. [13]. To extract the explicit
expression for the classical image potential Uim = −e2/4z from Hint, and to include
it in He, the plasmon coordinates Xq are transformed as
X∗q = Xq + δXq,
δXq = Cqe−qz
√√√√ 2
!mω3q
 cos (qr")
sin (qr")
 , (2.5)
where cos (qr") and sin (qr") correspond to even and odd plasmon modes. The coef-
ficient Cq is defined in Ref. [13], Cq ∼ 1/
√
Nsp.
The transformed total Hamiltonian is
H = H˜el +Hsp({X∗q(r)}),
H˜el = Hel + Uim (z) ,
Uim(z) = −
∑
q
C2q
!ωq
e−2qz = − e
2
4z . (2.6)
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It becomes a sum of electronic and plasmon parts only, H = H˜e + Hsp, with corre-
sponding eigenfunctions φ (r) and χ
(
X∗q
)
. The total Hamiltonian does not include an
explicit electron-plasmon term. However, the effect of the electron-plasmon interac-
tions is in the dependence of the transformed plasmon coordinates X∗q on the electron
coordinate r. If the total wave function is written as Ψ
(
r,
{
X∗q
})
=φ (r)χ
(
X∗q (r)
)
then the Schrödinger equation is
(
H˜eφ
)
χ+ φ (Hspχ)− φ !
2
2m∇ ·∇χ−
!2
2m∇φ ·∇χ = Eφχ, (2.7)
where E is the eigenvalue of the electron-plasmon system. In the following, we drop
the asterisk and use Xq for the shifted plasmon coordinate X∗q. The eigenvalues and
eigenfunctions of (2.7) are sought by the variational method where the eigenfunctions
Ψ are represented as linear combinations of the products of electron and plasmon wave
functions, which include interactions with the left and right electrodes separated by
distance L. The variational problem can in principle be solved within any molecular
electronic structure method. However, in order to clarify the fundamental physics
of electron-plasmon interactions in MTJs during resonant tunneling, we consider a
very simple tight-binding model of MTJ - a molecular chain placed along the z-axis
between two parallel gold electrodes biased by the voltage applied across the junction.
2.2.2.2 Solution for tight binding model
The tight-binding Hamiltonian is
HTB =
N∑
i=1
εia
†
iai + h0
(
a†iai+1 + h.c.
)
, (2.8)
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Figure 7: Energy diagram for molecular junction consisting of two metallic electrodes
and atomic wire.
where h0 is the hopping integral and εi are the on-site energies, which include both
the image potential and the external electric field Ez such that
εi = Uim(zi) + Uim(L− zi)− qEzzi, (2.9)
where q = {−e,+e} is the electron or hole charge, see schematic in Fig. 7.
Within the tight-binding model, the variational wave function is
Ψ =
N∑
i=1
B0iΨ0i +
N∑
i=1
∑
qL
BqLi ΨqLi +
N∑
i=1
∑
qR
BqRi ΨqRi , (2.10)
where the basis functions on site i are
Ψ0i = ϕi
∏
qL
χ0 (XqL (zi))
∏
qR
χ0 (XqR (L− zi)) , (2.11)
ΨqLi = ϕiχ1 (XqL (zi))
∏
q′L #=qL
χ0
(
Xq′L
(zi)
)∏
qR
χ0 (XqR (L− zi)) . (2.12)
The expression for ΨqRi is similar to (2.12). Here, ϕi is the original electron (hole)
orbital on site i, where i = 1, . . . N , and Ψ0i is the electron-plasmon wave function on
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site i without plasmon excitation, ΨqLi - with the excitation of the plasmon qL in the
left electrode.
The dimension of the combined electron-plasmon basis (2.11, 2.12) is N (2Nsp + 1),
and the tight-binding Hamiltonian matrix in this basis is sparse. The matrix elements
〈ΨqLi |H|Ψ〉 ∼ δqL,q′L because for qL )= q
′
L they are proportional to 1/Nsp → 0 (the
number of surface plasmons Nsp is equal to the number of elemental surface unit cells
in the entire crystal). The other matrix elements are
〈
Ψ0i
∣∣∣H ∣∣∣Ψ0i 〉 = εi,
〈ΨqLi |H |ΨqLi 〉 = εi + !ωqL ,
〈
Ψ0i
∣∣∣H ∣∣∣Ψ0i+1〉 = 〈ΨqLi |H |ΨqLi+1〉 = h˜i,i+1,
where the renormalized hopping integral h˜i,i+1 is
h˜i,i+1 = h0 (1−Θ(zi, zi+1)/2) (1−Θ(L− zi, L− zi+1)/2) , (2.13)
Θ(zi, zi+1) =
1
!ω¯sp
(
e2
4zi
+ e
2
4zi+1
− e
2
zi + zi+1
)
, (2.14)
and ω¯sp is the surface plasmon frequency averaged over the plasmon spectrum. The
non-diagonal for the plasmon coordinates matrix element is
ti,i+1 (qL) =
〈
Ψ0i
∣∣∣H |ΨqLi+1〉 = h˜i,i+1 (e−qLzi+1 − e−qLzi)CqL/!ωqL , (2.15)
which is responsible for the excitation of the plasmon qL when the electron hops from
i to i+ 1.
Thus, the eigenvalue problem
〈
ΨqL,Ri |H − EI|Ψ
〉
= 0 is reduced to solving a system
of equations for N coefficients BqL,Ri . This system may be solved analytically for a
2-site chain, or numerically for virtually any number of sites. With Mathematica, for
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example, we solved it for chains containing up to 10 sites. Qualitatively, the results
of the analytical 2-site model hold for long chains as well: we also observed mixing of
levels with and without plasmon excitation.
2.2.2.3 Probability of plasmon excitation
Let us then consider the process of plasmon excitation in either anode or cathode
during resonant electron transfer via the resonant level E1, which is in the current
energy window [EF , EF − eV ] at the applied voltage V ; see Figs. 3, 7. Due to the
conservation of energy, the plasmon can only be emitted if eV ≥ EF − E1 + !ωsp.
The probability amplitude of an electron transition from the cathode (state i, left
electrode) to the anode (state f, right electrode) with the excitation of a surface
plasmon qa at the anode is
Aqaif =
〈Φqaf |Ua|Ψ1〉〈Ψ1|Uc|Φci〉
εi − E1 + iΓ , (2.16)
where the wave functions of the final and initial states are
Φqaf = φae(r, εf )χqa1
∏
q′a #=qa
χq
′
a
0
∏
qc
χqc0 ,
Φci = φce(r, εi)
∏
qa
χqa0
∏
qc
χqc0 ,
and Uc,a and φc,ae are the one-particle potentials and wave functions respectively of
electrons inside the cathode and anode, and Ψ1 is the total wave function of the elec-
tron resonant state with energy E1, including both electron and plasmon coordinates
as defined by Eqs. (2.11, 2.12). The greatest contribution to the matrix element
〈Φqaf |Ua|Ψ1〉 is due to the center N closest to the anode, φ(z − zN), and in the cath-
ode matrix element 〈Ψ1|Uc|Φci〉 – from the center 1, φ(z − z1). Then, using (2.11,
2.12) and (2.16), the transition amplitude becomes Aqaif = DBqaN B01 , where D is a
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constant. The probability amplitude for the transition without plasmon excitation
is A0if = DB0NB01 . Then, the probability ratio for the transition with and without
excitation of a surface plasmon mode qa on the anode wqa = |BqaN |2/|B0N |2 ∼ 1/Nsp
is very small. However, the probability ratio for excitation of any plasmon mode on
the anode, wa =
∑
qa w
qa , is a finite quantity wa ∝ Θ(zN−1, zN).
2.2.2.4 Proposed experiment
We predict a new phenomenon – the emission of photons from MTJs with a large
quantum yield 10−2 as a result of the excitation of surface plasmons upon the appli-
cation of a voltage across the junction.
We predict the excitation of the surface plasmons in the course of resonant tun-
neling current through the MTJ. Experimental confirmation can be an observation
of photons emitted with frequency ωsp at the molecule/electrode interface when the
surface plasmons are transformed into photons at the surface defects [14]. In prin-
ciple, the excitation of the surface plasmons by energetic electrons impinging the
metallic surface, followed by photon emission, is possible without the presence of the
molecule [1]. However, the quantum yield of such a process in bare metals is very
small (∼ 10−6) due to a much more efficient electron energy relaxation via electron-
electron collisions. Another mechanism of photon emission in MTJs is due to direct
electron excitation of the molecule by the tunneling electron. However, both theory
[17] and experiment [18] show that the quantum yield of such a process is also very
small, 10−7 − 10−6.
Resonant electron-plasmon interactions provide a plausible mechanism of photon
emission in MTJs with a large quantum yield (∼ 10−2). However, the experimental
observation of such an effect requires the application of a large bias (V ! !ωsp/e ∼
2− 3 V), which is difficult to accomplish in standard experiments with MTJs due to
the likelihood of damage to the molecule [1]. Two possibilities exist to circumvent this
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difficulty. It is known that the plasmon frequency is reduced in metal nanostructures,
which may allow the observation of electron-plasmon photon emission at smaller bias
using an STM tip as one of the electrodes. The second possibility is to reduce the
current through the molecule by introducing a vacuum gap between the molecule and
one of the electrodes, which can also be realized using an STM [19].
2.3 Heat Transport in Single Organic Molecules
The theory of resonant charge transport, described in previous sections, uses ap-
proximations that transport is ballistic, however molecular vibrations, excited during
tunneling of charge, are taken into account as an effective level broadening.
2.3.1 Probing mechanisms of electrical conduction
The nature of the charge carriers is ultimately related to the details of the elec-
tronic structure of the medium conducting the current. In semiconductor material
the electron and/or hole types of conduction are determined by the position of the
Fermi level with respect to occupied (valence) and unoccupied (conduction) elec-
tronic states of the semiconductor crystal. In the case of a molecule junction, the
dominant carrier type will also depend on the relative position to the Fermi level
with respect to the resonant energy levels of the negative (positive) molecular ion.
This is demonstated in Fig. 8. If the electron level is in the vicinity of one of the
electrode Fermi levels (with the energy difference E), the electron can tunnel to the
anode and release energy eV −E. Thus, the anode heats up stronger in the case of an
electron conduction mechanism. And since the molecular electron-phonon coupling
is small, the electrodes will heat up asymmetrically and will hold their temperatures
because the molecule cannot thermalize them. A similar explanation applies to the
hole conductance mechanism.
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Figure 8: Schematic of heat release in a molecular tunnel junction in the ballistic
transport approximation.
2.3.1.1 Estimation of released heat
Single molecule experiments are challenging due to the technical difficulties in mak-
ing and controlling molecule/electrode contacts. Therefore, we suggest to use the
molecular junctions made of two electrodes sandwiching a self-assembled monolayer
(SAM) of the molecules to be investigated. Such devices have been recently fabricated
using cross-wire or imprinting techniques. To estimate the temperature increase, we
consider a model system consisting of planar electrodes sandwiching a SAM of the
molecules (see Fig. 9). The energy flux coming to one of the electrodes due to the
electric current is j = IV n, where I is the current through a single molecule, V is
the bias voltage, and n is the surface number density of the molecules. Assuming
the average distance between the molecules within the SAM is about 5 nm, then
n ∼ 1014 cm−2. If V ∼ 1V and I ∼ 1 nA, we obtain j - 105J/cm2s. This energy is
released and transformed into heat within a layer of several hundred angstroms. If the
linear dimensions of the electrode along the surface are greater than both its thick-
ness d and the thickness of the dissipating layer, then the problem of heat conduction
becomes one-dimensional and can be easily solved. We find that the temperature at
the electrode’s surface in contact with the SAM is Ts = T0+jd/κ, where κ is the heat
conduction coefficient (κ = 318W/Km for Au). If the thickness d of the electrode is
on the order of several tens of micrometers, the temperature will increase by up to
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Figure 9: Schematic of proposed experimental setup for measurements of asymmetric
heating.
100 K, which can be easily measured by standard calorimetric methods.
2.3.1.2 Proposed experiment
It is well-known in semiconductor device physics which of the two types of charge
carriers, electrons and holes, participate in the current flowing through a semicon-
ductor device. From the general point of view, both electrons and holes can also
contribute to the current through the molecule, but their relative contributions to
the current is difficult to determine from conductance measurements. We suggest
an unambiguous experimental method to determine the nature of charge carriers in
organic molecules using the technique of nanocalorimetry; see Fig. 9.
The feasibility of such measurements is indicated by the fact that calorimetric ex-
periments have already been performed in the case of metal/oxide [21] and metal/vacuum
[22] junctions. In principle, the heat dissipation in molecular junctions can be pre-
dicted by the theory; however, this requires detailed knowledge of electron and hole
resonant energy levels, the corresponding wave functions and their behavior in the
external electric field, and the exact geometry of the electrode/molecule contacts and
the electrodes’ Fermi energies. The latter piece of information is not possible to
obtain from experiment; therefore, the proposed experimental method of calorimet-
ric investigation of the nature of the charge carriers in molecular junctions will be
very effective in unraveling the fundamental mechanisms of conductance in molecular
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junctions. We encourage experimental groups to perform such measurements.
2.3.2 Asphaltines as building blocks in molecular electronic devices
Previous sections have described the method of resonant charge transport calcu-
lation in molecular tunnel junctions, and introduced a simplified model for the eval-
uation of the amount of released heat. Charge transfer in metal/molecule/metal
junctions is accompanied by a release of power IV which is partly spent to excite
molecular vibrations. Therefore, the major physical quantity, governing vibrational
excitations is the reorganization energy (RE) – the amount of energy released for
every electron (hole) tunneling through the molecule. Because of this direct link
between the heat dissipated during resonant tunneling and molecular properties, it
would be advantageous to explore the molecules with varying values of reorganization
energy (as well as electron affinities and ionization potentials), which allowed us to
control the amount of energy dissipated in molecular junctions. An interesting class
of organic molecules, asphaltines, is considered, and their properties as a function of
molecular shape and size, doping with adatoms and substitutional impurities, and
varying applied bias voltages are explored.
2.3.2.1 Roots to rational asphaltine design
Asphaltines are large organic molecules composed of a few to tens of fused carbon
rings. In the literature these molecules are also called graphene flakes or graphenoids.
Asphaltines are naturally found in crude oils. Their geometry is very diverse. These
molecules have substitutional impurities and adatoms such as Nitrogen (N), Sulfur
(S), Oxygen (O), Hydrogen (H), OH group, and Carbon (C). They also have long
carbohydrate chains, attached to the edges, which we ignore in this work. We concen-
trate only on the core, composed of fused carbon rings, since edge attachments have
minor effect on such physical quantities as ionization energy (IE), electron affinity
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Figure 10: Shapes of asphaltine molecules considered in this work. Size 5 is shown.
(EA), and reorganization energy (RE). The purpose of this work is to understand how
the size, shape, and chemical composition of the molecules influences their electronic
properties. We have limited ourselves to study of only 3 shapes: linear, circular, and
triangular graphene flakes, see Fig. 10. Further we chose molecules with close values
of IE and EA, and performed comparative analysis of adatoms and substitutional
impurities.
RE, IE, and EA were already defined in the charge transport section, but we prefer
repeating the definitions in this section as well for the sake of completeness.
IE = E0(M0)− E+(M+),
EA = E−(M−)− E0(M0),
RE± = E0(M0)− E0(M±),
where E0, E+, and E− denote the total energy of neutral, +1, and -1 charged
molecules respectively. M0, M+, and M− stand for the geometry of the molecule
in its relaxed neutral, +1, and -1 charged states respectively. For graphic representa-
tion of IE and EA please refer to Figs. 3 and 8. RE – the amount of energy released
on the molecule due to vibrations caused by passing charge – may be comprehen-
sively illustrated as a three step process. Fig. 11 depicts two electrodes bridged by
molecule M0. A voltage difference is applied to the electrodes. A charge from the
29






Figure 11: Schematic of reorganization energy.
Figure 12: Size and shape dependence of reorganization energy RE, ionization energy
IE, and electron affinity EA.
left electrode jumps onto the molecule (M+(−)) causing local charge redistribution
and a small change in geometry. Then, as the charge enters the right electrode, the
molecule returns to its neutral geometry (M0) thus exciting vibrations.
2.3.2.2 Size and shape dependence
RE, IE, and EA were computed for linear, circular, and triangular graphene flakes
of different sizes, starting with benzene and up to 20 Å in dimension. Results are
presented in Fig. 12. Our calculations show that linear molecules respond strongest to
passing charge: they have largest value of RE. For circular and triangular asphaltines,
charging had almost no effect – their vibrational energy per 1 charge is less than 0.01
eV. IE decreases as the size of molecule increases. Surprisingly, linear and circular
molecules with the same lateral dimension show similar values of IE, while triangular
molecules of the same lateral dimension have much smaller ionization energies. The
EA of triangular molecules is also significantly different from their linear and circular
counterparts.
As the size of the molecule increases to infinity, EA and IE for circular and trian-
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Figure 13: Binding sites for adatoms and substitutional impurities.
gular asphaltines will saturate at about 4 eV, which is a work function for graphene.
Linear asphaltines in the infinite length limit are extremely narrow zigzag graphene
nanoribbons. Irrespective of length, IE and EA will never touch, with the difference
between EA and IA equal to the value of the nanoribbon gap.
2.3.2.3 Doping dependence
We have chosen two molecules with close values of IE and EA: pentacene (IE= 6.1
eV, EA= 1.8 eV) and coronene derivative (further called coronene for the sake of
conciseness) (IE= 6.3 eV, EA= 1.6 eV). For these molecules, a wide range of adatoms
and substitutional impurities (see Fig. 13) were studied in order to derive trends for
the rational design of chemical composition for the molecules.
Adatoms (C, H, OH, O, S, N) were adsorbed in four different adsorption sites (see
Fig. 13): middle of the ring (ring site), above C atom (top site), above the bond
(bridge site), and on the molecule edge (edge site). For those adsorption sites with
the lowest energy in the neutral state, IE and EA were calculated and plotted in Fig.
14. In the case of pentacene, adatoms have minor effect on IE and EA. EA was most
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Figure 14: Dependence of ionization energy and electron affinity of doping for pen-
tacene and coronene derivative molecules.
responsive to OH and S. Coronene is much more responsive: adatoms induce changes
up to 1 eV. Most effective is doping with H, OH, and N adatoms.
Substitutional impurities (N, S, O), as seen in Fig. 13, were probed for several
positions within the bulk of the molecule, as well as 6 types of edge substitutions:
C2H2/EH, C2H2/E, CH/E, C/E in the bulk and near edge such that E makes a bond
with H, and a substitution of H by OH. For E we used N, S, and O. Pentacene was
much less responsive than coronene as seen in the comparison of CH/E substitutions
in pentacene and coronene in Fig. 14. For example, S and O edge substitutions alter
IE by ~1 eV bringing the value of IE close to the electrode Fermi energy, which for the
Au(111) surface is equal to 5.35 eV. Coronene’s IE is also very responsive to C/E bulk
substitutions. As far as EA is concerned, we observed only one instance of significant
increase that occurred in the case of C2H2/N edge substitution.
The effect of multiple substitutions was also studied. In the case of pentacene, the
effect of multiple substitutions more or less add up; whereas in the case of coronene,
the doping effect was enhanced only if impurities were situated far from each other.
More detailed investigation is needed.
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3 Graphene and Related Materials
3.1 Introduction to Graphene
Graphene, a one-atom-thick layer of carbon atoms, exhibits exceptional electronic
properties, such as very high electron mobility, high saturation velocity, high current
carrying density, and excellent heat dissipation, which make it a highly promising
material for the development of carbon-based nanoelectronics. Graphene adsorbs
only 2% of an incident light; therefore, its high optical transparency, combined with
high electron conductivity, make it a candidate for transparent conducting electrodes
of organic photovoltaic cells. Graphene field effect transistors also have a relatively
good on-off ratio, making them good switches – one of the most important devices
on a chip.
Even though graphene has very low solubility in water, it may be reversibly reduced
from, and oxidized to, graphene oxide. This is an important property of graphene
since graphene oxide has good water solubility, and may thus be spin coated virtually
to any surface. Also, graphene may be reduced locally - by “drawing” a trench, for
example, on a surface of graphene oxide by a hot STM tip, thus fabricating graphene
nanoribbons that are embedded in a graphene oxide (insulator) network. Graphene
nanoribbons may also be produced by cutting graphene nanotubes with a hot STM
tip, or synthesized on a metal surface from precursor molecules.
The first, historic method of graphene production is skotch-tape exfoliation. So far,
this method gives the highest quality graphene samples. The above mentioned method
of reduction from graphene oxide produces a lot of point defects in graphene. The
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same situation is for chemically exfoliated graphene: even though graphene sheets
are mostly perfect, there are lots of leftover solvent molecules that locally inhibit
adhesion of graphene to metallic leads. Thermal exfoliation of graphene from silicon
carbide SiC is one of the most popular methods, together with growth on metallic
substrates, mostly because these methods are scalable, which is not the case for
exfoliated graphene.
Graphene growth on metal substrates, including Ni, Ru, Pt, Ir, Cu, is currently a
major approach for producing high quality, large-area graphene samples for electron-
ics applications. In addition to controlling growth processes, metal-graphene inter-
actions influence the electronic properties of graphene. For example, a strong inter-
facial binding between graphene and either Ni or Ru substrates opens up graphene’s
band gap, whereas a weak interaction with Ir, Pt, Au or Cu substrates preserves
the electronic properties of freestanding graphene, and only shift graphene’s Dirac
point. Many proposed graphene devices contain metal/graphene electrical contacts
or other metal/graphene heterostructures. Therefore, an understanding of the funda-
mental properties of metal/graphene interfaces is of critical importance for developing
graphene-based nanoelectronics [38, 39, 40, 41, 42].
3.2 Graphene on Ni(111) and Cu(111) substrates1
This section outlines the results of a systematic investigation of simple (metal/graphene)
and complex (metal/graphene/metal, and intercalated metal/metal/graphene) inter-
faces using first-principles density functional theory (DFT). Two metallic substrates,
Ni and Cu, interacting with graphene, were studied as representative cases of both
strongly and weakly bonded graphene/metal interfaces. In addition to binding en-
1Portions of these results have previously been published (L. Adamska, Y. Lin, A. Ross, M.
Batzill, I.I. Oleynik, “Atomic and Electronic Structure of Simple Metal/Graphene and Com-
plex Metal/Graphene/Metal Interfaces”, Phys. Rev. B 85, 195443 (2012); L. Adamska, R.
Addou, M. Batzill, I.I. Oleynik, “Atomic and Electronic Structure of Graphene/Sn/Ni(111) and
Graphene/Sn/Cu(111) Surface Alloy Substrates”, Appl. Phys. Lett. 101, 051602 (2012).) and
are utilized with permission of the publisher.
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Figure 15: Atomic structure of simple graphene/metal interfaces. Each structure is
labeled according to the position of carbon atoms with respect to the
underlying substrate. Figure partially adopted from Ref. [3]. Copyright
2012 American Physical Society.
ergies and interface distances, which are used to quantify the strength of graphene-
substrate interactions, the bonding in simple and complex interfaces was analyzed
using charge density distributions and bond orders. The modification of interfa-
cial atomic and electronic properties upon intercalation by the metallic (Cu or Ni)
adlayer was also investigated. This research has been performed to support experi-
ments on the growth of graphene on Ni substrates [37, 5, 6], where the atomic and
electronic structure was characterized primarily by scanning tunneling microscopy
(STM). Therefore, STM images were simulated and analyzed to find signatures of
graphene/metal interfacial interactions, thus aiding in the interpretation of experi-
mental STM images. The body of the dissertation only gives a brief summary of
major achievements. For detailed discussions please refer to the original publications.
3.2.1 Simple graphene/metal interfaces
Simple graphene interfaces consist of graphene (which has two carbon atoms per
unit cell) and metal substrate (Ni, Cu). Four possible interface geometries were iden-
tified as top-fcc, top-hcp, fcc-hcp, and top-bridge, which describe the arrangement of
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two carbon atoms of a graphene unit cell with respect to the underlying structure of
the metallic substrate: top - the first C atom on top of every surface metal atom; fcc
and hcp - the second C atom in the hollow position above the fcc or hcp sites of (111)
fcc lattice; top-bridge - one C atom between top and fcc sites and another between
top and hcp sites. See Fig. 15. These interfacial structures were optimized using both
LDA and GGA+vdW, and ranked based on the strength of metal/graphene interac-
tion. It was found that both LDA and GGA-vdW give consistent results, i.e. predict
top-fcc and top-hcp interfaces as the lowest energy structures for both Ni and Cu sub-
strates, the top-fcc interface being only slightly lower in energy than top-hcp interface.
Therefore, this specific simple interface was used to build a complex interface by po-
sitioning an additional metallic ad-layer M(a) either below or above graphene, thus
producing intercalated M/M(a)/gr (see Fig. 16) or complex meta/graphene/metal
M/gr/M(a) (see Fig. 17) interfaces. Metallic ad-layer was placed on the substrate-
supported graphene in three ways such that the metal atom of the metallic adlayer
occupies either top, hcp, or fcc sites of the (111) surface unit cell of the substrate,
See Figs. 16 and 17.
3.2.2 Intercalated graphene/metal interfaces
The major result that was obtained for intercalated interfaces was the domination
of nearest-neighbor M(a)-graphene interactions at the interface: the binding energy
and the interplanar distance for a particular M/M(a)/gr interface is close to those
for simple M/gr interfaces under the condition that graphene is in contact with the
same type of metal, Ni or Cu. For example, the Ni/Cu(a)/gr interface displays a
weak interfacial binding very similar to that observed for a simple Cu/gr interface,
whereas the adlayer-graphene interaction in the Cu/Ni(a)/gr interface is strong and
interface distance is short, i.e. similar to those in simple Ni/gr interfaces.
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Figure 16: Atomic structure of intercalated graphene/metal interfaces. Each struc-
ture is labeled according to the position of the metal adatom with respect
to the underlying substrate. Graphene stacking is top-fcc. Figure partially
adopted from Ref. [3]. Copyright 2012 American Physical Society.
3.2.3 Complex metal/graphene/metal interfaces
Following the same idea for the dominance of nearest-neighbor interactions, it would
be reasonable to expect the strength of (metal-adlayer)-graphene interfacial interac-
tions in M/gr/M(a) structures to be similar to those in simple M/gr interfaces. In-
deed, such a trend is present in the case of the Cu adlayer, where a weak Cu-graphene
interaction is dominant in the complex Ni/gr/Cu(a) and Cu/gr/Cu(a) interfaces. Sur-
prisingly, a strong enhancement of local Ni-graphene bonding was observed in the case
of Ni/gr/Ni(a) (8-fold enhancement) and Cu/gr/Ni(a) (3-fold enhancement) complex
interfaces, for which a Ni ad-layer was deposited onto Ni-supported or Cu-supported
graphene.
3.2.4 Interfaces of graphene with bimetallic surface alloys
As was shown above, graphene on Ni substrate may be turned from chemisorbed
to physisorbed by intercalating a Cu ad-layer. Another promising intercalant, im-
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Figure 17: Atomic structure of complex metal/graphene/metal interfaces. Each struc-
ture is labeled according to the position of carbon atoms with respect to
the underlying substrate. Figure partially adopted from Ref. [3]. Copy-
right 2012 American Physical Society.
Figure 18: Atomic structure of simple graphene/metal interface and interface of
graphene with bimetallic surface alloy. Each structure is labeled accord-
ing to the position of carbon atoms with respect to the underlying sub-
strate. Figure adopted from Ref. [4]. Copyright 2012 American Institute
of Physics.
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Figure 19: Local density of states of graphene on simple and bimetallic substrates.
(a) Nickel-based substrates, (b) copper-based substrates. Figure adopted
from Ref. [4]. Copyright 2012 American Institute of Physics.
Figure 20: Simulated STM images of graphene on Sn/Ni(111) and Sn/Cu(111) surface
alloys. Figure adopted from Ref. [4]. Copyright 2012 American Institute
of Physics.
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plemented by the experimental group of Dr. Batzill, is Sn. Sn forms an ordered
alloy on Ni(111) substrate by substituting, in a regular fashion, 1/3 of the atoms
within the substrate’s first surface layer with Sn atoms. The resulting Sn-metal
structure possesses the same lattice constant for the (111) surface unit cell as the
original metallic substrate; but, due to their substantially larger atomic radii, the Sn
atoms are displaced out of the metallic surface, thus providing an effective “pillar”
support for graphene, see Fig. 18. Therefore, it is expected that graphene-metal
interactions will be substantially reduced as a consequence of the effective contact
area reduction. For detailed atomic structure of bimetallic interfaces please see Ref.
[4]. Here we will present only the most interesting observations of the electronic
properties of graphene on bimetallic surface alloys. Even though graphene interacts
very weakly with the Sn-alloy substrate, the interface binding strength is almost
equal to that of graphene/Cu(111) binding, but the signature of the substrate is still
reflected in simulated STM images in agreement with experiment. In Fig. 19 we
plot local density of states in graphene carbon atoms in freestanding graphene (black
lines), simple graphene/Ni and graphene/Cu interfaces (red lines), and graphene on
Sn-alloy substrates (green lines). It becomes obvious from the graph that graphene
is electronically decoupled from substrate, and the only influence of the metal is a
small shift in the Fermi level. However, the simulated constant-current STM image
carries the signature of the substrate. In Fig. 20 the reader may observe a slightly
brighter spot in C atom directly above the Sn in the graphene/Sn/Ni(111) interface.
This qualitatively agrees with experiment, although in the experimental STM image,
bright spots had larger size. We assume that this is due to smearing, or “blurring”,
of the STM features resulting from a non-point STM tip size. Graphene/Sn/Cu(111)
interfaces have not been grown in experiment yet, though we predict that the STM
image of this system will be a single dark spot in the place of a C atom directly above
a Sn atom; see Fig. 20.
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Figure 21: Experimental STM image of surface nickel carbide. Figure partially
adopted from Ref. [5]. Copyright 2011 American Chemical Society.
3.3 Graphene Growth on Nickel Substrate2
This section is constituted from two publications which have resulted from our
fruitful collaboration with the experimental group of Dr. Batzill. Growth of samples
and analysis was performed by former graduate student J. Lahiri, Ph.D. The body of
the dissertation describes only the theory portions of these publications. For detailed
discussions please refer to Refs. [5, 6].
3.3.1 Mechanisms of graphene growth on nickel substrate
As observed experimentally, at high growth temperatures, about 600oC, a graphene
monolayer grows in commensurate stacking with respect to the underlying substrate.
However, at low temperatures, about 480oC, the graphene phase coexists with the
surface nickel carbide Ni2C, which has square symmetry; see Fig. 21. Density
2Portions of these results have previously been published (J. Lahiri, T. Miller, L. Adamska, I.I.
Oleynik, and M. Batzill, “Graphene Growth on Ni(111) by Transformation of a Surface Carbide”,
Nano Lett. 11, 518 (2011); J. Lahiri, T.S. Miller, A.J. Ross, L. Adamska, I.I. Oleynik, and M.
Batzill, “Graphene Growth and Stability at Nickel Surfaces”, New J. Phys. 13, 025001 (2011).)
and are utilized with permission of the publisher.
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Figure 22: Atomic structure of surface nickel carbide. One layer of Ni substrate is
shown. Figure adopted from Ref. [5]. Copyright 2011 American Chemical
Society.
functional theory was used to investigate intermediate stages of graphene growth in
this temperature regime.
The supercell of the surface nickel carbide (see Fig. 21) is shown in green lines;
the unit cell is so large because it has to accommodate not only square elementary
unit cells Ni2C, shown in thin black lines, but also must be commensurate to the
substrate. With DFT simulations, we were able to relax this unit cell; please see
Fig. 22. This large unit cell was a benchmark calculation for the atomic positions of
individual Ni and C atoms. The surface nickel carbide is rotated 3o with respect to
substrate, and the carbon atoms sit slightly below the plane of Ni atoms. In order
to find a reasonable compromise between accuracy and computational efforts, we
have studied a few reduced unit cells. The reduced unit cell, the atomic properties of
which correspond best with the benchmark calculation, is shown in Fig. 23. This unit
cell has lost the 3o rotation with respect to the substrate, but its atomic properties
correspond well with the large unit cell.
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Figure 23: Atomic structure of surface nickel carbide in reduced unit cell. Figure
adopted from Ref. [5]. Copyright 2011 American Chemical Society.
3.3.2 Coexistence of graphene and surface nickel carbide
In order to simulate graphene/carbide phase coexistence (see Fig. 24) we have
built several atomically sharp graphene/carbide interfaces using a reduced carbide
unit cell, shown in Fig. 23, and a monolayer graphene on one-layer nickel substrate.
The system with the lowest total energy is shown in Figs. 25 (a, b). It may be
noticed that carbon atoms in carbide are perturbed in the vicinity of the interface:
they come closer to substrate than in the original reduced unit cell. Also, carbide
Ni atoms lose clock reconstruction and align parallel to graphene. The fact that the
carbide is more perturbed than the graphene suggests that graphene is more rigid
than carbide. However, perturbations in atomic positions are due to interface decay
on a length scale of one unit cell.
To explore the stability of this interface, we have studied several growth mechanisms
of graphene at the expense of surface nickel carbide. The first mechanism was the
exchange of Ni and C atoms at the interface, see Fig. 25 (c). This process had a
very high formation energy, thus mimicking the stability of the surface nickel carbide
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Figure 24: Experimental STM image of coexisting phases of graphene and surface
nickel carbide. Figure partially adopted from Ref. [5]. Copyright 2011
American Chemical Society.
Figure 25: Top (a) and side (b) views of the atomic structure for the interface of
graphene with surface nickel carbide. One layer of substrate is shown. (c)
Schematic showing possible ways graphene can expand at the expense of
nickel surface carbide. Figure partially adopted from Ref. [5]. Copyright
2011 American Chemical Society.
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Figure 26: Destruction of surface nickel carbide with copper adlayer. Top (a) and
side (b) views of surface nickel carbide in a small reduced unit cell on a
3-layer Ni(111) substrate. Top (c) and side (d) views of copper adlayer on
surface nickel carbide: carbon atoms are pushed to interstitial sites, thus
destroying the carbide. Figure adopted from Ref. [6]. Copyright 2011
Institute of Physics.
phase. A much lower cost was associated with the process that assumed the existence
of a carbon source, either as adatoms on top of graphene or segregated from the bulk.
It was energetically favorable to expel a Ni atom from its position if the external
C atom appeared in its neighborhood. Please, refer to original publications for a
detailed discussion.
3.3.3 Destruction of surface nickel carbide
Surface nickel carbide is a stable phase, but it may be easily destabilized by deposi-
tion of a metal monolayer on top of the carbide surface. Cu is more preferred since it
has smaller cohesive energy than nickel, thus it is more monodispersed, whereas nickel
is prone to forming clusters. In order to study the effect of destroying the surface
carbide by a metal ad-layer, we have built another reduced unit cell of surface nickel
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carbide, see Fig. 26. This unit cell contains three nickel layers in the substrate, two of
which were geometry optimized. It readily follows from Fig. 26 that the Cu ad-layer
destroys the square symmetry of surface nickel carbide, and pushes carbide carbon
atoms into interstitial sites. As observed in experiment, this process is followed by the
segregation of carbon atoms from the bulk, and the formation of monolayer graphene.
3.4 Point Defects in Metal Substrate Supported Graphene
Defects in freestanding graphene, as well as graphite, have been a topic of extensive
research efforts. The formation energy of single and double vacancies, estimated by
DFT, is 7−8 eV, which is too large for these defects to be created by thermal activation
at room temperature. The concentration of pre-existing point defects, which appeared
during growth, is also low. That is why ion irradiated samples were used in Scanning
Tunneling Microscopy (STM) experiments to study point defects in graphene and
hexagonal broron nitride.
Less is known about defects in graphene on metal substrates. Ugeda et al. [52]
studied, both experimentally and theoretically, single vacancies in graphene supported
on Pt(111) substrate. It was observed that single vacancies are very reactive, and
partially saturate dangling bonds on the substrate metal atoms [52]. Yacobson et al.
[53] observed the reduction by ∼ 1 eV of the barrier for Stone-Wales defect healing
in graphene on Ni(111) substrate; this was also confirmed in Ref. [54]. A significant
reduction in the formation energy of a single vacancy in Ni-supported graphene from
7.7 eV to 2.8 eV was observed in Ref. [53].
The purpose of this work is to systematically study point defects in graphene on
metal substrates, and compare the results to the freestanding graphene case. Two
types of graphene/metal interfaces were considered: weakly coupled graphene/Cu(111)
interface and strongly coupled graphene/Ni(111) system.
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3.4.1 Methods
The formation energy Ef of defects in freestanding graphene was computed using
the formula from Refs. [44, 45, 49]
Ef = Edefgr − Eidealgr
Ndefgr
Ngr
, (3.1)
where Edefgr and Eidealgr are the free energies of defective and ideal graphene samples
respectively, Ngr is the number of C atoms in the ideal graphene sample, and Ndefgr
is a number of C atoms in the defective sample. In the case of substrate-supported
graphene (gr/M), the energy of the metal substrate, EM , was extracted from the
energies of the defective Edefgr/M and ideal Eidealgr/M systems:
Ef =
(
Edefgr/M − EM
)
−
(
Eidealgr/M − EM
) Ndefgr
Ngr
. (3.2)
Constant current STM images [55] were simulated by drawing an isosuface of local
electron density ρ(*r, V ), which was computed by
ρ(*r, V ) = ∑i|Ψi(*r)|2,
Ψi(*r) being the Kohn-Sham orbitals, index i runs through orbitals in the energy
interval [EF − |e|V, EF ], where EF is the Fermi energy, V is the bias voltage, and e
is electron charge. We use the convention for V positive spanning filled states, and
V negative - empty states.
3.4.2 Defects in freestanding graphene
The dangling bonds at point defects in graphene are partially saturated due to
atomic reconstruction, or the so called Yahn-Teller distortion [43]. The single vacancy,
which has 3 dangling bonds, saturates 2 dangling bonds by forming a pentagon (the
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Table 1: Formation energy Ef and length of shortest bond d of point defects in free-
standing and substrate-supported graphene. d is not shown for cases when
there is no 5-9 or 5-8-5 reconstruction. The simulation cell contains 60 C
atoms and 3 layers of metal. The simulation cell of graphene in a large
supercell contains 220 C atoms.
Defect gr, large cell gr gr/Cu(111) gr/Ni(111)
Ef , eV d, Å Ef , eV d, Å Ef , eV d, Å Ef , eV d, Å
vacancy-top 7.70 2.17 7.88 2.46 5.99 − 2.46 −
vacancy-hollow 7.70 2.17 7.88 2.46 7.14 2.16 5.07 −
divacancy 7.33 1.72 8.04 1.83 7.81 1.79 2.75 −
Figure 27: Atomic structure and simulated STM images of vacancy (a) and divacancy
(b) in freestanding graphene. For each type of defect, the atomic structure
around the defect is shown, and the defect formation energy Ef is given.
In simulated STM images, the bias voltage was 1V.
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so called 5-9 reconstruction); see Fig. 27 (a). The divacancy saturates all four of its
dangling bonds by forming two pentagons (5-8-5 reconstruction); see Fig. 27 (b). As
shown in Table 1, a very large supercell is needed to reproduce the formation energy
and geometry of point defects in freestanding graphene due to long-range strain fields
around the defects [43]. Also, the geometry and formation energy, computed on the
large cell, is in agreement with the literature; see more discussions in Ref. [7].
There is no available experimental information for the divacancy formation energy,
but our computed Ef = 7.33 eV lies within the energy interval 7.2 − 7.9 eV given in
Ref. [43]. The geometry of the 5-8-5 reconstruction in the divacancy is also better
reproduced in a large cell, but the cell size wasn’t as crucial as for the single vacancy.
Simulated STM images of single and double vacancies are shown in Figs. 27 (a) and
(b) respectively. The STM of the single vacancy has a triangular symmetry with
electronic corrugation extending about 12Å away from the vacancy. The divacancy
also causes significant perturbation of the electron density as seen by the extended
shape of the bright spot having a size of about 16Å. These STM images are in
agreement with experiments on irradiated graphite by Ugeda et al. [50, 51].
3.4.3 Defects in graphene/Cu(111)
A single vacancy in substrate-supported graphene has two non-equivalent positions:
vacancy-top, when the C atom on the top site is missing as seen in Fig. 28 (a, d); and
vacancy-hollow, when the C atom on the fcc site is missing as seen in Figs. 28 (b,
e). We observed that vacancy-top in graphene/Cu(111) has saturated all 3 dangling
bonds by forming C-Cu bonds, the Cu atom is pulled out of the Cu(111) surface by
1.2Å, graphene is constricted to create a dip around the vacancy; see Fig. 28 (a).
The formation energy of this defect is 5.99 eV; see Table 1. In contrast, vacancy-
hollow causes smaller corrugation in graphene; see Fig. 28 (b). Graphene stacking
shifts from top-fcc to top-bridge, two C dangling bonds are saturated by forming a
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Figure 28: Atomic structure and simulated STM images of point defects in substrate-
supported graphene. For each type of defect, the atomic structure around
the defect (top and side views) is shown, and the defect formation en-
ergy Ef is given. The top row of figures shows simulated STM im-
ages of vacancy on top (a) and hollow (b) sites, as well as divacancy
(c) in graphene/Cu(111). The bottom row of figures shows defects in
graphene/Ni(111): vacancies on top (d) and hollow (e) sites, as well as
divacancy (f), which has saturated its dangling bonds by pulling a Ni
atom (depicted as a small purple ball) from the substrate. In simulated
STM images, the bias voltage was 0.5V in graphene/Cu(111) and 0.2V in
graphene/Ni(111).
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long bond of 2.16Å (5-9 reconstruction), and the third dangling bond is saturated by
coming closer to the substrate and slightly pulling its nearest neighbors, analogous
to graphite [46]. The Cu atom rumples out of the surface by 0.8Å. The formation
energy of this defect is 7.14 eV; see Table 1. Our findings are in agreement with Ref.
[52] for single vacancies in Ar-irradiated graphene on Pt(111) substrate.
Divacancy in graphene/Cu(111) (Fig. 28 (c)) has similar properties to divacancy in
freestanding graphene (Fig. 27 (b)), e.g. it fully saturates its dangling bonds in 5-8-5
reconstruction. The formation energy of this defect is 7.81 eV, whereas freestanding
graphene in a unit cell of the same size has Ef = 8.04 eV.
3.4.4 Defects in graphene/Ni(111)
The strong interaction of graphene with the Ni(111) substrate is reflected in the
atomic structure around defects, and the radius of the electronic corrugation in STM
images. Indeed, in vacancy-top in graphene/Ni(111), as seen in Fig. 28 (d), the
graphene-nickel stacking registry is left intact, and three C atoms move closer to the
substrate and saturate their dangling bonds by pulling Ni atom out of the substrate
by 0.6Å. Due to formation of C-Ni bonds (1.86Å in length), these atoms look darker
in the STM image than their neighbors. The formation energy of this defect is
2.46 eV, the lowest value among all defects in graphene/Ni(111). Yacobson et al. [53]
also pointed out that the formation energy of a single vacancy is reduced due to the
substrate: in their work Ef = 2.82 eV.
The formation energy of vacancy-hollow is 5.07 eV. Graphene is perfectly flat except
for the 3 immediate neighbors of the missing C atom – the C atoms at top sites come
closer to the substrate by 0.2Å. The substrate is not corrugated, and there is no 5-9
reconstruction around the defect. In simulated the STM image (Fig. 28 (e)) C atoms
on the hollow sites look slightly darker around the defect, the bright spot at the place
of the vacancy is missing, but dangling bonds on the top sites slightly shine.
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In contrast with divacancy in freestanding graphene (Fig. 27 (b)) and graphene/
Cu(111) (Fig. 28 (c)), the strong interaction of graphene with the Ni substrate helps
to saturate dangling bonds not by 5-8-5 reconstruction, but by pulling a Ni atom
from the substrate; see Fig. 28 (f). In the top and side views of the defect atomic
structure this Ni atom (shown as a small purple ball) sits slightly below the surface
of graphene to maintain optimal an C-Ni bond length of about 1.9Å. The formation
energy of this defect is 2.75 eV. The STM image of this defect is perturbed only in
the vicinity of the defect; see Fig. 28 (f).
3.5 Ongoing Work
Defects in two-dimensional materials and their heterostructures
Recent developments in graphene electronics have stimulated researchers to ex-
tend the efforts to other two dimensional materials such as hexagonal boron nitride
(hBN) and molybdenum disulfide (MoS2), which are interesting not only for device
applications but also for fundamental science. These materials have a wide band
gap and form a flat interface with graphene, which offers a better environment for
the investigation of physics near the graphene Dirac point. For example, hBN serves
as an ultra flat insulating substrate, which significantly improves the performance
of graphene. Field effect transistors with hBN and MoS2 spacers between graphene
layers show very high on-off ratios. Defects, both in graphene and in the support,
play an important role because they reduce the performance of the device. In this
work we investigate the influence of defects on the electronic properties of graphene,
hBN, MoS2, and their heterostructures. We consider point defects such as vacancy,
divacancy, and other multi-atom vacancies.
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In-plane heterostructures of graphene and hexagonal boron nitride
Graphene and hexagonal boron nitride (hbn) have only 2% lattice mismatch, both
are ultimately strong two-dimensional materials. The idea of growing mixed phases
of graphene and hbn was seeded back in 2010, but practical application of it was not
clear until the publication of Sutter et. al. [56], in which the existence of an atomically
sharp interface between graphene and hbn was observed experimentally. Synthesis
of in-plane graphene/hbn heterostructures opens up a wide road for the synthesis of
graphene nanoribbons and quantum dots directly on wafer, or easy transfer of larger
size membrane to devices. In the original work of Sutter et al. [56] these heterostruc-
tures were grown on Ru substrate, which strongly interacts with graphene and hbn.
Thus adhesion to substrate will force the 2% lattice mismatch between graphene and
hbn to be accommodated either atthe graphene/hbn boundary or deeper within the
bulk of hbn. The purpose of this work is to investigate defects in graphene/hbn
heterostructures due to the accommodation of lattice mismatch.
Synthesis of narrow graphene nanoribbons on metallic surfaces
Cai et al. [57] have introduced a trend towards the bottom-up approach to synthesis
of narrow graphene nanoribbons on Au herringbone and Ag(111) substrates. The
purpose of this project is to study the initial stages of adsorption, diffusion, and
reaction of precursor molecules on gold substrate. The results of our calculations
are important to experimentalists because the knowledge of diffusion and reaction
barriers helps to evaluate the kinetics of the growth process.
Graphene and hexagonal boron nitride on Au(111) substrate
Gold substrate seems not to be a very attractive option for the commercial produc-
tion of in-plane graphene/hbn heterostructures, but it is very well studied for adsorp-
tion and diffusion of organic molecules. Copper substrate, for example, is more reac-
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tive than gold, so it will impose larger diffusion barriers on organic molecules, thus
making nanoribbon growth a diffusion-limited process. Our preliminary work has
shown that a reduced unit cell incorrectly describes interface interactions in graphene
and hbn on gold substrate. Larger unit cells must be used to eliminate the artificial
strain arising from lattice mismatch accommodation. This project was motivated by
the synthesis of nanoribbon on gold surface since embedding a narrow nanoribbon in a
hbn network is a logical step towards rational manipulation of graphene nanoribbons.
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4 Summary of Results
The subject matter of this PhD dissertation is published in six peer-reviewed pa-
pers, one submitted paper, and two papers in progress. Most of our works were done
in collaboration with the experimental groups of Dr. M. Batzill (University of South
Florida) and Dr. N. J. Tao (Arizona State University). Other papers were either
inspired by experimentalists, or were the extension of former joint projects.
In the molecular diode part of the PhD project (Ref. [1]) the asymmetry of current-
voltage characteristics is explained by theory and simulations of resonant charge trans-
port through the molecule. In the image potential part of the PhD project (Ref. [2])
we introduced a classical image potential term into the Hamiltonian as a sum over
surface plasmon modes within the gold electrode, and solved the problem for the
interaction of the tunneling electron with perturbations of charge in the electrodes
that it excites.
In the heat transport part of the PhD project, we observed a type of molecular
conductance (electron/hole) that may be related to asymmetric heating in the elec-
trodes. In the asphaltine part of the PhD project we have explored the roots for a
rational design of organic molecules with desired properties. We observed that some
types of impurities may shift the ionization energy by about 1 eV, thus bringing the
resonant level close to the Fermi energy of the electrode.
In the graphene/metal interfaces part of the PhD project (Ref. [3]) we have shown
trends on how to increase/decrease interface interaction. It was observed that binding
energy at the graphene/Ni and graphene/Cu interface increases 8-fold and 3-fold
respectively if a Ni monolayer is adsorbed on top of the graphene. Intercalating
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a Cu monolayer turns graphene from chemisorbed in graphene/Ni to physisorbed
in graphene/Cu/Ni. These results may be generalized to all weakly and strongly
interacting interfaces. In the bimetallic surface alloy part of the PhD project (Ref.
[4]) we have shown that alloying substrate with Sn decouples graphene from the
substrate, yet the signature of the substrate is reflected in the simulated STM images,
in agreement with experiment.
In the graphene/carbide interfaces part of the PhD project (Ref. [5]) we have
proven the stability of the surface carbide phase, and strong binding of graphene to
surface nickel carbide, thus explaining the 3o Moire rotation of graphene, which it
adopts from carbide.
In the graphene growth on Ni substrate part of the PhD project (Ref. [6]) we
have shown that adding a monolayer of Cu or Ni on top of surface nickel carbide
destroys the square symmetry of the carbide, and pushes carbon atoms to interstitial
sites. In the graphene defects part of the PhD project (Ref. [7]) we observed that
the formation energy of point defects in graphene is significantly reduced due to the
strong interaction of dangling bonds with the substrate.
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Rectification and Stability of a Single Molecular Diode with Controlled
Orientation
Note to Reader
These results have previously been published (I. Diez-Perez, J. Hihath, Y. Lee, L.
Yu, L. Adamska, M. A. Kozhushner, I. I. Oleynik, and N. J. Tao, “Rectification and
Stability of a Single Molecular Diode with Controlled Orientation”, Nature Chemistry
1, 635 (2009).) and are utilized with premission of the publisher.
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Rectification and stability of a single molecular
diode with controlled orientation
Ismael Dı´ez-Pe´rez1, Joshua Hihath1, Youngu Lee2†, Luping Yu2*, Lyudmyla Adamska3,
Mortko A. Kozhushner4, Ivan I. Oleynik3 and Nongjian Tao1*
In the molecular electronics field it is highly desirable to engineer the structure of molecules to achieve specific functions.
In particular, diode (or rectification) behaviour in single molecules is an attractive device function. Here we study charge
transport through symmetric tetraphenyl and non-symmetric diblock dipyrimidinyldiphenyl molecules covalently bound to
two electrodes. The orientation of the diblock is controlled through a selective deprotection strategy, and a method in
which the electrode–electrode distance is modulated unambiguously determines the current–voltage characteristics of the
single-molecule device. The diblock molecule exhibits pronounced rectification behaviour compared with its homologous
symmetric block, with current flowing from the dipyrimidinyl to the diphenyl moieties. This behaviour is interpreted in
terms of localization of the wave function of the hole ground state at one end of the diblock under the applied field.
At large forward current, the molecular diode becomes unstable and quantum point contacts between the electrodes form.
Chemistry plays a key role in the emerging field of molecularelectronics because the capability of engineering the structureof molecules to achieve the desired properties is paramount
to success in this field. These properties include intrinsic electronic
device functions as well as a molecules’ ability to interact with elec-
trodes and to assemble into molecular junctions. One of the most
exciting device functions, the diode (or rectification) behaviour
was first envisioned by Aviram and Ratner1. The Aviram–Ratner
molecular diode consists of a donor and an acceptor separated with
a s bridge in which the forward current is from the acceptor to
the donor. To date most experimental studies of molecular diodes
have been carried out using Langmuir–Blodgett films2 and self-
assembled monolayers (SAMs)3, which involve many molecules.
In comparison, the diode behaviour in single molecules has been
studied much less4.
To achieve a single-molecule rectification effect, we must (1)
provide a reliable and symmetric contact between a non-symmetric
molecule and two electrodes, and (2) be able to determine and
control the orientation of the molecule relative to the polarity of
the applied bias voltage. Reliable and symmetric contacts can be
achieved with covalent binding between two terminal groups of
the molecule and two metal electrodes, allowing for the statistical
analysis of the charge transport of thousands of repeatedly formed
metal–molecule–metal junctions using a mechanically controlled
break-junction technique5 or a scanning tunnelling microscope
(STM) break-junction technique6. However, the orientation of the
molecule with respect to the polarity of the bias is difficult to
control and determine using these methods.
In this work, an alternating current (a.c.) distance-modulated
signal is implemented into the STM break-junction technique and
combined with selective deprotection of the molecule’s terminal
groups to measure unambiguously the current–voltage (I–V)
characteristics of single molecules and to control their orientation.
Using this approach, we measured the conductance of structurally
similar molecular blocks (Fig. 1a,b), observed a pronounced
rectification in the non-symmetric one and studied the stability of
this single-molecule diode at large forward currents. The observed
rectification is interpreted in terms of non-symmetric localization
of the wave function of the hole ground state of the diblock in the
applied electric field. The results demonstrate that symmetry break-
down in a molecule introduced by chemical substitution gives rise to
a dramatic change in the charge transport and leads to large rectifi-
cation. Moreover, appropriate engineering of the protection groups
of the molecule allows control of the molecular orientation.
The diode candidate studied is a dipyrimidinyl–diphenyl diblock
(Fig. 1b). The molecule consists of an electron-deficient bipyrimidi-
nyl moiety covalently connected to an electron-rich biphenyl block,
which resembles a p–n junction of a semiconductor device, and so
makes it attractive for molecular diode studies7,8. A tetraphenyl
block, a fully symmetric molecule that is structurally similar to the
non-symmetric diblock (Fig. 1a), was also studied to demonstrate
that the substitution of a biphenyl by a bipyrimidinyl moiety can
lead to large and controlled changes in the charge-transport proper-
ties of the molecules. The a.c.-assisted STM break-junction method
involves modulation of the distance between the STM tip and the
substrate at a high frequency with a simultaneous measurement of
the a.c. and direct current (d.c.) components of the current
response. The amplitude of the a.c. response allows us to determine
whether a molecule is bridged between the tip and substrate electro-
des, whereas the d.c. component measures the I–V characteristics of
the single-molecule junctions.
To determine the molecular orientation relative to the bias, two
strategies were used. Initially, the non-symmetric molecule was ter-
minated with two different protecting groups, trimethylsilylethyl
and cyanoethyl (see Methods), attached to the dipyrimidinyl and
diphenyl ends of the molecule, respectively. The first deprotection
step removed the cyanoethyl protecting group, which allowed a
SAM to form on the gold substrate of the diblock non-symmetric
molecules with the diphenyl end bound to the substrate electrode.
The second step removed the trimethylsilylethyl group, which
1Center for Biosensors and Bioelectronics, Biodesign Institute, Arizona State University, Tempe, Arizona 85287, USA, 2Department of Chemistry and The
Frank Institute, The University of Chicago, 929 E 57th Street, Chicago, Illinois 60637, USA, 3Department of Physics, University of South Florida, Tampa,
Florida 33620, USA, 4Institute of Chemical Physics, Russian Academy of Sciences, 4 Kosygin St., Moscow 119991, Russia; †Present address: Samsung
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exposes the thiol group at the dipyrimidinyl end to the tip electrode
(Fig. 1b). Pin holes observed on the STM images in Fig. 1c show evi-
dence that a SAM has formed. The effectiveness of this deprotection
method has been characterized previously using infrared spec-
troscopy8. To preserve the molecular orientation during the measure-
ment, the a.c.-assisted method was subsequently applied by gradually
moving the tip towards the substrate, starting from a large distance.
First-principle calculations of the I–V characteristics were also
performed based on density functional theory, and compared
with the experimental results.
Results and discussions
To determine the conductance (G) of the molecules, STM break-
junction measurements were performed at low bias voltages
(,150 mV). Figure 2a (graphs i,ii) shows plots of several individual
current traces recorded during the retraction of the STM tip from
the substrate at different voltage biases (see Methods) in the
presence of the symmetric tetraphenyl block, and shows plateaus
that correspond to the formation of single-molecule junctions6,9,10.
Control experiments carried out in a solution that contained no
target molecules exhibited smooth exponential decays because of
tunnelling through the solvent (Fig. 2a, graph iii). Statistical analysis
of the positions of the plateaus in thousands of current traces
resulted in histograms with peaks that were used to determine the
single-molecule conductance of the symmetric tetraphenyl block
(Fig. 2c). From the peak position, the conductance of the molecule
was found to be 4.5! 1025 G0, where G0¼ 2e2/h¼ 77.4 mS (e is
the electron charge and h the Planck constant). The conductance
value is consistent with that obtained for shorter symmetric
oligophenyl (n" 3) systems9,11,12. Similar measurements were
carried out for the non-symmetric dipyrimidinyl–diphenyl moiety
(Fig. 2b,d). The measured conductance for the non-symmetric mol-
ecule was 1.5! 1024 G0. This value is three times larger than that
for the symmetric molecule, even though both systems are similar
in length and structure.
Individual current traces obtained at different bias voltages show
plateaus associated with the formation of single-molecule junctions
(Fig. 2a,b, graphs i,ii). The current values of the plateaus increase
linearly with the bias, as expected for the low bias range of voltages.
In principle, I–V characteristics of a molecular junction could be
obtained by measuring the peak positions in the conductance histo-
grams as a function of bias. However, the statistical average over
many molecules with different orientations washes out rectification
and other detailed features. Another difficulty with this statistical
approach is that the plateaus in the individual current traces
become increasingly noisy as bias is increased because of current-
induced instability, which makes it difficult to obtain clear peaks
in the conductance histograms. Direct measurement of I–V charac-
teristics by sweeping the bias for each individual molecular junction
provides more information and could be carried out using mechani-
cally controlled break-junction or STM break-junction methods.
However, molecular orientation in these break-junction experiments
is not controlled. The static a.c.-modulation method, when combined
with the sequential two-step chemical deprotection, allows us not
only to measure unambiguously the I–V characteristics of a single-
molecule junction, but also to determine the orientations of the
non-symmetric molecules relative to the polarity of the applied bias.
The static a.c.-modulation method can be implemented easily
with the STM break-junction technique. If no molecules are
bridged between the tip and substrate electrodes, then the measured
current is dominated by electron tunnelling through the solvent,
which decays exponentially with the tip–substrate distance with a
large decay constant. So a small modulation in the tip–substrate dis-
tance leads to a large amplitude in the current response. In contrast,
if a molecule bridges the tip and substrate electrodes, then the
current is dominated by conduction through the molecule. When
the tip–substrate distance is modulated, the deformation mostly
takes place at the soft gold–gold bonds at the molecule–electrode
contact, which doesn’t greatly affect the conductance of the mol-
ecule. Stretching/compressing of the molecule itself also occurs,
but to a much lesser extent. Taken together, these two contributions
have a much weaker dependence on a small modulation in the tip–
substrate distance than electron tunnelling through the solvent
does13. The modulated amplitude of the tip–substrate distance is
kept much smaller than the bond length, so that the a.c. modulation
does not greatly affect the stability of the molecular junction14
(see Methods). Furthermore, with high-frequency a.c. modulation
it is straightforward to measure both the d.c. and the a.c. com-
ponents simultaneously15. The d.c. component provides the usual
conductance and I–V measurements, whereas the a.c. component
serves as an indicator to determine whether a molecule is bound
between the tip and substrate.
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Figure 1 | Preparation of the SAMs. a,b, Symmetric tetraphenyl molecule (a)
and non-symmetric dipyrimidinyl–diphenyl molecule (b). The reagents used
were (i) sodium ethoxide, ethanol and THF, and (ii) tetrabutylammonium
fluoride and THF. The vertical arrow next to the molecule in (b) indicates
presence of a dipole moment (m) along the molecular axis. c, Constant-
current STM images of the SAM; scale bars 50 and 25 nm (inset). Setpoint
current 0.3 nA, bias voltage 250 mV and Z bar 2 nm.
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To illustrate the a.c.-modulation method, we monitored the a.c.
response at different tip–substrate distances in the presence of
octanedithiol molecules (Supplementary Fig. S2). When the
tip–substrate distance is large compared with the molecular length
(see Supplementary Fig. S2a,b), the a.c. amplitude is large with a
normalized value close to 10 nm21. Here the normalized a.c. ampli-
tude is defined by (DI/I)/L, where DI is the amplitude of the a.c.
response, I is the d.c. component and L is the amplitude of the
applied modulation; (DI/I)/L corresponds to the tunnelling decay
constant, b, for a tunnelling gap. When the tip–sample distance
decreases, abrupt switching of the a.c. amplitude to a lower level,
for example 2–4 nm21, is observed, which indicates the formation
of a molecular bridge or junction (see Supplementary Fig S2c,d).
Figure 3 shows simultaneously recorded a.c. (upper trace) and d.c.
components (lower trace) for the non-symmetric dipyrimidinyl–
diphenyl molecule. Switching of the a.c. response to a lower level
occurs when a molecule bridges between the substrate and the tip
(regime B in Fig. 3). At the same time, the d.c. jumps into a
higher level, as previously reported16. The a.c. amplitude is then
used to determine whether a molecule is bridged between two
electrodes and the concurrent increase in the d.c. measures the
conductance of the molecular junction. The d.c. jump, as shown
in Fig. 3, is 0.54+0.11 nA at a bias of 250 mV, which corresponds
to a conductance of (1.39+0.28)! 1024 G0, which is consistent
with the single-molecule conductance determined from the peaks
in the histograms17.
The a.c. amplitude switches stochastically between two values
and can last for many seconds in each state at room temperature,
which allows us to record I–V curves in either of the two states.
Figure 4a shows I–V curves recorded in the presence of the sym-
metric molecule when the a.c. amplitude is in the high (black
curve) or low (red curve) level. In the high level one end of the
molecule is connected to an electrode (Fig. 4a, insets), but in the
low level the molecule is connected covalently to both the tip and
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substrate electrodes. There is a run-to-run variation in the I–V curves
for the molecular bridge (red curve), as shown in Fig. 4c. Despite the
variations, the average I–V curve is symmetric. A symmetric mol-
ecule does not necessarily result in symmetric I–V curves. This is
because, although the molecule is symmetric and both the tip and
substrate electrodes are gold, different binding sites of the thiol
anchor groups at the two gold electrodes may still lead to non-sym-
metric junctions. Our study shows that this contact-induced non-
symmetry does not give rise to significant non-symmetry in the
I–V characteristic, which is in good agreement with previous work18.
We have carried out similar measurements on the non-
symmetric diphenyl–dipyrimidinyl molecule. In contrast to the
symmetric tetraphenyl block, the I–V curves for the non-symmetric
molecule bridged between the tip and the substrate display strong
rectification (Figs 4b,d). The forward current sharply increases to
a few microamps at high bias voltages, and the average rectification
ratio at a 1.5 V bias is about five to one from positive to negative bias
polarities (Fig. 4d), with the forward current flowing from the tip to the
substrate. As the molecules are adsorbed onto the gold substrate with
the dipyrimidinyl group pointing upward (Fig. 1b), the forward-
current direction is from the dipyrimidinyl to the diphenyl block.
To ensure that the orientation of the molecules does not change
during the measurement, we analysed the polarities of the individual
I–V curves and found that more than 90% of the curves had the
same rectification polarity, which indicates that the orientation
remains largely unchanged during the assembly process and
measurements. The non-symmetric molecule has a built-in electric
field (dipole8) pointing from diphenyl to dipyrimidinyl and the
forward current flows against the dipole when the external bias
reduces the built-in field, thus resembling a conventional p–n
junction. However, despite very similar functionalities, the mechanism
for the rectification of the molecular diode is different from that of
the conventional p–n junctions, as we discuss later.
We have also investigated the charge-transport measurement
when the molecule is attached to only one of the two electrodes
(gold–molecule–gap–gold) and found that the a.c. response was
high (regime A in Fig. 3). As shown in Fig. 4a,b (black curves), the
current is low and the I–V curves are symmetric for both the sym-
metric and non-symmetric molecules. This finding emphasizes the
importance of providing good contact at both ends of the molecule
to observe the rectification effect (see also Supplementary Fig. S3).
The molecular junction has a finite lifetime, even at a small bias,
because of the breakdown of the molecule–electrode contact at
room temperature19. The breakdown process accelerates when the
bias increases (a higher current flows through the molecule).
Figure 5a shows such a breakdown event occurring during the I–V
measurement of a tetraphenyl junction. The breakdown is reflected
by a sudden drop in the current, and consequently the I–V curve
returns to the characteristic I–V curve for an open tunnelling junction
(see Fig. 4). Previously, we observed evidence of current-induced local
heating of single-molecule junctions19,20. More recently, several other
groups, using different methods, have also found substantial local
heating in molecular devices21,22. As the increase in local temperature
accelerates the bond-breaking process, instability at high biases is
expected. However, a different breakdown process was also observed,
mostly in the non-symmetric molecule, during the sharp current
increase in the forward polarity. Instead of an abrupt decrease in
the current, a high bias in the forward current direction often
caused a sudden and irreversible increase in the current (Fig. 5b).
The current quickly becomes so large that it saturates the current
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amplifier. After the irreversible current jump, the conductance at
small bias is of the order G0, which corresponds to the formation
of a gold point contact between the tip and substrate electrodes. We
found that this type of instability occurs in 40–50% of the junctions
at a threshold bias voltage of #1.8 V with a corresponding current
slightly below 1 mA (see Table 1). The statistical analysis also shows
that the most frequent conductance values after this second type of
breakdown areG0 and 2G0. Furthermore, we carried out the measure-
ments in vacuum at low temperature (#10 K, see Supplementary
Fig. S5b) and also observed the formation of the gold point contact
at large forward-bias voltages.
Current-induced short circuits have been observed in other
systems. For example, Stewart et al. reported the formation of
metal filaments in cross-wire molecular junctions, in which a mol-
ecular layer is sandwiched between two metal wires23. Teramae et al.
observed current-induced short circuits in gold–benzenedithiol–
gold junctions24. The mechanism of the short-circuit instability in
these systems is not fully understood. In our measurements, the
formation of gold point contacts occurs only in the forward-bias
direction in which the current is large, and not at the reverse
polarity. This observation indicates that the current is at least
partially responsible for the observed instability. Current may lead
to instability of a molecular junction by either local heating19–22 or
current-induced force (electromigration)25,26, but both effects
should result in the breakdown of the molecular junctions and
create an open circuit, rather than form a metal point contact
(short circuit). In electrolytes, a quantum point contact can form
by applying a voltage between two gold electrodes separated by a
small gap27. This interesting phenomenon occurs because gold is
ionized at the anode, and the gold ions migrate and deposit on
the cathode. In the absence of electrolytes, ionization of gold is
very unlikely. However, it has been reported that molten gold can
be ionized under an intense electric field28. A possible mechanism
for the formation of a quantum point contact in our system is
that the large current induces substantial local heating of the gold
contacts, which, together with the large electric field, results in the
ionization and migration of gold between the two electrodes.
A microscopic model that can explain the observed instability is
yet to be developed, but the observed short-circuit instability at
high currents is important for potential device applications.
We carried out theoretical calculations of charge transport29
using density functional theory within the Perdew, Burke and
Ernzerhof generalized gradient approximation30 to elucidate the
rectification mechanism of the dipyrimidinyl–diphenyl diblock.
A comprehensive description of the method and findings will be
published elsewhere (see Supplementary Information for more
details). Briefly, we found that the charge transport occurs
through the hole resonant tunnelling mechanism, based on the
calculated ionization potential and electron affinity of the molecule,
which correspond to the hole and electron energy levels closest to
the Fermi level of the electrodes (Fig. 6a).
The calculated I–V characteristic for the dipyrimidinyl–diphenyl
molecule (Fig. 6b) displays rectification behaviour with the forward
current in the dipyrimidinyl–diphenyl direction (positive bias). The
characteristic feature of the theoretical I–V curve is the non-sym-
metry in turn-on voltages, that is, the current starts to increase
rapidly at Vbias#þ0.7 V and#21.2 V. The theoretical rectification
ratio at 1.5 V is 2.5, which is smaller than but of the same order of
magnitude as the experimental value. The rectification behaviour of
the dipyrimidinyl–diphenyl molecule results from the strong non-
symmetrical localization of the hole ground state wave function in
the applied electric field (Fig. 6a, mechanism i). At zero bias, the
hole wave function is strongly localized at the biphenyl end of the
molecule near the sample. This is the consequence of the original
electronic structure, which reflects the underlying chemical
differences between the dipyrimidinyl and diphenyl blocks. Upon
application of bias, the wave function non-symmetry results in the
non-symmetry of the probability of the hole transfer from the
anode to the molecule (ganode), ganode
V.0 . ganode
V,0 (Fig. 6a). The
theory explains not only the rectification, but also the polarity of
the rectification behaviour.
Conclusions
We have studied charge transport through symmetric tetraphenyl
block molecules and non-symmetric dipyrimidinyl–diphenyl
diblock molecules covalently bridged between two gold electrodes
using an a.c.-assisted STM break-junction method. Despite the
similar lengths and structures of the two systems, the conductance
of the non-symmetric molecule is three times greater than that of
the symmetric one. Whereas the tetraphenyl block displays a
perfect symmetric behaviour, the diblock molecule exhibits pro-
nounced rectification behaviour, with a larger current from the
dipyrimidinyl to the diphenyl block. Measurements recorded with
the non-symmetric molecules bound only to one electrode also
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Table 1 | Statistical analysis of the occurrence of the collapse
of molecular junctions.
Event
frequency
(%)
Averaged
breakdown bias
(V)
Current
threshold
(mA)
Conductance of the
gold neck (mS)
70 1.79+0.11 0.72+0.17 80.2+4.68
30 1.75+0.28 0.84+0.12 144.2+12.1
In 15 different I–V experiments junction short-circuits were observed in about 40–50% of the total
I–V characteristics.
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display symmetric I–V curves, which emphasizes the importance of
the molecule–electrode contact in the rectification effect. We have
performed first-principle calculations of charge transport through
the dipyrimidinyl–diphenyl molecule and provided an explanation
for the mechanisms of the observed rectification and polarity. At
large forward currents (a few microamps), the gold–molecule–gold
junction for the non-symmetric molecule becomes unstable through
the formation of gold point contacts between the two electrodes.
Methods
The two different molecules studied, symmetric tetraphenyl (Fig. 1a) and non-
symmetric dipyrimidinyl–diphenyl blocks (Fig. 1b), were synthesized according to a
reported procedure8. The molecules are terminated with thiols so that they can bind
to two gold electrodes and form a gold–molecule–gold junction. SAMs on a gold
substrate were prepared for both systems using different procedures. In the first case,
deprotection of the two symmetric trimethylsilylethyl groups was carried out in a
single step using tetrabutylammonium fluoride as the cleaving reagent in an argon-
purged tetrahydrofuran (THF) solution that contained 50 mM of the target molecule
(Fig. 1a). At the same time, a gold substrate prepared using the procedure described
below was immersed in the solution for more than 10 hours. Then, the substrate
was rinsed successively with THF, hexane and ethanol and dried with nitrogen after
each rinsing step.
The SAM of the non-symmetric molecule was prepared in two steps (see Fig. 1b).
The first step deprotected the cyanoethyl group using sodium ethoxide as the cleaving
reagent in an argon-purged ethanol–THF mixture. A gold substrate was immediately
immersed for 10 hours in the solution that contained the molecules. After the
formation of the SAM, the gold substrate was rinsed thoroughly with THF and then
with ethanol. At this stage, STM break-junction measurements were carried out as
control experiments to verify that no molecular bridges could be formed in the
presence of the top trimethylsilylethyl protecting group (see Supplementary Fig. S4).
To carry out the second deprotection step, the sample was transferred into an argon-
purged THF solution to remove the protecting group using the same procedure as that
for the symmetric molecule. This second deprotection reaction lasted over seven
hours, after which the gold substrate was rinsed with hexane and ethanol several times
and the residual solvent removed by blowing with nitrogen.
The gold substrates were prepared by thermally evaporating 130 nm of gold
(99.999%, Alfa Aesar) on freshly cleaved mica slides (Ted Pella) in an ultra-high
vacuum chamber (5! 1028 torr). Before each measurement, the gold electrode was
annealed briefly in a hydrogen flame to remove any possible contamination and to
generate large, atomically flat terraces. SAMs were characterized with an STM that
showed large, uniform and flat terraces separated by 0.23 nm high atomic steps of
the gold(111) (Fig. 1c). A closer view (Fig. 1c, inset) shows pinholes on the flat
terraces, which are characteristic features of the formation of a thiol–gold bond.
The experiments were performed with a previously described STM break-
junction setup6. Briefly, freshly etched gold tips were prepared from a 0.25 mm gold
wire (99.998% Alfa Aesar) in a hydrochloric acid/ethanol (1/1) bath. The
experiments were carried out in non-polar solvents, mesitylene (.99.0%, Fluka) and
toluene (.99.5%, Mallinckrodt Chemicals), which reduced possible surface
contamination. Before use, the STM Teflon cell was soaked in boiling piranha for 20
minutes, then thoroughly rinsed with pure water (resistivity of 18 MV cm). After
drying with N2, the cell was placed over the gold–SAM surface and filled with 80 ml
of solvent. A typical break-junction experiment comprised a total of 2,000–2,500
current–distance traces collected at pulling rates of 20–40 nm s21. Of these traces,
8–10% displayed plateaus that corresponded to the formation of a molecular bridge
and were employed to build the histograms. The break-junction experiments were
performed at different biases (within the+150 mV range) to check the consistency
of the measured molecular conductance values (G).
The a.c.-modulation assisted method was performed by applying a sinusoidal
function to the Z piezo to create a 0.02–0.08 nm modulation of the tip–substrate
distance at 2 kHz frequency. Typically, we started the experiment with a low setpoint
current to ensure the tip-substrate distance was larger than the molecular length.
(The tip–sample distance was roughly estimated from a classical one-dimensional
tunnelling gap for the STM junction with a local energy barrier fB¼ 1 eV for Au
(ref. 31). The molecular lengths considered for C8-dithiol and conjugated blocks are
0.8 and 1.9 nm, respectively.) Thus, no molecules could bridge between the tip and
substrate electrodes, and tunnelling through the space between the tip and the SAM-
covered substrate dominated the current, which was evidenced by a large a.c.
response caused by the sharp dependence of the tunnelling current with distance.
The setpoint was then gradually increased to reduce the tip–substrate distance below
the molecular length so that molecules could bridge between both electrodes. During
this process, a very small feedback gain was applied, which could correct slow drift
but not the a.c. response. The formation of a molecular bridge led to a sudden and
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large reduction in the a.c. response. d.c. jumps and I–V characteristics during the
molecular bridge formation were then determined by turning off the feedback gain.
I–V curves were collected from the d.c. versus applied bias voltage, and the
simultaneously recorded a.c. response ensured that the molecular bridge was intact
during the measurement.
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A C-modulation assisted method for I-V measurements 
As described in the main text, the AC-modulation method provides an unambiguous way 
to determine the I-V curves of single molecule junctions. Here we provide a more detailed 
description of the method. We denote the tip-substrate modulated distance, z, as1: 
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where z0 is the tip-substrate distance without the AC modulation, and A and f are the amplitude 
and frequency of the z-modulation respectively. Then, the corresponding current response yield: 
 )2cos(   ftIII ACD C   (2) 
where IDC is the DC current, and IAC and  are the amplitude and phase of the current response. 
Note that the  found in our experiments is ~ 180˚, which is expected because an increase in the 
distance leads to a decrease in the current. A useful way to measure the AC current response is to 
normalize IAC by IDC and A (in nm) as: 
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yielding units of nm-1. For a simple tunnelling process either via space or via a molecule, we 
have  I  I0e
Z where  is the tunnelling decay constant given by 
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S1:  Total current (blue) and AC current component (black) vs. bias for a Au-Au tunnelling junction (no 
molecule present).  The red line is the best fit of the data by Equation 4 with c = 0.5. 
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where m* is the effective mass of electron, B is the local tunnelling barrier height and c is a 
barrier symmetry factor. In this case, = so that the AC current response also measures the 
decay constant and the dependence of the decay constant on bias, Vbias. Figure S1 shows the total 
(DC+AC) signal and the pure AC current component versus bias voltage taken for a Au-Au 
tunnelling junction (no molecules bridged between the tip and substrate). The DC current 
component in the total current versus bias (blue curve) displays the typical tunnelling 
characteristic, namely a linear dependence at small biases and then large increase at high biases. 
Superimposed on the total current is the large AC component, which can be easily extracted with 
a band-pass filter (black). The amplitude of the AC response, α, in this simple tunnelling process 
measures how the decay constant, , decreases with the bias. The AC amplitude can be roughly 
fit using Equation 4 (red line), with fitting parameter, c, close to 0.5 in agreement with a 
Simmons model2. Although the discrepancy between the measurement and the simple tunnelling 
theory demonstrates the need for a more sophisticated model, we can qualitatively state that the 
AC response constitutes a highly sensitive parameter to small changes in the local tunnelling 
barrier, B, at the junction and so it can be directly used to detect the formation of molecular 
bridges. 
The effectiveness of the AC-modulation method is illustrated using a well-studied 
alkanedithiol  (1,8’octanedithiol).  Figure  S2  shows  the  AC  current  response  at  different tip-
substrate  distances  for  the  1,8’octanedithiol  molecule.  When  the  distance  is  larger than the 
molecular length (setpoint current ≤ 0.5 nA3 ), the AC response is large with a normalized value 
close to 10 nm-1 (Figs. S2a and b). When the tip-sample distance approaches the molecular 
length (setpoint currents > 0.5 nA), abrupt switching of the AC amplitude to a lower level is 
observed (Figs. S2c). Each switching event in the AC amplitude is always accompanied by an 
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abrupt increase in the DC current as it is shown in Fig. 3 (manuscript), which is ascribed to the 
formation of a single-molecule bridge. The amplitude often switches back to the original value 
(Figs. S2c). At a smaller tip-substrate distance, the probability of switching events increases and 
the duration that the AC amplitude at the lower lever also increases (Fig. S2d). The combination 
of both DC and AC current components allows us to unequivocally identify the formation of a 
single molecule bridge and then perform electrical measurements avoiding any mechanical 
artefacts and providing an electrical signature for the formation of a single molecule junction. 
 
S2: AC-current response (nm-1) at different tip-sample distances for a 1,8’octanedithiol. The frequency and 
amplitude of the AC-modulation are 2 kHz and 0.03 nm, respectively. Blinking in the AC amplitude is 
observed when the tip-sample distance approaches the molecular length range (estimated from the 
tunnelling as 0.5 nA). Bias is -50 mV, and a small feedback gain is maintained to correct slow drift but not 
the fast tip-substrate distance modulation. 
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Additional control experiments 
The control experiment that examines if rectification can be observed when one end of a 
molecular junction is broken (referring to regime A in Fig. 3 of the manuscript) has already been 
discussed in the main text. In that case, the I-Vs are symmetric regardless of whether the 
molecule is the symmetric tetraphenyl or the asymmetric dipyrimidinyl-diphenyl moiety. 
Another observation is that in each case the current is much smaller than that of the junction with 
a formed molecular bridge. Here we provide statistical averaged I-V curves from repeatedly 
measured open junctions (Au-molecule-gap-Au), which further confirms the result discussed in 
the main text (Figure S3). 
 
S3: I-V curves of open molecular junctions (tunnelling through space). (a) Tetraphenyl block. (b) 
Dipyrimidinyl-diphenyl diblock. Error bars correspond to standard deviation. 
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conductive than the tetraphenyl junction. We have also performed direct control experiments 
without removing the trimethylsilylethyl protection group (second deprotection stage not 
performed). The individual conductance traces are simple exponential decays with no sign of 
formation of molecular junctions (Fig. S4). A conductance histogram constructed from over 
1000 traces is featureless. The measurement shows that either the molecular block cannot form a 
bridge in the presence of the trimethylsilylethyl group or its conductance is below the noise level. 
These experiments rule out the possibility of observed rectification behaviour as a result of 
asymmetry in the anchoring groups. 
 
S4: Conductance analysis of the dipyrimidinyl-diphenyl block in the presence of the trimethylsilylethyl 
protection group (see inset in (b)); (a) Individual current traces. (b) Corresponding histogram constructed 
from 1000 individual traces. Applied bias is -50 mV. 
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Measurements at low temperature 
In order to obtain additional information on the formation of Au point contacts at large 
forward bias, we have performed I-V measurements with the asymmetric block at low 
temperature (~10 K) in a vacuum STM system (Fig. S5). Similar to the results obtained at room 
temperature, the I-V curves at low temperatures also display pronounced rectification behaviour, 
but the threshold voltage at which the current begins to rapidly increase appears to be higher. In 
addition, like the room temperature measurements, a large forward bias leads to the formation of 
Au point contacts. However, at low temperature (10K), the Au point contact forms when the 
dissipation power reaches ~6 W, higher than  1.5 W found at room temperature. These 
results suggest that the mechanisms may be a combination of both current-induced heat and 
force. 
 
S5: (a) I-V curve of dipyrimidinyl-diphenyl diblock in UHV at 10 K. (b) Formation of Au point contact at 
large forward bias (gray line). Bias ramping rate is 1 V/s. 
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Resonant charge transport calculations 
In order to provide insight into the nature of the rectification effect in chemically 
asymmetrical molecules, we performed first-principles calculations of atomic, electronic, and 
transport properties of gold/molecule junctions containing both symmetrical tetraphenyl and 
asymmetrical dipyrimidinyl-diphenyl diblock molecules. The molecular junction model was built 
by sandwiching the molecule between 4x4 (111) Au slabs. Then, density functional theory 
(DFT) within the Perdew, Burke, Ernzerhof (PBE) generalized gradient approximation5 was used 
to obtain the atomic and electronic structure of the junction.  
In the case of dipyrimidinyl-diphenyl we found that the molecule, having the total length 
of 19.23 Å (measured between the anchoring sulphur atoms), is tilted by 38° with respect to the 
normal to the Au (111) surface. The individual rings are rotated with respect to each other and 
the dipyrimidyl block by a torsional angle of 30°, while the torsional angle between the 
pyrimidyl rings is zero. The symmetric tetraphenyl molecule is also tilted by 43.5°, the torsional 
angle between phenyl rings being 32°. 
0M  and the 
corresponding molecular ions M  and M . This widely-used method of calculation of EAs and 
IPs is referred to as the SCF method, and was shown during systematic studies across the large 
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database of organic molecules to achieve an accuracy of 0.1 – 0.2 eV by using DFT9-14. Such a 
surprisingly good prediction of IPs and EAs is due to a fortunate cancellation of self-interaction 
errors during subtraction of the DFT total energies13. Calculated IP and EA for the 
dipyrimidinyl-diphenyl molecule are 6.98 eV and 1.53 eV respectively, and those values for the 
tetraphenyl molecule are 6.50 eV (IP) and 0.75 eV (EA). The experimental information 
concerning ionization potential and electron affinity are currently unavailable. 
The energy of the lowest hole energy level h at zero bias corresponds to the molecule’s 
ionization potential corrected by the interaction of the hole with its image charge in the 
electrodes. In the case of the dipyrimidinyl-diphenyl molecule, h=-6.18 eV, while for the 
tetraphenyl molecule, h=-5.7 eV. The lowest electron energy levels for both molecules are much 
higher (e = -2.33 eV and e = -1.55 eV) than the Fermi energies of the electrodes at zero bias, 
 (all the one-electron levels are referenced in respect to the vacuum level).  
Therefore, the resonant charge transfer in diblock molecule takes place through the hole resonant 
levels6-8 (see Fig. 6a of the manuscript). 
The mechanism of resonant tunnelling via the hole resonant energy levels is the only 
mechanism that can explain experimentally observed high values of the current and the threshold 
character of the I-V curves. Hopping or polaronic mechanisms are not operational due to the 
following reasons. Both mechanisms require the localization of the extra charge due to its 
interaction with the dipole vibration modes of the molecule. Then, this charge moves through the 
molecule in the external electric field together with its polarization dressing (polaron 
mechanism) or by hopping between the localized charge traps (variable hopping mechanism). 
Our DFT calculations of the charged states of the molecule rule out any such charge localization: 
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the charged-state wave-functions, being of  -congugated character, are delocalized over the 
entire molecule. 
Several factors influence the hole states that determine the charge transport in the 
molecular junction. First, they are the charged states of the molecule, therefore, the hole energy 
levels are renormalized by the image potential due to the interaction of the positive charge +e, 
distributed over the molecule, with the metallic electrode. Second, due to electrostatic energy of 
the hole in the external electric field the levels are raised or lowered approximately as -1/2eV 
depending on the polarity of the bias V applied at the right electrode. For simplicity we assume 
that the left electrode is grounded. The electrostatic energy and the image potential were 
calculated based on the distribution of the hole charge which was defined as the difference 
between the charge densities of the positively charged and neutral molecules obtained as a 
function of the applied voltage. 
The electrostatic contribution of the energy level shift at bias V is calculated as 
, where  is the hole charge distribution and is the 
external electrostatic potential due to the applied bias. The energy levels of the excited hole 
states were obtained taking into account the relative positions of the occupied orbitals of the 
neutral molecule with respect to the highest occupied molecular orbital (HOMO). Fig. S6a shows 
the hole energy levels for dipyrimidinyl-diphenyl and tetraphenyl molecules as a function of the 
electric field. The red horizontal line corresponds to the fixed Fermi level of the grounded left 
electrode  (minus the work function of Au (111)), and the red inclined line is the 
Fermi level of the right electrode , see Fig. 6 in the manuscript. The hole energy 
levels contribute to the current, if they are close or within the current energy window represented 
by these two red lines. In both asymmetric and symmetric molecules, the hole energy levels 
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approach the current energy window at non-zero bias which results in the threshold behaviour of 
I-V characteristics: current is zero up to some turn-in voltage. The levels start to contribute to the 
current even if they are outside the current energy window because they are broadened by the 
coupling of the electronic and vibrational degrees of freedom for the molecule. 
 
S6: DFT calculations; (a) Hole energy levels as a function of the applied bias (blue curves) and the current 
energy window specified by the Fermi energies of the left (
l
F
r
F ) electrodes (red lines). 
(b) Probabilities of hole transfer from the molecule to the right and left electrodes. The anode is at the right 
electrode at V>0 and at the left electrode at V<0. 
The resonant tunnelling current is calculated as a sum of contributions from each resonant 
hole level that are either close or within the current energy window,  
         (5) 
(a) 
(b) 
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Where  is the energy of the hole level referenced by the Fermi energy of the anode (the right 
electrode at the positive bias and the left electrode at the negative bias), and  is the 
probability of hole transfer from the anode to the molecule at voltage V6,8, 
                                       (6)  
Here  is the asymptotics of the hole wave function in anode region, Ua is the electron 
potential in the metal and  is the corresponding electron wave function. The error function 
 in (5) describes the line shape of the hole level i due to the electron-vibron interactions in the 
course of the charge transfer transition. Such electron-vibron interactions result in the level 
broadening that involves the reorganization energy r and the temperature T, . The 
reorganization energy was found to be weakly dependent on V,  eV for dipyrimidinyl-
diphenyl and eV for tetraphenyl. Fig. S6b shows the bias dependence of   for the 
first ground state hole level, which corresponds to the HOMO of the neutral molecule. This is the 
level that first approaches and enters the current energy window, see top panel of Fig. S6a. The 
bias dependence is markedly asymmetric in the case of dipyrimidinyl-diphenyl, which is mostly 
due to the asymmetry of the corresponding hole wave function, .  The 
initial electronic asymmetry due to the differing chemical compositions of the dipyrimidinyl and 
diphenyl blocks is amplified as the molecule experiences the external electric field. In contrast, 
the tetraphenyl molecule exhibits perfectly symmetric behaviour because both ends of the 
molecule are chemically and electronically equivalent. 
The current-voltage characteristic for dipyrimidinyl-diphenyl molecule shown in Fig. S7a 
clearly displays rectification behaviour, i.e. the large current at positive bias and small current at 
negative bias. The characteristic feature of theoretical I-V curve is the asymmetry in turn-on 
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(threshold) voltage: the current starts to increase from zero at Vth0.7V at positive bias and at 
Vth1.2V at negative bias, which is one of the consequences of the asymmetrical behaviour of the 
hole wave functions in the external electric field. 
S7: Calculated I(V) characteristics: (a) for the dipyrimidinyl-diphenyl and (b) for tetraphenyl molecules. 
The theoretical rectification ratio at 1.5 V is I(+1.5V)/I(-1.5V)2.5. The asymmetry 
becomes less pronounced at larger biases above 1.5 V due to additional contributions of hole 
levels other than that of HOMO. It is also seen from Fig. S7b that the I-V curve for tetraphenyl is 
perfectly symmetric. Thus, we come to the conclusion that the rectification behaviour of the 
diblock dipyrimidinyl-diphenyl molecule is due to the strong asymmetrical localization of the 
hole ground state wave function in the electric field. This is the consequence of the original 
electronic structure which reflects the underlying chemical differences between the dipyrimidinyl 
and diphenyl blocks. 
                             
(a) (b) 
  dipyrimidinyl-diphenyl                                    tetraphenyl 
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In this paper, we show that electron-plasmon interactions play a critical role in resonant charge transfer in
molecular tunnel junctions !MTJs". Only when such interactions are taken into account, does it become
possible to obtain the correct values of the turn-on threshold voltage in the current-voltage characteristics
observed in experiment. In addition, we predict the emission of photons from MTJs with a large quantum yield
#10−2 as a result of the excitation of surface plasmons upon the application of a voltage across the junction.
Finally, we discuss physical conditions, which are necessary for the experimental observation of this
phenomenon.
DOI: 10.1103/PhysRevB.81.035404 PACS number!s": 73.63.!b, 71.45.Gm, 81.07.Nb
One of the fundamental concepts in surface science is an
attractive interaction of an external charge with a metallic
surface, which results from the polarization of the metallic
electrons, or on the quantum mechanical level, is due to col-
lective electronic excitations—surface plasmons.1 In the long
wavelength limit, and at a sufficiently large distance z from
the metal surface, the quantum description of plasmon exci-
tations reduces to the classical notion of the image potential,
−1 /4z. In a system of classical charges, the effect of the
image potential can be taken into account by considering the
electrostatic interactions of the point charges with their im-
ages, and then introducing the corresponding term into the
Hamiltonian of the quantum system. In the case of neutral
atoms and molecules, changes in the energy levels are quite
small.2 It is expected that in charged molecules this effect
will be more pronounced. In particular, in recent works by
Kubatkin et al.3 and Hedegård and Bjørnholm,4 electron lo-
calization near the metal-molecule interface in MTJs was
considered and attributed to the effect of the classical image
potential.
In the second half of the last century, image-potential ef-
fects, including the dynamical corrections due to surface
plasmons, were the focus of intensive experimental and the-
oretical investigations.5–8 The renewed interest in electron-
plasmon interactions at surfaces comes from recent advances
in experimental investigations of surface nanostructures, in-
cluding single molecules using surface plasmon resonance,9
surface enhanced Raman spectroscopy,10 scanning tunneling
microscopy,11 and molecular electronics.12 It was the realiza-
tion of the critical importance of surface plasmon effects in
charge transport through molecular adsorbates that motivated
the current work.
The dynamical image potential effects due to the interac-
tion of an electron with surface plasmons have been consid-
ered by several researchers in the context of vacuum tunnel-
ing. In particular, Persson and Baratoff showed that electron-
plasmon interactions substantially modify the shape of the
tunneling barrier in vacuum, which is dependent upon the
energy of the tunneling electron.13 However, in the case of
charge transport through a molecule, the situation is compli-
cated by the fact that the charge carrier interacts with both
surface plasmons and molecule in the course of the quantum
transition. Such phenomena have not been considered before
and, as it is shown in this article, have important implications
for understanding the fundamental mechanisms of charge
transport in molecular tunnel junctions !MTJs".
The purpose of this work is to show that electron-plasmon
interactions play a crucial role in resonant charge transfer in
MTJs. The challenge for the theory is to take into account the
interactions between the two quantum systems—electron
!hole" plus the molecule and the surface plasmons on the
metallic electrodes. By developing a quantum mechanical
approach to solve for the eigenvalues and wave functions of
the combined system, we find that although the interaction of
an electron !hole" with each of the Nsp surface plasmons is
weak !Nsp#number of surface atoms, Nsp→"", the net ef-
fect of interaction with all surface plasmons is finite, which
results in a substantial modification of the energy levels, and
appreciable mixing of electron-plasmon excitations.
The mechanism of resonant tunneling in MTJs involves
the electron #− or hole #+ molecular charged states defined as
#n
−
=En
−
−E0 or #n
+
=E0−En
+
, where En
− and En
+ are the total
energies of negative and positive molecular ions in an elec-
tronic state n, and E0 is the total energy of the neutral mol-
ecule M0 in its ground electronic state.14–16 A large increase
in current takes place at Vth when either the #− or #+ enter the
“current energy window” $EF−eV ,EF%, see Fig. 1. Molecular
resonant conduction is based on independent transitions of
charge carriers !electrons, holes" via charged states of the
molecule !M− ,M+".16 If the molecule is attached to metallic
electrodes, it is expected that the effect of polarization inter-
action of the charged states !M− ,M+" with the metallic elec-
trodes will be much stronger than that for the states of the
neutral molecule M0.
We start with Hamiltonian of the system defined in Ref.
13,
H = He + Hsp!&Xq'" + Hint!r,&Xq'" , !1"
where He=p2 /2me+U!r" is the Hamiltonian of the electron
!hole" on the molecule with one-electron eigenstates !#n ,$n":
H$n=#$n, and U!r" is the electron !hole" potential, which
also includes the external electric field. Hsp is the surface
plasmon Hamiltonian, Hsp!Xq"=(q%&q!bq
†bq+1 /2", where
Xq is the coordinate of the plasmon mode with momentum q,
and the total number of plasmon modes is Nsp. The interac-
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tion between an electron !hole" and the surface plasmons is
described as Hint=(qCqe−qz!bqeiqr)+H.c.", where the elec-
tron coordinate is r= !r) ,z", and z is the distance from the
metallic surface as defined in Ref. 5. To extract the explicit
expression for the classical image potential Uim=−e2 /4z
from Hint, and to include it into He, the plasmon coordinates
Xq are transformed as
Xq
!
= Xq + 'Xq, 'Xq = Cqe−qz* 2
%m&q
3+cos!qr)"sin!qr)" , , !2"
where cos!qr)" and sin!qr)" correspond to even and odd
plasmon modes. The coefficient Cq is defined in Ref. 13,
Cq#1 /*Nsp.
The transformed total Hamiltonian is
H = H˜ e + Hsp!&Xq
!!r"'", H˜ e = He + Uim!z" ,
Uim!z" = −(
q
Cq
2
%&q
e−2qz = −
e2
4z
. !3"
Once transformed, the Hamiltonian becomes a sum of elec-
tronic and plasmon parts only, H=H˜ e+Hsp, with correspond-
ing eigenfunctions $!r" and (!&Xq
!'"=-q!Xq
!".
By solving the Schrodinger equation with the electronic
Hamiltonian H˜ e, which is the first step in our scheme, we
immediately find the important physical consequence of the
polarization interaction. The energy of the molecular reso-
nant charged states are shifted with respect to the Fermi lev-
els of the electrodes such that the predicted threshold voltage
in the I-V characteristics becomes close to the experimental
value. In particular, recent experiments on molecular
rectification17 measured a threshold voltage of #1 eV, but
the value predicted by using density functional theory alone
is Vth.2!EF−#1
+"=2.6 eV, where #1
+ is the lowest-hole en-
ergy level. An additional shift of the energy levels due to the
polarization interaction with the electrodes was calculated to
be −0.75 eV, thus bringing the value of Vth.2!EF−#1+
+Eim"=1.1 eV close to that observed in experiment.17
However, the major effect of the electron-plasmon inter-
actions is in the dependence of the transformed plasmon co-
ordinates Xq
! on the electron coordinate r. If the total wave
function is written as )!r , &Xq
!'"=$!r"(!&Xq
!!r"'", then the
Schrodinger equation is
!H˜ e$"( + $!Hsp(" − $
%2
2m
! · !( −
%2
2m
! $ · !( = E$( ,
!4"
where E is the eigenvalue of the electron-plasmon system. In
the following, we drop the asterisk and use Xq for the shifted
plasmon coordinate Xq
!
. The eigenvalues and eigenfunctions
of Eq. !4" are sought by the variational method where the
eigenfunctions ) are represented as linear combination of
the products of electron and plasmon wave functions which
include interactions with the left and right electrodes sepa-
rated by distance L. The variational problem can in principle
be solved within any molecular electronic structure method.
However, in order to clarify the fundamental physics of
electron-plasmon interactions in MTJs during resonant tun-
neling, we consider a very simple tight-binding model of
MTJ—a molecular chain, placed along the z axis between
two parallel gold electrodes biased by the voltage applied
across the junction.
The tight-binding Hamiltonian is
HTB = (
i=1
N
#iai
†ai + h0!ai
†ai+1 + H.c." , !5"
where h0 is the hopping integral and #i are the renormalized
on-site energies, which include both the image potential and
the external electric field Ez such that
#i = Uim!zi" + Uim!L − zi" − qEzzi, !6"
where q= &−e ,+e' is the electron or hole charge. Within the
tight-binding model, the variational wave function is
) = (
i=1
N
Bi
0)i
0 + (
i=1
N
(
qL
Bi
qL)i
qL + (
i=1
N
(
qR
Bi
qR)i
qR
, !7"
where the basis functions on site i are
)i
0
= *i-
qL
(0„XqL!zi"…-
qR
(0„XqR!L − zi"… , !8"
)i
qL = *i(1„XqL!zi"… -
qL!!qL
(0„XqL!!zi"…-qR
(0„XqR!L − zi"… .
!9"
The expression for )i
qR is similar to Eq. !9". Here, *i is the
original electron !hole" orbital on site i, where i=1, . . .N, and
)i
0 is the electron-plasmon wave function on site i without
plasmon excitation, )i
qL
—with the excitation of the plasmon
qL in the left electrode.
The dimension of the combined electron-plasmon basis
$Eqs. !8" and !9"% is N!2Nsp+1", and the tight-binding
Hamiltonian matrix in this basis is sparse. The matrix ele-
ments /)i
qL0H0)1#'qL,qL!, because for qL!qL! they are pro-
portional to 1 /Nsp→0 !the number of surface plasmons Nsp
is equal to the number of elemental surface unit cells in the
entire crystal".
The diagonal matrix elements are /)i
00H0)i
01=#i and
/)i
qL0H0)i
qL1=#i+%&qL. The nondiagonal matrix element
/)i
00H0)i+1
0 1 is calculated by using expression !8" for )i
0
,
FIG. 1. !Color online" Schematic of energy diagram of the MTJ.
The resonant electron #n
− and hole #n
+ energy levels are shown.
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and expanding the plasmon wave function (0(XqL,R!zi+1") in a
Taylor series in the vicinity of XqL,R!zi". Keeping only terms
#1 /Nsp, we obtain
/)i
00H0)i+1
0 1 = h˜i,i+1, !10"
h˜i,i+1 = h0$1 −+!zi,zi+1"/2%$1 −+!L − zi,L − zi+1"/2% ,
!11"
+!zi,zi+1" =
1
%&¯sp
2 e24zi + e
2
4zi+1
−
e2
zi + zi+1
3 . !12"
Here, &¯sp is the surface plasmon frequency averaged over the
plasmon spectrum, and h˜i,i+1 are the renormalized hopping
integrals. Another nondiagonal matrix element /)i
qL0H0)i+1
qL 1
is different from /)i
00H0)i+1
0 1 by additional terms #1 /Nsp,
which can be neglected. Therefore, we obtain
/)i
qL0H0)i+1
qL 1 4 h˜i,i+1. !13"
The nondiagonal matrix elements /)i
00H0)i+1
0 1 and
/)i
qL0H0)i+1
qL 1 conserve the number of plasmons in the sys-
tem. The matrix elements that change the number of plas-
mons by one are /)i
00H0)i+1
qL,R1= ti,i+1!qL,R", where
ti,i+1!qL" = h˜i,i+1!e−qLzi+1 − e−qLzi"
CqL
%&qL
,
ti,i+1!qR" = h˜i,i+1!e−qR!L−zi+1" − e−qR!L−zi""
CqR
%&qR
. !14"
In order to find the eigenvalues of the tight-binding
electron-plasmon matrix, the system of N equations
/)i
qL,R0H−EI0)1=0 for N coefficients Bi
qL,R is solved. The
coefficients Bi
qL,R are then expressed as a linear combination
of &Bi
0', i=1, . . .N. As a consequence, Bi
qL,R depend on energy
E. To obtain the system for coefficients Bi
0
, the coefficients
Bi
qL,R are substituted into the system of equations /)i
00H
−EI0)1=0, where each equation contains the sum
( j=1
N (qL,RBj
qL,Rtj,j+1!qL,R". Because both tj,j+1 and Bj
qL,R are
proportional to 1 /*Nsp, and since the summation over qL,R
involves Nsp terms, the sum is the finite linear combination
of Bj
0
. The coefficient matrix of the system is energy depen-
dent; therefore, the solution of the secular equation results in
2N eigenvalues of E.
The physical meaning of the appearance of the extra N
eigenvalues is that they describe the one-plasmon excitations
due to the electron-plasmon interactions in the course of
electron hopping between neighboring centers i and i+1, i.e.,
during the motion of the electron along the molecule. When
such excitations are switched off by setting ti,i+1=0, the ei-
genvalues of the electron-plasmon system become
&E,!h˜" ,E,!h˜"+%&¯sp', ,=1, . . .N.
In order to estimate the magnitude of the electron-
plasmon effects in MTJs, we consider an analytically solv-
able tight-binding model consisting of two centers that are
placed between the gold electrodes. Then, the tight-binding
electron-plasmon eigenvalues are
E1,2,3,4 =
#1 + #2 + %&¯sp
2
-*2#1 − #22 32 + 2%&¯sp2 32 + h˜122 !1 ++12"- %&¯sp*2#1 − #22 32 + h˜122 , !15"
where +12=+!z1 ,z2"++!L−z1 ,L−z2". The eigenvalues
without electron-plasmon excitations, ti,i+1=0, are
E1,2
!0"
=
#1 + #2
2
-*2#1 − #22 32 + h˜122 ,
E3,4
!0"
= E1,2
!0" + %&s, !16"
where the renormalized hopping integral h˜12 and on-site en-
ergies #1 ,#2 are defined by expressions !11" and !6", respec-
tively. The four eigenvalues E1−4 are shown in Fig. 2 as a
function of the hopping integral h0 for the case of gold elec-
trodes, %&¯sp.2.5 eV.18 E1−4!0" are also shown for comparison
as dashed lines. The geometry of the junction is the follow-
ing: lattice sites are situated symmetrically with respect to
two surfaces; the intersite distance is z2−z1=2 Å and the
distance between the metallic surface and the nearest lattice
site is z1=L−z2=1.1 Å.
Due to nonzero matrix elements ti,i+1!qL,R" the plasmon-
less states E1,2
!0" are mixed with the states E3,4
!0" containing plas-
mon excitations. This is most clearly seen from Fig. 2 where
the states E2
!0" and E3
!0" intersect at h0#1.5 eV, and where,
due to ti,i+1!qL,R", they split. The wave functions of the new
states corresponding to Ei contain plasmonless and single
plasmon components. Therefore, there is a nonzero probabil-
ity of a surface plasmon excitation in the metallic electrodes
during an electron !hole" resonant tunneling transition via
this level.
Let us then consider the process of plasmon excitation in
either anode or cathode during resonant electron transfer via
the resonant level E1, which is in the current energy window
$EF ,EF−eV% at the applied voltage V, see Fig. 1. Due to the
conservation of energy, a plasmon can only be emitted if
eV.EF−E1+%&¯sp. The probability amplitude of an electron
transition from the cathode !state i, left electrode" to the an-
ode !state f , right electrode" with the excitation of a surface
plasmon qa at the anode is
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Aif
qa =
// f
qa0Ua0)11/)10Uc0/i
c1
#i − E1 + i0
, !17"
where the wave functions of the final and initial states are
/ f
qa = $e
a!r,# f"(1
qa-q
a!!qa
(0
qa!-qc(0
qc
,
/i
c
= $e
c!r,#i"-qa(0
qa-qc(0
qc
,
Uc,a, and $e
c,a are the one-particle potentials and wave func-
tions respectively of electrons inside the cathode and anode,
and )1 is the total wave function of the electron resonant
state with energy E1, including both electron and plasmon
coordinates as defined by Eqs. !8" and !9". The greatest con-
tribution to the matrix element // f
qa0Ua0)11 is due to the
center N closest to the anode, $!z−zN", and in the cathode
matrix element /)10Uc0/i
c1—from the center 1, $!z−z1".
Then, using Eqs. !8", !9", and !17", the transition amplitude
becomes Aif
qa =DBN
qaB1
0
, where D is a constant. The probabil-
ity amplitude for the transition without plasmon excitation is
Aif
0
=DBN
0 B1
0
. Then, the probability ratio for the transition
with and without excitation of a surface plasmon mode qa on
the anode wqa = 0BN
qa02 / 0BN
0 02#1 /Nsp is very small. However,
the probability ratio for excitation of any plasmon mode on
the anode, wa=(qaw
qa, is a finite quantity wa1+!zN−1 ,zN".
The probability ratio wa as a function of the applied bias
is shown in Fig. 3. The first plasmon excitation occurs at 2.5
V, the voltage corresponding to the surface plasmon fre-
quency of gold,18 during resonant tunneling via the first en-
ergy level E1. The second excitation occurs at 4 V via the
second energy level E2. As is seen from Fig. 3, several per-
cent of tunneling events occur with excitation of surface
plasmons.
In this work we predict the excitation of surface plasmons
in the course of resonant tunneling current through the MTJ.
The experimental confirmation can be an observation of pho-
tons emitted with frequency &sp at the molecule/electrode
interface when the surface plasmons are transformed into
photons at surface defects.19 In principle, the excitation of
surface plasmons by energetic electrons impinging the me-
tallic surface, followed by photon emission, is possible with-
out the presence of the molecule.20–22 However, energy re-
laxation of an electron arriving with an energy above the
Fermi energy of the metallic electrodes occurs via two com-
peting processes: emission of plasmons or energy transfer to
other metallic electrons in electron-electron collisions. Be-
cause the latter process is much more efficient than a direct
emission of plasmons, the quantum yield of such a process in
bare metals is very small !#10−6".20–22 In contrast, the prob-
ability of plasmon emission during resonant transition of an
electron and/or hole through the molecule is determined en-
tirely by the magnitude of the electron-plasmon interaction;
therefore, the quantum yield is several orders of magnitude
higher. Another mechanism of photon emission in MTJs is
due to direct electron excitation of the molecule by a tunnel-
ing electron. However, both theory23 and experiment24 show
that the quantum yield of such a process is also very small,
10−7–10−6.
Resonant electron-plasmon interactions provide a plau-
sible mechanism of photon emission in MTJs with a large
quantum yield !#10−2". However, the experimental observa-
tion of such an effect requires the application of a large bias
!V2%&sp /e#2–3 V", which is difficult to accomplish in
standard experiments with MTJs due to the likelihood of
damage to the molecule.17 Two possibilities exist to circum-
vent this difficulty. It is known that the plasmon frequency is
reduced in metal nanostructures, which may allow the
observation of electron-plasmon photon emission at smaller
FIG. 2. !Color online" Electron-plasmon energy levels versus
hopping integral h0 for the two-site, tight-binding model !the bias
voltage is 2 V". Solid lines are the levels E1–4 Eq. !15", dashed lines
are the levels E1–4
!0" Eq. !16" with electron-plasmon excitations
turned off. At h0#1 eV, energy levels E2 and E3 consist of a mix-
ture of states E2
!0" and E3
!0" !with and without plasmons".
FIG. 3. !Color online" Probability ratio of the resonant transi-
tions with and without plasmon excitation on the anode for the two
lowest energy levels E1 and E2 as a function of bias voltage at h0
=1 eV.
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bias using an scanning tunneling microscope !STM" tip as
one of the electrodes. The second possibility is to reduce the
current through the molecule by introducing a vacuum gap
between the molecule and one of the electrodes, which can
also be realized using an STM.25,26
The authors thank NSF for financial support !Grants No.
0650028 and No. 0726842". L.A. is supported by the USF
Presidential Graduate Fund. M.A.K. thanks RFFI for the
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Atomic and electronic structure of simple metal/graphene and complex
metal/graphene/metal interfaces
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Structural, electronic, and magnetic properties of simple interfaces (graphene on top of a metallic substrate)
and complex interfaces (a single metallic adlayer on a simple graphene/metal system, either on top or between the
graphene and metallic substrate) have been studied using density functional theory. Two types of simple interface
with strong (Ni/graphene) and weak (Cu/graphene) bonding were considered. In addition to binding energies
and interface distances, which are used to quantify the strength of graphene-substrate interactions, the bonding
in simple and complex interfaces was analyzed using charge density distributions and bond orders. Substantial
enhancement of the metallic substrate/graphene binding was observed in complex interfaces, consisting of a Ni
monolayer on top of a simple {Ni or Cu}/graphene interface. The increase of substrate-graphene bonding in
such complex interfaces is accompanied by weakening of in-plane C-C bonds in graphene, as quantified by the
bond orders. A weak ferrimagnetism in graphene, i.e., unequal magnetic moments −0.04µB and +0.06µB on
the C atoms, is induced by a ferromagnetic Ni substrate. The strength of graphene-substrate interactions is also
reflected in simulated scanning tunneling microscopy images.
DOI: 10.1103/PhysRevB.85.195443 PACS number(s): 61.48.Gh, 73.22.Pr, 68.65.Pq, 68.37.Ef
I. INTRODUCTION
Graphene, a one-atom-thick layer of carbon atoms, exhibits
exceptional electronic properties, such as very high electron
mobility, high saturation velocity, high current-carrying den-
sity, and excellent heat dissipation, which make it a highly
promising material for the development of carbon-based
nanoelectronics.1–4 Graphene growth on metal substrates,
including Ni,5–10 Ru,11–13 Pt,14 Ir,15–17 and Cu,18–22 is currently
a major approach for producing high-quality, large-area
graphene samples for electronics applications. In addition
to controlling growth processes, metal-graphene interactions
influence the electronic properties of graphene. For example,
a strong interfacial binding between graphene and either Ni
(Refs. 6,8, and 9) or Ru (Refs. 11 and 12) substrates opens up
graphene’s band gap,10,18 whereas a weak interaction with Ir
(Refs. 15–17), Pt (Ref. 14), or Cu (Refs. 10,18–22) substrates
preserves the electronic properties of free-standing graphene.
Many proposed graphene devices contain metal/graphene
electrical contacts or other metal/graphene heterostructures.1–3
Therefore, an understanding of the fundamental properties
of metal/graphene interfaces is of critical importance for
developing graphene-based nanoelectronics.
Simple metal/graphene interfaces, i.e., graphene on top
of a metallic substrate, have already been investigated both
theoretically10,23–25 and experimentally.6,9,14,15,20 Khomyakov
et al.10 systematically studied simple metal/graphene inter-
faces across a wide range of metallic substrates. For a
given metal, various metal/graphene stacking geometries were
ranked based on calculated binding energies. By comparing
the strengths of metal/graphene interactions for different
metals, the interfaces were classified as strongly (Ni,Ru,Co)
and weakly (Cu,Au,Pt) bonded. A new interface geometry,
the so-called bridge structure, was introduced in Ref. 23.
Although this geometry was later observed in experiment, it
was suggested that the bridge structure appears due to pinning
of graphene to the substrate by point defects.9 It was also
predicted that graphene-metal interactions reduce the metal
work function, induce a shift in graphene’s Dirac point in
weakly bonded interfaces, and open up graphene’s band gap
in strongly bound interfaces.10,26,27
Graphene/ferromagnetic metal interfaces also play an im-
portant role in graphene-based spintronic devices. In particular,
spin injection and spin transport have been achieved at
room temperature in graphene-based spin valves.28 Magnetic
properties of nickel/graphene interfaces were studied both
experimentally29–31 and theoretically;25 appreciable induced
magnetic moments in carbon atoms of Ni(111)-supported
graphene were found to be between 0.05µB and 0.1µB .
Even larger induced magnetic moments, 0.2µB–0.25µB , were
observed in Fe-intercalated graphene on a Ni substrate.32,33
Although simple interfaces have already attracted con-
siderable attention,8,10,23 complex interfaces consisting of a
single metallic adlayer on a simple graphene/metal system,
either on top or between the graphene and metallic sub-
strate, are less understood.7,32–35 Such complex interfaces
are of particular interest in connection with experiments
on intercalation of metals through graphene. For example,
nickel/graphene systems, with additional intercalated metal
layers, have been studied using high-resolution electron
energy-loss spectroscopy;36–41 the changes in the phonon
spectra of graphene/metal systems were correlated with the
modification of metal-graphene interactions by the intercalated
layers. Recently it was shown that by introducing a single Au
layer between strongly interacting graphene and a Ni(111)
substrate, a decoupling of Ni and graphene was achieved, as
evidenced by the observation of an electronic structure close
to that of free-standing graphene.34,35
This paper systematically investigates simple (metal/
graphene) and complex (metal/graphene/metal, and interca-
lated metal/metal/graphene) interfaces using first-principles
density functional theory (DFT). Two metallic substrates, Ni
195443-11098-0121/2012/85(19)/195443(8) ©2012 American Physical Society
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and Cu, interacting with graphene, were studied as represen-
tative cases of strongly and weakly bonded graphene/metal
interfaces, respectively. In addition to binding energies and
interface distances, which are used to quantify the strength
of graphene-substrate interactions, the bonding in simple and
complex interfaces was analyzed using charge density distribu-
tions and bond orders. The modification of interfacial atomic
and electronic properties upon intercalation by the metallic (Cu
or Ni) adlayer was also investigated. This research has been
performed to support experiments on the growth of graphene
on Ni substrates,6,7,42 where the atomic and electronic structure
was characterized primarily by scanning tunneling microscopy
(STM). Therefore, STM images were simulated and analyzed
to find signatures of graphene/metal interfacial interactions,
thus aiding in interpretation of experimental STM images.
II. COMPUTATIONAL DETAILS
DFT calculations were performed using the linear com-
bination of atomic orbitals (LCAO) code DMOL.43,44 The
double numerical plus polarization atomic orbital basis set
was generated using a real-space cutoff of 4.0 A˚. DFT
semicore pseudopotentials45 were used for the core electrons
of metallic atoms, while all electrons were explicitly included
for carbon atoms. The sampling of the k space was better than
0.03 ˚A−1, and the convergence criterion for forces on atoms
was better than 0.03 eV/ ˚A. Spin-polarized calculations were
performed for Ni substrates. The local density approximation46
(LDA) is frequently used to study graphene on metallic
substrates6,7,10,16,25 because it predicts graphene/metal inter-
facial geometries in closer agreement with experiment than
does the generalized gradient approximation (GGA).47 It is
well known that both the overbinding by the LDA and the
underbinding by the GGA respectively result in shorter and
longer bond lengths as compared to experiment. Such effects
become especially pronounced in graphene/metal interfaces
where weak van der Waals (vdW) interactions play a key
role. Recently, several empirical vdW correction schemes were
incorporated into DFT calculations,48 the most popular being
those of Grimme49 and Tkatchenko and Scheffler (TS).50
Both approaches are based on standard DFT with empirical
vdW C6/r6 atom-atom pairwise contributions multiplied by
damping functions to switch off diverging vdW contributions
at small interatomic distances. The TS scheme is more
self-consistent compared to the Grimme scheme (published49
in 2006 and implemented in DMOL) in the sense that the
C6 coefficients are calculated using the electron density
of a system under study with accurate reference data for
free atoms, thus reflecting the dependence of the elemental
C6 coefficients on the local bonding environment. In the
discussion below, we provide the data obtained by the TS
vdW correction to the Perdew-Burke-Ernzerhof (PBE) GGA
functional,47 referred to as GGA+ vdW. However, we also
performed a detailed comparative study of both Grimme-2006
and TS empirical vdW schemes, and found them to produce
almost indistinguishable results across all interface systems
considered herein: the differences in binding energy being less
than 0.01 eV/atom and in interfacial distances less than 0.01 A˚.
In addition, the properties of graphene/metal interfaces
were also studied using the LDA. As mentioned above, the
graphene/metal interfaces were mostly studied at the LDA
level before empirical vdW corrections became available in
DFT codes. This is because the LDA predicts atomic structures
closer to experiment than does the pure GGA. Therefore,
for comparison purposes, we provide interface geometries
obtained by both the LDA and GGA+ vdW. In addition, the
LDA was used to obtain electronic properties for the interfaces.
It is well known that the LDA and GGA provide almost
indistinguishable electronic structures for systems with the
same geometry. However, the interface electronic structure
must be simultaneously determined with the equilibrium
atomic structure through minimizating the total energy of
the system. Because the empirical vdW atom-atom potential
does not contribute directly to the electronic structure, it
would be more consistent to use the pure LDA without vdW
contributions, since the LDA provides geometries close to
those obtained by the GGA+ vdW, while calculating the total
energy using the electron density distribution, which reflects
physically important chemical interactions in the system.
Most of the interfacial structures were built using 1× 1
(111) fcc surface unit cells containing five (111) layers of metal
(Ni or Cu) and graphene on top of a metallic slab. Interfaces
with larger surface unit cells (12 times larger surface area) were
used to partially relax restrictions imposed by periodic bound-
ary conditions on small 1× 1 unit cells, which may result in
the elimination of some interfacial structures that otherwise
would be stable in larger unit cells. The two bottom layers
of the substrate were fixed during geometry optimization, all
other atoms in the system being allowed to move.
A major issue in interfacial calculations is the accom-
modation of mismatch between the metallic substrate and
graphene. In the case of Ni, the mismatch is 1.3%; in the
case of Cu 3.8%. To decide whether the graphene or substrate
in-plane dimensions were adjusted to match the other interface
counterpart, the total energy of the combined graphene/metal
system was calculated as a function of the in-plane lattice
constant. In both the Ni/graphene and Cu/graphene cases,
the optimal in-plane lattice constant was closer to that of the
metal. Therefore, in all calculations, the interfaces were built
by adjusting the graphene lattice constant to match the metal
(111) in-plane lattice constant derived from the theoretical bulk
lattice parameter. There is a wide variety of schemes for lattice
mismatch accommodation employed in several DFT calcula-
tions of metal/graphene interfaces, which makes it difficult to
compare results obtained by different groups. For example, in
Refs. 6, 7, and 9 graphene was stretched to match the substrate,
whereas in Ref. 10 the lattice constant of the metallic substrate
was adjusted to that of graphene; some authors used the
experimental (unrelaxed) lattice constant.22,23 It turned out that
the lattice mismatch accommodation scheme influences the
energy difference between structures with different stacking
geometries. Therefore, different lattice matching schemes may
produce interfaces with different interfacial geometries.10,22,23
III. RESULTS AND DISCUSSION
A. Atomic structure of simple metal/graphene interfaces
Although adsorption of graphene on metal surfaces was
considered in several previous publications,9,10,22,23,25–27 the
195443-2
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FIG. 1. (Color online) (a) Geometries of simple graphene/metal
interfaces: top-fcc, top-hcp, fcc-hcp, and top-bridge. The top-fcc
interface was found to be the lowest-energy configuration. (b),(c)
Geometries of complex metal(s)/graphene/metal interfaces: fcc, hcp,
top. See the labeling convention in the text. The fcc interface was
found to be the lowest-energy structure.
geometries of simple metal/graphene interfaces were sys-
tematically investigated to fully account for the specific
lattice mismatch accommodation scheme employed in this
work. Four possible interface geometries were identified as
top-fcc, top-hcp, fcc-hcp, and top-bridge, which describe the
arrangement of two carbon atoms of a graphene unit cell with
respect to the underlying structure of the metallic substrate:
top, the first C atom on top of every surface metal atom; fcc
and hcp, the second C atom in the hollow position above the
fcc or hcp site of the (111) fcc lattice; top-bridge, one C atom
between the top and fcc sites and another between the top
and hcp sites. See Fig. 1(a). These interfacial structures were
optimized using both the LDA and GGA+ vdW, and ranked
based on the strength of the metal/graphene interaction; see
Table I. It was found that both the LDA and GGA+ vdW
give consistent results, i.e., they predict top-fcc and top-hcp
interfaces as the lowest-energy structures for both Ni and Cu
substrates, the top-fcc interface being only slightly lower in
energy than the top-hcc interface. Although the top-bridge
interface has a binding energy close to that of both top-fcc
and top-hcp interfaces—in agreement with previous DFT
calculations9,23—additional investigation of the stability of
all four interfaces using substantially larger surface unit
cells revealed that the top-bridge structure was unstable, i.e.,
eventually relaxed to the top-fcc structure, whereas all other
interfaces remained stable.
The metal/graphene interlayer distances and binding en-
ergies for all four interfaces are reported in Table I. Both the
GGA+ vdW and LDA predict strong Ni/graphene (Ni/gr) and
weak Cu/graphene (Cu/gr) interfacial bonding, as evidenced
by the corresponding binding energies reported in Table I. As
a consequence of the weak Cu-graphene interaction, which is
also reflected in the absence of any specific metal/graphene
stacking preference, the graphene layer is almost decoupled
from the metallic substrate.
B. Atomic structure of complex metal/graphene interfaces
It was shown in the previous section that the simple top-fcc
metal/graphene interface is the lowest-energy structure for
both Ni and Cu substrates. Therefore, this specific simple
interface was used to build a complex interface by positioning
an additional metallic adlayer M(a) either above or below
graphene, thus producing M/gr/M(a) or M/M(a)/gr inter-
faces. In the case of the M/gr/M(a) interface, the metallic
adlayer was placed on the substrate-supported graphene in
three ways such that the metal atom of the metallic adlayer
occupies either the top, hcp, or fcc sites of the (111) surface
unit cell of the substrate; see Fig. 1(b).
The geometry of theM/gr/M(a) interfaces was determined
using the LDA and GGA+ vdW, both methods showing that
the fcc complex interface is the lowest-energy structure. The
intercalated M/M(a)/gr interfaces were built starting from
the top, fcc, and hcp structures of the M/gr/M(a) interface
[see Fig. 1(c)] and interchanging the graphene and metal
adlayer while preserving the lateral positions of the atoms. The
stacking of graphene with respect to the substrate in the initial
fcc M/gr/M(a) structure is top-fcc, but after interchanging the
graphene and metal adlayer, it became the top-hcpM/M(a)/gr
TABLE I. Properties of simple metal/graphene interfaces: binding energy Eb and interface distance dM-gr.
GGA+ vdW LDA
System Stacking Eb (eV) dM-gr (A˚) Eb (eV) dM-gr (A˚)
Ni/gr top-fcc 0.11 2.12 0.36 2.04
top-hcp 0.09 2.14 0.34 2.05
fcc-hcp 0.03 3.76 0.10 3.24
top-bridge 0.02 2.65 0.35 1.99
Cu/gr top-fcc 0.03 3.46 0.15 2.31
top-hcp 0.03 3.46 0.13 2.82
fcc-hcp 0.02 3.70 0.10 3.20
top-bridge 0.03 3.49 0.12 2.84
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TABLE II. Properties of complex metal/graphene interfaces: binding energies Eb and interface distances d . The three-layer system is
labeled as X/Y /Z where X is always the metallic substrate, and Y and Z graphene (gr) and metallic adlayer or vice versa. Such labeling
allows the inclusion of both M/M(a)/graphene intercalated interfaces and M/gr/M(a) interfaces with a metallic adlayer M(a) on top of simple
metal/graphene interfaces. Only the lowest-energy structures are shown in the table.
GGA+ vdW LDA
System X(s)/Y interface Y /Z interface X(s)/Y interface Y /Z interface
X(s)/Y /Z Eb (eV) d (A˚) Eb (eV) d (A˚) Eb (eV) d (A˚) Eb (eV) d (A˚)
Ni/Ni(a)/gr 1.49 2.04 0.10 2.14 1.81 1.99 0.34 2.06
Ni/gr/Ni(a) 0.86 2.03 0.88 2.03 1.25 1.98 1.28 1.97
Ni/Cu(a)/gr 0.96 2.09 0.03 3.55 1.35 2.02 0.12 2.97
Ni/gr/Cu(a) 0.14 2.12 0.04 3.34 0.40 2.04 0.13 2.83
Cu/Cu(a)/gr 0.90 2.09 0.03 3.41 1.29 2.01 0.13 2.39
Cu/gr/Cu(a) 0.03 3.36 0.04 3.38 0.20 2.28 0.17 2.76
Cu/Ni(a)/gr 1.34 2.07 0.25 2.07 1.65 2.0 0.45 2.01
Cu/gr/Ni(a) 0.04 3.39 0.26 3.25 0.62 2.14 1.01 1.97
structure. In addition, the M/M(a)/gr interface, which has fcc
adlayer stacking, preserves the standard a-b-c-a (111) layer
sequence of the fcc lattice in the compositeM/M(a) substrate.
Therefore, it was observed that all other intercalated interfaces,
i.e., hcp and top, were higher in energy. This was expected
because they contain stacking faults at the M/M(a) interface.
In fact, the DFT geometry relaxation of all three types of
interface confirmed that fcc stacking is the lowest-energy
geometry for M/M(a)/gr interfaces.
It is evident from a comparison of Tables I and II
that nearest-neighbor M(a)-graphene interactions dominate
bonding at the interface: the binding energy and the interplanar
distance for a particularM/M(a)/gr interface are close to those
for simpleM/gr interfaces, under the condition that graphene is
in contact with the same type of metal, Ni or Cu. For example,
the Ni/Cu(a)/gr interface displays a weak interfacial binding
(Eb = 0.03 eV; d = 3.55 A˚), very similar to that observed for
simple Cu/gr interfaces (Eb = 0.03 eV; d = 3.46 A˚), whereas
adlayer-graphene interactions in the Cu/Ni(a)/gr interface are
strong (Eb = 0.25 eV; d = 2.07 A˚), i.e., similar to those in
simple Ni/gr interfaces (Eb = 0.09 eV; d = 2.12 A˚). See
Tables I and II.
Following the same idea for the dominance of nearest-
neighbor interactions, it would be reasonable to expect the
strength of (metal-adlayer)-graphene interfacial interactions
in M/gr/M(a) structures to be similar to those in simple
M/gr interfaces. Indeed, such a trend is present in the case
of the Cu adlayer, where a weak Cu-graphene interaction
is dominant in the complex Ni/gr/Cu(a) and Cu/gr/Cu(a)
interfaces. Surprisingly, a strong enhancement of local Ni-
graphene bonding was observed in the case of Ni/gr/Ni(a)
and Cu/gr/Ni(a) complex interfaces, for which a Ni adlayer
was deposited onto Ni-supported or Cu-supported graphene.
In particular, the binding energy of 0.11 eV in the simple
Ni/graphene interface was increased to 0.87 eV for both (Ni-
substrate)-graphene and graphene-(Ni-adlayer) interactions in
the Ni/gr/Ni(a) complex interface. Although in the complex
Cu/gr/Ni(a) interface the (Cu-substrate)-graphene interaction
was not affected by the addition of the Ni adlayer on top of
graphene, the graphene-Ni(a) interaction was enhanced from
0.1 to 0.26 eV. A close inspection of the interface geometry of
the Ni/gr/Ni(a) complex interface revealed a strong buckling
of the graphene layer with a corrugation amplitude of 0.31 A˚,
accompanied by changes of in-plane C-C-C (from 120◦
to 115.4◦) and out-of-plane Ni-C-C (90◦ to 102.4◦) angles
(see Fig. 2), which demonstrates the transition from sp2 to
sp3 hybridization of graphene C atoms. Similar but smaller
changes in interface geometry were also detected for the
Cu/gr/Ni(a) interface: Ni-C-C and Cu-C-C angles were found
to be 99.5◦, the C-C-C angle 117.3◦, and the corrugation
amplitude 0.24 A˚. The change of C-atom hybridization upon
adsorption of a metal cluster on top of metal-supported
graphene was first observed by Feibelman.16
C. Bond-order analysis of interfacial interactions
The LCAO basis set used in DMOL is particularly suited
for the calculation of bond orders, the nondiagonal elements
of the electron density matrix that characterize the strength of
individual bonds. The quantitative analysis of metal/graphene
interfacial bonding was performed by evaluating Mayer’s bond
orders51 within the LDA. See Table III. In particular, the
bond orders in simple Ni-graphene and Cu-graphene interfaces
showed that the Ni-C interfacial bond is substantially stronger
than the Cu-C bond; see Table III. Bond-order analysis also
confirms the local nature of interfacial bonding: the Ni-C bonds
in both simple Ni/graphene and complex Ni/graphene/Cu(a)
interfaces are of the same strength as the Cu-C bonds in
Cu/graphene and Cu/graphene/Cu(a) interfaces; see Table III.
A substantial enhancement of substrate-graphene bonding
FIG. 2. (Color online) Geometry of complex Ni/graphene/Ni(a)
interface: transition from sp2 to sp3 hybridization of graphene C
atoms.
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TABLE III. Mayer’s bond orders for interfacial metal-carbon and
graphene’s carbon-carbon bonds in simple and complex interfaces,
as well as carbon-carbon bond orders in free-standing graphene.
System Ni-C C-Ni(a) Cu-C C-Cu(a) C-C
Graphene 1.21
Ni/gr 0.33 1.08
Ni/Cu(a)/gr 0.0 1.18
Ni/gr/Cu(a) 0.36 0.0 1.06
Ni/gr/Ni(a) 0.56 0.64 0.97
Cu/gr 0.20 1.13
Cu/Ni(a)/gr 0.40 1.06
Cu/gr/Ni(a) 0.62 0.38 0.98
Cu/gr/Cu(a) 0.22 0.0 1.10
occurs upon adsorption of a Ni adlayer on top of both
Ni/graphene and Cu/graphene interfaces. In the particular case
of a Ni-graphene-Ni complex interface, one might think of
increasing strength for interfacial graphene-Ni bonding due
to an additional direct interaction between the metal surfaces
sandwiching graphene. The existence of such further nearest-
neighbor interactions is ruled out by the bond-order analysis,
indicating that binding enhancement is due to complex changes
in the electronic structure of the entire interfacial system upon
the adsorption of an adlayer on top of the interface.
Another interesting observation was that the strength of
in-plane C-C bonds in graphene is affected by interfacial metal-
graphene interactions. The bond order 1.21 in free-standing
graphene is reduced to 1.08 and 1.13 upon interaction with
Ni and Cu substrates, respectively; see Table III. The C-C
in-plane bonds are appreciably modified upon the addition of
a Ni adlayer to the simple Ni-graphene interface; the C-C bond
order is further reduced to 0.97, which is due to the sp2 to sp3
hybridization change for the graphene C atoms.
D. Induced magnetism in graphene
Because of the ferromagnetic nature of the Ni substrate,
nickel-graphene interface interactions are expected to modify
the surface magnetic properties of the Ni substrate and induce
magnetism in graphene. In fact, a reduction in magnetic
moment for surface nickel atoms upon graphene adsorption
was first predicted by theory25 and later found in experi-
ments by Dedkov et al..29 In our calculations of the simple
Ni/graphene interface in the lowest top-fcc configuration, a
substantial decrease in Ni magnetic moment of the topmost
Ni layer interacting with graphene was found, from 0.71µB
to 0.47µB , which is in good agreement with experiment, from
0.72 µB to 0.52 µB .29 In addition, the two carbon atoms of
the graphene unit cell acquire magnetic moments −0.044µB
and + 0.064µB . The opposite directions of the magnetic
moments indicate the ferrimagnetic nature of the magnetic
interactions at a simple Ni-graphene interface. The induced
ferrimagnetism in graphene is substantially reduced in the
complex Ni/graphene/Ni(a) interface upon adsorption of a Ni
adlayer, the magnetic moments on C atoms being −0.018µB
and + 0.009µB . This is in line with our previous observation of
substantial changes in interfacial metal-graphene interactions
upon deposition of a Ni adlayer on top of a simple Ni-graphene
interface. Interestingly, the induced magnetic moments on C
atoms remain intact upon adsorption of a Cu adlayer on top
of a simple Ni-graphene structure, which confirms our earlier
conclusion about the decoupling of the graphene and the Cu
adlayer. Intercalation of the Cu layer underneath the graphene
completely turns off the induced magnetism in graphene. Both
simple and complex interfaces containing a Cu substrate do not
display magnetism, even in the complex Cu-graphene-Ni(a)
structure. The induced magnetism in graphene adsorbed on
top of a Ni substrate was also observed recently in an
experiment by Dedkov and co-workers,30,31 who measured
induced magnetic moments between 0.05µB and 0.1µB per
carbon atom.
E. Charge density distribution at the interface
The different strengths of metal-graphene bonding are
also correlated with a varying degree of electron density
localization along carbon-metal bonds. In fact, our calculations
demonstrate a substantial electron charge localization along
Ni-C bonds, which independently confirms the strong interface
interaction of graphene with a Ni substrate in simple Ni/gr
interfaces. See Fig. 3(a). Evidently, the very weak graphene-
copper interaction corresponds to a negligibly small degree
of overlap of electronic densities from C atoms of graphene
and Cu atoms of the substrate; see Fig. 3(b). As shown above,
the nearest-neighbor graphene-metal interactions dominate the
interface bonding in complex interfaces, with the exception
of systems containing a Ni adlayer. This conclusion is
nicely illustrated using electron density distributions across
the interface. For example, nearly identical electron density
patterns with strong C-Ni overlaps are displayed in Figs. 3(a)
and 3(d), which correspond to strongly interacting complex
Cu/Ni(a)/gr and simple Ni/gr interfaces. This is in line with the
almost identical Ni-graphene distances and binding energies
for these two interfaces; see Table II. A weak Cu-graphene
interaction in the complex Ni/Cu(a)/gr interface corresponds
to zero overlap of electron densities as is seen in Fig. 3(e).
Such a charge distribution is similar to that in a simple Cu/gr
interface in the top-hcp configuration; see Fig. 3(c), which was
specifically considered here to match the stacking of atomic
layers in both interfaces.
Substantial bonding enhancement upon the addition of a
Ni adlayer to a simple Ni/gr interface is also evident from the
electron density distribution across the interface. Figure 3(f)
displays the enhancement of electron density localization
along both Ni-graphene and graphene-Ni(a) bonds, which re-
sults in strengthening of the interfacial bonding and a transition
from sp2 to sp3 hybridization of graphene’s carbon atoms. A
similar, but considerably weaker, increase of interface binding
was also observed in the Cu/gr/Ni(a) complex interface; see
Fig. 3(h). In contrast, the addition of a Cu adlayer to both Ni/gr
and Cu/gr simple interfaces has no effect on interface bonding
as is evidenced by the zero overlap of charge density between
the Cu adlayer and graphene. See Figs. 3(g) and 3(i).
F. STM images of graphene on Ni and Cu surfaces
Due to its intrinsic capability to probe the surface electronic
structure, scanning tunneling microscopy can be used to
195443-5
95
ADAMSKA, LIN, ROSS, BATZILL, AND OLEYNIK PHYSICAL REVIEW B 85, 195443 (2012)
FIG. 3. (Color online) Charge density distribution across M/gr, M/M(a)/gr and M/gr/M(a) interfaces. The red line indicates the position
of the vertical slicing plane for plotting electron density.
characterize both the geometry and the strength of
metal/graphene interactions via real-space imaging of elec-
tronic density at the atomic scale.52,53 In this work, STM
images were simulated using the Tersoff-Hamman approach.54
The STM image of free-standing graphene, Fig. 4(a), displays
each carbon atom, whereas the STM images of Ni/graphene
interfaces in fcc [Fig. 4(b)] and hcp [Fig. 4(c)] stacking geome-
tries display every second carbon atom of graphene in threefold
fcc [Fig. 4(b)] or hcp [Fig. 4(c)] hollow sites, which do not
directly bond with the Ni atoms of the surface layer of the
substrate. Such suppression of the contributions of the carbon
atoms directly interacting with the atoms of the substrate is
similar to that in STM images of graphite in Bernal stacking,55
where every second atom not participating in interlayer
binding is visible. This feature of the STM image, displaying
carbon atoms at fcc or hcp hollow sites of strongly interacting
Ni-graphene interfaces, was the key for the successful inden-
tification of a topological line defect in graphene grown on
a Ni substrate.42 In contrast, the STM images of graphene
weakly interacting with Cu for both fcc and hcp stacking
geometries are very close to that of free-standing graphene:
each carbon atom is clearly visible as a bright spot. The STM
images of graphene on Ni and Cu substrates simulated in
this work, clearly reflecting the strength of graphene-metal
interactions, are in good agreement with experimental STM
observations.20,42
(a)
freestanding
graphene
(b) (c)
(d) (e)
Ni/gr
top-fcc
Cu/gr
top-fcc
Cu/gr
top-hcp
Ni/gr
top-fcc
FIG. 4. (Color online) STM images simulated using Tersoff-
Hamman approach: (a) free-standing graphene; (b) top-fcc Ni/gr
interface; (c) top-hcp Ni/gr interface; (d) top-fcc Cu/gr interface;
(e) top-hcp Cu/gr interface. The bias voltage for (a)–(c) is 100 mV;
for (d) and (e) 200 mV.
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IV. CONCLUSIONS
Structural, electronic, and magnetic properties of simple
and complex graphene/Ni(111) and graphene/Cu(111) inter-
faces relevant to experimental studies of graphene growth on
metallic substrates were investigated using DFT. The top-fcc
stacking of simple graphene/Ni(111) and graphene/Cu(111)
interfaces was found to be the lowest-energy configuration,
closely followed by the top-hcp configuration, thus explaining
the experimental observation of a topological line defect
in graphene grown on a Ni(111) surface.42 Substantial en-
hancement of the metallic substrate/graphene binding was
observed in complex interfaces, consisting of a Ni monolayer
on top of a simple {Ni or Cu}/graphene interface. The
increase of substrate-graphene bonding in complex interfaces
is accompanied by weakening in-plane C-C bonds in graphene,
as quantified by the bond orders. This weakening of in-plane
carbon bonds may explain the thermal instability of graphene
if sandwiched between two Ni layers.56 The structure and
bonding of simple and complex interfaces were investigated
using calculated electron charge density distributions and bond
orders at the interface. A weak ferrimagnetism is induced in
graphene upon adsorption on Ni(111). The calculated STM
images contain signatures of strong and weak graphene-metal
interactions in Ni/graphene and Cu/graphene interfaces, re-
spectively. The basic information on metal/graphene interfaces
obtained in this work is useful for developing optimized strate-
gies for epitaxial growth of graphene on metallic substrates,
as well as for fabrication of robust metal/graphene contacts in
graphene nanoelectronic devices.
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First-principles density functional theory calculations were performed to investigate the effect of
Sn surface alloying on the strength of interface interactions between graphene and Ni(111) or
Cu(111) substrates. A substantial reduction of graphene-metal interactions was observed for
the graphene/Sn-Ni(111) interface: binding energy was reduced from 0.055 eV/(C atom) to
0.015 eV/(C atom); interface distance was increased from 2.12 A˚ to 3.52 A˚. The initially weak
graphene/Cu(111) interface was hardly affected by Sn surface alloying. Electronic structure
calculations, including local density of states and simulated scanning tunneling microscopy
images, provide further details on the changing character of graphene-Ni(111) interactions upon Sn
alloying.VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4739475]
Epitaxial growth of graphene on metallic substrates has
been recently advanced to become a major method for the
production of graphene samples for electronic applications.1–4
Large-area graphene wafers are mostly grown on Cu foils,1,2
resulting in polycrystalline samples with a substantial number
of grain boundaries, which are detrimental to the resulting
electronic properties. In contrast, graphene growth on Ni sub-
strates, due to almost perfect lattice match between graphene
and face centered cubic (fcc) Ni, results in better crystalline
quality samples.5–7 Due to the existence of only two energeti-
cally preferred hexagonal close packed (hcp) and fcc stacking
geometries, such samples may contain line defects that pos-
sess very interesting electronic properties.5,8 However, the
strong interaction between graphene and the Ni substrate9,10
makes in-situ characterization of graphene’s electronic proper-
ties very difficult, and requires graphene transfer to weakly
interacting insulating substrates. Therefore, it is highly desira-
ble to control the strength of graphene-metal interactions to
facilitate graphene characterization and processing.
One such possibility for tuning the strength of graphene-
metal interactions is to change the chemical composition at
the interface by intercalating other weakly interacting metal-
lic atoms through graphene. Dedkov and co-workers recently
demonstrated the weakening of graphene–Ni substrate inter-
actions by intercalating Cu (Ref. 11) and Au.12,13 Another
promising intercalant is Sn, which was shown to form an or-
dered surface alloy on close-packed (111) surfaces of Ni and
Cu by substituting in a regular fashion 1/3 of the atoms
within the substrate’s first surface layer with Sn atoms.14,15
The resulting Sn-metal structure possesses the same lattice
constant for the (111) surface unit cell as the original metal-
lic substrate; but due to their substantially larger atomic ra-
dius, the Sn atoms are displaced out of the metallic surface,
thus providing an effective “pillar” support for graphene.
Therefore, it is expected that graphene-metal interactions
will be substantially reduced as a consequence of the effec-
tive contact area reduction.
The intercalation of Sn underneath Ni-supported gra-
phene, and the formation of graphene overlayed ordered Sn-
Ni(111) surface alloy was recently achieved by Addou
et al.16 The goal of this work is to provide theoretical charac-
terization of the atomic and electronic structures of gra-
phene/Sn-Ni(111) surface alloy to obtain physical properties
that are not available from experiment. Two interfaces, gra-
phene/Sn-Ni(111) and graphene/Sn-Cu(111), are investi-
gated by first-principles density functional theory (DFT). As
was shown previously, graphene/Ni and graphene/Cu are
two typical examples of strongly and weakly interacting gra-
phene/metal interfaces,17 and are thus ideal systems for
determining whether or not such interactions can be altered
by Sn surface alloying.
Calculations were performed using the DFT linear com-
bination of atomic orbitals (LCAO) code DMol.18,19 The
double numerical plus polarization (dnp) atomic orbital basis
set was generated using a real space cutoff of 4.0 A˚. DFT
semi-core pseudopotentials were used for core electrons of
metallic atoms, while all electrons were explicitly included
for carbon atoms. PBE generalized gradient functional20 was
used for electronic structure calculations, which were supple-
mented by empirical van der Waals C6=R6 atom-atom contri-
butions within the Tkatchenko-Scheffler scheme21 to
account for dispersive interactions between graphene and
metallic surfaces. The sampling of the k-space was better
than 0.03 A˚!1, and convergence criterion for forces on atoms
was better than 0.03 eV/A˚. Spin-polarized calculations were
performed for Ni substrates.
The graphene/Sn-metal interfaces investigated in this
work have a surface unit cell
ffiffiffi
3
p " ffiffiffi3p R30o of the Sn-
Ni(111) surface alloy substrate to match the structure
observed in experiment,16 see Fig. 1. The surface unit cell
contains 2 metal atoms (Ni or Cu), as well as 1 Sn atom, and
has a lattice constant obtained from theoretical lattice con-
stants of bulk Ni and Cu. The metallic substrate consists of 4
bottom layers of Ni (or Cu) and the surface alloy SnNi2 top
layer. Graphene/substrate stacking was taken from previous
work on graphene/Ni and graphene/Cu interfaces17 and la-
beled according to the position of a C atom with respect to
the underlying substrate: top-fcc, top hcp, fcc-hcp, and top-
bridge geometries, see Fig. 1. Lattice mismatch between gra-
phene and substrate (1.3% for Ni and 3.8% for Cu) wasa)Electronic mail: oleynik@usf.edu.
0003-6951/2012/101(5)/051602/4/$30.00 VC 2012 American Institute of Physics101, 051602-1
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accommodated by adjusting the graphene lattice to match
the metallic substrate. The bottom two metallic layers of the
entire structure were fixed during geometry optimization.
The atomic structure of graphene/Sn-metal interfaces is
characterized in terms of interface binding energy and the
interface distance between the graphene and the topmost Sn
atom of the substrate. As was mentioned above, the Sn atoms
in bare surface alloy are protruded out of the underlying
(111) surface of the metal. According to our calculations, the
heights of the Sn atoms are 0.58 A˚ and 0.66 A˚ above the
Ni(111) and Cu(111) planes, respectively. The geometry of
the underlying substrate was not changed upon adsorption of
the graphene. However, in the case of the Ni substrate, the
strength of the graphene-metal interaction was substantially
reduced upon Sn alloying: from 0.055 eV/(C atom) for gra-
phene/Ni to 0.015 eV/(C atom) for graphene/Sn-Ni interfaces
in top-fcc stacking geometry. This weakening of graphene/
metal interactions is also reflected in a substantial increase in
the interface distance, from 2.12 A˚ to 3.52 A˚. A similar effect
of weakening graphene/substrate interactions was also
observed for the top-hcp interface: binding energy changed
from 0.045 eV/(C atom) to 0.015 eV/(C atom), and interface
distance from 2.14 A˚ to 3.52 A˚. The two other originally
weak interfaces, fcc-hcp and top-bridge, did not experience
any substantial influence, and remained weakly interacting,
see Table I. Almost the same binding energy and interface
distance for all four graphene/Sn-Ni interfaces indicate the
free-standing nature of graphene. Such behavior is very
similar to that of the simple graphene/Cu interface, see Table
I. The surface alloying of the Cu(111) surface, however,
does not change the weak character of graphene-substrate
interactions for any of the four stacking geometries: all hav-
ing an interface distance of 3.55 A˚ and binding energy #
0:017 eV/(C atom).
The decoupling of graphene from the Ni substrate upon
surface alloying by Sn atoms is also clearly seen by changes
in the electronic structure. The local density of states
(LDOS) for isolated graphene, graphene on Ni(111), and gra-
phene on Sn-Ni(111) are compared in Fig. 2(a). A substantial
electronic interaction resulting in a strong coupling between
graphene and the Ni substrate produces appreciable differen-
ces in the LDOS as compared to freestanding graphene
(black line) and graphene on Ni(111) (red line) in the inter-
val of energies around Fermi energy. The LDOS of gra-
phene/Sn-Ni(111) (green line) recovers the features of the
freestanding graphene LDOS, including the characteristic
Dirac point upon Sn alloying. The slight difference in Dirac
point energies is due to a small electron charge transfer from
the substrate to graphene in the case of the graphene/Sn-
Ni(111) interface.
Electronic structure calculations also confirmed the neg-
ligible effect that Sn surface alloying of Cu(111) has on the
strength of graphene-(Cu(111) substrate) interactions. As
seen from Fig. 2(b), the LDOS of both graphene/Cu(111)
and graphene/Sn-Cu(111) are very similar in shape to the
LDOS of freestanding graphene. As in the case of Ni interfa-
ces, a slight shift in the Dirac points of both interfaces is due
to a small charge transfer from the metallic substrate to
graphene.
The effect of Sn alloying on electronic structure was
also investigated by calculating constant current scanning
tunneling microscopy (STM) images using the Tersoff-
Hamann (TH) approximation,22 which assumes that the tun-
neling current at applied bias voltage V is proportional to the
integrated LDOS, i.e., the sum of the local electron density
contributions from states ! with energies "! within the inter-
val "F ! eV $ "! $ "F, where "F is the Fermi energy of the
sample. The TH model assumes that the tip is either point-
like or spherical metallic jellium, see original paper.22 The
constant current mode corresponds to the height of the STM
tip that follows a surface of the constant integrated LDOS.
The STM images in this work are calculated at the bias volt-
age V¼!100mV as in the experiment.16 The tip is usually
grounded, therefore, the negative bias voltage corresponds to
the tunneling from the sample’s occupied states.
FIG. 1. Geometries of graphene/metal and graphene/Sn-metal interfaces.
Each configuration is labeled according to the position of a C atom with
respect to the underlying substrate. The elemental unit cells of graphene/metal
and graphene/Sn-metal interfaces are marked by thick yellow dashed lines.
TABLE I. Atomic properties of simple and alloy graphene/metal interfaces. Binding energy Eb is calculated per C atom. Interface distances d in alloy interfa-
ces are measured from the topmost Sn atom to graphene.
Ni substrates Cu substrates
Graphene
Graphene/Ni(111) Graphene/Sn-Ni(111) Graphene/Cu(111) Graphene/Sn-Cu(111)
stacking Eb, eV D, A˚ Eb, eV d, A˚ Eb, eV d, A˚ Eb, eV d, A˚
top-fcc 0.055 2.12 0.015 3.52 0.015 3.46 0.017 3.52
top-hcp 0.045 2.14 0.015 3.52 0.015 3.46 0.017 3.53
fcc-hcp 0.015 3.76 0.012 3.58 0.010 3.70 0.015 3.59
top-bridge 0.010 2.65 0.013 3.57 0.015 3.49 0.016 3.57
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To identify the graphene contribution, the STM images
of bare Sn-Ni(111) and Sn-Cu(111) surfaces were first
obtained, see Fig. 3(a). The Sn atoms appear as dark spots,
whereas the Ni atoms of the surface alloy layer are displayed
as bright spots, with the symmetry of the STM image reflect-
ing the symmetry of the substrate. The STM image of Sn-
Cu(111) surface is more complex, and does not clearly show
the symmetry of the substrate. Figs. 3(b) and 3(c) display
simulated constant current STM images of graphene on Sn-
Ni(111) (left panel) and Sn-Cu(111) (right panel) plotted
using two different contrasts: the images in (b) correspond to
the full amplitude of STM height variation, 0 < Dz < 2 A˚,
while in (c) they were further filtered to display the regions
of STM tip height variations in the interval 0 < Dz < 0:2 A˚,
which allowed us to identify the differences in imaging of
non-equivalent C atoms. Although the surface-alloyed sub-
strate interacts weakly with graphene in both cases of Cu and
Ni, the STM image of the graphene/Sn-Ni(111) system is
markedly different from STM images of both bare Sn-metal
substrate and graphene. C atoms directly above Sn atoms
correspond to the brightest spots, see the left panel of Fig.
3(c). In contrast to Ni, the STM image of the graphene/Sn-
Cu(111) system is similar to that of freestanding graphene,
i.e., each C atom is displayed as a bright spot, although C
atoms directly above Sn atoms are slightly darker.
In summary, the first-principles DFT calculations of gra-
phene on the Sn-Ni(111) substrate show a substantial weak-
ening of graphene-Ni interactions in the strongly interacting
graphene/Ni(111) interface upon alloying with Sn atoms.
The roughly equal binding energies and interface distances
for all four stacking geometries of graphene on the Sn-
Ni(111) surface demonstrate a quasi-freestanding nature for
the graphene layer. In contrast, Sn surface alloying of the
originally weak graphene/Cu(111) interface does not change
the character of graphene-Cu interactions. Such conclusions,
derived from the atomic structure of graphene/Sn-metal
interfaces, are further substantiated by electronic structure
calculations that demonstrate the recovery of the freestand-
ing graphene properties upon Sn alloying of the graphene/
Ni(111) interface. In spite of the substantial weakening of
graphene-Ni interactions, the calculated STM images of gra-
phene still bear some features due to the presence of the sub-
strate. The substantial reduction of Ni-graphene interactions
upon surface alloying provides an opportunity to decouple
graphene from the Ni(111) substrate via interface engineer-
ing, thus allowing in-situ characterization of graphene’s elec-
tronic properties.
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ABSTRACT: A novel growth mechanism of graphene on Ni(111)
has been discovered that occurs at temperatures below 460 !C. At
these conditions, a surface-conﬁned nickel-carbide phase coexists
with single layer graphene. The graphene grows by in-plane transfor-
mationof the carbide along a one-dimensional phase-boundary,which
is distinctively diﬀerent from known growth processes on other tran-
sition metals and on Ni above 460 !C, where carbon atoms attach to
“free” edges of graphene islands.
KEYWORDS: Graphene, Ni(111), scanning tunneling microscopy, Auger electron spectroscopy, density functional theory
Graphitic nanomaterials, such as carbon nanotubes andgraphene sheets, are commonly grown by dehydration of
hydrocarbons at transition metal catalyst surfaces.1-3 Nickel is a
common catalyst for graphitic nanostructure synthesis.1,4,5 How-
ever, unlike most other transition metals, the growth of graphene
on Ni(111) surfaces may be accompanied by the formation of a
stable, surface-conﬁned, ordered carbide phase.6-8 Here, we
report that in the presence of the carbide a new growth-
mechanism of graphene exists, which proceeds through an in-
plane conversion of the surface carbide along the one-dimensional
(1D) Ni2C/graphene interface.
Formation of graphitic carbon species on transition metal
catalysts has been extensively studied for its role in catalyst
deactivation during hydrocarbon reforming6 and for metal-
catalyzed growth of carbon nanotubes4 and planar graphene.9
Recent studies of graphene growth on ruthenium and copper
surfaces have shown that graphene sheets are grown by attach-
ment of carbon to graphene islands.10,11 It has also been found
that the attachment of carbon to graphene experiences a sig-
niﬁcant barrier. This barrier is due to the strong bond between
carbon adatoms and the metal substrate, which results in a slow
growth rate of graphene by adatom attachment.11 The growth
behavior of graphene may vary on diﬀerent metals depending on
their carbon solubility and tendency to carbide formation.10 It
has been suggested that carbide-forming metals exhibit a higher
rate of graphene formation because of the existence of metastable
carbide phase which can be converted into the stable graphene
phase, but experimental evidence for such a growth mechanism is
vague.12
Despite the technological importance of graphitic carbon
growth on Ni catalysts, the atomic-scale mechanisms are still
poorly understood. In recent transmission electron microscopy
(TEM) studies, the growth of carbon nanotubes has been
imaged in situ, thus allowing identiﬁcation of dynamic processes
approaching the atomic scale.5,13-16 However, it is diﬃcult in
TEM experiments to obtain atomic scale surface structure
information. Therefore, the phenomena relevant to the graphene
growth at the catalyst surface may not be detected. Herein, we
report scanning tunneling microscopy (STM) and density func-
tional theory (DFT) investigations of graphene growth on Ni
(111) surfaces that provide atomic-scale insight into phase-
coexistence and conversion of the Ni-carbide surface phase
into graphene under speciﬁc experimental conditions. We show
that a surface-conﬁned carbide phase may coexist with the
growing graphene sheet in the same surface layer. Furthermore,
these two phases match perfectly at their boundary forming a
coincidence lattice that facilitates the in-plane phase conversion
of the carbide into graphene.
It is known that the decomposition of hydrocarbons on the
Ni(111) surface can result in the formation of Ni2C surface phase
with a (39)1/2 R16.1! ! (39)1/2 Rh16.1! reconstruction.6-8 This
nomenclature of the surface reconstruction deﬁnes the size of
surface unit cell and orientation relative to the hexagonal (111)
surface unit cell of Ni; the length of superstructure unit cell
vectors are (39)1/2 times the unit cell vector of the Ni(111) unit
cell and are rotated by þ16.1! and -16.1!, respectively. This
(39)1/2 R16.1!!(39)1/2 Rh16.1! Ni2C unit cell forms an almost
square lattice (92.2! between unit cell vectors). This large unit
cell has been identiﬁed by low-energy electron diﬀraction
(LEED)17 and STM6 and is a consequence of the matching of
the quasi-square carbide lattice with the hexagonal Ni(111)
substrate as shown in Figure 1a. The building blocks of the
Ni2C surface phase are quasi-squares of Ni2C subunits that are
arranged in an alternating clockwise and anticlockwise rotation of
the square subunits. Because of this arrangement the structure is
also known as a “clock-reconstruction”. The square lattice of the
ideal clock-reconstruction is slightly skewed in order to match
the (39)1/2 R16.1!! (39)1/2 Rh16.1! unit cell. It is also shown in
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Figure 1a that in one direction the axis of the clock-reconstruc-
tion is rotated by ∼3! relative to the Æ1-10æ direction of the
Ni(111) substrate.
The growth experiments reported here were performed on a
Ni(111) single crystal. Carbide and/or graphene surfaces were
formed by exposing the Ni(111) surface to 10-5 Torr ethylene in
an ultrahigh vacuum (UHV) chamber. At a sample temperature
below 460 !C, a surface carbide is formed. This carbide is
identiﬁed by LEED as well as by Auger electron spectroscopy
(AES). The line shapes of the C-KVV Auger electron peak
are quite diﬀerent for carbon in a Ni2C and a graphene sp
2
hybridized environments.18-20 Therefore, AES can be used to
discriminate between graphene and a surface carbide phases. The
Auger spectra for monolayers of carbide and graphene are shown
in Figure 2a,b, respectively. It was found that above 460 !C the
phase stability temperature for the surface carbide is reached and
the carbide peak in AES disappears due to diﬀusion of carbon
into the bulk, leaving a clean Ni(111) surface. Keeping the
sample at ∼480 !C in vacuum, the nucleation and growth of
graphene on pure Ni is eventually observed. It may seem
counterintuitive that carbon atoms ﬁrst dissolve into the bulk
and then resegregate to the surface after some time delay. This
can be explained by a combination of thermodynamic and kinetic
factors. Carbon atoms in graphene are in a quite diﬀerent
chemical environment then carbon atoms dissolved in bulk Ni,
and therefore possess diﬀerent chemical potentials. In the
absence of graphene, carbon atom diﬀusion is driven by the
chemical potential of carbon in Ni. However, once graphene is
nucleated, a carbon sink at the surface is created with a lower
chemical potential. This reverses the carbon diﬀusion resulting
in carbon segregation to the surface and growth of graphene.
The fact that graphene is not formed instantaneously and grows
slowly indicates signiﬁcant kinetic barriers for graphene nuclea-
tion and growth. These slow nucleation and growth processes
enable monitoring of graphene growth by AES as shown in
Figure 2c. The carbon peak intensity in AES is proportional to
the area covered by graphene. Therefore, the change in intensity
can be used to track the changes in the graphene growth rate
(Figure 2d). Initially the growth rate increases, which suggests
that the growth rate is proportional to the circumference of the
graphene grains. In other words, the growth rate is determined by
the attachment of carbon to the graphene and not by the rate of
carbon segregation to the surface. This is in agreement with
studies on other transition metal surfaces and indicates a barrier
for carbon attachment to the edge of graphene islands supported
on top of the metal.11 Therefore, our studies indicate that in a
temperature range of 460 to 650 !C graphene grows on Ni in a
similar way as on other transition metals.
Below 460 !C, the single layer of surface carbide that initially
forms upon hydrocarbon exposure does not dissolve into the
bulk, but slowly transforms into graphene. This is evident from
the time sequence of Auger spectra, shown in Figure 2e. The
decrease in the carbide and the increase in the graphene con-
tributions to the C-KVV AES peak are plotted in Figure 2f as a
function of annealing time. The intensities of the carbide and
graphene C-peaks indicate that the surface is covered completely
by carbide and graphene during the transformation process and
no bare Ni surfaces are ever exposed.
To obtain atomic-scale information on themechanisms of carbide
transformation into graphene, STM was used to characterize the
Figure 1. Surface structure of the Ni2C surface carbide on Ni(111).
(a) The ((39)1/2 R16.1!! (39)1/2 Rh16.1!) Ni2C unit cell that matches
the Ni(111) substrate. The large unit cell, indicated in green, is a
consequence of the coincidence structure of a quasi-square Ni2C lattice
(black dashed lines) with the hexagonal Ni(111) substrate (blue lines).
The structure of the Ni2C clock-reconstruction is indicated at the
bottom of (a). Importantly, one axis of the Ni2C clock-reconstructed
surface is rotated by 3! relative to the Æ1-10æ direction of the Ni(111)
substrate. An STM image of this Ni2C structure is shown in (b). In STM
the carbon atoms are imaged dark, thus allowing for an identiﬁcation of
the quasi-square Ni2C sublattice (black dashed lines). The large coin-
cidence unit cell between the Ni3C and the Ni(111) substrate is
indicated by the green lines.
Figure 2. Auger electron spectra used for monitoring of graphene
growth. The carbon KVV Auger line exhibits characteristic line shapes
for the Ni-carbide surface phase (a) and graphene (b). The variation of
the Auger line with annealing time is shown for a sample temperature of
480 !C (c). Right after annealing to 480 !C the carbide peak disappears
and the graphene carbon peak develops only slowly. The variation of the
carbon peak intensity with time is shown in (d). The change in the peak
shape for samples at 400 !C is shown in (e). At this temperature the
surface carbide remains at the Ni(111) surface and only converts slowly
into graphene. The contribution of the graphene and carbide compo-
nents to the carbon peak intensity is shown in (f) as a function of
annealing time.
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carbide-graphene phase coexistence. STM images of the Ni2C
surface phase show the quasi-square clock-reconstruction, as
shown in Figure 1b. In these STM images, the location of carbon
atoms are imaged as dark spots as previously reported in ref 6
and conﬁrmed by our DFT calculations. Figure 3a demonstrates
the structural complexity of the prepared surface that exhibits
coexistence of graphene and carbide phases. All the structural
domains at the surface can be identiﬁed either as carbide or
graphene phases. In contrast to graphene grown above 480 !C,
that is, in the absence of carbide, graphene grains were observed
that are rotated relative to the Ni(111) substrate. This rotation is
reﬂected in the Moir!e pattern imaged in STM. This Moir!e
pattern, that is, the hexagonal superstructure, arises due to
rotation of the hexagonal graphene lattice in respect to the
Ni(111) substrate. By measuring the periodicity of the Moir!e
superstructure, 2.7-3 nm, and using known lattice constants of
Ni(111) and graphene, the rotational angle between the two
lattices of∼3! is obtained. Moir!e patterns in graphene layers on
transition metal substrates are commonly observed as a conse-
quence of the lattice mismatch between graphene and the
substrate lattice.9,21,22 However, for Ni(111) the lattice mismatch
is very small and no Moir!e pattern is expected, nor has it been
observed for high-temperature growth conditions. Therefore,
this Moir!e pattern is not a feature of an equilibrium structure but
rather an indication of the speciﬁc growth mechanism by the
conversion of a surface carbide as discussed below.
In high-resolution STM images as shown in Figure 3c, the
boundary between the graphene and the carbide phases is seen.
The excellent match at the 1D boundary indicates the close
geometrical lattice relationship between graphene and the sur-
face carbide phase. Importantly, the STM imaging demonstrates
that the graphene and carbide coexist in the same atomic plane.
This is in stark contrast to the growth of graphene above 460 !C
or on other transition metal surfaces where the graphene sheet
grows on top of the metal11,23 exposing “free” graphene edges.
Figure 3d shows a detailed view of the domain boundary
between carbide and graphene phases. The hexagonal graphene
and the square carbide lattice can be easily detected in the STM
image. The boundary between the two phases exhibits an
excellent lattice-match as is evident from the lack of defect
structures along this 1D interface. This “seamless” joining of
the two lattices indicates the formation of a coincidence structure
that reduces the interface energy. Close lattice match in hetero-
structures is commonly exploited in thin ﬁlm epitaxy. In our case,
the line interface between graphene and the surface carbide may
be viewed as the equivalent to heteroepitaxy for 2D materials.
Further evidence that the coincidence structure between
graphene and the carbide phase is one of the major features of
the graphene's growth mechanism comes from the observed
Moir!e pattern. The rotation angle of 3! between the graphene
and underlying Ni(111) substrate, which causes the Moir!e
pattern, is identical to the rotation angle between the surface
nickel carbide layer and Ni(111) surface, see Figure 1a. This
strongly suggests that the preference of the growing graphene to
form a coincidence structure with the carbide at their 1D
interface imposes the 3! rotation of the graphene with respect
to the Ni(111) substrate.
Although the experiments unambiguously show that the
graphene grows at the expense of the Ni2C surface phase, the
atomic scale mechanisms of this interconversion process cannot
be completely resolved by experiments alone. Therefore, to
address atomic scale processes further we used DFT modeling
to investigate possible carbon attachment processes to the
graphene. The graphene growth necessarily involves re-
placement of the Ni-atoms at the graphene/carbide interface
by carbon atoms, see Figure 4. Two possible scenarios are
considered. In a ﬁrst process, only the graphene and carbide
phases are taken into account. Consequently, in this scenario
we consider the possibility of in-plane surface migration of carbon
from the carbide phase to the growing graphene island. This
process is simulated by the exchange of Ni and C atoms in the
carbide phase at the interface with graphene, see Figure 4b. In a
second mechanism, it is assumed that there exists an “external”
source of carbon, for example, carbon dissolved in the Ni-bulk.
Therefore, the Ni atoms are removed from the Ni2C phase at the
interfacewith graphene and their positions areﬁlled by carbon atoms
Figure 3. STM images of carbide and graphene phase coexistence. (a) Large scale image showing regions of graphene and carbide as indicated in (c).
Large areas of the sample are covered with a graphene Moir!e pattern formed by relative rotation of the two hexagonal lattices of the graphene layer and
the Ni(111) surface by 3!. The area highlighted by the square in (a) is shown in (b). A further zoom to the domain boundary region between graphene
and carbide highlighted in (b) is shown in (d). On the left side of (d), the hexagonal structure of the graphene domain can be identiﬁed while the right
side shows the quasi-square structure of the carbide. The domain boundary between the two phases is in the same atomic plane and without any defect
pattern. This indicates that the two phases form a one-dimensional line interface. In (e), the carbide and graphene lattices are superimposed in the region
indicated by the rectangle in (d).
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coming from the bulk Ni, see Figure 4c. The ﬁrst mechanism is an
endothermic process with energy expense of 0.08 eV per surface Ni
atom. In contrast, the second mechanism is exothermic and accom-
panied by the release of energy of 0.27 eV per surface Ni atom.
Therefore, the DFT results clearly demonstrate that the carbi-
de-graphene phase coexistence is stable in the absence of an
additional carbon source. If such a source is present, then the
graphene may grow, like observed in our experiments due to carbon
segregation from the bulk to the graphene-carbide interface.
The discovery of two distinct growth regimes of graphene on
Ni(111) surfaces, each appearing for speciﬁc temperature inter-
vals, demonstrates the complexity of the processes involved. The
formation of a surface-conﬁned carbide and the existence of a
coincidence lattice between the carbide and the graphene are due
to special structural and chemical properties of the Ni(111)
substrate, indicating that the diversity of properties of diﬀerent
metal substrates may provide future opportunities for nanoengi-
neering graphene structures.24 The unique 1D interface between
carbide and graphene reported in this paper is particularly
important for making in-plane contacts between graphene and
other 2D material. Such interfaces may become important for
attaching dissimilar materials to the edges of graphene, in
particular if the graphene can be electronically decoupled from
the metal substrate for example by intercalation and oxidation of
the metal as described in ref 25.
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Experimental Methods: 
 All the experiments were carried out under ultrahigh vacuum conditions with a base pressure in the low 
10-10 Torr regime. The Ni(111) single crystal was cleaned by 0.5- 1 keV Ar+-sputtering and 800 °C-
annealing cycles in vacuum, followed by annealing in 10-6 Torr O2 for 10 min at 500 °C and final 
annealing to 800 °C. The cleanliness of the surface was checked by AES or STM. The surface nickel 
carbide phase was formed by exposing the clean Ni(111) crystal to 10-5 Torr ethylene for 4 min at 400 °C. 
Subsequently the sample was annealed in UHV at different temperatures and time periods to form 
graphene as described in the text. AES spectroscopy was performed in a surface science chamber with the 
Ni sample mounted between Ta-wires that could be heated by a direct current. The sample temperature 
was measured by a thermocouple directly spot-welded to the side of the Ni-crystal. The Auger spectra 
were taken with a double-pass cylindrical mirror analyzer with a built-in electron gun. A primary electron 
beam with 3 keV energy was used for excitation of Auger electrons. The spectra were electronically 
differentiated with a lock-in amplifier with a modulation voltage of 6 V. STM measurements were 
acquired in a separate UHV chamber equipped with an Omicron variable temperature STM. The Ni-
sample was mounted on a Ta-sample plate that could be heated indirectly with a temperature calibrated 
PBN-heater. All the STM measurements were taken at room temperature with a tungsten tip and bias 
voltages and tunneling currents of 50-100 mV and 3-6 nA, respectively.     
Theoretical Methods:  
Density functional theory (DFT) has been employed to study the surface Ni2C carbide, graphene and their 
interfaces on Ni(111) substrate. The local density approximation (LDA) was used. Although generalized 
gradient approximation is considered to be more accurate in most cases, it fails to describe accurately 
relatively weak carbon –Ni interactions at the graphene/Ni interface. In contrast, the LDA reproduces the 
structure of graphene/Ni interface in good agreement with experiment. The atomic structure of 
graphene/Ni(111), carbide(Ni2C)/Ni(111) and graphene-Ni2C/Ni(111) interfaces were relaxed with 
tolerance on the maximum force on atoms 0.01 eV/Å.  
As mentioned in the main text, surface carbide undergoes a complex 39 R16.1o ! 39 R16.1o  
reconstruction due to interaction with the Ni substrate. The system consisting of the large Ni2C  surface 
unit cell and Ni(111) substrate contains a very large number of atoms: 20 C and 40 Ni atoms of Ni2C 
carbide and 45 Ni atoms/layer of Ni substrate. Therefore, in order to make the problem tractable, a 
realistic model of Ni2C with smaller number of atoms was devised.  
First, we investigated the geometry of 39 R16.1o ! 39 R16.1o  Ni2C reconstruction starting from the 
structure reported in Klink et al. (6): the  unit cell was build from elementary quasi-square units of 
dimensions 4.98×4.86 Å and having the angle 91.6° between the sides of  quadrangle arranged on Ni(111) 
surface of substrate. Then, the geometry was relaxed towards minimum energy structure using DFT 
calculated forces, see Fig. S.1. As in the experiment, 39 R16.1o ! 39 R16.1o  Ni2C unit cell exhibits a 
clock reconstruction of the nickel atoms in surface carbide and a 3° lattice rotation with respect to 
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substrate, see Fig. S1. Carbon atoms in carbide are positioned on top of the nickel atoms of the substrate 
and due to this interaction, their height is lower compared to Ni atoms of the carbide.  STM images of 
calculated surface carbide structure were calculated within Tersoff-Hamman approach and compared with 
experimental STM images. It was found that the C atoms of the Ni2C are invisible which allowed us to 
map the positions of the atoms at the experimental STM image. Our calculations provided the information 
on exact positions and heights of Ni and C atoms within the surface carbide structure which was not 
available from experiment. We also calculated the standalone carbide geometry without Ni substrate: 
carbide becomes flat and looses its square symmetry. 
Once the true geometry of  39 R16.1o ! 39 R16.1o  Ni2C structure was determined, we proceeded with 
design of smaller Ni2C/Ni(substrate) unit cell which preserves the bond lengths and bond angles of the 
large cell within a small tolerance. Such reduced carbide unit cell was constructed by introducing the new 
lattice vectors: 7 4" #1a a b  and 2"1b b  where a  and b  are the unit cell vectors of the Ni(111) 
surface unit cell. The reduced carbide unit cell contains 12 Ni and 6 C atoms of the surface carbide phase 
which is almost twice smaller than 39 R16.1o ! 39 R16.1o  Ni2C  unit cell. The geometry of the 
elementary carbide unit cell, 4.96 Å × 4.89 Å dimensions and the angle 94.72°, was found to be very 
close to that of the original structure. Ni atoms of Ni2C are 2.05-2.2 Å above the substrate, C atoms being 
positioned slightly lower, at 1.5-1.8 Å above the substrate, depending on special position of C atoms in 
respect to the substrate. It was possible to build the graphene’s unit cell of same size on Ni(111) in fcc 
stacking. Optimized graphene-substrate distance was found to be 2.1 Å. Based on calculated work of 
adhesion, the surface carbide was found to be strongly bound to Ni substrate as compared to grapheme. 
Strong in-layer binding in carbide suggests that graphene-carbide interaction at the graphene/Ni2C 
interface is also strong.  
The Carbide/graphene interface was constructed by combining carbide and graphene reduced cells. The 
interface structure was determined within supercell geometry by fixing the atoms at one of the 
Ni2C/graphene interfaces and relaxing the atoms within the second interface. Several interface geometries 
were considered and the lowest energy structure was determined and used in subsequent growth 
simulations described in the text, see Fig. 4. 
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Figure S1. 39 R16.1o ! 39 R16.1o   unit cell of surface carbide Ni2C on Ni substrate. 
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Figure S2. Reduced unit cell of Ni2C surface carbide on Ni(111) substrate. For visualization purposes the 
unit cell is replicated twice in the b-direction.  
!
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Abstract. The formation of single-layer graphene by exposure of a Ni(111)
surface to ethylene at low pressure has been investigated. Two different growth
regimes were found. At temperatures between 480 and 650 ◦C, graphene grows
on a pure Ni(111) surface in the absence of a carbide. Below 480 ◦C, graphene
growth competes with the formation of a surface Ni2C carbide. This Ni2C phase
suppresses the nucleation of graphene. Destabilization of the surface carbide by
the addition of Cu to the surface layer facilitates the nucleation and growth of
graphene at temperatures below 480 ◦C. In addition to the growth of graphene
on Ni substrates, the interaction between graphene and Ni was also studied. This
was done both experimentally by Ni deposition on Ni-supported graphene and by
density functional theory calculation of the work of adhesion between graphene
and Ni. For graphene sandwiched between two Ni-layers, the work of adhesion
between graphene and the Ni substrate was found to be four times as large as
that for the Ni-supported graphene without a top layer. This stronger interaction
may cause the destruction of graphene that is shown experimentally to occur at
∼200 ◦C when Ni is deposited on top of Ni-supported graphene. The destruction
of graphene allows the Ni deposits to merge with the substrate Ni. After the
completion of this process, the graphene sheet is re-formed on top of the Ni
substrate, leaving no Ni at the surface.
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1. Introduction
Catalytic decomposition of hydrocarbons on hot metal surfaces is a promising method for
growth of large-area graphene [1]–[3]. The possibility of chemically dissolving the metal
substrate once the growth of graphene is completed enables the production of free-standing
graphene wafers that can be subsequently transferred to any other substrate for further
investigation or device fabrication. It has been shown that many transition metal substrates
catalyze graphene formation [3]. However, it is expected that the growth mechanisms are
substrate specific. In this regard, two important differentiating characteristics of a metallic
substrate are carbon solubility [4] and a tendency for carbide formation. Typical examples of
materials with low carbon solubility are copper [1], platinum [5] and iridium [6]. A material
having some carbon solubility but no well-defined carbide phase is Ru [7]. A prototypical
carbide-forming material is iron. Although iron has not been used for large-area graphene
growth, it is widely used as a catalyst for carbon nanotube growth. However, the role of the
iron carbide appearing during the growth of carbon nanotubes remains controversial [8, 9].
Another typical catalyst for nanotube growth, and a material that has been used for
graphene formation, is nickel [10]. The bulk phase of an ordered nickel-carbide is metastable
and does not form easily. However, the carbon atoms easily dissolve in Ni, which exhibits high
carbon solubility [11, 12]. An important distinguishing characteristic of Ni compared to other
transition metals is that it forms an ordered surface carbide. This surface carbide is a single
atomic-layer-thick Ni2C phase, and its formation competes with graphene growth. The surface
carbide phase has been studied extensively by surface science techniques [13]–[15]. It was found
that it forms an ordered
√
39 R16.1◦ ×√39R16.1◦ surface structure on Ni(111). This large unit
cell is due to the incommensurate structure of an almost-square base unit of the Ni2C surface
carbide with respect to the hexagonal Ni(111) substrate. We demonstrate in this study that the
formation of this ordered surface carbide substantially influences graphene formation and thus
makes Ni a special case compared to other graphene-forming transition metals.
The fairly high carbon solubility of Ni causes carbon to dissolve into the bulk at elevated
temperatures and to precipitate to the surface when the sample is cooled. Therefore, it is
commonly assumed that graphene is formed upon cooling because carbon is expelled from
New Journal of Physics 13 (2011) 025001 (http://www.njp.org/)
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3the bulk as its solubility decreases with temperature. Such a situation is common in the case
of chemical vapor deposition (CVD) growth of graphene because at the high pressures and
temperatures employed in CVD reactors, the Ni substrate is likely to be saturated with carbon.
Precipitation of carbon is difficult to control, and this is the reason for multilayer graphene
growth on Ni in CVD reactors [2]. The segregation and precipitation processes taking place in
carbon-saturated Ni crystals have already been thoroughly studied by Blakely and co-workers
more than 30 years ago [11, 16, 17]. They found that upon cooling a carbon-saturated crystal,
a single layer of graphene segregates to the surface first, because it is a phase equilibrium
structure. Further cooling causes carbon precipitation and the formation of multilayer graphitic
carbon.
In the experiments reported here, the situation is different from that in CVD reactors.
The Ni(111) single crystal is not saturated with carbon. Instead, the carbon is introduced by
decomposition of hydrocarbons on the Ni(111) surface at pressures (10−5 torr) and temperatures
that are low compared to common CVD conditions. It is accepted in the surface science
community that under such conditions only monolayer graphene is grown and multilayer carbon
precipitation is not observed. This is because the bulk Ni acts as a reservoir to ‘soak up’
an excess of carbon, allowing the formation of the thermodynamic equilibrium structure of a
single layer of graphene at the surface. The findings presented in this paper agree well with
the conclusion of Blakely et al that monolayer graphene is a thermodynamically favored phase,
while multilayer graphene only forms if an excess of carbon is expelled or precipitated from the
metal.
The growth of graphene on Ni(111) under ultra-high vacuum (UHV) conditions has been
studied earlier [18]–[24]. Exposing a clean Ni(111) surface to hydrocarbons yields either a
surface carbide or graphene. Furthermore, it has been shown that the surface-carbide phase
forms upon thermal decomposition of hydrocarbons at low temperatures, while graphene
generally forms at higher temperatures between 500 and 700 ◦C. Recent time-dependent x-ray
photoemission (XPS) studies showed that graphene grows on a clean Ni(111) surface, i.e. in the
absence of a carbide [25]. Here, we re-examine these growth scenarios with a special focus on
the interplay between carbide and graphene growth on a Ni(111) surface. We find that graphene
is a thermodynamically favored surface termination of Ni below 650 ◦C. At higher temperatures,
carbon is dissolved into the bulk forming a clean Ni(111) surface. At temperatures below
480 ◦C, surface carbide formation dominates over graphene growth. However, if the carbide
is destabilized, graphene may grow below 480 ◦C as well.
2. Experimental and computational methods
2.1. Experimental methods
In this study, a Ni(111) single crystal was used, and the preparation and characterization of
the sample was performed under UHV conditions. Before each experiment, the Ni crystal was
cleaned by cycles of 0.5 keV Ar+ ion sputtering followed by annealing at 800 ◦C. Then, the
sample was annealed in 10−6 torr O2 for 10 min at 500 ◦C to burn off any remaining surface
carbon, and flashed at 800 ◦C in UHV. The cleanliness of the surface was checked by Auger
electron spectroscopy (AES) or scanning tunneling microscopy (STM). Carbide or graphene
was grown on the clean Ni(111) surface by exposure of the sample to 10−5 torr ethylene for
4 min at the temperature cited in the text. In additional experiments, Ni and Cu were deposited
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4Figure 1. Auger electron spectra of monolayer carbide and monolayer graphene
on a Ni(111) surface. (a, b) The C-KVV Auger peak for carbide and graphene,
respectively. (c) The carbon peak intensity in relation to the Ni-LMM peaks for
carbide and graphene.
on the sample containing graphene and/or carbide. Ni deposition was performed by sublimation
of a high-purity 2 mm diameter Ni rod in a water-cooled mini e-beam evaporator. For Cu
deposition, a high-purity Cu wire was wrapped around a tungsten filament that was heated by
an electrical current.
Most of the experiments were performed in a UHV chamber equipped with a quadrupole
mass spectrometer, low-energy electron diffraction optics and a double pass cylindrical mirror
analyzer for AES. In this chamber, the Ni single crystal was mounted between Ta wires that were
used to heat the sample with a direct current. The sample temperature was measured accurately
by a thermocouple spot-welded directly to the side of the Ni crystal. Some experiments were
performed also in a commercial Omicron STM system. In the STM chamber, the sample was
mounted on a Ta sample plate, which was heated indirectly with a pyrolytic boron nitride (PBN)
heater. All the STM measurements were made at room temperature with a tungsten tip.
In this paper, AES was used as the main method to distinguish between carbide and
graphene. This is possible because the C-KVV AES line has very characteristic and distinct
shapes for both sp2 hybridized carbon and carbidic carbon [26]–[30]. Figure 1 shows this
C-KVV line for the surface carbide and a graphene monolayer. In addition to the distinct line
shapes for the different carbon species, their intensity also reflects the difference in carbon
concentrations in carbide and graphene monolayers. This is clearly visible from the carbon-to-
nickel peak ratios in the spectra. For graphene, there are two carbon atoms per Ni atom, i.e. a
graphene layer has the equivalent of 2 monolayers (ML) of carbon, where 1 ML corresponds
to the number of Ni atoms in the Ni(111) plane. In contrast, the surface carbide phase contains
only ∼ 0.5 ML of carbon.
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First-principles density functional theory (DFT) studies of Ni/graphene interfaces were
performed in order to provide additional insights into the nature of Ni–graphene bonding and
other factors influencing growth mechanisms observed in experiments. The DFT calculations
were performed using DMol code, which employs the numerical atomic-centered Linear
Combination of Atomic Orbitals (LCAO) basis set with explicit treatment of both core
and valence electrons, which allows us to avoid the use of pseudopotentials. It was found
that generalized gradient approximation (GGA) does not provide an adequate description
of Ni–graphene bonding, its weakness being reflected in large Ni–graphene separation
in disagreement with experimental observations [20]. In contrast to GGA, local density
approximation (LDA) describes the geometry of Ni/graphene interface in good agreement with
experiment [20]. Therefore, the LDA functional was employed in the present study.
The basis sets and the k-point sampling of the Brillouin zone were optimized to provide an
accurate and converged description of bulk metals and graphene. Because of the ferromagnetic
nature of Ni, all the calculations were spin-polarized. It was found that the LDA bulk lattice
constant of fcc Ni is 3.446 Å, which is within 2% of the experimental value 3.524 Å. The
calculated magnetic moment of Ni atoms in fcc Ni is 0.56µB, compared to the experimental
value 0.6µB. The C–C bond length in graphene as predicted by LDA is 1.415 Å, which is
within 0.3% of the experimental C–C distance 1.42 Å.
The LDA lattice constant of graphene is 2.444 Å, while the LDA lattice constant of (111)
surface unit cell of Ni is 2.436 Å. Therefore, the interface between Ni(111) and graphene was
built by accommodating a 0.3% lattice mismatch between Ni and graphene by contracting
graphene’s unit cell to match the underlying Ni(111) substrate. The latter consists of five Ni
layers; the bottom two were fixed during geometry optimizations. To avoid artificial interactions
between periodic images while using periodic boundary conditions, a sufficiently large vacuum
layer of 90 Å was added to the multilayered interfacial structures.
3. Results
3.1. Graphene growth by carbon segregation on Ni(111)
Two slightly different approaches to sample preparation have been used. In the first approach,
the sample was exposed to 10−5 torr ethylene at different temperatures, which resulted in
graphene growth at temperatures higher than 500 ◦C and the formation of a surface carbide
below 480 ◦C. In the second approach, a surface carbide was grown by exposing the clean
Ni(111) crystal to 10−5 torr ethylene for 4 min at a fixed temperature of 400 ◦C. Subsequently,
the sample was annealed at different temperatures in UHV as the changes in the C-KVV peak
in the AES spectra were monitored as a function of time.
Figure 2 shows the time sequence of the Auger spectra while annealing at 480 ◦C in UHV,
for a sample initially exhibiting a surface carbide phase. Upon annealing, the carbide Auger
signal almost immediately disappeared, forming a clean Ni(111) surface. After some time delay,
a carbon signal reappears. However, the re-emerging carbon signal is from sp2 carbon. This
carbon signal increases slowly with time and eventually saturates as a complete monolayer of
graphene is formed. Figure 2(b) shows the intensity evolution of this carbon signal as a function
of time. The absence of a carbide signal during growth indicates that graphene grows on clean
Ni(111) in agreement with a recent XPS study [25].
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6Figure 2. Time evolution of the carbon peak after annealing a carbide-covered
surface to 480 ◦C. (a) The C-KVV peak for the carbide at different times after
raising the temperature to 480 ◦C. In (b), the change in peak intensity is plotted
versus time. After raising the temperature, the carbide C-KVV peak disappears
almost immediately and graphene is formed. After a time period of ∼400 min,
the entire surface is covered by monolayer graphene.
Keeping the sample in vacuum at 400 ◦C after carbide formation results in one of two
scenarios that are difficult to control; either the carbide remains stable for hours or graphene
nucleates and then grows slowly with time. The time evolution of the AES signal for the second
scenario is shown in figure 3. This AES signal is a superpositioning of carbide and graphene
signals. To identify the percentage of carbide converted into graphene, a pure graphene AES
spectrum is mixed with a pure carbide AES spectrum. The weights of the two spectra are varied
to closely match the experimental data. This deconvolution of the carbon peak into graphene
and carbide signals indicates that the graphene content increases at the expense of carbide. This
means that the graphene phase grows by consuming the surface carbide. The fact that certain
carbide samples remain stable for a long time (exceeding the time of the experiment, i.e. longer
than 2 h) may indicate that either there is not enough carbon in the sample to form graphene
or the carbide layer suppresses graphene formation. The latter would also explain why samples
exposed to hydrocarbons at 400 ◦C for longer periods do not transform into graphene.
To test whether the presence of carbide results in a barrier for graphene’s nucleation, an
experiment has been designed to deliberately destabilize the surface carbide. The carbon–nickel
bond is fairly strong, which facilitates carbide formation. Adding another element that does
not form strong bonds with carbon but interacts strongly with Ni atoms of the carbide should
destabilize the surface carbide. A good candidate is copper, because it interacts weakly with
carbon (see DFT results below). In addition, it is known that Cu interacts strongly with Ni in
the bulk, forming an isomorphous Cu–Ni alloy with the complete liquid and solid solubility of
its constituents. However, due to the lower surface energy of copper compared to nickel, Cu
stays on the surface at moderate temperatures [31]. Therefore, in order to explore the potential
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7Figure 3. Transformation of a carbide into graphene at 400 ◦C. (a) Change in
the C-KVV Auger signal at different annealing times. An example of peak
deconvolution into carbide and graphene components is shown in (b) for the
C-KVV peak after 90 min of annealing. The black solid curve is from a
pure carbide, the dashed line is pure graphene, the square symbols show the
experimental data and the dark blue line is a mixture of 52% carbide and 48%
graphene signals. This mixture gives a good fit to the experimental data. The
variation of the carbide and graphene contribution to the total signal is shown in
(c) as a function of annealing time.
of Cu to destabilize the carbide phase, sub-monolayer amounts (0.25 ML) of copper were
deposited onto a surface Ni2C. The stability of the nickel carbide was tested prior to copper
deposition and it was found to be stable at least for 90 min at 400 ◦C. After copper deposition
at room temperature, the surface carbide phase was still present. However, annealing at 400 ◦C
immediately caused disappearance of the carbon signal, indicating the destabilization of the
carbide by Cu and diffusion of the carbon into the bulk. After some time delay, carbon re-
emerged at the surface in the form of graphene, while the C-AES signal grew with time. The
time sequence of the carbon AES signal is shown in figure 4. The graphene growth in the
presence of copper is very similar to the growth on pure Ni at temperatures above 480 ◦C in
the sense that, in both cases, pure graphene phase is grown without any coexisting carbide
phase. Furthermore, the experiment with copper deposition demonstrates that the system had
sufficient carbon content dissolved in the bulk to support graphene growth. The fact that the
sample containing a surface carbide was not converted into graphene, but such conversion took
place as soon as the carbide was destabilized by copper, reveals the role of the carbide layer as
an inhibitor of the nucleation of graphene.
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8Figure 4. Destabilization of surface carbide by alloying with Cu. The C-KVV
Auger peak (a) and the full Auger spectrum (b) for: (i) surface carbide (blue),
(ii) after deposition of ∼ 0.3 ML Cu at room temperature (black), (iii) annealing
at 400 ◦C for 3 min (red) and after 152 min (green). It is apparent that after
annealing at 400 ◦C the carbide peak disappears and graphene is slowly formed.
3.2. Growth and stability of Ni clusters on graphene/Ni(111)
To further investigate Ni–graphene interactions, we vapor-deposited Ni on top of a graphene
sheet supported on a Ni(111) substrate. This resulted in Ni-cluster formation on top of the
graphene and the formation of local Ni–graphene–Ni sandwich structures.
3.2.1. Ni growth on Ni(111)-supported graphene. Auger electron intensities for the Ni-LMM
and C-KVV peaks as a function of Ni deposition are shown in figure 5(a). The carbon signal
displays continuous attenuation with increasing Ni deposition. However, the attenuation is
nonlinear, indicating that the deposited Ni does not grow in a layer-by-layer fashion, but instead
forms clusters at the surface. The cluster growth can be directly observed in STM measurements
shown in figure 5(b). Ni deposits form 3D clusters with well-defined (111) facets. Using an
approach developed by Hansen et al [32], the work of adhesion of the clusters to graphene can
be determined from the measurements of the width of the top facet and the height of the clusters
via the following relationship:
Wadh = 2γ111− HW
(
− 3√
2
+
√
3γ110 +
√
3
2
γ100
)
. (1)
Here H and W are the height and width of the clusters, and γ111, γ110 and γ100 are the surface
free energies of the (111), (110) and (100) facets of the nickel crystal. The values for the surface
energies are taken from [33]. The height and width of the top facet are two quantities easily
determined from the STM images. The work of adhesion is plotted as a function of cluster
width in figure 5(c). It is apparent that small clusters exhibit a smaller work of adhesion as
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9Figure 5. Ni deposition on Ni(111)-supported graphene. (a) Auger peak intensity
of C-KVV and Ni-LMM as a function of deposition time. The slow gradual
change in slope of the C-KVV intensity indicates cluster growth. (b) STM
images of Ni deposits on graphene at room temperature. 3D Ni-clusters with
well-defined (111) facets are formed. The height/width ratio of these clusters is
plotted against the cluster width in (c). This ratio corresponds to the work of
adhesion. An increase in the work of adhesion with cluster width is observed,
and it seems to saturate at ∼ 3.5 J m−2. C-KVV Auger peaks are shown in (d).
The pristine graphene peak is shown in red, but after deposition of Ni at room
temperature the graphene peak is attenuated (blue). Annealing at 300 ◦C for
15 min results in a (partial) transformation of graphene into carbide (green).
Prolonged annealing at 300 ◦C (30 min) re-forms the graphene peak (magenta).
compared to large clusters. Similar behavior has been reported for metal clusters supported on
metal oxides [34, 35]. In the limit for large clusters, we find a significant work of adhesion of
3.5 J m−2, which is consistent with the DFT results presented below (see section 3.3).
3.2.2. Temperature stability of Ni clusters on Ni(111)-supported graphene. Annealing of the
deposited Ni clusters causes the transformation of the surface structure. Figure 5(d) shows the
change in the Auger signal for ∼ 2 ML Ni deposited on graphene/Ni(111) after annealing at
different temperatures. An inspection of C-KVV peak shape indicates the formation of carbide
upon annealing. The spectrum in figure 5(d) after the annealing of the sample at 300 ◦C for
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Figure 6. The numbering scheme for multilayer interfaces used in interface
calculations: the first interface is at the top, followed by the second, and so on.
15 min shows a composition of 55% carbide and 45% graphene, which clearly demonstrates
the formation of carbide during annealing. After prolonged annealing, or annealing to higher
temperatures, the carbide contribution to the carbon signal diminishes and a pure graphene
signal is again observed.
3.3. Density functional theory calculations of Ni/graphene interfaces
A major goal of the DFT calculations was to quantify the strength of interaction between
different components in systems consisting of Ni(111) substrate, graphene, carbide and Ni,
Cu adlayers and graphite. This involved the calculation of the work of adhesion between parts
A and B of the combined system AB, which is defined as the energy per unit area required to
separate the system into parts A and B: WAB= EA + EB− EAB, where EA, EB and EAB are the
total energies of parts A and B and the combined system AB. The work of adhesion WAB can
also be correlated with the distance dAB between layers A and B. In general, the stronger the
bonding between A and B, the higher the work of adhesion WAB and the shorter the interface
distance dAB. In this paper, various possible interface structures were compared. The system
with the highest work of adhesion was chosen as the most stable structure. In the case of the
multilayer interface, we calculated several works of adhesion, W1, W2, . . . and distances d1, d2,
. . . , corresponding to each subsequent interface 1, 2, . . . , the ordering being chosen from the
top to the bottom (see figure 6).
We investigated three possible Ni(111)/graphene interfaces, which are termed as ‘fcc’,
‘hcp’ and ‘hollow’ based on in-plane arrangement of the carbon atoms with respect to the
underlying close-packed sequence of planes a, b, c, a, . . . of the Ni substrate (see figure 7). The
atomic structures of all three interfaces were relaxed under the constraint of two fixed bottom
layers of the substrate. Then, the work of adhesion and the interplanar Ni–graphene distances
were calculated; they are reported in table 1. We found that the ‘fcc’ interface is the most stable
as it has the highest work of adhesion. However, the ‘hcp’ interface is higher in energy by
only 0.042 J m−2; therefore such an interface geometry might also appear during growth, which
indeed was observed in experiments [36]. The Ni–graphene distance 2.17 Å is close to the value
reported in experiments [20]. The ‘fcc’ interface was used in all subsequent calculations of the
composite interfaces that include adlayers of Ni and Cu.
Once the ‘fcc’ structure of Ni (substrate)/graphene interface was chosen as the lowest
energy structure, single adlayers of Ni and Cu were added on top of graphene. Again, three
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Table 1. Work of adhesion and interface distance between graphene and Ni
substrate. The geometry of ‘fcc’, ‘hcp’ and ‘hollow’ interfaces is shown in
figure 7.
Interface W (J m−2) d (Å)
fcc 0.81 2.16
hcp 0.77 2.17
Hollow 0.31 3.26
Figure 7. Atomic structure of (a) ‘fcc’, (b) ‘hcp’ and (c) ‘hollow’ Ni(s)/graphene
interfaces. Gray-colored atoms belong to the Ni(111) substrate (only three layers
are shown, with decreasing diameter from the surface), and the green atoms are
carbon within the graphene sheet. The ‘fcc’ interface (a) was found to be the
most stable interface structure.
possible stacking geometries of the metal adlayer with respect to graphene were considered
(see figure 8), and in both the cases of Ni and Cu, the preferred adsorption geometry was found
to be ‘top’ (see figure 8(a)), which involves the adsorption of the metal adlayer atom on top
of the carbon atom that is situated in the threefold fcc-hollow site of the Ni(111) substrate.
Although there is a substantial energy difference between all three interface structures in the
case of the Ni adlayer, the energy differences between ‘top’, ‘top-corner’ and ‘hollow’ structures
are small for Cu, which is a consequence of a very weak interaction of Cu with the graphene.
The latter conclusion is also quantified using the calculated work of adhesion and interface
separation distances reported in table 2. There, the work of adhesion W1 in the first two rows
describes the strength of binding between the metal adlayer and graphene. It is clearly seen that
the Cu–graphene work of adhesion, 0.51 J m−2, is almost seven times weaker than that between
Ni adlayer and graphene, which we calculate as 3.47 J m−2. The interface distance d1 between
the Cu adlayer and graphene is also larger by 0.7 Å compared to that for Ni–graphene.
Surprisingly, the work of adhesion of graphene to the Ni substrate increased as a result of
adsorption of the metal adlayer for both Ni and Cu. The effect is especially pronounced in the
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Table 2. Work of adhesion and corresponding interface distances for
Ni(s)/graphene/{Ni,Cu} multilayer systems (first two rows) and for {Ni,Cu}
adlayers intercalated between the substrate and graphene (the third and fourth
rows). Data are reported only for the most stable interfaces with ‘top’
arrangement of the Ni/Cu adlayer with respect to graphene (see figure 8).
The interfaces are numbered according to the scheme shown in figure 6
(from the top to the bottom). In addition to work of separation and interface
distances, the corrugation of graphene, "dC, defined as the height difference of
graphene’s carbon atoms, is also shown. The interface graphene/metal distances
are determined with respect to the averaged height of the C atoms to account for
the case of observed graphene buckling.
Interface W1 (J m−2) d1 (Å) W2 (J m−2) d2 (Å) "dC (Å)
Ni(s)/graphene/Ni 3.47 2.15 3.65 2.16 0.30
Ni(s)/graphene/Cu 0.51 2.91 1.40 2.13 0.05
Ni(s)/Ni/graphene 0.81 2.16 5.36 2.01 0.032
Ni(s)/Cu/graphene 0.34 3.12 3.77 2.04 0.002
Figure 8. Interface geometries for Ni(s)/graphene/{Cu,Ni} adlayer interfaces:
(a) ‘top corner’, (b) ‘hole’ and (c) ‘top’ interfaces. The coloring scheme is the
same as in figure 7. The atoms in an additional top layer of either Ni or Cu
are in colored magenta. The top interface structure possesses the highest work of
adhesion; therefore, it is considered to be the most stable. All the results reported
in table 2 are for the ‘top’ interface (b).
case of the Ni adlayer: the work of adhesion increased from 0.81 J m−2 (single graphene sheet)
to 3.65 J m−2 (Ni on top of graphene, see the value of W2 in table 2), but the interface distance
between the Ni substrate and graphene did not change at all (compare d in table 1 with d2 in
table 2). Such an increase of interfacial bonding between the substrate and graphene was also
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Figure 9. Graphene island interacting with a Ni (111) substrate. The DFT
calculations show that the edge carbon atoms form strong bonds with the Ni
substrate, which results in a barrier for carbon atom attachment to the edge.
observed in the case of Cu (from 0.81 J m−2 (single graphene sheet) to 1.40 J m−2 (Cu on top of
graphene)), but the effect was smaller. The increase in the substrate–graphene work of adhesion
might be due to an increase in the bonding strength between graphene and the Ni substrate
caused by an additional increase of the electronic density in the interfacial region. This effect
requires further investigation. Interestingly, the presence of the Ni adlayer caused a substantial
corrugation of the graphene sheet. An example of such a corrugation "dc is reported in table 2
as the difference in height of two C atoms of graphene: "dc = 0.30 Å. In the case of the Cu
adlayer, the corrugation is vanishingly small.
We also considered the intercalation of Ni and Cu adlayers between the Ni substrate and
graphene. The work of adhesion and interfacial distances between the adlayer on top of the
Ni substrate and graphene are reported as values W1 and d1 in the third (Ni) and fourth (Cu)
rows of table 2. For the Ni adlayer, it is not surprising that the work of adhesion is identical
to the values obtained in the case of the Ni/graphene interface (see table 1). We have not
considered the interactions between the Cu substrate and graphene in this paper, but we expect
that they will be close to the values W1 = 0.34 J m−2 and d1 = 3.12 Å obtained for a Cu adlayer
on top of the Ni substrate (see the fourth row in table 2). It is clearly seen that the strength of
Cu–graphene bonding is weakly affected if the Cu adlayer is on top of graphene, or underneath:
W1 = 0.51 J m−2 as compared to W1 = 0.34 J m−2, which is another manifestation of the weak
graphene–Cu bonding. As we have already discussed above, this is not the case for the Ni
adlayer: the strength of Ni–graphene bonding in the case of the Ni adlayer on top of graphene
is several times higher than that for Ni-supported graphene without the adlayer.
In the experiments, Ni clusters formed on top of graphene are several layers thick.
Therefore, in order to compare the DFT and experimental work of adhesion, we also calculated
the work of adhesion as a function of the thickness of the top Ni layer on top of Ni-supported
graphene. The work of adhesion decreases slightly as the thickness changes from monolayer
to three-layer Ni, from 3.5 to 3.0 J m−2. Despite this decrease, the DFT work of adhesion is in
good agreement with the experimental value of ∼ 3.5 J m−2.
Based on experimental observation, it has been suggested that there is a large barrier for
carbon attachment to the edge of a graphene island. In order to investigate further the atomic
scale mechanism of the appearance of such a barrier, we performed DFT calculations of a
graphene island on Ni(111). It was found that the edge carbon atoms that have unsaturated
dangling bonds form strong bonds with the Ni atoms in the first surface layer of the substrate
(see figure 9). Therefore, the attachment of a single carbon atom to the graphene edge requires
the breaking of these bonds, which is expected to produce a large activation barrier for such
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Figure 10. (a) Top view and (b) side view of Ni(s)/carbide interface. (c) Top
view and (d) side view of the Ni(s)/carbide/Cu interface. In addition to carbide
atoms, orange atoms represent the Cu adlayer. A change in the symmetry of the
Ni surface sublattice of carbide from rectangular in (a, b) to hexagonal in (c, d)
is clearly seen. Also an increase in interaction strength of carbide’s carbon atoms
with the Ni substrate can be discerned by comparing side views (b) and (d).
a chemical reaction. The effect of a strong interaction between edge carbon atoms and the Ni
substrate on the growth kinetics will be quantitatively investigated in future work.
Finally, we performed a DFT investigation of bonding within Ni/Ni2C interfaces, and
looked specifically into the destabilizing effect of Cu. As it was mentioned above, the
surface Ni2C carbide phase on the Ni(111) substrate is subjected to a complex
√
39 R 16.1◦ ×√
39 R 16.1◦ reconstruction. Its crystal structure consists of 45 elementary surface unit cells
of Ni(111) and 20 elementary unit cells of Ni2C. In order to make the problem tractable, we
built a model of the Ni/carbide interface by slightly modifying the angle between surface cell
vectors of carbide, from 92.2◦ to 90◦, which allowed us to build the model of the interface
with smaller dimensions of the surface carbide unit cell, 4.96 Å× 4.32 Å, containing only two
Ni2C structural units (see figures 10(a) and (b)). This simplification slightly distorts the bond
angles within Ni2C with minimal changes in the Ni–C bond lengths. The relaxed structure of
the Ni/carbide interface is shown in figures 10(a) and (b). The prominent feature of interfacial
bonding is the formation of strong Ni–C bonds with the Ni substrate, which results in the carbide
surface structure such that the carbon atoms are slightly below (by 0.3 Å) the Ni atoms. This is
consistent with STM imaging of the surface carbide where the carbon atoms are invisible and
represented by dark spots on the STM images [13]. When a monolayer of Cu is added on top
of the surface carbide, drastic changes in the atomic structure of the interface are observed (see
figures 10(c) and (d)). Firstly, the almost square symmetry of the carbide surface structure is
transformed into a hexagonal symmetry (see figures 10(a) and (c)). Secondly, the carbon atoms
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move further down towards interstitial sites of the Ni(111) substrate (see figure 10(d)). At the
same time the formation of strong Cu–Ni bonds reduces the strength of C–Ni interactions within
the carbide layer. These observations clearly indicate the destabilization of surface carbide upon
adsorption of the Cu adlayer, which is consistent with experimental observations.
4. Discussion
The existence of two carbon-containing thermodynamic equilibrium phases on Ni, carbide and
graphene makes Ni unique compared to other transition metals. These two phases differ in
their carbon content and phase stability temperature. The surface Ni2C phase has a carbon
concentration of 0.5 ML compared to 2 ML for graphene. Furthermore, the surface carbide has
a lower phase stability temperature and dissolves into the bulk at ∼ 460 ◦C, whereas monolayer
graphene is stable up to ∼650 ◦C on Ni(111) before carbon dissolves into the bulk. The higher
thermal stability of graphene suggests that it has a lower formation energy compared to the
carbide surface phase. Also, once graphene is formed, it is stable and never converts into a
carbide below 650 ◦C.
If graphene is favored, why does the surface carbide form at all? For a low carbon
concentration, the surface carbide is the thermodynamic equilibrium phase. To form the lower-
energy graphene phase, more carbon needs to be added to the surface layer. Furthermore, it
appears that the carbide forms very rapidly while the graphene growth is rather slow, indicating
a large kinetic barrier for graphene growth. Therefore, exposing the surface to carbon at the
temperature at which the carbide is stable results in the carbide phase forming first. This carbide
phase is a line phase, i.e. it has a fixed carbon concentration within the carbon–Ni surface
phase diagram. As a consequence, it is difficult to add carbon to this phase because for an
ordered line phase, small changes from its ideal composition increase its free energy, which
makes any compositional variations highly unfavorable. For the atomic-thick carbide phase,
avoiding a change in composition is easy because the Ni bulk can ‘soak up’ any excess carbon.
Consequently, since an increased carbon density is a prerequisite for nucleating the carbon-
denser graphene, the presence of the carbide phase at the surface suppresses graphene formation.
Evidence for the suppression of graphene nucleation in the presence of a surface carbide comes
from several experimental observations: (i) graphene is not formed if the sample is exposed to
ethylene at 400 ◦C and only a surface carbide is formed; (ii) some of the surface carbides once
formed are stable in vacuum at 400 ◦C for hours; and (iii) if the surface carbide is destabilized
by sub-monolayer copper deposition, graphene can nucleate and grow, indicating that there has
been enough carbon in the sample to form graphene, but the carbide had prevented its formation.
The fact that we sometimes observe the conversion of a carbide into graphene at 400 ◦C is
not inconsistent with the scenario of carbide suppressing graphene nucleation. This is because
local inhomogeneities exist within a macroscopic sample, which may act as nucleation sites
for graphene. Therefore, it appears that the carbide only suppresses nucleation of graphene but
does not prevent its growth once nucleated. The growth of nucleated graphene in the presence
of a carbide is supported by the observation of carbide conversion into graphene as shown, for
example, in figure 3.
At above 460 ◦C, i.e. at a temperature where the carbide is dissolved, graphene can nucleate
on the bare Ni surface, similar to graphene growth on many of the other transition metal surfaces.
If the carbide is destabilized, either by heating the sample above the carbide phase stability
temperature or chemically by copper addition, the carbon atoms from the carbide phase first
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dissolve into the bulk and then later reappear to form graphene. The fast disappearance of
carbidic carbon and the slow graphene growth indicates that carbon diffusion is much faster than
the graphene growth process. Information about the graphene growth rate can also be obtained
from the AES peak intensity, which is a direct measure of the portion of the surface covered
with graphene. The variation of the peak intensity as a function of time, shown in figure 2,
indicates that the growth rate is strongly nonlinear. This is in agreement with the assertion
that the graphene growth rate is not limited by carbon diffusion to the surface because for a
diffusion-limited growth, one would expect the growth rate to be linear with time. Instead,
the carbon attachment to the growing graphene appears to be the rate-limiting process. Large
barriers for carbon attachment have also been reported for graphene growing on other transition
metal surfaces [37, 38]. In these reports, the attachment barrier for carbon atoms to the edges of
the graphene sheet was associated with the strong bonding of carbon adatoms to the transition
metal substrate, compared to the relatively weak interaction of the graphene sheet with the
substrate. This may also contribute to the growth barrier for graphene on Ni(111). In addition,
our DFT calculations indicate that the edge carbon atoms of the graphene form strong bonds
with the Ni substrate. Therefore, in order to add the carbon atoms to the edge, the strong
carbon–nickel bonds have to be broken, which also contributes to the kinetic growth barrier.
Such a barrier for carbon attachment suggests that the growth rate increases as the total number
of edge atoms in the graphene island increases. This means that as the graphene islands grow and
their circumference increases, the carbon attachment rate increases resulting in an accelerated
growth. This is observed in the AES peak intensity plots shown in figure 2(b) for less than
150 min, i.e. during the initial growth stages. For longer growth times, i.e. at higher graphene
coverage, when the graphene grains coalesce, the growth rate decreases again, and eventually
growth stops as the monolayer is completed. It appears that the growth rate for graphene as
measured in AES differs for different sample preparation conditions. Therefore, it is tempting
to use these data to extract information on growth barriers. Unfortunately, this is not possible
because key information on the nucleation density is not available in these AES data.
In order to quantify the interaction between graphene and Ni, we deposited Ni on top
of graphene and analyzed the shape of the Ni clusters. These measurements allowed us to
extract information on the bonding strength between Ni and graphene quantified as the work
of adhesion. The experimental value of ∼3.5 J m−2 was well reproduced by DFT calculations
for a graphene layer sandwiched between two Ni layers. However, the calculations also revealed
that the interaction between graphene and the Ni substrate is much stronger if Ni is present on
either side of the graphene, compared to the case when graphene interacts with the Ni substrate
only. The increased Ni–C interaction for the Ni–graphene–Ni sandwich resulted in a weakening
of in-plane C–C bonds, which is reflected in the substantial buckling of graphene observed
in the DFT calculations. This strengthening of the Ni–C interaction is an indication of the
increased reactivity of Ni deposited on graphene/Ni(111), as compared to the fairly unreactive
state of the weakly interacting graphene/Ni(111) system. This conclusion is substantiated by
our experimental observation that the graphene is destroyed, and that constituting carbon atoms
form a carbide layer if the system with Ni deposit is annealed above 200 ◦C.
Experimentally, we observed that annealing the Ni deposits to temperatures above 200 ◦C
resulted in partial conversion of the graphene into carbide, followed by re-formation of graphene
after annealing either at higher temperatures or at the same temperature but over long annealing
periods. From a thermodynamics standpoint, Ni clusters on top of graphene are not energetically
favorable, because the pure Ni surface has a high surface energy compared to Ni covered
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by graphene. Therefore, the lowering of the free energy of the system by the transfer of Ni
atoms from the clusters on top of graphene to the Ni substrate provides a driving force for this
process. Similar thermodynamic arguments hold for other metals deposited on Ni-supported
graphene, and the intercalation of different elements, such as Cu, Au and Ag deposited on Ni-
supported graphene has been observed in several experiments [19], [22, 23]. Our measurements
show carbide formation as an intermediate state for the Ni-intercalation process. This implies
that Ni deposits can merge with the substrate via diffusion through a carbide layer. For Ni
deposits, our DFT calculations support the destabilization of graphene. For other elements,
namely Cu, the DFT results do not indicate the same destabilization of graphene and therefore
the intercalation process for Cu may be different from that of Ni. Consequently, there may not
exist a universal mechanism of metal intercalation on Ni-supported graphene. Therefore, the
intercalation of metals other than Ni might proceed through a different mechanism that requires
further experimental and theoretical investigations.
5. Summary and conclusions
This paper presents the results of a comprehensive investigation of graphene growth on Ni(111)
substrates and the stability of Ni/graphene interfaces. We showed that a single graphene layer
is the thermodynamically preferred carbon-containing surface phase on Ni(111). However, at
low carbon concentration, a monolayer-thick surface carbide phase may also form on Ni(111).
This carbide phase forms rapidly upon hydrocarbon decomposition on the Ni(111) surface
and covers the entire surface before the nucleation of slowly growing graphene. Once the
carbide has formed, it suppresses graphene nucleation. We demonstrated that the carbide
surface phase can be chemically destabilized by alloying the surface with a non-carbide-
forming metal such as Cu. This carbide destabilization results in the nucleation of graphene
and its growth at the surface by carbon segregation from the bulk. Alternatively, the carbide
phase can be thermally destabilized by annealing the Ni sample above 460 ◦C, which also
causes the unhindered nucleation of graphene. These studies of the nucleation and growth
of graphene on transition metal surfaces contribute towards an understanding of the growth
process, which is urgently sought for the development of effective approaches to growth of
large-area, high-quality graphene samples [39] and for tuning its properties by controlled defect
formation [36].
In addition to the growth studies, we also investigated the nickel/graphene interfaces.
Surprisingly, the interaction between graphene and nickel was found to be strongly amplified
when additional Ni is deposited on top of Ni-supported graphene: DFT calculations showed
that for graphene sandwiched between two Ni layers, the work of graphene–substrate
adhesion is more than 4 times as large as that for graphene on a Ni substrate. Such an
increase in Ni–graphene interaction may be responsible for the experimentally observed
destruction of graphene upon deposition of Ni clusters followed by annealing at 200 ◦C. The
increased reactivity between Ni and graphene by the formation of sandwich structures may be
constructively utilized for patterning graphene sheets by the controlled deposition of Ni [40].
DFT calculations of Cu on top of graphene show a substantially weaker graphene–metal
interaction, which is why Cu deposits on Ni-supported graphene are expected to be less reactive
than Ni.
New Journal of Physics 13 (2011) 025001 (http://www.njp.org/)
131
18
Acknowledgments
This work was supported by the Office of Naval Research (grant no. N00014-10-1-0668). T M
and A R acknowledge support from the National Science Foundation’s Research Experience for
Undergraduates program (grant no. DMR-1008676).
References
[1] Li X S et al 2009 Large-area synthesis of high-quality and uniform graphene films on copper foils Science
324 1312
[2] Kim K S, Zhao Y, Jang H, Lee S Y, Kim J M, Kim K S, Ahn J H, Kim P, Choi J Y and Hong B H 2009
Large-scale pattern growth of graphene films for stretchable transparent electrodes Nature 457 706
[3] Wintterlin J and Bocquet M L 2009 Graphene on metal surfaces Surf. Sci. 603 1841
[4] Li X S, Cai W W, Colombo L and Ruoff R S 2009 Evolution of graphene growth on Ni and Cu by carbon
isotope labeling Nano Lett. 9 4268
[5] Land T A, Michely T, Behm R J, Hemminger J C and Comsa G 1992 Direct observation of surface reactions
by scanning tunneling microscopy: ethylene to ethylidyne to carbon particles to graphite on Pt(111)
J. Chem. Phys. 97 6774
[6] Coraux J et al 2009 Growth of graphene on Ir(111) New J. Phys. 11 023006
[7] Sutter P W, Flege J I and Sutter E A 2008 Epitaxial graphene on ruthenium Nat. Mater. 7 406
[8] Esconjauregui S, Whelan C M and Maex K 2009 The reason why metals catalyze the nucleation and growth
of carbon nanotubes and other carbon nanomorphologies Carbon 47 659
[9] Wirth C T, Hofmann S and Robertson J 2009 State of the catalyst during carbon nanotube growth Diamond
Relat. Mater. 18 940
[10] Moors M, Amara H, de Bocarme T V, Bichara C and Ducastelle F 2009 Early stages in the nucleation process
of carbon nanotubes ACS Nano. 3 511
[11] Eizenberg M and Blakely J M 1979 Carbon monolayer phase condensation on Ni(111) Surf. Sci. 82 228
[12] Portnoi V K, Leonov A V, Mudretsova S N and Fedotov S A 2010 Formation of nickel carbide in the course
of eformation treatment of Ni–C mixtures Phys. Met. Metallography 109 153
[13] Klink C, Stensgaard I, Besenbacher F and Lægsgaard E 1995 An STM study of carbon-induced structures on
Ni(111): evidence for a carbidic-phase clock reconstruction Surf. Sci. 342 250–60
[14] Gardin D E, Batteas J D, van Hove M A and Somorjai G A 1993 Carbon, nitrogen, and sulfur on Ni(111):
formation of complex structures and consequences for molecular decomposition Surf. Sci. 296 25–35
[15] Nakano H, Ogawa J and Nakamura J 2002 Growth mode of carbide from C2H4 or CO on Ni(111) Surf. Sci.
514 256–60
[16] Eizenberg M and Blakely J M 1979 Carbon interaction with nickel surfaces: monolayer formation and
structural stability J. Chem. Phys. 71 3467
[17] Shelton J C, Patil H R and Blakely J M 1974 Equilibrium segregation of carbon to a nickel (111) surface: a
surface phase transition Surf. Sci. 43 493
[18] Hwu H H, Fruhberger B and Chen J G 2004 Different modification effects of carbidic and graphitic carbon
on Ni surfaces J. Catal. 221 170–7
[19] Dedkov Y S, Shikin A M, Adamchuk V K, Molodtsov S L, Laubschat C, Bauer A and Kaindl G 2001
Intercalation of copper underneath a monolayer of graphite on Ni(111) Phys. Rev. B 64 035405
[20] Gamo Y, Nagashima A, Wakabayashi M, Terai M and Oshima C 1997 Atomic structure of monolayer graphite
formed on Ni(111) Surf. Sci. 374 61–4
[21] Kawanowa H, Ozawa H, Yazaki T, Gotoh Y and Souda R 2002 Structure analysis of monolayer graphite on
Ni(111) surface by Li+-impact collision ion scattering spectroscopy Japan. J. Appl. Phys. 41 6149–52
New Journal of Physics 13 (2011) 025001 (http://www.njp.org/)
132
19
[22] Farías D, Rieder K H, Shikin A M, Adamchuk V K, Tanaka T and Oshima C 2000 Modification of the surface
phonon dispersion of a graphite monolayer adsorbed on Ni(111) caused by intercalation of Yb, Cu and Ag
Surf. Sci. 454–456 437–41
[23] Shikin A M, Prudnikova G V, Adamchuk V K, Moresco F and Rieder K-H 2000 Surface intercalation of gold
underneath a graphite monolayer on Ni(111) studied by angle-resolved photoemission and high-resolution
electron-energy-loss spectroscopy Phys. Rev. B 62 13202–8
[24] Rosei R, De Crescenzi M, Sette F, Quaresima C, Savoia A and Perfetti P 1984 Electronic structure of carbidic
and graphitic carbon on Ni(111) Phys. Rev. B 29 3416–22
[25] Grueneis A, Kummer K and Vyalikh D V 2009 Dynamics of graphene growth on a metal surafce: a time-
dependent photoemission study New J. Phys. 11 073050
[26] Goodman D W, Kelley R D, Madey T E and Yates Jr J T 1980 Kinetics of the hydrogenation of CO over a
single crystal nickel catalyst J. Catal. 63 226–34
[27] Riviere J C and Coad J P 1971 Auger spectroscopy of carbon on nickel Surf. Sci. 25 609–24
[28] Amoddeo A, Caputi L S and Colavita E 1993 Carbon Auger lineshapes on Ni(111) surface: evidence for new
phases J. Electron. Spectrosc. Relat. Phenom. 62 263–72
[29] Levenson L L and Smith M A 1977 Final-state effects in carbon Auger spectra of transition-metal carbides
Phys. Rev. B 16 1365–9
[30] Sinharoy S, Smith M A and Levenson L L 1978 Thermal decomposition of nickel carbide thin films Surf. Sci.
72 710–8
[31] Koschel H, Held G and Steinrück H P 2000 The growth of thin Cu layers on Ni(111) studied by CO titration
and photoelectron spectroscopy Surf. Sci. 453 201
[32] Hansen K H, Worren T, Stempel S, Lægsgaard E, Baumer M, Freund H-J, Besenbacher F and Stensgaard I
1999 Palladium nanocrystals on Al2O3: structure and adhesion energy Phys. Rev. Lett. 83 4120
[33] Hong S, Shin Y H and Ihm J 2002 Crystal shape of a nickel particle related to carbon nanotube growth Japan.
J. Appl. Phys. 41 6142–4
[34] Worren T, Hansen K H, Lægsgaard E, Besenbacher F and Stensgaard I 2001 Copper clusters on Al2O3/
NiAl(1 1 0) studied with STM Surf. Sci. 477 8
[35] Vogel Koplitz L, Dulub O and Diebold U 2003 STM study of copper growth on ZnO(0001)-Zn and
ZnO(0001bar)-O surfaces J. Phys. Chem. B 107 10583
[36] Lahiri J, Lin Y, Bozkurt P, Oleynik I I and Batzill M 2010 An extended defect in graphene as a metallic wire
Nat. Nanotech. 5 326
[37] Loginova E, Bartelt N C, Feibelman P J and McCarty K F 2008 Evidence for graphene growth by C cluster
attachment New J. Phys. 10 093026
[38] Loginova E, Bartelt N C, Feibelman P J and McCarty K F 2009 Factors influencing graphene growth on metal
surfaces New J. Phys. 11 063046
[39] Bae S et al 2010 Roll-to-roll production of 30-inch graphene films for transparent electrodes Nat. Nanotech.
5 574–8
[40] Lahiri J and Batzill M 2010 Graphene destruction by metal-carbide formation: an approach for patterning of
metal-supported graphene Appl. Phys. Lett. 97 023102
New Journal of Physics 13 (2011) 025001 (http://www.njp.org/)
133
Appendix 2: Submitted Papers
134
Point Defects in Metal Substrate Supported Graphene
Note to Reader
These results have been used in the manuscript which is currently under review with
the publisher (L. Adamska, J. Lahiri, M. Batzill, and I.I. Oleynik, “Point Defects in
Metal Substrate Supported Graphene”, submitted).
List of Efforts
This is a theory paper which was motivated by experiments of J. Lahiri and M.
Batzill. Experimental STM image was included in support of our conclusions. Major
leader of this project is I.I. Oleynik.
L. Adamska: performed calculations, wrote theory part of the manuscript;
J. Lahiri: performed experiments related to this research, provided experimental
STM image;
M. Batzill: participated in discussions, wrote experimental part of the manuscript,
participated in discussions;
I.I. Oleynik: directed the research, edited the entire manuscript.
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First Principles Study of Point Defects in Substrate-Supported Graphene
L. Adamska, J. Lahiri, M. Batzill, and I. I. Oleynik
Department of Physics, University of South Florida, Tampa, Florida 33620, United States
(Dated: August 17, 2012)
Structural and electronic properties of point defects in graphene, supported on Ni and Cu substrates,
were investigated using first principles density functional theory. Defect formation energies were
computed and scanning tunneling microscopy images were simulated. Substantial reduction of
defect formation energy was observed in Cu-supported graphene due to saturation of dangling bonds
on substrate atoms. This effect was even more pronounced in strongly-coupled graphene/Ni(111)
interface, for example, formation energy of single vacancy was reduced from 7.7 eV in freestanding
graphene to 2.46 eV in Ni-supported graphene. Also, experimentally observed point defect, appearing
during growth of graphene on Ni(111) substrate, was identified as divacancy filled with Ni adatom.
This defect had formation energy of only 1.67 eV, and there was one to one correspondence between
experimental and simulated STM images.
I. INTRODUCTION
The epitaxial growth of graphene on metal substrates
is one of the major methods of graphene produc-
tion for electronic applications [1]. Therefore, the
metal/graphene interface interactions [2–7], as well as the
graphene defects, which naturally appear during growth
[1, 8], affect in a substantial way the electronic properties
of graphene [9–12] and graphene/metal contacts [9, 10],
which are both important for device applications.
Defects in freestanding graphene [8, 13–21], as well as
graphite [22–27], have been a topic of extensive research
efforts. Formation energy of single and double vacan-
cies, estimated by Density Functional Theory (DFT), is
7 − 8 eV [8, 23, 25], which is too large for these defects
to be created by thermal activation at room tempera-
ture. Concentration of pre-existing point defects, which
appeared during growth, is also low. That is why ion
irradiated samples were used in Scanning Tunneling Mi-
croscopy (STM) experiments [22, 23, 27]. It was observed
that removing one [22] or two [27] carbon atoms from
top layer of graphite creates substantial disturbance of
electronic density around defect, which is reflected in
STM images: electronic corrugation around vacancies in
graphite extends up to few nanometers away from de-
fects. Also, point defects create long-range strain fields
in graphene [14]. Three dangling bonds in single vacancy
are partially saturated by Jahn-Teller distortion, or 5-9
reconstruction, when 5-member ring with long bond of
about 2Å is formed [8]. Four dangling bonds in diva-
cancy are saturated by forming two 5-member rings, the
so called 5-8-5 reconstruction [8]. Experimental study
of divacancies in graphene on multiple nonmetallic sub-
strates was performed in Ref. [27]. The systems consid-
ered were monolayer, bilayer, and few layer graphene on
SiC, and graphite. It was shown that the signature of
substrate is reflected in STM images.
Less is known about defects in graphene on metal sub-
strates. Ugeda et al. [28] studied both experimentally
and theoretically single vacancies in graphene supported
on Pt(111) substrate. It was observed that single va-
cancies are very reactive and partially saturate dangling
bonds on the substrate metal atoms [28]. Yacobson et
al. [29] observed the reduction by ∼ 1 eV of the bar-
rier for the Stone-Wales defect healing in graphene on
Ni(111) substrate, this was also confirmed in Ref. [30].
Significant reduction of formation energy of single va-
cancy in Ni-supported graphene from 7.7 eV to 2.8 eV was
observed in Ref. [29].
The purpose of this work is to systematically study
point defects in graphene on metal substrates and com-
pare the results to freestanding graphene case. Two types
of graphene/metal interfaces were considered: weakly
coupled graphene/Cu(111) interface and strongly cou-
pled graphene/Ni(111) system. The structure of this pa-
per is the following. Section Methods presents problem
setup and details of calculations, as well as definition
of defect formation energy in freestanding and substrate-
supported graphene. In main section defects were charac-
terized in terms of atomic structure, defect formation en-
ergy, and simulated constant current STM images. Point
defects in graphene/Cu(111) and graphene/Ni(111) are
compared to freestanding graphene and available experi-
mental and DFT data. And finally, we will show that one
of simulated defects, with lowest defect formation energy,
has one to one correspondence with experimental STM
image.
II. METHODS
Calculations were performed with Linear Combina-
tion of Atomic Orbitals (LCAO) DFT software DMol3
[31, 32] using PBE functional [33] with Tkatchenko-
Scheﬄer [34] van der Waals correction scheme. DFT
semicore pseudopotentials [35] were applied for metals
(Ni, Cu), carbon atoms in graphene were simulated with
all electrons. Defects were simulated on square supercells
(12.83 × 12.34Å2) containing 60 C atoms in graphene
and 3 layers of metal. Bottom metal layer was fixed to
bulk condition, the other two metal layers and graphene
were geometry optimized up to forces smaller than 0.03
eV/Å and energy convergence criterion 0.003 eV. Calcu-
lations were spin polarized. 4.0Å cutoff was used. Simu-
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2lations were performed with Γ-point because introducing
2×2×1 k-points reduced defect formation energy by less
than 0.2 eV but significantly increased computation time.
Also, defects in freestanding graphene were simulated on
large supercell, 22.20×21.38Å2 in size, containing 220 C
atoms. Results were compared with 60 C atom supercell
and cell size effects were discussed.
Lattice mismatch was accommodated by adjusting
metal lattice constants to that of graphene. Compres-
sive stress, introduced by lattice accommodation, is 0.9%
in Ni and 3.7% in Cu. This lattice mismatch accom-
modation scheme was chosen to justify the comparison
between freestanding and substrate-supported graphene
and to understand the impact of strongly-coupled Ni
and weakly-coupled Cu substrates. In addition, keeping
graphene lattice constant intact eliminates the influence
of artificial strain on atomic structure around defect in
graphene, namely 5-9 reconstruction in single vacancy
and 5-8-5 reconstruction in divacancy [8], which justifies
the comparison of bond lengths and defect formation en-
ergies between freestanding, and Cu- and Ni-supported
graphene.
In our previous work [7] graphene/Cu(111) and
graphene/Ni(111) interfaces were characterized in terms
of stacking geometry, interface binding energy, interface
distance, Mayer bond orders etc. It was observed that the
most favorable stacking geometry was top-fcc, i.e. when
one of C atoms resided directly above metal atom of top-
most substrate layer (top site), and second C atom was
above 3rd from the top metal atom (fcc site). Therefore,
in this work graphene/metal interfaces were investigated
only in top-fcc stacking geometry.
Formation energy Ef of defects in freestanding
graphene was computed using formula from Refs. [15,
16, 20]
Ef = E
def
gr − Eidealgr
Ndefgr
Ngr
, (1)
where Edefgr and Eidealgr are the free energies of defective
and ideal graphene samples, respectively, Ngr is the num-
ber of carbon atoms in ideal graphene sample, and Ndefgr
is a number of C atoms in defective sample. In case
of substrate-supported graphene (gr/M), energy of the
metal substrate, EM , was extracted from energies of de-
fective Edefgr/M and ideal E
ideal
gr/M systems
Ef =
(
Edefgr/M − EM
)
−
(
Eidealgr/M − EM
) Ndefgr
Ngr
. (2)
Constant current STM images [36, 37] were simulated
by drawing an isosuface of local electron density ρ("r, V )
which was computed with this formula
ρ("r, V ) =
∑
i|Ψi("r)|2,
Ψi("r) being the Kohn-Sham orbitals, index i runs
through orbitals in the energy interval [EF − |e|V, EF ],
where EF is the Fermi energy, V is the bias voltage, and
e is electron charge. We use the convention for V positive
spanning filled states, and V negative - empty states.
III. RESULTS
A. Defects in freestanding graphene
The dangling bonds in point defects in graphene are
partially saturated due to atomic reconstruction, or the
so called Yahn-Teller distortion [8]. Single vacancy, which
has 3 dangling bonds, saturates 2 dangling bonds by
forming a pentagon, the so called 5-9 reconstruction, see
Fig. 1 (a). Divacancy saturates its all 4 dangling bonds
by forming two pentagons (5-8-5 reconstruction), see Fig.
1 (b). As shown in Table I, very large supercell is needed
to reproduce formation energy and geometry of point de-
fects in freestanding graphene due to long-range strain
fields around defects [14]. For example, the length of
bond in pentagon of 5-9 reconstructed single vacancy is
2.46Å in regular 12.83×12.34Å2 cell and 2.17Å in large
22.20 × 21.38Å2 cell. Also, geometry and formation en-
ergy, computed on large cell, is in agreement with litera-
ture, see Table I. However, computed value of formation
energy for graphene 7.70 eV is higher than experimental
value for graphite 7.4 eV [26]. This difference is caused
by underlying graphite layers: two dandling bonds are
saturated by forming pentagon, the third dangling bond
is partially saturated by moving C atom by 0.47Å and
its two nearest neighbors by 0.24Å out of plane towards
neighboring layer thus reducing the energy of the system,
as was shown in Ref. [17].
There is no available experimental information for
divacancy formation energy, but our computed Ef =
7.33 eV lays in energy interval 7.2 − 7.9 eV given in re-
view paper [8]. The geometry of 5-8-5 reconstruction in
divacancy is also better reproduced on large cell, but cell
size wasn’t as crucial as for single vacancy. Simulated
STM images of single and double vacancies are shown in
Figs. 1 (a) and (b), respectively. STM of single vacancy
has triangular symmetry with electronic corrugation ex-
tending about 12Å away from vacancy. Divacancy also
causes significant perturbation of electron density, about
16Å in size, the bright spot has extended shape. These
STM images are in agreement with experiments on irra-
diated graphite by Ugeda et al. [22, 27].
B. Defects in graphene/Cu(111)
Single vacancy in substrate-supported graphene has
two non-equivalent positions: vacancy-top, when C atom
on top site is missing, see Fig. 2 (a, d), and vacancy-
hollow, when C atom on fcc site is missing, see Figs. 2 (b,
e). We observed that vacancy-top in graphene/Cu(111)
has saturated all 3 dangling bonds by forming C-Cu
137
3Figure 1: (color online) Atomic structure and simulated STM images of vacancy (a) and divacancy (b) in freestanding graphene.
For each type of defect atomic structure around defect is shown and defect formation energy Ef is given. In simulated STM
images bias voltage was 1V.
Table I: Formation energy Ef and length of shortest bond d of point defects in freestanding graphene. Regular cell is the cell
used to simulate substrate-supported graphene, it contains 60 C atoms. Large cell contains 220 C atoms.
Defect regular cell large cell literature
Ef , eV d, Å Ef , eV d, Å Ef , eV d, Å
vacancy 7.88 2.46 7.70 2.17 7.0± 0.5j , 7.3− 7.5a, 7.4b,c,d,e,k 2.0a,g,i, 2.1± 0.1c
7.6− 7.7i, 7.7l, 7.7− 7.8f 2.15b, 2.2d,e
divacancy 8.04 1.83 7.33 1.72 7.2− 7.9a, 7.59b, 8.25d,e, 8.7c,h 1.72d,e,g, 1.77b, 1.8c
a Ref. [8] review on defects in freestanding graphene
b Ref. [15]
c Ref. [17] graphite modeled by H-terminated graphene clusters
d Ref. [18]
e Ref. [19]
f Ref. [20]
g Ref. [21]
h Ref. [23] review on defects in irradiated graphite
i Ref. [24] graphene and carbon nanotube
j Ref. [25] experimental value for graphite
k Ref. [26] experimental value for graphite
l Ref. [29]
all cited above references show DFT results for periodic graphene supercell unless otherwise noted
bonds, Cu atom is pulled out of the Cu(111) surface by
1.2Å, graphene is constricted to create a dip around va-
cancy, see Fig. 2 (a). Formation energy of this defect is
5.99 eV, see Table II. In contrast, vacancy on hollow site
causes smaller corrugation in graphene, see Fig. 2 (b).
Graphene stacking shifts from top-fcc to top-bridge, two
C dangling bonds are saturated by forming long bond
of 2.16Å (5-9 reconstruction), the third dangling bond
is saturated by coming closer to substrate and slightly
pulling its nearest neighbors, analogous to graphite [17].
Cu atom rumples out of the surface by 0.8Å. Formation
energy of this defect is 7.14 eV, see Table II. Our findings
are in agreement with Ref. [28], where single vacancies in
Ar-irradiated graphene on Pt(111) substrate were inves-
tigated theoretically and experimentally. It was shown
that carbon atoms around defects are very reactive and
they not only saturate two dangling bonds by form-
ing pentagon, but also saturate the third dangling bond
by forming a bond with substrate Pt atom. Graphene
interacts weakly with Cu(111) and Pt(111) substrates,
so there is no surprise that vacancies in graphene, ph-
ysisorbed on these substrates, behave in similar fashion.
Divacancy in graphene/Cu(111) (Fig. 2 (c), Table
II) has similar properties to divacancy in freestanding
graphene (Fig. 1 (b), Table I), e.g. fully saturates
its dangling bonds in 5-8-5 reconstruction. Formation
energy of this defect is 7.81 eV, whereas freestanding
graphene in unit cell of same size has Ef = 8.04 eV.
C. Defects in graphene/Ni(111)
Strong interaction of graphene with Ni(111) substrate
is reflected in atomic structure around defects and radius
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4Figure 2: (color online) Atomic structure and simulated STM images of point defects in substrate-supported graphene. For
each type of defect atomic structure around defect (top and side views) is shown and defect formation energy Ef is given. Top
row of figures shows simulated STM images of vacancy on top (a) and hollow (b) sites, and divacancy (c) in graphene/Cu(111).
Bottom row of figures shows defects in graphene/Ni(111): vacancies on top (d) and hollow (e) sites, and divacancy (f), which
has saturated its dangling bonds by pulling Ni atom (depicted as small purple ball) from the substrate. In simulated STM
images bias voltage was 0.5V in graphene/Cu(111) and 0.2V in graphene/Ni(111).
Table II: Formation energy Ef and length of shortest bond
d of point defects in substrate-supported graphene. d is not
shown for cases when there is no 5-9 or 5-8-5 reconstruction.
Two cases of vacancy on hollow site in graphene/Ni(111) were
considered, star ∗ denotes simulation with fixed C atoms at
the boundary. Simulation cell contains 60 C atoms and 3
layers of metal.
Defect gr/Cu(111) gr/Ni(111)
Ef , eV d, Å Ef , eV d, Å
vacancy-top 5.99 − 2.46 −
vacancy-hollow 7.14 2.16 4.62 1.96
5.07∗ −
divacancy 7.81 1.79 2.75 −
of electronic corrugation in STM images. Indeed, in va-
cancy on top site in graphene/Ni(111), see Fig. 2 (d),
graphene-nickel stacking registry is left intact, three C
atoms move closer to substrate and saturate their dan-
gling bonds by pulling Ni atom out of substrate by 0.6Å.
Due to formation of C-Ni bonds (1.86Å in length), these
atoms look darker in STM image than their neighbors.
Formation energy of this defect is 2.46 eV, the lowest
value among all defects in graphene/Ni(111). Yacobson
Figure 3: (color online) Top (a) and side (b) views of atomic
structure around vacancy-hollow defect in graphene/Ni(111).
et al. [29] also pointed out that formation energy of sin-
gle vacancy is reduced due to substrate, in their work
Ef = 2.82 eV.
Vacancy on hollow site in graphene/Ni(111) is a spe-
cial case. Local interaction around vacancy is so strong
that graphene stacking partially shifts from top-fcc to
top-bridge and graphene becomes strongly corrugated,
i.e. interface distance varies from 2.04Å near defect to
2.85Å away from it, see Fig. 3 (a, b), because optimal
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5Figure 4: (color online) Experimental (a) and simulated (b)
STM image of divacancy, filled with Ni atom (shown as small
purple ball), in graphene/Ni(111). Top (c) and side (d) views
of atomic structure around defect is also shown. Bias voltage
in experimental and simulated STM images is 100mV.
interface distance for graphene in top-bridge stacking is
2.8Å [7]. Formation energy of this defect is 4.62 eV. Two
dangling bonds are saturated by forming a pentagon with
long 1.96Å bond in 5-9 reconstruction. Zhao et al. [3] ob-
served in experiment that top-bridge stacking was dom-
inant, authors suggested that this occurs due to defects.
However, experimental group of Batzill [3, 4] developed
graphene growth technique which permits synthesis of
large graphene patches in top-fcc and top-hcp stacking.
Given that graphene flake is very large, it cannot shift
stacking due to strong interaction with substrate. This
situation was mimicked by fixing lateral coordinated of
C atoms at the rim of the simulation cell. Results are
shown in Fig. 2 (e). Formation energy of this defect is
5.07 eV. Graphene is perfectly flat except 3 immediate
neighbors of missing C atom - C atoms at top sites, they
come closer to substrate by 0.2Å. Substrate is not corru-
gated, and there is no 5-9 reconstruction around defect.
In simulated STM image (Fig. 2 (e)) C atoms on hollow
sites look slightly darker around defect, bright spot at
place of vacancy is missing, but dangling bonds on top
sites slightly shine.
In contrast with divacancy in freestanding graphene
(Fig. 1 (b)) and graphene/Cu(111) (Fig. 2 (c)), strong
interaction of graphene with Ni substrate helps to satu-
rate dangling bonds not by 5-8-5 reconstruction, but by
pulling Ni atom from the substrate, see Fig. 2 (f). In top
and side views of defect atomic structure this Ni atom
(shown in small purple ball) sits slightly below the sur-
face of graphene to maintain optimal C-Ni bond length of
about 1.9Å. Formation energy of this defect is 2.75 eV.
STM image of this defect is perturbed only in the vicin-
ity of defect, see Fig. 2 (f). However, when the hole
in substrate was closed with Ni atom, this significantly
perturbed STM image, see Fig. 4 (b). Ni adatom, which
saturates divacancy, is pushed away from the substrate
to the surface of graphene, which slightly changes C-C,
C-Ni, and Ni(adatom)-Ni(substrate) bond lengths, com-
pare Fig. 2 (f) with Figs. 4 (c, d). Such defect was ob-
served experimentally, see Fig. 4 (a) and compare with
simulated STM image in Fig. 4 (b). Formation energy of
this defect is only 1.67 eV, computed with Eq. (2) which
was modified to account for Ni adatom
Ef =E
divac+Ni
gr/M − EM
NM + 1
NM
−
(
Eidealgr/M − EM
) Ngr − 2
Ngr
NM being the number of Ni atoms in the substrate, and
all the other notations were explained above.
IV. CONCLUSIONS
In summary, point defects such as vacancy and diva-
cancy were studied in graphene, supported on weakly
interacting Cu(111) substrate and strongly interacting
Ni(111) substrate. In graphene/Cu(111) defect for-
mation energy is reduced, compared with freestanding
graphene, by up to 1 eV due to partial saturation of dan-
gling bonds on substrate metal atoms. These results are
consistent with defects in other weak interfaces such as
graphene/Pt(111) [28] and graphite [22, 26, 27]. Elec-
tronic corrugation around defects in freestanding and
Cu-supported graphene extends more than 1 nm away
from defect as seen in simulated STM images and agrees
with experiments [22, 27, 28]. In contrast, strong inter-
face interaction in graphene/Ni(111) system and reduc-
tion of C-C bond strength suppress strain fields which in
freestanding graphene extend up to few nanometers [14].
This is reflected in simulated STM images: electronic
structure of graphene is perturbed only in the vicinity
of the vacancies. Defect formation energies are reduced
by several eVs. It was also observed that divacancy in
graphene/Ni(111) saturated its dangling bonds not by 5-
8-5 reconstruction, but by pulling Ni atom from the sub-
strate. Strong attractive interaction between divacancy
in freestanding graphene and metal atom was predicted
in Ref. [13], in this work such defect was characterized
as having extremely low formation energy - 1.67 eV. This
defect was observed experimentally in STM measure-
ment, and there is one to one correspondence between
experimental and simulated STM images.
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

















  
 
 
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







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