Abstract
Introduction
The traffic flow guidance system is an important sub-system of the urban intelligent transportation system. It can substantially alleviate traffic congestion and city pollution, hence an improvement of traffic capacity and efficiency. The effective running of such a system depends on whether the traffic situation of several minutes later can be predicted accurately by using real-time traffic data. The forecasting results are closely relevant to traffic assignment, thus real-time traffic flow forecasting has become a research focus in the field of urban intelligent transportation control.
Since the road traffic system is a complex largescale time-variant system involving human beings, the running of traffic flow is highly complicated and uncertain, thus it is difficult to forecast such nonlinear time series as the traffic flow. Traditional forecasting methods such as Kalman filtering, MA, and ARIMA are outdated because they are inaccurate. It is necessary to employ neural networks of nonlinear structure to explore nonlinear time series, so that the latter can be predicted. The group method of data handling (GMDH) network has a feedforward neural network structure; it can automatically search for the internal relations between data and select the best structure for a model; structurally it is characterized by self-organization and globally-optimal selection; therefore it is the right tool for fitting nonlinear data [1] . This paper attempts to construct a GMDH-based traffic flow forecasting model, the validity of which has been proven by simulative examples.
GMDH network

Fundamentals of GMDH
Prediction originates from the grasp of past data loci. Predictors vary in their ways of deducing data rules, by which they forecast future data trends.
Suppose the number of input variables i x ( i =1， 2，…， m ) is m in system S, and there is one output variable y . In principle, any locus can be expressed by the Kolmogorov-Gavbor polynomial:
where 0 , , , ,
Formula (1) can approximate any of the nonlinear functions [ 2 ] so as to be taken as the description to the former data locus.
Theoretically, as long as there are enough data, the coefficients of Formula (1) can then be fitted and the expression of the locus can be deduced. However, with the increase of m , the number of terms in Formula (1) and the coefficients when modeling will be drastically multiplied, hence a sharp increase of calculating, which is beyond the capacity of the computer. In this case, it is impossible to finish modeling. Therefore, the modeling by fitting Formula (1) is impractical.
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Actually, each term of the polynomial in Formula (1) contributes differently, some being weak contributors. For the purpose of reducing workload, the GMDH network computes using self-organizing arithmetic, and eliminates the terms that contribute little layer by layer. The goal of modeling can then be reached. [3] 
GMDH network structure
As shown in Fig. 1 , the GMDH network is a feedforward neural network. The structure of a normal feedforward neural network, i.e. the number of layers and the number of neurons on each layer, is fixed, and will not vary during the training process. The difference is that the GMDH neural network is dynamically determined and the neurons increase with the increase of the layers. Meanwhile, those illperformed neurons will be eliminated through a selforganizing form, and the number of neurons on each layer will then diversify.
Specifications of the symbols in The basic processing unit in the GMDH network is a neural structure with a double-input and a singleoutput. The relationship between the input and the output is an absolute binary quadratic polynomial:
where the coefficients , , , , , a b c d e f are usually determined by the least square method in accordance with the sample value.
In the GMDH network structure, the substratum units achieve their output through the connection to a certain upper-stratum. One upper-stratum shall only provide the same output to its substratum, while the input of the processing unit alters according to the different output form units. The output variables of a processing unit are the absolute binary quadratic polynomial of the input variables. Therefore, each time that the GMDH network input variables ascend to an upward layer, the degree of the polynomial will then be increased by to two ranks. As a result, the whole network will form the system's complete descriptions of a 2k ranks polynomial (k is the number of layers in the GMDH network). Apparently, the GMDH network is a structural model of unequivocal mathematical significance [4 8]  .
GMDH-based traffic flow forecasting model
Suppose there is a traffic flow time series
1) The pre-processing of the data There are such methods of data pre-processing as analysis of correlation, analysis of sample discreteness, and normalizing treatment. The traffic time series x . For convenience's sake, the normalized sequence shall still be denoted as
2) The classification of the experimental data into training samples and testing samples The number of input signals of the GMDH network is set as m , the value of which might as well be (4) and (5); otherwise, the forming of the network is terminated.
6) The completion of the network Between the layers, connect the upper-strata that are related to the output units (those eliminated neurons excluded), and we shall at last obtain the GMDH network via self-organization.
Model simulation
Here is a time sequence of the traffic arrival amount in a crossing between Ganjiang Road and Donghuan Road, in Suzhou, one of the medium-sized cities of Jiangsu. The sequence is a record of the number of the vehicles that arrived in every 15 minutes from 7:00 a.m. to 10:45 a.m. on 27 th November, 2007. The total amount of samples is 16, of which, the first 12 are set as training samples, while the rest as testing samples. In the network, we can determine the amount of variables m = 4 when the network mean-square error reaches its minimum. Through Matlab simulation, we obtain the optimal traffic flow forecasting model of the GMDH network structure.
Three neurons survive on the first layer, two on the second, and one on the third. The partial polynomials of the six neurons can be expressed as: The simulative results are as where n signifies the number of forecast nodes.
Based on the data of Table 1 , the average relative error (ARE) of prediction by the GMDH network is 3.35%, which means the prediction is accurate.
Conclusions
109
Since traffic flow is essentially dynamic, the traditional static forecasting models are inadequate in simulating its dynamic features. The GMDH-based models can delineate the dynamic processes of a nonlinear complex system. The GMDH network is trained without much prior knowledge. Starting from the data per se, it doesn't involve human intervention, thus its structure can be completed automatically during the training process. Simulative results show that the GMDH-based model can predict precisely; therefore, it is feasible to take advantage of the GMDH network to construct a traffic flow forecasting model, which has a practical value.
