Abstract. This paper aims to evaluate the Piterbarg-Berman function given by
Introduction
Consider a centered Gaussian process {X(t), t ∈ R} with càdlàd sample paths and let for T > 0 as u → ∞. This essentially builds a bridge of asymptotic behavior of the sojourn time L u,T and the extremal analysis of the Gaussian processes via the link function C(x). However, the asymptotic function C is in general difficult to obtain except very few special processes and approximations have been suggested to evaluate. A related work is given by [2] for a standard Brownian motion with linear drift function. For a stationary and standard Gaussian process X with correlation function ρ satisfies the Pickands' assumption ρ(t) = 1 − |t| α [1 + o(1)], α ∈ (0, 2] for small |t|, [1] showed an
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1 explicit form of function C via the following tail distribution (see Theorem 3.3.1 therein)
where W is a standard exponential distributed random variable, independent of B α , a fractional Brownian motion (fBm) with Hurst index α/2 ∈ (0, 1], i.e., a mean zero Gaussian process with continuous sample paths and covariance function Cov(B α (s), B α (t)) = 1 2 (|s| α + |t| α − |s − t| α ).
The recent contribution [3] discussed (1.1) and gave the approximations of the related sojourn time of discrete form for locally stationary Gaussian processes, and [4] investigated general Gaussian processes with strictly positive drift function. For more related discussions on ruin time and the extremal analysis of Gaussian processes and random fields in financial and insurance framework, we refer to [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] .
Motivated by the importance of the crucial function arising in the extremal behavior of the sojourn time and the random processes involved, this paper studies thus a general form of function G given in (1.2). Precisely, define for a compact set E in R and a continuous drift function h on E , x ≥ 0 (1.4) provided that the above integral and limits exist. For h = 0, we suppress the superscript and write PB α (x) or PB α (x, E). Typical examples of the function PB h α (x, E) can be found in [3] for h = 0, E = R, and [4] for polynomial function h and general interval E.
Clearly, our setting is very common since PB α (0) is simply the Pickands' constant, which values are known only for α = 1, 2, i.e., PB 1 (0) = 1, PB 2 (0) = 1/ √ π, see e.g., [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] for related studies on its expressions and bounds, while PB h α (0) reduces to the Piterbarg constants for strictly positive drift function. The recent contribution [27] studied the basic properties of the generalized Piterbarg constant PB h α (0) for power drift function, which are available for all α ∈ (0, 2]. For more general studies on sojourn sets with moving boundary of the processes involved and applications in physics and finance fields, we refer to [28] and among others.
The first result below is concerned with the explicit expression of PB h α (x, E) for the standard Brownian motion and Gaussian distribution, i.e., the fBm with α = 1 and α = 2. Here, we focus simply on E = R + ∪ {0} and positive drift function h(t) = ct α , t ≥ 0, c > 0. In what follows, let Ψ(·) and ϕ(·)
be the survival function and probability density function of N ∼ N(0, 1), respectively. 3) with drift function h(t) = ct α , t ≥ 0, c > 0. We have with x c = (1 + c) x/2 and x
is obtained by the considerable analysis of the stopping time and the random sojourn time involved:
which nice properties are referred to [29] 
since h(t) = ct 2 and B 2 (t) = N t, t ∈ R. In the following theorem, we consider a general drift function h such that h(t) + t 2 is convex on E/R, which leads equivalently that f N (t) is continuous and convex on E/R. Let thus s 1 < s 2 and t 1 < t 2 be the two random solutions of f N (s) = 0, s ∈ E and f N (t) = 0, t ∈ R, respectively if it holds that
(ii) If h(t) + t 2 , t ∈ R is continuous and convex, and the finite right derivative h The study on PB h α for fBms B α with general α ∈ (0, 1) ∪ (1, 2) is still open since the Slepian's inequality for extremes of processes is not applicable in the sojourn times setting, see e.g., [13] .
The rest of this paper is organized as follows. Section 2 gives several typical examples and its bounds as well. Section 3 carries out a small scale of numerical studies to illustrate the findings. All proofs are relegated to Section 4. We present Appendix 5 for PB h 2 with concave drift functions.
Further Discussions and Applications
Clearly, a straightforward application of Theorem 1.3 with h(t) = c|t|
implies the explicit expressions of PB h 2 , which are given in Proposition 2.1 and 2.2 for λ = 1, 2 and λ ≥ 1. Some bounds are derived in Proposition 2.3 for PB h 2 .
Explicit expressions of PB
We consider only E = [a, b] with b > 0 unless stated otherwise.
and for h ≡ 0,i.e., c = 1
(ii) For λ = 1, we have with ν(m, c) =
where t 1 < t 2 are as in Theorem 1.3 (ii), i.e., the random solutions of f N (t) = 0, t ∈ R equal 
(ii) For a < 0, we have
Here t 1 < t 2 are defined as in Theorem 1.3 (ii), i.e., the two random solutions of f N (t) = 0, t ∈ R when its minimum f N (t * ) is less than zero. 
(ii) For α ∈ (0, 2] and drift function h satisfying M = max s∈E h(t) < ∞, E ⊂ R + ∪ {0}. We have
Numerical study
In order to illustrate the theoretical findings in Theorem 1.1, Propositions 2.1 and 2.3, we carry out a small scale of numerical studies for the Piterbarg-Berman function PB h α (x, E). In Figure 1 , we consider E = [0, ∞] for PB h 1 (x, E). Applying Theorem 1.1 for h(t) = c|t| with different c's, we see that the larger the c is, the more quickly the curve decreases with respect to x (the same as below), and these curves with different c's become closer and closer as x → 0 and In Figure 3 , we draw PB
It seems more sensitive to the time interval E of the same length and decreases strongly as x → 0 but indifferent for larger x. Proof of (i) α = 1. Recalling the sojourn time Y z given by (1.5), we have
We deal with the integrals I 1 (x) and I 2 (x) according to the upward and downward crossings.
For I 1 (x). By the lack of upward jumps and the strong Markov property, we have for z ≥ 0
where, it follows from [29] that (see e.g., Eq. (3) in p. 255 therein)
Therefore,
is a stopping time with
cumulative distribution function (cdf) and probability density function (pdf) given by
by Eq. (3) in page 261 of [29] and the fact that ϕ(z/ √ 2t + t c ) = e (1+c)z ϕ(z/ √ 2t − t c ). Therefore, again by the strong Markov property, we have
where the last step follows since τ z and Y 0 are independent. Consequently,
In the following, we deal with I 21 (x) and I 22 (x) subsequently. First, we have by (4.4)
Similarly, we have by (4.2), (4.4) and (4.5)
, where, with
Here the three terms A (ii) For A 1 ∼ A 3 with c > 0. By the symmetry of standard normal distributions, we have
For A 3 , we take s = t/x, 0 < t < x and thus
4 .
It follows then that
(ii) For A 4 ∼ A 6 with c = 1. We rewrite first A 4 and A 5 as follows.
We decompose further the integrals A 4 and B 4 by specifying the integral limits as below 
We deal first with I 3 , I 4 and J 3 , J 4 . Since ϕ(|x c |u)e cxu 2 = ϕ(|x ′ c |u), ϕ(|x ′ c |v)e cxv 2 = ϕ(|x c |v), we have
and
For I 1 , I 2 and J 1 , J 2 , we have
where µ(a) and ν(a) are given by
Now, for I 2 and J 2 , we have 
Next, we turn to A 6 . Since ϕ( x 2 c − t 2 c )e c(x−t) = ϕ(t ′ c ), we have by the integral of A 2 given in (4.8) 
Therefore, it follows by
, by a change of variable s = t − x and e ct ϕ(t c ) = ϕ(|t ′ c |)
Therefore, we have (recall that A 
Now, for c > 1, we have by (4.12)
which equals the right-hand side of (4.13) since the summand of the last two terms equals (1 + 
Consequently,
where it follows by elementary calculations that B(x) = Ψ (1 − c)x/ √ 2 e −cx 2 and
The desired claim for α = 2 follows. Consequently, we complete the proof of Theorem 1.1. Therefore, it follows by the convexity of f N (s), s ∈ E that, there exist two different roots s 1 < s 2 of f N (s) = 0, s ∈ E. Therefore, {s ∈ E : f N (s) < 0} = (s 1 , s 2 ). Consequently, the first desired claim follows.
Below, we shall verify Theorem 1.3 by noting that f N (t) = [h(t) + t 2 ] − √ 2N t + z for given z ∈ R is continuous and convex if and only if
(ii) It follows by the convexity of
Therefore, we decompose {L N (z) > x} according to the three cases that 0 ≤ f
. Similar arguments apply for the other two cases. We complete the proof of Theorem 1.3.
Proofs of Propositions 2.1 and 2.2.
In Proposition 2.1, we take h(t) = c|t| λ − t 2 with λ = 1, 2. The general case with λ ≥ 1 is shown in Proposition 2.2.
(i) For λ = 2. Suppose without loss of generality that the minimum of f N (t), t ∈ R is negative and the two solutions t 1 < t 2 of f N (t) = 0, t ∈ R satisfying
We have thus (recall (1.3))
Therefore, the remaining argument follows by elementary calculations and the claim is obtained.
(ii) For λ = 1. We have f N (t) = c|t| − √ 2N t + z, a continuous and piece-wise linear function such that
Therefore, we consider below the two cases with 0 ≤ a < b and a < 0 < b.
As 0 ≤ a < b. Clearly, the function f N (t), t ≥ 0 is linear with slope f
Recalling b − a ≥ x and f N (0) = z, we have with ν(·, ·) given in the theorem
following elementary calculations.
As a < 0 < b. It follows by Theorem 1.3 (ii) that, with slope −c −
where t 1 < 0 < t 2 are given by Proposition 2.1. For the purpose of the explicit expressions of the events involved, we rewrite the first integral based on the sign of a + x
Similarly, the second integral satisfies
Consequently, the desired claims of Proposition 2.1 are obtained.
In view of (1.3), we have f N (s) = c|t| λ − √ 2N t + z is convex such that
Proof of Proposition 2.2 Clearly, it follows from Theorem 1.3 (ii) that, the claim for a < 0 < b
where the first integral is E I( √ 2N (a + x) + W > c(a + x) λ ) by a change of variable z ′ = −z. We compete the proof of Proposition 2.2.
Proof of Proposition 2.3 for the bounds of PB
h α . We start with the drift function h(t) = c|t| λ −t 2 and α = 2, and then for the general bounds available
convex and thus 
Next, we verify D 0 (y) satisfies (2.1) by considering simplyf N (t) = (c 0 − √ 2N )t + z. Indeed, we havẽ
where the first integral equals
Similarly, the second integral equals ν ′ (b−x, c 0 ). The claim follows by the arbitrary of y ∈ [a, b]\{0}.
(ii) Bounds for PB
Hence,
Conversely, the sojourn time L h α (z, E) is increasing with respect to T involved in the time interval
is decreasing with respect to x ≥ 0. The claim follows. We complete the proof of Proposition 2.3.
Appendix
In Section 5.1, we discuss first PB h α (x, E) with drift function such that h(t) + t 2 is continuous and concave in Theorem 5.1, which is illustrated by Proposition 5.1 with h(t) = c |t| λ − t 2 , 0 < λ < 1 as well as its lower bounds in Proposition 5.2. Second, we present in Section 5.2 for the detailed calculations of Proposition 2.1.
Discussions on PB
h α with h(t) + t 2 being concave.
Recall the curve family f N (t) = f N (t, z), z ∈ R (recall (1.3) ) and the sojourn time L N (z) given by
Thus f N (t) is continuous and concave if and only if h(t) + t 2 is. Let thus s 1 < s 2 and t 1 < t 2 be the two random solutions of f N (s) = 0, s ∈ E and f N (t) = 0, t ∈ R, respectively if it holds that
(ii) If h(t) + t 2 , t ∈ R is continuous and concave, and the finite right derivative h 
Proof. (i) We decompose {L N (z) > x} according to the signs of f N (a) and f N (b). Given z ∈ R, since f N (s), s ∈ E is continuous and concave, we have the maximum f N (s
For the first case, we have by the concavity
and if there is a t 0 ∈ [a + x, b) such that f N (t 0 ) = 0, then it holds that f N (t) ≥ 0 for all t ∈ [a + x, b).
applies for the second case. Finally, for f N (a), f N (b) < 0 and f N (s * ) > 0, s ∈ E, it follows by the concavity of f N (s), s ∈ E that, there exist two different roots s 1 < s 2 of f N (s) = 0, s ∈ E. Therefore, b) . Consequently, the first desired claim follows.
(ii) For the first case, f N (t * ) is non-negative implies that f N (t) ≤ 0, t ∈ R, z ∈ (−∞, −h(0)). The rest cases follow by the concavity of
Therefore, we decompose {L N (z) > x} according to the three cases that f 
Similar arguments apply for the other two cases. We complete the proof of Theorem 5.1.
Here t 1 < t 2 are the solutions of f N (t) = 0, t ∈ R as its maximum f N (t * ) is greater than zero.
Proof. Clearly, it follows from Theorem 5.1 (ii) that, the claim for a < 0 < b holds since h
we have
We compete the proof of Proposition 5.1.
Here C 0 (y) and D 0 (y) are as in (2.1).
Proof. The main arguments are similar to those for Proposition 2.3. Let g(t) = c |t| λ , t ∈ [a, b], 0 < λ < 1, which is continuous and concave. Therefore, instead of (4.15), we have
with y ∈ E \ {0} and yt ≥ 0.
First, for a ≥ 0, we have by a change of variable z
Next, we deal with the case of a < 0 < b. Clearly, we have
where the second inequality holds by (5.3). Similar argument yields that
By the arbitrary of y, we complete the proof of Proposition 5.2. (ii) For λ = 1. We specify the following integral 
Explicit expressions of integrals involved in PB

