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A quantum probability measure ν is a function on a σ-algebra of subsets of a (locally compact and
Hausdorff) sample space that satisfies the formal requirements for a measure, but where the values
of ν are positive operators acting on a complex Hilbert space, and a quantum random variable is a
measurable operator valued function. Although quantum probability measures and random variables
are used extensively in quantum mechanics, some of the fundamental probabilistic features of these
structures remain to be determined. In this paper we take a step toward a better mathematical
understanding of quantum random variables and quantum probability measures by introducing a
quantum analogue for the expected value Eν [ψ] of a quantum random variable ψ relative to a
quantum probability measure ν. In so doing we are led to theorems for a change of quantum
measure and a change of quantum variables. We also introduce a quantum conditional expectation
which results in quantum versions of some standard identities for Radon-Nikody´m derivatives. This
allows us to formulate and prove a quantum analogue of Bayes’ rule.
PACS numbers: 02.30.Cj, 02.50.Cw, 03.65.Aa, 03.67.-a
Introduction
The probabilistic aspects of quantum theory have led mathematical and theoretical physicists to consider so-called
quantum analogues of commonly used notions in classical probability theory. By the term “quantum” one usually
means “operator valued.” Thus, in such language, a quantum probability measure is a function ν defined on a σ-
algebra F(X) of subsets of a sample space X such that ν satisfies the formal requirements of a measure, but where
the values of ν are not nonnegative real numbers, but rather they are quantum effects—namely, selfadjoint operators
acting on a complex Hilbert space such that, for every E ∈ F(X), the spectrum of the operator ν(E) is contained in
the closed unit interval of R.
The principal benefit of passing to quantum analogues of classical mathematics and classical physics is to be found
in the fact that the inherent structure of some object under study may have properties that are revealed only through
the use of quantum methods and are not observed at all through classical methods. There are many such examples
of this approach, such as the theory of operator spaces, which has clarified and enriched Banach space theory, and
noncommutative differential geometry, which has brought new tools to bear upon our understanding the physical
world.
Despite moving from real or complex numbers to selfadjoint or arbitrary Hilbert space operators, one nevertheless
wishes the quantum analogue to simultaneously capture the essence of the classical world and recover the classical world
when, in this later situation, the Hilbert space is assumed to be one-dimensional. In this regard, to be truly meaningful
any quantum analogue of a classical theory must overcome two unavoidable features: (i) the noncommutativity of
operator algebra, and (ii) the (partial) order structure in the real vector space of selfadjoint operators. To illustrate
this point, suppose that a and b are two positive operators acting on a Hilbert space. If H has dimension at least 2,
then it is possible that a and b do not commute and in this case neither ab nor ba will be a positive operator, unlike the
corresponding situation for real numbers or real-valued functions; however, b1/2ab1/2 and a1/2ba1/2 are both positive
operators regardless of whether a and b commute. (Here h1/2 is used to denote the unique positive square root of a
positive operator h.) Indeed, this process of symmetrisation to preserve positivity will be a recurring technique in our
work herein.
In this paper we introduce a quantum analogue of the expected value of a quantum random variable using an
operator valued integral introduced and studied in [2] and [4], and which has the properties one desires of an expected
value, such as linearity, monotonicity, and so forth. Furthermore, by introducing a multiplication ⊠ for the product of
a quantum random variable with a quantum Radon-Nikody´m derivative, we formulate and prove a quantum analogue
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2of the change of measure theorem. With this result we are then led to establish quantum analogues of some of the
fundamental features of the Radon-Nikody´m derivative such as quantum conditional expectation and the chain rule.
We also establish a formula for a change of quantum variables, a quantum conditional Jensen’s inequality, and a
quantum version of Bayes’ rule.
The theory of positive operator valued measures appears in quantum theory via the measurement postulate. While
conditional probabilities for quantum measurements have been considered in [7], [16] and, more recently, in [11],
conditional expectations are more problematic. Indeed, quantum formulations of conditional expectation and Bayes’
rule have yet to be settled from the epistemological perspective. Conditional expectations in operator algebras, as in
Section 9.2 of [14], are fairly natural, but do not necessarily directly capture probabilistic notions of immediate interest
to physicists. In this context, there are two questions to confront. (i) Does a given formulation of Bayes’ rule adhere
to the principles of quantum theory? (ii) What is the physical or ontological meaning of any mathematically valid
formulation of Bayesian inference in quantum theory? Concerning the second question, the recent literature reveals a
substantial body of discussion; we mention here the article [5] as an entry point into the debate. Concerning the first
point, one must keep in mind that obtaining information about a system in a given state generally alters the state of
the system, and so a quantum Bayes’ rule must take into account both the updating arising from information about
an event and the disturbing effects of measurement. In this regard, if ψ(x) ≡ ρ is a constant state-valued quantum
random variable on a quantum probability space (X,O(X), ν) and if F(X) is a sub-σ-algebra of known events, then
we view the quantum conditional expectation Eν [ψ|F(X)], as defined in §III, as a “state of belief” rather than a
“state of nature,” in keeping with the interpretation of the notion of conditional expectation put forward in [5].
I. QUANTUM CONDITIONAL EXPECTATION
A. Motivating concept: quantum averaging
A (classical) convex combination
∑n
j=1 tjψ(xj) of the values of a function ψ defined on a finite set X = {x1, . . . , xn}
can be viewed as the expected value of ψ relative to the probability distribution corresponding to the convex coefficients
t1, . . . , tn ∈ [0, 1]. That is, ∫
X
ψ dµ =
n∑
j=1
tjψ(xj) , (1)
where µ is the unique probability measure on the power set of X for which µ({xj}) = tj for each j. Observe that here
t1, . . . , tn are nonnegative real numbers that sum to 1, but there need not be any restriction whatsoever on where the
values of ψ lie other than that ψ(x1), . . . , ψ(xn) be contained in some vector space.
Suppose now that H is a complex Hilbert space and that B(H) is the C∗-algebra of bounded linear operators on
H. One would like to consider a quantised formulation of (1) so that if the values of ψ lie in B(H), then the convex
coefficients t1, . . . , tn do so as well. However, because B(H) is noncommutative, the sum in (1) will not in general
result in a positive operator, even if each tj and ψ(xj) are positive operators. To ensure preservation of positivity,
the summation in (1) must be symmetrised—see (2) below.
To this end, let B(H)+ denote the cone of positive operators and suppose that the sum of h1, . . . , hn ∈ B(H)+ is
the identity operator 1 ∈ B(H). If ψ : X → B(H) is a function, then the operator
n∑
j=1
h
1/2
j ψ(xj)h
1/2 (2)
is the quantum expected value of ψ is relative to the operator valued probability measure ν for which ν({xj}) = hj for
each j. The quantum average (2) preserves positivity; furthermore, it is suggestive and natural to use the notation
Eν [ψ] =
∫
X
ψ dν =
n∑
j=1
h
1/2
j ψ(xj)h
1/2 (3)
to denote the quantum expected value of ψ.
Although (2) is a generalised convex combination of operators ψ(x1), . . . , ψ(xn), this represents a special form of a
more general notion of nonclassical convexity. A C∗-convex combination of operators z1, . . . , zm ∈ B(H) is an operator
z of the form
z =
m∑
j=1
a∗jzjaj , where a1, . . . , am ∈ B(H) are such that
m∑
j=1
a∗jaj = 1 . (4)
3If Γ ⊂ B(H) is a nonempty subset, then the C∗-convex hull of Γ is the set C∗convΓ consisting of all operators z of the
form (4), where m ∈ N is arbitrary and z1, . . . , zm ∈ Γ. The C∗-convex hull is, in general, not a closed set; however,
it is known [3] that if Γ is compact and the dimension d of H is finite, then C∗convΓ is compact. In particular, the
C∗-convex hull of a single operator z ∈ B(H), namely
C∗conv {z} =


m∑
j=1
a∗jzaj : m ∈ N,
m∑
j=1
a∗jaj = 1

 , (5)
is compact and, as shown in [3], the number m of summands a∗jzaj required to exhaust C
∗conv {z} is uniformly
bounded above by a polynomial in the (finite) dimension d of the Hilbert space H.
B. Measure and integration
Henceforth X shall denote a locally compact Hausdorff space and F(X) a σ-algebra of subsets of X . A particular
σ-algebra of interest is the σ-algebra of Borel sets of X , which is denoted by O(X).
Assume that H is a separable Hilbert space with canonical trace functional Tr(·). A density operator, or state, on
H is a positive trace-class operator ρ such that Tr(ρ) = 1; the set of all density operators is denoted by S(H).
A function ν : F(X)→ B(H) is called a positive operator valued measure on (X,F(X)) if
1. ν(E) ∈ B(H)+ for every E ∈ F(X),
2. ν(X) 6= 0, and
3. for every countable collection {Ek}k∈N ⊆ F(X) with Ej ∩Ek = ∅ for j 6= k we have
ν
(⋃
k∈N
Ek
)
=
∑
k∈N
ν(Ek)
where the convergence on the right side of the equation above is with respect to the σ-weak topology of B(H).
We will write POVMH(X,F(X)) for the set of all positive operator valued measures on (X,F(X)) with values
in B(H). In the case that F(X) = O(X), we will drop the O(X) from the notation and write POVMH(X). By
POVM1H(X,F(X)) we mean those ν ∈ POVMH(X,F(X)) satisfying ν(X) = 1 and similarly for POVM
1
H(X). Such
a ν will often be called either a positive operator valued probability measure or a quantum probability measure.
A function ψ : X → B(H) is said to be F(X)-measurable if, for every state (that is, density operator) ρ ∈ B(H),
the complex-valued function ωρ : X → C given by
ωρ(x) = Tr(ρψ(x))
is F(X)-measurable (in the sense that ω−1ρ (U) ∈ F(X) for every open set U ⊂ C).
Each ν ∈ POVMH(X,F(X)) gives rise to a measure µ = µν on (X,F(X)) via
µ(E) = Tr (ν(E)) , E ∈ F(X) . (6)
If H has finite dimension d, then the measure µ above is assumed to be normalised to
µ =
1
d
Tr ◦ν (7)
so that µ is a probability measure if ν is. As explained in [2], the Radon-Nikody´m derivative dν/dµ is a quantum
random variable X → B(H)+ and admits a measurable positive square root (dν/dµ)
1/2
.
Definition I.1. If ψ : X → B(H) is a quantum random variable and if ν ∈ POVMH(X), then ψ is said to be
ν-integrable if for every state ρ the complex-valued function ψρ : X → C defined by
ψρ(x) = Tr
(
ρ
(
dν
dµ
(x)
)1/2
ψ(x)
(
dν
dµ
(x)
)1/2)
(8)
4is µ-integrable. In this case, the integral of ψ with respect to ν is the unique operator
∫
X ψ dν on H with the property
that
Tr
(
ρ
∫
X
ψ dν
)
=
∫
X
ψρ dµ
for every state ρ.
Definition I.2. If ν ∈ POVM1H(X), then the quantum expectation (or quantum expected value) of ψ relative to the
quantum probability measure ν is the operator denoted by Eν [ψ] and defined by
Eν [ψ] =
∫
X
ψ dν .
C. Properties of quantum expectation
We focus now on a finite-dimensional Hilbert space H, a compact Hausdorff space X , and the σ-algebra O(X)
of Borel sets, although several aspects of the following theorem remain true for arbitrary Hilbert spaces H, locally
compact X , and arbitrary σ-algebras F(X).
In what follows below, χE denotes the indicator (that is, characteristic) function of E ∈ O(X), C(X) is the abelian
C∗-algebra of all complex-valued continuous functions on a compact Hausdorff space X , and a unital completely
positive linear map E : B(H)→ B(H) is a conditional expectation if E ◦ E = E .
Theorem I.3. If H is a Hilbert space of finite dimension d, X is compact, ν ∈ POVM1H(X), and ψ, ψ1, ψ2 : X → B(H)
are quantum random variables, then the following assertions hold:
1. (Generalised linearity) Eν [̺1ψ1 + ̺2ψ2] = ̺1Eν [ψ1] + ̺2Eν [ψ2] for all ̺1, ̺2 ∈ B(H) that commute with the
range of dν/dµ;
2. (Monotonicty) Eν [ψ] ∈ B(H)+ if ψ(x) ∈ B(H)+ for µ-almost all x ∈ X;
3. (Additivity) if E,F ∈ O(X) are such that E ∩ F = ∅, then Eν [χE∪Fψ] = Eν [χEψ] + Eν [χFψ];
4. (Finitely supported measures) if ν is supported on a finite set {x1, . . . , xn} ⊂ X, then
Eν [ψ] =
n∑
j=1
h
1/2
j ψ(xj)h
1/2
j ,
where hj = ν({xj}) for j = 1, . . . , n;
5. (Complete positivity) the map φν : C(X)⊗ B(H)→ B(H) defined by
φν(f) =
∫
X
f dν
is a unital completely positive linear map;
6. (Jensen’s inequality) if J ⊂ R is an open interval containing a closed interval [α, β], and if ψ(x) is selfadjoint
and has spectrum contained in [α, β] for every x ∈ X, then
ϑ
(∫
X
ψ dν
)
≤
∫
X
ϑ ◦ ψ dν ,
for every operator convex function ϑ : J → R;
7. (Quantum expectation of constant functions) the linear map Eν : B(H)→ B(H) defined by
Eν(z) =
∫
X
z dν , z ∈ B(H),
is a unital quantum channel—hence, Eν [ρ] is a state for every state ρ;
58. (Fixed points) the set Aν = {z ∈ B(H) : Eν [z] = z} is a unital C∗-subalgebra of B(H);
9. (Ergodic Property) there exists a trace-preserving conditional expectation Eν : B(H)→ B(H) with range Aν such
that
lim
N→∞
1
N

I + N−1∑
j=1
Ev ◦ · · · ◦ Eν︸ ︷︷ ︸
j

 = Eν .
Proof. Statements (1) to (4) follow readily from the definitions (and do not require H to be of finite dimension or X
to be compact). Statement (5) is established in [2] and statement (6) is the main result of [4].
For the proof of (7), by Corollary 3.4 of [2] there is a net {να}α ⊂ POVM
1
H(X) such that each να has finite support
and ∫
X
f dνα →
∫
X
f dν
for every continuous function f : X → B(H). Hence, by assertion (4), for each α there exist mα ∈ N, distinct points
x1,α, . . . , xmα,α ∈ X , and quantum effects h1,α, . . . , hmα,α such that∫
X
f dνα =
mα∑
j=1
h
1/2
j,α f(xj,α)h
1/2
j,α
for every f ∈ C(X)⊗ B(H).
Now fix z ∈ B(H) and consider the constant function f(x) ≡ z, which is trivially continuous. Thus,∫
X
z dν = lim
α
mα∑
j=1
h
1/2
j,α zh
1/2
j,α ∈ (C
∗conv {z})
‖·‖
,
where Ω
‖·‖
denotes the closure in the norm-topology of a subset Ω ⊂ B(H). As mentioned earlier, the set C∗conv {z}
is already compact. Thus,
Eν(z) ∈ C
∗conv {z} .
Using the fact that the trace functional is continuous, we also deduce from the same approximation that
Tr (Eν(z)) = Tr

lim
α
mα∑
j=1
h
1/2
j,α zh
1/2
j,α

 = lim
α
mα∑
j=1
Tr
(
h
1/2
j,α zh
1/2
j,α
)
= lim
α
Tr

z mα∑
j=1
hj,α

 = Tr(z) ,
which proves that Eν is trace preserving. The function Eν is also unit preserving since ν(X) = 1. Therefore, what
remains is to verify that Eν is completely positive.
To this end, select k ∈ N and consider Mk (B(H)). We are to prove that if [zij ]ki,j=1 is positive in Mk (B(H)), then
[Eν(zij)]ki,j=1 is positive as well. For each α, the linear map Eνα is given by
Eνα(z) =
mα∑
j=1
h
1/2
j,α zh
1/2
j,α , z ∈ B(H) , where
mα∑
j=1
hj,α = 1 .
Thus, Eνα has the structure of a unital quantum channel. Therefore, each Eνα is completely positive, and so
[Eνα(zij)]
k
i,j=1is positive and the equation
[Eν(zij)]i,j =
[
lim
α
Eνα(zij)
]
i,j
= lim
α
([Eνα(zij)]i,j)
expresses [Eν(zij)]i,j as a limit of positive operators. Hence, [Eν(zij)]i,j is positive, which implies that Eν is completely
positive.
To prove (8), it is well known [9], [12] that the fixed points of a unital quantum channel form a C∗-algebra. Therefore,
the fixed point space Aν of Eν is a unital C∗-algebra.
Lastly, the ergodic property (9) is an immediate consequence of Corollary 5.3 in [1] applied to the unital quantum
channel Eν .
6II. CALCULUS
A. Radon-Nikody´m theorem
Definition II.1. If ν1, ν2 ∈ POVMH(X,F(X)), then ν2 is absolutely continuous with respect to ν1, which we denote
by ν2 ≪ac ν1, if ν2(E) = 0 for every E ∈ F(X) with ν1(E) = 0.
For the remainder of the present paper, the notation a−1 for positive operator a ∈ B(H) refers to a generalised
inverse. That is, by way of the spectral theorem, a−1 for a ∈ B(H)+ is defined by
a−1 =
∑
λj 6=0
1
λj
pj , (9)
where p1, . . . , pm ∈ B(H) are (pairwise-othogonal) projections such that p1+ · · ·+ pm = 1, λ1, . . . , λm are the distinct
eigenvalues of a, and a = λ1p1 + · · · + λmpm is the spectral decomposition of a. In the case where no eigenvalue of
a is zero, the definition of a−1 given in (9) above recovers the inverse of a in the usual sense. However, in general,
a−1a = aa−1 = q, where q ∈ B(H) is the (unique) projection onto the range of a with kernel satisfying ker q = ker a.
The following Radon-Nikody´m theorem is given in Theorem 2.7 of [2].
Theorem II.2. If ν1, ν2 ∈ POVMH(X,F(X)) and H is of finite dimension, then the following statements are
equivalent.
1. ν2 ≪ac ν1.
2. There exists a bounded ν1-integrable F(X)-measurable function ϕ : (X,F(X)) → B(H), unique up to sets of
ν1-measure zero, such that
ν2(E) =
∫
E
ϕdν1 (10)
for every E ∈ F(X).
Moreover, if the equivalent conditions above hold and if µj = µνj is the finite Borel measure induced by νj as given
in (7), then µ2 ≪ac µ1 and
ϕ =
(
dµ2
dµ1
)[(
dν1
dµ1
)−1/2(
dν2
dµ2
)(
dν1
dµ1
)−1/2]
. (11)
Definition II.3. The quantum random variable ϕ arising in Theorem II.2 is called the Radon-Nikody´m derivative of
ν2 with respect to ν1 and is denoted by
dν2
dν1
= ϕ.
B. Change of quantum measure
The geometric mean of two positive operators was first introduced in [15] and its basic properties were further
examined in [10]. If a, b ∈ B(H)+ are both invertible, then the geometric mean of a and b is the positive operator
a#b defined by
a#b = a1/2(a−1/2ba−1/2)1/2a1/2. (12)
Note that
(a−1/2ba−1/2)1/2 = a−1/2(a#b)a−1/2
which implies
(a1/2ba1/2)1/2 = a1/2(a−1#b)a1/2. (13)
If a, b ∈ B(H)+ are non-invertible, then a#b is defined by
a#b = lim
ε→0+
(a+ ε1)#(b+ ε1) , (14)
with convergence in the strong operator topology.
7Definition II.4. Suppose that ν1, ν2 ∈ POVM
1
H(X) with ν2 ≪ac ν1 and that µj = µνj is the induced Borel
probability measures, as given in (7), for each j = 1, 2. If ψ : X → B(H) is a quantum random variable, then
ψ ⊠
dν2
dν1
=
((
dν1
dµ1
)−1
#
dν2
dν1
)(
dν1
dµ1
)1/2
ψ
(
dν1
dµ1
)1/2((
dν1
dµ1
)−1
#
dν2
dν1
)
. (15)
Remark. In the commutative setting—and, in particular, in the classical case of H = C—the multiplication defined
by (15) reduces to ordinary multiplication. That is, if a, b ∈ B(H)+ commute, then a#b = a1/2b1/2 = b1/2a1/2 = b#a.
Thus, if ψ, dν1/dµ1, and dν2/dν1 are pairwise commuting, then
ψ ⊠
dν2
dν1
= ψ
dν2
dν1
=
dν2
dν1
ψ.
We will now state and prove one of our primary results, the change of quantum measure theorem.
Theorem II.5 (Change of Quantum Measure). Assume that H has finite dimension and that ν1, ν2 ∈ POVM
1
H(X)
satisfy ν2 ≪ac ν1. If ψ : X → B(H) is a ν2-integrable quantum random variable, then
ψ ⊠
dν2
dν1
as defined in (15) is a ν1-integrable quantum random variable and
Eν2 [ψ] = Eν1
[
ψ ⊠
dν2
dν1
]
.
Proof. Assume that ν2 ≪ac ν1 and for j = 1, 2 let µj = µνj be the induced Borel probability measures so that
ν2 ≪ac µ2 ≪ac ν1 ≪ac µ1. We know from (11) that
dν2
dν1
=
dµ2
dµ1
[(
dν1
dµ1
)−1/2
dν2
dµ2
(
dν1
dµ1
)−1/2]
,
and so (
dν1
dµ1
)1/2
dν2
dν1
(
dν1
dµ1
)1/2
=
dµ2
dµ1
dν2
dµ2
. (16)
Let ψ : X → B(H) be a ν2-integrable quantum random variable and consider Eν2 [ψ]. By definition of the quantum
integral,
Tr(ρEν2 [ψ]) =
∫
X
Tr
(
ρ
(
dν2
dµ2
)1/2
ψ
(
dν2
dµ2
)1/2)
dµ2
for every state ρ ∈ B(H). However, by the classical change of measure theorem, we can write
∫
X
Tr
(
ρ
(
dν2
dµ2
)1/2
ψ
(
dν2
dµ2
)1/2)
dµ2 =
∫
X
Tr
(
ρ
(
dν2
dµ2
)1/2
ψ
(
dν2
dµ2
)1/2)
dµ2
dµ1
dµ1
=
∫
X
Tr
(
ρ
(
dµ2
dµ1
dν2
dµ2
)1/2
ψ
(
dµ2
dµ1
dν2
dµ2
)1/2)
dµ1.
Using (16), we find
∫
X
Tr
(
ρ
(
dµ2
dµ1
dν2
dµ2
)1/2
ψ
(
dµ2
dµ1
dν2
dµ2
)1/2)
dµ1
=
∫
X
Tr

ρ
((
dν1
dµ1
)1/2
dν2
dν1
(
dν1
dµ1
)1/2)1/2
ψ
((
dν1
dµ1
)1/2
dν2
dν1
(
dν1
dµ1
)1/2)1/2 dµ1
8and so as a consequence of (13),
∫
X
Tr

ρ
((
dν1
dµ1
)1/2
dν2
dν1
(
dν1
dµ1
)1/2)1/2
ψ
((
dν1
dµ1
)1/2
dν2
dν1
(
dν1
dµ1
)1/2)1/2 dµ1
=
∫
X
Tr
(
ρ
(
dν1
dµ1
)1/2((
dν1
dµ1
)−1
#
dν2
dν1
)(
dν1
dµ1
)1/2
ψ
(
dν1
dµ1
)1/2((
dν1
dµ1
)−1
#
dν2
dν1
)(
dν1
dµ1
)1/2)
dµ1.
Hence, by Definition II.4, since
ψ ⊠
dν2
dν1
=
((
dν1
dµ1
)−1
#
dν2
dν1
)(
dν1
dµ1
)1/2
ψ
(
dν1
dµ1
)1/2((
dν1
dµ1
)−1
#
dν2
dν1
)
,
substituting back into the previous expression and following the chain of equalities we deduce that∫
X
Tr
(
ρ
(
dν2
dµ2
)1/2
ψ
(
dν2
dµ2
)1/2)
dµ2 =
∫
X
Tr
(
ρ
(
dν1
dµ1
)1/2
ψ ⊠
dν2
dν1
(
dν1
dµ1
)1/2)
dµ1.
However, this is exactly the statement that
ψ ⊠
dν2
dν1
is ν1-integrable and that
Eν2 [ψ] = Eν1
[
ψ ⊠
dν2
dν1
]
,
which completes the proof.
C. Change of quantum variables
Since the law of a random variable is a probability measure on the state space, this is, of course, what one needs when
considering integrating with respect to the law. Classically, the expectation of a random variable is rigorously defined
as a Lebesgue integral with respect to a probability measure on the sample space. However, instead of computing
this integral directly, the change of variables formula allows one to compute an integral with respect to a probability
measure on the state space. If the state space is R, then the distribution function of the random variable characterizes
its law and so the Lebesgue integral with respect to the law is equal to a Riemann-Stieltjes integral with respect to the
distribution function which in turn reduces to an ordinary Riemann integral with respect to the density function of
the random variable provided the law is absolutely continuous with respect to Lebesgue measure. As we will explain
shortly, in the quantum case we have an analogous result equating two operators, namely the expected value of a
quantum random variable and a particular integral with respect to the law of that quantum random variable.
Recall that if ν ∈ POVM1X(H), then we call (X,O(X), ν) a quantum probability space. If we now consider the
quantum random variable ψ : X → B(H), then ψ−1(B) ∈ O(X) for every B ∈ O(B(H)). Thus, the measure
m = mψ ∈ POVM
1
H(B(H)) induced by ψ on B(H) and given by
m(B) = ν(ψ−1(B)), B ∈ O(B(H)),
is called the law of ψ.
It is especially important to note that if µ is the Borel probability measure on (X,O(X)) induced by ν as in (7) and
ℓ denotes the Borel probability measure on (B(H),O(B(H)) induced by m, then ℓ satisfies, for d-dimensional Hilbert
space,
ℓ(B) =
1
d
Tr(m(B)) =
1
d
Tr(ν(ψ−1(B))) = µ(ψ−1(B)).
In this case, since (X,O(X), µ) and (B(H),O(B(H)), ℓ) are both classical probability spaces, we can immediately
conclude from the usual change of variables formula that if f : B(H) → B(H) is m-integrable in the sense of
Definition I.1, then ∫
X
fρ(ψ(x)) dµ(x) =
∫
B(H)
fρ(a) dℓ(a) (17)
9where fρ is given by (8). In fact, with a bit of work we can use this equation to help establish the change of quantum
variables formula.
Theorem II.6 (Change of Quantum Variables). Assume that H has finite dimension d and that (X,O(X), ν)
is a quantum probability space. Let ψ : X → B(H) be a ν-integrable quantum random variable with law m ∈
POVM1H(B(H)). If f : B(H)→ B(H) is m-integrable, then∫
B(H)
f(a) dm(a) =
∫
X
f(ψ(x)) dν(x).
In particular, Eν [ψ] = E(ψ), where
E(ψ) =
∫
B(H)
a dm(a).
To prove Theorem II.6, we require the following lemma.
Lemma II.7. If (X,O(X), ν) is a quantum probability space and ψ : X → B(H) is a quantum random variable with
law m ∈ POVM1H(B(H)), then
dν
dµ
(x) =
dm
dℓ
(ψ(x))
where µ is the Borel probability measure on (X,O(X)) induced by ν as in (7) and ℓ is the Borel probability measure
on (B(H),O(B(H)) induced by m.
Proof. We know that
ν(E) =
∫
E
dν
dµ
(x) dµ(x) for every E ∈ O(X)
and
m(B) =
∫
B
dm
dℓ
(a) dℓ(a) for every B ∈ O(B(H)).
Moreover, m(B) = ν(ψ−1(B)) so that
ν(ψ−1(B)) =
∫
ψ−1(B)
dν
dµ
(x) dµ(x) =
∫
B
dm
dℓ
(a) dℓ(a) = m(B). (18)
However, using the classical change of variables theorem, we find∫
B
dm
dℓ
(a) dℓ(a) =
∫
ψ−1(B)
dm
dℓ
(ψ(x)) dµ(x). (19)
Thus, we conclude from (18) and (19) that∫
ψ−1(B)
dν
dµ
(x) dµ(x) =
∫
ψ−1(B)
dm
dℓ
(ψ(x)) dµ(x)
for every B ∈ O(B(H)). By the uniqueness of the principal Radon-Nikody´m derivative, this implies that
dν
dµ
(x) =
dm
dℓ
(ψ(x))
as required.
We will now complete the proof of the change of variables formula.
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Proof of Theorem II.6. If f : B(H)→ B(H), then
fρ(a) = Tr
(
ρ
(
dm
dℓ
(a)
)1/2
f(a)
(
dm
dℓ
(a)
)1/2)
by (8), and so it follows from Lemma II.7 that if a = ψ(x), then
fρ(ψ(x)) = Tr
(
ρ
(
dm
dℓ
(ψ(x))
)1/2
f(ψ(x))
(
dm
dℓ
(ψ(x))
)1/2)
= Tr
(
ρ
(
dν
dµ
(x)
)1/2
(fψ)(x)
(
dν
dµ
(x)
)1/2)
= (fψ)ρ(x). (20)
Hence, it follows from (17) and (20) that∫
X
(fψ)ρ(x) dµ(x) =
∫
X
fρ(ψ(x)) dµ(x) =
∫
B(H)
fρ(a) dℓ(a).
Because
Tr
(
ρ
∫
X
fψ dν
)
=
∫
X
(fψ)ρ dµ =
∫
B(H)
fρ dℓ = Tr
(
ρ
∫
B(H)
f dm
)
for every state ρ, we conclude that ∫
X
(fψ) dν =
∫
B(H)
f dm.
In particular, if f : B(H)→ B(H) is the identity map f(a) = a, then
Eν [ψ] =
∫
X
ψ(x) dν(x) =
∫
B(H)
a dm(a)
as required.
Remark. We can completely mimic the classical notation as follows. Let (X,O(X), ν) be a quantum probability
space. If A : X → B(H) is the quantum random variable x 7→ A(x) = a and m = ν ◦ A−1 is the law of A, then
Eν [A] = E(A) where
E(A) =
∫
B(H)
a dm(a).
D. Chain rules
We end this section with two results for Radon-Nikody´m derivatives that are consequences of the change of quantum
measure theorem.
Theorem II.8. If ν1, ν2, ν3 ∈ POVM
1
H(X) with ν1 ≪ac ν2 ≪ac ν3, then
dν1
dν2
⊠
dν2
dν3
=
dν1
dν3
.
Proof. Since ν1 ≪ac ν2, it follows from Theorem II.2 that
ν1(E) =
∫
E
dν1
dν2
dν2 (21)
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for every E ∈ O(X). Since ν1 ≪ac ν3, it follows from Theorem II.2 that
ν1(E) =
∫
E
dν1
dν3
dν3 (22)
for every E ∈ O(X). Since ν2 ≪ac ν3, it follows from Theorem II.5 that∫
E
dν1
dν2
dν2 =
∫
X
(
dν1
dν2
χE
)
dν2 =
∫
X
(
dν1
dν2
χE
)
⊠
dν2
dν3
dν3 =
∫
E
dν1
dν2
⊠
dν2
dν3
dν3 (23)
for every E ∈ O(X). Thus, by equating (21) and (22), we conclude as a result of (23) that∫
E
dν1
dν2
⊠
dν2
dν3
dν3 =
∫
E
dν1
dν3
dν3
for every E ∈ O(X) which implies that
dν1
dν2
⊠
dν2
dν3
=
dν1
dν3
as required.
Corollary II.9. If ν1, ν2 ∈ POVM
1
H(X) with ν2 ≪ac ν1 and ν1 ≪ac ν2, then
dν1
dν2
⊠
dν2
dν1
=
dν2
dν1
⊠
dν1
dν2
= 1.
Proof. If we set ν3 = ν1, then Theorem II.8 implies
dν1
dν2
⊠
dν2
dν1
=
dν1
dν1
= 1.
Similarly,
dν2
dν1
⊠
dν1
dν2
=
dν2
dν2
= 1
and the proof is complete.
III. QUANTUM CONDITIONAL EXPECTATION AND BAYES’ RULE
A. Quantum conditional expectation
We now introduce the concept of quantum conditional expectation. Recall that in the classical case the conditional
expectation is defined as a particular random variable possessing certain properties. We show here the quantum
analogue has the same feature.
Theorem III.1. Suppose that H has finite dimension, ν ∈ POVM1H(X), and that ψ : X → B(H)+ is a ν-integrable
quantum random variable with Eν [ψ] 6= 0. If F(X) is a sub-σ-algebra of O(X), then there exists a function ϕ : X →
B(H) such that
1. ϕ is F(X)-measurable,
2. ϕ is ν-integrable, and
3. Eν [ψχE ] = Eν [ϕχE ] for every E ∈ F(X).
Moreover, if ϕ˜ is any other ν-integrable F(X)-measurable function satisfying Eν [ψχE ] = Eν [ϕ˜χE ] for every E ∈
F(X), then ν({x ∈ X : ϕ(x) 6= ϕ˜(x)}) = 0.
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Proof. Suppose that ν ∈ POVM1H(X) and that ψ : X → B(H)+ is a ν-integrable quantum random variable. Let
ν′ = ν|F(X) be the restriction of ν to F(X) so that ν
′ ∈ POVMH(X,F(X)). Consider the positive operator valued
measure ν˜ ∈ POVMH(X,F(X)) defined for E ∈ F(X) by
ν˜(E) =
∫
E
ψ dν′ =
∫
E
ψ dν = Eν [ψχE ] .
Since ν˜ ≪ac ν′, it follows from Theorem II.2 that there exists a ν′-integrable F(X)-measurable function ϕ unique up
to sets of ν′-measure 0 such that
ν˜(E) =
∫
E
ϕdν′ =
∫
E
ϕdν = Eν [ϕχE ]
for every E ∈ F(X). Hence, ν˜(E) = Eν [ψχE ] = Eν [ϕχE ] for every E ∈ F(X) and the proof is complete. As a final
comment, it is perhaps worth noting that Theorem II.2 also implies that
ϕ =
dν˜
dν′
,
the Radon-Nikody´m derivative of ν˜ with respect to ν′.
Definition III.2. Suppose that ν ∈ POVM1H(X) and that ψ : X → B(H)+ is a quantum random variable with
Eν [ψ] 6= 0. Suppose further that F(X) is a sub-σ-algebra of O(X). A quantum random variable ϕ : X → B(H)
satisfying the three properties of Theorem III.1 is called a version of quantum conditional expectation of ψ given F(X)
relative to ν and is denoted by ϕ = Eν [ψ|F(X)].
Remark. A consequence of Theorem III.1 is that any two versions ϕ and ϕ˜ of Eν [ψ|F(X)] satisfy ν({x ∈ X : ϕ(x) 6=
ϕ˜(x)}) = 0. Thus, instead of saying “ϕ = Eν [ψ|F(X)] ν-almost surely” we will identify different versions and say
that Eν [ψ|F(X)] is the quantum conditional expectation of ψ given F(X) relative to ν. Hence, ϕ = Eν [ψ|F(X)] is
an F(X)-measurable quantum random variable ϕ : X → B(H) with the property that
Eν [ψχE ] = Eν [ϕχE ]
for every E ∈ F(X).
We now collect several elementary properties of quantum conditional expectation that are notationally analogous
to properties of classical conditional expectation.
Proposition III.3. If H has finite dimension, ν ∈ POVM1H(X), and ψ, ψ1, ψ2 : X → B(H)+ are ν-integrable
F(X)-measurable quantum random variables such that Eν [ψ] 6= 0 and Eν [ψj ] 6= 0, for j = 1, 2, then
1. Eν [ψ] = Eν [Eν [ψ|F(X)]],
2. Eν [ψ|F(X)] = ψ, and
3. Eν [̺1ψ1 + ̺2ψ2|F(X)] = ̺1Eν [ψ1|F(X)] + ̺2Eν [ψ2|F(X)] for all ̺1, ̺2 ∈ B(H) that commute with the range
of dν/dµ.
Proof. The quantum conditional expectation ϕ = Eν [ψ|F(X)] satisfies
∫
E
ψ dν =
∫
E
ϕdν for every E ∈ F(X). Since
X ∈ F(X), we conclude
Eν [ψ] =
∫
X
ψ dν =
∫
X
ϕdν =
∫
X
Eν [ψ|F(X)] dν = Eν [Eν [ψ|F(X)]] ,
which proves (1).
For (2), suppose that ϕ = Eν [ψ|F(X)]. Since ψ : X → B(H)+ is assumed to be F(X)-measurable and ν-integrable,
and since it is a tautology that Eν [ψχE ] = Eν [ψχE ] for every E ∈ F(X), we conclude that ν({x ∈ X : ϕ(x) 6=
ψ(x)}) = 0. Hence, Eν [ψ|F(X)] = ψ (ν-almost surely) as required.
Assertion (3) follows from an application of the definition of quantum conditional expectation and statement (1) of
Theorem I.3.
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B. Quantum Bayes’ rule
We now prove a quantum version of Bayes’ rule which can be thought of as a generalisation of the change of quantum
measure theorem, or as a special case of the chain rule for Radon-Nikody´m derivatives. Although it is not immediately
apparent from the statement of the quantum Bayes’ rule, the random variables which are being multiplied by the ⊠
operator are actually Radon-Nikody´m derivatives of certain positive operator valued measures (so that Definition II.4
does, in fact, apply).
Theorem III.4 (Quantum Bayes’ Rule). Suppose that H has finite dimension and that ν1, ν2 ∈ POVM
1
H(X) with
ν2 ≪ac ν1 and ν1 ≪ac ν2. If ψ : X → B(H)+ is a quantum random variable with Eν2 [ψ] 6= 0 and F(X) is a
sub-σ-algebra of O(X), then
Eν2 [ψ|F(X)]⊠ Eν1
[
dν2
dν1
∣∣∣∣F(X)
]
= Eν1
[
ψ ⊠
dν2
dν1
∣∣∣∣F(X)
]
. (24)
Proof. Suppose that F(X) is a sub-σ-algebra of O(X). Let ν′1 = ν1|F(X) be the restriction of ν1 to F(X), and
similarly let ν′2 = ν2|F(X). Define the measure ν˜1 by setting
ν˜1(E) =
∫
E
ψ ⊠
dν2
dν1
dν′1
for E ∈ F(X), and similarly define the measure ν˜2 by setting
ν˜2(E) =
∫
E
ψ dν′2
for E ∈ F(X). Note that ν′1, ν˜1, ν
′
2, ν˜2 ∈ POVMH(X,F(X)) with ν˜1 ≪ac ν
′
1 and ν˜2 ≪ac ν
′
2. Using the Radon-Nikody´m
theorem (Theorem II.2) combined with the change of quantum measure theorem (Theorem II.5), we conclude that
ν˜2(E) =
∫
E
dν˜2
dν′2
dν′2 =
∫
E
dν˜2
dν′2
⊠
dν′2
dν′1
dν′1 (25)
for every E ∈ F(X). Theorem II.2 also implies that
ν˜1(E) =
∫
E
dν˜1
dν′1
dν′1 (26)
for every E ∈ F(X). However, the change of quantum measure theorem tells us that ν˜1 = ν˜2; that is,
ν˜2(E) =
∫
E
ψ dν′2 =
∫
X
ψχE dν
′
2 =
∫
X
(ψχE)⊠
dν2
dν1
dν′1 =
∫
E
ψ ⊠
dν2
dν1
dν′1 = ν˜1(E) (27)
for every E ∈ F(X). Thus, as a result of (27), by combining (25) and (26), we conclude that∫
E
dν˜2
dν′2
⊠
dν′2
dν′1
dν′1 =
∫
E
dν˜1
dν′1
dν′1
for every E ∈ F(X) which is to say that
dν˜2
dν′2
⊠
dν′2
dν′1
=
dν˜1
dν′1
. (28)
However, by Theorem III.1 and the definition of quantum conditional expectation, we know that
Eν2 [ψ|F(X)] =
dν˜2
dν′2
, Eν1
[
dν2
dν1
∣∣∣∣F(X)
]
=
dν′2
dν′1
, and Eν1
[
ψ ⊠
dν2
dν1
∣∣∣∣F(X)
]
=
dν˜1
dν′1
which implies that (28) is equivalent to
Eν2 [ψ|F(X)]⊠ Eν1
[
dν2
dν1
∣∣∣∣F(X)
]
= Eν1
[
ψ ⊠
dν2
dν1
∣∣∣∣F(X)
]
as required.
Remark. In classical probability theory, by taking the trivial σ-algebra F(X) = {∅, X}, the change of measure
theorem can be recovered as a special case of Bayes’ rule. However, to establish the same statement in the quantum
case requires Eν [Eν [ψ]] = Eν [ψ], which in general is not true (even for constant ψ).
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C. Quantum conditional Jensen’s inequality
Theorem III.5 (Quantum Conditional Jensen’s Inequality). Assume that H has finite dimension, ν ∈ POVM1H(X),
and J ⊂ R is an open interval containing a closed interval [α, β]. If ψ : X → B(H) is a quantum random variable for
which ψ∗ = ψ and the eigenvalues of every ψ(x) are contained within [α, β], then
Eν [ϑ(ψ)|F(X)] ≥ ϑ (Eν [ψ|F(X)])
for every operator convex function ϑ : J → R.
Proof. Suppose that ω = Eν [ϑ(ψ)|F(X)] so that∫
E
ω dν =
∫
E
ϑ(ψ) dν
for every E ∈ F(X). Since ϑ is operator convex, we know from [4] that∫
E
ϑ(ψ) dν ≥ ϑ
(∫
E
ψ dν
)
. (29)
However, if ϕ = Eν [ψ|F(X)] so that ∫
E
ϕdν =
∫
E
ψ dν
for every E ∈ F(X), then (29) implies
ϑ
(∫
E
ψ dν
)
= ϑ
(∫
E
ϕdν
)
for every E ∈ F(X). In other words, we have shown that∫
E
ω dν ≥ ϑ
(∫
E
ϕdν
)
for every E ∈ F(X) which implies that
Eν [ϑ(ψ)|F(X)] ≥ ϑ (Eν [ψ|F(X)])
as required.
IV. COMPUTING THE QUANTUM CONDITIONAL EXPECTATION: AN EXAMPLE
Assume that X = {x1, x2, . . . , xn} so that O(X) is the power set of X . Consider the sub-σ-algebra F(X) =
{∅, {x1}, {x2, . . . , xn}, X}. Choose ν ∈ POVM
1
H(X) with support X ; thus hj = ν({xj}) is a nonzero positive operator
for every j = 1, . . . , n. To simplify the discussion, we also assume each hj is invertible. Suppose that ψ : X → B(H)+
is a quantum random variable such that Eν [ψ] 6= 0. Our aim is to compute Eν [ψ|F(X)], the quantum conditional
expectation of ψ with respect to F(X) relative to ν.
Let ϕ = Eν [ψ|F(X)] so that ϕ : (X,F(X)) → B(H) is an F(X)-measurable quantum random variable with the
property that Eν [ψχE ] = Eν [ϕχE ] for every E ∈ F(X). Theorem III.1 asserts that the quantum random variable ϕ
is a particular Radon-Nikody´m derivative, which we will now determine explicitly. Let ν′ = ν|F(X) be the restriction
of ν to F(X) so that ν′({x1}) = ν({x1}) = h1 and
ν′({x2, . . . , xn}) = ν({x2, . . . , xn}) =
n∑
j=2
ν({xj}) =
n∑
j=2
hj = 1− h1 . (30)
With µ′ = (1/d)Tr ◦ν′ we obtain
dν′
dµ′
= d
(
χ{x1}
Tr(h1)
)
h1 + d
(
χ{x2,...,xn}
Tr(1− h1)
)
(1 − h1) . (31)
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Define a measure ν˜ : F(X) → B(H) by setting ν˜(E) =
∫
E ψ dν
′ for E ∈ F(X). Thus, ϕ = Eν [ψ|F(X)] = dν˜/dν′,
and our goal is to compute the value of ϕ(xk) for k = 1, 2, . . . , n. Now with E = {x2, . . . , xn}, equation (31) yields
(
χE
dν′
dµ′
)1/2
= χE
√
d
Tr(1 − h1)
(1− h1)
1/2. (32)
We now claim that there exists an a ∈ B(H)+ such that ϕ(E) = {a} which implies that
ϕ(x2) = · · · = ϕ(xn) = a. (33)
To prove the claim, first observe that if a function γ : X → R has the property that γ(E) contains at least three
distinct points, then γ is not F(X)-measurable. The reason is that if α1, α2, and α3 are distinct values of γ on E, then
γ−1([α1,∞)), γ−1([α2,∞)), and γ−1([α3,∞)) are three distinct subsets of F(X) different from ∅ and X . However,
F(X) has only two such subsets. Suppose now that a1, a2, a3 ∈ B(H)+ are three distinct values of ϕ. Thus, because
a1 6= a2, there is a density operator ρ ∈ S(H) such that Tr(ρa1) 6= Tr(ρa2). If it is not already true that Tr(ρa3) differs
from both Tr(ρa1) and Tr(ρa2), then by the facts that S(H) is convex and the functional a 7→ Tr(ρa) is continuous,
we may perturb ρ slightly in S(H) to produce a new density operator, denoted by ρ again, so that Tr(ρa1), Tr(ρa2),
and Tr(ρa3) are distinct. But because the map X → R defined by x 7→ Tr(ρ1/2ψ(x)ρ1/2) is F(X)-measurable, the
previous paragraph tells us that such functions must have at most two values. Hence, ψ is not a quantum random
variable on (X,F(X)), which is a contradiction, and thereby proves the claim. Consequently, for every ρ ∈ S(H), we
have ∫
X
χE Tr
(
ρ
(
χE
dν′
dµ′
)1/2
ϕ
(
χE
dν′
dµ′
)1/2)
dµ′
=
√
d
Tr(1 − h1)
∫
X
χE Tr
(
ρ(1− h1)
1/2a(1− h1)
1/2
)
dµ′
= Tr
(
ρ(1− h1)
1/2a(1− h1)
1/2
)
,
and so we conclude that ∫
E
ϕdν′ =
∫
X
χEϕdν
′ = (1− h1)
1/2a(1− h1)
1/2. (34)
Because ∫
E
ϕdν′ =
∫
E
ψ dν′ =
n∑
j=2
h
1/2
j ψ(xj)h
1/2
j , (35)
combining (34) and (35) leads to
Eν [ψ|F(X)] (xk) =
dν˜
dν′
(xk) = ϕ(xk) =

 n∑
j=2
hj

−1/2 n∑
j=2
h
1/2
j ψ(xj)h
1/2
j

 n∑
j=2
hj

−1/2
for k = 2, 3, . . . , n.
Remark. Probabilistically, these conditional expectation formulæ do not come as a surprise since we think of
Eν [ψ|F(X)] as our “best guess” for ψ knowing that F(X) has happened. Hence, Eν [ψ|F(X)] (x1), which repre-
sents our best guess for ψ knowing that {x1} has happened, is obviously equal to ψ(x1). On the other hand, if
{x2, . . . , xn} has happened, then the only information we have is that {x1} has not happened. Since we have no
other information as to which value from {x2, . . . , xn} has happened, our best guess for ψ given that {x2, . . . , xn} has
happened is the quantum weighted average of the values {x2, . . . , xn}, namely
 n∑
j=2
hj

−1/2 n∑
j=2
h
1/2
j ψ(xj)h
1/2
j

 n∑
j=2
hj

−1/2 .
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