In this work, we design, analyze and test a local discontinuous Galerkin method for solving the Burgers-Poisson equation. This model, proposed by Whitham [Linear and Nonlinear Waves, John Wiley & Sons, New York, 1974] as a simplified model for shallow water waves, admits conservation of both momentum and energy as two invariants. The proposed numerical method is high order accurate and preserves two invariants, hence producing solutions with satisfying long time behavior. The L 2 -stability of the scheme for general solutions is a consequence of the energy preserving property. The optimal order of accuracy for polynomial elements of even degree is proven. The numerical tests for two types of solutions are provided to illustrate both accuracy and capability of the method.
Introduction
In this paper, we are interested in numerical approximations to the Burgers-Poisson (BP) equation of the form
The subscript t (or x, respectively) denotes the differentiation with respect to time variable t (or x). System (1) can be rewritten as a nonlocal equation
with the kernel G(x) = 1 2 e −|x| . This nonlocal model was found as a simplified shallow water model by Whitham [30] to approximate the model with a singular kernel
As for the BP equation, analysis of traveling waves in [14] showed that the equation features wave breaking in finite time, and the authors also proved the global existence of weak entropy solutions. In this work, we develop a local discontinuous Galerkin method (LDG) to solve this nonlinear BP equation. Our proposed scheme is high order accurate, and preserves two invariants of momentum and energy, hence producing solutions with satisfying long time behavior. The L 2stability of the scheme for general solutions is a consequence of the energy preserving property.
In the context of water waves, one of the best known local models is probably the Korteweg de Vries (KdV)-equation, u t + uu x + u xxx = 0. This equation possess soliton solutions' coherent structures that interact nonlinearly among themselves, then reemerge, retaining their identity and showing particle-like scattering behavior.
In shallow water wave theory, the nonlinear shallow water equations which neglect dispersion altogether lead to the finite time wave breaking. On the other hand the third order derivative term in the KdV equation will prevent this ever happening in its solutions. In reality, some water waves appear to break, if the wave height is above certain threshold. Therefore in [30] Whitham raised an intriguing question: what kind of mathematical equation can describe waves with breaking? He suggested equation (2) with the above two kernels; many competing models have since been suggested to capture one aspect or another of the classical water-wave problem, see e.g. [15, 2, 3, 19, 13, 18, 26, 12, 25] .
One common feature of these models is the associated global invariants, infinitely many or finitely many. The BP equation has the following two invariants:
It is desirable to design stable and high order accurate numerical schemes which preserve two invariants for solving the BP equation. It is believed that numerical methods preserving more invariants are advantageous: besides the high accuracy of numerical solutions, an invariant preserving scheme can preserve good stability properties after long-time numerical integration. Much more effort has been devoted in this topic for different integrable PDEs recently [16, 28, 27, 5] .
The goal of this paper is to develop a discontinuous Galerkin (DG) method to preserve both momentum and energy at the discrete setting. The DG method is a class of finite element methods using completely discontinuous piecewise-polynomials for the numerical solution and the test functions. It was first designed and has been successful for solving first order PDEs such as nonlinear conservation laws [29, 8, 9, 7, 11] . The local discontinuous Galerkin (LDG) method is an extension of the DG method for solving higher order PDEs. It was first designed for convection-diffusion equations [10] , and has been extended to other higher order wave equations, including the KdV equation [35, 33, 22, 34] and the Camassa-Holm equation [31] , see also the recent review paper [32] on the LDG methods for higher order PDEs. The idea of the LDG method is to rewrite higher order equations into a first order system, and then apply the DG method on the system. In contrast, the direct discontinuous Galerkin methods, proposed in [23, 24] primarily for diffusion equations, aimed at directly solving higher order PDEs by the DG discretization, see e.g., [1, 36] for energy preserving DG methods for KdV type equations, and [21] for the Degasperis-Procesi equation.
In this work we propose an LDG method based on formulation (1), for which the second equation was rewritten into a first order system for applying the LDG discretization. In the algorithm we update the solution in two steps: (1) given u, obtain φ by solving (1b) with the LDG method; (2) with the obtained φ, update u by solving (1a) with a standard DG method using a conservative numerical flux so that the resulting scheme preserves two integrals E 1 and E 2 in smooth region.
As for error estimates, we define a global projection dictated by the selected numerical flux and obtain the needed projection error, following the strategy of error estimates carried out in [20] for the DDG method to solve convection-diffusion equations. Through careful estimates using this global projection, we obtain the optimal order of accuracy for polynomial elements of even degree. This is confirmed by the numerical tests with k = 2, 4. Numerical tests also show that for k odd, only k-th order of accuracy is observed. Such an optimal error estimate only for k =even was also shown in [1] , and numerically observed in [1, 36] for KdV type equations. The main feature of the scheme presented in this work is its capability to produce wave solutions with satisfying long time behavior.
The rest of the paper is organized as follows. In section 2, we formulate our LDG method with a class of numerical fluxes. In section 3, we show that the LDG method for solving the Poisson equation (1b) is well defined and stable, and the method is shown to conserve both momentum and energy for the given numerical fluxes. In section 4, we obtain the optimal order of error between the numerical solution and smooth solutions for the conservative scheme when using polynomial elements of even degree. Finally, in section 5, we present numerical examples to illustrate the capacity of the LDG scheme to preserve two invariants after a long-time simulation.
2. The discontinuous Galerkin method 2.1. LDG formulation. We develop a local discontinuous Galerkin (LDG) method for the BP equation subject to initial data u 0 (x) and periodic boundary conditions. Let us partition the interval I = [0, L] into 0 = x 1/2 , x 3/2 , . . . , x N +1/2 = L to get N equal subintervals and denote each cell by I j = [x j−1/2 , x j+1/2 ], j = 1, . . . , N. The center of the cell is x j = 1 2
x j−1/2 + x j+1/2 . The piecewise polynomial space V k h is defined as the space of polynomials of degree up to k in each cell I j , that is,
Note that functions in V k h are allowed to have discontinuities across the interfaces. The solution of the DG method is denoted by u h , which belongs to the finite element space V k h . We denote the limit values of u h at x j+1/2 from the right and from the left by (u h ) + j+1/2 and (u h ) − j+1/2 respectively. Let ω be a piecewise smooth function, its jump across the cell interface be denoted by [ω] := ω + − ω − , and its average at the cell interface, ω + +ω − 2 , be denote by {ω}. To define the LDG method, we introduce an auxiliary variable p = φ x and rewrite (1a)-(1b) as follows:
Then, the scheme is defined as follows:
for all test functions ρ, γ, q, v in the finite element space V k h . The choice for numerical fluxes
where θ ∈ [1/2, 1]. Here, the numerical fluxes at the endpoints of I can be defined using
The resulting LDG scheme (6) with the fluxes (7) is called LDG-C.
For discontinuous solutions, an entropy flux for u 2 h is needed in order to capture the entropy solution. One well-known choice is the Lax-Friedrich flux of the form
with which the resulting LDG scheme is called LDG-D.
In practice, one may adopt an adaptive numerical flux
Here, 10 −2 may vary as long as it can serve as a shock detector. Notation. We use · m,Ω as the H m -norm over domain Ω, and | · | m,Ω as its semi-norm. For m = 0, we simply use · Ω to denote the L 2 -norm over domain Ω. We also use the notation · ∞,Ω to denote the L ∞ norm over domain Ω. The domain Ω could be a computational cell I j or a master domainÎ := [−1, 1]. If Ω is the whole domain, we do not specify the domain unless necessary.
3. Analytical properties of the scheme 3.1. Existence, uniqueness, and stability. In this section, we prove the existence, uniqueness, and stability of p h , φ h obtained from (6b)-(6c) with numerical fluxes (7b)-(7c), given u h . 
Proof. We choose γ = p h and q = φ h . Then (6b)-(6c) gives
Subtracting the two equations above gives
Take summation over j and use the periodic boundary condition to get
The first four terms on the right-hand side can be simplified to
because of the choice of numerical fluxes (7b)-(7c). Therefore, we have that
which proves (10) .
Remark: The inequality (10) implies the stabiliy of p h and φ h since their L 2 norms are bounded by u h . Moreover, (6b)-(6c) can be written in terms of a finite dimensional invertible linear mapping. Therefore, the inequality (10) shows that if u h = 0, then so are p h and φ h . This proves the uniqueness and existence of p h and φ h for any given u h .
Discrete conservation laws.
In this section, we look at the properties of the numerical solution u h that are analogous to (3a)-(3b).
Theorem 3.2. The following relations hold for all t > 0:
Hence the scheme is conservative for θ = 1/2, and the scheme is energy stable for 1/2 < θ ≤ 1.
Proof. Because (6) holds for any test function in V k h , we choose ρ = 1 and γ = 1 in (6a)-(6b), respectively, to obtain
Take summation over all j and use the periodic boundary condition, we have
This proves (11) .
Next, we choose the test functions ρ = u h , γ = −φ h , and q = −p h in (6a)-(6c) to obtain
Integrating some terms out and adding the above three relations together, we get
Summing the terms above for all j = 1, . . . , N and using the periodic boundary condition, we get
which proves (12).
Error estimations
In this section we estimate the error from approximating p h , φ h , u h . We proceed by defining a global projection with some established properties to prove that the errors from approximating p h and φ h can be controlled by the errors from approximating u h . Then, we show that the error from approximating u h is of optimal order. 4.1. The global projection. Let ω be a piecewise smooth function on I = [0, L], we define the projection Q θ such that it satisfies the following properties:
where
For j = N , we use the periodic extension to define (Q θ ω) + N +1/2 , in order to be consistent with the numerical flux defined in (7) .
We first show that the projection Q θ w is well defined. Proof. Let {ψ l } k l=0 be a set of orthogonal Legendre polynomials on [−1, 1] of degree up to k. We can write the projection Q θ of ω ∈ H k+1 (I) on each cell I j as
With v = ψ i , the condition (16a) gives
where we have used
Because ω is periodic, we require that which allows us to write the system (18) as 
. The determinant of the coefficient matrix A above is given by (1 − θ) N + (−1) N +1+kN θ N , which is non-zero for all θ = 1 2 . When θ = 1 2 , the determinant is non-zero whenever N is odd and k is even. This shows that the projection Q θ is unique whenever θ = 1 2 . If θ = 1 2 , Q θ is unique when k is even and N is odd.
Lemma 4.2. We have the following projection error
where C * depends on k ≥ 1 and θ.
Proof. The proof is carried out in two steps.
Step 1. We first establish the following inequality
By the Cauchy-Schwarz inequality, we have from (17) that for j = 1, . . . , N,
From (19) of the form
where we have used the Sobolev inequality |ω j | ∞,Î ≤ Cω j 1,Î . Hence,
Step 2. For any
which proves (20) . (
The constant C depends on k and θ.
Proof. On each interval I j , using the orthogonality relation (16a), we have
Hence, by ψ l (1) = 1, we have
To control the first term on the right-hand side of (25), we consider the following expression
Following the idea in [4] , we integrate (26) with respect to ξ to get
Using the property of Legendre polynomials ξ −1
we can writeω
Therefore,
These ensure the following estimates
The second term on the right-hand side of (25) is determined by (16b), i.e.,
where we have usedω(x j+1/2 ) = θω j+1 (−1) + (1 − θ)ω j (1). We then have from (27) and (28) 
Insertion of these estimates back into (25) 
We will use the error estimates obtained in Lemmas 4.2-4.3 to estimate the error of the computed solution. We also need to use the following well-known inverse properties ( see e.g., [6] ).
for any w ∈ V k h . The constant C is independent of w and h. The subscript Γ h denotes the set of the boundary points of all the cells I j .
4.2.
Approximating p and φ. Let (u, p, φ) be the exact solution of the system (5) . Let (u h , p h , φ h ) be obtained from (6) with the choice of fluxes (7) . Let θ ∈ [0, 1] be such that both Q θ and Q 1−θ are uniquely defined, then the following inequality holds for all t > 0.
Proof. Since the scheme with fluxes (7) is consistent, (6b)-(6c) also hold for (u, p, φ). In other words,
Subtracting (6b)-(6c) from (31a)-(31b), we get the error equations
(Similar definition can be given for φ , w φ , φ , and w φ associated with Q θ .) We then choose γ = w p , q = w φ and take the summation of (32) over j to get
Take the difference of both equations, we get
with the choice of numerical fluxes (7b)-(7c). As for 2 , the property (16a) of Q θ gives
Similarly, the term 3 vanishes by the properties (16) of Q 1−θ . Using the Young's inequality together with the results from 1 , 2 , and 3 , we get
which proves (30).
Approximating u.
Theorem 4.5. If k is even, then the numerical solution, u h , obtained from the scheme (6) and the numerical fluxes (7) 
The constant C is independent of the mesh size.
Proof. Since the scheme (6) with fluxes (7) is consistent, (6a) also holds for (u, p, φ). In other words,
Define w = Q 1/2 u − u h and = Q 1/2 u − u. We have that u − u h = w − . Subtracting (6a) from (35) and choose ρ = w, we get
where e p = p − p h .
Take summation over all j and introduce {u h } 2 /2 into the third term on the right-hand side to get
Using the identity A 2
Note that
As for τ 2 , we write u(x) = u(x j ) + u (x * )(x − x j ) for all x ∈ I j where x * is between x and x j .
because of the projection properties (16) , the inverse property (29a), and Lemma 4.2.
For τ 3 , we can show that
by the inverse properties (29b)-(29c). From the inverse properties (29a) and (29c), it follows that
with which we are able to estimate terms in τ 4 by using Lemma 4.2,
As for the remaining terms in τ 4 ,
because of the projection property (16b). Finally, using the fact that
where we have used the inverse properties (29b) and (29c). The results from τ 1 to τ 5 and (36) give
With this, we can write
This gives G(0) = h 2k+2 and
For k ≥ 1, we have that F (η) is uniformly (with respect to h) positive and bounded above by 1 for all η > 1. Thus, there existsC = F −1 (C * T ) for given T > 0. Integrate (40) to get
Hence G G(0) ≤C. Using this and (38), we prove (34) as desired.
4.3. Time discretization. We partition the time interval [0, T ] into M equal subintervals with boundaries {t n }, n = 0, 1, 2, . . . , M. Set ∆t = T /M as the time step. In order to preserve both mass and energy at the fully discrete level, we may use the Crank-Nicolson time discretization to find
Indeed, this time discretization has the desired and provable properties. 
where U is the steady state solution (47) or (48). We will use both steady and traveling wave solutions to test our scheme.
Example 1. (Accuracy test)
We run the semi-discrete scheme (6) and the numerical flux (7) with θ = 1 2 , 1, along with the third order Runge-Kutta method (46) on the steady state problem which has (48) as its exact solution. The results for k = 1, 2, 3, 4 are given in the two tables below. Here, we use ∆t = 0.001, final time t max = 2, and p = 2. The norms of the error were computed by using the sixteen-point Guass quadrature rule. The results show that the optimal order of accuracy is achieved only when k =even, which is consistent with our theoretical result on the optimal error estimates for k = even. Also such an observation seems unaffected by the choice of θ ∈ [0, 1], though we only display results for θ = 1/2 and θ = 1.
Example 2. (Energy-preserving test) We compare the performance of the LDG-C and LDG-D schemes on the traveling wave version of (47), with u 0 = 1/100. We use θ = 1 2 , 1 along with the third order Runge-Kutta method (46). The relative L 2 energy u h (t, x) − u h (0, x) of the computed solution for k = 4 are shown in Figure 1 . Here, we use ∆t = 0.001, t max = 100. The L 2 norms were computed by using the sixteen-point Gauss quadrature rule.
In next two examples, we use polynomial elements of degree k = 2 along with the TVBM limiter introduced in [9] . Here, we use the mesh size h = 1/16.
Example 3.
We test the conservative scheme for initial data u 0 (x) =    0.5 0≤ x ≤ 1, −x + 1.5, 1 ≤ x ≤ 4, −2.5, x≥ 4. This initial data has a downward ramp of height 3 and the constant states lying symmetric with respect to u = −1, the solution is expected to converge to a stationary solution. In Figure  2 , we observe a stable pattern formation as analyzed in [14] . In our experiment we use a modified initial data in C 2 , which agrees with the original data everywhere except for near x = 1, 4, so that we can apply directly the TVBM limiter introduced in [9] . Our goal is to observe the stable wave pattern, so the choice of modification is not essential. Example 4. We consider another initial data of the form u 0 (x) =    −0.5
x ≤ 8, 15.5 − 2x, 8 ≤ x ≤ 8.5, −1.5, x≥ 8.5. This example with smaller jump has no stable stationary solution to converge. We plot the computed solution at the different times in Figure 3 , from which we can see that dispersive effects with oscillations propagate to the left of the ramp as analyzed in [14] . 
