The current computer simulation based study aims to elucidate the complex role that the state of aggregation and morphology of the food materials plays in determining their transport behaviour. Using Brownian dynamic simulations, applied to colloidal systems, we simulate the compression of two different dense layers of nanoparticles (with reversible and irreversible bonds), at interface, at three different compression rates. We determine the desired transport coefficient for these structures using a novel technique, originally proposed by Torquato and Kim (1990). This method allows us to consider complex structures in our study, for which calculations of effective transport coefficients using conventional methods, like finite elements and finite difference, would be relatively difficult. We first validate our algorithm by comparing its results with those of exact calculations, for different regular lattices. Our results are in excellent agreement with the theory. The variation in the transport coefficient of nano-particle monolayers during the compression, are also correlated with the build up of stress and changes in the structure of the films.
INTRODUCTION
Food materials seldom have a uniform homogeneous morphology. Instead, their structure consists of domains of several phases, often with greatly differing transport and mechanical properties, distributed throughout the system. The length scale of these domains can be anywhere from colloidal dimensions up to millimetre or even centimetre range. Obvious examples of such systems are foams, oil in water and water in oil emulsions, occurring in many everyday food products. There is a large degree of contrast in transport properties, including electrical and dielectric behaviour, heat conduction, and diffusion of various flavours and colouring molecules, between the two phases comprising these systems. In addition, in emulsion systems the droplets can remain well dispersed or, as is the case for emulsion gels, aggregate to form compact or fractal type clusters [1] . Thus, not only the volume fractions of various phases, but also the spatial distribution of bubbles or droplets plays a crucial role in determining the overall transport behaviour of the system.
Predicting the relation between the morphology of a heterogeneous material and its effective transport properties is a long standing problem [2] . However, the manipulation of the former, apart from its implication for mechanical and rheological behaviour [3, 4] does not seem to have been greatly explored in relation to optimizing thermal properties in processing of foods, in the control release of aroma and flavour, and more generally for the purpose of characterization of food systems. Apart from foods, heterogeneous materials are common place in many other everyday products, including paints, inks, cement, or even cooling liquids in heat exchangers, just to mention a few. In relation to the latter for example, Keblinsky et al. [5] have reported significant improvement in the heat transports properties of a cooling system by addition of nanoparticles to the cooling fluid. Similar results involving suspension of nanotubes in water have also been reported by Ding et al. [6] .
Except for simple regular lattices [7, 8] , there are no analytical solutions for the calculation of the effective properties of random multiphase systems. It is for this reason that various numerical techniques have been developed to calculate the transport properties of this kind of materials [9, 10] . Table 1 shows several different physical properties, listing in each case the effective transport coefficient to be calculated, and the underlying physical equation that governs the behaviour. It is noted that in fact, from a mathematical point of view, all these problems are exactly identical. In each case the transport property is obtained as the average, taken throughout the heterogeneous system, of the value of some flux divided by the average gradient of some scalar potential (Tab. 1). Thus, a general technique is to solve the local governing differential equations, using methods such as finite element [11, 12] or finite difference, to obtain all the necessary local fluxes and potentials. These are then averaged and used in computing the transport coefficient of interest. A noticeable characteristic of many heterogeneous media is the presence of a high degree of boundaries, due to the existence of many domains made up from different phases. This feature drastically increases the grid resolution required by the above mentioned numerical methods and hence significantly increases the computational times required for solving such problems. Additionally, determination of all the local fields and fluxes, only for these to be eventually averaged out, is often a waste of computational resources.
In the current paper we shall adopted a different method, first developed by Kim and Torquato [13] and in a slightly different form independently by Tobochnik et al. [14] . The method is based on mapping of the particular transport problem of interest to the steady state diffusion problem. This is achieved through the close analogy that exists between different properties listed in Table 1 . The process of diffusion on a heterogeneous medium can easily be simulated. The simulation involves a fictitious tracer diffusing particle performing a random Brownian motion, with different diffusion coefficient for each phase. The values of the diffusion coefficients are chosen to reflect the values of the transport coefficients for each phase, as dictated by the original problem. By monitoring the square displacement of the tracer particle, averaged over a sufficiently large number of such runs, the effective diffusion coefficient is calculated from its alternative microscopic definition (1) This in turn is mapped back to the original physical problem of interest to yield the desired effective transport property for the problem. In Eq. 1, R is the displacement of the tracer particle after a time t and d the dimension (3 for bulk and 2 for surfaces) of the problem being studied.
In what follows, we shall first provide a brief account of the method we used for generating the structures that were investigated. We also discuss how the above method for the calculation of the transport coefficients is applied to these simulated structures. The method is first applied to regular lattices and compared and validated against exact theoretical results for a number of ordered lattices. Finally, we shall present our results for the effective transport properties of two different dense layers of nanoparticles adsorbed at interfaces. These interfacial layers are considered under compression at three different compression rates. Two distinct monolayers are studied here. These differ from each other in the type of bonds that are formed between particles that make up the layers. In one case, the bonds are taken to be reversible, whereas in the other they are chosen to be irreversible.
MODELS AND METHOD

MODEL OF STRUCTURE GENERATION
Before calculating the effective transport properties, we briefly discuss the simulation model used in generating different types of compressed monolayers. The method is based on Brownian dynamics simulations, as previously discussed by Whittle and Dickinson [15] and Pugnaloni et al. [16] . A more detail account and analysis of the fundamental aspects of Brownian Dynamics Simulation as applied to systems with reversible and irreversible bond forming properties can be fund in the review of Kröger [17] . Here, we consider a set of identical spherical particles of diameter s and mass m. These interact with each other via a steeply repulsive spherical core potential j c : (2) In Eq. 2, r ij = |r i -r j | is the centre-to-centre distance of the particle pair and Â is an energy parameter that is set equal to k B T, k B being the Boltzmann constant and T the absolute temperature. From now on, unless stated otherwise, all quantities are expressed in units of e, s and s(m/e) 1/2 for energy, length and time, respectively.
The particles have an affinity for adsorption onto a planar interface. This is represented in the model though introduction of an external potential. The potential acts in a direction perpendicular to the interface, taken to be the z-direction, and has the following form [16] :
The interface is assumed to be an air-liquid interface. The above potential has the shape of a well with one infinite wall and one finite wall. The infinite wall prevents particles from escaping to the air phase. In contrast, the finite wall allows for the interchange of particles between the interface and the phase where they can be dispersed. This latter is normally a liquid solution in an experimental setup. The parameter w in Eq. 3 defines a minimum width for the interfacial potential well and it is usually set to 0.1s. The parameter z c defines the total width of the poten- The distance z w in Eq. 5 is the position of the restricting "wall". Thus, as particles are first placed at z = 0, they can only move within a range equal to z w in the z-direction. The typical value of z w in our simulations was z w = 70. The potential of Eq. 5 essentially imposes a reflecting boundary condition at z = z w and sets the size of our system in the z-direction.
As is the case in a typical Brownian dynamics simulation, the particles are also subjected to the usual drag and fluctuating thermal forces, representing the presence of the solvent medium [16] . Other interactions such as charge and electrostatic interactions and changes of these with pH and ionic strength, are not taken into account in the current model. Similarly, where the particles are representative of the globular proteins in the model, the anisotropy of real protein-protein interactions, arising from variations in globular protein surface hydrophilicity and hydrophobicity, are not accounted for here. Despite these short comings, previous studies [15, 16] have shown that the simulation results capture many structural features of the real colloidal aggregates, especially for globular proteins such as lacto-globulin at interfaces. Additionally, such simulations can also produce results that share many of the features of adsorbed hydrophobically modified nano-particles at the air-water interfaces [18] .
In our simulations we subject the particle monolayers to a process of compression. The interfacial stresses built in the layers during the process are calculated using the equation of Kirkwood [16] : (6) In Eq. 6, A is the area of the interface, N is the number of particles, a and b indicate the different Cartesian components of the interfacial stress tensor S, and the interparticle distance and the interparticle force between the i and j particle are denoted by r ij , and F ij , respectively. We assume that the bulk stress tensor is negligible compared to the interfacial stress tensor. This means that we can extend the summation over all particles in the system, whether they are adsorbed at the interface or not. The build up of stress in the monolayers and the corresponding
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Applied Rheology Volume 16 · Issue 5 tial well and also influences the adsorption energy of particles, namely E ∫ j s (z c ) -j s (0). A particle i is said do be adsorbed at the interface if z i £ z c .
The absorbing particles, once on the surface, can also interact with each other via the formation of flexible elastic bonds. Formation of such bonds is an important characteristic feature of many interfacial viscoelastic films. A bond is created between two particles, with a certain predefined probability, if they approach each other within a surface-to-surface distance b 1 . This probability can be switched on or off, depending on whether the presence of the bonds is required or not. In our studies the probability of bond formation is set to 1. If the particles move away from each other, such that the length of any bond exceeds b max , then the bond is deemed to be broken. By setting b max = ∞, systems containing permanent (unbreakable) bonds can be simulated. Once formed, a bond extends from a point (node) on the surface of one spherical particle (i.e. distance s/2 from the centre) to a node on the surface of a neighbouring particle. The force mediated by a bond acts along the straight line that joins the corresponding nodes and depends only on the nodeto-node distance b ij as follows: (4) Note that since the nodes are placed on the surface of the particles, the generated forces can also give rise to torques acting on each particle.
Periodic boundary conditions are applied in the x-and y-direction only. In order to prevent any desorbed particle diffusing away too far in the z-direction, an additional "wall" is added at z = z w by introducing the following term to the external potential, (5) transport coefficients are both sensitive to the structure of the films. It is therefore of some interest to also study the correlation between these two quantities.
CALCULATION OF EFFECTIVE TRANSPORT COEFFICIENTS
One of the major advantageous of the method adopted here is the ease with which the diffusion process on a heterogeneous medium is simulated. First, the system is discretised into a set of pixels placed on a regular fine lattice. Each cell is assigned a type number, indicating the type of material to which it belongs. A tracer particle is then introduced randomly onto the lattice. The particle performs a random walk by choosing, with an equal probability, one of its neighbouring sites and moving on to this. Following each move, the time is incremented by a factor reflecting the domain on which the tracer particle happens to reside at the time. This factor is inversely proportional to the diffusion coefficient of the tracer particle (and hence the transport coefficient in the underlying problem) for each constituent material.
Often it is the case that one wishes to study a problem which leads to the diffusion coefficient, D, on one phase being much larger (say by two orders of magnitude or so) than the other phase in our simulation method. Examples include high conductivity fillers dispersed in a low conductivity matrix, or high dielectric constant water emulsions in a low dielectric oil medium. For such problems where the filler domains are also spherical, Kim and Torquato [19] introduced a much improved continuum version of the algorithm described above. Their algorithm requires no discretisation of the system. In this method, one determines the shortest distance, l min , between the current position of the tracer particle and the surface of the spherical filler domains. An imaginary sphere with its radius set to l min , centred on the current position of the particle, is constructed within the matrix phase. The particle is then moved, in a single step, to a point chosen at random on the surface of this sphere. This becomes the new position of the tracer particle (Fig. 1) . The time is incremented by a factor (7) where D m is the value of the diffusion coefficient for the matrix phase.
The procedure is then repeated at each step for many steps. Occasionally the tracer particle may get too close to one of the spherical domains. This results in the simulation having to perform many steps which in reality do not involve much movement of the particle. This is because in such circumstances the value of l min and t for each step happen to be rather small. Fortunately, in such circumstances, advantage can be taken of the spherical symmetry of the filler domain and the fact that D is much higher in the filler phase compared to the matrix phase. It is possible then to analytically obtain the average time that the tracer particle takes in order to emerge on a shell at a distance a from the surface of the spherical domain (shown as the shell S in Fig 2) . This time is found to be [13] ( 8) where R p is the radius of the spherical filler particles and a = S + d.
The above special procedure is applied during the simulation whenever the distance between the tracer particle and the surface of a filler domain becomes less than d. d and S have to be chosen rather carefully to minimize the computational time, without affecting the accuracy. In particular, both d and S have to be small compared to the surface separation distances between the filler particles and much smaller than R p . Furthermore, it is assumed that the probability of emergence of the tracer particle on shell S is uniform (Fig.2) . For this to become a sufficiently accurate assumption one requires d << S.
The effective diffusion coefficient, and with it the transport coefficient for the property of interest, is extracted from the simulation data using Eq. 1. We stress that it is necessary to average the results over a sufficiently large number of trials if an accurate value is to be obtained. Also each individual random walk has to be long enough to allow the tracer particle to sample a representative part of the system.
RESULTS FOR REGULAR LATTICES
In order to validate our implementation of Kim and Torquato's algorithm, we have chosen to consider the problem of determination of the effective dielectric constant of a set of conductive spheres (i.e. e = ∞), placed on a regular lattice. The matrix surrounding the spheres is a dielectric non-conducting medium. The regular lattices chosen are Square and Hexagonal for the two-dimensional case and Cubic, Body Centred Cubic (BCC) and Face Centred Cubic (FCC) for the three-dimensional case. Periodic boundary conditions in x, y and z direction were applied in all cases.
A total of 400 spheres have been placed in a square and 512 in a cubic box. The positions of the spheres are fixed. However, by varying the radius of the particles the volume fraction of the high dielectric constant phase can be altered. The effective dielectric constant has been obtained by averaging the simulation results over 2000 trials, for both sets of simulations. Figures 3 and  4 show the results obtained for the 2d and 3d simulations, respectively.
For these regular structures, the exact value for the effective dielectric constant has also been calculated by McKenzie et al. [7] and McPerrins et al. [8] . These exact values are shown by solid lines in Figs. 3 and 4 . For the purpose of comparison, we have also included the mean-field results obtained using the classic theory of MaxwellGarnett [6] commonly used in relation to the problems of this nature. The results, obtained using this approximate theory, are shown by the dotted lines. As can be seen, the mean-field model starts to deviate from the exact values at higher volume fractions, where the surface separation of the spheres becomes small. In contrast, our simulation results, shown by individual points and obtained using the method of Kim and Torquato described above, remain in excellent agreement with the theory. The agreement extends up to the point were spheres almost touch, for both two and three dimensional cases. This is true for all ordered structures we have studied here. The simulation algorithm does not take any specific advantage of the regular arrangement of the spheres. It is concluded therefore, that the method adopted here is capable of providing equally accurate answers for the effective transport property of disordered structures, too.
MONOLAYER COMPRESSION RESULTS
Recently there has been much interest in the use of nano-particles at interfaces, as possible agents to provide stability to emulsions and foams [20, 21] . Similarly particle like globular proteins such as b-lactoglobulin are known to form dense layers at oil-water or air-water interfaces. The mechanical and interfacial rheology of such layers has been the subject of a number of recent Brownian dynamics based simulation studies [16] . Two systems, with different particle-particle bond types, have been studied here. In one case the bonds formed during the aggregation at the interface are reversible (b max = 0.3), whereas in
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Figure 3: Comparison of the computed values (Ï) and the theoretical values (--) of the effective dielectric constant <e eff > for the 2d square and hexagonal lattices. The dash line (----) represents results obtained from the approximate Maxwell-Garnett theory.
Figure 4: Comparison of the computed values (Ï) and the theoretical values (--) of the effective dielectric constant <e eff > for the 3d cubic, BCC and FCC lattices. The dash line (----) represents results obtained from the approximate Maxwell-Garnett theory.
the other case they are made to be irreversible (b max = ∞). In both of these simulations, the interfacial layers are compressed under 3 different compression rates. In what follows, we shall present the results of our calculation of the effective transport properties of such layers during and following the compression process.
REVERSIBLE BONDS
In this section we have applied our implementation of Torquato and Kim's method to study the effective dielectric constant of dense layers of nano-particles formed at interfaces, with reversible bonds (b max = 0.3). We consider the changes in the dielectric constant as the monolayer is compressed. The generation of the layers, and its subsequent compression, is simulated by adopting the method of. Pugnaloni et al. [16] , as briefly mentioned in section 2.1. In this study we shall assume that the dielectric constant of the nano-particles is much higher then that of both media at either side of the interface. However, in relation to food systems, probably the opposite situation where one or both media have higher dielectric constants might prove more interesting. This latter case is deferred to the future studies. We have further taken the nano-particles to be covered by a very thin steric layer, having a low dielectric constant. This prevents the direct contact between two particles. Since the interfacial layer is not exactly a two-dimensional object and can protrude to some extent into the bulk phases, we prescribe a certain thickness (around 5 times the radius) for the system in the z direction (the direction perpendicular to the interface). At this distance we detected no particles in our simulations which could still be considered as being connected to the interracial film layer (see Fig. 5 ). As well as the interactions with their neighbours highlighted in Section 2.1, the particles also interact with an external potential described by Eq. 3. This induces the particles to adsorb and remain at the surface. This potential decays rapidly as one moves away from the surface. This allows the particles to also desorb from the interface if sufficiently high stresses are produced during compression. Simulations for three different uniaxial compression rates were carried out at strain rates of 10 -4 (very fast compression), 5·10 -5 (fast compression), and 10 -5 (normal compression) per unit simulation time s(m/e) 1/2 . For each of the studied compression rates results have been averaged over two separate runs. Figure 5 shows the results obtained from one of these simulations, displaying both the top and the side views. These show the system just before the compression commences and at a point where the surface area has been reduced by 45 % of its original size. As the figure shows, during the process some defect lines in the structure of the film begin to appear. It has been reported [16] that the particles tend to desorb from the interface more readily from these defect regions. In Fig. 6 , the simulation results for the variation of the effective dielectric constant with the shrinkage of the surface area, for each of the above three different compression rates, are presented. The behaviour of the system during the compression can be divided in two distinct parts. The approximate cross over between the two regimes occurs approximately at 70 % of the original surface area (30 % compression). This point signals the beginning of the desorbsion process of the particles from the interfacial region. Up to a reduction of 30% of the original area, the effective dielectric values for all compression rates remain almost identical. However, with further compression, the dielectric constant of the faster compressed layers begins to increase more rapidly than those for slower compression rates. A feature of the particle layer for the normal compression rate is the rather well order packing of the particles during the compression. The film layer involves large crystalline domains, separated by a few defect lines. This can be seen in the example depicted in Fig. 5 . In contrast, following fast compressions a layer with a higher degree of disorder is formed. The interfacial film now has a rougher and more complex
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Applied Rheology Volume 16 · Issue 5 three dimensional structure, protruding into the bulk. As such, the layer is generally thicker than ones produced during slower compressions. This is expected, since for the faster rates there is little time for particles to rearrange. For slower compression rates, particles have time to desorb from the interface allowing remaining particles on the surface to maintain a relatively ordered, but less packed, film structure. The change in the fraction area covered by the particles at the surface is plotted in Fig. 7 . Similarly, Fig. 7 shows the change in the average coordination number, plotted against the percentage area reduction, for the three different compression rates. These graphs support the above view regarding the structure of the interfacial layers formed during different compression rates. It is seen that initially the covered area by the particles, as well as the coordination number, both increase as the particles get more closely packed. Once the surface area is reduced down to 70 % of its original size, the particles begin to leave the interface. With further compression, the fraction of covered surface and average contact number remain almost constant at 0.8 and 5, respectively.
The above results for the variation of the effective dielectric constant of the interfacial particle film, during the compression, are also reflected in the manner in which the stress builds up in such adsorbed layers. The value of stress, in the direction of compression, was calculated from our simulation data using a method similar to that adopted by Pugnaloni et al. [16] . The results of these calculations are presented in Fig.  9 for each of the three compression rates studies. Just as with the variation of the dielectric constant, up to about 30% shrinkage in the area, all three curves are seen to be more or less identical. Beyond 30 % however, the stress builds up to a significantly higher values in the systems undergoing the faster compressions. The negative sign of stress indicate its compressive nature, as is expected. Figure 10 shows the absolute value of stress in the normalized inverse time units, in the direction of compression, plotted against the dielectric constant at each stage of compression. The data is for the slowest compression rate studies (i.e. normal compression). A clear correlation between the variation of the mechanical stress data and the dielectric results is evident from this graph. Such correlation indicates that much information on the state of interfacial layers, consisting of particles such as fat crystals, can be potentially obtained through careful measurement of dielectric and other electrical parameters.
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IRREVERSIBLE BONDS
In this section, we present the results of our calculations for the effective dielectric constant of compressed monolayers of nano-particles at interfaces, where the particles form unbreakable bonds (b max = ∞) with each other. Apart from b max , all the other simulation parameters and the applied potentials are kept the same as those in the previous section. Once again we consider three compression rates: 10 -4 (very fast compression), 5·10 -5 (fast compression), and 10 -5 (normal compression) per time unit (in the simulation time unit mentioned in Section 2.1). All the following results have been averaged over two separate runs for each of the studied compression rates. Figure 11 shows the simulation results at different stages of the compression. Although the bond between two particles still allows them to rotate, the particle rearrangement is strongly affected by the presence of irreversible bonds. In contrast to the simulations of the previous section, there are no or only a few crystalline areas separated by defect lines. However, the structure of the monolayer is rougher, with wrinkles on the film appearing during desorption of particles from the interface (Fig. 11) .
For the faster compressions, as the time for rearrangement is short, the desorbing particles are expelled randomly throughout the interface. This creates many short wrinkles on the film (Figs. 11a and b) . The wrinkles become visible at around 30% of the compression of the area of the monolayer. The particles are pushed into the bulk, but remain attached to the surface due to their permanent bonds with others particles still on the surface. For the slowest simulation (normal compression) the particles are able to rearrange to some extend at the interface. Desorption of the particles tends to occur at the weakest part of the monolayer where a wrinkle is already formed. As a result only one or a few wrinkle on the monolayer are actually formed. Of course, the wrinkles will be bigger and thicker (protruding deeper in the bulk) than those seen for the faster compressions, where a much larger number of smaller wrinkles are produced. Another feature seen for slower compression rates is that the particles begin to desorb at an earlier stage of compression at around 25 % of reduction in the area of the film. In Fig. 12 we show the simulation results for the variation of the effective dielectric constant against the shrinkage of the surface area, for the three different compression rates mentioned above. Once again, the compression can be divided in two distinct stages, occurring before and after the onset of the desorbsion process of the particles from the interfacial region. Down to a reduction by 30 % of the original area, the effective dielectric values for the very fast and fast compression rates are quite similar. Once again, as was also the case for the reversible bonds, the two curves start to deviate from each other beyond a compression of 30 %. The onset of this divergence is found to correspond to the point at which the particles are seen to desorb from the interface. At this point in the process, the dielectric constant increases much more rapidly for the fastest compression rate. For the slowest compression rate, initially the value of the dielectric constant remains almost identical with that for the faster compressions. However, at a later stage the value of the two dielectric constants
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Applied Rheology Volume 16 · Issue 5 deviate from each other. It is noted that this happens somewhat earlier than the 30% of the reduction in the surface area. This can be explained by the fact that the particles start to desorb earlier at around 25 % reduction in the surface area, for this particular rate of compression. Figures 13 and 14 show the variation in the surface area covered by the particles at the interface and the average coordinate number versus the degree of compression (%), for all the three different compression rates studied. For the faster compressions the surface fraction and the average coordinate number increase rapidly up to an area reduction by 30%. Beyond this point, as the compression process continues further, both the average coordinate number and the covered surface fraction begin to decrease. The same trend is also observed for the slower compression rate. In line with the results seen for the dielectric constant, the decrease in covered fraction area and coordinate number occurs earlier, when the surface area is only reduced by 25 %. The observed peaks in Figs. 13 and 14 , signal the start of the desorbsion process.
As previously seen, we obtain a higher dielectric constant by compressing the monolayer faster. At faster compressions the structure of the monolayer develops a more complex structure, due to the presence of significantly larger number of wrinkles (Fig. 11) . The above results for the variation of the effective dielectric constant of the interfacial particle film, during the compression, are also reflected in the manner in which the stresses build up in such adsorbed layers. The value of the stress, in the direction of compression, is once again determined using Kirkwood's equation. The build up of the stress in the monolayer, for each of the three compression rates studies in our simulations, is presented in Fig. 15 . The stress is identical for the three compressions up to 25%, whereby for the normal compression it reaches its minimum (indicating maximum compressive stress). Beyond this level of compression, it starts to relax to a lower value as the simulation progresses further and particles desorb from the interface. The stress for the faster compression rates also shows the same trend. However, they attain their minimum value (i.e. maximum compressive stress) not until 30 % reduction in area is achieved. Once again, these results show a good degree of correlation between the variation of the mechanical stress and the dielectric constant on one hand and the structure of the film during compression on the other.
CONCLUSIONS
Food colloids are in general highly inhomogeneous systems. In this article we have demonstrated that mathematical mapping of various transport properties onto a diffusion problem, and subsequent simulation of such a diffusion process in a heterogeneous media, provides an efficient way of determining the effective transport coefficient of these systems. Comparison of our results obtained for the effective dielectric constant of a set of conductive spherical droplets, placed on a regular lattice within a dielectric liquid, with exact theoretical calculations, demonstrate the capabilities of the method presented.
We have also applied the technique to calculations of the effective dielectric constant of spherical nano-particle films, adsorbed at inter-
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Applied Rheology Volume 16 · Issue 5 faces. Two different systems involving reversible and irreversible bond forming particles are considered. In both systems, the dielectric constants are correlated to the mechanical properties of the monolayers. The variation of both properties shows the same general trend under compression, i.e. a higher rate of increase after the onset of the particle desorbsion process. The structure of the monolayers, undergoing fast compressions, are rougher and much more disordered than those obtained under slower compressions, for both systems with reversible and irreversible bonds. The higher dielectric constants attained for more rapidly compressed films are attributed to such increased roughness. Comparing the reversible and irreversible bond forming systems under the same compression rate, higher dielectric values are obtained when the bonds are reversible and particle rearrangement is possible. The reversible nature of bonds means that, once derobed, a particle can break the old bonds and form new ones with the particles still at the interface. In time this allows a secondary particle layer on top of the original monolayer to developed, giving the film a higher dielectric constant. The same process is also responsible for the higher surface area covered by the particles at the interface for the reversible bond forming particles. The values for the reversible and irreversible bond forming particles are 80% and 70%, respectively. Similarly, the coordinate number for particles at the interfacial layers are 4.5 for the film with the reversible bonds, as oppose to 3.5 for the irreversible case.
We have demonstrated differences in the variation of the dielectric constant of the film during compression, at various rates of compression. It is shown that the same trends are also closely reflected in the manner in which the stress builds up in such systems. These variations are in turn related to the ways in which the particles rearrange or are expelled from the interface, at different rates of surface compression.
