ABSTRACT Many important and critical applications use wireless sensor/actuator networks (WSAN). These applications are spanning widely that range in several environments, including industrial, commercial, and residential. Most of these applications need a certain level of real-time communication in addition to reliable data delivery service. Data distribution service (DDS) is a known standard for supporting realtime distributed systems based on the publish/subscribe model. The DDS specification offers two disparate quality-of-service levels of data reliability, namely: best-effort and fully-reliable. TinyDDS is a lightweight and partial porting of DDS middleware to sensor-based platforms, specifically for platforms with limited resources. However, TinyDDS in its current form lacks the reliability support for data delivery. In this paper, we extended the DDS data reliability service and integrated it into TinyDDS, which resulted in Reliable TinyDDS. Moreover, we provide a prototype and comprehensive performance evaluation of the reliability functions taking into account: number of hops, number of publishers, and several other network parameters. The achieved results indicate that reliable data delivery in real-time for WSAN is possible with optimized system parameters, such as retransmission time-out value of 400ms and number of hops not exceeding 10 for an end-to-end delay ranging from 10 to 100s of milliseconds.
I. INTRODUCTION
Automated applications are rapidly spreading into various aspects of daily life. Wireless Sensor/Actuator Networks (WSANs) are the foundation for the development of many automated applications. Examples of the emerged automated applications and technologies that are based on WSANs include smart cities, Internet of Things (IoT), Vehicle-toVehicle (V2V) networks, home/building monitoring and automation, Industrial Process Automation (IPA), object tracking systems, Structural Health Monitoring (SHM), etc. Figure 1 depicts the conventional three layers architecture of WSAN. This architecture consists of three types of nodes: 1) Base-Station (BS) or sink, 2) sensor nodes, and (3) actuator nodes. Following the actuator communication model, the WSAN can be classified into partially or fully automated network depending on the location of the decision making process [1] , [2] .
Despite the rapid spreading of WSANs utilization in various applications, WSANs are still lack of standards support, and Quality-of-Service (QoS) support. To achieve QoS support, several research attempts have focused on employing the publish-and-subscribe (pub/sub) communication paradigm for Wireless Sensor Networks (WSNs) [3] - [5] , which are deemed as a special case of WSANs. Therefore, this paradigm lends itself for use in WSAN since sensor/actuator devices act as publisher/subscriber entities with respect to their many-to-many communication model [6] - [8] . The pub/sub middleware is composed of three main entities: publisher, subscriber, and pub/sub service, as shown in figure 2. The pub/sub service is the middleware core with the responsibility of storing and managing the publications and subscriptions. The middleware works as follows [9] : asynchronously, the publisher publishes its data or events, while the subscriber sends its interest to the pub/sub service. The data or events that are exchanged in the system is represented in figure 2 by different shapes (square, triangle, and circle) or symbols (E1, E2, and E3). Subsequently, the pub/sub service matches the subscribers' interests with the publishers' provides only two disparate levels of reliability, namely: Best-Effort (BE) and Fully-Reliable (FR) delivery. In the original implementation of DDS, the BE function has minimal cost and as such it does not provide any guarantees for delivery, while FR function provides guaranteed delivery at the expense of increased utilization network resources. Most notably, the DDS middleware does not allow switching between the two reliable data delivery levels throughout the lifetime duration of a given pub/sub session. Additionally, for a given pair of pub/sub session all data has to be transmitted in either BE or FR level. An enhancement to the DDS is to allow the subscriber to specify a threshold value that may be used to classify the data into one of the two levels within the lifetime of the pub/sub session. This falls naturally into the WSN applications where data is deemed critical only if the corresponding reading exceeds or drops below a certain threshold specified by the system. For example, many of the tracking and monitoring applications send redundant data, and the most important data or critical data occurs only for a small period of time. Specifically, when there is an abnormal change in the monitored object or event, this particular data must be delivered immediately and reliably to the BS or to the interested subscriber. Practical examples include forest fire detection or toxic gas detection systems, where sensor nodes are periodically sending redundant data in terms of temperature readings or gas concentrations. In these situations, the critical data occurs when the temperature or gas concentration exceed the pre-specified thresholds. This adaptive behavior allows the network to consume fewer resources as opposed to handling all traffic using the reliable function. This particular observation makes it natural to match the operation of WSN with its nature of limited resources.
In an attempt to integrate the various benefits in terms of real-time communication and QoS functions, TinyDDS [7] provides a lightweight and partial porting of the DDS middleware for WSN. Unfortunately, the current porting of Tiny-DDS [15] does not implement any of the reliable data delivery functions supported in the original DDS standard. In this work, we enhance the original DDS middleware by adding a third reliable data delivery level, referred to it, herein, by Partial Reliability (PR). We also port all the respective reliability functions into the existing TinyDDS. The resulted new middleware is referred to it by Reliable-TinyDDS (RTDDS) [50] .
The paper contribution is summarized as follows: the first contribution is to extend the original DDS reliable data delivery QoS by introducing an intermediate level to cope with WSN requirements. The second contribution is to implement and port of the DDS reliability functions for TinyDDS to support reliable data delivery service and real-time communications for WSN. The third contribution is to present a thorough and comprehensive evaluation for the proposed functions versus various network parameters to assess the suitability of these functions and the associated costs. The rest of the paper is organized as follows: section 2 introduces the related work. Section 3 provides detailed description of RTDDS protocol architecture and its implementation. Section 4 evaluates the performance of RTDDS and analyzes the obtained results. Finally, we conclude this paper and give some new directions of this research in section 5.
II. RELATED WORK
Many published studies are focused on QoS provisioning in WSN. These studies may be categorized into pub/sub based and non-pub/sub based approaches. Most of the non-pub/sub based studies are focused on node failure, priority, or deadline [16] - [22] . Other attempts have focused on reliable data delivery [23] [24]- [26] , [43] , [44] . In pub/sub based studies, some of the studies focused on adapting the pub/sub communication model into WSN without supporting reliable data delivery [3] , [4] .
The main emphasis of this paper is on the remaining studies that focus on adapting pub/sub model. Moreover, we consider the support for QoS and reliable data delivery service. Specifically, we select from this category the standard-based solutions [6] , [7] , [27] to mitigate the lack of standardization in WSN. In this section, we summarize the techniques that are related to the implementation of RTDDS and are standardbased pub/sub. We describe TinyDDS middleware in more details since it is the base of our proposed protocol.
The DDS standard-based proposed solutions are µ DDS [27] and TinyDDS [7] . In our work, we chose TinyDDS to implement DDS reliability QoS. This is because TinyDDS is more popular and cited by the majority of researchers in the research community, and also it is an open source [15] . Tiny-DDS is a lightweight version of DDS standard for embedded systems. As any pub/sub system, it includes three main entities: publisher, subscriber, and pub/sub service. In sensor networks, the publisher is one of the nodes near the monitored object. The publisher collects the data and sends it to the pub/sub service. On the other hand, the subscriber is the basestation, an application connected to the base-station, or an Actuator interested in specific data. Both the publisher and the subscriber send the publications or subscriptions to the pub/sub service. Therefore, the pub/sub service is the core of the pub/sub system, where it manages the matching process between publishers and interested subscribers, and the routing of the publications to the interested subscribers. In Tiny-DDS, the pub/sub service is a normal node in the networks. This node uses the Distributed Hash Table ( DHT) routing as the overlay routing method that routes the publications and subscriptions to the pub/sub service node. Thus, the matching process and routing of the publications to the interested subscribers are conducted. DHT routing in TinyDDS creates an intermediate node for each set of data types or topics; where these nodes are called rendezvous nodes. Thereby, the network traffic is uniformly distributed over the network. Since TinyDDS is based on DDS standard, its integration to the enterprise networks becomes straightforward, and also supports QoS for WSN. However, the implementation of reliability QoS is not available yet with the last version of TinyDDS. Therefore, this work is considered as an extension for TinyDDS that implements the 3-level reliability protocol RTDDS.
MQTT-SN is similar to TinyDDS pub/sub middleware for WSN [28] , where both of them are standard based solution. While TinyDDS is still an academic work, MQTT-SN is developed and released by IBM Company. It is built based on MQTT middleware. MQTT stands for Message Queuing Telemetry Transport, which is a pub/sub protocol invented in 1999 [29] . It is simple and lightweight-messaging protocol designed for constrained devices and low-bandwidth, highlatency or unreliable networks. Consequently and due to its mentioned lightweight properties, an extension version of MQTT protocol is developed for WSN and called MQTT for Sensor Networks (MQTT-SN). The main goal is to simplify the integration of the WSN with the enterprise networks by extending the enterprise pub/sub middleware protocols into the WSN infrastructure. The pub/sub service is located in brokers that use the original MQTT protocol, where the Sensor/Actuator devices software is kept as simple as possible. The Sensor/Actuator devices use the Collection Tree Protocol (CTP) [30] , as its underlying routing protocol allows devices to send data to the closest gateway. Reliability QoS is implemented in three levels: 1) best-effort, where it sends just once either successfully received or not, 2) retransmit until the message is acknowledged, but it may incurs redundancy, and 3) ensure no redundancy. The third level is the difference between RTDDS and MQTT-SN, in which RTDDS level three is partially reliable delivery service that works as a hybrid technique between best-effort and reliable QoS.
Constrained Application Protocol (CoAP) is another middleware used to integrate WSN to the web. It's standardization process started by IETF CoRE working group in 2010 [31] . It is optimized for limited resources and low cost devices, typically for IoT and machine-to-machine applications. Thereby, the constrained applications or WSNs can interact and exchange control information with the internet-based applications by translating it to HTTP protocol. Unlike MQTT-SN, CoAP uses client/server interaction model along with pub/sub model. It also provides a reliable data delivery service. According to the RFC Proposed Standard of CoAP [32] , it achieves the reliability by classifying the messages into two types: confirmable and non-confirmable messages. The confirmable messages are required acknowledgments, where the non-confirmable do not. The RTDDS third level is inspired from this middleware; therefore, RTDDS is considered as a hybrid technique from both MQTT-SN and CoAP. As an improvement for the three protocols, MQTT-SN, CoAP, and RTDDS, instead of using fixed Retransmission Time Out (RTO), an adaptive RTO is used. A recent study [33] investigated the effect of the constant RTO and the adaptive RTO. The results show that there is a great improvement on the network performance in terms of packet delivery ratio when using adaptive RTO.
Unlike MQTT-SN and CoAP middleware solutions, RTDDS uses a buffering system at the publisher side, where in both middlewares they drop the message if no acknowledgment is received for the sent message [33] . Our buffering service at the publisher side is implemented within the available memory space of TelosB [34] , Zolertia [35] , and Iris [36] motes, where the entire middleware size is nearly 6 Kbytes.
III. RTDDS ARCHITECTURE
This section introduces our proposed RTDDS protocol with its offered levels. Moreover, this section proves a detailed description on RTDDS protocol main components, procedure, algorithms, and its implementation over pub/sub architecture. RTDDS is a reliability protocol for WSN based on DDS standard. It is implemented over TinyDDS middleware, whose reliability QoS has not been implemented yet [15] . As mentioned before, DDS has two distinct reliability levels: best-effort and fully-reliable. From our simulation results, we noticed that the cost of fully-reliable QoS is very high in terms of retransmissions. For example, in case of 50% publishers and one-second inter-packet interval there are around eight retransmissions per message. This consumes much energy and thus significantly reduces the network lifetime. To suit the WSN requirements, adding a new level extends the DDS reliability QoS levels. Intuitively, this level is inspired from the nature of most WSN applications where the collected data from monitoring systems is often redundant. Some of this data is critical, i.e. that exceeds a certain applicationspecific threshold. This threshold is set according to the application nature and user interest. For example, in fire or in toxic gas detection systems, the sensors collect data every second or on a predefined appropriate time. In this case, the data can be classified into reliable and best-effort based on the sensor readings, where the sensor does in-network processing to examine the reading. If the reading is beyond a predefined threshold, then it marks the message as a reliable message. If the reading is within the threshold, then the sensor marks the message as best-effort message. Consequently, RTDDS offers three reliability QoS levels that are summarized as follows:
• Best-Effort QoS (BEQoS): it exists in DDS standard, and often used for time-sensitive applications, e.g. video transmission applications. In this level, as soon as RTDDS receives a message from the application layer, it sends it only once; then the message is either successfully received or dropped. Therefore, the reliability overhead, such as buffering, acknowledgments and retransmissions, does not exist.
• Fully-Reliable QoS (FRQoS): it is the second level of DDS standard, and used for data-sensitive applications, e.g. file transfer applications. In this level, all messages are buffered at the publisher side until the lastly sent message receives an acknowledgment from the receiver. If there is a new message from the application layer while the buffer is full, the new message will be dropped accordingly. The message is persistently retransmitted until it is successfully received on the subscriber side.
• Partially-Reliable (PRQoS): it is our proposed level of DDS standard for sensor networks. In this level, the messages are classified into two types: Best-Effort and Reliable messages. The buffer at the publisher side is used whenever there is a Reliable message. Therefore, the Best-Effort message is buffered if there is a Reliable message in the buffer; otherwise, it is sent immediately as soon as it is generated. In case there is a sent Reliable message, the Best-Effort message waits in the buffer until the acknowledgment of the sent Reliable message is received. The RTDDS architecture is based on DDS standard and TinyDDS as shown in figure 3 . The main entities of RTDDS are: publisher, subscriber, pub/sub service, and Application Programming Interfaces (APIs). Each publisher or subscriber includes a data write/read component that is associated with each topic in the network, these data components are: Data Writer (DW) at the publisher side, and Data Reader (DR) at the subscriber side. The RTDDS basic mechanism is implemented in DW and DR. Therefore, the modified DW and DR are called R-DW and R-DR respectively, where R stands for Reliable. The buffering, timer, and classifier mechanisms are implemented in R-DW, while the acknowledgment mechanism is implemented in R-DR. As shown in the architecture, the RTDDS middleware intermediates between the application and the platform details, such as TinyOS [37] protocols and Sensor/Actuator hardware. Thereby, the application can interact with the system through the DDS API interfaces, which makes the application development easier. RTDDS follows the stop and wait mechanism [38] that cope with WSN requirements [28] . On the publisher side, R-DW includes three main mechanisms: buffering, timer, and classifier mechanisms A ring buffer is used to build the RTDDS buffer at the publisher side. In our implementation, the buffer size accommodates 20 messages and each message is 20 bytes. Simply, this buffer follows M/M/1 model in queuing theory with First-In-First-Out (FIFO) mechanism. Thus, the probability of buffer overflow can be determined using the following equations: P (overflow) = (λ/µ) n P 0 , and P 0 = 1 − λ/µ where λ is the arrival rate with Poisson distribution and depends on the application nature; µ is the service rate with exponential distribution and depends on the system capabilities; n is the number of messages in the buffer. Since we have limited buffer capacity as mentioned earlier, which equals 20 messages, n equals 20. Thus, simply we can use the probability equations to get the overflow probability or message loss due to buffer overflow. It should be mentioned here that the stability condition is (λ/µ) > 1.
In case of FRQoS, the first message that arrives to the R-DW component is sent first. If a message arrives when the queue is not empty, it is added to the end of the queue. Otherwise, the message is dropped. In the timer mechanism, the Retransmission Time-Out (RTO) is controlled. Every time a message is sent, the timer is reset. If no acknowledgment is received during the predefined RTO period, the timeout event occurs and a retransmission process is initiated. In RTDDS, RTO is experimentally determined based on the multi-hop test (presented in the performance evaluation part) and the allowed memory in TelosB platform [34] (which control the buffer size) and set to 400 milliseconds. The last mechanism in the publisher side is the classifier. In this mechanism, the messages are classified into two types: Fully-Reliable (FR) and Best-Effort (BE) messages, as shown in figure 4 . Please note that this mechanism is used only in the PRQoS level. One bit is added to the TinyDDS header for message classifier as a reliability bit, where the application examines the readings and accordingly sets this bit. If the reading exceeds the threshold, then the reliability bit is set and this message is considered as FR message. Otherwise, the reliability bit is unset and this message is considered as BE message. The buffer is empty if there are no reliable messages in the readings. On the subscriber side, we only have the acknowledgment mechanism. In this mechanism, the reliability bit is tested for every arrived message. If this bit is set (FR message), then a corresponding acknowledgment message is generated and sent back to the message originator. Otherwise, the BE message is absorbed with no responses. Figure 5 illustrates the main algorithm to show the procedure of RTDDS protocol with FRQoS level. Since we are using ring buffer and FIFO queue mechanism, the ''buffer in'' means adding the new message to the end of the queue, and the ''buffer out'' means sending the first message from the front of the queue; and the ''buffer remove'' means removing the first message residing at the front of the queue since it is successfully reached the subscription side. In case of retransmitting a message, ''buffer out'' command is recalled. The ''buffer out'' command is activated either when the timeout event is fired, for resending an old message, or when the corresponding acknowledgment of the sent message is received, for sending a new message. In the case of PRQoS, the subscriber sends its interest to the middleware service with a certain threshold. Then, the classifier at the publisher side classifies the messages into BE and FR messages based on the required threshold. For instance, when one sample exceeds a certain predefined threshold, the publisher marks this message as a FR message; otherwise the publisher marks it as a BE message. Figure 6 shows a pseudo code for the algorithm of PR QoS in RTDDS. This is implemented in both R-DW and R-DR components. This algorithm is integrated to the main algorithm shown in figure 5 . In PRQoS algorithm, we use a wait variable to wait for the acknowledgments of the FR messages. Consequently, when BE or FR message arrives at R-DW it is buffered until the acknowledgment of the sent FR message is received. Thus, in-sequence data delivery service is ensured since the BE messages cannot be sent until all front FR messages are sent. In DDS, each data writer and reader is associated with a particular topic. Therefore, each topic in RTDDS is associated with different QoS level and each subscriber is able to request different QoS level. For example, in one WSN scenario there might be several subscribers and VOLUME 7, 2019 FIGURE 6. RTDDS reliability algorithm with PRQoS level.
each of which requested a distinct QoS level, best-effort, fully-reliable, or partially-reliable QoS.
IV. PERFORMANCE EVALUATION
This section provides an intensive evaluation of the proposed reliability protocol RTDDS. The main factors that are evaluated and have a significant impact on RTDDS performance are: Retransmission Time Out (RTO), Number of hops, data rate or Inter-Packet-Interval (IPI), number of publishers, and the percentage of reliable messages in case of PRQoS. The impact of these factors are evaluated using the following performance metrics:
• Packet Delivery Ratio (PDR): is the main performance measure of the reliability protocol. It is calculated by dividing the total number of Successfully Received Messages (SRMs) at the subscriber side by the total sent messages from the publisher side, as shown in Formula 1. For ideal reliability protocol, this metric is equal to one for all scenarios PDR = 
• End-to-End Delay (EED): it is measured from the moment of sending or publishing data on a publisher side (T sent ) until it is successfully received on the subscriber side (T Received ), formula 2 shows the calculation of EED. Therefore, it includes the buffering time at the publisher side, which is the major effect on the delay, and also the transmission, propagation, and receiving time at the subscriber side; the retransmission trails also included. In the formula, i represents a Successfully Received Message (SRM).
• Dropped Message Ratio (DMR): this metric is related to the buffering at the publisher side, where it calculates the dropped messages due to the buffer overflow. This happens when a message arrives to the data writer while it is still waiting for an acknowledgment and the buffer is full. Thus, the DMR is calculated by dividing the total number of dropped messages due to buffer overflow by the total number of sent messages by the application layer, as shown in formula 3.
• Retransmissions per Message (ReTx/Msg): this metric represents the cost of successfully received messages in terms of number of retransmissions. Each sent message might be successfully received from the first sending time or it might need to be retransmitted until it is successfully received. This metric is calculated by dividing the total number of retransmissions by the total number of successfully received messages, as shown in formula 4. 
ReTx/Msg
• Network Life Time (NLT): this metric is very important in WSN since it depends on a scarce resource (battery). It is measured practically by continuously operating the network nodes and recording the time from the moment the network is initiated until the last message is received from the last alive node in the network.
• Memory footprint: this metric is measured as the number of bytes consumed by the RTDDS code, when it is uploaded to TelosB platform. Both RAM and ROM memories are considered in evaluating this metric.
A. EXPERIMENTS SETUP
To demonstrate the feasibility of our proposed RTDDS protocol and evaluate its performance, several experiments are conducted. These experiments are divided into simulation and empirical experiments. In both types, RTDDS is compared with TinyDDS, where TinyDDS is represented by the BEQoS. The empirical experiments are conducted using TelosB platform motes. Table 1 includes all the common simulation parameters. In order to have a fair comparison between TinyDDS (BEQoS) and RTDDS, these parameters are determined according to the TinyDDS test environment [7] , [15] , [40] , e.g. topology, area, radio model, mote platform, massage size, etc. Also, to study the effect of the number of publishers on the RTDDS, different number of publishers are used as follows: 25, 20, 15, 10, 5, and 1; these numbers represents nearly 50%, 40%, 30%, 20%, 10%, and 1% respectively from the network size. For the RTO, as discussed in the RTDDS Architecture section, it is determined experimentally with taking in consideration the maximum number of hops needed to send the message to the base station and receive the acknowledgement; according to the testing topology, it equals 10 hops. Table 2 specifies the variable network parameters and their values for each used scenario. Three scenarios are used in the simulation experiments. Two scenarios are used for FRQoS, where RTO, IPI, number of publishers, and number of hops are examined. The third scenario is used for PRQoS, where reliability percentage factor is examined. RTDDS is tested over two platforms, one by TOSSIM [40] simulator, a micaZ mote platform, and the other by a prototype that is downloaded over TelosB motes. We used static routing for multi-hop scenarios, and the radio model is based on Chipcon CC2420 model [39] . For more details on the experiments' simulation setup, refer to table 1. Each data point in the results represents the average of ten times of simulation runs. In addition, the standard deviation of the ten runs is represented by the error bars in the results' charts.
B. FULL RELIABILITY QOS RESULTS
All factors are evaluated at FRQoS level, because the protocol communication overhead are introduced at this level and also affect the RTDDS performance. Moreover, the RTO are adjusted experimentally according to this level. Consequently, the performance of the other two levels, i.e. PRQoS, and BEQoS, are less affected by different network parameters. This means, under the same examined conditions used in these experiments, the other levels perform better than FRQoS level in terms of EED, ReTx/Msg, Rd/Msg, and DMR. Consequently, FRQoS is the best in terms of PDR.
To minimize the significant effect of the Co-Channel Interference (CCI) on RTDDS protocol, an improvement is added to RTDDS. Figure 7 shows the significant effect of the CCI on To reduce this effect, we used a simple algorithm for IFS at the middleware layer, in which each set of adjacent nodes are sending at different times, i.e. Time Division Multiple Access (TDMA). By using IFS algorithm, the PDR of the BEQoS level is improved by nearly 3.5 times. In contrast, the FR level shows more robustness against CCI, where the PDR almost the same in both cases with and without IFS. At the cost of retransmissions and delay, in case of five IPI, it incurs about 1.9 times the number of retransmissions with IFS, and nearly 2.4 times without IFS. The PDR of the BEQoS level showed almost the same in both cases of one and five IPI. This is because of inactive nodes, in case of five IPI, for almost four seconds. Then, at the fifth second they start sending. Consequently, the channel contention is almost the same in both cases of one and five IPI. Finally in terms of PDR, the FRQoS is more robust than BEQoS because FRQoS level persistently deliver the data to the receiver side. This is deduced from the error bars shown in Figure 7 , where they are much higher in case of BEQoS level. In FRQoS-RTO scenario, we used two publishers and one subscriber (BS) with different number of hops and different values for RTO, as described in table 2. Figure 8 depicts the RTDDS performance versus number of hops and versus different RTO values. The hops start from one to ten hops; however, it is worth to mention that the smallest number of hops is two hops, i.e. one to the rendezvous node where the matching process and publication routing are conducted, and one to the interested subscriber. For instance, if one publisher is away from the interested subscriber by six hops means three to the rendezvous node and three to the interested subscriber. In addition, the RTO values are ranged from 200 to 1000 milliseconds (ms), where 200 ms is the minimum Round Trip Time (RTT) of five hops distance in our testing environment. In case of five-hop distance between the publisher and BS, the minimum time required from the publisher to wait for the acknowledgment is equal to 200 ms The upper bound is 1000 ms, because the data rate in this test is one-message/second. If the timeout is higher than the data rate, then it causes buffer overflow that leads to system instability.
The packet loss is one of the important performance metric in reliability protocols. This makes it natural to assign it the highest priority in our selection of RTO. Figure 8(d) shows no dropped messages in case of RTO 200 ms and RTO 400 ms, even in the worst case (i.e. ten hops). This figure also shows that RTDDS with FRQoS level is robust until six hops regardless of timeout. That is because the PDR is 100% and the DMR is zero for all the cases of RTO in case of six hops. In general, Figure 8(a,b,c,d) shows that the RTDDS performance degrades as the timeout increases due to system instability state. Therefore, we used 200 and 400ms for RTO of RTDDS. Figure 8(b) shows the ReTx/Msg cost is lower in case of 400 ms than 200 ms. At the same time, both of them almost have the same PDR, as shown in Figure 8(a) . As a result, 400 ms is selected as RTDDS retransmission timeout for the rest of the experiments. In this scenario, RTDDS with FRQoS level is evaluated under heavy network conditions such as increasing number of publishers and data rate. The number of publishers is increased until it reaches 50% of the network nodes. Meanwhile, the network data rate is increased from one-message/fiveseconds to one-message/one-second. The reason why we chose this range is that we experimentally decreased the data rate until we got zero messages dropping, in case of 50% of the number of publishers. Wherein, the minimum data rate to get this result is one-message/five-seconds, as shown in Figure 9(d) . In this figure, the worst case is when IPI is one sec with 50% number of publishers. Where, DMR is approximately 60% and that is due to the high collision rate when heavy network load is considered. Figure 9 (d) also shows that to ensure reliable data delivery service, the data rate one message/five sec scenario when there is zero dropped messages in all cases of the number of publishers. Therefore, we can deduce that RTDDS with FRQoS is more suitable for applications that have a time-sensitivity response time not less than five seconds. Thus, the maximum delay of the five seconds scenario is shown in Figure 9 (c). When it is around five seconds with 100% PDR, the results are shown in Figure 9 (a). As an alternative measure for cost, we used redundancy per message instead of retransmissions per message, as shown in Figure 9 (b). This figure shows around 60% redundant messages in case of five sec scenario. In summary for all results shown in Figure 9(1,b,c,d) , the results are intuitive where the cost in terms of EED, DMR, and Rd/Msg increases as the network load increases in terms of data rate and number of publishers; whereas, the performance in terms of PDR decreases.
The aforementioned analysis is targeted time-sensitive applications or soft real-time applications, because sensor updates are in the order of few seconds. In TABLE 3, RTDDS is validated by simulation that works perfectly in a non-time sensitive applications, e.g. with data rate of one packet per minute or slower. In this test, 50% of the sensors sent one packet every one minute to the base-station. It is clearly shown in this table that the RTDDS cost in terms of delay, retransmissions, and redundant messages is significantly reduced. Where, the delay is reduced from around five seconds to few hundreds of milliseconds (i.e., 243 milliseconds). Also, the ReTx/Msg is reduced from nine messages to one message. Moreover, Rd/Msg is reduced from 68% to 42%. This means that it is less than the half of the transmitted messages gets redundant in case of data rate of one Msg/Minute.
C. PARTIAL RELIABILITY QOS RESULTS
In the PRQoS scenario test, we used five publishers sending to the base-station (subscriber) with two different data rates, VOLUME 7, 2019 in a network of maximum six hops from the publisher to the base-station. The worst case is represented by one second IPI with message dropping, due to buffer overflow. The second scenario is represented by five seconds IPI with zero message dropping. In PRQoS, the first two levels are employed to work together, namely: BEQoS and FRQoS levels. To observe the effect of different levels of PRQoS on the protocol performance, we control the published messages with FR messages equals to 0%, 20%, 40%, 60%, 80%, and 100% from the total sent messages. It should be noted that 0% represents BEQoS level and 100% represents FRQoS level. The main objective of this test is to compare between QoS three levels offered by RTDDS. Figure 10 depicts comprehensive results of PDR, No. ReTx, EED, and DMR. Figure 10(a) shows the number of FR messages and the PDR are both decreasing. This is because the unguaranteed messages increase as we increase the BE messages, and also due to the effect of the packet dropping. At 0% PRQoS, we observe that there is no difference between one and five seconds IPI. This is because of the packet dropping due to the channel contention is the same in one and five seconds cases. In both scenarios the sending period is almost one second for all the publishers (during the first or fifth second), where the sensors remain in a sleep or inactive mode during the remaining four seconds. This can be improved by extending the Interference-Free Scheduling (IFS) based on the IPI of the application. For example in case of five-second, the transmission is distributed over the five seconds.
Due to heavy traffic of applying reliability QoS and the fast publication rate in case of one-second IPI, massive packet dropping is occurred, and thus the number of retransmissions reflects it. This is demonstrated in Figure 10(b) . However, it is very important to notice that, in case of FRQoS, both 5000 ReTxs and 1000 ReTxs correspond to two ReTxs/Msg, that is because the total number of sent messages is 2500 and 500 respectively. Applying full reliability ror real-time systems with response time sensitivity less than one second requires huge amount of resources in terms of computation, memory, bandwidth, and power. Since the number of retransmissions decreases from around 5000 ReTxs to 1000 ReTxs, this emphasizes that RTDDS is very suitable for the applications that have response time sensitivity around one minute or more. This observation is supported by the results achieved in Figure 10 (c). In case of five-seconds, the end-to-end delay is in the order of milliseconds even when we use 100% PRQoS or FRQoS. Finally, Figure 10 (d) shows the dropped messages at the publisher side. As shown in this figure, only one-second IPI scenario is illustrated because there is no message dropping in five-second scenario. The number of dropped messages is almost linearly decreases with PRQoS percentage decreasing. In FRQoS level, nearly 12% of the messages are dropped; whereas, in 20% PRQoS nearly 2% of the messages are dropped. Therefore, it is obvious that in case of partial reliability QoS the reliability protocol is significantly improved. Besides, PRQoS level is often used in sensor applications, where most of the data is redundant unless a few readings that exceed the predefined threshold.
D. MEMORY AND NETWORK LIFE-TIME RESULTS
For more accurate and realistic measurements, we developed an RTDDS prototype. This prototype is installed on top of TelosB mote platform. In this experiment, RTDDS with FRQoS and normal TinyDDS are compared in terms of memory and Network Life Time (NLT). This experiment includes four motes: base-station, Rendezvous, RTDDS, and TinyDDS nodes. These motes are deployed in indoor environment. Since TinyDDS default QoS is a BEQoS level, the comparison is performed between FRQoS and BEQoS for NLT. The publishers or RTDDS and TinyDDS nodes send data with one-message/second rate to the base-station through the rendezvous node. The message size is 20 bytes and it is acknowledged by the base-station in the RTDDS case. AA batteries supply the RTDDS and TinyDDS nodes. This means that each one has an initial voltage equals to 3V.
For memory test, RAM and ROM occupied space is computed as a percentage of the free and used memory. For TelosB RAM is 10 Kbytes and ROM is 48 Kbytes. Figure 11 shows the results of the memory space occupied by RTDDS and TinyDDS. Figure 11(a) shows RAM usage, where RTDDS and TinyDDS occupy around 60% and 40% respectively. The 20% difference used by RTDDS due to the buffer at the publisher side and the control variables in both sides such as wait and timer variables. In conclusion, the RAM still has 40% after adding reliability protocol to TinyDDS, which makes it extremely efficient and applicable. Furthermore in Figure 11 (b), ROM test supports this conclusion where the difference lesser than in RAM in which RTDDS implementation increases the ROM by around 5% as compared to TinyDDS.
To measure the Network Life Time (NLT), we continuously operated the network with one-message/second data rate until the last message has been received; at that time, the NLT was recorded, as shown in figure 12 . According to TelosB reference [41] , the minimum voltage for motes to function properly is 1.8 V, as illustrated in this figure. However, both RTDDS and TinyDDS motes operate until they reach 1.53V. The results show that NLT of RTDDS and TinyDDS are 5.5 and 6.25 days respectively. Of course, this is too short because our test is conducted under intensive data rate. However, real-world applications require much less duty cycles, and energy saving modes are used, i.e. sleep and deep sleep modes. As a result, the real-world NLT would be extended to months or even years. Moreover, we can observe that RTDDS, which is working in FRQoS level, NLT is less than TinyDDS due to the extra traffic used as acknowledgments, and more processing for reliability mechanisms. Further, the difference between TinyDDS and RTDDS slightly increases and almost linearly with time. It is important to note that we performed our experiments in a perfect environment with almost zero retransmissions in case of RTDDS. It is also worth mentioning that the total data received by RTDDS and TinyDDS are 471561 and 517322 bytes respectively. Finally, VOLUME 7, 2019 the results are very promising and demonstrate that RTDDS is applicable and efficient in terms of energy/memory consumption.
V. CONCLUSION AND FUTURE WORK
In this work, we developed a middleware-based reliability protocol for wireless sensor/actuator networks. This protocol is integrated with TinyDDS middleware and named it Reliable TinyDDS (RTDDS). The RTDDS design, implementation and performance evaluations are conducted to provide an academic basic infrastructure for studying, testing, and improving reliability in WSN. To the best of our knowledge, this is the most detailed publish/subscribe reliability protocol for WSN in the literature. RTDDS implementations proved that reliability QoS is applicable in most sensor platforms, since it is integrated and tested with middleware technology. As DDS is widely used, it makes RTDDS easily integrated to enterprise networks with different reliability levels and increases the range of supported applications. The results showed that RTDDS is able to work perfectly with applications that have time-sensitivity less than five seconds and half overloaded in terms of number of publishers. However, RTDDS can still behave like a real-time system if it operates within few nodes where the response time is in the range of few tens of milliseconds. In the future, we plan to improve RTDDS performance and test its suitability in different network topologies and conditions. For example, testing RTDDS in random network topologies instead of grid topology, mobile nodes, and secure environments. Moreover, we plan to use an adaptive retransmission timeout with RTDDS with multiple subscribers to emulate exact environments of sensor/actuator networks.
