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SPECTRAL FILTRATIONS VIA GENERALIZED MORPHISMS
MOHAMED BARAKAT
Abstrat. This paper introdues a reformulation of the lassial onvergene theorem for
spetral sequenes of ltered omplexes whih provides an algorithm to eetively ompute
the indued ltration on the total (o)homology, as soon as the omplex is of nite type,
its ltration is nite, and the underlying ring is omputable. So-alled generalized maps
play a deisive role in simplifying and streamlining all involved algorithms.
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1. Introdution
The motivation behind this work was the need for algorithms to expliitly onstrut
several natural ltrations of modules. It is already known that all these ltrations an be
desribed in a unied way using spetral sequenes of ltered omplexes, whih in turn
suggests a unied algorithm to onstrut all of them. Desribing this algorithm is the main
objetive of the present paper.
Sine Verdier it beame more and more apparent that one should be studying om-
plexes of modules rather than single modules. A single module is then represented by one
of its resolutions, all quasi-isomorphi to eah other. The idea is now very simple:
1
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If there is no diret way to onstrut a ertain natural ltration on a module M , it
might be simpler to expliitly realize M as one of the (o)homologies Hn(C) of some
omplex C with some easy onstrutible (natural) ltration, suh that the ltration
indued on Hn(C) (by the one on C) maps by the expliit isomorphism Hn(C) ∼= M
onto the looked-for ltration on M .
In this work it will be shown how to ompute the indued ltration on Hn(C) using
spetral sequenes of ltered omplexes, enrihed with some extra data. This provides a
unied approah for onstruting numerous important ltrations of modules and sheaves
of modules (f. [Wei94, Chap. 5℄ and [Rot79, Chap. 11℄). Sine we are interested in ee-
tive omputations we restrit ourself for simpliity to nite type omplexes arrying nite
ltrations.
When talking about D-modules the ring D is assumed assoiative with one.
Denition 1.1 (Filtered module). Let M be a D-module.
(a) A hain of submodules (FpM)p∈Z of the module M is alled an asending ltra-
tion if Fp−1M ≤ FpM . The p-th graded part is the subfator module dened by
grpM := FpM/Fp−1M .
(d) A hain of submodules (F pM)p∈Z of the module M is alled a desending ltra-
tion if F pM ≥ F p+1M . The p-th graded part is the subfator module dened by
grpM := F pM/F p+1M .
All ltrations of modules will be assumed exhaustive (i.e.
⋃
p FpM = M), Hausdor
(i.e.
⋂
p FpM = 0), and will have nite length m (i.e. the dierene between the highest
and the lowest stable index is at most m). Suh ltrations are alled m-step ltrations.
We start with two examples that will be pursued in Setion 9:
(d) Let M and N be right D-modules and M∗ := HomD(M,D) the dual (left) D-
module of M . The map
ϕ :
{
N ⊗D M
∗ → HomD(M,N)
n⊗ α 7→ (m 7→ nα(m))
is in general neither injetive nor surjetive. In fat, imϕ is the last (graded) part
of a desending ltration of Hom(M,N).
• Hom(M,N)
•
•
•
N ⊗M∗
//•

 cokerϕ
•
ϕ
//
coimϕ
{
•
}
imϕ
•
kerϕ
{
(a) Dually, let M be a left module, L a right module, and
ε : M →M∗∗ := Hom(Hom(M,D), D)
SPECTRAL FILTRATIONS VIA GENERALIZED MORPHISMS 3
the evaluation map. The omposition ψ
L⊗D M
ψ
22
id⊗ε //L⊗M∗∗
ϕ // HomD(M
∗, L)
is in general neither injetive nor surjetive. It will turn out that its oimage coimψ
is the last graded part of an asending ltration of L⊗M .
•
Hom(M∗, L)
•
L⊗M
//•
}
cokerψ
•
ψ
//
coimψ
{
•
}
imψ
•
kerψ

 •
•
Example (a) has a geometri interpretation.
(a') Let D be a ommutative Noetherian ring with 1. Reall that the Krull di-
mension dimD is dened to be the length d of a maximal hain of prime ideals
D > p0 > · · · > pd. For example, the Krull dimension of a eld k is zero,
dimZ = 1, and dimD[x1, . . . , xn] = dimD + n.
The denition of the Krull dimension is then extended to nontrivial D-modules
using
dimM := dim
D
AnnD(M)
.
Dene the odimension of a nontrivial module M as
codimM := dimD − dimM
and set the odimension of the zero module to be ∞. If for example D is a (om-
mutative) prinipal ideal domain whih is not a eld, then the nitely generated
D-modules of odimension 1 are preisely the nitely generated torsion modules.
Denition 1.2 (Purity ltration). Let D be a ommutative Noetherian ring
with 1 and M a D-module. Dene the submodule t−cM as the biggest submodule
of M of odimension ≥ c. The asending ltration
· · · ≤ t−(c+1)M ≤ t−cM ≤ · · · ≤ t−1M ≤ t0M := M
is alled the purity ltration of M [HL97, Def. 1.1.4℄. The graded part Mc :=
t−c / t−(c+1) is pure of odimension c, i.e. any nontrivial submodule of Mc has
odimension c. t−1M is nothing but the torsion submodule t(M). This suggests
alling t−cM the c-th (higher) torsion submodule of M .
Early referenes to the purity ltration are J.-E. Roos's pioneering paper [Roo62℄
where he introdued the bidualizing omplex, M. Kashiwara's master thesis
(Deember 1970) [Kas95, Theorem 3.2.5℄ on algebraiD-modules, and J.-E. Björk's
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standard referene [Bjö79, Chap. 2, Thm. 4.15℄. All these referenes address the
onstrution of this ltration from a homologial
1
point of view, where the assump-
tion of ommutativity of the ring D an be dropped.
Under some mild onditions on the not neessarily ommutative ring D one an
haraterize the purity ltration in the following way: There exist so-alled higher
evaluation maps εc, generalizing the standard evaluation map, suh that the
sequene
0 −→ t−(c+1)M −→ t−cM
εc−→ ExtcD(Ext
c
D(M,D), D)
is exat (f. [AB69, Qua01℄). εc an thus be viewed as a natural transforma-
tion between the c-th torsion funtor t−c and the c-th bidualizing funtor
Extc(Extc(−, D), D). In Subsetion 9.1.3 it will be shown how to use spetral se-
quenes of ltered omplexes to onstrut all the higher evaluation maps εc. More
generally it is evident that spetral sequenes are natural birthplaes for many
natural transformations.
Now to see the onnetion to the previous example (a) set L = D as a right
D-module. ψ then beomes the evaluation map ε.
There still exists a misunderstanding onerning spetral sequenes of ltered omplexes
and it might be appropriate to address it here. Let C be a ltered omplex (f. Def. 3.1 and
Remark 4.6). (*) We even assume C of nite type and the ltration nite. The ltration
on C indues a ltration on its (o)homologies Hn(C). It is sometimes believed that the
spetral sequene Erpq assoiated to the ltered omplex C annot be used to determine the
indued ltration on Hn(C), but an only be used to determine its graded parts grpHn(C).
One might be easily led to this onlusion sine the last page of the spetral sequene
onsists of preisely these graded parts E∞pq = grpHp+q(C), and omputing the last page is
traditionally regarded as the last step in determining the spetral sequene. It is lear that
even the knowledge of the total (o)homology Hn(C) as a whole (along with the knowledge
of the graded parts grpHn(C)) is in general not enough to determine the ltration. Another
reason might be the use of the phrase omputing a spetral sequene. Very often this
means a suessful attempt to gure out the morphisms on some of the pages of the spetral
sequene, or even better, working skillfully around determining most or even all of these
morphisms and nevertheless deduing enough or even all information about of the last
page E∞. This often makes use of ingenuous arguments only valid in the example or
family of examples under onsideration. For this reason we add the word eetive to
the above phrase, and by eetively omputing the spetral sequene we mean expliitly
determining all morphisms on all pages of the spetral sequene. Indeed, the denition one
nds in standard textbooks like [Wei94, Setion 5.4℄ of the spetral sequene assoiated to
a omplex of nite type arrying a nite ltration is onstrutive in the sense that it an
be implemented on a omputer (see [Bar09℄). The message of this work is the following:
1
Kashiwara did not use spetral sequenes: Instead of using spetral sequenes, Sato devised [...℄ a
method using assoiated ohomology, [Kas95, Setion 3.2℄.
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If the spetral sequene of a ltered omplex is eetively omputable, then, with
some extra work, the indued ltration on the total (o)homology is eetively
omputable as well.
By denition, the objets Erpq of the spetral sequene assoiated to the ltered omplex
C are subfators of the total objet Cp+q (see Setions 3 and 5). In Setion 4 we introdue
the notion of a generalized embedding to keep trak of this information. The entral
idea of this work is to use the generalized embeddings E∞pq → Cp+q to lter the total
(o)homology Hp+q(C)  also a subfator of Cp+q. This is the ontent of Theorem 5.1.
Eetively omputing the indued ltration is not a main stream appliation of spetral
sequenes. Very often, espeially in topology, the total ltered omplex is not ompletely
known, or is of innite type, although the (total) (o)homology is known to be of nite type.
But from some page on, the objets of the spetral sequene beome intrinsi and of nite
type. Pushing the spetral sequene to onvergene and determining the isomorphism type
of the low degree total (o)homologies is already highly nontrivial. The reader is referred
to [RS02℄ and the impressive program Kenzo [RSS℄. In its urrent stage, Kenzo is able to
ompute A∞-strutures on ohomology. The goal here is nevertheless of dierent nature,
namely to eetively ompute the indued ltration on the a priori known (o)homology.
The shape of the spetral sequene starting from the intrinsi page will also be used to
dene new numerial invariants of modules and sheaves of modules (f. Subsetion 9.1.5).
The approah favored here makes extensive use of generalized maps, a onept moti-
vated in Setion 3, introdued in Setion 4, and put into ation starting from Setion 5.
Generalized maps an be viewed as a data struture that allows reorganizing many
algorithms in homologial algebra as losed formulas.
Although the whole theoretial ontent of this work an be done over an abstrat abelian
ategory, it is sometimes onvenient to be able to refer to elements. The disussion in
[Har77, p. 203℄ explains why this an be assumed without loss of generality.
2. A generality on subobjet latties
The following situation will be repeatedly enountered in the sequel. Let C be an objet
in an abelian ategory, Z, B, and A subobjets with B ≤ Z. Then the subobjet lattie2
of C is at most a degeneration of the one in Figure 1.
This lattie makes no statement about the size of B or Z ompared to A, sine, in
general, neither B nor Z is in a ≤-relation with A. The seond3 isomorphism theorem
an be applied ten times within this lattie, two for eah of the ve parallelograms. The
subobjet A leads to the intermediate subobjet A′ := (A+B) ∩ Z sitting between B
and Z, whih in general neither oinides with Z nor with B. Hene, a 2-step ltration
0 ≤ A ≤ C leads to a 2-step ltration 0 ≤ A′/B ≤ Z/B.
2
I learned drawing these pitures from Prof. Joahim Neubüser. He made intensive use of subgroup
latties in his ourses on nite group theory to visualize arguments and even make proofs.
3
Here we follow the numbering in Emmy Noether's fundamental paper [Noe27℄.
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PSfrag replaements
C
A
B
Z
A′
Figure 1. A general lattie with subobjets B ≤ Z and A
Arguing in terms of subobjet latties is a manifestation of the isomorphism theorems,
all being immediate orollaries of the homomorphism theorem (f. [Noe27℄).
3. Long exat sequenes as spetral sequenes
Long exat sequenes are in a preise sense a preursor of spetral sequenes of ltered
omplexes. They have the advantage of being a lot easier to omprehend. The ore idea
around whih this work is built an already be illustrated using long exat sequenes, whih
is the aim of this setion.
Long exat sequenes often our as the sequene onneting the homologies
· · · ← Hn−1(A)
∂∗←− Hn(R)
ν∗←− Hn(C)
ι∗←− Hn(A)
∂∗←− Hn+1(R)←− · · ·
of a short exat sequene of omplexes 0 ←− R
ν
←− C
ι
←− A ←− 0. If one views (A, ∂A) as
a subomplex of (C, ∂), then (R, ∂R) an be identied with the quotient omplex C/A.
Moreover ∂A is then ∂|A and ∂R is boundary operator indued by ∂ on the quotient R.
The natural maps ∂∗ appearing in the long exat sequene are the so-alled onneting
homomorphisms and are, like ∂A and ∂R, indued by the boundary operator ∂ of the total
omplex C.
To see in whih sense a long exat sequene is a speial ase of a spetral sequene of a
ltered omplex we rst reall the denition of a ltered omplex.
Denition 3.1 (Filtered omplex). We distinguish between hain and ohain omplexes:
(a) A hain of subomplexes (FpC)p∈Z (i.e. ∂(FpCn) ≤ FpCn−1 for all n) of the hain
omplex (C•, ∂) is alled an asending ltration if Fp−1C ≤ FpC. The p-th
graded part is the subfator hain omplex dened by grpC := FpC/Fp−1C.
(d) A hain of subomplexes (F pCn)p∈Z (i.e. ∂(F
pCn) ≤ F pCn+1 for all n) of the
ohain omplex (C•, ∂) is alled a desending ltration if F pC ≥ F p+1C. The p-
th graded part is the subfator ohain omplex dened by grp C := F pC/F p+1C.
Like for modules all ltrations of omplexes will be exhaustive (i.e.
⋃
p FpC = C), Haus-
dor (i.e.
⋂
p FpC = 0), and will have nite length m (i.e. the dierene between the
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highest and the lowest stable index is at most m). Suh ltrations are alled m-step
ltrations in the sequel.
Convention: For the purpose of this work ltrations on hain omplexes are automatially
asending whereas on ohain omplexes desending.
Remark 3.2. Before ontinuing with the previous disussion it is important to note that
(a) The ltration (FpCn) of Cn indues an asending ltration on the homologyHn(C).
Its p-th graded part is denoted by grpHn(C).
(d) The ltration (F pCn) of Cn indues a desending ltration on the ohomology
Hn(C). Its p-th graded parts is denoted by grpHn(C).
More preisely, FpHn(C) is the image of the morphism Hn(FpC)→ Hn(C).
A short exat sequene of (o)hain omplexes 0 ←− R
ν
←− C
ι
←− A ←− 0 an be viewed
as a 2-step ltration 0 ≤ A ≤ C of the omplex C with graded parts A and R. Following
the above onvention the ltration is asending or desending depending on whether C is
a hain or ohain omplex.
The main idea behind long exat sequenes is to relate the homologies of the total hain
omplex C with the homologies of its graded parts A and R. This preisely is also the
idea behind spetral sequenes of ltered omplexes but generalized to m-step ltrations,
where m may now be larger than 2. Roughly speaking, the spetral sequene of a ltered
omplex measures how far the graded part grpHn(C) of the ltered n-th homology Hn(C)
of the total ltered omplex C is away from simply being the homology Hn(grpC) of the
p-th graded part of C. This would for example happen if the ltration FpC is indued by
its own grading
4
, i.e. FpC =
⊕
p′≤p gr
′
pC, sine then the homologies of C will simply be
the diret sum of the homologies of the graded parts grpC. In general, grpHn(C) will only
be a subfator of Hn(grp C).
Long exat sequenes do not have a diret generalization to m-step ltrations, m > 2.
The language of spetral sequenes oers in this respet a better alternative. In order
to make the transition to the language of spetral sequenes notie that the graded parts
coker(ι∗) and ker(ν∗) of the ltered total homology Hn(C) indiated in the diagram below
(1) Hn−1(A) Hn(R)
∂∗oo Hn(C)
ν∗oo Hn(A)
ι∗oo Hn+1(R)
∂∗oo
•
• •oo
• •oo ∂∗ •oo
• •oo
ν∗
ι∗
} coker(ι∗)
ker(ν∗)
{ •oo
• •oo •oo
• •oo
∂∗
•
4
In the ontext of long exat sequenes this would mean that the short exat sequene of omplexes
0←− Q
ν
←− C
ι
←− T ←− 0 splits.
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both have an alternative desription in terms of the onneting homomorphisms:
(2) coker(ι∗) ∼= ker(∂∗) and ker(ν∗) ∼= coker(∂∗).
These natural isomorphisms are nothing but the statement of the homomorphism theorem
applied to ι∗ and ν∗.
Below we will give the denition of a spetral sequene and in Setion 5 we will reall
how to assoiate a spetral sequene to a ltered omplex. But before doing so let us
desribe in simple words the rough piture, valid for general spetral sequenes (even for
those not assoiated to a ltered omplex).
A spetral sequene an be viewed as a book with several pages Ea, Ea+1, Ea+2, . . .
starting at some integer a. Eah page ontains a double array Erpq of objets, arranged in
an array of omplexes. The pattern of arranging the objets in suh an array of omplexes
depends only on the integer a and is xed by a ommon onvention one and for all. The
objets on page r + 1 are the homologies of the omplexes on page r. It follows that the
objet Erpq on page r are subfators of the objets E
t
pq on all the previous pages t < r.
Now we turn to the morphisms of the omplexes. From what we have just been saying we
know that at least the soure and the target of a morphism on page r + 1 are ompletely
determined by page r. This an be regarded as a sort of restrition on the morphism,
and indeed, in the ase when zero is the only morphism from the given soure to the
given target, the morphism then beomes uniquely determined. This happens for example
whenever either the soure or the target vanishes, but may happen of ourse in other
situations (HomZ(Z/2Z,Z/3Z) = 0). So now it is natural to ask whether page r or any of
its previous pages impose further restritions on the morphisms on page r+ 1, apart from
determining their soures and targets. The answer is, in general, no. This will beome
lear as soon as we onstrut the spetral sequene assoiated to a 2-step ltered omplex
below (or more generally for an m-step ltration in Setion 5) and understand the nature
of data on eah page.
Summing up: Taking homology only determines the objets of the omplexes on page
r+1, but not their morphisms. Choosing these morphisms not only ompletes the (r+1)-st
page, but again determines the objets on the (r+2)-nd page. Iterating this proess nally
denes a spetral sequene.
Typially, in appliations of spetral sequenes there exists a natural hoie of the mor-
phisms on the suessive pages. This is illustrated in the following example, where we
assoiate a spetral sequene to a 2-ltered omplex. But rst we reall the denition of a
spetral sequene.
Denition 3.3 (Homologial spetral sequene). A homologial spetral sequene
(starting at r0) in an abelian ategory A onsists of
(1) Objets Erpq ∈ A, for p, q, r ∈ Z and r ≥ r0 ∈ Z; arranged as a sequene (indexed
by r) of latties (indexed by p, q);
(2) Morphisms ∂rpq : E
r
pq → E
r
p−r,q+r−1 with ∂
r∂r = 0, i.e. the sequenes of slope − r+1
r
in Er form a hain omplex;
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(3) Isomorphisms between Er+1pq and the homology ker ∂
r
pq/ im ∂
r
p+r,q−r+1 of E
r
at the
spot (p, q).
Er is alled the r-th sheet (or page, or term) of the spetral sequene.
Note that Er+1pq is by denition (isomorphi to) a subfator of E
r
pq. p is alled the
ltration degree and q the omplementary degree. The sum n = p + q is alled the
total degree. A morphism with soure of total degree n, i.e. on the n-th diagonal, has
target of degree n− 1, i.e. on the (n− 1)-st diagonal. So the total degree is dereased by
one.
q E202 E
2
12 E
2
22
E201 E
2
11 E
2
21
∂
hhQ
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
E200 E
2
10 E
2
20
∂
hhQ
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
OO
//
p
Figure 2. E2
Denition 3.4 (Cohomologial spetral sequene). A ohomologial spetral seq-
uene (starting at r0) in an abelian ategory A onsists of
(1) Objets Epqr ∈ A, for p, q, r ∈ Z and r ≥ r0 ∈ Z; arranged as a sequene (indexed
by r) of latties (indexes by p, q);
(2) Morphisms dpqr : E
pq
r → E
p+r,q−r+1
r with drdr = 0, i.e. the sequenes of slope −
r+1
r
in Er form a ohain omplex;
(3) Isomorphisms between Epqr+1 and the ohomology of Er at the spot (p, q).
Er is alled the r-th sheet of the spetral sequene.
Here the total degree n = p+ q is inreased by one. Reeting a ohomologial spetral
sequene at the origin (p, q) = (0, 0), for example, denes a homologial one Erpq = E
−p,−q
r ,
and vie versa. For more details and terminology (boundedness, onvergene, ber
terms, base terms, edge homomorphisms, ollapsing, E∞ term, regularity) see
[Wei94, Setion 5.2℄.
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Part of the data we have in the ontext of long exat sequenes an be put together to
onstrut a spetral sequene with three pages E0, E1, and E2:
E0pq : An Rn+1
An−1 Rn
An−2 Rn−1
add the
arrows
///o/o/o
E0pq : An
∂A

Rn+1
∂R

An−1
∂A

Rn
∂R

An−2 Rn−1
homology
take
 ?
?
?
?
E1pq : Hn(A) Hn+1(R)
Hn−1(A) Hn(R)
Hn−2(A) Hn−1(R)
add the
arrows
///o/o/o
E1pq : Hn(A) Hn+1(R)
∂∗oo
Hn−1(A) Hn(R)
∂∗oo
Hn−2(A) Hn−1(R)
∂∗oo
homology
take
 ?
?
?
?
E2pq : coker(∂∗) ker(∂∗)
coker(∂∗) ker(∂∗)
coker(∂∗) ker(∂∗)
no arrows
to add
///o/o/o
E2pq : coker(∂∗) ker(∂∗)
coker(∂∗) ker(∂∗)
coker(∂∗) ker(∂∗)
with p, q ∈ Z, n = p + q. Taking the two olumns over p = 0 and p = 1, for example, is
equivalent to setting F−1C := 0, F0C := A, and F1C := C.
Several remarks are in order. First note that all the arrows in the above spetral sequene
are indued by ∂, the boundary operator of the total omplex C. Sine ∂ respets the
ltration, i.e. ∂(FpC) ≤ FpC, the indued map ∂¯ : FpC → C/FpC vanishes. So respeting
the ltration means that ∂ annot arry things up in the ltration. But sine ∂ does not
neessarily respet the grading indued by the ltration it may very well arry things down
one or more levels. Now we an interpret the pages: E0 onsists of the graded parts grpC
with boundary operators ∂A and ∂Q hopping o all what ∂ arries down in the ltration.
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E1 desribes what ∂ arries down exatly one level. This interpretation of the onneting
homomorphisms ∂∗ puts them on the same oneptual level as ∂A and ∂Q. Finally, E
2
desribes what ∂ arries exatly two levels down, but sine a 2-step ltration has two levels
it should now be lear why E2 does not have arrows.
Seond, as we have seen in (2) using the homomorphism theorem, the objets of the
last page E2 an be naturally identied with the graded parts grpHn(C) of the ltered
total homology Hn(C). And sine the objets on eah page are subfators of the objets
on the previous pages one an view the above spetral sequene as a proess suessively
approximating the graded parts grpHn(C) of the ltered total homology Hn(C):
(An, Rn)❀ (Hn(A), Hn(R))❀ (coker(∂∗), ker(∂∗)).
The approximation is ahieved by suessively taking deeper inter-level interation into
aount.
Finally one an ask if the spetral sequene above aptured all the information in the
long exat sequene. The answer is no. The long exat sequene additionally ontains the
short exat sequene
(3) 0←− ker(∂∗)
ν∗←− Hn(C)
ι∗←− coker(∂∗)←− 0,
expliitly desribing the total homologyHn(C) as an extension of its graded parts coker(∂∗)
and ker(∂∗).
Looking to what happens inside the subobjet lattie of Cn during the approximation
proess will help understanding how to remedy this defet.
PSfrag replaements
Cn
Zn(R)
Bn(R)
An
Zn(A)
Bn(A)
Zn(C)
Bn(C)
Hn(C) Hn(C)
∼= ker(∂∗)
∼= coker(∂∗)
Figure 3. The 2-step ltration 0 ≤ A ≤ C and the indued 2-step ltration
on H∗(C)
Figure 3 shows the n-th objet Cn in the hain omplex together with the subobjets
that dene the dierent homologies: Hn(R) := Zn(R)/Bn(R), Hn(A) := Zn(A)/Bn(A),
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PSfrag repla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Cn E01,n−1 = Rn
E00,n = AnHn(C)
Figure 4. E0
❀
PSfrag replaementsCn
An
E11,n−1 = Hn(R)
E10,n = Hn(A)
Hn(C)
Figure 5. E1
❀
PSfrag replaements
Cn
An
E21,n−1 = ker(∂∗)
E20,n = coker(∂∗)
Hn(C)
Figure 6. E2 = E∞
The approximation proess of the graded parts of Hn(C)
and Hn(C) := Zn(C)/Bn(C). Here we replaed Zn(R) and Bn(R) by their full preimages
in Cn under the anonial epimorphism Cn
ν
−→ Rn := Cn/An.
Figures 4-6 show how the graded parts of Hn(C) get suessively approximated by the
objets in the spetral sequene Erpq, naturally identied with ertain subfators of Cn
for n = p + q. Figure 6 proves that the seond isomorphism theorem provides anoni-
al isomorphisms between the graded parts of the total homology Hn(C) and the objets
E∞1,n−1 = E
2
1,n−1 and E
∞
0,n = E
2
0,n of the stable sheet. And modulo these natural isomor-
phisms Figure 6 further suggests that knowing how to identify E∞1,n−1 and E
∞
0,n with the
indiated subfators of Cn will sue to expliitly onstrut the extension (3) in the form
(4) 0←− E∞1,n−1 ←− Hn(C)←− E
∞
0,n ←− 0.
But sine we annot use maps to identify objets with subfators of other objets we are
lead to introdue the notion of generalized maps in the next Setion. Roughly speaking,
this notion enables us to interpret the pairs of horizontal arrows in Figure 7 as generalized
embeddings.
4. Generalized maps
Amorphism between two objets (modules, omplexes, . . . ) indues a map between their
lattie of subobjets, and the homomorphism theorem implies that this map gives rise
to a bijetive orrespondene between the subobjets of the target lying in the image and
those subobjets of the soure ontaining the kernel. This motivates the visualization in
Figure 8 of a morphism T
ϕ
←− S with soure S and target T . The homomorphism theorem
states that the morphism ϕ, indiated by the horizontal pair of arrows in Figure 8, maps
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PSfrag replaements
Cn
An
E∞1,n−1
E∞0,n
Hn(C)
Figure 7. The generalized embeddings
S/ ker(ϕ) onto the subobjet im(ϕ) in a struture-preserving way. In this sense, the exat
ladder of morphisms in (1) visualizes part of the long exat homology sequene.
PSfrag replaements
T
S
ϕ
imϕ
kerϕ
Figure 8. The homomorphism theorem
The simplest motivation for the notion of a generalized morphism T
ψ
←− S is the desire
to give sense to the piture in Figure 9 mapping a quotient of S onto a subfator of T .
Denition 4.1 (Generalized morphism). Let S and T be two objets in an abelian ategory
(of modules over some ring). A generalized morphism ψ with soure S and target T
is a pair of morphisms (ψ¯, ı), where ı is a morphism from some third objet F to T and
ψ¯ is a morphism from S to coker ı = T/ im(ı). We all ψ¯ the morphism assoiated to ψ
and ı the morphism aid of ψ and denote it by Aidψ. Further we all L := im ı ≤ T the
morphism aid subobjet. Two generalized morphisms (ψ¯, ı) and (ϕ¯, ) with (im ı = im 
and) ψ¯ = ϕ¯ will be identied.
Philosophially speaking, this denition frees one from the onservative standpoint
of viewing ψ as morphism to the quotient T/ im ı. Instead it allows one to view ψ as a
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PSfrag replaements
T
S
L
ψimψ
Imψ
kerψ
Figure 9. A generalized morphism
morphism to the full objet T by diretly inorporating ı in the very denition of ψ.
The intuition behind the notion morphism aid (resp. morphism aid subobjet) is that
ı (resp. L = im ı) aids ψ to beome a (well-dened) morphism. Figure 10 visualizes the
generalized morphism ψ as a pair (ψ¯, ı).PSfrag replaements
F
T
S
T/ im ı
ψ¯πı
πı
ı
imψ
im ψ¯
L = im ı
ker ψ¯
π−1ı (im ψ¯) =: Imψ
Figure 10. The morphism aid ı and the assoiated morphism ψ¯
Note that replaing ı by a morphism with the same image does not alter the generalized
morphism. We will therefore often write (ψ¯, L) for the generalized morphism (ψ¯, ı), where
ı is any morphism with im ı = L ≤ T . The most natural hoie would be the embedding
ı : L→ T . Figure 9 visualizes the generalized morphism ψ as a pair (ψ¯, L). It also reets
the idea behind the denition more than the expanded Figure 10 does.
If L = im ı vanishes, then ψ is nothing but the (ordinary) morphism ψ¯. Conversely, any
morphism an be viewed as a generalized morphism with trivial morphism aid subobjet
L = 0.
Denition 4.2 (Terminology for generalized morphisms). Let ψ = (ψ¯, ı) : S → T be a
generalized morphism. Dene the kernel ker(ψ) := ker ψ¯, the kernel of the assoiated
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map. If πı denotes the natural epimorphism T → T/ im ı, then dene the ombined
image Imψ to be the submodule π−1ı (im ψ¯) of T . In general it diers from the image imψ
whih is dened as the subfator Imψ/ im ı of T (f. Figure 10). We all ψ a generalized
monomorphism (resp. generalized epimorphism, generalized isomorphism) if the
assoiated map ψ¯ is a monomorphism (resp. epimorphism, isomorphism).
Sometimes we use the terminology generalized map instead of generalized morphism
and generalized embedding instead of generalized monomorphism, espeially when the
abelian ategory is a ategory of modules (or omplexes of modules, et.).
As a rst appliation of the notion of generalized embeddings we state the following
denition, whih is entral for this work.
Denition 4.3 (Filtration system). Let I = (p0, . . . , pm−1) be a nite interval in Z, i.e.
pi+1 = pi + 1.
A nite sequene of generalized embeddings ψp = (ψ¯p, Lp), p ∈ I with ommon target M
is alled an asending m-ltration system of M if
(1) ψp0 is an ordinary monomorphism, i.e. Lp0 vanishes;
(2) Lp = Imψp−1, for p = p1, . . . , pm−1;
(3) ψpm−1 is a generalized isomorphism, i.e. Imψpm−1 = M .
PSfrag replaements
ψp0
ψp1
ψpm−2
ψpm−1
Lp1
Lp2
Lpm−2
Lpm−1
M
Figure 11. An asending m-ltration system
A nite sequene of generalized embeddings ψp = (ψ¯p, Lp), p ∈ I with ommon target M
is alled a desending m-ltration system of M if
(1) ψp0 is a generalized isomorphism, i.e. Imψp0 = M ;
(2) Lp = Imψp+1, for p = p0, . . . , pm−2;
(3) ψpm−1 is an ordinary monomorphism, i.e. Lpm−1 vanishes.
We say (ψp) omputes a given ltration (FpM) if Imψp = FpM for all p.
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Now we ome to the denition of the basi operations for generalized morphisms. Two
generalized maps ψ = (ψ¯, ı) and ϕ = (ϕ¯, ) are summable only if im ı = im  and we set
ψ ± ϕ := (ψ¯ ± ϕ¯, ı).
The following notational onvention will prove useful: It will often happen that one
wants to alter a generalized morphism ψ = (ψ¯, Lψ) with target T by replaing Lψ with
a larger subobjet L, i.e. a subobjet L ≤ T ontaining Lψ. We will sloppily write
ψ˜ = (ψ¯, L), where ψ¯ now stands for the omposition of ψ¯ with the natural epimorphism
T/Lψ → T/L. We will say that ψ was oarsened to ψ˜ to refer to the passage from
ψ = (ψ¯, Lψ) to ψ˜ = (ψ¯, L) with Lψ ≤ L ≤ T . As Figure 12 shows, oarsening ψ might very
well enlarge its ombined image Imψ. The word oarse refers to the fat that the image
im ψ˜ is naturally isomorphi to a quotient of imψ, and Figure 12 shows that this natural
isomorphism is given by the seond isomorphism theorem. We say that the oarsening
ψ˜ = (ψ¯, L) of ψ = (ψ¯, Lψ) is eetive, if Imψ∩L = Lψ. Figure 12 shows that in this ase
the images imψ and im ψ˜ are naturally isomorphi.
PSfrag repla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T
S
S L
Lψ
ψ
ψ
ψ˜
Imψ
Im ψ˜
imψ
im ψ˜
kerψ
ker ψ˜
Figure 12. Coarsening the generalized map ψ = (ψ¯, K) to ψ˜ = (ψ¯, L)
For the omposition ψ ◦ ϕ of Sϕ
ϕ
−→ Tϕ = Sψ
ψ
−→ Tψ follow the lled area in Figure 13
from left to right.
Formally, rst oarsen ϕ = (ϕ¯, )→ ϕ˜ = (ϕ¯, K), where
K := im + kerψ ≤ Tϕ.
Then oarsen ψ = (ψ¯, ı)→ ψ˜ = (ψ¯, L), where
L := π−1ı (im(ψ¯ ◦ )) = π
−1
ı (ψ¯(K)) ≤ Tψ
and πı as above. Now set
ψ ◦ ϕ := (ψ¯ ◦ ϕ¯, L).
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kerψ ◦ ϕ = ker ϕ˜
Imϕ
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im 
K
ψ
ψ
ψ
kerψ
Imψ
imψ ◦ ϕ
Imψ ◦ ϕ
L := π−1ı (im(ψ¯ ◦ ))
im ı
Figure 13. The omposition ψ ◦ ϕ
Note that kerψ ◦ ϕ = ker ϕ˜.
Finally we dene the division β−1 ◦ γ of two generalized maps Sγ
γ
−→ T
β
←− Sβ under the
onditions of the next denition.
Denition 4.4 (The lifting ondition). Let γ = (γ¯, Lγ) and β = (β¯, Lβ) be two generalized
morphisms with the same target N .
M ′
γ
!!C
C
C
C
C
C
C
C
N ′
β
// N.
Consider the ommon oarsening of the generalized maps β and γ, i.e. the generalized
maps β˜ := (β¯, L) and γ˜ := (γ¯, L), where L = Lγ + Lβ ≤ N . We say β lifts γ (or divides
γ) if the following two onditions are satised:
(im) The ombined image of β˜ ontains the ombined image of γ˜:
Im γ˜ ≤ Im β˜.
(e) The oarsening γ → γ˜ is eetive, i.e. Im γ ∩ L = Lγ .
We will refer to γ˜ as the eetive oarsening of γ with respet to β. The following
lemma justies this denition. Both the denition and the lemma are visualized in Fig-
ure 14. To state the lemma one last notion is needed: Dene two generalized morphisms
ψ = (ψ¯, Lψ) and ϕ = (ϕ¯, Lϕ) to be equal up to eetive ommon oarsening or
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quasi-equal if their ommon oarsenings ψ˜ := (ψ, L) and ϕ˜ := (ϕ, L) oinide and are
both eetive. We write ψ , ϕ.
PSfrag repla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Figure 14. The lifting ondition and the lifting lemma
Lemma 4.5 (The lifting lemma). Let γ = (γ¯, Lγ) and β = (β¯, Lβ) be two generalized
morphisms with the same target N . Suppose that β lifts γ. Then there exists a generalized
morphism α : M ′ → N ′ with β ◦ α , γ,
M ′
γ
!!C
C
C
C
C
C
C
C
α

N ′
β
// N.
i.e. β ◦ α is equal to γ up to eetive ommon oarsening. α is alled a lift of γ along β.
Further let γ˜ := (γ¯, Leγ) be the eetive oarsening of γ with respet to β, i.e. Leγ = L =
Lγ + Lβ. Then there exists a unique lift α = (α¯, Lα) satisfying
(a) Imα = β¯−1(Im γ˜) and
(b) Lα = β¯
−1(Leγ).
This α is alled the lift of γ along β, or the quotient of γ by β and is denoted by β−1 ◦ γ
or by γ/β.
Proof. The subobjet lattie(s) in Figure 14 desribes the most general setup imposed by
onditions (im) and (e), in the sense that all other subobjet latties of ongurations
satisfying these two onditions are at most degenerations of the one in Figure 14. Now to
onstrut the unique α simply follow the lled area from right to left. 
The reader may have already notied that the hoie of the symbol , for quasi-equality
was motivated by Figure 14, with L at the tip of the pyramid. The proof makes it lear
that the lifting lemma is yet another inarnation of the homomorphism theorem.
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Remark 4.6 (Eetive omputability). Note that the lift α = (α¯, Lα) sees from N
′
only
its subfator N ′/Lα. Replaing N
′
by its subfator N ′/Lα turns β into a generalized em-
bedding, whih we again denote by β. Now γ and this β have eetive ommon oarsenings
γ˜ = (γ¯, L) and β˜ = (β¯, L), whih see from N only N/L, where L = Lγ + Lβ. And mod-
ulo L the generalized morphism γ˜ beomes a morphism and the generalized embedding β˜
beomes an (ordinary) embedding. So from the point of view of eetive omputations
the setup an be redued to the following situation: γ : M ′ → N is a morphism and
β : N ′ → N is a monomorphism. When M ′, N ′, and N are nitely presented modules over
a omputable ring (f. Def. A.1) it was shown in [BR08, Subsetion 3.1.1℄ that in this
ase the unique morphism α : M ′ → N is eetively omputable.
With the notion of a generalized embedding at our disposal we an nally give the
horizontal arrows in Figure 7 a meaning. Now onsider the three generalized embeddings
ι : Hn(C) → Cn, ι0 : E
∞
0,n → Cn, and ι1 : E
∞
1,n−1 → Cn in Figure 15. ιp is alled the total
embedding of E∞p,n−p.
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Figure 15. ι lifts ι0 and ι1
Corollary 4.7. The generalized embedding ι in Figure 15 lifts both total embeddings ι0
and ι1. Thus the two lifts ǫ0 := ι0/ι and ǫ1 := ι1/ι are generalized embeddings that form
a ltration system of Hn(C), visualized in Figure 16. More preisely, ǫ0 is an (ordinary)
embedding and ǫ1 is a generalized isomorphism.
Proof. There are two obvious degenerations of the subobjet lattie(s) in Figure 14, both
leading to a sublattie of the lattie in Figure 15, one for the pair (β, γ) = (ι, ι0) and the
other for (β, γ) = (ι, ι1). In other words: Following the two lled areas from right to left
onstruts ǫ0 := ι
−1 ◦ ι0 and ǫ1 := ι
−1 ◦ ι1. 
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Figure 16. The ltration of Hn(C) given by the 2-ltration system ǫ0, ǫ1
Corollary 4.8 (Generalized inverse). Let ψ : S → T be a generalized epimorphism. Then
there exists a unique generalized epimorphism ψ−1 : T → S, suh that ψ−1◦ψ = (idS, kerψ)
and ψ ◦ ψ−1 = (idT ,Aidψ). ψ
−1
is alled the generalized inverse of ψ. In partiular, if
ψ is an (ordinary) epimorphism, then ψ−1 is a generalized isomorphism, and vie versa.
Proof. Sine ψ lifts idT dene ψ
−1 := idT/ψ. 
Rephrasing short exat sequenes (also alled 1-extensions) in terms of 2-ltration sys-
tems is now an easy appliation of this orollary. In partiular, the information in the
short exat sequene (4) is fully aptured by the 2-ltration system in Figure 16. This is
last step of remedying the defet mentioned while introduing the short exat sequene (3)
in Setion 3.
5. Spetral sequenes of filtered omplexes
Everything substantial already happened in Setions 3 and 4. Here we only show how the
ideas already developed for 2-ltrations and their 2-step spetral sequenes easily generalize
to m-ltrations and their m-step spetral sequenes.
We start by realling the onstrution of the spetral sequene assoiated to a
ltered omplex. The exposition till Theorem 5.1 losely follows [Wei94, Setion 5.4℄. We
also remain loyal to our use of subobjet latties as they are able to sum up a onsiderable
amount of relations in one piture.
Consider a hain omplex C with (an asending) ltration FpC. The omplementary
degree q and the total degree n are dropped for better readability. Dene the natural
projetion FpC → FpC/Fp−1C =: E
0
p . It is elementary to hek that the subobjets of
r-approximate yles
Arp := ker(FpC → FpC/Fp−rC) = {c ∈ FpC | ∂c ∈ Fp−rC}
satisfy the relations of Figure 17, with Zrp := A
r
p + Fp−1C, B
r
p := ∂A
r−1
p+(r−1) + Fp−1C, and
Erp := Z
r
p/B
r
p. These denitions deviate a bit from those in [Wei94, Setion 5.4℄. Here
Zrp and B
r
p sit between FpC and Fp−1C. His Z
r
p and B
r
p are the projetions under ηp onto
E0p := FpC/Fp−1C of the ones here, and hene sit in the objets of the 0-th sheet E
0
p . The
subobjet lattie in Figure 17 should by now be onsidered an old friend as it is ubiquitous
throughout all our arguments.
Setting Z∞p := ∩
∞
r=0Z
r
p and B
∞
p := ∪
∞
r=0B
r
p ompletes the tower of subobjets
Fp−1C = B
0
p ≤ B
1
p ≤ · · · ≤ B
r
p ≤ · · · ≤ B
∞
p ≤ Z
∞
p ≤ · · · ≤ Z
r
p ≤ · · · ≤ Z
1
p ≤ Z
0
p = FpC
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Figure 17. The fundamental subobjet lattie
between Fp−1C and FpC.
From Figure 17 it is immediate that
Erp :=
Zrp
Brp
∼=
Arp
∂Ar−1
p+(r−1) + A
r−1
p−1
.
It is now routine to verify that the total boundary operator ∂ indues morphisms
∂rp : E
r
p → E
r
p−r.
And as mentioned in Setion 3 these morphisms derease the ltration degree by r. They
omplete the denition of the r-th sheet.
From the point of view of eetive omputations the above denition of ∂rp is onstrutive,
as long as all involved objets are of nite type. In fat, it an easily be turned into
an algorithm using generalized maps. But sine the ltered omplexes relevant to our
appliations are total omplexes of biomplexes, the desription of this algorithm is deferred
to Setion 6, where the biomplex struture will be exploited.
To see that (Er) indeed denes a spetral sequene it remains to show the taking homol-
ogy in Er reprodues the objets of Er+1 up to (natural) isomorphisms. For this purpose
one uses the statements enoded in Figure 17 to dedue that
(a) Zrp/Z
r+1
p
∼= Br+1p−r/B
r
p−r,
(b) ker ∂rp
∼= Zr+1p /B
r
p,
() im ∂rp+r
∼= Br+1p /B
r
p, and nally
(d) Er+1p
∼= ker ∂rp/ im ∂
r
p+r.
() follows from (a) and (b) sine they state that ∂rp deomposes as
Erp := Z
r
p/B
r
p
(b)
−→ Zrp/Z
r+1
p
(a)
−→ Br+1p−r/B
r
p−r →֒ Z
r
p−r/B
r
p−r =: E
r
p−r,
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showing that im ∂rp
∼= Br+1p /B
r
p. Now replae p by p + r. (d) is the rst isomorphism
theorem applied to Er+1p := Z
r+1
p /B
r+1
p using (b) and (). For (a) and (b) see [Wei94,
Lemma 5.4.7 and the subsequent disussion℄.
Before stating the main theorem we make some remarks about onvergene. Reall that
all our ltrations are assumed nite of length m. This means that Em runs out of arrows
and thus stabilizes, i.e. Em = Em+1 = · · · . We already saw this for m = 2 in Setion 3. As
ustomary, the stable sheet is denoted by E∞. The stable form of Figure 17 is Figure 18,
where A∞p := ∪
∞
r=0A
r
p and A
∞
p+∞ := ∪
∞
r=0A
r
p+r.
PSfrag replaements
FpC
Fp−1C
E∞pιp
Z∞p
B∞p
A∞p
A∞p−1
∂A∞p+∞
∂A∞p−1+∞
Figure 18. The stable fundamental subobjet lattie
The identities
(5) A∞p = ker ∂|FpC = {c ∈ FpC | ∂c = 0}
and
(6) ∂A∞p+∞ = im ∂|FpC = ∂C ∩ FpC
are diret onsequenes of the respetive denitions.
Theorem 5.1 (Beyond E∞). Let C be a hain omplex with an asending m-step ltration.
The generalized embedding ι : H(C)→ C divides all generalized embeddings ιp : E
∞
p → C,
alled the total embedding of E∞p . The quotients ǫp := ιp/ι form an m-ltration system
whih omputes the indued ltration on H(C).
Proof. We only need to verify the two lifting onditions for the pairs (ι, ιp). Everything
else is immediate. For the morphism aid subobjets of ιp and ι we have
Lιp = ∂A
∞
p+∞ + Fp−1C
(see Figure 18) and
Lι = ∂C.
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Dene
L := Lιp + Lι = (∂A
∞
p+∞ + Fp−1C) + ∂C = ∂C + Fp−1C.
Condition (im): Sine Im ιp = A
∞
p + Fp−1C and Im ι = ker ∂ we obtain
Im ι˜p ≤ Im ι˜ ⇐⇒ (A
∞
p + Fp−1C) + L ≤ ker ∂ + L
⇐⇒ A∞p + ∂C + Fp−1C ≤ ker ∂ + Fp−1C.
Now ∂C ≤ ker ∂ sine ∂ is a boundary operator, and A∞p ≤ ker ∂ by (5).
Condition (e):
Im ιp ∩ L = (∂C + Fp−1C) ∩ (A
∞
p + Fp−1C)
(5)
= (∂C ∩ FpC) + Fp−1C
(6)
= ∂A∞p+∞ + Fp−1C
= Lιp.
The lifting lemma 4.5 is now appliable, yielding the generalized embeddings ǫp := ιp/ι. 
Corollary 4.7 is the speial ase m = 2. In light of Remark 4.6 the theorem thus states
that the indued ltration on the total (o)homology is eetively omputable, as long as
the generalized embeddings ι and ιp are eetively omputable for all p. Hene, it an be
viewed as a (more) onstrutive version of the lassial onvergene theorem of spetral
sequenes of ltered omplexes, a version that makes use of generalized embeddings:
Theorem 5.2 (Classial onvergene theorem [Wei94, Thm. 5.5.1℄). Let C be hain om-
plex with a nite ltration (FpC). Then the assoiated spetral sequene onverges to H∗(C):
E0pq := FpCp+q/Fp−1Cp+q =⇒ Hp+q(C).
Everything in this setion an be reformulated for ohain omplexes and ohomologial
spetral sequenes.
6. Spetral sequenes of biomplexes
Biomplexes are one of the main soures for ltered omplexes in algebra. They are
less often enountered in topology. A homologial biomplex is a lattie B = (Bpq)
(p, q ∈ Z) of objets onneted with vertialmorphisms ∂v pointing down and horizontal
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morphisms ∂h pointing left, suh that ∂v∂h + ∂h∂v = 0.
q B02
∂v

B12
∂v

∂hoo B22
∂v

∂hoo
B01
∂v

B11
∂v

∂hoo B21
∂v

∂hoo
B00 B10
∂hoo B20
∂hoo
OO
//
p
The sign trik ∂ˆpq := (−1)
p∂vpq onverts the antiommutative squares into ommuta-
tive ones, and hene turns the biomplex into a omplex of omplexes onneted with
hain maps as morphisms, and vie versa.
The diret sum of objets Tot(B)n :=
⊕
p+q=nBpq together with the total boundary
operator ∂n :=
∑
p+q=n ∂
v
pq + ∂
h
pq form a hain omplex alled the the total omplex
assoiated to the biomplex B. ∂∂ = 0 is a diret onsequene of the antiommutativity.
The vertial morphisms dv of a ohomologial biomplex (B
pq) point up and the
horizontal dh point right. We assume all biomplexes bounded, i.e. only nitely many
objets Bpq are dierent from zero.
There exists a natural so-alled olumn ltration of the total omplex Tot(B) suh
that the 0-th page E0 = (E0pq) = (Bpq) of the spetral sequene assoiated to this ltration
onsists of the vertial arrows of B and the 1-st page E1 ontains morphisms indued by the
vertial ones. Its assoiated spetral sequene is alled the rst spetral sequene of the
biomplexB and is often denoted by IE. For a formal denition see [Wei94, Def. 5.6.1℄. The
seond spetral sequene is the (rst) spetral sequene of the transposed biomplex
trB = (trBpq) := (Bqp). It is denoted by
IIE. Note that Tot(B) = Tot(trB), only the two
orresponding ltrations and their indued ltrations on the total ohomology H∗(Tot(B))
dier in general. So the short notation
IEapq =⇒ Hp+q(Tot(B))⇐=
IIEapq
refers in general to two dierent ltrations of Hp+q(Tot(B)).
Here is an algorithm using generalized maps to ompute the arrows
∂rpq : E
r
pq → E
r
p−r,q+r−1
of the r-th term of the homologial (rst) spetral sequene Er. Again, everything an be
easily adapted for the ohomologial ase. Denote by
αS : E
r
pq → Bpq resp. αT : E
r
p−r,q+r−1 → Bp−r,q+r−1
the generalized embedding of the soure resp. target of ∂rpq into the objet Bpq = E
0
pq ≤
Tot(B)p+q resp. Bp−r,q+r−1 ≤ Tot(B)p+q−1. These so-alled absolute embeddings are
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the suessive ompositions of the relative embeddings Erpq → E
r−1
pq . For the sake of
ompleteness we also mention the total embeddings
ιS : E
r
pq → Tot(B)p+q resp. ιT : E
r
p−r,q+r−1 → Tot(B)p+q−1,
the ompositions of αS resp. αT with the generalized embeddings
5 Bpq → Tot(B)p+q resp.
Bp−r,q+r−1 → Tot(B)p+q−1.
PSfrag replaements
E∞pq E
∞
pq
Erpq
E0pq
Cp+q = Tot(B)p+q
αpq ιpq· · ·
Figure 19. The relative, absolute, and total embeddings
For r > 1 let
hrpq : Bpq →
r−1⊕
i=1
Bp−i,q+i−1 and v
r
p−r+1,q+r−1 : Bp−r+1,q+r−1 →
r−1⊕
i=1
Bp−i,q+i−1
be the restritions of the total boundary operator ∂p+q to the speied soures and targets.
Similarly, for r > 2 let
lrpq :
r−2⊕
i=1
Bp−i,q+i →
r−1⊕
i=1
Bp−i,q+i−1,
5
It identies Bpq with the subfator of Tot(B)p+q ditated by the ltration.
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again the restrition of the total boundary operator ∂p+q to the speied soure and target.
Erp−r,q+r−1
_
αT

Bp−r,q+r−1 Bp−r+1,q+r−1
∂hoo
∂v

Bp−r+1,q+r−2 Bp−r+2,q+r−2oo
 OO
O
O
O
O
.
.
.
Bp−1,q+1oo

Bp−1,q Bpq
∂hoo
Epq
?
αS
OO
We distinguish four ases r = 0, 1, 2, and r > 2.
r = 0: ∂0pq := ∂
v
pq. Note that E
0
pq := Bpq.
r = 1: ∂1pq := α
−1
T ◦ (∂
h
pq ◦ αS).
r = 2: ∂2pq := α
−1
T ◦(∂
h
p−1,q+1◦(−β
−1◦(h2pq ◦αS))), where β := v
2
p−1,q+1. Note that h
2
pq = ∂
h
pq
and v2p−1,q+1 = ∂
v
p−1,q+1.
r > 2: ∂rpq := α
−1
T ◦ (∂
h
p−r+1,q+r−1 ◦ (−β
−1 ◦ (hrpq ◦ αS))), with β := (v
r
p−r+1,q+r−1, l
r
pq), the
oarsening of vrp−r+1,q+r−1 with aid lpq. We say: v
r
p−r+1,q+r−1 aided by l
r
pq lifts h
r
pq◦αS.
We announed an algorithm and provided losed formulas. This is the true value of
generalized maps mentioned in the Introdution. As an easy exerise, the reader might
try to rephrase the diagram hasing of the snake lemma as a losed formula in terms of
generalized maps. The onept of a generalized map evolved during the implementation
of the homalg pakage in GAP [Bar09℄.
It follows from Remark 4.6 that the spetral sequene of a nite type bounded biomplex
(in fat, of a nite type omplex with nite ltration) over a omputable ring is eetively
omputable (f. Def. A.1). The homalg pakage [Bar09℄ ontains routines to ompute
spetral sequenes of biomplexes.
We end this setion with a simple example from linear algebra. Let k be a eld and
λ ∈ k a eld element. The Jordan-form matrix
J(λ) =

λ 1 ·· λ 1
· · λ

 ∈ k3×3
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turns V := k1×3 into a left k[x]-module (of nite length), where x ats via J(λ), i.e.
xv := J(λ)v for all v ∈ V . The k[x]-module V is ltered and the ltrations stems from a
biomplex:
Example 6.1 (Spetrum of an endomorphism). Let k be a eld and λ ∈ k. Consider
the seond quadrant biomplex Bλ
B−2,3
(x−λ )

B−2,2 B−1,2
(−1 )
oo
−(x−λ )

B−1,1 B0,1
(−1 )
oo
(x−λ )

B0,0
with B0,0 = B0,1 = B−1,1 = B−1,2 = B−2,2 = B−2,3 = k[x], all other spots being zero. The
total omplex ontains exatly two nontrivial k[x]-modules at degrees 0 and 1 and a single
nontrivial morphism
∂1(λ) : Tot(B)1 = k[x]
1×3 //k[x]1×3 = Tot(B)0
with matrix
xId− J(λ) =

x− λ −1 ·· x− λ −1
· · x− λ

 .
The rst spetral sequenes
IE lives in the seond quadrant and stabilizes already at
IE1 =: IE∞
· · ·
IE1−2,−2 · ·
· IE1−1,−1 ·
· · IE10,0
with
IE∞0,0 =
IE∞−1,−1 =
IE∞−2,−2 = k[x]/〈x− λ〉.
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The seond spetral sequenes
IIE lives in the fourth quadrant, has only zero arrows at
levels 1 and 2
IIE10,0 · · ·
· · · ·
· · · IIE13,−2
IIE20,0 · · ·
· · · ·
· · · IIE23,−2
with
IIE10,0 =
IIE13,−2 = k[x], and hene
IIE20,0 =
IIE23,−2 = k[x] =
IIE30,0 =
IIE33,−2. At level
3 there exists a single nonzero arrow ∂33,−2 with matrix
(
(x− λ)3
)
:
IIE30,0 · · ·
· · · ·
· · · IIE33,−2
∂3
3,−2J
J
J
J
J
J
J
ddJ
J
J
J
J
J
J
IIE nally ollapses to its p-axes at IIE4 =: IIE∞
IIE40,0 · · ·
· · · ·
· · · ·
with
IIE∞0,0 = k[x]/〈(x − λ)
3〉, providing a spetral sequene proof for the elementary fat
that
coker ∂1(λ) ∼= k[x]/〈(x− λ)
3〉.
Conversely, this isomorphism implies that the matrix of the morphism ∂33,−2 is equal to(
(x− λ)3
)
, up to a unit a ∈ k×.
SPECTRAL FILTRATIONS VIA GENERALIZED MORPHISMS 29
7. The Cartan-Eilenberg resolution of a omplex
The Cartan-Eilenberg resolution generalizes the horse shoe lemma in the fol-
lowing sense: The horse shoe lemma produes a simultaneous projetive resolution
6
0

0

· · · 0

0 M ′oo

P ′0oo

· · ·oo P ′doo

0oo
0 Moo

P0oo

· · ·oo Pdoo

0oo
0 M ′′oo

P ′′0oo

· · ·oo P ′′doo

0oo
0 0 · · · 0
of a short exat sequene 0←−M ′′ ←−M ←−M ′ ←− 0, where simultaneous means that eah
row is a projetive resolution and all olumns are exat. Now let us look at this threefold
resolution in the following way: The short exat sequene denes a 2-step ltration of
the objet M with graded parts M ′ and M ′′ and the horse shoe lemma states that any
resolutions of the graded parts an be put together to a resolution of the total objet M .
In fat, as P ′′i is projetive, it follows that the total objet Pi must even be the diret sum
of the graded parts P ′i and P
′′
i . The non-triviality of the ltration on M is reeted in
the fat that the morphisms of the total resolution P∗ are in general not merely the diret
sum of the morphisms in the resolutions P ′∗ and P
′′
∗ of the graded parts M
′
and M ′′. This
statement an now be generalized to m-step ltrations simply by applying the (2-step)
horse shoe lemma indutively.
Now onsider a omplex (C, ∂), whih is not neessarily exat. On eah objet Cn
the omplex struture indues a 3-step ltration 0 ≤ Bn ≤ Zn ≤ Cn, with boundaries
Bn := im ∂n+1 and yles Zn := ker ∂n. The above disussion now applies to the three
graded parts Bn, Hn := Zn/Bn and Cn/Zn and any three resolution thereof an be put
together to a resolution of the total objet Cn. If one takes into aount the fat that
∂n+1 indues an isomorphism between Cn+1/Zn+1 and Bn (for all n, by the homomorphism
theorem), then all total resolutions of all the Cn's an be onstruted in a ompatible
way so that they t together in one omplex of omplexes. This omplex is alled the
Cartan-Eilenberg resolution of the omplex C.
A formal version of the above disussion an be found in [HS97, Lemma 9.4℄ or [Wei94,
Lemma 5.7.2℄. Sine the projetive horse shoe lemma is onstrutive, the projetive
Cartan-Eilenberg resolution is so as well.
6
We will only refer to projetive resolutions as they are more relevant to eetive omputations.
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8. Grothendiek's spetral sequenes
Let C
F
←− B
G
←− A be omposable funtors of abelian ategories. The so-alled Gro-
thendiek spetral sequene relates, under mild assumptions, the omposition of the
derivations of F and G with the derivation of their omposition F ◦G. There are 16 ver-
sions of the Grothendiek spetral sequene, depending on whether F resp. G is o- or
ontravariant, and whether F resp. G is being left or right derived. Four of them do not use
injetive resolutions and are therefore rather diretly aessible to a omputer. In this se-
tion two versions out of the four are reviewed: The ltrations of L⊗DM and HomD(M,N)
mentioned in the Introdution are reovered in the next setion as the spetral ltrations
indued by these two Grothendiek spetral sequenes, after appropriately hoosing the
funtors F and G.
Theorem 8.1 (Grothendiek spetral sequene, [Rot79, Thm. 11.41℄). Let F and G be
ontravariant funtors and let every objet in A and B has a nite projetive resolution.
Under the assumptions that
(1) G maps projetive objets to F -ayli objets and that
(2) F is left exat,
then there exists a seond quadrant homologial spetral sequene with
E2pq = R
−p F ◦ RqG =⇒ Lp+q(F ◦G).
Proof. Let M be an objet in A and P• = (Pp) a nite projetive resolution of M . De-
note by CE = (CEp,q) the projetive Cartan-Eilenberg resolution of the oomplex
(Qp) := (G(Pp)). It exists sine B has enough projetives. Note that q ≤ 0 sine CE is
a ohomologial biomplex. Dene the homologial biomplex B = (Bp,q) := (F (CE
p,q)).
We all B the Grothendiek biomplex assoiated to M , F , and G. It lives in the
fourth quadrant and is bounded in both diretions.
The rst spetral sequene
IE:
For xed p the vertial oomplex CEp,• is, by onstrution, a projetive resolution of
G(Pp). Hene
IE1pq = R
−q F (G(Pp)). But sine G(Pp) is F -ayli by assumption (1), the
rst sheet ollapses to the 0-th row. The left exatness of F implies that R0F = F and
hene
IE1p0 = (F ◦ G)(Pp). I.e. the 0-th row of
IE1 is nothing but the ovariant funtor
F ◦ G applied to the projetive resolution (Pp) of M . The rst spetral sequenes of B
thus stabilizes at level 2 with the single row IE2n,0 = Ln(F ◦G)(M).
The seond spetral sequene
IIE:
The seond spetral sequene of the biomplex B is by denition the spetral sequene of
its transposed (trBpq) := (Bqp), a seond quadrant biomplex. Obviously
trB = F (trCE).
By denition, the q-th row IIE1•,q := H
vert
•,q (
trB) = Hvert•,q (F (
trCE)) = F (H•,qvert(
trCE)), where
the last equality follows from the properties of the Cartan-Eilenberg resolution and the
additivity of F . Now reall that the vertial ohomologiesH•,qvert(
trCE) are for xed q, again
by onstrution, projetive resolutions of the ohomology Hq(G(P•)) =: R
q G(M). Hene
IIE2pq = R
−p F (Rq G(M)). 
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The proof shows that assumptions (1) and (2) only involve the rst spetral sequene.
Assumption (1) guaranteed the ollapse of the rst spetral sequene at the rst level,
while (2) ensures that the natural transformation F → R0 F is an equivalene. In other
words, dropping (2) means replaing Lp+q(F ◦G) by Lp+q(R
0 F ◦G).
Theorem 8.2 (Grothendiek spetral sequene). Let F be a ovariant and G a on-
travariant funtor and let every objet in A and B has a nite projetive resolution. Under
the assumptions that
(1) G maps projetive objets to F -ayli objets and that
(2) F is right exat,
then there exists a seond quadrant ohomologial spetral sequene with
E2pq = L−p F ◦ R
q G =⇒ Rp+q(F ◦G).
Proof. Again the rst spetral sequene is a fourth quadrant spetral sequene while the
seond lives in the seond quadrant. Assumption (2) ensures that the natural transfor-
mation L0 F → F is an equivalene. The above proof and the subsequent remark an be
opied with the obvious modiations. 
Remark 8.3 (One sided boundedness). The existene of nite projetive resolutions in
A and B led the spetral sequenes to be bounded in both diretions. In order to avoid
onvergene subtleties it would sue to assume boundedness in just one diretion by
requiring that either A or B allows nite projetive resolutions while the other has enough
projetives. The assumption of the existene of nite projetive resp. injetive resolutions
an be dropped when dealing with the versions of the Grothendiek spetral sequenes
that live in the rst resp. third quadrant.
9. Appliations
This setion realls how the natural ltrations mentioned in examples (a), (a'), and (d)
of the Introdution an be reovered as spetral ltrations.
Theorems 8.1 and 8.2 admit an obvious generalization. The omposed funtor F ◦G an
be replaed by a funtor H that oinides with F ◦G on projetives (for other versions of
the Grothendiek spetral sequene the projetives has to be replaed by injetives).
As usual, D is an assoiative ring with 1. ExtnD and Tor
D
n are abbreviated as Ext
n
and
Torn.
Assumption: In this setion the left or right global dimension
7
of D is assumed nite.
The involved spetral sequenes will then be bounded in (at least) one diretion (see
Remark 8.3).
7
Reall, the left global (homologial) dimension is the supremum over all projetive dimensions
of left D-modules (see Subsetion 9.1.5). If D is left Noetherian, then the left global dimension of D
oinides with the weak global (homologial) dimension, whih is the largest integer µ suh that
TorDµ (M,N) 6= 0 for some right module M and left module N , otherwise innity (f. [MR01, 7.1.9℄). This
last denition is obviously left-right symmetri. The same is valid if left is replaed by right.
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9.1. The double-Ext spetral sequene and the ltration of Tor.
Corollary 9.1 (The double-Ext spetral sequene). Let M be a left D-module and L a
right D-module. Then there exists a seond quadrant homologial spetral sequene with
E2pq = Ext
−p(Extq(M,D), L) =⇒ Torp+q(L,M).
In partiular, there exists an asending ltration of Torp+q(L,M) with grpTorp+q(L,M)
naturally isomorphi to a subfator of Ext−p(Extq(M,D), L), p ≤ 0.
The speial ase p+ q = 0 reovers the ltration of L⊗M mentioned in Example (a) of
the Introdution via the natural isomorphism L⊗M ∼= Tor0(L,M).
9.1.1. Using the Grothendiek biomplex. Corollary 9.1 is a onsequene of Theorem 8.1
for F := HomD(−, L) and G := HomD(−, D), sine F ◦ G oinides with L ⊗D − on
projetives.
To be able to eetively ompute double-Ext (groups in) the Grothendiek biomplex
the ring D must be omputable in the sense that two sided inhomogeneous linear systems
A1X1 + X2A2 = B must be eetively solvable, where A1, A2, and B are matries over
D (see [BR08, Subsetion 6.2.4℄). This is immediate for omputable ommutative rings
(f. Def. A.1). In B.2 an example over a ommutative ring is treated.
9.1.2. Using the biomplex IL ⊗ P
M
. The bifuntoriality of ⊗ leads to the following
homologial biomplex
B := IL ⊗ P
M ∼= Hom(Hom(PM , D), IL),
where PM is an injetive resolution of M and IL is an injetive resolution of L. Start-
ing from r = 2 the rst and seond spetral sequene of B oinide with those of the
Grothendiek biomplex assoiated to M , F := HomD(−, L), and G := HomD(−, D).
In ontrast to the Grothendiek biomplex the biomplex B is over most of the interest-
ing rings in general highly nononstrutive as an injetive resolution enters its denition.
In [HL97, Lemma 1.1.8℄ a sheaf variant of this biomplex was used to ompute the purity
ltration (see below).
9.1.3. The bidualizing omplex. Taking L = D as a right D-module in Corollary 9.1 reov-
ers the bidualizing spetral sequene of J.-E. Roos [Roo62℄.
E2pq = Ext
−p(Extq(M,D), D) =⇒
{
M for p+ q = 0,
0 otherwise.
The Grothendiek biomplex is then known as the bidualizing omplex. The ase
p + q = 0 denes the purity ltration8 (t−cM) of M , whih was motivated in Example
(a') of the Introdution. For more details f. [Bjö79, Chap. 2, 5,7℄.
The module Mc = E
∞
−c,c is for c = 0 and c = 1 a submodule of Ext
c(Extc(M,D), D) =
E2−c,c and for c ≥ 2 in general only a subfator. All this is obvious from the shape of the
bidualizing spetral sequene.
8
Unlike [Bjö79, Chap. 2, Subsetion 4.15℄, we only make the weaker assumption stated at the beginning
of the setion.
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Sine Mc = t−cM/ t−(c+1)M it follows that the higher evaluations maps εc
0 −→ t−(c+1)M −→ t−cM
εc−→ ExtcD(Ext
c
D(M,D), D)
mentioned in the Introdution are only a dierent way of writing the generalized embed-
dings
ε¯c : Mc → Ext
c(Extc(M,D), D).
So without further assumptions εc (resp. ε¯c) is known to be an ordinary morphism (resp.
embedding) only for c = 0 and c = 1. Now assuming that E2pq := Ext
−p(Extq(M,D), D)
vanishes
9
for p + q = 1, then all arrows ending at total degree p + q = 0 vanish (as they
all start at total degree p + q = 1). It follows that for all c the module Mc is not merely
a subfator of Extc(Extc(M,D), D) but a submodule, or, equivalently, εc (resp. ε¯c) is an
ordinary morphism (resp. embedding).
In any ase the module Extc(Extc(M,D), D) is alled the reexive hull of the pure
subfator Mc.
Denition 9.2 (Pure, reexively pure). A moduleM is alled pure if it onsists of exatly
one nontrivial pure subfator Mc or is zero. A nontrivial module M is alled reexively
pure if it is pure and if the generalized embedding M = Mc → Ext
c(Extc(M,D), D) is an
isomorphism. Dene the zero module to be reexively pure.
If M is a nitely generated D-module, then all ingredients of the bidualizing omplex
are again nitely generated (projetive) D-modules, even if the ring D is nonommutative.
It follows that the purity ltration over a omputable ring D is eetively omputable. A
ommutative and a nonommutative example are given in B.3 and B.4 respetively. The
latter demonstrates how the purity ltration (as a ltration that always exists) an be used
to transform a linear system of PDEs into a triangular form where now a asade integration
strategy an be used to obtain exat solutions. The idea of viewing a linear system of
PDEs as a module over an appropriate ring of dierential operators was emphasized by
B. Malgrange in the late 1960's and aording to him goes bak to Emmy Noether.
9.1.4. Criterions for reexive purity. This subsetion lists some simple riterions for re-
exive purity of modules.
First note that the existene of the bidualizing spetral sequene immediately implies
that the set c(M) := {c ≥ 0 | ExtcD(M,D) 6= 0} is empty only if M = 0. Reall that
if c(M) is nonempty, then its minimum is alled the grade or odimension of M and
denoted by j(M) or codimM . The odimension of the zero module is set to be∞. Further
dene q¯(M) := sup c(M) in ase c(M) 6= ∅, and ∞ otherwise.
All of the following arguments make use of the shape of the bidualizing spetral sequene
in the respetive situation.
• If c(M) ontains a single element, i.e. if codimM = q¯(M) =: q¯ < ∞, then M = Mq¯
is reexively pure of odimension q¯, giving a simple spetral sequene proof of [Qua01,
Thm. 7℄.
9
This ondition is satised for an Auslander regular ring D: Ext−p(Extq(M,D), D) = 0 for all
p+ q > 0 and all D-modules M . See [Bjö79, Chap. 2: Cor. 5.18, Cor. 7.5℄.
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For the remaining riterions assume that Ext−p(Extq(M,D), D) = 0 for p+ q = 1:
• If q¯ := q¯(M) is nite, then E2−q¯,q¯ = E
∞
−q¯,q¯, i.e. Mq¯ is reexively pure (possibly zero).
This generalizes the above riterion (under the assumption just made).
• Now if M is a left (resp. right) D-module, then assume further that the right (resp.
left) global dimension d of the ring D is nite. It follows that E2−c,c = E
∞
−c,c for c = d and
c = d− 1. This means that under the above assumptions the subfators Md and Md−1 are
always reexively pure
10
.
9.1.5. Codegree of purity. As a Grothendiek spetral sequene the bidualizing spetral
sequene beomes intrinsi at level 2. Eah E2−c,c starts to shrink until it stabilizes at
E∞−c,c = Mc. Motivated by this dene the odegree of purity cpM of a module M as
follows: Set cpM to∞ ifM is not pure. Otherwise cpM is a tuple of nonnegative integers,
the length of whih is one plus the number of times Ea−c,c shrinks (nontrivially
11
) for a ≥ 2
until it stabilizes at Mc. The entries of this tuple are the numbers of pages between the
drops, i.e. the width of the steps in the stairase of objets (Ea−c,c)c≥2. It follows that the
sum over the entries of cpM is the number of pages it takes for E2−c,c until it reahes Mc.
In partiular, a module is reexively pure if and only if cpM = (0).
The odegree of purity appears in Examples B.3 and B.4. In Example B.7 the odegree
of purity is ompared with two other lassial homologial invariants:
Reall, the projetive dimension of a module M is dened to be the length d of the
shortest projetive resolution 0 ←− M ←− P0 ←− · · · ←− Pd ←− 0. Auslander's degree of
torsion-freeness of a module M is dened following [AB69, Def. on p. 2 & Def. 2.15(b)℄
to be the smallest nonnegative integer i, suh that Exti+1(A(M), D) 6= 0, otherwise ∞,
where A(M) is the so-alled Auslander dual of M (see also [Qua01, Def. 5℄, [CQR05,
Def. 19℄). To onstrut A(M) take a projetive presentation 0 ←− M ←− P0
d1←− P1 of M
and set
A(M) := coker(P ∗0
d∗
1−→ P ∗1 ),
where d∗1 := Hom(d1, D) (f. [AB69, p. 1 & Def. 2.5℄). Like the syzygies modules, it is
proved in [AB69, Prop. 2.6(b)℄ that A(M) is uniquely determined by M up to projetive
equivalene (see also [Qua99℄ and [PQ00, Thm. 2℄). In partiular, the degree of torsion-
freeness is well-dened. The fundamental exat sequene [AB69, (0.1) & Prop. 2.6(a)℄
0 −→ Ext1D(A(M),−) −→M ⊗D − −→ HomD(M
∗,−) −→ Ext2D(A(M),−) −→ 0,
applied toD, haraterizes torsion-freeness and reexivity of the moduleM (see also [HS97,
Exerise IV.7.3℄, [CQR05, Thm. 6℄). For a haraterization of projetivity using the degree
of torsion-freeness see [CQR05, Thm. 7℄.
The odegree of purity an be dened for quasi-oherent sheaves of modules replaing
D by the struture sheaf OX or by the dualizing sheaf
12
if it exists. It is important to note
10
In ase D = An, the n-th Weyl algebra over a eld, this says that holonomi and subholonomi
modules are reexively pure. See [Bjö79, Chap. 2, 7℄.
11
i.e. passes to a true subfator.
12
It may even be dened for objets in an abelian ategory with a dualizing objet.
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that the odegree of purity of a oherent sheaf F of OX -modules on a projetive sheme
X = Proj(S) may dier from the odegree of purity of a graded S-module M used to
represent F = M˜ = ProjM . This is mainly due to the fat that F = M˜ vanishes for
Artinian modules M .
There are several obvious ways how one an rene the odegree of purity to get sharper
invariants. The odegree of purity is an example of what an be alled a spetral invari-
ant.
9.2. The Tor-Ext spetral sequene and the ltration of Ext.
Corollary 9.3 (The Tor−Ext spetral sequene). Let M and N be left D-modules. Then
there exists a seond quadrant ohomologial spetral sequene with
Epq2 = Tor−p(Ext
q(M,D), N) =⇒ Extp+q(M,N).
In partiular, there exists a desending ltration of Extp+q(M,N) with grp Extp+q(M,N)
naturally isomorphi to a subfator of Tor−p(Ext
q(M,D), N), p ≤ 0
The speial ase p + q = 0 reovers the ltration of Hom(M,N) mentioned in Example
(d) of the Introdution via the natural isomorphism Hom(M,N) ∼= Ext0(M,N).
For holonomi modules M over the Weyl k-algebra D := An the speial ase formula
Hom(M,N) ∼= Torn(Ext
n(M,D), N)
(f. [Bjö79, Chap. 2, Thm. 7.15℄) was used by H. Tsai and U. Walther in the ase when
also N is holonomi to ompute the nite dimensional k-vetor spae of homomorphisms
[TW01℄.
The indued ltration on Ext1(M,N) an be used to attah a numerial invariant to eah
extension of M with submodule N . This gives another example of a spetral invariant.
9.2.1. Using the Grothendiek biomplex. Corollary 9.3 is a onsequene of Theorem 8.2
for F := − ⊗D N and G := HomD(−, D) sine F ◦ G oinides with HomD(−, N) on
projetives. See Example B.5.
9.2.2. Using the biomplex Hom(PM , PN). The bifuntoriality of Hom leads to the fol-
lowing ohomologial biomplex
B := Hom(PM , PN) ∼= Hom(PM , D)⊗ PN ,
where PL denotes a projetive resolution of the module L. It is an easy exerise (f. [Bjö79,
Chap. 2, 4.14℄) to show that starting from r = 2 the rst and seond spetral sequene of
B oinide with those of the Grothendiek biomplex assoiated to M , F := − ⊗D N
and G := HomD(−, D). Both biomplexes are onstrutive as only projetive resolutions
enter their denitions. The biomplex B has the omputational advantage of avoiding the
rather expensive Cartan-Eilenberg resolution used to dene the Grothendiek bi-
omplex. See Example B.6. Compare the output of the ommand homalgRingStatistis
in Example B.6 with orresponding output in Example B.5.
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Sine the rst spetral sequene of the biomplex B := Hom(PM , PN) ollapses, a
small part of it is often used to ompute Hom(M,N) over a ommutative ring D, as
then all arrows of B are again morphisms of D-modules. See [GP02, p. 104℄ and [BR08,
Subsetion 6.2.3℄.
If the ring D is not ommutative, then the above biomplex and the Grothendiek
biomplex in the previous subsetion fail to be D-biomplexes (unless when M or N is a
D-bimodule). The biomplexes are even in a lot of appliations of interest not of nite type
over their natural domain of denition. In ertain situations there nevertheless exist quasi-
isomorphi subfator (bi)omplexes whih an be used to perform eetive omputations.
In [TW01℄, ited above, and in the pioneering work [OT01℄ Kashiwara's so-alled V -
ltration is used to extrat suh subfators.
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Appendix A. The triangulation algorithm
Denition A.1 (Computable ring [BR08, Subsetion 1.2℄). A left and right noetherian ring
is alled omputable if there exists an algorithm whih solves one sided inhomogeneous
linear systems XA = B and AX = B, where A and B are matries with entries in D.
The word solves means: The algorithm an deide if a solution exists, and, if solvable, is
able to ompute a partiular solution as well as a nite generating set of solutions of the
orresponding homogeneous system.
From now on the ring D is assumed omputable. Let M be a nitely generated left
D-module. Then M is nitely presented, i.e. there exists a matrix M ∈ Dp×q, viewed as a
morphism M : D1×p → D1×q, suh that coker M ∼= M . M is alled a matrix of relations or
a presentation matrix for M . It forms the beginning of a free resolution
0←−M ←− D1×q
d1=M←−−− D1×p
d2←− D1×p2
d3←− · · · .
di is alled the i-th syzygies matrix of M and Ki := coker di+1 the i-th syzygies module.
Ki is uniquely determined by M up to projetive equivalene.
Now suppose that M is endowed with an m-ltration F = (FpM). We will sketh an
algorithm that, starting from a presentation matrix M ∈ Dp×q for M and presentation
matries Mp for the graded parts Mp := grpM , omputes another upper triangular
presentation matrix MF of the form
13
MF =


Mpm−1 ∗ · · · · · · ∗
Mpm−2 ∗ · · · ∗
.
.
.
.
.
.
.
.
.
Mp1 ∗
Mp0

 ∈ Dp
′×q′
and an isomorphism coker MF
∼=
−→ coker M given by a matrix T ∈ Dq
′×q
:
Let (ψp) be an asending m-ltration system omputing F (f. Def. 4.3). To start the
indution take p to be the highest degree pm−1 in the ltration and set FpM := M. Sine
µp := ψp : Mp = coker Mp → coker FpM
is a generalized isomorphism, its unique generalized inverse exists and is an epimorphism
(f. Cor. 4.8), whih we denote by πp : FpM → Mp. (Note: coker FpM = FpM = M for
p = pm−1.) Sine D is omputable we are able to determine (a matrix of) an injetive
morphism ιp mapping onto the kernel of πp. The soure of ιp is a module isomorphi to
Fp−1M , whih we also denote by Fp−1M . No onfusion an our sine we will only refer
13
Note that hoosing a generating system of M adapted to the ltration F is not enough to produe a
triangular presentation matrix, as hanging the set of generators only orresponds to olumn operations
on M.
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to the latter. All maps in the exat-rows diagram
0 Mpoo P0
η0

νoo K1
η

Mpoo 0oo
0 Mpoo FpM
pipoo Fp−1M
ιpoo 0oo
are omputable, where P0 is a free D-module and K1 is the 1-st syzygies module of Mp:
η0 is omputable sine P0 is free and η is omputable sine ιp is injetive (see [BR08,
Subsetion 3.1℄). This yields the short exat sequene
0 −→ K1
κ:=
“
Mp η
”
−−−−−−−→ P0 ⊕ Fp−1M
ρ:=
0
@−η0
ιp
1
A
−−−−−−−→ FpM −→ 0.
Hene, the okernel of κ :=
(
Mp η
)
is isomorphi to FpM whih therefore admits a pre-
sentation matrix of the form
M
p
F =
(
Mp η
0 Fp−1M
)
,
where Fp−1M is a presentation matrix of Fp−1M (for more details see [BB, Subsetion 7.1℄).
If χ : P0⊕Fp−1M −→ coker κ = coker M
p
F denotes the natural epimorphism and ρ :=
(
−η0
ιp
)
,
then the matrix T
p
of the morphism T p := ρ◦χ−1 is an isomorphism between coker MpF and
coker FpM. By the indution hypothesis we have
M˜
p+1
F :=
(
stablep ηp
0 FpM
)
=

 stablep+1 ∗ ∗0 Mp+1 ∗
0 0 FpM

 = ( stablep+1 ∗ ∗
0 Mp+1F
)
with coker M˜p+1F
∼= coker M. (Sine p was dereased by one the old Fp−1M is now addressed as
FpM, et.). Before proeeding indutively on the submatrix FpM of M˜
p+1
F take the quotient
µp := (ιpm−1 ◦ · · · ◦ ιp+1)
−1 ◦ ψp : Mp = coker Mp → coker FpM,
whih is like µp+1 again a generalized isomorphism. Note that matrix T
p
of the morphism
T p := ρ ◦ χ−1 providing the isomorphism between coker MpF and coker FpM now has to be
multiplied from the right to the submatrix ηp of M˜
p+1
F whih lies above FpM. This ompletes
the indution. The algorithm terminates with MF := M˜
p0
F and T is the omposition of all
the suessive olumn operations on M. 
The above algorithm is implemented in homalg pakage [Bar09℄ under the name Isomor-
phismOfFiltration. It takes an m-ltration system (ψp) of M = coker M as its input and
returns an isomorphism τ : coker MF → coker M with a triangular presentation matrix MF ,
as desribed above. IsomorphismOfFiltration will be extensively used in the examples
in Appendix B.
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Appendix B. Examples with GAP's homalg
The pakages homalg, IO_ForHomalg, and RingsForHomalg are assumed loaded:
gap> LoadPakage( "RingsForHomalg" );
true
For details see the homalg projet [ht09℄.
Example B.1 (LeftPresentation). Dene a left module W over the polynomial ring
D := Q[x, y, z]. Also dene its right mirror Y .
gap> Qxyz := HomalgFieldOfRationalsInDefaultCAS( ) * "x,y,z";;
gap> wmat := HomalgMatrix( "[ \
x*y, y*z, z, 0, 0, \
x^3*z,x^2*z^2,0, x*z^2, -z^2, \
x^4, x^3*z, 0, x^2*z, -x*z, \
0, 0, x*y, -y^2, x^2-1,\
0, 0, x^2*z, -x*y*z, y*z, \
0, 0, x^2*y-x^2,-x*y^2+x*y,y^2-y \
℄", 6, 5, Qxyz );
<A homalg external 6 by 5 matrix>
gap> W := LeftPresentation( wmat );
<A left module presented by 6 relations for 5 generators>
gap> Y := Hom( Qxyz, W );
<A right module on 5 generators satisfying 6 relations>
Example B.2 (Homologial GrothendiekSpetralSequene). Example B.1 ontinued.
Compute the double-Ext spetral sequene for F := Hom(−, Y ), G := Hom(−, D), and
the D-module W . This is an example for Subsetion 9.1.1.
gap> F := InsertObjetInMultiFuntor( Funtor_Hom, 2, Y, "TensorY" );
<The funtor TensorY>
gap> G := LeftDualizingFuntor( Qxyz );;
gap> II_E := GrothendiekSpetralSequene( F, G, W );
<A stable homologial spetral sequene with sheets at levels [ 0 .. 4 ℄
eah onsisting of left modules at bidegrees [ -3 .. 0 ℄x[ 0 .. 3 ℄>
gap> Display( II_E );
The assoiated transposed spetral sequene:
a homologial spetral sequene at bidegrees
[ [ 0 .. 3 ℄, [ -3 .. 0 ℄ ℄
---------
Level 0:
* * * *
* * * *
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. * * *
. . * *
---------
Level 1:
* * * *
. . . .
. . . .
. . . .
---------
Level 2:
s s s s
. . . .
. . . .
. . . .
Now the spetral sequene of the biomplex:
a homologial spetral sequene at bidegrees
[ [ -3 .. 0 ℄, [ 0 .. 3 ℄ ℄
---------
Level 0:
* * * *
* * * *
. * * *
. . * *
---------
Level 1:
* * * *
* * * *
. * * *
. . . *
---------
Level 2:
* * s s
* * * *
. * * *
. . . *
---------
Level 3:
* s s s
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* s s s
. . s *
. . . *
---------
Level 4:
s s s s
. s s s
. . s s
. . . s
gap> filt := FiltrationBySpetralSequene( II_E, 0 );
<An asending filtration with degrees [ -3 .. 0 ℄ and graded parts:
0: <A non-zero left module presented by 33 relations for 23 generators>
-1: <A non-zero left module presented by 37 relations for 22 generators>
-2: <A non-zero left module presented by 20 relations for 8 generators>
-3: <A non-zero left module presented by 29 relations for 4 generators>
of
<A non-zero left module presented by 111 relations for 37 generators>>
gap> ByASmallerPresentation( filt );
<An asending filtration with degrees [ -3 .. 0 ℄ and graded parts:
0: <A non-zero left module presented by 25 relations for 16 generators>
-1: <A non-zero left module presented by 30 relations for 14 generators>
-2: <A non-zero left module presented by 18 relations for 7 generators>
-3: <A non-zero left module presented by 12 relations for 4 generators>
of
<A non-zero left module presented by 48 relations for 20 generators>>
gap> m := IsomorphismOfFiltration( filt );
<An isomorphism of left modules>
Example B.3 (PurityFiltration). Example B.1 ontinued. This is an example for
Subsetions 9.1.3 and 9.1.5.
gap> filt := PurityFiltration( W );
<The asending purity filtration with degrees [ -3 .. 0 ℄ and graded parts:
0: <A odegree-[ 1, 1 ℄-pure rank 2 left module presented by
3 relations for 4 generators>
-1: <A odegree-1-pure odim 1 left module presented by
4 relations for 3 generators>
-2: <A yli reflexively pure odim 2 left module presented by
2 relations for a yli generator>
-3: <A yli reflexively pure odim 3 left module presented by
3 relations for a yli generator>
of
<A non-pure rank 2 left module presented by 6 relations for 5 generators>>
gap> W;
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<A non-pure rank 2 left module presented by 6 relations for 5 generators>
gap> m := IsomorphismOfFiltration( filt );
<An isomorphism of left modules>
gap> IsIdentialObj( Range( m ), W );
true
gap> Soure( m );
<A left module presented by 12 relations for 9 generators (loked)>
gap> Display( last );
0, 0, x, -y,0,1, 0, 0, 0,
x*y,-y*z,-z,0, 0,0, 0, 0, 0,
x^2,-x*z,0, -z,1,0, 0, 0, 0,
0, 0, 0, 0, y,-z,0, 0, 0,
0, 0, 0, 0, x,0, -z, 0, 1,
0, 0, 0, 0, 0,x, -y, -1, 0,
0, 0, 0, 0, 0,-y,x^2-1,0, 0,
0, 0, 0, 0, 0,0, 0, z, 0,
0, 0, 0, 0, 0,0, 0, y-1,0,
0, 0, 0, 0, 0,0, 0, 0, z,
0, 0, 0, 0, 0,0, 0, 0, y,
0, 0, 0, 0, 0,0, 0, 0, x
Cokernel of the map
Q[x,y,z℄^(1x12) --> Q[x,y,z℄^(1x9),
urrently represented by the above matrix
gap> Display( filt );
Degree 0:
0, 0, x, -y,
x*y,-y*z,-z,0,
x^2,-x*z,0, -z
Cokernel of the map
Q[x,y,z℄^(1x3) --> Q[x,y,z℄^(1x4),
urrently represented by the above matrix
----------
Degree -1:
y,-z,0,
x,0, -z,
0,x, -y,
0,-y,x^2-1
Cokernel of the map
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Q[x,y,z℄^(1x4) --> Q[x,y,z℄^(1x3),
urrently represented by the above matrix
----------
Degree -2:
Q[x,y,z℄/< z, y-1 >
----------
Degree -3:
Q[x,y,z℄/< z, y, x >
gap> Display( m );
1, 0, 0, 0, 0,
0, -1, 0, 0, 0,
0, 0, -1, 0, 0,
0, 0, 0, -1, 0,
-x^2,-x*z, 0, -z, 0,
0, 0, x, -y, 0,
0, 0, 0, 0, -1,
0, 0, x^2,-x*y,y,
x^3, x^2*z,0, x*z, -z
the map is urrently represented by the above 9 x 5 matrix
Example B.4 (PurityFiltration, nonommutative). This is a nonommutative exam-
ple for Subsetions 9.1.3 and 9.1.5. Let A3 := Q[x, y, z]〈Dx, Dy, Dz〉 be the 3-dimensional
Weyl algebra.
gap> A3 := RingOfDerivations( Qxyz, "Dx,Dy,Dz" );;
gap> nmat := HomalgMatrix( "[ \
3*Dy*Dz-Dz^2+Dx+3*Dy-Dz, 3*Dy*Dz-Dz^2, \
Dx*Dz+Dz^2+Dz, Dx*Dz+Dz^2, \
Dx*Dy, 0, \
Dz^2-Dx+Dz, 3*Dx*Dy+Dz^2, \
Dx^2, 0, \
-Dz^2+Dx-Dz, 3*Dx^2-Dz^2, \
Dz^3-Dx*Dz+Dz^2, Dz^3, \
2*x*Dz^2-2*x*Dx+2*x*Dz+3*Dx+3*Dz+3,2*x*Dz^2+3*Dx+3*Dz\
℄", 8, 2, A3 );
<A homalg external 8 by 2 matrix>
gap> N := LeftPresentation( nmat );
<A left module presented by 8 relations for 2 generators>
gap> filt := PurityFiltration( N );
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<The asending purity filtration with degrees [ -3 .. 0 ℄ and graded parts:
0: <A zero left module>
-1: <A yli reflexively pure odim 1 left module presented by
1 relation for a yli generator>
-2: <A yli reflexively pure odim 2 left module presented by
2 relations for a yli generator>
-3: <A yli reflexively pure odim 3 left module presented by
3 relations for a yli generator>
of
<A non-pure odim 1 left module presented by 8 relations for 2 generators>>
gap> II_E := SpetralSequene( filt );
<A stable homologial spetral sequene with sheets at levels [ 0 .. 2 ℄
eah onsisting of left modules at bidegrees [ -3 .. 0 ℄x[ 0 .. 3 ℄>
gap> Display( II_E );
The assoiated transposed spetral sequene:
a homologial spetral sequene at bidegrees
[ [ 0 .. 3 ℄, [ -3 .. 0 ℄ ℄
---------
Level 0:
* * * *
. * * *
. . * *
. . . *
---------
Level 1:
* * * *
. . . .
. . . .
. . . .
---------
Level 2:
s . . .
. . . .
. . . .
. . . .
Now the spetral sequene of the biomplex:
a homologial spetral sequene at bidegrees
[ [ -3 .. 0 ℄, [ 0 .. 3 ℄ ℄
---------
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Level 0:
* * * *
. * * *
. . * *
. . . *
---------
Level 1:
* * * *
. * * *
. . * *
. . . .
---------
Level 2:
s . . .
. s . .
. . s .
. . . .
gap> m := IsomorphismOfFiltration( filt );
<An isomorphism of left modules>
gap> IsIdentialObj( Range( m ), N );
true
gap> Soure( m );
<A left module presented by 6 relations for 3 generators (loked)>
gap> Display( last );
Dx,-1/3,-2/9*x,
0, Dy, -1/3,
0, Dx, 1,
0, 0, Dz,
0, 0, Dy,
0, 0, Dx
Cokernel of the map
R^(1x6) --> R^(1x3), ( for R := Q[x,y,z℄<Dx,Dy,Dz> )
urrently represented by the above matrix
gap> Display( filt );
Degree 0:
0
----------
Degree -1:
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Q[x,y,z℄<Dx,Dy,Dz>/< Dx >
----------
Degree -2:
Q[x,y,z℄<Dx,Dy,Dz>/< Dy, Dx >
----------
Degree -3:
Q[x,y,z℄<Dx,Dy,Dz>/< Dz, Dy, Dx >
gap> Display( m );
1, 1,
-3*Dz-3, -3*Dz,
-3*Dz^2+3*Dx-3*Dz,-3*Dz^2
the map is urrently represented by the above 3 x 2 matrix
Example B.5 (Cohomologial GrothendiekSpetralSequene). Example B.1 ontin-
ued. Compute the Tor-Ext spetral sequene for the triple F := −⊗W , G := Hom(−, D),
and the D-module W . This is an example for Subsetion 9.2.1.
gap> F := InsertObjetInMultiFuntor( Funtor_TensorProdut, 2, W, "TensorW" );
<The funtor TensorW>
gap> G := LeftDualizingFuntor( Qxyz );;
gap> II_E := GrothendiekSpetralSequene( F, G, W );
<A stable ohomologial spetral sequene with sheets at levels [ 0 .. 4 ℄
eah onsisting of left modules at bidegrees [ -3 .. 0 ℄x[ 0 .. 3 ℄>
gap> homalgRingStatistis(Qxyz);
re( BasisOfRowModule := 110, BasisOfColumnModule := 16,
BasisOfRowsCoeff := 50, BasisOfColumnsCoeff := 60, DeideZeroRows := 241,
DeideZeroColumns := 31, DeideZeroRowsEffetively := 51,
DeideZeroColumnsEffetively := 63, SyzygiesGeneratorsOfRows := 184,
SyzygiesGeneratorsOfColumns := 63 )
gap> Display( II_E );
The assoiated transposed spetral sequene:
a ohomologial spetral sequene at bidegrees
[ [ 0 .. 3 ℄, [ -3 .. 0 ℄ ℄
---------
Level 0:
* * * *
* * * *
. * * *
. . * *
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---------
Level 1:
* * * *
. . . .
. . . .
. . . .
---------
Level 2:
s s s s
. . . .
. . . .
. . . .
Now the spetral sequene of the biomplex:
a ohomologial spetral sequene at bidegrees
[ [ -3 .. 0 ℄, [ 0 .. 3 ℄ ℄
---------
Level 0:
* * * *
* * * *
. * * *
. . * *
---------
Level 1:
* * * *
* * * *
. * * *
. . . *
---------
Level 2:
* * s s
* * * *
. * * *
. . . *
---------
Level 3:
* s s s
. s s s
. . s *
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. . . s
---------
Level 4:
s s s s
. s s s
. . s s
. . . s
gap> filt := FiltrationBySpetralSequene( II_E, 0 );
<A desending filtration with degrees [ -3 .. 0 ℄ and graded parts:
-3: <A non-zero yli left module presented by
3 relations for a yli generator>
-2: <A non-zero left module presented by 17 relations for 6 generators>
-1: <A non-zero left module presented by 19 relations for 9 generators>
0: <A non-zero left module presented by 13 relations for 10 generators>
of
<A left module presented by 66 relations for 41 generators>>
gap> ByASmallerPresentation( filt );
<A desending filtration with degrees [ -3 .. 0 ℄ and graded parts:
-3: <A non-zero yli left module presented by
3 relations for a yli generator>
-2: <A non-zero left module presented by 12 relations for 4 generators>
-1: <A non-zero left module presented by 18 relations for 8 generators>
0: <A non-zero left module presented by 11 relations for 10 generators>
of
<A left module presented by 21 relations for 12 generators>>
gap> m := IsomorphismOfFiltration( filt );
<An isomorphism of left modules>
Example B.6 (Tor-Ext spetral sequene). Here we ompute the Tor-Ext spetral se-
quene of the biomplex B := Hom(PW , D)⊗PW . This is an example for Subsetion 9.2.2.
gap> P := Resolution( W );
<A right ayli omplex ontaining 3 morphisms of left modules at degrees
[ 0 .. 3 ℄>
gap> GP := Hom( P );
<A oomplex ontaining 3 morphisms of right modules at degrees [ 0 .. 3 ℄>
gap> FGP := GP * P;
<A oomplex ontaining 3 morphisms of left omplexes at degrees [ 0 .. 3 ℄>
gap> BC := HomalgBiomplex( FGP );
<A bioomplex ontaining left modules at bidegrees [ 0 .. 3 ℄x[ -3 .. 0 ℄>
gap> p_degrees := ObjetDegreesOfBiomplex( BC )[1℄;
[ 0 .. 3 ℄
gap> II_E := SeondSpetralSequeneWithFiltration( BC, p_degrees );
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<A stable ohomologial spetral sequene with sheets at levels [ 0 .. 4 ℄
eah onsisting of left modules at bidegrees [ -3 .. 0 ℄x[ 0 .. 3 ℄>
gap> homalgRingStatistis(Qxyz);
re( BasisOfRowModule := 109, BasisOfColumnModule := 1,
BasisOfRowsCoeff := 48, BasisOfColumnsCoeff := 0, DeideZeroRows := 190,
DeideZeroColumns := 1, DeideZeroRowsEffetively := 49,
DeideZeroColumnsEffetively := 0, SyzygiesGeneratorsOfRows := 166,
SyzygiesGeneratorsOfColumns := 2 )
gap> Display( II_E );
The assoiated transposed spetral sequene:
a ohomologial spetral sequene at bidegrees
[ [ 0 .. 3 ℄, [ -3 .. 0 ℄ ℄
---------
Level 0:
* * * *
* * * *
* * * *
* * * *
---------
Level 1:
* * * *
. . . .
. . . .
. . . .
---------
Level 2:
s s s s
. . . .
. . . .
. . . .
Now the spetral sequene of the biomplex:
a ohomologial spetral sequene at bidegrees
[ [ -3 .. 0 ℄, [ 0 .. 3 ℄ ℄
---------
Level 0:
* * * *
* * * *
* * * *
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* * * *
---------
Level 1:
* * * *
* * * *
* * * *
* * * *
---------
Level 2:
* * s s
* * * *
. * * *
. . . *
---------
Level 3:
* s s s
. s s s
. . s *
. . . s
---------
Level 4:
s s s s
. s s s
. . s s
. . . s
gap> filt := FiltrationBySpetralSequene( II_E, 0 );
<A desending filtration with degrees [ -3 .. 0 ℄ and graded parts:
-3: <A non-zero yli left module presented by
3 relations for a yli generator>
-2: <A non-zero left module presented by 17 relations for 7 generators>
-1: <A non-zero left module presented by 25 relations for 12 generators>
0: <A non-zero left module presented by 13 relations for 10 generators>
of
<A left module presented by 38 relations for 24 generators>>
gap> ByASmallerPresentation( filt );
<A desending filtration with degrees [ -3 .. 0 ℄ and graded parts:
-3: <A non-zero yli left module presented by
3 relations for a yli generator>
-2: <A non-zero left module presented by 12 relations for 4 generators>
-1: <A non-zero left module presented by 21 relations for 8 generators>
0: <A non-zero left module presented by 11 relations for 10 generators>
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of
<A left module presented by 23 relations for 12 generators>>
gap> m := IsomorphismOfFiltration( filt );
<An isomorphism of left modules>
Example B.7 (CodegreeOfPurity). For two torsion-free D-modules V and W of rank 2
ompute the three homologial invariants
• projetive dimension,
• Auslander's degree of torsion-freeness, and
• odegree of purity
mentioned in Subsetion 9.1.5 are omputed. The odegree of purity is able to distinguish
the two modules.
gap> vmat := HomalgMatrix( "[ \
0, 0, x,-z, \
x*z,z^2,y,0, \
x^2,x*z,0,y \
℄", 3, 4, Qxyz );
<A homalg external 3 by 4 matrix>
gap> V := LeftPresentation( vmat );
<A non-zero left module presented by 3 relations for 4 generators>
gap> wmat := HomalgMatrix( "[ \
0, 0, x,-y, \
x*y,y*z,z,0, \
x^2,x*z,0,z \
℄", 3, 4, Qxyz );
<A homalg external 3 by 4 matrix>
gap> W := LeftPresentation( wmat );
<A non-zero left module presented by 3 relations for 4 generators>
gap> Rank( V );
2
gap> Rank( W );
2
gap> ProjetiveDimension( V );
2
gap> ProjetiveDimension( W );
2
gap> DegreeOfTorsionFreeness( V );
1
gap> DegreeOfTorsionFreeness( W );
1
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gap> CodegreeOfPurity( V );
[ 2 ℄
gap> CodegreeOfPurity( W );
[ 1, 1 ℄
gap> filtV := PurityFiltration( V );
<The asending purity filtration with degrees [ -2 .. 0 ℄ and graded parts:
0: <A odegree-[ 2 ℄-pure rank 2 left module presented by
3 relations for 4 generators>
-1: <A zero left module>
-2: <A zero left module>
of
<A odegree-[ 2 ℄-pure rank 2 left module presented by
3 relations for 4 generators>>
gap> filtW := PurityFiltration( W );
<The asending purity filtration with degrees [ -2 .. 0 ℄ and graded parts:
0: <A odegree-[ 1, 1 ℄-pure rank 2 left module presented by
3 relations for 4 generators>
-1: <A zero left module>
-2: <A zero left module>
of
<A odegree-[ 1, 1 ℄-pure rank 2 left module presented by
3 relations for 4 generators>>
gap> II_EV := SpetralSequene( filtV );
<A stable homologial spetral sequene with sheets at levels [ 0 .. 4 ℄
eah onsisting of left modules at bidegrees [ -3 .. 0 ℄x[ 0 .. 2 ℄>
gap> Display( II_EV );
The assoiated transposed spetral sequene:
a homologial spetral sequene at bidegrees
[ [ 0 .. 2 ℄, [ -3 .. 0 ℄ ℄
---------
Level 0:
* * *
* * *
* * *
. * *
---------
Level 1:
* * *
. . .
. . .
. . .
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---------
Level 2:
s . .
. . .
. . .
. . .
Now the spetral sequene of the biomplex:
a homologial spetral sequene at bidegrees
[ [ -3 .. 0 ℄, [ 0 .. 2 ℄ ℄
---------
Level 0:
* * * *
* * * *
. * * *
---------
Level 1:
* * * *
* * * *
. . * *
---------
Level 2:
* . . .
* . . .
. . * *
---------
Level 3:
* . . .
. . . .
. . . *
---------
Level 4:
. . . .
. . . .
. . . s
gap> II_EW := SpetralSequene( filtW );
<A stable homologial spetral sequene with sheets at levels [ 0 .. 4 ℄
eah onsisting of left modules at bidegrees [ -3 .. 0 ℄x[ 0 .. 2 ℄>
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gap> Display( II_EW );
The assoiated transposed spetral sequene:
a homologial spetral sequene at bidegrees
[ [ 0 .. 2 ℄, [ -3 .. 0 ℄ ℄
---------
Level 0:
* * *
* * *
. * *
. . *
---------
Level 1:
* * *
. . .
. . .
. . .
---------
Level 2:
s . .
. . .
. . .
. . .
Now the spetral sequene of the biomplex:
a homologial spetral sequene at bidegrees
[ [ -3 .. 0 ℄, [ 0 .. 2 ℄ ℄
---------
Level 0:
* * * *
. * * *
. . * *
---------
Level 1:
* * * *
. * * *
. . . *
---------
Level 2:
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* . . .
. * . .
. . . *
---------
Level 3:
* . . .
. . . .
. . . *
---------
Level 4:
. . . .
. . . .
. . . s
An alternative title for this work ould have been "Squeezing spetral sequenes".
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