Abstract. The problem of nding a diagonal similarity scaling to minimize the scaled singular value of a matrix arises frequently in robustness analysis of control systems. We show that the set of optimal diagonal scalings is nonempty and bounded if and only if the matrix that is being scaled is irreducible. For an irreducible matrix, we derive a su cient condition for the uniqueness of the optimal scaling.
1. Introduction. Given a complex matrix M 2 C n n and a nonsingular diagonal matrix D 2 C n n , the similarity-scaled singular value of M corresponding to scaling D The optimal diagonal scaling problem is to minimize f(M; D) over all diagonal nonsingular matrices D: f min (M) = inf n DMD ?1 D 2 C n n ; D is diagonal and nonsingular o : (1) We will refer to f min (M) as the optimally scaled singular value of M.
Problem (1) arises in the robustness analysis of control systems with structured uncertainties. For further details, see references 6, 7, 2].
Reformulation as a convex optimization problem. In this paper, we will not concern ourselves with the solution of (2). We will instead investigate the set of minimizers for (2) , that is, the set of optimal scalings D opt de ned
o : (3) In the process, we will provide a su cient condition for D opt to be nonempty (which means the in mum in (2) is achieved) and a su cient condition for D opt to be a singleton (which means that there is a unique optimal scaling). 2 2. Boundedness of D opt . We start with a few de nitions: Definition. A permutation matrix P is a real, orthogonal n n matrix (i.e., PP T = P T P = I) with entries that are either one or zero. We will let P denote the set of n n permutation matrices. Definition ; bearing in mind that a reordering of the entries of the scaling D might be necessary. In the sequel, the phrase \within a permutation" will refer to such a reordering of the entries of D and the corresponding permutation similarity transformation on M. The following theorem relates the irreducibility of M to the boundedness of the sub-level sets. (2) 
