Implementierung von Datenbanksystemen 1 by Rahm, Erhard








(C) Prof. E. Rahm IDBS 1
Lehrveranstaltungen zu "Datenbanken"(WS02/03)
DBS 1 DBS 2 



















von DBS 1 (2+0)
Implementierung 
























(C) Prof. E. Rahm IDBS 1
Leistungsbewertung 
n Vorlesung kann angerechnet werden
- als Kernfachvorlesung im Diplom- / Master- / Bachelor-Studiengang Informatik 
- im Schwerpunkt  „Praktische Informatik“  
n Prüfungsvarianten 
- Modulklausur im Februar  für Kerngebiet Praktische Informatik  (2 SWS) 
- kombinierte Modulklausur IDBS1 + IDBS2 (4 SWS) im Juli 2003 
- Teil der mündlichen Schwerpunktprüfung 
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Lernziele der Vorlesung IDBS
n fundierte Kenntnisse der Funktionsweise von Datenbanksystemen 
n Implementierungstechniken u.a. zur Sicherstellung einer hohen Perfor-
manz der Datenverarbeitung sowie zur Datensicherheit 
n IDBS1: Verfahren zur Externspeicher-Nutzung, Verwaltung von Puffer-
speichern, Indexstrukturen, Anfrageoptimierung ... 
n tiefergehende Kenntnisse wichtig für Datenbank-Administratoren sowie
generell für anspruchsvolle DB-Nutzung 
n sachkundige Beurteilung von kommerziell verfügbaren DBS 
nVerfahren nicht nur für Datenbanksysteme relevant (-> Betriebssysteme,
Web-/ Applikations-Server, ...) 
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Vorlesungsübersicht
1. Architektur von DBS: Schichtenmodelle 
2. E/A-Architekturen und Speicherhierarchien
- Speichertechnologien
- Disk-Arrays
- Nutzung nicht-flüchtiger Halbleiterspeicher





- Nutzung von Lokalität
- Speicherzuordnung
- Ersetzungsverfahren







- Zugriffspfade für Primär- und Sekundärschlüssel
- Mehrdimensionale Zugriffspfade, Unterstützung räumlicher Zugriffe (Grid-File, R-Baum, etc. )
- Text-Indexierung
7. Mengenorientierte Schnittstelle
- Übersetzung von DB-Anweisungen
- Optimierung
8. Algorithmen zur Implementierung relationaler Operationen
- Selektion
- Verbund / Join 
- Sortierung
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Einsatz von Datenbanksystemen
nweit verbreiteter Einsatz vom PC bis zum Mainframe 
nMerkmale 
- effiziente Verwaltung großer Datenmengen 
- hohe Datenunahängigkeit, Datenstrukturierung, mächtige Operationen 
- Transaktionskonzept mit Mehrbenutzerfähigkeit und  automatischer Fehlerbehandlung ...
nEinsatz vor allem in "kommerziellen" Anwendungen 
- Produktionsplanung und -steuerung, Personalverwaltung
- Auskunftsbearbeitung, Buchung, Datenerfassung
nweitergehende Einsatzformen
- Nicht-Standard-DBS, objekt-orientierte bzw. objekt-relationale DBS
- deduktive DBS, Multi-Media-DBS, Volltext-DBS, XML-Datenbanksysteme ...
nArchitekturausprägungen
- zentraler Server
- Mehrrechner-DBS (Verteilte DBS, Parallele DBS) 
- Client/Server-Umgebungen
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Schichtenmodelle
n Ziel: Architektur eines datenunabhängigen DBS
- Bildung von konzeptionellen Schichten zur hierarchischen Strukturierung 
- Geheimnisprinzip (Information Hiding)
nAufbauprinzip:
nVorteile als Konsequenzen der Nutzung hierarchischer Strukturen und der “benutzt”-Relation
- höhere Ebenen (Systemkomponenten) werden einfacher, weil sie tiefere Ebenen (Systemkompo-
nenten) benutzen können
- Änderungen auf höheren Ebenen sind ohne Einfluß auf tieferen Ebenen
- tiefere Ebenen können getestet werden, bevor die höheren Ebenen lauffähig sind
n Jede Hierarchieebene kann als abstrakte oder virtuelle Maschine aufgefaßt werden
Operatoren: O i+1, 1, ...
Datenobjekte: ti+1, 1, ...
Schicht i
Operatoren: Oi, 1, ...
Datenobjekte: ti, 1, ...
“realisiert”
Schicht i + 1 “benutzt”
Oi+1, p (t i+1, q)
+ Implementierungssprache
Oi, r(ti, 1, ..., t i, k), ... , O i, s (t i, 1, ..., ti, n)
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Stelle Seite bereit; 
Gib Seite frei
Lese / Schreibe Seite
Komponenten eines DBS Dynamischer Kontrollfluß
einer DB-Operation
(B*-Baum)
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Datenunabhängigkeit im Überblick
Ebene Was wird verborgen ?
Logische Datenstrukturen Positionsanzeiger und explizite Beziehungs-
konstrukte im Schema
Logische Zugriffspfade Zahl und Art der physischen Zugriffspfade; 
interne Satzdarstellung
Speicherungsstrukturen Pufferverwaltung; Logging
Seitenzuordnungsstrukturen Dateiabbildung, indirekte Seitenzuordnung
Speicherzuordnungsstrukturen technische Eigenschaften und Betriebsdetails 
der externen Speichermedien
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Verarbeitungsaufwand bei Mehrrechner-DBS 
nach DBS2 nach DBS1
A.ANR = ’K55’ nach DBS1
Resultat: 1 ’K55’-Satz
Q1: SELECT ... 
FROM PERS P  
WHERE P.ANR = ’K55’ 













Scan für alle Sätze mit 
nächsten Satz anfordern
Satz übertragen
für alle Seiten von 
nächste Seite anfordern
Seite übertragen












FROM PERS P, ABT A 
WHERE P.ANR = A.ANR
AND P.ANR = ’K55’
Annahmen:
- PERS-Datei habe 105 Seiten
- ABT-Datei habe 10
3 
Seiten 
- P.ANR = ’K55’: 100 Sätze in PERS 
- P.ANR = ’K55’ AND P.GEH < P.PROV: 
5 Sätze in PERS
Aufgaben des 
Datenbankadministrators (DBA)
n Entwurf des konzeptionellen DB-Schemas 
n Festlegung des internen (physischen) DB-Schemas
nKontrolle über die externen Schemata 
n Festlegung von Integritätsbedingungen 
nVergabe / Entzug von Zugriffsberechtigungen
n Strategie für Datensicherung und Recovery festlegen
n Installation neuer DBMS-Releases; Anpassungen an geänderte Anforderungen vornehmen 
nÜberwachung des Systembetriebs 
n Performance-Tuning  (höherer Durchsatz, bessere Antwortzeiten)  •••
nUnterstützung durch Dienstprogramme, z.B. für
- Laden der DB     
- Erstellen von Archivkopien
- DB-Reorganisation 
- Erfassung und Analyse von Meßwerten




































































DBS-Kontrollparameter (Bsp.: Sybase System 11)
Function Default
max online engines 1
# user connections 25
# remote connections 20
total memory -
user log cache size 2 KB
procedure cache percent 20
number of sort buffers 0
sort page count 0
housekeeper free write per-
cent 
1
recovery interval  5 min.
additional network memory 0
audit queue size 100
number of locks 5000
lock promotion HWM 200
lock promotion LWM 200
lock promotion PCT 100
deadlock checking period 500
deadlock retries 5
page lock spinlock ratio 100
table lock spinlock ratio 20
partition spinlock ratio 10
user log cache spinlock 
ratio 
20
number of open databases 12
number of open objects 500
number of index trips 0
i/o polling process count 10
disk i/o structures 256
max async i/os per engine 2 Mrd. 
max async i/os per server 2 Mrd.
# pre-allocated extents 2
number of devices 10
number of extent i/o buffers 0
default fill factor percent 0
i/o accounting flush interval 1000
Function Default
• • • 
max network packet size 512





event buffers per engine 100
freelock transfer block size 30
max engine freelocks 10




nStatus Quo in derzeitigen Transaktions- und Datenbanksystemen:
- weitgehend manuelles Tuning durch Systemverwalter (z.B. DBA)
- komplizierte Systemverwaltung durch Vielzahl von internen Parametern
- mangelnde Abstimmung zwischen Resource-Managern, insbesondere zwischen DBS, TP-Moni-
tor / Applikations-Server und Betriebssystem
- unzureichende Unterscheidung verschiedener Lastgruppen bei der Zuteilung von Betriebsmitteln
(Sperren, Pufferplatz, etc.)
nVerschärfung der Situation in verteilten Transaktionssystemen / Mehr-
rechner-Datenbanksystemen
- stark zunehmende Anzahl von Kontrollparametern 
- Festlegung der Verteilung von Daten, Programmen und Lasteinheiten
- komplexere Lastsituationen
- ggf. heterogene Systemstruktur
Tuning-Leitlinien (Shasha/Bonnet)
nThink globally, fix locally (does it matter?)
- Slow query. Tune it? (Check: Is query frequent enough?) 
- Disk is saturated. Buy new disk ? (Check: scans instead of index usage? log and data mixed?)
nPartitioning breaks bottlenecks (spatial and temporal)
- dividing work across several ressources to avoid saturation 
- e.g. data partitioning; multiple data structures; splitting of transactions; 
nStart-up costs are high; running costs are low 
- disk access (number of IOs more significant than data volume) 
- client/server communication (number of messages more critical than message size)
- high cost of query parsing (save compiled query) 
nBe prepared for trade-offs 
- indexes and inserts
Automatisches Tuning?
n erste Ansätze: "Wizards" für Indexierungsvorschläge, materialisierte Sich-
ten etc.  (Microsoft SQL-Server, DB2, Oracle ... )
nweitergehende Zielvorstellung:
automatische Überwachung und
Steuerung der Datenbank- und
Transaktionsverarbeitung
- Online-Monitoring











- hohe Dynamik und große wechselseitige Abhängigkeiten  





n Schichtenmodell ist allgemeines Erklärungsmodell für die Realisierung von DBS
- Schichtenbildung läßt sich zweckorientiert verfeinern/vergrößern  (verteilte Systeme, OODBS  ... )
- konkrete Implementierungen verletzen manchmal die strikte Isolation der Schichtenbildung  aus
Leistungsgründen (-> kritische Funktionen haben "Durchgriff")
nDie grundlegende Implementierungskonzepte zentralisierter DBS finden sich auch in Mehrrechner-
DBS. Jeder Knoten eines MRDBS verfügt über alle Funktionen eines zentralisierten DBS.
nDie Kenntnis der Implementierungskonzepte ermöglicht es, existierende DBS objektiv zu beurtei-
len und zu vergleichen
nDurch Identifizieren weniger,  grundlegender Implementierungskonzepte gelangt man zu einem tie-
feren Verständnis dessen, was mit “Datenunabhängigkeit” gemeint ist
nDBA: entscheidend für sicheren Betrieb und effektive Nutzung großer Datenbanken 
nDB-Tuning (Performance) 
- hohe Komplexität aufgrund zahlreicher Parameter, wechselseitigen Abhängigkeiten und hoher
Dynamik
- Tool-Unterstützung für Teilaufgaben 
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2.E/A-Architekturen und 
Speicherhierarchien
 Einsatz einer Speicherhierarchie
- Aufbauprinzip
- verfügbare Speichertechnologien: Halbleiterspeicher, magnetische Speicher, optische Speicher
Magnetplatten
- technische Merkmale







- Platten-Caches,  SSD, erweiterte Hauptspeicher
 Tertiärspeicher
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Einsatz einer Speicherhierarchie
 Idealer Speicher besitzt
- nahezu unbegrenzte Speicherkapazität




- Fähigkeit zu logischen, arithmetischen u.ä. Verknüpfungen
 Speicherhierarchie versucht Annäherung an idealen Speicher durch reale Speichermedien  durch
Nutzung von Lokalitätseigenschaften zu erreichen
- Pufferung/Allokation von Daten mit hoher Zugriffswahrscheinlichkeit in schnelle (relativ kleine)
Speicher
- Mehrheit der Daten verbleibt auf langsameren, kostengünstigeren Speichern
Ähnliche Verwaltungsaufgaben auf jeder Ebene der Speicherhierarchie:
- Lokalisieren von Datenobjekten
- Allokation von Speicherplatz
- Ersetzung
- Schreibstrategie  (Write-through vs. Write-back)
- ggf. Anpassung an verschiedene Transfergranulate
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Speicherhierarchie (2)
 Rekursives Prinzip
- Kleinere, schnellere und teurere Cache-Speicher werden benutzt, um Daten zwischenzuspei-
chern, die sich in größeren, langsameren und billigeren Speichern befinden
 Preis-Leistungs-Tradeoff
- Schneller Speicher ist teuer und deshalb klein; 
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Speicherhierarchie (3)
Warum funktionieren Speicherhierarchien?
- ein “perfekter Speicher” würde die Daten, die demnächst angefordert werden, schon bereithalten
- Annäherung durch Lokalitätsprinzip
- Messung durch Cache-Trefferrate     T = #Treffer im Cache / alle Referenzen auf Cache
 Berechnung der effektiven Cache-Zugriffszeit Ceff
- Cache-Zugriffszeit C
- Zugriffszeit auf die nächst tiefere Ebene Z ≈ 100 · C
Ceff(T) = T · C + (1-T) · Z≈ (1-0.99 · T) · Z
≈  (1-T) · Z
 -> hohe Trefferraten Voraussetzung für hohe Leistung
Verbesserung der Trefferrate




Miss Ratio (1 - T)
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Magnetplattenspeicher
Aufbau
- mehrere gleichförmig rotierende Platten, für jede Plattenoberfläche ein Schreib-/Lesekopf
- jede Plattenoberfläche ist eingeteilt in Spuren 
- die Spuren sind formatiert als Sektoren fester Größe (Slots)
- Sektoren (typischerweise 1 - 8 KB) sind die kleinste Schreib-/Leseeinheit auf einer Platte
Adressierung
- Zylindernummer, Spurnummer, Sektornummer
- jeder Sektor speichert selbstkorrigierende Fehlercodes; bei nicht behebbaren Fehlern erfolgt eine
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Magnetplatten: Technische Merkmale
 Typische Werte in 2002:
- 20 - 200 GB Kapazität,  10 - 30 MB/s 
- 2 - 6 ms Umdrehungszeit, 3 - 8 ms seek


















tsmin = Zugr.bewegung(Min) 0,65 ms 1 ms k. A. 2 ms 10 ms
tsav = " (Mittel) 4,1 ms 8 ms 12.5 ms 16 ms 30 ms
tsmax= " (Max.) 8,5 ms 16 ms k. A. 29 ms 55 ms
tr = Umdrehungszeit 4 ms 6 ms 14.1.ms 16.7 ms 16.7 ms
Tcap = Spurkapazität 178 KB 100 KB 56 KB 47 KB 13 KB
Tcyl = #Spuren pro Zyl. 11 20 15 15 19
Ndev = #Zylinder 18700 5000 2226 2655 411
u = Transferrate 45 MB/s 15 MB/s 4.2 MB/s 3 MB/s 0. 8 MB/s
Nettokapazität 36,7 GB 10 GB 1.89 GB 1.89 GB 0.094 GB
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Komponenten der Zugriffszeit
Vorbereitung des Zugriffs (E/A-SVC) ≈ 2500 Instr.
- Adreßberechnung
- Kanalprogramm
 stets anfallende Zeitanteile
- Starten E/A durch BS (tSIO)
- Zugriffsarmbewegung (seek) (ts)
- Aktivieren Schreib-/Lesekopf (takt)
- Umdrehungswartezeit (tr)
- Wiederbelegen Kanal (trecon)
- Übertragungszeit (ttr)
- Prüfzeit (tp)
 zusätzlich: lastabhängige Wartezeiten vor Gerät und Kanal
-  tSIO + takt + tp << 1 ms
-  trecon  lastabhängig
 vereinfachtes Modell für die Zugriffszeit
t = ts + tr + ttr
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Magnetplatten: wahlfreier vs. 
sequentieller Zugriff
 nur geringe Verbesserungen bei Zugriffszeit (Seek tsav, Umdrehungszeit tr )
 starke Verbesserungen bei Aufzeichnungsdichte und Kapazität
Wie teuer sind der sequentielle Zugriff und der wahlfreie Zugriff auf 1000 Blöcke von 4 KB?
 Beobachtung: Sequentieller Zugriff zu Magnetplatten ist bei großen Datenmengen n-mal schneller als wahl-
freier Zugriff zu denselben Daten
Da die Transferraten (u und SK) schneller wachsen als die Zugriffsraten, wird das Verhältnis wahl-
freier zu sequentieller Zugriff immer schlechter. Folgende Maßnahmen werden immer wichtiger.
- große Blöcke: Die Wahl größerer Transfereinheiten verbessert dieses Verhältnis
- Clusterbildung der Daten: Datencluster sollen für den Zugriff auf Magnetplatten gebildet und be-
wahrt werden, so daß mit den großen Blöcken in möglichst wenigen Zugriffen möglichst viele nütz-





trandom ≈  1000 ⋅ (tsav + tr/2 + ttr)
tseq ≈  tsav + tr /2  + 1000 ⋅ 4 KB/u
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Entwicklungstrends: Magnetische 
Speicher
Die Lese- und Schreibdichte bei magnetischen Speichern stieg um mehr als den Faktor 100 inner-
halb von einer Dekade
 analoge Verbesserungen in Kapazität sowie Kosten pro MB
 nur geringe Verbesserungen bei
- Zugriffszeiten (Faktor 2 in 10 Jahren)
- Bandbreite 
- E/A-Raten (#IO / s) 
=> hohe Plattenkapazität kann häufig nicht genutzt werden !
 zunehmende Dauer zum vollständigen Lesen einer ganzen Platte (disk scan), z.B. für Backup
- ca. Faktor 10 pro Dekade
 Trends
- kleinere Platten (2.5 und 3.5 Zoll)
- viele kleine Platten werden logisch als eine Platte verwendet (Disk-Arrays)
- geographische Separierung von Platten und Rechnern über Glasfaserverbindungen (Bsp.: IBM
ESCON)
 starker Zuwachs bei CPU-Geschwindigkeit (Verdoppelung alle 2-3 Jahre) 
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Disk-Arrays
Konventionelle Platten
- hohe Kapazität 
- relativ geringe Bandbreite und E/A-Rate (ca. 60 Zugriffe/s)
 Trend zu kleinen Platten (≤ 3.5 Zoll) 
- geringe Stellfläche, geringer Stromverbrauch
- geringe Kosten (Massenproduktion) 
Disk-Arrays: viele kleine Platten werden logisch als eine Platte verwendet
20 * 20 GB400 GB
40 MB/s 20 * 20 MB/s= 400 MB/s
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E/A-Parallelität
Voraussetzung: Declustering von Dateien über mehrere Platten
 2 generelle Arten von E/A-Parallelität
... ...
...
Intra-E/A-Parallelität (Zugriffsparallelität) Inter-E/A-Parallelität (Auftragsparallelität)
1 E/A-Auftrag wird in mehrere, parallel 
ausführbare Plattenzugriffe umgesetzt
Mehrere unabhängige E/A-Aufträge kön-
nen parallel ausgeführt werden, sofern die 
betreffenden Daten über verschiedene 
Platten verteilt sind
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Konventionelle Plattenarchitekturen vs. Disk-Arrays 
Disk-Farm: lose gekoppelte Sammlung großer Plattenlaufwerke
- Kanalarchitektur mit Alternativpfaden zu den Platten, Kontroller-Hierarchien
- Ziel: hoher Grad an Auftragsparallelität und bessere Verteilung der Last
- keine automatische Verteilung der Daten auf die einzelnen Platten
- Plattensubsystem unterstützt keine automatische  Zugriffsparallelität 
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Konventionelle Plattenarchitekturen 
vs. Disk-Arrays (2)
Disk-Array: “logisches” Plattenlaufwerk wird durch mehrere eng miteinander verbundene physi-
sche Laufwerke realisiert






Standard (HIPPI) >100 MB/s)
- geringere Speicherkosten durch
standardisierte Komponenten, je-
doch i.a. teuere Controller
 synchrone Disk-Arrays: alle Schreib-/
Leseköpfe stehen bei allen Platten
über dem gleichen Block der gleichen
Spur 
- optimal für Zugriffsparallelität im
Einbenutzerbetrieb (Nutzung aller Platten), jedoch ungünstig für Auftragsparallelität
- DB-Verarbeitung erfordert asynchrone Disk-Arrays 




(HIPPI, IPI-3, SCSI-2, VME)
Disk-Array-Controller
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Disk-Arrays: Datenverteilung
Nutzung von E/A-Parallelität setzt Verteilung der Daten (Dateien, Relationen) über mehrere Platten
voraus: Declustering (Partitionierung)
 Ziele
- Unterstützung von Zugriffs- und Auftragsparallelität
- Lastbalancierung (gleichmäßige Plattenauslastung)
 Teilaufgaben bei der Allokation einer Datei
- Bestimmung des Verteilgrades
- Bestimmung der Verteilgranulate (Fragmente): 
Logisches vs. physisches Declustering; 
Umfang / Striping-Granulat  (z.B. #Blöcke) 
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Datenverteilung: logisches 
Declustering
Daten werden auf einer anwendungsorientierten Ebene partitioniert
 üblich: Zerlegung von Relationen in Tupelmengen aufgrund der Werte eines (Verteil-) Attributs,
z.B. über Hash- oder Bereichspartitionierung
 Festlegung durch DBA 
Vorteil: DBS kann bekannte Datenverteilung nutzen, logische Operationen auf einer Teilmenge der
Daten zu begrenzen
 effektive Parallelisierung von Operationen wird unterstützt, so daß parallele Teiloperationen auf
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Physisches Declustering 
(Striping / Interleaving)
 unterschiedliche Granularitäten möglich: Bit, Byte, Block, Spur oder Zylinder
 Realisierung durch BS oder Array-Kontroller => Nutzbarkeit durch verschiedene Anwendungen
 Bit-/Byte-Interleaving => synchrone Disk-Arrays zur Unterstützung von Zugriffsparallelität
DB-Anwendungen: Zugriffs- und Auftragsparallelität 
=> Striping-Granulat: Block bzw. Blockmengen
 Blockweise Fragmentierung + Allokation :
- Extrem 1: Round-Robin über alle Platten; Extrem 2: Clusterung (minimale Plattenanzahl)
Tradeoffs: 
- Zugriffs- vs. Auftragsparallelität
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Datenverteilung: Striping-Granulat
Wünschenswert: Dateibezogene Allokation mit Hinblick auf Dateigröße, Zugriffshäufigkeiten,
mittl. Auftragssumfang, etc.
Wesentlicher Schritt: Bestimmung des Striping-Granulats S
- mittlere Auftragsgröße: R Blöcke
- “optimale” Plattenanzahl für R: popt => S =  R / popt 
- Bestimmung von popt durch Abschätzung der Antwortzeit in Abhängigkeit der Plattenanzahl p:
- wachsendes p verbessert lediglich Transferanteil der Zugriffszeit
- Positionierungszeiten sind dagegen von der langsamsten Platte bestimmt; 
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Allokation / Lastbalancierung
 Zielsetzung der Allokation:
- Nach Zuordnung aller Fragmente aller Dateien sollte idealerweise die Gesamtlast des Systems
gleichmäßig über alle Platten verteilt sein (Lastbalancierung)
- Gleichmäßige Lastaufteilung führt zu einem höheren Durchsatz der E/A- Aufträge und verkürzt
wegen der geringeren Warteschlangenbildung auch ihre Antwortzeit
Hitze: Maß für die Charakterisierung des Zugriffsverhaltens eines Fragments (Dateipartition)
- definiert als die Summe der Zugriffshäufigkeiten aller Blöcke eines Fragments
- Hitze einer Platte: akkumulierte Hitze ihrer Fragmente 
 Ziel: Varianz der Plattenhitzen soll minimal sein
- wird von Round Robin oder Random bei ungleichmäßiger Hitzeverteilung in den Fragmenten (z.B.
80-20- oder 90-10-Regel bei der Zugriffsverteilung) nicht erreicht
 Einfache Lösungsheuristik (Greedy-Verfahren)
- Voraussetzung: Hitze aller Fragmente a priori bekannt
- Initialisierung: Setze die Gesamthitze aller Platten auf 0
- Schritt 1: Sortiere die zu allozierenden Fragmente nach absteigender Hitze
- Schritt 2: Für jedes Fragment in Sortierreihenfolge:
- Alloziere Platz auf der derjenigen Platte mit der geringsten akkumulierten Hitze, die noch genügend freien Platz hat und
auf der noch kein Fragment derselben Datei liegt
- Addiere die Hitze des allozierten Fragments zur Gesamthitze der ausgewählten Platte
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Beispiel (Lastbalancierung)
Vergleich von Greedy-Verfahren und Round-Robin-Allokation
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Fehlertoleranz
“The Problem with Many Small Disks: Many Small Faults”
Disk-Array mit N Platten: ohne Fehlertoleranzmechanismen N-fach erhöhte Ausfallwahrschein-
lichkeit
=> System ist unbrauchbar
 Begriffe
- Mean Time To Failure (MTTF): Erwartungswert für die Zeit (von der Inbetriebnahme) bis zum Aus-
fall einer Platte
- Mean Time To Repair (MTTR): Erwartungswert für die Zeit zur Ersetzung der Platte und der Re-
konstruktion der Daten
- Mean Time To Data Loss (MTTDL): Erwartungswert für die Zeit bis zu einem nicht-maskierbaren
Fehler
Disk-Array mit N Platten ohne Fehlertoleranzmechanismen:  MTTDL = MTTF / N
Der Schlüssel zur Fehlertoleranz ist Redundanz => Redundant Arrays of Independent Disks (RAID)
- durch Replikation der Daten (z. B. Spiegelplatten) - RAID1
- durch zusätzlich zu den Daten gespeicherte Error-Correcting-Codes (ECCs), z.B. Paritätsbits
(RAID-4, RAID-5)
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Fehlertoleranz: Spiegelplatten (RAID1)
weit verbreitet zur automatischen Behebung von Plattenfehlern
Verdoppelung des Speicherbedarfs
 sehr hohe Verfügbarkeit
Optimierung von Lesezugriffen (Lastbalancierung, Minimierung der Positionierungszeiten)
 Schreibzugriffe zweifach auszuführen 
 Lastbalancierung im Fehlerfall ungünstig
CPU 1 CPU 2
Server 1 Server 2
DISK 2
DISK 1
Konfiguration mit Schattenserver 
Disk Controller
Disk Controller
CPU 1 CPU 2
DISK 2DISK 1
Konfiguration mit parallelen Datenpfa-
den
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Fehlertoleranz: Spiegelplatten (2)
Verbesserung der Lastbalancierung im Fehlerfall durch Verteilung der Kopien einer Platte über
mehrere andere Platten (Bsp.: Interleaved Declustering, Teradata)
Nachteil: höhere Wahrscheinlichkeit von Datenverlust nach mehreren Plattenausfällen
Gruppenbildung erlaubt flexiblen Kompromiß zwischen Lastbalancierung und Verfügbarkeit
- Verteilung der Replikate einer Platte nur über G-1 Platten derselben Gruppe
- Mehrfachfehler führen nicht zu Datenverlust solange verschiedene Gruppen betroffen sind
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Fehlertoleranz: Einsatz von Paritätsblöcken 
(ECC)
 Bildung von Gruppen mit je G Platten
 zu G-1 Datenblöcken je ein Paritätsblock 
 Erhöhung des Platzbedarfs um lediglich 100/(G-1) %
 RAID-4 vs. RAID-5
RAID-5 vermeidet Engpaß einer einzigen Parity-Platte (“Parity Striping”)
 Fehlertoleranz bei N Platten mit Nutzdaten
... ... ... ...
Parity-Gruppe (G=4)
Datenblock Paritätsblock





















4.3 Jahre 22 Jahre
40 Jahre 200 Jahre
220 Jahre 1100 Jahre
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Fehlertoleranz: Paritätsblöcke (2)
 Paritätsgruppe: G-1 Datenblöcke + zugehöriger Paritätsblock
 Paritätsblock entspricht EXOR-Bildung von G-1 Datenblöcken
 bei jeder Änderung eines Datenblockes anzupassen
Aktualisierung der Paritätsblöcke
- inkrementelle Berechnung des Parity-Blocks
1. Alter Datenblock b und alter Parity-Block p werden parallel in den Speicher des Disk-Array-Controllers (bzw. HSP) gelesen
2. p ⊕ b ⊕ b’ = p’
3. Geänderter Datenblock b’ und neu-berechneter Parity-Block p’ werden parallel auf Platte zurückgeschrieben
=> 4 Plattenzugriffe (falls b bereits gepuffert, 3 Zugriffe)
- relative Aufwand ist geringer, wenn mehrere Blöcke einer Gruppe geändert werden 
10111011...
... ... ... ... ...
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Fehlertoleranz: Paritätsblöcke (3)
 Rekonstruktion von Blöcken
1. Paralleles Lesen des Parity-Blocks p und der Blöcke bj mit der Nummer des zu rekonstruierenden Blocks von allen noch
verfügbaren Datenplatten
2. Rekonstruktion des Blockes bi
 (b1⊕...⊕ bi-1 ⊕ bi+1⊕....⊕ bG-1) ⊕ p
=(b1⊕...⊕ bi-1 ⊕ bi+1⊕....⊕ bG-1) ⊕ (b1⊕...⊕ bG-1 )
= bi
3. Zurückschreiben von bi auf die Ersatzplatte
 Prinzip der Rekonstruktion
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Erweiterte Speicherhierarchie
 Platten-Cache  und  SSD: Verwaltung durch eigene Kontroller, Kanalschnittstelle
 Erweiterter Hauptspeicher (EH): Verwaltung durch BS , synchroner Seitenzugriff 
Nicht-Flüchtigkeit: Battery-Backup  oder ununterbrechbare Stromversorgung 
Haupt-
    ( extended memory)
       Solid-State-Disk Platten-Cache





 Kosten   Zugriffs-





















Hauptspeichererweiterung Puffer für Plattenspeicher Ersatz von Magnetplatten
EH
Stellung seitenadressierbarer Halbleiterspeicher 
in der Speicherhierarchie
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Einsatzformen nicht-flüchtiger Halbleiterspeicher
  Speicherung ganzer Dateien in nicht-flüchtigen Halbleiterspeichern 
- Vermeidung aller Plattenzugriffe
- hohe Kosten
- realisierbar mit SSD und nicht-flüchtigem EH und nicht-flüchtigen Platten-Caches
Schreibpuffer in nicht-flüchtigem Halbleiterspeicher (EH, Platten-Cache)
- synchrones Schreiben  in Schreibpuffer,  asynchrones Durchschreiben auf Platte 
- Antwortzeitverbesserung bereits durch kleinen Pufferbereich 
- realisierbar mit  nicht-flüchtigem EH und nicht-flüchtigen Platten-Caches
Pufferung von DB-Seiten auf mehreren Speicherebenen zur Reduzierung
von Lesevorgängen auf Platte 
- Einsparung von Lesezugriffen auf Platte
- keine Nicht-Flüchtigkeit erforderlich
- realisierbar mit Platten-Cache und EH 
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Einsatz von Platten-Caches
 Flüchtige Platten-Caches: nur Verbesserung für Lesezugriffe
(Ausnahme: temporäre Dateien)




a) Read Miss b) Read Hit c) Write Miss d) Write Hit
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Einsatz von Platten-Caches (2)
Nicht-flüchtige Platten-Caches: Beschleunigung von Schreibzugriffen durch Schreibpuffer
- bessere Antwortzeiten
- höhere Plattenauslastung tolerierbar
Nichr-flüchtiger Dateipuffer
- geänderte Seiten werden bei Write-Hit und Write-Miss übernommen
- Realisierung mit kleinem Schreibpuffer möglich
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Speicherallokation von Dateien
Wo soll Datei gespeichert werden ? 
- Platte
- nicht-flüchtiger Zwischenspeicher (z.B. SSD)
- Hauptspeicher (-> Hauptspeicherdatenbank) 
 Entscheidung abhängig von Speichereigenschaften (Kosten, Zugriffsgeschwindigkeit) und Zu-
griffsmerkmalen
Gray87/Gray97: 5-Minuten-Regel: ein Block, auf den spätestens alle 5 Minuten zugegriffen wird,
soll im Hauptspeicher bleiben
HS (bzw. SSD)-Allokation spätestens sinnvoll, wenn HS bzw. SSD-Kosten pro MB unter Platten-
kosten. Anderenfalls, wenn hohe Zugriffshäufigkeit vorliegt bzw. Kosten der Plattenallokation von
E/A-Rate anstatt von Speicherkosten bestimmt sind
 BreakEvenReferenceInterval (seconds) =  1 / ZS =  #SeitenProMB-HS  /  #IODisk    x    $Disk  / $HS
ZS: mittlere Zugriffshäufigkeit pro Sekunde (“Hitze”) pro Seite 
$HS ($SSD):  Kosten pro MB Hauptspeicher (SSD) 
$Disk Kosten pro Plattenlaufwerk
#IODisk EA-Rate pro Plattenlaufwerk 
#SeitenProMB-HS
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Tertiärspeicher
Magnetbänder, Bandkassetten (Cartridges) 
- sehr günstige Speicherkosten; langsame Zugriffszeiten 
- ausschließlich sequentielle Zugriffe 
Optische Platten
- hohe Speicherdichte / Kapazität
- geringer Platzbedarf, geringe Kosten
- langsamer Zugriff, geringe Transferraten
 CD-ROM, beschreibbare CDs 
- Transferrate: 150 - 300 KB/s; Zugriffszeiten sequentiell  < 25 ms pro Block; 
- wahlfrei: 300 ms bis 1 s
- Schreibzugriffe deutlich langsamer als Lesezugriffe
- sehr weite Verbreitung aufgrund frühzeitiger Standardisierung
DVD (Digital Versatile Disk)
- ca. 7-fache Kapazität gegenüber CD-ROM (4.7 GB vs. 0.65 GB)
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Zusammenfassung
 Ziel einer Speicherhierarchie: Geschwindigkeitsanpassung des jeweils größeren und langsameren
Speichers an den schnelleren zu vertretbaren Kosten (Kosteneffektivität)
 dominierender Speichertyp als Externspeicher: Magnetplatte
- weitere Steigerung der Speicherkapazität erwartet
- jedoch nur geringfügige Verbesserung der Zugriffszeit
- wachsende Diskrepanz zwischen sequentieller und wahlfreier E/A-Leistung 
- zunehmende Dauer zum vollständigen Lesen einer ganzen Platte (z.B. für Backup) 
Disk-Arrays: Leistungsverbesserung durch E/A-Parallelität
- E/A-Rate (Auftragsparallelität) und Bandbreite (Zugriffsparallelität)
- geeignete Datenverteilung (Declustering) erforderlich
- automatische Behandlung von Plattenfehlern obligatorisch
Datenreplikation (Spiegelplatten)
- hohe Speicherkosten
- sehr hohe Verfügbarkeit, gute Leistungsfähigkeit
- Unterstützung der Lastbalancierung im Fehlerfall durch verstreute Replikation
Nutzung von Paritätsblöcken (RAID-5)
- geringer Mehrbedarf an Speicherplatz (z.B. 10%)
- teure Schreibzugriffe (bis zu 4 Plattenzugriffe) -> Nutzung nicht-flüchtiger Schreibpuffer 
- schlechtes Leistungsverhalten im Fehlerfall
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Zusammenfassung (2)
 Schließung der Zugriffslücke durch nicht-flüchtige Halbleiterspeicher
- erweiterte Hauptspeicher, SSD und Platten-Caches
- starke Verbesserungen des E/A-Verhaltens möglich
- hohe Speicherkosten verlangen dedizierten Einsatz 
Weiterführende Literatur:
- J. Gray: Rules of Thumb in Data Engineering. Proc. Data Eng. Conf., 2000, 
http://research.Microsoft.com/~Gray/
- E. Rahm: Hochleistungs-Transaktionssysteme, Kap. 5 und 6, Vieweg 1993.
Online unter http://dol.uni-leipzig.de/pub/1993-2 
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3.   Externspeicherverwaltung
n Speicherzuordnungsstrukturen
- Realisierung eines Dateikonzeptes





- Bsp.: Schattenspeicherkonzept  (shadow page mechanism), Zusatzdateikonzept





















nAbbildung von physischen Blöcken
nKontrolle des Datentransports von/zum Hauptspeicher
n ggf. Realisierung einer mehrstufigen Speicherhierarchie 
nFehlertoleranzmaßnahmen (Spiegelplatten, etc.)
nGründe für ein Dateikonzept
- selektive Aktivierung von Dateien: on/offline-Problem
- dynamische Definition 
- temporäre Dateien
- Einsatz unterschiedlich schneller Speichermedien
- kürzere Adreßlängen 
-> DB-Speicher  =  Menge von Dateien
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Dateikonzept
Dateien repräsentieren externe Speichermedien für Anwendungen in einer geräteunabhängigen 
Weise. Das Dateisystem verdeckt die Eigenschaften physischer Speichergeräte
nDateisystem
- erlaubt eine Reihe von Operationen (vereinfachte Definition) 
- ist als lokales Dateisystem oder als eigenständiger Datei-Server realisiert
- verwaltet typischerweise einen hierarchischen Namensraum
nOperationen auf Dateien
- Anlegen/Löschen  (Create / Delete)
- Verarbeiten (Open / Close) 
- Lesen/Schreiben  (Read / Write)
- Operationen beziehen sich auf Dateikontrollblock, der für die Anwendung  angelegt wurde 
nDateiarten: 
- unstrukturiert vs. strukturiert
- sequentieller vs. direkter Zugriff
- ggf. wertbasierter Zugriff
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Realisierung eines Dateikonzeptes
nKatalog für alle Dateien (Urdatei)
- feste Position
- effiziente Implementierung/Verarbeitung
n objektbezogene Beschreibung durch Dateideskriptor
- Dateiname, OwnerID, Zugriffskontrolliste, Zeitinformation über Erzeugung, letzter Zugriff, letzte
Archivierung, Dateigröße, Externspeicherzuordnung, . . .
n Freispeicherverwaltung für Externspeicher (z.B. formatierte Bitlisten)
nAnlegen/Reservieren von Speicherbereichen (Erstzuweisung, Erweitern) 
n Einheit des physischen Zugriffs: Block
- feste Blocklänge pro Datei





































MP1 A Z201, S5 i
MP2 B Z350, S1 j-i
MP2 B Z105, S1 l-j











Magnetplatte MP2, Typ B





Dargestellte Aktionen der Zugriffsprimitive:   Hole Block B5;  Hole Block Bj+3
 (Hauptspeicher)
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Seitenzuordnungsstrukturen
nRealisierung eines Segmentkonzeptes:
- Ermöglichung indirekter Einbringstrategien
- selektive Einführung von zusätzlichen Attributen, z.B. zur Erhöhung der Fehlertoleranz
- Segmente als Einheiten des Sperrens, der Recovery und der Zugriffskontrolle
- bei geeigneter Abbildung auf Dateien bleiben Vorteile des Dateikonzeptes erhalten
nSystempufferverwaltung: 
- Bereitstellen und Freigeben von Seiten im Systempuffer
- Vorbereitung von E/A-Anforderungen an die Dateiverwaltung 
- Optimierung von Ersetzungsstrategien
nAufteilung des logischen DB-Adreßraumes in Segmente mit sichtbaren
Seitengrenzen 
nSegmentarten 
- öffentliche vs. private
- permanente vs. temporäre 
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Verwendung von Tablespaces
n Tablespace: Segmenttyp zur Speicherung von Tabellen (Relationen) sowie ggf. Indexstrukturen
- in manchen DBS werden Indexstrukturen in eigenen Segmentarten verwaltet (Indexspaces)
 
n Tablespace kann auf mehrere Dateien abgebildet werden
- Allokation von Tablespaces: 
CREATE TABLESPACE tablespacename 
DATAFILE filename SIZE size { "," filename SIZE size }
- Erweiterung von Tablespaces: 
ALTER TABLESPACE tablespacename 
ADD DATAFILE filename SIZE size { "," filename SIZE size }
n Zuordnung von Relationen zu Tablespaces
CREATE TABLE tablename ( ...
 [ TABLESPACE tablespacename ]
 [ STORAGE INITIAL size NEXT size ] [PCTFREE percent ] ) 
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Tablespaces in DB2
n 3 Segmentarten: Catalog, User, Temporary tablespace
 CREATE DATABASE PERSONL 
CATALOG TABLESPACE MANAGED BY SYSTEM USING ('d:\pcatalog','e:\pcatalog') EXTENTSIZE 32 PREFETCHSIZE 16 
USER TABLESPACE MANAGED BY DATABASE USING (FILE'd:\db2data\personl' 5000, FILE'd:\db2data\personl' 5000) 
EXTENTSIZE 32 PREFETCHSIZE 64 
TEMPORARY TABLESPACE MANAGED BY SYSTEM USING ('f:\db2temp\personl') WITH "Personnel DB for BSchiefer Co" 
- User Tablespaces für Tabellen und Indexstrukturen: regulär bis max. 64 GB oder für "large ob-
jects" (LOBs), max. 2 TB 
n Tablespace kann auf mehrere Container/Platten aufgeteilt werden
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Speicherorganisation in Oracle
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Seitenzuordnungsverfahren
n Indirekte Zuordnung 
- Seitentabelle: Abbildung von Seitennr. ® Blocknr. 
- Einbringen (mengenorientiert): Umschalten der Seitentabellen 
Seite i Block i
Schreiben nach Änderung








2) Schreiben nach Änderung
1) Lesen vor Änderung
3) Lesen nach Änderung
Direkte Seitenzuordnung Indirekte Seitenzuordnung
(update-in-place)
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Einsatz des Schattenspeicher-Verfahrens 
- Die schraffierten Strukturen sind in der Ausgangssituation nicht benutzte Speicherbereiche, die
erst nach der Eröffnung für Änderungsbetrieb erforderlich werden.
- Status (i) enthält den Eröffnungszustand für Segment i  (hier: alle Segmente geschlossen).
- MAPSWITCH zeigt an, welche der beiden (gleichberechtigten) Tabellen Map0 und Map1 das ak-
tuelle Verzeichnis belegter Blöcke enthält.
















0 4 0 . . . 0 l 0
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Änderungsbetrieb beim Schattenspeicher-Verfahren
- Auf einer Blockmenge D können gleichzeitig mehrere Segmente für Änderungen geöffnet sein
- CMAP enthält für alle Segmente die mit Schatten- bzw. aktuellen Seiten belegten Blöcke
- Einer Seite wird nur bei der erstmaligen Änderung nach Eröffnen des Segmentes ein neuer Block
zugewiesen
. . .













0 4 0 . . . 0 l 0














2 0 0 . . . j 0 0
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Funktionsprinzip des Schattenspeicher-Verfahrens
nWenn Segment k für Änderungen geöffnet werden soll, sind folgende Schritte auszuführen:
- kopiere Vk0 nach Vk1 
- STATUS(k) := 1
- Schreibe MASTER in einer ununterbrechbaren Operation aus
- Lege im Hauptspeicher eine Arbeitskopie CMAP von MAP0 an.
nWenn eine Seite Pi erstmalig seit Eröffnen des Segments geändert werden soll:
- Lies Seite Pi aus Block j = Vk0(i)
- Finde einen freien Block j’ in CMAP
- Vk0(i) = j’
- Markiere Seite Pi in Vk0(i) als geändert (setze Schattenbit) 
- Bei weiteren Änderungen von Pi wird Block j’ verwendet.
n Beenden eines Änderungsintervalls:
- Erzeuge Bitliste mit aktueller Speicherbelegung in MAP1 (neue Blöcke belegt, alte freigegeben)
- Schreibe MAP1 (kein Überschreiben von MAP0)
- Schreibe Vk0
- Schreibe alle geänderten Blöcke
- STATUS(k) := 0, MAPSWITCH = 1 (MAP1 ist aktuell)
- Schreibe MASTER in einer ununterbrechbaren Operation aus.
n Zurücksetzen geöffneter Segmente: lediglich Vk1 in Vk0 zu kopieren und STATUS(k) :=  0




- Rücksetzen auf letzten konsistenten Zustand sehr einfach
- flexiblere Schreibprotokolle für Log-Daten: Pufferung bis zum Umschalten auf einen neuen Zu-
stand möglich
- physische DB kann operationskonsistent gehalten werden  => Operationen-Logging möglich
- bei katastrophalem Fehler ist Wahrscheinlichkeit höher, einen brauchbaren Zustand der DB zu re-
konstruieren
nNachteile
- Hilfsstrukturen (MAP und Seitentabellen Vi) werden so groß, daß  Blockzerlegung notwendig
wird
- Die Seitentabellen Vi belegen etwa 0.1-0.2% der DB-Größe, was bei größeren Datenbanken zu
einem hohen Anteil von Seitenfehlern im DB-Puffer für die Zugriffe auf Vi führt
- periodische Sicherungspunkte erzwingen Ausschreiben des gesamten DB-Puffers
- zusätzlicher Speicherplatz für die Doppelbelegung; lange Batch- (Änderungs-)Programme wer-
den dadurch schlecht unterstützt.
- physische Clusterbildung logisch zusammengehöriger Seiten wird  beeinträchtigt bzw. zerstört
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Das Zusatzdatei-Verfahren
n Idee:
- wenn eine Datei für Änderungebetrieb geöffnet wird, wird eine zusätzliche, temporäre Datei ange-
legt (Zusatzdatei, differential file) für alle modifizierten Blöcke pro Änderungsintervall
- eigentliche Datei wird nicht verändert
- Ende des Änderungsintervalles: Kopieren aller veränderten Blöcke aus der temporären in perma-
nente Datei
- wesentliches Problem: Entscheidung für eine gegebene Seiten-Nr., ob die aktuelle Version in der
temporären oder permanenten Datei steht
n Prinzip:
- Nutzung einer Bitliste, die anzeigt, ob eine Seite möglicherweise geändert wurde








0 1 0 0 1 0 1 1 0. . . . . . . . . . . . .Bitliste
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Bloom-Filter
nWirkungsweise
- Bitliste B der Länge M im Hauptspeicher
- Abbildung des Schlüssels (Seiten-Nr) bei Änderung über Hash-Funktionen
- Hash-Funktionen adressieren x Bits, die in B auf 1 gesetzt werden
nAufsuchen von Satz Si
- Erzeugen der charakteristischen x Bits in temporärer Bitliste T
- AND-Operation von T und B in Erg
- wenn alle x Bits in Erg gesetzt: VIELLEICHT;   sonst: NEIN
n Beispiel:
0 0 1 0 0 0 1 0 0     . . .                    0 0 1 0 0 0
1 0 1 0 0 0 1 1 0     . . .                 0 0 1 0 0 1
1 0 1 0 0 0 1 0 0     . . .                 0 0 0 0 0 0
1.         Write   S i = 123
2.         Write   Sj = 456             h(Sj)
             h(Si)






Wenn  (B  AND  T)  =  T,
 dann Antwort VIELLEICHT !
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Zusammenfassung
nSpeicherzuordnungsstrukturen erfordern effizientes Dateikonzept
- viele Dateien variierender, nicht statisch festgelegter Größe
- Wachstum und Schrumpfung erforderlich
- permanente und temporäre Dateien
n empfohlene Datei-Eigenschaften:
- direkter und sequentieller Blockzugriff
- Blockgröße pro Datei definierbar
- Blockzuordnung über dynamische Extents
nSegmentkonzept 
- erlaubt die Realisierung zusätzlicher Attribute für die DB-Verarbeitung (Recovery, Clusterbildung
für Relationen usw.)
- zweistufige Abbildung von Segment/Seite auf Datei/Block und diese auf Slots der Magnetplatte
erlaubt Einführung von Abbildungsredundanz durch indirekte Einbringstrategien
n Indirekte Einbringstrategien 
- sind teurer als direkte 
- sie belasten den Normalbetrieb zugunsten der Recovery
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4. DBS-Pufferverwaltung
n Allgemeine Charakteristika
- Ablauf des Pufferzugriffs
- Referenzstrings, Stacktiefenverteilung 
n Speicherzuteilung im Puffer
n Suche im Puffer
n Schreibstrategien (Force vs. Noforce)
n Lesestrategien (Prefetching, Demand Fetching)
n Seitenersetzungsverfahren
- Klassifikation von Ersetzungsverfahren
- LRU, FIFO, CLOCK, GCLOCK, LRD ...
- Leistungsanalyse von Ersetzungsverfahren
n Neuere Ersetzungsverfahren
- Prioritätsgesteuerte  Seitenersetzung  (LRU-Priority)
- LRU-K
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Stellung der Pufferverwaltung 
innerhalb eines DBS
Plattenzugriffe








Select * FROM  PERS
WHERE ANR = ,K55 ,
Stelle Seite Pi bereit (FIX)
Gib Seite P i frei (UNFIX)
TAP 1
Lies Seite P i 




auf die Datenbank zugreifen
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Notwendigkeit einer Pufferverwaltung 
im DBS
n Unterschiede zum Paging
- Suche im DB-Puffer in Software implementiert
- Seitenreferenz  vs.  Adressierung
- nach einem FIX-Aufruf kann eine DB-Seite mehrfach bis zum UNFIX  referenziert werden
- unterschiedliches Seitenreferenzverhalten
n Probleme bei Verwendung eines Dateipuffers des Betriebssystems
- Zugriff auf Dateipuffer teuer  (SVC)
- DB-spezifische Referenzmuster können nicht gezielt genutzt werden (z.B. sequentielle Zugriffs-
folgen)
- selektives Ausschreiben von Seiten zu bestimmten Zeitpunkten (z.B. für Logging) nicht immer
möglich in existierenden Dateisystemen
Þ DBS  muß eigene Pufferverwaltung haben
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Typische Referenzmuster in DBS
1. Sequentielle Suche (Bsp.: Relationen-Scan)
2. Hierarchische Pfade (Bsp.: Suchem über B*-Bäume)
3. Zyklische Pfade (Bsp.: Abarbeitung verketteter Satzmengen)
Si Sj Sk Sl
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Seitenreferenzstrings
n jede Datenanforderung ist eine logische Seitenreferenz
n Aufgabe der Pufferverwaltung:  Minimierung der physischen Seitenrefe-
renzen
n Referenzstring   R =  <r1, r2,  ...  ri,    ...  rn>  mit  ri   =   ( Ti,  Di,  Si)
T i  zugreifende Transaktion
D i  referenzierte DB-Parti t ion
S i referenzierte DB-Seite
n Referenzstring-Information  ermöglicht 
- Charakterisierung des Referenzverhaltens insgesamt sowie bezüglich bestimmter Transaktionen,
Transaktions-Typen und DB-Partitionen 
- Bestimmung von Lokalität und Sequentialität
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LRU-Stacktiefenverteilung
n Maß für die Lokalität  (präziser als Working-Set-Ansatz)
n LRU-Stack enthält alle bereits referenzierten Seiten in der Reihenfolge ih-
res Zugriffsalters
n Bestimmung der Stacktiefenverteilung:
- pro Stackposition wird Zähler geführt
- Rereferenz einer Seite führt zur Zählererhöhung für die jeweilige Stackposition
==> Zählerwerte entsprechen der Wiederbenutzungshäufigkeit
- Für LRU-Seitenersetzung kann aus der Stacktiefenverteilung für eine bestimmte Puffergröße un-
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Beispiel














1         2          3           4           5
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Suche im Puffer 
n Probleme der direkten Suche 
- hohe lineare Suchkosten proportioinal zur Puffergröße 
- hohe Wahrscheinlichkeit von Paging-I/Os 
n Listenstrukturen: lineare Suchkosten








Verkettete Liste Hash-Tabelle 
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Suche (2)
n Hash-Tabelle mit Überlaufketten




- Änderungsbit (bzw. -zähler)




h (Pi) = k
Pi     B3 Pk     B1    -Pj     B2
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Schreibstrategien
n Ersetzung einer geänderten Seite erfordert vorheriges Zurückschreiben
der Änderung in permanente DB auf Externspeicher 
- synchrones (=>  Antwortzeitverschlechterung) vs. asynchrones Ausschreiben 
- Abhängigkeit zur gewählten Ausschreibstrategie (Force vs. Noforce)
n FORCE: alle Änderungen einer Transaktion werden spätestens beim
Commit in die DB zurückgeschrieben ("write-through")
- i.a. stets ungeänderte Seiten zur Ersetzung vorhanden
- vereinfachte Recovery (nach Rechnerausfall sind alle  Änderungen beendeter Transaktionen be-
reits in der permanenten  DB)
- hoher E/A-Overhead
- starke Antwortzeiterhöhung für Änderungstransaktionen
n NOFORCE: kein Durchschreiben der Änderungen bei Commit (verzö-
gertes Ausschreiben,"deferred write-back")
- Seite kann mehrfach geändert werden, bevor ein Ausschreiben erfolgt (geringerer E/A-Overhead,
bessere Antwortzeiten)
- vorausschauendes (asynchrones) Ausschreiben geänderter Seiten erlaubt auch bei NOFOR-
CE, vorwiegend ungeänderte Seiten zu ersetzen
Þ synchrone Schreibvorgänge in die DB können weitgehend vermieden werden
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Referenzverhalten und Ersetzungsverfahren
n Grundannahme bei Ersetzungsverfahren
- Refererenzverhalten der jüngeren Vergangenheit ähnelt Referenzverhalten in der näheren Zukunft
- Nutzung der typischerweise hohen Lokalität bei Ersetzung
n manchmal Sequentialität oder zufällige Arbeitslast (RANDOM-Referen-
zen)
n Kombinationen bzgl. Referenzen/Ersetzung: RANDOM/RANDOM,
RANDOM/OPT, Lokalität/RANDOM, Lokalität/OPT 










D = DB-Größe in Blöcken
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Kriterien für die Auswahl der zu 
ersetzenden Pufferseite

























Referenz der Seite E
Unterscheidung zwischen 
Least-Recently-Referenced    und
Least-Recently-Unfixed
t
FIX FIX UNFIX UNFIX
A B B A
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Least-Frequently-Used  (LFU)
n Führen eines Referenzzählers pro Seite im Puffer
n Ersetzung der Seite mit der geringsten Referenzhäufigkeit
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FIFO  (First-In  First-Out)
n die älteste Seite im Puffer wird ersetzt
n Referenzierungsverhalten während Pufferaufenthaltes wird nicht berück-
sichtigt
4 - 18(C) Prof. E. Rahm IDBS 1
CLOCK  (Second Chance)
n Erweiterung von FIFO
n Referenzbit pro Seite, das bei Zugriff gesetzt wird
n Ersetzung erfolgt nur bei zurückgesetztem Bit (sonst erfolgt Zurücksetzen
des Bits)
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GCLOCK  (Generalized  CLOCK)
n pro Seite wird Referenzzähler geführt (statt Bit)
n Ersetzung nur von Seiten mit Zählerwert 0 (sonst erfolgt Dekrementierung
des Zählers und Betrachtung der nächsten Seite)
n Verfahrensparameter:
- Initialwerte für Referenzzähler
- Wahl des Dekrementes
- Zählerinkrementierung bei erneuter Referenz









4 - 20(C) Prof. E. Rahm IDBS 1
Least-Reference-Density (LRD) 
n Referenzdichte: Referenzhäufigkeit während eines bestimmten Referenz-
intervalls
n LRD Variante 1: Referenzintervall entspricht Alter einer Seite
n Berechnung der Referenzdichte:
- Globaler Zähler GZ: Gesamtanzahl aller Referenzen
- Einlagerungszeitpunkt EZ: GZ-Wert bei Einlesen der Seite
- Referenzzähler RZ
- Referenzdichte   RD j( ) RZ j( )









A B C D E F
EZ RD
F F FA A D
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Least-Reference-Density (2)
n LRD Variante 2: konstante Intervallgröße
n periodisches Reduzieren der Referenzzähler, um Gewicht früher Referen-
zen zu reduzieren
- Reduzierung von RZ durch Division oder Subtraktion:
 (K1 > 1) oder RZ i( ) RZ i( )
K 1
--------------= RZ i( )
RZ i( ) K2–
K3
falls RZ i( ) K2– K3³
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Simulationsergebnisse
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Probleme von LRU
n LRU ungeeignet für sequentielle Zugriffsmuster (z.B. Relationen-Scan)
- abgearbeitete Seiten werden für dieselbe Query/Transaktion nicht mehr benötigt
- sofortige Ersetzung sinnvoll (-> Most Recently Used, MRU) 
n LRU berücksichtigt nicht Charakteristika unterschiedlicher Anfrage-/
Transaktionstypen
- Bsp.: Transaktionen mit hoher Referenzlokalität können durch gleichzeitige sequentielle Scans
mit sehr schneller Seitenanforderung stark benachteiligt werden 
n LRU nutzt kein Wissen über spezielle Referenzfolgen, z.B. zyklisches Re-
ferenzieren einer Menge von Seiten
- zyklisches Referenzieren  von S Seiten  mit S > #Rahmen  ® internes Thrashing
- zyklisches Referenzieren von S Seiten mit S < #Rahmen und Interferenz durch andere Transak-
tionen mit  schnellerer Anforderung (stealing) ® externes Thrashing
n LRU berücksichtigt nicht unterschiedliche Referenzhäufigkeiten, z.B.
zwischen Index- und Datenseiten 
n Alternativen 
- Ausnutzen von Kontextwissen des Query-Optimierers ("hints" an die Pufferverwaltung) 
- Erweiterung von LRU zur Berücksichtigung von Prioritäten, Referenzhäufigkeiten etc. 
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Prioritätsgesteuerte  Seitenersetzung
n Bevorzugung bestimmter Transaktionstypen/DB-Partitionen vielfach
wünschenswert 
- z.B. um Benachteiligungen durch sehr lange Queries oder sequentielle Zugriffe zu vermeiden
=> Berücksichtigung von Prioritäten bei der Pufferverwaltung
n Verfahren PRIORITY-LRU:
- pro Prioritätsstufe eigene dynamische Pufferpartition; LRU-Kette pro Partition
- Priorität einer Seite bestimmt durch DB-Partition bzw. durch  (maximale) Priorität referenzieren-
der Transaktionen  
- ersetzt wird  Seite aus der Partition mit der geringsten Priorität. Ausnahme: die  w  zuletzt referen-
zierten Seiten sollen (unabhängig von ihrer Priorität) nicht ersetzt werden




99 •  •  •
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LRU-K
n Berücksichtigung der K letzten Referenzzeitpunkte einer Seite
- erlaubt Approximation der Referenzhäufigkeit durch Bestimmung des mittleren Zeitabstands zwi-
schen Referenzen einer Seite
- Beschränkung auf die K letzten Referenzen ist einfache Methode, Information aktuell zu erhalten
(keine zusätzlichen Tuning-Parameter wie bei LRD V2)  
n Beispiel (K=4)
n zur Ersetzung genügt es, K-letzten Referenzierungszeitpunkt zu berück-
sichtigen!
n LRU-2 (d.h. K=2) stellt i.a. beste Lösung dar 
- ähnlich gute Ergebnisse wie für K > 2, jedoch einfachere Realisierung










52 55 60 62 65 70 72 7576
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Zusammenfassung
n Referenzmuster in DBS sind Mischformen
- sequentielle, zyklische, wahlfreie Zugriffe
- Lokalität innerhalb und zwischen Transaktionen
- Seiten mit unterschiedlich hoher Referenzdichte
n Verwaltungsaufgaben: 
- Suche im Puffer: durch Hash-Verfahren
- Speicherzuteilung: globale (Pufferrahmen  für alle Transaktionen) vs. lokale Strategien (Sonder-
behandlung bestimmter Anfragen bzw. DB-Bereiche)
- Behandlung geänderter Seiten: NOFORCE, asynchrones Ausschreiben
- Seitenersetzung: erfordert Vorhandensein von Lokalität (sonst Verhalten wie ~ RANDOM)
n Seitenersetzungsverfahren
- "zu genaue" Verfahren sind schwierig einzustellen (Þ instabil)
- Nutzung mehrerer Kriterien möglich: Alter, letzte Referenz, Referenzhäufigkeit
- LRU ist guter Default-Ansatz 
n Erweiterungen von LRU
- Berücksichtigung von Prioritäten
- LRU-2 wählt Ersetzungskandidaten aufgrund des vorletzten Referenzzeitpunktes aus 
- Sonderbehandlung sequentieller Referenzfolgen (MRU) 
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5. Satzverwaltung
n Zuordnung Attribute - Sätze
- Repräsentation von Attributwerten 
- Abbildung von Attributwerten
n Zuordnung Sätze - Seite
- Freispeicherverwaltung 
(im Segment, in der Seite)
- Abbildung von Sätzen in Seiten
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Repräsentation von Attributwerten
n Repräsentation von DBS-Datentypen
- Int (short): 2 B, z.B. 35 ist 0000 0000 0010 0011
- Real, Floating Point: n Bits für Mantisse, m für Exponent
- Character: 1 B pro Zeichen, z.B. ASCII-Codierung
- Boolean: 1 Byte pro Wert (z.B. TRUE: 1111 1111,  FALSE: 0000 0000);  weniger als 1 B pro
Wert i.a. zu aufwendig
- DATE: INTEGER (#Tage seit 1. Jan. 1900) bzw. YYYYMMDD (8 Zeichen) oder YYYYDDD
(7 Zeichen)
- TIME: INTEGER (Sekunden seit Mitternacht),  Zeichen: HHMMSS
n Strings: feste vs. variable Länge 
- feste (maximale) Länge: CHAR (15), VARCHAR (255)
- variable Länge: vorgestellte Längenangabe bzw. spezielles Endezeichen
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Abbildung von Attributwerten in Sätzen
n Satz: Aggregation zusammengehöriger Attributwerte (Felder)
n festes vs. variables Satzformat, feste vs. variable Satzlänge 
- DBS meist festes Satzformat; Metadaten weitgehend im Katalog
- variables Format z.B. für semistrukturierte/selbstbeschreibende Daten; eingebettete Metadaten 
n festes Satzformat
- pro Attribut:
- Satz- und Zugriffspfadbeschreibung im Katalog
- Anzahl von Attributen, Reihenfolge, Datentypen, Bedeutung
- besondere Methoden der Speicherung: Blank-/Nullunterdrückung, Zeichenverdichtung, kryptogra-
phische Verschlüsselung, Symbol für Nullwert, Tabellenersetzung für Werte (L = Leipzig) ...
n Forderungen
- Unterstützung dynamischer Attributlängen
- effiziente Speicherung von Nullwerten, einfaches Hinzufügen neuer Attributdefinitionen 
- günstiger Platzbedarf
- direkter Zugriff auf i-tes Attribut
CharVorname ... 5 Xavervar
Metadaten im Katalog (DD) Ausprägung im Satz
Attributname Typ Länge Attributwert...
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Abspeicherungsformen
n Konkatenation von Feldern fester Länge
- Sätze fester Länge 
- schneller Zugriff auf jeden Attributwert (festes Offset)
- speicheraufwendig, da maximale Attributlängen vorzuhalten (auch bei Nullwert, kurzen Strings
etc.)
- geringere Anzahl von Tupel pro Seite erhöht E/A-Aufwand 
- aufwendiges Hinzufügen neuer Attribute 
n eingebettete Längenfelder 
- speicherökonomischer
- Nullwert: Länge 0
- nicht repräsentierte Attribute haben per Definition Nullwert 
- Bestimmung der Attributwertadresse erst zur Laufzeit 
SKZ
f f f
... SKZ = Satzkennzeichen/-identifikation (z.B. OID) 




Katalog: f5 | v | v | f6 | f2 | v |
GL = Gesamtlänge bzw. 
Anzahl Felder
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Abspeicherungsformen (2)
n Zeiger im Vorspann
- Adresse für jedes Attribut an fester
Position 
- Länge entspricht Differenz der Off-
set-Adressen
- keine Speicherung von Nullwerten (Adresse = Adresse des vorherigen Attributes)
- Pointer auch für Felder fester Länge -> relativ speicheraufwendig 
n eingebettete Längenfelder mit Zeigern
n Änderung der internen Attributreihenfolge: zunächst Attribute fester Län-









Lval val L val L val
f6 f2
val· ··
FL = Länge des festen Teils 
SKZ ...GL val
f5
valval val val val
f6 f2
· · ·#F #V
#F = #Attribute fester Länge  
#V = #Attribute variabler Länge  
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Variables Satzformat
n "selbstbeschreibende" Sätze: Mitführen von Attributnamen und Attribut-
typen
n Beispiel
n Attributnamen / Tags können auch als Strings gespeichert werden
n keine Speicherung von Nullwerten
n i.a. hoher Platzbedarf / aufwendigerer Zugriff
n große Flexibilität
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Satzoperationen
n Einfügen eines Satzes (INSERT) 
- Seite mit ausreichend freiem Platz bestimmen 
- einfach falls beliebige Seite möglich
- ansonsten (z.B. bei festgelegter Sortierreihenfolge) ggf. Platz zu schaffen 
n Bulk load (Laden zahlreicher Sätze)
- initialer Füllgrad der Seite beachten (Parameter PCTFREE o.ä.)
n Ändern eines Satzes (Update) mit Änderung der Satzlänge 
- bei Wachstum sollte Satz möglichst in Ursprungsseite bleiben
n Löschen eines Satzes (Delete)
- zunächst wird Speicherplatz nur als wiederverwendbar gekennzeichnet (free vs. reusable)
- periodisches Kompaktieren (reusable -> free) 
n Reorganisation 
- Zusammenlegen freier und wiederverwendbarer Bereiche 
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Freispeicherverwaltung 
n Freispeicherverwaltung (FPA) für
- Externspeicher (Allokation von Dateien)
- Segmente (Allokation von Sätzen)
- Seiten (Verwaltung von belegten/freien Einträgen)
n für alle Seiten eines Segmentes
- Einfügen/Ändern ® Suche nach n freien Bytes
- Löschen/Ändern ® Freigabe oder Markierung von Speicherplatz







in Seitenkopf SK: ID von Pi,




f i = # freie Bytes in P i
Freispeichertabelle F in S j
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Freispeicherverwaltung (2)
n Größe der Freispeichertabelle F
Einträge pro Seite der Länge LS
mit s=#Seiten im Segment    -> Seiten für F
n Lage von F
- Segmentanfang bzw. -ende 
- äquidistante Verteilung (i=0,1,2,...)
n Art der FPA
- exakt:  
- unscharf:  (oder weniger)
-> fi in Einheiten von  - Vielfache
n FPA innerhalb von Pi
- exaktes fi in SK
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Freispeicherverwaltung (3)
n Alternative: pro Segment Verweis auf aktuelle Seite für Einfügungen so-
wie verkettete Liste leerer Seiten (Verweis pro leerer Seite erforderlich)
n falls aktuelle Seite voll ist, wird erste Seite der Frei-Liste die aktuelle Ein-
fügeseite
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Abbildung von Sätzen in Seiten
n Organisation
- n Satztypen pro Segment
- m Sätze verschiedenen Typs pro Seite
n oft vollständige Speicherung von Sätzen pro Seite
- Voraussetzung: Satzlänge < Seitenlänge SL  <= LS - LSK: 
SK Satz 1 Satz 2 ...










5 - 12(C) Prof. E. Rahm IDBS 1
Abbildung von Sätzen in Seiten (2)
n Aufspalten von Sätzen auf mehrere Seiten ("spanned records", Spannsatz)
n mögliche Gründe
- Satzgröße SL > Seitengröße LS - LSK
- schlechte Platzausnutzung bei fester Satzlänge (Bsp.: LS=4096 B, SL=2050 B)
- Auslagern selten benötigter Attribute 
- Auslagern variabler Satzanteile 
n Spezialfall: separate Speicherung für große Attribute ("long filelds") wie
BLOBs (z.B. für Video-Clips) oder Texte (CLOBs)
F1 F2 F3 F4 F5 F6 F7
Bsp.: attributweises Aufspalten
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Sortierte Speicherung von Sätzen
n Ziel: schneller Zugriff auf Sätze eines Satztyps in Sortierreihenfolge eines
Attributes (z.B. Primärschlüssel)
n physisch benachbarte Speicherung in Sortierordnung: Clusterung 
- Optimaler sortiert sequentieller Zugriff: bei N Sätzen und mittlerem Blockungsfaktor B lediglich
N/B  physische Seitenzugriffe
- pro Satztyp kann Clusterung nur bezüglich eines (Sortier-)Kriteriums erfolgen, falls keine Redun-
danz eingeführt werden soll
- Änderungen können sehr teuer werden (Domino-Effekt) 
Verschiebekosten: N/(2*B) Seiten  => Splitting-Technik
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Änderungen bei sortiert-sequentieller 
Speicherung
n Einfügen von K7?
n Splitting-Technik:
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Mehrere Satztypen pro Seite
n satztyp-übergreifende Clusterung von häufig zusammen benötigten Sät-
zen
n kann v.a. für schnelle Join-Bearbeitung vorteilhaft sein (hierarchische
Clusterung entlang von 1:n-Beziehungen)
n nachteilig jedoch, wenn Anfragen auf 1 Satztyp dominieren 
     
      Select  *
      From KUNDE
Kunde Konto
KU-NR KNAME ... KTO-NR KU-NR KTOSTAND
      Select  KNAME, KTO-NR, KTOSTAND
      From KUNDE, KONTO
      Where KONTO.KU-NR=KUNDE.KU-NR 
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Speicherung komplexer Objekte 
n Attribut eines (Anker-) Satzes können Kollektionen (Menge, Liste) von
Sätzen enthalten
- Beispiel: Abteilung - Mitarbeiter, Kunde - Konten, etc. 
n Generelle Speicheranordnung zwischen Ankersatz und zugehörigen Sät-
zen 
Ankersatz Satz 1 Satz 2
1.  Physische Nachbarschaft der Sätze: Clusterung (Listen, materialisierte Speicherung)
2.  Verkettung  der Sätze 
Ankersatz • Satz 1 • Satz 2 • 
3.  Referenzierte Speicherung / Verzeigerung   (Mini-Directory, Pointer-Array) 
Satz 1 Satz 2
• • • Ankersatz
...
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Speicherung komplexer Objekte (2)
n beliebig tiefe Schachtelung komplexer Objekte: auf jeder Stufe kann zwi-
schen den Speichermöglichkeiten gewählt werden
n 2-stufiges Beispiel: komplexes Objekt Firma mit Abteilungen und Mitarbeitern 
Pers_1 Pers_2 Pers_3 Pers_4
Firma
Pers_1 Pers_2 Pers_3 Pers_4
Firma
Pers_1 Pers_2 Pers_3 Pers_4




1) Verzeigerung / Verzeigerung 2) Clusterung / Verzeigerung
3) Verzeigerung / Clusterung 4) Clusterung / Clusterung 
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Externspeicherbasierte Satzadressierung
n DB-Adresse eines Satzes (OID): Segment-ID (bzw. Satztyp-ID) + Adres-
se im Segment 
n Ziele:
- schneller, möglichst direkter Satzzugriff
- hinreichend stabil gegen geringfügige Verschiebungen  (Verschiebungen innerhalb einer Seite ohne
Auswirkungen)
- seltene oder keine Reorganisationen
n Adressierung in Segmenten: logisch zusammenhängender Adreßraum
n direkte Adressierung (relative Byte-Adresse, RBA) instabil bei Ver-
schiebungen  (-> deshalb indirekte Adressierung)
Adressierungsverfahren
direkte Adressierung indirekte Adressierung
logische (relative)
Byteadresse
TID Zuordnungstabelle symbolische Pointer
(Primärschlüssel)
DBK DBK/ PPPim Segment
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Satzadressierung: TID-Konzept
n TID (Tuple Identifier) dient zur Adressierung in einem Segment und be-
steht aus zwei Komponenten:
- Seitennummer (3-6 B)
- relative Indexposition innerhalb der Seite (1-2 B)
n Migration eines Satzes in andere Seite ohne TID-Änderung möglich
 Einrichten eines Stellvertreter-TID in Primärseite
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Satzadressierung über Zuordnungstabellen 
n jeder Satz erhält eindeutigen logischen Identifikator (Datenbankschlüssel,
DBK bzw. OID)
- Vergabe erfolgt i.a. durch DBVS
- systeminterne Verweise auf Sätze erfolgen  über DBK / OID
n Zuordnungstabelle enthält pro DBK / OID zugehörigen PP (Page Pointer)
- Segment-ID (1-2 B) + Seitennummer (3-6 B)




Y003       A 123











xxx      Y003   A123
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Hauptspeicherbasierte Adressierung
n Navigierender Zugriff auf vernetzte DB-Objekte unter Verwendung exter-
ner Adressen ist teuer
- Bestimmung der Seite, Lokalisierung der Seite im Puffer, Objektsuche in der Seite
- wesentlich aufwendiger als Verwendung von (virtuellen) Hauptspeicher-Adressen
n problematisch v.a. für objektorientierte DB-Anwendungen (z.B. bei
CAD) mit Traversierung von Referenzfolgen und Navigation in vernetzten Objektstrukturen
n Programme sollen transparent transiente und persistente Datenobjekte
verarbeiten können
- ausschließliche Nutzung von direkten Adressen im HSP
- Abbildungskosten für persistente Daten sollen nicht bei jedem Zugriff anfallen
n Abbildung von Objekten auf Externspeichern auf solche in Virtuellen
Speichern (VS)
- persistente Adressen (TID, OID ...) sind
lang (z.B. 64 Bit), Virtuelle Adressen (HS-
Adressen) dagegen kürzer (z.B. 32 Bit)
- Übersetzung der Zeiger (pointer swizzling)
vom langen Format mit indirekter Adressie-




Seite 2 Satz A
Seite 1
Plattenspeicher
Seite 2 Satz A
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Pointer Swizzling
n Klassifikation von Swizzling-Verfahren nach orthogonalen Kriterien: Art,
Zeitpunkt und Ort des Swizzling
n Art:
- Direct Swizzling: direkte Ersetzung der Referenzen (erfordert, daß referenzierte Objekte im HS sind)
- Indirect Swizzling: Nutzung einer Abbildungstabelle DB-Adresse (OID) -> HS-Adresse
n Zeitpunkt:
- Eager Swizzling: Umstellen aller Zeiger, sobald die Objekte in den Hauptspeicher gebracht werden
- Lazy Swizzling: Umstellen der Zeiger bei Erstreferenz oder später (z.B. Rereferenz;  "Magische
Zahl" 3)
n Ort:
- In-Place Swizzling: Beibehaltung der Objektformate und der Seitenstrukturen
- Copy Swizzling: Kopieren der Objekte in einen Objektpuffer und Umstellen der Zeiger in den Kopien
5 - 23(C) Prof. E. Rahm IDBS 1
Darstellung und Handhabung langer Felder
n lange Attribute, z.B. für  Typen TEXT, IMAGE, VIDEO erfordern Son-
derbehandlung
n Speicherung als BLOBs oder CLOBs unter Kontrolle des DBS 
n Anforderungen
- idealerweise keine Größenbeschränkungen
- allgemeine Verwaltungsfunktionen
- gezieltes Lesen und Schreiben von Teilbereichen 
- Verkürzen, Verlängern und Kopieren
- Suche nach vorgegebenem Muster, Längenbestimmung. . .
n Darstellung großer Speicherobjekte
- besteht potentiell aus vielen Seiten
- ist eine uninterpretierte Bytefolge
- Adresse (OID, object identifier) zeigt auf Objektkopf (header)
- OID ist Stellvertreter im Satz, zu dem das lange Feld gehört
- unterschiedliche Speicherungsstrukturen möglich: sequentielle Liste (Datei), Kette von Einträgen fe-
ster Länge, B*-Baum etc. 
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Lange  Felder  in  STARBURST 
n Implementierung im Starburst-Prototyp Grundlage für DB2-Realisierung 
n Erweiterte Anforderungen
- Effiziente Speicherallokation und -freigabe für Feldgrößen von bis zu 2 GB  (Sprache, Bild, Musik
oder Video)
- hohe E/A-Leistung: Schreib- und Lese-Operationen sollen E/A-Raten nahe der Übertragungsge-
schwindigkeit der Magnetplatte erreichen
n Prinzipielle Repräsentation
- 1 oder mehrere Segmente zur Darstellung des langen Feldes
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Lange Felder in STARBURST (2)
n Segmentallokation bei unbekannter Objektgröße
- Wachstumsmuster der Segmentgrößen wie im Beispiel: 
1, 2, 4, ..., 2n Seiten werden jeweils zu einem Segment zusammengefaßt
- MaxSeg = 2048 für n = 11
- Falls MaxSeg erreicht wird, werden weitere Segmente der Größe MaxSeg angelegt
- Das letzte Segment wird auf die verbleibende Objektgröße gekürzt
n Segmentallokation bei vorab bekannter Objektgröße
- Objektgröße G (in Seiten)
- G £ MaxSeg: es wird ein Segment angelegt
- G > MaxSeg: es wird eine Folge maximaler Segmente angelegt; letztes Segment wird auf verblei-
bende Objektgröße gekürzt
n Verarbeitungseigenschaften
- effiziente Unterstützung von sequentiellen und wahlfreien Lesevorgängen
- einfaches Anhängen und Entfernen von Bytefolgen am Ende desObjektes
- schwieriges Einfügen und Löschen von Bytefolgen in der Mitte des Objektes
5 - 26(C) Prof. E. Rahm IDBS 1
Baum-artige Verwaltung von BLOBs
n Realisierung im Exodus-Projekt (Univ. of Wisconsin, Madison) 
n Physische Darstellung als B*-Baum
- Blattseiten enthalten die Daten
- interne Seiten (Tabellen) und Wurzel entsprechen einem Index für Bytepositionen
- interne Seiten und Wurzel speichern für jede Kind-Seite Einträge der Form (Zähler, Seiten-#)
- Zähler enthält die maximale Bytenummer, die zum jeweiligen Teilbaum gehört (links stehende Kno-
ten (Einträge) in einer Seite zählen zum Teilbaum).
- Zähler im weitesten rechts stehenden Eintrag der Wurzel enthält Länge des Objektes
n Repräsentation sehr langer dynamischer Objekte
- bis zu 1GB mit drei Baumebenen








Byte 100 in Seite a?
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Baum-artige Verwaltung von BLOBs (2)
n Spezielle Operationen
- Suche nach einem Byteintervall
- Einfügen/Löschen einer Bytefolge an/von einer vorgegebenen Position
- Anhängen einer Bytefolge ans Ende des langen Feldes
n Unterstützung versionierter Speicherobjekte:
- Markierung der Objekt-Header mit Versionsnummer
- Kopieren und Ändern nur der Sei-
ten, die sich in der neuen Version
unterscheiden (in Änderungsopera-





knoten 120 162 139 192 173
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Zusammenfassung
n Freispeicherinformation auf verschiedenen Ebenen erforderlich: Gerät,
Segment (Datei), Seite
n Speicherung variabel langer Felder
- dynamische Erweiterungsmöglichkeiten
- Berechnung von Feldadressen
n Abbildung von Sätzen: festes/variables Format, feste/variable Länge,
Spannsätze, Clusterung, komplexe Objekte 
n Speicherung großer Objekte (BLOBs, "long fields") 
- große sequentielle Listen (Dateien): hohe E/A-Leistung
- B*-Baum-Technik: flexible Darstellung, moderate Zugriffsgeschwindigkeit
n Ziele bei der Satzadressierung
- Kombination der Geschwindigkeit des direkten Zugriffs mit der Flexibilität einer Indirektion
- Satzverschiebungen in einer Seite ohne Auswirkungen Þ  TID-Konzept oder Zuordnungstabelle
n Hauptspeicherbasierte Adressierung (Pointer Swizzling)
- Abbildung von langen Externspeicheradressen auf kurze Adressen im Virtuellen Speicher
- orthogonale Klassifikationskriterien: Ort, Zeitpunkt, Art
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- Clustered / Non-clustered Index 
- Reduzierung der Baumhöhe (Schlüsselkomprimierung, erweitertes Splitting)
n Zugriff über Sekundärschlüssel
- Zugriff auf Satzmengen 
- Invertierung
- Bitlisten-Indizes 




n Indexstrukturen in kommerziellen DBS (Oracle)
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Zugriffsarten
n Sequentieller Zugriff 
- auf alle Sätze eines Satztyps (Scan)
- in Sortierreihenfolge eines Attributes
n Direkter Zugriff 
- über den Primärschlüssel
- über einen Sekundärschlüssel (Nicht-Primärschlüssel) 
- über zusammengesetzte Schlüssel (Attribute)  
- über mehrere unabhängige Schlüssel (Attribute) 
n Navigierender Zugriff von einem Satz zu dazugehörigen Sätzen desselben
oder eines anderen Satztyps
n Wichtige Anfragearten 
- exakte Anfrage (exact match queries) 
- Präfix-Match-Anfragen 
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Sequentieller Zugriff auf einen Satztyp 
(Scan)
n wenn kein Zugriffspfad genutzt werden kann, müssen alle Zugriffsarten
durch Scan abgewickelt werden
n wird von allen DBVS unterstützt
n ausreichend/effizient bei:
- kleinen Satztypen (z.B. <= 5 Seiten)
- Anfragen mit hoher Selektivität  (z.B. >= 20 %)
n Optimierungsmöglichkeiten:
- Clusterung
- Allokation auf schnelle Speichermedien
- werteabhängige Partitionierung eines Satztyps auf verschiedene Segmente 
- Unterstützung der Parallelisierung (durch ’Declustering’)
n Pufferverwaltung kann Prefetching zur Scan-Optimierung nutzen
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Speicherungsstrukturen für Sätze
n Heap: unsortierte Speicherung von Sätzen eines Satztyps 
n Kettenstrukturen (mit Sortierung)
- sortiert sequentielle Speicherung ohne Clusterbildung
- sequentieller Zugriff auf alle Sätze: N Seitenzugriffe
- fortlaufende Suche bei Verkettung in Sortierreihenfolge: N/2 Seitenzugriffe
n Clusterung von Sätzen (Listenstruktur)
- sortiert sequentielle Speicherung mit physischer Clusterung 
- schneller sortiert sequentieller Zugriff (N/B Seiten für N Sätze und  mittlerem Blockungsfaktor B)
- Direkter Zugriff kostet im Mittel N/(2*B) Seitenzugriffe bei Sortierung gemäß PS
- Änderungen aufwendig 
- pro Satztyp Clusterung nur bezüglich eines (Sortier-)Kriteriums möglich
n Clusterung: Varianten
- hierarchische Clusterung gemäß (1:N)-Beziehungen: schnelle Join-Verarbeitung
- Einbettung der Sätze in B*-Baum 
n gestreute Speicherungsstrukturen (Hashing)
n mehrdimensionale Partitionierung (z.B. Grid File) 
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Mehrweg-Bäume
n Ausgangspunkt: Binäre Bäume (balanciert)
- entwickelt  für Hauptspeicher
- für DB-Anwendungen unzureichend, da zu viele Seitenzu-
griffe, falls pro Knoten nur 1 Schlüsselwert verwendet wird
n Weiterentwicklung:  B- und B*-Baum
- Seiten (Blöcke) als Baumknoten
- Zusammenfassung mehrerer Sätze/Schlüssel in einem Knoten
- höherer Verzweigungsgrad (Mehrwegbaum), wesentlich niedrigere Baumhöhe
n balancierte Struktur: unabhängig von Schlüsselmenge, unabhängig von
Einfügereihenfolge
- dynamische Reorganisation durch Splitten und Mischen von Seiten
n Speicherung von Datensätzen: direkt im Mehrweg-Baum eingebettet oder
separat
- direkter Index vergrößert Baumhöhe, erspart jedoch separaten Satzzugriff über Verweis (z.B. TID)
- direkte Speicherung nur für einen Index pro Satztyp möglich (i.a. für Primärschlüssel)
- indirekter Index enthält Verweis (TID) pro Datensatz 
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B-Baum
n Ein B-Baum vom Typ (k, h) ist ein Baum mit folgenden Eigenschaften
1. Jeder Weg von der Wurzel zum Blatt hat die Länge h
2. Jeder Zwischenknoten hat mindestens k+1 Söhne. Die Wurzel ist ein Blatt oder hat mindestens 2 Söhne
3. Jeder Knoten hat höchstens 2k+1 Söhne
n Seitenformat:
für alle Schlüssel s im Teilbaum zu Zi gilt: Si < s < Si+1 (i=1, ..., m-1) 
bzgl. Z0 gilt: s < S1 und bzgl Zm gilt: Sm < s 
n Beispiel
n Verzweigungsgrad (Seitengröße 8 KB, Z = 4 B, S = 4 B): 
Z0 S1 D1 Z1 S2 Z2 • • • Sm ZmDm freiD2 Zi = Zeiger Sohnseite Si = Schlüssel
Di = Daten des Satzes (oder Verweis auf den Satz)
6
3 8
7 92 4 5
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B*-Baum 
n Ein B*-Baum vom Typ (k, k*, h) ist ein Baum mit folgenden Eigenschaf-
ten
1. Jeder Weg von der Wurzel zum Blatt hat die Länge h
2. Jeder Zwischenknoten hat mindestens k+1 Söhne. Die Wurzel ist ein Blatt oder hat mindestens 2 Söhne.
Jedes Blatt hat mindestens k* Einträge.
3. Jeder Zwischenknoten hat höchstens 2k+1 Söhne. Jedes Blatt hat höchstens 2k* Einträge
n Seitenformate:
für alle Schlüssel s im Teilbaum zu Zi gilt: Si < s <= Si+1 (i=1, ..., m-1) 
bzgl. Z0 gilt: s <= S1  und bzgl Zm gilt: Sm < s 
n Beispiel:
Z0 S1 Z1 S2 Z2 • • • Sm Zm freiZwischenknoten:
Blattknoten: V S1 D1 S2 • • • Sm Dm freiD2 N
Zi = Zeiger Sohnseite
Si = Schlüssel
Di =Daten bzw. Verweis
V = Vorgänger-Zeiger
N = Nachfolger-Zeiger
63 87 92 4 5
2 4 6 8
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B*-Baum (2)
n Verzweigungsgrad (Seitengröße 8 KB, Z = 4 B, S = 4 B): 
n Höhe h eines B*-Baums mit N Datenelementen: 
n Typischer Wert für die Höhe eines B*-Baums: 
Höhe 3 – 4 bei  105 – 107 Datensätzen
n Performance-Optimierung
- Niedrige Höhe / hoher Verzweigungsgrad 
- möglichst kurze Schlüsselwerte / grosse Seiten / hohe Seitenbelegung 
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B*-Baum (3)
n Unterschiede gegenüber B-Baum
- innere Knoten enthalten nur Verzweigungsinformation
- geringere Baumhöhe möglich
- Schlüsselwerte teilweise redundant gespeichert
- für jeden Satz müssen h Seiten gelesen werden
- Kette der Blattknoten liefert alle Sätze nach Schlüsselwert sortiert
- bessere Clustereigenschaften für B*-Baum
n Suche im B*-Baum
- beginnend im Wurzelknoten; jeder Knoten wird von links nach rechts durchsucht
- Ist der gesuchte Wert kleiner oder gleich Si, wird die Suche in der Wurzel des von Zi-1 identifi-
zierten Teilbaums fortgesetzt
- Ist der gesuchte Wert größer als Si, wird der Vergleich mit Si+1 fortgesetzt. Ist auch der letzte
Schlüsselwert Sm im Knoten noch kleiner als der gesuchte Wert, wird die Suche im Teilbaum von
Zm fortgesetzt
- der derart ermittelte Blattknoten wird von links nach rechts nach dem Schlüsselwert durchsucht;
wird er nicht gefunden, war die Suche erfolglos (kein Treffer)
n unterstützte Funktionen:
- direkter Schlüsselzugriff
- sortiert sequentieller Zugriff
- Unterstützung für exakte Anfragen,  Präfix-Match-Anfragen, Bereichsanfragen, Extremwertan-
fragen ... 
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Einfügen im B*-Baum
n Vorgehensweise
- zunächst Abstieg durch den Baum wie bei der Suche
- Einfügen des Satzes stets im Blattknoten
- falls Blattknoten bereits voll, muß ein neuer Knoten erzeugt und ein gleichmäßiges Aufteilen der
(2k*+1) Sätze auf zwei Seiten vorgenommen werden (Splitting)
- Splitting erfordert Anpassung der Verzweigungsinformation in den Vorgängerknoten
33 37 41
12 28
53 5915 19 28
46
67461 5 9 12 71 83 99
67
53 5915 19 28 671 5 9 12 71 83 99
Einfüge 45
B*-Baum vom Typ (2, 2, 2) 
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B*-Baum mit/ohne Clusterung der Sätze
n Index mit Clusterbildung (clustered index) 
- Clusterbildung der Sätze  in den Datenseiten mit Sortierung nach Indexattribut oder direkte Spei-
cherung der Sätze in Indexblättern 
- sehr effiziente Bearbeitung von Präfix-Match- und Bereichsanfragen sowie sortierter Ausgabe 
- maximal 1  Clustered Index pro Relation 
n Non-clustered Index
- impliziert indirekten Index 







8 13 33 45 77 85seiten
seiten
25 61
8 13 33 45 77 85
Non-clustered IndexClustered Index
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Reduzierung der Baumhöhe
n geringere Baumhöhe durch Vergrößerung der Baumbreite (Fan-Out)  ->
mehr Einträge pro Seite 
- größere Seiten
- höherer Füllgrad der Seiten (-> verallgemeinerte Splitting-Verfahren) 
- kleinere Einträge, z.B. durch Beschränkung der Daten/-Verweise auf Blätter (B*-Baum) oder/und
durch Schlüsselkomprimierung  
n Zeichenkomprimierung ermöglicht weit höhere Anzahl von Einträgen pro
Seite, v.a. für lange, alphanumerische Schlüssel (z.B. Namen)
n Präfix-Komprimierung 
- mit Vorgängerschlüssel übereinstimmender Schlüsselanfang (Präfix) wird nicht wiederholt 
- v.a. wirkungsvoll für Blattseiten in B*-Bäumen 
- höherer Aufwand zur Schlüsselrekonstruktion 
n Suffix-Komprimierung 
- für innere Knoten ist vollständige Wieder-
holung von Schlüsselwerten für Wegwei-
serfunktion meist nicht erforderlich 
- Weglassen des zur eindeutigen Lokalisierung
nicht benötigten Schlüsselendes (Suffix)
- Präfix-B*-Bäume: Verwendung minimaler Separatoren (Präfixe) in inneren Knoten
ZiZi-1 Si· · · · · ·
Raab · ... · Ranne · Reck · ... · ·berger
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Verallgemeinertes Splitting bei B*-Bäumen 
Pi Pk
Pi












m > 1: Verbesserung der Belegung 
Belegung
Split-Faktor
1 1/2 = 50% ln 2 » 69% 1
2 2/3 = 66% 2 · ln (3/2) » 81% 1
3 3/4 = 75% 3 · ln (4/3) » 86% 1
m 1
bm i n bavg b m a x
m
m 1+
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Historie und Terminologie
n Originalpublikation B-Baum: 
- R. Bayer, E. M. McCreight. Organization and Maintenance of Large Ordered Indexes. 
Acta Informatica, 1:4. 1972. 290-306.   
n B*-Baum Originalpublikation:  
- D. E. Knuth: The Art of Programming, Vol. 3, Addison-Wesley, 1973.  
n Überblick: 
- D. Comer: The Ubiquitous B-Tree. ACM Computing Surveys, 11:2, Juni 1979, pp. 121-137.
n  Terminologie: 
- Bei Knuth: B*-Baum ist ein B-Baum mit garantierter 2 / 3-Auslastung der Knoten    
- B+-Baum ist ein hohler Baum derart wie hier dargestellt.
- Heutige Datenbankliteratur: B*-Baum = B+-Baum.
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Zugriffspfade  für  Sekundärschlüssel
n Suche nach Tupeln mit einem vorgegebenen Wert in einem nichteindeuti-
gen Attribut (Sekundärschlüssel)









12345 K02 L 45000
23456 K02 M 51000
34567 K03 L 48000
45678 K02 M 55000
56789 K03 F 65000
67890 K12 L 50000
ANR ANR W-ORT GEHALT W-ORTPNR
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Zugriffsformen auf Satzmengen / 1:n-Beziehungen
Satz 1 Satz 2 Satz 3
1.  Physische Nachbarschaft der Sätze (Clusterung, Listen)
2.  Verkettung  der Sätze 
Satz 1 • Satz 2 • Satz 3 • 
A)  Eingebettete Hilfsdaten
B)  Ausgelagerte Hilfsdaten
3.  Physische Nachbarschaft der Zeiger  (Invertierung, Pointer-Array) 
Satz 1 Satz 2 Satz 3
• • • 
4.  Verkettung der Zeiger
Satz 1 Satz 2 Satz 3
• • • 
5.  Zugriff über Mehrwegbäume 
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Invertierungstechniken
n Invertierung: Indexstruktur mit Zeigerlisten bzw. Bitvektoren
n effiziente Berechnung mengenalgebraischer Operationen 
























K51 TID12 TIDk K55 TIDnn TID1 . . .TID2 K61 2 TIDl TIDk
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Bitlisten-Indizes 
n herkömmliche Indexstrukturen ungeeignet für Suchbedingungen geringer
Selektivität, z.B. für Attribute (Dimensionen) mit nur wenigen Werten
(Farbe, Region, Jahr ...) 
n Bitlisten-Index (Bitmap
Index):
- pro Attributwert eine Bitliste
(Bitmap, Bitvektor) mit 1 Bit
pro Satz 





Select  ...   WHERE  A1 = C1  AND A2=C2 AND A3=C3 AND A4=C4
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Bitlisten-Indizes: Speicherplatzbedarf
n Speicherplatzbedarf  für Bitlisten vs. Listen mit Satzverweisen (TID-Li-
sten)
n Reduzierung des Speicherbedarfs 
- Komprimierung der Bitlisten (z.B. mit RLE - run length encoding)
- Verwendung kodierter Bitlisten
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Kodierte Bitlisten-Indizes
n Speicherplatzersparnis durch kodierte Bit-Listen (encoded bitmap inde-
xing) 
- Standardverfahren: pro Satz ist nur in einer der n Bitlisten das Bit gesetzt
- jede der n Wertemöglichkeiten kann durch log2 n Bits kodiert werden   => nur noch log2 n Bitlisten
n Auswertung von Suchausdrücken 
- höherer Aufwand bei nur 1 Bedingung (log2n Bitlisten statt 1 abzuarbeiten)














F1   
F0
2 Bitvektoren 
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Join-Unterstützung in Data Warehouses
n DB-Struktur: Stern-Schema mit zentraler Fakten-Tabelle sowie Dimensions-Tabellen 
n vollständige Scans auf Fakten-Tabelle zu verhindern -> Nutzung von Bit-
listen-Indizes zur Bestimmung der relevanten Fakten-Tupel 
n Bitlisten-Join-Index 
- Bitlisten-Index für Dimensions-Attribut auf der Fakten-Tabelle
- Bitliste enthält Bit pro Fakten-Tupel 
- entspricht vorberechnetem Join
- flexible Kombinierbarkeit für unterschiedliche Anfragen 
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Bitlisten-Join-Index (2)
n Beispielanfrage: Video-Umsatz und Anzahl verkaufter Geräte im April
2002 mit männlichen Kunden
select sum (GBetrag), sum (Anzahl) 
from VERKAUF v, KUNDE k, PRODUKT p, ZEIT z
where v.K_Id = k.K_Id and v.P_Id = p.P_Id and v.Tag = z.Tag 
and z.Monat = "Apr02" and p.Kategorie = "Video"
and k.Geschlecht = "M"
n Nutzung von 3 Bitlisten-Join-Indizes 
Monat Kategorie Geschlecht
Jan02 0001100010001 ...
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Verallgemeinerte Zugriffspfadstruktur (Join-Index)
n B*-Baum kann als gemeinsamer Index für Primär- und Fremdschlüssel
verwendet werden
n Unterstützung von Joins bzw. hierarchischen Zugriffen zwischen Relationen
n Beispiel: ANR-Index für ABT und PERS und MGR 
K99K61K25
K25K13K8 K61K45K33 K99K86K75
. . . K55 TID3 TID TID1 TID . . .





PRIOR NEXT optionaler Pointer
zur ÜberlaufseitePERS




- gemeinsame Verwendung einer Suchstruktur (B*-Baum) für mehrere Satztypen, für die Bezie-
hungen (1:1, 1:n, n:1, n:m) durch Wertegleichheit in demselben Attribut (z.B. ANR) repräsentiert
sind
- kombinierte Realisierung von Primär-, Sekundär- und hierarchischen Zugriffspfaden mit einem
erweiterten B*-Baum
- innere Baumknoten bleiben unverändert; Blätter enthalten Verweise für primäre und sekundäre
Zugriffspfade
n Erhöhung der Anzahl der Blattseiten: mehr Seitenzugriffe beim sequenti-
ellen Lesen einer Relation in Sortierordnung
- aber: Höhe des Baumes bleibt meist erhalten: ähnliches Leistungsverhalten beim Aufsuchen von
Daten und beim Änderungsdienst
n Vorteile
- einheitliche Struktur für alle Zugriffspfadtypen: Vereinfachung der Implementierung
- Schlüssel werden nur einmal gespeichert: Speicherplatzersparnis
- Unterstützung der Join-Operation  sowie bestimmter statistischer Anfragen
- einfache Überprüfung der referentiellen Integrität sowie weiterer Integritätsbedingungen (z.B. Kar-
dinalitätsrestriktionen)
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Hash-Verfahren
n direkte Berechnung der Speicheradresse eines Satzes über Schlüssel
(Schlüsseltransformation)
n Hash-Funktion h:  S  -->  {1, 2, ..., n}
S = Schlüsselraum        n = Größe des statischen Hash-Bereiches in Seiten (Buckets)
n Idealfall:  h ist injektiv  (keine Kollisionen)
- nur in Ausnahmefällen möglich (’dichte’ Schlüsselmenge)
- jeder Satz kann mit 1 Seitenzugriff referenziert werden
n Statische Hash-Bereiche mit Kollisionsbehandlung
- vorhandene Schlüsselmenge K (K Í S) soll möglichst gleichmäßig auf die n Buckets verteilt wer-
den
- Behandlung von Synonymen: Aufname im selben Bucket, wenn möglich; ggf. Anlegen und Ver-
ketten von Überlaufseiten
- typischer Zugriffsfaktor: 1.1 bis 1.4
n Vielzahl von  Hash-Funktionen nutzbar, z.B. Divisionsrestverfahren
n alphanumerische Schlüssel werden zunächst auf numerischen Wert abge-
bildet, z.B. durch "Faltung"
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2. Anwendung der Hash-Funktion
208 mod 5 = 3
Bucket-Bereich Überlauf-Bucket 
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Dynamische Hash-Verfahren
n Wachstumsproblem bei statischen Verfahren
- Statische Allokation von Speicherbereichen: Speicherausnutzung?
- Bei Erweiterung des Adreßraumes: Re-Hashing
Þ Alle Sätze erhalten eine neue Adresse
- Probleme: Kosten, Verfügbarkeit, Adressierbar-
keit
n Entwurfsziele
- Eine im Vergleich zum statischen Hashing dyna-
mische Struktur, die Wachstum und Schrumpfung
des Hash-Bereichs (Datei) erlaubt 
- Keine Überlauftechniken
- Zugriffsfaktor £  2 für die direkte Suche
n Viele konkurrierende Ansätze
- Extendible Hashing (Fagin et al., 1978)
- Virtual Hashing und Linear Hashing (Litwin, 1978, 1980)
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Erweiterbares Hash-Verfahren 
(Extendible Hashing)
n dynamisches Wachsen und Schrumpfen des Hash-Bereiches
- Buckets werden erst bei Bedarf bereitgestellt
- hohe Speicherplatzbelegung möglich
n keine Überlauf-Bereiche, jedoch Zugriff über Directory
- max. 2 Seitenzugriffe
- Hash-Funktion generiert Pseudoschlüssel zu einem Satz
- d Bits des Pseudoschlüssels werden zur Adressierung verwendet (d = globale Tiefe)
- Directory enthält 2d Einträge; Eintrag
verweist auf Bucket, in dem alle zugehö-
rigen Sätze gespeichert sind
- in einem Bucket werden nur Sätze ge-
speichert, deren Pseudoschlüssel in den
ersten d’ Bits übereinstimmen (d’ = loka-
le Tiefe)
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Erweiterbares Hashing: Splitting von Buckets 
n Fall 1: Überlauf eines Buckets, dessen lokale Tiefe kleiner als die globale
Tiefe d ist
- lokale Neuverteilung der Daten
- Erhöhung der lokalen Tiefe















h (~) = 00* 
h (~) = 010* 
h (~) = 011* 
h (~) = 10* 
h (~) = 11* 
Directory
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Erweiterbares Hashing: Splitting von Buckets (2)
n Fall 2: Überlauf eines Buckets, dessen lokale Tiefe gleich der globalen
Tiefe  ist
- lokale Neuverteilung der Daten (Erhöhung der lokalen Tiefe)
- Verdopplung des Directories (Erhöhung der globalen Tiefe)























h (~) = 00* 
h (~) = 0100* 
h (~) = 011* 
h (~) = 10* 
h (~) = 11* 
d’ = 4
h (~) = 0101* 
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Grobvergleich der Zugriffskosten (#Seiten)
Beispielangaben für N = 106 
k, K  vergleichsweise kleine Konstanten
(*) Physisch sequentielles Lesen, Sortieren und sequentielles Verarbeiten der gesamten Sätze
Speicherungs/Indexstruktur Direkter Zugriff Sequentielle Verarbeitung
gekettete Liste
sequentielle Liste / Clusterung
O (N) » 5 · 105
O (N) » 104
O (N) » 106
O (N) » k · 104
Balancierte Binärbäume
Mehrwegbäume
        clustered index 
O (log2N) » 20
O (logkN) » 3 - 5
O (logkN) » 3 - 5
O (N) » 106
O (N) » 106 
O (N) » k · 104
Statisches Hashing mit Überlaufbereich K (>1) = 1.1 - 1.4 O (N log2N)  (*)
Erweiterbares Hashing O(1) = 2 O (N log2N)  (*)
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Beispiel Oracle 9i *
n Tabellen-Speicherung (Spezifikation bei CREATE TABLE) 
- partitioniert (logische Aufteilung über mehrere Tablespaces) 
- Clusterung
- Index-organized Tables (direkter Clustered Index auf Primärschlüssel)
n Indexstrukturen
- Automatischer B*-Baum-Index auf allen Unique-Attributen 
- Non-unique B*-Baum-Index; Composite index (Mehrattribut-Index) 
- Reverse Key Index (Indexierung auf umgekehrter Bytefolge um bessere Verteilung von Einfügun-
gen / Löschungen zu erreichen)
- Bitlisten-Index und Biltlisten-Join-Index 
n Schlüsselkompression für Sekundärschlüssel und Mehrattribut-Indexierung 
- CREATE INDEX P_Idx1 ON Pers (PName) COMPRESS 1
- CREATE INDEX S ON STOCK (StockTicker, Time) COMPRESS 1 
n Funktions-basierter Index 
- CREATE INDEX   P_Idx   ON PERS (UPPER (PName));
- CREATE INDEX  F_Idx ON GRUNDSTUECK (Flaeche (Geo) ); 
- begrenzt auf "deterministische Funktionen" (eindeutiges Ergebnis für jede Kombination an Ein-
gabewerten)
*  Online-Manuals derzeit unter http://www.mid.main.vsu.ru/docs/oracle9/nav/docindex.htm bzw.  http://otn.oracle.com 
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Oracle Cluster
n gemeinsame Speicherung von Tabellen mit gemeinsamen Attributen
CREATE CLUSTER PersAbt (ANR NUMBER(3))PCTUSED 80 TABLESPACE users ...
CREATE TABLE Abt (ANR  NUMBER(3) PRIMARY KEY, ...) CLUSTER PersAbt (ANR);
CREATE TABLE Pers (PNR NUMBER(5) PRIMARY KEY, ... 
    ANR NUMBER(3) REFERENCES Abt) CLUSTER PersAbt (ANR);
n Indexierte Cluster: Index auf Cluster-Schlüssel erforderlich ("Cluster-Index")
CREATE INDEX ANR_index ON CLUSTER PersAbt ...
n Hash-Cluster: direkter Zugriff über Hash-Funktion auf Cluster-Schlüssel 
CREATE CLUSTER PersAbt (ANR NUMBER(3))PCTUSED 80 TABLESPACE users ...
 hash is ANR   hashkeys 1000;
- statisches Hashing: feste Anzahl von Hash-Adressen (nächste Primzahl zu hashkeys-Parameter) 
- (Integer-) Wert des Schlüsselattributs kann selbst als Hash-Adresse verwendet werden (Parameter
"hash is")
- Spezifikation von benutzerdefinierten Hash-Funktionen möglich 
- "single table hash cluster": Hashing für 1 Tabelle 
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Zusammenfassung
n Clusterung optimal für schnellen sortiert sequentiellen Zugriff 
n Standard-Zugriffspfadstruktur in DBS: B*-Baum ("the ubiquitous B*-tree")
- direkter vs. indirekter; clustered vs. non-clustered Index
- direkter und sortiert sequentieller Zugriff für Primär- und Sekundärschlüssel 
- verallgemeinerte Zugriffspfadstruktur, Join-Index 
n Verbesserung der Baumbreite (fan-out)
- Schlüsselkomprimierung
- verallgemeinertes Splitting-Verfahren
- Optimierung für direkte Suche und sequentielle Suche (weniger Seiten)
n Zugriff auf Satzmengen
- Clusterung, Kettenstruktur,  Invertierung, Bitlisten
- B*-Baum als Einstiegsstruktur 
n schnellerer Schlüsselzugriff erfordert Hash-Verfahren
- (nur) direkter Zugriff (< 1.4 Seitenzugriffe)
- dynamische Hash-Verfahren unterstützen stark wachsende Datenbestände 
- Beispiel-Implementierung: Erweiterbares Hashing (2 Seitenzugriffe)
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7.  Weitere Indexstrukturen
n Mehrdimensionale Suchanfragen
- Schnittbildende Suchanfragen
- Containment- und Nearest-Neighbor-Anfragen
- Probleme 
n Mehrdimensionale Zugriffspfade 
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Mehrdimensionale Datenstrukturen
n Annahmen:
- Satztyp/Datei  R = (A1, ... An)
- Jeder Satz t = (a1, a2, ... an) ist ein Punktobjekt
- Attribute A1, ... Ak (k < n) seien Schlüssel => k-dimensionaler Datenraum D
- Anfrage Q spezifiziert Bedingungen, die von den Schlüsselwerten der Sätze in der Treffermenge er-
füllt sein müssen
n besonders wichtig zur effizienten Verwaltung räumlicher Objekte (Punk-
te, Polygone, Quader, ...)
- Kartographie: Speicherung von Landkarten, effiziente Beantwortung “geometrischer” Fragen
- CAD:  Handhabung von Flächen, Volumina und Körpern  (z.B. Rechtecke beim VLSI-Entwurf)
- Computer-Vision und Robotics
n Generelle Anfrageklassen:
- Intersection Queries: gesuchte Sätze bilden einen Durchschnitt mit der Menge der vorhandenen
Sätze (exakte und partielle Anfragen, Bereichsanfragen)
- Enthaltenseins- oder Überlappungsanfragen (containment queries): gesuchte räumliche Objekte
sind ganz oder überlappend in einem Suchfenster enthalten 
- Punktanfrage  (point query) : Gegeben ist ein Punkt im Datenraum D; finde alle Objekte, die ihn enthalten.
- Gebietsanfrage (region query): Gegeben ist Anfragegebiet; finde alle Objekte, die es schneiden.
- Nächster-Nachbar-Anfragen (best match query, nearest neighbor query): Suche nach "nächstge-
legensten" Objekten
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Klassifikation der schnittbildenden 
Suchfragen
1. Exakte Anfrage (exact match query): spezifiziert für jeden Schlüssel einen Wert 
Q = (A1 = a1) Ù (A2 = a 2) Ù  ... Ù (Ak = ak)
2. Partielle Anfrage (partial match query):  spezifiziert s < k Schlüsselwerte
Q = (A i1 = ai1) Ù (A i2 = ai2) Ù  ... Ù (Ais = ais)  mit 1 < s < k und 1 < i1 < i2 < ... < is < k
3. (Exakte) Bereichsanfrage (range query): spezifiziert einen Bereich ri = [l i < ai < u i] für jeden Schlüssel Ai
Q =   (A1 = r 1) Ù  ... Ù  (Ak = rk)  º (A1 > l1) Ù  (A1 < u1) Ù  ... Ù (Ak > lk) Ù  (Ak < uk)
4. Partielle Bereichsanfrage (partial range query):  spezifiziert für s < k Schlüssel einen Bereich
Q = (Ai1 = ri1)  Ù  ... Ù (Ais = r is)  mit 1 < s < k und 1 < i1 < ... < is < k und r i j = [lij < aij < uij], 1 < j < s
Þ bei den schnittbildenden Anfragen lassen sich alle 4 Fragetypen als allgem. Bereichsfrage  ausdrücken
- genauer Bereich [li = ai = ui] 





Partielle Anfrage Partielle Bereichs-
(partial range)
Bereichsanfrage
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Beispiele: Suche nach Rechtecken
a) Bestimmung aller Rechtecke, die den Punkt (2,5) enthalten
SELECT x1, y1, x2, y2
FROM RECTANGLES
WHERE x1 <= 2 AND  x2 >= 2 AND  y1 <= 5  AND  y2 >= 5 
b) Bestimmung der Rechtecke mit  Punkt (1,3)  als Eckpunkt links unten
SELECT x1, y1, x2, y2
FROM RECTANGLES
WHERE x1 = 1 AND    y1 = 3  
c) Bestimmung der Rechtecke, deren Eckpunkt links unten im Rechteck (0, 0, 10, 10) enthalten ist
SELECT x1, y1, x2, y2
FROM RECTANGLES
WHERE x1 >= 0 AND  x1 <= 10 AND  y1 >= 0  AND  y1 <= 10 
(x2, y2)
(x1, y1)
Relation     RECTANGLES  (x1, y1, x2, y2)
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Best Match  (Nearest Neighbor) Query
n gewünschtes Objekt nicht vorhanden
=> Frage nach möglichst ähnlichen Objekten
n "best" wird bestimmt über verschiedene Arten von Distanzfunktionen
n Beispiele:
- Objekt erfüllt nur 8 von 10 geforderten Eigenschaften
- Objekt ist durch Synonyme beschrieben
n Nearest Neighbor:
D = Distanzfunktion
B = Sammlung von Punkten im k-dim. Raum
Gesucht: nächster Nachbar von p (in B)







7 - 6(C) Prof. E. Rahm IDBS 1
Grundprobleme
4. Objektdarstellung: Punktobjekte sowie Objekte mit Ausdehnung
5. Balancierte Zugriffsstruktur
- beliebige Belegungen und Einfüge-/Löschreihenfolgen






































7 - 7(C) Prof. E. Rahm IDBS 1
Indexunterstützung für mehrdimens. Anfragen
n Eingrenzung des Datenraumes
n Verwendung eindimensionaler Indexstrukturen 
- Mischen mehrerer Trefferlisten für Anfragen wie (Key1 = K1i) (Key2 = K2j)
- Clusterung höchstens bezüglich eines Attributs (eine Dimension) 
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Mehrattributsuche
n Simulation des mehrdimensionalen Zugriffs mit einem B*-Baum ?
Idee: Konkatenierte Schlüssel: Key1 | Key2









- (Key1 = K1i) AND (Key2 = K2j) ?
- Key2 = K2j ?
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Grid-File (Gitterdatei)
n Organisation des Datenraumes durch Prinzip der Dimensionsverfeinerung
- Datenraum D wird dynamisch durch ein orthogonales Raster (grid) partitioniert, so daß k-dimen-
sionale Zellen (Grid-Blöcke) entstehen
- die in den Zellen enthaltenen Objekte werden Buckets zugeordnet
- es muß eine eindeutige Abbildung der Zellen zu den Buckets gefunden  werden
- Dimensionsverfeinerung: ein Abschnitt in der ausgewählten Dimension wird durch einen voll-





Datenraum D = A1 x A2 x A3
Zellpartition P = U x V x W
Abschnitte der Partition U = (u1, u2, ... u 1)
V = (v1, v2, ..., vm)








Dreidimensionaler Datenraum D mit Zellpartition P;  
Veranschaulichung eines Split-Vorganges im Intervall v2
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Grid-File (2)
n Komponenten
- dynamische Aufteilung von D
in Gridblöcke (GB)
- k Skalierungsvektoren (Sca-
les) definieren Grid auf k-di-
mensionalen Datenraum D
- Grid Directory GD: dynami-
sche k-dim. Matrix zur Abbil-
dung von D auf die Menge
der Buckets
- Bucket: Speicherung der Ob-













- 1:1-Beziehung zwischen Gridblock GB und Ele-
ment von GD
- Element von GD = Pointer zu Bucket B
- n:1-Beziehung zwischen GB und B
n Ziele: 
- Erhaltung der Topologie
- effiziente Unterstützung aller Fragetypen
- vernünftige Speicherplatzbelegung
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Zentrale Datenstruktur: Grid-Directory
n 2 Plattenzugriffe: unabhängig von Werteverteilungen, #Operationen und #Sätze
n Entwurf einer Directory-Struktur
- dynamische k-dimensionale Matrix GD (auf Externspeicher)
- k eindimensionale Vektoren Si (im Hauptspeicher)
n Operationen auf GD
- direkter Zugriff auf einen GD-Eintrag +  relativer Zugriff (NEXTABOVE, NEXTBELOW)
- Mischen zweier benachbarter Einträge einer Dimension (mit Umbenennung der betroffenen Einträ-
ge) + Splitten eines Eintrages einer Dimension (mit Umbenennung)
n Skalierungsvektoren als zweifach gekettete Listen
- Indirektion erlaubt es, das GD an den Rändern wachsen zu lassen.
- Minimierung des Änderungsdienstes von GD
- Stabilität der GD-Einträge
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Grid File - Suchfragen
n Punktfrage (exact match)
n Bereichsfrage
- Bestimmung der Skalierungswerte in jeder Dimension
- Berechnung der qualifizierten GD-Einträge




WHERE ORT = ‘L’ 
AND ANR = ‘K55’
[ . . . ]
[L, K55]
[ . . . ]
B
GD GD-Seite
S1: AA, DA, FR, MK, ZZ S2: K00, K17, K39, K52, K89, K99
1 2 3 4 1 2 3 4 5
Bereichsfrage
GD
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R-Baum
n Zugriffspfad für ausgedehnte räumliche Objekte
- Objektapproximation durch schachtelförmige Umhüllung
- Hauptoperationen: Punkt- sowie Gebietsanfragen
n Ansatz: Speicherung und Suche von achsenparallelen Rechtecken
- Objekte werden durch Datenrechtecke repräsentiert und müssen durch kartesische Koordinaten be-
schrieben werden
- Repräsentation im R-Baum erfolgt durch minimale begrenzende (k-dimensionale) Rechtecke/Re-
gionen
- Suchanfragen beziehen sich ebenfalls auf Rechtecke/Regionen
n R-Baum ist höhenbalancierter Mehrwegebaum
- jeder Knoten entspricht einer Seite
- pro Knoten maximal M, wenigstens m (>= M/2) Einträge 
I1   I2    • • •   Ik    TID
kleinstes umschreibendes Rechteck
für TID
Ij  =   geschlossenes Intervall bzgl. Dimension j
Blattknoteneintrag:
I1   I2    • • •   Ik    PID
Zwischenknoteneintrag:
PID:  Verweis auf Sohn
Intervalle beschreiben kleinstes umschreibendes Rechteck 
 für alle in PID enthaltenen Objekte 
TID: Verweis auf Objekt
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Abbildung beim R-Baum
n Eigenschaften
- starke Überlappung der umschreibenden Rechtecke auf allen Baumebenen möglich
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Textsuche in Dokumentkollektionen
n DB mit Kollektion von Dokumenten / Texten 
n Ziel: Unterstützung von Information-Retrieval-Anfragen nach Textinhal-
ten / Deskriptoren
- Suche nach bestimmten Wörtern/Schlüsselbegriffen/Deskriptoren (nicht nach beliebigen Zei-
chenketten)  
- ggf. Abfangen sogenannter „Stop-Wörter“ (der, die, das, ist, er ...) 
- Boole’sche Anfragen zur Verknüpfung mehrerer Suchbedingungen 
- "unscharfe" Anfragen; Berücksichtigung von Wort-Stammformen 
- Ranking von Ergebnissen (Berücksichtigung von Begriffshäufigkeiten, Nachbarschaftvorkom-
men in einem Satz / Paragraphen ...) 
 
CREATE TABLE Dokument 
( DokID  int primary key, 
  URL varchar (60),
  Autor  varchar (60),
         Titel  varchar (60),
         Jahr   int,
         Abstract FULLTEXT,




"(multimedial OR objektorientiert OR
  intelligent)  AND 
(Datenbank OR Informationssystem)" )
AND Jahr > 1999 
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Invertierte Listen
n Invertierung: Verzeichnis (Index) aller Vorkommen von Schlüsselbegriffen
- lexikographisch sortierte Liste der vorkommenden Schlüsselbegriffe 
- pro Eintrag (Begriff) Liste der Dokumente (Verweise/Zeiger), die Begriff enthalten
- eventuell zusätzliche Information pro Dokument wie Häufigkeit des Auftretens oder Position
der Vorkommen
n Beispiel 
n Zugriffskosten werden durch Datenstruktur zur Verwaltung der invertier-
ten Liste bestimmt (B*-Baum, Hash-Verfahren ...)  
Dieses objektorientierte 
Datenbanksystem 
unterstützt nicht nur 
multimediale Objekte, 
sondern ist überhaupt 
Objektorientierte Systeme 
unterstützen die 
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Invertierte Listen (2)
n effiziente Realisierung über (indirekten) B*-Baum 
- variabel lange Verweis/Zeigerlisten pro Schlüssel auf Blattebene 
- eventuell zusätzliche Information pro Dokument wie Häufigkeit des Auftretens oder Position des
ersten Vorkommens 
n Boole’sche Operationen: Verknüpfung von Zeigerlisten 
- Beispiel: Suche nach Dokumenten mit „multimedial““ UND „objektorientiert“
Dieses objektorientierte 
Datenbanksystem 
unterstützt nicht nur 
multimediale Objekte, 
sondern ist überhaupt 
Objektorientierte Systeme 
unterstützen die 
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Signatur-Dateien
n Alternative zu invertierten Listen: Einsatz von Signaturen 
- zu jedem Dokument wird Bitvektor fester Länge (Signatur) geführt 
- Begriffe werden über Signaturgenerierungsfunktion (Hash-Funktion) s auf Bitvektor abgebildet 
- OR-Verknüpfung der Bitvektoren aller im Dokument vorkommenden Begriffe ergibt Doku-
ment-Signatur
- Signaturen aller Dokumente werden sequentiell gespeichert (bzw. in speziellem Signaturbaum) 
n Suchbegriffe werden über dieselbe Signaturgenerierungsfunktion s auf
eine Anfragesignatur abgebildet
- Kombination mehrerer Suchbegriffe durch OR, AND, NOT-Verknüpfung der Bitvektoren
- wegen Nichtinjektivität der Signaturgenerierungsfunktion muß bei ermittelten Dokumenten ge-
prüft werden, ob tatsächlich ein Treffer vorliegt 
n Eigenschaften
- geringer Platzbedarf für Dokumentsignaturen
- Zugriffskosten aufgrund Nachbearbeitungsaufwand bei False Matches meist höher als bei inver-
tierten Listen 
Dieses objektorientierte Datenbanksystem 
unterstützt nicht nur multimediale Objekte, 
sondern ist überhaupt phänomenal. 
Objektorientierte Systeme unterstützen 
die Vererbung von Methoden.  •••  
Signaturen der 
1 0 1 0 0 0  
1 0 1 0 1 0
0 0 1 0 1 1
. . . 
Dokumente Signaturgenerierungsfunktion:
objektorientiert -> Bit 0 
multimedial       -> Bit 2 
Datenbanksystem -> Bit 4 
Vererbung          -> Bit 2
Anfrage: Dokumente mit Begriffen 
 "objektorientiert" und "multimedial"
 
Anfragesignatur:
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Zusammenfassung
n Mehrdimensionale Anfrageunterstützung 
- exakte / partielle Bereichsanfragen bezüglich mehrerer Dimensionen
- Intersection / Containment / Nearest Neighbor queries 
- Unterstützung u.a. von raumbezogenen DB-Anwendungen
- Erhaltung der topologischen Struktur des Datenraumes
n Zahlreiche Vorschläge für mehdimensionale Zugriffspfade 
- eindimensionale Indexstrukturen begrenzen Datenraum unzureichend 
- mehrdimensionale Beispielansätze: Grid-File und R-Baum  
n Textsuche
- Basisanforderung: Schlüsselwortsuche in großen Dokumentkollektionen 
- Verwendung von invertierten Listen (B*-Bäumen) oder Signaturen 
- Erweiterungen: Ähnlichkeitssuche, Phrasensuche 
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n Weitere Operationen 
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Algorithmen zur Implementierung der Selektion
n Nutzung des Scan-Operators
- Definition von Start- und Stop-Bedingung
- Definition von einfachen Suchargumenten




- Scan-Operator implementiert die Selektionsoperation
n Index-Scan
- Auswahl des kostengünstigsten Index
- Spezifikation des Suchbereichs (Start-, Stop-Bedingung)
n TID-Algorithmus
- Auswertung aller "brauchbaren" Indexstrukturen
- Auffinden von variabel langen TID-Listen
- Boole’sche Verknüpfung der einzelnen Listen
- Zugriff zu den Tupeln entsprechend der Zielliste
- TID-Sortierung zur Minimierung von Plattenzugriffsarmbewegungen sinnvoll
n Boole’sche Verknüpfung von Bit-Indizes
8 - 3(C) Prof. E. Rahm IDBS 1
Join-Algorithmen 
n Verbund
- satztypübergreifende Operation: gewöhnlich sehr teuer
- häufige Nutzung: wichtiger Optimierungskandidat
- typische Anwendung: Gleichverbund
- allgemeiner Q-Verbund selten
n Implementierung der Verbundoperation kann gleichzeitig Selektionen auf
den beteiligten Relationen R und S ausführen
SELECT * 
FROM  R,S 
WHERE R.VA Q  S.VA AND PR AND PS
- VA:  Verbundattribute
- PR und PS:  Prädikate definiert auf Selektionsattributen (SA) von R und S
n Mögliche Zugriffspfade
- Scans über R und S(immer möglich)
- Scans über I(R(VA)), I(S(VA))(wenn vorhanden)   ® liefern Sortierreihenfolge nach VA
- Scans über I(R(SA)), I(S(SA))(wenn vorhanden)   ® ggf. schnelle Selektion für PR und PS
- Scans über andere Indexstrukturen (wenn vorhanden)   ® ggf. schnelleres Auffinden aller Sätze
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Nested-Loop-Join
n Annahme:
- Sätze in R und S sind nicht nach den Verbundattributen geordnet  oder
- es sind keine Indexstrukturen I(R(VA)) und I(S(VA)) vorhanden
n Berechnung allgemeiner Q-Joins 
n Komplexität:   O (N2)   (Kardinalität N für R und S)
A3






















PERS und ABT über ANR
Scan über R, 
für jeden Satz r, falls PR:
Scan über S,
für jeden Satz s
falls PS AND (r.VA Q s.VA), 
führe Verbund aus, d.h. übernehme kombinierten 
          Satz (r, s) in die Resultatmenge
Algorithmus
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Nested-Loop-Join: Varianten
n Nested-Loop-Join mit Indexzugriff auf innere Relation S (Gleichverbund)
n Nested-Block-Join:
Scan über R, 
für jeden Satz r, falls PR:
ermittle mittels Indexzugriff für S alle TIDs für Sätze s mit r.VA =  s.VA
für jedes TID, 
hole Satz s, 
falls PS: übernehme kombinierten Satz (r, s) in die Resultatmenge
für jeden Satz r, falls PR:
ermittle mittels Indexzugriff für S alle TIDs für Sätze s mit r.VA = s.VA
für jedes TID t,  füge (r, t) in temporäre Relation temp ein 
Sortiere temp nach den TIDs für S;  
für jedes temp-Tupel (r, t): hole Satz s zu TID t und übernehme (r, s) in die Resultat-
Optimierung:
Scan über R, 
für jede Seite (bzw. Menge benachbarter Seiten) von R:
Scan über S,
für jede Seite (bzw. Menge benachbarter Seiten) von S:
für jeden Satz r der R-Seite, falls PR:
für jeden Satz s der S-Seite, 
falls PS AND (r.VA Q s.VA): 
 übernehme kombinierten Satz (r, s) in die Resultatmenge
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(Sort-) Merge-Join
n Algorithmus besteht aus 2 Phasen:
- Phase 1:  Sortierung von R und S nach R(VA) und S(VA)
(falls nicht bereits vorhanden), dabei frühzeitige Eli-
minierung nicht benötigter Sätze (® PR, PS)
- Phase 2: schritthaltende Scans über sortierte R- und S-
Sätze mit Durchführung des Verbundes bei r.VA = s.VA
n Komplexität:   O (N) bei vorliegender Sor-
tierung, ansonsten O (N log N)
n Spezialfall: Ausnutzung von Index-
strukturen auf Verbundattributen  
(Annahme: I(R(VA))   und I(S(VA))  vorhanden)
- schritthaltende Scans über I(R(VA)) und I(S(VA))
- falls R(VA) = S(VA), Überprüfung von PR und PS in den zugehörigen Sätzen
- falls PR und PS, Bildung des Verbundes
A1
















PERS und ABT über ANR
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Hash-Join
n nur für Gleichverbund
n Idealfall: kleinere (innere) Relation S paßt vollständig in Hauptspeicher
- Building-Phase: Einlesen von S und Speicherung in einer Hash-Tabelle unter Anwendung einer
Hash-Funktion h auf dem Join-Attribut
- Probing-Phase: Einlesen von R und Überprüfung für jeden Join-Attributwert, ob zugehörige S-
Tupel vorliegen (wenn ja, erfolgt Übernahme ins Join-Ergebnis)  
n Vorteile
- lineare Kosten O (N) 
- Hashing reduziert Suche nach Verbundpartnern auf Sätze einer Hash-Klasse (Partitionierung des
Suchraumes) 
- Nutzung großer Hauptspeicher
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Hash-Join (2)
n allgemeiner Fall: kleinere Relation paßt nicht vollständig in Hauptspei-
cher => Überlaufbehandlung erforderlich 
n Lösung: Partionierung der Eingaberelationen (z.B. durch GRACE Hash-
Join) 
- Partitionierung von S und R in q Partitionen über (Hash-)Funktion g auf dem Join-Attribut, so daß
jede S-Partition in den Hauptspeicher paßt
- q-fache Anwendung des Basisalgorithmus’ auf je zwei zusammengehörigen Partitionen
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Hash-Join: Varianten 
n Hybrider Hash-Join
- direkte Erstellung der Hash-Tabelle für die k ersten S-Partitionen während Partitionierung (nur
noch q-k Ausgabepartitionen)
- analoge Partitionierung für R; bezüglich k erster Partitionen erfolgt direkte Verbundberechnung
n Speicheradaptiver Hash-Join 
- Speicherzuordnung für Hash-Joins gemäß aktueller Lastsituation (Ausmaß konkurrierender
Transaktionen/Queries) 
- variable Anzahl von S-Partitionen im Hauptspeicher 
n TID-Hash-Join 
- zur Platzersparnis werden in Hash-Tabelle nur Kombinationen: (Verbundattributwert, TID) ge-
speichert
- separate Materialisierungsphase für Ergebnistupel erforderlich 
n Nutzung von Bitvektoren
- während Partitionierung von S wird Bitvektor erstellt, in dem vorhandenen Join-Attributwerten
zugeordnete Bits  gesetzt werden
- nur solche R-Tupel werden weiter berücksichtigt, für deren Join-Attributwert zugehöriges Bit ge-
setzt ist 
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Verbundalgorithmen - Vergleich
nNested-Loop-Join ist immer anwendbar, jedoch ist dabei stets das vollständige Durchsuchen des ge-
samten Suchraums in Kauf zu nehmen
n Sort-Merge-Join benötigt die geringsten Suchkosten, wenn Indexstrukturen auf beiden Verbun-
dattributen vorhanden sind. Sonst reduziert das Sortieren beider Relationen nach den Verbundattri-
buten den Kostenvorteil in erheblichem Maße
n beim Hash-Join wird der Suchraum partitioniert. In Bild c ist unterstellt, daß die gleiche Hash-Funk-
tion h auf die Relationen R und S angewendet worden ist. Die Partitionsgröße (bei der kleineren)
Relation richtet sich nach der verfügbaren Puffergröße im Hauptspeicher.
a) Nested-Loop- Join b) Sort-Merge-Join
Suchraum Verbundergebnis
 Attribute der Ausgangsrelationen
der Verbund -Attributwerte
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Mehr-Wege-Join
n N-Wege-Verbund kann durch N-1 2-Wege-Joins realisiert werden 
n komplexe Optimierung 
- N! mögliche Verbundreihenfolgen
- Festlegung von N-1 Verbundmethoden 
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Einsatz des SORT-Operators
n SORT-Optionen zur Duplikateliminierung:
N  =  keine Eliminierung
K  =  Duplikateliminierung bezüglich Sortierkriterium
S  =  STOP sobald Duplikat entdeckt wird
n SORT dient als Basisoperator für Operationen auf höherer Ebene
Bsp.:  JOIN zwischen R1 und R2
OPEN  SCAN  X  ON  R1
SORT  R1 INTO  S1 USING  SCAN  X
OPEN  SCAN  Y  ON  R2
SORT  R2 INTO  S2 USING  SCAN  Y
OPEN  SCAN  V  ON  S1
OPEN  SCAN W  ON  S2
NEXT  TUPLE  ON  V
NEXT  TUPLE  ON  W
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Externes Sortieren
n große Datenmengen können nicht im Hauptspeicher sortiert werden ->
Merge-Sort 
- Einlesen und Zerlegung der Eingabe in mehrere Läufe (runs)
- Sortieren und Zwischenspeichern (Zurückschreiben) der sortierten Läufe
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Externes Sortieren (2)
n Anzahl der initialen Läufe m ist abhängig vom verfügbaren Hauptspeicher
- bei P+1 HS-Seiten können P Läufe gemischt werden  (1 Seite zur Generierung der Ausgabe) 
=> Zerlegung der unsortierten Eingabe in höchstens P Läufe  (m <= P) 
- der Umfang eines initialen Laufes kann höchstens P Seiten umfassen, um eine interne Sortierung
zu ermöglichen  L <= N/P  (N = #Seiten der Eingaberelation)
n Idealfall: P >= => 1 Durchgang ausreichend  (#Durchgänge D=1) 
n Beispiele für P=4; a) N=16; b) N=64; c) N=25  
N
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Externes Sortieren (3)
n Replacement Selection Sort: Erhöhung der Run-Länge für initiale  Zerle-
gung der (unsortierten) Eingabe) => Sortierung erfordert weniger Durch-
gänge 
n Prinzip  
- bei Ausgabe des nächst-kleinsten Elements erfolgt Übernahme des nächsten Elementes x aus der
Eingabe 
- x kann noch im gleichen Run untergebracht werden, sofern x nicht kleiner als das größte schon
ausgegebene Element ist
- Ersetzung erfolgt solange bis alle Schlüssel im Auswahlbereich kleiner sind als der zuletzt ausge-
gebene (=> neuer Run) 
- im Mittel verdoppelt sich die Run-Länge
n Beispiel 14, 4, 3, 17, 22, 5, 25, 13, 9, 10, 1, 11, 12, 6, 2, 15 (eigentliche Run-Länge sei 4 Sätze)
17 14 4 315, 2, 6, 12, 11, 1, 10, 9, 13, 25, 5, 22
Eingabe AusgabeHauptspeicher
8 - 16(C) Prof. E. Rahm IDBS 1
Weitere Operationen
n skalare Aggregatberechnungen: MIN, MAX, COUNT, SUM, AVG 
- Nutzung von Indexstrukturen bzw. sequentielle Abarbeitung 
n Kreuzprodukt: Realisierung gemäss Nested-Loop Join
n Durchschnitt / Vereinigung / Differenz: als Spezialfälle von Join realisier-
bar 
- Beispiel: innere Relation S in Hauptspeicher-Hash-Tabelle
- modifiziertes Probing mit R zur Bestimmung von Duplikaten und des Ergebnisses 
n Duplikat-Eliminierung
- 1 Eingaberelation
- Realisierung über Sortierung oder Hash-basierte Strategien
n Gruppierung
- Sortierung bzw. Hashing bezüglich Gruppierungsattribut 
- pro Attributwert Bestimmung der in Anfrage geforderten  Aggregatwerte (SUM, COUNT, MAX
etc.) 
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9. Anfrageoptimierung
n Vorgehensweise
n Übersetzung vs. Interpretation von DB-Operationen 
n Anfragedarstellung
n Anfragetransformation
n Erstellung und Auswahl von Zugriffsplänen
n Kostenbewertung
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Anfrageoptimierung
n zentrales Problem
- Umsetzung deskriptiver Anfragen in eine zeitoptimale Folge interner DBVS-Operationen
- Anfrageübersetzer/-optimierer des DBVS ist im wesentlichen für eine effiziente Abarbeitung ver-
antwortlich, nicht der Programmierer
n hohe Komplexität der Übersetzung, da die Auswahlmächtigkeit
- an der Prädikatenlogik erster Stufe orientiert ist; durch zusätzliche Prädikate wie EXISTS, NULL,
LIKE u. a. wird diese sogar deutlich übertroffen
- nicht auf einen Satztyp beschränkt ist 
- unabhängige oder korrelierte Teilanfragen zur Bestimmung von Suchargumenten in beliebiger
Schachtelungstiefe zuläßt
- zusätzlichen Einsatz von Built-in- und Sortier-Funktionen auf Partitionen der Satzmenge gestattet
n zusätzliche Anforderungen
- auch die Manipulationsoperationen sind mengenorientiert 
- referentielle Integrität ist aktiv mit Hilfe referentieller Aktionen zu wahren 
- Operationen können sich auf Sichten von Relationen beziehen 
- vielfältige Optionen der Datenkontrolle sind zu berücksichtigen
n Formulierung von ’nicht angemessenen’ Anfragen wird durch deskriptive
Sprachen sehr einfach
n oft extreme Kostenunterschiede zwischen funktional äquivalenten Zu-
griffsplänen









Ausführungsplan (Query Evaluation Plan, QEP)
Zugriffs- und Integritätskontrolle
- Restrukturierung (algebraische Optimierung)
Optimierung
- Berücksichtigung von Zugriffspfaden, ...
- Kostenbewertung  
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Übersetzung vs. Interpretation
n Anfrageanalyse und -optimierung können zur Übersetzungszeit des AP









- erweiterter Compiler bzw. Präcompiler führt Abbildungen aus (statische Namensbindung)
- aufwendige Optimierung möglich (Berücksichtigung mehrerer Ausführungsalternativen) mit
zugeschnittenem Programm pro DB-Operation 
- effiziente Ausführung  
- Änderungen des DB-Zustandes nach der Übersetzung werden nicht berücksichtigt (neue Zu-
griffspfade, geänderte Statistiken etc.) 
=> Invalidierung des Zugriffsmoduls und Neuübersetzung
n Interpretation:
- allgemeiner Interpreter erzeugt zur Lauf-
zeit Aufrufe des Zugriffssystems zur Er-
gebnisberechnung 
- Berücksichtigung des aktuellen DB-Zu-
stands  bei  Auswertungsstrategie 
- sehr hohe Ausführungskosten v.a. bei
mehrfacher Ausführung derselben DB-
Operationen (Programmschleifen) sowie
durch häufige Katalogzugriffe
- am ehesten noch akzeptabel für Ad-Hoc-
Anfragen bzw. dynamische SQL-Anwei-
sungen (PREPARE / EXECUTE)
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Anfragedarstellung
n direkte Repräsentation der Anfrage als Zeichenstring (Relationenalgebra,
Relationenkalkül)
n syntaktischer Aufbau der Anfrage z.B.  durch Syntaxgraphen
n Darstellung der Auswertungsstrategie durch Operatorgraph 
- Knoten stellen Operatoren (z.B. der Relationenalgebra) dar 
- Kanten beschreiben operator-kontrollierten Datenfluß
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Anfragetransformation
n Ziele der Anfragetransformation (algebraische Optimierung)
- standardisierte Ausgangsdarstellung
- Elimination der Redundanz
- Verbesserung der Auswertbarkeit
n Standardisierung
- Wahl einer Normalform, z.B. konjunktive Normalform
(A11 OR ... OR A1n ) AND ... AND (Am1 OR ... OR Amn)
- Verschiebung von Quantoren
n Elimination der Redundanz / Vereinfachung
- Behandlung/Eliminierung gemeinsamer Teilausdrücke
(A1 = a11 OR A1 = a12) AND(A1 = a 12 OR A1 = a 11)
- Ausdrücke, die an “leere Relationen” gebunden sind, können vereinfacht werden
- Konstanten-Propagierung:   A op B AND B = const.
- nicht-erfüllbare Ausdrücke, z.B.: A ³ B AND B > C AND C ³ A
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Anfragetransformation (2)
n Verbesserung der Auswertbarkeit
- Nutzung von Äquivalenzbeziehungen für relationale Operatoren 
- Zusammenfassung von Operationsfolgen
- Minimierung der Größe von Zwischenergebnissen
- selektive Operationen ( s,p) vor konstruktiven Operationen 
n Nutzung von Integritätsbedingungen  (knowledge-based / semantic query processing) 
- Bsp.: A ist Primärschlüssel: pA ®  keine Duplikateliminierung erforderlich
- Integritätsbedingungen sind wahr für alle Tupel der betroffenen Relation: Hinzufügen einer Inte-
gritätsbedingung zur WHERE-Bedingung verändert den Wahrheitswert  nicht
sP1 (sP2 (R)) Û   sP1 Ù P2 (R)        
p A (p A, B (R)) Û   p  A  (R)     
sP (p A (R)) Û   p A  (sP (R))    falls  P nur Attribute aus A umfaßt
     sP (p A (R)) Û   p A  (sP (p A,B (R)))    falls  P auch Attribute aus B umfaßt   
sP(R1) (R1  R2)  Û  sP(R1) (R1)  R2    P(R1) sei Prädikat auf R1
p A, B (R1  R2)  Û   p A (R1)  p B  (R2)     A /B seien Attributmengen aus R1/R2 
sP (R1 È R2) Û  sP (R1) È  sP (R2) inkl. Join-Attribut
p A (R1 È R2) Û   p A (R1) È  p A (R2)
, x, È)(
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Beispiel zur algebraischen Optimierung
n Relationen:
- ABT ( ANR, BUDGET, A-ORT )
- PERS ( PNR, NAME, BERUF, GEHALT, ALTER, ANR)
- PROJ ( PRONR, BEZEICHNUNG, SUMME, P-ORT)
- PM ( PNR, PRONR, DAUER, ANTEIL)
n Annahmen
- ABT: N / 5 Tupel, PERS: N Tupel, PM: 5 · N Tupel, PROJ:  M  Tupel
- Gleichverteilung der AttributwerteA-ORT: 10   Werte; P-ORT: 100 Werte
n Query: Finde Name und Beruf von Angestellten,  deren Abteilung in L ist
und die in L Projekte durchführen
- Ausgangslösung für Operatorbaum





(((ABT PERS) PM) PROJ))))
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Beispiel (2)
Þ 1. Führe Selektion so früh wie möglich aus !
Þ2. Führe Projektion (ohne Duplikateliminierung) frühzeitig aus
Verschieben der Selektion zu den Blattknoten Verschieben der Projektion
ABT PERS PM PROJ ABT PERS PM PROJ
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Beispiel (3)
n Optimierter Operatorbaum: Vorschlag
Þ 3. Verknüpfe Folgen von unären Operationen wie Selektion und Projektion  
(wenn diese tupelweise abgewickelt werden können)
n Alternative Möglichkeit: 
Zusammenfassen von   
ABT PERS PM PROJ
pNAME, BERUF
pANR (sA-ORT="L") pPNR, PRONR
pPRONR
 (sP-ORT="L" )pPNR, ANR,NAME, BERUF
pPNR PRONR, PM( )( pPRONR sP-ORT ‘L‘= PROJ( )( ))
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- existierende Speicherungsstrukturen und Zugriffspfade
- Kostenmodell
n Ausgabe: optimaler bzw. "guter" Ausführungsplan (Query Evaluation Plan)
n Vorgehensweise: 
1. Generiere alle “vernünftigen” logischen Zugriffspläne zur Auswertung der Anfrage
2. Zerlege komplexere Operationen in Folge von Ein- und Zwei-Variablen-Ausdrücke 
3. Wähle für jeden logischen Operator Implementierungsstrategie unter Berücksichtigung der Zu-
griffspfade und Speicherungsstrukturen (Clusterung, Sortierreihenfolge etc.) 





Reduzierung: bestimmte Suchpfade zur Erstellung von Ausführungsplänen werden nicht mehr
verfolgt
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FROM Pers P, Abt A
WHERE P.Anr = A.Anr
AND A.Mgr = ‘Coy’
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Berechnung der Zugriffskosten
n Optimizer erstellt Kostenvoranschlag für jeden Zugriffsplan (möglicher
Lösungsweg)
n Welche Kosten sind zu berücksichtigen?
- Berechnungskosten (CPU-Kosten, Pfadlängen)
- E/A-Kosten (# der physischen Referenzen)
- Speicherungskosten (temporäre Speicherbelegung im DB-Puffer und auf Externspeichern)
- im verteilten Fall: Kommunikationskosten (# der Nachrichten, Menge der zu übertragenden Da-
ten)
n Gewichtete Kostenformel:
C = #physischer Seitenzugriffe + W * (#Aufrufe des Zugriffssystems)
- gewichtetes Maß für E/A- und CPU-Auslastung
- W  ist das Verhältnis des Aufwandes für einen ZS-Aufruf zu  einem  Seitenzugriff
n Ziel der Gewichtung: Minimierung der Kosten in Abhängigkeit des Sy-
stemzustandes
System "I/O-bound":   Þ kleines W:   
System "CPU-bound":   Þ relativ großes W: 
WI O¤
#Instr. pro ZSAufruf




#Instr. pro E A¤
--------------------------------------------------------=
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Kostenmodell - statistische Werte 
n statistische Größen:
MS Anzahl der Datenseiten des Segmentes S 
LS Anzahl der leeren Seiten in Segment S
NR Anzahl der Tupeln der Relation R (Card(R))
TR,S Anzahl der  Seiten in S mit Tupeln von R
CR Clusterfaktor (Anzahl Tupel pro Seite)
jI Anzahl der Attributwerte / Schlüsselwerte im Index I für Attribut A (=Card (pA(R))
BI  Anzahl der Blattseiten  (B*-Baum) für Index I 
 . . .
n Statistiken müssen im Katalog gewartet werden
- Aktualisierung bei jeder Änderung zu aufwendig (zusätzliche Schreib- und Log-Operationen, Ka-
talog wird zum Sperr-Engpaß)
- Alternative: 
- Initialisierung der statistischen Werte zum Lade- oder Generierungszeitpunkt von Relationen und Indexstrukturen
- periodische Neubestimmung der Statistiken durch eigenes Kommando/Dienstprogramm
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Kostenmodell - Berechnungsgrundlagen
Mit Hilfe der statistischen Werte kann der Optimizer jedem Verbundterm im Qualifikationsprädikat einen Selek-
tivitätsfaktor (0  £ SF £ 1) zuordnen (erwarteter Anteil an Tupeln, die das Prädikat erfüllen): 
Card (sp(R)) = SF(p) 
. Card (R)
n Selektivitätsfaktor SF bei:
 (ak-ai) / (high-key - low-key)





IN (Liste von Werten)
r / ji bei r Werten auf Index
SF =
 1/2 sonst







1 / Max(ji, jk)wenn Index auf Ai, Ak
Ai = A k SF =  1 / ji wenn Index auf Ai
 1/10 sonst
 (high-key - a i) / (high-key - low-key) 
Ai  ³ ai SF = bei linearer Interpolation
 1/3 sonst
n Berechnung von Ausdrücken
- SF (p(A) Ù p(B)) = SF (p(A)) . SF (p(B))
- SF (p(A) Ú p(B)) = SF (p(A)) + SF (p(B)) - SF (p(A)) . SF (p(B))
- SF (Ø p(A)) = 1 - SF (p(A))
n Join-Selektivitätsfaktor (JSF): Card (R  S) = JSF * Card(R) * Card(S)
- bei (N:1)-Joins (verlustfrei): Card (R  S) = Max(Card(R), Card(S))
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Grundsätzliche Probleme
n Anfrageoptimierung beruht i.a. auf zwei “fatalen” Annahmen
1. Alle Datenelemente und alle Attributwerte sind gleichverteilt
2. Suchprädikate in Anfragen sind unabhängig
n beide Annahmen sind jedoch im allgemeinen Fall falsch !
n Beispiel
(GEHALT ³ ‘100K’) AND (ALTER BETWEEN 20 AND 30)
Bereiche: 10K - 1M 20 - 65
-> lineare Interpolation, Multiplikation von Wahrscheinlichkeiten
n Lösung: Verbesserung der Statistiken / Heuristiken
9 - 17(C) Prof. E. Rahm IDBS 1
Verfeinerte Kostenmodelle
n verbesserte Ansätze zur Schätzung der Verteilung von Attributwerten 




- Unterteilung des Wertebereichs in Intervalle; Häufigkeitszählung pro Intervall 




a) parametrisierte Verteilung b) Histogramm
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Tuning-Aspekte
n die meisten DBS nutzen mittlerweile kostenbasierten Optimierer 
n Erzeugung bzw. Auffrischung der notwendigen Statistiken explizit durch
DBA 
- Oracle: analyze table PERS compute statistics for table; 
- DB2:  runstats on table ... 
n Analyse generierter Auswertungspläne durch EXPLAIN-Anweisung 
n graphische Darstellung von Auswertungsplänen 
EXPLAIN PLAN FOR 
SELECT DISTINCT S.Semester
FROM Student S, Hoert H, Vorlesung V, 
Prof P
WHERE P.Name="Gerber"
AND V.liest = P.PNR 
AND V.VNR=H.VNR 
AND H.Matnr=S.Matnr
SELECT STATEMENT       Cost = 78340
   SORT UNIQUE 
       HASH JOIN
          TABLE ACCESS FULL STUDENT
          HASH JOIN
                 TABLE ACCESS BY ROWID PROF
                           INDEX RANGE SCAN PROFNAMEINDEX
                TABLE ACCESS FULL VORLESUNG
         TABLE ACCESS FULL HOERT 
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Zusammenfassung
n Interpretation vs. Übersetzung 
- Interpretation: hoher Aufwand zur Laufzeit (v.a. bei wiederholter Ausführung einer Anweisung)
- Übersetzung: pro DB-Anweisung wird zugeschnittenes Programm zur Übersetzungszeit erstellt
-> hohe Laufzeiteffizienz 
n Anfrageoptimierung: Kernproblem der Übersetzung mengenorientierter
DB-Sprachen
- Analyse
- Anfragetransformation / Algebraische Optimierung 
- Optimierung unter Berücksichtigung von Zugriffspfaden und Operatorimplementierungen (Ver-
wendung von Heuristiken) 
- Kostenbewertung und Auswahl des günstigsten Plans
- Code-Generierung
n Kostenvoranschläge für Zugriffspläne:
- CPU-Zeit und E/A-Aufwand
- Anzahl der Nachrichten und zu übertragende Datenvolumina  (im verteilten Fall)
n "fatale" Annahmen:
- Gleichverteilung aller Attributwerte
- Unabhängigkeit aller Attribute
