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Novel Sampling Formulas Associated with
Quaternionic Prolate Spheroidal Wave func-
tions
Dong Cheng and Kit Ian Kou
Abstract. The Whittaker-Shannon-Kotel’nikov (WSK) sampling theo-
rem provides a reconstruction formula for the bandlimited signals. In
this paper, a novel kind of the WSK sampling theorem is established by
using the theory of quaternion reproducing kernel Hilbert spaces. This
generalization is employed to obtain the novel sampling formulas for the
bandlimited quaternion-valued signals. A special case of our result is to
show that the 2D generalized prolate spheroidal wave signals obtained
by Slepian can be used to achieve a sampling series of cube-bandlimited
signals. The solutions of energy concentration problems in quaternion
Fourier transform are also investigated.
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1. Introduction
The sampling theory, as one of the basic and fascinating topics in engineering
sciences, is crucial for reconstructing the continuous signals from the infor-
mation collected at a series of discrete points without aliasing because it
bridges the continuous physical signals and the discrete domain. After the
celebrated Whittaker Shannon Kotel’nikov (WSK) sampling theorem estab-
lished, there have been numerous proposals in the literature to generalize
the classical WSK sampling expansions in various areas. The goal of this pa-
per is to use the theory of quaternion reproducing kernel Hilbert method to
obtain a generalization of WSK sampling for a general class of bandlimited
quaternion-valued signals.
Corresponding author: K. I. Kou.
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On the other hand, special functions [1] such as Hermite and Laguerre
functions have played an important role in classical analysis and mathemat-
ical physics. In a series of papers, Slepian et al. [2, 3, 4, 5] extensively in-
vestigated the remarkable properties of the prolate spheroidal wave functions
(PSWFs) which are a class of special functions. For fixed τ and σ, the PSWFs
of degree n denoted by ϕn constitute an orthogonal basis of the space of σ-
bandlimited signals with finite energy, that is, for continuous finite energy
signals whose Fourier transforms have support in [−σ, σ]. They are also max-
imally concentrated on the interval [−τ, τ ] and depend on parameters τ and
σ. PSWFs are characterized as the eigenfunctions of an integral operator with
kernel arising from the sinc functions sinc(x) = sinpixpix :
σ
π
∫ τ
−τ
ϕn(x)sinc
(σ
π
(y − x)
)
dx = µnϕn(y), |y| ≤ τ. (1.1)
It has been shown that (1.1) has solutions in L2([−τ, τ ]) only for a discrete set
of real positive values of µn say µ1 > µ2 > ... and that limn→∞ µn = 0. The
corresponding solutions, or eigenfunctions, ϕ1,(y), ϕ2(y), ... can be chosen to
be real and orthogonal on (−τ, τ).
The variational problem that led to (1.1) only requires that equation to
hold for |y| ≤ τ . With ϕn(x) on the left-hand side of (1.1) gives for |x| ≤ τ ,
however, the left is well defined for all y. We use this to extend the range of
definition of the ϕn’s and so define
ϕn(y) :=
σ
πµn
∫ τ
−τ
ϕn(x)sinc
(σ
π
(y − x)
)
dx, |y| ≥ τ.
The eigenfunctions ϕn are now defined for all y. This leads to a dual orthog-
onality ∫ τ
−τ
ϕn(x)ϕm(x)dx = µnδmn, (1.2)∫ ∞
−∞
ϕn(x)ϕm(x)dx = δmn. (1.3)
In [6], Zayed proved that there are other systems of functions possess
similar properties to those of prolate spheroidal wave functions. Moumni and
Zayed [7] then extended the results to the higher dimension and derived
a novel sampling formula for general class of bandlimited functions. This
sampling formula [7] is a generalization of Walter and Shen’s result [8] on
sampling with the PSWFs. In the present paper, we study the quaternionic
prolate spheroidal wave functions (QPSWFs), which refine and extend the
PSWFs. The QPSWFs are ideally suited to study certain questions regarding
the relationship between quaternion-valued signals and their Fourier trans-
forms. We illustrate how to apply the QPSWFs for the quaternion Fourier
transform to analyze Slepian’s energy concentration problem and sampling
theory. We address all the above issues and explore some basic facts of the
arising quaternion-valued function theory.
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Quaternion and quaternion Fourier transform have already shown ad-
vantages over complex and classical Fourier transform within color image pro-
cessing, computer graphics, and robotics communities, for their modelling of
rotation, orientation, and cross-information between multichannel data, see
for instance, [9, 10, 11]. We are motivated to develop a counterpart of the
PSWFs in quaternion algebra. We apply the theory of reproducing-kernel
Hilbert spaces and compact normal operators on Hilbert spaces, which are
used in [7] to the quaternion algebra. The contributions of this paper are
summarized as follows.
1. Due to the non-commutative property of the quaternion ring, it is hard
to study the spectral property of compact normal operators in quater-
nion Hilbert space, there is a big difference between the complex case
and the quaternionic case to consider this problem. In Section 3, we
develop a spectral theorem for compact normal operators. More impor-
tantly, the eigenvalues are sorted by norm in descending order.
2. We introduce the quaternionic prolate spheroidal wave functions (QP-
SWFs) in Section 4. Moreover, a series of elegant properties of QPSWFs
are derived.
3. Two sampling formulas (4.7) and (4.8) for bandlimited quaternion-
valued signals are obtained by using the QPSWFs.
4. The maximum-energy-problem (Slepian’s energy concentration prob-
lem) is also investigated.
The paper is organized as follows. In the next section, we collect some
basic concepts in quaternion analysis. In Section 3, we derive a spectral the-
orem for compact normal operators of quaternionic Hilbert spaces. In Sec-
tion 4, we introduce the QPSWFs and some of their properties. Moreover,
these functions are used to obtain two sampling formulas of bandlimited
quaternion-valued signals. Some examples are presented to demonstrate the
results. More importantly, the maximum-energy-problem (Slepian’s energy
concentration problem) is also investigated.
2. Preliminaries
2.1. Quaternion Algebra
Throughout the paper, let
H := {q = q0 + iq1 + jq2 + kq3| q0, q1, q2, q3 ∈ R},
be the Hamiltonian skew field of quaternions, where the elements i, j and k
obey the Hamilton’s multiplication rules:
i2 = j2 = k2 = ijk = −1.
For every quaternion q := q0 + q, q := iq1 + jq2 + kq3, the scalar and vector
parts of q, are defined as Sc(q) := q0 and Vec(q) := q, respectively. If q =
Vec(q), then q is called pure imaginary quaternion. The quaternion conjugate
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is defined by q := q0−q = q0− iq1− jq2−kq3, and the norm |q| of q is defined
as |q|2 := qq = qq =
∑3
m=0 q
2
m. Then we have
q = q, p+ q = p+ q, pq = q p, |pq| = |p||q|, ∀p, q ∈ H.
Using the conjugate and norm of q, one can define the inverse of q ∈ H\{0}
as q−1 := q/|q|2. The quaternion has subsets Cµ := {a+ bµ : a, b ∈ R, |µ| =
1,µ = Vec(µ)} . For each fixed unit pure imaginary quaternion µ, Cµ is
isomorphic to the complex plane.
2.2. Quaternion Module and Quaternionic Hilbert Space
In order to state our results, we shall need some further notations. The left
quaternion module is similar with the right quaternion module, except that
the quaternion ring acts on the left. The right quaternion module version of
all these facts can be found e.g. in ([12, 13]).
Definition 2.1 (Quaternion module). Let H be a left quaternion module, that
is, H consists of an abelian group with a left scalar multiplication (q, u) 7→ qu
from H×H into H , such that for all u, v ∈ H and p, q ∈ H
(p+ q)u = pu+ qu, p(u+ v) = pu+ pu, (pq)u = p(qu).
Definition 2.2 (Quaternionic pre-Hilbert space). A left quaternion module
H is called quaternionic pre-Hilbert space if there exists a quaternion-valued
function (inner product) (·, ·) : H ×H → H with the following properties:
1. (u, v) = (v, u);
2. (pu+ qv, w) = p(u,w) + q(v, w);
3. (u, u) ∈ R+ and (u, u) = 0 if and only if u = 0;
4. (0, v) = (u, 0) = 0;
5. (u, pv + qw) = (u, v)p+ (u,w)q;
where p, q ∈ H and u, v, w ∈ H .
For each u ∈ H , putting ‖u‖2 = (u, u), the Cauchy-Schwarz inequal-
ity and triangular inequality (see [12]) hold as |(u, v)|2 ≤ (u, u)(v, v) and
‖u + v‖ ≤ ‖u‖ + ‖v‖. The quaternionic pre-Hilbert space H is said to be
a quaternionic Hilbert space if it is complete under the norm ‖ · ‖. In what
follows, by the notation H , we mean a (left) quaternionic Hilbert space.
For each A ⊂ H , define A⊥ := {u ∈ H | (u, v) = 0, ∀v ∈ A} and
Span(A) =
{
n∑
k=1
qkuk : qk ∈ H, uk ∈ A, n ≥ 1
}
.
Define U(H) := {u ∈ H, ‖u‖ = 1}. A is called an orthonormal set in H if
A ⊂ U(H) and for any u, v ∈ A, (u, v) = 0 for u 6= v.
Theorem 2.3. Let E be an orthonormal set in H. Then the following state-
ments are equivalent.
1. E is a maximal orthonomal set ( i.e. if E′ is an orthonomal set such
that E ⊂ E′, then E′ = E ).
2. E is total in H, that is, Span(E) = H.
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3. E⊥ = {0}.
4. u =
∑
z∈E(u, z)z holds for every u ∈ H;
5. (u, v) =
∑
z∈E(u, z)(z, v) holds for all u, v ∈ H.
6. ‖u‖ =
∑
z∈E |(u, z)|
2 holds for every u ∈ H.
Theorem 2.4. Let A be a left H-linear subspace in H. Then the following
assertions hold.
1. A⊥ is a left H-linear closed subspace of H.
2. If A is closed, then A = A⊥⊥ and H = A⊕ A⊥, every u ∈ H admits a
unique decomposition u = u1 + u2 with u1 ∈ A and u2 ∈ A⊥.
3. If A is closed, calling PA(u) = u1, u ∈ H, we obtain that PA is a
projection operator in H. Moreover A = Range(PA), A
⊥ = Null(PA).
A left H-linear operator is a map T : H → H such that
T (pu+ qv) = pT (u) + qT (v)
if p, q ∈ H and u, v ∈ H . Such an operator is called bounded if there exists
a constant c ≥ 0 such that for all u ∈ H , ‖T u‖ ≤ c‖u‖. As in the complex
case, the norm of a bounded H-linear operator T is defined by
‖T ‖ := sup {‖T u‖ : ‖u‖ ≤ 1} = sup {‖T u‖ : ‖u‖ = 1} .
The set of bounded left H-linear operators is denoted by B(H).
Proposition 2.5. Equip B(H) with the metric Dist(T1, T2) = ‖T1 − T2‖. Then
B(H) is a complete metric space.
For every T ∈ B(H), the Riesz representation theorem, as proposed in
[12], guarantees that there exists a unique operator T ∗ ∈ B(H), which is
called the adjoint of T , such that for all u, v ∈ H , (T u, v) = (u, T ∗v).
Definition 2.6. Like the complex case, an operator T ∈ B(H) is said to be
1. self-adjoint if T = T ∗;
2. positive if T is self-adjoint and (T u, u) ≥ 0 for every u ∈ H ;
3. normal if T T ∗ = T ∗T ;
4. compact if for every bounded set B of H , T (B) is a compact set of H .
The set of all compact operators on H is denoted by B0(H). Clearly,
B0(H) ⊂ B(H). Indeed, B0(H) is a closed subset of B(H) (see Theorem 2 of
[14]) just like the complex case.
3. A Spectral Theorem for Compact Normal Operators in
Quaternionic Hilbert Space
Over the years, the spectral properties of operators in quaternionic Hilbert
space have been studied (see e.g. [14, 15, 16, 17, 18, 19]). In this part, we use
different approaches from those used in aforementioned literature to derive a
new spectral theorem for compact normal operators.
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As in the complex case, define the eigenvalue q of T ∈ B(H) by
T u = qu, u ∈ H \ {0}.
However, as mentioned in [13], the eigenspace of q cannot be a left H-linear
subspace. If λ 6= 0, then λu is an eigenvector of λqλ−1 rather than q. The
eigenvalues of compact normal operators are not necessary to be real. It is
hard to consider the spectral property of compact normal operators, because
there is a big difference between the complex case and the quaternionic case
to consider this problem.
Therefore, we need to consider the entire similarity orbit θ(q) of q (see
[15]):
θ(q) :=
{
λqλ−1 : λ ∈ H \ {0}
}
=
{
λqλ : λ ∈ H, |λ| = 1
}
.
If q ∈ R, then θ(q) contains only one element. In all other cases, θ(q) contains
infinitely many elements. But the following lemma indicates that only two of
those are complex.
Lemma 3.1 ([15]). If q ∈ H is nonreal, then there is a nonreal λ ∈ Cµ such
that θ(q) ∩ Cµ =
{
λ, λ
}
. In particular, if λ ∈ Cµ, then θ(λ) ∩ Cµ =
{
λ, λ
}
.
Lemma 3.2. If θ(q1) ∩ θ(q2) 6= ∅, then θ(q1) = θ(q2).
For each θ(q), define the corresponding characteristic set as
Hq := {u ∈ H : T u = pu, p ∈ θ(q)} .
Clearly, Hq is a left H-linear subspace of H when q ∈ R. As Hq is not always
a left H-linear subspace of H , we call Hq an eigenspace only when Hq is a
left H-linear subspace of H .
Remark 3.3. A quaternion λ is said to be a left (right) eigenvalue of quater-
nion matrix A if there exists a vector x ∈ Hn×1 \ {0} such that
Ax = λx, (Ax = xλ).
In the present paper, the notion of left eigenvalue for left H-linear op-
erator is different from the notion of left eigenvalue for quaternion matrix.
The map x 7→ Ax is a right H-linear operator rather than a left H-linear
operator. In fact, the notion of left eigenvalue for left H-linear operator is
actually similar with the notion of right eigenvalue for quaternion matrix. To
see this, define a left operator T as y 7→ yA for y ∈ H1×n \ {0}. Then a left
eigenvalue of T is the element λ such that Ty = λy with y ∈ H1×n \ {0}.
It implies that yA = λy. Taking the conjugate transpose on both sides of
equality, we have
A†y† = (yA)† = (λy)† = y†λ,
where ’†’ is the conjugate transpose operation. Therefore λ is a right eigen-
value of A†.
In the following some fundamental results of complex Hilbert space (see
for instance [20, 21]) are carried to quaternionic Hilbert space.
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Lemma 3.4. T ∈ B(H) is a compact operator if and only if for every bounded
sequence {un} ⊂ H, the sequence {T un} has a convergent subsequence.
Proposition 3.5. Let T ∈ B(H) be a normal operator. Then the following
assertions hold.
1. ‖T u‖ = ‖T ∗u‖ for every u ∈ H.
2. T u = qu if and only if T ∗u = qu, where u ∈ H and q ∈ H.
3. If q1 and q2 are eigenvalues of T and θ(q1) 6= θ(q2), then Hq1 ⊥ Hq2 .
Proof. Statement 1: Since T ∗T = T T ∗, then
‖T u‖2 = (T u, T u) = (T ∗T u, u) = (T T ∗u, u) = (T ∗u, T ∗u) = ‖T ∗u‖2.
Statement 2: It can be easily seen from (T u − qu, T u − qu) = (T ∗u −
qu, T ∗u− qu).
Statement 3: If T u = λ1u (λ1 ∈ θ(q1)) and T v = λ2v (λ2 ∈ θ(q2)) , we
have T ∗u = λ1u and T
∗v = λ2v by statement 2. Therefore
λ1(u, v) = (T u, v) = (u, T
∗v) = (u, λ2v) = (u, v)λ2.
By Lemma 3.2, θ(q1) ∩ θ(q2) = ∅, thus (u, v) = 0. 
Proposition 3.6. Let T ∈ B(H) be a compact self-adjoint operator. Then the
following assertions hold.
1. ‖T ‖ = sup {|(T u, u)| : ‖u‖ ≤ 1}.
2. Every left eigenvalue of T is real-valued.
3. T has an eigenvalue of absolute value ‖T ‖. Moreover, if T is positive,
then ‖T ‖ is an eigenvalue of T .
Proof. Statement 1: Let M = sup {|(T u, u)| : ‖u‖ ≤ 1}. For each ‖u‖ ≤ 1,
|(T u, u)| ≤ ‖T u‖‖u‖ ≤ ‖T ‖‖u‖2 ≤ ‖T ‖.
Thus M ≤ ‖T ‖. For each ‖u‖ = 1, let v be the element such that T u =
‖T u‖v. Note that |(T x, x)| ≤M‖x‖2 for every x ∈ H and
‖T u‖ = (‖T u‖, v) = (T u, v) = (v, T u) = (v, T u) = (T v, u)
for T = T ∗. Therefore
4‖T u‖ = 2(T u, v) + 2(T v, u)
= (T u+ T v, u+ v)− (T u− T v, u− v)
≤M(‖u+ v‖2 + ‖u− v‖2) ≤M(‖u‖2 + ‖v‖2) = 4M.
It follows that ‖T ‖ = sup{‖T u‖ : ‖u‖ = 1} ≤M .
Statement 2: Suppose that λ ∈ H is a left eigenvalue of T . Then there
is a v ∈ H with ‖v‖ = 1 satisfying T v = λv. Since T = T ∗, then
λ = (λv, v) = (T v, v) = (v, T v) = (v, λv) = (v, v)λ = λ
is real-valued. Also, (T u, u) = (u, T u) = (T u, u) implies that (T u, u) is real-
valued for every u ∈ H .
Statement 3: Set M1 = sup{(T u, u) : ‖u‖ = 1} and M2 = inf{(T u, u) :
‖u‖ = 1}. Without loss of generality, we assume that M1 ≥ M2. Then by
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Statement 2, we have ‖T ‖ = M1. From definition of M1, there exists a
sequence {un} with ‖un‖ = 1 satisfying limn→∞(T un, un) =M1. Since T is
compact, there is a subsequence {unk} such that {T unk} converging to an
element of H , say limk→∞ T unk = v0. Note that
|(T unk , unk)| ≤ ‖T unk‖‖unk‖ = ‖T unk‖ ≤ ‖T ‖.
It follows that ‖T ‖ ≥ ‖v0‖ ≥ |M1| and therefore ‖T ‖ = ‖v0‖ = |M1|. Note
that M1 is real-valued and
‖T unk −M1unk‖ = ‖T unk‖
2 − 2M1(T unk , unk) +M
2
1‖unk‖
2.
Thus limk→∞M1unk = limk→∞ T unk = v0. Set x0 =M
−1
1 v0, then
T x0 = lim
k→∞
T unk = v0 =M1x0
Therefore M1 is an eigenvalue of T . 
Since every eigenvalue of compact self-adjoint operator is real. So it is
easy to obtain the following theorem.
Theorem 3.7. Let H be a left quaternionic Hilbert space and T ∈ B(H) be a
compact self-joint operator. Then there is a (possibly finite) sequence {λk} of
real numbers satisfying |λ1| ≥ |λ2| ≥ · · · and a sequence {ξk} ⊂ U(H) such
that
1. {λk} are eigenvalues of T and λk → 0 if {λk} is infinite;
2. T ξk = λkξk for every k. For every u ∈ H, we have
T u =
∞∑
k=1
(u, ξk)λkξk;
3. if 0 is not an eigenvalue of T , then {ξk} is a orthonormal basis of H;
4. dimHλk <∞ for λk 6= 0.
Proof. If T = 0, we are done. Suppose that T 6= 0, then ‖T ‖ 6= 0. By
Proposition 3.6, there exists a pair (λ1, ξ1) ∈ R×U(H) satisfying |λ1| = ‖T ‖
such that T ξ1 = λ1ξ1. Let W1 = Span{ξ1}, V1 = {u ∈ H : u ⊥ ξ1}, then
W1, V1 are left H-linear closed subspace of H and H = W1 ⊕ V1. Moreover,
T (V1) ⊂ V1, since if v ∈ V1, we have
(T v, ξ1) = (v, T
∗ξ1) = (v, λ1ξ1) = (v, ξ1)λ1 = 0.
V1 is still a left quaternionic Hilbert space. Define T1 = T |V1 , then T1
a compact self-joint operator on V1. If T1 = 0, then for any u ∈ H , we have
u = w1 + v1, where w1 ∈ W1, v1 ∈ V1. Thus
T u = T w1 + T v1 = T (w1, ξ1)ξ1 + 0 = T (u, ξ1)ξ1 = (u, ξ1)T ξ1 = (u, ξ1)λ1ξ1.
If T1 6= 0, then there exists a pair (λ2, ξ2) ∈ R×U(V1) satisfying |λ2| =
‖T1‖ such that T ξ2 = λ2ξ2. Let W2 = Span{ξ1, ξ2}, V2 = {u ∈ H : u ⊥
W2}, then W2, V2 are left H-linear closed subspace of H and H = W2 ⊕ V2.
Furthermore, T (V2) ⊂ V2. Let T2 = T1|V2 = 0, then for any u ∈ H , we have
T u = (u, ξ1)λ1ξ1 + (u, ξ2)λ2ξ2.
Sampling Formulas Associated with QPSWFs 9
If T2 6= 0, continue the above procedure. If there is a n ∈ N such that
Tn = 0, then
T u =
n∑
k=1
(u, ξk)λkξk.
Otherwise, λk is infinite, and |λ1| ≥ |λ2| ≥ · · ·. From the definitions of Wn
and Vn, we have ξk ⊥ ξl for k 6= l. Furthermore, λk → 0 as k → ∞. If not,
there is a subsequence {λsm} such that |λsm | ≥ δ > 0. Then
‖T ξsm − T ξsn‖
2 = ‖T ξsm‖
2 + ‖T ξsn‖
2 = |λsm |
2 + |λsn |
2 ≥ 2δ2 > 0,
which is contradict with the compactness of T . Let W∞ = Span{ξk : k ≥ 1}
and V∞ = {u ∈ H : u ⊥W∞} ⊂ Vk (k = 1, 2, · · ·). If u ∈ V∞, then
|(T u, u)| = |(Tku, u)| ≤ ‖Tk‖‖u‖
2 = |λk|‖u‖
2 → 0,
as k → ∞. Therefore, (T u, u) = 0 for every u ∈ V∞. Given u ∈ U(V∞), let
v ∈ U(V∞) be such that T u = ‖T u‖v. Then (T u, v) = (u, T v) = ‖T u‖ and
thus
‖T u‖ = (T u, v) =
1
4
[(T (u+ v), u + v)− (T (u − v), u− v)] = 0.
Hence T |V∞ = 0. Therefore, for every u ∈ H , let u = w∞ + v∞, where
w∞ ∈W∞ and v∞ ∈ V∞, we have
T u =T w∞ + T v∞ = T (
∞∑
k=1
(w∞, ξk)ξk) + 0
=
∞∑
k=1
(w∞, ξk)T ξk =
∞∑
k=1
(w∞, ξk)λkξk
=
∞∑
k=1
(u, ξk)λkξk.
The third equality holds for the boundness of T . If 0 is not an eigenvalue of
T , then H = W∞ and {ξk} is a orthonormal basis of H . dimHλk < ∞ for
λk 6= 0 as T is compact. 
Theorem 3.8. Let H be a left quaternionic Hilbert space and T ∈ B(H)
be a compact positive (self-joint) operator. Then there is a (possibly finite)
sequence {µk} of nonnegative real numbers satisfying µ1 > µ2 > · · · such that
1. {µk} are eigenvalues of T and µk → 0 if {µk} is infinite;
2. if Hk = {u ∈ H : T u = pu, p ∈ θ(µk)},then Hk ⊥ Hl for k 6= l and
dimHk <∞ for µk 6= 0.
An exposition of the spectral theory of normal matrices with quaternion
entries was presented in [15] by Farenick and Pidkowich. They also obtained a
spectral theorem for compact operators in n-dimensional quaternionic Hilbert
spaces by establishing relations between compact operators and quaternion
normal matrices.
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Theorem 3.9. Assume that H is an n-dimensional quaternionic Hilbert space.Then
an operator T : H → H is normal if and only if there exists an orthonormal
set E = {ξ1, ξ2, ..., ξn} ⊂ U(H) and λ1, λ2, ..., λn ∈ C
+
i such that:
1. T ξk = λkξk;
2. T u =
n∑
k=1
(u, ξk)λkξk for any u ∈ H.
Remark 3.10. Theorem 3.9 is a result for left eigenvalue of left operator
in finite dimensional quaternionic Hilbert space. According to Remark 3.3,
this theorem is actually the same as Theorem 4.6 of [15] by Farenick and
Pidkowich.
Theorem 3.11. If n is a positive integer and H0 is an n-dimensional subspace
of a quaternionic Hilbert space H, then
1. every one-to-one H-linear mapping of Hn onto H0 is a isomorphism,
and
2. H0 is closed, that is, H0 is complete.
From Theorem 3.8, we see that every eigenspace belonging to the non-
zero eigenvalues of a compact positive operator is finite-dimensional. Noticing
that every normal operator in finite-dimensional quaternionic Hilbert spaces
can be diagonalized, we obtain the following spectral theorem for compact
normal operator in quaternionic Hilbert spaces.
Theorem 3.12. Let H be a (left) quaternionic Hilbert space and T ∈ B(H) be
a compact normal operator. Then there is a (possibly finite) sequence {λk}
of quaternions satisfying |λ1| ≥ |λ2| ≥ · · · and a sequence {ξk} ∈ U(H) such
that
1. {λk} are eigenvalues of T and |λk| → 0 if {λk} is infinite;
2. T ξk = λkξk and Kξk = |λk|2ξk for every k, where K = T T ∗. For every
u ∈ H, we have
T u =
∞∑
k=1
(u, ξk)λkξk (3.1)
and
Ku =
∞∑
k=1
(u, ξk)|λk|
2ξk;
3. if 0 is not a eigenvalue of T , then {ξk} is a orthonormal basis of H.
Proof. LetH1, H2, ... be the eigenspaces belonging to the non-zero eigenvalues
µ1 > µ2 > ... of the compact positive operator K = T T ∗ = T ∗T , and let
H0 = KerK. Since KT = T K, each Hn(n ≥ 1) is invariant under T , i.e.
T (Hn) ⊂ Hn. For u ∈ H0 we have
‖T u‖2 = (T u, T u) = (T ∗T u, u) = (Kx, x) = 0
and so T |H0 = 0. Furthermore, for n ≥ 1 the restriction of T to Hn is
normal; as Hn is finite-dimensional, we know from Theorem 3.9 that Hn
Sampling Formulas Associated with QPSWFs 11
has an orthonormal basis consisting of eigenvectors of T . Denote the dimen-
sion of Hn(n ≥ 1) by ln and let l0 = 0, sn =
∑n
k=0 ln, then we can find
λsn−1+1, λsn−1+2, ..., λsn ∈ H and {ξsn−1+1, ξsn−1+2, ..., ξsn} ⊂ Hn such that
1. T ξk = λkξk for every sn−1 < k ≤ sn;
2. Kξk = |λk|2ξk for every sn−1 < k ≤ sn;
3. |λk|
2 ∈ θ(µn) = {µn}, i.e. |λk|
2 = µn for every sn−1 < k ≤ sn.
Taking the union of these bases, together with an orthonomal basis of H0,
we obtain an orthonormal basis consisting of eigenvectors of T . 
Remark 3.13. Unlike the complex cases, λk can be replaced any element in
θ(λk) of Theorem 3.12.
The authors in [22] introduced the slice hyperholomorphic functional
calculus. The concept of slice hyperholomorphic opens a new range of re-
search for quaternion analysis. Moreover, the Fueter mapping theorem and
its inverse theorem reveal a deep relation among complex holomorphic, slice
hyperholomorphic and monogenic functions. The notion of S-spectrum for
quaternionic operators, which arises naturally in the slice hyperholomorphic
functional calculus, is a natural and elegant generalization of the classical
notion of spectrum and it provides a powerful tool for the study of spectral
theorem for quaternionic operators. Based on the S-spectrum, the spectral
theory of quaternionic operator has been developed (see e.g. [16, 17, 18, 19]).
Numerous celebrated spectral theorems in the classical case have been carried
out to the quaternionic case.
Based on S-spectrum, a spectral theorem for compact normal quater-
nionic operators was established in [16]. However, they did not sort the eigen-
values by norm in descending order. The spectral theorem for normal opera-
tors was generalized to the unbounded operators by Alpay et al. [17]. Colombo
et al. [19] presented a singular value decomposition of compact quaternionic
operator T as:
Tx =
∑
n∈N
σnλn〈en, x〉, ∀x ∈ H
where λn > 0 are the singular values (not eigenvalues) of T , the vectors {en}
form an eigenbasis |T |, and σn =Wen with W unitary on kerW⊥ such that
T =W |T | (for detail, see Remark 3.4 of [19]). In the present paper, we obtain
a new and different spectral theorem, that is,
T u =
∞∑
k=1
(u, ξk)λkξk.
Note that {λk} are eigenvalues of T and T ξk = λkξk. Moreover, the eigen-
values are sorted by norm in descending order. This property will contribute
to the settlement of energy concentration problem in the following section.
Our method is different from the S-spectrum based method and the newly
obtained theorem is supplement of the previous results.
It is worth pointing out that the authors in [19] also proposed the Schat-
ten classes of quaternionic operators. Moreover, some characterizations of
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Scatten class operators were drawn. This topic is of great importance in
operator theory and it has huge potential in physical and engineering appli-
cations.
We end up this part with an example to illustrate Theorem 3.12.
Example. Let H = L2([−π, π],H) be the quaternionic Hilbert space which
consists of all square integrable H-valued functions defined on [−π, π]. Define
the operator T : F 7→ f as follows:
f(x) = TF (x) =
∫ pi
−pi
F (w)h(x,w)dw = (F, h(x, ·))
where h(x,w) = −i sin(wx) − j cos(2wx). We conclude that
T ∗F (x) =
∫ pi
−pi
F (w)h(x,w)dw = −TF (x),
since
(F1, T
∗F2) =
∫ pi
−pi
F1(w)
(∫ pi
−pi
F2(y)h(w, y)dy
)
dw
=
∫ pi
−pi
∫ pi
−pi
F1(w)h(w, y) F2(y)dwdy
=
∫ pi
−pi
T F1(y)F2(y)dy = (T F1, F2).
That means T ∗ = −T . Therefore T ∗T = TT ∗ which implies that T is normal.
Let K = T ∗T , it follows that K is positive and
KF (y) =
∫ pi
−pi
F (x)S(x, y)dx,
where S(x, y) = sin 2pi(x−y)−2 sinpi(x−y)2(x−y) +
sin 2pi(x+y)+2 sinpi(x+y)
2(x+y) . As functions
of two variables, both h and S are continuous on [−π, π]2. Therefore T and
K are compact.
4. Quaternionic Prolate Spheroidal Wave Functions
In [24], the author introduced the induced Hilbert spaces. Motivated by this
study, we consider the integral transforms in quaternionic Hilbert spaces. The
theory of quaternionic reproducing kernel Hilbert spaces presented by Alpay
et al. [23] plays an important role in this part.
Let X be an arbitrary set and F(X) a H-linear space composed of all
H-valued signals on X. Let H be a (possibly finite-dimensional) quaternionic
Hilbert space with inner product (·, ·)H , and E : X → H be a vector-valued
function from X into H . Consider the left H-linear mapping T from H into
F(X) defined by
f(x) = (T F )(x) = (F,E(x))H ,
where T F = f , F ∈ H , f ∈ F(X).
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Let H and N denote the range and null space of T . Then N is a closed
subspace of H . Denote M = N⊥, then H =M ⊕N .
Theorem 4.1. (H, (·, ·)H) is a quaternionic Hilbert space that is isometric to
(M, (·, ·)H), where
(f, g)H = (T F, T G)H = (PMF, PMG)H . (4.1)
Moreover, (H, (·, ·)H) is a quaternion reproducing kernel Hilbert space with
the kernel S(x,y) defined as
S(x,y) = (E(y), E(x))H .
Proof. It is easy to see that T is a bijection fromM into H . It implies that for
every f ∈ H, there exists a unique element FMf ∈ M such that T F
M
f = f .
We can show that ‖FMf ‖
2
H = inf{‖F‖
2
H : f = T F}. It is obviously that
‖FMf ‖
2
H ≥ inf{‖F‖
2
H : f = T F}. On the other hand, for every F ∈ {F ∈ H :
T F = f}, it can be decomposed as F = FMf + F
′,where F ′ ∈ N . Then
‖F‖2H = (F
M
f + F
′, FMf + F
′)H =‖F
M
f ‖
2
H + (F
′, FMf )H + (F
M
f , F
′)H + ‖F
′‖2H
=‖FMf ‖
2
H + ‖F
′‖2H ≥ ‖F
M
f ‖
2
H .
Thus inf{‖F‖2H : f = T F} ≥ ‖F
M
f ‖
2
H . Hence ‖f‖
2
H = ‖F
M
f ‖
2
H = inf{‖F‖
2
H :
f = T F} and T |M is an isometry between (M, (·, ·)H) and (H, (·, ·)H).
Next, we prove that for every x ∈ X, E(x) ∈ M . Noticing that when
F ∈ N , then for every x ∈ X we have
f(x) = (F,E(x))H = 0.
That means for every x ∈ X, E(x) ∈ N⊥ = M and PME(x) = E(x). Since
S(x,y) = (E(y), E(x))H = T (E(y))(x), thus
(f, S(·,y))H =(T F, T (E(y)))H = (PMF, PME(y))H
=(FMf , E(y))H = T F
M
f (y) = f(y)
which completes the proof. 
For H-valued signals f, g : D→ H where D is a compact connected sub-
set of Rd, we can define the H-valued inner product (f, g) =
∫
D
f(ω)g(ω)dω.
The left H-linear quaternionic Hilbert space L2(D,H) consists of all H-valued
signals which are square-integrable on D:
L2(D,H) =
{
f |f : D→ H, ‖f‖ :=
∫
D
|f(ω)|2dω <∞
}
.
Now we apply Theorem 4.1 to a specific case. Let H = L2(D,H) and X be an
open, connected subset of Rd containing D. The H-valued function E(ω,x)
on D × X satisfying E(ω,x) ∈ L2(D,H) for any x ∈ X. In the next, we
consider the integral transform of F ∈ L2(D,H),
f(x) = (T F )(x) =
∫
D
F (ω)E(ω,x)dω. (4.2)
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Theorem 4.2. Suppose that E(ω,x) is square-integrable on D × D. Then
T ∈ B0(H) where H = L2(D,H) and T is given by (4.2).
Proof. Clearly, T is linear. Since∫
D
|f(x)|2dx =
∫
D
∣∣∣∣∫
D
F (ω)E(ω,x)dω
∣∣∣∣2 dx
≤
∫
D
(∫
D
|F (ω)|2 dω
∫
D
|E(ω,x)|2 dω
)
dx
≤
∫
D
|F (ω)|2 dω
∫
D2
|E(ω,x)|2 dωdx <∞.
Therefore f(x) ∈ H . Since ‖T F‖2 ≤ α2 ‖F‖2, where
α =
(∫
D2
|E(ω,x)|2 dωdx
) 1
2
,
then T is bounded.
Suppose {en(ω)} is an orthonormal basis of H . It is easily checked
that en(x)em(ω) is an orthonormal basis of L
2(D2,H). Thus E(ω,x) =∑
m,n cmnen(x)em(ω) where
cmn =
∫
D2
E(ω,x)en(x)em(ω)dωdx =
∫
D2
E(ω,x)em(ω)en(x)dωdx.
From Parseval’s identity, we have
∑
m,n
|cmn|2 = α2 <∞. For each em(ω) ∈ H ,
gm(x) = (T em)(x) ∈ H , then
gm(x) =
∑
n
dmnen(x),
where
dmn =
∫
D
gm(x)en(x)dx =
∫
D
(∫
D
em(ω)E(ω,x)dω
)
en(x)dx
=
∫
D2
E(ω,x)em(ω)en(x)dωdx = cmn.
Since
∑
m,n
|cmn|2 converges, then
lim
m→∞
‖T em‖
2
= lim
m→∞
‖gm‖
2
= lim
m→∞
∞∑
n=1
|cmn|
2 = 0.
In fact, for the same reason, we have
lim
k→∞
∑
m>k
‖T em‖
2
= lim
k→∞
∑
m>k
∞∑
n=1
|cmn|
2 = 0.
For every x ∈ D, E(ω,x) ∈ H , thus
E(ω,x) =
∞∑
n=1
(E(·,x), en(·))en(ω) =
∞∑
n=1
T en(x)en(ω).
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Truncate the kernel E(ω,x) by
Ek(ω,x) =
k∑
n=1
T en(x)en(ω) =
k∑
n=1
gn(x)en(ω),
These give the finite-rank operators
(TkF )(x) =
∫
D
F (ω)Ek(ω,x)dω, for every F (ω) ∈ H.
We claim that {Tk} tend to T in operator norm. Indeed, for every F (ω) =∑
n bnen(ω) in H , we have
((T − Tk)F )(x) =(F,E(·,x)) − (F,Ek(·,x))
=
∞∑
n=1
(F, en)(en, E(·,x))− (F,
k∑
n=1
T en(x)en)
=
∞∑
n=1
(F, en)T en(x)−
k∑
n=1
(F, en)T en(x)
=
∑
n>k
bnT en(x).
Therefore
‖(T − Tk)F‖ =
∥∥∥∥∥∑
n>k
bnT en
∥∥∥∥∥ ≤ ∑
n>k
|bn| ‖T en‖
≤
(∑
n>k
|bn|
2
) 1
2
(∑
n>k
‖T en‖
2
) 1
2
≤ ‖F‖
(∑
n>k
‖T en‖
2
) 1
2
.
As limk→∞
∑
n>k ‖T en‖
2
= 0, we have limk→∞ Tk = T .
Since every finite-rank operator is compact, and B0(H) is a closed subset
of B(H), thus T is compact. 
Remark 4.3. By Theorem 4.1 and Theorem 4.2, we see that T can be regarded
an operator of both B(H,H) and B(H).
Theorem 4.4. Let E(ω,x) be a H-valued continuous function defined on X2 ⊂
R2d satisfying the following conditions:
1. E(ω,x) = E(x,ω) for every (ω,x) ∈ X2.
2. A = {E(ω,x)}x∈X ⊂ H = L2(D,H) and A⊥ = {0}.
3. S(x,y) =
∫
D
E(ω,y)E(ω,x)dω ∈ R for every (x,y) ∈ X2;
4.
∫
D
E(ω,y)E(ω,x)dω =
∫
D
E(ω,x)E(ω,y)dω for every (x,y) ∈ X2.
Then we can find a countably infinite set of H-valued signals {φn(x)}
∞
n=1
called quaternionic prolate spheroidal wave functions(QPSWFs) and a set of
H-valued numbers |λ1| ≥ |λ2| ≥ · · · with the following properties:
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1. The φn(x) (n = 1, 2, · · ·) are D-bandlimited in the sense of transfor-
mation T , orthonormal and complete in H, where H is a quaternionic
Hilbert space with the inner product defined by (4.1):
(φm, φn)H = δmn.
2. The φn(x) (n = 1, 2, · · ·) are orthogonal and complete in L2(D,H):∫
D
φm(ω)φn(ω)dω = µnδmn, with µn = |λn|
2.
3. For every x ∈ X, we have∫
D
φn(ω)E(ω,x)dω = λnφn(x), (4.3)∫
D
φn(y)S(x,y) dy = µnφn(x). (4.4)
4. The φn(x) (n = 1, 2, · · ·) are uniformly continuous on X1, where X1
being any compact subset of X; and, hence φn(x) is continuous on X.
5. E(ω,x) and S(x,y) can be expanded by φn:
E(ω,x) =
∞∑
n=1
φn(x)λ
−1
n φn(ω) (ω,x) ∈ D×X, (4.5)
S(x,y) =
∞∑
n=1
φn(y)φn(x) (x,y) ∈ X
2. (4.6)
For any fixed x ∈ X, the series (4.5) converges in the norm. The series
(4.6) converges absolutely on X×X. Furthermore, if E(ω,x) is bounded
on D×X, then the series (4.6) converges uniformly on X1×X2, where
X1,X2 being any compact subsets of X.
6. If there exists a sequence of points {xn}⊂X such that {E(ω,xn)} is an
orthonormal basis of L2(D,H), then for any f ∈ H,
f(x) =
∞∑
n=1
f(xn)S(x,xn), (4.7)
f(x) =
∞∑
n=1
(
∞∑
m=1
f(xm)φn(xm)
)
φn(x). (4.8)
7. The signals {φn} satisfy the discrete orthogonality relation:
∞∑
n=1
φn(xl)φn(xm) = δml;∫
D
S(x,x)dx =
∞∑
n=1
µn.
8. For every f(x) ∈ H with ‖f‖H 6= 0, we form the ratio
βf =
‖f(x)‖2H
‖f(x)‖2H
. (4.9)
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If we put β˜ = sup{βf : f ∈ H, ‖f‖H 6= 0}, then β˜ = µ1.
Proof. Since S(x,y) =
∫
D
E(ω,x)E(ω,y)dω = S(y,x), and S is real, then
S(x,y) = S(y,x).
We consider the integral transform T defined by (4.2). Since E(ω,x) is
continuous on compact setD×D, by Theorem 4.2, we have T ∈ B0(H) when
x is restricted to D. We now prove that T is normal. Consider its adjoint
operator T ∗. Indeed,
T ∗F (x) =
∫
D
F (ω)E(x,ω)dω,
since
(F1, T
∗F2)H =
∫
D
F1(ω)
(∫
D
F2(y)E(ω,y)dy
)
dω
=
∫
D2
F1(ω)E(ω,y) F2(y)dωdy
=
∫
D
T F1(y)F2(y)dy = (T F1, F2)H .
Therefore
T (T ∗F )(x) =T
(∫
D
F (ω)E(y,ω)dω
)
(x)
=
∫
D2
F (ω)E(y,ω)E(y,x)dydω
=
∫
D
F (ω)S(x,ω)dω,
and
T ∗(T F )(x) =T ∗
(∫
D
F (ω)E(ω,y)dω
)
(x)
=
∫
D2
F (ω)E(ω,y)E(x,ω)dωdy
=
∫
D
F (y)S(x,y)dy.
Hence, T ∗T = T T ∗. Let T ∗T = T T ∗ = K, then
g(x) = KF (x) =
∫
D
F (y)S(x,y)dy, x ∈ D. (4.10)
Thus, by Theorem 3.12, there is a sequence {λn} of quaternions satisfying
|λ1| ≥ |λ2| ≥ · · · and a sequence {Φn}∞n=1 ∈ U(H), such that∫
D
Φn(ω)E(ω,x)dω = λnΦn(x), x ∈ D (4.11)
and ∫
D
Φn(y)S(x,y)dy = |λn|
2Φn(x) = µnΦn(x), x ∈ D. (4.12)
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Since A⊥ = 0, which implies the null space of of T is {0} and λn 6= 0
for every n. Hence, {Φn}∞n=1 is an orthonormal basis of H .
From Theorem 4.1, we see that T is an isometry between (H, (·, ·)H)
and (H, (·, ·)H). Set
φn(x) = (T Φn) (x), x ∈ X.
Then {φn}∞n=1 is an orthonormal basis of H as {Φn}
∞
n=1 is an orthonor-
mal basis of H . Moreover, φn(x) = λnΦn(x) for every x ∈ D from (4.11).
Thus φn(x) is an extension of λnΦn. Furthermore,
(φm, φn)H = (Φm,Φn)H = δmn,
and∫
D
φm(ω)φn(ω)dω =
∫
D
λmΦm(ω)λnΦn(ω)dω = λm(Φm,Φn)Hλn = µnδmn.
If we regard T as an operator of B(H,H), then K = T T ∗ is also an
operator of B(H,H). Thus x ∈ D of (4.10) can be replaced by x ∈ X. Since
T ∗Φn = λnΦn, then
λnT Φn = T (λnΦn) = T T
∗Φn = KΦn.
Hence, φn(x) = λ
−1
n KΦn(x). From the definition of T and K, we easily find
λnφn(x) = λnT Φn(x) = λn
∫
D
Φn(ω)E(ω,x)dω =
∫
D
λnΦn(ω)E(ω,x)dω
=
∫
D
φn(ω)E(ω,x)dω
and
µnφn(x) = λnλnλ
−1
n KΦn(x) =
∫
D
λnΦn(y)S(x,y)dy =
∫
D
φn(y)S(x,y)dy.
Then we obtain (4.3) and (4.4).
For given F ∈ H , f(x) = T F (x), we have
|f(x)− f(y)| =
∣∣∣∣∫
D
F (ω)
[
E(ω,x)− E(ω,y)
]
dω
∣∣∣∣
≤‖F‖H
[∫
D
|E(ω,x)− E(ω,y)|2dω
] 1
2
Since E(ω,x) is continuous on compact setD×X1, then E(ω,x) is uniformly
continuous on D×X1. Thus ∀ε > 0, ∃δ > 0, when x,y ∈ X1 and d(x,y) < δ,
|E(ω,x)− E(ω,y)| <
ε
‖F‖H · (̺(D))
1
2
holds for every ω ∈ D, where ̺(D) is the Lebesgue measure of D. Therefore
|f(x) − f(y)| < ε.
Hence, f(x) is uniformly continuous on X1.
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Since {Φn}∞n=1 is an orthonormal basis of H , thus
E(ω,x)=
∞∑
n=1
(E(·,x),Φn(·))HΦn(ω) =
∞∑
n=1
(Φn(·), E(·,x))HΦn(ω)
=
∞∑
n=1
φn(x)λ
−1
n φn(ω),
and
S(x,y) = (E(·,y), E(·,x))H =
∞∑
n=1
(E(·,y),Φn(·))H(Φn(·), E(·,x))H
=
∞∑
n=1
φn(y)φn(x).
If E(ω,x) is continuous and bounded onD×X, suppose that |E(ω,x)| < M1
for every (ω,x) ∈ D×X. Then
0 < S(x,x) =
∞∑
n=1
|φn(x)|
2 = (E(·,x), E(·,x))H
=
∫
D
|E(ω,x)|2dω < M21 · ̺(D) <∞.
For any fixed y ∈ X1 and given positive ε, we have
(
m∑
n=k
∣∣∣φn(y)φn(x)∣∣∣
)2
≤
m∑
n=k
|φn(y)|
2
m∑
n=k
|φn(x)|
2 ≤
m∑
n=k
|φn(y)|
2
S(x,x)
≤εM21 · ̺(D) for k,m ≥ N(y, ε).
As E(ω,x) is continuous, it is easily seen that S(x,y) is continuous. There-
fore, by Dini’s theorem, the convergence of
∑∞
n=1 |φn(y)|
2 to S(y,y) on X2
must be uniform. The dependence upon y of N(y, ε) is thus actually extrin-
sic, from which fact the desired uniform (and absolute) convergence of the
series to S(x,y) on X1 ×X2 immediately follows.
Since {En(ω) = E(ω,xn)} is an orthonomal basis ofH , we have F (ω) =∑
n(F,En)HEn(ω). Set Fm(ω) =
∑
n≤m(F,En)HEn(ω) then Fm converges
to F in the norm as m → ∞. Note that f(xn) = (F,En)H and S(x,xn) =
(En, E(·,x)H , therefore
T Fm(x) =
∑
n≤m
(F,En)H(En, E(·,x)H =
∑
n≤m
f(xn)S(x,xn).
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We conclude that T Fm(x) converges uniformly to T F (x) on X, that is, (4.7)
converges uniformly on X, since
|T F (x)− T Fm(x)|
2 =
∣∣∣∣∫
D
[F (ω)− Fm(ω)]E(ω,x)dω
∣∣∣∣2
≤
∫
D
|F (ω)− Fm(ω)|
2 dω ·
∫
D
|E(ω,x)|2 dω
≤‖F − Fm‖
2
H ·M
2
1 · ̺(D).
Since {En(ω)} is an orthonomal basis of H , then
f(x) =(F,Ex)H =
∞∑
n=1
(F,Φn)H(Φn, Ex)H
=
∞∑
n=1
(F,Φn)Hφn(x) =
∞∑
n=1
(
∞∑
m=1
(F,Em)H(Em,Φn)H
)
φn(x)
=
∞∑
n=1
(
∞∑
m=1
f(xm)φn(xm)
)
φn(x).
On the one hand, S(xm,xl) =
∑∞
n=1 φn(xl)φn(xm); on the other hand,
S(xm,xl) = (El, Em)H = δml. Therefore,
∞∑
n=1
φn(xl)φn(xm) = δml.
Since S(x,x) =
∑∞
n=1 |φn(x)|
2 converges uniformly on D, thus∫
D
S(x,x)dx =
∫
D
∞∑
n=1
|φn(x)|
2dx =
∞∑
n=1
∫
D
|φn(x)|
2dx =
∞∑
n=1
µn.
Suppose that f = T F . From (4.1), we have
‖f‖2H = ‖F‖
2
H =
∞∑
n=1
|an|
2
,
where an = (F,Φn)H . As f(x) ∈ L2(D,H) when x is restricted in D, it can
be expanded into a series f(x) =
∑∞
n=1 bnΦn(x) where
bn =
∫
D
f(x)Φn(x)dx =
∫
D
(∫
D
F (ω)E(ω,x)dω
)
Φn(x)dx
=
∫
D
F (ω)
(∫
D
Φn(x)E(ω,x)dx
)
dω =
∫
D
F (ω)
(
T ∗Φn(ω)
)
dω
=
(∫
D
F (ω)Φn(ω)dω
)
λn = anλn.
Thus
‖f‖2H =
∞∑
n=1
|an|
2 |λn|
2
=
∞∑
n=1
|an|
2
µn.
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Since {µn} is monotonically decreasing and positive, Therefore
βf =
∑∞
n=1 |an|
2
µn∑∞
n=1 |an|
2 ≤ µ1.
Taking f(x) = φ1(x), we have βφ1 = µ1. Thus β˜ = µ1. 
Example. Let τ, σ > 0,D = [−τ, τ ]2,X = R2, E(ω,x) = 12τ e
−iσx1ω1/τe−jσx2ω2/τ .
Then
S(x,y) =
sinσ(x1 − y1) sinσ(x2 − y2)
σ(x1 − y1)σ(x2 − y2)
.
We consider the following finite modified inverse quaternion Fourier transform
f(x1, x2) = T F (x) =
1
2τ
∫
D
F (ω1, ω2)e
jσx2ω2/τeiσx1ω1/τdω1dω2
where F (ω1, ω2) ∈ L2(D,H). It is easy to see that f(x1, x2) is σ-bandlimited
in QFT sense by variable substitution. Moreover, all the conditions of Theo-
rem 4.4 are satisfied. Then we can find a countably infinite set of H-valued sig-
nals {φn(x)}
∞
n=1 called quaternionic prolate spheroidal wave functions (QP-
SWFs) and a set of H-valued numbers |λ1| ≥ |λ2| ≥ · · · such that for every
(x1, x2) ∈ R2,
λnφn(x1, x2) =
1
2τ
∫
[−τ,τ ]2
φn(ω1, ω2)e
jσx2ω2τeiσx1ω1/τdω1dω2 (4.13)
and
|λn|
2φn(x1, x2) =
∫
[−τ,τ ]2
φn(y1, y2)
sinσ(x1 − y1) sinσ(x2 − y2)
σ(x1 − y1)σ(x2 − y2)
dy1dy2.
(4.14)
Since {E(ω,xn1n2) =
1
2τ e
−iω1
pi
τ
n1e−jω2
pi
τ
n2}(n1,n2)∈Z2 is an orthonormal basis
of L2(D,H), then for any f ∈ H,
f(x1, x2) =
∑
n1,n2
f(
π
σ
n1,
π
σ
n2)
sin(σx1 − n1π) sin(σx2 − n2π)
(σx1 − n1π)(σx2 − n2π)
=
∞∑
n=1
( ∑
m1,m2
f(
π
σ
m1,
π
σ
m2)φn(
π
σ
m1,
π
σ
m2)
)
φn(x1, x2).
From Plancherel theorem, we have f ∈ L2(R2,H) and∫
R2
f(x1, x2)g(x1, x2)dx1dx2 =
π2
σ2
∫
[−τ,τ ]2
F (ω1, ω2)G(ω1, ω2)dω1dω2.
Notice that the inner product of H is defined by
(f, g)H = (F,G)H .
Thus
(f, g)H =
σ2
π2
∫
R2
f(x1, x2)g(x1, x2)dx1dx2
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and (H, (·, ·)H) is a subspace of L2(R2,H). By Theorem 4.1, we have f(x1, x2)
equals to ∫
R2
f(y1, y2)
sinσ(x1 − y1) sinσ(x2 − y2)
σ(x1 − y1)σ(x2 − y2)
dy1dy2
for any f(x1, x2) ∈ H. Furthermore,
sup

∫
[−τ,τ ]2
|f(x1, x2)|
2dx1dx2∫
R2
|f(x1, x2)|
2dx1dx2
 =
σ2λ21
π2
.
The extrema is reached if f(x1, x2) = T Φ1(x1, x2) = φ1(x1, x2).
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