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3“ Ce qui est plus certain, c’est que nos notions habituelles d’espace et de temps, meˆme as-
sez profonde´ment remanie´es par la the´orie de la relativite´, ne sont pas exactement approprie´es
a` la description des phe´nome`nes atomiques. [...] En ve´rite´, les notions d’espace et de temps
tire´es de notre expe´rience quotidienne ne sont valables que pour les phe´nome`nes a` grandes
e´chelles. Il faudrait y substituer, comme notions fondamentales valables en micro-physique,
d’autres conceptions qui conduiraient a` retrouver asymptotiquement, quand on repasse des
phe´nome`nes e´le´mentaires aux phe´nome`nes observables a` notre e´chelle, les notions habituelles
d’espace et de temps. Est-il besoin de dire que c’est la` une taˆche bien difficile ?
On peut meˆme se demander si elle est possible, si nous pourrons jamais arriver a` e´liminer a`
ce point ce qui constitue le cadre meˆme de notre vie courante. Mais l’histoire de la science
montre l’extreˆme fertilite´ de l’esprit humain et il ne faut pas de´sespe´rer. Cependant, tant que
nous ne serons pas parvenus a` e´largir nos concepts dans le sens indique´ a` l’instant, nous de-
vrons nous e´vertuer a` faire entrer, plus ou moins gauchement, les phe´nome`nes microscopiques
dans le cadre de l’espace et du temps et nous aurons le sentiment pe´nible de vouloir enfermer
un joyau dans un e´crin qui n’est pas fait pour lui.”
Louis De Broglie - La Physique Nouvelle et les Quantas (1936)
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Abstract
In this PhD thesis, we introduced a new strategy to investigate the kinematical and physical
predictions of self dual Loop Quantum Gravity (LQG) and by-passed the old problem of
implementing quantum mechanically the so called reality conditions inherent to the self dual
phase space.
Since our first motivations come from black holes thermodynamics, we first review, in
the third chapter, the loop quantization of spherically isolated horizon based on the SU(2)
Ashtekar-Barbero variables leading to the micro-canonical entropy. This approach is based
on the effective model of a Chern-Simons connection coupled to point-like particles living on
the horizon. Then we present the so called “gas of punctures” model for the isolated horizon,
which provides the framework to go beyond the micro-canonical ensemble and compute the
canonical and grand-canonical entropy. In the context of this model, we investigate how the
assumption of a Bose-Einstein statistic for the punctures impacts the semi-classical result
and underline a relation between the condensation phenomenon and the presence of purely
logarithmic quantum corrections to the entropy. The presentation of this model enable us
to point the different limits and drawbacks of the SU(2) loop quantization of spherically
isolated horizon. First, one needs to proceed to an unnatural fine tuning on the Immirzi
parameter to obtain the right semi-classical limit in the micro-canonical ensemble. Moreover,
this quantization does not predict a holographic behavior for the degeneracy of the hole, as
one could expect. Therefore, if one wants to avoid to precedent fine tuning on γ, one is led
to assume the so called holographic hypothesis to obtain the right semi classical limit in the
context of the gas of puncture model.
The fourth chapter is devoted to studying to what extend the loop quantization based
on the self dual variables could cure those problems. Obviously, since no one knows how to
quantize the self dual Ashtekar phase space of General Relativity, because of the so called
reality conditions, we are led to introduce a new strategy, based on an analytic continuation of
the degeneracy from γ ∈ R to γ = ±i. We review in details the construction of the procedure,
and present the results. The self dual degeneracy turns out to be naturally holographic,
supplemented with some power law corrections which conspired, at the semi classical limit,
to provide the expected logarithmic quantum corrections to the entropy. At the leading term,
we recover the Bekenstein-Hawking area law. The discrete real area spectrum is turned into a
continuous real area spectrum, even if we are now working with γ = ±i. Finally, we recognize
that our procedure is a well known map which send the Casimir and the character of the
SU(2) compact group into the Casimir and character of the continuous representations of
the SU(1, 1) non compact group. A detailed discussion on the status of our procedure is
8provided at the end of the chapter.
The fifth chapter is devoted to understanding more precisely the interplay between the
disappearance of γ in the physical predictions of the quantum theory, the appearance of
the SU(1, 1) group and the relation with the self dual variables. To to so, we introduce a
new toy model of three dimensional gravity admitting a Barbero-immirzi like parameter and
SL(2,C) as its symmetry group. The canonical analysis of the toy model in two different
gauges, one selecting the compact group SU(2), the second one selecting the non compact
SU(1, 1) group, allows us to conclude that at least in three dimensional gravity, the presence
of γ in the SU(2) phase space is a pure gauge artifact. Finally, the loop quantization of the
two phases spaces results in two different kinematical area spectrums, which turn out to be
related through our analytic continuation procedure. At the end, we show that it is possible
to reformulated the SU(2) phase space in terms of new one, based on a complex SL(2,C)
connection, supplemented with some reality constraints. Once solved, the reality conditions
reduces the complex SL(2,C) phase space to the SU(1, 1) phase space as expected. This
chapter allows us to exhibit an interesting mechanism concerning the disappearance of the
Immirzi parameter in the predictions of three dimensional loop quantum gravity.
Finally, the sixth chapter is devoted to applying our procedure to the simplest Loop
Quantum Cosmology model. By first constructing the LQC dynamics for any arbitrary spin
j and then implementing our analytic continuation, we show that our procedure preserves
the key features of the LQC models, i.e. we obtain a bouncing universe which admits the
right semi classical limit after the bounce.
9Dans cette the`se, nous introduisons une nouvelle strate´gie afin d’e´tudier les pre´dictions
cine´matiques et physiques de la Gravite´ Quantique a` Boucles (LQG) e´crite a` partir des
variables complexes d’Ashtekar, le but e´tant d’obtenir une proce´dure pour contourner la
re´solution des contraintes de re´alite´.
Comme nos motivations proviennent avant tout de la thermodynamique des trous noirs
(pre´dite par la LQG), nous pre´sentons dans le troisie`me chapitre la quantification a` boucles
des horizons isole´es sphe´riques, base´e sur la connexion d’Ashtekar-Barbero SU(2), donnant
l’entropie micro-canonique de l’horizon. Cette approche est base´e sur la the´orie effective d’une
connection de Chern-Simons couple´e a` des particules ponctuelles (de´fauts topologiques ap-
pelle´s “piqures”) vivant sur l’horizon. Dans un deuxie`me temps, nous pre´sentons le mode`le dit
“gaz de punctures” pour l’horizon isole´e, qui permet de d’e´tudier le trou noir non plus seule-
ment dans l’ensemble micro-canonique, mais aussi dans l’ensemble canonique et grand canon-
ique. Dans ce contexte, nous pre´sentons une e´tude de´taille´e de l’influence de la statistique de
Bose-Einstein sur la limite semi classique de l’horizon. Cette e´tude permet de mettre a` jour
une relation entre le phe´nome`ne de condensation des piqures et la pre´sence de corrections
quantiques purement logarithmiques associe´e a` l’entropie. Plus ge´ne´ralement, la pre´sentation
du mode`le dit “gaz de piqures” nous permet de souligner les faiblesses et limitations de
la quantification a` boucles des horizons isole´es base´e sur la connexion re´elle d’Ashtekar-
Barbero SU(2). Premie`rement, il est ne´cessaire de fixer le parame`tre re´el d’Immirzi a` une
certaine valeur afin de reproduire la bonne limite semi-classique (ie l’entropie de Bekenstein
Hawking) dans l’ensemble micro-canonique. Qui plus est, cette quantification ne pre´dit pas
une comportement holographique concernant la de´ge´ne´rescence de l’horizon, comme cela est
ge´ne´ralement attendu. Par conse´quent, afin d’e´viter la fixation du parame`tre d’Immirzi pour
obtenir la bonne limite semi classique, il est ne´cessaire d’avoir recours de manie`re ad hoc,
a` l’hypothe`se holographique dans le cadre du mode`le du “gaz de piqures”, ce qui n’est pas
satisfaisant.
Dans le quatrie`me chapitre, nous e´tudions dans quelle mesure la quantification a` boucles
base´e sur les variables complexes d’Ashtekar permettrait une re´solution de ces diffe´rents
proble`mes. Comme la quantification directe de la gravite´ complexe d’Ashtekar n’est pas
connue, en raison de la difficulte´ d’imposer au niveau quantique les contraintes de re´alite´, nous
sommes contraints d’introduire une nouvelle strate´gie, base´e sur une prolongement analytique
de la de´ge´ne´rescence. Ce prolongement analytique envoie le parame`tre d’Immirzi re´el a` la
valeur purement imaginaire. Nous pre´sentons en de´tails la construction de ce prolongement
analytique et les re´sultats qui en de´coulent. De manie`re surprenante, la de´ge´ne´rescence ainsi
calcule´e s’ave`re eˆtre naturellement holographique. De plus, les lois de puissances pre´sentes
dans l’expression de la de´ge´ne´rescence conspirent pour donner, a` la limite semi classique, les
corrections logarithmiques attendues. Finalement, nous retrouvons bien en terme dominant
l’entropie de Bekenstein-Hawking. Le spectre discret et re´el, usuel en LQG, est modifie´ par
notre proce´dure en un spectre continu et re´el, bien que nous travaillons maintenant avec
γ = ±i. Enfin, nous reconnaissons dans notre proce´dure un “mapping” bien connu qui
transforme le Casimir et le caracte`re du groupe compact SU(2) en le Casimir et le caracte`re
associe´s aux repre´sentations continues du groupe non compact SU(1, 1).
Le cinquie`me chapitre est de´die´ a` l’e´tude des liens existants entre diffe´rents me´canismes
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mis en lumie`re par notre prolongement analytique, a` savoir: la disparition du parame`tre
d’Immirzi γ des pre´dictions de la the´orie, l’apparition du groupe SU(1, 1) et la relation
avec les variables complexes d’Ashtekar. Pour ce faire, nous introduisons un mode`le “jouet”
de gravite´ trois dimensionnelle admettant un parame`tre similaire au parame`tre d’Immirzi
γ et le groupe SL(2,C) comme groupe de symmetry. L’analyse canonique de ce mode`le
dans deux jauges diffe´rentes, l’une se´lectionnant le sous groupe compact SU(2) et la seconde
se´lectionnant le sous groupe non compact SU(1, 1), nous permet to montrer que la pre´sence
du parame`tre d’Immirzi γ dans l’espace de phase SU(2) de notre mode`le est un pure artefact
de jauge. Finallement, la quantification a` la boucles de ces deux espaces des phases aboutit a`
deux spectres d’aire quantiques diffe´rents (au niveau cine´matique), qui se re´ve`lent eˆtre relie´s
par la continuation analytique e´tudier dans le contexte des trous noirs. Enfin, nous montrons
que l’espace de phase SU(2) peut eˆtre re´exprime´ en un espace des phases, de´crit par une
connexion complexe SL(2,C) accompagne´e de contraintes de re´alite´. Une fois re´solues, ces
contraintes re´duisent ce nouvel espace des phases complexe SL(2,C) a` l’espace des phases
re´el SU(1, 1), comme attendue pour la gravite´ 2+1. Ce mode`le “jouet” permet de mettre en
lumie`re un me´canisme inte´ressant de disparition du parame`tre d’Immirzi dans les pre´dictions
de la Gravite´ Quantique a` Boucles 2 + 1.
Finalement, le chapitre six est de´die´ a` l’application de notre prolongement analytique au
mode`le le plus simple de Cosmologie Quantique a` Boucles (LQC). Ge´ne´ralizant tout d’abord
la dynamique de la LQC (pour Λ = 0 et pour un univers plat k = 0) a` un spin quelconque
j (et non plus j = 1/2), nous appliquons ensuite notre proce´dure. Nous montrons ainsi que
notre continuation analytique, de manie`re surprenante, pre´serve les re´sultats fondamentaux
de la LQC, a` savoir la re´solution de la singularite´ initiale de l’univers quantique, tout en
respectant la bonne limite semi-classique apre`s le rebond.
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Introduction
During the three years along which I learned Loop Quantum Gravity and I investigated
a particular aspect of the theory, i.e. its self dual version, I had the chance to be the
witness of two great advances in our quest of understanding our physical world. Those two
major results are well representative of the fundamental research both in theoretical and
experimental physics.
In 2013, during the second year of this PhD, the Large Hadron Collider (LHC) announced
the discovery of the Higgs boson [1]. This breakthrough confirmed the Higgs-Brout-Englert
model of mass generation in the Standard Model of Particle Physics, predicted almost forty
years ago [2, 3]. This scalar particle, the first to be discovered in the large landscape of
observed particles, was introduced in the sixties to explain the mass of the bosons Z and
W responsible of the weak interaction. The mechanism relies on a spontaneous symmetry
breaking which takes place at very high energy. The mass of the discovered scalar boson
is around 125 Gev/c−2, which represents the heaviest observed particle, and therefore a
new high energy domain. The same year, the Nobel prize was awarded to Peter Higgs and
Francois Englert.
The year before, the satellite Planck concluded its three years of observations of the
Cosmological Microwave Background (CMB). The first analysis of the observational data of
the Planck mission was announced in 2013 [4]. The temperature distribution of the young
Universe was established at a incredible level of accuracy, providing the tools to obtained a
highly accurate measurement of the parameters of the Cosmological Standard Model. The
evaluation of the dark components of our universe, i.e. dark energy and dark matter were
refined while the possible inflation mechanisms were highly constrained [5], excluding a very
large class of theoretical models in the literature.
While the Higgs boson discovery concerned the Standard Model of Particles Physics, de-
scribing the observed quantum fields and their interactions at the very small length scales,
the results of the Planck mission concerned our Standard Model of Cosmology, which deals
with the dynamics and content of our universe, and therefore with the very large cosmolog-
ical scales. Those two models represent our common understanding of the physical world.
It is striking that these two models , incredibly successful in predicting the outcomes of ex-
periments and observations, are based on two conceptually different theories, i.e. Quantum
Mechanics and General Relativity. Each one of those theories are built on a set of assump-
tions which contradict the other one. In a sense, admitting those two set of physical laws
acting at different scales, lead us eventually to a schizophrenic picture of the physical world.
Quantum mechanics was developed at the beginning of the century, and the complete
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mathematical formulation of the theory was formulated in 1927, the seminal papers being
[6, 7, 8, 10]. The theory was rapidly merged with special relativity in order to obtain a
Lorentz invariant quantum theory, leading to Quantum Field Theory (QFT). This theory
deals with the physics at atomics and subatomics scales. Its construction required a concep-
tual revolution in order to understand the law of physics at those very small length scales.
This revolution transformed dramatically our usual notion of motion, measurement and de-
terminism widely accepted in pre-relativistic and classical physics. The predictions of the
theory are fundamentally probabilistic and no more deterministic. For a given experiment,
the theory predicts a set of outcomes each one associated with a probability determined by
the fundamental quantum laws. This failure of the determinism at those scales has nothing
to do with a lack a precision in the experimental apparatus, but with an intrinsic incertitude
in the law of quantum physics. Moreover, any dynamical field turns out to be quantized, in
the sense that it manifests itself in terms of discrete quantas, i.e. the particles. However, just
as in pre-relativistic and classical physics, the laws of quantum mechanics are formulated
in term of an external time variable t (appearing explicitly in the Schrodinger equation)
and describe the quantum motion of the quantum fields on a fixed background space-time.
The experimental predictive success of QFT is impressive. It led to particle physics (the
so called Standard Model of Particles Physics), atomics physics, nuclear physics, condensed
matter physics, semi conductors, computers, lasers, quantum optics, and even to a better
understanding of some astrophysical phenomenons, such as Neutron stars. Among all, the
mathematical apparatus of the theory allowed to compute the most accurately verified pre-
diction in the history of physics, i.e. the anomalous magnetic moment of the electron ae [11].
The theoretical and experimental values of this quantity are given by:
atheo = 1159652182.79(7.71)× 10−12 and aexp = 159652180.73(0.28)× 10−12
Again, the predictive success of QFT is incredible and we can safely assume that this theory
describes in a fairly convincing manner the physical world at the sub-atomic scales. Therefore,
one has no other choice to accept the revolutionary concepts of Quantum Mechanics in order
to understand Nature at those scales.
General Relativity was work out at the same epoch, and presented by Einstein [12] in
its final covariant version in 1915. This theory was developed to merge the old Newtonian
theory of gravity (1666) with the new Special Relativity theory (1905), in order to obtain
a general relativistic theory of gravity describing the interaction of the gravitational field
with relativistic bodies. Once again, the challenge of merging the two theories required a
conceptual revolution in our understanding of what is time, space and causality. In GR, the
gravitational field is encoded in the components of the metric tensor field, which characterized
the geometry and the causality of space-time. This field follows some dynamical equations
called the Einstein field equations. Consequently, the geometry of space-time becomes a
dynamical object, just as the electromagnetic or muon fields. It turns out that the Einstein’s
field equations are formulated in a covariant fashion and no preferred time variables is picked
up to describe the dynamic of the gravitational and matter fields. Instead, an observer is
free to choose any time variables and encodes the evolution of physical quantities with it.
More, the usual notion of localization is spoiled in the sense that a given point of space-
time has no physical meaning in the theory. The localization is understood as a relational
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procedure, which has to be performed with respect to another dynamical field. In this very
elegant theory, the absolute and fixed space-time of pre-relativistic and classical physics is
turned into a dynamical field, identified with the gravitational field. There is no more a
fixed background on top of which the fields evolve and interact with each other. There is
just a set of fundamental fields, among which the gravitational field, interacting with each
other without reference to any fixed background. This background independence is the true
fundamental novelty of General Relativity [13, 14, 15]. This theory is a classical theory and
is therefore deterministic, i.e. for some given initial conditions (and boundary conditions),
one obtains a single physical prediction from the theory. It led to new areas of physics, such
as relativistic astrophysics, cosmology, GPS technology and gravitational radiation, opening
maybe the road to gravitational wave astronomy. In this framework, new objects such as
horizons and black holes appeared, giving rise to a whole new field of physics. Among all the
postdictions of the theory, it was possible to accurately explain the advance of the perihelia of
the Mercury planet, but also to predict the frame dragging effect and the redshift of photons
escaping from gravitational objects and the bending of light by astrophysical objects. This
theory also predicted the expansion of the Universe, but Einstein was not comfortable with
this idea of a dynamical universe, and missed this incredible prediction by modifying the
theory, a mistake that he called the biggest mistake of his life. The predictive success of GR
is as impressive as the one of QFT and nowadays, the theory has been validated from the
millimeter to the parsec.
However, as any classical theory with a given domain of applicability, it turns out that GR
predicted some monstruous objects, i.e. the singularities. They are “points” of space-time
where the curvature and the matter density diverge, and corresponds to a prediction of GR
at very small scales, even smaller than the usual length scales of QFT. Those singularities
are the signature that the predictive power of GR is lost at those scales and that one can
not safely assumed that GR describes the gravitational field in this domain. Typically, the
singularities occur in cosmology, at the very beginning of the Universe, and at the heart of
the black holes. If GR fails to describe the gravitational field in this regime of very high
energy, what is the right description ? Since QFT is up to now our best tool to describe
the high energy physics and the outcomes of experiments at very small scales, a merging of
General Relativity and Quantum Field Theory is mandatory. However, as we have explained
precedently, the two very successful theories are based on very contradicting assumptions with
respect to the notion of space, time, causality, motion, and what a theory should predict.
The quest of finding the quantum description of the gravitational field has begun almost
one hundred year ago and represents on of the most challenging scientific question of our
epoch. The (not yet found) resulting theory is called the Quantum Theory of Gravity. The
first role of such theory is to remove the singularities presented in classical GR.
The idea of merging General Relativity and Quantum Field Theory follows the philo-
sophical idea of unification, which has proven to be very successful in the history of sciences
physics. Indeed, the theory of electromagnetism was developed by Maxwell in order to merge
the electric and magnetic fields discovered by Faraday into a single object, the electromag-
netic field, leading to the discovery of the fundamental nature of light. Special Relativity was
introduced by Einstein in 1905 in order to have a coherent picture of the old Galilean me-
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chanics and the freshly developed electromagnetism. Ten years later, Einstein unified the old
Newtonian theory of gravity and its Special Relativity into an elegant and revolutionary the-
ory of space-time geometry, i.e. General Realtivity. Finally, incorporating the fundamental
principles of Special Relativity in the Quantum Theory led to the very successful Quantum
Field Theory. It is therefore natural to apply the same strategy to develop the quantum
theory of gravity, by trying to merge General Relativity and Quantum Field Theory.
The research towards a coherent picture of the quantum gravitational field has taken
different directions which can be regroup into three main lines: the covariant approach
which used the technics of usual Quantum Field theory, that we can denote the “flat space
quantizations”, the sum over histories which can be thought as a “Feynman quantization”
and the canonical approach due to Bergman and Dirac, which is based on a “phase space
quantization”.
The first attempt to quantize the gravitational field belongs to the first category. Shortly
after the construction of Quantum Mechanics (1927) and the quantization of the electro-
magnetic field (1930), Rosenfeld and then Fierz and Pauli (1952) quantized the linearized
version of General Relativity. The graviton was born. The idea was to quantize the metric
perturbations propagating on a fixed Minkowskian metric. This program was developed fur-
ther in the following years and the Feynman rules for linearized General Relativity were soon
established by De Witt and Feynman (1957-1967). It was then realized that the transitions
amplitudes for the graviton are ill defined at the two loop level (1964). The hint for evidence
of the non (perturbative) renormalizability of the graviton quantum field theory was pursued
by t’Hooft and confirmed by Deser and Van Nieuwenhuizen (1973) and finally by Gorof and
Sagnotti (1986). It was then commonly accepted that the graviton quantum field theory has
uncontrollable divergences up to one loop corrections. This is due to the fact the the graviton
is radically different from the other “particles” since its coupling constant is dimensionful,
leading to a quantum field theory that is not perturbatively renormalizable. The program of
flat quantization of linearized General Relativity in four dimensions finally turned out to be
a dead end. Yet, following the example of the Fermi theory for the weak interaction, one can
still argue that General Relativity is only the low energy limit of a more fundamental quan-
tum field theory. The hope is that additional higher energy terms in the Lagrangian (either
from the gravitational part or from the matter part) will cure the intrinsic divergencies of
General Relativity. This is in this spirit that supergravity and supersymmetric string theory
emerges (1976). The idea behind string theory is very elegant. The whole set of particles,
matter and interaction mediators including the graviton, are understood as different excita-
tions modes of a single extended object, the string. It is a powerful unifying idea and the
field grew rapidly to become nowadays the major candidate to the theory of quantum grav-
ity. Very interesting results were obtained within this theory, such as the derivation of the
Bekenstein Hawking entropy for extremal and near extremal black holes (1996). However,
the price to pay to recover a Lorentz invariant dynamics for the string is to propagate it on
a higher dimensional fixed background, the number of dimensions depending on the model
(generally d > 4). In order to recover a four dimensional space-time at large scales, one has
then to compactify the additional dimensions, the choice of the compactification being highly
non trivial and leading to a large landscape of string models. Moreover, in this context, the
Introduction 5
spectrum of the string which provides the content in particles is much larger than what is
experimentally known and involve unobserved supersymetric parters for all known particles.
Finally, up to now, there is no proof that string theory in its different versions cures the
whole divergencies of the four dimensional quantum linearized version of General Relativ-
ity. In the mid nineties, important efforts to go beyond the perturbative approach leads to
the first non perturbative results in string theory which point towards a single fundamental
theory behind the different existing versions, i.e. the so called M theory (1995). Shortly
after, the AdS/CFT correspondence conjecture was introduced (1998) and turned out to be
a powerful tool to study the M theory. Numerous interesting links between non perturbative
string theory and other approachs to quantum gravity appear in the literature, such as re-
lations between strings and non commutative geometry or as the polymer non perturbative
attempt to quantize the bosonic string (2004) [16, 17]. Yet, a full background independent
formulation of the theory is still elusive.
The failure of linearized General Relativity to be pertubatively renormalizable can be
well understood (the argument extends to any quantum theory of gravity with a fixed back-
ground). When quantizing the graviton spin-2 field, one fixes the background (to be either
Minkowskian or another fixed geometry) and then quantizes the perturbations on top of it.
However, this procedure is ill defined when dealing with the gravitational field. First it as-
sumes that the differentiable and smooth property of the space-time manifold are preserved
down to the Planck scale. This is a very strong hypothesis and intuitively, we do not expect
to recover a smooth manifold at those scales but rather a “space-time foam” to quote James
Wheeler (1963). Indeed, the gravitation field, i.e. the metric, describes the causality and
the geometry of space-time itself. From the general relativistic perspective, there is no fixed
background on top of which fields propagate, but only fields (including the gravitational field
itself) interacting which each other without any background. Once quantized, the fully quan-
tum metric field will experience quantum fluctuations and quantum superpostions states of
the quantum states of the metric will occur, just as for any quantum field. This lead to a
fuzzy notion of the causality and the geometry of space-time, i.e. to a quantum space-time.
In order to have a full quantum theory of the gravitational field , one need to understand
precisely this quantum geometry. From this perspective, fixing a classical background and
studying perturbations of the metric on top of it seems to be the wrong strategy to obtain
a full quantum theory of the gravitational field. Because of background independence, the
quantum theory of gravity is fundamentally non perturbative.
In this spirit, one is pushed to look for non perturbative technics to tackle the quantization
of the gravitational field. From the renormalization point of view, General Relatvity, while
not perturbatively renormalizable, could well be renormalizable nonpertubatively. This idea
led Weinberg to introduce the asymptotic safety program (1976), where one looks for an
UV fixed point for General Relativity. Interesting result have already been obtained in this
direction [18].
From the “covariant Feynman quantization” point of view, the first proposal was intro-
duced by Minser (1957). While formal, the conceptual ideas behind his construction had an
important impact on the field. Twenty years later, Hawking introduced the “euclidean path
integral for gravity”, which has to be understood as a formal Feynman path integral over the
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riemannian 4-dimensional metric fields (1978). However, defining a suitable measure on the
space of metric turns out to be a difficult task and this formalism remains hard to exploit.
Moreover, the concept of Wick rotation is generally ill defined and going from the euclidean
sector to the Lorentzian one is not as harmless as in the usual path integral quantization
of quantum field theory. Yet, it is in this formalism that the notion of the “wave function”
of the universe was introduced, generating an intense activity in this field. Ten years later,
Hartle introduced a sum-over-histories for General Relativity (1983). Finally, the “Feynman
quantization” for General Relativity will re born through the introduction of the spin foam
models inspired from the Loop quantization approach.
The “phase space quantization program” was initiated by Bergman and Dirac. The
formalism of constrained systems was worked out and applied to General Relativity shortly
after. The canonical structure of the theory was rapidly derived by Dirac (1959) and then
simplified by Arnold, Deser and Misner [19], i.e. in the so called ADM approach (1961).
The Hamilton Jacobi equation for General Relativity was then introduced by Perez (1962)
and led Wheeler and De Witt to write down the first quantum version of the hamiltonian
constraint for quantum General Relativity (1967). This contribution was the starting point
of the canonical quantization program. However, for reasons explained in the two first
chapters, no one has ever succeeded to build a Hilbert space of the full theory. This goal
was reached only in some reduced dimensional models. However, the Wheeler-De Witt
equation turns out to be a prolific source of inspiration for the community working in quantum
gravity. Yet, fog settles down on the canonical approach for almost twenty years, until
Abhay Ashtekar introduced the so called “complex new variables” for General Relativity
(supplemented with their associated reality conditions) [20, 21], simplifying drastically the
canonical structure of the theory (1986). General Relativity was formulated as a background
independent connection gauge theory. This was the starting point of the loop quantization
approach. Only two years after, Jacobson and Smolin found interesting solutions of the
hamiltonian constraint in the Ashtekar formalism (1988) [22, 23]. Those solutions consist
in closed Wilson loop of the Ashtekar connection. Two years later, the loop representation
or polymer representation for General Relativity was introduced by Rovelli and Smolin [24].
This non standard representation is based on earlier work on the loop quantization of gauge
theory introduced by Gambini, Trias and other (1980-1983) [25]. The polymer quantization is
the essential tool to build a background independent quantum field theory of the gravitational
field (and of any other field). This quantization relies on the hypothesis, sometimes denoted
the polymer hypothesis, that the quantum states of the gravitational fields are extended sting-
like objects. This polymer quantization was applied to the scalar, Maxwell and graviton field
shortly after [26, 27, 28]. However, before applying this quantization procedure to full General
Relativity, one needed another step. Indeed, due the difficulty to implement, at the quantum
level, the reality conditions inherent to the complex Ashtekar’s formalism, a new formulation
of General Relativity was introduced by Barbero [29], where the complex Ashtekar SL(2,C)
connection is turns into a real SU(2) one, labelled by a real parameter γ, nowadays called
the Barbero-Immirzi parameter (1994). This real SU(2) Ashtekar-Barbero phase space is the
starting point of Loop Quantum Gravity. During the ten next years, a rigorous mathematical
effort was made by Ashtekar, Lewandowski, Rovelli, Isham, Baez and others, to clarify the
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quantization procedure based on the Ashtekar-Barbero phase space [30, 31, 32, 33, 34, 35]. An
important progress was realized by Rovelli and Smolin who introduced the spin network basis
for the gauge invariant quantum states (1995) [36], recovering an independent construction
for quantum geometry due to Penrose (1964). The same year, the spectrum of the quantum
area and the quantum volume operator were derived [37]. Those results provided for the first
time a concrete quantization of space from a (still incomplete) non perturbative quantum
theory of gravity. Finally, a proposal was introduced by Thiemann in order to deal with
the reality conditions of the self dual phase space [38] in term of a Wick rotation (1995).
Then the subject of solving the reality conditions fell in the shadow, the interest being
now to exploit the real quantum theory inherited from the real SU(2) Ashtekar-Barbero
phase space. The year after, different results appeared (1996). The black hole entropy was
computed for the first time by Rovelli [39] who recovered the Bekensetin Hawking area law up
to a fine tuning on the Immirzi parameter. Moreover, a proposal for a regularization of the
complicated hamiltonian constraint was given by Thiemann [40, 41, 42]. In the mid nineties,
a complete canonical quantum theory was then available, but the concrete implementation
of the dynamics and the control of the semi classical limit remained obscure.
Facing the difficulty to implement the dynamics on the canonical side, different authors
turned towards a new kind of models, inspired from Ooguri’s work on topological quantum
field theory [43]. Those spin foam models were first investigated by Rovelli and Reisenberger
(1992-1997) [44, 45, 46] and successfully defined for the first time by Barett and Crane (1997-
1999) [47, 48]. They represent a concrete implementation of the path integral formation for
quantum gravity, the sum being over a discrete structure colored by group data, contrary to
summing over smooth four dimensional manifold as in the euclidean path integral framework.
At the same epoch, the loop quantization of symmetry reduced models begun. The idea
was to applied loop quantization to the two physically relevant situation for quantum gravity,
black hole singularity and cosmological singularity. Thiemann, Bojowald, Ashtekar and other
authors studied the loop quantization of the spherically symmetric space-time (1994-2005),
in the real as well as in the self dual version of the theory [49, 50, 51]. The conclusion
concerning the resolution of the interior singularity depends on the approach. At the same
epoch, Bojowald presented the first scenario for the resolution of the Big Bang singularity
form quantum geometry effects (1999-2001), leading to a new area called Loop Quantum
Cosmology [52, 53]. The relation between the polymer quantization and the usual Fock
quantization was studied and clarify by Varadarajan, Ashtekar, Lewandowski, Sahlmann
and collaborators (2000-2001) [54, 55]. In the same spirit, the polymer quantum mechanic
of the free particle and the harmonic oscillator were developed and studied by Ashtekar
and collaborators [56] and by Agullo and collaborators [57, 58], providing a very enlightening
platform to understand this new quantization procedure, the problem of semi-classicality and
the link with the usual Schrodinger quantum mechanics appearing at lower energy scale. One
important step towards the understanding of the loop quantization procedure was provided by
the LOST theorem (2006) due to Lewandowski, Okolow, Salhmann and Thiemann [59]. This
theorem states that the polymer representation used in Loop Quantum Gravity, provided
that it carries a unitary action of the diffeomophism group, is unique ! Three years later,
Fleishchack demonstrated a similar theorem for the full exponentiated algebra [60]. This
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powerful uniqueness theorem represents the corner stone of the loop quantization of General
Relativity and put on a solid basis the resulting quantum theory of geometry.
During the ten next years, the main advances were divided between the applications
of the theory to concrete situations, such as quantum cosmology and quantum black hole,
and the developments of models and technics in order to tackle the difficult questions of
the dynamics and the semi classical limit. Since it would be out of reach to mention all the
important contributions to theses fields, we only mention some of them in a purely subjective
way. The spin foam models on one hand, and the black hole and quantum cosmology fields
on the other hand, grew rapidly, with some important improvements and interconnections.
For instance, semi classical black hole will obviously turn out to be a very good laboratory
to study the semi classical limit of the theory.
From the spinfoam side, the link between the canonical quantum theory and the spin
foam approach was established in three dimension (for euclidean gravity without cosmological
constant) by Noui and Perez (2004) [61]. In order to go beyond the difficulties present in the
Barett Crane model, new technics were introduced in order to deal with the semi classical
limit. Coherent states were defined independently by Thiemann [62, 63], and Freidel, Livine,
Speziale and Bianchi (2006-2010) [64, 65, 66]. Those technics allowed the introduction of four
dimensional spin foams models solving some difficulties of the Barett Crane model, i.e. the
FK model (2008) [67] and the EPRL model (2009) [68]. Then Barett and other collaborators
succeeded to computed the semi classical approximation of the spin foam amplitude [69, 70],
which turns out to match the Regge theory (2010), giving confidence in this approach. A
major step in the understanding of those “path integral quantization” models appeared with
the Group Field Theory reformulation, generalizing the spin-foams construction. A spin foam
turns out to be understood as a scalar field theory over a group manifold, i.e., the field taking
its arguments in a Lie group and no more in a conventional space-time manifold. Within this
reformulation, powerful technics of quantum field theory could be applied, and an important
effort was devoted to generalizing the renormalization procedure to those new background
independent quantum field theories. Those models are closely related to the so called tensorial
quantum field theories, where the renormalization procedure have been intensively studied.
For pedagogical reviews on the subject, one can refer to very nice review of Oriti [71] and to
the following thesis manuscript [72]. In the same spirit, news technics of corse-graining in the
very framework of spin-foam model were also introduced and investigated by Dittrich and
collaborators, in order to obtain a better control of the semi classical limit [73, 74]. The idea
behind those works is that recovering the smooth classical geometry of General Relativity
from a quantum theory of gravity, such as the spin foams models, cannot be addressed simply
by taking a naive “large spin limit”. The smooth geometry is believed to be the result of a
collective behavior of the quantum excitations of the gravitational field, and should show up
only in some given phases. Therefore, in order to recover the expected differentiable manifold
properties in the semi classical limit, it is mandatory to develop the renormalization procedure
and corse-graining technics and investigate the possible phase transitions which could occur
for a very large number of quantas of the gravitational field.
Much efforts were also devoted by Bozom, Livine and collaborators to understanding the
link between the dynamics provided by the canonical and the spinfoam approaches in the
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four dimensional case [75, 76, 77]. In particular, it was shown that the quantum Wheeler
Dewitt equation generates a difference equation on the spin network states, which can be
related to some recurrence formulas inherent to the transition amplitudes of the spin foams
models, i.e. recurrence formulas on the 9j or 15j symbols [78]. More recently, a “flux
formulation” of LQG was introduced by Dittrich and Geiller (2015) [79, 80]. It provides a
canonical loop quantization of the Ashtekar-Barbero phase space, based on a new vacuum
different from the usual Ashtekar-Lewandowski one, which seems to be more closely related
to the spinfoams quantization and is therefore easier to compare. Finally, the geometrical
information contained in the spin network states was unravel by the introduction of the
twisted geometry [81, 82] and spinning geometry [83] (2010-2013). Among other results,
those works allowed a reformulation of spin foam models in term of spinors and twistors,
which led to a better understanding of the geometry encoded in the spin foam models.
Those works culminated with the twistorial description of spin foam transition amplitudes
due to Speziale and Wieland [84], were the transitions amplitudes of the EPRL model were
recovered using path integral in twistor space (2012). Finally, a new spinorial action was
introduced by Wieland (2014). The resulting equations of motion derived from this action
turns out to be solved by the so called twisted geometry [85].
From the black hole point of view, a very intense activity in the field led to a rigorous
computation of the micro canonical black hole entropy based on the horizon quantum geome-
try, as well as the introduction of new quasi local definition of the black hole, i.e. the isolated
horizon. This object was defined and quantized by Ashtekar, Lewandowski, Krasnov, Corichi
and other collaborators [86, 87, 88, 89], which underlined the role played by the U(1) Chern
Simons quantum field theory on a punctured 2-sphere to describe the quantum excitations
of the horizon (2000). Then, the quantization procedure was generalized by Perez, Engle,
Pranzetti and Noui [90, 91], who showed that one can reformulate the quantization in term
of the very well known quantization of a SU(2) Chern Simons quantum field theory coupled
to point like particles (2010-2011). This quantization is based on the notion of quantum
group, leading eventually to a general formula for the degeneracy of the quantum black hole
given by the so called Verlinde formula [92]. The study of its asymptotics leads to the micro
canonical entropy of the horizon. This procedure is reviewed and summarized in chapter 3.
An important ingredient was introduced by Perez, Gosh and Frodden, who derived a new
notion of local energy for the classical isolated horizon [93], allowing to go beyond the micro
canonical computation, and to define the canonical and grand canonical computation for
the entropy (2011). Based on this new way to do local physics at the horizon, a statistical
model for the quantum black hole was recently introduced [94, 95, 96], the so called “gas
of puncture” picture (2013). The quantization of spherically symmetry reduced model was
recently refined by Gambini and Pullin and the interior singularity was shown to be resolved
(2013). The computation of the entropy from spin foam models was undertaken by Bianchi
and revisited in a different ways since then. More recently, the computation of the entropy
of the isolated horizon from the group field theoretical framework was undertaken by Oriti
and collaborators [97] (2015). The entropy of the three dimensional BTZ black hole was
obtained by Geiller, Noui, Frodden and Perez [99]. Finally, the same authors computed the
entropy of the four dimensional black hole with the self dual variables by mean of an analytic
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continuation [100] (2012). This argument was justified and the construction of the analytic
continuation prescription was rigorously defined in [101] (2014), opening a new road to deal
with the reality conditions and the self dual version of LQG. Those two computations led
to the exact Bekensetin Hawking entropy supplemented with its logarithmic quantum cor-
rections, curing the fine tuning on the Immirzi parameter present in the real computation.
Those recent contributions, and many others [102, 103, 104, 105, 106, 107, 108, 109, 110],
seem to point towards the peculiar status of the self dual variables with respect to the dy-
namics and to the semi classical limit of LQG. This analytic continuation prescription is the
subject of the thesis and it will be presented in chapter 4.
Finally, from the LQC perspective, the seminal work of Bojowald [52, 53] (1999-2001) was
intensively developed by Ashtekar and collaborators, see [111, 112] for pedagogical reviews.
LQC is nowadays an independent area of research and probably the most interesting candi-
date to obtain physical predictions that could be actually tested. One of the most important
contributions was the introduction of the “improved dynamics” [113], which allows to re-
cover the usual Friedman cosmology on large scale. The LQC technics were applied to many
different cosmological settings, i.e. Bianchi and Gowdy cosmologies [114, 115, 116, 117], flat
or closed universe [118, 119], filled up with a scalar field, radiation or dust [120, 121]. From
those works, the robustness of the singularity resolution for the resulting quantum universe
(while admitting the right semi classical limit) was demonstrated [122]. More refined technics
were introduced, such as the the group theoritical quantization of isotropic loop cosmology
proposed in [123], based on the isomorphism between some phase space observables describ-
ing the isotropic universe coupled to a scalar field and the su(1, 1) Lie algebra, avoiding
quantization anomalies and factor ordering ambiguities. From the inflation point of view,
the link between the pre-inflation and inflation periods was also investigated, as well as a
general strategy to compute the cosmological perturbations on a quantum space-time. Two
major approaches were developed, i.e. the dressed metric approach due to Ashetkar, Agullo
and Nelson [124], and the so called deformed algebra approach due to Bojowald, Barrau,
Cailletaux and Grain [125, 126]. Those frameworks allowed to compute the power spectrum
of the scalars and tensorial perturbations, modified by the existence of the quantum bounce.
The probality for the quantum universe to experience a slow role inflation compatible with
the observational datas has also been investigated by Ashtekar and Sloan, and showed to be
close to one [127, 128]. Finally, some efforts were realized to generalized the quantization
strategy used in LQC, such as defining a hamiltonian for higher spin than j = 1/2 [130, 131].
Those investigations underline the highly regularization-dependent character of the dynamics
in LQC models. Recently, this generalization was used to defined a self dual LQC model
based on the very same analytic continuation which was defined in the context of black hole
physics [131]. Another model of self dual LQC appeared recently in the literature [132].
Both models recover the bouncing scenario and the right semi classical limit (2014-2015).
Finally, the way to recast LQC within the spinfoam framework was studied by Ashtekar,
Campiglia and Anderson [133] and also by Bianchi, Rovelli and Vidotto [134]. Important
efforts were also undertaken in the context of group field theory in order to reproduce the
homogenous and isotropic geometries of cosmology form the full theory [135, 136, 137, 138].
LQC represents nowadays the best window to test the loop quantization of General Relativity
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[139, 140], which explain the very large literature existing in the field. For a more detailed
discussion, see chapter 6.
This concludes our chronological overview of the researches directions in the field of Loop
Quantum Gravity.
Before closing this chronological review, we mention the very transversal line of research
which is the non commutative geometry due to Connes [141]. This program, led to impor-
tant results both for the quantum gravitational field and the standard model of particles.
Among all, it provides an very elegant mathematical construction of the whole standard
model, including the potential of the Higgs boson and the Einstein-Hilbert action, but also a
reformulation of the renormalization procedure from a rigorous mathematical point of view.
The general picture which emerges from this theory is that the complicated classification of
the particles of the standard model, with their mixing matrix and masses, is just a conse-
quence of the fundamental quantum nature of space-time. This theory has become a serious
candidate both for the theory of quantum gravity and for a unified theory of the four interac-
tions. Many other approaches exist, such as the dynamical triangulation, the twistor theory,
causal sets and other ...
Having sketch the chronological path to the theory and the general context, let us discuss
what is the subject of this thesis. With the precedent chronological review, we have seen
that the theory admits only one free parameter, i.e. the Barbero-Immirzi parameter γ. This
parameter was introduced by Barbero when trading the self dual variables for the real ones
[29]. It turns out that this parameter plays a very peculiar role in the quantum theory,
entering in the kinematical quantum predictions such as the area and volume spectrums,
the entropy of the black hole, the maximal energy density of the universe and finally in
the construction of spin foam models ... This omnipresence of γ in the quantum theory
have risen an important debate about its status and its interpretation. A quite common
interpretation is that γ should be understood as a fundamental length scale specifying the
area gap of LQG which should be fixed by some future experiments. It has been also argued
that the ambiguity related to γ is similar to the θ ambiguity present in the quantization of
Yang-Mills gauge theory [142]. This is due to the fact that the canonical transformation
which turns the complex Ashtekar variables into the real Ashtekar-Barbero variables cannot
be implemented as a unitary transformation in the quantum theory [143]. In the same
line, it has been proposed that γ could play the role of the free angular parameter of the
large gauge transformations and that it should be understood as a field and no more as a
constant [144, 145]. In the same spirit, the interpretation of γ as a field was investigated
in [146, 147, 148]. Another possible interpretation was introduced in [149, 150], where it
was shown that the presence of γ is related to the PT symmetry violation of the so called
generalized Kodama state. Moreover, it has been shown that while totally irrelevant from
the predictions of vacuum GR, the Immirzi parameter can be understood as the coupling
constant of the four-fermions interaction when the Holst action is supplemented with some
lagrangian containing fermions fields [151]. See also [152, 153] for other investigations on
the role of the Immirzi parameter in presence of fermions and some of its effects on the
cosmological scenario. Finally, it was recently argued that more than a simple coupling
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constant, the Immirzi parameter could be understand as a cut off for quantum gravity [154].
This PhD is devoted to studying another interpretation, which does not represent the
majoritary point of view, but has known important encouraging results in the past three
years. According to this point of view, the Immirzi parameter is interpreted as a regulator
in the quantum theory, which keeps trace of the non compactness of the initial gauge group
we started with, i.e. the Lorentz group. The presence of γ is due to the particular time
gauge selected in the canonical analysis, which gives a prominent role to the compact SU(2)
group [155, 156, 157]. It allows to perform the loop quantization until the construction of
the diffeo-invariant Hilbert space. However, according to the interpretation adopted in this
thesis, which is based on a series of works all pointed in the same direction [100, 101, 102, 103,
104, 105, 106, 107, 108, 109, 110], the self dual quantum theory seems to represents a better
candidate for the physical quantum theory for the gravitational field than the one based
on the real SU(2) Ashtekar-Barbero variables. In particular, the quantum theory based on
the self dual variables seems to reproduce the expected semi classical limit for black hole in
a much more satisfying way than the quantum theory based on the real Ashtekar-Barbero
variables [100, 101, 108]. From this point of view, the Immirzi parameter should be send
back at some point of the quantization program to the purely imaginary value, in order to
obtain the self dual quantum theory. Building such analytic continuation from the real to
the self dual quantum theory is the subject of this PhD. Whether one has to performed the
Wick rotation before or after imposing the dynamics is a totally open question. However, this
analytic continuation has to provide somehow a way to solve the reality conditions inherent
to the self dual theory. The task unravel in the PhD was to derive such concrete procedure
and test it on different settings, such as the entropy of quantum spherically isolated horizon,
three dimensional gravity and Loop Quantum Cosmology. This work is presented in chapters
4, 5, 6. Chapter 3 introduce the so called “gas of punctures“ model, on which we have also
worked during this PhD, and which will be used in chapter 4.
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In this chapter, we present the hamiltonian formulation of General Relativity, first in the
ADM (or second order) formalism then in the first order formalism. This exercise is of first
importance to understand the symmetries of the classical theory and therefore, to build the
quantum theory which respects those classical symmetries. In the case of General Relativity,
the canonical analysis underlines the role play by the diffeomorphism symmetry of the theory,
i.e. the background independence of General Relaltivity. The analysis is performed following
the Dirac formalism for constrained systems.
Le us first present the metric formulation of General Relativity before proceeding to the
canonical analysis.
1.1 The ADM hamiltonian formulation of General Relativity
In General Relativity, the space-time is modeled by a four dimensional differentiable manifold
V, equipped with a metric g with a Lorentzian signature (−1,+1,+1,+1) and a rule of
parallel transport ∇. We denote it by (V, g,∇). Following the seminal work by Einstein [1],
the rule of parallel transport ∇, or equivalently the space-time connection Γ is taken to be the
unique torsionless and metric compatible connection, i.e. the so called Levi Civita connection.
Under this assumption, the gravitational field is described by the Einstein-Hilbert action:
S4D =
1
2κ
∫
V
dx4
√−gR
where κ = 8piG. The only dynamical field is the four dimensional metric tensor gµν . The
Ricci scalar, build from contracting the Riemann tensor, is the only scalar leading to field
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equations involving at most second order derivative of the metric tensor. Working with the
Levi Civita connection Γ(gµν), the Ricci scalar and the Riemann tensor are both defined as:
R = gρνgσµRσρµν and [∇µ,∇ν ]vσ = Rσρµνvρ
for any vector field v = vσ∂σ in V. The Riemann tensor encodes the local curvature of
the manifold. It satisfies some geometrical identities which do not constrain the dynamics
of the metric. They arise because of the invariance under coordinate transformation of the
theory, which is a non dynamical symmetry. Those identities are called Bianchi identities
and working with the Levi Civita connection, they reduce to:
Rσρµν +Rσµνρ +Rσνρµ = 0 ∇αRσρµν +∇µRσρνα +∇νRσραµ = 0
In term of the Levi Civita connection Γ, the Riemann tensor is given by:
Rσρµν = ∂µΓ
σ
ρν − ∂νΓσρµ + ΓσλµΓλρν − ΓσλνΓλρµ
where the Levi Civita connection is totally determined by the (first derivative of the) metric
tensor:
Γσµν =
1
2
gσρ(∂µgρν + ∂νgρµ − ∂ρgµν)
It is symmetric in its two last indices which is the result of asking that torsion is vanishing.
From the Einstein-Hilbert action supplemented with some matter lagrangian Lm , i.e.:
S4D =
∫
V
dx4
√−g ( 1
2κ
R+ Lm)
one obtains the famous Einstein’s field equations which describe the dynamic of the gravita-
tional field coupled to matter:
Gµν = Rµν − 1
2
gµνR = 8piGTµν
where Gµν is the Einstein tensor and Tµν is the source of the gravitational field, i.e. the
energy momentum tensor, defined as:
Tµν =
1√−g
δLm
δgµν
The contracted second Bianchi identity leads to the “conservation law” for the Einstein
tensor ∇µGµν = 0. As explained, the Bianchi identity is a purely geometrical constraint and
does not refer to the dynamic, i.e. never we used the Einstein field equations to obtain it. The
symmetry which is behind is a non dynamical one, i.e. the invariance of the theory under
coordinates transformations. Consequently, the covariant “conservation” of the Einstein
tensor cannot be regarded as a true conservation law.
Once this conservation law has been derived, the Einstein’s field equations automatically
imply the covariant conservation law for the energy-momentum tensor∇µTµν = 0. Therefore,
contrary to the conservation of the Einstein tensor Gµν , the conservation of the energy
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momentum tensor Tµν is obtained only when the field equations, i.e. the dynamic is taken into
account. Consequently, there is a dynamical symmetry behind this conservation law which
is nothing else than the invariance of the theory under diffeomorphism [2]. Studying how the
conservation laws in General Relativity are obtained teach us that since any theory can be
formulated in a coordinate free fashion, the invariance under coordinates transformations is
dynamically empty and generates only geometrical identities which remain true whatever the
dynamic of the field is. However, the invariance under diffeomophisms is a true dynamical
symmetry which constrains the dynamic and generates the true conservation law of the
energy momentum tensor.
The fact that the theory is invariant under diffeomorphisms is usually called the back-
ground independence of General Relativity. The metric field which dictates the geometry
and the causality of the space-time has now the very same status as any field in physics.
Within this new framework, the classical fields do not propagate in space through time, i.e.
in a given space-time but they simply interact with another dynamical field, i.e. the metric
tensor. Due to the gauge invariance of the theory under diffeomorphisms, one cannot speak
about the value of a field at the point A in space-time since this field can always be pushed
forward to another point B and relabeled by a diffeomorphism which does not modify the
physical content of the theory (see the hole argument originally proposed by Einstein and
discussed in [3]). From this observation, one is led to a very unusual picture of reality, where
space-time as a fixed arena on top of which the other field live disappear to let only the
dynamical gravitational field interacts with the other fundamental fields. There is no more
a fixed background on which one can do physics. The physical reality is truly background
independent and localization in presence of gravity is purely relational.
This status of the diffeomorphims in General Relativity becomes crystal clear in the
hamiltonian formulation of the theory. We present now the first canonical analysis of Gen-
eral Relativity which was worked out in the sixties by Arnold, Deser and Misner [5]. It
unravels the true dynamical variables of the theory and the gauge symmetry under which
the theory is invariant.
The ADM hamiltonian analysis
The idea is to perform a 3 + 1 decomposition, by selecting a foliation of the four dimen-
sional space-time (V, g) into a family of space-like Cauchy hyper surfaces (Σ, g¯,K) (a world
line intersects once and only once a given Cauchy surface, g¯ is the induced three dimensional
metric on Σ while K is the second fundamental form and will be introduced later). Since they
are space-like, at each point p of any hypersurface Σ, there is a unit vector n ∈ TpV, normal
to Σ which is time-like. This means that the vector n links two events in V for which the time
interval is greater than the space interval, i.e. in our convention, ds2 = gµνn
µnν = −1 < 0.
Those kind of space-times are called the Cauchy’s development of (Σ, g¯,K) and correspond
to globally hyperbolic space-times, i.e. they are all diffeomorphe to a product Σ× R.
With this foliation, the space-time V and its tangent space at the point p can be written
as follow
V = Σ× R and TpV = TpΣ⊕ Rn
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Figure 1.1: 3+1 decomposition of the space-time into spacelike hypersrufaces Σt
evolving in “time”. Taken from [6].
Given some local coordinates {xµ} = {t, xa} on V, we obtain a basis (∂t, ∂a) ∈ TpV at any
point p ∈ V. The time evolution vector field between two Cauchy hyper surfaces Σ(t) and
Σ(t+dt) can be decomposed into its normal and its tangential part w.r.t. Σ. Its components
read
τµ =
∂xµ
∂t
= N nµ +Xµ
Requiring that τµ be timelike and future directed, it implies that N ∈ R+∗. The scalar N is
called the lapse and X ∈ Σ is a three dimensional space-like vector called the shift. A priori,
N and X can depend both on space and time.
In term of those quantities, we obtain the ADM metric:
ds2 = −N2dt2 + qab(dxa +Xadt)(dxb +Xbdt)
= (−N2 +X2)dt2 + 2Xadxadt+ habdxadxb
where hµν = gµν + nµnν is the intrisinc metric (projector) on Σ. Therefore, the four di-
mensional metric gµν is replaced by the triple (qab, N,X
a). With their associated velocities
(h˙ab, N˙ , X˙
a), they are the phase space coordinates in the ADM formalism.
In order to write the decomposition of the action under this foliation, we need to decom-
pose the Riemann tensor and therefore the covariant derivative ∇. One can show that for
two vectors (X,Y ) ∈ Σ, the covariant derivative can be decomposed as:
∇uv = Dvv +K(u, v)n
where D denotes the covariant derivative on Σ and K( , ) is a bilinear form called the
extrinsic curvature given by:
K(u, v) = g(Dun, v) = −uρvσ∇ρnσ = −uνvµhµρhνσ∇ρnσ = uνvµKµν
The tensor Kµν can be shown to be symmetric (n is an exact one-form) and can then be
written as the Lie derivative of the intrinsic metric w.r.t. the normal vector n:
Kµν = − hµρhνσ∇(ρnσ) = −
1
2
( Lnh )µν
1.1. The ADM hamiltonian formulation of General Relativity 27
Note that the indices of the extrinsic curvature can be raise and lower using only the intrinsic
metric qµν . With the precedent decomposition of the covariant derivative and due to the
symmetries of the Riemann tensor, one can split the Riemann tensor in three pieces. They
are respectively given by the Gauss, the Codazzi and the Mainardi equations and explicitly
derived in [4]:
hµαh
ν
βh
σ
γh
σ
δRµρνσ = R
(3)
αγβσ +KαβKγδ −KαδKβγ
hµαh
ν
βh
σ
γRµρνσn
ρ = DβKαγ −DγKαβ
hµαh
ν
βRµρνσn
ρnσ = LnKαβ +KαµKµβ + 1
N
DαDβN
From those three equations, one obtains the full knowledge of the components of the
Riemann tensor in term of the three dimensional covariant derivative D and the extrinsic
curvature Kµν . In particular, under this decomposition, the Ricci scalar becomes:
R = R(3) +KµνK
µν −K2 − 2∇µ[nν∇νnµ − nµ∇νnν ]
where K = Kµµ is the trace of the extrinsic curvature and R|Σ is the Ricci scalar associated
to Σ. Notice that the time derivative of the three dimensional metric qab appears only in the
terms involving the extrinsic curvature.
Plugging this decomposition into the Einstein Hilbert action, the last term will behave
as a total derivative and therefore as a boundary term that we disregard. Thus, the ADM
decomposition of the Einstein Hilbert action reads:
SEH(qab, q˙ab, N, N˙ ,Xa, X˙a) =
1
κ
∫
V
dx4
√
gR
=
1
κ
∫
R
dt
∫
Σ
dx3 N
√
q [ R(3) +KµνK
µν − (Kµµ)2 ]
=
1
κ
∫
R
dt
∫
Σ
dx3 N
√
q [ R(3) +KabK
ab − (Kaa)2 ]
where we keep only the spatial part since K0a = q0bqacKbc = 0. The conjugate momentums
to the three dimensional metric qab, the lapse N and the shift Na are respectively given by:
Pab =
∂L
∂q˙ab
=
∂L
∂Kab
∂Kab
∂q˙ab
+
∂L
∂K
∂K
∂q˙ab
=
1
κ
√
q( Kab − qabK)
P =
∂L
∂N˙
= 0
Pa =
∂L
∂X˙a
= 0
We conclude that the lapse N and shift Xa are non dynamical fields. In the terminology
of Dirac, N˙ and X˙a are the primary inexpressible velocities which make the lagrangian of
General Relativity singular. We will see that the diffeomorphism invariance of the theory
generates this singular behaviour.
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The only true dynamical field is the intrinsic metric qab of the Cauchy hypersurface Σ.
Using that:
PabP
ab =
√
q (KabK
ab +K2) P 2 = 4
√
qK2
1
κ
N
√
q [ R|Σ +KabKab − (Kaa)2 ] = 1
κ
N
√
q R|Σ + 1
2
[ P abq˙ab − (LXq)ab]
we obtain the following action:
SEH(qab, q˙ab, N, N˙ ,Xa, X˙a) =
1
κ
∫
R
dt
∫
Σ
dx3 N
√
q { R|Σ +KabKab − (Kaa)2 }
=
∫
R
dt
∫
Σ
dx3 { P abq˙ab − (LXq)ab − N
κ
√
q
( P abPab − 1
2
P 2 + R|Σ) }
Therefore, we see that the lapse N plays the role of a Lagrange multiplier. Finally, we
know that the conjugate momentums of the laps N and the shift Xa vanish. We need to
introduce them, enforcing in the same time their vanishing behaviour through two additional
constraints generated by the two news Lagrange multipliers λ and λa:
SEH =
∫
R
dt
∫
Σ
dx3{ P abq˙ab + P aX˙a + PN˙ − [ XaHa +N H + λC + λaCa] }
The Poisson bracket between the canonical conjugated variables (qab, P
ab) reads:
{ P ab(x), qcd(x′) } = κδa(cδbd)δ3(x, x′)
and the constraints are respectively given by:
Ha = −(LXP )ab
H =
N
κ
√
q
( P abPab − 1
2
P 2 + R|Σ)
C = P
Ca = Pa
Ha and H are called respectively the vectorial and the Hamiltonian constraints. We can now
give the explicit form of the ADM Hamiltonian of General Relativity, which reads:
HADM = P
abq˙ab + P
aX˙a + PN˙ − LADM
= XaHa +N H + λC + λaC
a
In the Dirac terminology of the constrained systems, those four precedent constraints
are the primary constraints of General Relativity. In order to have a consistent hamiltonian
formulation, the constraints C ' 0 and Ca ' 0 have to be preserved under the hamiltonian
evolution. Therefore, we compute the Poisson bracket between respectively C and Ca and the
Hamiltonian HADM . Smearing the two constraints C and Ca respectively with a smearing
function f and a smearing vector field fa, we obtain the secondary constraints:
C˙(f) = { C(f), HADM } = H(f) C˙a(fa) = { Ca(fa), HADM } = Ha(fa)
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where H(f) and Ha(f
a) are respectively the smeared hamiltonain constraint and the smeared
vectorial constraint. Asing that C˙(f) ' 0 and C˙a(fa) ' 0, which is required for consistency,
we see thatH(f) andHa(f
a) have to vanish. Therefore, the hamiltonian of General Relaitivty
HADM is nul. This is characteristic of system invariant under reparametrization of time, such
as the free particle [2]. Finally, studying the evolution of the secondary constraints, one can
show that it do not generate tertiary constraint. The hamiltonian analysis of the theory is
complete.
The algebra of the constraints (see [7] for further details and explicit computations) reads:
{ ~H(~f), ~H(~g) } = −κ ~H(L~f ~g)
{ ~H(~f), H(g) } = −κH(L~f g)
{ H(f), H(g) } = −κ ~H( ~X(f, g, q))
where Xa(f, g, q) = qab(f∂bg − g∂bf). It is called the hypersurface deformation algebra. We
observe that the two primary constraints H and ~H are first class constraints, i.e. they form
a close algebra. We expect therefore that H and ~H are the generators of some fundamental
symmetries of the theory. However, contrary to usual gauge field theory based on a Lie group,
the algebra of constraints does not form a Lie algebra since the Poisson brackets between
first class constraints lead to structure functions and not structure constants.
Finally, one can compute for instance the Poisson bracket between the hamiltonian con-
straint H(N) and the momentum Pab. This will clarify the role play by the diffeomorphisms
group in General Relativity. After a quite long computation [7], a brave student obtains:
{ H(N), Pµν } = qµνNH
2
−N√q[qµρqνσ − qµσqνρ]Rρσ + LNnPµν
Since the hamiltonian constraint is a first class constraint, we expect that it generates a
symmetry on the constrained phase space. Indeed the last term in the precedent expression
is the infinitesimal change of Pµν under a diffeomorphism along the unit vector n normal to
the three dimensional surface Σ. However, one can safely identify the hamiltonian constraint
as the infinitesimal generator of the “time” diffeomorphisms only if the vacuum Einstein
equations are satisfied Rρσ = 0 and if H = 0, i.e. in a weak sense. This symmetry refers
only to the physical trajectories of the phase space. Therefore, the diffeomophism invariance
of the theory is a dynamical symmetry, i.e. it constraints the equations of motion. This is
in contrast with the invariance under coordinate transformation, which is a non dynamical
symmetry, it do not refers to the equations of motion of the theory.
The vectorial constraint Ha and the hamiltonian constraint H are therefore the generators
of the infinitesimal diffeomophisms, respectively along a spatial direction in Σ and along the
normal vector n to Σ. This is obvious form the following Poisson brackets, evaluated on
shell, i.e. for Rµν = Ha = H = 0.
{ H(N), Pab } ' LNnPab { H(N), qab } ' LNnqab
{ Hc(Xc), Pab } ' LXcPab { Hc(X), qab } ' LXqab
This conclude our presentation of the ADM hamiltonian formulation of General Relativity.
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Having a proper hamiltonian formulation of General Relativity, one can try to build
the quantum theory from this classical phase space. Unfortunately, in this formulation, the
hamiltonian constraint which generates the dynamics (i.e. which is a gauge transformation
in this case) is highly non trivial. Following the Dirac quantization program, one first builds
a representation of the quantum algebra generated by the canonical variables transformed
into operators (Pˆ ab, qˆab). Having the Hilbert space structure, one then imposes the first
class constraints as operators on the quantum states. This last step extracts the physical
quantum states from the whole set of quantum states present in the initial Hilbert space.
Those physical states are the ones which respect the symmetries of the theory.
However, because of the highly non trivial character of the scalar constraint, no one
has ever succeeded to build a quantum theory from this second order phase space. There is
obviously many ways to build a quantum operators corresponding to the scalar constraint and
this leads to important ordering ambiguity when defining the hamiltonian quantum operator.
There are some interesting solutions in symmetry reduced models, where the scalar constraint
simplifies drastically, but a full quantum theory from the ADM phase space has so far eluded
us.
It is therefore natural to look for another formulation of General Relativity in order to
have a proper classical theory from which we can launch the quantization program. One way
to obtain such formulation is to use the so called first order formalism, which provide the
mathematical tools to reformulate General Relativity in terms of connection (and vielbein)
just as in Yang Mills theories.
1.2 From second order to first order formalism
We present now this first order formalism on which the rest of the manuscript is based. See [8]
for a pedagogical introduction. The general idea is to trade the structure of a differentiable
manifold V in order to describe the space-time, to a new structure which is a given G-
principal bundle used in Yang Mills gauge theories, where G is the Lorentz group SO(3, 1).
The fundamental metric tensor field gµν is traded for the couple of fields (e
I , ωIJ) which
are respectively the tetrad one form and the spin connection one form. The field equations
which were second order in term of the metric tensor become first order equations. The shift
form the second order to the first order formalism makes closer the treatment of General
Relativity to the one of Yang Mills gauge theories.
Let us introduce this structure in a more physical way. As noted by Einstein, in a
free falling laboratory which is small enough and for experiments which last short enough,
the experimental results will be indistinguishable from the one performed in absence of
gravity. This is the essence of the equivalence principle. Therefore, in this small neighborhood
represented by the laboratory, the laws of physics are the one valid in Minkowski space, i.e.
Lorentz invariance. We conclude that locally, space-time is Lorentz invariant. Space-time
can then be understood as a smooth manifold V. At each point p ∈ V, there is a tangent
space denoted Tp equipped with the Minkowski metric ηIJ . This tangent space represents
an approximation of V in a small enough neighborhood of p. We can therefore transform
vectors, forms and tensors in Tp into their counterparts in V. To do so, we introduce the
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vielbein (or soldering form) eI . This is a linear map which transforms locally an orthonormal
coordinates system in Minkowski, denoted zI , into a system of local coordinate xµ in an open
neighborhood of p ∈ V:
eIµ =
∂zI
∂xµ
dzI = eIµdx
µ
The new object transforms as a covariant vector (one form) under space-time diffeomorphism
on V, and as a contravariant vector under local Lorentz transformations of Tp. The one-one
correspondence between vectors from Tp to V can be extended to tensors. In particular, one
can write the infinitesimal space-time length ds2 as:
ds2 = ηIJdz
IdzJ = ηIJe
I
µe
J
ν dx
µdxν = gµνdx
µdxν whence gµν = e
I
µe
J
ν ηIJ
Therefore, the metric tensor is no more a fundamental object and can now be seen as a
composite object. The fundamental ingredient is the vielbien eIµ. Since a local Lorentz
transformation does not affect the Minkowski metric, it also does not affect the metric gµν
describing the geometry in the neighborhood of p in V.
ds2 = ηIJdz
IdzJ = ηIJΛ
I
M (x)Λ
J
N (x)e
M
µ e
N
ν dx
µdxν = ηMNe
M
µ e
N
ν dx
µdxν = gµνdx
µdxν
Since gµν is not affected by a local Lorentz transformation contrary to the vielbein e
I
µ, we
conclude that the vielbein has more independent components than the metric. Indeed, while
the metric, which is a symmetric tensor of rank 2, has 10 components (in four dimensions),
the vielbein has 16 components. The 6 additional components refer to the 6 possible Lorentz
transformations, i.e. the 3 rotations and the 3 boosts of the Lorentz group. They underline
the infinite possible reference frames in Tp that one can choose. Therefore, for one given
metric tensor, there is infinitely many vielbeins which reproduce this metric tensor.
Since we have now an independent action of the Lorentz group at each space-time point
p ∈ V on tensors in Tp, it would be natural to ask for a covariant derivative under those local
Lorentz transformation, just as in any gauge theories. As usual, the construction of this
covariant derivative implies the introduction of a new gauge field, i.e. the Lorentz connection
ωIJ . It is usually called the “spin connection” since it arises naturally when dealing with
spinors. Its action on a vector vI = vIµdx
µ ∈ Tp reads:
DvI = dvI + ωIJ ∧ vJ = (∂[µvIν] + ωIJ[µ vν] J)τI dxµ ⊗ dxν
In order to have a Lorentz covariant derivative, the connection has to transformed as follow
under local Lorentz transformations:
ωIJ µ(x)→ ω′IJ µ(x) = ΛIJ(x)Λbd(x)ωcd µ(x) + ΛIJ(x)∂µΛbc(x)
This is the usual transformation rule for a connection. The spin connection defines therefore
the parallel transport between Lorentz tensors in the tangent spaces, i.e. between neighboring
points x and x+dx. For the moment this connection is totally independent form the vielbien
field. When the metric compatibility condition is required, the two fields are now more
independent :
DeI = 0 whence the symmetric part gives ∂µeIν + ωIµ JeJν − ΓσµνeIσ = 0
32
Chapter 1. Hamitonian formulation of General Relativity : from the ADM to
the Ashtekar phase space
where D is the covariant derivative with respect to the Lorentz indices and the space-time
indices, involving both the spin connection and the space-time connection. Therefore, the
two connection are not independent.
Now that we have the two fundamental building blocks of the first order formalism, let
us introduce some related objects. By taking the covariant derivative of the vielbein and the
spin connection, one obtain the so called torsion and curvature two forms:
T I = DeI = deI + ωIJ ∧ eJ and F IJ = DωIJ = dωIJ + ωIM ∧ ωMJ
Those two objects satisfy the two Cartan equations which are purely geometric identities:
DT I = F IJ ∧ eJ and DF IJ = 0
The second equation is called the Bianchi identity. It does not restrict the class of connec-
tions but implies that taking successive derivative of the curvature F IJ does not generate
new independent tensors. When constructing a general action for gravity (geometry), one
has to respect the Lorentz invariance required to implement the equivalence principle. There-
fore, the lagragian four form has to be a Lorentz scalar w.r.t its internal indices. In order
to construct such scalar from the vielbein and the spin connection, one can only use the
Minkowski metric ηIJ and the totally antisymmetric tensor IJKL in order to contract and
raise or lower the internal indices. Therefore the building blocks that one can use to build a
general Lorentz invariant four form are:
eI ωIJ T I F IJ ηIJ IJKL
In four dimension, one can build the following action:
S4D =
∫
V
IJKL( e
I ∧ eJ ∧ FKL + Λ eI ∧ eJ ∧ eK ∧ eL )
This is precisely the first order version of the Einstein-Hilbert action supplemented with a
non vanishing cosmological constant term. It is usually called the Einstein-Palatini action.
Up to topological term, this is the only action for gravity in four dimensions. To this action,
one can add four different terms which do not change the field equations, i.e. the Euler term,
the Pontryagin term, the Nieh Yan term and finally the Holst term [9]. There are respectively
given by:
IJKLF
IJ ∧ FKL F IJ ∧ FIJ T I ∧ TI − eI ∧ eJ ∧ FIJ eI ∧ eJ ∧ FIJ
The field equations of General Relativity in the first order formalism can be derived from
the Einstein-Palatini action [10]. Let us assume for simplicity that the cosmological constant
is vanishing, i.e. Λ = 0. The variations of this action w.r.t. the vielbein and the spin
connection give:
δS4D =
∫
V
IJKL ( 2 δe
I ∧ eJ ∧ FKL −D(eI ∧ eJ) ∧ δωKL )
= −2
∫
V
IJKL ( e
J ∧ FKL ∧ δeI + eI ∧ T J ∧ δωKL )
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The field equations are therefore given by:
IJKL e
J ∧ FKL = 0 IJKL eK ∧ TL = 0
The last equation implies that the torsion field is vanishing, selecting therefore the unique
torsionless connection, i.e. the Levi Civita connection ωLC . Once this equation has been
solved, the first equation reduces to the usual vacuum Einstein equation Rµν = 0. Therefore,
this formulation of gravity in terms of vielbein and spin connection leads to General Rela-
tivity. However, contrary to what happen in the second order formalism, General Relativity
is obtained only on shell, i.e. when the torsionless equation has been solved and assuming
an invertible vielbein.
Performing the canonical analysis of the Einstein-Palatini action is rather involved since
it involves second class constraints. those second class constraints relate some components
of the spin connection to some components of the vielbein. Once solved, one ends up with
the ADM phase space written in term of the vielbein. Therefore, nothing new appears from
this formulation except that now, a new first class constraint shows up, which encodes the
Lorentz gauge invariance of the theory, i.e. the Gauss constraint.
In order to simplify the first class constraints of General Relativity, in view of the quantum
theory, one has to go further. We present now the classical Ashtekar’s formulation of General
Relativity, which provides such simplification. This is the starting point for the quantization
program of Loop Quantum Gravity.
1.3 The Ashtekar’s hamiltonian formulation of General Rel-
ativity
Following the work by Sen [11], Ashtekar realized in 1986 that one can formulate General
Relativity in terms of the self dual part of the spin connection [12, 13], i.e. a complex
SL(2,C) connection, and its self dual conjugated momenta. The point of performing this
reformulation of General Relativity in terms of complex variables was to remove the second
class constraints. When proceeding to the canonical analysis of the self dual action, one
obtains immediately the first class constraints of self dual gravity, which turns out to be
much simpler than the one of the ADM approach. The Gauss constraint, which enforces now
the SL(2,C) internal gauge symmetry, and the vectorial constraint Ha, remain the same
but the scalar constraint becomes now polynomial in the canonical variables. Within those
complex variables, General Relativity was formulated in a very closed form of an SL(2,C)
Yang Mills theory. This reformulation opened the hope of applying the Dirac quantization
program to General Relativity. We briefly present this self dual phase space at the end of
this chapter.
The new canonical variables were obtained by a canonical transformation on the ADM
phase space. Those variables being complex valued, one had to impose reality conditions in
order to recover real General Relativity (i.e. a real metric). Unfortunately, the complexity
which disappear from the scalar constraint reappeared in those reality conditions which are
highly non trivial. Up to now, no one knows how to deal with them at the quantum level.
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In order to circumvent those reality conditions and begin the quantization program, one
is led to look for another class of canonical transformations which does not generate reality
conditions. Such real canonical transformations were proposed by Barbero [14] and studied
by Immirzi [15]. Those canonical transformations, labeled by a real parameter γ (the so
called Barbero Immirzi parameter) lead also to a similar phase space but without the need
of imposing any reality conditions. The drawback of this second approach was that the
simplification of the hamiltonian constraint obtained by the initial Ashtekar canonical trans-
formation was lost. However, one could start the quantization program of Dirac and obtain
the kinematical Hilbert space using the techniques of LQG discussed in the next chapter.
This Ashtekar-Barbero family of phase spaces, labelled by γ are therefore crucial to begin
the quantization of General Relativity a la loop. The Ashtekar-Barbero canonical transfor-
mation consists in trading the canonical variables from the ADM phase space (qab, P
ab) into
first order canonical variables:
( Kia, E
a
i ) → ( γKia, Eai ) → ( Aia, Eai )
where the indices a and i run over {1, 2, 3}. The internal indice i is an su(2)-Lie algebra
indice. Aia is the SU(2) Ashtekar Barbero connection and E
a
i is its canonically conjugated
momenta, called the electric field.
Before presenting the Holst action and its hamiltonian analysis, let us explicit this canon-
ical transformation, its infinitesimal generator and mention some of its properties. Starting
from the extrinsic curvature Kib = e
iaKab, the first canonical transformation reads:
γK =
∞∑
n=0
(log γ)n
n!
{K,C}n
where C =
∫
KiaE
a
i and {K,C}0 = K and {K,C}n+1 = {{K,C}n, C}. Then a translation
of Γ, generated by the phase space function F = 1γ
∫
Σ Γ
i
aE
a
i , leads to the Ashtekar-Barbero
connection:
A = Γ + γK
As explained earlier, the initial connection proposed by Ashtekar is complex. Starting
from the real Ashtekar-Barbero connection with γ = 1, one can obtain the initial complex
connection by using the same generating functional C =
∫
KiaE
a
i in order to write:
CA =
∞∑
n=0
−(ipi/2)n
n!
{A,C}n = Γ− iK
Since this infinitesimal generator C was originally introduced by Thiemann [16] in order to
build a Wick rotation from the quantum theory based on the real variables to the one based
on the complex variables, it has been called the complexifier. It appears also in some coherent
states technics under the name of the “coherent state transform”.
The canonical transformation induced by the infinitesimal generator C is given by:
Uγ : (A,E)→ (Aγ , Eγ) where Uγ(A) = γA+ (1− γ)Γ U(E) = 1
γ
E
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This is this map which was studied by Barbero. For γ = ±i, this transformation reduces
to the one originally proposed by Ashtekar when he introduced the self dual variables. This
map is a canonical transformation and therefore, it is expected to be implemented unitarily
in the quantum theory. However, this expectation turns out to be false, as shown in [17].
This implies that for different values of γ, the quantization of the real Ashtekar-Barbero
phase space leads to inequivalent quantum theories, with different predictions.
Having mention this important point, let us pursue and present the Holst action and
the resulting Ashtekar-Barbero phase space which represents the starting point of the loop
quantization.
A bit after the introduction of the complex Ashtekar’s variables, Samuel [18], Smolin and
Jacobson [19, 20] discovered independently that one can recover this complex formulation of
gravity by using the self dual part of the first order Einstein-Palatini action. Finally, Holst
realized that one can derived the real Ashtekar-Barbero phase space from the so called Holst
action [21]. This action is equivalent to General Relativity at the classical level and differs
only by a topological term called the Holst term. The Holst action reads:
SH(e, ω) =
1
4
∫
V
1
2
IJKL e
I ∧ eJ ∧ FKL(ω) + 1
γ
eI ∧ eJ ∧ FIJ(ω)
=
1
4
∫
V
(
1
2
IJKL +
1
γ
ηIKηJL ) e
I ∧ eJ ∧ FKL(ω)
where γ is the Barbero-Immirzi parameter, and F (ω) = Dω = dω+ω∧ω is the curvature
of the spin-connection. The internal indices I ∈ {0, 1, 2, 3} are raised and lower with the
Minkowski metric ηIJ . The second term of the first line is the Holst term which reduces to:
eI ∧ eJ ∧ FIJ(ω) = eIµeJνFIJ ρσvol
= eIµe
J
νFIJ ρσ e 
µνρσ dx0 ∧ dx1 ∧ dx2 ∧ dx3
= µνρσRµνρσ
√
g dx0 ∧ dx1 ∧ dx2 ∧ dx3
where e =
√
g are respectively the determinant of the tetrad and the square root of the
determinant of the metric tensor. vol =
√
g dxµ ∧ dxν ∧ dxρ ∧ dxσ is the four volume form
on which we integrate.
The equation of motion for the fields e and ω are given by:
δSH(e, δω) =
∫
V
(
1
2
IJKL +
1
γ
δ[I|J |K]L ) eI ∧ eJ ∧D (δωKL)
= −
∫
V
(
1
2
IJKL +
1
γ
δ[I|J |K]L ) D(eI ∧ eJ) ∧ δωKL
= −2
∫
V
(
1
2
IJKL +
1
γ
δ[I|J |K]L ) T I ∧ eJ ∧ δωKL
Therefore the equation of motion derived from the variation according to ωIJ is:
(
1
2
IJKL +
1
γ
δ[I|J |K]L ) T I ∧ eJ = 0 whence T I ∧ eJ = T IµνeJρ dxµ ∧ dxν ∧ dxρ = 0
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since the term in parenthesis never vanishes. After contracting with eσJ , this reduces to:
T Iµν = 0 whence ω = ω
LC
Therefore, the first equation implies that torsion vanishes and the spin connection is the
unique metric compatible torsionless connection, i.e. the Levi Civita connection: ωLC . Plug-
ging this solution into the Holst action, the second term vanishes (on shell) by virtue of the
first Bianchi identity that one can express as: µνρσRµνρσ(ω
LC) = 0. Finally, varying the
equation of motion according to the tetrad eI , one has:
IJKL e
J ∧ FKL = 0 (1.1)
Therefore, we obtain the usual first order Einstein field equations from the Holst action.
Notice that the Immirzi parameter simply drops out from the classical theory and therefore,
won’t have any impact on the classical predictions of the theory.
Hamiltonian analysis in the time gauge
Let us proceed to the hamiltonian analysis of the Holst action. (A detailed computation
is presented in [22] in the euclidean case). The first step is to proceed to a 3+1 decomposition
of the space-time indices and of the internal indices. The 3 + 1 decomposition of the space-
time indices corresponds to a foliation of the four dimensional space-time V into a family of
spacelike hypersurfaces Σ which evolve in time. The split of the internal indices is crucial in
order to impose the gauge fixing which will simplify the canonical analysis. The real SU(2)
Ashtekar Barbero phase space is obtained by imposing that the pull back of the tetrad
components e0 to the spacelike hypersurface Σ is zero, i.e. e0← = 0 or e
0
a = 0. This gauge,
called the time gauge, reduces the non vanishing pieces of the 4× 4 matrix of the tetrad eIµ,
which transforms under SO(3, 1), to the 3×3 matrix eia which transforms under SU(2), plus
the lapse e00 and the shift e
i
0. The indices i and a run over {1, 2, 3}. This gauge choice selects
therefore the compact subgroup SU(2) from the initial non compact Lorentz group SO(3, 1).
Under this gauge fixing, the different components of the tetrad one form field read:
e0µdx
µ = e00dx
0 + e0adx
a = Ndx0 and eiµdx
µ = ei0dx
0 + eiadx
a = N idx0 + eiadx
a
where we have use the notation: N = e00 and N
i = Naeia. The scalar N is the lapse function
and the vector Na is the shift vector. Let us perform the 3 + 1 splitting of the action:
SH =
1
4
∫
V
(
1
2
µνρσIJKL e
I
µe
J
νF
KL
ρσ +
1
γ
µνρσeIµe
J
νFIJ ρσ ) dx
0 ∧ dx1 ∧ dx2 ∧ dx3
=
1
4
∫
V
µνρσ ( ijke
0
µe
i
νF
jk
ρσ + ijke
i
µe
j
νF
0k
ρσ +
2
γ
e0µe
i
νF0i ρσ +
1
γ
eiµe
j
νFij ρσ ) dx
4
=
1
4
∫
abc{ 2eiaejb(ijkF 0k0c +
1
γ
Fij 0c) + 2N
ieja(ijk F
0k
bc +
1
γ
Fij bc ) +Ne
i
a(ijkF
jk
bc +
2
γ
F0i bc )}dx4
=
1
2
∫
V
abc{ ijkeiaejb(F 0k0c +
1
γ
F k0c) +N
iejaijk ( F
0k
bc +
1
γ
F kbc ) +Ne
i
a(Fi bc −
1
γ
F 0i bc )}dx4
=
∫
V
{ LC + LV + LS }dx4
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where we have used the convention 0ijk = 1 and 
0abc = 1. In the last line, we have used
the condensed notation for the curvature: F kµν =
1
2
k
ijF
ij
µν . We see already that the time
derivatives only appear in the first term, where we have F0c.
Now, we introduce the condensed form of the spin connection:
ωijµ = 
ij
kω
k
µ
ωkµ = δ
k
k′ω
k′
µ =
1
2
kijk′
ijωkµ =
1
2
kijk′
ijωk
′
µ =
1
2
kijω
ij
µ
The curvature of the spin connection F IJ is given by:
F IJµν = ∂µω
IJ
ν − ∂νωIJµ + ωIMµ ων MJ − ωIMν ωµ MJ
and can be decomposed as:
F 0iµν = ∂µω
0i
ν − ∂νω0iµ + ω0jµ ων ji − ω0jν ωµ ji
= ∂µω
0i
ν − ∂νω0iµ + ω0jµ kjiων jk − ω0jν kjiωkµ
= ∂µω
0i
ν − ∂νω0iµ + ikj ω0jµ ων jk − ikjω0jν ωkµ
= ∂µω
0i
ν − ∂νω0iµ + (ων × ω(0)µ )i − (ωµ × ω(0)ν )i
F ijµν = ∂µω
ij
ν − ∂νωijµ + ωimµ ων mj − ωimν ωµ mj + ωi0µ ων 0j − ωi0ν ωµ 0j
= ijk (∂µω
k
ν − ∂νωkµ) + imkk′mj(ωkµωk
′
ν − ωkνωk
′
µ ) + η00 ω
i0
µ ω
0j
ν − η00 ωi0ν ω0jµ
= ijk (∂µω
k
ν − ∂νωkµ) + ηpkηqjmipmk′q(ωkµωk
′
ν − ωkνωk
′
µ ) + ω
0i
µ ω
0j
ν − ω0iν ω0jµ
= ijk (∂µω
k
ν − ∂νωkµ) + ωjµωiν − ωjνωiµ + ω0iµ ω0jν − ω0iν ω0jµ
= ijk (∂µω
k
ν − ∂νωkµ)− ijk(ωµ × ων)k + ijk(ω(0)µ × ω(0)ν )k
Finally, we have that:
F kµν =
1
2
kijF
ij
µν = ∂µω
k
ν − ∂νωkµ − (ωµ × ων)k + (ω(0)µ × ω(0)ν )k
We have therefore the different components of the curvature which enter in the 3 + 1 decom-
position of the action. Using those results, the first term in the decomposition of the Holst
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action reads:
LC =
1
2
abc ijk e
i
ae
j
b{ ∂0(ω(0)c +
1
γ
ωc) − ∂c ω(0)0 + ωc × ω(0)0 − ω0 × ω(0)c
− 1
γ
∂c ω0
1
γ
ω0 × ωc + 1
γ
ω
(0)
0 × ω(0)c }k
= Ec. ∂0A˜c +
1
γ
ω0.[ ∂cE
c − γ(ω(0)c +
1
γ
ωc)× Ec ] + ω(0)0 .(∂cEc − ωc × Ec)
+
1
γ
ω
(0)
0 .(ω
(0)
c × Ec)
= Ec. ∂0A˜c +
1
γ
ω0. G+ ω
(0)
0 .φ−
1
γ2
ω
(0)
0 .(G− φ)
= Ec. ∂0A˜c +
1
γ
α. G+ (1 + γ−2)ω(0)0 . φ
Therefore, the dynamical variables of the theory are given by the su(2)-connection A˜ia and
the so called electric field Eai . They are the canonical conjugated variables of the theory and
read:
A˜ia = ω
(0)i
a +
1
γ
ωia E
a
i =
1
2
abc ijk e
j
be
k
c
The components ω
(0)
0 and ω0 of the spin connection, (or equivalently the combination α),
turn out to be Lagrange multipliers which enforce the primary constraints G and φ. The
expression of those constraints and of the Lagrange multiplier α are given by:
G = ∂cE
c − γA˜c × Ec
φ = ∂cE
c − ωc × Ec
α =
1
γ
(ω0 − 1
γ
ω
(0)
0 )
The very last term of the third line is obtained by noticing that:
ω(0)c × Ec = −
1
γ
(G− φ)
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The second term can be computed as follow :
2LV = ijkN
deide
j
a
abc{ ∂b(ω(0)c +
1
γ
ωc)− ∂c(ω(0)b +
1
γ
ωb) + ωc × (ω(0)b +
1
γ
ωb)
− (ωb − 1
γ
ω
(0)
b )× ω(0)c }
= ijkN
deide
j
a
abc.{ ∂bA˜c − ∂cA˜b + γA˜c × A˜b − γ(ω(0)c +
1
γ
ωc)× A˜b
+ ωc × A˜b − (ωb − 1
γ
ω
(0)
b )× ω(0)c }
= ijkN
deide
j
a
abc.{ ∂bA˜c − ∂cA˜b + γA˜c × A˜b − ω(0)c × (ωb −
1
γ
ω
(0)
b − γA˜b) }
= 2 N bEc.{ ∂bA˜c − ∂cA˜b + γA˜c × A˜b − ( 1
γ
− γ)ω(0)c × ω(0)b }
= 2 N b{ Ec. (∂bA˜c − ∂cA˜b + γA˜c × A˜b) + ( 1
γ
− γ)ω(0)b . (ω(0)c × Ec) }
= 2 N b{ Ec. (∂bA˜c − ∂cA˜b + γA˜c × A˜b) + (1− 1
γ2
)ω
(0)
b . (G− φ )}
= 2 N b Hb
Therefore, as expected, the vector shift N b turns out to be also a Lagrange multiplier en-
forcing the constraint Hb. The last term in the action can be computed as follow:
2LS = N
abcea.{ ∂bωc − ∂cωb − ωb × ωc + ω(0)b × ω(0)c
− 1
γ
( ∂bω
(0)
c − ∂cω(0)b + ωc × ω(0)b − ωb × ω(0)c )}
= Nabcea.{ Rbc(ω) + ω(0)b × ω(0)c −
1
γ
[ ∂b(ω
(0)
c +
1
γ
ωc)− ∂c(ω(0)b +
1
γ
ωb)
− γ( ω(0)b +
1
γ
ωb)× (ω(0)c +
1
γ
ωc) ] +
1
γ2
(∂bωc − ∂cωb)
− ( ω(0)b +
1
γ
ωb)× (ω(0)c +
1
γ
ωc)− 1
γ
ωc × ω(0)b +
1
γ
ωb × ω(0)c }
= N
Eb × Ec√
detE
.{ −1
γ
(∂bA˜c − ∂cA˜b − γA˜b × A˜c) + (1 + 1
γ2
)Rbc(ω) }
In the precedent expressions, we have used different formulas relating the tetrad eia and the
electric field Eai . The very first step to derive those formulas is to note that for an n × n
matrix B, its determinant can be written as:
det(B) =
1
n!
a.....b 
c......d Bac .........B
b
d
Therefore, using the determinant of the 3×3 tetrad matrix and the expression of the electric
field resulting from the Holst action decomposition, we have:
det(e) =
1
3!
ijk 
abc eiae
j
be
k
c E
c
k =
1
2
ijk 
abc eiae
j
b whence E
c
k =
1
2
det(e) eck =
1
2
√
det(q) eck
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where
√
det(q) is the determinant of the three dimensional induced metric on the space-like
hyper surfaces of the foliation. From those expressions, it is straitforward to show that:
eia =
abc
ijkEbjE
c
k
2
√
det(E)
abceia =
ijkEbjE
c
k√
det(E)
ijke
i
ae
j
b = det(e)abce
c
k
We have now all the pieces the write the 3+1 decomposition of the Holst action:
SH =
∫
V
{ Ec. ∂0A˜c + 1
γ
α. G+ (1 + γ−2)ω(0)0 . φ+N
a Ha +N H }
where the constraints are given by:
φ = ∂cE
c − ωc × Ec
G = ∂cE
c − γA˜c × Ec
Ha = E
c. (∂bA˜c − ∂cA˜b + γA˜c × A˜b) + (1− 1
γ2
)ω
(0)
b . (G− φ )
H =
Eb × Ec
2
√
detE
.{ −1
γ
(∂bA˜c − ∂cA˜b − γA˜b × A˜c) + (1 + 1
γ2
)Rbc(ω) }
All those constraints are primary constraints. In order to have a proper Gauss constraint
G as in Yang Mills theories, we have to trade the connection A˜ for the connection A = −γA˜.
Under this change of variable, the precedent constraints become:
φ = ∂cE
c − ωc × Ec
G = ∂cE
c +Ac × Ec
Hb =
1
γ
Ec. (−∂bAc + ∂cAb +Ac ×Ab) + (1− 1
γ2
)ω
(0)
b . (G− φ )
H =
Eb × Ec
2
√
detE
.{ − 1
γ2
(−∂bAc + ∂cAb +Ac ×Ab) + (1 + 1
γ2
)Rbc(ω) }
Finally, one can rewrite this set of constraints:
φ = ∂cE
c − ωc × Ec ' 0
G = ∂cE
c +Ac × Ec ' 0
Hb ' 1
γ
Ec. Fcb(A) ' 0
H =
1
2γ2
Eb × Ec√
detE
.{ Fbc(A) + (1 + γ2)Rbc(ω) } ' 0
where Fab(A) is the curvature of the final connection A. Therefore, the true canonical
conjugated variables are given by:
Aia = −(γω(0)ia + ωia) Eai =
1
2
abc ijk e
j
be
k
c
The real su(2) connection Aia is called the Ashtekar-Barbero connection. The theory can
be formulated with the dynamical variables Aa and E
a, and the Lagrange multipliers N ,
Na, ω
(0)i
0 and ω0. However, from the point of view of the canonical analysis, ωa has to be
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regarded as a dynamical variable too, since it appears as quadratically in the constraints.
We need to introduce its conjugated momenta pia, enforcing in the same time its vanishing
through a new constraint associated to the Lagrange multiplier λa. The hamiltonian reads
therefore:
Htot = −
∫
Σ
{ 1
γ
α. G+ (1 + γ−2)ω(0)0 . φ+N
a Ha +N H + λapi
a }
For the moment, we have two couple of conjugated variables, each one having 18 com-
ponents. There is therefore 36 components. Those components are related through the
Gauss constraint Gi (3 equations), the second class constraint φi (3 equations), the vectorial
constraint Ha (3 equations), the hamiltonian constraint H (1 equation) and finally by the
constraint piai ' 0 (9 equations). Contrary to the second class constraints φ and pia ' 0, the
first class constraints G, Ha and H generate symmetries. We need therefore to count them
twice in order to take into account all the constraints. Thus, the total number of constraints
is: nC = 2nF + nS = 2 × 3 + 2 × 3 + 2 × 1 + 3 + 9 = 26 constraints. At this step, only
10 components among the initial 36 remain independent. One can show that that the set
of constraints G, φ, Ha and H do not generate secondary constraints. The last step is to
impose the stability of the constraint pia ' 0 during the hamiltonian evolution. This will
generate 6 secondary constraints. Those constraints, which are second class, are obtained by
computing the hamiltonian evolution of pia:
pia = {pia, Htot} = −
∫
Σ
{pia, (1 + γ−2)ω(0)0 . φ+NH}
= −
∫
Σ
{pia, (1 + γ−2)ωb.(ω(0)0 × Eb) +
1
2
(1 + γ−2)Ndbced. (∂bωc − ∂cωb − ωb × ωc)}
= −(1 + γ−2)
∫
Σ
( ω
(0)
0 × Ea +Ndac( ∂ced − ωc × ed ) + daced ∂cN)
Therefore, we obtain the following constraint:
ω
(0)
0 × Ea +Nacd( ∂ced − ωc × ed ) + acded ∂cN ' 0
From the 9 equations obtained, 3 will fix the Lagrange multipliers, while 6 will lead to
secondary constraints. To remove the three equations related to the fixation of the Lagrange
multipliers, we first contract this constraint with Eb and then, we antisymmetrize between
a and b. we cancel the first and second terms. We obtain:
Ψab = N(acdEb). ( ∂ced − ωc × ed ) ' 0
One can show that the second class constraint Ψab does not generate tertiary constraints and
the Dirac algorithm ends here.
As expected, we obtain 6 new secondary constraints. Therefore, we conclude that from
the 10 independent dynamical components remaining in our phase space, only 10−6 = 4 are
truly independent variables. The four dynamical components remaining are the 2 degrees
of freedom of General Relativity supplemented with their two conjugated momentas. The
six precedent constraints together with the 3 constraints φi can be regrouped providing 9
second class constraints. Once solved, those constraints imply that the 9 components of
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the rotational part of the spin connection ωia reduce to the components of the Levi Civita
connection, i.e. the unique torsionless (metric compatible) connection. They imply that ωia
takes the following form in term of the electric field
ωia(E) = −
1
2
(∂bEa − ∂aEb + Ec(Ea.∂bEc))× Eb − 1
4
(2Ea
∂bdetE
detE
− Eb∂adetE
detE
)× Eb
This concludes the canonical analysis of the four dimensional Lorentzian Holst action in
the time gauge.
We have obtained a phase space which is coordinated by the commutative real su(2)
Ashtekar-Barbero connection A and its conjugated momenta E. Their Poisson brackets
reads:
{Eai , Ajb} = γδji δab with Aia = Γia − γω(0)ia and Eai =
1
2
abc ijk e
j
be
k
c
where Γia = −ωia is the Levi-Civita connection, ω(0)ia is the extrinsic curvature and γ the
Barbero-Immirizi parameter. Those canonical variables are constrained by the set of first
class constraints:
G = ∂cE
c +Ac × Ec ' 0
Hb ' Ec. Fcb(A) ' 0
H =
1
2
Eb × Ec√
detE
.{ Fbc(A) + (1 + γ2)Rbc(ω(E)) } ' 0
Note that the Barbero-Immirizi parameter enters both in the Poisson bracket and in
the hamiltonian constraint, i.e. at the dynamical level. The two first class constraints G
and Ha are polynomial in the canonical variables which is an important advantage in order
to quantize the theory (definition of quantum operator, ordering ambiguity). However, the
hamiltonain constraint fails to have this nice property because of the very last term which
depends on ωa(E). This term takes a very complicated form when expressed in term of the
electric field E. This is precisely this term which renders the implementation of the dynamics
in canonical Loop Quantum Gravity difficult. We note that this bad term disappears when
γ = ±i.
Finally, we compute the algebra of the constraints. To to so, we introduce the following
smeared constraints:
G(u) =
∫
Σ
dx3uiGi H(N) =
∫
Σ
dx3NC Ha(N
a) =
∫
Σ
dx3Na(V a −AiaGi)
where u is a vector belonging to the su(2) Lie algebra, N is the lapse scalar and Na is the
shift vector. Note that we have used the expression of the vectorial constraint Ha where the
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second class constraint have been solved. The full algebra reads:
{G(u), G(v)} = G([u, v])
{G(u), Ha(Na)} = −G(LNau)
{G(u), H(N)} = 0
{Ha(Na), Hb(M b)} = Hb(LNaM b)
{Ha(Na), H(M)} = −H(LNaM)
{H(N), H(M)} = Ha(Sab(N∂bM −M∂bN))
where Sab = EiaEb i/
√
detq. The algebra being closed, it confirms that G, Ha and H form
a set of first class constraints. The gauge transformations of the canonical variables under
the SU(2)-gauge transformations and the spatial diffeomorphism are obtained by applying
respectively the Gauss constraint and the vectorial constraint. We use the notation P ai =
γ−1Eai for which the γ-dependency of the Poisson bracket drops out.
{P ai , Ajb} = δji δab
The SU(2) gauge transformations read:
{P a, G(u)} = u× P a {Aa, G(u)} = −Dau
while the spatial diffeomorphims are given by:
{P a, Hb(N b)} = LNbP a {Aa, Hb(N b)} = LNbAa
The Poisson bracket between the hamiltonian constraint and the canonical variables is more
complicated. The important point is that under time diffeomorphism, the real Ashetkar
Barbero connection does not transform properly as a connection as pointed by Samuel [23].
One recovers the right transformation only for γ = ±i.
We have presented the real Ashtekar-Barbero phase space. It is the starting point of
the quantization program of Loop Quantum gravity that I will present in the next chapter.
However, it is important to stress that the resulting phase space does not admit a unique for-
mulation, since one can either choose to proceed to the canonical analysis without fixing any
gauge, i.e. in a full SL(2,C) fashion, or by making a new gauge choice which selects instead
of SU(2), the group SU(1, 1) which is the non compact subgroup of SL(2,C). The SU(1, 1)
gauge fixed hamiltonian analysis was, to the knowledge of the author, never computed and
remains to be done. The canonical analysis without fixing any gauge was undertaken by
Alexandrov in [24]. The resulting phase space is quite complicated and the connection turns
out to be non commutative, spoiling therefore the used of the loop variables. Yet, we observe
in this phase space that γ disappears, and the quantum theory based on this phase space
should therefore be free of γ. Moreover, it was argued that the area spectrum computed
from this quantum theory turns out to be continuous and γ-independent [25, 26, 27, 28].
Finally, it was shown in [29] that this SL(2,C) phase space is equivalent to the self dual
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Ashetkar’s phase space supplemented with its reality conditions. For the sake of complete-
ness, we present now this self dual phase space, originally introduced by Ashtekar in 1986.
The self dual Ashtekar phase space
It is a well known fact that for gauge theories, the algebraic form of the hamiltonian sim-
plifies drastically when written in term of certain complex variables. The self dual Ashtekar’s
variables for gravity belongs to this category. The new variables that Ashtekar introduced
in [12] are given by:
CAia = Γ
i
a − iω(0)ia and CEai =
1
2
abc ijk e
j
be
k
c
where Γia is the Levi Civita connection. The variable
CA is the self dual connection, i.e. an
SL(2,C) connection. The self dual phase space, coordinatized by ( CA, CE), can be obtained
by the canonical analysis of the self dual Einstein Palatini action. The subscript C indicates
that CA and CE have complex valued components. Their Poisson bracket reads:
{CEai ,CAjb} = iδji δab
In term of those variables, the self dual Ashtekar phase space is given by:
G = ∂c
CEc + CAc × CEc ' 0
Hb ' CEc. Fcb( CA) ' 0
H = −
CEb × CEc
2
√
det CE
. Fbc( CA) ' 0
The first striking observation is the simplicity of the constraints compared to the ADM phase
space. The complicated ADM hamiltonian constraint is traded for a simple polynomial
hamiltonian constraint. With such simple constraints for gravity, this opened the hope of
applying the Dirac quantization program to General Relativity. However, since the variables
CA and CE are complex valued, one has to impose some condition to recover real General
Relativity. Since we want a real valued metric at the end of the day, we have to impose:√
detq qab =
CEia
CEjbηij = Tr(
CEa
CEb) ∈ R
Moreover, the self dual connection CA and its complex conjugate CA¯, considered as indepen-
dent variables, have to satisfy:
CAia +
CA¯ia = 2Γ
i
a(
CE)
Those two equations ensures that the self dual theory reproduces correctly real General Rel-
ativity. One has also to take into account the stability of those constraints which generates
secondary constraints. They are called the reality conditions. The main difficulty when build-
ing the quantum theory starting from this phase space, is to impose quantum mechanically
those constraints which are highly non trivial.
In the mid nineties, different strategy were proposed to deal with those reality conditions.
In 1995, Thiemann proposed to deal with the reality conditions at the quantum level through
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a Wick rotation of the real SU(2) quantum theory [16, 30]. This work was extended in [31]
for gravity coupled to matter. However, the outcomes remained formal. At the classical level,
it was shown that the reality conditions can be implemented as second class constraints a
la Dirac [32, 33]. Finally, an extension of the phase space, taking into account the com-
plex conjugate of the canonical variables (E,A), was introduced by Alexandrov. In this
phase space, the reality conditions were treated using the Dirac bracket machinery and the
Lorentzian formulation of the phase space, introduced in [29], was shown to be equivalent to
the self dual Ashtekar’s gravity supplemented with the reality conditions. See [34, 35, 36] for
other investigations on the reality conditions. Although those constructions and results are
very interesting, up to now, no one has succeeded to build a full quantum theory of gravity
starting from the self dual phase space.
Yet, in some simplified set up, such as spherically symmetry reduced models, the reality
conditions can be solved at the quantum level and the self dual Ashetkar spherical gravity
can be quantized. See [37, 38] for further details.
In this context, it would be useful to develop a general strategy which provides a way to
circumvent the explicit resolution of the reality conditions.
This thesis is precisely devoted to the development of such strategy. This procedure
consists in an analytic continuation prescription [39] which has been tested in different con-
text such as spherically isolated horizon [40], isotropic and homogenous space-time [41] and
three dimensional gravity [42, 43]. We stress already that such procedure is a fairly common
strategy when one has to deal with lorentzian quantum three dimensional gravity [44]. We
will see that while a direct quantization of the self dual phase space is still elusive, we can
try to elucidate different aspect of the self dual quantum theory by mean of an analytic
continuation of the quantum theory based on the kinematical Ashtekar-Barbero phase space
form γ ∈ R to γ = ±i.
Lessons from the canonical analysis of General Realtivity in the first order formalism
We have detailed in the precedent section the canonical analysis of General Relativity,
written in the first order formalism. Working with the Holst action, which is equivalent to
the Einstein-Palatini action at the classical level, we have derived the real SU(2) Ashtekar-
Barbero phase space. This phase space makes General Relativity looks like a SU(2) Yang
Mills theory. Yet, the deep difference between gravity and usual Yang Mills gauge theories
is the presence of the vectorial and hamiltonian constraint. Those two constraints are first
class and generate the gauge diffeomorphism symmetry, respectively in the three dimensional
space and along “time”. Those constrains underline the background independence of General
Relativity or more generally, of any theory of gravity. This is the real novelty of the Einstein
theory.
It is one of the most important lesson of the canonical analysis.
It implies that Quantum General Relativity is fundamentally different from usual Quan-
tum Mechanic (QM) and usual Quantum Field Theory (QFT) which are defined on a given
background, usually taken to be the Minskowski geometry. Since background independence
is at the heart of General Relativity, we expect this notion to play a crucial role in the quan-
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tum version of the theory. Therefore, (from the LQG point of view) the first task in order
to build a quantum theory of gravity is to develop the mathematical tools to write down a
background independent quantum field theory and then apply those tools to the gravitational
field.
This task was unravel during the nineties and the resulting rigorous mathematical back-
ground is nowadays at the basis of the quantum theory of geometry also called (real) Loop
Quantum Gravity [7]. This theory in its canonical version and describe its structure and
predictions is presented in the next chapter.
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This chapter is devoted to giving a general picture of the theory of quantum geometry that
has been developed during the last thirty years, i.e. Loop Quantum Gravity. This theory
is not complete but it has reached a maturity which provides us with an very interesting
candidate for the theory of quantum gravity.
Loop Quantum Gravity is a rather conservative approach w.r.t. its initial assumptions
since no other ingredients than four dimensional vacuum General Relativity and Quantum
Mechanics are required, but in the same time, very new mathematical tools are introduced in
order to merge the two orthogonal theories. Indeed, as explained in the precedent chapter, the
novelty of General Relativity is the concept of background independence, which is manifest
through the general covariance of the theory. The first challenge is therefore to build a
background independent quantum field theory formalism in order to be able to describe the
quantum gravitational field. Obviously, this requires new mathematical tools that are quite
different from the conventional Fock quantization used in standard Minkowskian Quantum
Field Theory. The main hypothesis of the loop quantization is the polymer-like nature
of the quantum states of a generally covariant quantum field. The resulting formalism is
a mathematical generalization of usual Quantum Field Theory which incorporates general
covariance. LQG is the application of this formalism to the gravitational field.
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We first give a justification for the introduction of the loop variables as we understand
it, and we present then the quantization strategy and the construction of the Hilbert space.
The usual textbook where one can find a very detailed description, proofs and results about
the loop quantization of General Relativity is [1]. Another presentation of the theory with
a particular emphasis on the concept of background independence both at the classical and
at the quantum level can be found in [2]. An very pedagogical introductory book focusing
on the spinfoam theory recently appears [3]. Finally, there are many good reviews focusing
either on the canonical quantization or on the spin foams models such as [4, 5, 6].
2.1 Polymer quantization: introducing the loop variables
The strategy adopted in Loop Quantum Gravity is to implement the generalized Dirac pro-
gram for quantizing background independent constrained systems [7]. The starting point is
a given infinite dimensional phase space Ω and its associated Poisson bracket between the
canonical conjugated variables and the first class constraints which generate the fundamental
symmetries. The idea is to first quantize the unconstrained phase space, obtaining there-
fore the unconstrained Hilbert space H. Then one imposes the first class constraints at the
quantum level in order to select the physical quantum states. This procedure is explained
and carried out in details in [1]. Since this mathematical construction can be found in many
textbooks, we rather present the main lines and justifications to make a closer contact with
physical motivations.
Our starting point is the phase space of General Relativity expressed in term of the SU(2)
real Ashtekar-Barbero connection. This phase space reads:
{Eai , Ajb} = γδji δab and {Eai , Ejb} = 0 = {Aai , Ajb}
Those 18 canonical conjugated variables are constrained by the 7 first class constraints which
generate the SU(2) gauge transformations, the spatial diffeomorphisms and the temporal
diffeomorphisms:
G = ∂cE
c +Ac × Ec ' 0
Hb ' 1
γ
Ec. Fcb(A) ' 0
H =
1
2γ2
Eb × Ec√
detE
.{ Fbc(A) + (1 + γ2)Rbc(ω(E)) } ' 0
Those constraint are obtained when fixing the gauge e0a = 0 called the time gauge. Once
imposed, the first class constraints reduce the dynamical 18 dynamical components to 4
degrees of freedom per phase space point, i.e. corresponding to the two degrees of freedom
of General Relativity and their conjugated momentas.
The goal is to build the unconstrained Hilbert space H from this phase space. Usually,
one starts by choosing a polarization such that the quantum states are either functional of
the connection Ψ(A), either functional of the electric field Ψ(E). In Minkwoskian gauge
field theory, one generally chooses the polarization where the quantum states are of the form
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Ψ(A). In this case the conjugated variables turned into quantum operators have the following
action on the quantum states:
Aˆ .Ψ(A) = AΨ(A) and Eˆ .Ψ(A) = −i~δΨ(A)
δA
(2.1)
However, while in the case of canonical quantum field theory, this approach is very power-
ful, one encounters important difficulties when dealing with a background independent gauge
theory, such as General Relativity. The main problem is to defined the measure on the state
space which respects the symmetries of the classical theory. Let us write formally the scalar
product between two quantum states:∫
Σ
Ψ¯(A)Ψ(A)dµ(A)
To have a well defined quantum theory of general relativity where the background inde-
pendence is fully implemented, one need to find a measure dµ(A) which is diffeomorphism
invariant. This task of finding a suitable background independent measure is highly non
trivial and working with the usual Schrodinger representation (1.1) turns out to be a dead
end. Therefore, in the context of background independent quantum field theory, it can be
more interesting to adopt another representation. Let us review the construction of the so
called loop representation.
One can define the quantum theory from the classical algebra B of observables without
referring to an Hilbert space. This Poisson algebra will be a subalgebra of the observables
C∞(Ω) on the phase space Ω. Then one can turn this classical Poisson algebra B into a
quantum ∗-algebra 1 B¯ by trading the Poisson bracket structure for a quantum commutator:
{Eai , Ajb} = γδji δab → [Eˆai , Aˆjb] = i ~γδji δab
Once equipped with the quantum ∗-algebra B¯ , one can apply the powerful GNS con-
struction [8]. This construction allow us to find a representation (H, pi) of the quantum
∗-algebra B¯ , which implement unitarily its symmetries. This representation corresponds to
an Hilbert space H = (V ,< , >), i.e. a complex vector space V with its inner product,
and a linear map pi : B¯ → End(H) from the ∗-algebra B¯ to the space of endomorphisms of
V , which preserves the ∗-algebra structure. A quantum state is given by a positive linear
functional ω : B¯ → C called the expectation. If one decides to work with quantum states of
the form Ψ(A), i.e. functional of the connection, then the space of those functional is called
the quantum configuration space and denoted A. The GNS construction is purely algebraic
and its power lies in its generality. One can apply it to quantum mechanics with finite degrees
of freedom, quantum field theory but also for background independent quantum field theory.
There is obviously some mathematical subtleties concerning the nature of the operators but
we refer the interested reader to [8] for more details.
Therefore, the choice of the initial Poisson alegbra B is of first importance since it is the
starting point of the quantization. It has to be selected both by physical motivations and
mathematical simplicity. The crucial point is that, for physical and mathematical reasons, the
1 An ∗-algebra B is a vector space equipped with a (generally non commutative) product : B×B → B and
with an involution ∗ : B → B which plays the role of the complex conjugate
54 Chapter 2. Real Loop Quantum Gravity
connectionA and its conjugated momentum E are not well suited to describe the gravitational
field at the quantum level. This fact can be traced back to the background independence
of General Relativity, which drastically complicate the task of finding a suitable measure
respecting the symmetry of GR.
We present now the different arguments in order to select the Poisson alegbra used in
Loop Quantum Gravity, i.e. the holonomy-flux algebra.
2.1.1 The holonomy-flux algebra
The introduction of the holonomy-flux algebra relies on difference arguments that can be
divided into two pieces: they are a priori arguments motivated by physical considerations,
and a posteriori arguments which are motivated by mathematical simplicity and uniquness.
Let us first present the physical motivations.
The oldest one dates back to the thirties. At this epoch, a russian physicist, Matvei
Bronstein, realized that the behaviour at short distance of a quantum field in presence of a
dynamical background is radically different than the one in a fixed background [9, 10]. When
the geometry is fixed, one usually assumes that the quanta of a field can probe any arbitrary
small distances. Indeed, when computing the loop corrections to a Feynman diagram, one
integrates (in principle) over the whole range of energy (i.e. probing therefore the smallest
distances). This is not problematic if one does not consider the dynamic of the gravitational
field.
However, when gravity become dynamical, it is assumed that above a given energy, the
quanta of a quantum field will create a black hole and therefore an horizon. This horizon will
act as a screen, which forbids to probe distances smaller than its radius. This will happen
when the Compton length of the quanta will have the same order of magnitude than its
Schwarschild radius : rc ' rs. It turns out that this scale corresponds to the Planck length,
where the classical description of the gravitational field provided by General relativity breaks
down. It is the quantum gravity regim. From this simple semi classical argument, we conclude
that a quantum field can not probe any arbitrary small regions when quantum gravity is taken
into account. Quantum gravity acts as a natural cut off. Therefore we know that we can
not use local variables (i.e. fields) to describe the gravitational field at the quantum level.
Instead, one has to introduce non local variables, or integrated variables. This is the first
lesson for the construction of our Poisson algebra.
Moreover, as explained in the introduction and derived in the precedent chapter, General
Relativity is a background independent theory. See [11, 12] for an interesting discussion of
the meaning of background independence. The diffeomorphism group generates a dynamical
symmetry which constrains the equations of motion, contrary to the invariance under co-
ordinates transformations, which is a non dynamical symmetry [13]. Therefore, in order to
respect this fundamental symmetry, the Poisson algebra has to be build from objects which
do not refer to any background. It is the second lesson for the construction of our Poisson
algebra.
Note that the two physical arguments of non locality and background independence (of
the fundamental variables we want to quantize) are not independent.
More generally, the idea that the fundamental quantum states of Yang Mills theories
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are sting-like objects, i.e. loops, is quite old and date back to the eighties and even before.
Polyakof, Mandelstam but also Wilson, Gambini and Trias argued in this direction for a
long time. In spirit, those ideas lay in the continuity of the old Faraday’s intuition that the
electric and magnetic fields manifest truly through their lines of flux. Following this idea, the
loop representation used in LQG relies on the hypothesis that the fundamental excitations
of the quantum gravitational field are one dimensional excitations, i.e. loops. Adopting this
point of view, the quantum space-time is built up from loops excitations.
From the precedent discussion, we have obtained two physical requirements for building
our new variables, and we can now introduce them. They are called the holonomy-flux
variables. Once presented, we will explained the a posteriori mathematical arguments.
A very natural non local and background independent variable built from the connection
is provided by the Wilson loop. This integrated functional of the connection is commonly
used in gauge field theory, for instance when one deals with lattice QCD. The holonomy of
the connection can be understood as the order product of the exponential of the integral of
the gauge connection along a path e embedded in the three dimensional manifold Σ.
he(A) =
−→exp
∫
e
A = −→exp
∫
e
Aiaτie˙
a = −→exp
∫ t(e)
s(e)
Aiaτi
dxa
dλ
dλ
The arrow denoted the order product, e˙a is the tangent vector to the path e, t(e) and s(e)
are respectively the target and the source points of the path e, τi = −σi/2 are the su(2)
algebra generators and σi are the Pauli matrices.
This integration is very natural because the connection A = Aiaτidx
a being a one form,
it is natural to integrate it along a path. The passage to the exponential ensures that the
object will have interesting group properties and therefore a good behaviour under internal
gauge transformations. Indeed, the connection A = Aiτi lives in the su(2) Lie algebra and
therefore, the exponential maps it into a group element of G = SU(2). The Wilson loop
is obtained by taking the trace of finite dimensional representation of the holonomy, which
lead to a gauge invariant quantity with respect to the SU(2) gauge transformations (i.e. the
character).
Let us now study how the holonomy is transformed under SU(2) gauge transformation.
The usual gauge transformation of the connection, ensuring the covariance under SU(2)
gauge transformations of the covariant derivative, is given by:
g . A = gAg−1 + gdg−1
The holonomy being a group element, it transforms under the gauge transformations as:
g . he = gs(e)heg
−1
t(e)
Therefore, the introduction of the holonomy turns the complicated gauge transformations of
the connection into a simple local and discrete gauge transformation at the source and target
points of the path e. From its definition, under a change of the orientation of the path e or
a composition of two paths e1 and e2 into e = e1 ◦ e2, the holonomy satisfies:
he−1 = h
−1
e and he = he1he2 (2.2)
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Finally, the action of a diffeomorphism φ on the connection shifts this connection from one
point C ∈ Σ to another point D ∈ Σ and then relabeled the coordinates at the final point D
with the same coordinates than the one we started with at the point C []. It is a combination
of a pushforward, i.e. the shift from C to D, and a coordinates transformation, i.e. the
relabeling of the coordinates at D. Applying it to the holonomy of the connection, we
observe that only the support of the integration will be affected, i.e. the diffeomorphism
simply shifts the path e. This action of the diffeomorphism on the holonomy reads:
he(φ
∗A) = hφ(e)(A)
Finally, we note that the Poisson bracket between holonomies defined on the same path or
on different paths is given by:
{ he, he′ } = 0
Having presented the holonomy variable and its behaviour under SU(2) gauge transforma-
tions and diffeomorphisms transformations, we introduce now the flux variables. Since we
have at our disposal a vector field at value in the dual su(2) Lie algebra, i.e. the electric
field Eai conjugated to the Ashtekar-Barbero connection, we need to define a suitable smear-
ing in order to obtain a non local variable conjugated to the holonomy. To have a natural
integration of the vector electric field, we first need to turn it into a form, which are the
natural objects to integrate. From the vector Ea, one can define the two form Eab = abcE
c
which is naturally integrated over a two surface, providing us with the flux variable. This
flux variables is defined as:
(Xi)S(E) =
1
2
∫
S
(Ei)abdx
a ∧ dxb = 1
2
∫
S
abcE
c
i dx
a ∧ dxb =
∫
S
abcE
c
i dx
adxb
=
∫
S
abcE
c
i
∂xa
∂y1
∂xb
∂y2
dy1dy2 =
∫
S
[dy]2 Eci nc
where the one form nc, normal to the surface S locally coordinatized by (y
1, y2), is given by:
nc = abc
∂xa
∂y1
∂xb
∂y2
= (v1 × v2)c
where v1 and v2 are the two co-planar vectors living on the surface S.
The variable (Xi)S(E) represents therefore the flux of the electric field E
a
i across a given
surface S. It is a vector field living in the Lie algebra g = su(2), i.e. in the tangent space of
the Lie group G = SU(2) at the identity, i.e. T0G. It plays the role of the momentum p in
usual quantum mechanics. The Poisson bracket between two flux variables is given by:
{ XSe , XSe′ } = 0 (2.3)
However, for different reasons, it would be interesting to obtain a flux variable which
actually satisfies the g = su(2)-Lie algebra. This requirement is crucial for instance to build
the SU(2) quantum tetrahedron, but also when one develops the so called twisted geometry.
In order to obtain such a flux variable, one can modified to above definition. Under a gauge
transformations, the initial flux variable transforms as:
g . E(y) = g(y)E(y)g−1(y) whence Xi(g(y)E(y)g−1(y))
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There, the flux variable does not transform as a vector. The definition of this flux can be
modified as follow [14]. Consider a oriented path e embedded in Σ and a point z ∈ e. Choose
a surface Se which is pierced by the path e transversally such that z = e ∩ Se. Choose then
a set of paths pie : Se × [0, 1] → Σ which are in one to one correspondence with the points
y ∈ Se. Those paths go from the source point s(e) of the path e to their associated point
y ∈ Se, ie pie(y, 0) = s(e) and pie(y, 1) = y. Therefore, with this construction, one can defined
the modified flux variable as:
(Xi)Se,pie(E,A) =
∫
S
[dy]2 hpie E
c
i h
−1
pie nc
where hpie is the holonomy of the connection along the path pie, the integral in hpie running
from s(pie) to y. The flux variable depends now both on the electric field E
a
i and on the
connection Aia.
The gauge transformation of the electric field E(y) and of the holonomy hpie(y) are given
by:
g . E(y) = g(y)E(y)g−1(y) and g . hpie(y) = gs(pie)hpie(y)g
−1(y)
Those transformations imply that the modified flux variable transforms as:
(Xi)Se,pie(g . A, g . E) = gs(pie) [ (Xi)Se,pie(A,E) ] g
−1
s(pie)
Once, again, with this new definition of the flux variable, the SU(2) gauge transformations
of the electric field are turned into discrete gauge transformations. Moreover, the change of
the orientation of the path e implies that pie−1 = e
−1 ◦ pie and for the surface Se−1 = −Se
which leads to:
hpie−1 (y) = h
−1
e hpie(y) whence XSe−1 ,pie−1 = −h−1e XSe,piehe
The Poisson bracket for the modified flux variable does not commute anymore and be-
comes:
{ XiSe,pie , XjSe′ ,pie′ } = 
ij
k δee′ X
k
Se,pie (2.4)
This is the usual su(2) Lie algebra. Finally, the poisson bracket between the modified flux
and the holonomy is given by:
{ XiSe,pie , he′ } = −δee′τ ihe + δee′−1heτ i
Those Poisson brackets which define the holonomy-flux algebra are presented in [14] for
instance. At this stage, we have obtained our classical Poisson algebra B, i.e. the holonomy-
flux algebra. This algebra satisfies the two physical requirements to be build with non local
and background independent variables, i.e. the holonomy of the connection along a given
path and the flux of the electric field across a given surface. While the holonomy of the
Ashtekar-Barbero connection is an element of the Lie group G = SU(2), its conjugated
momentum Xi is a vector belonging to the Lie algebra g = su(2). Therefore, this algebra
has the structure of the cotangent bundle T ∗G = G×g with respect to the group G = SU(2).
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At the beginning of this section, we mentionned that in addition of the physical moti-
vations for choosing this Poisson algebra, there are also some mathematical simplicity mo-
tivations arising a posteriori. As we have seen, the SU(2) gauge transformations which are
non trivial when considering the connection become much simpler when working with the
holonomy. This was historically the first mathematical motivations. The point is that the
simplicity of the gauge transformations of the holonomy allows one to define easily gauge in-
variant quantum states under SU(2) gauge transformations. Those states will be introduced
in the following sections and are called spin networks states.
The second motivation for working with this Poisson algebra is the uniqueness theorem
firstly derived by Lewandowski, Okolow, Salhmann and Thiemann in 2006 [15], and derived
in a slightly different context by Fleichack in 2009 [16]. This argument came a posteriori
since this algebra was introduced in the mid nineties but it is nowadays understood as the
corner stone of the loop quantization. Basically, when the GNS construction is applied
to the quantum holonomy-flux algebra, the requirement that the representation carries a
unitary action of the diffeomorphism group selects uniquely the possible representation (up
to unitary equivalence). It is the diffeomorphism counterpart of the uniqueness theorem
of Von Ston Nemann in quantum mechanics, which ensures the uniqueness of the usual
Schrodinger representation for finite dimensional systems. The LOST theorem underlines
the powerful role played by the diffeomorphism group of General Relativity at the quantum
level. Being background independent is a highly restrictive property. One of the key feature
of the construction is that in order to implement unitarily the diffeomorphism group on
the Hilbert space, one has to relax the continuity property of the scalar product of the
representations, i.e. the matrix elements of a quantum operator evaluated on two quantum
states is no more continuous. From this observation, we note that the polymer representation
resulting from quantizing the holonomy-flux algebra will be non equivalent to the usual Fock
quantization. This difference is precisely the key ingredient to quantize the gravitational
field, and emerges due to the requirement of background independence. A very pedagogical
presentation of this crucial point can be found in [20].
Let us mention that, as any theorem, the LOST theorem is based on some hypothesis
which can be relaxed. Therefore, the unicity property of the Ashtekar-Isham-Lewandowski
representation, i.e. the loop representation, could well be by passed by modifying slightly the
different hypothesis of the LOST theorem. This is precisely what was done by Koslowski,
Sahlmann and Varadarajan [17, 18, 19], and much more recently in [21, 22, 23], leading
to the so called Flux representation of Loop Quantum Gravity. This new representation
leads to a new notion of quantum geometry different from the one inherited from the loop
representation.
Having presented the holonomy-flux algebra and the motivations to work with it in order
to describe the quantum gravitational field, we can now discuss its representations, i.e. the
quantum configuration space A of Loop Quantum Gravity, and the general strategy used to
defined interesting mathematical structures on it, such as a topology, a measure and a notion
of differential geometry.
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2.1.2 From the quantum configuration space to the unconstrained Hilbert
space of Loop Quantum Gravity
The task of studying the representations of the holonomy-flux algebra was undertaken in
the mid nineties by different authors, among who Ashtekar, Isham, Lewandowski and Baez
[25, 26, 27, 28, 29, 30]. Those works provided a rigorous mathematical construction of the
quantum configuration space A on which the unconstrained background independent Hilbert
space H of Loop Quantum Gravity can be build. An important point to notice is that the
following construction is valid for any background independent quantum gauge field theory
(with some certain assumptions on the nature of the gauge group G), i.e. it is a very general
strategy which is not restricted to quantum gravity. This is precisely the formalism mentioned
in the introduction. This formalism was applied to the Maxwell field [31], to the graviton
[32] but also to the scalar field [33].
The quantum configuration space A is the space of smooth connections over the three
dimensional manifold Σ. We denote by A/G the space of gauge equivalent connections over
Σ. The idea is to study the space of continuous functional of the connection f(A) ∈ C0(A/G).
Here comes the crucial point. As we have seen in the precedent section, the well suited
variables to describe the gravitational field at the quantum level are not the local connection
field but its holonomy, which is a non local and background independent quantity. Therefore,
we will work only with functionals of the holonomy of the connection, i.e. f(he(A)), which
are a restricted class of functionals of the connection f(A).
Such functional depends therefore on the connection A but also on a path e ∈ Σ. Those
functionals can be generalized in the following way. Consider a collection of paths Γ =
(e1, ....., en) ∈ Σ which satisfies the following properties:
• every path ei ∈ Γ is diffeormorphic to the closed interval [0, 1]
• if e1, e2 ∈ Γ with e1 6= e2, the intersection e1 ∩ e2 is contained in the set of vertices of
e1 and e2, (i.e. the vertices of a given path ei are the couple of its source point s(e)
and its target point t(e))
• every ei ∈ Γ is at both sides connected with another element of Γ
Γ is called a graph. To make contact with the notation of LQG, a path will be called
an edge for the rest of the chapter. Therefore, the graph Γ contains n edges. To each edges
ei ∈ Γ, one can associate the holonomy of the connection A along ei, i.e. hei(A) ∈ G = SU(2).
Then, one can consider the following continuous function:
fΓ : SU(2)
n → C
(he1 , ......, hen)→ fΓ(he1 , ......, hen)
Those functions are called cylindrical functions and depend only on the connection A through
the holonomies of this connections along the edges of the associated graph Γ. Therefore,
those functions can be viewed as having support on a graph colored by group datas, i.e. the
holonomies. We observe that the whole machinery of graph and group enters at this level
into the mathematical construction of LQG.
60 Chapter 2. Real Loop Quantum Gravity
Thus, starting from the general space of continuous functionals of the smooth gauge
equivalent connections f(A) ∈ C0(A/G), we have selected a very particular class of func-
tionals called the cylindrical functions fΓ in order to respect the concept of background
independence. The space of cylindrical functions over a graph Γ will be denoted:
Cyl0(Γ) (2.5)
Ovisously, one has to considerate Cyl0(Γ) for all possible graphs Γ in order to recover the
continuous manifold Σ.
In order to understand this construction and the possible mathematical structures that
one can associate on Cyl0(Γ), it is interesting to introduce the notion of a projective family
of graphs. This notion has been of first importance to study the topology and the possible
measures on the space of cylindrical functions, but also to develop a differential calculus on
this unconventional configuration space. The different definitions can be found in [29] and
we only give the main ideas and notions.
The construction of the projective family of graphs works as follow. We first give the
general abstract definitions in order to build this object and then we interprete it in our
context. Let us introduce a partially ordered, direct set L of labels. This set is equipped
with a relation “>” such that for all labels γ, γ′, γ′′ ∈ L, we have:
• γ > γ
• γ > γ′ and γ′ > γ then γ = γ′
• γ > γ′ and γ′ > γ′′ then γ > γ′′
A projective family (Xγ , Pγγ′) with γ, γ′ ∈ L consists of sets Xγ indexed by elements of
L, together with a family of surjective projections which satisfy:
• Pγγ′ : Xγ′ → Xγ where γ′ > γ
• Pγγ′ ◦ Pγ′γ′′ = Pγγ′′ where γ′ > γ
Applying this construction to our case, a set Xγ corresponds to the a given graph Γ and
the projection Pγγ′ projects a given graph Γ
′ to a smaller graph Γ. There are therefore an
partially ordered infinite tower of graphs, each stage corresponding to a given graph Γ. To
recover the continuous limit from a given graph Γ, one need to refine it by adding more and
more edges, until one obtains the continuous three dimensional manifold Σ.
This limit is obtained by defining the projective limit X¯γ of a projective family (Xγ , Pγγ′).
It is the cartesian product of the whole sets Xγ and is defined as:
X¯γ = { (xγ) ∈ ×γ∈LXγ : γ′ > γ then Pγγ′xγ′ = xγ }
Having identified each space Xγ with a given graph Γ, we can now introduce the space
of continuous cylindrical functions over a given graph : Cyl0(Xγ) = Cyl0(Γ), i.e. the space
of the continuous functions which depend only on the holonomies of the connection along
the edges of the graph Γ. It is the space introduce in (4) which is now define in a more
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general context. One can then take the union of all the continuous cylindrical function over
the whole set of possible graphs:⋃
γ∈L
Cyl0(Xγ) =
⋃
Γ∈Σ
Cyl0(Γ)
Finally, for three graphs labelled by γ1, γ2, γ3 such that γ3 > γ1 and γ3 > γ2, one needs to
identify through an equivalence relation the cylindrical functions fγi ∈ Cyl0Xγi = Cyl0(Γi)
such that:
fγ1 ∼ fγ2 if P ∗γ1γ3fγ1 = P ∗γ2γ3fγ2
where P ∗γiγj denotes the pull back from the graph labelled by γi to the space labelled by γj ,
i.e. the map which sends the function from the graph Γi to the bigger graph Γj . Finally,
with this equivalence class, we can defined the space:
Cyl0(X¯ ) = (
⋃
γ∈L
Cyl0(Xγ) )/ ∼
This is the general quantum configuration space of LQG, i.e. the space of cylindrical functions
defined on all the possibles graphs embedded in Σ, up to equivalence relation. Written in
term of graphs, one has simply:
Cyl0(Γ¯) = (
⋃
Γ∈Σ
Cyl0(Γ) )/ ∼
where Γ¯ = X¯ is the cartesian product of all the possible graphs.
Now that we have identified the quantum configuration space, we need to equipped it
with a measure in order to obtain a well defined unconstrained Hilbert space H. To find this
measure, and therefore the scalar product, let us consider two cylindrical functions defined
on Γ, i.e. let say fΓ, gΓ ∈ Cyl0(Γ). The graph Γ is assumed to have n edges and v vertices.
We know that the arguments of fΓ, gΓ are group elements h of SU(2), i.e. the holonomies
along each edge of Γ. It turns out that the natural invariant measure on a Lie group is given
by the Haar measure dh 2. Since fΓ and gΓ depends on n copies of the group G = SU(2),
we need a measure corresponding to n times the SU(2) Haar measure in order to integrate
all the arguments of the functions. The scalar product of the two cylindrical functions reads
therefore:
< fΓ, gΓ > =
∫
SU(2)n
dhn fΓ(he1 , ...., hen)gΓ(h
′
e1 , ...., h
′′
en)
=
∫
SU(2)n
(dµΓ)AL fΓ(he1 , ...., hen)gΓ(h
′
e1 , ...., h
′′
en)
where (dµΓ)AL is called the Ashtekar-Lewandowski measure [34]. It is simply a “cylindrical”
gauge invariant measure build from n copies of the invariant Haar measure on the Lie group
2In our case, since we are working with G = SU(2) which is isomorphic to the three sphere, each element
h ∈ SU(2) can be characterized by three angles called the Euler angles. The Haar measure turns out to be
simple the spherical measure on the three sphere
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SU(2). This provides us with a SU(2)-invariant measure which can be extended to the
quantum configuration space, leading therefore to a well defined Hilbert space structure.
Moreover, this measure turns out to be diffeomorphism invariant, which implies that the
unconstrained Hilbert space H carries a natural action of the diffeomorphism group. Finally,
it is natural to ask that the functions fΓ and gΓ be square integrable with respect to the
Ashtekar-Lewandowski measure in order to obtain finite transition amplitudes. To a given
graph Γ having n edges, one can therefore associate the Hilbert space HΓ defined as:
HΓ = (Cyl0(Γ), dµΓ) = L2[SU(2), dh]n
where f ∈ L2[SU(2), dh]n is a square integrable function over the tensor product of n copies
of the group SU(2). By taking the Cauchy completion 3 of the space Cyl0(Γ¯) with respect
to the measure dµΓ, one obtains the unconstrained Hilbert space of Loop Quantum Gravity:
H =
⊕
Γ∈Σ
HΓ
This Hilbert space is in fact isomorphic to the space of square integrable functionals
L2(A, dµAL) over the space of generalized connections A where the integration is realized
with respect to the Ashtekar-Lewandowski measure dµAL. This result was obtained by
Ashtekar and Lewandowski and is explained in [6]. The space of generalized connections 4 A
corresponds to the Ck connections over Σ, with k = 0 to k =∞, but also to the connections
which are distributional. A distributional connection is a map which assign to and edge e ∈ Σ
and element h ∈ SU(2) which satisfies the two properties (1). Therefore, the unconstrained
Hilbert space of LQG can be written as:
H ∼ L2[A, dµAL]
Now that we have characterized our unconstrained Hilbert space, we would like to obtain
an interesting basis on it, which will allow explicit computations. Once again, we can benefit
from the group structure of the support of the cylindrical functions. Since the cylindrical
functions depend on SU(2) groups elements, a natural idea to decompose those functions is
to use the harmonic analysis on the group SU(2). This can be done using the Peter-Weyl
theorem which states that square integrable functions over SU(2) with respect to the Haar
measure can be decomposed as a sum over irreducible representations of the group 5. An
irreducible representation of the goup SU(2) is labelled by a half-integer j called the spin, and
by another half-integer m ∈ {−j, ...., j} called the magnetic number. For a square integrable
3The Cauchy completion of a space consists basically in filling up the “holes” of the considered space. For
instance, the Cauchy completion of the rational numbers Q is the real numbers R. The missing points that
one had by the Cauchy completion correspond to the limits of the Cauchy sequences of rational numbers
which generate the real numbers.
4The denomination connection and holonomy is commonly interchanged in mathematics. Here, the term
“connections” corresponds to their associated holonomies, i.e. the functional over A correspond to cylindrical
function over Γ¯.
5It is the very same procedure that the usual Fourier transform, which is nothing else than the harmonic
analysis on the group U(1), i.e. f(x) =
∑
n ane
inx where einx is the scalar representation of the group U(1)
labelled by the integer n.
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function f ∈ L2(SU(2), dh), the harmonic decomposition reads:
Ψ(h) =
∑
ji,mi,ni
(f˜ j)nm(D
j(h))mn where (f˜ j)
n
m =
∫
SU(2)
dh (Dj(h))nm f(h)
The elements of matrices (Dj(he))
m
n of the irreducible representation are called the Wigner
matrices. They satisfy some orthogonality relations that one can found in [35].
For a cylindrical function ΨΓ ∈ Cyl0(Γ) on a graph Γ containing k edges, the Peter Weyl
decomposition generalizes to:
ΨΓ(he1 , ......., hen) =
∑
ji,mi,ni
(f˜ j1......jk)n1.......nkm1......mk(D
j1(he1))
m1
n1 .....(D
jk(hek))
mk
nk
The cylindrical function ΨΓ is therefore given by a product of k Wigner matrices, each one
corresponding to an edge of the graph Γ. The component fn1.......nkm1......mk is a tensor living
in the tensor product (T (SU(2)) ⊗ T ∗(SU(2)))k where T (SU(2)) is the tangent space of
SU(2).
This decomposition provides us with a basis which will turn out to be very interesting
when dealing with the SU(2) gauge transformations. We have now an Hilbert space and
a basis on it which characterized the cylindrical functions, i.e. the unconstrained quantum
states. The next step in the Dirac algorithm is to apply the constraints of General Relativ-
ity, which will select among all the unconstrained quantum states the ones which actually
describes the quantum gravitational field.
2.2 Building the Hilbert space
We will now construct the quantum states which are invariant under the fundamental sym-
metries of General Relativity. To select those quantum states, one has first to express the
different classical constraints in term of the holonomies and the fluxes which are our funda-
mental variables to describe the quantum gravitational field. Then, by trading the classical
variables into quantum operators, we obtain the quantum constraints. This step involves
some regularization procedures in order to have a well defined quantum operators acting on
the unconstrained Hilbert space. This task is explained in great details in [1].
In LQG, the Gauss and the spatial diffeomorphism constraints have been successfully
implemented but the implementation of the scalar constraint is still problematic. While
there is some propositions, such as the Master constraint program due to Thiemann, they
remain formal and there is still no control on the physical quantum states.
Let us first describe the SU(2) gauge invariant quantum states.
2.2.1 The gauge invariant Hilbert space : spin network quantum states
We have seen that the phase space of General Relativity contains a constraint imposing the
gauge SU(2) symmetry, i.e. the Gauss constraint. This constraint reads:
Gi = ∂aE
a
i + ij
kAjaE
a
k = DaE
a
i ' 0
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It states that the SU(2) covariant divergence of the electric field Eai vanishes. The action of
the Gauss constraint on the connection Aia and on the electric field E
a
i reads:
{G(u), Aia} = −(∂aui + ijkAjauk) = −Daui and {G(u), Eai } = ijkujEak = (u× Ea)i
where u = uiτi is a vector living in the su(2) Lie algebra. Therefore, the Gauss constraint is
the generator of the SU(2) gauge transformations.
In order to implement this constraint at the quantum level, two strategies can be followed.
The first one would be to define the Gauss quantum operator through some regularization,
then apply it to the unconstrained Hilbert space and look for the quantum states which
are annihilated. This strategy and the explicit form of the Gauss quantum operator are
given in [] (chapter 9, page 265). However, using the gauge transformations properties of
the holonomy, one can simply build directly the general gauge invariant cylindrical functions
over a graph Γ. Those cylindrical functions will corresponds to the solutions of the Gauss
quantum operator and provide us with the gauge invariant quantum states.
As we have seen in the beginning of this chapter, the holonomy of the connection along
an edge e transforms under SU(2) gauge transformations as:
g . he = gs(e) he g
−1
t(e)
where s(e) and t(e) are respectively the source and the target points of the edge e. Therefore,
under a gauge transformation, a cylindrical function over a graph Γ with n edges transforms
as:
g .ΨΓ(he1 , ......, hen) = ΨΓ( gs(e1) he1 g
−1
s(t1)
, ......, gs(en)heng
−1
t(en)
)
Asking for gauge invariant cylindrical functions over the graph Γ implies that:
ΨΓ(he1 , ......, hen) = ΨΓ( gs(e1) he1 g
−1
s(t1)
, ......, gs(en)heng
−1
t(en)
)
A very interesting solution to the precedent equation is the Wilson loop, which corre-
sponds to the trace of the holonomy of the connection along a closed edge, i.e. for which the
source and the target points are identified: s(e) = t(e). For such a cylindrical function, the
gauge transformation reads:
g .ΨΓ(he) = Tr( gs(e)heg
−1
s(e) ) = Tr(he) = ΨΓ(he)
This was the first basis of functionals introduced in the mid nineties by Jacobson, Smolin and
Rovelli. However, a more general basis was introduced in 1995 called the spin networks basis.
There are of first importance in LQG and encode the gauge invariant quantum geometry
resulting from the loop quantization.
We will introduce this basis by using an example, i.e. the cylindrical function over the
theta graph Γθ. This graph contains three edges (e1, e2, e3) which recouple at two vertices
(v1, v2). We note se1 = se2 = se3 = v1 and te1 = te2 = te3 = v2. Using the Peter-Weyl
theorem, a cylindrical function ΨΓθ ∈ Cyl0(Γθ) can be expressed as:
ΨΓ(he1 , he2 , hen) =
∑
ji,mi,ni
(f˜ j1j2j3)n1n2n3m1m2m3(D
j1(he1))
m1
n1(D
j2(he2))
m2
n2(D
j3(he3))
m3
n3
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Let us apply a gauge transformation on this cylindrical function and see how we have to
modify its structure to obtain the gauge invariance. It reads:
g .ΨΓ(he1 , he2 , he3) = ΨΓ(gv1he1g
−1
v2 , gv1he2g
−1
v2 , gv1he3g
−1
v2 )
=
∑
ji,mi,ni
(f˜ j1j2j3)n1n2n3m1m2m3(D
j1(gv1he1g
−1
v2 ))
m1
n1(D
j2(gv1he2g
−1
v2 ))
m2
n2(D
j3(gv1he3g
−1
v2 ))
m3
n3
=
∑
ji,mi,ni
(f˜ j1j2j3)n1n2n3m1m2m3(D
j1(gv1))
m1
α1(D
j2(gv1))
m2
α2(D
j3(gv1))
m3
α3
(Dj1(g−1v2 ))
β1
n1(D
j2(g−1v2 ))
β2
n2(D
j3(g−1v2 ))
β3
n3
(Dj1(he2))
α1
β1(D
j2(he2))
α2
β2(D
j3(he3))
α3
β3
This object is obviously not invariant under SU(2) gauge transformation. One way to obtain
a gauge invariant object which does not depend on the gauge transformation at the vertices,
i.e. on gv1 and g
−1
v2 , is to integrate with the invariant Haar measure over gv1 and g
−1
v2 .
Introducing those integrals, we obtain a new object which takes the form:
ΨinvΓθ (he1 , he2 , he3) =
∫
SU(2)2
dgv1dg
−1
v2 ΨΓ(gv1he1g
−1
v2 , gv1he2g
−1
v2 , gv1he3g
−1
v2 )
=
∑
ji,mi,ni
(f˜ j1j2j3)n1n2n3m1m2m3
∫
SU(2)
dgv1(D
j1(gv1))
m1
α1(D
j2(gv1))
m2
α2(D
j3(gv1))
m3
α3∫
SU(2)
dg−1v2 (D
j1(g−1v2 ))
β1
n1(D
j2(g−1v2 ))
β2
n2(D
j3(g−1v2 ))
β3
n3
(Dj1(he1))
α1
β1(D
j2(he2))
α2
β2(D
j3(he3))
α3
β3
=
∑
ji,mi,ni
(f˜ j1j2j3)n1n2n3m1m2m3 P
m1m2m3
α1α2α3 P
β1β2β3
n1n2n3(D
j1(he1))
α1
β1(D
j2(he2))
α2
β2(D
j3(he3))
α3
β3
where we have introduced the tensorial projector over the invariant tensor product of
SU(2)- irreducible representations:
Pm1m2m3α1α2α3 =
∫
SU(2)
dgv1(D
j1(gv1))
m1
α1(D
j2(gv1))
m2
α2(D
j3(gv1))
m3
α3
= ιm1m2m3ια1α2α3
=
(
m1 m2 m3
j1 j2 j3
)(
j1 j2 j3
α1 α2 α3
)
Here, we have introduced the SU(2) invariant tensor ι. Its components are given by
the Clebsh-Gordan coefficient also called the 3j symbol. Therefore, the projector P is given
by the successive action of two intertwiners ι. Considering two representations and their
associated vector spaces V j1 and V j2 , the intertwiners maps the tensorial product of V j1⊗V j2
into the vector space V j , i.e. they provides the usual recoupling of two representations into
a another one. It reads:
ι : V j1 ⊗ V j2 → V j and ι =
(
j1 j2 j
m1 m2 m3
)
〈j1,m1| ⊗ 〈j2,m2| ⊗ |j,m〉
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The intertwiner is an element of the invariant tensor product:
[V j1 ⊗ V j2 ⊗ V j3 ]inv
From the recoupling theory of angular momentums, we know that tensor product of the two
kets |j1,m1〉 ∈ V j1 and |j2,m2〉 ∈ V j2 can be decompose as:
〈j1, j2,m1,m2||j,m〉 =
(
j1 j2 j
m1 m2 m3
)
One recovers the usual notation for the Clebsh-Gordan coefficient in term of the 3j symbol.
Now let us come back to our new definition for the gauge invariant cylindrical function
ΨinvΓ (he1 , he2 , he3). In order to have a gauge invariant functional, we have introduced a new
object, i.e. the projector P , which is built up from two intertwiners ι. Those intertwiners are
associated to the vertices of the graph Γθ and ensure the gauge invariance of the cylindrical
function. Indeed, applying a gauge transformation to the modified cylindrical function do
not change its arguments since they group elements of the gauge transformations can always
be reabsorbed in the two projectors P, while the Haar measure stays invariant under the
right and left group multiplication.
We can now rewrite this functional over the graph Γθ as:
ΨinvΓθ (he1 , he2 , he3) =
∑
je
∑
mi,ni
(f˜ j1j2j3)n1n2n3m1m2m3 ι
m1m2m3ια1α2α3 ι
β1β2β3ιn1n2n3
3∏
i=1
(Dji(hei))
αi
βi
=
∑
je
∑
mi,ni
(f˜ j1j2j3)n1n2n3m1m2m3 ι
m1m2m3ιn1n2n3
∏
vi
ιi ·
∏
ek
Djk(hek)
where the · denotes the contraction of the indices between the intertwiners at the vertices
and the representation associated to the edges. From this expression, a basis for the gauge
invariant cylindrical functionals emerges. To each edges, one can associate a given represen-
tation of the holonomy he, and to obtain a gauge invariant quantity, one associates to each
vertex an intertwiner which couples the ingoing representations to the outgoing ones. This
construction generalizes to any graph Γ with a finite number k of edges e and i of vertices v
and reads:
S(Γ,~j, ι)(hek) =
∏
vi
ιi ·
∏
ek
Djk(hek)
which can also be written more generally:
S(Γ,~j, ι)[he] =
⊗
v∈Γ
ιi ·
⊗
e∈Γ
Djk(he)
This object is called a spin network and corresponds to the basis of SU(2) gauge invariant
cylindrical functionals over a graph Γ. They were introduced in [36] by Rovelli and Smolin,
and even before by Penrose (1964). Having integrated out the gauge freedom at the v
vertices, the space of cylindrical functionals solutions to the quantum Gauss constraint can
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be equipped with Ashtekar-Lewandowski measure. This is the gauge invariant Hilbert space
associated to the graph Γ, which we can denote:
HGΓ = L2[SU(2)e/SU(2)v, dh] =
⊕
je
⊗
v∈Γ
[Hv]inv
where we have introduce the gauge invariant Hilbert space associated to each vertex which
corresponds to:
Hv =
( ⊗
e|s(e)=v
HjeSU(2)
)⊗ ( ⊗
e|t(e)=v
HjeSU(2)
)∗
To understand the introduction of this vertex Hilbert space, let us describe more precisely
the structure of an edge e and a vertex v. Consider an edge e equipped with a representation
given by the Wigner matrice Dje(he)
m
n. This Wigner matrice is a linear map from the
Hilbert space HjeSU(2) to its dual (HjeSU(2))∗, i.e. :
Dje(he) : HjeSU(2) → (HjeSU(2))∗
Therefore, graphically, the source point s(e) of the edge e carries the Hilbert space HjeSU(2)
while the target point t(e) carries its dual (HjeSU(2))∗. The edge e with its source and target
points represents the linear map between those two Hilbert spaces. Consider now a n valent
vertex v containing p ingoing edges and q = n − p outgoing edges. Each q source points
s(e) = v associated to the p outgoing edges carry therefore an Hilbert space HjeSU(2) while
each p target points t(e) = v associated to the p ingoing edges carry a dual Hilbert space
(HjeSU(2))∗. The Hibert space associated to the vertex Hv is therefore given by the tensorial
product of all those Hilbert spaces associated to the source points s(e) and dual Hilbert
spaces associated to the target points t(e).
For the moment, we have considered only the Hilbert space HGΓ associated to the graph
Γ. As previously, one obtain the full gauge invariant Hilbert space of LQG by summing over
all the graphs over Σ:
HG =
⊕
Γ∈Σ
HGΓ
The spin networks represents the basis of the cylindrical functions living in this Hilbert
space and we will denote a general spin network quantum state |S〉. They are build over
graphs which are still embedded in the three dimensional manifold Σ, i.e. a vertex remains
located at a given point of the manifold. Therefore, they are not diffeomorphism invariant.
Our next task is to apply the spatial diffeomorphism quantum constraint , i.e. the vectorial
quantum constraint, in order to obtain our gauge invariant kinematical Hilbert space.
2.2.2 The spatial diffeomorphsim Hilbert space : knot as quantum states
We present now the construction of the spatially diffeomorphism invariant quantum states
by following the pedagogical review [5]. The implementation of the spatial diffeomorphism
symmetry is one of the key step in order to implement the background independence at
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the quantum level. The vectorial constraint inducing the diffeomorphisms on the three
dimensional spacelike hypersurface Σ is given by:
Ha(N
a) =
∫
Σ
NaEbiF
i
ab ' 0
where Na is the shift vector lying in Σ. This constraint transforms the connection and the
electric field as follow:
{Ha(Na), Ab} = LNaAb {Ha(Na), Eb} = LNaEb
This constraint generates the Lie derivative of the connection one form and of the electric
vector field along the direction of the shift vector Na. Once again, the naive idea in order to
implement the Dirac quantization program would be to promote this constraint into operator
expressed in term of the fundamental holonomy and flux operators. Then one would look for
quantum states |S〉 ∈ HG which satisfy:
Hˆa|S〉 = 0
Therefore, the task is to look for the eigenvectors associated to the eigenvalues zero. However,
this equation is not well defined since the solutions do not span a subspace of HG. This is
due to the non compactness of the diffeomorphism group Diff(Σ) and the undoundness of the
operator Hˆa. First, an unbounded operator will be well defined only on a dense subspace of
HG. Secondly, for a non compact operator, the spectrum can be both discrete and continuous
on different ranges. If the eigenvalue zero is in the continuous spectrum, one has to extend
the Hilbert space in order to include distributional quantum states. The procedure which
consists in selecting a dense subspace of an intermediate Hilbert space and then extend the
solutions space to include distributional quantum states is known as the raffined algebraic
quantization. An interesting review can be found in [37].
For a given theory which is quantized a la Dirac, the general idea is to introduce an
intermediate or auxiliary Hilbert space Haux. The first step corresponds to choose the largest
dense subspace D in it. This space will be the home for the unbounded operators. The second
step is to introduce the algebraic dual of the dense subspace D, which is usually denoted D∗.
This space contains the linear distributional functionals f which act on D as :
f : D → C
φ→ f(φ)
Then one imposes the constraint operator in this enlarged space D∗ and selects the subspace
Hphy ∈ D∗ corresponding to the solutions of the quantum constraint. The two dual spaces
D and D∗ are related by the so called “ringed” map η, i.e.:
η : D → D∗
φ→ η(φ) = f
This map provides a natural tool to build an inner product on D∗ and therefore on Hphy.
From the topological point of view, one obtains the following inclusion:
D ⊂ Haux ⊂ D∗
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This structure is usually called the “Gelfand triple”.
We follow this strategy to implement the spatial diffeomorphism constraint in LQG. Only
the infinitesimal diffeomorphism are taken into account, i.e. the one connected to the identity.
The auxiliary Hilbert space which represents the starting point of the procedure corre-
sponds to the gauge invariant Hilbert space HG. Its largest dense subspace is given by the
space of cylindrical functionals built from finite linear combinations of spin networks that
we denote S = (CylG, dµAL). Following the refined algebraic quantization procedure, the
solutions to the vectorial constraint have to be selected in the dual of this space, denoted S∗,
which contains gauge invariant linear cylindrical functional not necessarily continuous.
Having identified our spaces of interest, we would like to implement the spatial diffeomor-
phism symmetry constraint. At this point, the fact that the Ashtekar-Lewandowski measure
is diffeomorphism invariant is crucial. This property of the measure ensures us that the
Hilbert space HG carries therefore a unitary action of the diffeomorphism group as well as
its largest dense subspace S. This measure and therefore this property can be extended to
its dual S∗. Consequently, we do not need to find a regularized expression for the vectorial
constraint and act on S∗ to select the diff-invariant quantum states. Instead, we can work
directly with the self adjoint diffeomorphism operator acting on cylindrical functions Ψ ∈ S
as:
UφΨ = Ψ
′′ (2.6)
This operator allow us to introduce a map called PDiff : S → S∗ which can be build as:
(PDiffΨ)(Ψ
′) =
∑
Ψ′′=UφΨ
< Ψ′′,Ψ′ >
where Ψ′′ = UφΨ corresponds to all the distinct states generated by a diffeomorphism φ for
some φ ∈ Diff(Σ). This sum turns out to be well defined. The map PDiff is the projector on
the diff-invariant quantum states since a diff-invariant quantum state Ψ = UφΨ is projected
onto itself by this map, i.e:
PDiffΨ = PDiff (UφΨ)
Those diff-invariant quantum states spanned therefore the Hilbert space HDiff ∈ S∗.
The inner product on this diff-invariant Hilbert space is given by:
< PDiffΨ, PDiffΨ
′ > = PDiffΨ(Ψ′) where Ψ, Ψ′ ∈ S
Having define the diff-invariant Hilbert space, let us see how the diffeomorphism acts on a
given spin network S(Γ,~j, ι). As we have seen. under a diffeomorphism, the holonomy of the
connection along an edge e is affected only through a shift of the edge and the source point
s(e) and t(e) can be modified. However, the coloring of the edge, i.e. the spin j representation
does not change under the transformation. Now, considering a graph, a diffeomorphism can
act non trivially on the nodes. For a given spin network having some fixed intertwiners at
each nodes, a diffeomorphism can modified this intertwiner structure without changing the
valence at each nodes.
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The action of a diffeomorphism φ ∈ Diff(Σ) on a spin network S(Γ,~j, ι) reads:
Uφ S(Γ,~j, ι) = S(Γ
′ = φ ◦ Γ,~j, ι′)
One can show that this operator is not weakly continuous, and that even if we are working
with infinitesimal diffeomorphism, i.e. connected to the identity, those diffeomorphism act
as finite transformations at the level of the gauge invariant cylindrical functions.
At this point, one can define the equivalence class of graphs [Γ] under a diffeomorphism
φ ∈ Diff(Σ) applied to Γ. They are all the possible distinct graphs that one can obtained by
applying a diffeomorphism φ for some φ ∈ Diff(Σ). Outside of this equivalence class, there
are some graphs which can not be obtained by applying a diffeomorphism φ to Γ and which
are in another equivalence class of another graphs. Those diffeomorphism equivalence class
of graph are called knots. Basically, they corresponds to abstract graph which are no more
embedded in a ambient space.
Asking for diffeomorphism invariance of the quantum states, one obtains a spin network
defined over a knot. Such a diff-invariant quantum state is called and s-knot. However,
this is not the end of the story. For a spin network defined over a knot, there is still
some degeneracy. Indeed, for there are a family of transformtions acting one the space of
intertwiner over the nodes which can be obtain by a diffeomorphims on the graph Γ. Those
transformations modified the coloring of the graph while they do not modify the valence
of the nodes. Therefore, a diff-invariant quantum state is labelled by its diffeomorphism
equivalent class of graph denoted usually Kd and a coloring of its nodes denoted c, leading
to the notation: |s〉 = |Kd, c〉.
The inner product in HDiff implies that two s-knots are orthogonal if their knot is differ-
ent, i.e. if they are defined over two graphs which do not belong to the same diffeomorphism
equivalence class. Finally, an important property of the diff-invariant Hilbert space is that
it does not admit a countable basis, i.e. it is not separable. The reason is that the knots are
labelled both by a discrete numbder and by a continuous one called the moduli, leading to an
uncountable basis. However, the non separability of the Hilbert space HDiff can be cure by
slightly modifying the precedent construction to obtain a separable Hilbert space, allowing
the cylindrical functions to be not differentiable at a finite number of isolated points [38].
Those diiff-invariant states represent the non dynamical physical quantum states of the
quantum gravitational field. The resulting picture is an abstract graph colored by group
data. This graph is no more embedded in an ambient space and therefore, it is not localized
in a fixed background. This background has been removed by the spatial diffeomorphism
symmetry. The localization can only be relational, i.e. with respect to some other dynamical
field. this is the spirit of the background independence of General Relativity. The quantum
geometry is fully encoded in the combinatorial structure of the graph, i.e. on the recoupling at
each nodes of the group elements associated to the edges of the graph. This graph represents
the quantum space which interacts with the matter quantum fields through the hamiltonian
constraint.
Having briefly describe the construction of the diffeomorphim invariant quantum states
of the quantum gravitational field, we will now discuss the implementation of the scalar
constraint.
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2.2.3 Implementing the Hamiltonian constraint : towards the physical
Hilbert space
Up to now, the implementation of the hamiltonian constraint in LQG remain an hard task
and has generated a lot of work both from the canonical and the covariant approach of
LQG. This is not surprising since solving this final constraint would imply to fully solve the
quantum Einstein equations. At the classical level, it would mean to have a general solution
of the highly non linear Einstein’s field equations, which is obviously not possible.
As we have seen, the reformulation of General Relativity in the complex Ashtekar’s for-
malism has brought a new hope concerning the implementation of the hamiltonian constraint
at the quantum level. The complicated ADM scalar constraint was turned into a harmless
polynomial constraint. However, due to the highly non linear reality conditions, this formal-
ism was given up for the real Ashtekar-Barbero one. With those variables, the polynomial
hamiltonian constraint inherited an complicated additional term:
H(N) =
N
2γ2
Eb × Ec√
detE
.{ Fbc(A) + (1 + γ2)Rbc(ω(E)) } ' 0
The first difficulty to implement this constraint at the quantum level is the second term
which take a non linear complicated form since it depends on the Levi Civita connection
expressed in term of the electric field. Its is therefore an important obstacle to define a
quantum operator from the classical expression. (It turns out that this term is not present
in the self dual theory, i.e. when γ = ±i). Moreover, the factor 1/√detq has to be treated
with due care. Therefore, from the canonical point of view, one has to first find a suitable
regularization of this constraint and then apply it on the diff-invariant quantum states living
in HDiff . The first proposal for such a quantum operator was introduced by Thiemann in
1996 [39, 40, 41]. While very difficult to extract concrete physical states, it nevertheless
brought a precise mechanism of the background independent dynamic generated by the
hamiltonain constraint of General Relativity, which is already an impressive progress.
Basically, the hamiltonian constraint acts as a annihilation or creation operator which
generates or suppress quanta of volume. From the point of view of a given quantum state,
represented by a spin network associated to a knot, the application of the hamiltonian con-
straint enlarge or suppress the initial set of nodes. This gives rise to a new quantum states,
represented by a spin network with a different combinatorial structure. Yet, while very ap-
pealing, this picture of the background independent dynamics inherited from LQG is not
robust since the full concrete implementation of the hamiltonian constraint is still far from
being controlled.
A second difficulty, is that the algebra of the constraints is not a true Lie algebra. This
point motivates the so called Master constraint program [42, 43, 44]. The strategy was to
define a new single constraint which is the sum of the square of each of the three constraints,
i.e. the Gauss, vectorial and scalar constraints, i.e:
M =
∫
Σ
dx3
[H]2 + qabHaHb + δ
ijGiGj√
detq
This trick allows one to work with a very simplified algebra and thus applied the refined
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algebraic quantization technics.
{Ha(Na), Hb(N˜ b)} = −κHb(LNaN˜ b)
{Ha(Na),M} = 0
{M,M} = 0
An important result obtained from this program is a proof of the existence of the physical
Hilbert space of LQG [45]. However, this program remains formal up to now and concrete
physical predictions of the quantum theory (i.e., with a full implementation of the dynamics)
are still out of reach.
One could mention a third difficulty concerning the scalar constraint. When applied to
the real Ashtekar-Barbero connection, the hamiltonian constraint does not generate its Lie
derivative along the orthogonal direction to the three dimensional hyper surfaces Σ. Instead
it lead to a complicated transformation for the connection one form, which reduce to the
expected Lie derivative only for γ = ±i. In this formulation, due to the peculiar choice
of the time gauge in the hamiltonian analysis, the one form connection does not transform
as expected under “time” diffeomorphisms [46, 47, 48]. This is potentially problematic. It
implies that the Ashtekar-Barbero is probably not well suited to implement the dynamic in
LQG and that one should maybe come back the self dual variable in order to deal with the
dynamic. A general strategy to circumvent this problem and work with the self dual variables
will be presented and discuss in chapter 4 , 5 and 6. This is the subject of this PhD.
The difficulty encountered on the canonical side to define a quantum operator for the
hamiltonian constraint led to the development of the spin foam models at the end of the
nineties. Those models, inspired from topological quantum field theory popularized by
Atyiah, Ooguri and Witten, were refined during the last fifteen years. They gave rise to
the Barett-Crane model [49] and then culminated with the introduction of the FK [50] and
the EPRL [51] spin foam models. Those models are a concrete realization of the sum over
histories models which use the techniques and ideas of LQG. They represent the path in-
tegral or covariant version of LQG. However, both of those models suffers form difficulties
concerning the imposition of secondary class constraints and they do not represent a final
answer to the implementation of the dynamics in LQG. See [4] for a pedagogical review.
Recently, new investigations on the canonical side led to interesting results. A regulariza-
tion of the second term appearing in the hamiltonian constraint was proposed, and a general
regularization of the hamiltonian constraint was introduced by mixing this new curvature
operator and the old proposition of Thiemann [52, 53].
This conclude our presentation of the implementation of the quantum constraint in LQG.
At this point, the SU(2) Gauss constraint and the spatial diffeomorphism constraints have
been successfully imposed, leading to a kinematical quantum theory of the gravitational field
which implement the requirement of background independence. Even if the dynamics is not
well controlled and poorly understood, very powerful proposals exist to deal with this final
step of the quantization program. In this PhD, we will be interested in one of this proposal,
which relies on the particular status of the self dual variables. We will discuss this strategy
in chapter four.
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We will now present the main results of kinematical LQG which is the quantization of
are and volume of some region of space.
2.3 The geometric operators : area and volume operators
As in any quantum theory, one is interested in computing the spectrum of some quantum
operator representing a physical quantity. Not surprinsigly, in Loop Quantum Gravity, those
operators turns out to corresponds to the geometrical quantities such as the area or the
volume of a region, but also to angles. The quantum spectrum of the area and volume
operator was first computed in 1996 by Rovelli and Smolin [54]. The striking result is that
one obtains a discrete spectrum which forbids the value zero, i.e. the area and the volume are
quantized and possess an minimal gap [55]. This property of the quantum geometry at the
Planck scale is at the heart of the different results obtained in black hole thermodynamics
and quantum cosmology. The existence of the area gap cures the well known singularities
of classical General Relativity. It lead to a the resolution of the singularity in the Big Bang
scenario and of the singularity at the heard of the spherically symmetric space-time with
some mass at the center (such as the Schwrazschild black hole). Moreover, it explains the
large but finite value of the Bekenstein Hawking entropy for the black hole. This is therefore
a crucial result that we will now reproduce.
Let us consider the classical area of a given region of space. While the space is locally
coordinated by the coordinates {xa} with a ∈ {1, 2, 3}, we denote the coordinates of the two
dimensional surface S by {yα} with α ∈ {1, 2}. The two dimensional metric is denoted hαβ.
The area of the surface is given by:
Ar(S) =
∫
S
dy2
√
deth =
∫
S
dy2
√
det(qab
∂xa
∂yα
∂xb
∂yβ
)
One can directly compute the determinant which reads:
det(qab
∂xa
∂yα
∂xb
∂yβ
) = qab
∂xa
∂y1
∂xb
∂y1
qcd
∂xc
∂y2
∂xd
∂y2
− qab∂x
a
∂y1
∂xb
∂y2
qcd
∂xc
∂y1
∂xd
∂y2
= 2qabqcd
∂xa
∂y1
∂xc
∂y2
∂x[b
∂y1
∂xd]
∂y2
= 2qa[bqcd]
∂xa
∂y1
∂xc
∂y2
∂xb
∂y1
∂xd
∂y2
Now using the fact that:
det(q) =
1
3!
abcbefqabqceqdf and therefore det(q)q
ab =
1
2
acdbefqceqdf =
1
2
acdbefqc[eqdf ]
we obtain:
2qm[pqnp] = (δ
e
pδ
f
q − δeqδfp )qm[eqnf ] = (δcmδdn − δcnδdm)(δepδfq − δeqδfp )qceqdf
= amn 
acd bpq 
bef qceqdf =
1
2
amn bpq det(q)q
ab
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Therefore, the precedent determinant takes the form:
det(qab
∂xa
∂yα
∂xb
∂yβ
) = 2qa[bqcd]
∂xa
∂y1
∂xc
∂y2
∂xb
∂y1
∂xd
∂y2
= fac ebd det(q)q
fe∂x
a
∂y1
∂xc
∂y2
∂xb
∂y1
∂xd
∂y2
= det(q)qfenf ne
where we have introduced the normal vector na to the surface S:
na = abc
∂xb
∂y1
∂xc
∂y2
= (v1 × v2)a where vb1 =
∂xb
∂y1
Finally, we need to express this determinant with respect to the electric field Eai since at
the quantum level, we would like to have an expression for the area operator in term of the
flux operators. Therefore, we use the fact that Eai = det(e) e
a
i and we obtain:
Ar(S) =
∫
S
dy2
√
det(q)qabna nb =
∫
S
dy2
√
(det(e))2 eai e
b
jδ
ij na nb
=
∫
S
dy2
√
Eai E
b
jδ
ij na nb
In order to quantize this classical quantity, we first need to regularize the surface S. To
do so, we decompose it into N cells ci, and we assume that each cell has a surface equal to
σ2. We can then write the classical area such that:
Areg(S) =
N∑
n=1
∫
ci
dy2
√
Eai E
b
jδ
ij na nb
'
N∑
n=1
σ2
√
Eai E
b
jδ
ij na nb
=
N∑
n=1
√
(σ2Eai n
a)(σ2Ebjnb)δ
ij
The quantity σ2Eai n
a is nothing else than the flux of the electric field Eai across the
surface of a cell c. As we have seen, this flux is one of our fundamental operator (the other
one being the holonomy of the connection). The regularized classical area is therefore given
by:
Areg(S) =
N∑
n=1
√
Xic(E)X
j
c (E)δij
The decomposition is choosen such that in the limit N → ∞, one recovers the classical
area Ar(S). Since we have a well defined regularization of the area of a given surface, ex-
pressed in term of the flux of the electric field, we can now turn it into a quantum operator
and compute its spectrum. Let us consider a gauge invariant quantum state of the gravi-
tational field given by a spin network S(Γ,~j, ι). In order to simplify the computation, it is
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interesting to choose the decomposition of the surface such that each cell is pierced by an
edge of the graph Γ once and only once.
The action of the quantum area operator on a spin network is therefore given by:
Aˆr(S) S(Γ,~j, ι) = lim
N→∞
N∑
n=1
√
Xˆic(E)Xˆ
j
c (E)δij S(Γ,~j, ι)
= lim
N→∞
8pil2pγ
N∑
n=1
√
Cje S(Γ,~j, ι)
= 8pil2pγ
∑
e|e∩S=∅
√
je(je + 1) S(Γ,~j, ι)
where we have denoted Cje the Casimir of SU(2) in the representation je associated to the
edge e. Here, the final sum runs over all the edges which intersect the surface S. Since the
spin je is an half integer, the quantum area turns out to be quantized. This is one of the
most important result of LQG. Note the discrete spectrum of the area operator relies heavily
on the presence of the compact group SU(2), which can be traced back to the choice of the
time gauge during the canonical analysis. If one would have work with a non compact group,
it is not clear that the area spectrum would remain discrete. Moreover, it is important to
stress that this prediction of LQG is derived at the gauge invariant level. The area (and
volume) operator do not commute with the spatial diffeomorphism and the hamiltonian
constraint. Therefore, we do not know if the discrete spectrum will survive once the two
constraints generating background independence will be taken into account. However, it has
been proven that the area (and volume) spectrum is not affected by the implementation of
the spatial diffeomorphism constraint, provided that the corresponding surface and volume
are defined intrinsically either by matter field or by some geometrical conditions [1]. One
example of such a definition of a surface can be found in the context of black hole physics,
where the isolated surface horizon is defined by some geometrical conditions without any
reference to a coordinate system. Therefore, in this case, the spectrum of the area derived
above becomes a diffeomorphism invariant prediction. However, there is not a similar proof
concerning the scalar constraint. Therefore, we do not know if this discrete spectrum will
remain unaffected by the imposition of the background independent dynamic of LQG. It
has been argued by some authors that this final step of the quantization could lead to a
continuous spectrum. See [56, 57] for an interesting discussion about this point.
The discussion concerning the physical observability of the kinematical predictions is
related to the status of the Dirac observables and the so called partial observables, which
play a crucial role in the context of a background independent quantum theory [2, 58, 59].
Finally, let us present briefly the volume operator in LQG. Consider a closed three di-
mensional region M of space coordinatized by the local coordinates {xa} where a ∈ {1, 2, 3}.
The induced metric on such region is denoted qab. The volume of this classical region reads
:
V (M) =
∫
M
√
det(q) dx3 (2.7)
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This determinant can be expressed using the tetrad field as:√
det(q) = det(e) =
1
3!
ijk 
abc eiae
j
be
k
c (2.8)
6 Now, just as for the area, we want to express the volume in term of the electric field Eia.
Its expression is given by:
Eck = ijk 
abc eiae
j
b = e e
c
k =
√
detq eck e
i
ae
j
b = 
ijk abc E
c
k (2.9)
It is clear that we have:
det(e)2 =
1
3!
1
3!
ijk 
abc eiae
j
be
k
c lmn 
rst elre
m
s e
n
t
=
1
3!
1
3!
Eck e
k
c E
t
n e
n
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knq ctp E
p
q E
c
k E
t
n
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a
i E
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j E
c
k
Using this result, the volume of the region M becomes:
V (M) =
∫
M
dx3
√
det(q) =
∫
M
dx3 det(e) =
∫
M
dx3
√
1
3!
ijk abc E
a
i E
b
j E
c
k
=
∫
M
dx3
√
1
3!
abc Ea.(Eb × Ec)
Once again, we obtain an expression for the volume of a given region M which involved
only the electric field Eai . In order to define the corresponding quantum operator, one has
to regularize this expression. Two types of volumes operators exist in the literature [54, 61].
The properties of the volume spectrum were presented and discussed in details in [62, 63]. It
turns out that the volume operator acts only at the nodes of a spin network, and has a non
vanishing action only for nodes at least four valent. This is easily understood by noticing that
the simplest elementary volume that one can build is a tetrahedron, which has four faces,
and corresponds therefore to a four valent node from the point of view of its dual graph.
The computation of the spectrum of the volume operator involve the evaluation of several
sum of complicated 6j symbols. An important step towards the computation of the volume
spectrum was provided by Thiemann and Brunneman in 2004. They noticed that the use
of a SU(2) group identity, called the Elliot - Biedenharn identity, simplify drastically the
whole computation, leading to a very compact result. One can refer to [64] for a detailed
presentation of this computation. One of the difficulty is that the volume operator fails to
be diagonal in the spin network basis. However, the result of this computation shows that,
juts as for the area operator, the volume spectrum is discrete, proportional to the Planck
volume l3p and admits a volume gap.
Finally, the lenght operator was discussed in [65, 66, 67].
6Here, we have used the definition of the determinant of an n× n matrix A given by:
det(A) = a.....b 
c......d Aac .........A
b
d
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Figure 2.1: A quantum tetrahedron and its associated dual graph. The four valent
node has been decomposed into two three valent nodes. Taken from [60].
The resulting (quantum) geometry encoded in the spin network quantum states is quite
elegant [68]. At each n valent node of the network is associated a polyhedre with n faces.
The n faces are encoded in the spin label of each one of the n edges which met at the
node. Since there is as many polyhedra as nodes, i.e. for nodes at least four valent, one can
picture the resulting geometry as a gluing of polyhedra which do not have necessarily the
same number of faces. This gluing is rather subtle, since two faces attached to the same edge
and corresponding to two polyhedras have not necessarily the same shape. This point was
unravel in [69, 70], were the authors introduced the notion of twisted geometry. Basically,
this non matching between adjacent faces implies the existence of a non vanishing torsion at
the quantum level.
Another very interesting construction is the so called spinning geometry, where the notion
of spin labeling the graph appears rather naturally [71]. Therefore, the loop quantization
of General Relativity, based on the hypothesis that the quantum states of the gravitational
field are extended string-like objects, leads to a very elegant notion of quantum geometry.
Important efforts are now realized to understand the semi classical limit of those quantum
geometry, and how one can recover the classical notion of geometry present in General Rel-
ativity.
2.4 The Immirzi ambiguity
In this short section, we discuss briefly the so called Immirzi ambiguity, which will be of
first importance in the following chapters. As we have seen in the first chapter, the Immirzi
parameter γ enters in the Holst action as a coupling constant in front of the topological
term. When the field equations are derived, and the torsion less condition solved, the Im-
mirzi parameter drops out from the classical theory. Therefore, it won’t affect the classical
predictions of the vacuum solutions of General Relativity. 7
However, proceeding to the canonical analysis of the Holst action in the time gauge, one
7When matter is coupled to gravity, then the Immirzi parameter can have non trivial effects. Indeed, when
one couples gravity to fermions, it has been shown that the Immirzi parameter enters as a coupling constant
in the four fermions vertex interaction.
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ends up with a γ-dependent phase space. The Immirzi parameter enters both in the Poisson
bracket between the electric field and the Ashtekar-Barbero connection, and in the scalar
constraint. Following the loop quantization procedure, one quantizes the gravitational field
and computes the geometric quantum operators such as the area and volume spectrums.
Interestingly, those predictions are γ-dependent. More precisely, the Immirzi parameter
enters explicitly in the expression of the area and volume gap.
This point raises the following questions. Why the Immirzi parameter should play such
a crucial at the quantum level while it is totally absent from the quantum theory ? Is
the presence of γ in the kinematical spectrum of the area and volume operators a gauge
artifact due to the peculiar gauge that we have choosen for the canonical analysis ? Do the
γ-dependency of the kinematical spectrum will survive once one will take into account the
scalar constraint ?
Those questions are still matter of debate. It has been argued that the ambiguity related
to γ is similar to the θ ambiguity present in the quantization of Yang-Mills gauge theory
[72]. This is due to the fact that the canonical transformation which turns the complex
Ashtekar variables into the real Ashtekar-Barbero variables cannot be implemented as a
unitary transformation in the quantum theory [73]. In the same line, it has been proposed
that γ could play the role of the free angular parameter of the large gauge transformations
and that it should be understood as a field and no more as a constant [74, 75]. In the same
spirit, the interpretation of γ as a field was investigated in [76, 77, 78]. Another possible
interpretation was introduced in [79, 80], where it was shown that the presence of γ is related
to the PT symmetry violation of the so called generalized Kodama state. Moreover, it has
been shown that while totally irrelevant from the predictions of vacuum GR, the Immirzi
parameter can be understood as the coupling constant of the four-fermions interaction when
the Holst action is supplemented with some lagrangian containing fermions fields [81]. See
also [82, 83] for other investigations on the role of the Immirzi parameter in presence of
fermions and some of its effects on the cosmological scenario. Finally, it was recently argued
that more than a simple coupling constant, the Immirzi parameter could be understand as a
cut off for quantum gravity [48].
However, different investigations in three dimensional gravity, in black hole thermody-
namics and in spin foams models seem to point towards a rather different interpretation of γ.
In this interpretation, the self dual variables, i.e. associated to a purely imaginary Immirzi
parameter, seems to provides a better candidate in order to deal with the semi classical limit
and the dynamics of LQG [84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94].
Indeed, the presence of γ in the kinematical quantum theory is related to the choice
of working in the time gauge, or equivalently to work with the compact SU(2) group [46].
Indeed, without fixing any gauge, i.e. working with the full Lorentz group SO(3, 1), Alexan-
drov showed that the resulting phase space, albeit complicated, is γ-independent [95]. While
developing a quantum theory from this phase space is elusive, it was argued that the kine-
matical geometrical operators admit a γ-independent spectrum [96, 97]. From this point of
view, the presence of γ seems to keep trace of the non compactness of the initial gauge group.
Moreover, the question of the status of the Immirzi parameter is crucial for one more
reason. It is well known that the real su(2) Ashtekar-Barbero connection does not transform
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properly under time diffeomorphism. The Poisson bracket of the hamiltonian constraint with
the real connection does not lead to the expected transformation for a one form connection
[46, 47, 48]. Instead, one obtains a very complicated expression which reduce to the expected
Lie derivative only for γ = ±i. Therefore, only the self dual connection transforms prop-
erly under time-diffeomorphism. This point could be potentially problematic since working
with the real Ashtekar-Barbero connection when imposing the dynamics could lead to some
anomalies in the quantum theory. Those anomalies could well be the presence of the Im-
miri parameter in the kinematical spectrum of the geometrical quantum operators. In this
perspective, the self dual theory could well be the only physically acceptable quantum theory.
Going further in our interpretation, the Immirzi parameter could be regarded as a kind
of regulator, allowing to Wick rotate the kinematical quantum theory. At the end of the
quantization procedure, γ should be sent to the purely imaginary value, in order to recover
to self dual quantum theory. This is the point of view adopted in this manuscript.
This interpretation relies on some solid results obtained in very different contexts, such as
the semi classical limit of black hole and the loop quantization of three dimensional gravity
[84, 85, 86, 87]. We will present those results in the following chapters and discuss the tests
needed to develop this research direction.
80 Chapter 2. Real Loop Quantum Gravity
Bibliography
[1] T. Thiemann, Modern Canonical Quantum General Relativity, (2007), Cambridge Uni-
versity Press
[2] C. Rovelli, Quantum Gravity, (2004), Cambridge University Press
[3] C. Rovelli and F. Vidotto, Covariant Loop Quantum Gravity: an elementary introduc-
tion to Spinfoam Theory, (2013) Cambridge University Press
[4] A. Perez, Introduction to loop quantum gravity and spin foams. (2004), arXiv: gr-
qc/0409061.
[5] K. Giesel and H. Sahlmann, From classical to quantum gravity: Introduction to loop
quantum gravity. (2012), arXiv:1203.2733.
[6] A. Ashtekar and J. Lewandowski, Background independent quantum gravity: a status
report, Class. Quant. Grav. 21 R53 (2004), arXiv:gr-qc/0404018.
[7] H. J. Matschull, Dirac’s canonical quantization programme. (1996). arXiv: quant-
ph/9606031.
[8] A. Jaffe, The GNS construction (2014), harvard.edu/fs/docs/icb.topic1466080.files/GNS.pdf
[9] M P. Bronstein, Kvantovanie gravitatsionnykh voln (Quantization of Gravitational
Waves). Zh. Eksp. Tear. Fiz., 6, 195. (1936)
[10] M P. Bronstein, Quantentheorie schwacher Gravitationsfelder. Phys. Z. Sowjetunion, 9,
140-157 (1936)
[11] L. Smolin, The case for background independence, Rickles, D. (ed.) et al.: The structural
foundations of quantum gravity* 196-239, hep-th/0507235
[12] M. Gaul and C. Rovelli, Loop Quantum Gravity and the meaning of the diffeomorphism
invariance, Lect.Notes Phys. 541 (2000) 277-324, C99-02-02.2, p.277-324 Proceedings,
gr-qc/9910079
[13] Edmund Bertschinger, Symmetry transformations, the Einstein-Hilbert action, and
gauge invariance , Massachussets Institute of Technology, (2002).
[14] L. Freidel, M. Geiller and J. Ziprick, Continuous formulation of Loop Quantum Gravity
phase space, Class.Quant.Grav. 30 (2013) 085013, arXiv:1110.4833 [gr-qc]
82 Bibliography
[15] J. Lewandowski, A. Okolow, H. Sahlmann, T. Thiemann, Uniqueness of diffeomorphism
invariant states on holonomy-flux algebras, Commun.Math.Phys.267:703-733, (2006),
arXiv:gr-qc/0504147
[16] C. Fleichhack, Representations of the Weyl algebra in quantum geometry, Commun.
Math. Phys. 285 67 (2009), arXiv:math-ph/0407006.
[17] T. A. Koslowski, Dynamical Quantum Geometry (DQG Programme), arXiv:0709.3465
[gr-qc]
[18] H. Sahlmann, On loop quantum gravity kinematics with non-degenerate spatial back-
ground, (2010). Class.Quant.Grav. 27 (2010) 225007, arXiv:1006.0388 [gr-qc]
[19] M. Varadarajan, Towards new background independent representations for Loop Quan-
tum Gravity, Class. Quant. Grav.25 (2008) 105011 [arXiv:0709.1680 [gr-qc]]
[20] A. Ashtekar, Some surprising implications of background independence in canonical
quantum gravity, Gen.Rel.Grav. 41 (2009) 1927-1943, arXiv:0904.0184 [gr-qc]
[21] B. Dittrich and M. Geiller, A new vacuum for Loop Quantum Gravity,
Class.Quant.Grav. 32 (2015) 11, 11200, arXiv:1401.6441 [gr-qc]
[22] B. Dittrich and M. Geiller, Flux formulation of loop quantum gravity: Classical frame-
work , Class.Quant.Grav. 32 (2015) 13, 135016, arXiv:1412.3752 [gr-qc]
[23] B. Bahr, B. Dittrich and M. Geiller, A new realization of quantum geometry,
arXiv:1506.08571 [gr-qc]
[24] Carlo Rovelli and Lee Smolin, Loop Space Representation of Quantum General Relativ-
ity, (1989), Nucl.Phys. B331 (1990) 80-152
[25] A. Ashtekar and C. J. Isham, Representations of the holonomy algebras of gravity and
nonAbelian gauge theories, Class.Quant.Grav. 9 (1992) 1433-1468, hep-th/9202053
[26] A. Ashtekar and J. Lewandowski, Representations theory of analytic holonomy C* al-
gebras, 1993, CGPG-93-8-1, gr-qc/9311010
[27] A. Ashtekar and J. Lewandowski, Completeness of Wilson loop functionals on the moduli
space of SL(2,C) and SU(1,1) connections, Class.Quant.Grav. 10 (1993) L69-L74, gr-
qc/9304044
[28] A. Ashtekar and J. Lewandowski, Projective techniques and functional integration for
gauge theories, J.Math.Phys. 36 (1995) 2170-2191, gr-qc/9411046
[29] A. Ashtekar and J. Lewandowski, Differential geometry on the space of connections via
graphs and projective limits, J.Geom.Phys. 17 (1995) 191-230, hep-th/9412073
[30] A. Ashtekar, J. Lewandowski, D. Marolf, J. Mourao and T. Thiemann, Quantiza-
tion of diffeomorphism invariant theories of connections with local degrees of freedom,
J.Math.Phys. 36 (1995) 6456-6493, gr-qc/9504018
Bibliography 83
[31] A. Ashtekar and C. Rovelli, A Loop representation for the quantum Maxwell field,
Class.Quant.Grav. 9 (1992) 1121-1150,hep-th/9202063
[32] A. Ashtekar, Carlo Rovelli and Lee Smolin, Gravitons and loops, Phys.Rev. D44 (1991)
1740-1755, hep-th/9202054
[33] A. Ashtekar, J. Lewandowski and H. Sahlmann, Polymer and Fock representations for
a scalar field, Class.Quant.Grav. 20 (2003) L11-1, gr-qc/0211012
[34] A. Ashtekar and J. Lewandowski, Projective techniques and functional integration for
gauge theories, J.Math.Phys. 36 (1995) 2170-2191, CGPG-94-10-6, gr-qc/9411046
[35] Edmunds
[36] Carlo Rovelli and Lee Smolin, Spin networks and quantum gravity, (1995), Phys.Rev.
D52 (1995) 5743-5759, CGPG-95-4-4, IASSNS-HEP-95-27, gr-qc/9505006
[37] D. Giulini and D. Marolf, On the generality of refined algebraic quantization, Class.
Quant. Grav. 16 2479 (1999), arXiv:gr-qc/9812024.
[38] W. Fairbairn and C. Rovelli, Separable Hilbert space in loop quantum gravity, J. Math.
Phys. 45 2802 (2004), arXiv:gr-qc/0403047.
[39] T. Thiemann, Anomaly - free formulation of nonperturbative, four-dimensional
Lorentzian quantum gravity, Jun 1996. Phys.Lett. B380 (1996) 257-264, gr-qc/9606088
[40] T. Thiemann, Quantum spin dynamics (QSD), Jun 1996. Class.Quant.Grav. 15 (1998)
839-873, gr-qc/9606089
[41] T. Thiemann, Quantum spin dynamics (qsd). 2. Jun 1996. 27 pp. Class.Quant.Grav. 15
(1998) 875-905, gr-qc/9606090
[42] T. Thiemann, The Phoenix project: Master constraint program for loop quantum grav-
ity, Class.Quant.Grav. 23 (2006) 2211-2248, gr-qc/0305080
[43] B. Dittrich and T. Thiemann, Testing the master constraint programme for loop
quantum gravity. I. General framework, Class.Quant.Grav. 23 (2006) 1025-1066, gr-
qc/0411138
[44] B. Dittrich and T. Thiemann, Testing the master constraint programme for loop quan-
tum gravity. II. Finite dimensional systems, Class.Quant.Grav. 23 (2006) 1067-1088,
gr-qc/0411139
[45] T. Thiemann, Quantum spin dynamics. VIII. The Master constraint, Class.Quant.Grav.
23 (2006) 2249-2266, gr-qc/0510011
[46] S. Alexandrov, On the choice of connection in Loop Quantum Gravity, Phys.Rev. D65
(2002) 024011, gr-qc/0107071
[47] J. Samuel, Is Barbero’s Hamiltonian formulation a gauge theory of Lorentzian gravity?,
Class. Quant. Grav. 17 L141 (2000), arXiv:gr-qc/0005095.
84 Bibliography
[48] C. Charles and E. Livine, Ashtekar-Barbero holonomy on the hyperboloid: Immirzi
parameter as a Cut-off for Quantum Gravity, (2015), arXiv:1507.00851 [gr-qc]
[49] J. W. Barrett and L. Crane, Relativistic spin networks and quantum gravity, J. Math.
Phys. 39 3296 (1998), arXiv:gr-qc/9709028.
[50] L. Freidel and K. Krasnov, A new spin foam model for 4d gravity, Class. Quant. Grav.
25 125018 (2008), arXiv:gr-qc/0708.1595 [gr-qc].
[51] J. Engle, E. R. Livine, R. Pereira and C. Rovelli, LQG vertex with finite Immirzi
parameter, Nucl. Phys. B 799 136 (2008), arXiv:0711.0146 [gr-qc]
[52] E. Alesci, M. Assanioussi and J. Lewandowski, Curvature operator for loop quantum
gravity, Phys.Rev. D89 (2014) 12, 124017, arXiv:1403.3190 [gr-qc]
[53] E. Alesci, M. Assanioussi and J. Lewandowski, New scalar constraint operator for loop
quantum gravity, arXiv:1506.00299 [gr-qc]
[54] Carlo Rovelli and Lee Smolin, Discreteness of area and volume in quantum gravity,
Nucl.Phys. B442 (1995) 593-622, CGPG-94-11-1, gr-qc/9411005
[55] A. Ashtekar, J. Lewandowski, Quantum theory of geometry. 1: Area operators,
Class.Quant.Grav. 14 (1997) A55-A82, gr-qc/9602046
[56] B. Dittrich and T. Thiemann, Are the spectra of geometrical operators in Loop Quantum
Gravity really discrete ? , J.Math.Phys. 50 (2009) 012503, arXiv:0708.1721 [gr-qc]
[57] C. Rovelli, Comment on ‘Are the spectra of geometrical operators in Loop Quantum
Gravity really discrete?’ by B. Dittrich and T. Thiemann, arXiv:0708.2481 [gr-qc]
[58] C. Rovelli, Partial observables, Phys. Rev. D 65 124013 (2002), arXiv:gr-qc/0110035.
[59] J. Tambornino, Relational observables in gravity: A review, SIGMA 8 017 (2012),
arXiv:1109.0740 [gr-qc]
[60] V. Bonzom, Quantum geometry in spin foams: From the topological BF theory to
General Relativity, (2010). arXiv:1009.5100 [gr-qc]
[61] A. Ashtekar, J. Lewandowski, Quantum theory of geometry. 2. Volume operators,
Adv.Theor.Math.Phys. 1 (1998) 388-429, CGPG-97-11-1, gr-qc/9711031
[62] J. Brunnemann and D. Rideout, Properties of the volume operator in loop quantum
gravity I: Results, Class. Quant. Grav. 25 065001 (2008), arXiv:0706.0469 [gr-qc].
[63] J. Brunnemann and D. Rideout, Properties of the volume operator in loop quan- tum
gravity II: Detailed presentation, Class. Quant. Grav. 25 065002 (2008), arXiv:0706.0382
[gr-qc].
[64] Johannes Brunnemann and T. Thiemann, Simplification of the spectral analysis of the
volume operator in loop quantum gravity, (2004), Class.Quant.Grav. 23 (2006) 1289-
1346, gr-qc/0405060
Bibliography 85
[65] T. Thiemann, A length operator for canonical quantum gravity, J. Math. Phys. 39 3372
(1998), arXiv:gr-qc/9606092.
[66] E. Bianchi, The length operator in loop quantum gravity, Nucl. Phys. B 807 591 (2009),
arXiv:0806.4710 [gr-qc].
[67] Y. Ma, C. Soo and J. Yang, New length operator for loop quantum gravity, Phys. Rev.
D 81 124026 (2010), arXiv:1004.1063 [gr-qc].
[68] C. Rovelli and S. Speziale, Geometry of loop quantum gravity on a graph, Phys. Rev.
D 82 044018 (2010), arXiv:gr-qc/1005.2927.
[69] L. Freidel and S. Speziale, Twisted geometries: A geometric parametrisation of SU(2)
phase space, Phys. Rev. D 82 084040 (2010), arXiv:1001.2748 [gr-qc].
[70] L. Freidel and S. Speziale, From twistors to twisted geometries, Phys. Rev. D 82 084041
(2010), arXiv:1006.0199 [gr-qc].
[71] L. Freidel and J. Ziprick, Spinning geometry = Twisted geometry, Class.Quant.Grav.
31 (2014) 4, 045007, arXiv:1308.0040 [gr-qc]
[72] R. Gambini, O. Obregon and J. Pullin, Yang-Mills analogs of the Immirzi ambiguity,
Phys.Rev. D59 (1999) 047505 gr-qc/9801055
[73] C. Rovelli and T. Thiemann, The Immirzi parameter in quantum general relativity,
Phys.Rev. D57 (1998) 1009-1014, gr-qc/9705059
[74] S. Mercuri, A Possible topological interpretation of the Barbero–Immirzi parameter,
(2009). arXiv:0903.2270 [gr-qc]
[75] S. Mercuri and A. Randono, The Immirzi Parameter as an Instanton Angle,
Class.Quant.Grav. 28 (2011) 025001, arXiv:1005.1291 [hep-th]
[76] S. Mercuri and V. Taveras, Interaction of the Barbero-Immirzi Field with Matter and
Pseudo-Scalar Perturbations, Phys.Rev. D80 (2009) 104007, arXiv:0903.4407 [gr-qc]
[77] G. Calcagni and S. Mercuri, The Barbero-Immirzi field in canonical formalism of pure
gravity, Phys.Rev. D79 (2009) 084004, arXiv:0902.0957 [gr-qc]
[78] A. Torres-Gomez and K. Krasnov, Remarks on Barbero-Immirzi parameter as a field,
Phys.Rev. D79 (2009) 104014, arXiv:0811.1998 [gr-qc]
[79] A. Randono, A Generalization of the Kodama state for arbitrary values of the Immirzi
parameter, (2005). gr-qc/0504010
[80] A. Randono, Generalizing the Kodama state. II. Properties and physical interpretation,
(2006). gr-qc/0611074
[81] A. Perez and C. Rovelli, Physical effects of the Immirzi parameter, (2005). Phys.Rev.
D73 (2006) 044013, gr-qc/0505081
86 Bibliography
[82] S. Mercuri, Fermions in Ashtekar-Barbero connections formalism for arbitrary values of
the Immirzi parameter, Phys.Rev. D73 (2006) 084016, gr-qc/0601013
[83] G. de Berredo-Peixoto, L. Freidel, I.L. Shapiro and C.A. de Souza, Dirac fields, torsion
and Barbero-Immirzi parameter in Cosmology, JCAP 1206 (2012) 017, arXiv:1201.5423
[gr-qc]
[84] J. Ben Achour, A. Mouchet and K. Noui, Analytic Continuation of Black Hole Entropy
in Loop Quantum Gravity, (2014). JHEP 1506 (2015) 145, arXiv:1406.6021 [gr-qc]
[85] J. Ben Achour and K. Noui, Analytic continuation of real Loop Quantum Grav-
ity: Lessons from black hole thermodynamics (2015). Conference: C14-07-15.1,
arXiv:1501.05523 [gr-qc]
[86] J. Ben Achour, M. Geiller, K. Noui and C. Yu, Spectra of geometric operators in three-
dimensional loop quantum gravity: From discrete to continuous, (2013). Phys.Rev. D89
(2014) 064064, arXiv:1306.3246 [gr-qc] — PDF
[87] J. Ben Achour, M. Geiller, K. Noui and C. Yu, Testing the role of the Barbero-Immirzi
parameter and the choice of connection in Loop Quantum Gravity, (2013). Phys.Rev.
D91 (2015) 104016, arXiv:1306.3241 [gr-qc]
[88] E. Frodden, M. Geiller, K. Noui and A. Perez, Black Hole Entropy from complex
Ashtekar variables, (2012). Europhys.Lett. 107 (2014) 10005, arXiv:1212.4060 [gr-qc]
[89] M. Han, Black Hole Entropy in Loop Quantum Gravity, Analytic Continuation, and
Dual Holography, (2014). arXiv:1402.2084 [gr-qc]
[90] D. Pranzetti, Geometric temperature and entropy of quantum isolated horizons, (2013).
Phys.Rev. D89 (2014) 10, 104046, arXiv:1305.6714 [gr-qc]
[91] D. Pranzetti and H. Sahlmann, Horizon entropy with loop quantum gravity methods,
(2014). Phys.Lett. B746 (2015) 209-216, arXiv:1412.7435 [gr-qc]
[92] A. Ghosh and D. Pranzetti, CFT/Gravity Correspondence on the Isolated Horizon,
(2014). Nucl.Phys. B889 (2014) 1-24, arXiv:1405.7056 [gr-qc]
[93] Y. Neiman, Imaginary part of the gravitational action at asymptotic boundaries and
horizons, (2013). Phys.Rev. D88 (2013) 2, 024037, arXiv:1305.2207 [gr-qc]
[94] Y. Neiman, The imaginary part of the gravity action and black hole entropy, (2013).
JHEP 1304 (2013) 071, arXiv:1301.7041 [gr-qc]
[95] S. Alexandrov, SO(4,C) covariant Ashtekar-Barbero gravity and the Immirzi parameter,
Class.Quant.Grav. 17 (2000) 4255-4268, gr-qc/0005085
[96] S. Alexandrov and D. Vassilevich, Area spectrum in Lorentz covariant loop gravity,
Phys.Rev. D64 (2001) 044023, gr-qc/0103105
[97] S. Alexandrov and E. Livine, SU(2) loop quantum gravity seen from covariant theory,
Phys.Rev. D67 (2003) 044009, gr-qc/0209105
Chapter
3 Black hole as a gas of
punctures
Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.2 A new paradigm : the isolated horizon . . . . . . . . . . . . . . . 90
3.3 Quantizing the isolated horizon . . . . . . . . . . . . . . . . . . . . 97
3.4 The local point of view : the local first law of black holes . . . . 100
3.5 A statistical treatment : the gas of punctures picture . . . . . . 104
3.5.1 The Maxwell Boltzman statistic . . . . . . . . . . . . . . . . . . . . 110
3.5.2 The Bose Einstein statistic : entropy, logarithmic correction and
condensation of the punctures . . . . . . . . . . . . . . . . . . . . . . 115
3.6 Limits of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
This chapter is devoted to the treatment of black hole in Loop Quantum Gravity.
We first describe the important shift from the global definition of the black hole to the
quasi-local one given by the concept of isolated horizon. Then, the canonical quantization
of this new object is reviewed, and we present the central formula which gives the number
of micro-states in the micro-canonical ensemble, i.e. the Verlinde formula. The Bekenstein
Hawking area law derives from this formula.
We present in the next part the statistical model called the “gase of punctures picture”,
which allows to treat the black in the canonical and the grand canonical ensembles. We
review the important inputs used to write the partition function of the black hole: i.e. the
local version of the first law of black hole thermodynamics, the holographic degeneracy, the
indistinguishability of the punctures and the chemical potential associated to the punctures.
Having this model at hand, we perform the thermodynamical study of the system in the
grand canonical ensemble for the Maxwell Boltzman statistic. In the last section, we explain
how the introduction of a quantum statistic for the punctures can modify the semi classical
behaviour of the quantum black hole. We perform the thermodynamical study with the Bose
Einstein statistic in the grand canonical ensemble and exhibit under which conditions a Bose
Einstein condensation occurs.
Before presenting all this material, we need to mention another investigations in the same
area. In order to describe the quantum black hole using the loop quantization technics, a large
amount of work has been developed in the so called spherically symmetry reduced models
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of gravity. Those models represent another promising road towards a deeper understanding
of the quantum black hole. They have provided an interesting framework to study the fate
of the classical singularity in the quantum theory but also to study the evaporation process.
In spirit, they follow closely the Loop Quantum Cosmology models. However, completing
the quantization of those models remains harder than for the LQC counterpart. The main
conclusion of those models is the resolution of the interior Schwarzschild classical singularity.
In the following sections, we won’t address those models but the interested readers can refer
to [1, 2, 3, 4].
3.1 Introduction
Black holes are one of the more emblematic predictions of General Relativity. Paradoxically,
they stand among the most simple non trivial solutions to the Einstein equations and yet,
their characteristics reveal already the limitations of the Einstein theory. Indeed, the singu-
larity present at the heart of the hole underlines the need of going beyond the classical theory
and to develop the quantum theory of gravity. Forty years of studying those solutions have
led to a rich ensemble of results, paving the way towards a more fundamental understanding
of those gravitational systems. In light of those results, black holes seems to provide an
interface between General Relativity, quantum physics and statistical mechanics, the three
pillars of fundamental physics [5]. This unexpected interface was unraveled by pioneers work
in the seventies by Penrose, Carter, Hawking and Bekenstein and Israel. At this time, it
was shown that black holes solutions follow laws with a remarkable similarity with the well
known four laws of thermodynamics.
First, the variation of the mass of the black hole M is naturally related to the variation
of the other instrinsic properties of the black hole such as its area A, its charge Qe and its
angular momentum J . The law relating the modifications of the four parameters (M,A,Q, J)
mimics the first law of thermodynamics, relating the variation of the internal energy U of a
statistical system with its work variation δW and its heat variation δQH .
Second, Hawking showed that during any physical process, the variation of the area of
the horizon can only grow. This is in strong analogy with the second law of thermodynamic
which states that the entropy of a statistical system can only remain constant or grow.
Finally, the third law of thermodynamics states that a physical system cannot reach the
zero temperature by any physical process. The analogy is found by defining the so called
“extremal” black hole, for which the surface gravity vanish. It was shown that an “extremal”
black hole cannot be reached by a finite number of physical process from a non “extremal”
black hole. To complete the analogy, it was also shown that just as the temperature of an
equilibrium system is constant, the surface gravity of a black hole remain constant on its
horizon.
From those results, the analogy becomes natural if one identified the area of the horizon as
the entropy of the system, while the surface gravity k as to be identified with the temperature
of the horizon. The famous result obtain by Hawking in 74’ justified this identification.
Indeed, using the recently developed machinery of quantum field theory in curved space-
time, he showed that a black hole radiates with a black body spectrum at the temperature
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TH proportional to the surface gravity of the hole and that the entropy of the black hole is
proportional to the area of the horizon as follow:
TH =
~
2pi
k SH =
aH
4l2p
where k is the surface gravity (to be define below) and l2p is the Planck length. The Hawking
temperature is the temperature measured by an inertial observer at infinity.
Therefore, a black hole is a thermodynamical system to which we can associate an entropy
and a temperature.
In thermodynamics, one describes a physical system using some macroscopic variables.
This macroscopic description totally wash away the quantum microscopic details of the sys-
tem. For a given value of the macroscopic variables, the physical system can be in different
quantum states (micro states). The notion of entropy precisely captures this degeneracy. It
account for the volume of the microscopic phase space which share the same macroscopic
variables. To account for this entropy, one first have to identify the quantum degrees of free-
dom of the system. Therefore we are led to the following question : what are the quantum
degrees of freedom responsible for the large entropy of a black hole ?
One of the major achievement of Loop Quantum Gravity has been to account for this
entropy through a rigorous description of the quantum geometry of the horizon [6]. In this
approach, a black hole is treated as a null boundary in the space-time i.e. an isolated horizon.
We will come back in the next paragraph on the definition of an isolated horizon and the
constraints it satisfy. In LQG, the quantum states of the gravitational field are spin-networks
(at least at the gauge invariant level) living in the bulk. Each edge of the bulk spin network
pierce the horizon at a given puncture. They are the fundamental excitations of the black
hole horizon. Each edges and therefore the corresponding puncture, comes with an quanta
of area, the area of the macroscopic hole being the sum of all the punctures contributions.
This heuristic picture of the quantum black hole relies heavily on a rigorous mathematical
set of results which involve Chern Simons theory and its quantized version. The first step
is to define properly the notion of a isolated black hole. This is done using the notion of
an isolated horizon [7]. It turns out that in the connection formulation of GR, because of
the symmetries of the horizon and the conditions required to be isolated, the symplectic
current inherit a boundary term on the horizon which is exactly the Chern Simon symplectic
current. Therefore, one can interpret the classical degrees of freedom living on the horizon
as being those of a Chern Simons theory coupled to 2 + 1 particles, i.e. punctures. Then
the phase space of GR containing an isolated horizon is quantized, treating separately the
bulk degrees of freedom and the horizon degrees of freedom. The quantization of the horizon
degrees of freedom is done following the well known quantization of Chern Simons theory
coupled to point like particles. In this lines, one can derive the dimension of the Hilbert
space, its logarithm giving the entropy of the hole in the micro canonical ensemble. In order
to go beyond the micro canonical ensemble, there is up to now only one proposal. This is
the model of the gas of punctures picture introduced in [8]. This statistical model is build
on different ingredients which have not yet derived from first principles. However, it allows
to compute the canonical and grand canonical entropy. This model represents a theoretical
laboratory where one can study the impact of the quantum statistic for the punctures but
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also the role played by the chemical potential. This leads to interesting results such as the
Bose Einstein condensation of the punctures [9]. This could be relevant when debating on
the status of the large/small spin limit in the semi classical limit. Finally, even if the status
of the chemical potential associated to the punctures is still obscure, it could provide an
interesting tool in order to describe the evaporation process.
It is important to stress here that all the material presented in the three following sections
has been borrowed from various sources, and that our goal is to summarize the long way from
the notion of isolated horizon to the computation of its entropy. In the following, we follow
[10, 11] for the isolated horizon properties and [12] for the symplectic structure derivation,
the quantization part and the discussion about the local first law of thermodynamics. The
goal is not to give an original point of view but rather to regroup some important results for
the following.
Let us first describe the very first step : the notion of an isolated horizon.
3.2 A new paradigm : the isolated horizon
The usual notion of a black hole is given by the concept of an event horizon. The definition
reads :
A black hole is a space-time region that is causally disconnected to the null future infinity
I+.
Therefore, if an observer want to know if he is at a point belonging to a black hole region,
he has to know if a light ray sent from its position will reach or not the null future infinity
I+. This is obviously impossible because it would imply to know the whole space-time.
This is why the notion of an event horizon is not physical and is not acceptable to describe
physical black hole. Static black hole for example, are defined using space-time equipped
with a time-translational killing vector field everywhere. On this manifold, not just the black
hole is static, but the whole space time also. Therefore, this description of a static black hole
is overly restrictive, since nothing can happen outside the hole, i.e. the whole world is frozen.
However, we know that astrophysical black holes live in a highly dynamical environment
close and far away from them.
From this observation, one is led to search for a more physical definition which could
encompass the true astrophysical black holes. For this, the definition should not refer to any
properties of the space-time at infinity but only on the intrinsic geometry of the horizon.
This is precisely the sense of the shift from the global definition to the quasi local one.
In order to go beyond the notion of an event horizon, different kind of horizons have
appeared in the literature. In this perspective, one can discriminate between a spacelike, null
or timelike horizon. Those three types of horizons provide a way to describe a dynamical
black, a isolated black hole or simply a membrane for which matter can simply go in and out.
For all those horizons, matter can cross the horizon inwards. However, the causal nature of
the horizon tells us to which extent massive or masseless particles can escape from the hole.
For a spacelike horizon, matter will never escape from the hole. This kind of horizon can
only grow in time. An example is provided by the dynamical horizon introduced in [13, 14].
A null horizon corresponds to the limit case. Matter cannot escape from the hole, but the
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Figure 3.1: Penrose diagram for a collapsing object (bold curved) giving birth to
an “evaporating” Schwarzschild black hole. The event horizon is a null horizon
which separates points connected to the null future infinity I+, i.e. the exterior
of the hole, from the one causally disconnected form I+, i.e. the interior of the
hole. This definition is highly non physical. (Taken from [17])
massless particles emitted at the horizon can finally get out of the hole if the singularity is
resolved (Hawking radiation). They follow the diagonal line representing the null horizon on
a Penrose diagram and are released in the bulk at the point where the singularity is removed.
A non expanding horizon or a weakly isolated horizons corresponds to this category, i.e. they
are of a null type. However, those horizons fulfill additional requirement which ensure that
they remain isolated, i.e. that there is no flux of radiation through and along the horizon.
One can then restrict even more the definition, leading to the notion of the isolated horizon
used in the rest of the chapter. Finally, a timelike membrane provides a more realistic object
from which matter can either cross the horizon inwards and also escape freely from the hole.
They have been used in order to derive a very interesting dictionary between gravity and
thermodynamics out of equilibrium [15, 16].
We will now describe the way to define an isolated horizon. The starting point is the
introduction of a non expanding horizon. One can then constraint the definition in order to
be able to derive the first and zero thermodynamical law, introducing the weakly isolated
horizon then the isolated horizon definition. The reader can refer to [10] for all the details.
LetM be a 4-dimensional manifold equipped with a metric gab of signature (−,+,+,+).
Let4 be a null hyper surface of (M, gab). A future directed null normal to4 will be denoted
by χ.
Definition of a non expanding horizon
A non expanding horizon is a 2 + 1-dimensional sub-manifold 4 which satisfy three
constraints:
• i) 4 is topologically S2 × R and null.
• ii) The expansion θl of χ vanishes on 4 for any null normal χ.
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• iii) All equations of motion hold at 4 and the stress-energy tensor Tab of matter fields
at 4 is such that −T ab χb is future directed and causal for any future directed null
normals χ.
With those three requirements, we can already derive important consequences on the null
normal χ.
From the precedent definition, i.e. because χ is null and expansion free, and using the
Raychauduri equation on 4, it implies that the null normal χ be also twist and shear free.
Moreover, because it is a null vector, we have that:
χa∇aχb = κχb
The constant κ is the surface gravity of the isolated horizon. However, it is not defined
uniquely and depend on the choice of null normal χ. Indeed, under a rescaling of the null
normal by a function f, we have:
χ
′
= fχ whence κ′ = fκ+ Lχf
Finally, from the properties of the null normal χ, we can show that a natural connection
1-form on 4 exists such that:
∇a← χ
b = ωaχ
b whence ωaχ
a = κ and Lχqab = 0
Therefore, the null normal χ is a Killing field when restricted to the horizon 4. Finally, the
precedent definition implies some restriction on the Ricci tensor and on the Weyl tensors.
All those properties are presented and discussed in great details in [10, 11]. We just have
listed briefly the ones we need for the following discussion.
The definition of a non expanding horizon, while simple, has important geometrical con-
sequences. However, the definition is not rigid enough to derive thermodynamical law such
as the zeroth law. Indeed, the surface gravity defined above is not constant on the horizon
because one can always rescaled the null normals χ by a function, modifying therefore κ. To
be able to do so, we need to go beyond the precedent definition and introduced the notion
of a weakly isolated horizon. This new definition will restrict the choice of null normals χ
and give the tools to derive the zeroth law. The idea goes as follow. We already know that
χ is a Killing vector of the intrinsic metric. Defining the tensor field Kab = Daχb where D is
the covariant derivative intrinsic to 4, we can show that this tensor plays a similar role of
the extrinsic curvature. Asking that Kab be time independent, i.e. LχKab = 0 is equivalent
to ask that Lχω = 0. Now, we observe that under a constant rescaling, the connection ω
introduced above do not change. If we define an equivalence class [χ] of null normal un-
der constant rescaling, then each χ belonging to this equivalence class will satisfy the law
Lχω = 0. Therefore,
Definition of a weakly isolated horizon
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A weaky isolated horizon (4, [χ]) consists of a non expanding horizon 4, equipped with
an equivalence class [χ] of null normals to it satisfying:
Lχω =ˆ 0 for all l ∈ [χ]
The equivalence class [χ] is defined up to constant rescaling:
χ′ and χ ∈ [χ] iff χ′ = cχ with c ∈ R
With this definition, we see that under a constant rescaling, going from one null normal
of the equivalence class to another, the surface gravity changes as:
χ
′
= cχ whence κ′ = cκ
Therefore, the surface gravity is also not uniquely defined in this context. With this
definition at hand, one can show explicitly that dκ = 0 on the isolated horizon 4 for all
χ ∈ [χ]. even if there is obviously different possible choices of [χ]. Yet, we conclude that for a
choosen [χ], a weakly isolated horizon satisfy the zeroth law of black holes thermodynamics.
Futhermore, a (family of) first law of thermodynamics can be shown to hold for weakly
isolated horizons. This is the very same law which was derived for usual black hole, except
that now, the quantities such as the energy (i.e. the mass), the angular momentum, the
electric charge and electric potential, and the surface gravity respectively given by EIH , JIH ,
QIH , φIH and κIH , are intrinsic to the horizon and are not defined at infinity. Its derivation
assume only asymptotic flans at infinity. The case of rotating (weakly) isolated horizons have
been tackle in [18]. The first law reads:
δEIH =
κIH
8pi
δAIH + ΩIHδJIH + φIHδQIH (3.1)
where AIH is the area of the isolated horizon. Therefore, the weakly isolated horizon defini-
tion provides the tool to reproduce in a quasi local fashion the week known thermodynamics
of black hole. Note that for a weakly isolated horizon, there is a given first law for each
possible choices of equivalence class [χ].
The introduction of a more restrictive definition can select uniquely the equivalence class
[χ]. This is the isolated horizon definition. This definition reads:
Definition of an isolated horizon
A weaky isolated horizon (4, [χ]) is said to be isolated if:[Lχ,D]V =ˆ 0 for all vectors fields V tangential to 4 and all χ ∈ [χ]
An isolated horizon definition describes a null horizon which does not grow in time, i.e.
its area remains constant. However, contrary to the event horizon, the space-time outside
the hole can be dynamical as well as the geometry of the horizon. One can generalized this
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definition of a spherically isolated horizon to a rotating and a distorted isolated horizon,
which are respectively the isolated horizons of type I, II and III. This object is therefore
much more general than an event horizon and provides a way to describe in a quasi local
way a black hole.
For the rest of this chapter, we will adopt the new definition of an isolated horizon of
type I, i.e. a non rotating spherically isolated horizon, when speaking about a black hole.
Consequences for an isolated horizon
Having state the definition of an isolated horizon, we explicitly give the constraints for
such an object, constraints which derive directly form the definition above. One can derive
three constraints which are :
F iab⇐
= − 2pi
aH
Σiab⇐
where F iab is the curvature of the Ashtekar-Barbero connection A
i
a and Σ
i
ab is related to
the conjugated momentum of A. Those quantities have been presented in the first chapter
and will be used in the following sections. The area of the horizon is denoted aH . The double
arrow refers to the pull back of the object to H = 4∩M, i.e. the restriction of the object
to H = 4 ∩M. For concrete calculation, the double arrow means that we only keep the
component of the two form on H, i.e. of the kind dθ ∧ dφ while the single arrow means that
we keep only the component of the two form on 4, i.e. of the kind dθ ∧ dφ, dt ∧ dφ and
dt ∧ dθ. This condition encodes somehow the “black hole” nature of the horizon, i.e. since
one need to take into account the vanishing of the expansion to derive it. This equation
appears as a crucial ingredient in order to derive the Chern Simons theory boundary term
on the horizon.
The imaginary part of the precedent equation reads:
dΓ⇐
Ki = 0
Finally, we have that:
ijkK
j
⇐ ∧K
k
⇐ =
2pi
aH
Σi⇐
Those properties of an isolated horizon has been derived in [19] using the Newman Penrose
formalism and in [20] using the spinors formalism. Another way to demonstrate those laws
is to work on an explicit Einstein solution. The precedent laws were derived in [11] in the
case of the Reissner Norsdrom space time and in [12] for the Schwarschild space time.
Finally, we note that the first equation plays the role of an equation of motion for the
connection A which is a dynamical field living on the horizon and where Σ is the source
generating the curvature of A on the horizon surface. However, up to know, there is now
derivation of those equation of motion from a variational principle, i.e. from the Lagrangian
of General Relativity constrained to have an isolated horizon boundary condition. This task
remains to be done.
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Now we describe how the Chern Simons theory appears in this approach. The very first
step is to derive the symplectic potential of General Relativity. This is done by looking at
the boundary term generated when differentiating the action, i.e.:
δS =
1
κ
∫
M
IJKLδ(e
I ∧ eJ ∧ FKL(ω))
=
2
κ
∫
M
(IJKLe
J ∧ FKL(ω)) ∧ δeI − IJKLD(eI ∧ eJ) ∧ δωKL + 1
κ
∫
∂M
IJKLe
I ∧ eJ ∧ δωKL
=
1
κ
∫
∂M
IJKLe
I ∧ eJ ∧ δωKL
The two first terms in the second line vanish because of the equation of motion of General
Relativity. Now one can decide to work in the gauge where e0← = 0, where the arrow denote
the pullback of the one form eI to the three dimensional boundary ∂M . This lead to:
δS =
1
κ
∫
∂M
IJKLe
I ∧ eJ ∧ δωKL
=
2
κ
∫
∂M
0ijke
0 ∧ ei ∧ δωkl + ij0kei ∧ ej ∧ δω0k
=
2
κ
∫
∂M
Σi ∧ δKi
where we have used the notation Σi = ijke
j∧ek for the densitized electric field and Ki =
ω0i for the extrinsic curvature. Therefore, the symplectic potential of General Relativity in
the first order formalism used here is given by:
Θ(Σ, δK) =
1
κ
Σi ∧ δKi
This is a 3-form, as expected since we are working in four dimensions. Now the symplectic
current ω is defined as:
ω(δ1Σ, δ2Σ, δ1K, δ2K) = δ1Θ(Σ, δ2K)− δ2Θ(Σ, δ1K)
=
1
κ
δ[1Σ ∧ δ2]K
We denote δ the vector fields living in the tangent manifold of the phase space. They
generates the symmetries of the horizon. For example, we denote δvΣ the diffeomorphism
of Σ tangent to the horizon, i.e. δvΣ = LvΣ where LvΣ is the Lie derivative of Σ. The
3-form ω can now be integrated over the three dimensional boundary manifold ∂M to give
the symplectic two form Ω(., .):
Ω(δ1, δ2) =
∫
∂M
ω =
1
κ
∫
∂M
δ[1Σ ∧ δ2]K
The important point is that this integral is independent of the three dimensional Cauchy
surface ∂M [11]. Now that we have the symplectic two form, we would like to see how it
is modified when expressed in term of the Ashtekar’s variables. To do so, we will need an
intermediate result. This way of presenting the symplectic structure of Isolated horizon is
borrowed from [12] because it seem to us the most economical way to do it. We use the
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notation Γi = −12ijkωjk. Using the gauge e0← = 0, the Cartan equations projected on ∂M
become:
deI← + ω
IJ
← ∧ eJ← = 0 →

ω0j← ∧ ej←
= 0
dei← + ω
ij
← ∧ ej←
= 0
Differentiating the second equation immediately implies that:
δωij← ∧ ej←
= −dδei← − ω
ij
← ∧ δej←
Ommiting the arrow under the forms, we can now compute the following term, which turns
out to be usefull:
Σi ∧ δΓi = −1
2
ijk e
j ∧ ek ∧ imn δωmn
= − ej ∧ ek ∧ δωjk
= − ei ∧ d δei − ei ∧ ωij ∧ δej = − ei ∧ d δei + dei ∧ δej
= −d(ei ∧ δei)
Coming back to the sympletic two form of General Realtivity, and considering the bound-
ary as being an isolated horizon, we note: ∂M = 4 the 2 + 1 dimensional horizon and
H = 4∩M its 2-dimensional spatial section. The Ashtekar’s variables reads : Ai = Γi+γKi
where γ is the Immirzi parameter. Under this canonical transformation, the symplectic two
form becomes:
γκΩ(δ1, δ2) =
∫
4
δ[1Σi ∧ δ2]Ai −
∫
4
δ[1Σi ∧ δ2]Γi =
∫
4
δ[1Σi ∧ δ2]Ai +
∫
4
d(δ[1ei ∧ δ2]δei)
=
∫
4
δ[1Σi ∧ δ2]Ai +
∫
H
δ[1ei ∧ δ2]δei
We see that, working with the Ashtekar’s variables, the symplectic two form inherits a
boundary term. Studying carefully the variation of the fields at the horizon H, where the
only permissible variations are the tangent diffeomorphisms to the sphere H and the SU(2)
gauge transformations of the connection, one can demonstrate the following equality [11, 12]:∫
H
δ[1ei ∧ δ2]δei = −
aH
2pi(1− γ2)
∫
H
δ[1Ai ∧ δ2]δAi
where aH is the area of the sphere H. This result is derived using the boundary condition
of the isolated horizon definition and is therefore intimately linked with this new object.
Interestingly, the right term is the Chern Simons symplectic two form for the Ashtekar
connection restricted to the horizon. Thus, the Chern Simons theory enter into the game at
this level.
We can now look at our “black hole” as an isolated horizon on which a dynamical con-
nection, i.e. the 2 + 1 Ashtekar connection A, lives. This connection has the symplectic
structure of a Chern Simons connection and satisfy the following equation of motion:
F iab(A) = −
2pi
aH
Σiab
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3.3 Quantizing the isolated horizon
Starting from the precedent equation of motion, we will now explain how to deal with the
quantum theory for such a connection. The reader can refer to [21] for a detailed presentation.
We know from LQG that the kinematical quantum states, at least at the gauge invariant
level, are given by spin networks living in the bulk. A spin network is a graph Γ, a collection
of edges e intersecting at vertices v, equipped with group data. The graph is embedded in
the bulk manifold and at this level, diffeomorphism invariance has not been imposed. Each
edges carries a representation of the SU(2) group and the vertices carry invariant tensors
under SU(2) transformations, which couple the ingoing representations to the out going
representations at each node of the graph.
In our context, a spherically symmetric boundary is present in the manifold, i.e. the
isolated horizon. Therefore, for a given graph Γ embedded in the manifold, some of its edges
will pierce the horizon surface at a given point p ∈ 4 on the horizon, as represented on Figure
2. Within this framework, one can use the area operator defined in LQG to compute the
area of the horizon. For a given surface, the contributions to the area come only from edges
which pierce the area. For a single edge carrying a j-representation of SU(2) and piercing
the surface at xp, the action of the operator Σˆ is:
abΣˆiab(x)|Γ, j,m > = 2κγδ(x, xp)τ ip |Γ, j,m >
where x denotes the coordinate surface and Γ is the graph with a single edge piercing the
surface at the point xp. τ
i is a generator of the su(2) Lie algebra. Extrapoling for an given
graph Γ which pierce the horizon n times at (x1, ..., xn), we obtain:
abΣˆiab(x)|Γ, j1,m1, ....., jn,mn > = 2κγ
n∑
p=1
δ(x, xp)τ
i
p |Γ, j1,m1, ....., jn,mn >
With this result for the quantum operator Σˆ, we can now write the quantum version of the
“equation of motion” derived earlier. For a Chern Simons connection living on an isolated
horizon 4, the quantum dynamics is given by:
Fˆ iab(A) = −
4piκγ
aH
n∑
p=1
δ(x, xp)τ
i
p
At this point, the Hilbert space on which the precedent quantum operator acts has not been
defined. In order to do so, we will proceed by identification with a well known theory, i.e.
the Chern Simons theory coupled to point like particles [23, 24, 25].
As mentionned earlier, the “equation of motion” for the Chern Simons connection A has
not been derived from a variational principle. Is there a three dimensional action leading to
this equation of motion or at least to a similar form ? The answer is in the affirmative and
this action is the well known Chern Simons action coupled to point like particles, given by:
S = SCS + Sp =
k
4pi
∫
4
Ai ∧ dAi + 2
3
Ai ∧ ijkAj ∧Ak +
n∑
p=1
λp
∫
cp
τ3(Λ
i
p)
−1(DΛp)i
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Figure 3.2: Heuristic picture of the quantum horizon pierced by some edges of the
spin networks living in the bulk. (Taken form [22]).
where the first term is the usual Chern Simons action and the second term is the matter
content. The coupling constant k is called the Chern Simons level. In the second term,
Λp ∈ SU(2) represents a 2 + 1 particle [25]. D is the covariant derivative w.r.t the SU(2)
Chern Simons connection A which represent the gravitational interaction in 2+1 dimensions.
τ3 belongs to the su(2)- Lie algebra, cp is the world line of the p-particle in 4 and λp is the
coupling constant for each particle. Interestingly, when this action is varied w.r.t. the
connection A, it leads to the following equation of motion:
k
4pi
abF iab(A) =
n∑
p=1
δ(x, xp)S
i
p where S
i
p = λpτ3Λ
j
pτ
i(Λ−1p )j
Up to overall factors, the “equation of motion” derived from the Isolated Horizon defi-
nition and the LQG framework and the true equation of motion derived from the action of
the Chern Simons action coupled to point like particles are the very same. This push us to
identify the two systems. This is a conceptual jump and a major hypothesis of the construc-
tion. Wether one is loosing some information about the “black hole nature” of the object
we are quantizing when proceeding to this identification is still not clear. However, from
the symplectic structure derived and the equation of motion obtained for the connection A
living on the isolated horizon, this identification is natural. Another attempt to quantize the
isolated horizon without going through this identification, and therefore without referring to
the Chern Simons theory has been introduced in [26].
In the following we proceed to the identification Chern Simons theory coupled to point like
particles. Therefore, we can work with this action and quantize the theory. The quantization
of the Chern Simons theory coupled to SU(2) point like particles is a vast subject and we
will obviously not detailed the different steps of this quantization. It involves the notion
of quantum groups. A quantum group is an object build from the deformation of the Lie
algebra of a classical Lie group. They have played an important role on the construction
of quantum field theory on non combative space-time. In three dimensional gravity, it was
argue that a self gravitating scalar euclidean QFT turns out to be described by a QFT
on a non commutative space-time without gravity [27, 28]. The isometry group of such a
space-time is given by a deformation of the SU(2) group, i.e. Uq(SU(2)). Quantum groups
are fascinating and complicated objects which provide a tool to study the fate of classical
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symmetries at the quantum level. Indeed, since most of the approach to quantum gravity
predict a minimal length scale, one is led to wonder if the Poincare symmetry is either broken,
hidden or deformed at this scale. For an interesting and pedagogical paper on this issue, the
reader can refers to [29]. Finally, quantum groups have been used by Witten (1988) in order
to quantize three dimensional gravity [30, 31]. An extended introduction on quantum groups
can be found in [32].
Now, the Hilbert space of the Chern Simons connection living on a punctured two sphere
S2 is well know to be defined by the Uq(SU(2)) invariant tensors living in the tensors product
⊗Vl. The vector space Vl are representation of the quantum group Uq(SU(2)) with dimension
dl = 2jl+1. The deformation parameter q is defined to be the root of unity q = exp(pi/(k+2))
where k is the Chern Simons level. The physical Hilbert space is therefore denoted:
HkCS(j1, ....., jp) = Invk(j1 ⊗ .....⊗ jp)
The dimension of this Hilbert space will provide us the degeneracy of the quantum black
hole in the micro canonical ensemble. This dimension was computed in details in [33] and
reproduced also in [12]. It is based on the recoupling theory of the quantum group Uq(SU(2)).
The computation being quite long and heavy, we just give directly the result. The dimension
of the precedent Hilbert space is given by the so called Verlinde formula:
gk(p, dl) =
2
2 + k
k+1∑
d=1
sin2(
pid
k + 2
)
p∏
l=1
sin( pik+2ddl)
sin( pik+2d)
This is the number of possibilities to recouple the p Uq(SU(2))-representations (j1, ...., jp)
associated to the p punctures. There is therefore gk(p, dl) quantum states which account for
the same macroscopic area of the black hole. Put in differently, the asymptotics of gk(p, dl)
gives the quantum degeneracy of the horizon and its logarithm the micro canonical entropy
for a quantum spherical isolated horizon.
Assuming that all the punctures are carrying the same color, i.e. the same spin, the
asymptotic of the Verlinde formula is obtained by taking the limit k  1 (large area), d 1
(large spins) and finally, p 1 (large number of punctures). The result reads:
g∞(p, d) ' dp
It turns out that the asymptotic of the degeneracy is not holographic, as usually expected
for a black hole (and more generally for a given finite region of space) [34]. Therefore, the
SU(2) loop quantization of the isolated horizon, through the identification with the Chern
Simons theory coupled to point like particles, does not predict an holographic behavior for
the quantum degeneracy of the horizon. The degeneracy computed above account for the
“magnetic degeneratecy” associated to each puncture. Indeed, for each puncture colored by
a spin j, the associated magnetic quantum number m can take d = 2j + 1 different values
since −j < m < j.
Finally, the micro-canonical entropy of the isolated horizon is simply obtained by taking
the logarithm of g∞(p, d). This gives:
S ' aH
4l2p
log d
piγd
+ o(aH)
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where we have used that aH = 4pil
2
pγnd. Therefore, using this quantization procedure for the
isolated horizon, one recovers the expected Bekenstein-Hawking entropy only if the Immirzi
parameter is fixed to the value:
γ =
log d
pid
3.4 The local point of view : the local first law of black holes
As we have seen, the isolated horizon satisfies a first law of thermodynamics which emerges
as a necessary and sufficient condition for the null tangent vector to the horizon χ to be
hamiltonian, i.e. to generates an hamiltonian flow on the phase space (its dual has to be
a closed form on the phase space) [10]. This first law is quasi local in the sense that the
different concepts of energy, charge and angular momentum are intrinsic to the horizon and
do not refers to infinity:
δEIH =
κIH
8pi
δAIH + ΩIHδJIH + φIHδQIH (3.2)
However, the coefficient such as the surface gravity is not defined uniquely for an isolated
horizon, and consequently this first law do not single out a preferred notion of energy for the
isolated horizon. Such preferred notion of energy was first work out in [35]. It corresponds to
the energy that a suitably choosen local observer, close to the horizon, will attribute to the
horizon. This local first law can be derived in different ways. The very first task in order to
obtain it is to choose to work with a family of local observers O which are located close to the
horizon, at the distance L  rS . Those observers are accelerating to remains stationary a
bit above the horizon. Each one defines a world line while the whole set of observers around
the horizon defined a worksheet W(O). For example, for a Kerr black hole, such observer
follow the integral curves of the Killing vector field:
ζ = ∂t + Ω∂φ (3.3)
where Ω is the horizon angular velocity. Such observer are at rest w.r.t the horizon.
Throwing a charged test particle into the black hole and studying what is the energy variation
of the horizon seen by those observers during these process, one obtain the local first law.
δEloc =
κ¯
8pi
δA (3.4)
where κ¯ = κ/L is the local surface gravity.
However, this derivation only refers to black hole space time admitting Killing field, which
is not the case in general. Since an isolated horizon do not possess any Killing field, we rather
show the demonstration directly for this object to avoid any restriction in the conclusion and
underline the generality of the local first law introduced in [35]. We refer the interested
reader to [12] for a pedagogical discussion and the different demonstrations about this local
first law.
By definition, an isolated horizon is a null 2 + 1 hypersruface 4 equipped with an equiv-
alence class of null normal vector χ. Two null vectors belonging to this equivalence class
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are related by a constant rescaling: χ′ = cχ. The acceleration of this vectors defines (not
uniquely) a notion of surface gravity for the isolated horizon by: χb∇bχa = κIHχa. In this
class, we can choose a null vector χ and introduce a affine parameter v such that: χa(dv)
a = 1.
This implies that we can write: χa = (∂v)a. This vector induces a foliation of the isolated
horizon of topological two spheres Sv. Now, we introduce the future directed null normal
vector orthogonal to Sv , called na. This vector is normalized by asking that: χ
ana = −1. In
the same line, we can choose an affine parameter r such that: −na(dr)a = 1. Therefore, we
can write na = −(∂r)a. The affine parameter r is choosen such that r = r0 on 4. Finally, we
choose two coordinates (x1, x2) which remains constant along the integral curves of χa and
na, being two coordinates for the two sphere Sv, i.e. χa(dxi)
a = na(dxi)
a = 0. We also ask
that the coordinate v remain constant along the integral curve of na, i.e. na(dv)
a = 0. We
have therefore a coordinates system (v, r, x1, x2) in the neighborhood of 4. It was shown in
[] that in this coordinates, the near horizon geometry can be approximated by the following
metric:
gab = qab + 2dv(adrb) − 2(r − r0)[ 2dv(aωb) − κIHdvadvb] + o[(r − r0)2]
where qab is the intrinsic metric on the two sphere Sv. By construction, we have that:
qabn
a = qabχ
a = 0. The one form ωa is defined above as: ∇aχb = ωaχb where the indice a
is restricted to 4. On 4, since χa is a null vector and using the definition of the surface
gravity, we have that: χaωa = κIH . Finally, from the isolated horizon definition, we know
that the vector χ is a killing field on 4, i.e.: Lχgab|4 = 0. We have listed all the properties
that we need for the derivation. Let us show that they are indeed recovered by using the
precedent metric. We have at our disposal the following basis:
χa = (∂v)a − na = (∂r)a ζa = (∂x1)a ηa = (∂x2)a
Those vectors are build from an extension of the vectors χ and n, intrinsic to 4, to the
neighborhood of 4.
The norm of the vector χa is given by:
gabχ
aχb = −2(r − r0)[ 2ωbχb − κIH ] = −2(r − r0)κIH ‖χ‖2 = 2κIH(r − r0)
We note that this vector is null only on the isolated horizon, for r = r0, i.e. χ
aχa|4 = 0.
The normalization of the vector n is given by:
gabχ
anb = −1− 2(r − r0)ωbnb = −1
This vector is a null vector even outside (but close to) the horizon, i.e. gabn
anb = 0.
We would like now to define our family of stationary observers close to the isolated
horizon. Such observers form a world sheetW(O) which stand at the proper distance L rS
from the isolated horizon. To compute this very small distance, we use the inward normal
Na to the observers worldsheet W(O). This vector satisfies:
Naχa|W(O) = 0 and qabN b|W(O) = 0
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Let us compute the first part:
gabN
aχb = draN
a − 2(r − r0)[ dvaNaωbχb + ωbN b − κIHdvaNa]
= draN
a − 2(r − r0)ωbN b
Therefore, we have that:
gabN
aχb|W(O) = 0 if Na = (∂r)a +
1
2(r − r0)κIH (∂v)a
To compute the proper distance L, we need to compute first the norm of the vector Na,
which is given by:
gabN
aN b = 2dvaN
adrbN
b − 2(r − r0)[2dvaNaωbN b − κIHdvaNadvbN b] = 1
2κIH(r − r0)
Having our “radial” vector at hand, we can compute the proper distance L which separates
the local observer from the horizon.
L =
∫ r
r0
√
gabNaN bdr =
∫ r
r0
dr√
2κIH(r − r0)
=
√
2(r − r0)
κIH
=
‖χ‖
κIH
=
1
κ¯
where we introduce the local surface gravity denoted κ¯.
Now, we consider a small amount of matter falling through the isolated horizon 4. This
matter is described by a small perturbation of the energy momentum tensor i.e. δTab. Let
consider now the vector Ja = δTabχ
a. From the Gauss theorem, we know that the flux of the
vector Ja across the worldsheet observer W(O) is equal to the flux of Ja across the isolated
horizon 4. ∫
4
Jak
a =
∫
W(O)
JaN
a
where ka is a null normal to 4. We associate to this vector an affine parameter V , i.e.
ka = (∂V )a. We recall that N
a is the inward normal to W(O). This equality gives explicitly:∫
4
δTab χ
b ka =
∫
W(O)
δTab χ
b Na
where the integral is done one dV dS. Now, we use that fact that the observer velocity can
be expressed as: ua = χa/‖χ‖ and that one can show that the two null normals χa and ka
to 4 are proportional, with the explicit scaling given by: χa = κV ka [12]. This gives:
κ
∫
4
V δTab k
b ka =
∫
W(O)
δTab ‖χ‖ ub Na
At this step, one uses two ingredients. The first one is that ‖χ‖ depends only on the radial
coordinate r and can be taken out from the integral. The second one is the Raychauduri
equation evaluated at the horizon. By definition, the expansion θ, the shear σab, the twist
ωab of the null normal k
a vanish at the horizon. (However, the derivative of the expansion
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do not vanish). Using the Einstein equation projected on the null normal ka, one has:
Rabk
akb = 8piGδTabk
akb. Consequently, the Raychauduri equation reduces to:
dθ
dV
= −8piδTabkakb
and we obtain the following equality:
− κ
8pi‖χ‖
∫
4
V
dθ
dV
=
∫
W(O)
δTab u
b Na
The right hand side of this equation is the energy-flux associated to the local observers
W(O) and we will denote it δE. Finally, the expansion θ = ddS ddV dS describes the rate
of an infinitesimal area change. Here, by integrating over the affine parameter V , we are
computing the sum of all the infinitesimal area change during the whole evolution.
−
∫ ∞
V1
dV V
∮
H
dS
dθ
dV
= −
∮
H
dS V1θ(V1) +
∮
H
dS
∫ ∞
V1
dV θ = δA
where we have used that at infinity, θ(∞) = 0. The last integral do not depend on V1.
The conservation of the energy-flux across the two membranes leads to the local first law of
thermodynamics for the isolated horizon:
δE =
κ
8pi‖χ‖δA =
1
8piL
δA =
κ¯
8pi
δA
All the precedent details can be found in [12]. We first note that since any stationary solutions
of the Einstein equations satisfy the isolated horizon boundary condition, they also satisfy
this local first law. Therefore, such law is valid for the Schwarschild black hole, the Kerr
black hole, the De Sitter cosmological horizon etc ...
Moreover, as we explained earlier, the general first law derived satisfied by an isolated
horizon do not single out a preferred notion of energy, since the surface gravity κ is not
uniquely defined for an IH. Therefore, there is a family of first law that are associated to a
given IH. Indeed, when the null normal χ get rescaled by a constant rescaling χ′ = c χ, the
associated surface gravity becomes : κ′ = cκ.
Interestingly, the situation is different when one considers the local first law just derived.
Indeed the local surface gravity κ¯ is uniquely defined for the whole equivalent class of null
normal of the IH. This reads:
χ′ = cχ → κ¯′ = κ
′
‖χ′‖ =
c κ
c ‖χ‖ =
κ
‖χ‖ = κ¯
Therefore, this local first law do single out a preferred notion of energy for the horizon.
By integrating, we obtain the quasi local notion of energy for an isolated horizon, i.e. the
Frodden-Gosh-Perez notion of energy:
E =
A
8piL
This formula is very appealing when dealing with Loop Quantum Gravity. Indeed, at
the quantum level, the area becomes an operator and its spectrum is well known. One can
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therefore try to used this local notion of energy to develop a statistical treatment of black
hole, and work in the canonical and grand canonical ensemble. The eigenvalues of the energy
of the black hole will be given by the eigenvalues of its quantum area.
Finally, we note that the first law, written in term of E = TS where T is a temperature
and S the entropy, implies that : S = A
4l2p
for T =
l2p
2piL . We call this temperature the Unruh
temperature TU since we work in a local fashion, close to the horizon. This temperature, or
its inverse βU will be of first importance in the following.
3.5 A statistical treatment : the gas of punctures picture
In this section, we present in details the gas of punctures picture for the quantum black hole.
This is for the moment the only proposal to go beyond the micro canonical computation,
and study the quantum black hole in the canonical and the grand canonical ensemble. The
model was first introduced in [8] and studied further in [36, 37]. It is important to stress that
the different inputs on which the model is built are not yet derived from first principles. This
task remains to be done. However, the results obtained in this context justify a posteriori
the different building blocks of the model. This chapter is devoted to explain the different
ingredients used to write down the partition function and successfully derive the right semi
classical Hawking entropy from this model. We proceed to the explicit derivation of the
entropy in the grand canonical ensemble first in the Maxwell Botzman statistic, then in the
Bose Einstein statistic. The results obtained in the canonical ensemble, presented in [37],
can be recovered simply by requiring µ = 0 in the grand canonical partition function.
As explain in the precedent section, the new concept used to define a physical black
hole is an isolated horizon. When the IH is quantized, the quantum degrees of freedom are
topological defects called punctures which live on the horizon. From the LQG point of view,
they are the fundamental quantum excitations accounting for the black hole entropy. The
punctures play the same role for the quantum black hole than the molecules for a gas. It
is therefore natural to look at the quantum black hole as a gas of punctures. This is the
heuristic picture adopted in this chapter.
In usual statistical mechanics, one can study a system through different situations: the
so called micro canonical, canonical and grand canonical ensembles [38].
The thermodynamical results obtained in the Loop literature up to now, only refers to
the micro canonical situation, i.e. when the system is defined by a fixed value of its energy
and a fixed value of the number of punctures (E,N). In this context, the entropy comes only
from the quantum degeneracy, i.e. from the number of micro states accounting for the same
value of (E,N). The Boltzman law gives the entropy of the isolated system as the logarithm
of the quantum degeneracy gtot:
S = log(ZMC) where ZMC = gtot (3.5)
where Z is the partition function in the micro canonical ensemble and the Boltzman constant
κ has been set to 1. In this situation, all the configurations refering to the value (E,N) are
equiprobable. To go further and study the thermal fluctuations 4T or the variation of the
number of punctures 4N , one has to go beyond the micro canonical ensemble and to define
respectively the canonical ensemble and the so called grand canonical ensemble..
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In this first situation, the system is in equilibrium with a thermal bath. In our context,
a constant incoming flux of radiation at the Hawking temperature TH (as measured at infin-
ity) and a constant outgoing flux of radiation also at the Hawking temperature ensure this
equilibrium situation. Therefore, the energy of the system can experienced some thermal
fluctuations and the energy is no more fixed. Only the number of puncture N remains fixed.
The canonical entropy reads:
S = βE + log(ZC(β)) where ZC(β) =
∑
gtot e
−βE (3.6)
where ZC(β) is the canonical partition function and β is the usual inverse temperature.
Finally, the grand canonical ensemble refers to a system (such as a gas) coupled to a
thermal bath and to a particles reservoir. The gas can now exchange particles. This is
described by the introduction of a chemical potential µ which encodes the energy lost when
the system loose one particle. Defining a similar quantity for the quantum isolated horizon
turns out to be tricky as explain below. However, the difficulty is purely interpretational and
writing down the equations with a non vanishing “chemical potential” for the punctures is
straitforward. The grand canonical entropy is given by:
S = βE + log(ZGC(β, µ))− βµN where ZGC(β, µ) =
∑
gtot e
−β(E−µN) (3.7)
where ZGC(β, µ) is the grand canonical partition function.
Obviously, the three ensembles share the same thermodynamical limit and the leading
term of the entropy calculated in the different ensembles should be the same. However,
each ensembles will disagree on the subleading terms. It is therefore crucial to compute the
entropy in the various ensembles to discuss the quantum corrections to the entropy, which
are generically expected to be logarithmic [40, 41, 42].
From the previous part, the statistical isolated horizon can be seen as a set of punctures,
each one labelled by a quantum number, its spin jk. Therefore, one can treat this statistical
system as a gas of punctures and write down the partition function. To do so, one has to
identify three ingredients :
• a local notion of energy Eloc
We will use the notion of energy derived above, i.e. the Frodden Gosh Perez notion of
energy
Eloc =
A
8pil
(3.8)
This is the energy measured by a stationary observer at the fixed proper distance l rS
of the horizon [35]. As we have seen, its expression is unique for the whole equivalence
class of null vectors χ associated to the isolated horizon and it is therefore a natural
candidate.
However, importing this classical notion of energy down to the Planck scale is the key
hypothesis of this model. There is no proof that it is the right notion of energy at the
quantum level. Only the results of the model will justify a posteriori this hypothesis.
This classical notion of energy is very appealing for our concerns since it is proportional
to the area of the horizon. In LQG, the area is quantized and we can directly use its
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spectrum in the model to derive the thermodynamical properties of the hole. This is
the true input from LQG in this model.
• the degenerescence experienced by each punctures
Since each puncture carries a quantum spin jk, its degeneracy gspin is given by the
number of values available for its magnetic number m which is:
gspin = 2jk + 1 since − jk < m < jk (3.9)
However, in order to remain general, we allow other possible sources of degeneracy. We
denote therefore the total degeneracy:
gtot = gspin gM ∈ N (3.10)
where gM is the additional degeneracy that we do not specify for the moment. We will
see that gtot is constrained to satisfy an inequality called the holographic bound.
• the quantum statistic of the puncture : Maxwell Boltzman, Bose Einstein, Fermi Dirac
An important lessons of quantum mechanics and quantum field theory is that quantum
particles are indistinguishable. Either there are bosons and satisfy the Bose Einstein
statistic, either they are fermions and obey the Fermi Dirac statistic. In the case of
2+1 quantum field theory, another statistic can play a crucial role, the anyonic statistic
[39]. Even if it could be relevant for the thermodynamics of the punctures, which are
intrinsically 2 + 1 dimensional objects, we won’t study this particular statistic in the
following. For the beginning, we will first work out the Maxwell Boltzman statistic
by introducing a Gibbs factor, which is the usual procedure in statistical mechanics to
implement indistinguishability. The Bose Einstein and the Fermi Dirac statistics for
the punctures were first presented in [37] in the framework of the canonical ensemble.
Here, we go further and describe how the introduction of the Bose Einstein statistic
modifies the semi classical behaviour of the gas of punctures in the grand canonical
framework, i.e. with a non vanishing chemical potential [9].
From the list above, we can already write down the general expression of the partition
function describing the gas of punctures in the canonical ensemble. For each puncture labelled
by a spin jk, there is gtot micro states available. For such a configuration, one has to associate
the Boltzman weight e−βE(jk). Finally, we can have an arbitrary set of nk punctures caring
the same spin jk. Therefore, to take into account all the possibilities, one has to sum over
nk.
ZC(β) =
∑
nk
∏
k
1
nk!
{ gtote−βEk }nk with E =
∑
k
nkEk =
aH
8pil
N =
∑
k
nk (3.11)
The term nk! is the Gibbs factor introduced to implement the indistinguishability of the
punctures. At this stage, we have almost all the material to derive the entropy in the grand
canonical ensemble. However, we still need to introduce a chemical potential µ and discuss
its interpretation in this peculiar context. Then we will show how the form of the total
degeneracy gtot is constrained, leading to so called holographic degeneracy which play an
important role in the model.
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Introducing a chemical potential for the punctures
Since we would like to compute the entropy of the gas of punctures in the most general
situation, i.e. the grand canonical situation, we need to introduce a chemical potential for
the punctures. However, its interpretation as a true chemical potential is not direct. In
usual statistical mechanics, the grand canonical situation refers to a system in contact with
a thermal bath with which it can exchange energy through heat, but also with a particles
reservoir with which it can exchange particles. Both the system and the particles reservoir
are 3 + 1 dimensional objects and the exchanged particles keep their identity during the
exchange process. The chemical potential µ is introduced as the conjugated variable of the
number of particles N and encodes the energy lost by the system when it looses one particle.
In this case, the number of particles N becomes a conserved quantity. The introduction of a
chemical potential modifies the first law of thermodynamics as follow:
dE = TdS + µdN + work terms (3.12)
However, the situation when dealing with quantum isolated horizon is more tricky. In-
deed, the quantum degrees of freedom accounting for the entropy of the hole are the punc-
tures. Those objects are intrinsically 2 + 1 objects ( i.e. topological defects on the horizon)
and are not defined in the bulk which is 3+1 dimensional. Therefore, the role of the chemical
potential associated to the punctures do not describe an exchange where the “particles” keep
their identity. It rather describes a conversion between 2 + 1 gravitational quantum degrees
of freedom, i.e. punctures, and bulk matter degrees of freedom. Therefore, to understand
the role of the chemical potential in this model, one has to shift the notion of exchange to
the notion of conversion. Its role is drastically different from usual statistical mechanics. We
stress that this discussion do not rely on a precise mathematical derivation concerning the
conversion process, but it rather interpretational. To get a precise picture of the conversion
phenomenon, one would have to understand the mechanism describing the detachement of
punctures, which is a dynamical process. This is still out of reach up to now. For a interest-
ing account on the role of the chemical potential associated to the punctures, one can refer
to [?].
Moreover, the introduction of a non vanishing chemical potential can seem unnatural
for one more reason. If we considers that the large spins will dominate the semi classical
limit as shown in [36], then the spacing between large area eigenvalues becomes negligible.
Therefore, the energy needed to create or annihilate a puncture having a large spin vanish.
Consequently, the chemical potential should be set to zero from the beginning, and the
number of punctures N is not conserved. However, if we don’t adopt this point of view,
the presence of a non vanishing chemical potential for the punctures can lead to interesting
results that we will present below. For example, if one assume a Bose Einstein statistic
for the punctures, we can show that the gas of punctures will experienced a Bose Einstein
condensation in some particular regim. In this regim, the small spin will dominate the semi
classical regim and the argument presented above against the introduction of a non vanishing
chemical potential is bypassed. For a non vanishing chemical potential, in turns out that
the number of punctures N is now conserved and N becomes an observable. Therefore, the
characterization of a quantum black hole by the usual classical charges such as its mass M ,
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its charge Q and its angular momentum J have to be completed. It is now characterized by
an additional purely quantum charge which is its number of punctures N . This new charge
can be understood as a new quantum black hole hair.
For our concern, this problem concerning the role of the chemical potential associated
to the punctures is purely interpretational. Concretely, one can write down the partition
function with a non vanishing chemical potential and proceed to the derivation without
difficulty. We can now give the expression of the grand canonical partition function. Since
the number of puncture N is no more fixed, we have now to sum over N:
ZGC(β, µ) =
∑
n
zn
∑
nk
∏
k
1
nk!
{ gtote−βEk }nk with E =
∑
k
nkEk =
aH
8pil
(3.13)
We have introduced the quantity z, called the fugacity:
z = eβµ (3.14)
where µ is the chemical potential.
The holographic degeneracy
Having the form of our grand canonical partition function at hand, the last step consists in
finding a general explicit expression for the total degeneracy gtot (at each punctures). The
degeneracy gspin that we have written in the partition function only refers to all the possible
magnetic numbers m that a puncture can admit for a given spin jk : −jk < m < jk. However,
to remain as general as possible, we should authorize each puncture to experience additional
degeneracy. Therefore, we denote the total degeneracy at each puncture gtot and we have:
gtot = gspingM (3.15)
The additional degeneracy is denoted gM . In [36], it was proposed that this additional
degeneracy could account for “matter” degeneracy present at each punctures. The argument
works as follow. One can show by direct calculation [35] that an observer at fixed proper
distance l from the horizon experiences a thermal bath at the temperature TU = l
2
p/2pil. Since
l  rS , the temperature measured by the stationary observer can be considered infinite.
Thus, the thermal bath is filled by particles of all energies. Those degrees of freedom can be
denoted matter degrees of freedom even if they can account for gravitational radiation also.
For the following, we will denote matter degrees of freedom the ones which do not contribute
to the hamiltonian, i.e. (that is to say all possible degrees of freedom except the punctures).
Although this proposal to interpret the additional degeneracy is very appealing, let us keep
in mind that gM is introduced only to account for an additional degeneracy than the one
related to the magnetic number m of each punctures.
Because of the form of the Hamiltonian (2.3), we know that those degrees of freedom will
only affect the partition function through the degeneracy term gtot.
ZGC(β, µ) =
∑
n
zn
∑
nk
∏
k
1
nk!
{ gtot e−βEk }nk with Ek = ak
8pil
=
1
βU
2piγ
√
jk(jk + 1)
(3.16)
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where we have :
gtot = (2jk + 1) gM ∈ N (3.17)
The additional degeneracy gM introduced above can be identified with the matter degeneracy.
For the following, we write the total degeneracy gtot as an exponential of an unkown function
α which depends on the different coupling constants of matter: gtot = e
α. At the Unruh
temperature, the requirement of convergence of the precedent partition function reads:
α < βUEk = βU
1
βU
2piγ
√
jk(jk + 1) =
ak
4l2p
(3.18)
Thus, without knowing the exact expression of gM , we conclude that gtot has to satisfy:
gtot < exp(
ak
4l2p
) (3.19)
Therefore, the total degeneracy is bounded by the so called holographic bound. The
precise form of the local energy used in this model, and its quantum version coming from the
LQG theory imply the holographic bound. At least from the point of view of this model, one
can therefore understand this bound as a “prediction” of LQG. It is interesting to note that
similar bounds have been derived in the literature, such as the Bousso entropy bound [43].
Moreover, the holographic behavior of the degeneracy has been obtained from very different
approachs, among which the one considering the entanglement entropy of matter degrees of
freedom across the horizon [44]. A clear relation between all those similar results, if it exists,
is still to build.
We arrive therefore at the second hypothesis of the model. In view of the condition (1,19),
we assume that the total degeneracy has an exponential form and can be written such that:
gtot = exp(λ
ak
l2p
) with λ =
1
4
(1− δh) (3.20)
The free parameter δh measures the failure to saturate the holographic bound, which
is obtained for δh = 0. In the next part, we will show that the free parameter δh has to
converge to zero to obtain the right semi classical limit. Consequently, to recover the right
semi classical result with this model, the holographic bound has to be saturated.
Working with an exponential form for the degeneracy and not with another form, such
as a power law, is one of the strong hypothesis of the model. This assumption is not justified
from first principles yet. Ideally, one would have choosen the degeneracy predicted by the
loop counting of the degeneracy of the quantum isolated horizon in the micro canonical
ensemble. However, the quantization of the isolated horizon based on the SU(2) Ashtekar-
Barbero connection does not lead to an holographic degeneracy. We are therefore led to
postulate it. As we will see, this ingredient is crucial to recover to right semi classical limit,
i.e. the Bekensetin Hawking area law at the leading term. One could interpret this failure
of the loop quantization based on the SU(2) Ashtekar-Barbero variables to reproduce the
holographic degeneracy for the black holes as an indication that those real variables are not
well suited to deal with the semi classical limit of the theory. We will develop this argument
later on.
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Concernng the subleading order, it has been shown in the appendixes of [37] that this
exponential degeneracy supplemented with a power law lead to logarithmic corrections as
expected. In this case, the degeneracy reads:
gnktot =
( aH
l2p
)p
exp(λ
nk ak
l2p
) with λ =
1
4
(1− δh) p ∈ N (3.21)
Once again, this precise form of the degeneracy is postulated and not derived. However, we
will see that interestingly, while the exponential form of the degeneracy, supplemented with
a power law has to be postulated in this model where γ ∈ R, it can be derived from first
principles, i.e. from the quantum theory, when γ = ±i [45, 46]. In this case, the spin of the
punctures has to continuous and is denoted sk instead of jk. This is the subject of the next
chapter. In this case, the degeneracy obtain from the asymptotics of the Verlinde formula
reads, at the semi classical limit:
gntot ' exp(λ
aH
l2p
) where γ = ±i and λ = 1
4
(3.22)
where we have omitted the power law corrections to the degeneracy. It is assumed for
simplicity that all the punctures carry the same spin s and the area of the hole is given
by: aH = 4pil
2
pns. The symbol ' means that this result hold at the semi classical limit
when the number of punctures n and the spin s of the punctures are large. The case where
different spins are allowed lead to the same form for the degeneracy expect that the power
law depends on the number of colors. The fact that the quantum theory based on the self
dual variables reproduces correctly the holographic degeneracy for the quantum black hole
in LQG is a strong indication that the self dual variables are the right one to work with in
order to deal with the semi-classical limit of the quantum theory. This point of view will be
develop and studied in gret details in the next chapter.
For the moment, let us come back to the model with γ ∈ R. Now that we have choosen
an explicit expression for the degeneracy which respect the holographic bound, we can study
the thermodynamics of the system. For the rest of the discussion, we will work only with
the exponential degeneracy (1.20).
3.5.1 The Maxwell Boltzman statistic
We will proceed to the computation of the entropy, the mean energy and the mean number
of punctures in the grand canonical ensemble starting from the partition function presented
above. This section will only refers to the Maxwel Boltzman statistic. This is the common
limit of the Bose Einstein and Fermi Dirac statistics at high temperature. Before diving in
the technicalities, we only summarize the result obtained in the canonical ensemble using this
model. The detailed study of this model assuming a vanishing chemical potential µ = 0 or
equivalently z = 1 was presented in [37]. The different thermodynamical quantities of interest
(entropy, mean energy, mean number of punctures , mean spin color and heat capacity) were
computed at the semi classical limit, for the Maxwell Boltzman, the Bose Einstein and the
Fermi Dirac statistics. For this three choices of statistics, it can be shown that:
• The requirement that the semi classical limit occurs at the Unruh temperature TU
for the local observers, which corresponds to the inverse temperature βU = 1/TU =
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2pil / l2p, imposes that the holographic degeneracy be saturated, i.e. that λ− 1/4 1
or equivalently, that δh  1. (One could wonder why the semi classical limit is required
to occur at the Unruh temperature. It was shown in [35] that for classical black holes,
i.e. for aH  l2p, a local observer close to the horizon measures precisely the Unruh
temperature TU = l
2
p/2pil).
• The large spins dominate at the semi classical limit, in the sense that the mean spin
of the punctures becomes large when the area of the hole is large. Moreover, the mean
number of punctures became large also. Both scale as:
j¯ ∝ √aH n¯ ∝ √aH (3.23)
The precise behaviour depends on the quantum statistics.
• The entropy of the gas of punctures reproduces the Bekenstein-Hawking result S =
aH/4l
2
p + Scor with the correct factor 1/4, while the subleading corrections are of the
form Scor ∝ √aH (the precise value of the multiplicative factor is not important and
depends also on the statistics). Additional logarithmic quantum corrections can be
obtained by introducing a power law in the holographic degeneracy.
We present now the derivation of the same thermodynamical quantities assuming a non
vanishing chemical potential, i.e. in the grand canonical ensemble. The system is described
by two couple of conjugated variables (β,E) and (µ,N). The point of view usually adopted
is to regard the system as specified by a fixed value of the temperature and a fixed value
of the chemical potential, while the energy and the number of particles are not fixed and
adapt themselves when we modify (β, µ). We introduce two free parameter (δβ, δh). The
first one quantifies the departure from the Unruh temperature βU , while the second one has
already been presented. It account for the failure to saturate the holographic bound. This
two parameters enter in the equations as follow:
β = βU (1 + δβ) and λ =
1
4
(1− δh) (3.24)
The grand canonical partition function reads :
ZGC(β, µ) =
∑
n
zn
∑
nk
∏
k
1
nk!
{ gtote−βEk }nk
=
∑
n
zn
∑
nk
∏
k
1
nk!
qnkk =
∑
n
zn
n!
∑
nk
n!
n1!.....nk!
q1......qk
=
∑
n
zn
n!
{q1 + ......+ qk}n =
∑
n
zn
n!
{
∑
jk
qk}n =
∑
n
zn
n!
Q(β)n
= ezQ(β)
From the second line to the third line, we have used the binomial formula of Newton.
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We give also the explicit expression of qk:
qk = gtot e
−βEk = exp ( λ
ak
4l2p
− βEk )
= exp ( (1− δh − 1− δβ)2piγ
√
jk(jk + 1) )
= exp ( −2piγδ
√
jk(jk + 1) )
where we have introduce the quantity δ = δβ + δh.
The expression of Q(β) (or Q(δ)) follows directly:
Q(δ) =
∞∑
k=1/2
exp ( −2piγδ
√
jk(jk + 1) ) '
∞∑
k=1/2
exp ( −2piγδjk )
=
∞∑
n=1
exp ( −piγδ )n = 1
1− exp(−piγδ) − 1 =
1
exp(piγδ)− 1
The approximation done in the second step turns the non linear area spectrum into a linear
one. It is valid only for large spins. We will see that this approximation is self consistent
since the mean color of the puncture turns out to be large at the semiclassical limit.
From the partition function, we obtain the expression of the mean energy E¯ and the
mean number of punctures N¯ . They reads:
E¯ = − ∂
∂β
log ZGC(β, µ) = z
∞∑
jk=1/2
Ejk exp(−2piγδ
√
jk(jk + 1))
= zpiγTU
∞∑
k=1
√
k(k + 2) exp(−piγδ
√
k(k + 2))
n¯ = z
∂
∂z
log ZGC(β, µ) = zQ(δ) = z
∑
jk
exp ( −2piγδ
√
jk(jk + 1) )
= z
∞∑
k=1
exp(−piγδ
√
k(k + 2))
We can treat the mean energy without the need of the linear spectrum approximation.
Following the result of [37], we first assume that the semi classical limit is reached at the
Unruh temperature, i.e. for δβ = 0. This assumption implies that δh 6= 0. Moreover, the
semi classical limit is defined as aH  l2p. We will now show that at the semi classical limit,
the black hole degeneracy saturate the holographic bound, i.e. δh → 0. To do so, let us first
note that : k 6
√
k(k + 2) 6 k + 1. Consequently, we can write for the mean energy the
following inequalitiy :
zpiγTU
∞∑
k=1
k exp(−piγδ(k + 1)) 6 E¯ 6 zpiγTU
∞∑
k=1
(k + 1) exp(−piγδk)
The two terms of the inequality can be computed and lead to:
zpiγTU
exp(−2piγδ)
(1− exp(−piγδ))2 6 E¯ 6 zpiγTU
1
(1− exp(−piγδ))2
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At this point, we can already see that for the mean energy to be larger than a given value,
δ = δβ + δh has to be small. Finally the asymptotics of the precedent inequality for δ  1
read:
zUTU
1 + (µβU − 2piγ)δβ − 2piγδh
piγδ2
+O(1) 6 E¯ 6 zUTU 1 + (µβU − 2piγ)δβ
piγδ2
+O(1)
where zU = exp(µβU ) is the fugacity at the Unruh temperature. This inequality immediately
implies that there is a couple of constant parameters (x, y) such that:
E¯ = zUTU
1 + xδβ + yδh
piγδ2
+O(1) and a¯H
4l2p
=
zU
piγδ2
(1 + xδβ + yδh) +O(1)
We obtain therefore that the mean energy E¯ and the mean area of the hole a¯H = 8pilE¯ scale
as δ−2 at the Unruh temperature, when β = βU (i.e. for δβ = 0). This means that the mean
area becomes large, i.e. that the semi classical limit is reached, only if the holographic bound
is saturated, i.e. for δh → 0.
We proceed along the same lines for the mean number of punctures n¯.
z
∞∑
k=1
exp(−piγδ(k + 1)) 6 n¯ 6 z
∞∑
k=1
exp(−piγδk)
which can be rewritten as:
z
e−piγδ
epiγδ − 1 6 n¯ 6 z
1
epiγδ − 1
The asymptotics of this inequality leads to :
zU
piγδ
+O1(1) 6 n¯ 6 zU
piγδ
+O2(1)
We conclude that the mean number of punctures is given by:
n¯ = log ZGC(δ, µ) =
zU
piγδ
+O(1)
We immediately observe that n¯ scales as δ−1. Since we have shown that aH scales as δ−2,
we have the following behaviour for the mean number of punctures:
n¯ ∝ √a¯H
Therefore, at the semi classical limit, when aH is large, the number of punctures becomes also
large. We can now compute the entropy of the black hole. In the grand canonical ensemble,
it reads:
SGC(β, µ) = βE¯ − βµn¯+ log ZGC(β, µ)
= βU (1 + δβ)zUTU
1
piγδ2
− βU (1 + δβ)µ zU
piγδ
+
zU
piγδ
+O(1)
=
zU
piγδ2
+
zU
piγδ
[δβ(
1
δ
− µβU )]− zU
piγδ
(1− µβU ) +O(1)
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For δβ = 0, i.e. at the Unruh temperature, as we have assumed from the beginning, the
entropy reduces to:
SGC(βU , µ) =
aH
4l2p
− zU
piγδh
(1− µβU ) +O(1)
This result is consistent with the one obtain in [37], i.e. in the canonical ensemble (for
µ = 0). Since the area of the horizon scales as δ−2, we see that the subleading term is
proportional to
√
a¯H . This quantum corrections are too large compared to the one expected,
i.e. the logarithmic corrections. However, we note that for a chemical potential fixed at the
Unruh temperature: µ = TU , this too large quantum corrections disappear.
SGC(βU , TU ) =
aH
4l2p
+O(1)
This fine tuning of the chemical potential and the possibility to cancel the square root
quantum correction was first noticed in [46].
Another way to reach the semi classical limit exists. It consists in assuming from the
beginning that the holographic bound is saturated, i.e. that δh = 0. In this situation,
δβ 6= 0. The semi classical limit is reached for δβ → 0 and the entropy reads:
SGC(βU , µ) =
zU
piγδ2β
− zU
piγδβ
(2− µβU ) +O(1)
=
aH
4l2p
− zU
piγδβ
(2− µβU ) +O(1)
To cancel the too large quantum correction, the chemical potential has to be fixed to the
value: µ = 2TU . Therefore, in this case, for δh = 0, we obtain:
SGC(βU , 2TU ) =
aH
4l2p
+O(1)
Therefore, working with the Maxwell Boltzman statistic, we have recover the right semi
classical limit in the most general case, i.e. in the grand canonical ensemble. Moreover, we
have recovered the same scaling for the quantum corrections to the entropy than the one
found in [37]. However, the grand canonical ensemble provides us a way to cancel those too
large quantum corrections through a fine tuning of the chemical potential µ. Fixing µ to
the Unruh temperature TU (or two times the Unruh temperature depending on the way we
reach the semi classical limit) leaves us only with the Bekenstein Hawking area law. This
particular value of the chemical potential is very appealing since it represents the energy lost
by the black hole when one puncture is removed. Therefore, it draw a picture of the semi
classical black hole as a gas of puncture which can convert its quantum building blocks , i.e.
the punctures, into thermal quanta with an energy equal to the Unruh temperature. When
such conversion from a puncture to a therm quanta occurs, the area of the hole shrinks by one
quanta of area. This heuristic picture could provide an interesting framework for describing
the evaporation process. However, this scenario encounters some difficulties regarding its
coherence. Indeed, since we are working with semi classical black hole which a large spin
domination, the energy required to annihilate a puncture is close to zero. This is in conflict
with the large value µ = TU used for our fine tuning. This means that even if the evaporation
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scenario proposed above is very appealing, the Maxwell-Boltzamn statistic is not the right
framework to develop it.
This conclude our presentation of the gas of punctures with the Maxwell Boltzamn statis-
tic in the grand canonical ensemble.
3.5.2 The Bose Einstein statistic : entropy, logarithmic correction and
condensation of the punctures
The goal of this section is to reproduce the statistical physics analysis outlined above, but
now assuming that the punctures satisfy the Bose–Einstein statistics. We are going to show
that, under certain conditions, the presence of a non-vanishing chemical potential leads to the
elimination of the too large subleading corrections to the entropy. The analysis is however
more involved than in the case of punctures satisfying the Maxwell–Boltzmann statistics.
Furthermore, we will see that at the semi-classical limit the corrections to the entropy are
indeed logarithmic only when a condensation phenomenon appears, in the sense that the
number n1/2 of punctures carrying a spin 1/2 becomes much larger to the number of “excited”
(i.e. with spin j > 1/2) punctures.
First, in order to simplify the analysis, let us assume that the degeneracy saturates the
holographic bound. This means that δh = 0. The case δh 6= 0 will be treated later on.
When δh = 0, our starting point is the computation of the grand canonical partition function
ZB(β, µ) which, following [38], is defined by the expression
ZB(β, µ) =
∏
j
Zj(β, µ), with Zj(β, µ) =
(
1− z exp(βUEj) exp(−βEj)
)−1
.
The product runs once again over the set of half-integers. There is an important difference
between this black hole partition function and usual bosonic partition functions of quantum
physics. The difference lies in the “degeneracy” term exp(βUEj), which appears here in the
denominator whereas “degeneracies” typically appear in the nominator in standard quantum
systems. The presence of this term here can be traced back to the holographic hypothesis for
the degeneracy of quantum microstates. One consequence of this fact is that the partition
function is defined only when the following condition is satisfied:
(β − βU)Ej − βµ > 0, ∀ j ∈ N/2. (3.25)
The mean energy and the mean number of punctures are respectively given by
E¯ =
∑
j
Ejn¯j and n¯ =
∑
j
n¯j , with n¯j =
(
z−1 exp
(
(β − βU)Ej
)− 1)−1,
and where n¯j represents the mean number of punctures colored with the spin representation
label j. The condition (1.25) ensures that n¯j is always positive and thus well-defined. In
what follows, it will be useful to decompose the mean number of punctures as n¯ = n¯1/2 + n¯ex,
where the number of excited punctures is given by
n¯ex =
∑
j≥1
n¯j . (3.26)
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The same decomposition can be done with the mean energy in the form E¯ = E¯1/2 + E¯ex,
with
E¯1/2 = E1/2n¯1/2, and E¯ex =
∑
j≥1
Ejn¯j . (3.27)
We now want to tackle the study of the thermodynamical properties (in particular the
entropy) of the system of punctures at the semi-classical limit. If we require only that the
mean energy E¯ (or equivalently the mean horizon area a¯H) become large in Planck units at
the semi-classical limit, then this semi-classical limit is ill-defined. The reason for this is that,
in the grand canonical ensemble, the system admits two intensive free parameters, which are
the (inverse) temperature β and the chemical potential µ. Indeed, one cannot achieve the
“large” energy condition by tuning independently only one out of these two parameters.
Therefore, we need an extra condition in order to define more precisely the semi-classical
limit.
In the first subsection, we are going to impose that the temperature is fixed to βU at the
semi-classical limit. Physically, this condition is easily understood from the point of view
of quantum field theory in curved space-time. We will show that for the system to become
semi-classical, its chemical potential must approach zero. This ensures that the punctures
behave as photons at the semi-classical limit and that their number is not fixed.
In the second subsection, we are then going to assume that µ is fixed (at least in the
semi-classical limit) to a non-vanishing (fundamental) value. In this case, we can show that
β → βc at the semi-classical limit, where βc is a priori different from the Unruh temperature.
However, when µ is “small”, then βc approaches βU.
The outcome of these two detailed computations will be the entropy SB (where the sub-
script B refers to the Bose–Einstein statistics). We are going to show that the leading order
term of SB reproduces as expected the Bekenstein–Hawking formula, but that the subleading
corrections depend specifically on the choice of semi-classical regime. The corrections turn
out to logarithmic only when the black hole exhibits a condensation phenomenon, i.e. when
the spin 1/2 representations are dominating in the sense that n¯1/2  n¯ex.
First semi-classical regime, µ→ 0 and β → βU
Standard Bose–Einstein condensation (i.e. for usual systems) occurs for a gas of particles
when one controls the total number n of particles and the (inverse) temperature β. There are
only two free parameters in the theory. The total energy and the fugacity (or equivalently
the chemical potential) “adapt” themselves to a situation in which n and β are fixed. For
instance, the fugacity is fixed by the equation n = n¯, where n¯ is the mean number of particles.
In this section, we assume that the gas of punctures describing the black hole is defined at
first sight in a similar way, i.e. that there exists a virtual physical process where one controls
the number of punctures and the temperature of the black hole. From this point of view,
(3.25) should be interpreted as a condition on the chemical potential of the system, i.e.
µ <
(
1− βU
β
)
Ej , ∀ j ∈ N/2. (3.28)
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This condition takes a very different form depending on wether we are above or below the
Unruh temperature:
if β > βU, then µ <
(
1− βU
β
)
E1/2, (3.29a)
if β < βU, then µ = −∞. (3.29b)
From this point of view, the value β = βU appears to be very peculiar, and marks a certain
transition. At high temperature (β < βU), the system necessarily has a negative infinite
chemical potential, and therefore it could in principle be described by a classical Maxwell–
Boltzmann statistics1. At low temperature, the system is well-described by a quantum
statistics. Therefore, a quantum-to-classical transition seems to occur at β = βU. In what
follows, we are going to focus on the “quantum” (or low temperature) regime β > βU.
In what follows, we are first going to give a brief characterization of the low temperature
regime and of the associated physical properties, and then we are going to derive these results
more precisely.
Semi-classical limit and Bose–Einstein condensation
As we said in the introduction to this section, we are interested in situations in which the
mean energy (or equivalently the mean horizon area) becomes macroscopic (in Planck units).
Indeed, this is the minimal requirement in order for the system to be semi-classical. For
the time being and for the sake of generality, let us impose no specific conditions on the
temperature other than β > βU. From the expression (3.27), it is immediate to see that
the mean energy becomes large at a fixed temperature only when the chemical potential
approaches a particular value given by the condition  = 0, where the quantity  (which has
the dimension of an energy) is defined by
 =
(
1− βU
β
)
E1/2 − µ. (3.30)
More precisely, the straightforward inequality
E¯ > E¯1/2 =
E1/2
exp(β)− 1 (3.31)
ensures that the horizon area can be arbitrarily large provided that  is sufficiently small.
On the contrary, if  is finite, one can see that the mean energy is bounded from above, and
therefore that the black hole cannot become semi-classical. In fact, when β 6= βU, one recovers
the usual Bose–Einstein condensation phenomenon which occurs at small temperatures (with
respect to the Unruh temperature). Indeed, it is easy to see that the mean number of
punctures carrying a spin label 1/2 is given by
n¯1/2 =
1
exp(β)− 1 , (3.32)
1However, the “classical” Maxwell–Boltzmann partition function is only formally defined, and one should
regularize properly the condition µ = −∞ in order to make it mathematically well-defined. There exists a
simple and natural way to do so, which consists in first truncating the sum over j in the canonical partition
function Q(β) to a maximal value jmax, then fixing the chemical potential to an arbitrary value µ < (1 −
βU/β)Ejmax , and finally taking the limit where jmax →∞.
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which is not bounded from above and can take any arbitrarily large value provided that the
chemical potential is such that2 → 0. In contrast to this, the mean number n¯ex of excited
punctures is necessarily bounded according to
n¯ex ≤ n¯maxex , where n¯maxex =
∑
j≥1
1
exp
(
(β − βU)(Ej − E1/2)
)− 1 . (3.33)
Here we have assumed that we are below the Unruh temperature. Exactly as in Bose–Einstein
condensation, when the total number n¯ of punctures increases at a given fixed temperature
and exceeds the maximal value n¯maxex for n¯ex, the punctures “condensate” in the spin 1/2 rep-
resentation. Therefore, the number of punctures carrying a spin 1/2 becomes macroscopic.
Low temperature regime, β  βU
In order to make the previous observation more precise, it would be interesting to obtain
a simple expression for n¯maxex in terms of β. Unfortunately, this is not possible in general
because the series (3.33) cannot be written in a simple closed form. Nevertheless, it becomes
possible to simplify the expression for n¯ex if we assume for instance that the temperature
is way below the Unruh temperature, i.e. that β  βU. This hypothesis is furthermore
consistent with the fact that Bose–Einstein condensation occurs experimentally at “low”
temperatures. In this case, it is easy to show that
when β  βU, n¯maxex ' exp
(− β(E1 − E1/2)), and n¯1/2 ' 1β(E1/2 − µ) .
(3.34)
Therefore, we can conclude that at very low temperatures there are almost no excited punc-
tures, and that almost all of the punctures are colored with representations of spin 1/2.
Concerning the chemical potential, its values approaches the minimal energy E1/2 at the
semi-classical limit according to
µ ' E1/2 −
1
βn¯
. (3.35)
However, the low temperature regime is not the one we are interested in because we would
like the black hole temperature at the semi-classical limit (i.e. when the energy is large) to
be given by the Unruh temperature and not by T = 0.
This is the focus of the next subsection, which is devoted to the study of the properties
of the system close to the Unruh temperature.
At Unruh temperature, δβ  1
Now, we assume that the temperature is very close to the Unruh temperature and we in-
troduce, as in [37], the parameter δβ = β/βU − 1 (so we have δβ  1). Furthermore, we
impose the condition   1 which, in the case in which δβ  1, is equivalent to µ  1 for
the black hole at the semi-classical limit. Therefore, we study the case µ → 0 and β → βU.
2When βU = 0 (i.e. for usual statistical systems), this condition reduces to the well-known condition that
the chemical potential µ must tend to the energy E1/2 of the ground state.
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As we said, the limit µ → 0 is physically interpreted by the fact that systems of punctures
(here quantum excitations of the gravitational field) behave in a way analogous to systems
of photons when the chemical potential vanishes [38].
In addition to being physically relevant, the regime in which  → 0 and δβ → 0 (which
implies µ → 0) is also technically interesting because it allows for explicit calculations (for
asymptotic quantities). In this regime, the mean number of particles in the representation
of spin 1/2 is necessarily large, and its asymptotic expansion is given by
n¯1/2 =
1
exp(β)− 1 '
1
δ
, with δ = βU. (3.36)
Contrary to what happens in usual Bose–Einstein condensation, the number of excited punc-
tures is also large when δβ approaches zero. This can be seen on the expression
n¯ex =
∑
j≥1
n¯j
=
∑
j≥1
1
exp
(
β+ βUδβ(Ej − E1/2)
)− 1
=
∞∑
k=2
1
exp
(
β+ piγδβ
(√
k(k + 2)−√3))− 1
' 1
piγδβ
∫ ∞
δβΓ
dx
exp(δ)ex − 1 , (3.37)
where we have introduced Γ = βU(E1 − E1/2). The analysis of the last integral leads imme-
diately to the result
n¯ex ' − log(Γδβ + δ)
piγδβ
, (3.38)
which shows that the number of excited punctures increases when β approaches the Unruh
temperature. Therefore, at first sight, it seems that there is no condensation phenomenon
at Unruh temperature. However, the situation is not that simple. Indeed, even if n¯ex can
be arbitrarily large when β approaches βU, it can still be negligible when compared to n¯1/2.
This is the case when
n¯ex
n¯1/2
' − δ
piγ
log δβ
δβ
 1, ⇒ δ  − δβ
log δβ
. (3.39)
Conversely, there are situations in which at the semi-classical limit the number of punctures
colored with spin 1/2 is very small. This happens when the condition δ  −δβ/log δβ is
satisfied. Therefore, there are different semi-classical regimes depending on the way in which
β approaches βU compared to the way in which µ approaches 0.
In order to have a more physical meaningful characterization of these conditions, it is
useful to rewrite them as conditions involving the mean number n¯ of punctures and the
mean energy E¯. This is in principle possible because, as we said previously, in the presence
of a chemical potential the system admits two independent parameters which can be fixed
independently and can be chosen freely. To achieve this we need to compute the mean energy,
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and a straightforward calculation shows that its asymptotic expansion is
E¯ = E¯1/2 + E¯ex, with E¯1/2 ' E1/2
1
δ
; and E¯ex ' pi
6γβU
1
δ2β
, (3.40)
when δ  1 and δβ  1. Now, we have all the necessary ingredient to classify the different
semi-classical regimes. For this, we need to compare n¯ given by (3.36) and (3.38) to E¯ given
by (3.40). We will assume here that γ is a constant of order 1.
1. There is a semi-classical regime such that n¯ βUE¯. For this to be the case, we must
necessarily have δ  δ2β, and therefore the mean energy reduces to
E¯ ' pi
6γβU
1
δ2β
. (3.41)
Then, to extract the leading order term in the expression for n¯, we have to further
distinguish between the two following subcases:
(a)
(
δ2β 
)
δ  − δβ
log δβ
, ⇒ n¯ ' n¯1/2 '
1
δ
, (3.42a)
(b) δ  − δβ
log δβ
( δ2β), ⇒ n¯ ' n¯ex ' − log(Γδβ + δ)γpiδβ .(3.42b)
Note that there is a condensation in the first subcase.
2. There is a semi-classical regime such that log n¯ ' log(βUE¯). For this condition to be
satisfied, necessarily δ = O(δ2β), which implies immediately that
log(βUE¯) ' − log δ, and n¯ ' 1
δ
. (3.43)
The first condition means that E¯ scales as δ−1 . Note that there is again a condensation
in this semi-classical regime. To be more explicit and to extract precisely the leading
order term in the expression of E¯, one distinguishes the two different sub cases:
(a) δ ' αδ2β ⇒ E¯ '
(
E1/2 +
αpi
6γβU
)
1
δ
, (3.44a)
(b) δ  δ2β ⇒ E¯ ' E1/2
1
δ
. (3.44b)
These two regimes are qualitatively the same.
3. There is no semi-classical limit such that n¯  βUE¯. This is clear given the fact that
E¯j = Ejn¯j for any j, with βUEj = 2piγ
√
j(j + 1). This implies that there exists a
constant C such that βUE¯ > Cn¯. Therefore, it is not possible to have n¯ βUE¯.
Finally, one can say about the chemical potential that it vanishes at the semi-classical
limit according to the following behavior:
µ ' E1/2δβ − TUδ. (3.45)
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Note that the case µ = 0 has been studied in great details in [37]. With our notations, this
situation is equivalent to setting δ = βUE1/2δβ (when β is close to βU), which corresponds
to the case 1(b). As expected from quantum physics, there is no condensation with zero
chemical potential.
Entropy and corrections to the area law
Now that the different (asymptotic) semi-classical regimes have been properly defined and
classified, we can go further into the study of thermodynamical properties of the system.
The next step is the computation of the semi-classical entropy SB. The leading order term
is easily obtained, and an immediate calculation shows that
SB =
a¯H
4l2Pl
+ Scor, with Scor = δββUE¯ − βµn¯+ logZB(β, µ). (3.46)
Now, let us compute logZB(β, µ) at the semi-classical limit. It is given by
logZB(β, µ) = −
∑
j
log
(
1− exp (βµ+ (βU − β)Ej)) (3.47)
' − log (1− exp(−δ))−∑
j≥1
log
(
1− exp (δββU(E1/2 − Ej)− δ)).(3.48)
Here we have distinguished the spin 1/2 contribution to the (logarithm of the) partition
function from the excited contributions, and we have neglected terms proportional to δβδ
in the argument of the last exponential because we are interested only in the leading order
terms. An immediate calculation now leads to the asymptotic expression
logZB(β, µ) ' − log δ −
∞∑
k=2
log
(
1− exp
(
−piγδβ(
√
k(k + 2)−
√
3)− δ
))
(3.49)
' − log δ − 1
piγδβ
∫ ∞
Γδβ+δ
dx log
(
1− e−x). (3.50)
Here we have used the fact that the series can be viewed as a Riemann sum and therefore can
be approximated by its corresponding Riemann integral when δβ  1. The integral obtained
in this way converges, and its main contribution, when the parameters δβ and δ are small,
is simply given by∫ ∞
Γδβ+δ
dx log
(
1− e−x) ' ∫ ∞
0
dx log
(
1− e−x) = −pi2
6
. (3.51)
Finally, we end up with the following expression for logZB(β, µ) in the semi-classical regime:
logZB(β, µ) ' − log δ + pi
6γδβ
. (3.52)
We now have all the necessary ingredients to compute the subleading correction to the
entropy as a function of the two independent parameters E¯ and n¯. There is no simple and
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explicit formula for Scor in general, but from the previous study we can say that the leading
order term to Scor is necessarily given by the leading order term of the following sum:
pi
3γδβ
+
1
piγ
(
βUE1/2 −
δ
δβ
)
log(Γδβ + δ)− log δ. (3.53)
To write down the leading order term as a function of the macroscopic variables E¯ and n¯, we
need to distinguish between the different cases that were studied in the previous subsection.
1. Case δ2β  δ. In this case, δβ is directly related to the mean energy through
δβ '
√
pi
6γβUE¯
. (3.54)
The subleading correction to the entropy is then dominated by the first term in (3.53),
which can be written as
Scor '
√
2pi
3γ
βUE¯. (3.55)
For the sake of completeness, let us give formulae which express the remaining physical
parameters µ and n¯ in terms of the small parameters δ and δβ. In order to do so, we
further need to distinguish between different subcases.
(a) When δ2β  δ  −δβ/ log δβ, we have
δ ' 1
n¯
, and µ ' E1/2δβ. (3.56)
(b) When δ  −δβ/ log δβ, we have again to distinguish between different subcases.
i. If δ  δβ, then
δ ' exp
(
−pin¯
√
γpi
6βUE¯
)
, and µ ' −TUδ. (3.57)
ii. If δ ' δβ, there exists a constant C ∈ R such that δ ' Cδβ, and then
δ ' C
√
2pi
3γβUE¯
, and µ ' (E1/2 − CTU)δβ. (3.58)
iii. If δ  δβ, then the expression for δ in terms of E¯ and n¯ is rather complicated
and not very useful. For this reason, we will not write it. However, the
chemical potential is given by µ ' E1/2δβ.
2. Case δ = O(δ2β). We have seen that in this regime we have E¯ ' E0n¯, where E0 = E1/2
when δ  δ2β (see (3.44b)), and E0 = E1/2 + αpiβ2U/(6γ) when δ ' αδ2β (see (3.44a)).
Therefore, we have that
δ ' 1
n¯
, and δ2β '
pi
6γ
1
βU(E¯ − E1/2n¯)
, (3.59)
which implies that the subleading corrections are of the form
Scor ' log(βUE¯) + pi
3γ
1
δβ
. (3.60)
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The study of all these different asymptotic cases leads to the conclusion that the cor-
rections to the entropy cannot be logarithmic in E¯ (and therefore in aH) in case (1), where
they indeed turn out to be of the form O(
√
E¯). However, the correction can be logarithmic
in case (2) if, in addition, the condition −δβ log δ  1 (implying that δ−1  exp(δ−1β )) is
satisfied. In this case, we see that (3.60) leads to
SB ' a¯H
4l2Pl
+ log a¯H. (3.61)
The physical meaning of the condition −δβ log δ  1 is not so clear, but at the mathematical
level it says that δ approaches zero much faster (in fact at least exponentially faster) than
β approaches βU. This happens for instance when δβ is small (compared to βU) but con-
stant. In this case, when the black hole horizon becomes larger and larger, a Bose–Einstein
condensation occurs (at “high” temperature). When expressed in terms of means values, the
previous condition can be written as
E¯ ' E¯1/2  E1/2 exp
√
6γβU
pi
E¯ex. (3.62)
Then, asking that the energy of the punctures carrying a spin 1/2 be exponentially larger
than the square root of the excited energy, one gets logarithmic subleading corrections to the
entropy.
Second semi-classical regime, µ 6= 0
Now, we investigate the case in which the chemical potential is a fundamental constant of
the theory (at least at the semi-classical limit), and does therefore not depend on the number
of punctures or on the temperature. This is in sharp contrast to what usually happens in
Bose–Einstein condensation. There is only one free parameter in the theory. Furthermore,
we assume that there exists a physical process (matter collapse for instance) which causes
the horizon area (or equivalently the energy of the black hole) to increase and to become
macroscopic. The number of punctures and their colors change during this process, and we are
going to show how these two quantities behave when the horizon area becomes macroscopic.
As opposed to the case in which µ → 0, there exists here only one semi-classical regime
for which the horizon area becomes macroscopic. We are going to see that this semi-classical
regime is also characterized by a condensation of the spin labels to the value 1/2. However,
this condensation occurs at a temperature different from the Unruh temperature.
Asymptotic expansion of n¯ and E¯ at the semi-classical limit
In order to characterize the semi-classical limit when µ is fixed, it will be convenient to use
the following expression for the mean number of punctures colored by the spin j:
n¯j = (exp Φj − 1)−1, with Φj = βU(Ej − µ)δµ + µβU
Ej − E1/2
E1/2 − µ
, (3.63)
where we have introduced
δµ =
β − βc
βU
, with βc =
E1/2
E1/2 − µ
βU. (3.64)
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Note that δµ=0 = δβ (where δβ was introduced in sections). The system is the only defined
when Φj > 0, which implies necessarily that
µ < E1/2, and δµ > 0. (3.65)
Since µ is now fixed, the condition on β is now changed, and the semi-classical limit occurs
a priori at βc 6= βU. However, we will see later on that it is possible to take the limit µ→ 0
in order to fix the inverse temperature to βU at the semi-classical limit.
Now, notice that we have
Φ1/2 = βU(E1/2 − µ)δµ, and Φj≥1 > µβU
Ej − E1/2
E1/2 − µ
. (3.66)
This ensures that Φ1/2 can be as close to zero as we want, whereas the quantities Φj have
non-zero minima when j ≥ 1. These minima are reached when β approaches βc. These
properties are the signature of a condensation phenomenon when β approaches βc. Notice
that this is a priori no longer true when µ = 0, since in this case every Φj can approach zero
with no restriction when β tends to βc.
The bound (3.66) on Φj implies immediately that n¯ex and E¯ex are bounded from above,
and cannot exceed the maximal values Nmaxex and E
max
ex defined by
Emaxex =
γpi
βU
ξ
(
µβc√
3
)
, with ξ(x) =
∞∑
k=2
√
k(k + 2)
exp
(
x
(√
k(k + 2)−√3))− 1 ,(3.67)
Nmaxex = ζ
(
µβc√
3
)
, with ζ(x) =
∞∑
k=2
1
exp
(
x
(√
k(k + 2)−√3))− 1 .(3.68)
Since µ is fixed (to a non-vanishing value), Nmaxex and E
max
ex depend only on the fundamental
constants of the theory.
One consequence of this fact is that when the mean energy E¯ (or equivalently the mean
horizon area) exceeds the value Emaxex , only spin 1/2 punctures contribute to the increasing
energy (or mean horizon area), and we recover the Bose–Einstein condensation. Further-
more, the energy becomes macroscopic only when the temperature approaches the critical
temperature, i.e. when β → βc. In this case, we have the asymptotic expansion
E¯1/2 =
E1/2
βU(E1/2 − µ)
1
δµ
+O(1), (3.69)
where E¯1/2 is viewed as a function of δµ. As a consequence, when the temperature approaches
the critical temperature such that the mean area is large enough, i.e.
a¯H
4l2Pl
> γpiξ
(
µβc√
3
)
, (3.70)
then the number of excited punctures is “saturated” and any increase in the area of the
horizon is due to the addition of punctures carrying a spin 1/2. In this case, the mean area
is related to the temperature as follows:
a¯H
4l2Pl
=
βc
βU
1
δµ
+O(1). (3.71)
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Outside of this regime, the equation of state is more complicated to obtain. For the same
reasons, the asymptotic behavior of the mean number of punctures when δµ → 0 is given by
n¯ = n¯1/2 +O(1), with n¯1/2 =
1
βU(E1/2 − µ)
1
δµ
+O(1) = 1
γpi
√
3
βc
βU
1
δµ
+O(1). (3.72)
Therefore, at the semi-classical limit, when the mean horizon area a¯H becomes macroscopic,
the number of punctures carrying spin 1/2 increases drastically. There is a condensation of
spin 1/2 representations, exactly as there is a Bose–Einstein condensation of particles in the
ground state in usual quantum physics. The condition for the condensation to occur is given
by
n¯1/2  ζ
(
µβc√
3
)
. (3.73)
Entropy and corrections to the area law
In order to compute the entropy, we need to compute the asymptotic expansion of logZB(β, µ)
in the limit β → βc. Using the notations introduced above, the partition function is given
by
logZB(β, µ) = −
∑
j
log
(
1− exp(−Φj)
)
. (3.74)
Again, we study separately the contribution from the punctures with spin 1/2 and from the
excited punctures. The contribution of the punctures carrying spin 1/2 is given by
− log (1− exp(−Φ1/2)) = − log (1− exp (βU(µ− E1/2)δµ)) = − log δµ +O(1). (3.75)
The contribution of the excited punctures is irrelevant for the asymptotic of logZB(β, µ)
when β approaches βc. Indeed, when δµ = 0 (i.e. when β = βc), contribution from the
excited punctures is well-defined (i.e. the series is convergent), as we now show. First, if
β = βc, ∑
j≥1
log
(
1− exp(−Φj)
)
=
∑
j≥1
log
(
1− exp
[
µβc
(
1− Ej
E1/2
)])
. (3.76)
This series is easily proven to be convergent since the summand is equivalent (when j becomes
large) to
log
(
1− exp
[
µβc
(
1− Ej
E1/2
)])
' − exp
[
µβc
(
1− Ej
E1/2
)]
' − exp
[
µβc
(
1− n√
3
)]
,
(3.77)
whose series is convergent. As a consequence, we obtain the asymptotic expansion
logZB(β, µ) = log δµ +O(1). (3.78)
The computation of the semi-classical expansion of the entropy SB = β(E¯−µn¯)+logZB(β, µ)
is therefore immediate and leads to
S =
a¯H
4l2Pl
+ log a¯H +O(1). (3.79)
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We recover the Bekenstein–Hawking expression with logarithmic corrections.
The limit µ→ 0
To finish with this case, let us finally assume that we start with a finite value of µ, first
consider the limit δµ → 0 (as we did in this section), and then we assume that µ → 0
together with the condition (3.73). This condition ensures that a condensation occurs and
also that the corrections to the Bekenstein–Hawking entropy are logarithmic.
To show that this is indeed the case, it is useful to establish a relationship between the
classical regime describe here (µ fixed to a non-zero value) and the regimes described in the
previous subsections. A straightforward calculation shows that the limit β → βc corresponds
to
δβ = δµ +
µ
E1/2 − µ
→ µ
E1/2 − µ
, and TUδ = −µ+ β − βU
β
E1/2 → 0. (3.80)
Therefore, if we first take the limit δ → 0 with µ fixed, and then send µ to zero, we are
clearly in case (2), where δ  δ2β. In this case, the correction to the entropy is indeed
logarithmic.
Holographic bound with a chemical potential
This last subsection is devoted to the study of the case δh 6= 0, i.e. when we do not as-
sume from the beginning that the holographic bound is saturated. The expressions for the
grand canonical partition function grand canonical partition and the related thermodynam-
ical quantities mean values are formally the same as above, simply with βU replaced by
(1 − δh)βU. Therefore, the system now admits three free parameter: the temperature (or
equivalently δβ), the chemical potential µ, and the holographic parameter δh. There is a
priori more freedom to reach the semi-classical regime.
Semi-classical regime and holographic bound
An immediate analysis shows that in order for the black hole to become macroscopic, we
must impose that the parameter h (which satisfies h > 0), defined by
h =
βU
β
E1/2δ − µ, with δ = δh + δβ, (3.81)
approaches zero, i.e. h  1. Note that h=0 = , with  given by (3.30).
If in addition to this we add the condition that the (inverse) temperature tend to βU,
then we get necessarily that δβ  1, and the condition h  1 becomes
E1/2δh − µ 1. (3.82)
As shown in [37], the requirements that the area be large and the temperature be fixed to βU
necessarily imply that the holographic bound is saturated when there is no chemical potential
µ = 0. We also recover what we have just shown in the previous section, namely that the
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two previous semi-classical requirements imply that the chemical potential vanishes in the
semi-classical regime if we set δh = 0 from the beginning.
Here, we see that neither δh nor µ are uniquely fixed by the requirement of semi-
classicallity, as opposed to what could have been expected from the introduction of a new free
parameter in the model. However, in light of the physical reasons discussed in the previous
section, an additional natural requirement is to ask that the chemical potential of the black
hole be “small” (βUµ  1) in the semi-classical regime. This condition implies at the end
of the day that the degeneracy bound must be saturated in the semi-classical regime, which
can be summarized as follows:
Semi-classical regime
(
β → βU, µ→ 0, a¯H
l2Pl
→∞
)
, ⇒ δh → 0. (3.83)
Adding the condition µ → 0 as a requirement for the semi-classical limit makes the system
equivalent (in this semi-classical limit) to the one studied in [37] where µ = 0. Therefore, it
is not a surprise that we here recover the saturation of the holographic bound.
Entropy and corrections to the area law
The study of the asymptotic expansion of the mean numbers of punctures (n¯1/2 and n¯ex)
and the mean energies (E¯1/2 and E¯ex) is exactly the same as in subsection (3.5.2). The
only difference here is that we simply have to replace the small parameter δβ by the small
parameter δ = δβ + δh. However, the analysis of the semi-classical entropy and of the
subleading corrections could differ.
Following exactly the same analysis as that of the previous subsection, we have
Scor ' βU(δβE¯ − µn¯) + logZB(β, z), (3.84)
whose leading order term is necessarily the leading order term of the sum(
1 +
δβ
δ
)
pi
6γδ
− βUE1/2
δh
δ
+
1
piγ
(
βUE1/2 −
δ
δ
)
log(Γδ + δ)− log δ. (3.85)
Note that, at the difference with the mean energy and the mean number of punctures, the
entropy is not symmetric under the exchange δβ ↔ δh because of the first term in (3.84).
For this reason, the behavior of the entropy at the semi-classical limit is different from what
was studied in the previous subsection.
When δh = 0, we recover the asymptotic expansion (3.53). If we assume that δh is “small
enough” in comparison to δβ and δ, the analysis of subsection (3.5.2) still holds as well. The
general case, in which δh = O(δβ) (which means that δβ does not tend to zero faster than
δh), is more subtle to study. Since it is not physically relevant for the present study, we will
not perform its analysis here.
Here we are more interested in the case δβ = 0, which means that we fix the temperature
to be the Unruh temperature (as in [37]). The novelty compared to the previous subsection
is the presence of a term proportional to δh/δ in the asymptotic expansion (3.84). This
implies that for the subleading corrections to the entropy to be logarithmic it is necessary to
satisfy the following requirements:
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1. The term − log δ dominate the asymptotic expansion, which implies in particular that
−δ log δ  δh. (3.86)
2. The condition δ  δ2h must hold in order to have δ ∝ 1/E¯ (i.e. we are in the case (2)
studied above).
These conditions are clearly contradictory. Therefore, the entropy cannot a priori have
logarithmic corrections if we impose β = βU and δh 6= 0, even if δh is arbitrary small.
Summary of the results for the Bose Einstein statistics
The precedent discussion being quite long and technical, we summarize the different results
obtain assuming that the punctures satisfy the Bose Einstein quantum statistic. In this
grand canonical situation, the system is characterized by two conjugated variables which are
(E, β) and (µ, n). Since we are interested in semi classical black hole, i.e. with a large area
(or equivalently with a large mean energy), we have to define properly our semi classical limit.
The first semi classical limit studied : E¯  1 and β fixed ( i.e. β  βU or β ' βU )
In this first case, (β, n¯) are fixed while (E¯, µ) are free parameters. First, from the re-
quirement of convergence of the partition function, one obtain the condition (26) on µ. Two
cases have to be distinguished regarding if the temperature is above or below the Unruh
temperature TU .
• The first one corresponds to β < βU , i.e. to high temperature. This is the regim where
the gas can be described by Maxwell Boltzman statistic (with µ→ −∞).
• The second one correspond to β > βU , i.e. to low temperature. This is the regim
where the gas is well described by quantum statistics. In this regim, one introduces
the quantity . The link between the semi classical limit and the behaviour of  is as
follow:
 = (1− βU
β
)E1/2 − µ =
{
→ 0 a semi classical limit exists / a condensation can occur
finite no semi classical limit / no condensation
(3.87)
When  → 0 and the temperature is different but below the Unruh temperature, i.e.
β > βU , we can studied explicitly the two different asymptotic cases.
– The first one is the low temperature regim, when β  βU . In this case, we are
looking for a semi classical limit occurring at T = 0. The number of punctures
with spin j = 1/2 becomes large, i.e. there is a condensation and the chemical
potential tends to the minimal energy E1/2, i.e.:
n¯1/2  1 and µ→ E1/2
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Table 3.1: Summary table
E¯  1 and β fixed ( β  βU ) E¯  1 and β fixed ( β ' βU )
n¯ βU E¯
condensation phenomenon
log corrections
µ→ E1/2
(2 subregims) condensation only for one
no log corrections
µ→ 0
log n¯ ' log βU E¯ impossible
(2 subregims) condensation
log corrections for both
µ→ 0
n¯ βU E¯ impossible impossible
– The second one, more interesting for physical reasons, is when the semi classical
limit occurs at the Unruh temperature β = βU or δβ  1. Since   1, these
two requirements imply that µ→ 0. Therefore, the punctures behave as photons
and the energy required to annihilate a puncture is close to zero. In this case, the
situation is more subtle than before. Both n¯1/2 and n¯ex can become large at the
semi classical limit. They are given by:
n¯1/2 '
1
βU 
=
1
δ
and n¯ex ' − logδβ
δβ
Therefore, we need to compare them to classify the possible semi classical regims.
The regim where a condensation occurs satisfy the following condition:
n¯ex
n¯1/2
= − δ
δβ
logδβ  1
Since the system depends on two free parameters (E¯, µ), we can used the fixed
value of n¯ to classify the different regime, i.e. n¯  βU E¯ , logn¯ ' logβU E¯ and
n¯ βU E¯. From those conditions, we distinguish three regims and five sub regims.
The condensation phenomena occurs only in three sub regims and the quantum
corrections to the entropy are logarithmic only in two of them, i.e. :
Case 1 : n¯ βU E¯ δ2β  δ  −
δβ
logδβ
n¯ ' n¯1/2 ' 1/βU  Scor ∝
√
aH/l2P
Case 2(a): logn¯ ' logβU E¯ δ ' αδ2β n¯ ' n¯1/2 ' 1/βU  Scor ∝ log(aH/l2P )
Case 2(b): logn¯ ' logβU E¯ δ  δ2β n¯ ' n¯1/2 ' 1/βU  Scor ∝ log(aH/l2P )
All the results for β > βU , in the two asymptotic regimes βU  βU and β ' βU ,
are summarized in the table (3.1).
The second semi classical limit studied : E¯  1 and µ fixed (ie µ 6= 0).
In this second case, we fixe the chemical potential µ to a given value. We introduce
the quantities:
δµ =
β − βc
βU
where βc =
E1/2
E1/2 − µ
βU
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The partition function is well defined only for:
µ < E1/2 and δµ > 0
Computing E¯ex and n¯ex, we note that they are bounded from above. Once E¯ >
E¯maxex , a condensation occurs. In order to have a well defined semi classical limit,
i.e. E¯  1, it is required that β → βc. In this case, the mean area (energy) and
the mean number of punctures and the quantum corrections to the entropy are
given by:
a¯H
4l2p
' βc
β − βc n¯ ' n¯1/2 =
1
γpi
√
3
βc
β − βc Scor ∝ log(aH/l
2
P )
In the two cases (µ free and µ fixed) we recover as expected the Bekenstein-Hawking
formula for the entropy. Furthermore, we obtain logarithmic corrections systematically when
µ is fixed and also in the case (2) when µ is not fixed. Recovering logarithmic corrections is
a non trivial result. In those regime, while γ is still present in the expressions of the mean
number of punctures and mean energy, it drops out form the expression of the entropy.
Finally, when the chemical potential vanishes from the beginning then the corrections
are much more larger than logarithmic corrections. Therefore, the presence of the chemical
potential µ associated to the punctures which obey the Bose Einstein statistics seems to be
highly related to the logarithmic corrections in this description of quantum black holes.
This concludes our discussion of the gas of punctures.
3.6 Limits of the model
In this chapter, we have presented the quantum black hole as treated in Loop Quantum
Gravity. Although this approach have successfully reproduced the semi classical results of
black holes thermodynamics, it suffers from difficulties.
The very first one occurs in the micro canonical computation. We have seen that the
Bekenstein Hawking area law is recovered up to a fine tuning on the Immirzi parameter.
This unnatural value have raised some doubts about the counting procedure or at a deeper
level, on the quantization process. Why γ should play such a crucial role in the quantum
predictions of the theory such as the entropy of the quantum isolated horizon ? Should we
understand it as a fundamental new constant, even if it doesn’t play any role at the classical
level ? Different interpretations exist, but none are up to now totally convincing.
In order to avoid the fine tuning of γ in the context of black hole thermodynamics, we have
seen that the introduction of a chemical potential µ in the model could shift the dependency
in γ from the leading term to the subleading terms. More, assuming a Bose-Einstein statistic
for the punctures, γ disappear totally form the entropy expression even if it remains in the
expression of other thermodynamical quantities. Therefore, even if one recovers the right
semi classical limit without fine tuning within this approach, i.e. the Bekenstein Hawking
area law, the whole result is still γ dependent, i.e. for the quantum corrections to the entropy.
So from the point of view of the status of γ, the problem remains unsolved.
One way out is to adopt another interpretation concerning the status of γ in the quantum
theory. Based on a series of papers focusing on the self dual variables, i.e. on γ = ±i, one
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is led to interpret γ as a regulator in the theory allowing to wick rotate the real theory to
the self dual one. The main lesson from those series of papers is that the self dual theory
seems to represent a much more satisfying quantum theory with respect to different results,
among which the semi classical limit of the quantum black holes. From this point of view, γ
should be send to its purely imaginary value at some point of the quantization process, and
therefore should disappear from the final quantum theory. It seems that the presence of γ
in this physical prediction of the quantum theory can be regarded as an anomaly due to the
initial gauge fixing, i.e. the choice of working in the time gauge. This point will be explained
and illustrated in chapter 5.
The second weakness of the “gas of punctures” model is the ad hoc ingredients that
we have used to write down the partition function in the canonical and the grand canonical
ensemble. Two choices are made in the construction of the partition function. The first one it
the choice of working with the Frodden-Ghosh-Perez notion of energy. Even if it is a strong
hypothesis, it is rather natural. Moreover, it led to an interesting entropy bound which
should be investigated further and compare with the covariant entropy bound of Bousso.
The second choice is to use an exponential form for the total degeneracy, which we denote
the holographic hypothesis. This is crucial in order to recover the right semi classical limit.
However, this choice does not rely on any justification and even worse, is not predicted
by the loop quantization of the isolated horizon based on the SU(2) real Ashtekar-Barbero
connection. Ideally, one would have chosen the degeneracy (the dimension of the Hilbert
space) as predicted at the end of the loop quantization. Yet, the rest of this quantization is
not sufficient to recover the right semi classical limit and one needs additional inputs. This
point could be interpreted as a first evidence of the failure of the loop quantization based on
the SU(2) real Ashtekar-Barbero connection to reproduce the right semi classical limit.
We will see in the next chapter that a very elegant strategy can be applied to circumvent
those problems. The idea is to define the quantum black hole from the self dual theory,
i.e. with γ = ±i. In this case, there is obviously no need to fine tune γ. Starting from
the Verlinde formula, one can build an analytic continuation of this formula which gives the
dimension of the Hilbert space for the quantum black hole in the self dual quantum theory.
This quantum degeneracy turns out to be naturally holographic and one does not need to
postulate it. In this sense, the self dual theory seems to be a more satisfying candidate to
reproduce the right semi classical limit. The construction of this analytic continuation is
reviewed in details in the next chapter.
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In this chapter, we present the construction of the self dual black hole in Loop Quantum
Gravity. The starting point is the Verlinde formula presented in the precedent chapter.
This formula provides the quantum degeneracy of the spherically isolated horizon when
working with real Loop Quantum Gravity, i.e. where γ ∈ R. Working with the self dual
quantum theory implies to build an analytic continuation of this formula where the Immirizi
parameter is sent to γ = ±i. This simple requirement has important consequences due to the
definition of the isolated horizon. In the self dual quantum theory, the area of the hole remains
positive and real only when the Chern Simons level is itself purely imaginary: k ∈ i R. This
observation is the starting point of the procedure. The Verlinde formula is rewritten as an
integral of an holomorphic function on the complex plane, which enable us to control the
analytic continuation from k ∈ R to k ∈ i R. We present the details of the construction and
obtain the quantum degeneracy for the self dual quantum isolated horizon. We perform then
the thermodynamical study of this system first in the micro canonical ensemble. Then we
extend this study to the canonical and to the grand canonical situations following the same
steps than the one presented in the precedent chapter. More precisely, we use the Frodden-
Ghosh-Perez notion of local energy in order to write the partition function of our gas of
punctures [1]. However, contrary to the precedent chapter, we do not need to postulate an
holographic degeneracy to obtain the right semi classical limit. The holographic degeneracy
is computed directly form the “self dual” Verlinde formula obtained as a result of the analytic
continuation. Moreover, the holographic behaviour of the degeneracy is supplemented with
some power law corrections which at the effective level turns out to provide the expected
logarithmic quantum corrections to the entropy. More, we recover the fine tuning of the
chemical potential in the grand canonical situation in order to remove the too large square
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root quantum corrections. Already at the micro canonical level, this analytic continuation
prescription provides a way to obtain exactly the right Bekenstein Hawking entropy at the
leading term. At the canonical and the grand canonical level, our “self dual” model seems
to be more solid than the one presented in the precedent chapter, where γ ∈ R, since the
ad hoc hypothesis of the holographic degeneracy can be eliminated. The only assumption
which remains is the use at the quantum level of the classical notion of energy provided
by Frodden, Ghosh and Perez . Finally, this work permit us to derive for the first time a
unique prescription which provide a map between a physical prediction of real Loop Quantum
Gravity, i.e the entropy of the hole with γ ∈ R and a physical prediction of the self dual
version of Loop Quantum Gravity, i.e. the entropy of the hole with γ = ±i.
Before presenting the whole construction, let us review why γ is expected to disappear
form the quantum predictions of Loop Quantum Gravity.
4.1 Getting rid of the Immirzi ambiguity
In order to understand the peculiar status of the Barbero Immirizi parameter in Loop Quan-
tum Gravity, it is interesting to come back on the reasons for its introduction. As explained
in the first chapter, the initial variables that were introduced by Ashtekar in the late eighties
(1986), to simplify the first class constraints of General Relativity are complex valued [2]. In
term of those variables, the hamiltonain constraint of General relativity becomes polynomial
w.r.t. the conjugated variables. This is a general fact that for gauge theories, the alge-
braic form of the hamiltonian simplifies drastically when written in term of certain complex
variables. The self dual Ashtekar’s variables for gravity belongs to this category. Having a
polynomial hamiltonian constraint in gravity is of first importance in order to avoid order-
ing ambiguities and definition of quantum operator when implementing the dynamic at the
quantum level. This simplicity of the constraints in the self dual Ashtekar’s formalism fed
the hope of quantizing the theory following the Dirac quantization program for constrained
system.
However, the drawback of this approach is that the conjugated self dual variables being
complex valued, one has to impose reality conditions in order to recover a real metric for
instance. Those reality conditions, presented at the end of the first chapter, are highly
non trivial since some of them involve the Levi Civita connection which has a complicated
expression in term of the electric field. Moreover, they involve the complex conjugate of the
canonical variables, which bring another difficulties. Solving this reality conditions at the
quantum level is up to now, an open issue.
Different proposal have appeared during the two last decades and an interested reader
can refer to [3, 10]. One of the first proposal was made by Thiemann [4] twenty years ago
(1995). We mention it in particular because the general philosophy is close to the strategy
developed in this thesis. In this work, he showed that for a general gauge theory (including
gravity) which turns out to be simpler written in term of some complex variables, the real
representation of the canonical commutation relations (supplemented with certain conditions)
can be mapped to an holomorphic representation of the same commutation relations, this
map keeping in the same time the simplification provided by the complex variables. This
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map turns out to be unique. It is build from a so called complexifier and acts as a Wick
rotation on the quantum theory. Although very encouraging, this work remains formal and
no physics from the self dual quantum theory could be extracted.
At the same epoch (1994), Barbero introduced the real SU(2) connection nowadays called
the Ashtekar-Barbero connection [11], which depends on a free real parameter γ. The strik-
ing result was that in this formulation of lorentzian gravity, the interesting features of the
complex variables of Ashetkar were preserved without requiring the imposition of some re-
ality conditions. Above all, this new real commutative connection allows to introduce the
loop variables and to follow the quantization program of Loop Quantum Gravity (at least
at the kinematical level) [12]. However, in order to avoid the presence of the reality condi-
tions, the hamiltonian constraint takes a more complicated form. Two years later, Immirzi
investigated the impact of this free parameter γ in the kinematical predictions of the quan-
tum theory, nowadays called the Barbero-Immirzi parameter γ. This parameter labels the
family of canonical transformation sending the ADM phase space (written in the first order
formalism) to the real Ashtekar-Barbero phase space. Thus, γ does not play any role at
the classical level. It is therefore expected that those canonical transformation corresponds
to unitary transformation at the quantum level which do not alter the predictions of the
quantum theory. Unfortunately, this is not what is found.
The Barbero-Immirzi parameter enters explicitly in the kinematical spectrum of the geo-
metric operators, such as the area and volume operator. The spectrum of the area operator,
derived in the second chapter, can be formally written as follow:
AˆS . S(Γ,~j, ι) = 8pi~Gγ
∑
jl
√
jl(jl + 1) S(Γ,~j, ι)
where AˆS is the area operator of a certain region of space acting on the quantum state
S(Γ,~j, ι), i.e. a spin network. One could argue that this “prediction” of Loop Quantum
Gravity can not be trusted because it is purely kinematical and that we need therefore
to impose the dynamic to conclude on the presence of γ in the physical prediction of the
quantum theory. This argument is receivable in the case of an arbitrary area such as the
one considered above. It is not diffeomorphism invariant. However, in the context of black
hole, the area of the horizon can be shown to be a physical area, in the sense that it is not
defined by some coordinate but by intrinsic geometrical hypothesis which are diffeomorphism
invariant. Black hole, or isolated horizon provide therefore a way to study a true physical
prediction of the quantum theory. As we have seen in the precedent chapter, already at the
micro canonical level, the loop computation of the entropy results in a γ-dependent quantity.
Only when one work with a particular value of this parameter that we recover the right semi
classical limit, i.e.
S =
aH
4l2p
iff γ =
log(d)
pid
with d = 2j + 1
This result is obtained by assuming the same spin j for all the punctures. We see already
that the fine tuning of γ depends on this choice. We can conclude that at least for the
micro-canonical entropy of the quantum isolated horizon, real Loop Quantum Gravity does
predict γ-dependent results.
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This can be interpreted as an anomaly of the quantum theory for the following reason.
It is a well known fact that the real Ashtekar-Barbero connection on which the quantum
theory is based does not transform properly under time-diffeomorphism [13]. This could a
priori generate some anomalies both at the kinematical level and at the dynamical level,
such as the presence of γ in the kinematical and physical prediction of the quantum theory.
However, this problematic behavior of the real connection is cured when one works with the
self dual connection, i.e. with γ = ±i. It is therefore tempting to postulate that the initial
self dual Ashtekar connection is the right variable to deal with the dynamic and perhaps
with the semi classical limit of the quantum theory. This point of view is strongly supported
by earlier works all pointing in the same direction [14, 23]. Moreover, the interpretation of
the status of the Immirzi parameter as a regulator allowing to wick rotate the theory was
enhanced by a careful study of a toy model of three dimensional gravity that we present in
the next chapter. Altought 2 + 1 gravity is much more simpler than its 3 + 1 counterpart, it
provides a laboratory to test new idea in order to quantize gravity. The idea that γ should
disappear at the end of the quantization process in Loop Quantum Gravity turns out to be
true in this dimensional reduced model [24, 25, 26]. Whether this result extends to the four
dimensional theory is still to be understood. Yet, the canonical analysis of the Holst action
without fixing any gauge was developed by Alexandrov in [27]. Although very complicated,
the resulting phase space is γ-independent. Consequently, the presence of γ in the SU(2)
Ashtekar-Barbero phase space seems to be a gauge artifact and the physical predictions of
the quantum theory based on this phase space should not depend on γ [28, 29, 30].
We will see that in the context of spherically isolated horizon, one can explicitly build an
analytic continuation of the quantum degeneracy (i.e. of the micro canonical entropy) from
γ ∈ R to the self dual case γ = ±i. This will defined the so called “self dual” black hole in
Loop Quantum Gravity. We will show that this new object does not suffer from the same
ambiguity than its real counterpart, supporting the idea that we should use the “self dual”
variables in order to obtain the right semi classical limit in Loop Quantum Gravity. The
strategy is similar to the one proposed by Thiemann twenty years ago, with the difference
that we are now able to extract some physics from the self dual quantum theory.
The first attempt to define this “self dual” black hole was proposed in [31]. We first
review their derivation and its limits and we present then the rigorous construction of the
analytic continuation undertaken in [34].
4.2 First attempt : analytic continuation of the Verlinde for-
mula and its limits
Motivated by the previous discussion, the first attempt to define the dimension of the black
hole Hibert space with a purely imaginary Immirzi parameter was proposed in [31]. In this
work, the starting point was the Verlinde formula as a discrete sum. As we have seen in the
previous chapter, this formula is the key object to derive the entropy of the black hole in
the micro canonical ensemble in LQG. In this approach, a black hole can be described by a
Chern Simon field living on a punctured 2-sphere, i.e. the horizon, and the Verlinde formula
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gives the dimension of its Hilbert space:
gk(n, dl) =
2
2 + k
k+1∑
d=1
sin2(
pid
k + 2
)
n∏
l=1
sin( pik+2ddl)
sin( pik+2d)
. (4.1)
Mimicing this analytic continuation of the entropy for the BTZ black hole performed in
[32], the first idea to analytically continue the Verlinde formula was to send the Chern Simons
level to a purely imaginary value: k = ±i. However, such a procedure leads to a number of
difficulties, the first one being that the dimension of the Hilbert space remain complex at the
end. Moreover, since k enters in the upper bound of the sum of the Verlinde formula, one
has to modify the sum and use its module |k| to give a sense to the sum. This idea was then
replaced by another procedure which is based on the spins labels jl. In [31], the analytic
continuation prescription is given by:
γ = ±i and jl → isl − 1
2
therefore dl = 2jl + 1 = 2isl (4.2)
This prescription maps the discrete SL(2,C)-representations, i.e. the spinorial represen-
tation of the SU(2) subgroup, into the continuous representation of the SU(1, 1)-subgroup.
Under this map, the usual area spectrum of LQG becomes:
aH(jl) = 8pil
2
pγ
∑
l
√
jl(jl + 1) = 8pil
2
p
∑
l
√
s2l + 1/4 (4.3)
where we choose that
√−1 = ∓i for γ = ±i. The spectrum becomes continuous but remains
real. If we had used instead the discrete representations of the SU(1, 1) subgroup, we would
have obtain a complex area spectrum. This is why the continuous principal serie is picked
up among all. In the semi classical limit, this new area spectrum reads:
aH(jl) = 8pil
2
p
∑
l
sl for sl  1 (4.4)
Now let us apply the precedent prescription and rederive the result obtain in [31].
gk(n, dl = 2isl) =
2
2 + k
k+1∑
d=1
sin2(
pid
k + 2
)
n∏
l=1
sin( pik+2d 2i sl)
sin( pik+2d)
=
2
2 + k
k+1∑
d=1
sin2−n(
pid
k + 2
)
n∏
l=1
sin(
pi
k + 2
d 2i sl)
=
2 (i)n
2 + k
k+1∑
d=1
sin2−n(
pid
k + 2
)
n∏
l=1
sinh(
2pi
k + 2
d sl)
Working in the semiclassical limit, we can simplify the last line. Indeed, the area of the
hole being related to the Chern Simon level, we have at the semi classical limit: k  1 (large
area). Moreover, it was shown in [33] that the large spins dominate this regim, so we can
use safely sl  1. Using those approximations, we observe that the sum will be dominated
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by the exponential with the largest argument, i.e. d = k + 1:
gk1(n, sl) =
2 (i)n
2 + k
k+1∑
d=1
sin2−n(
pid
k + 2
)
n∏
l=1
sinh(
2pi
k + 2
d sl)
' (i)
n
2n−1k
sin2−n(
pi(k + 1)
k + 2
)
n∏
l=1
exp(
2pi(k + 1)
k + 2
sl)
=
(i)n
2n−1k
2−n
n∏
l=1
exp( 2pi sl)
=
(i)n
2n−1k
2−nexp( 2pi
n∑
l=1
sl)
=
(i)n
2n−1k
2−nexp(
aH
4l2p
)
Now, taking the logarithm of gk1(n, dl), we obtain the result found in [26]:
log
(
gk1(n, sl)
)
=
aH
4l2p
+ ...
This result is striking. Working with γ = ±i, which means to work with the (anti)-self
dual Ashtekar variables, permit to recover exactly the Bekenstein Hawking area law at the
leading term. The problem of solving the reality condition is by passed by choosing the
continuous representation in the principal serie of the SU(1, 1)-representation. Indeed those
representations are the only one which leads to a positive and real area spectrum in the self
dual theory. The fact that we can derive the Hawking result from self dual Ashtekar gravity,
without any fine tuning, points towards the peculiar status of the complex Ashtekar variables
for quantum gravity. Up to now, no one knows how to quantize directly the complex Ashtekar
gravity, because of the highly non trivial reality conditions to imposed at the quantum level.
However, the analytic continuation presented above could in principle open a new road.
Indeed, one could first work out the quantization of gravity in term of the real Ashtekar
Barbero variables as a first step, and then used the analytic continuation prescription to
obtain the physical prediction of the self dual quantum theory as a second step.
However, although very encouraging, the precedent result suffers from at least two points.
First, the derivation was not done in a rigorous fashion, and the analytic continuation has
to be understood by a rigorous mathematical construction before any conclusion. Secondly,
the sub leading term have not been derived and it is of first importance to obtain them.
We will now present the rigorous construction of the analytic continuation introduced
above. This work was undertaken in [34] and clarify the two weak points explained above.
4.3 Second attempt : going to the complex plane
Our goal is to define the dimension of the Hilbert space of the Chern Simons theory living
on a punctured two sphere for γ = ±i. In the real theory, for γ ∈ R, the dimension of the
4.3. Second attempt : going to the complex plane 143
Hilbert space is given by the Verlinde formula:
gk(n, dl) =
2
2 + k
k+1∑
d=1
sin2(
pid
k + 2
)
n∏
l=1
sin( pik+2ddl)
sin( pik+2d)
. (4.5)
and the area of the hole, the Chern Simons level k and the Immirzi parameter γ are related
through the following relation:
aH
l2p
=
2piγk
(1− γ2) (4.6)
Other variant of this expression exist in the litterature but their precise form do not change
the conclusion. The very first observation that one can make when trying to define the
precedent formula for γ = ±i is that we need to send at the same time the Chern Simons
level k to a purely imaginary value, in order to keep the area of the hole real and positive.
We give the transformation:
γ = ±i imply k = ∓iλ λ ∈ R+ → aH
l2p
= piλ ∈ R+ (4.7)
Now as we have argue before, to study the consequences of sending the Chern Simons level
k to a purely imaginary value, the Verlinde formula written as a discrete sum is not well
suited. Indeed, k enters in the upper bound of the sum and make the analytic continuation
ambiguous. However, one can reexpress the sum in at least two ways.
First, the Verlinde formula can be understood as the Riemann sum of a function f(θ) on
the interval [0, pi], the spacing of the sum being pik+2 . It reads:
gk(n, dl) =
2
pi
∫ pi
0
dθ f(θ) where f(θ) = sin2 θ
n∏
l=1
sin(dlθ)
sin θ
(4.8)
Unfortunately, the Chern Simons level remains hidden in the spacing of the Rieman sum and
we cannot go further with this expression.
The second way is to interpret the Verlinde formula as the sum of the residues of an
holomorphic function f(z) in the complex plane. This integral reads:
gk(n, dl) =
i
pi
∮
C
dz sinh2 z
n∏
l=1
sinh(dlz)
sinh z
coth((k + 2)z) (4.9)
For the rest of the discussion, we use the following notation : F (z) = coth((k + 2)z)
while the rest of the integrand is called G(z). The poles of the integrand are located on the
imaginary axis at zp =
ipip
k+2 and come only from the term F (z). The contour C goes around
the imaginary axis, going through (0, ipi). We choose to work with this expression because
the Chern Simons level k appears explicitly and we have therefore a better control on it. We
will see that sending k to a purely imaginary value modify the poles of the integrand and
we will derive the unique analytical continuation prescription leading to a consistent result.
Before diving in the technicalities, we mention the very pedagogical review of Witten on
the analytic continuation of Chern Simons theory which turns out to be very helpful for our
purposes [35].
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Figure 4.1: Contour C = C+ + C−.
First we need to clarify a point concerning the countour we have choosen. We are inter-
ested in the semi classical limit, where the area A is large, i.e. where k  1. However, the
function F (z) is not continuous when taking the large k limit:
lim
k→∞
coth((k + 2)z) =
1 + e−2(k+2)R(z)e−2(k+2)Im(z)
1− e−2(k+2)R(z)e−2(k+2)Im(z) →
{
1 if R(z) > 0
−1 if R(z) < 0 (4.10)
This limit is valid for z ∈ C/iR. When z is purely imaginary, the precedent expression
diverges. Therefore, the function F (z) being ill defined on the imaginary axis, we need to
divide the countour (see Figure 2) into two pieces: C = C+ + C− where C+ goes from z = 0
to z = ipi +  with R(z) > 0 and C− goes from z = ipi −  to z = 0 with R(z) < 0. Then, we
have to take the limit: → 0. The integral becomes:
g∞(n, dl) = lim
k→∞
i
pi
∫
C+
dz sinh2 z
n∏
l=1
sinh(dlz)
sinh z
coth((k + 2)z) + lim
k→∞
i
pi
∫
C−
dz sinh2 z
n∏
l=1
sinh(dlz)
sinh z
coth((k + 2)z)
=
i
pi
∫
C+
dz sinh2 z
n∏
l=1
sinh(dlz)
sinh z
− i
pi
∫
C−
dz sinh2 z
n∏
l=1
sinh(dlz)
sinh z
=
2i
pi
∫
C+
dz sinh2 z
n∏
l=1
sinh(dlz)
sinh z
Now that this point has been make clear, we can come back to the previous expression
and study the poles of the integrand depending on the nature of the two free parameters
(k, dl). Let us study the different cases. We start from the following expression:
gk(n, dl) =
i
pi
∮
C
dz sinh2 z
n∏
l=1
sinh(dlz)
sinh z
coth(k z) (4.11)
where we have redefine the Chern Simons level k′ = k + 2 and that we note k again.
• The first case corresponds to work with γ ∈ R, i.e. to work with the real Ashtekar-
Barbero variables. The Chern Simons level k and the colors of the spin dl are integers,
i.e. (k, dl) ∈ N. F (z) admits poles on the imaginary axis at:
zp = i
pip
k
p ∈ N with (k, dl) ∈ N (4.12)
4.3. Second attempt : going to the complex plane 145
while G(z) do not admit any poles. This is the usual case leading to the area law
provided we fix the real Immirzi parameter γ to a fix valued. This case was work out
in details in the precedent chapter.
• Now what happen if we ask for γ = ±i ? In this case, we need to send the Chern
Simons level to a purely imaginary value. Therefore, the second case corresponds to
k = iλ with λ ∈ R+ while dl remains an integer, i.e. dl ∈ N. In this situation, the poles
of the functions F (z) are rotated and belong now to the real axis at:
zp = − pip
λ
p ∈ N with k ∈ iR and dl ∈ N (4.13)
The function G(z) still do not admit any poles. Since all the poles of the integrand
are on the real axis, the countour C doesn’t enclose any poles and the integral vanish
by mean of the residues theorem. Therefore, if we restrict the analytic continuation
to this prescription, i.e. k ∈ iR , the result is inconsistent and do not lead to a well
defined dimension of the Hilbert space for γ = ±i.
• We can now generalize and study a third case where the Chern Simons level k ∈ C is
complex and not just purely imaginary, i.e. k = a+ ib. In this case, the poles of F (z)
belong to a straight line in the complex plane which goes through:
zp = − pip
a2 − b2 (b+ ia) p ∈ N with k ∈ C and dl ∈ N (4.14)
while the rest of the integrand G(z) is still free of poles. In this case, the area of the
hole becomes complex and its expression reads:
aH
l2p
=
2piγk
(1− γ2) →
aH
l2p
= pi(−b+ ia) (4.15)
Therefore, we disregard this case which lead to an unphysical notion of area. For the
moment, the attempt to define the dimension of the Hilbert space for γ = ±i lead to a
non sense, i.e. either a vanishing result for the dimension of the Hilbert space, either
a complex area for the black hole. However, there is an elegant way to obtain a well
defined result. This is the fourth and last case.
• In addition to sending the Chern Simons level to a purely imaginary value, i.e. k = iλ
with λ ∈ R+, we also require that the colors of the spins become purely imaginary,
i.e. dl = isl with sl ∈ iR+. In this case, both F (z) and G(z) admit poles. There are
respectively located at:
zp = − pip
λ
p ∈ N and zm = ipim m ∈ N∗ with (k, dl) ∈ iR
(4.16)
Since the integrand depends only on the two parameter (k, dl), once we have send k
to a purely imaginary value, dl is the only free parameter with which we can modify
the poles of the integrand. Asking for dl purely imaginary is the unique way to obtain
unambiguously poles on the imaginary axis, and therefore to have a non vanishing
integral in the complex plane regarding the countour C. More, we will see that this
analytical continuation is the unique one which leads to the Bekenstein Hawking area
law.
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A remark is worthwhile at this stage. Since the function F (z) admit among its poles
z0 = 0, it could seem at first that the integral is ill defined. However, this divergence is cured
by the term sinh2(z) in the function G(z). There is therefore no problem with this pole.
In light of the precedent discussion, we are led to define the analytic continuation pre-
scription as follow:
γ = ±i imply k = ∓iλ with λ ∈ R+ and jl = 1
2
(isl − 1) with sl ∈ R+
(4.17)
The form of jl is not unique and the more general form compatible with our needs is given
by : jl = αisl − 1/2 where α is not restricted. However, the 1/2 part is the only possibility
which lead the colors dl to be purely imaginary, i.e. dl = 2αisl. To simplify the notation and
work with dl = isl, we choose to work with α = 1/2. With this prescription, the integral in
the complex plane takes the following form:
gλ(n, sl) =
i
pi
∮
C
dz sinh2 z
n∏
l=1
sinh(islz)
sinh z
coth(iλ z) (4.18)
Since we are interested in the semi classical limit, we need to study the limit of F (iλz)
for large λ. The precedent integral can be recast as:
gλ(n, sl) =
i
pi
∮
C
dz sinh2 z
n∏
l=1
sinh(islz)
sinh z
(−1 + νλ)
= g∞(n, sl) + gcor(sl)
since:
coth(iλ z) = −1 + νλ where νλ(ipi) = 2
1− exp(2λpi) ' e
−2λpi for λ 1
Now we need to study gcor(sl) in the vicinity of zm=1 and zm=0. The behaviour of gcor(sl)
in zm=1 = ipi is direct and converge to 0 for λ→∞. Its behavior in zm=0 = 0 do not bring
any divergence because of the term sinh2(z) in the integrand which take care of the apparent
divergence. Therefore, in the semi classical limit, i.e. λ 1, the integral reduces to:
g∞(n, sl) = − i
pi
∮
C
dz sinh2 z
n∏
l=1
sinh(islz)
sinh z
At this stage, we have obtained a precise definition of the dimension of the Hilbert space
for the quantum black hole when γ = ±i. This expression is valid for semi classical black
holes, where it is assumed that aH  l2p. Now we can start from this expression to study the
thermodynamical properties of the so defined “complex” black hole.
The very first step in order to compute those quantities is to evaluate the integral at the
semi classical limit. In order to do so, we note that the precedent integral, which gives the
degeneracy of the black hole, can be recast into the form:
g∞(n, sl) =
1
ipi
∮
C
dz sinh2(z) enS(z) with S(z) = log
(sinh(isz)
sinh z
)
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In the precedent expression, we have assumed that all the punctures carry the same color
s and we denote this model the one color model. This simplifies the expression but we can
easily relax this assumption and treat the model where there are several different colors. The
factor in front of the integral has been rewritten in a more convenient form for the following.
The general form of the integral is very appealing to proceed to a semi classical study of
the black hole. Indeed, since n is large in the semi classical limit, we can use the stationary
phase method to evaluate the integral in this regim.
Studying the critical points
The first task is then to identify the critical points of the action S(z). Their equation is
given by:
S′(z) = 0 is tan(z) = tanh(isz)
To solve this equation, we decompose z = x+ iy and we obtain:
sin(2sx) + i sinh(2sy)
sinh(2x) + i sin(2y)
= s
cos(2sy) + cosh(2sx)
cosh(2x) + cos(2y)
∈ R
Therefore, the imaginary part of the term on the left has to vanish, yielding the following
condition:
f(x) = g(y) with f(x) =
sinh(2sy)
sin(2y)
and g(y) =
sin(2sx)
sinh(2x)
Studying the behaviour of those two functions, we can show that: |f | 6 f(0) = s while
|g| > g(0) = s. Therefore, the precedent equation is solved either for x = 0 either for y = 0.
The solutions are both on imaginary axis and on the real axis.
For z = x ∈ R, the equation for the critical points becomes:
tan(sx) = s tanh(x)
Graphically, we observe that the solutions are located close to the points were tan(sx)→∞,
i.e. at sxn ' pi2 (2n+1). Consequently, we can write the critical points as xn = pi2s(2n+1)+.
To determine , we note that tanh(xn) ' 1, which gives:
tan(sxn) = tan((2n+ 1)
pi
2
+ ) =
sin(npi + pi/2 + )
cos(npi + pi/2 + )
= −cos 
sin 
=
1

+O(1) ' s  ' −1
s
Therefore, the real critical points, i.e. z = x, are located at:
xn ' pi
2s
(2n+ 1)− 1
s
and at x = 0
For z = iy ∈ iR, we proceed to the same study. For those imaginary critical points, the
equations becomes:
tanh(sy) = s tan(y)
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Figure 4.2: Graphical representation of the first solutions to the equation for the
imaginary critical points. While the first one is located at y = 0, the second one
is located at y = pi +  where   1. There are the two imaginary critical points
which will be relevant for our choice of contour C.
Graphically, we observe that on the positif axis, the critical points are located at ym =
mpi +  with m ∈ N+. Because of our choice of contour C, we will be concerned only by the
interval [0, 3pi/2]. On this interval, there are two critical points at y0 = 0 and at a second
point close to y = pi that we note y1 = pi + . We need to find the expression of . For this,
using the equation for the critical points evaluated at y1 = pi + , we write:
s tan(pi + ) = s
sin(pi + )
cos(pi + )
' s+ o() and tanh(sy1) = 1
1 + e−2sy1
− e
−2sy1
1 + e−2sy1
' 1 for s 1
therefore, we can conclude that at first order:
 =
1
s
whence y1 = pi +
1
s
Consequently, there are two imaginary critical points of interest for our choice of contour
and there are located at:
y1 = i(pi +
1
s
) and y0 = 0
Now that we have identified all the critical points, we need to study how they will affect
the large expansion of the integral. For this, we evaluate the value of the real part of the
action at those points in order to compare the dominant contribution.
The real critical points xn contribute as follow:
S(xn) =
ipi
2
+ log
(sin(sxn)
sinhxn
)
The real part of the action admits a maximum at x0 = 0 and then decrease exponentially.
Therefore, the point x0 contributes the most at the semi classical limit and the other contri-
butions are suppressed. The real part of the action at x0 reads R(S(x0)) = log(s).
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The are two imaginary critical points (iy0, iy1). While y0 is the same as x0, we already
know its contribution. The point y1 contributes as follow:
S(y1) = log
(sinh(isiy1)
sinh iy1
)
= log
(− sinh(sy1)
i sin y1
)
= log
(− sinh(spi + 1)
i sin(pi + 1/s)
) ' log espi+1−i2s
' − ipi
2
+ spi + log
(es
2
)
Therefore when s 1, S(iy1) S(x0) and the large n expansion of the integral is totally
dominated by what happen at the point z = i(pi + 1/s). We can neglect the contribution of
all the other critical points. This close the study of the critical points. We can now compute
the large n behaviour of the integral and obtain the dimension of the Hilbert space of the
complex black hole in the ski classical limit.
Large n expansion of the integral
Working in the one color model, the dimension of the black hole for γ = ±i in the semi
classical limit, i.e. k  1, is now defined as:
g∞(n, s) =
∮
C
µ(z)enS(z) with µ(z) =
1
ipi
sinh2(z) and S(z) = log
(sinh(isz)
sinh z
)
where n is the number of punctures and s is the color carried by each punctures. From
the previous discussion, we know that the large n expansion is dominated by the contribution
of the critical point zc = i(pi + 1/s). In the first part, we have choosen a countour C which
went through the point z = ipi. We will now shift this countour a bit above this point and
let it go through the critical point zc = i(pi + 1/s). This modification of the countour is the
only one which lead to the Bekenstein Hawking result at the end of the computation.
g∞(n, s) =
∮
C
µ(z)enS(z) = µ(zc)e
nS(zc)
∫ ∞
−∞
dx en
S′′(zc)
2
x
= µ(zc)e
nS(zc)
√
2pi
−nS′′(zc)
We already know the value of S(zc). The value of µ(zc) and of S
′′(zc) are given by:
µ(zc) =
1
ipi
sinh2(zc) =
1
ipi
sinh2(i(pi + 1/s)) =
−1
ipi
sin2(1/s) ' i
pis2
S′′(zc) = −(s2 + 1) + 1
tanh2(zc)
− s
2
tan2(szc)
' −s2
Plugging those results in the precent expression for g∞(n, s), we obtain finally:
g∞(n, s) =
√
2
pi
1
s3
√
n
(se
2
)n
e−(1−n)ipi/2enspi
The final formula gives the dimension of the Hilbert space of the black hole for γ = ±i,
which corresponds to its quantum degeneracy. We observe that the degeneracy has a phase
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that we can rewrite as:
g∞(n, s) =
√
2
pi
1
s3
√
n
(se
2
)n
(i)n−1enspi
Therefore, for g∞(n, s) to be real and positive, n has to satisfy the following condition:
n = 4p+ 1 with p ∈ N+
Since the formula for the degeneracy has been computed for n 1, the only requirement is
that n belongs to {1, 5, 9, ... }. Finally, we observe that the quantum degeneracy of the black
hole has an holographic behaviour which is given by the term enspi = eaH/4l
2
p supplemented
with some power law corrections. It is interesting to note that in this model (γ = ±i), the
holographic behaviour of the degeneracy is a result of a computation from first principles,
while it has to postulated in the “gas of punctures” model for real black hole (γ ∈ R)
presented in the precedent chapter.
Having the explicit quantum degeneracy g∞(n, s) for the black hole, we are ready to
compute the different thermodynamical quantities of interest.
4.4 The thermodynamical study of the complex black hole
In this section, we will derive the different thermodynamical quantities of interest for the
semi classical black hole, i.e. its mean energy E¯ ( or equivalently its mean area A¯), the mean
color for the punctures s¯, the mean numbers of punctures n¯ and finally its entropy S.
For the one color model, we note that the area of the block hole for γ = ±i is given by:
aH = 4pil
2
p
n∑
l=1
√
s2l + 1 ' 4pil2pns for s 1
Moreover, it was shown in [] , (and rederive in the precedent chapter) that the mean
color s¯ and the meannumber of punctures n¯ scale as
√
aH . Therefore, we used the following
expression for n and s:
n = ν
√
aH
lp
and s = σ
√
aH
lp
where (ν, σ) are real constants that we will determine afterwards. Finally, for n ∈ {1, 5, 9, ...}
but n 1 and omitting the overall factor
√
2
pi , the degeneracy reads:
g∞(n, s) =
1
s3
√
n
(se
2
)n
enspi
The micro canonical ensemble
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We first compute the entropy of the system in the micro canonical ensemble. Its entropy
is given by the logarithm of its quantum degeneracy that we have just computed.
SMC = logZMC = log
(
g∞(n, s)
)
= nspi + n log
(se
2
)− 3 log(s)− 1
2
log(n) +O(1)
=
aH
4l2p
+
ν
√
aH
lp
log
(σe√aH
2lp
)− 3 log (σ√aH
lp
)− 1
2
(ν√aH
lp
)
+O(1)
=
aH
4l2p
+
ν
√
aH
lp
log
(√aH
lp
)
+
ν
√
aH
lp
log
(σe
2
)− 7
2
log
(√aH
lp
)
+O(1)
=
aH
4l2p
+
ν
√
aH
2lp
log
(aH
l2p
)
+
ν
√
aH
lp
log
(σe
2
)− 7
4
log
(aH
l2p
)
+O(1)
We recover at the leading term the Bekenstein Hawking area law which is in agreement
with the first analytic continuation described in the precedent section. However, our ap-
proach gives us also the subleading term, i.e. the quantum corrections to the entropy. Those
quantum corrections are usually expected to be logarithmic, mainly because very different
approach recover this logarithmic behaviour. We observe that we obtain some logarith-
mic correction, i.e. the last term, plus some other contributions which are proportional
to
√
aH
lp
log
(
aH
l2p
)
and to
√
aH . Those supplementary contributions are too large w.r.t the
expected logarithmic behaviour. However, as we shall see, we can add some input in the
precedent computation to remove the second term.
As we have argue in the precedent chapter, one lesson of quantum mechanic and quantum
field theory is that particles are indistinguishable. The usual way to implement this aspect
of particles in statistical mechanics is to introduce a Gibbs factor in the partition function.
The new partition function reads:
ZMC =
g∞(n, s)
n!
where n! ' √n(n
e
)
for n 1
where we have used the Stirling formula since n is large at the semi classical limit. With this
new input, the micro canonical entropy reads:
SMC = log
(g∞(n, s)
n!
)
= log
(
g∞(n, s)
)− log(√nnn) + n log(e)
= log
(
g∞(n, s)
)− 1
2
log
(√aH
lp
)− ν√aH
lp
log
(√aH
lp
)− ν√aH
lp
log
(
ν
)
+
ν
√
aH
lp
log
(
e
)
=
aH
4l2p
+
ν
√
aH
lp
log
(σe2
2ν
)− 2 log (aH
l2p
)
+O(1)
The quantum corrections proportional to
√
aH log
(
aH
)
have been removed and we are
left with some logarithmic quantum correction supplemented with quantum corrections pro-
portional to
√
aH . The leading term is obviously not affected. This close the computation
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of the entropy of the black hole defined for γ = ±i in the micro canonical ensemble.
The canonical ensemble
We compute now the entropy of the black hole, its mean energy, its mean number of
punctures and the mean color of the punctures in the canonical ensemble. To do so, we used
the same strategy as in the precedent chapter and we adopt the “gas of punctures ” picture
for the quantum black hole. That is to say, we will use the same inputs we have introduced
in the precedent chapter to write the partition function ZC(β). Indeed, to do so, we need a
local notion of energy that a local observer will assign to the horizon. This notion of energy
is given by the Frodden-Gosh-Perez notion of energy and reads:
E(n, s) =
aH(n, s)
8piL
Its expression has been rederive and justify in the precedent chapter. We recall here that
importing this classical notion of energy at the quantum level is the main hypothesis of the
model. From the beginning, we will consider the punctures as indistinguishable and introduce
a Gibbs factor as above. With those assumptions, the partition function in the canonical
ensemble reads:
ZC(β) =
∫
ds Zs(β) =
∫
ds
∑
n
g∞(n, s)
n!
e−βE(n,s)
where we use an integral over the color since the area spectrum is now continuous. In this
one color model, where all the punctures carry the same spin s, we have:
E(n, s) =
l2p
2L
ns =
pins
βU
where βU =
2piL
l2p
βU is the inverse Unruh temperature and has been derived in []. L  1 is the small
distance at which the local observer stands from the horizon. With those notations, we have:
Zs(β) =
1
s3
∞∑
n=1
1√
n
qn
n!
with q =
se
2
e−xs and x = pi(β˜ − 1) β˜ = β
βU
We observe that Zs(β) is defined only for x > 0, i.e. for β > βU . The system is only defined
for a temperature smaller than the Unruh temperature: T < TU . The thermodynamical
limit corresponds to x → 0, or equivalently to β → βU . At the semi classical limit, s and q
are large.
Let us compute the sum entering in Zs(β). We have:
I(q) =
∞∑
n=1
1√
n
qn
n!
=
1√
pi
∫ +∞
−∞
du
∞∑
n=1
(qe−u2)n
n!
where
1√
n
=
1√
pi
∫ +∞
−∞
du e−nu
2
=
1√
pi
∫ +∞
−∞
du (eqe
−u2 − 1)
The last integral can be computed using the stationary phase method because q is large in
the semi classical regim. The integral is dominated by the critical point of f(u) = e−u2 . We
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have that f ′(u) = 0 for u = 0 and that f ′′(u) = −2 at the same point. Therefore, the sum
becomes:
I(q) =
1√
pi
∫ +∞
−∞
du (eqe
−u2 − 1) ' 1√
pi
∫ +∞
−∞
exp(q(1− u2))du
=
eq√
pi
∫ +∞
−∞
equ
2
du =
eq√
pi
√
pi
q
=
eq√
q
Therefore, the function Zs(β) reads:
Zs(β) =
1
s3
eq√
q
We can now proceed to the study of the thermodynamical limit for the full canonical
partition function ZC(β). This limit is reached for x→ 0.
ZC(β) =
∫ +∞
s0
ds
s3
eq√
q
=
∫ +∞
s0
ds
s3
( 2
se
exs
)1/2
exp
(se
2
e−xs
)
=
∫ 0
e−xs0
du
−xu
( x
log(u)
)( 2x
−u log(u)e
)1/2
exp
( log(u)e
2x
u
)
with u = e−xs
=
√
2
e
∫ e−xs0
0
du
u3
x5/2
(− log(u))7/2 exp
(− u log(u)
2x
)
Since we are interested in the semi classical limit where x → 0, we can proceed to a
gaussian approximation of the precedent expression. The partition function will be dominated
by the critical point of the function f(u) = u ln(u). It is direct to show that f ′(u) = 0 for
u = e−1 and that f ′′(u) = 1e at this point. We get
ZC(β) =
√
2
e
e3/2x5/2 exp
1
2x
∫ +∞
−∞
du exp
(− e2
2x
u2
2
)
=
√
2
e
e3/2x5/2 exp
1
2x
√
4pix
e2
=
√
8pix3 exp
1
2x
Using the expression of x, we obtain ZC(β) in term of the inverse temperature explicitly:
ZC(β) =
√
pi8
l6p
L3
(β − βU )3 exp L
l2p(β − βU )
with x = pi(β˜ − 1) = l
2
p
2L
(β − βU )
Now, we are ready to compute the mean energy E¯ or equivalently the mean area of the
hole a¯H = 8piLE¯. Those quantities are given by:
E¯ = − ∂
∂β
logZC(β) = − pi
βU
∂
∂x
logZC(β)
a¯H = −8pi
2L
βU
∂
∂x
{
3 log x+
1
2x
}
=
8pi2L
βU
{ 1
2x2
− 3
x
}
=
2pil2p
x2
{
1− 6x }
=
8piL2
l2p(β − βU )2
{
1− 3l
2
p
L
(β − βU )
}
with x =
pi
βU
(β − βU )
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Therefore the mean area a¯H scales as x
−2. At the semi classical limit, for x → 0, the
area of the hole becomes larger and larger.
The mean color s¯ is computed as follow:
s¯ =
1
ZC(β)
∫
ds s Zs(β) =
1
ZC(β)
∫
ds
s2
eq√
q
=
∫
ds
s2
( 2
se
exs
)1/2
exp
se
2
e−xs
Just as before, since we are interested in the regim x → 0, the form of the integral permits
to proceed to a saddle point approximation. Proceeding to the change of variable u = e−xs,
the integral can be recast in a simpler form. This integral is dominated by the critical point
of the function f(u) = u log u which is located at u = e−1. Computing the integral with this
approximation, we obtain:
s¯ ' 1
Zc(β)
√
2
e
x3/2e3/2
√
4pix
e2
exp
1
2x
=
√
8pix2 exp 12x
ZC(β)
=
1
x
so s¯ =
2L
l2p(β − βU )
Therefore, in the semi classical regim where x is close to zero, the mean color s¯ is large
which is consistent with our first assumptions. We recover the result obtain in []. Moreover,
since the area of the hole scales as x−2 and the mean color scales as x−1, we have that
s¯ ∝ √a¯H . We can now determine the coefficient σ introduced above. Indeed, using the
expression of the mean area at the leading order, we have:
s¯ = σ
√
aH
lp
=
σ
lp
√
2pilp
x
=
1
x
whence σ =
1√
2pi
The mean number of puncture n¯ is given by:
n¯ =
1
ZC(β)
∫
ds
∑
n
n
g∞(n, s)
n!
e−βE(n,s) =
1
ZC(β)
∫
ds
s3
∑
n
n√
n
qn
n!
with q =
se
2
e−xs
Using the same trick than previously, we compute the following sum:
I(q) =
∑
n
n√
n
qn
n!
=
∑
n
1√
n
qn
(n− 1)! =
+∞∑
n=0
1√
n+ 1
qn+1
n!
= q
+∞∑
n=0
1√
n+ 1
qn
n!
=
q√
pi
∫ +∞
−∞
du
+∞∑
n=0
(qe−u2)n
n!
e−u
2
=
q√
pi
∫ +∞
−∞
du e(qe
−u2 )e−u
2
Using again the gaussian approximation for the “action” S(u) = e−u2 since q is large in
the semi classical regim, we obtain:
I(q) =
q√
pi
∫ +∞
−∞
du eq(1−u
2)e−u
2
=
q√
pi
eq
∫ +∞
−∞
du e−(q+1)u
2
=
q√
q + 1
eq ' √q eq
The mean number of punctures is therefore given by:
n¯ =
1
ZC(β)
∫
ds
s3
√
q eq =
1
ZC(β)
∫
ds
s3
(se
2
e−xs
)1/2
exp
se
2
e−xs
=
1
ZC(β)
∫
du
x u
{ x
− log u
}3√e
2
{−u log u
x
}1/2
exp
eu log u
2x
with u = e−xs
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Applying the saddle point approximation for the “action” S(u) = u log u juste as before,
we observe that the dominant contribution comes from the only critical point at u = e−1.
The integral becomes in this approximation:
n¯ =
1
ZC(β)
√
e
2
x3/2
∫
du
u1/2
{ −1
log u
}5/2
exp
eu log u
2x
' 1
ZC(β)
e√
2
x3/2 exp
1
2x
∫ +∞
−∞
du exp
{− e2
2x
u2
2
}
=
1
ZC(β)
e√
2
x3/2 exp
1
2x
√
4pixe2 =
1
ZC(β)
√
2pi x2 exp
1
2x
=
1
2x
Therefore, n¯ becomes large at the semiclassical limit and scales as x−1 or equivalently, as√
aH . As expected, we recover the result of [] which are consistent with our first assumptions.
Just as for s¯, we can determined the coefficient ν introduced earlier:
n¯ = ν
√
aH
lp
=
ν
lp
√
2pilp
x
=
1
2x
whence ν =
1√
8pi
The mean color s¯ and the mean number of punctures n¯ are related through s¯ = 2n¯.
Finally, the last quantity we need to compute is the canonical entropy. We have all the
ingredient at hand to proceed. The canonical entropy is given by:
SC(β) = βE¯ + logZC(β)
Evaluating the two term at the Unruh temperature, i.e. at the semi classical limit, we
obtain:
βE¯
∣∣
βU
= βU
aH
8piL
= βU
2pil2p
8piLx2
( 1 + 6x) =
pi
2x2
(1 + 6x)
logZC(β) = 3 log x+
1
2x
Finally we obtain for the canonical entropy:
SC(βU ) =
pi
2x2
(1 + 6x) + 3 log x+
1
2x
=
pi
2x2
+ 3 log x+
1
2x
(1 + 6pi)
=
aH
4l2p
− 3
2
log
aH
l2p
+
√
aH
8pil2p
(1 + 6pi)
where we have used in the last line the equation of state at the leading term: a¯H ' 2pil
2
p
x2
We recover the Bekenstein Hawking area law at the leading order, which is expected since the
micro canonical and the canonical ensemble agree at the leading term at the thermodynam-
ical limit. However, at the subleading order, the two systems are not expected to have the
same quantum corrections. Indeed, we observe that even if the general form of the subleasing
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term is the same for the two systems, the precise pre factor in front of them are different. In
the canonical ensemble, we recover the prefactor −3/2 in front of the logarithmic corrections.
Having recovered the expected logarithmic quantum corrections with the usual pre factor,
we are still facing the problem of the too large quantum corrections proportional to
√
aH .
We will see that such term can be remove in the context of the grand canonical ensemble.
The grand canonical ensemble
We proceed to the very same derivation but in the context of the grand conical ensemble.
The additional ingredient in this context is the introduction of a chemical potential associated
to the punctures. We have already discuss this notion in the precedent chapter and we
refer the reader to this section. Obvisously, the grand canonical ensemble share the same
thermodynamical limit than the two precedent ensemble and we will recover at the leading
term the Bekenstein Hawking area law. However, the quantum corrections will now depend on
the chemical potential and we shall show that a natural choice of the chemical potential cancel
the too large quantum corrections encounters precedently. This mechanism was already used
in the precedent chapter when computing the entropy of the black hole for γ ∈ R. It is
therefore interesting to note that the behaviour of the quantum corrections proportional to√
aH do not depend on the nature of γ.
Denoting the chemical potential µ, the grand canonical partition function is given by:
ZGC(β, µ) =
∫
ds
∑
n
g∞(n, s)
n!
e−β(E(n,s)−nµ)
Its expression can be recast such that:
ZGC(β, µ) =
∫
ds
s3
∑
n
1√
n
Qn
n!
with Q =
se
2
e−xseβµ and x = pi(β˜ − 1) β˜ = β
βU
Repeating the computation presented previously in the canonical ensemble, we have:
ZGC(β, µ) =
∫
ds
s3
eQ√
Q
=
∫ +∞
s0
ds
s3
( 2
se
exse−βµ
)1/2
exp
( se
2
e−xseβµ
)
=
∫ e−xs0+βµ
0
du
xu
( x
βµ− log u
)3( 2x
(βµ− log u)ue
)1/2
exp
( βµ− log u
2x
eu
)
u = e−xseβµ
=
∫ e−xs0+βµ
0
du
x5/2
u3/2(βµ− log u)7/2
√
2
e
exp
( βµ− log u
2x
eu
)
This integral is dominated by the critical points of S(u) = β˜µ˜u − u log u. The function
S(u) admits one critical point at uc =
z
e where we have posed z = expβµ (usually called
the fugacity). Since S(uc) = z/e and S
′′(uc) = −e/z, under the gaussian approximation, the
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partition function reduces to:
ZGC(β, µ) '
√
2
e
x5/2
z3/2
e3/2 exp
z
2x
∫ +∞
−∞
du exp
( − e2
4zx
u2
)
=
√
2
e
x5/2
z3/2
e3/2 exp
z
2x
√
4pizx
e2
=
√
8pi
x3
z
exp
z
2x
The mean area a¯H and the mean number of punctures n¯ can be computed directly:
a¯H = −8pi
2L
βU
∂
∂x
logZGC(β, µ) = −8pi
2L
βU
∂
∂x
{
3 log x+
z
2x
}
=
2pil2pz
x2
{
1− 6x
z
}
n¯ = z
∂
∂z
logZGC(β, µ) = z
{ − log z + z
2x
}
=
z
2x
− 1
We find again the same scaling for a¯H and n¯, i.e. the first one scales as x
−2 while the
second one scales as x−1. The equation a¯H(x, µ) has to be understood as the equation of
states for the semi classical black hole. Now we are ready to compute the grand canonical
entropy at the semi classical limit, i.e. for x → 0. For this, we calculate separately the
different term involved. The precedent equation and the definition of x and z give:
β = βU (1 +
x
pi
)
z = eµβ = eµβU eµβUx/pi = zU (1 + µβU
x
pi
+O(µβU x
pi
))
log z = µβ = µβU (1 +
x
pi
) = O(1)
z
2x
=
zU
2x
+O(1)
βµn¯ =
µβUzU
2x
(1 +
x
pi
)(1 + µβU
x
pi
) =
µβUzU
2x
+O(1)
Finally, the grand canonical entropy reads:
SGC(βU , µ) = β
a¯H
8piL
+ logZGC(β, µ)− µβn¯
= β
pi
2βUx2
(z + 6x) + 3 log x− log z + z
2x
− µβn¯
=
pi
2x2
(1 +
x
pi
) (zU (1 + µβU
x
pi
) + 6x) + 3 log x+
zU
2x
− µβUzU
2x
+O(1)
=
pizU
2x2
+
pi
x
(
zU
pi
+ 3) + 3 log x+O(1)
=
a¯H
4l2p
+ 3 log x+
zU
x
(1− µβU
2
) +O(1) since pizU
2x2
=
a¯H
4l2p
− zUµβU
2x
− 3pi
x
=
a¯H
4l2p
− 3
2
log
a¯H
l2p
+
zU
x
(1− µβU
2
) +O(1)
As expected, we recover the Bekenstein Hawking area law supplemented with some log-
arithmic quantum corrections with the expected prefactor −3/2. The last term, i.e. the
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quantum correction proportional to
√
aH , depends on the chemical potential. One can re-
move it by simply fixing the chemical potential to the Unruh temperature, ie µ = 2TU . This
fine tuning is unique and leads to the final formula for the grand canonical entropy:
SGC(βU , 2TU ) =
a¯H
4l2p
− 3
2
log
a¯H
l2p
+O(1)
Provided the fine tuning of the chemical potential to two times the Unruh temperature,
we recover in the most general case, i.e. the grand canonical situation, the Bekenstein
Hawking area law at the leading order supplemented with the expected logarithmic quantum
corrections, the pre factor of those quantum corrections being the “universal” −3/2. We
conclude from this result that working with the self dual Ashetkar’s variables seems to provide
a more satisfactory way to obtain the right semi classical limit in the context of quantum
spherically isolated horizons . The fine tuning of the chemical potential, as mentioned in the
precedent chapter, is not related to the analytic continuation process since the very same
fine tuning is observed in the real case (γ ∈ R) in order to remove the share root quantum
correction to the entropy.
Here we computed the entropy for the “one color model”, i.e. assuming that all the
punctures carry the same continuous spin s. It is possible to relax this assumptions and
work out the general case where different colors are allowed. The case where the quantum
isolated horizon is colored by p (where p ∈ R) different colors have been study at the end
of []. We refer the interested reader to the paper. For completeness, we give the partition
function obtained after taking the semi classical limit:
Zp(β, µ) '
√
8pipp
p!(p− 1)!
x4−p
zp
exp(
pz
2x
)
From this partition function, we obtain the very same result than for the “one colre
model”, both for the leading term and for the way to remove the square root quantum
correction through a fine tuning of the chemical potential to µ = 2TU . The difference is
that now, the prefactor in front of the logarithmic quantum corrections is p-dependent. The
entropy for this quantum isolated horizon is given by:
Sp(βU , 2TU ) =
a¯H
4l2p
+
p− 4
2
log
a¯H
l2p
+ o(log
a¯H
l2p
)
The pre factor −3/2 is recovered for p = 1, which one can easily interpreted as the “quantum
spherical case” where the whole horizon is colored by the very same punctures. One could
then argue this case is the most probable and that it is therefore natural to obtain the
“universal” pre factor −3/2 only in this particular case. Finally, the mean spin s¯, the mean
number of punctures n¯ and the equation of state for this quantum isolated horizon are given
by:
s¯ =
1
x
n¯ =
pz
2x
− 1 aH = 4pil2p(
pz
2x2
+
p− 4
x
)
The equations of state is now p-dependent but the scaling of the different quantities remain
the same. This results are consistent with our definition of the semi classical limit.
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Summary
We have presented the detailed study of the thermodynamical properties of the “self
dual black hole” in the micro canonical, canonical and grand canonical ensembles. Just as
in the real case, the black hole can be understood as a gas of indisintguishable punctures
which obey the Mawell Boltzman statistic. Due to the analytic continuation procedure, each
puncture is now labelled by a continuous spin denoted s. We have worked in a simplified
model where we have assumed that all the punctures carry the same spin. The semi classical
limit corresponds to taking the limit of large n and large s.
The first important result is that the degeneracy of the “self dual” black hole has an
holographic behaviour supplemented with some power law corrections. Therefore, we do
not need to postulate an holographic degeneracy in this model since it is derived from first
principle. Moreover, the power law corrections to this holographic degeneracy conspired
to give at the semi classical limit (in the canonical and the grand canonical ensemble) the
expected logarithmic quantum corrections to the entropy.
The second result of this theromydnamical study is that the Bekenstein hawking area law
is recovered exactly without any fine tuning (at the leading term). Obviously, the quantum
corrections to the entropy depends on the situation considered. In the micro canonical
ensemble, we obtained logarithmic corrections but also correction proportional to the square
root of the area. Going to the canonical ensemble, the situation remains the same but the
logarithmic quantum corrections inherit already the “universal” pre factor −3/2. Finally, the
grand canonical ensemble enables us to cancel the too large square root quantum correction
by fixing the chemical potential to the value µ = 2TU , leaving us only with the Bekanstein
Hawking entropy supplemented with the expected logarithmic quantum corrections.
Therefore, this model provides a computation of the entropy of the black hole in (self
dual) Loop Quantum Gravity which cure the ambiguity of fixing the Immirzi parameter
present in the real computation. Our computation answers also to the two goals explained at
the end of section 2, i.e. obtain a rigorous derivation of this analytic continuation procedure
and have a precise knowledge of the subleading terms.
Let us now discuss the procedure that we have used to analytically continued the degen-
eracy of the black form γ ∈ R to γ = ±i.
4.5 Discussion on the analytic continuation prescription
The model presented above relies on an analytic continuation of the dimension of the Hilbert
space of the Uq(SU(2)) Chern Simons theory living on the punctured 2-sphere. This quantity
depends on the Chern Simons level k and on the colors of the spin labeling the punctures,
i.e. dl = 2jl + 1. Working with the self dual variables, i.e. with γ = ±i, implies that we have
to send the Chern Simons level to a purely imaginary too, i.e. k ∈ iR. The question whether
one can properly analytically continued Chern Simons theory from a real Chern Simons level
k ∈ R to a complex or purely imaginary one, i.e. k ∈ C or k ∈ iR, was studied by Witten five
years ago [35]. Using some of the tools presented in his work, we have derived an analytic
continuation prescription for the quantum degeneracy of the black hole. This prescription
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is the unique one which enable us to keep the area positive and real while working with the
complex Ashtekar’s variables and in the same time have a well defined mathematical formula
for the quantum degeneracy. It turns out that this procedure yields to the right semi classical
limit supplemented with the expected quantum corrections. The procedure is summarized
as follow:
γ = ±i imply k = ∓iλ with λ ∈ R+ and jl = 1
2
(isl − 1) with sl ∈ R+
where jl are the spin labelling the l
th puncture.
Equiped with this prescription, we can now propose (at least in principle) a new strategy
in order to study the physical predictions of self dual Ashtekar’s gravity and deal with the
reality conditions. Starting with the real Ashtekar-Barbero phase space, one can follow the
Loop quantization program and obtain the usual kinematical Hilbert space of real Loop
Quantum Gravity. At this step, one analytically continues the quantum theory using the
prescription presented above. The reality conditions would be directly solved in the resulting
quantum theory. The last step would be to implement the self dual hamiltonian constraint
which turns out to be much simpler than its real counterpart. It is worth mentioning that
such strategy is commonly used when dealing with lorentzian three dimensional quantum
gravity, for instance when computing the entropy of the Lorentzian BTZ black hole from the
Cardy formula []. It is the only way to extract some information about three dimensional
quantum gravity when working with a non compact group. We are simply proposing to apply
this strategy in the context of four dimensional self dual Loop Quantum Gravity, providing
a concrete procedure for this analytic continuation.
However, while this strategy is very appealing on the paper, it encounters different ob-
stacles.
Since it is sometimes easier to analytically continue the equations for an object than
the object itself, we do not know how the kinematical quantum states of real LQG are
modified after our procedure. In our work, we analytically continued only the equation
for the degeneracy but not directly the quantum states of the black hole. However, if one
applies our prescription to the kinematical Hilbert space, he/she needs to control the resulting
quantum states to apply the quantum self dual scalar constraint.
Our starting point is a quantum black hole for which the quantum states are given by
tensors product of Uq(SU(2)) irreps. How the analytic continuation procedure modify those
representations ? Put it differently, what is the target Hilbert space of this mapping ? This
question remains open up to now.
Yet, one can use the analytically continued area spectrum to propose a candidate. It is
well known that the mapping we used for the spin, ie j = 12(is − 1) where s ∈ R+ is the
mapping which analytically continues the Casimir (as well as the character) of the SU(2)
group to the Casimir of the SU(1, 1) in the continuous representations. We are therefore
trading the discrete SU(2) area spectrum for a continuous SU(1, 1) area spectrum
aH(jl) = 8pil
2
pγ
∑
l
√
jl(jl + 1) aH(sl) = 4pil
2
p
∑
l
√
s2l + 1
where we have choosen that
√−1 = ∓i for γ = ±i. Note that when s = 0, there is still an
area gap. It is therefore tempting to interprete our procedure as a mapping from quantum
4.5. Discussion on the analytic continuation prescription 161
states defined as Uq(SU(2)) tensor product to another quantum states defined as Uq(SU(1, 1))
tensor product.
However, the structure of the SU(1, 1) group is much more complicated than the SU(2)
group. Since it is a non compact group, one have access to different irreducible representations
which are related either to a discrete Casimir, either to a continuous one. At the level of
the area spectrum, working with the self dual variables and satisfying the reality conditions
seems to select only the continuous representations. This would imply that our analytically
continued gauge invariant quantum states are spin network colored with continuous irrep of
SU(1, 1). However, a spin network is build from three ingredients, a graph, irreps of a given
group on each link and finally a choice of intertwined at each node.
The difficulty when dealing with the SU(1, 1) group (and with any non compact group)
is twofold. The two difficulties can be called the problem of the recoupling and the problem
of the measure.
The first one arise when one considers the choice of intertwiner since the recoupling theory
of the SU(1, 1) group is also more involved. Indeed, two continuous irreps can recouple into
a discrete one, which therefore bring us out of the previous selected irreps. This question
has to be studied at the level of the volume operator. Indeed, the computation of the
volume spectrum involves the intertwiner between irreps. Applying our analytic continuation
prescription to the volume spectrum derivation could provide interesting insights about the
choice of intertwiner required to keep the spectrum real and positive.
The second one concerns the measure that one can use in order to compute transition
amplitudes. The natural measure on the space of cylindrical functions is the Ashetkar-
Lewandowski measure. It is a copy of the Haar measure. Since the SU(1, 1) group is non
compact, its Haar measure blows up and one cannot integrate over SU(1, 1) spin networks.
The situation seems therefore disastrous.
Up to now, there is hope that the first problem can be manage but the second remains
a large obstacle. While the recoupling theory of the SU(1, 1) group could have a good
behaviour under our prescription, the problem of the measure is intrinsically related to the
non compactness of the group. One could well introduce some weight in the measure in
order to make it convergent but it would spoil the SU(1, 1) symmetry. Yet, our analytic
continuation was derived in the context of the quantum group Uq(SU(2)) and not for the
classical group. If the target space concerns the quantum version of SU(1, 1), it could have
some implications one the two precedent problems. Finally, one could argue that if we apply
our prescription at the very end of the quantization program, when dynamic have been
imposed (if one manages to do so), the problem of the non compact measure is by passed
and our procedure becomes simply a way to extract physical predictions from the self dual
quantum theory.
Since the development of the Wick rotation by Thiemann twenty years ago, no particular
insights have been derived regarding the self dual quantum theory. Although the status of the
target space is still an open question, our analytic continuation prescription derived in this
chapter provides the first concrete proposal to deal with the self dual quantum Ashtekar’s
gravity and extract concrete physical predictions. Either one applies it at the kinematical
quantum level or at the end of the quantization program, at the dynamical quantum level.
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In the first case, this could provides a way to identify the kinematical quantum states of self
dual quantum gravity and then to apply the self dual scalar constraint. In this perspective,
due to the non compactness of the group behind self dual Ashetkar’s gravity., one encounters
the two obstacles explained precedently, i.e. the mathematical problem of the recoupling
theory and of the measure. In the second case, the physical quantum states of real LQG
has to be known and well controlled in order to derive physical predictions. Only those
predictions would be analytically continued, providing the predictions of self dual quantum
Ashtekar gravity and by passing the measure problem.
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This chapter is devoted to clarifying the interplay between the role played by the Barbero-
Immirzi parameter, the self dual variables and the group SU(1, 1). Indeed, the analytic con-
tinuation prescription derived in the precedent chapter in the context of the black hole entropy
computation seems to point towards the peculiar role played by the complex Ashtekar’s vari-
ables to obtain the right semi classical limit in LQG. From this observation, the real Immirzi
parameter seems to played the role of a regulator which permit to start the quantization
procedure from the real Ashtekar-Barbero phase, and then analyticaly continue the result to
the self dual quantum theory. In spirit its presence allows one to perform a Wick rotation
form the real quantum theory to the self dual one. The precise prescription for this Wick
rotation has been derived and explained in the precedent chapter
As emphasis in the final discussion, the status of this prescription is quite obscur up to
now, since one does not have any control on the target Hilbert space. For instance, we do
not know how the SU(2) spin networks are mapped by this Wick rotation. At the end of the
precedent chapter, we proposed to use the analytic continuation of the area spectrum to get
some insights about those kinematical self dual quantum states. Applying the prescription to
the area spectrum, we noticed that the wick rotated area spectrum can be identified with the
Casimir of the SU(1, 1) group related to the continuous serie of its irreducible representations.
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However, it is only an observation and the appearance of the SU(1, 1) non compact group
is still to be understood.
We know that starting from an SL(2,C) phase space formulation, General Relativity
can be reformulate into an SU(2) gauge theory by fixing the so called time gauge. Since
the SU(1, 1) group is also a (non compact) subgroup of the initial SL(2,C) group, one can
naturally ask if it would be possible to gauge fixed the theory in order to obtain a SU(1, 1)
phase space formulation of General Relatvity.
Once equipped with this phase space, a natural question arises, motivated by the appear-
ance of the SU(1, 1) continuous Casimir in the analytic continuation of the area spectrum.
Could the quantization of self dual Ashtekar gravity supplemented with its reality conditions
be equivalent to the quantization of this SU(1, 1) phase space formulation of General Rela-
tivity ? Is our analytic continuation prescription a map from the Hilbert space of real Loop
Quantum Gravity to the Hilbert space of the quantum version of this SU(1, 1) formulation ?
In order to study those questions, one could tackle directly the hamiltonian analysis of
the four dimensional Holst action in a gauge which selects the SU(1, 1) group from the initial
SL(2,C) group. However, contrary to the SU(2) group which acts naturally (by rotations)
over the spacelike hyper surfaces Σ of the foliation, the SU(1, 1) group is not well suited with
respect to 3+1 decomposition. Therefore, performing the computation directly will turn out
to be quite involved.
A natural idea is to turn towards a simplified model of General Relativity, where this
hamiltonian analysis can be performed easily. A very appealing candidate can be found in
2 + 1 dimensions, where General Relativity becomes a topological theory, i.e. without any
local degrees of freedom (if there is no boundary). Indeed, three dimensional gravity is a
very interesting theoretical laboratory to test ideas about quantum gravity, since while higly
simplified, the theory keeps all the interesting and difficult features related to the construction
of a quantum theory of gravity.
5.1 Three dimensional classical and quantum gravity, a labo-
ratory
The subject of three dimensional gravity is vast and we refer the interested reader to the
book and review of Carlip for a general overview [1]. The interest raised by the 2 + 1 version
of General Relativity lies in the fact that while very simple compared to its 3+1 counterpart,
it allows a very rich gravitational physics.
The action of 2 + 1 General Relativity is given by:
S3D =
∫
M
IJK ( e
I ∧ F JK + Λ eI ∧ eJ ∧ eK)
where Λ is the cosmological constant. The group structure behind this theory is given by
the three dimensional version of the Lorentz group, i.e. the SO(2, 1) group or equivalently,
its double cover, i.e. the SU(1, 1) group. The internal indices (I, J,K) run over {0, 1, 2} and
are raised by the three dimensional Minkowski metric ηIJ = diag(−1,+1,+1).
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Varying the action according to the tetrad and the spin connection, one obtains respec-
tively the following field equations:
IJK (F
JK + 3Λ eJ ∧ eK) = 0 T I = 0
The second equation implies that the torsion field is vanishing, and therefore that the
spin connection reduces to the only metric-compatible and torsionless connection, i.e. the
Levi-Civita one. Then the first equation implies that the geometry and therefore the isometry
group of the space-time solutions are entirely determined by the value of the cosmological
constant. If Λ is vanishing, the space-time is flat everywhere and the resulting spin-connection
is called a flat connection. If Λ is positive, the space-time is De Sitter-like while if Λ is
negative, one obtains a Anti-De Sitter space-time. They are the three possible solutions to
the Einstein equations in three dimensions.
In order to understand the topological nature of the theory, let us count the local degrees
of freedom. In a metric formulation, those degrees of freedom are all contained in the three
dimensional metric tensor gµν . This field has 9 components that the symmetry of the tensor
reduces to 6 independent components. The Einstein equations, which are given in this metric
formulation by the symmetric Einstein tensor, give rise to 6 constraints, fixing all the metric
components. There is therefore no dynamical degrees of freedom encoded in the metric
tensor, contrary to the 3 + 1 case.
However, while free from local degrees of freedom, the theory remains non trivial. Indeed,
the interest for this dimensional reduced version of General Relativity was enhanced when
some authors discovered a black hole solution to the field equations. The so called BTZ
black hole was derived by simply requiring the “spherical symmetry” in 2 + 1 dimensions
[2]. This simple solution turned out to possess the same thermodynamical properties than a
four dimensional black hole, such as a temperature and an entropy. Moreover, it was shown
to experience an evaporation through Hawking radiation. Explaining such thermodynamical
properties for a system having no local degrees of freedom became a major task and generate
a very intense field of research [3]. This black hole solution exists only in an Anti De
Sitter space-time, i.e. for a negative cosmological constant. This space-time admits a closed
boundary, which generates the presence of local boundary degrees of freedom. Those degrees
of freedom, located on the boundary, are though to be responsible of the entropy of the black
hole. The entropy of the hole was computed via different technics and rely on the so called
Cardy formula. The reader can refer to [3] for a pedagogical review. However, from the
point of view of the Lorentzian theory, there are no control on the quantum states that we
are counting and the entropy is obtained by mean of an analytic continuation.
From the point of view of LQG, the BTZ entropy was computed in [4], obtaining the right
semi classical limit. This computation was then investigated from the spin foam approach in
[5].
While the derivation of the thermodynamical properties of the quantum BTZ black hole
from a quantum theory of gravity represents a very exciting challenge, it is truly the possi-
bility of completing the quantization to the full 2 + 1 gravitational field that raise so much
interest in three dimensional gravity.
One of the most important work in this field is undoubtedly the quantization of 2 + 1
gravity by Witten [6]. This quantization was realized by using the Chern Simons formulation
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of three dimensional gravity. The loop quantization of 2 + 1 gravity was undertaken in [7]
and then investigated further in [8, 9]. It was shown that the length spectrum of a space-like
length is given by the continuous Casimir of the SU(1, 1) group while the quantum time-like
length is given by the discrete SU(2) Casimir [10]. Moreover, euclidean three dimensional
gravity was used to demonstrate the equivalence between the canonical and the spin foam
approach to Loop Quantum Gravity [11].
In the following, we will use this dimensional reduced version of General Relativity to
investigate the fate of the Barbero-Immirzi parameter in Loop Quantum Gravity, and hope-
fully clarify the role of the SU(1, 1) group in our analytic continuation prescription. The
first task is to introduce an Immirzi parameter in the action. The difficulty comes from the
fact that there is not a Holst term available in three dimensions. We will therefore present
a new action for three dimensional gravity where an Immirzi parameter is introduced by a
dimensional reduction of the four dimensional Holst action. The symmetry group will be the
one of four dimensional gravity, i.e. SL(2,C). This will allow us to study different gauge
fixing and mimic what happen in four dimension from the point of view of the internal sym-
metry. We will perform the canonical analysis of this action both in the three dimensional
version of the time gauge selecting the compact subgroup SU(2) from SL(2,C), and in a non
compact gauge which selects the non compact SU(1, 1) subgroup. Already at this evel we
will show that the presence of the Immirzi parameter is related to the choice of working with
the compact group SU(2) and is therefore, at least in three dimensional gravity, a pure gauge
artifact. We will then discuss the implications on the quantum theory and focus mainly in
the area operator. The comparison of the SU(2) and the SU(1, 1) area spectrum will show
that at the end of the day, the analytic continuation prescription derived in the precedent
chapter map also the two kinematical quantum theory based on the SU(2) and the SU(1, 1)
phase space.
Let us first describe the dimensional reduction used to introduce the Immirzi parameter
in three dimensional gravity.
5.2 Introducing the Immirzi parameter in 2+1 gravity, a new
toy model
In this section, we introduce our toy model and the γ-dependent action for three dimensional
gravity.
In four spacetime dimensions, the first order action for general relativity that serves as a
starting point for canonical loop quantum gravity is given by [12]
S4D[e, ω] ≡ 1
4
∫
M
(
1
2
εIJKLe
I ∧ eJ ∧ FKL + 1
γ
δIJKLe
I ∧ eJ ∧ FKL
)
. (5.1)
The dynamical variables are the tetrad one-form fields eIµ and the sl(2,C)-valued connec-
tion ωIJµ , whose curvature is denoted by F = dω + (ω ∧ ω)/2. The totally antisymmet-
ric tensor εIJKL is the Killing form on sl(2,C), and δIJKL = (ηIKηJL − ηILηJK)/2, with
ηIJ = diag(−1, 1, 1, 1) the flat metric, is the other independent invariant bilinear form on
sl(2,C) (with a suitable normalization).
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Without fixing the time gauge, the canonical analysis of this action is quite involved,
and was performed originally in [13, 14]. Once the second class constraints are taken into
account, it leads to a phase space where the symplectic structure given by the Dirac bracket
involves a non-commutative sl(2,C) connection and its conjugate momentum. Furthermore,
the Dirac bracket and the constraints become completely independent of γ, which drops out
of the theory as expected from the Lagrangian analysis. This strongly suggests that in this
formulation the Barbero-Immirzi parameter will play no role at the quantum level. Unfortu-
nately, no representation of the associated quantum algebra has ever been found (see however
[15] for an attempt), and the quantization of the so-called Lorentz-covariant formulation of
loop gravity has never been achieved. It has however been argued by Alexandrov that this
quantization could lead to a continuous area spectrum with no dependency on γ [16].
In loop quantum gravity, one chooses to work in the time gauge, which consists in breaking
the SL(2,C) gauge group into an SU(2) maximal compact subgroup by imposing the con-
ditions e0a = 0. In this case, the canonical analysis simplifies dramatically [12, 18], and the
phase space is parametrized by an su(2)-valued connection known as the Ashtekar-Barbero
connection, together with its conjugate densitized triad field. The quantization in the time
gauge is much easier to perform than in the Lorentz-covariant case, and leads to a math-
ematically well-defined kinematical Hilbert space because of the compactness of the gauge
group. At the kinematical level, the area and volume operators exhibit discrete spectra, and
the Barbero-Immirzi parameter can be interpreted as a measure of the area gap in Planck
units.
Evidently, there seems to be a discrepancy between the predictions of the manifestly
Lorentz-covariant quantization and the results derived in the time gauge. However, the
problem is that up to now none of these derivations are fully understood. Indeed, as we have
just mentioned above, the kinematical states are not even defined in the Lorentz-covariant
quantization due to the non-commutativity of the connection, and in the quantization in the
time gauge we do not have full control over the physical Hilbert space and the geometrical
operators are only defined at the kinematical. It is nonetheless honest to say that the quan-
tization of the SU(2) theory in the time gauge is much more advanced and mathematically
well-defined, although it is very interesting and intriguing that the Lorentz-covariant theory
points towards important issues concerning the status of the Barbero-Immirzi parameter and
the relevance of the SU(2) Ashtekar-Barbero connection.
We are going to present a formulation of three-dimensional gravity that can help under-
stand the tensions that we have just described. This model was originally introduced in [17] in
the context of spin foam models, and further studied in [18] in order to illustrate the interplay
between the gauge-fixing of the Holst action and the role of the Barbero-Immirzi parameter.
It can be obtained by a reduction of the four-dimensional Holst action to three-dimensions.
In this section, we will present this model in details (for the sake of completeness) and recall
its classical properties.
5.2.1 Symmetry reduction from 4 to 3 dimensions
Starting with the four-dimensional Holst action (5.1), we perform a space-time reduction
without a priori reducing the internal gauge group. As a consequence, the resulting three-
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dimensional model will be Lorentz-invariant. We assume that the four-dimensional space-
time has the topology M4 = M3 × I where M3 is a three-dimensional space-time, and I
is a space-like segment with coordinates x3. In this way, we single out the third spatial
component µ = 3. Let us now impose the conditions
∂3 = 0, ω
IJ
3 = 0. (5.2)
The first condition means that the fields do not depend on the third spatial direction x3.
The second one means that the parallel transport along I is trivial. Therefore, the covariant
derivative of the fields along the direction µ = 3 vanishes. A direct calculation shows that
the four-dimensional Holst action reduces under the conditions (5.2) to
Sred = −
∫
I
dx3
∫
M3
d3x εµνρ
(
1
2
εIJKLe
I
3e
J
µF
KL
νρ +
1
γ
δIJKLe
I
3e
J
µF
KL
νρ
)
, (5.3)
where µ = 0, 1, 2 is now understood as a three-dimensional spacetime index, and d3x εµνρ is
the local volume form on the three-dimensional space-time manifold. Apart from a global
multiplicative factor that is not relevant at all, and provided that we set xI ≡ eI3, we recover
the three-dimensional action with Barbero-Immirzi parameter introduced in [18, 17], i.e.
S[e, x;ω] =
∫
M3
d3x εµνρ
(
1
2
εIJKLx
IeJµF
KL
νρ +
1
γ
δIJKLx
IeJµF
KL
νρ
)
. (5.4)
From now on, we will denote the three-dimensional space-time manifold M3 simply by M.
5.2.2 Lagrangian analysis
It is not immediately obvious that the action (5.4) is equivalent to that of three-dimensional
gravity, simply because its expression is rather different from the standard first order BF
action. First of all, it seems that we have introduced an additional degree of freedom rep-
resented by the variable x, and secondly the internal gauge group is SL(2,C) instead of the
usual gauge group SU(1, 1) of Lorentzian three-dimensional gravity. Furthermore, the action
now features a Barbero-Immirzi parameter1. Despite all these differences, it can be shown
that the action (5.4) represents a valid formulation of three-dimensional gravity [18, 17].
There are many ways to see that this is indeed the case. The easiest one consists in
showing that the action (5.4) reproduces the standard Einstein-Hilbert action when one
goes from the first order to the second order formulation. This method does also show
straightforwardly that the parameter γ disappears exactly as it does in four dimensions, i.e.
when one expressed the theory in the metric form. To make this statement concrete, it is
convenient to decompose the connection ω into its self-dual and anti self-dual components ω±
according to the decomposition of sl(2,C) = su(2)C ⊕ su(2)C into its self-dual and anti-self-
dual complex subalgebras. Then, the action (5.4) can be expressed as a sum of two related
1A Barbero-Immirzi-like parameter was previously introduced in [46] in the context of three-dimensional
gravity, based on the existence of two independent bilinear invariant forms on the symmetry group of
the Chern-Simons formulation. Unfortunately, this parameter does not feature the properties of its four-
dimensional counterpart appearing in the Holst action. In particular, it does not disappear when one passes
from the first to the second order formulation of the theory.
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BF action as follows:
S[e, x;ω] =
(
1 +
1
γ
)
S[B+, ω+] +
(
1− 1
γ
)
S[B−, ω−], (5.5)
where S[B±, ω±] is the standard su(2)C BF action
S[B±, ω±] =
1
2
∫
d3x εµνρ tr
(
B±µ , F
±
νρ
)
, (5.6)
and
B±iµ = ±i(x× eµ)i + x0eiµ − xie0µ (5.7)
is calculated from the relations B±iµ = BIJµ T
±i
IJ and B
IJ
µ = ε
IJ
KLx
KeLµ . In this BF action,
the trace tr denotes the normalized Killing form on su(2)C.
As usual, going from the first order to the second order formulation of gravity requires
to solve for the components of the connection ω± in terms of the B variables. This can be
done by solving the equations of motion obtained by varying the action with respect to the
connection ω±, which are nothing but the torsion-free conditions
T (B±, ω±) = 0. (5.8)
If det(B±) 6= 0, this torsion-free condition can be inverted to find the torsion-free spin
connection ω(B). This latter, when plugged back into the original action, leads to the sum
of two second order Einstein-Hilbert actions,
SEH[g
+
µν , g
−
µν ] =
1
2
+
∫
M
d3x
√
|g+|R[g+µν ] +
1
2
−
∫
M
d3x
√
|g−|R[g−µν ], (5.9)
each being defined with respect to a two-dimensional Urbantke-like metric [47] g±µν = B±µ ·B±ν
(in the sense that each metric comes from a B field). In this expression, ± denotes the sign
of det(B±). It is straightforward to show that the signs ± are identical [17]. To see that
this is indeed the case, one can write the fields B± as follows:
B±iµ = ±iεijkxjekµ + x0eiµ − xie0µ =
(± ix−10 x+ 1)Liµ, (5.10)
with Liµ ≡ εijkBjkµ /2 = x0eiµ − xie0µ, and where we have introduced the three-dimensional
matrix
x =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 (5.11)
associated to x such that xαi = εijkx
jαk for any α ∈ R3. With this notation, we can compute
the determinant
det(B±) = det
(± ix−10 x+ 1) det(Liµ) = (1− x−20 (x21 + x22 + x23)) det(Liµ), (5.12)
where Liµ is considered as a 3×3 matrix. Therefore, we conclude that + = −, as announced
above. Furthermore, a simple calculation shows that the two Urbantke metrics g±µν are
identical and given by
g±µν = gµν = (eµ · eν)
(
x2 − (x0)2)− x2e0µe0ν + x0x · (e0µeν + e0νeµ), (5.13)
174 Chapter 5. Three dimensional gravity as a guide
with x2 ≡ xixi.
Gathering these results on the Urbantke metrics and the sign factors ±, we can conclude
that, once the torsion-free condition is imposed, the action (5.4) reduces to the standard
Einstein-Hilbert action
SEH[gµν ] =
∫
M
d3x
√
|g|R[gµν ]. (5.14)
This shows that the theory that we are dealing with corresponds indeed to three-dimensional
gravity, and that the Barbero-Immirzi parameter disappears once the torsion is vanishing.
This is exactly what happens with the four-dimensional Holst action, which motivates the
use of the three-dimensional model (5.4) in order to test the fate of the Barbero-Immirzi
parameter at the physical level.
5.2.3 Lagrangian symmetries
Before presenting the Hamiltonian analysis in details, let us finish the Lagrangian analysis
with a study of the symmetries. This will be helpful in what follows. Obviously, the ac-
tion (5.4) is invariant under SL(2,C), and admits therefore the infinite-dimensional gauge
group G ≡ C∞(M, SL(2,C)) as a symmetry group. An element Λ ∈ G is an SL(2,C)-
valued function on the spacetimeM, which acts on the dynamical variables according to the
transformation rules
eµ 7−→ Λ · eµ, x 7−→ Λ · x, ωµ 7−→ AdΛ(ωµ)− ∂µΛΛ−1, (5.15)
where (Λ·v)I = ΛIJvJ denotes the fundamental action of Λ on any four-dimensional vector v,
and AdΛ(ξ) = ΛξΛ
−1 is the adjoint action of SL(2,C) on any Lie algebra element ξ ∈ sl(2,C).
From the expression (5.4) of the action as the integral of a three-form, it is immediate
to see that the theory is also invariant under spacetime diffeomorphisms, as it should be for
gravity. Infinitesimal diffeomorphisms are generated by vector fields v = vµ∂µ on M, and
their action on the dynamical variables is simply given by the following Lie derivatives:
e 7−→ Lve, x 7−→ Lvx = vµ∂µx, ω 7−→ Lvω, (5.16)
where Lvϕ = (vν∂νϕµ + ϕν∂µvν)dxµ for any one-form ϕ.
The previous symmetries are expected from a theory of gravity formulated in first order
variables. But a theory in three space-time dimensions with only these symmetries would
reduce to SL(2,C) BF theory, which is not what our model is. Thus, our Lagrangian should
admit additional symmetries. This is indeed the case, and it is immediate to notice that
the action (5.4) in invariant under a rescaling symmetry and a translational symmetry. The
former is generated by non-vanishing scalar fields α on M according to the transformation
rules
eIµ 7−→ αeIµ, xI 7−→
1
α
xI . (5.17)
The translational symmetry is generated by one-forms β = βµdx
µ according to
eIµ 7−→ eIµ + βµxI . (5.18)
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The presence of these two symmetries follow from the fact that the variables x and e appear
in the action (5.4) in the form x[IeJ ] = (xIeJ − xJeI)/2. Note that they do not affect the
connection ω.
The transformations (5.15), (5.16), (5.17), and (5.18), encode all the symmetries of the
action. We will make use of some of these invariance properties to simplify the canonical
analysis in the following section. Furthermore, due to the SL(2,C) invariance, the sign of
x2 = xIxI = x
IηIJx
J is an invariant of the theory, even if its value is not fixed because of
the rescaling invariance. Thus, to define the theory, one has to fix this sign, and we choose
it to be positive:
x2 = xIηIJx
J > 0. (5.19)
As we will see in the next section, this choice will make the time gauge accessible.
5.3 Hamiltonian analysis in the non compact gauge
In this subsection, µ, ν, · · · ∈ {0, 1, 2} are three-dimensional spacetime indices, a, b, · · · ∈
{1, 2} are spatial indices, I, J, · · · ∈ {0, 1, 2, 3} are internal SL(2,C) indices, and i, j, · · · ∈
{0, 1, 2} are internal SU(1, 1) indices. The indices i, j, . . . are lowered and raised with the flat
three-dimensional Minkowski metric ηij = diag(−1,+1,+1). We will use the cross-product
notation v × w to denote the vector z whose components are given by zi = ijkvjwk, and
v · w for the scalar product viwi = viηijwj .
The gauge group SL(2,C) is broken into the subgroup SU(1, 1) by fixing, in the action
(4), the field xI = eI3 to the special value (0, 0, 0, 1)
2. This choice is compatible with the
condition (13), and the rescaling symmetry (17) can be used to fix the norm of x3 to one for
simplicity. The resulting SU(1, 1) symmetry corresponds precisely to the isotropy group of
x. The time gauge in our case becomes:
xi = ei3 = 0 where i ∈ {0, 1, 2} (5.20)
Since this gauge choice singularizes the third internal space-like component, it is natu-
ral to decompose the connection ωIJ into its su(1, 1) components, denoted by ωi, and the
complement denoted by ω(3)i.
ωiµ =
1
2
ijkω
jk
µ and ω
(3)i
µ
The curvature tensor F IJ also decomposes into its su(1, 1) components F i = ijkF
jk/2, and
the remaining part F (3)i. Denoting by F the vector with components F i, and by F (3) the
vector with components F (3)i, we have the explicit expressions
F (3)iµν = ∂µω
(3)i
ν − ∂νω(3)iµ − (ωµ × ω(3)ν )i + (ων × ω(3)µ )i (5.21)
F iµν =
1
2
ijkF
jk
µν = ∂µω
i
ν − ∂νωiµ − (ωµ × ων)i − (ω(3)µ × ω(3)ν )i (5.22)
2Note the slight difference with [], where the gauge was chosen to be xI = (1, 0, 0, 0)
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Let us proceed to the decomposition of the action with those notations. In order to
impose our new gauge condition, we split the internal indices between the indice 3 and the
indice i ∈ {0, 1, 2}. We use the convention 3ijk = 1 and ab0 = 1. This reads:
S =
1
2
∫
M3
dx3µνρ { 1
2
IJKLx
IeJµF
KL
νρ +
1
γ
xIeJµFνρ IJ }
=
1
2
∫
M3
dx3µνρ { 1
2
3ijkx
3eiµF
jk
νρ +
1
2
i3jkx
ie3µF
jk
νρ + ij3kx
iejµF
3k
νρ
+
1
γ
( x3eiµFνρ 3i + x
ie3µFνρ i3 + x
iejµFνρ ij )}
=
1
2
∫
M
dx3µνρeµ.{Fνρ + 1
γ
F (3)νρ }
=
1
2
∫
M
dx3 { −2abea.(F0b + 1
γ
F
(3)
0b ) + 
abe0.(Fab +
1
γ
F
(3)
ab ) }
=
1
2
∫
M
dx3 { LC + LS }
With those decomposition, we can now compute the two terms resulting from the de-
composition of the action. We introduce the electric field Eb = abea. The first term LC
becomes:
LC = −2Eb.{ ∂0ωb − ∂bω0 − ω0 × ωb − ω(3)0 × ω(3)b +
1
γ
( ∂0ω
(3)
b − ∂bω(3)0 − ω0 × ω(3)b + ωb × ω(3)0 ) }
= −2Eb.{ ∂0(ωb + 1
γ
ω
(3)
b )− ∂b(ω0 +
1
γ
ω
(3)
0 )− (ω0 +
1
γ
ω
(3)
0 )× (ωb +
1
γ
ω
(3)
b )
+ (ω0 +
1
γ
ω
(3)
0 )× (ωb +
1
γ
ω
(3)
b )− ω0 × ωb − ω(3)0 × ω(3)b −
1
γ
ω0 × ω(3)b +
1
γ
ωb × ω(3)0 }
= −2Eb.{ ∂0A˜b − ∂bA˜0 − A˜0 × A˜b + ( 1
γ2
− 1)ω(3)0 × ω(3)b }
= −2{ Eb.∂0A˜b + A˜0.(∂bEb − A˜b × Eb) + ( 1
γ2
− 1)ω(3)0 .(ω(3)b × Eb) }
= 2{ Eb.∂0Ab +A0.(∂bEb +Ab × Eb) + (1− 1
γ2
)ω
(3)
0 .(ω
(3)
b × Eb)}
= 2{Eb.∂0Ab +A0.G+ (1− 1
γ2
)ω
(3)
0 .φ}
where we have used the trade in the fifth line the connection A˜ for the connection A = −A˜
in order to have a proper Gauss constraintG. We note that we could have equivalently express
LC as:
LC = −2{Eb.∂0Ab + (ω0 + γω(3)0 ).G+ (
1
γ
− γ)ω(3)0 .χ} where χ = ∂bEb − ωb × Eb
In this case, the constraint φ is simpler to solve than the usual constraint χ. The expres-
sion of LC implies that the true dynamical variables of the theory are given by:
Aia = −(ωib +
1
γ
ω
(3)i
b ) and E
b = abea (5.23)
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The first variable is an SU(1, 1) real connection, i.e. the analogue of the Ashtekar-Barbero
connection with this particular gauge fixing, while the second variable is the real SU(1, 1)
electric field canonically associated. The second term can be computed as follow:
LS = 
abe0.{ ∂aωb − ∂bωa − ωa × ωb − ω(3)a × ω(3)b +
1
γ
( ∂aω
(3)
b − ∂bω(3)a − ωa × ω(3)b + ωb × ω(3)a ) }
= abe0.{ ∂a(ωb + 1
γ
ω
(3)
b )− ∂b(ωa +
1
γ
ω(3)a )− ωa × ωb − ω(3)a × ω(3)b −
1
γ
ωa × ω(3)b +
1
γ
ωb × ω(3)a }
= abe0.{ ∂aA˜b − ∂bA˜a − A˜a × A˜b + ( 1
γ2
− 1)ω(3)a × ω(3)b }
= abe0.{ −∂aAb + ∂bAa −Aa ×Ab + ( 1
γ2
− 1)ω(3)a × ω(3)b }
= −abe0.{ Fab + (1− 1
γ2
)ω(3)a × ω(3)b }
With those expressions, the action becomes:
S = −
∫
R
dt
∫
M2
dx2 { Eb.∂0Ab +A0.G+ (1− 1
γ2
)ω
(3)
0 .φ+ e0.H + µa.S
a } (5.24)
The analysis of the action in this non compact gauge shows that the theory can be formulated
in terms of the variables Ea, Aa, ω
(3)
a , ω
(3)
0 and ω0. From the analysis of the canonical term,
one can see that only E and A are a priori dynamical while ω
(3)
0 and ω0 are Lagrange
multipliers. However, from the canonical point of view, one has to consider the ω
(3)
a as a
dynamical variable and therefore, and introduce its conjugated momentum pia together with
the constraint:
Sa = pia ' 0
As a consequence, the symplectic structure is defined by the following Poisson bracket:
{Eai (x), Ajb(y)} = δab δijδ2(x− y) = {piai (x), ω(3)jb (y)} (5.25)
The primary constraints between those canonical variables are:
G = ∂bE
b +Ab × Eb H = 1
2
ab( Fab + (1− 1
γ2
)ω(3)a × ω(3)b ) φ = ω(3)b × Eb S = pia
Among the four primary constraints G,H, φ, S, only the last one generates secondary con-
straints when evolving it in time. Let us impose that its evolution be vanishing. It reads:
p˙ic = {pic, Htot} = (1− 1
γ2
)
∫
M
dx3 {pic, ω(3)0 .(ω(3)b × Eb) + abe0.(ω(3)a × ω(3)b )}
= (1− 1
γ2
)
∫
M
dx3 {δcaab (ea × ω(3)0 ) +
1
2
abδca (ω
(3)
b × e0) +
1
2
abδcb (e0 × ω(3)a )}
= (1− 1
γ2
)
∫
M
dx3 ac( ea × ω(3)0 + ω(3)b × e0 ) ' 0
The 6 equations involve Lagrangian multipliers as well as dynamical variables, and as
such, they can be separated into two sets. The first set of equations fixes the values of the
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Lagrange multipliers e0 and ω
(3)
0 , and the second set is formed by secondary constraints. To
extract these secondary constraints, it is convenient to combine the precedent 6 equations
with the 3 primary constraint φ ' 0 derived above. Indeed, these 9 equations can be written
in the compact form:
0abea × ω(3)b = abea × ω(3)b = Eb × ω(3)b = −φ
a0be0 × ω(3)b + ab0eb × ω(3)0 = ab(eb × ω(3)0 − e0 × ω(3)b ) ' 0
Therefore, a compact form for those 9 equation is:
µνρeν × ω(3)ρ ' 0 (5.26)
As a consequence, if e is invertible (which is what we are assuming from the beginning),
the original 9 equations are equivalent to the 9 equations ω
(3)
µ ' 0. It is clear that the
vanishing of ω
(3)
0 is a fixation of Lagragne multipliers, whereas the remaining 6 equations
ω
(3)
a ' 0 are secondary constraints. Moereover, these constraints together with the primary
constraint Sa form a second class system ( i.e. they do not generate symmetries), and can
be solved strongly. Setting ω
(3)
a to zero in the constraint H shows that the Barbero-Immirzi
parameter disappears completely, and we end up with the standard action of Lorentzian
three dimensional gravity, (i.e. with a flat connection). This closes the canonical analysis of
the action in the non compact gauge.
This result is consistent with the observation that we made earlier at the Lagrangian
level concerning the irrelevance of the Barbero-Immirzi parameter in the classical theory. As
a consequence, γ will play no role in the canonical quantum theory once we work in the non
compact gauge. This is already an interesting observation, since it seems to be in conflict
with the situation in four dimensions where γ plays a crucial role (at least) at the kinematical
level. However, to make this conclusion stronger and more meaningful, we have to cast our
three-dimensional model in a form that is closer to the four-dimensional Ashtekar-Barbero
phase space, and then take this as the starting point for the quantization. This can be done
by using the three dimensional time gauge as we will show now.
5.4 Hamiltonian analysis in the compact gauge
We present now the hamiltonian analysis of the toy model defined above in the three dimen-
sional “time gauge”. In this subsection, µ, ν, · · · ∈ {0, 1, 2} are three-dimensional spacetime
indices, a, b, · · · ∈ {1, 2} are spatial indices, I, J, · · · ∈ {0, 1, 2, 3} are internal SL(2,C) in-
dices, and i, j, · · · ∈ {1, 2, 3} are internal SU(2) indices. The indices i, j, . . . are lowered and
raised with the flat three-dimensional euclidean metric δij = diag(+1,+1,+1). We will use
the cross-product notation v × w to denote the vector z whose components are given by
zi = ijkvjwk, and v · w for the scalar product viwi = viδijwj .
The gauge group SL(2,C) is broken into the subgroup SU(2) by fixing the field xI = eI3 to
the special value (0, 1, 1, 1)3 and the tetrad components e0a to zero. This choice is compatible
with the condition (13), and the rescaling symmetry (17) can be used to fix the norm of x3
to one for simplicity.
3Note the slight difference with [], where the gauge was chosen to be xI = (1, 0, 0, 0)
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Our starting point is the precedent action. We use the convention ijk0 = 1 and 
ab0 = 1.
The time gauge in our case becomes:
x0 = e03 = 0 and e
0
a = 0 where a ∈ {1, 2} (5.27)
The splitting in the internal and space-time indices reads:
S =
1
2
∫
M3
dx3µνρ { 1
2
IJKLx
IeJµF
KL
νρ +
1
γ
xIeJµFνρ IJ }
=
1
2
∫
M3
dx3µνρ { 1
2
ijkx
ie0µF
jk
νρ − ijkxiejµF 0kνρ +
1
γ
xie0µFνρ i0 +
1
γ
xiejµFνρ ij }
=
1
2
∫
M3
dx3µνρ{ 1
2
ijkx
iNF jkab − ijkxiN jF 0kab + 2ijkxiejaF 0kab +
1
γ
xiNFab i0 +
1
γ
xiN jFab ij − 2
γ
xiejaF0b ij}
=
1
2
∫
M3
dx3ab { 2(x× ea) . (F 00b −
1
γ
F0b)−Na(x× ea) . (F 0ab −
1
γ
Fab) +Nx . (Fab +
1
γ
F 0ab) }
=
1
2
∫
M3
dx3 ( LC + LV + LS )
where we have set N = e00 and N
i = Naeia. They are the lapse scalar function and the shift
vector. Note that in this time gauge, there is one more piece in the decomposition of the
action, i.e. denoted LV . In order to obtain the explicit expression of the three terms, we
need to decompose the curvature of the spin connection. Just as in the first chapter where
the hamiltonian analysis was performed, we have:
F 0iµν = ∂µω
(0)i
ν − ∂νω(0)iµ + (ων × ω(0)µ )i − (ωµ × ωµ)i (5.28)
F iµν =
1
2
ijkF
jk
µν = ∂µω
i
ν − ∂νωiµ − (ωµ × ων)i + (ω(0)µ × ω(0)ν )i (5.29)
With this decomposition of the curvature, the first term becomes:
LC =
2
γ
ab(x× ea) . (γF 00b − F0b)
=
2
γ
Eb . {∂0(γω(0)b − ωb)− ∂bγω(0)0 + (γωb + ω(0)b )× ω(0)0 + ∂bω0 + (−ωb + γω(0)b )× ω0}
=
2
γ
Eb . {∂0Ab + ω(0)0 . [γ(∂bEb − ωb × Eb)− ω(0)b × Eb]− ω0 . (∂bEb +Ab × Eb) }
=
2
γ
. {Eb.∂0Ab − ω0.G+ ω(0)0 .(γφ− ω(0)b × Eb) }
=
2
γ
. {Eb.∂0Ab − α.G+ γ(1 + 1
γ2
) ω
(0)
0 .φ }
where αi = ( 1γω
(0)i
0 + ω
i
0).
We have also used the following notations:
Aa = γω
(0)
a − ωa Ea = abx× ea (5.30)
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They are the canonically conjugated variables of the theory. Aa is the three dimensional
analogue of the real su(2) Ashtekar Barbero connection while Ea is the su(2) electric field.
The two Lagrange multipliers α and K0 enforce the two constraints:
Gi = ∂bE
b
i + (Ab × Eb)i φi = ∂bEbi − (ωb × Eb)i whence ω(0)b × Eb = −
1
γ
(G− φ)
(5.31)
In order to write the second term in the action, we remark that the curvature of the three
dimensional Ashtekar Barbero connection Aa can be decomposed as:
Fab(A) = ∂aAb − ∂bAa +Aa ×Ab
= γ(∂aω
(0)
b − ∂bω(0)a − ωa × ω(0)b + ω(0)a × ωb) + (∂bωa − ∂aωb + ωa × ωb − ω(0)a × ω(0)b )
+ (1 + γ2)ω(0)a × ω(0)b
= γF 0ab(ω)− Fab(ω) + (1 + γ2)ω(0)a × ω(0)b
Therefore, we have for the second term:
LV =
1
γ
abN c(x× ec) . (γF 0ab − Fab)
=
1
γ
N cabdc
dc(x× ec) . (Fab(A)− (1 + γ2)ω(0)a × ω(0)b )
=
2
γ
Na{ Eb.Fab(A)− (1 + γ2)ω(0)a .(ω(0)b × Eb) }
=
2
γ
Na{ Eb.Fab(A) + ( 1
γ
+ γ)ω(0)a .(G− φ) }
The precedent decomposition of the curvature can be modified in order to find the last term
of the action. This modification reads:
Fab(A) = γF 0ab(ω)− Fab(ω) + (1 + γ2)ω(0)a × ω(0)b (5.32)
= γF 0ab(ω)− Fab(ω) + (1 + γ2)(Fab −Rab) (5.33)
= γ(F 0ab + γFab)(ω)− (1 + γ2)Rab (5.34)
where we have used:
ω(0)a × ω(0)b = Fab(ω)−Rab(ω) where Rab = ∂aωb − ∂bωa − ωa × ωb (5.35)
Therefore, the very last term in the action is given by:
LS =
1
γ2
abNx . γ(γFab + F
0
ab) (5.36)
=
1
γ2
abNx . (Fab(A) + (1 + γ2)Rab) (5.37)
Therefore, under this decomposition, the three dimensional Holst action becomes:
S =
∫
R
dt
∫
M2
dx2 { 1
γ
Eb.∂0Ab − 1
γ
α.G+ (1 +
1
γ2
) ω
(0)
0 .φ+
1
γ
NaHa +
1
2γ2
N H } (5.38)
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We note that the lapse N and the shift vector Na are both Lagragne multipliers which
enforce the constraints H and Ha, just as in four dimensions. The explicit expressions of the
constraints read:
φi = ∂bE
b
i − (ωb × Eb)i (5.39)
Gi = ∂bE
b
i + (Ab × Eb)i ' 0 (5.40)
Ha = E
b. Fab(A) + ( 1
γ
+ γ)ω(0)a .(G− φ) ' 0 (5.41)
H = abx . (Fab(A) + (1 + γ2)Rab) ' 0 (5.42)
Those primary constraints mimic closely their four dimensional counterparts. By imposing
the two primary constraints G and φ, the three dimensional versions of the vectorial and the
scalar constraints reduces to:
Ha ' abEb. F12 H = x. (F12 + (1 + γ2)R12)
The analysis of the action in the time gauge shows that the theory can be formulated in
terms of the variables Ea, Aa, ωa, ω0 and ω
(0)
0 . Therefore, the initial component ω
(0)
a can be
replaced by the three dimensional version of the Ashtekar-Barbero variables Aa, and ωa, as it
is the case in four dimensions. From the analysis of the canonical term, one can see that only
E and A are a priori dynamical, whereas all the other variables have vanishing conjugated
momenta. however, this does not mean that all these non dynamical variables can be treated
as genuine Lagrange multipliers. ω0 and ω
(0)
0 can be treated as Lagrange multipliers, but ωa
has to be associated to a momenta pia, just as in the previous section. Because of this, the
theory inherits new primary constraints enforcing the vanishing of pia:
Sa = pia ' 0
We end up with the following sympletcic structure:
{Eai (x), Ajb(y)} = γδji δab δ2(x− y) {piai (x), ωjb(y)} = δji δab δ2(x− y)
Note the presence of the Barbero-Immirzi parameter in the Poisson bracket of the Ashtekar-
Barbero connection and its conjugated momenta. γ shows up because we are working with
the connection A = −γA˜ instead of A˜. This is required in order to have a well defined SU(2)
Gauss constraint.
Finally, the Hamiltonian reads:
Htot =
∫
Σ
dx2{ Ω0. G+ Λ0. φ+ 1
γ
NaHa +
1
2γ2
N H + λapi
a } (5.43)
where the condensed Lagrange multipliers Ω0 and Λ0 are given by:
Ω0 = −α+ (1 + 1
γ2
)Naω(0)a Λ0 = (1 +
1
γ2
) (ω
(0)
0 −Naω(0)a )
We now study the stability of the primary consrtaints. Just as in the previous section,
only the constraint pia ' 0 generates secondary constraints. Their time evolution is given by
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the following Poisson bracket:
p˙ic = { pic, Htot} =
∫
M
dx3 {pic,Λ0φ+ 1
2γ2
N H }
=
∫
dx3 { pic,Λ0(∂aEa − ωa × Ea) + 1 + γ
2
2γ2
abN x. (∂aωb − ∂bωa − ωa × ωb) }
=
∫
dx3 ( δca E
a × Λ0 + 1 + γ
2
2γ2
ab(−∂a(Nx)δcb + ∂b(Nx)δca −N(ωb × x δca − ωa × x δcb))
=
∫
dx3 ( Ec × Λ0 + 1 + γ
2
γ2
cb(∂b(Nx)−N ωb × x) )
=
∫
dx3 ( Ec × Λ0 + 1 + γ
2
γ2
cb(x ∂bN −N (∂bx− ωb × x) ) ) ' 0
This secondary constraint can be written in a more compact form. To do so, we first project
the equation on the direction Ea since we now that x.Ea = x.(abeb × x) = 0. This gives:
Ea.(Ec × Λ0 + 1 + γ
2
γ2
cb(x ∂bN −N (∂bx− ωb × x) )) = −Λ0 Ea × Ec − 1 + γ
2
γ2
EacbN (∂bx− ωb × x)
' 0
We can then symmetrize the indices (a, c) in order to eliminate the term with Λ0.
Λ0 E
(a × Ec) − 1 + γ
2
γ2
E(ac)bN (∂bx− ωb × x) = −1 + γ
2
γ2
E(ac)bN (∂bx− ωb × x) ' 0
Finally, assuming that the lapse N is never vanishing, we end up with the secondary con-
straint:
Ψca = E(ac)b (∂bx− ωb × x) ' 0
This secondary constraint does not generate tertiary constraint and the Dirac algorithm ends
here.
Solving the second class constraints
We note that the set of constraint Sa, φ and Ψca form a second class system.
Sa = pia φ = ∂aE
a − ωa × Ea Ψca = b(cEa).(∂bx− ωb × x)
As usual in canonical analysis, we need to solve those second class constraints prior quanti-
zation. Let us explicit the constraints (φ,Ψca):
E1.(∂1x− ω1 × x) ' 0 E2.(∂1x− ω1 × x) ' 0
E1.(∂2x− ω2 × x) ' 0 E2.(∂2x− ω2 × x) ' 0
E1.(∂aE
a − ω2 × E2) ' 0 E2.(∂aEa − ω1 × E1) ' 0
5.4. Hamiltonian analysis in the compact gauge 183
Since the electric field Ea decomposes into:
Ea = abeb × x whence E1 = e2 × x E2 = −e1 × x
the set {E1, E2, x} forms a basis of the internal space. On can show the useful properties:
(E1 × E2)m = −ijkej2xkmillpqep1xq = kpqem2 xkep1xq − jpqej2xmep1xq
= em2 x.(e1 × x)− xm e2.(e1 × x) = xm (e1 × e2).x
= xmdet(e)
and we note also: det(E) = (E1 ×E2).x = det(e)x2. The resolution of the second class con-
straint reduces to express the component ωa as a function f(E, x). Therefore, we decompose
ωa on the internal basis {E1, E2, x} as:
ωa = αaE
1 + βaE
2 + ξax
Injecting this expression in the 4 first equations above, we obtain:
β1(E
1 × E2).x = E1∂1x β2(E1 × E2).x = −E1.∂2x whence βa = E
1
det(E)
∂ax
α1(E
1 × E2).x = −E2.∂1x α2(E1 × E2).x = −E2.∂2x whence αa = E
2
det(E)
∂ax
To find ξa, we use the two last equations above in which we explicit βa and αa. This
gives:
ξ1 x.(E
1 × E2) = E2.∂aEa ξ2 x.(E1 × E2) = −E1.∂aEa whence ξa = 1
det(E)
abE
b∂cE
c
Therefore, we can write down the expression of ωa. To do so, we use the identity between
the vectorial product of three vectors: v × (w × z) = (v.z)w − (v.w)z and the expression of
the Gauss constraint.
ωa =
1
det(E)
{ −(E2.∂ax)E1 + (E1.∂ax)E2 + ab(Eb.∂cEc)x }
=
1
det(E)
{ −∂ax× (E1 × E2) + ab(Eb.(G−Ac × Ec))x }
=
1
det(E)
{ −∂ax× (E1 × E2) + abAc . (Eb × Ec)x+ abEb. G x }
=
1
det(E)
{ −∂ax× (E1 × E2)−Aa . (E1 × E2)x+ abEb. G x }
where we have used that: abAc . (E
b × Ec)x = −Aa . (E1 × E2)x. Moreover, we can write
the last line in a more compact form using the useful properties derived precedently. The
middle term can be written as:
1
det(E)
Aa . (E
1 × E2)x = 1
det(E)
(Aa . x)
det(E)
x2
x = ( Aa .
x√
x2
)
x√
x2
= ( Aa . u ) u
where we introduce the condensed notation: u = x√
x2
. Obviously, we have u2 = 1.
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Finally, since
√
x2 is a scalar, one can write the first term in the expression of ωa as:
1
det(E)
∂ax× (E1 × E2) = 1
det(E)
x2(∂a
x√
x2
× x√
x2
)
det(E)
x2
= ∂au× u
The final expression for ωa is given by:
ωa = u× ∂au− (Aa × u) . u+ 1
det(E)
abE
b. G x
This conclude the resolution of the second class constraints of the system. Let us derive one
more property with the notation introduce above. It will be useful in the next part of the
analysis. Using the second class constraints ψca, we have that:
E1.(∂1x− ω1 × x) =
√
x2 E1.(∂1u− ω1 × u) ' 0 whence Eb.(∂au− ωa × u) ' 0
since it is true for the four equations listed above. Eb being invertible, only the term in
parenthesis vanishes. Now it will be interesting to write our scalar constraint in a similar
form than its four dimensional counterpart. For this, we explicit the term x.R12(ω) appearing
in the scalar constraint and we use the expression of ωa just derived. We list the properties
that we will use to obtain our final expression:
∂au
2 = 2u.∂au = 0 u . ωa = −Aa . u u× ωa = ∂au
x.R12(ω) =
√
x2 u.R12(ω) =
√
x2u.(∂1ω2 − ∂2ω1 − ω1 × ω2)
=
√
x2{ ∂1(u.ω2)− (∂1u).ω2 − ∂2(u.ω1) + (∂2u).ω1 − u.(ω1 × ω2) }
=
√
x2{ −∂1(A2.u)− (ω1 × u).ω2 + ∂2(u.A1) + (ω2 × u).ω1 − u.(ω1 × ω2) }
=
√
x2{ −A2.(∂1u)− u.(∂1A2) + u.(ω1 × ω2) + u.(∂2A1) +A1.(∂2u)− u.(ω1 × ω2)− u.(ω1 × ω2) }
=
√
x2{ −u.(∂1A2 − ∂2A1 − ω1 ×A2 + ω2 ×A1 − ω1 × ω2) }
= −x.(F12(A)−A1 ×A2 − ω1 ×A2 + ω2 ×A1 − ω1 × ω2)
= −x.(F12(A)− (A1 + ω1)× (A2 + ω2))
= −x.(F12(A)−K1 ×K2)
where we have introduced the quantity Ka = Aa + ωa. It is easy to show that:
Ka = Aa + u× ∂au− (Aa × u)u
= u× ∂au+Aa(u.u)− (Aa × u)u = u× (∂au+Aa × u)
which shows that Ka is orthogonal to u and that Ka ×Kb is along the direction of u. With
all those intermediate results, one can now rewrites the scalar constraint in a similar form
than the one of the four dimensional case. The scalar and vectorial constraint sare now given
by:
H = x.F12 + (1 + γ2)x.R12 Ha ' abEb. F12
= x.F12 − (1 + γ2)x.F12 + (1 + γ2)x.(K1 ×K2)
= −γ2 x.( F12 − (1 + γ−2)K1 ×K2 )
5.4. Hamiltonian analysis in the compact gauge 185
We can therefore regroup the precedent vectorial and the scalar constraints under the
same expression:
F12 − (1 + γ−2)K1 ×K2 ' 0
Summary
We have presented the canonical analysis of the toy model in the time gauge. Let us
summarize our results. In this gauge, which select the compact subgroup SU(2) from the
initial SL(2,C) group, the phase space mimics closely the four dimensional Ashtekar-Barbero
phase space. The symplectic structure is given by:
{Eai (x), Ajb(y)} = γδji δab δ2(x− y)
This is the three dimensional version of the Ashtekar Barbero connection, together with its
conjugated momenta. Just as in the four dimensional case, the Barbero-Immirzi enters in
the expression of the Poisson bracket. After the simplification performed previously and
the resolution of the second class constraints of the theory, only the following first class
constraints remain:
G = ∂bE
b + (Ab × Eb) ' 0 F12 − (1 + γ−2)K1 ×K2 ' 0
On the role of the Barbero-Immirzi parameter
Before studying the quantization of the theory, let us conclude this section about the
classical analysis with a discussion on the role of the Barbero-Immirzi parameter. As already
emphasized in [14, 18] and reviewed in the previous subsections, the presence (or absence)
of γ in the description of the classical phase space seems to be closely related to the partial
gauge fixing of the internal Lorentz group.
With the two gauge choices that we have just studied, it seems apparent that the three-
dimensional Barbero-Immirzi parameter γ “knows something” about the Lorentzian signa-
ture of the gauge group of the action (2.3). Indeed, when using the time gauge and reducing
the Lorentz group to SU(2), the Lorentzian signature is lost and, if γ was not present, there
would be no way of knowing that the original action that we started our analysis with was
Lorentzian and not Euclidean4. Therefore, everything happens as if γ was keeping track of
the fact that we started with a Lorentzian signature. By contrast, when SL(2,C) is reduced
to SU(1, 1) by using the non compact gauge of the first section, the Lorentzian signature is
still encoded in the gauge group after the gauge fixing, and γ completely drops out of the
theory because it becomes just superfluous.
4Just like in the four-dimensional Holst theory, once the gauge group (either SO(4) or SL(2,C)) of the
action is reduced to SU(2) by using the time gauge, the only remaining information at the level of the phase
space about the gauge group of the non-gauge-fixed action is a relative sign in the scalar constraint.
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Another important observation is that the connection variables that appear once we per-
form the two gauge choices have very different properties. In addition to their structure
group being different because of the gauge fixing, their transformation behavior under diffeo-
morphisms differ. Indeed, the su(1, 1) connection transforms as a one-form under space-time
diffeomorphisms, whereas the su(2) connection transforms correctly only under spatial dif-
feomorphisms. Here again, the analogy between our model and the four-dimensional theory
holds, and the anomalous transformation behavior of the su(2) connection is exactly anal-
ogous to the anomalous transformation behavior of the four-dimensional Ashtekar-Barbero
connection. This comes from the fact that the Ashtekar-Barbero connection is not the pull-
back of a spacetime connection [19].
What the three-dimensional model that we are studying here strongly suggests, is that γ
should be irrelevant at the quantum level. Indeed, we have seen that there exists a gauge in
which the dynamical variable is an su(1, 1) connection (which in addition transforms correctly
under space-time diffeomorphisms), and where γ plays no role at all since it disappears
already in the classical Hamiltonian theory. The quantization of this su(1, 1) theory is far
from being trivial, but it can be done for example using the combinatorial quantization
scheme [20], and it is clear that γ will play no role in this construction and not appear in the
spectrum of any observable. This is a strong indication that γ should not play any role at the
quantum level even in the time gauge. This would otherwise lead to anomalies, i.e. different
quantum predictions in two different gauges, which is not physically acceptable. The two
different gauge choices have to lead to equivalent physical predictions in the quantum theory
and, as a consequence, the Barbero-Immirzi parameter should be eliminated by a suitable
mechanism once all the constraints of the time gauge formulation are imposed. In the next
section, we are going to argue that this is indeed the case.
5.5 Quantum theory
Since three-dimensional gravity admits only topological and no local degrees of freedom, for
a long time if was thought to be too simple to be physically or mathematically interesting.
The seminal work of Witten [6] based on its formulation as a Chern-Simons theory [?] showed
that it was actually an exactly soluble system with incredibly rich underlying mathematical
structures, and provided an unforeseen link with topological invariants [51]. This amazing
result triggered an intense research activity around three-dimensional quantum gravity, which
lead in particular to the introduction by Ponzano and Regge [52] and later on Turaev and Viro
[53], of the first spin foam models. These models inspired later on, in four-dimensions, the
attempts to represent the covariant dynamics of loop quantum gravity [54, 55, 56, 57, 58, 59],
and in [60, 61] the link between three-dimensional loop quantum gravity and spin foam models
was establish in the case of a vanishing cosmological constant (see [62] for a more general
review). This illustrates concretely the relevance of three-dimensional quantum gravity as a
way to investigate the unknown aspects of the higher-dimensional theory. We show in this
section that three-dimensional quantum gravity can also be used to investigate the role of the
Barbero-Immirzi parameter in the physical Hilbert space of canonical loop quantum gravity.
This section is organized as follows. First we discuss the quantization of the three-
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dimensional model in the non-compact SU(1, 1) gauge. We argue that the combinatorial
quantization scheme can give a precise definition of the physical Hilbert space even if the
gauge group is non-compact. By contrast, the loop quantization gives a clear definition of the
kinematical Hilbert space but a more formal description of the physical Hilbert space. The
rest of the section is devoted to the quantization in the SU(2) time gauge of subsection ??.
We adapt and apply the loop quantization to construct the physical Hilbert space, by first
turning the initial Ashtekar-Barbero connection into a complex (self-dual) connection, and
then rewriting the associated reality conditions as a linear simplicity-like constraint. Finally,
we show that the resolution of this constraint lead to the elimination of the Barbero-Immirzi
parameter at the quantum level.
5.5.1 Quantization in the non-compact gauge
In this subsection, we recall a few facts about the quantization of the G = SU(1, 1) BF theory
that is obtained from the action (5.4) in the non-compact gauge.
The total symmetry group Gtot of a BF theory is bigger than the gauge group G, and
is totally determined by the signature of the spacetime (or equivalently the “signature” of
the gauge group G) and the sign of the cosmological constant Λ. In the case that we are
interested in, G = SU(1, 1) and Λ = 0, and the total symmetry group is the three-dimensional
Poincare´ group Gtot = ISU(1, 1). In other words, G is somehow augmented with the group of
translations. The invariance under translations and the action of G is equivalent (when the
B field satisfies invertibility properties) to the invariance under spacetime diffeomorphisms.
The total symmetry group Gtot has a clear geometrical interpretation as the isometry group
of the three-dimensional Minkowski space M3, and any solution to the Einstein equations in
the Lorentzian regime with vanishing cosmological constant is locally M3. In fact, such a
BF theory is equivalent to a three-dimensional Chern-Simons theory whose gauge group is
precisely Gtot. The Chern-Simons connection takes values in the Lie algebra su(1, 1) ⊕ R3,
and admits two components, an su(1, 1) one and a translational one. The su(1, 1) component
is the original BF connection whereas the translational component is given essentially by the
B field (with the correct dimension).
The symmetry group ISU(1, 1) is non-compact, and inherits the non-compactness of both
SU(1, 1) and the group of translations R3. This makes the quantization quite involved, and
is the reason for which quantum BF theory was originally studied in the Euclidean case with
a positive cosmological constant. Indeed, this is the only case in which the total symmetry
group, SU(2)× SU(2), is compact. In this case, the path integral can be given a well-defined
meaning, and gives (three-manifolds or knots) topological invariants. In the non-compact
case the definition of the path integral is still an open problem. The most recent attempts to
address this issue are based on analytic continuation methods to go from the compact case
to the non-compact one [63]. To our knowledge, the Hamiltonian quantization offers a more
efficient framework to study Chern-Simons theory with a non-compact group.
Among the different canonical quantizations methods for three-dimensional gravity, the
loop and the combinatorial quantizations are certainly the most powerful ones. In fact,
the two schemes are closely related as it was shown in [64]. They are both based on a
discretization of the spatial surface Σ, which is replaced by an oriented graph Γ sufficiently
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refined to resolve the topology of Σ. To simplify the discussion, we will assume that Σ has
no boundaries and does not contain any particles. Then, the graph Γ is necessary closed,
and contains L links and V vertices.
The combinatorial quantization scheme
The combinatorial approach consists in quantizing the theory in its Chern-Simons formula-
tion. The dynamical variable is the isu(1, 1) Chern-Simons connection, and to each oriented
link ` of the graph Γ is associated an element U` ∈ ISU(1, 1). After introducing a regulariza-
tion scheme (based on the choice of a linear order at each vertex of Γ), the set of elements U`
forms a quadratic Poisson algebra known as the Fock-Rosly Poisson bracket. The Fock-Rosly
bracket involves classical r-matrices of isu(1, 1), and its quantization naturally leads to the
quantum double DSU(1, 1) which plays a central role for the algebra of quantum operators.
The precise definition of DSU(1, 1) can be found for instance in [64], where it is shown that
DSU(1, 1) can be interpreted as a quantum deformation of the algebra of functions on the
Poincare´ group ISU(1, 1). As a consequence, the combinatorial quantization clearly shows
that, at the Planck scale, classical isometry groups are turned into quantum groups, and
classical smooth (homogeneous) manifolds become non-commutative spaces. To make a very
long story short, physical states are constructed from the representation theory of DSU(1, 1).
The combinatorial quantization is a very powerful techniques that allows (at least in prin-
ciple) to construct the physical Hilbert space of three-dimensional gravity for any Riemann
surface Σ, even in the presence of point particles (see [43] or [20] for instance).
The loop quantization
The loop quantization is based on the BF formulation of three-dimensional gravity. In the
continuous theory, the basic variables are the su(1, 1)-valued connection A and its conjugate
variable E. Given a graph Γ, one introduces the holonomies U` ∈ SU(1, 1) along the links
` of Γ, and the “fluxes” X` of the electric field along edges dual to the links of Γ. These
discretized variables U` and X` form the holonomy-flux Poisson algebra. The quantization
promotes these classical variables to operators, the set of which forms a non-commutative
algebra which can be represented, as usual in loop quantum gravity, on the Hilbert space
H0(Γ) =
(C(SU(1, 1)⊗L),dµ(Γ)) (5.44)
of continuous functions on the tensor product SU(1, 1)⊗L endowed with the measure dµ(Γ).
At this stage, the measure is defined as the product of L measures dµ0 on SU(1, 1). We notice
immediately that the situation is more subtle than in the four-dimensional case because of
the non-compactness of the group SU(1, 1). Indeed, for the Hilbert space H0(Γ) to be well-
defined, one should restrict the space of continuous functions to the space of square integrable
functions with respect to dµ(Γ), i.e. L2
(
(SU(1, 1)⊗L,dµ(Γ)
)
. However, any solution to the
Gauss constraints is, by definition, invariant under the action of SU(1, 1) at the vertices v of
Γ, and therefore cannot belong to the set of square integrable functions due to the infinite
volume of SU(1, 1). As a consequence, the construction of the kinematical Hilbert space
requires a regularization process, which amounts to dividing out the volume of the gauge
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group. This has been studied and well-understood in [65]. For this construction, it is useful
to consider the simplest graph Γ that resolves the topology of Σ. When Σ is a Riemann
surface (with no punctures and no boundaries) of genus g, the simplest graph Γ consists in
only one vertex v and L = 2g loops starting and ending at v. Such a graph is called for
obvious reason a flower graph, and each loop is in one-to-one correspondence with a generator
of the fundamental group Π1(Σ). Since the problem of defining the kinematical Hilbert space
is a consequence of the invariance of kinematical states under the action of SU(1, 1) at each
vertex, this difficulty is considerably reduced by choosing Γ to be a flower graph, and one
can construct rigorously the kinematical Hilbert space
Hkin(Γ) =
(Cinv(SU(1, 1)⊗L),dµreg(Γ)) , (5.45)
where “inv” stands for invariant and “reg” for regularized. One has
f ∈ Hkin(Γ) =⇒ f(U1, . . . , UL) = f(V U1V −1, . . . , V ULV −1),
∫
|f |2dµreg(Γ) <∞,
(5.46)
for U1, . . . , UL and V elements in SU(1, 1). We refer the reader to [65] for explicit details
about this construction.
Once the Gauss constraint is imposed at the quantum level, the flatness condition has
to be implemented. This was addressed in the Euclidean regime (where the gauge group
is compact) in [60]. More precisely, it was shown that one can define a “projector” from
the kinematical state space into the moduli space of flat SU(2) connections. This allows
to construct rigorously the physical scalar product between kinematical states. The idea is
very simple, and consists in replacing the measure dµkin(Γ) in the kinematical Hilbert space
associated to the graph Γ by
dµphys(Γ) = dµkin(Γ)
∏
f∈Γ
δ
−→∏
`⊂f
U`
 , (5.47)
where the first product runs over the set of faces f in Γ that can be represented by an ordered
sequence (U1, . . . , Un) of n links, δ is the Dirac distribution on SU(2) and U` is the group
element associated to the oriented link `. The physical scalar product can be shown (under
certain hypothesis) to be well-defined, and to reproduce exactly the spin foam amplitudes
of the Ponzano-Regge model. Even if one does not obtain generically (for any Riemann
surface Σ) an explicit basis for the physical Hilbert space, one can concretely compute the
physical scalar product between any two kinematical states. In principle, one could adapt
this construction in order to define the physical scalar product in the non-compact case of
SU(1, 1) BF theory, and replace the measure on the kinematical Hilbert space (5.45) by a
measure similar to (5.47) but with δ the Dirac distribution on SU(1, 1) instead. Even if the
presentation that we have done here is incomplete and formal, the technical details are not
needed for the main purpose of the paper, which is to address the quantization in the SU(2)
time gauge. We tackle this in the next subsection.
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5.5.2 Quantization in the time gauge
We now study the quantization of the theory in the time gauge. There are essentially two
ways of doing so. The first one is to mimic exactly four-dimensional loop quantum gravity,
where one starts with the construction of the kinematical Hilbert space and then finds a
regularization of the Hamiltonian constraint a` la Thiemann in order to find the physical
solutions. The second one relies on a reformulation of the classical phase space in a way that
looks again like a BF theory. Let us start with a discussion about the first strategy. We use
the same notations as in the previous subsection: Σ is the spatial manifold, and Γ a graph
in Σ with L links and V vertices.
In SU(2) loop quantum gravity, the construction of the kinematical Hilbert space leads
to
Hkin(Γ) =
(C(SU(2)⊗L), dµ(Γ)) , (5.48)
where C(G) denotes the space of continuous functions on the group G, and dµ(Γ) is the
usual Ashtekar-Lewandowski measure defined as a product of L Haar measures dµ0 on SU(2).
Contrary to what happens in four dimensions where it is necessary to consider all possible
graphs on Σ (and to take a projective limit), here is it sufficient to fix only one graph
(appropriately refined to resolve the topology of Σ) in order to define the kinematical Hilbert
space. Since the gauge group is compact, the kinematical Hilbert space is well-defined,
and Hkin(Γ) carries a unitary representation of the three-dimensional holonomy-flux algebra.
The action of a flux operator X` on any kinematical state ψ ∈ Hkin(Γ) can be deduced
immediately from the action on the representation matrices D(j)(U`) (which are the building
blocks of the spin networks), where D(j) : SU(2) → V(j) is the SU(2) spin-j representation
on the space V(j) of dimension dj = 2j + 1. This action is given by
Xi` .D
(j)(U`′) = iγlPlδ`,`′D
(j)(U`<c)JiD
(j)(U`>c), (5.49)
where c denotes the intersection ` ∩ `′. The constants γ and lPl = ~GN are the Barbero-
Immirzi parameter and the three-dimensional Planck length. As in four dimensions, the
spin network states diagonalize the three-dimensional analogue of the area operator, namely√
X2` , whose eigenvalues are γlPl
√
j`(j` + 1). Therefore, one arrives at the conclusion that in
the time gauge the kinematical length operator has a discrete spectrum given by the Casimir
operator of SU(2), and is furthermore proportional to the Barbero-Immirzi parameter, which
can be interpreted as the fundamental length scale in Planck units. Just like in the four-
dimensional case, one inherits a γ-dependency in the quantum theory, which as we will argue
later on is completely artificial and an artifact of the gauge choice.
It is however legitimate to ask what happens if we try to push further the derivation of
physical results based on this SU(2) formulation. For example, mimicking once again what
is done in the four-dimensional theory, one could try to compute the entropy of a black
hole, which in this three-dimensional model would correspond to a BTZ black hole. Using
the notion of observables in the Ponzano-Regge spin foam model, one can reproduce the
calculation of [66] and choose the fundamental length elements to be such that the perimeter
L of the black hole is given by
L = 8piγlPl
p∑
`=1
√
j`(j` + 1), (5.50)
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where p is the number of spin network links ` puncturing the horizon (we have here rein-
troduced the appropriate numerical factors). Then, the computation of the number of mi-
crostates leads at leading order to an entropy formula of the type
SBH =
L
4lPl
γ0
γ
, (5.51)
and one can proceed by fixing the value of the three-dimensional Barbero-Immirzi parameter
to be γ0, whose value can be computed explicitly. What is remarkable is that this value agrees
with that derived in the four-dimensional case. For example, if we choose for simplicity all the
spins puncturing the horizon to be equal, i.e. j` = j for all ` ∈ J1, pK, then on has to fix the
value of γ to γ0 = log(2j + 1)/
(
2pi
√
j(j + 1)
)
. This observation is a further indication that
our three-dimensional model does indeed mimic exactly its four-dimensional counterpart,
and that the behavior of the Barbero-Immirzi parameter is the same in both cases (once we
use the time gauge and the SU(2) formulation).
Finally, once the kinematical structure is established, one should impose at the quantum
level the three remaining constraints H ' 0. These appear as the sum of two terms, H =
HE− (1 + γ−2)HL, where HE = F12 and HL = K1 ×K2 are respectively called the Euclidean
and the Lorentzian part of the constraints. In four dimensions, one has to consider separately
the vector constraint and the scalar constraint, but we have seen that the peculiarity of three-
dimensional gravity is that these can be treated as a single set. The set H of constraints
needs to be regularized in order to have a well-defined action on Hkin(Γ), and it is clear
that the regularization of HL will lead to the same ambiguities that are present in four-
dimensional canonical loop quantum gravity [67, 68]. Since we know (from the quantization
of three-dimensional gravity in the usual BF or spin foam setting) what the physical states
should look like, one could potentially investigate these regularizations ambiguities of the
Hamiltonian constraint and maybe try to clarify them. Although this would be a very
interesting task that could have important consequences for the construction of the four-
dimensional theory, we are going to follow instead the second strategy mentioned above,
which consists in rewriting the SU(2) Ashtekar-Barbero phase space in the form of a BF
theory.
Equivalence with a complex BF theory
Our aim is to reformulate the phase space of the three-dimensional theory in the time gauge
in a way equivalent to a BF theory. More precisely, we are looking for a pair (Aia,E
a
i )
of canonical variables such that the constraints G ' 0 and H ' 0 are equivalent to the
constraints:
G = ∂aE
a + Aa ×Ea ' 0, F12 ' 0, (5.52)
where F12 is the curvature of A. We use the following ansatz for the expressions of the new
variables in terms of the old ones:
A = A+ αL+ βK, E = ζE + ξu×E, (5.53)
where K = u×L was introduced, L = du+A×u, and α, β, ζ, and ξ are constants that have
to be fixed by the relations (5.52). In fact, this ansatz gives the most general expression for
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a connection A and an electric field E that transform correctly under SU(2) gauge transfor-
mations. This results from the fact that u, L and K transform as vectors under such gauge
transformations.
It is useful to derive some properties of the quantities L and K. A direct calculation
shows that L and K satisfy the equations
∂1L2 − ∂2L1 +A1 ×L2 + L1 ×A2 = F12 ×u, (5.54a)
∂1K2 − ∂2K1 +A1 ×K2 +K1 ×A2 = u× (F12 ×u) + 2L1 ×L2. (5.54b)
Furthermore, L1 ×L2 = K1 ×K2. Thus, the curvature F of A can be written in terms of F
and K as follows:
F12 = F12 + (α2 + β2 + 2β)K1 ×K2 + αF12 ×u+ β(u×F12)×u. (5.55)
Due to the fact that K1 ×K2 is in the direction of u, the curvature F takes the form
F12 = (1− αu− βu2)
(F12 + (α2 + β2 + 2β)K1 ×K2), (5.56)
where, for any vector a, a denotes the matrix that acts as abi = ε
jk
i ajbk on any vector b. As
a consequence, since the three-dimensional matrix 1−αu− βu2 is invertible, the constraints
H ' 0 are equivalent to F12 ' 0 if and only if
α2 + (1 + β)2 + γ−2 = 0. (5.57)
Before considering the fate of the Gauss constraint, we already see that the connection A
must be complex when the Barbero-Immirzi parameter γ is real. Indeed, the general solution
of the previous equation is given by
α = z sin θ, β = z cos θ − 1, (5.58)
with z2 + γ−2 = 0, and where θ in an arbitrary angle. We will discuss the complexification
in more detail later on.
Now, we compute the new Gauss constraint G in term of the original variables. A long
but straightforward calculation shows that
G = ζG+ ξu×G+ (ζβ − ξα)(G · u)u+ (ξ + αζ + βξ)(∂au×Ea + (Aa · Ea)u), (5.59)
which can be written as follows:
G = MG+ (ξ + αζ + βξ)
(
∂au×Ea + (Aa · Ea)u
)
, (5.60)
where M is the matrix M = ζ(1+β)−ξα+ξu+(ζβ−ξα)u2. A necessary condition for G = 0
to be equivalent to G = 0 is that the coefficient (ξ + αζ + βξ) in front of the second term
in (5.60) be vanishing. This implies that ξ = −λα and ζ = λ(1 + β) with an arbitrary (but
non-vanishing) coefficient λ which in addition makes the matrix M necessarily invertible. As
a consequence, the general solution of the new constraints (5.52) is given by
A = A+ z sin θL+ (z cos θ − 1)K, λ−1E = z cos θE − z sin θ(u× E), (5.61)
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where θ is an arbitrary angle, λ 6= 0, and z2 + γ−2 = 0. Since λ affects only the Poisson
bracket between A and E, we can set it to λ = 1 for simplicity without loss of generality.
At this point, there is a priori no reason for A and E to be canonically conjugated, and
even A itself might be non-commutative. This would prevent the phase space of the theory
in the time gauge from being equivalent to that of a BF theory. Fortunately, the previous
expressions can be simplified considerably by noticing that all the solutions (5.61) are in fact
equivalent. More precisely, for any solution (5.61), there exists a Λ ∈ SU(2) that sends this
solution to the simple one corresponding to θ = 0. As a consequence, one can take θ = 0
without loss of generality, and this makes the study of the new variables much simpler. To see
that this is indeed the case, let us compute how a solution (5.61) transforms under the action
of a rotation Λ(u, α) of angle α in the plane normal to u. Such an element is represented by
the matrix
Λ(u, α) = cos
(α
2
)
+ 2 sin
(α
2
)
J · u (5.62)
in the fundamental (two-dimensional) representation of SU(2), where Ji are the su(2) gener-
ators satisfying the Lie algebra
[Ji, Jj ] = ε
k
ij Jk. (5.63)
If we identified any vector a ∈ R3 with an elements of su(2) according to the standard map
a 7−→ a · J , the transformation laws for A 7−→ AΛ and E 7−→ EΛ under the action of Λ are
given by
AΛ = Λ−1AΛ + Λ−1dΛ, EΛ = Λ−1EΛ. (5.64)
To go further, we need to compute the adjoint action of SU(2) on its Lie algebra, and the
differential form in the expression of AΛ:
AdΛJ = Λ
−1JΛ = cosαJ + sinαu× J + 2 sin2
(α
2
)
(u · J)u, (5.65a)
Λ−1dΛ =
(
1 + sin2
(α
2
)
J · u
)
dα+ sinαJ · du− 2 sin2
(α
2
)
J · u× du, (5.65b)
where we used the relation
JiJj = −1
4
δij +
1
2
ε kij Jk (5.66)
satisfied by the su(2) generators in the fundamental representation. We can now compute
the transformations (5.64), and after some long but direct calculations, we obtain
AΛ = z
(
cos(θ − α)E − sin(θ + α)u×E) · J, (5.67)
EΛ = A · J + z sin(θ + α)L · J + (z cos(θ + α)− 1)K · J, (5.68)
when α is assumed to be constant, i.e. dα = 0. Taking α = θ simplifies the previous
expressions and reduces the variables AΛ and EΛ to AΛ and EΛ given in (5.61) where θ = 0.
Finally, as announced, all the solutions of the type (5.61) are equivalent. Therefore, we will
now fix θ = 0, and use again the notation A and E to denote
A = A+ (z − 1)K, E = zE. (5.69)
As a conclusion, there is only one choice (up to SU(2) gauge transformations) of canonical
variables that reduces the constraints obtained in the time gauge to BF-like constraints.
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However, it is immediate to notice that E and A are not canonically conjugated, and also that
the components of the connection do not commute with respect to the Poisson bracket. This
is a priori problematic since it makes the symplectic structure of the time gauge theory very
different from that of BF theory. Fortunately, there is a simple and very natural explanation
for this fact. Instead of the connection A, let us consider the connection
A(γz)a = Aa +
z − 1
|E| εab(E
b ·G)x = zAa + (z − 1)ωa, (5.70)
which differs from A only by a term proportional to the Gauss constraint, and where ω is the
solution of the second class constraints written in (??). The choice of the notation A(γz) will
become clear in what follows. Clearly, adding a term proportional to the Gauss constraint
does not change anything to the previous analysis. Moreover, if we go back to the very first
definition of A = γω(0) − ω in terms of the boost ω(0) and rational ω components of the
initial sl(2,C) connection, we see immediately that, depending on the sign of γz ∈ {+,−},
the object
A(γz)a = zAa + (z − 1)ωa = γzω(0)a − ωa = ±iω(0)a − ωa (5.71)
is the (anti) self-dual component of the initial sl(2,C) connection. This comes from the fact
that z = ±iγ−1. In other words, reducing the phase space of the time gauge theory to that of
a BF theory has mapped the initial su(2) Ashtekar-Barbero connection to the (anti) self-dual
connection, as one could have anticipated. This property ensures that E and A (up to the
Gauss constraint) satisfy the “good” canonical relations.
Since z = ±iγ−1 is purely imaginary when the Barbero-Immirzi parameter γ is real, A is
complex and can be interpreted as an sl(2,C)-valued connection. If we denote by Pi ∈ sl(2,C)
the infinitesimal boost generators that satisfy the Lie algebra
[Ji, Pj ] = ε
k
ij Pk, [Pi, Pj ] = −ε kij Jk, (5.72)
and make explicit the Lie algebra generators that serve as a basis for the components of the
connection, then the complex connection (5.69) can be identified with
A = A · J + (z − 1)K · J = (A−K) · J ± iγ−1K · J = (A−K) · J ∓ γ−1K · P (5.73)
since P = −iJ in the fundamental representation. Since the fundamental representation is
faithful, the identity (5.73) can be extended to the Lie algebra, which is what we are going
to do.
Emergence of the linear simplicity-like condition
To construct the quantum theory, we start with the SU(2) kinematical Hilbert space (5.48).
Kinematical states are cylindrical functions that can be expanded into spin network states.
Any spin network is composed of an assignment of unitary irreducible representations j` of
SU(2) to the links ` ∈ Γ and of intertwiners ιv to the vertices v of the graph Γ. To simplify the
problem and without loss of generality, we take for Γ the flower that contains only one vertex.
We expect that (5.48) cannot contain physical states that are annihilated by the quantum
Hamiltonian constraint. This space should therefore be extended by considering SL(2,C)
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cylindrical functions instead of SU(2) ones. However, because of the non-compactness of the
Lorentz group, it then becomes difficult to treat the SL(2,C) invariance at the vertex of Γ
(i.e. the construction of SL(2,C) intertwiners) and to construct a positive-definite physical
scalar product. These two issues are technically very difficult to address in full generality,
and in what follows we will only need to study the vector space structure of the set of physical
states where intertwiners are formally defined.
The extension Hextkin(Γ) to SL(2,C) cylindrical functions can be viewed as a complexifica-
tion of the initial kinematical Hilbert space since SL(2,C) itself is a complexification of SU(2).
Elements of Hextkin(Γ) can be (formally) expanded into SL(2,C) spin networks, which consist of
an assignment of irreducible representations of SL(2,C) to the links `, and of an intertwiner
to the unique vertex v of Γ. Any representation of SL(2,C) is labelled by a couple (χ0, χ1)
of complex numbers such that, for the principal series, χ0 = m+ iρ and χ1 = −m+ iρ, with
ρ ∈ R and m ∈ N. So far, we have not fixed the category of representations that color the
links of the graph, and, as we said above, the intertwiner is only formally defined. Nonethe-
less, let us emphasize once again that our construction will still be well-defined at the end
of the day. Of course, we have the inclusion Hkin(Γ) ⊂ Hextkin(Γ), and any element of the ex-
tended kinematical state space belongs to the original one when the SL(2,C) representations
are chosen to be the self-dual or anti self-dual ones, which corresponds to χ0 = 0 or χ1 = 0.
The elements of Hextkin(Γ) that we are interesting in are the cylindrical functions (or equiv-
alently the spin network states) of the complex connection A defined in (5.73). These can be
viewed as generated by the action of an operator on the original kinematical Hilbert space
(5.48). Indeed, cylindrical functions associated to A are operators acting non-trivially on
the SU(2) Hilbert space Hkin(Γ), and their action on the vacuum state (colored by trivial
representations) gives elements of Hextkin(Γ). In this sense, Hextkin(Γ) is constructed from the
kinematical Hilbert space Hkin(Γ). Contrary to the SU(2) spin network states, the SL(2,C)
ones contain a priori a non-trivial boost component. To understand more precisely the
structure of these extended spin networks, let us decompose the connection A as follows:
A =
[−u× du · (J ∓ γ−1P )]+ [(A · u)(u · J)± γ−1(A×u) · (P ×u)] . (5.74)
This expression is a straightforward consequence of (5.69) and (??), and shows that A
possesses two different parts, which are the two terms between the square brackets. Let
us start by interpreting the second one. For this, we introduce the three sl(2,C) elements
J˜3 = J · u and P˜α = P ×u · vα, where the two vectors viα ∈ R3 (α = 1, 2) are such that
vα · vβ = δαβ and v1 × v2 = u. Therefore, (v1, v2, u) forms an orthonormal basis of R3. The
two vectors vα are defined up to a rotation in the plane orthogonal to u, but this is not
relevant for what follows. It is immediate to see that (J˜3, P˜1, P˜2) forms the Lie algebra
[P˜1, P˜2] = −J˜3, [P˜2, J˜3] = P˜1, [J˜3, P˜1] = P˜2, (5.75)
and therefore generate an su(1, 1) subalgebra of the initial sl(2,C). In the literature, the
Lie algebra su(1, 1) is usually defined as being generated by the three elements (F0, F1, F2)
satisfying
[F1, F2] = iF0, [F0, F2] = iF1, [F0, F1] = −iF2. (5.76)
These generators are related to the previous ones through the map (J˜3, P˜1, P˜2) 7−→ i(F0, F1, F2).
As a consequence, the second component (5.74) defines an su(1, 1)-valued one-form which
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has to be interpreted as an su(1, 1) connection. This condition is necessary in order to avoid
anomalies, i.e. different quantum theories in two different gauges. We saw in the previous
section that there is a gauge in which the original three-dimensional Holst action takes the
form of an SU(1, 1) BF theory, and therefore it is natural to recover an su(1, 1) connection
even if we work in the time gauge. However, for this to be true, the first term in the expres-
sion (5.74) for the sl(2,C) connection must vanish. Since u×du is a dynamical variable, one
must impose the conditions
J ∓ γ−1P = 0. (5.77)
Interestingly, this is the same relation as the linear simplicity constraint used in the new
spin foam models. Just like in the construction of spin foam models, this constraint selects
representations of sl(2,C).
To understand how the representations of sl(2,C) are constrained by (5.77), one has to
notice that this equation has two families of solutions.
1. The first one consists in modifying the action of the infinitesimal boosts Pi while keep-
ing the action of the infinitesimal rotations Ji unchanged in such a way that the linear
condition is satisfied, i.e. by setting P = ±γJ . This is exactly what is done in the
construction of spin foam models. By doing this, the action of the boosts is some-
how compactified, and if one replaces P by ±γJ in the expression (5.74), the sl(2,C)
connection reduces to A = A · J . This solution is the initial su(2)-valued Ashtekar-
Barbero connection, and therefore it cannot lead to an su(1, 1) connection5. This first
sector of solutions to the simplicity-like constraints (5.77) selects the maximal compact
subalgebra su(2) of sl(2,C).
2. The second solution consists in modifying the action of the infinitesimal rotations Ji
by setting J = ±γ−1P , while keeping unchanged the action of the infinitesimal (non-
compact) boosts Pi. In this sense, the rotations are “decompactified”. With this
solution, the complex connection (5.74) reduces to the non-compact element A =
±γ−1A · P , which does not a priori define an su(1, 1) connection since the P ’s do not
form a Lie subalgebra of sl(2,C). However, this is only an apparent problem. Indeed, let
us recall that our extension from su(2) to sl(2,C) has been done in the two-dimensional
representation. In this representation, the generators Pi and Ji are related by a global
factor of i, i.e. Pi = −iJi. As a consequence, in the fundamental representation, the
second solution can be written as follows:
A = ±γ−1A · P = ∓iγ−1A · J = ∓iγ−1 (A1F1 +A2F2 + iA3F0) , (5.79)
5If one still wants to interpret this object as an su(1, 1) connection by writing it on the basis (F0, F1, F2),
one has to go back to the fundamental two-dimensional representation. In this representation, the generators
Pi and Ji are related by a global factor of i only, i.e. Pi = −iJi. Therefore, the connection takes the form
A = A · J = A1F1 +A2F2 + iA3F0, (5.78)
where we have identified the su(2) generators (J1, J2, J3) with (F1, F2, iF0). As expected su(2) and su(1, 1)
are related by a simple (complex) redefinition of the generators, and the connection (5.78) is su(2)-valued
because of the factor of i in its third internal direction.
5.5. Quantum theory 197
where we have identified the su(1, 1) generators (F0, F1, F2) with −i(J3, P1, P2) =
(−iJ3, J1, J2). It is therefore clear that the second solution selects the non-compact
su(1, 1) connection in the initial Lorentz algebra.
We have presented here what seems to be the only two consistent ways of interpreting
the constraint (5.77). Indeed, this constraint should select a three-dimensional subalgebra of
sl(2,C) in order for the resulting connection to be well-defined. The first solution selects the
compact one and corresponds to the choice made in spin foam models. In the context of our
analysis, this solution is not physically relevant since we expect the resulting connection to
be valued in su(1, 1) and not in the Lie algebra of a compact group. By contrast, the second
solution looks much more appealing since it leads to an su(1, 1)-valued connection and also
to the disappearance of the Barbero-Immirzi parameter in the spectrum of the geometrical
operators due to the overall factor of γ−1 in A (5.79). Thus, in the time gauge, the resolution
of (part of) the quantum dynamics turns the initial Ashtekar-Barbero connection to an
su(1, 1) connection, and the theory becomes strictly equivalent to an SU(1, 1) BF theory.
This results is totally consistent with the results obtained in the non-compact gauge, where
the theory reduces to an SU(1, 1) BF theory as well. Since the equivalence to a BF theory is
established, the full quantization of the theory (i.e. the imposition of the quantum flatness
constraint) can in principle be performed and does not pose any conceptual problems even
if it can be mathematically involved.
Action of the flux operator
Let us finish this section with a quick discussion on the disappearance of the Barbero-Immirzi
parameter from the spectra of the geometrical operators. Once the second family of solutions
to the constraint (5.77) is selected, we have the su(1, 1) connection (5.79) and the spin network
states are colored with unitary irreducible representations of SU(1, 1) that we label by r. We
know that the action of the flux operator Xi` defined by the triad E
a
i is given by −i~δ/δAia.
Moreover, since classically
{
Eai , A
j
b
}
= γδab δ
j
i , we can compute the action of the flux on the
holonomy of the connection (5.79) to find
Xi` .D
(r)(U`′) = ∓lPlδ`,`′D(r)(U`<c)FiD(r)(U`>c), (5.80)
where c denotes the intersection ` ∩ `′ and J3 is identified with iF0 according to (5.79). An
equivalent point of view would be to see the flux operator as acting on the holonomy of
the shifted (or self-dual) connection A(γz) defined in (5.71), whose Poisson bracket with E
is given by γz = ±i. This action is also independent of γ. Therefore, we see that it is
equivalent to consider the self-dual theory with an imaginary Barbero-Immirzi parameter or
the complex theory defined with (5.79) and γ ∈ R, since in this case γ disappears due to the
redefinition of the appropriate variables. Beyond this observation about the role of γ, it is
even more interesting to see that it is possible to obtain a positive-definite length spectrum.
Indeed, the “gauge invariant” quadratic operator X2` is diagonalized by the spin networks
and its eigenvalues are given by
X2` .D
(r)(U`′) = l
2
Plδ`,`′Q
(r)D(r)(U`), (5.81)
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where Q(r) denotes the evaluation of the Casimir operator Q = F 21 +F
2
2 −F 20 in the represen-
tation labelled by r. First, it is important to notice that the factor of i in the third component
of the connection (5.79) is responsible for the fact that the action of X2` gives exactly the
Casimir of su(1, 1). Second, let us recall that there are two families of unitary irreducible rep-
resentations of su(1, 1), the continuous series (non-exceptional and exceptional classes) and
the discrete series (positive and negative). Q takes negative values for the later and positive
values for the former. Therefore, if one requires that X2` be a positive-definite operator, only
the continuous series is admissible. Since X2` is the building block of the length operator, at
the physical level this operator will necessarily have a continuous spectrum. This is to be
contrasted with the a priori prediction that could have been made at the kinematical level
if we had stopped the analysis of the SU(2) theory in the time gauge i.e. before recasting
the Hamiltonian constraint as a flatness constraint for the complex connection A, and before
arriving at the linear constraint that selects the su(1, 1) connection. Indeed, if we had stayed
at the superficial level of the SU(2) kinematics, we would have derived a discrete length
spectrum proportional to γ. The observation that working with the SU(1, 1) representations
leads to a continuous spectrum independent of γ is completely consistent with the fact that
we are describing Lorentzian three-dimensional gravity [69].
5.6 Conclusion and perspectives
In this chapter, we have studied the role of the Barbero-Immirzi parameter in the con-
struction of a symmetry reduced version of loop quantum gravity. This symmetry reduction
consists in imposing invariance along a given spatial direction, which reduces the original four-
dimensional Holst action to an action for three-dimensional gravity with a Barbero-Immirzi
parameter. This action was originally introduced and analyzed in [17] in its Plebanski form,
and further studied in [18] in Euclidean signature and for two specific gauge choices. In the
Lorentzian theory, these two gauge choices, which we have shown to be consistent with the
dynamics of three-dimensional gravity, have drastically different interpretations. The first
one reduces the action to that of SU(1, 1) BF theory, and leads to a Hamiltonian formulation
without any dependency on the Barbero-Immirzi parameter. The second one, which we refer
to as the time gauge, leads just like in the four-dimensional case to an SU(2) theory written
in terms of the Ashtekar-Barbero connection for γ ∈ R and admitting the same type of first
class Gauss, scalar and vector constraints. Since three-dimensional gravity is an exactly sol-
uble (classical and quantum) system, we have argued that this model can serve as a test bed
to understand the relevance of the Barbero-Immirzi parameter in the dynamics of quantum
gravity.
We have seen in this three-dimensional model that it is possible to rewrite the scalar and
vector constraints of the SU(2) theory in the time gauge in the form of a unique flatness
constraint for a complex connection A, and that this latter is closely related to the complex
(anti) self-dual Ashtekar-Barbero connection. However, nowhere did we set by hand the
Barbero-Immirzi parameter to the value γ = ±i. Then, we have argued that in order for
the quantum theory to be consistent with the quantization of Lorentzian three-dimensional
gravity (i.e. SU(1, 1) BF theory), the complex connection A had to be su(1, 1)-valued, a
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requirement that is met only if the generators of sl(2,C) satisfy the constraint J∓γ−1P = 0.
This constraint is nothing but the linear simplicity constraint used in the construction of four-
dimensional spin foam models, and its role is to restrict the representations of the Lorentz
group in a way that is compatible with the dynamics of (quantum) general relativity. More
specifically, the constraint can a priori have two families of solutions depending on how
it is interpreted (i.e. by assigning a more fundamental role to either the rotations or the
boosts), and we have seen that only one of them is consistent with the physical content of
the theory. Indeed, it is only when replacing the rotation generators Ji by ±γ−1Pi that the
original su(2) Ashtekar-Barbero connection is turned into an su(1, 1) connection, leading in
turn to continuous spectra for the (kinematical and physical) geometrical operators and to
the disappearance of the Barbero-Immirzi parameter.
These new and surprising observations raise a lot of questions, the most important one
certainly being that of their implication for the four-dimensional theory and both its canonical
and spin foam quantizations. At first sight, it may seem that we are running into circles.
Indeed, it is known that in four-dimensional canonical gravity one can make the choice γ = ±i,
which evidently gets rid of the Barbero-Immirzi ambiguity in the theory and simplifies the
Hamiltonian constraint, but at the expense of introducing the reality conditions which we
do not know how to implement at the quantum level. However, what our three-dimensional
model has shown is that the reality conditions can in some sense be traded for the linear
simplicity-like constraint J∓γ−1P = 0. These can indeed be thought of as reality conditions
since they constrain the components of the complex connection A in such a way that the
resulting connection is su(1, 1)-valued (which, as we have argued, is a physically-consistent
requirement since we are describing Lorentzian three-dimensional gravity). Moreover, we
have seen that in order to obtain the su(1, 1) connection, the simplicity constraint has to
be interpreted in a different way from what is done in spin foam models, i.e. by expressing
the rotations in terms of the boosts and not the other way around. Finally, we have pointed
out that this construction leads to a positive-definite length spectrum, which translates the
reality of the metric.
Without the new ingredient of our construction, which consists in sending the three-
dimensional Ashtekar-Barbero phase space back to that of SU(1, 1) BF theory, we would
have derived a “wrong” kinematical structure for three-dimensional gravity. Indeed, if we
had worked with the SU(2) theory we would have obtained a discrete length spectrum pro-
portional to γ. Alternatively, if we had naively chosen γ = ±i in order to get rid of the
Barbero-Immirzi ambiguity and simplify the Hamiltonian constraint, we would have con-
structed the kinematical structure with sl(2,C) spin network states and obtained an incorrect
minus sign in the length spectrum (unless the representations entering the Casimir operator
are interpreted differently). The key point is therefore the derivation of the simplicity-like
constraint, which when solved appropriately selects the su(1, 1) subalgebra as the kinematical
arena on top of which to construct the physical Hilbert space.
As far as the full four-dimensional theory is concerned, we now have to think about
the implementation of this three-dimensional construction in both the canonical theory and
the spin foam models. It is quite likely that in the canonical theory there will be analogous
simplicity-like conditions which restrict the type of representations that have to be considered.
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The situation might be clearer in spin foam models, since their construction relies mainly
on properties of the internal symmetry group and not that much on the symmetries of
the spacetime, and our three-dimensional model has been constructed without affecting the
internal symmetry group. Of course, the internal symmetry group has been affected by our
gauge choice, but this is exactly what happens in spin foam models, where the simplicity
constraints on the B field induce relations between the SL(2,C) representations, which in
turn define the SU(2) Ashtekar-Barbero connection starting from the initial Lorentz spin
connection. It might very well be that when implementing the linear simplicity constraint
with γ = ±i, one has to understand the resulting self-dual SL(2,C) representations rather as
representations in the continuous series of SU(1, 1).
Finally, note that the discrete area spectrum, derived from the quantization of the SU(2)
phase space, can be obtained by sending by hand the real Immirzi parameter γ to the value
γ = ±i and in the same time sending the spin j to the complex value j = (is − 1)/2 where
s ∈ R+. This is precisely the analytic continuation derived in the context of black hole entropy
and presented in the precedent chapter. At least in three dimensional gravity, we know that
General Relativity can be formulated both as an SU(2) and as an SU(1, 1) topological field
theory. At the kinematical level, when the scalar constraint has not been taken into account,
the two quantum theories are quite different. However, the two kinematical area spectrums
can be mapped through our analytic continuation prescription discussed above.
However, one cannot conclude for the four dimensional case. More investigations are
needed to understood the role of this analytic continuation and the resulting quantum states.
Up to now, we have tested this prescription in symmetry reduced models, i.e. spherically
symmetric space-time (black hole) and three dimensional gravity. We can pursue this task
to learn more about this prescription and see whether it preserves the interesting results
obtained in LQG. The natural next step is to apply this analytic continuation to the loop
quantization of the homogenous and isotropic space-times.
Indeed, the resolution of the initial singularity in Loop Quantum Cosmology has been
proven to be a robust result of the loop quantization of homogenous and isotropic space-
time. Moreover, this quantum cosmology admits the right semi classical limit, i.e. the usual
Friedman cosmology. An idea would be to implement our prescription in this context and
study how those very appealing results of LQC are modified. This is the subject of the next
chapter.
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In this chapter, we describe a new model of Loop Quantum Cosmology, developped in [1].
The basic idea is to apply the analytic continuation prescription introduced in chapter 4 to the
simplest Loop Quantum Cosmology model, i.e. the flat universe k = 0 with no cosmological
constant Λ = 0. We have seen that this prescription, first derived in the context of the
analytic continuation of black hole entropy, turns out to have very interesting properties.
This is the unique prescription (in a precise sense explained in chapter 4) leading to the
Hawking area law supplemented with its logarithmic quantum corrections. Moreover, the
last chapter convince us that, at least in three dimensional LQG, the presence of the Immirzi
parameter in the area spectrum is a gauge artifact. Again, the very same prescription cures
this gauge artifact and send the discrete γ-dependent area spectrum (inherited from the
SU(2) gauge choice) into the continuous γ-independent area spectrum (inherited from the
SU(1, 1) gauge fixing). In the light of those results, it seems that although very simple, this
prescription carries a deep meaning for the full self dual version of Loop Quantum Gravity.
The 4D theory being highly non trivial, it is therefore natural to look for simpler models where
we can explore the implications and properties of this prescription further. The symmetry
reduced models offer in this perspective a good laboratory. The spherically symmetric black
hole defined by the isolated horizon was the first one to be studied. However, the system was
isolated and there was no dynamics to study. Therefore, we would like now to go a step further
and work out our prescription in a reduced symmetry model where the dynamics remains non
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trivial. In this perspective, symmetry reduced models where the dynamics is available and
remains in the same time non trivial correspond to the Loop Quantum Cosmology models.
Those models are based on the applications of the LQG quantization technics to cosmological
settings. We refer the reader to [2, 3] for pedagogical reviews. The main success of those
models was to provide a resolution of the original singularity of the Universe based on a full
quantum theory of cosmology [4, 5, 6], but also a discussion of the pre-inflationary scenario
[7, 8] and a study of the quantum perturbations over a quantum space-time [9, 10]. The road
to quantum cosmology was inspired from DeWitt’s ideas and initiated in 1969 by Charles
Misner. It led to a flurry of activity but the mathematical framework remained formal. This
old quantum cosmology is based on the quantization of the Heinsenberg algebra generated
by the scale factor a and its conjugated variable pa, inherited from the geometrodynamics
formulation of General Relativity. One can show that such quantum theory of cosmology do
not lead to a singularity resolution [2]. This statement has to be understood in a precise sense.
Asking for the singularity resolution implies to have at our disposal a full quantum theory,
its Hilbert space structure containing the physical states and the way to compute transition
amplitudes and expectation values of the physical observables. We say that the singularity is
resolved when observables which diverge in the classical theory (such as the curvature or the
energy density) turns out to have bounded expectation values in the quantum theory. In this
precise sense, the Wheeler Dewitt quantum cosmology do not resolve the initial singularity.
Instead, one can build the quantization procedure on the algebra commonly used in LQG,
i.e. the holonomy-flux algebra. As explained in the second chapter, the representation of
this algebra turns out to be unique when we require that it carry a unitary action of the
diffeomorphism symmetry. This result is known as the LOST theorem and is the corner stone
of Loop Quantum Gravity. The quantum cosmology built on this new algebra is inequivalent
to the old one [11], leading to a rich ensemble of result. As we will show below, the new
quantum cosmology do resolve the initial singularity. One can compute the expectations
values of the energy density and of the volume operators and they turns out to be bounded.
As we have explained, we would like now to study, in the simplest setting, if this non trivial
result of real Loop Quantum Cosmology persists when we apply our analytic continuation
prescription. To be more precise, the goal is to answer the three following questions:
• Is this simple prescription sufficient to preserve the bouncing scenario of real LQCat
the effective level ? Put it differently, do the energy density and the curvature of the
universe in the effective approach remain bounded once the prescription is applied ?
• In this reduced symmetry framework, can one developed the full quantum theory of
Loop Quantum Cosmology in term of the homogenous and isotropic self dual variables,
i.e. with γ = i ?
• If the answer is in the affirmative, what can we learn for the full quantum theory ?
The first question can be answer in the affirmative. After applying our prescription, the
effective Hamiltonian remains bounded. The second question is more tricky. Indeed, we will
present the full quantization of the model in the so called exactly solvable framework (states,
expectations values ...) but this model remains technicaly more involved than its real version.
For instance, a close formula for the maximal energy is not available in the self dual case.
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Moreover, the quantum representation where the dynamics is given by a difference equation
has not been derived yet, also for technical reasons. However, we can still proof the bounded
character of the volume operator in our self dual solvable model. Finally, we will discuss the
last question and proposed some ideas which could lead to new insights for the full theory.
This chapter is organized as follow. We first present the classical formulation of the re-
duced model we are quantizing in Loop Quantum Cosmology, written in term of the isotropic
and homogenous Ashtekar’ s variables and present its hamiltonian formulation. This is the
very first step before canonical quantization. Then we developed the effective approach,
where we implement the holonomy corrections to the hamiltoninan. It turns out that this
effective hamiltonian carries already rich informations. For example, one can already observe
the singularity resolution at this level. We embark then in the full quantum theory in the
j = 1/2 representation. Different choices of polarization when quantizing the classical theory
lead to two versions of the same quantum theory. In the first one, the dynamics is given
by a difference equation, underlying the discrete geometry behind this quantum cosmology.
In the second one, i.e. the exactly solvable model, the dynamics is given by a differential
equation. This version is more suited for practical computations of expectation values. We
present in details this two sides of real LQC. Having presented the complete quantum model,
we proceed to its generalization and compute the hamiltonian for any spin j representation.
This is the tool we need to apply our analytic continuation prescription. The last section is
devoted to the new model and we present the result in the effective and the exactly solvable
approach.
6.1 Real Loop Quantum Cosmology and the singularity reso-
lution
6.1.1 The classical setting
We will only focus on the simplest case, the flat FLRW space-time k = 0, with a vanish-
ing cosmological constant Λ = 0. We work with the R3 topology. The metric for such a
cosmological space-time reads:
ds2 = −N2dt2 + a2δijdxidxj (6.1)
The starting point is the action of a scalar field minimally coupled to gravity. In quantum
gravity, because of background independence, we are dealing with a “frozen” formalism,
where no time is available. Indeed, the time evolution turns out to be a symmetry in gravity.
To circumvent this problem, it was commonly assumed to used an internal variable, either
from the gravitational or matter sector, to play the role of a global time. This is the basic
idea of the deparametrization procedure. In the WDW theory, the scale factor a was used for
this task. However, to be a “good” clock, the choosen variable has to be monotonic. Already
in the classical theory, in the context of closed models, the scale factor fails to respect this
condition and is therefore not well suited to be used an an internal time. Another idea is
to used its conjugated variable pa. It was shown in [12] that this choice lead to a good
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behaviour of the time variable. In Loop Quantum Cosmology, we introduced a scalar field
for two reasons. First, the scalar field φ is a good candidate to play the role of an internal
clock in the quantum theory and second, it is the simplest non trivial matter content we can
think of when trying to build the quantum theory. It is needed to define the energy density
of the universe as we will see. Consequently, the action we are interested in is:
S = Sgrav + Smatter =
1
κ
∫ √
g(R− κgµν∂µφ∂νφ) (6.2)
Using the real Ashtekar’s variables, the gravitational action Sgrav takes the form:
Sgrav =
1
κ
∫
1
γ
Eai A˙
i
a +NC +N
aHa + β
iGi (6.3)
where κ = 8piG, N , Na and βi are respectively the lapse function, the shift vector and
an su(2)-vector. As explained in the precedent chapters, they are Lagrange multipliers
enforcing repesctively the hamiltoninan constraint C, the vectorial constraint Ha, and the
Gauss constraint Gi. γ is the Immirzi parameter. The electric field E
a
i and the Ashtekar-
Barbero connection reads:
Eai =
√
det(e)eai and A
i
a = Γ
i
a + γK
i
a
where, as usual, eai is the tetrad, Γ
i
a is the spatial su(2) -Levi Civita connection and K
i
a the
su(2) - extrinsic curvature. Finally, the explicit expression of the constraints was derived in
the second chapter and read:
G = ∂aE
a +Aa × Ea
Ha = E
a.Fab(A)
C = − 1
γ2
Ea × Eb
2
√
det(E)
.(Fab(A) + (1 + γ
−2)Rab(Γ))
The action for the scalar field can also be decomposed along the same line and we obtain:
Smatter =
∫
g00∂0φ∂0φ =
∫
−a
3
N
φ˙2 =
∫
pφφ˙ =
∫
1
2
pφφ˙− N
2a3
p2φ where pφ = −
a3
N
φ˙
In view of the quantum theory, we are looking for an hamiltonian formulation of the
system. This is the royal road to quantization. Let us therefore write the full Hamiltonian
of the system.
Htot =
∫
1
κγ
Eai A˙
i
a +
1
2
pφφ˙− Lgrav − Lmatter
=
1
κ
∫
−NC −NaHa − βiGi + Nκ
2a3
p2φ
=
1
κ
∫
N(
κ
2a3
p2φ − C)−NaHa − βiGi
Now, we can proceed to the symmetry reduction of the model. The requirement of homogene-
ity and isotropy severely restrict the form of the electric field Eai and the Ashtekar-Barbero
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connection Aia. Because of homogeneity, any spatial partial derivative vanish i.e. ∂a = 0, as
well as the spatial part of the Levi Civita connection, i.e. Γia = 0. The conjugated variables
take the form:
Eai = p(t)δ
a
i and A
i
a = γk(t)δ
i
a = c(t)δ
i
a
It turns out that the Gauss constraint G and the vectorial constraint Ha are automatically
sastified by the homogenous and isotropic version of the conjugated variables. Moreover, the
new symmetry reduced conjugated variables are related to the scale factor by the following
relations:
Eai = det(e)e
a
i = p(t)δ
a
i = a
2δai p = a
2
Aia = γK
i
a = γ
a˙
N
δia k =
c
γ
=
a˙
N
Finally, a last precaution has to be taken. Indeed, since we are working in a non compact
space-time with the R3 topology, i.e. without boundaries, any space-time integral will diverge.
To avoid those divergences, we restrict our calculus to a fiducial cell of physical volume :
V0 = a
3v0. Therefore, the comoving volume v0 will enter in all the formula such as the
Poisson bracket. However, we can safely set it to unity without changing the conclusion.
This is true only when treating the open universe, k = 0. The Poisson bracket for the
homogenous and isotropic variables (k, p) and (φ, pφ) reads:
{k, p} = κ
3
and {φ, pφ} = 2
From the three constraints, only the hamiltonian constraint remains. However, plugging the
homogenous and isotropic version of the electric field and of the Ashtekar Barbero connection
drastically simples its expression:
C =− 1
γ2
Ea × Eb
2
√
det(E)
.Fab = − 1
2 γ2
ijkδ
a
i δ
b
j
p2
p3/2
.Fab = − 1
2 γ2
ijkδ
a
i δ
b
j
p2
p3/2
kmnδ
m
a δ
n
b γ
2k2
=
1
2
√
pk2k
ijkmnδ
m
i δ
n
j =
1
2
√
pk2(δim δ
j
n − δjm δin)δmi δnj
=
1
2
(9− 3)√pk2 = 3√pk2
Finally, including the part due to the scalar field, the classical hamiltonian constraint
reduces to:
N [
p2φ
2p3/2
− 3
8piG
√
pk2] = 0
The phase space to quantize is therefore given by the two Poisson brackets above, and
the two couples of conjugated variables (k, p) and (φ, pφ) are constrained by the precedent
hamiltonian constraint.
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In view of the quantum theory, we can simplify the hamiltonian by different choices of
the lapse function N . Indeed, we observe that the denominator of the first term contains the
power three of the scale factor p3/2 = a3, i.e. which is the physical volume of the fiducial cell
(we have fixed its comobile volume to unity). This term would bring difficulties when going
to the quantum theory, and we therefore cancel it by multiplying the full hamiltoninan by
the same quantity, i.e. asking for: N = a3.
N = a3 = p3/2
p2φ
2
− 3
8piG
p2k2 = 0 (6.4)
However, to deal with the effective approach, it will be more interesting to work with
N = a−3. Indeed, one can directly read the energy density in this form and study the
modification of the holonomy corrections at the classical level :
N = a−3
p2φ
2p3
− 3
8piG
k2
p
= 0 with ρ =
p2φ
2p3
=
p2φ
2V 2
(6.5)
As expected, this last equation turns out to be the first Friedman equation:
ρ− 3
8piG
k2
p
= 0 → H2 = 8piG
3
ρ (6.6)
Having detailed the classical theory and its hamiltonian formulation, we can now study
the effective approach of Loop Quantum Cosmology.
6.1.2 The effective approach
We present now the effective approach. The idea is to implement the very first step of the
LQG quantization technics, without going until quantization. As explained in chapter 2, in
LQG, we are no longer interested in working with the connection Aia as the fundamental
variable, but with its holonomy, i.e. the exponential of the path ordered integral of the
connection along an edge embedded in the 3D manifold:
hi(A) = exp(
∫
µ
Aiaτidx
a)
= exp(
∫
µ
γk(t)δiaτidx
a)
= exp(γkµτi)
Now that we have identified the variable we want to work with, we need to express
the hamiltoninan, the only constraint remaining, in term of those holonomies. Obviously,
different choice exist and we call a given choice a parametrization of the hamiltonian. In the
LQC literature, it is commonly assumed to rewrite the hamiltonian using the Baker Campbell
Haussdorf formula, which gives the curvature of the connection A in term of the holonomy
of the same connection around a closed fundamental square plaquette of an infinitesimal size
µ:
hij = 1 + µ
2F kabτkδ
a
i δ
b
j +O(µ3) where hij = hihjh−1i h−1j
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Isolating the curvature, this formula leads to the so called F-quantization procedure and the
curvature of the connection is given by:
F kab =
1
Trj(τkτk)
lim
µ→0
Trj{τk
hij − 1
µ2
}δiaδjb
= − 3
j(j + 1)(2j + 1)
lim
µ→0
Trj{τk
hij − 1
µ2
}δiaδjb
where we have used the following formula (derived from the su(2) algebra) : Tr(τkτk) =
−13j(j+ 1)(2j+ 1). A few comments are worthwhile concerning this pre-quantization proce-
dure. The first point to note is that we are trading a local expression for the curvature for
a non local one. This is at the heart of the LQG quantization procedure. Indeed, the very
first step is to forget about the local connection Aia and to work instead with the non local
variable which is the holonomy of the connection along a given path. The second point is to
observe that the precedent formula for the non local curvature is a truncation at the second
order of an infinite serie. Therefore, plugging this new truncated formula for the curvature
into the hamiltonian lead to a constraint which is no more exactly the one of homogenous and
isotropic General Relativity. However, we will see that the truncated constraint tends to the
constraint of homogenous and isotropic General Relativity on large scale, which is precisely
what is needed. As we will see, the modifications brought by the holonomies corrections are
important only at high energy, i.e. at the initial singularity. For the moment, let us compute
explicitly the curvature in order to define the new hamiltonian. As we can see, the formula
for the non local curvature implies a trace which can be done in any spin-j representation of
the su(2) algebra. However, in the literature, we generally restrict the computation to the
fundamental representation which is the simplest one, i.e. the j = 1/2-representation. In this
representation, one can compute the holonomy around the fundamental square plaquette of
size µ and one obtain:
hab = hahbh
−1
a h
−1
b
= exp(2ατa) exp(2ατb) exp(−2ατa) exp(−2ατb)
= (cos(α) + 2sin(α)τa) (cos(α) + 2sin(α)τb) (cos(α)− 2sin(α)τa) (cos(α)− 2sin(α)τb)
= cos(2α) +
1
2
sin2(2α) + sin2(2α)abcτ
c + sin(2α)(1− cos(2α))(τa − τb)
where we have posed for brevity 2α = µγk = µc. Having computed this first term
entering in the above trace, we can now obtain the trace involved in the formula of the non
local curvature:
Trj=1/2{habτ l} = −sin2(µc)abl −
1
2
sin(µc)(1− cos(µc))(δla − δlb)
With this result at hand, the computation of the non local curvature is direct. Plugging
the precedent result in the general formula, we obtain the non local cuvature in the spin
1/2-representation:
1/2Fab
l = lim
µ→0
{ −sin
2(µc)
µ2
ab
l − sin(µc)(1− cos(µc))
µ2
(δla − δlb) }
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Now we come at the crucial point. To have an explicit formula for the non local curvature,
we need to take the limit where the size of the square plaquette shrink to zero. However,
inspired by the area spectrum derived in full kinematical LQG, we know that the null area
is not accessible at the quantum level. Taking this point seriously and importing it into this
model, we let the physical size of the square plaquette shrink to the minimal value of the
area spectrum, i.e. to the area gap λ. Since we are dealing with the physical size of the
plaquette and not with its comobile size, we have:
a2µ¯2 = λ = 4piγl2p
√
3
where a is the scale factor. This the true LQG input of the model. The non local curvature
becomes:
1/2Fab
l = lim
µ→µ¯ { −
sin2(µc)
µ2
ab
l − sin(µc)(1− cos(µc))
µ2
(δla − δlb) }
= { −sin
2(µ¯c)
µ¯2
ab
l − sin(µ¯c)(1− cos(µ¯c))
µ¯2
(δla − δlb) }
We can now plug the new expression of the non local curvature into the full hamiltonian
constraint, obtaining therefore:
C = N { p
2
φ
2p3/2
− 1
16piGγ2
ijkδ
a
i δ
b
jab
kp1/2
sin2(µ¯c)
µ¯2
}
= N(
p2φ
2V
− 3
8piGγ2
V
sin2(λb)
λ2
) with V = p3/2
In the last line, we have used a new set on conjugated variables which make the inter-
pretation of the quantities more transparent. The couple of variables (b, V ) is defined as
follow:
b =
c√
p
= γH and V = p3/2 = a3 {b, V } = κ
3
∂c(
c√
p
)∂p(p
3/2) =
γκ
2
The first one correspond to the Hubble parameter while the second one encodes the volume
of the universe, the fiducial cell. Finally, the quantity λ is defined as : λ = aµ¯ and satisfy
µ¯c = λb. It is also useful to introduce already at this level the reduced volume variable
ν = V/2piG, which will be used in the quantum theory. The quantum states will be function
of (φ, ν). Their interpretation is more easy than function of the variable p precendently
used. With those notations and the choice of the lapse function precedently discussed in the
classical settings, i.e. N = 1/V , the hamiltonian constraint take the usual form used in the
LQC litherature:
p2φ
2V 2
− 3
8piGγ2
sin2(λb)
λ2
= 0
One can now defined simply the matter energy density, i.e. the energy density of the scalar
field as ρ = Π
2
2V 2
, which leads to:
ρ =
3
8piGγ2
sin2(λb)
λ2
hence ρ < ρmax =
3
8piGγ2
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The energy density of the universe is now bounded and its evolution in the past do not
engender a singularity. The modified Friedman law can be derived from the Poisson bracket
of the volume and the precedent hamiltonian which reads:
V˙ = {V,C} = −8piGγ∂Htot
∂b
=
3V
γλ
sin(λb)cos(λb)
In this particular case, the effective Friedman equation, supplemented with the holonomy
corrections take a very nice form:
H2 =
( V˙
3V
)2
=
1
γ2λ2
sin2(λb)cos2(λb) → H2 = 8piG
3
ρ(1− ρ
ρmax
)
We see that the holonomy modifications dilute the contraction of the universe when
ρ ' ρmax until stopping it precisely at ρ = ρmax. Therefore, already at the level of the
effective equation, we observe that the universe do not experience a singularity, since the
density is bounded by a given value. It follow that the Hubble parameter do not tend to
infinity when going backwards, both the curvature and the energy density remains bounded.
The initial singularity, corresponding to (ρ = ∞, H = ∞), is resolved and is now replaced
by: (ρ = ρmax, H = 0). However, to conclude properly, we need to develop the full quantum
theory and compute the expectation value of those two quantities to see if they remains
bounded at the quantum level.
6.1.3 The full quantum theory
We present now the full quantum theory of Loop Quantum Cosmology. The very first step
to quantize the theory is to choose the classical algebra we want to quantize.
The old WDW quantum cosmology was based on the Heinsenberg algebra generated
by the classical variables (c, p), i.e. the usual algebra of quantum mechanics. Since this
quantum cosmology fails to resolve the initial singularity, we are led to search for another
classical algebra. In LQC, we mimic the strategy used in full LQG and we choose to work
with the so called homogenous and isotropic holonomy-flux algebra. This choice is motivated
because we are interested in working in a diffeomorphism invariant formalism. It turns out
that the holonomy flux algebra has a unique representation which carries a unitary action of
the diffeomorphism symmetry. Let us comment on the variables generating the homogenous
and isotropic analogue of the holonomy flux algebra. The electric field being only time
dependent and reducing to the function p(t), its flux across a surface S will only be given
by F (p) = pS. Therefore, we can forget about S and only consider the variable p since S in
only a constant. Finally, we know that in the spin 1/2-representation, the holonomy of the
connection hµ(c) along an edge µ can be decomposed as:
hµ(c) = e
µc/2τi = cos(
µc
2
)I+ 2 sin(
µc
2
)τi =
∑
k
αke
iµkc
Therefore the building blocks of the homogenous and isotropic holonomy are the elementary
functions Nσ(c) = e
iσc where σ is real. We will work with this fundamental functions for the
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rest of the discussion. Consequently, the homogenous and isotropic version of the holonomy-
flux algebra of LQG reads respectively at the classical and at the quantum level:
{Nσ(c), p} = γκ
3
iσNσ(c) → [ Nˆσ(c), pˆ ] = −γκ
3
~σNσ(c)
Now that we have identified the quantum algebra A of operators, we can construct the
quantum theory [?]. The quantum theory is found by finding a representation (H, pi) of the
quantum algebra A. The Hilbert space H is defined by the couple (V,<;>) of a vector space
V endowed with a scalar product. The application:
pi : A→ End(V)
a→ pi(a) = Aˆ
maps an element a ∈ A into an endomorphism, i.e. an operator Aˆ ∈ End(V) which acts on
V . If some symmetry is present in the classical theory, it appears as an automorphism in
the quantum algebra A, i.e. a map θ : A → A. In the quantum theory, we say that the
representation carries a unitary action of the symmetry θ if there is a unitary operator U
acting on V such that : pi(θ(A)) = UAˆU−1.
Let us consider the Heinsenberg algebra, or equivalently the Weyl algebra generated by
Uα(c) = e
iαc and Vβ(p) = e
iβp. From the Von Newman theorem, the representation of the
Weyl algebra is unique provided the matrix elements < Ψ|pi(Uα)|Ψ > and < Ψ|pi(Vβ)|Ψ >
for a given quantum state Ψ ∈ H are continuous respectively w.r.t α and β. Therefore,
the scalar product <;> has to be continuous. However, this unique representation, i.e. the
Heinseberg representation, fails to carry a unitary action of the diffeomorphism symmetry.
It is therefore not well suited when dealing with quantum gravity (or quantum cosmology in
the present case).
Following the LOST theorem and the results of Fleischak, in turns out that looking for
a representation of the Weyl algebra which carries a unitary action of the diffeomorphism
symmetry implies to drop out the continuity property of < Ψ|pi(Uα)|Ψ > and < Ψ|pi(Vβ)|Ψ >
w.r.t α and β. Giving up on the continuity property of the matrix elements of the repre-
sentation leads to a unique representation, called the Ashtekar Lewandowski representation.
This representation is characterized by a discontinuous scalar product <;>. Therefore, the
price to pay to work in a diffeomorphism invariant fashion at the quantum level is to give
up on the continuity property of the representation, i.e. of the scalar product. Finally, the
requirement of diffeomorphism invariance seems to be much more powerful than any other
symmetry requirement, because it select a unique representation. The LOST theorem is the
corner stone of LQG and justify a posteriori the choice of the quantum algebra.
Now, as we have explained above, the quantum states Ψ(c) ∈ H are build as functional
of the homogenous holonomy. Therefore, they are simply given by elementary functions
Nσ(c) = e
iσc. Since the scalar product is no more continuous w.r.t σ, we have the following
relation between quantum states:
< Nσ1 |Nσ2 > = δσ1,σ2 =
{
1 if σ1 = σ2
0 if σ1 6= σ2 (6.7)
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Therefore, Nσ(c) = e
iσc are quasi periodic function, where σ has support only on a countable
number of points. Now that we have our quantum theory at hand, we can explicit the
actions of the quantum operators on the quantum states. We work in the polarization where
the holonomy operator Nˆσ(c) act as a multiplicative operator while the operator pˆ acts by
multiplication, i.e.:
Nˆσ(c) . Nµ(c) = e
iσcNµ(c) pˆ . Nµ(c) = i~
γκ
3
∂
∂c
Nµ(c)
We can also work in the opposite polarization, where the quantum states are defined as
the eigenstates of the operator pˆ, i.e. : Ψ(p). In this polarization, the operator pˆ acts by
multiplication while the operator Nˆσ(c) acts via translation on the quantum states :
Nˆσ(c) .Ψ(p) =
∑
n
1
n!
(βσ
∂
∂p
)nΨ(p) = Ψ(p+ βσ) pˆ .Ψ(p) = p Ψ(p)
with β = 8piγl2p/3.
Finally, it is possible to work with the other set of canonical conjugated variables that we
called (b, ν) in the precedent section. We recall that v = V2piGγ . In term of those variables,
the classical theory is given by:
{Nσ(b), v} = 2iσNσ(b) and {φ, pφ} = 2 p2φ − 3piGv2
sin2(λb)
λ2
= 0
Applying the same strategy, our quantum algebra is given by:
{Nσ(b), v} = 2iσNσ(b) → [ Nˆσ(b), vˆ ] = −2~σNσ(b)
At this point we can follow what is done in standard LQC and introduce the new operator
νˆ = vˆ/~. We choose to work in the ν-representation, where the quantum states are of the
form: Ψ(ν). In this case, the quantum operators acts on the quantum states as follow:
Nˆσ(b) .Ψ(ν) =
∑
n
(2σ)n
n!
∂nνΨ(ν) = Ψ(ν + 2σ) νˆ .Ψ(ν) = ν Ψ(ν)
Having the action of the quantum operator at hand, we can explicit the expression of the
quantum hamiltonian constraint:
∂2φΨ(φ, ν) =
3piG
4λ2
νˆ ( eiλb − e−iλb)( eiλb − e−iλb)νˆ Ψ(φ, ν)
=
3piG
4λ2
νˆ ( ei2λb − 2 + e−i2λb)νˆ Ψ(φ, ν)
=
3piG
4λ2
ννˆ ( Ψ(φ, ν + 2λ)− 2Ψ(φ, ν) + Ψ(φ, ν − 2λ)) Ψ(φ, ν)
=
3piG
4λ2
ν ( (ν + 2λ)Ψ(φ, ν + 2λ)− 2νΨ(φ, ν) + (ν − 2λ)Ψ(φ, ν − 2λ))
The dynamical equation for the universe, in this particular representation, i.e. the ν-
representation, turns out to be a difference equation. It means that the variable ν has
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support on a lattice for which the size is specified by multiple of the quantity λ which is the
area gap. From this result, we observe that the universe experiences discontinuous evolution
from one volume state to another one. However, it is difficult to get access to the expectation
values of Dirac observables in this representation. This is why we will present now the exactly
solvable model, which is more suited for those goals.
6.1.4 The exactly solvable model
Now, we turn to the so called exactly solvable model. This model is based on the observation
that working instead in the polarization where the quantum states are functions of b and not
of ν permit to solve analytically the model. In this approach, different questions regarding
the bounce and the quantum fluctuations can be addressed. Moreover, working in the b-
representation trade the difference equation of the precedent section into a true differential
equation. Therefore, the quantum states are now wave functions of the variables (φ, b): i.e.
χ(φ, b). The quantum algebra is generated by the reduced volume operator vˆ = V/2piGγ and
the holonomy operator Nˆλ(b) = e
iλb. Their commutations relations are given by:
{ Nˆλ(b), vˆ } = 2λNˆλ(b) → [ Nˆλ(b), vˆ ] = i2~λNˆλ(b)
Finally, because of the choice of polarization, the holonomy operator acts by multiplication
and the reduced volume operator acts as a derivative operator. Their actions reads:
Nˆλ(b) . χ(φ, b) = e
iλbχ(φ, b) vˆ . χ(φ, b) = −2i~ ∂
∂b
χ(φ, b)
We can rewrite the hamiltonian constraint in term of those operators and we obtain:
p2φ − 3piGv2
sin2(λb)
λ2
= 0 → [ ∂2φ − 12piG
(sin(λb)
λ
∂b
)2
] χ(φ, b) = 0
This new quantum hamiltonian constraint is a differential equation. Since we are working
with a periodic function, the range of b can be restricted to: b ∈ (0, pi/λ). We will see that
the range of b is modified in the new model we will present in the following sections. Now,
the quantum hamiltonian constraint can be recast into a Klein Gordon equation using the
change of variable:
x =
1√
12piG
log
(
tan(
λb
2
)
)
dx =
1√
12piG
λ
sin(λb)
db
where x ∈ [−∞,+∞]. Plugging this change of variable in the precedent equation, we obtain
the usual Klein Gordon equation:
( ∂2φ − ∂2x ) χ(φ, b) = 0
This simple dynamical equation selects the physical quantum states. The physical Hilbert
space is given by the positive frequency solutions of the precedent equation, i.e. solutions of:
−i ∂φ χ(φ, x) = ∂x χ(φ, x)
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where we can split the solutions into its right moving and left moving parts: χ(φ, x) =
χL(x+) + χR(x−) and x± = φ± x. Because there is an invariance when we change the triad
orientation, the quantum state χ(φ, x) satisfies χ(φ,−x) = −χ(φ, x). This restriction implies
that we can rewrite the quantum states as: χ(φ, x) = (F (x+) − F (x−)/
√
2, where F (x±)
are arbitrary positive frequency solutions. Now, we are interested in computing expectation
values of the Dirac observables. To do so, we choose to work with the natural scalar product,
i.e. the Klein Gordon scalar product:
(χ1, χ2)phys =−
∫
φ=φ0
[ χ¯1(φ, x)∂φχ2(φ, x)− ∂φχ¯1(φ, x)χ2(φ, x)] dx
= − i
∫
φ=φ0
[ χ¯1(φ, x)∂xχ2(φ, x)− ∂xχ¯1(φ, x)χ2(φ, x)] dx
= i
∫
φ=φ0
[ ∂xF¯1(x+)F2(x+)− ∂xF¯1(x−)F2(x−)] dx
The volume operator is simply given by Vˆ = 2piγGvˆ = −i4piγG~∂b where vˆ = −i2~∂b.
Using instead the operator νˆ = vˆ/~, we have that:
νˆ = −i2 ∂x
∂b
∂x = −i 2λ√
12piG sinλb
∂x = −i 2λ√
12piG
cosh (
√
12piG x)∂x
Let us compute its expectation value of the self dual version of this operator. For brevity,
we note α =
√
12piG:
(χ, νˆχ)phys = i
∫
φ=φ0
[ ∂xF¯ (x+)(νˆF (x+))− ∂xF¯ (x−)(νˆF (x−))] dx
=
2λ
α
∫
φ=φ0
[ ∂xF¯ (x+){cosh (αx) ∂xF (x+) + ∂x cosh (αx)F (x+)}
=
2λ
α
∫
φ=φ0
[ ∂x˜F¯ (x˜)∂xF (x˜){cosh (α(x˜− φ)) + cosh (α(φ− x˜))}
=
4λ
α
∫
φ=φ0
|∂x˜F (x˜)|2 cosh (α(x˜− φ))
Here, we have assumed that the function F (x) falls off rapidly at infinity and that there
are square integrable. From the second to the third line, we have applied two change of
variables: x+ = x˜ dx = dx˜ or x− = x˜ dx = −dx˜. Finally, the last line is obtain making
use of the parity of the function cosh(x). Now, using that : cosh(x) > 1, we conclude that
the expectation value of the volume operator is bounded from below. The universe never
experiences a zero volume state and do not shrink to a point, resolving therefore the initial
singularity of the Big Bang.
< V > = 2piγl2p(χ, νˆ
saχ)phys >
8piγl2pλ
α
∫
φ=φ0
|∂x˜F (x˜)|2 dx
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This conclude the presentation of the exactly solvable model.
We have shown in two precedent sections the quantization of the LQC algebra following
the two main paths presented in the literature. We would like now to mention briefly another
road, which could be relevant with respect to our program.
6.1.5 Beyond the j = 1/2 representation
We would like now to go further. As explained above, to obtain the hamiltonian in the
effective approach, we need to compute the non local form of the curvature. This object
lives in the su(2) algebra and we can therefore compute it any j-representation. In the
precedent presentation, the computation was done in the fundamental representation, i.e.
in the j = 1/2 representation. However, for our purpose, we need the expression of the
non local curvature and hence the effective hamiltonian in the j representation. Indeed our
prescription requires to analytically continue the spin j to the complex value j = (−1+is)/2.
from this perspective, we need the explicit dependency of the hamiltonian on j.
Therefore, we perform in the following this computation and develop the effective theory
in any arbitrary j-representation. As explained in the second section, we choose a regulariza-
tion of the non local curvature that is expressed in term of the holonomy of the homogenous
connection around a fundamental square plaquette of area µ2. Neglecting the third order
term in µ, its expression reads:
F kab = −
3
j(j + 1)(2j + 1)
lim
µ→µ¯ Trj{τ
k hij − 1
µ2
}δiaδjb
Therefore the quantity we need to compute is the Trj{τkhij} for an arbitrary spin j.
Let us fix the indices for simplicity, the other combinations being easy to deduce. The trace
can be recast such that:
Trj{τ3h12} =
∂
∂
trj
(
h12 e
τ3
)∣∣
=0
Now let us call h12 e
τ3 = h123. This object lives in the SU(2) group and its trace is
given by the general formula for the SU(2) character:
Trj
(
h12 e
τ3
)
= Trj
(
h123
)
= χj(θ()) =
sin djθ()
sin θ()
where dj = 2j + 1 is the dimension of the representation. The angle θ() is the Euler angle
where θ ∈ [0, 2pi]. Since the holonomy h12 is expressed in term of the variable b, we need
to evaluate the relation between θ and b. To do so, we come back to the fundamental
representation where we can write:
χ1/2(θ()) = Trj=1/2
{
eλbτ
1
eλbτ
2
e−λbτ
1
e−λbτ
2
eτ
3}
= Tr1/2
{
[cos (λb) +
1
2
sin2 (λb) + sin2(λb)τ3
+ sin (λb)(1− cos (λb)(τ1 − τ2)][cos /2 + 2 sin /2τ3]}
Restricting this relation to  = 0, we obtain:
2 cos θ = 2 cos (λb) + sin2 (λb)
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Here, we define the angle θ as θ = θ(0). Noting X = cos (λb) and solving the equation of the
second degrees for X, we obtain: X = 1±√2(1− cos θ). After some little algebra, one get
a condensed form for the relation between θ and b:
sin
θ
2
= sin2 (
λb
2
)
The next step is to evaluate the derivative of θ w.r.t  at  = 0, i.e. ∂θ∂
∣∣
=0
. For this we
use again the fundamental representation where we can write:
∂θ
∂
∂
∂θ
χ1/2(θ)
∣∣
=0
=
∂θ
∂
sin θ
∣∣
=0
= −1
4
sin2(λb) → ∂θ
∂
∣∣
=0
=
sin2(λb)
4 sin θ
Putting all those results together, the trace involved in the non local curvature, in the
j-representation, is given by:
∂
∂
Trj
(
h12 e
τ3
)∣∣
=0
=
∂θ
∂
∂
∂θ
χj(θ)
∣∣
=0
=
sin2(λb)
4 sin θ
∂
∂θ
sin djθ
sin θ
Finally the non local curvature in the j-representation reads:
Fab
l = ab
lF12
3 = −abl 12
d(d2 − 1)µ¯2
∂
∂
Trj
(
h12 e
τ3
)∣∣
=0
= −abl 3|p|
d(d2 − 1)λ2
sin2(λb)
sin θ
∂
∂θ
sin djθ
sin θ
where λ is the area gap. We can now give the full hamiltonian in the j representation:
Ctot =
p2φ
2V
+
3V
8piGγ2
ijkδ
a
i δ
b
jFab
k
=
p2φ
2V
+
9V
8piGγ2λ2d(d2 − 1)
sin2(λb)
sin θ
∂
∂θ
sin djθ
sin θ
where again, d = 2j+1. This hamiltonian is the starting point to apply our analytic continua-
tion prescription. But before presenting the self dual model, a few comments are worthwhile.
It is immediate to see that the hamiltonian remains bounded for any j. Therefore, the bounc-
ing scenario of real LQC is not affected by the choice of the SU(2) representation we are
working with. However, when computing the energy density for the universe, we obtain:
ρ =
p2φ
2V 2
= − 9
8piGγ2λ2d(d2 − 1)
sin2(λb)
sin θ
∂
∂θ
sin djθ
sin θ
While this energy density remains bounded for any j, it can experienced some negative
excursions. This is clear from the Figure 1. This observation is in direct conflict with the
definition of the energy density ρ which is always positive, i.e. ρ =
p2φ
2V 2
> 0. Even if this
point is still not clear up to now, we can argue that because we are dealing with truncated
expression for the curvature, and therefore for the effective hamiltonian, we are no longer
describing exact General Relativity and therefore ρ do not describe truly an energy density.
Yet, this remark do not cure the tension between the definition and the negative value of ρ.
As we can see on the Figure 1, only the j = 1/2 representation remains positive on the
whole range of b. Therefore, this is the unique representation which do not enter in conflict
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Figure 6.1: Energy density as a function of b˜ for real loop quantum cosmology for
the lowest representation j = 0 (left panel) and for s = 1/2, 1, 3/2 and 10.
with the definition of ρ. This observation could be interpreted as a kind of selection rule for
the j = 1/2 representation.
Having developed the effective theory for any arbitrary spin j, we are now ready to
perform our analytic continuation and define the so called self dual LQC.
6.2 The new model : self dual Loop Quantum Cosmology
This new model was first introduced in [1]. Our goal is to explore the implications of our
analytic continuation prescription in the cosmological setting, and more precisely, if the
bouncing scenario described by the simplest LQC model is preserved once γ become purely
imaginary, i.e. when working with the homogenous and isotropic complex Ashtekar variables.
We first focus our attention on the effective approach and we devellop in the last section the
full quantum theory of self dual LQC, in the framework of the exactly solvable model.
6.2.1 The effective approach
The effective theory of real LQC, in any arbitrary spin j is given by the Poisson bracket
of the two conjugated variables , i.e. the gravitational canonical variables (b, V ) and the
canonical variables describing the scalar field (φ, pφ). They reads:
{b, V } = γκ
2
{φ, pφ} = 1
The dynamics of those variables is given by the general hamiltonian computed prece-
dently, where the holonomies corrections has been incorporated:
Ctot =
p2φ
2V
+
9V
8piGγ2λ2d(d2 − 1)
sin2(λb)
sin θ
∂
∂θ
sin djθ
sin θ
and sin
θ
2
= sin2 (
λb
2
)
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We use this phase space to apply our analytic continuation prescription. Recall that our
prescription is given by:
γ = ±i and j = 1
2
(−1 + is) s ∈ R+
It follows that d = 2j + 1 = is.
The first task is to identify the presence of γ in the variables. Indeed, the variables b
that we used from the beginning contains a γ and we note it b = γb˜ where b˜ ∈ R. Therefore
b becomes purely imaginary, i.e. b ∈ i R. This shift from real to purely imaginary for the
variable b induces some restrictions on the variable θ. The relation between θ and b lead to
sinh2(λb˜/2) = − sin θ/2 where θ ∈ R. Therefore, we need to restrict the range of θ where
sin θ 6 0. However, this restriction doesn’t seem natural. What happen if we require that θ
become θ = iθ˜ ? In this case, the relation becomes sinh2(λb˜/2) = −i sinh θ˜/2. In this case,
θ˜ has to be complex. This leads to a energy density which is complexed valued. Now we
can rise the power of this equality until we obtain a consistent relation. Taking the power 4
of the precedent equality, we obtain sinh8(λb˜/2) = sinh4 θ˜/2. In this case, b˜ and θ˜ remains
real. Rising the power of the equality could seems a priori obscure, but the point is that on
the real line, for (b, θ) ∈ R, all the power of the equality are equivalent. However it is no
longer true when (b, θ) become complex or purely imaginary. In this case, we need to make
a choice which is guided by physical consideration, i.e. having an energy density real valued.
Therefore, our choice is to work with b = ib˜ and θ = iθ˜ where (b˜, θ˜) ∈ R.
Applying our analytic continuation prescription on the j-dependent hamiltonian Ctot, we
obtain the self dual version of the hamiltonian constraint:
Ctot =
p2φ
2V
+
9V
8piGλ2s(s2 + 1)
sinh2(λb˜)
sinh θ˜
∂
∂θ˜
sin sθ˜
sinh θ˜
and sinh
θ˜
2
= sinh2 (
λb˜
2
)
The energy density for the universe is directly readed from the expression of the hamil-
tonian constraint, i.e.
ρs =
p2φ
2V 2
= − 9
8piGλ2s(s2 + 1)
sinh2(λb˜)
sinh θ˜
∂
∂θ˜
sin sθ˜
sinh θ˜
We can now study the two asymptotics regims, where (θ˜, b˜) are negligible, and when (θ˜, b˜)
are large. We will show below that the variable b˜ increase when the cosmic time descrease,
therefore, the two regim corresponds respectively to our present universe and to the far past.
For (θ˜, b˜) 1, we have the following behaviour:
ρs ' 3
8piG
b˜2 with
sin2(λb˜)
sinh θ˜
∂
∂θ˜
sin sθ˜
sinh θ˜
' s(s
2 + 1)
3
(λb˜)2 + o((λb˜)3) and θ˜ =
(λb˜)2
2
Only in this regim one recover the usual Friedman expansion law:
H =
a˙
a
=
V˙
3V
= −4piG
3
∂ρs
∂b˜
= −b˜ whence H2 = 8piG
3
ρs
Therefore we recover the right semi classical limit for the present universe, i.e. for b˜  1.
Already at this point, we observe that our analytic continuation preserves the semi classical
limit.
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Figure 6.2: Energy density as a function of b˜ for complex loop quantum cosmology
for the lowest representation s = 0 and for s = 1/2, 1, 3/2 and 10.
For (θ˜, b˜) 1, we obtain:
ρs ' 9
2piGs(s2 + 1)λ2
e−θ˜( sin sθ˜ − s cos θ˜) where e2θ˜ ' 1
16
e4λb˜
From this two limits, since lim
b˜→0
ρs = lim
b˜→∞
ρs = 0 and since ρs do not admit any pole, we
conclude the function ρs remains bounded. Figure 2 gives the energy density for different
value of s. As shown analytically, the function ρs(b˜) remains bounded for any value of s. This
is the first result of this model. Already at the effective level, we observe that the universe
will not experienced a singularity. Our analytic continuation prescription do preserve the
bouncing scenario, which a non trivial result.
Moreover, from the Figure 2, we observe that the energy density can be negative valued
for any value of s > 0. This is the very same behaviour than the one described for the real
case. The resulting energy density function is in direct conflict with the definition we used
for ρs, i.e. ρs =
p2φ
2V 2
> 0. Just as in the real case, we remark that only the case s = 0 leads
to a well defined positive energy density on the whole range of b˜. We will therefore privilege
this particular model for our computations.
To understand more precisely the plot, let us study how the variable b vary w.r.t the
cosmic time t. A straightforward computation gives:
∂b˜
∂t
= {b˜, Ctot} = −4piGρs
For s = 0, since ρ0 > 0, the variable b˜ decreases when the cosmic time increases. Therefore,
the regime b  1 corresponds to our present universe while the case b  1 corresponds to
the far past, before the bounce.
Let us compute the general Friedman equation for this universe:
H =
a˙
a
=
V˙
3V
=
1
3V
{V,Ctot} = 1
3V
{V, ρs} = −4piG
3
∂ρs
∂b˜
= −4piGλ
3
sinh (λb˜)
cosh θ˜
∂ρs
∂θ˜
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Let us focus on the case s = 0. In the limit where b  1, the energy density and the
Hubble constant become:
ρ0 =
9
8piG
sinh2 λb˜
λ2
θ˜ coth θ˜ − 1
sinh2 θ˜
' 9
8piG
e2λb˜−2θ˜
λ2
θ˜ ' 36
piGλ
b˜ e−2λb˜
H = −48
λ
e−2λb˜(1− 2λb˜) ' 96 b˜ e−2λb˜
where for (θ˜, b˜) large, we have: e2θ˜ = e4λθ˜/4. Consequently, before the bounce, the
Friedman equation is linear, i.e. the Hubble constant is proportional to the energy density:
H ∝ ρ0. This peculiar linear expansion law is also found in some models of branes cosmology.
However, we don’t know if one can extrapolate such result and if so, the interpretation
remains unclear. Its explicit expression reads:
H ' 8piG
3
λ ρ0
Finally, we note that after applying our analytic continuation, the new expression for
the energy density is no more periodic contrary to the real case. To summarize the results
obtained for the effective self dual LQC, we have shown that our analytic continuation pre-
scription describes a bouncing universe which admit the usual Friedman law at the semi
classical limit, and satisfy a linear expansion law before the bounce. The evolution before
and after the bounce is no more symmetric in this new cosmology.
To go further, we need to develop the full quantum theory and compute the expectation
values of Dirac observables, i.e. the volume operator for instance, in order to conclude on
the robustness of our bouncing model. This is precisely the goal of the next section.
6.2.2 The exactly solvable model
In this section, we proceed to the canonical quantization of the precedent effective classical
theory, i.e. we build the full quantum self dual LQC. We will work in the so called exactly
solvable model which is well suited to compute expectation values such as the expectation
value of the volume operator. The starting point is the effective theory defined by the
following phase space:
{b˜, V } = κ
2
{φ, pφ} = 1
N Ctot = N (
p2φ
2V
+
9V
8piGλ2s(s2 + 1)
sin2(λb˜)
sinh θ˜
∂
∂θ˜
sin sθ˜
sinh θ˜
) and sinh
θ˜
2
= sinh2 (
λb˜
2
)
We will restrict our model to the case s = 0 since this is the only one which do not
generate a negative energy density: ρs > 0. Moreover, we choose to work in the harmonic
time, i.e. with N = V . Those restriction leads to the following phase space for s = 0:
{b˜, ν} = 1 {φ, pφ} = 1 p2φ − (v X(b˜))2 = 0
where we have used the reduced volume v = V/4piG and the function X(b˜) is given by:
X(b˜) = 4piG
√
2ρ0 with ρ0 =
9
8piGλ2
sinh2 λb˜
sinh2 θ˜
( θ˜ coth θ˜ − 1 )
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In the following, we simplify the notation and forget about b˜, keeping just b. Indeed, we
have now to distinguish between the classical variable b and the quantum operators with an
bˆ. The usual quantization procedure leads to the quantum algebra:
[ bˆ, vˆ ] = i~ [ φˆ, pˆφ ] = i~
As usual in the exactly solvable model, the polarization is choosen such that the quantum
states are function of the variables (φ, b) and we note them: Ψ(φ, b). The quantum operators
φˆ and bˆ act simply by multiplication int his polarization while the quantum operators νˆ and
pˆφ act by derivation as:
vˆ Ψ(φ, b) = −i~∂Ψ(φ, b)
∂b
pˆφ Ψ(φ, b) = −i~∂Ψ(φ, b)
∂φ
Therefore, in this polarization, we obtain the dynamical equation, i.e. the Schrodinger
equation, as a differential equation which reads:
∂2Ψ(φ, b)
∂φ2
= ( X(b)
∂
∂b
)2 Ψ(φ, b)
We note that in the real case, for j = 1/2, the function X(b) was given by a cardinal
sinus, i.e. sin (λb)/λ. Now, the function X(b) is much more involved. However, it is still
possible to proceed to a change of variable defining the following variable:
x(b) =
∫ b
b0
du
X(u)
and
∂
∂x
= X(b)
∂
∂b
Let us study the asymptotics of the function x(b). This will give us the range of x.
when b then x(b) ' 1√
12piG
∫ b
b0
du
u
' 1√
12piG
log b
when b then x(b) ' 1
24
√
λ√
2piG
∫ b
b0
du
eλu√
u
' 1
24
√
λ√
2piG
eλb√
b
Therefore, x(b) is an increasing function which runs from −∞ to +∞ for b ∈ [−∞,+∞].
The dynamical equation for the universe is recast into a Klein Gordon equation:
∂2Ψ(φ, x)
∂φ2
=
∂2Ψ(φ, x)
∂x2
This equation selects the physical quantum states of the universe. Just as before, in the real
case, the solutions to this equation can be decomposed into right and left moving sectors
and we can write: Ψ(φ, b) = ΨR(φ, b) + ΨL(φ, b). For the very same reason than precedently,
i.e. the invariance under change of the tetrad orientation, the quantum states becomes:
Ψ(φ, b) = (F (x+) + F (x−)/
√
2 where we note x± = φ± x.
The Klein Gordon scalar product reads:
(χ1, χ2)phys = i
∫
φ=φ0
[ ∂xF¯1(x+)F2(x+)− ∂xF¯1(x−)F2(x−)] dx
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We are now ready to compute the expectation value of the volume operator. We will use
the operator νˆ = vˆ/~, which is given by:
νˆ = −i ∂x
∂b
∂x = −i 1
X(x)
∂x
The expectation value of the self dual version of this operator can be computed and leads
to:
(Ψ, νˆ Ψ)phys = i
∫
φ=φ0
[ ∂xF¯ (x+)(νˆF (x+))− ∂xF¯ (x−)(νˆF (x−))] dx
=
∫
φ=φ0
[ ∂xF¯ (x+)
1
X(x)
∂xF (x+) + ∂xF¯ (x−)
1
X(x)
∂xF (x−) ]
=
∫
φ=φ0
|∂xF (x˜)|2{ 1
X(x˜− φ) +
1
X(φ− x˜)}
Here, we have assumed that the function F (x) falls off rapidly at infinity and that there
are square integrable. From the second to the third line, we have applied two change of
variables: x+ = x˜ dx = dx˜ or x− = x˜ dx = −dx˜. The plot of the function X(x) is
given in figure 2. We observe that it falls off rapidly to zero at ±∞ and it admit a maximal
value at x0. Therefore, we conclude that the expectation value of the volume operator is
bounded from below. The universe never experiences a zero volume state and do not shrink
to a point, resolving therefore the initial singularity of the Big Bang. Its minimal volume is
given by:
< V > = 4pil2p(Ψ, νˆ Ψ)phys >
8pil2p
Xmax
∫
φ=φ0
|∂x˜F (x˜)|2 dx
where Xmax has the dimension of [L
−1]. This conclude the presentation of the exactly
solvable model of self dual LQC.
6.3 Discussion
We have presented in details the new model of self dual LQC [1]. We first would like to
emphasis on the different results obtained and then compare with recent works dealing with
the complex Ashtekar variables in Loop Quantum Cosmology.
As we have shown, the analytic continuation prescription applied to the simplest LQC
model leads to a bouncing cosmology. This bouncing universe admits the right semi classical
limit, i.e. the usual Friedman cosmology at large scale after the bounce. Those two results
are highly non trivial since there is a priori no reasons for our ad hoc prescription to generate
a coherent dynamic both at the semi classical level and at the quantum level. Yet, this is
precisely what happen. It is striking that such simple prescription defined in the context of
the black hole entropy derivation in order to obtain the right semi classical limit lead in the
same time to a coherent picture of the quantum cosmology based on the LQC technics.
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Then we have seen that, for real LQC just as for self dual LQC, the quantum universe
experience a new kind of cosmology before the bounce, i.e. the dynamics before and after
the bounce is no more symmetric for a general j or a general s. Moreover, the energy density
which depends on the spin j representation (resp s) can experience some negative values
which is in contradiction with its definition: ρ = p2φ/2V
2 > 0. This particular behaviour
has to be interpretated with due care. Indeed, the hamiltonian responsible for those obscure
behaviour is computed only in the spin j representation (resp s).
What happen if one build an hamiltonian as a sum of all the j (resp s) contributions ?
In the real case, one can show that the energy density computed with a general combi-
nations of j remains always positive and that the behavior before and after the bounce stays
symmetric. Therefore, those issues seems to be related to the way we build our hamiltonian,
at least in the real case. Consequently, the asymmetric evolution of the quantum universe
and the negative excursion of the energy density should not be interpreted as a a relevant
physical prediction of the model but as an artefact of the regularization procedure we have
used.
The situation in the self dual case is not clear. Indeed, the analytic continuation pre-
scription trades periodic function for aperiodic functions. From this observation, it is obvious
that the hamiltonian of self dual LQC will loose the periodicity of its real counterpart. The
quantum universe will inevitably be asymmetric with regard to the bounce. However, we
have not study what are the modifications brought by an hamiltonian built as a sum of
contributions of different spins s.
It is worth mentioning that the regularization of the hamiltonian constraint that we have
used can be generalized. Indeed, one can always introduce a function f : R → R and used
the modified regularization prescription for the non local curvature:
Fab
l = −abl 12
d(d2 − 1)µ¯2 f(
∂
∂
Trj
(
h12 e
τ3
)∣∣
=0
)
= −abl 3|p|
d(d2 − 1)λ2 f(
sin2(λb)
sin θ
∂
∂θ
sin djθ
sin θ
)
provided that the function f satisfies:
f (
sin2(λb)
sin θ
∂
∂θ
sin djθ
sin θ
))→ b2 when b, θ  1
This ensures that one recovers the right semi classical limit, i.e. the classical Friedman
equation. Obviously, there is a large class of functions satisfying this condition, and there is
therefore a very large choice of possible regularizations. Either one takes this ambiguity as
a new freedom in the model to obtain new phenomenology, either one can argue that such
ambiguity in the regularization is quite disastrous since one can obtain pretty much what
he wants. It could be interesting to study if some other constraints can be derived for the
function f , selecting therefore particular dynamics for the quantum universe. This point
underlines the fact that the choice of regularization is of first importance in this context.
Consequently, only the bouncing property and the right semi classical limit are the true
generic properties of the real and self dual models while the “phenomenology” derived in this
model is highly regularization dependent.
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Finally, it is interesting to compare our work to the recent paper of Wilson-Ewing [14].
This work deals with the explicit imposition of the reality conditions in the closed FLRW
quantum cosmology. In this case, the reality conditions can be expressed in terms of the
homogenous and isotropic conjugated variables (c, p) as:
c+ c¯ = l0 and p¯ = p
where V0 = l
3
0 is the volume of the fiducial cell. In order to implement those quantum
conditions, two steps are needed. First, the author introduces the so called “generalized
holonomies” in order to have a well defined loop variables in the self dual version of LQC.
Then, the measure of the Hilbert space has to be modified through distributional constraints
on the quantum states. With this two ingredients, a self dual version of LQC is worked
out and the bouncing scenario is recovered. In this model, the dynamics turns out to be
very similar to the real case. For the flat universe, taking the limit l0 = 0, one recovers
exactly the results of standard real LQC. The two models being based on very different
strategy, the comparison is quite difficult. While both models recover a bouncing scenario
when working with γ = ±i, the construction of [14] leads to very different conclusions
than the self dual model presented in this chapter. The first main difference is that while
in [14], one work in the spin 1/2 representation, our model is worked out for a general j
representation. Then we apply the analytic continuation prescription and restrict the study
to the smallest spin s = 0 of the continuous representation of SU(1, 1). Therefore, contrary to
the strategy used in [14], our procedure consisting in mapping the usual SU(2) representation
into the SU(1, 1) continuous representations brings important modifications to the quantum
dynamics. However, as explained above, the procedure we have used has the advantage
to provide also a well defined procedure in very different contexts, such as for the black
hole entropy derivation [16, 17] and in three dimensional quantum gravity [18, 19]. Quite
surprisingly, it also preserves the bouncing scenario of standard Loop Quantum Cosmology.
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Conclusion
We conclude by giving some general comments on the results presented in the thesis, and we
proposed some perspectives. For a details conclusion on each of the results, the reader can
refers to the end of each chapter.
In the context of black hole thermodynamics, the model of the “gas of punctures” seems
to provides an efficient tool to describe the quantum black hole. This theoretical laboratory
allows one to test the impact of different physical inputs on the semi classical predictions
of the theory, such as the quantum statistic of the punctures, the presence of a chemical
potential or the holographic degeneracy.
Indeed, we have seen that the introduction of the chemical potential associated to the
punctures modifies the semi classical results. As explained, the usual loop computation of the
entropy results in a γ-dependent entropy, which requires to be fine tuned in order to match
the Bekenstein-Hawking entropy. It turns out that the introduction of a chemical potential
µ associated to the punctures (plus the hypothesis of an holographic degeneracy) shifts this
γ-dependency from the leading term to the subleading terms. More, the γ-dependency of
the entropy drops out when one assumes a Bose-Einstein statistic for the punctures for some
particular regimes 1. It turns out that for those regimes, a Bose-Einstein condensation of
the punctures in the smallest spin j = 1/2 occurs and the subleading quantum corrections
to entropy are purely logarithmic. While interesting, the link observed between the Bose-
Einstein condensation and the presence of purely logarithmic quantum corrections remains
obscure up to now. Finally, although the interpretation of the role of the chemical potential
µ in this context is not direct, it should be somehow related to the conversion process of the
punctures into matter degrees of freedom (and the reverse). From this perspective, it is a
very appealing candidate to describe a potential evaporation process. This direction remains
to be investigated.
Finally, in the context of this model, the hypothesis of a holographic degeneracy seems
to be crucial to recover the right semi classical limit. Yet, this holographic behavior of the
degeneracy is not predicted in the loop quantization of spherically isolated horizon within the
real SU(2) framework. One needs therefore to postulate it without much justification 2. This
could be a first hint that the quantization based on the real Ashtekar-Barbero connection
has to be modified at some point, in order to deal with the semi classical limit of LQG.
The idea developed in this PhD was to study to what extend the use of the self dual
1However, γ does not totally disappear, since it enters in the expression of other quantities.
2The holographic degeneracy hypothesis could well be motivated by some extrapolation of the loop quan-
tum dynamics of the horizon coupled to matter , but this can not be trusted until one solves explicitly the
quantum dynamics of LQG for the system horizon coupled to matter.
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variables could cure this problem.
Quite surprisingly, it turns out that working with the self dual variables, i.e. requiring
that γ = ±i, leads to the right semi classical limit. In this context, the holographic character
of the quantum degeneracy of the horizon is derived from the “self dual quantum theory”3.
This prediction of the self dual quantum theory of the spherically isolated horizon is obtained
by mean of an analytic continuation procedure. This procedure turns out to be unique, and
provides for the first time a mapping between the predictions of the real SU(2) quantum
theory and the predictions of the self dual quantum theory (at least in the context of black
hole thermodynamics). In this context, the holographic degeneracy becomes a prediction of
the loop quantization based on the self dual variables. More, the holographic degeneracy is
supplemented with some power law corrections which conspired, at the semi classical limit, to
give the right logarithmic quantum corrections. Working out the “gas of punctures” model
based on the self dual loop quantization, one ends up with a stronger construction with
respect to its initial assumptions. Indeed, one can remove the holographic hypothesis, since
one obtained it as a prediction of the quantum theory. At the end of the day, the fine tuning
of γ has disappeared and the semi classical limit is reached in a much more satisfying way.
This result underlines the peculiar status of the self dual variables for the loop quantiza-
tion program which was already noticed by different authors during those last three years.
Those complex variables seems to be the right variables to use in order to deal with the semi
classical limit, at least in the context of black hole physics.
It is therefore crucial to study further the analytic continuation procedure introduced
above. It could provides the prescription to wick rotate the real SU(2) quantum theory to
the self dual quantum theory. Obviously, this prescription should first transform the real
variables for the complex ones, and in the same time, solves somehow the reality conditions
inherent to the complex variables. The prescription derived in the context of black hole
thermodynamics fulfills those two goals. It reads:
γ = ±i and j = 1
2
(is− 1) where s ∈ R+
The first part maps trivially the real Ashtekar-Barbero connection to the self dual Ashtekar’s
complex connection. The second part takes care of the reality conditions, at least for the area
spectrum. This mapping of the half integer spin j into a complex continuous spin is a well
known prescription, which maps the Casimir (and the character) of the SU(2) group into the
Casimir (and character) of the SU(1, 1) group associated to its continuous representation
serie. The important point to stress is that this prescription was derived and not simply
introduced for our purposes. Moreover, it is the unique prescription leading to the right semi
classical result, i.e. the Bekenstein-Hawking area law.
Concerning the area spectrum, as explained above, the analytic continuation maps the
discrete SU(2) spectrum into a continuous one, given by the Casimir of SU(1, 1) associated
to its continuous representation serie. The resulting continuous area spectrum is positive,
real and admits an area gap for s = 0 even if we are now working with γ = ±i.
3Note the we have not at our disposal the self dual quantum theory, since we have no access to its Hilbert
space. The only thing that we obtained is the dimension of this self dual Hilbert space.
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Consequently, this analytic continuation prescription is a very appealing candidate to
“solve” the old problem of the quantum reality conditions present in the self dual quantum
theory. However, although very encouraging, we do not have any control on the resulting
self dual quantum states up to now. Indeed, we do not know how the SU(2) spin networks
are transformed under this prescription. The reason is that the analytic continuation was
performed on the dimension of the Hilbert space (of the quantum black hole) and not on the
quantum states. This is a fairly common fact that it is often easier to analytically continue
the equations for an objet than the object itself and this is precisely what happens here.
However, at the level of the area spectrum, it seems that the group SU(1, 1) (in its
continuous representation) replaces the SU(2) group. Consequently, there is a nice interplay
between the self dual theory, the disappearance of the Immirzi parameter in the quantum
theory, and the appearance of the non compact SU(1, 1) group. The precise link between
those different facets of our construction remains obscure up to now. Yet, it is tempting to
identify the self dual kinematical quantum states as SU(1, 1) spin networks, each edges being
colored by a continuous representation labelled by a continuous spin s. This is required to
have a physical real and positive area associated to each edge when working with γ = ±i.
However, considering such spin network, we run directly to some difficulties.
As explain at the end of chapter 4, the problems of dealing with non compact SU(1, 1)
spin networks are twofold.
On one hand, the recoupling theory of this group is much more involved. Indeed, a
spin network is built up from a graph, irreps associated to each edges and intertwiners
associated to each nodes. Those intertwiners are the ingredients which make the quantum
states gauge invariant by recoupling the ingoing and outgoing representations. Since two
continuous representations of SU(1, 1) can recouple into a discrete one, it brings us out from
the representations selected to solve the reality conditions. In order to understand deeper
this question of the recoupling, one has to investigate the fate of the SU(2) volume spectrum
under our analytic continuation. Indeed, the computation of the volume spectrum (let say
of a tetrahedron) involves the (four valent) intertwiner. Applying our prescription to this
computation and studying under which conditions one obtains a real and positive volume
spectrum would select the intertwiner we need in order to solve the reality conditions at the
level of the volume operator. This point needs to be investigated.
On the other hand, the SU(1, 1) group being non compact, its Haar measure blows up
and the corresponding Ashtekar-Lewandowski measure cannot be used to computed scalar
product. This is the well known drawback of working with non compact groups. While this
point can be overcome in the quantization of three dimensional gravity, where one can de-
fine the notion of non compact spin networks, the situation in four dimensions is disastrous.
However, the problem of the measure arises only when one computes some transition ampli-
tudes. Therefore, in principle, if one succeeds to implement the dynamics in the SU(2) real
quantum theory and compute some predictions, one could then apply the analytic continu-
ation at this point and never encounters the problem of the unbounded measure. Therefore,
the analytic continuation would provides a map between physical predictions of the SU(2)
quantum theory and the one predicted by the self dual quantum theory.
At which level one has to apply the analytic continuation, before or after implementing
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the dynamics, is still to be understood.
Concerning the appearance of the SU(1, 1) group, a possible interpretation could be that
when quantizing the four dimensional self dual theory which relies on an complex SL(2,C)
connection, the imposition of the reality conditions selects a real SU(1, 1) connection, leading
to a real SU(1, 1) phase space. This interpretation relies on the results obtained in the context
of the toy model of three dimensional gravity presented in chapter 5. In this framework, the
γ-dependent SU(2) real phase space has been shown to be equivalent to a phase space based
on complex variables supplemented with some reality conditions. Interestingly, those reality
conditions take the form of simplicity-like constraints encountered in spin foam models. Once
solved, the complex variables reduce to real SU(1, 1) variables and the resulting SU(1, 1)
phase space turns out to be γ-independent. It turns out that the predictions of the SU(2)
kinematical quantum theory are related to the one of the SU(1, 1) kinematical quantum
theory precisely via our analytic continuation.
Obviously, one cannot extend this result to the four dimensional case yet. Indeed, it could
be that this mechanism only occurs due the topological nature of the toy model. However,
it offers an interesting example where the presence of the Immirzi parameter in the classical
phase space is a pure gauge artifact and therefore, its appearance in the kinematical quantum
theory is recognized as an anomaly due to the initial gauge fixing. Whether this fact extends
to the four dimensional case has to be investigated. The first step would be to reproduce
the canonical analysis in the non compact gauge used in this toy model. If one succeeds to
derive an SU(1, 1) phase space for four dimensional General Relativity where the Immirzi
parameter is absent, one could argue that the presence of γ in the real Ashtekar-Barbero
phase space is a pure gauge artifact, just as in three dimensions. If this is the case, the
presence of γ in the kinematical and physical predictions of real LQG would be understood
as an anomaly of the quantization.
Equipped with an SU(1, 1) phase space for General Relativity, one could still argue that
there is no hope to even quantize this theory since it relies on a non compact group. How-
ever, one could simply proceed to the quantization of the SU(2) phase space, and eventually
complete it and compute some predictions. Then one would be able to extract the corre-
sponding predictions of the SU(1, 1) quantum theory by applying the analytic continuation
prescription presented in this PhD. Obvisously, we are still far from this program, but it
represents an interesting perspective that need to be investigated further.
Finally, we have shown that our prescription allows to reproduces to expected semi classi-
cal limit in the context of black hole thermodynamics and that it admits a clear interpretation
in three dimensional gravity, as being the map from the predictions of the SU(2) kinematical
quantum theory to the ones of the SU(1, 1) kinematical quantum theory. In the last chapter,
we have shown additionally that this prescription preserves the bouncing scenario of Loop
Quantum Cosmology as well as the semi classical limit of the quantum universe. This is a
non trivial results since there is a priori no reasons for this prescription to lead to a coherent
bouncing quantum universe. The new model resulting from the analytic continuation of real
LQC is quite involved but represent an interesting model of self dual LQC. In particular, one
should compare it to the recents results obtained in solving directly the reality conditions
associated to the homogenous and isotropic complex Ashtekar variables.
Conclusion 237
The results presented in this thesis open a new road to deal with the old problem of solving
the reality conditions inherent to the self dual quantum theory. We have already mention
different perspectives and possible future investigations. Let us mention some others.
First, in the context of symmetry reduced models, the case of spherically symmetric
models has been investigated intensively both in the context of the real and the self dual
variables. It has been shown that it is possible to solve the reality conditions completely in
this framework. One could therefore consider the version based on the real variables and
apply the analytic continuation on this model. The comparison with the self dual version
could provides interesting insights.
From the point of view of the full theory, different directions of research are possible. The
first one would be to understand the link (if it exists) between our prescription and the wick
rotation proposed by Thiemann in order to solve the reality conditions. For instance, one
could implement it on our toy model of three dimensional gravity and compare the results.
The same exercise could be implemented on the real LQC model.
Finally, it would be interesting to see how one can apply our prescription to the construc-
tion of a spin foam model. Those tasks represent a very exciting program.
To conclude, it seems that the quantum theory based on the self dual variables repro-
duces in a much more satisfying way the semi-classical limit in the context of black hole
thermodynamics. The self dual quantum theory can be investigated by mean of the analytic
continuation prescription presented in this PhD, which find a clear interpretation in the case
of three dimensional gravity as extracting the predictions of the self dual theory from the
one derived from the real quantum theory. Finally, the prescription additionally preserves
the important results obtained in loop quantum cosmology, both from the point of view of
the bounce and of the semi classical limit. Much more investigations are needed to fully
understand the status of the prescription in four dimensions but it seems to provides an very
exciting candidate to study the predictions of self dual loop quantum gravity and by-passed
the old problem of the reality conditions associated to the complex Ashtelar’s variables.
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