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Abstract
An approach to modelling volatile financial return series using d-vine copulas combined with
uniformity preserving transformations known as v-transforms is proposed. By generalizing the
concept of stochastic inversion of v-transforms, models are obtained that can describe both
stochastic volatility in the magnitude of price movements and serial correlation in their direc-
tions. In combination with parametric marginal distributions it is shown that these models can
rival and sometimes outperform well-known models in the extended GARCH family.
Keywords: Time series; volatility models; copulas; v-transforms; vine copulas
1 Introduction
The concept of a v-transform (McNeil, 2020) facilitates the application of copula models to time
series where the dominant feature is stochastic volatility, such as financial asset return series. In
∗Acknowledgement. We are grateful to Thomas Nagler for advice on coding d-vine copula processes in R and his
work on the VineCopula and rvinecopulib libraries. Initial ideas were developed while A. McNeil was a guest of the
Institute for Mathematical Research (FIM) at ETH Zuirch.
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the copula modelling approach to a single time series {x1, . . . , xn} the idea is to find an appropriate
strictly stationary stochastic process (Xt) consisting of a continuous marginal distribution FX and
a copula process (Ut), given by Ut = FX(Xt) for all t, which models the serial dependencies in
the data; the latter is a process of standard uniform variables with higher-dimensional marginal
distributions that may be described by a family of copulas CU (u1, . . . , ud) for d = 2, . . . , n.
For volatile return data, it is well known that serial dependence becomes more apparent under
transformations like the absolute-value transformation T (x) = |x| or the squared-value transfor-
mation T (x) = x2, which remove directional information and summarise the magnitude of price
movements in what we term a volatility proxy time series.
In McNeil (2020) general asymmetric volatility proxy transformations T (x) with change points
µT are considered; these are continuous functions which are increasing in (x− µT ) for x > µT and
increasing in (µt − x) for x ⩽ µT . It is shown that, under such transformations, the relationship
between the terms of the copula process (Ut) of (Xt) and the terms of the copula process (Vt) of
the volatility proxy process (T (Xt)) can be described by a function known as a v-transform, which
is a mapping V : [0, 1]→ [0, 1] that preserves the uniformity of uniform random variables.
The key idea is that, rather than modelling serial dependence of the time series at the level
of (Ut), we can model it at the level of (Vt) and create a composite model consisting of a family
of copulas CV (v1, . . . , vd), d = 2, . . . , n and a v-transform V. In McNeil (2020) CV is modelled
using the implied copula process of an ARMA model while in this paper we apply d-vine copula
models (Aas et al., 2009; Smith et al., 2010).
There is a large literature on copula models for time series and good starting points are the
comprehensive review papers by by Patton (2012) and Fan and Patton (2014). While the main
focus of this literature has been on cross-sectional dependence between multiple time series, there is
also a growing literature on modelling serial dependence within single series and lagged dependence
across series.
Markov copula models were first investigated by Darsow et al. (1992) and are further studied
in Chen and Fan (2006). In the latter paper and in Chen et al. (2009) the theory of semi-parametric
estimation for these models is developed, while Beare (2010) studies mixing properties of the re-
sulting processes; an application to data is given in Domma et al. (2009). Although theoretically
interesting, first-order Markov models are not realistic candidates for modelling the persistent de-
pendence and stochastic volatility that is found in typical financial return series.
A distinct approach to copula modelling in statistics uses pair-copula constructions. A key
2
reference for applications in risk modelling is Aas et al. (2009), which builds on underpinning work
on joint density decompositions by Joe (1996, 1997) and on graphical dependence models by Bedford
and Cooke (2001a,b, 2002) and Kurowicka and Cooke (2006). The application of this methodology
to modelling longitudinal dependence in time series with d-vines was developed in Smith et al.
(2010) and the extension of this approach to bivariate processes with both serial and cross-sectional
dependence using alternative vine structures is treated in Beare and Seo (2015) and Brechmann
and Czado (2015).
The first-order Markov models in Chen and Fan (2006) are special cases of the d-vine copula
approach of Smith et al. (2010) but the general d-vine pair-copula model allows higher-order Markov
dependence of the kind analysed in Ibragimov (2009). In applications of these models, the pair-
copula building blocks used by researchers have tended to be limited to a number of well known
bivariate copulas, such as the Gumbel, Clayton, Gaussian, t, Frank and Joe copulas, as well as
rotations of certain copulas through 90, 180 and 270 degrees. None of these basic copulas are
particularly effective at capturing the particular forms of serial dependence created by stochastic
volatility in which large price movements are followed be other large price movements, but of
frequently changing sign.
Loaiza-Maya et al. (2018) observe that these sign changes tend to lead to lag-plots of log returns
on the copula scale that are cross-shaped. They address the shortcomings of standard pair copulas in
d-vine models by creating mixtures of pair copulas and rotated pair copulas which can emulate these
cross-shaped patterns. In this paper we will show that the standard copulas can be combined with
v-transforms and d-vines to offer a parsimonious method of obtaining a similar effect. Moreover the
approach has more econometric interpretability in that the driver of serial dependence is identified
with a volatility proxy series.
By separating marginal and dependence modelling the copula approach often yields a better
overall model than a standard econometric process such as GARCH, which must explain both
aspects with a common mechanism. The disadvantage of the copula approach is that the resulting
model can appear ad-hoc leading to doubts about its robustness as an explanatory tool. By building
copula-based models that are partly structural we attempt to find a middle ground.
As part of this approach we also consider non-exchangeable pair copulas in our models (Liebscher,
2008). In the time series context this means that we allow models for (Vt) where the conditional
distribution of Vt+1 given Vt may differ from the conditional distribution of Vt given Vt+1, and
similarly at other lags. Most applications of d-vines use exchangeable pair copulas (an exception
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being Li et al. (2018)) but this implicitly assumes time reversibility so that the distribution of
(V1, . . . , Vd) is identical to that of (Vd, . . . , V1) for any d ∈ {2, . . . , n}. We do not impose this
restriction but instead investigate whether such simplification is possible.
The contributions of the paper are threefold: we extend the theory of v-transformed copula
processes as presented in McNeil (2020) to allow models that can describe both the phenomenon
of stochastic volatility, as well as serial correlation in the direction of price movements; we apply
the generalized v-transform copula framework to copula processes based on d-vines using both
exchangeable and non-exchangeable pair copulas; we show that the resulting models, when combined
with suitable marginal distributions, can sometimes provide a better fit to data than popular models
in the GARCH class.
The paper is structured as follows. In Section 2 we extend the theory of copula processes
constructed using v-transforms; in particular, we explore a generalization of the concept of stochastic
inversion of v-transforms. Section 3 shows how the theory applies to d-vine copula processes and
Section 4 explains our approach to the estimation of models. Empirical examples are presented in
Section 5 while Section 6 concludes.
2 V-transforms and time series copula processes
2.1 V-transforms of uniform random variables
In McNeil (2020) three equivalent definitions of v-transforms are provided. Suppose we consider
absolutely continuous and strictly increasing cdfs FX on R and volatility proxy transformations T
that are (i) continuous, (ii) strictly increasing for x ⩾ µT , (iii) strictly decreasing for x < µT and
(iv) differentiable everywhere except at a change point parameter µT which may or may not be
zero; examples are T (x) = |x| as well as alternatives that are asymmetric around µT . Then a first
way of defining a v-transform is as a function V : [0, 1]→ [0, 1] constructed from FX and T by
V(u) = FT (X)
(
T
(
F−1X (u)
))
(1)
where FT (X) denotes the cdf of T (X) for any random variable X with cdf FX . V is thus a mapping
of the probability-integral transform (PIT transform) of X to the PIT transform of T (X) since
V(FX(X)) = FT (X)(T (X)). Clearly, by the properties of the PIT transform, such a transformation
will preserve the uniformity of uniform random variables: if U ∼ U(0, 1) and V = V(U) then
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V ∼ U(0, 1). An equivalent and more visually interpretable definition is the following:
Definition 1. A v-transform is a mapping V : [0, 1]→ [0, 1] with the following properties:
1. V(0) = V(1) = 1;
2. There exists a point δ known as the fulcrum such that 0 < δ < 1 and V(δ) = 0;
3. V is continuous;
4. V is strictly decreasing on [0, δ] and strictly increasing on [δ, 1];
5. Every point u ∈ [0, 1] \ {δ} has a dual point u∗ on the opposite side of the fulcrum satisfying
V(u) = V(u∗) and |u∗ − u| = V(u) (square property).
Finally it is useful to have a definition which shows how v-transforms can be easily constructed
and this is afforded by the following characterization.
Theorem 1. A mapping V : [0, 1]→ [0, 1] is a v-transform if and only if it takes the form
V(u) =

(1− u)− (1− δ)Ψ (uδ ) u ⩽ δ,
u− δΨ−1
(
1−u
1−δ
)
u > δ,
(2)
where Ψ is a continuous and strictly increasing distribution function on [0, 1].
Parametric families of v-transforms may be obtained by assuming, for example, that Ψ is the
cdf of a beta distribution or Ψ(x) = exp(−κ(−(lnx)ξ)) for κ > 0 and ξ > 0, which is the main
family considered in McNeil (2020). Both families include the important special case of the linear
v-transform
Vδ(u) =

(δ − u)/δ u ⩽ δ,
(u− δ)/(1− δ) u > δ,
(3)
which corresponds to a uniform cdf for Ψ and which subsumes the symmetric case V0.5(u) = |2u−1|.
Two v-transforms are shown in Figure 1, together with the admissible areas (in white), for a fixed
fulcrum δ; the restriction arises from the aforementioned square property.
If we write a volatility proxy transformation in the form
T (x) =
 T1 (µT − x) x ⩽ µTT2 (x− µT ) x > µT
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Figure 1: Two v-transforms: linear with δ = 0.35 (left); δ = 0.65, κ = 0.5, ξ = 1.5 (right).
for strictly increasing and continuous T1 and T2 satisfying T1(0) = T2(0), then it can be shown that
the v-transform V in (1) is determined by FX , the value µT and the profile function gT (x) = T−12 ◦
T1(x). As a consequence, we may conclude that for a fixed distribution FX and value µT the function
gT partitions the set of volatility proxy transformations into equivalence classes, each corresponding
to a unique v-transform1. From this point of view, having selected a distribution FX , the selection
of a v-transform amounts to choosing a suitable class of volatility proxy transformations.
Note that, as the fulcrum parameter δ → 0 in (2) the v-transform tends towards the function
V0(u) = u on (0, 1] and as δ → 1 it tends towards the function V1(u) = 1− u on [0, 1). We refer to
V0 : [0, 1] → [0, 1],V0(u) = u and V1 : [0, 1] → [0, 1],V1(u) = 1 − u as improper v-transforms; the
former corresponds to any strictly increasing transformations of a continuously distributed random
variable X and the latter to any strictly decreasing function.
2.2 Stochastic inversion of a v-transform
Stochastic inversion refers to the process of randomly reversing a v-transform to arrive back at one
of the two dual points that yield the same value under a v-transform. We want to be able to do
this in such a way that uniformity is also preserved under inversion.
We introduce some further notation. Let V−1 denote the partial inverse given by V−1 : [0, 1]→
[0, δ], V−1(v) = inf{u : V(u) = v} and let V ′ denote the gradient of V. The gradient of a v-function
is defined for all points u ∈ [0, 1] \ {δ} and we adopt the convention that V ′(δ) is the left derivative
as u→ δ.
1For example, the volatility proxy transformations T (x) = |x|, T (x) = x2 and T (x) = ln |x| are all in the same
equivalence class.
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If two uniform random variables are linked by the v-transform V = V(U) then the joint distri-
bution function of (U, V ) is a special kind of copula. McNeil (2020) showed that the conditional
distribution of U given V satisfies U = δ, if v = 0, and
P
(
U = V−1(v) | V = v) = 1− P (U = V−1(v) + v | V = v) = ∆(v) , (4)
if v ̸= 0, where
∆(v) = − 1V ′(V−1(v)) . (5)
The function ∆(v) in (5) is referred to as the conditional down probability of the v-transform and
E (∆(V )) = δ. This allows the concept of the stochastic inversion function of a v-transform to be
defined. This is simply a function that facilitates the construction of a Bernoulli event by which a
value of V is randomly assigned to one of the dual points U and U∗ such that V(U) = V(U∗) = V .
Definition 2 (Stochastic inversion function of a v-transform). Let V be a v-transform with con-
ditional down probability ∆(·). The two-place function V−1 : [0, 1] × [0, 1] → [0, 1] defined by
V−1(v, w) =

V−1(v) if w ⩽ ∆(v)
v + V−1(v) if w > ∆(v).
(6)
is the stochastic inversion function of V.
It is obviously true that V(V−1(v, w)) = v for any w. It is also simple to show that if V ∼ U(0, 1)
and U = V−1(V,W ) for W independent of V , then U ∼ U(0, 1). This is because
P
(V−1(V,W ) = V−1(v) | V = v) = P (W ⩽ ∆(v) | V = v) = P(W ⩽ ∆(v)) = ∆(v) (7)
so U has the conditional distribution given in (4) and must be uniformly distributed.
When we apply a v-transform V(u) followed by a stochastic inversion of the v transform, then we
either arrive back at the point u or at its dual point u∗. In the next result we consider the sequence
of uniformity-preserving transformations U → V(U) → V−1(V(U),W ) for U and W independent
and quantify the probability of arriving back at our starting point.
Proposition 1. Let U ∼ U(0, 1) and W ∼ U(0, 1) be independent random variables and let V be a
v-transform with fulcrum δ and conditional down probability ∆(v). If V = V(U) and U˜ = V−1(V,W )
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then
P
(
U˜ = U
)
= 1− P
(
U˜ = U∗
)
= δ2 + (1− δ)2 + 2var(∆(V )) ⩾ δ2 + (1− δ)2 ⩾ 0.5 .
We see that the probability P
(
U˜ = U
)
that we recover the original value of U is bounded below
by δ2 + (1− δ)2. This value is attained for the linear v-transform in (6) since ∆(v) = δ for all v for
that family. The global minimum value is 0.5, which is attained only for the symmetric v-transform
V0.5. Interestingly, when asymmetry is present, there is a greater than 50% chance of recovering the
original value.
2.3 V-transforms and inverse v-transforms of copulas
V-transforms and their stochastic inversion functions can be applied componentwise to random
vectors. For vectors u, v and w in [0, 1]d we write
V(u) = (V(u1), . . . ,V(ud))′ and V−1(v,w) = (V−1(v1, w1), . . . ,V−1(vd, wd))′
for the componentwise operations. Let {(V1,W1), . . . , (Vd,Wd)} be a set of pairs of uniform random
variables with the property that Vi is independent of Wi for all i. Note that these pairs need not be
independent of each other. Let U = V−1(V ,W ) where V = (V1, . . . , Vd)′ andW = (W1, . . . ,Wd)′.
Then we know that:
1. U is a uniform random vector or, in other words, its joint distribution is a copula. This is
guaranteed by the independence of Vi and Wi for all i according to (7).
2. V(U) = V regardless of the exact nature of the joint distribution of (V ,W ) since V(V−1(v, w)) =
v for all v, w. It is possible to create different joint models (V1,W1) and (V2,W2) such that
V1
d
= V2. In this case the implied copulas U1 = V−1(V1,W1) and U2 = V−1(V2,W2) are
different but V(U1) d= V(U2).
It is of interest to be able to determine the joint distribution of U under various assumptions
about (V ,W ). We give a result for the general case as well as the case where these vectors are
independent of each other. This generalizes a result given in McNeil (2020) for the case where
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W1, . . . ,Wd are also iid. To state this result compactly we introduce the notation
δ(u) = ∆(V(u)), Iδ,u(x) =

[0, x] u ⩽ δ,
[x, 1] u > δ,
pδ,u(x) =

x u ⩽ δ,
1− x u > δ,
δ ∈ (0, 1), u, x ∈ [0, 1]
(8)
and the vector form of the latter pδ,u(x) = (pδ,u1(x1), . . . , pδ,ud(xd))
′. Note that δ(u) is the proba-
bility that the v-transform of an observation at u is assigned to the left side of the fulcrum under
stochastic inversion. We now state the main result of this section.
Theorem 2. Let V be a v-transform and let {(V1,W1), . . . , (Vd,Wd)} be a set of pairs of uniform
random variables with the property that Vi is independent of Wi for all i. Assume the copula of
(V ,W ) has a joint density. Then the copula density cU (u1, . . . , ud) of U = V−1(V ,W ) is∫
Iδ,u1 (δ(u1))
· · · ∫Iδ,ud (δ(ud)) cV ,W (V(u1), . . . ,V(ud), z1, . . . , zd) dz1 · · · dzd∏d
i=1 pδ,ui
(
δ(ui)
) (9)
where cV ,W denotes the joint copula density of (V ,W ). When V and W are independent this
reduces to the simpler form
cU (u1, . . . , ud) = cV
(V(u1), . . . ,V(ud))Cpδ,u(W )
(
pδ,u1
(
δ(u1)
)
, . . . , pδ,ud
(
δ(ud)
))
∏d
i=1 pδ,ui
(
δ(ui)
) (10)
where cV denotes the copula density of V and Cpδ,u(W ) denotes the copula of pδ,u(W ). When, in
addition, W1, . . . ,Wd are independent, (10) reduces further to cV (V(u1), . . . ,V(ud)).
In the applied sections of this paper the focus will be on models of type (10) and it is instructive to
consider the structure of the copula in more detail. For d = 2, Figure 2 illustrates cV (V(u1),V(u2))
and cU (u1, u2) for particular choices of parametric copulas for V and W and for the linear v-
transform. We observe the characteristic cross-shape often observed in lag-plots for processes with
stochastic volatility.
The density in (10) is itself the product of two copula densities, cV (V(u1), . . . ,V(ud)) and the
density
cW ∗(u1, . . . , ud) :=
Cpδ,u(W )
(
pδ,u1
(
δ(u1)
)
, . . . , pδ,ud
(
δ(ud)
))
∏d
i=1 pδ,ui
(
δ(ui)
) . (11)
To see that this is a density observe that cU (u1, . . . , ud) = cW ∗(u1, . . . , ud) when V is a vector
of independent uniform variables so that cV (v1, . . . , vd) = 1. In Figure 3 we illustrate for three
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Figure 2: Contour plot of cV (V(u1),V(u2)) (left) and cU (u1, u2) (right) for model in which V follows Frank(1)
copula and W follows Frank(0.5) copula; v-transform is linear with fulcrum δ = 0.45.
different choices of v-transform the copula density cW ∗(u1, u2).
Figure 3: Copula density cW∗(u1, u2) when W follows Frank(0.5) copula for three different v-transforms, all with
fulcrum δ = 0.45: linear (left); κ = ξ = 1.5 (middle); κ = 1.5, ξ = 0.5 (right).
The copula density (11) is closely related to multivariate Bernoulli distributions as we now show.
Proposition 2. Let Yi(u) = I{Wi⩽δ(u)} for i = 1, . . . , d. The copula density (11) also takes the
following form:
cW ∗(u1, . . . , ud) =
P
(
Y1(u1) = I{u1⩽δ}, . . . , Yd(ud) = I{ud⩽δ}
)∏d
i=1 P
(
Yi(ui) = I{ui⩽δ}
) . (12)
In this result Yi(u) is a Bernoulli random variable with event probability δ(u). The term (12) can
be viewed as the ratio of two joint Bernoulli probabilities that vary with (u1, . . . , ud) ∈ [0, 1]d. The
numerator corresponds to a multivariate Bernoulli distribution with Be(δ(ui))marginal distributions
and a dependence structure implied by the copula CW of W . The denominator corresponds to
independent Bernoulli variables with the same marginal distributions. When V is the linear v-
transform then the Bernoulli marginal distributions are identical Be(δ) distributions, since δ(u) = δ
for all u in this case.
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2.4 V-transforms of time series copula processes
The theory presented in the previous section can obviously be applied to the construction of time
series copula processes (Ut)t∈N that are suitable for modelling financial return data. By construct-
ing a stationary bivariate process (Vt,Wt)t∈N we obtain a model for (Ut) through the stochastic
inversion construction of Theorem 2. In these models (Vt) can be thought of as accounting for
stochastic volatility (serial dependence in the magnitude of movements) while (Wt) accounts for
serial dependence in the direction of price movements.
Our focus is on models that are tractable enough to be fitted to data by standard maximum
likelihood. We restrict attention to the special case where (Vt) and (Wt) are independent processes
so that the joint density of (Ut) is given by (10). Within this framework we consider models where
(Wt) is either strict white noise (an iid process) or a first-order Markov process. In comparison
with stochastic volatility, dependence in the signs of asset returns is a relatively weak and transient
phenomenon and first-order Markov models for (Wt) appear to be sufficient in the majority of
datasets we have considered.
The process (Vt) will be modelled by using a stationary d-vine copula process of Markov order k
yielding the class of vt-d-vine models, which complement the vt-ARMA class of models in McNeil
(2020). First-order Markov dependence in (Wt) will be modelled using a d-vine process of order
k = 1, i.e. the kind of model considered in Chen and Fan (2006) and Domma et al. (2009).
In the time series context it is useful to have an expression for the conditional density of the
process. We give the following general result which is an immediate corollary of Theorem 2 making
use of the notation in (11).
Proposition 3. Let V be a v-transform and let (Vt)t∈N and (Wt)t∈N be independent, strictly sta-
tionary copula processes. Let (Ut)t∈N be defined by Ut = V−1(Vt,Wt) and let Ut = (U1, . . . , Ut)′ for
all t ∈ N. Then, for t ⩾ 2, the conditional density is given by
fUt|Ut−1(ut | ut−1) =
cV (V(u1), . . . ,V(ut))cW ∗(u1, . . . , ut)
cV (V(u1), . . . ,V(ut−1))cW ∗(u1, . . . , ut−1) . (13)
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3 D-vine and vt-d-vine copula processes
3.1 D-vine copula processes
Using the theory described in Smith et al. (2010) the multivariate copula density cV of a random
vector V = (V1, . . . , Vd)′ can be decomposed as a d-vine taking the form
cV (v1, . . . , vd) =
d∏
i=2
fVi|Vi−1(vi|vi−1)
=
d∏
i=2
ci−1,i(vi−1, vi)
i−2∏
j=1
cj,i|Sj,i(vj|Sj,i , vi|Sj,i)

=
d∏
i=2
i−1∏
j=1
cj,i|Sj,i(vj|Sj,i , vi|Sj,i), (14)
where Sj,i = {j + 1, . . . , i − 1} denotes the set of indices of the variables lying between Vj and Vi,
cj,i|Sj,i is a pair copula density (i.e. a bivariate copula density) describing the dependence between
variables Vj and Vi conditional on these variables and
vk|Sj,i = P(Vk ⩽ vk|Vj+1 = vj+1, . . . , Vi−1 = vi−1), k ∈ {j, i} (15)
denotes the conditional cdf of variable k conditional on these variables. We use the conventions
Sj,i = ∅ for i− j ⩽ 1, cj,j+1|∅ = cj,j+1 and vk|∅ = vk.
The decomposition (14) is not the unique d-vine expression for cV (v1, . . . , vd) when d > 2, since
the variables v1, . . . , vd could be arranged in other orders. However, when the variables have a
natural ordering, as they do for a time series, then (14) is the canonical expression for a d-vine. It
should also be noted that there are other ways of decomposing a joint density using pair copulas
which are not d-vines but which belong to the more general class of regular vines investigated
in Bedford and Cooke (2001b); we do not consider these further as d-vines seem well adapted to
the univariate time series context. A final important point is that the decomposition (14) of an
arbitrary joint density may result in pair copulas whose functional forms depend on the values of the
conditioning variables in the sets Sj,i. However, in applied statistics, (14) is used as a framework
for constructing rather than deconstructing models and interest is usually confined to so-called
simplified pair copula constructions in which the copula forms are invariant to the values of the
conditioning variables and are chosen from a number of well-known parametric families. In this
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case we can simplify the copula notation to cj,i = cj,i|Sj,i . For a discussion of the generality of this
approach, see Haff et al. (2010).
In the time series context additional restrictions need to be imposed for stationarity to hold and
also to reduce the number of pairwise conditional dependencies to be specified. We use the following
definition which is a special case of the multivariate construction studied by Brechmann and Czado
(2015) under the name COPAR(k).
Definition 3. A strictly stationary time series (Vt)t∈N is a d-vine(k) copula process if for all d ⩾ 2
its marginal joint density c(v1, . . . , vd) is given by a simplified decomposition of the form (14) with
1. cj,i = cl,k, if i− j = k − l, and
2. cj,i = 1, if i− j > k.
The first of these conditions imposes stationarity, by making the finite-dimensional distributions
invariant to time shifts. The second condition implies conditional independence of observations
separated by more that k time units. We see that a d-vine(k) copula process is fully determined
by the k copula densities corresponding to each of its conditional dependencies, or generalized lags,
and we can write the joint density (14) for d > k in the simpler form
cV (v1, . . . , vd) =
k∏
i=1
d−i∏
t=1
ci
(
vt|St,t+i , vt+i|St,t+i
)
(16)
where ci := cj,j+i is the copula density associated with generalized lag i.
When k = 1, the copula process reduces to that of Chen and Fan (2006). When the copula
densities are Gaussian, the dependence structure is that of a Gaussian AR(k) model, and the
parameters of the pair copulas in the d-vine model are the partial autocorrelations of the underlying
AR(k) process. In general, for k > 1, the main practical difficulty lies in the calculation of the
expressions vt|St,t+i and vt+i|St,t+i for i > 1. This can be done using the recursive identities
vt|St,t+i = h
(2)
i−1
(
vt|St,t+i−1 , vt+i−1|St,t+i−1
)
vt+i|St,t+i = h
(1)
i−1
(
vt+1|St+1,t+i , vt+i|St+1,t+i
) (17)
where
h
(j)
i (v1, v2) =
∂
∂vj
Ci(v1, v2), j ∈ {1, 2},
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denotes the partial derivative or h-function of the copula Ci. Thus the problem is recursively
reduced to the problem of evaluating h-functions of bivariate copulas (Joe, 1996). Note that when
Ci is an exchangeable copula (satisfying Ci(v1, v2) = Ci(v2, v1) for all v1, v2) the calculation is
further simplified by the fact that h(2)i (v1, v2) = h
(1)
i (v2, v1) but when Ci is non-exchangeable then
both partial derivatives must be calculated explicitly.
For t ⩾ 2 the conditional distribution function of a d-vine(k) copula model is given by
FVt|Vt−1(vt | vt−1) = P (Vt ⩽ vt | Vt−1 = vt−1) = vt|St−min(k,t−1)−1,t , (18)
while the corresponding density has the form
fVt|Vt−1(vt | vt−1) =
min(k,t−1)∏
i=1
ci
(
vt−i|St−i,t , vt|St−i,t
)
. (19)
Both expressions are straightforward to evaluate recursively using (17).
3.2 Vt-d-vine copula processes
Definition 4. Let V be a v-transform, let (Vt)t∈N be a strictly stationary time series copula process
following a d-vine(k) model and let (Wt)t∈N be a strictly stationary time series copula process that
is independent of (Vt). Let (Ut)t∈N be defined componentwise by setting Ut = V−1(Vt,Wt).
1. If (Wt) is an iid process (strict white noise) we say that (Ut) is a vt-d-vine(k) copula process.
2. In the general case we say that (Ut) is a generalized vt-d-vine(k) copula process, or a gvt-d-
vine(k) process.
The joint density of a gvt-d-vine(k) process follows immediately from Theorem 2 by inserting
the d-vine(k) density (16) in (10). We obtain
cU (u1, . . . , ud) =
k∏
i=1
d−i∏
t=1
ci
(
u˜t|St,t+i , u˜t+i|St,t+i
)Cpδ,u(W )(pδ,u1(δ(u1)), . . . , pδ,ud(δ(ud)))∏d
i=1 pδ,ui
(
δ(ui)
) , (20)
where
u˜j|St,t+i = P (V(Uj) ⩽ V(uj) | V(Ut+1) = V(ut+1), . . . ,V(Ut+i−1) = V(ut+i−1)) , j ∈ {t, t+ i} .
(21)
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Remark 1. Under the improper v-transform V0 with fulcrum set at zero we have that V0(u) = u
for u ∈ (0, 1]. In this case the joint density reduces to cU (u1, . . . , ud) = cV (u1, . . . , ud) so that a
d-vine(k) copula process model can be considered as a boundary case of a vt-d-vine(k) model.
As we have observed, the process (Wt) is a device for creating dependence in a set of Bernoulli
indicator variables that summarize whether prices move down or up. We consider d-vine(1) models
for (Wt). In this case the term Cpδ,u(W ) in the joint density (11) can be fully expressed in terms of
bivariate copulas. When d = 2 and W = (W1,W2)′ we use the simplified notation C = CW and
Cpδ,u1,u2 = Cpδ,u(W ). We then have that
Cpδ,u1,u2
(
pδ,u1
(
δ(u1)
)
, pδ,u2
(
δ(u2)
))
= P
(
pδ,u1(W1) ⩽ pδ,u1(δ(u1)), pδ,u2(W2) ⩽ pδ,u2(δ(u2))
)
=
C
(
δ(u1), δ(u2)
)
u1 ⩽ δ, u2 ⩽ δ
C90
(
δ(u1), 1− δ(u2)
)
= δ(u1)− C
(
δ(u1), δ(u2)
)
u1 ⩽ δ, u2 > δ
C180
(
1− δ(u1), 1− δ(u2)
)
= 1− δ(u1)− δ(u2) + C
(
δ(u1), δ(u2)
)
u1 > δ, u2 > δ
C270
(
1− δ(u1), δ(u2)
)
= δ(u2)− C
(
δ(u1), δ(u2)
)
u1 > δ, u2 ⩽ δ
(22)
If (W1,W2) ∼ C then C90, C180 C270 are the copulas of (W1, 1 − W2), (1 − W1, 1 − W2) and
(1 − W1,W2) respectively. The notation refers to the fact that these can be thought of as the
copulas obtained by rotating the distribution described by C through 90, 180 and 270 degrees
clockwise. Using (22) and a simple Markov conditioning argument we can obtain a significant
simplification of (12) which facilitates evaluation of the joint density.
Proposition 4. When (Wt) is first-order Markov
cW ∗(u1, . . . , ud) =
d∏
i=2
Cpδ,ui−1,ui
(
pδ,ui−1
(
δ(ui−1)
)
, pδ,ui
(
δ(ui)
))
pδ,ui−1
(
δ(ui−1)
)
pδ,ui
(
δ(ui)
) (23)
where the numerator of each of the product terms is of the form (22).
The expression (22) also simplifies the evaluation of the conditional density of a gvt-d-vine(k)
copula process using Proposition 3 and equation (19). We obtain the formula
fUt|Ut−1(ut|ut−1) =
Cpδ,ut−1,ut
(
pδ,ut−1(δ(ut−1)), pδ,ut(δ(ut))
)
pδ,ut−1(δ(ut−1))pδ,ut(δ(ut))
min(k,t−1)∏
i=1
ci(u˜t−i|St−i,t , u˜t|St−i,t)
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where u˜j|St−i,t is defined in (21). The corresponding formula for the conditional cdf of the general
gvt-d-vine(k) process is more cumbersome, except in the special case of a linear v-transform. How-
ever, the conditional density can be integrated numerically which permits, among other things, the
calculation of conditional quantiles or value-at-risk (VaR) measures at any point in time.
3.3 A volatility-implied VaR interval
We now describe an alternative measure of risk, related to VaR, that is particularly straightforward
to calculate in a gvt-d-vine model. For α > 0.5 (e.g. α = 0.95) suppose we define the value vα,t at
time t by
1− α = P (V(Ut) > vα,t | Ut−1 = ut−1) . (24)
Since the event {V(Ut) > vα,t} depends on the past values of Ut−1 only through the past values
of Vt−1 = V(Ut−1) we can calculate vα,t as a conditional quantile of the d-vine model for (Vt) by
observing that
1− α = P (Vt > vα,t | Vt−1 = vt−1) = 1− FVt|Vt−1 (vα,t | vt−1)
where the final expression is one minus vt|St−min(k,t−1)−1,t as given in (18) evaluated at vα,t. The
calculation of vα,t can be carried out efficiently using a combination of Rosenblatt’s transformation
and its inverse, by a procedure similar to the one for simulating d-vines (see Joe, 2015, pages
290–292).
The event {V(Ut) > vα,t} can also be written as
{V(Ut) > vα,t} =
{
Ut < V−1(vα,t)
} ∪ {Ut > V−1(vα,t) + vα,t}
=
{
Ut ∈
[V−1(vα,t),V−1(vα,t) + vα,t]}∁
and thus the interval Iα,t = [V−1(vα,t),V−1(vα,t) + vα,t] plays the role of a set-valued risk measure
with the interpretation that its probability is exactly equal to α and all points outside it lead to
values of the volatility proxy that exceed the α-quantile of volatility. We will refer to Iα,t as a
volatility-implied VaR interval (ViVaR) and calculate it in our applications; it can of course be
translated to a different marginal scale by applying the quantile function of a marginal distribution
FX .
In the case of a vt-d-vine model with linear v-transform the lower boundary of this interval can
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be related to the usual VaR measure. Observe that
P
(
Ut < V−1(vα,t) | Ut−1 = ut−1
)
= P (Vt > vα,t | Vt−1 = vt−1)P (Wt ⩽ ∆(Vt) | Ut−1 = ut−1)
so that, when (Wt) is an iid process and the v-transform is linear, the two probabilities are respec-
tively 1− α and δ. Hence V−1(vα,t) is VaR at the 1− δ(1− α) level.
4 Estimation
4.1 General considerations
We now proceed to develop the statistical estimation of the time series introduced in the previous
sections. Let x = {x1, . . . , xn} denote a realization from a strictly stationary process with parametric
marginal distribution F (x;θm) and joint copula density cU (u1, . . . , un;θc). The full log-likelihood
is given by
L(θc ,θm;x) = log (cU (F (x1;θm), . . . , F (xn;θm);θc)) +
n∑
i=1
log (f(xi;θm)) .
As in general copula practice, three approaches to the optimization of L can be taken:
• Full maximization of L with respect to θm and θc jointly.
• The two-step procedure, known as the inference-functions-for-margins (IFM) approach (Joe,
1997). This consists of first maximizing
L1(θm;x) =
n∑
i=1
log (f(xi;θm)) ,
to obtain the marginal parameters θ̂m and then maximizing
L2(θc;x) = log
(
cU (F (x1; θ̂m), . . . , F (xn; θ̂m);θc)
)
.
• The semi-parametric approach in which the marginal distribution is estimated non-parametrically
as developed in general copula inference by Genest et al. (1995) and applied to Markov copu-
las by Chen and Fan (2006). This amounts to calculating the standardized ranks of the data
ri = (
∑n
j=1 I{xj⩽xi})/(n+ 1) and maximizing log (cU (r1, . . . , rn;θc)).
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In addition to likelihood-based approaches, method-of-moments estimation is also possible for these
models as we discuss in Section 4.3. In general our approach is to use the method-of-moments and
IFM procedures in the initial stages of the search for an optimum and then to use the resulting
estimates as starting values for a full maximum likelihood analysis to obtain the final fit.
4.2 Marginal models
One of the attractive features of copula-based time series modelling is the flexibility to choose a
marginal distribution which is not linked to the temporal dependence structure of the observations.
Well-known econometric models are more constrained in the marginal behaviour they can model.
In particular, many time series models in the GARCH family have the property that the resulting
tails of the marginal distribution are both regularly varying, i.e. following a power law (Mikosch
and Stărică, 2000). However, in real asset return data we often encounter situations where tail
behaviour differs in the two tails and one or both may be lighter than a regularly-varying law would
dictate.
See, for instance, Figure 4. For three financial datasets exhibiting stochastic volatility, which
will be analysed in Section 5, we show the well-known Hill estimator of the tail index of a regularly-
varying law (cf. Hill (1975); De Haan and Resnick (1998) for the basic properties of the Hill estima-
tor). These plots should stabilize towards the left-hand end at a value greater than zero if a power
tail is justified, but all these plots appear to continue to decay towards zero.
To model this behaviour, as well as the asymmetry of tails, we introduce a simple mixture of
positive-valued distributions as a model for marginal distributions. The specific families that we
consider are the generalised gamma distributions and the Burr distribution. In terms of extreme
value theory (EVT) the first of these belongs to the Gumbel domain of attraction, and the second
belongs to the Fréchet domain of attraction (Embrechts et al., 1997). In both cases, the associated
Hill plots have similar shapes to the ones depicted in our examples. A convenient feature of the
generalised gamma distribution is the fact that for different choices of parameters, it can have tails
which are both heavier or lighter than the exponential distribution, and it contains the Weibull
distribution as a special case.
In general, we define a two-sided mixture corresponding to the density f0(· ;η), as the distribu-
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tion with density given for p ∈ [0, 1] by
f
(
x|η+,η−) =
 (1− p) f0(−x|η−); x < 0p f0(x|η+); x ⩾ 0 (25)
and for each mixing component we consider the special cases of the generalised gamma distribution,
with density given by
f0(x|η) = νy
ν−1
(µ/σ)νσΓ(σ)
yν(σ−1) exp (−(yσ/µ)ν) , η = (σ, µ, ν)′ > 0,
and the Burr distribution, with density given by
f0(x|η) = αβ(x/σ)
β
x[1 + (x/σ)β]α+1
, η = (α, β, σ)′ > 0.
We compare these models with other choices of distribution that are common in modelling log-
returns such as Student t and skewed Student t distributions as well as normal inverse-Gaussian
(NIG) distributions. In applications the mixtures generally give statistically superior fits. It is
worth remarking that other choices for f0 such as the log-gamma distribution can also give good
results. Our empirical findings suggest that for the purpose of modelling the marginal distribution of
log-returns, the general method of considering two-sided mixtures as in (25) is an effective strategy.
The resulting distributions can also be interpreted as the result of splicing densities at the origin in
a non-continuous manner. While it is generally more common in statistical applications to splice
densities continuously, this tends to result in slightly inferior fits in our examples.
4.3 Pair copula choices
We will construct models with the standard exchangeable bivariate copulas used in vine copula
applications, these being Gauss, Student t, Gumbel, Clayton, Frank and Joe, as well as rotations of
certain copulas such as Clayton through 180 degrees. For simplicity, we denote the set of families
by C.
We now introduce a tool which is helpful when dealing with the estimation of the parameters of
a vt-d-vine. For k ⩾ 1 and k ≪ n let Sk = {xt = (xt, . . . , xt+k)′, t = 1, . . . , n − k} denote the set
of all possible contiguous sub-vectors of the data of length k + 1. Define the Kendall concordance
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matrix
Σ(k) =
∑
xt∈Sk
∑
xs∈Sk
sign(xt − xs) sign(xt − xs)′ .
This (k + 1) × (k + 1) positive-semidefinite matrix is related to the Kendall’s tau rank correlation
matrix Rτ of the dataset Sk by Σ(k) = 2
(
n−k
2
)
Rτ (in the absence of tied data); see McNeil et al.
(2015), page 267, for more details of Kendall correlation matrices2.
Definition 5. The partial rank autocorrelation function (PRACF) of Kendall type is the function
given by τ(0) = 1 and
τ(k) =
−d(k)1,(k+1)√
d
(k)
1,1
√
d
(k)
(k+1),(k+1)
, k = 1, 2, . . . ,
where d(k)i,j is the (i, j)-entry of the inverse of the Kendall concordance matrix, D
(k) = (Σ(k))−1.
We refer the reader to Whittaker (2009); Lauritzen (1996) for the definition and motivation
of partial correlation in a general setting. In the present time series context, the above definition
yields an estimate τ(k) of the Kendall correlation between two observations which are k time units
apart from each other, given the k − 1 observations that lie in between them (for k = 1 this is the
unconditional Kendall correlation).
The single-parameter pair-copula families in C have the advantage that there is a bijection
between their parameters and the Kendall’s τ measure of dependence. Moreover, since pair-copulas
in d-vine constructions model the conditional dependence of two observations given the observations
that lie between, the PRACF is a tool which can be used to develop a method-of-moments estimator
(MOM estimator) for vt-d-vines. The performance of such estimators appears to be robust and
reliable, however it is a subject of further research and outside of the scope of the current paper. In
the present analysis we use this method for preliminary estimates of parameters to initialize MLE
optimization routines.
For each of the copulas in C we can consider a non-exchangeable generalization using the con-
struction of Liebscher (2008). To preserve parsimony we use a simplified version of Liebscher’s
method with a single additional parameter. Let CV denote one of the standard exchangeable
2Σ(k) is also the covariance matrix returned by R when the method is set to Kendall.
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copulas and γ ∈ R. We consider the copula
C˜V (v1, v2; γ) =

CV
(
v
exp(−γ)
1 , v2
)
v
1−exp(−γ)
1 γ ⩾ 0
CV
(
v1, v
exp(γ)
2
)
v
1−exp(γ)
2 γ < 0
which obviously reduces to CV when γ = 0 but otherwise gives asymmetry. When one or more
copulas of this kind with γ ̸= 0 are introduced in (20) the time reversibility of the vt-d-vine process
is broken and it is no longer the case that cU (u1, . . . , ud) = cU (ud, . . . , u1) at all points in [0, 1]d.
With these observations in mind, we find that the following estimation strategy yields good
results.
• We start by selecting a best-fitting mixture distribution for the margin FX from the a set of
mixture distributions M, as described in Section 4.2. We use the fitted margin to transform
the data to uniform as in the IFM method.
• In estimating the copula we sometimes encounter local maxima, corresponding in particular
to different values of the fulcrum parameter δ. To avoid getting stuck at a local maximum we
start the copula optimization by carrying out a profile likelihood analysis of δ in a vt-d-vine(1)
model. That is we fit models using the linear v-transform with a series of fixed δ values in
[0, 1] and identify the value of δ yielding the global maximum. We then continue building the
vt-d-vine(k) model using this fixed estimate of δ.
• We add pair copulas sequentially. At each step we try all of the primary pair copulas in C as
well as certain rotated versions. Starting values are obtained using the method-of-moments.
We select the copula that gives the greatest improvement to the AIC criterion at each step.
At the end, we select the model with globally lowest AIC. We generally have a prior view of
the likely Markov order k from the PRACF plot.
• The final stage of the estimation is a global fit in which we optimize over all marginal param-
eters and all copula parameters. At this stage we consider whether further parameters in the
v-transform or non-exchangeable copulas improve the fit.
Note that considering non-exchangeable copulas as well as additional v-transform parameters at
the final stage is a choice which is taken for speed purposes, but certainly not the only possibility.
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4.4 D-vine(1) copula for sign changes
In a gvt-d-vine copula process the additional term cW ∗(u1, . . . , ud) in the likelihood is a product of
terms involving C(δ(ui−1), δ(ui)) for pairs of successive values (ui−1, ui) as given explicitly in (23).
In practice, the extent to which a unique bivariate copula C can be identified from data depends
on the extent to which the set of points S = {(δ(ui−1), δ(ui)), i = 2, . . . , d} fills the unit square
[0, 1]2, which depends in turn upon the choice of v-transform. In practice, for the v-transforms that
fit the datasets we consider, the set S tends to consist of points confined to a subset of [0, 1]2 in a
neighbourhood of the point (δ, δ). In the useful special case of the linear v-transform, S is identical
to the singleton {(δ, δ)} meaning that we can only identify the value of C at this point (see the left
panel of Figure 3). This means that we can be flexible in our choice of copula.
The ideal copula should be able to model positive dependence, negative dependence and in-
dependence. Moreover, it should also be a copula function that can be quickly evaluated. An
ideal candidate is the radially symmetric Frank copula which involves only simple functions. The
Gaussian copula is also an option if fast code is used for its evaluation.
When we work with the linear transform we can actually circumvent the evaluation of a copula
entirely. Recall in this case that δ(u) = δ and let (Yt) be the Bernoulli indicator series defined by
Yt = I{Wt⩽δ}. The correlation ρY of two successive indicator variables can be written
ρY = ρ(Yt, Yt+1) =
E(Yt, Yt+1)− δ2
δ(1− δ) =
C(δ, δ)− δ2
δ(1− δ)
and hence C(δ, δ) = δ(1− δ)ρY + δ2. Instead of parametrizing the model through the parameter of
the copula C we can parameterize it through the Bernoulli correlation parameter ρY . In view of the
Fréchet bounds for Bernoulli random variables (see, for example, Joe (1997)), the latter must lie in
the interval (−min(δ,1−δ)max(δ,1−δ) , 1). The following simplification of (22) then permits easy maximization
of the likelihood:
Cpδ,u1,u2
(
pδ,u1
(
δ
)
, pδ,u2
(
δ
))
=

δ2 + (1− δ)ρY u1 ⩽ δ, u2 ⩽ δ
δ(1− δ)− (1− δ)ρY u1 ⩽ δ, u2 > δ
(1− δ)2 + (1− δ)ρY u1 > δ, u2 > δ
δ(1− δ)− (1− δ)ρY u1 > δ, u2 ⩽ δ
(26)
When ρY = 0 we can verify that each of the terms in the product (23) is identically equal to one.
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5 Empirical Results
5.1 Data and models
In this section we consider three different datasets and their estimation using the models and
methods introduced in the previous sections. The first financial dataset consists of the log-returns
of the Bitcoin-USD exchange from January 1, 2016 to November 1, 2019. The second dataset
comprises the log-returns of the WTI crude-oil price from January 1, 2015 to February 12, 2019.
Finally, the third series consists of the log returns of the price of the PCL stock from January 1,
2006 to January 10, 2010. Each series consists of 1000 observations3.
The first two datasets do not exhibit strong serial correlation (as is usual for log-returns), but
they do show stochastic volatility. In contrast, both serial correlation and stochastic volatility are
present in the third dataset. The third dataset was identified by taking all S&P500 stocks for
the 2006–10 time period and selecting those with the largest absolute values of first-order serial
correlation in log-returns. Thus it can be considered as a more extreme example of the level of
serial correlation that is present in raw log-returns and a good candidate series for exploring the
added value of a gvt-d-vine model over a standard vt-d-vine-model.
In addition to the vt-dvine model introduced in this paper we also consider a vt-ARMA model
of the type presented in McNeil (2020). From the wider GARCH family inspired by the ideas
of Engle (1982) we fit the standard GARCH model of Bollerslev (1986), the exponential GARCH
model of Nelson (1991) and the GJR-GARCH model of Glosten et al. (1993). All model orders (k
for vt-d-vine models and (p, q) for other models) are selected by minimization of the AIC criterion.
5.2 Parameter estimates and model comparison
Table 1 shows the estimates for the vt-d-vine models fitted to the datasets. The parameters of the
pair copulas are denoted θi and the names of the selected copulas are given (all are single-parameter
copulas). The marginal model used for both the vt-processes is a mixture of positive and negative
distributions as in (25) amounting to 7 marginal parameters when using the generalised gamma
(for the first two datasets) and Burr (for the third dataset) distributions. Marginal parameters
are denoted η−j and η
+
j for the negative and positive tails respectively. The fulcrum estimates are
δ = 0.45, 0.3, 0.55 for the three datasets.
3Note that in the presented results the values of log-returns have been multiplied by 10 for improved stability in
fitting some of the alternative GARCH-type specifications.
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Parameter BTCUSD WTI PCL
θ1 1.43210529 (frank) 1.1669914 (joe) 1.3155552 (gumbel)
θ2 1.28715743 (frank) 0.12601207 (gaussian) 1.17094377 (gumbel)
θ3 0.85716369 (frank) 1.03377094 (gumbel) 0.26028831 (clayton)
θ4 0.1613928 (clayton) 1.03681006 (joe) 1.10477185 (gumbel)
θ5 0.96676132 (frank) 0.0718101 (gaussian) 1.18069076 (joe)
θ6 0.10459986 (clayton) 1.05038358 (joe) 0.14917779 (clayton)
θ7 0.02088042 (clayton) 0.07249093 (gaussian) 0.11973649 (clayton)
θ8 0.03266832 (gaussian) 0.10682789 (gaussian)
θ9 0.30616732 (frank) 1.05051792 (gumbel)
θ10 0.58745306 (frank) 0.53804344 (frank)
θ11 0.073664 (clayton)
θ12 1.08562801 (joe)
θ13 0.06779002 (clayton)
δ 0.45 0.3 0.55
η+1 3.55051432 8.98494209 1.25364198
η+2 0.04466605 0.00497766 1.48529251
η+3 0.4516007 0.35226147 0.12856453
η−1 1.64895417 1.72679079 2.61396135
η−2 0.18148147 0.31188735 1.1649687
η−3 0.63801419 0.90637052 0.33323732
p0 0.5510292 0.4785979 0.5238693
Table 1: Summary of parameter estimates for vt-d-vine copula models.
Tables 2, 3 and 4 summarize measures of fit for the best fitting model within each of the five
considered classes with each table relating to a different dataset. We see that vt-d-vine models (and
sometimes also vt-ARMA models) fare favourably against the alternatives from the GARCH family.
LogLik NumPars AIC rank extraAIC
vt-ARMA(1,1) -373.41 9 764.83 2 9.03
vt-d-vine(10) -360.90 17 755.79 1 0.00
sGARCH(1,1) -401.08 6 814.17 5 58.38
eGARCH(1,1) -384.61 7 783.21 3 27.42
gjrGARCH(1,1) -399.06 7 812.13 4 56.33
Table 2: BTCUSD data: summary of the estimation of various models.
For the three datasets we consider, our best-fitting parsimonious models, as selected by the AIC
criterion, cannot be significantly improved by the addition of non-exchangeable pair-copulas. While
the inclusion of a non-exchangeable copula at any step in the construction of the d-vine results in a
higher likelihood than its exchangeable counterpart, the improvements tend to appear modest as we
increase the order of the vt-d-vine model. If the requirement was to obtain, say, the best vt-d-vine
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LogLik NumPars AIC rank extraAIC
vt-ARMA(1,1) -590.82 9 1199.63 2 11.04
vt-d-vine(7) -580.29 14 1188.59 1 0.00
sGARCH(1,1) -601.43 6 1214.86 4 26.27
eGARCH(6,6) -579.28 22 1202.56 3 13.97
gjrGARCH(1,1) -601.40 7 1216.79 5 28.21
Table 3: WTI data: summary of the estimation of various models.
LogLik NumPars AIC rank extraAIC
vt-ARMA(1,1) 159.91 10 -299.82 5 43.16
vt-d-vine(13) 191.49 20 -342.98 1 0.00
sGARCH(1,1) 172.80 6 -333.61 2 9.37
eGARCH(1,1) 173.77 7 -333.53 3 9.45
gjrGARCH(1,1) 173.36 7 -332.73 4 10.25
Table 4: PCL data: summary of the estimation of various models.
model of order 2, 3 or 4, a non-exchangeable copula would be selected, but not in the final models
of order 7, 10 and 13.
For the PCL data, a gvt-d-vine model incorporating a Frank copula for the (Wt) process gave a
significant improvement over the best vt-d-vine model according to a likelihood ratio test. In terms
of log-likelihood, it was also superior to any combined ARMA-GARCH model using the GARCH
specifications of Table 4 although the AIC value of the best ARMA-GARCH model does ‘catch up’
with the AIC value of the best gvt-d-vine model in this case.
Note that the Markov nature of the d-vine models means that more lags need to be considered
in this approach to obtain similar behaviour to models in the GARCH family which effectively have
a ‘moving-average term’ for modelling volatility.
5.3 Goodness-of-fit
We assess goodness-of-fit graphically in Figures 5, 6 and 7. In addition to a time series plot of each
dataset and a QQ-plot against the fitted marginal distribution, we show four other plots. The first
of these is a plot of the PRACF together with the implied Kendall τ values for each of the selected
pair-copulas. This plot can be seen as a measure of agreement between ML and MOM estimation
approaches.
The fourth plot for each series shows an estimate of the profile function gT of the volatility
proxy transformation T as defined in Section 2.1. The profile function is uniquely determined by
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the marginal distribution and v-transform via the following expression (see McNeil, 2020, Prop. 3)
gT (x) = F
−1
X (FX (µT − x) + V (FX (µT − x)))− µT , x ⩾ 0
and is estimated by inserting the fitted marginal distribution, the fitted v-transforms as well as
a fitted value for µT = F−1X (δ). The dashed line in these plots shows the profile function for a
symmetric volatility proxy transformation.
The fifth plot shows a standardized version of the volatility proxy function which is obtained
by plotting Φ−1(V(FX(x))) against x where Φ denotes the standard normal cdf. The points show
an empirical estimate of this relationship while the curve is the parametric estimate implied by the
fitted model. The final plot is an illustration of the calculation of the ViVaRα interval risk measure
with α = 0.95.
Overall, these sets of plots suggest adequate fits. For the PCL dataset, the curvature of the
marginal QQ-plot does suggest a slight lack of fit in the tails. However, since we have performed
joint estimation of the marginal and copula components, it is possible that this lack of fit is caused
by some remaining misspecification of the tail dependencies in the copula model. Fitting the same
model using IFM confirms this, since it yields a much better looking marginal QQ-plot (omitted),
indicating that the marginal distribution is correctly specified. It may be the case that the pair-
copula families that we have considered do not have strong enough tail dependence in this case.
Omitted simulation experiments also revealed that the fitted vt-ARMA and vt-d-vine capture the
marginal behaviour of all three datasets with much higher fidelity than their GARCH counterparts.
The estimated profile function gT for the Bitcoin data is that of a symmetric volatility proxy
function. Moreover the smallest value of the volatility proxy corresponds with a zero return. For
the WTI and PCL data there is more asymmetry. The estimated values of µT are not equal to zero
and both profile functions satisfy gT (x) > x for large x. This can be interpreted as large negative
log-returns contributing more to the volatility proxy variable.
6 Conclusion
The results in this paper and further unreported analyses suggest that many volatile time series
of log-returns on financial assets can be successfully modelled using d-vine copula processes in
conjunction with v-transforms and asymmetric mixed marginal distributions. In many cases the
in-sample fits are superior to those obtained from all the most widely used members of the extended
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GARCH family.
It is noteworthy that the best fitting models are higher-order Markov models with relatively
short memory. In the examples of this paper the orders are 7, 10 and 13, corresponding to no more
than 3 weeks of trading days.
Of course there are also datasets where our models do not outperform all GARCH competitors.
In particular, when the data show very strong evidence of leverage (higher volatility induced by
returns of negative sign) the best fitting vt-d-vine models sometimes do not give the same quality of
fit as GJR-GARCH (Glosten et al., 1993) or EGARCH (Nelson, 1991) models with explicit leverage
terms, although they can match standard GARCH models without such terms. A topic for further
research is the extension of our vine copula models to incorporate feedback effects between the signs
of log-returns at time t and volatility at future times t+ k.
Multivariate models for several volatile return series is also a topic for further research. The
m-vine model of Beare and Seo (2015) and the COPAR model of Brechmann and Czado (2015)
suggest directions for generalizing the vt-d-vine model to bivariate and multivariate series.
A drawback of our models is that they are relatively expensive to fit in computational terms, in
particular the stepwise search for the best pair copulas at each generalized lag. This means that ex-
tensive comparison of out-of-sample predictive performance using standard backtesting approaches
is more difficult to carry out in realistic time frames. A further important topic of research thus
centres on the acceleration of fitting algorithms for scaling the applicability of these models in risk
management and forecasting settings.
A Proofs
A.1 Proof of Proposition 1
We first observe that, conditional on V = v, we have
{
U˜ = U
}
=
{V−1(v,W ) = V−1(v), U = V−1(v)} ∪ {V−1(v,W ) = v + V−1(v), U = v + V−1(v)}
=
{
W ⩽ ∆(v), U = V−1(v)} ∪ {W > ∆(v), U = v + V−1(v)}
Hence, by the independence of W and U , it follows that
P
(
U˜ = U | V = v
)
= ∆(v)2 + (1−∆(v))2
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and integrating over v we obtain
P
(
U˜ = U
)
= 2E
(
∆(V )2
)
+ 1− 2E (∆(V ))
= 2
(
var (∆(V )) + δ2
)
+ 1− 2δ
= 2var (∆(V )) + δ2 + (1− δ)2 .
A.2 Proof of Theorem 2
We will need the fact that
pδ,u(δ(u)) =
(−1)I{u⩽δ}
V ′(u) for all u ∈ [0, 1] (A.1)
which we first prove. When u ⩽ δ we clearly have that pδ,u(δ(u)) = δ(u) = ∆(V(u)) = −1/V ′(u)
where we have used equation (5). When u > δ we have that pδ,u(δ(u)) = 1−∆(V(u)) = 1+1/V ′(u∗)
where u∗ is the dual point of ui as defined in Definition 1. We have to show that 1 + 1/V ′(u∗) =
1/V ′(u). This follows from the fact that for any u > δ with dual point u∗ = u − V(u) we have
V(u) = V(u∗) = V(u−V(u)) so that V ′(u) = V ′(u∗)(1−V ′(u)) and hence V ′(u) = V ′(u∗)/(1+V ′(u∗)).
Now fix the point (u1, . . . , ud) ∈ [0, 1]d and consider the set of events Ai(ui) defined by
Ai(ui) =

{Ui ⩽ ui} if ui ⩽ δ
{Ui > ui} if ui > δ
The probability P(A1(u1), . . . , Ad(ud)) is the probability of the orthant defined by the point (u1, . . . , ud)
and the copula density at this point is given by
cU (u1, . . . , ud) = (−1)
∑d
i=1 I{ui>δ}
dd
du1 · · · dudP
(
d⋂
i=1
Ai(ui)
)
. (A.2)
The event Ai(ui) can be written
Ai(ui) =

{Vi ⩾ V(ui), Wi ⩽ ∆(Vi)} if ui ⩽ δ
{Vi > V(ui), Wi > ∆(Vi)} if ui > δ
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and hence the probability of the event
⋂d
i=1Ai(ui) can be written∫ 1
V(u1)
· · ·
∫ 1
V(ud)
∫
Iδ,u1 (∆(v1))
· · ·
∫
Iδ,ud (∆(vd))
cV ,W (v1, . . . , vd, z1, . . . , zd)dv1 · · · dvddz1 · · · dzd .
Taking the derivative of this expression with respect to u1, . . . , ud and using (A.1) and (A.2)
yields (9).
When V and W are independent the joint density factorizes and (10) follows by noting that
{Wi ∈ Iδ,u(δ(u))} =

{Wi ⩽ δ(u)} if u ⩽ δ
{1−Wi ⩽ 1− δ(u)} if u > δ
= {pδ,u(Wi) ⩽ pδ,u(δ(u))} .
Clearly (10) reduces to the simple form cV (V(u1), . . . ,V(ud)) when CW is the independence copula.
A.3 Proof of Proposition 2
Equation (12) follows from the fact that s(u)/V ′(u) = pδ,u(∆(V(u))) as established in the proof of
Theorem 2 in Appendix A.2.
For the second identity consider the event Bi = {pδ,ui(Wi) ⩽ pδ,ui(δ(ui))}. For ui ⩽ δ we have
Bi = {Wi ⩽ δ(ui)} = {Yi(ui) = 1} and for ui > δ we have Bi = {Wi > δ(ui)} = {Yi(ui) = 0}.
Putting these together we have Bi = {Yi(ui) = I{ui⩽δ}}. Thus (16) is an alternative way of writing
the ratio P (B1 ∩ · · · ∩Bd)/
∏d
i=1 P (Bi).
A.4 Proof of Proposition 4
This result follows easily from the fact that
Cpδ,u(W )
(
pδ,u1
(
δ(u1)
)
, . . . , pδ,ud
(
δ(ud)
))
= P
(
pδ,u1(W1) ⩽ pδ,u1
(
δ(u1)
)
, . . . , pδ,ud(Wd) ⩽ pδ,ud
(
δ(ud)
))
= pδ,u1
(
δ(u1)
) d∏
i=2
P
(
pδ,ui(Wi) ⩽ pδ,ui
(
δ(ui)
) | pδ,ui−1(Wi−1) ⩽ pδ,ui−1(δ(ui−1)))
= pδ,u1
(
δ(u1)
) d∏
i=2
Cpδ,ui−1,ui
(
pδ,ui−1
(
δ(ui−1)
)
, pδ,ui
(
δ(ui)
))
pδ,ui−1
(
δ(ui−1)
) .
29
References
Aas, K., Czado, C., Frigessi, A., and Bakken, H. (2009). Pair-copula constructions of multiple
dependence. Insurance: Mathematics and Economics, 44(2):182–198.
Beare, B. (2010). Copulas and temporal dependence. Econometrica, 78(395–410).
Beare, B. and Seo, J. (2015). Vine copula specifications for stationary multivariate Markov chains.
Journal of Time Series Analysis, 36:228–246.
Bedford, T. and Cooke, R. (2001a). Probabilistic Risk Analysis: Foundations and Methods. Cam-
bridge University Press, Cambridge.
Bedford, T. and Cooke, R. M. (2001b). probability density decomposition for conditionally inde-
pendent random variables modeled by vines. Annals of Mathematics and Artificial Intelligence,
32:245–268.
Bedford, T. and Cooke, R. M. (2002). Vines–a new graphical model for dependent random variables.
Annals of Statistics, 30(4):1031–1068.
Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedasticity. Journal of Econo-
metrics, 31:307–327.
Brechmann, E. C. and Czado, C. (2015). CoparâĂŤmultivariate time series modeling using the
copula autoregressive model. Applied Stochastic Models in Business and Industry, 31(4):495–514.
Chen, X. and Fan, Y. (2006). Estimation of copula-based semiparametric time series models. Journal
of Econometrics, 130(2):307–335.
Chen, X., Wu, W. B., and Yi, Y. (2009). Efficient estimation of copula-based semiparametric
Markov models. Annals of Statistics, 37(6B):4214–4253.
Darsow, W., Nguyen, B., and Olsen, E. (1992). Copulas and Markov processes. Illinois Journal of
Mathematics, 36(4):600–642.
De Haan, L. and Resnick, S. (1998). On asymptotic normality of the hill estimator. Stochastic
Models, 14(4):849–866.
30
Domma, F., Giordano, S., and Perri, P. F. (2009). Statistical modeling of temporal dependence in
financial data via a copula function. Communications if Statistics: Simulation and Computation,
38(4):703–728.
Embrechts, P., Klüppelberg, C., and Mikosch, T. (1997). Modelling Extremal Events for Insurance
and Finance. Springer, Berlin.
Engle, R. F. (1982). Autoregressive conditional heteroskedasticity with estimates of the variance of
United Kingdom inflation. Econometrica. Journal of the Econometric Society, 50:987–1008.
Fan, Y. and Patton, A. (2014). Copulas in econometrics. Annual Review of Economics, 6:179–200.
Genest, C., Ghoudi, K., and Rivest, L. (1995). A semi-parametric estimation procedure of depen-
dence parameters in multivariate families of distributions. Biometrika, 82:543–552.
Glosten, L. R., Jagannathan, R., and Runkle, D. E. (1993). On the relation between the ex-
pected value and the volatility of the nominal excess return on stocks. The Journal of Finance,
48(5):1779–1801.
Haff, H., Aas, K., and Frigessi, A. (2010). On the simplified pair copula construction - simply useful
or too simplistic? Journal of Multivariate Analysis, 101:1296–1310.
Hill, B. M. (1975). A simple general approach to inference about the tail of a distribution. The
annals of statistics, pages 1163–1174.
Ibragimov, R. (2009). Copula-based characterizations for higher-order Markov processes. Econo-
metric Theory, 25(819–846).
Joe, H. (1996). Families of m-variate distributions with given margins and m (m-1)/2 bivariate
dependence parameters. Lecture Notes-Monograph Series, pages 120–141.
Joe, H. (1997). Multivariate Models and Dependence Concepts. Chapman & Hall, London.
Joe, H. (2015). Dependence Modeling with Copulas. CRC Press, Boca Raton.
Kurowicka, D. and Cooke, R. (2006). Uncertainty Analysis with High Dimensional Dependence
Modelling. Wiley, Chichester.
Lauritzen, S. L. (1996). Graphical models, volume 17. Clarendon Press.
31
Li, D., Gui, Y., Li, Y., and Xiong, L. (2018). A method for constructing asymmetric pair-copula
and its application. Communications in Statistics - Theory and Methods, 47(17):4204–4214.
Liebscher, E. (2008). Construction of asymmetric multivariate copulas. Journal of Multivariate
Analysis, 99:2234–2250.
Loaiza-Maya, R., Smith, M., and Maneesoonthorn, W. (2018). Time series copulas for heteroskedas-
tic data. Journal of Applied Econometrics, 33:332–354.
McNeil, A. (2020). Modelling volatility with v-transforms. http://arxiv.org/abs/2002.10135.
McNeil, A. J., Frey, R., and Embrechts, P. (2015). Quantitative Risk Management: Concepts,
Techniques and Tools. Princeton University Press, Princeton, 2nd edition.
Mikosch, T. and Stărică, C. (2000). Limit theory for the sample autocorrelations and extremes of
a GARCH(1,1) process. The Annals of Statistics, 28:1427–1451.
Nelson, D. B. (1991). Conditional heteroskedasticity in asset returns: A new approach. Economet-
rica, 59:347–370.
Patton, A. (2012). A review of copula models for economic time series. Journal of Multivariate
Analysis, 110:4–18.
Smith, M., Min, A., Almeida, C., and Czado, C. (2010). Modeling Longitudinal Data Using a Pair-
Copula Decomposition of Serial Dependence. Journal of the American Statistical Association,
105(492):1467–1479.
Whittaker, J. (2009). Graphical models in applied multivariate statistics. Wiley Publishing.
32
Figure 4: Hill plots of the positive and negative log-returns. Top: Bitcoin-USD log-returns (2016-01-01/2019-11-01);
middle: WTI crude oil log-returns (2015-01-01/2019-02-12); bottom: PCL log-returns (2006-01-01/2010-01-10).
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Figure 5: Bitcoin data. Top left: log-returns; top right: QQ-plot of the fitted versus empirical marginal quantiles;
middle: implied profile function gT and standardised volatility proxy; bottom: partial rank autocorrelation function
with corresponding implied Kendall tau’s (circles) from the pair-copulas.
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Figure 6: WTI data. Top left: log-returns; top right: QQ-plot of the fitted versus empirical marginal quantiles;
middle: implied profile function gT and standardised volatility proxy; bottom: partial rank autocorrelation function
with corresponding implied Kendall tau’s (circles) from the pair-copulas.
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Figure 7: PCL data. Top left: log-returns; top right: QQ-plot of the fitted versus empirical marginal quantiles;
middle: implied profile function gT and standardised volatility proxy; bottom: partial rank autocorrelation function
with corresponding implied Kendall tau’s (circles) from the pair-copulas.
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