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Introduction
With the explosive growth of social media, a great number of videos are being generated and shared on the Internet. For example, YouTube has over a billion users and people watch hundreds of millions of hours every day * . Thus, many techniques have been developed for multimedia searches. Owing to the success of information retrieval businesses, such as Google, Bing, and Yahoo!, most search engines employ text-based techniques by using nonvisual information such as surrounding text and user-provided tags, associated with visual content. However, since textual information is sometimes noisy or unavailable, the inconsistency between textual features and visual contents can cause poor image/video search results [1] , [2] .
To improve the text-based search performance and overcome the semantic gap between text information and video contents, visual search reranking has been the focus of attention in recent years [3] - [9] . This technique adjusts the initial ranking orders by mining visual content or leveraging some auxiliary knowledge. Most reranking methods have been developed on the basis of the following three assumptions: (1) visual contents with dominant patterns are expected to be ranked higher than others, (2) visual contents with similar visual appearance are to be ranked closely, and (3) top-ranked contents in initial search results are expected to be ranked relatively higher than the others. Under these assumptions, visual information is introduced to refine the initial search result.
A lot of reranking methods are formulated as finding the optimal ranked list from the perspective of Bayesian theory [10] , [11] and manifold discovery [12] , [13] . These reranking approach assumes that relevant multimedia documents such as images and videos lie on a manifold in visual feature space. Then the reranking is accomplished by graph-based learning methods. Therefore, we call it graphbased reranking. Generally, the approach constructs a graph, where the nodes are multimedia documents and the edges reflect their pairwise similarities. The initial relevance of each document can be viewed as the stationary probability of each node and can be transitioned to other similar nodes until some convergence conditions are satisfied. This graph representation of search results can be integrated into a regularization framework by considering the following two terms: a graph regularizer that keeps the ranking positions of visually similar documents close and a loss term insuring that the reranked results do not change too much from the initial ranking list.
Although many different methods have been proposed, the visual consistency between similar video contents is not always guaranteed due to the complexity of real-world video contents. Then, in several cases, search performance may be even degraded after the reranking. This is because that most graph-based methods measure visual consistency pairwisely. The overall consistency is measured by aggregating the local consistency over each pair. Thus, errors in score estimation increase when noisy samples are included in each pair. To solve this problem, we introduce the idea of social network analysis. Specifically, community detection methods have attracted great research interests in the past years [14] . A community consists of a group of nodes that are densely connected to each other but sparsely connected to other dense groups. Since a community structure in networks usually reveals the common topic or interest, the consistency over an area among a same community means a video group whose videos have strong correlation with its neighbor. We call it global consistency. However, these consistency analysis is not considered for improving performance of video search reranking. Therefore, it is desirable to develop a novel algorithm that regularizes graph consistency based on both local and global aspects, simultaneously.
In this paper, we propose a novel graph-based reranking with local and global consistency analysis. We adopt the following two procedures: (A) detection of the global consistency over the graph and (B) modeling of the graph-based reranking considering both local and global consistency.
First, in (A), we detect the global consistency by adopting a spectral clustering algorithm [15] to the constructed graph. Given a similarity graph, a spectral clustering algorithm finds a partition of the set of its nodes into clusters. This algorithm satisfies the following hold: nodes in different clusters are dissimilar to each other, which aims to minimize the between-cluster similarities; and nodes in the same cluster are similar to each other, which aims to maximize the within-cluster similarities. From the clustering result, we extract center nodes corresponding to representative nodes of each cluster. Then we define a new affinity matrix representing the similarity between center nodes and the similarity between nodes among the same video group.
In (B), we model reranking using the graph and the affinity matrix which reflects global consistency over the graph. Our reranking model is built based on a Bayesian formulation [10] and its multimodal expansion [9] . In this paper, we introduce a new graph regularizer that smooths the ranking scores among the same video group obtained by the procedure in (A). For a video, instead of calculating the consistency with each of its neighbors individually, the proposed regularizer considers the consistency with all of videos among the same group simultaneously. By using this term with the previous regularization framework, the proposed method can suppress the influence of noisy videos. Furthermore, it is difficult to assign the appropriate parameters to the two types of affinity matrices. In order to integrate two aspects, we introduce the graph-learning approach and tune these parameters automatically. Finally, by minimizing the objective function including three terms, i.e., graph local and global regularizer terms and a loss term, the desired consistency over the graph is guaranteed. Therefore, performance improvement by the graph-based reranking becomes feasible.
The contribution of this work is summarized as follows:
1) We propose a graph global consistency detection approach for video search reranking. This enables integration of global consistency analysis into a graphbased regularization framework.
2) The proposed method simultaneously regularizes the smoothness of the ranking scores between not only adjacent nodes but also nodes among the same video group. This approach enables suppression of the influence of noisy videos' score propagation.
This paper is an extended version of [16] . In this paper, the following three aspects are enhanced. 1) In order to improve the robustness of the algorithm for obtaining the affinity matrix of each aspect, we introduce the graph-based learning approach in our method. By using this approach, tuning parameters for determining the scale of the affinity matrix are automatically learned. 2) We complement discussions of parameters to set manually. 3) We collect a Web video search dataset using 15 queries and study the effectiveness of the proposed method by comparing it with various conventional graph-based reranking methods.
The remainder of this paper is organized as follows. In Sect. 2, we review the related work on the visual search reranking for image and video retrieval. Section 3 presents the proposed method, which retrieves videos using a graphbased reranking framework with local and global consistency analysis. Section 4 provides experimental results that verify the performance of the proposed method. Finally, Sect. 5 presents concluding remarks.
Related Work

Visual Search Reranking
Visual search reranking has been widely investigated for improving the search performance of images, videos and other multimedia documents. The existing visual search reranking efforts can be mainly classified into two categories according to whether there are query examples available, which are called example-based reranking and self-reranking.
For the first category, these methods need several examples in addition to a text-query. Yan et al. [3] regard the query examples as relevant samples and several bottomranked results in a ranking list as irrelevant ones. A Support Vector Machine (SVM) model is then learned based on these samples to rerank the search results. Natsev et al. [4] improve the robustness of this example-based approach by a bagging strategy. They collect multiple irrelevant sample sets and then generate different ranking lists accordingly. These ranking lists are aggregated to generate the final reranked result. Liu et al. [5] use the query examples to discover the relevant and irrelevant concepts for a given query and identify an optimal set of document pairs by using an information theory. A ranking list is then directly recovered from this pair set. These methods can improve search performance if good visual examples are provided. However, these methods cannot be used in the cases when there is no visual example available.
For the second category, the self-reranking approach does not rely on query examples. It aims to improve textbased search by mining the visual information of images or videos. In many cases, we can assume that the top-ranked documents are the few "relevant" (called pseudo relevant) documents that can be viewed as "positive". This is in contrast to relevance feedback where users explicitly provide feedback by labeling the results as positive or negative. Kennedy et al. [6] regard top and bottom-ranked results in a ranking list as pseudo relevant and irrelevant samples respectively to discover the related concepts. The detection results of the related concepts are then used as highlevel features in SVM to build classifiers for reranking. Hsu et al. [17] formulate the reranking process as a random walk over a context graph, where videos are nodes and the edges between them are weighted by multimodal similarities. Jing et al. [8] apply the PageRank [18] to product image search and design the VisualRank algorithm for reranking. After a similarity-based image link graph is generated, an iterative computation similar to PageRank is utilized to rerank the images. Yang et al. [19] extract multiple features from each image and collect a training set that contains several queries and labeled search results. Reranking is then regarded as a supervised learning task. Tian et al. [10] model the textual and visual information from the probabilistic perspective and formulate visual reranking as an optimization problem in the Bayesian framework, named Bayesian visual reranking. This method encodes the assumptions that the reranked results do not change much from the initial ranking list and the ranking positions of visually similar images are close.
However, its fundamental deficiency lies in the noise, i.e., it is not guaranteed that the irrelevant instances are always apart from the top returns, which would push away true positive after reranking in many cases. In this work, to perform robust visual reranking in this kind of situation, we investigate video search reranking with local and global consistency analysis based on community detection approach. By learning the adaptive similarity weights of each aspect, we will show that our approach can effectively integrate two aspects to boost ranking performance.
Graph-Based Learning
Graph-based learning has been introduced into visual reranking in the past year. One major advantage of graphbased learning is to encode the data structure into the data similarity measurement to refine inference and modeling. In these methods, a graph is constructed based on the given data, where nodes and edges respectively correspond to samples and their pairwise similarities. They are usually formulated in a regularization scheme with two terms. One term is used to enforce the function to be smooth on the graph, and the other term is used to keep the function consistent with prior information such as the labeling information of several samples. The algorithms can be accomplished by a random walk process.
He et al. [12] adopt a graph-based method named manifold-ranking in image retrieval. Wang et al. [9] developed a multi-graph learning approach to fuse multiple feature channels based on semi-supervised learning. In [20] , multiple graphs from different retrieval methods are fused by summing up the edge weights, and then a graph alignment is conducted to build an overall similarity graph. In [8] , [10] , [21] , the initial ranking list is refined on the graph by propagating the ranking scores through the edges.
Unfortunately, the regularization term used in these methods measures the graph consistency pairwisely. Specifically, the overall consistency is measured by aggregating the local consistency over each pair. The consistency on the graph is multiplewise instead of pairwise since it is a term defined over the whole neighboring samples. Therefore, the consistency approximated through pairwise regularizers is not satisfactory enough. Our method is inspired by [9] , [14] . Our approach first detects the global consistency of the overall graph. By using the multimodal graph learning method, we then fuse the two types of graphs and then estimate an optimal relevance score with regard to the user's query.
Graph-Based Video Search Reranking with Consistency Analysis
In this section, we describe our proposed reranking approach. We first introduce the existing graph-based reranking methods with a general regularization scheme. We then present our approach including consistency analysis and new graph regularization. For clarity, the notations and definitions throughout this paper are summarized in Table 1 .
Graph-Based Reranking with Local Regularizer
We first follow [10] to define several terms in reranking. Let r = [r 1 ,r 2 , . . . ,r N ] T and r = [r 1 , r 2 , . . . , r N ] T denote vectors of the initial ranking scores and the relevance scores, which correspond to the video set X = {x 1 , x 2 , . . . , x N }.r i and r i are the initial ranking scores, which are calculated from the ranking position by keyword search, and the relevance scores with regard to the user's query. We also use The Video set and ith video in a ranking list. r,r i
The vector of the initial ranking scores and the score of x i . r, r i
The vector of the relevance scores and the score of x i .
L, G
Indicators for local and global aspects. W • The affinity matrix of videos. A • The transformation matrix including the affinity matrix.
The graph Laplacian and the normalized graph Laplacian derived from W • .
The centroids of spectral clustering.
C
The node set which corresponds to each centroid.
Tuning parameters. N The number of videos. K The number of clusters for spectral clustering. T , T 1 The iteration time in the alternating optimization.
x i to denote its feature vector. In this paper, three kinds of visual features and one kind of audio feature are adopted (described in 4.1). Generally, graph-based reranking can be formulated as a regularization framework. The objective function is then defined as:
where the first part is a regularization term that makes the ranking scores of visually similar videos close, the second part is a loss term that estimates the difference between r andr, and ρ is a trade-off parameter. As the term R(r, W), a graph G is constructed with nodes being the videos and similar videos are linked by edges. Then graph Laplacian [22] and normalized graph Laplacian [23] can be widely utilized.
When constructing the graph G, each video is connected with its k-nearest neighbors [10] . W is an affinity matrix in which W i j indicates the visual similarity between x i and x j . In this paper, we use W L and W G as the affinity matrices for local and global aspects, respectively. For the local aspect, if two videos x i and x j are connected as the edge, the similarity W L i j is calculated based on the Gaussian kernel with the scaling parameter σ L . Otherwise, two videos are not connected W L i j = 0. We define the affinity matrix
Through minimizing the objective function Q(r), the optimum ranking score list r * can be derived as r * = arg min r Q(r) using the local regularizer R(r, W L ).
Global Consistency Detection
This subsection shows how to detect global consistency by using a spectral clustering algorithm [15] . In this paper, global consistency means that videos on the same video group structure, typically referred to as a cluster, are likely to have a high similarity. Since this structure in the graph usually reveals the common topic or interest, the consistency over a local area within the same graph means that each sample has strong correlation with its neighbor. Thus, if we can deduce a sample's score in its neighbors precisely, it is regarded that this sample is locally consistent.
Spectral clustering unveils the video group structure by exploiting the eigen-structure of the graph Laplacian matrix
and D L is a diagonal matrix and its (i, i)th element is the sum of ith row of W L . Let U consist of the unit-length eigenvectors which are associated with the K smallest eigenvalues of L L , namely U = {u 1 , . . . , u K }, which is a K-dimensional embedding of the graph. The information of each node is therefore captured by a point in R K . In order to discover the video group structure, k-means clustering is applied to the rows of U and returns the video group labels z = {z 1 , . . . , z N } ∈ {1, . . . , K} and K centroids O = {μ 1 , . . . , μ K }. Then we detect nodes C = {c 1 , . . . , c K }, which correspond to each centroid O and are called center nodes. A spectral clustering algorithm is provided in Algorithm 1 with the input being the affinity matrix W L and Algorithm 1 Global consistency detection using a spectral clustering algorithm
Input:
The affinity matrix W L of the video graph G and K Output: Label set z and center nodes C 1:
Cluster labels for all nodes and centroids of K groups (z, O) ← results of k-means clustering on the rows of U with K centres 8:
return (z, C) 11: end procedure Fig. 1 Center node detection and similarity definition based on shortest path problem.
the pre-specified number of groups K. Its outputs are the estimated labels z and the center nodes C.
The goal of our reranking is to regularize smoothness of the ranking scores between not only adjacent nodes but nodes among the same video group simultaneously. Therefore, we define a new weight W G i j , which represents the similarity between each node and its center node among the same video group. As shown in Fig. 1, if two videos x i and x j have the same label z and x j ∈ C, we connect them by an edge and calculate its weight W G i j . We define the affinity matrix W G ∈ R N×N by taking W G i j as its (i, j)th element. By using the affinity matrix W G , we formulate the reranking problem.
Proposed Graph-Based Reranking Algorithm
We develop our approach based on normalized graph Laplacian and ranking distance. Typically, the similarity of kth aspect (k ∈ {L, G}) between ith and jth videos is firstly defined as
, where σ k is the scaling parameter of the Gaussian function that converts distance to similarity. However, Euclidean distance may not be appropriate as the most suitable distance metric [24] . Therefore, we replace the Euclidean distance metric with the following Mahalanobis distance metric, which can be learned an optimization framework:
where M k is a symmetric positive semi-define real matrix.
and is substituted it into Eq. (2) as
This is equivalent to transform each video x i to A k x i . For the initialization, we set A k to a diagonal matrix I/σ k , where σ k is the median value of the pairwise Euclidean distance of the videos in the kth aspect. The proposed method considers local and global aspects in the graph. Here, we linearly combine the normalized graph Laplacian regularizers. Mathematically, in order to smooth reranking scores based on both global and local consistencies, we model the reguralizer term so as to combine local and global terms as follows:
where α k is the weight for local and global regularizers. The weights satisfy 0
is the normalized graph Laplacian, and D k is the diagonal matrix whose (i, i)th element is d k ii . Accordingly, our algorithm can be formulated as the following optimization problem:
where the loss term indicates the preference strength ranking distance [10] and Sr is the set of pairs (i, j) whose relevance scores of all the sample-pairs (x i , x j ) satisfyr i >r j . Note that an appropriate scale of A k for estimating W k will also be automatically determined. The scaling parameter is usually very sensitive for graph-based learning, and it needs to be carefully tuned. The elimination of the parameter by automatically determining the scale of A k is also an important element of our approach.
Alternating Optimization
The formulation shown in Eq. (5) is a minimization problem involving two variables to optimize. Since this objective is not convex, it is difficult to simultaneously recover both unknowns. However, if we hold one unknown constant and solve the objective for the other, we have two convex problems that can be optimally solved. In the rest of this section, we introduce an alternating optimization for our reranking framework, which iterates between the updates of r and A k .
Update for r
By using the form of normalized graph Laplacian, we can rewrite Eq. (5) as follows:
If the transformation matrices A L and A G are constant, then denote β i j = 1/(r i −r j ) and the relevance score list r can be updated by solving the following optimization problem:
where L (B) is a graph Laplacian matrix defined over the graph G B which has the same structure of G regarding the weight between nodes x i and x j as |β i j |. B = [β i j ] N×N is an anti-symmetric matrix, and e is a vector with all elements equal to 1.
Finally, the relevance score list r is derived by differentiating w.r.t r and equating it to zero as follows:
whereρ = 2ρ(Be). It can be seen that different from the normalized graph Laplacian based learning, the two types of normalized graph Laplacian matrices have been linearly combined with weights α k .
Update for A k
Now, we consider the optimization of A k (k = L, G). Since the optimization of both A L and A G is the same process, we describe that of A L as an example. Considering r and A G are fixed, we then derive the derivative of Q with respect to A L as follows:
Algorithm 2 Gradient descent process for solving A k .
Input:
Step-size parameter η t = 1.
Output:
The transformation matrix A k . 1: Set A (0) k to a diagonal matrix I/σ k , where σ k is the median value of the pairwise Euclidean distances of the videos in the kth aspect. 2:
η t+1 = 2η t ; 6: 
G for initialization. Output: The relevance score list r.
, respectively, where σ • is the median value of the pairwise Euclidean distances of the videos in each aspect. 2: for t = 1 to T do 3:
Compute the tth optimal relevance score list r (t) 
In order to solve the optimization of A L using Eq. (9), we adopt a gradient descent process. In the gradient descent process, we dynamically adapt the step-size in order to accelerate the process while guaranteeing its convergence. Denote A (t) L as a result of A L in tth turn of the iterative process.
L , A G ), i.e., the cost function obtained after the gradient descent is reduced, we double the step-size. Otherwise, we decrease the step-size and do not update A L . The process is shown in Algorithm 2. In this process, we denote Q(A L ) as the value of the object function when entering A L . After the iteration of A L , r and A L are fixed, and A G is calculated by the same way as A L .
The whole alternating optimization process is illustrated in Algorithm 3. After the alternating optimization, the proposed method returns videos in accordance with the optimal relevance score r as the video searching result. 
Experimental Results
In this section, we verify the effectiveness of our proposed method. We first describe the datasets collected from YouTube † and the measurements in the experiments. We then analyze the performance of our method of video search reranking.
Datasets and Features
Datasets: While the research on video search has recently received intensive attention, the public datasets do not reflect current social event topics. To substantially evaluate our approach, we collected a new dataset with rank information from YouTube for video search reranking. Specifically, the used videos were crawled from YouTube by using 15 event queries as shown in Table 2 . There is a MSRA-MM (Microsoft Research Asia Multimedia) dataset [25] as a well-known dataset for video search. In this task, 9 categories of videos are searched. Therefore, we use 15 queries in the experiments. These queries cover current topics of news from events, which were selected by reference to the categories "Categories:2014, 2015, and 2016" from Wikipedia † † . For each query, we obtained max top-500 videos, and analyzed the related videos of each video by using YouTube API † † † . Furthermore, the associated contextual information such as tags, titles and descriptions were also crawled together with videos. This dataset is a real-world Web video dataset containing the original ranking information. By using these videos, we construct the video graph G. When constructing the graph G, each sample is connected with its k-nearest neighbors. The neighborhood size is set to 5. For the iteration times T and T 1 , we set them to 5 and 10, respectively. Our method assigns the initial scorē r i = 1 −r i /N, wherer i is the rank of video x i returned by the search engine. Features: For query videos, we extract the following the sequential features from the whole videos and the framelevel visual and audio features from keyframes. Note that we denote I-frames of the MPEG-4 video as the keyframes.
C3D:
We apply the C3D model [26] pre-trained on the Sports 1M dataset to compute representations with 512 dimensions. Inception-v3: We apply the Inception-V3 model [27] pretrained on the ImageNet 1K classification task to compute representations with 2048 dimensions.
HSV Color histogram:
We use the HSV color histogram to exploit the color information. To contain spatial information, keyframes are divided into 25 blocks of the same size. A 1600-dimensional HSV normalized color histogram of each region with 4 bins in each color space is extracted. MFCC: Mel-frequency cepstral coefficients (MFCC), which describe the short-time spectral shape of audio frames, are extracted to capture audio information. MFCC are widely used not only for speech recognition but also for generic audio classification. ΔMFCC, ΔΔMFCC, log-power, Δlog-power and ΔΔlog-power are extracted in addition to the MFCC. The dimension of the audio feature is 39 including 12-dimensional MFCC.
These sequential and frame-level visual and audio features are combined by early fusion followed by PCA to reduce the dimension to 256. The video-level feature x i of the ith video is mean-pooled from frame-level features.
Evaluation Metrics
The performance evaluation of our method is voted by eight volunteers who are invited to assign the relevance scores for top N videos of each query. The averaged relevance score is used to measure the retrieval results. The performance is measured by the widely used average precision (AP), which averages the precision obtained when each relevant video occurs. We average the APs over all the 15 queries to obtain the mean AP (MAP) as an overall performance measurement. Then, to measure the video search performance, the normalized discounted cumulative gain (NDCG) [28] , which is commonly used measure in information retrieval when there are more than two relevance levels, is adopted. For a given query, the NDCG score at position d in the ranking list is calculated as follows:
where t j is the degree of the jth video in the ranking list and Z d is a normalization constant chosen to guarantee that NDCG@d is 1 for a perfect ranking. For each video, in the experiments, the relevance degree t j was judged manually on four scales: "0:Irrelevant", "1:Fair", "2:Relevant", and "3:Very Relevant". To evaluate the overall performance, we average the NDCGs over all queries to obtain the mean NDCG (MNDCG). 
Reranking Results
To evaluate the performance of the proposed reranking algorithm, we first compare the proposed method with the following eight reranking methods: 1) No method, i.e., the initial search results without reranking. This method is denoted as "Initial".
2) The text-based search results based on the Okapi BM-25 formula [29] using the associated contextual information of each video. The method is denoted as "BM25".
3) The random walk method proposed in [17] . The method is denoted as "RandomWalk". 4) Graph-based reranking proposed in [8] . The method is denoted as "VisualRank". 5) Bayesian reranking proposed in [10] . The method is denoted as "Bayesian". 6) Multimodal graph-based reranking proposed in [9] , which is the state-of-the-art for graph-based reranking. The method is denoted as "MGL". 7) Social ranking proposed in [30] . User information is utilized to boost the retrieval performance. A regularization framework which fuses the visual and views information is introduced. The method is denoted as "SocialRank". 8) The proposed reranking method without the global regularizer. That means we fix α G = 0. The method is denoted as "Ours (α G = 0)" 9) The proposed reranking method with assigning equivalent scaling parameters to two aspects. That means we 
The method is the same as [16] and denoted as "Ours (without A k optimization)"
For fair comparison, the comparisons 3) -7) were implemented by using the same video-level features as shown in Sect. 4.1. Figure 2 shows the top results with comparisons between the proposed method and other methods for an example query "Rio 2016 Summer Olympics games". It is obvious that our approach is superior to all compared methods owing to our capability to rank the relevance videos by using multiple types of objects and multiple types of relationships. The results of the MAP comparison are shown in Table 3 . It can be seen that the proposed reranking algorithm has a better performance than the other methods. This demonstrates the robustness of our algorithm.
Next, we show the video retrieval results obtained by using the proposed method and the other retrieval methods. Table 4 demonstrates the MNDCG@5,10,20,30,40,50, 60,70,80,90,100 of different methods. Overall, our proposed graph-based reranking outperforms the other methods, and the improvements are consistent and stable at different depths of NDCG. Especially, using the proposed method, the value of the MNDCG@100 shows an improvement of 0.017 and 0.013 over SocialRank and MGL, which are the state-of-the-art methods in reranking, respectively.
To verify whether the improvement of the proposed method is statistically significant, we further perform a statistical significance test. Here, we conduct paired T-test at the 5% significance level between ours and all other methods. The p values are shown in Table 5 . The T-test is conducted over 15 queries. From this result, we can see that the improvement of the proposed method is statistically significant. Table 6 shows the simulation results to verify the robustness to noisy videos. It is observed that the average of noise ratio, which means the ratio of relevant and irrelevant videos, is originally 72% in our dataset. Thus, in this experiment, we randomly insert noisy videos from other queries' ranking lists in the target initial ranking list so that the ratio of noise videos is 80%. Table 6 also demonstrates the MNDCG@5,10,20,30,40,50,60,70,80,90,100 of different methods. As shown in Table 6 , our proposed graphbased reranking outperforms the other methods, and the im- provements are consistent and stable at most of different depths of NDCG. Thus, it can be seen that our method including the global consistency analysis can improve the robustness to nosy videos.
Next, in order to confirm the effectiveness of the proposed center node detection using a spectral clustering algorithm, we compare the proposed method with two popular representative node detection schemes including:
1) The PageRank algorithm [18] which was used in Google and was designed as a method for link analysis. The method is defined as "PageRank". 2) The HITS (Hypertext Induced Topic Selection) algorithm [31] . HITS makes the distinction between hubs and authorities and computes them in a mutually reinforcing way. The method is defined as "HITS".
Note that for implementation of PageRank and HITS, we also used the same video graph and its affinity matrix as those used in the proposed method. To further analyze the results, we compare the results of the different parameter K, which is the number of center nodes. Figure 3 depicts the performance of three types of methods, the proposed method, HITS and PageRank with different K ranging from 5 to 30 in terms of NDCG@100. From the results, we can see that the proposed method always gives better performance, and the best number for K is 10.
Finally, we also test the sensitivity of the two parameters ρ and α L , which are used in the proposed method. We first set α L = 0.5 and vary ρ from 0.001 to 1. Figure 4 demonstrates the performance curve with respect to the variation of ρ. We then set ρ = 0.1 and vary α L (α G = 1 − α L ) from 0.1 to 0.9. Figure 5 demonstrates the performance curve with respect to the variation of α L . Here, we also illus- trate the performance of the methods based on the proposed method. From the results we can see that the performance of our approach will not be significantly degraded when the two parameters vary in a fairly wide range, and it can keep outperforming the other methods.
From the above experimental results, we can verify the effectiveness of the proposed method using the local and global consistency analysis. Therefore, the proposed method improves the performance of graph-based reranking in video searches.
Complexity Analysis
From the above solution process, we can see that its computational cost mainly contains three parts, which are for detecting global consistency, updating r, and updating A {L,G} , respectively. First, the computational cost of the global consistency detection is O(K 3 + KNt), where K is the number of clusters, N is the number of videos, and t is the number of k-means iterations. In the graph-based reranking method, we sparsify W {L,G} by only keeping the l largest components in each row, where l is the number of neighbors for each video. From Eq. (8), we can see that the cost for updating r is O(Nl). For updating A L and A G , from the process in Algorithm 2, we can see that the cost is O(T 1 Nld 2 ). Overall, the total time complexity for reranking is O(K 3 + KNt + T (Nl + T 1 Nld 2 )), where d is the dimensionality of video feature vectors, and T and T 1 are the iteration times of optimization, respectively.
Besides theoretical analysis, we also test the time cost experimentally for the proposed method. It is implemented by using Python and run on a workstation with Intel Xeon E5-2620 v3, 2.4 GHz, 32GB memory in a single thread. By averaging the time cost of the all queries, our method can rank videos within 10s when N = 500 in a single thread.
From the theoretical analysis and the experimental test discussed above, we can see that the efficiency of the proposed method is acceptable for real applications.
Conclusions
This paper has presented a method to improve performance of graph-based Web video search reranking. We first construct the video graph and detect global consistency over the graph by using a spectral clustering algorithm. From the clustering result, we extract center nodes, which are representative nodes of each cluster and then define the new affinity matrix and the global regularizer representing the similarity between center nodes and each node among the same video group. Secondly, by considering both local and global graph consistency, video search reranking is formulated as an optimization problem. The effectiveness of integrating local and global regularizers has been demonstrated. We have also compared our method with several existing reranking methods, and the results demonstrate the superiority of our method.
