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Introduction
Exact tests for testing hypotheses concerning the variance components in unbalanced random or mixed models are available only for special simple cases. Wald (1941) was the first to present exact tests for one-way and two-way cross-classification models without interactions. Spj0tvoll (1968) and Thomsen (1975) Khuri and Littell (1987) , and for testing variance components in unbalanced models that are unbalanced only with respect to the last stage by Khuri (1990) . In the statistical literature, exact tests for general unbalanced mixed models are not available. Traditional analysis of such models uses approximate F tests.
developed exact tests concerning the variance components in a two-way random cross-classification model with interaction. However, their tests for main factor variance components are practicable only if the interaction variance component is zero. An exact test concerning the nesting effects variance component in an unbalanced random twofold nested classification model was introduced by Khuri (1987). Further, exact tests for testing hypotheses concerning the variance components in an unbalanced random effects model with interaction were presented by
In this paper we present a method for deriving exact tests for testing hypotheses concerning the variance components of some unbalanced mixed linear models. Our approach is based on an orthogonal transformation that reduces the model matrix to contain zero elements as the so-called row-echelon normal form (cf. Noble, 1969, pp. 80-90). This transformation originates from the notion of Allen's (Biometrics Unit Report BU-529-M, Cornell University, 1974) layer triangular form. The transformed model will enable us to define an error component vector and use this to balance the originally unbalanced model. This type of technique, in this paper called resampling, was first introduced by Khuri (1987) and Khuri and Littell (1987) , who also pointed out that it is closely related to statistical resampling techniques. As a consequence we obtain, for unbalanced mixed linear models, exact tests that are analogous to those traditionally used for balanced random-effects models. The exact power of the proposed tests remains unknown but, for slightly unbalanced data, the properties of the exact tests are close to the properties of the exact tests traditionally used for respective balanced data. In any case, the proposed tests are unbiased and, for balanced data, identical to the traditional exact F tests.
Notation and Terminology
In this paper all mixed models will be viewed as special cases of the following general linear model 
Models with One Random Factor
Now we proceed to develop testing procedures concerning hypotheses of the variance components of the models specified in Section 2. To illustrate the procedure, we first consider mixed linear models with one random factor only. Then we have a mixed model of the form y = Xa + Z,bI + e, (3 
Models with Nested Classifications
We next consider models with nested random factors. To illustrate this situation, we consider a model with two random factors, b, and b2, such that the effects of b2 are nested within the effects of b,, i.e., the columns of the incidence matrix Z, span a subspace of the space spanned by the columns of the incidence matrix Z2. In accordance with ( The sampling procedure of the vector t., in (4.11) presumes that n -p ? s. This is equivalent to n 3 2p -r.
Models with Interaction Between Random Factors
In this section we consider models with interaction effects. We shall see that in the presence of interaction, we have more options in the resampling technique. The chosen option may influence the power of the resulting tests. . This extension can be done so that, when applied to balanced data, the effect of resampling will vanish and the resulting tests will be identical to the traditional ones.
7. An Example In Finland, official variety trials for winter wheat varieties are continuously carried out by some 15 experimental stations. During the past 30 years more than 100 varieties have been tested. The collected data set currently contains approximately 3,800 observations where the most interesting variable is the measurement of the yield (kg/! 1Om2). Since each year new varieties are introduced and old ones are dropped out, these data are highly unbalanced. In real inference situations, we often consider a subset of these data comprising 500-1,000 observations and containing data from some 25 varieties, the 8 recent years, and 5-7 locations. This kind of data set may often be considered to constitute a representative sample from an area with similar growing conditions. However, variation due to environmental sources is always present. Besides the experimental error, we may expect it to consist of three main sources: variation due to the growing properties of the land within experimental stations (locations), due to the general climate effects of the years, and due to the effects of the microclimate within the locations and the years. In the notation of Section 5, the above row-wise partition of R yielded r = 2, q = 4, p = 5, m = 7, thereby generating the above partition of t, too. Now, using this partitioned t and (5. .9471/2 with 2 and 2 degrees of freedom. Naturally, our real interest is in the comparisons of the varieties and the main purpose of the above type of tests is only to find an appropriate model for that work. Knowing that we can base our inference on models like that in (5.1), we can carry out such comparisons, for example, by using the testing procedures of Kleinbaum (1973). Finally, we mention that, with the winter wheat data, the large number of varieties makes it impractical to use models containing interactions between the variety effects and the environmental effects (cf. Cochran and Cox, 1957, p. 565). Such effects would make the dimensions of the models inconveniently large.
Discussion
In (4.11) we introduced the vector [XI, -A-']"/2t., which, as discussed by Khuri and Littell (1987), can be called an error component vector. The use of this vector resulted in the test statistic F in (4.19) whose actual value depends on the choice of t., but whose distribution is invariant to this choice. In accordance with the discussion by Khuri and Littell, testing techniques based on the above type of error component vectors are, in this paper, called resampling.
As discussed in Section 5, there is no unique criterion for defining error component vectors for models with interaction terms. However, the kind of option presented in Section 5 has some desirable features. For example, resampling is needed only once, the error variance for the two tests concerning the two main factor variance components is the same and, with balanced data, the resulting test statistics are identical to the traditional ones. Further study on this subject is needed.
By Section 6, we can extend the proposed testing technique only to hypotheses that, with balanced data, can be tested using exact . In this case, let i be the smallest row index such that the diagonal element of U is zero and let the corresponding ith row of U be ui. Using a series of orthogonal Givens transformations, we can transform the row ui to zero by using only this row and the diagonal elements of U below the row ui. The resulting matrix will remain upper triangular. Let GI denote the product of the Givens transformations used above and let j be the smallest row index such that j > i and such that the corresponding diagonal element of the upper triangular matrix G, U is zero. Further, let uj be the jth row of G1U. Then, as above, we can make u; zero by using a product of orthogonal Givens transformations G2 working only with row u; and the diagonal elements of G1 U below it. The resulting matrix G2GIU will remain upper triangular. Proceeding in this way, we can find a sequence of orthogonal matrices that reduce the matrix A to the proposed form. This proves the existence of P and T. The special form of T, called layer triangular by Allen, implies that the nonzero rows of T are linearly independent. Moreover, since P is orthogonal, rank From (A.7) it also follows that, with fixed u2, u2, and with a fixed design matrix, i.e., with fixed y, --1 as -* oo. Note also that we get upper limits for I and 0 by replacing 6 in (A.6) and ^y in (A.7) by the largest elements of the respective diagonal matrices.
We next consider (ii). By Lemma 3, the sums of squares and the computational forms used for the test statistics in (3.10), (4.6), and (5.6) are identical to those traditionally used for the respective F statistic in fixed-effects analysis (cf. Searle, 1971). The test of Thomsen (1975) for testing the interaction variance component in a two-way layout is also computationally identical to the corresponding test in fixed-effects analysis. Thus, the test in (5.6) is identical to that of Thomsen.
To outline the proof of (iii) we next consider a balanced random two-way cross-classification model where the fixed part contains nothing but the mean. We apply the technique of Section 5. With these balanced data all the diagonal elements of A used in Section 5 will be equal. Therefore, after step (5.7), we can choose P = I. In defining u in ( We next consider (iv). By Lemma 5 and its corollary, the eigenvalues of the matrices R4R,4 and S22S,2 in Section 5 do not depend on the used orthogonal transformations. Therefore, after fixing A in (5.7), the reasoning used in (i) above implies that the distributional forms of the resulting test statistics are uniquely determined. Further, if resampling is not used, the sums of squares used in the tests are, by Lemma 4, also uniquely determined. Therefore, if resampling is not used, the resulting test statistics are also uniquely determined. If resampling is used, the actual values of the test statistics depend on the particular choice of the error component vector.
The justification of (v) is based on the fact that, with slightly unbalanced data, the diagonal elements in matrices like A in the preceding sections are not far apart. Thus, by (i) above, the power of the proposed tests cannot fall far short of the traditional exact tests for respective balanced data. Furthermore, considering the balanced data and model in (iii), the cell frequencies within each of the factors b, and b3 are equal-say, n, and n3, respectively. In this case we get the quantities of (i) as X = l/n3, b = n3, and y = n2/n3 and, by (i), the tests for a-2 and u-are consistent. By this kind of argument we may expect that, for slightly unbalanced data, too, the proposed tests are consistent.
To demonstrate (vi) we consider, as an example, a three-way cross-classification random-effects model with the main factors A, B, C, the two-factor interactions AB, AC, BC, and the three-factor interaction term ABC (cf. Kendall and Stuart, 1968). Let the variance components associated with these terms be 4 B, a2B oC, OB, a.c, o-2C, and oa2BC, respectively. It is easily seen that we can test the hypothesis IaBC = 0 using the technique leading to (5.6). The incidence matrices for the two-factor interactions AB, AC, and BC all span a subspace of the incidence matrix for the three-factor interaction ABC. Thus, in order to test the hypotheses a-B = 0, 0A2c = 0, and O23C = 0, we may use procedures similar to those leading to (5.21). The hypotheses u2 = 0, uB = 0, and ol = 0 cannot be tested with our procedures, but for the balanced three-way cross-classification model there do not exist exact F tests for these hypotheses either (cf. Kendall and Stuart, 1968).
