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chronizing words is established which may offer a new view of Cˇerný’s conjecture.
© 2008 Published by Elsevier Inc.
1. Communication
A communication systemmediates the exchange of information. It is employed by a set of agents; these could be humans,
computers, cellular phones, sensors, animals, cells in organisms and much else, and any mixture of these. Information has
a physical representation depending on the communication medium. To simplify the mathematical treatment of information,
one agrees on a logical representation of information, typically in the form of words over a ﬁnite alphabet. More than one
logical representation may be used for the same information to meet the requirements of the communication process. The
translation between logical representations is achieved through coding and decoding. The structure of the communication
process is deﬁned by a communication protocol.
In the traditional communication model of information and coding theory one has a sender S attempting to transmit
information to a receiver R via a channel C. The channel is subject to noise N as well as to attacks by a foe F . To compensate
for N and F , the information is encoded via γ and later decoded via δ; encoding and decoding will typically involve means
for error-detection, error-correction and possibly also for secrecy and security. It is a basic and essential assumption in this
model that S and R have agreed that a message will be sent and that no one else will request use of the channel or send a
message.
Human-made communication systems often rely on the existence of a kind of clock, that is, a device which distributes a
common time signal to all agents in the system. This is the basis of most digital systems to keep them synchronized.
In contrast, in natural systems and also inmanymodernwireless communication systems—like cellular phones or remote
sensors—no such assumption can be made: the receiver may not know that a message is about to be sent, let alone from
which sender; moreover, many senders may attempt to use the same channel or to reach the same receiver simultaneously.
While the former model assumes a kind of global organization, the latter seems chaotic at ﬁrst glance and requires local
structuring of the process [60].
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The planning as to which action to take at which time employs synchronization, that is, an agreement of the agents
involved on the time when which events happen. The type of agreement and the method of achieving it depends on the
properties of the system and the goals to be achieved. Synchronization can be viewed in different ways:
• signal-level physical and logical synchronization;
• symbol-level synchronization in the absence of noise;
• symbol-level synchronization in the presence of noise.
The corresponding literature has little overlap. For theﬁrst type,we refer to [16,38,45] for general information and speciﬁcally
to [17,37,49] for theoretical foundations. The second and third types are mainly treated in the context of the theories of
codes or systems [4,23]. The noiseless case leads to fundamental questions regarding the combinatorics on words and the
controllability of systems. On the other hand, when one has to model synchronization in the presence of noise, information
theoretic or probability theoretic considerations apply. These latter issues are completely ignored in the traditional literature
on codes like [4]. On the other hand, to make real systems function they are essential.
For example, to make a cellular phone work it is not sufﬁcient to use an encoding which is uniquely decodable; one
needs an encoding which permits a decoding even when one has walked around a high-rise building of concrete. In a
network of sensors, individual sensors may get moved around by animals (bears for instance) leading to changes to the
information channel. In deep-space communication the signal-to-noise ratio is so bad that the detection of signals—not just
their decoding—can be extremely difﬁcult. These are real problems; we try to address some of them.
In this paper,1 we attempt to provide a unifying view of problems, methods and solutions regarding synchronization in
communication systems. To achieve this, we have generously simpliﬁed the issues and omitted many technical details.
We explain a few examples of synchronization drawn from extremes—music, writing and deep-space commmunication;
we then describe the mathematical model which one may want to use.
The paper is organized as follows: in Section 2, we introduce the notation and terminology to be used. We then attempt a
classiﬁcation of synchronization in Section 3; we consider, in particular, Moore’s gedanken-experiments and Cˇerný’s conjec-
ture. In Section 4, we provide a few (exotic, extreme?) examples of synchronization problems. Then, in Section 5, we describe
a general model for information channels. The concept of synchronization both in the absence and the presence of noise is
presented in Section 6. In Section 7, we derive properties of synchronizing languages. We establish a relation of their sufﬁx
roots to overlap-free pi-codes, hence solid codes. Section 8 provides some concluding observations.
2. Notation and basic notions
In this section, we introduce notation and review basic notions. For general background information we refer to [59]
regarding automata and formal languages, to [4,23,41,46] for coding theory, to [49] for synchronous communication systems,
to [16,45,57] for the basics of spread spectrum technology and to [38] for details on current broadband communication.
By Z and N we denote the sets of integers and positive integers, respectively; N0 is the set of non-negative integers.
An alphabet is a non-empty set of symbols. Let X be an alphabet. Then X∗ is the set of all words over X including the
empty word , and X+ = X∗ \ {}. A language is a subset of X∗. For a word w ∈ X∗ and a symbol a ∈ X , |w|a is the number of
occurrences of a in w; for a set Y ⊆ X ,
|w|Y =
∑
a∈Y
|w|a.
In particular, |w| = |w|X is the length ofw. For a language L ⊆ X∗, the set alph(L) =
⋃
w∈L{a | |w|a = 0} is the alphabet of L. For
u ∈ X∗ and L ⊆ X∗, u[−1]L = {v | uv ∈ L}.
We also need to consider inﬁnite words: Xω is the set of right-inﬁnite words over X . A subset of Xω is an ω-language. An
ω-word w ∈ Xω can be considered as a mapping w : N → X such that w(i) = wi is the ith letter of w.
As to set notation, when there is no risk of confusion, we omit set brackets for singleton sets.
Let P be property of languages. Then LP denotes the family of all languages having property P. In some situations it can
be necessary to restrict the family to languages over a given alphabet X; in such a case, we write LP(X). For properties P1
and P2, when P1(L) → P2(L) for all L, then LP1 ⊆ LP2 and, therefore, language properties deﬁne a hierarchical structure for
language families. We are concerned with parts of the hierarchy of code families as shown in [23]. The following language
properties are of special interest in this paper.
Deﬁnition 1. Let L ⊆ X+ be a non-empty language.
(1) L is uniquely decodable (or a code) if the subsemigroup L+ of X+ generated by L is free with L as a free set of generators.
(2) L is a preﬁx code if u,uy ∈ L implies y = . Lp is the class of all preﬁx codes.
(3) L is a sufﬁx code if u, xu ∈ L implies x = . L s is the class of all sufﬁx codes.
(4) L is a p-inﬁx code if u, xuy ∈ L implies y = . Lpi is the class of all p-inﬁx codes.
1 In a precursor to this paper, published as [20], several real-life technical issues are brieﬂy discussed; some of these have been omitted here to allow for
an emphasis on the synchronization methods afforded by coding theory. For details regarding those issues we refer to the bibliography.
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(5) L is an s-inﬁx code if u, xuy ∈ L implies x = . L si is the class of all s-inﬁx codes.
(6) L is an inﬁx code if u, xuy ∈ L implies x = y = . L i is the class of all inﬁx codes.
(7) L is overlap-free if uv, vw ∈ L implies v = . Lol−free is the class of all overlap-free languages.
(8) L is an intercode of index 1 if X+LX+ ∩ L = ∅. L inter1 is the class of all intercodes of index 1.
(9) L is a solid code if L is an overlap-free inﬁx code. L solid is the class of all solid codes.
The following proper inclusions are well-known (see [23]): L solidL inter1L i, L iLpiLp and L iL siL s.
For a language L, νL and σL are the Nerode right congruence and the syntactic congruence of L, respectively. The sufﬁx root
of a language L is the set of all words in u ∈ L, such that, when xy = u and y ∈ L then x = .
A monoidM is left-reductive if u ∈ M and uy ∈ M implies y ∈ M. A subset L of a monoidM is a left ideal ifML = L; it is an
ideal ifMLM = L.
A deterministic semiautomaton is a pairA = (Q ,X) as follows: Q is the set of states and X is the input alphabet acting on Q .
For q ∈ Q and w ∈ X∗,
qw =
⎧⎨
⎩
q, if w = ,
qx, if w = x with x ∈ X ,
(qx)w′, if w = xw′ with x ∈ X and w′ ∈ X∗,
is the state reached from q by input w. For q ∈ Q and F ⊆ Q , the set Lq,F (A) = {w | qw ∈ F} is the language accepted by
A from state q by the states in F . The semiautomaton A is ﬁnite when both Q and X are ﬁnite; it may have Moore or
Mealy output symbols or output words, turning it into a transducer (see [3,48]). For transducers we also need to consider
non-deterministic semiautomata, that is, constructs (Q ,X) as above where, however, X acts on 2Q such that, for Q1,Q2 ⊆ Q
and x ∈ X , (Q1 ∪ Q2)x = Q1x ∪ Q2x. A transduction from alphabet Y to alphabet X is a subset of Y∗ × X∗. A transducer is a
semiautomaton with initial state, set of ﬁnal states and (Mealy) output languages. The input-output relation deﬁned by a
transducer is its transduction. For further information about transducers see [3].
3. Types of synchronization
The term of synchronization, when applied to a system or its parts, is assumed to mean: all parts of the system are in
agreement regarding the present state of the system; or the act of achieving this agreement. Implicit in this deﬁnition is a
notion of time and of distinguishable states. The means by which to achieve agreement regarding the state of the system
at a speciﬁed point in time are the focus of research on synchronization. Such an agreement is assumed to be stable for a
sufﬁciently long period of time.
Synchronization can be expressed as a gedanken-experiment (see [40,15]): The systemunder investigation is a semiautom-
aton A = (Q ,X), the structure of which is known to the experimenter, and a state q synch ∈ Q . The present state is unknown;
the interior of A is invisible, that is, A is a “black box.” A synchronization experiment consists of an input word w. The
experiment is successful if qw = q synch for all q ∈ Q . In this case q synch is a synchronized state, w is a synchronizing word,
and w synchronizes A to state q synch. The experimenter knows that the state reached is q synch, hence the system is in a
known state.
A seemingly weaker type of synchronization would only require that the system be in the same state, q′ say, after reading
inputw regardless of the current state. However, as the experimenter knows the structure ofA, simulation of the transitions
under input w allows one to determine whether w synchronizes in this sense. Hence, these concepts are not fundamentally
different.
Deﬁnition 2. LetA = (Q ,X) be a semiautomaton and let q synch be a state ofA. ThenA is said to be synchronizable (to q synch)
if the language L synch(A) =
⋂
q∈Q Lq,q synch (A) of synchronizing words is non-empty.
The following famous problem, ﬁrst published in a 1964 paper on automaton experiments, is still open.
Conjecture 1. (Cˇerný’s conjecture [8]) A ﬁnite deterministic semiautomaton with n states is synchronizable if and only if it has
a synchronizing word of a length not exceeding (n − 1)2.
As a ﬁnite deterministic semiautomaton can be viewed as an algebra with a ﬁnite carrier set and a ﬁnite set of unary
operations (or functions) the problem can be re-phrased as one concerning the representation of constants by iterated
functions. In this form it can then be generalized to ﬁnite algebras with functions of arbitrary arity. For a detailed analysis
of Cˇerný’s conjecture, a brief history of the problem including further references, and for this generalization see [43,44]. It
is shown there, in particular, that the claim of the conjecture is not true in the more general setting. Regarding the original
conjecture, only very few examples of synchronizable semiautomata are known forwhich an input length of (n − 1)2 is really
needed: Trahtman [50] provides a complete list as of 2006 and he conjectures that the list is, in fact, complete. Recently itwas
shown that Cˇerný’s conjecture holds true for aperiodic semiautomata, that is, semiautomata which accept star-free regular
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languages [51]. Other special cases of the conjecture are addressed in [1,2,9,11,12,13,28,39,58]; see also these and [51] for
further important references.
From a ﬁnite deterministic semiautomaton A one can build an acceptor A synch for L synch(A) using a modiﬁcation of the
power set construction (see [15]). When A is ﬁnite then also A synch is ﬁnite. Thus, it is decidable, for any given A and state
q synch, whether A is synchronizable to q synch and whether there is a short synchronizing word for A as claimed in Cˇerný’s
conjecture.
Synchronization experiments on semiautomata ﬁt into the following general setting2: the system has received an un-
known input sequence of unknown length; at some point in time an observer arrives who only sees the input sequence from
this point on.
• Is it possible for the observer to predict the system behaviour after having observed the input only for a short period of
time?
• Can the observer, by providing an appropriate input, force the system into a speciﬁc known state regardless of the past?
In a wireless communication system—like cellular phones, sensor networks, deep-space communication—typically neither
the sender nor the channel nor the receiver know the current states of the respective other system components when
information transmission is about to start; in “tightly coupled” traditional communication systems with a common clock
the situation is far simpler. In modern systems, however, it is often nearly impossible to communicate the state information
directly. Instead, a synchronizing word may be needed to force the receiver into a known state; from then on, the sender
knows the receiver’s state. A similar situation arises in hardware testing. A circuit arrives at the test station in an unknown
state. For a test to bemeaningful, the circuit needs to be initialized to a known state or, alternatively, the testmust be designed
so as to be successful regardless of the initial state (see [6]).
Of course, also in the general context of scientiﬁc endeavour, synchronization plays a key rôle in creating uniform exper-
imental conditions without which observations of system behaviour may turn out to be meaningless. A synchronizing word
acts like a reset button: it sets the system to a known state and achieves a clean starting point for the next experiment. Why
do we not just assume that there is a reset button? In the gedanken-experiment the automaton is ﬁxed; the introduction of a
special resetwould change the very essence of the experiment. Adding a reset, increases the size of the input alphabet, which
in turn has consequences at the physical level—for instance in terms of energy or timing. Moreover, many real systems, both
natural and human-built, simply do not have an explicit built-in reset or cannot be equipped with one.
In a realistic description of the synchronization experiment the automaton should be allowed to be inﬁnite and non-
deterministic. For the original setting of Moore’s gedanken-experiments this does not make much sense. However, the more
general assumptions are useful in situations when a ﬁnite-state model is unrealistic or does not exist, as in natural language
processing, or when non-deterministic knowledge about the system state is the best one may expect to get in a reasonable
amount of time.
Usually, communication is affected by noise. Noise inﬂuences the synchronization process in two ways: a synchronizing
wordmay fail to synchronize; evenwith a successful application of a synchronizing word, synchronizationmay be lost again
shortly after it has been achieved.
The need for synchronization arises at all levels of a communication system; we list a selection of such situations:
• Clock synchronization: In a “loosely coupled” system like wireless communication an exact synchronization of the clock
signals is impossible due to the variations in clock speeds, signal distribution delays and signal shifting.
• Signal synchronization: Signal deformation can lead to a variation in the interpretation of the beginning and end of a signal
and of the value of a signal.
• Message synchronization: Given a logical interpretation for the received physical signals, there may be more than one
meaningful reading of the received sequence. This may be a result of noise, interference, multiple-path reception or
transmission interruptions.
In the sequel, we make the simplifying assumption that sufﬁciently exact clock synchronization has been achieved. The
signal synchronization issue can then be treated as a problem of noise; message synchronization then amounts to the
synchronization problem for automata, aggravated, however, by the presence of errors.
4. Examples of synchronization
We sketch seven examples of synchronization. These may seem a bit exotic, but should convey some basic ideas.
(1) In music, close to the end of a concert, the solist usually plays a cadenza. Outstanding soloists may improvise that part
completely. The orchestra waits for the conductor’s signal to resume, and the conductor has no clue what the soloist is
going to do. Synchronization is needed and achieved by a convention which we may want to call a synchronizing word
in music.
2 For semiautomata with unknown initial states see also [54,56,55].
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(2) Languageshavepunctuation symbols: inwritten languagesof theEuropeankind, onehas commas, periods, etc.; in spoken
language one has intonation, pauses, etc. These symbols achieve synchronization. In printed text, using paragraph and
chapter structure achieves synchronization. And, as one of the simplest examples, page numbers serve also that purpose.
(3) When a cellular phone is switched on, its own clock is likely to differ from the clock of the base station; it does not know
the identity of the next base station; nor does the base station know the identity of the phone; nor does either of them
know what they are going to send or receive. They have to agree on time and on transmission methods.
(4) Youwalk around a block with a cellular phone. The communication gets interrupted, but is resumed after a few seconds.
Some information may have been lost, but in essence you know what the conversation was about. Here we have two
kinds of synchronization: that of the phone with the base station and that of you with the person you were talking to.
Two kinds in a very strong sense: signal and logical.
(5) The processing of genetic information requires the replication and matching of highly complex molecules which, more-
over, are subject to mutations (noise in the terminology of information theory). The chemical process is known to be
rather stable, but how this is accomplished is not known.
(6) When the noise-to-signal ratio is bad as in communication with deep-space missions like the one to Saturn a few years
ago it is often impossible to know not only what the signal is, but also when it starts or ends.
(7) In ﬁbre-optics, due to various physical properties of that medium, the signal quality deteriorates rapidly over the length
of the cable. After some length, it is impossible to determine when a signal starts or ends. In this case one uses devices
to recuperate the symbols before they are too bad; even this can be viewed as a kind of synchronization mechanism.
5. Channel models and SID-channels
A channel (with alphabet X) is a relation C between input and output words. In its most general setting—taking into
account words, the beginnings or ends of which are unknown, at the input or output—a channel C relates ﬁnite, one-sided
inﬁnite and bi-inﬁnite words over X . We write (u | v) ∈ C to denote the fact that, upon input v, the word umay be the output
of C. This general deﬁnition of a channel together with a set of axioms for a model of physical channels is outlined in [23]
(for additional details see [30]). Under reasonable assumptions about the physical properties of the channel onemay assume
that C is a probabilistic transducer; moreover, if only highly likely errors need to be taken into account, as is commonly
assumed in the theory of error-correcting or error-detecting codes, then C is even ﬁnite-state. Thus, ignoring probabilities,
such a channel C is a rational transduction (see [3]). In particular, as shown in [23], channels of this kind can be used tomodel
the homophonic codes proposed in, for example, [7,14]. An SID-channel is a channel subject to the following conditions:
• There are three basic error types: σ , ι and δ denoting symbol substitution, insertion and deletion, respectively.
• Error types can be combined to form composite error types in twoways: either the componentsmay occur independently
of each other or they exclude each other.
• Error types can be equipped with parameter pairs of the form (m,n) with 0 ≤ m < n: In n consecutive symbols at most
m errors of the given type can occur.
For example, an SID-channel might allow for at most 5 errors of types σ and ι in any 20 consecutive symbols and, indepen-
dently, for atmost 3 errors of type δ in any15 consecutive symbols. Thus, SID-channels are special ﬁnite-state transducers. The
speciﬁcations of SID-channels form an algebra for which the equivalence problem is decidable [22,31,32]. Synchronization
problems typically arise from errors of types ι and δ.
6. Synchronization and noise
When noise is not a concern, the synchronization problem needs only be considered at the symbol or message levels.
Lack of synchronization can only result from parts of unknown lengths missing from the message. Thus a typical received
message has the form
· · ·w1 · · ·w2 · · · . . . · · ·wn · · ·
for some n > 0, where unknown words of unknown lengths are missing. The words wi can be parts of code words, code
words, and concatenations of suchwords. The absence of noise implies that eachwordwi has been transmitted and received
correctly. Thus, the only task left for the decoder or the receiver is to make sense of each of these words. As the lengths of
the missing pieces are not known, each wordwi needs to be dealt with separately. Therefore, only the case of n = 1 needs to
be considered. Thus, with w = w1 received, the task is as follows: ﬁnd a point inw from which on, decoding both to the left
and to the right is unique. The point in question is determined by a synchronizing pair of words.
Deﬁnition 3. Let L ⊆ X+ be a code. A pair (x, y) of words in L∗ is a synchronizing pair for L if, for all u, v ∈ X∗, uxyv ∈ L∗ implies
that ux ∈ L∗ and yv ∈ L∗.
Suppose the code L has been used for the transmission, (x, y) is a synchronizing pair for L, and the word w has been
received. If w has a factorization w = uxyv and w ∈ L∗ then the receiver can be certain that the point in question is the
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boundary between these occurrences of x and y. Thus ux and yv can be decoded separately. The assumption thatw ∈ L∗ may
seem rather restrictive as the received word may be incomplete; the important point is that the occurrence of xy is part of a
received word which is known to be part of a word in L∗.
In the presence of noise the situation becomes far more complicated. One does not only not know where a code word
starts or ends, but also does one not even knowwhich codewords the received symbols represent. This situation is explained
further below.
In terms of the Moore experiment, the word xy takes the decoder to a known state at the end of x and this state is an
initial and a ﬁnal state of the decoder. Note that for this interpretation, the state set need not be ﬁnite. If we view the states
of the decoder as encapsulating at least that part of the information contained in the input read so far which is required to
proceed with decoding then the states correspond to the classes of the Nerode equivalence with respect to L∗.
The synchronizationprocess can alsobe interpreted as follows: thedecoder keeps readingw from left to right;when it sees
x it still needs to wait until it sees y before the boundary point has been determined. Reading y amounts to a synchronization
delay (see [4,23]).
Deﬁnition 4. A code L ⊆ X+ is uniformly synchronous if, for some s, every pair in Ls × Ls is synchronizing for L. The smallest
such s is the synchronization delay of L.
Again, this deﬁnition generalizes to noisy channels. as indicated above. The assumption that the received wordw = uxyv
be a potential channel output for a word in L∗ is needed; it limits the application of general uniformly synchronous codes to
the situation when the received message parts are channel outputs of sequences of code words. Thus, when L is a code, the
unique decodability ofw is given a priori, and the synchronization property just provides a starting point for decoding which
may be signiﬁcantly earlier than the end of w. From this point of view, the synchronization delay resembles the decoding
delay: if L is a uniformly synchronous codewith synchronization delay s then L is left-to-right decodablewith decoding delay
no greater than s.
When one has to deal with noise, the situation changes completely. One has to take into account, that one does not
even get the synchronizing pair correctly. The concepts are deﬁned formally in [23]. Here we present the ideas informally.
A reveived message at the ouput end of a channel may look quite different from the input. We do not know the beginning
of the message (not even the time) nor its end. We know the encoding and proper decoding algorithms. We, therefore, need
to ﬁnd a point for starting the decoding; that is, the synchronization point. From there, we decode in both directions. But
the received message is corrupted by noise. How do we ﬁnd the synchronization point? The deﬁnitions above from coding
theory are useless in such a situation.
Again, one needs to start from a channelmodel which deﬁneswhich kinds of errors occur.We restrict this presentation to
SID-channels, although it is easy to generalize these ideas tomore general types of channels.Weneed the notion of a language
L being C-admissible when C is a channel. A formal deﬁnition would require a host of other deﬁnitions all found in [23].
Instead, we rely on an informal explanation: when one sends amessage using a code L, themessage is uniquely decodable in
the normal sense. The corresponding channel output, neednot be aword over L or it could even represent aword over Lwhich
differs from the input. Decoding in this situation means to get the correct input (with high probability). Synchronization
means to ﬁnd a point where to start decoding in this sense. In the absence of noise, a message has a unique factorization
over L. When there is noise, we have to consider probabilities of factorizations. Synchronization determines a spot where a
factorization should start. When noise is present, such a spot can only be determined up to some probability. Factorizations
of output messages can be totally nonsensical. A factorization of the output is C-admissible if it is the erroneous version of
a correct factorization of an input encoded according to L. With this idea, for a language L to be uniformly synchronous with
respect to the channel C now means the following (still quite a bit simpliﬁed).
Deﬁnition 5. L is uniformly synchronous for C if there is an n ∈ N0 such that, for all w ∈ Ln, all received messages w′ for w
and all u, v ∈ X∗, one has: if uw′v could be a received message, then there are words z1, z2 ∈ X∗ such that z1w ∈ L∗, wz2 ∈ L∗,
z1wz2 ∈ L∗ and such that the factorization (u)(w′)(v) is C-admissible for (z1)(w)(z2).
When one cannot assume that the received message parts are sequences of code words, stronger properties are needed
to guarantee synchronization.
Deﬁnition 6. LetL ⊆ X+ andw ∈ X∗. AnL-factorizationofw is apairof sequencesu = (u0,u1,u2, . . . ,un)andw = (w1,w2, . . . ,wn)
of words in X∗ for some n ≥ 0 such that w = u0w1u1w2u2 · · ·wnun, wi ∈ L for all i ≥ 1, and ui /∈ X∗LX∗ for all i ≥ 0.
Theorem 1 ([27]). A non-empty language L ⊆ X+ is a solid code if and only if every word has a unique L-factorization.
Thus, if L is a solid code and w ∈ X∗ with L-factorization (u,w) is a received message, then the words wi in w can be
decoded separately without any effect on the decoding of the rest of w. In particular, in the case of communication via a
noisy channel, each part ofwwhich has been transmitted correctly will also be decoded correctly. Unintelligible parts of the
received message can be detected. Decoding errors are not propagated into correctly transmitted parts of the message.
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Thehistory of solid codes dates back to [35], a 1964paper by Levenshtein inwhich these codeswere called strongly regular;
there an automaton characterization is provided, which is presented again in [23]. In [36] the transmission speed achieved
by solid codes is analysed; there these codes are called codes without overlap. In [47] Shyr and S. S. Yu introduce the term
of solid code in the context an investigation of disjunctive domains in free monoids. In [27] a combinatorial characterization
of solid codes was presented which later turned out to be equivalent to Levenshtein’s deﬁnition of strongly regular codes.
Further results regarding the transmission speed and maximality of solid codes are shown in [5,21,24,25,26,34] Finite solid
codes can be characterized by transducers for their decoding.
Theorem 2 ([42], see also [35,23]). A ﬁnite non-empty language is a solid code if and only if there is a ﬁnite, state-invariant
decoder without look-ahead for it.
State-invariance amounts to synchronization in the sense of the Moore experiments. The absence of look-ahead means
that the decoder sends an output only when a complete code word has been read; thus the decoder will not output anything
when the part of the input being read could still be incorrect. Theorem 2 can be modiﬁed so as to characterize ﬁnite solid
codes as languages accepted by certain types of ﬁnite automata. To this end one encodes the absence of look-ahead in the
states. Thus, a ﬁnite solid code is, in some sense, the base of the synchronizing language of a ﬁnite automaton. It seems that
this idea can be generalized to regular solid codes [18].
The synchronization problem for a noiseless channel—to the extent that it differs from the decoding problem—seems to
require the assumptions made in the deﬁnition of solid codes [19].
Another class of codes introduced to handle the synchronization problem is the class of comma-free codes. Originally, the
property of comma-freeness was only considered for uniform codes, that is, codes in which all words have the same length;
later the property was generalized to allow for words of different lengths (see [52,53]).
Deﬁnition 7. Let L ⊆ X+ be a non-empty set. Then L is a comma-free code if L ∈ Lp ∩ L s and L has synchronization delay 1.
Let L comma−free be the set of all comma-free codes over X .
Theorem 3. The following statements are equivalent for L ⊆ X+, L = ∅ :
(1) L is a comma-free code.
(2) L is a code and for all x ∈ L+, u, v ∈ X∗, if uxv ∈ L∗ then u, v ∈ L∗.
(3) L is an intercode of index 1.
Proof. Theequivalenceof (1) and (2) is proved in [4]. In [46], (3) is used todeﬁnecomma-free codes.Weprove theequivalence
of (2) and (3).
First, assume that L ∈ L inter1 , that is, L2 ∩ X+LX+ = ∅. By [46], Proposition 11.1, L is an inﬁx code. Consider x ∈ L+ and
u, v ∈ X∗ such that uxv ∈ L∗. Then uxv ∈ Lm for some m ≥ 1. Let x = x1 · · · xn be the unique factorization of x over L, where
n ≥ 1.
If uv =  then, trivially, u, v ∈ L∗. Hence, without loss of generality, assume that uv = .
The word uxv has a unique factorization uxv = w1w2 · · ·wm over L. As L is an inﬁx code, no wi is a proper inﬁx of an xj
and vice versa. Thus, either xi = wk+i−1 for some k and all i = 1, . . . ,n or there are j and k such that wjwj+1 ∈ X+xkX+ or
xjxj+1 ∈ X+wkX+. The former implies u = w1 · · ·wk−1 and v = wk+n · · ·wm, hence u, v ∈ L∗. The latter is impossible, as L is an
intercode of index 1.
Second, assume (2), that is, u, v ∈ X∗, x ∈ L+ and uxv ∈ L∗ imply u, v ∈ L∗. Let u, v ∈ X+ and x ∈ L, and suppose that uxv ∈ L2.
By the assumption u, v ∈ L+, hence uxv ∈ Lt for some t ≥ 3. By (1), L is a code. Therefore, uxv has a unique factorization over
L, a contradiction! 
The class of solid codes is a proper subclass of the class of comma-free codes which in turn is lowest in the inﬁnite
hierarchy of intercodes. The intercodes are a proper subclass of the uniformly synchronous codes.
When codes with weaker synchronization capabilities instead of solid codes are used—as is the case in many technical
applications and as also seems to be true for communication in biological systems—one gives up some of the error resistance
of the synchronization mechanism. It seems, for example, that the code for DNA has some synchronization capabilities [29];
precisely where it ﬁts into the hierarchy of codes is an open question.3
7. Synchronizing languages
We now analyse the class of languages which synchronize semiautomata in the sense of the Moore experiment.
Deﬁnition 8. Let A = (Q ,X) be a semiautomaton and q ∈ Q . A is q-reachable if qX∗ = Q .
3 One of the origins of the deﬁnition of comma-free codes derives from an attempt to explain the DNA codes [10].
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Fig. 1. Automaton for a synchronizing language. The input alphabet is {0, 1}. The synchronizing state is q0. The synchronizing language is {0, 1}∗011.
Deﬁnition 9. A non-empty language L ⊆ X+ is synchronizing if there is a semiautomaton A = (Q ,X) with state q synch ∈ Q
such that A is q synch-reachable and L = L synch(A).
Example 1. Let X = {0, 1}. The language X∗011 is synchronizing. Let A(Q ,X) be the semiautomaton with Q = {q0, q1, q2, q3}
and the transitions deﬁned by q00 = q10 = q20 = q30 = q2, q01 = q31 = q3, q21 = q1 and q11 = q0. With q synch = q0, A is
q synch-reachable. The automaton is shown in Figure 1. For i = 0, 1, 2, 3, let Li = Lqi ,q0 (A). Then
L0 =  ∪ 0L2 ∪ 1L3,
L1 = 1L0 ∪ 0L2,
L2 = 0∗1L1,
L3 = 1∗0L2.
By deﬁnition, L synch(A) =
⋂3
i=0 Li. Clearly 011 ∈ L synch(A). This implies X∗011 ⊆ L synch(A). Solving the equations yields
L0 =  ∪ (1∗0+1)+1,
L1 = (1∗0+1)∗1,
L2 = 0∗1(1∗0+1)∗1,
L3 = (1∗0+1)+1.
Using
(1∗0+1)+ = 1∗(0+1+)∗0+1,
one computes
L0 =  ∪ 1∗(0+1+)∗0+11,
L1 = 1 ∪ 1∗(0+1+)∗0+11,
L2 = 0∗11 ∪ 0∗1+(0+1+)∗0+11,
L3 = 1∗(0+1+)∗0+11.
Thus
L synch(A) = L0 ∩ L1 ∩ L2 ∩ L3
=
(
 ∪ 1∗(0+1+)∗0+11
)
∩
(
1 ∪ 1∗(0+1+)∗0+11
)
∩
(
0∗11 ∪ 0∗1+(0+1+)∗0+11
)
∩ 1∗(0+1+)∗0+11
=
[
1∗(0+1+)∗ ∩
(
 ∪ 0∗1+(0+1+)∗
)]
0+11
= 1∗(0+1+)∗0+11
= {0, 1}∗011.
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Consideringonly semiautomatawithq synch-reachable states isnot a true restriction; onemayalways connect theunreach-
able states using an additional input letter.4
Proposition 1. Let L ⊆ X∗ be a synschronizing language, let A = (Q ,X) be a semiautomaton, and let q synch be a state of A
such that A is q synch-reachable and L = L synch(A). Let M = Lq synch,q synch (A) and let L0 be the sufﬁx root of L. Then the following
statements hold true:
(1) L ⊆ M.
(2) M is a left reductive submonoid of X∗.
(3) L is a left ideal of X∗ and an ideal of M, X∗L = L = MLM.
(4) M is a νM-class.
(5) If  /∈ L then L0 is a sufﬁx code.
(6) X∗L0 = L.
(7) For all y ∈ X∗ and all u ∈ L, uy ∈ L if and only if y ∈ M.
(8) L is a σL-class and also a νL-class.
(9) (X∗L)∗ = {} ∪ L.
Proof. To simplify notation, let q = q synch. For (1), let u ∈ L. Then q′u = q for all q′, hence also qu = q, that is, u ∈ M. For (2),
consider u, v ∈ M. Then q(uv) = (qu)v = qv = q. Thus uv ∈ M. Suppose that u,uy ∈ M. Then q = q(uy) = (qu)y = qy, hence
y ∈ M.
For (3), let u ∈ L. Let v ∈ X∗ and q′ ∈ Q . Then q′(vu) = (q′v)u = q, hence vu ∈ L. Thus X∗L ⊆ L. The converse inclusion is
trivial. In particular also ML = L as  ∈ M. Let w ∈ M and q′ ∈ Q . Then q′(uw) = (q′u)w = qw = q, hence uw ∈ L. Thus also
LM = L. This provesMLM = L.
For (4), consider the reduced acceptor A′ of M. Then A′ is a homomorphic image of A. Let q′ be the image of q. Then
M = Lq′ ,q′ (A′). As q′ represents a νM-class,M is such a class of its own.
For (5), if  /∈ L then  /∈ L0. By the deﬁnition of L0, no word in L0 is a proper sufﬁx of a word in L0. Thus, L0 is a sufﬁx code.
For (6), X∗L0 ⊆ X∗L = L. On the other hand, if u ∈ L and u has a proper sufﬁx in L0, hence u ∈ X∗L0.
For (7), consider y ∈ X∗ and u ∈ L. If y ∈ M then uy ∈ L by (3). If uy ∈ L then, by (1), uy ∈ M, hence y ∈ M by (2) as u ∈ M.
For (8), note that, for u ∈ L and x, y ∈ X∗, one has xuy ∈ L if and only if y ∈ M by (3) and (7). Thus, (u, v) ∈ σL for all u, v ∈ L.
Finally, for (9), one has (X∗L)∗ = {} ∪ X∗L = {} ∪ L. 
Consider a left ideal L of X∗ such that  /∈ L; let L0 be its sufﬁx root. For w ∈ X∗, let
Lw = { v | v ∈ X+, ∃u ∈ X+ : u ≤s w ∧ uv ∈ L0 }.
Note that Lw = ∅ if w = .
Proposition 2. Let L be a left ideal of X∗ such that  /∈ L, and let L0 be the sufﬁx root of L. The following statements hold true:
(1) For all w ∈ X+, L ∩ Lw = ∅.
(2) For all w ∈ X∗,
w[−1]L =
⎧⎨
⎩
L if w = ,
{} ∪ L ∪ Lw if w ∈ L,
L ∪ Lw if w =  and w /∈ L.
Proof. For (1), consider v ∈ Lw . Then v =  and there is a word u ∈ X+ such that uv ∈ L0. Hence v is a proper sufﬁx of a word
in L0. By the deﬁnition, v /∈ L0.
For (2), ﬁrst observe that L ⊆ w[−1]L for all w as L is a left ideal. If w ∈ L then also  ∈ w[−1]L. Now assume that Lw = ∅
and let v ∈ Lw . Then there is a word u ∈ X+, such that u ≤s w and uv ∈ L0. Let w = w′u. Then wv = w′uv ∈ X∗L0 ⊆ L, hence
v ∈ w[−1]L. We have thus shown the inclusion ‘⊇’.
Now suppose that v ∈ w[−1]L, that is, wv ∈ L. If w =  then v ∈ L. Hence, assume that w =  and v ∈ {} ∪ L. From wv ∈ L
it follows that wv ∈ X∗L0. Therefore, v is a proper sufﬁx of a word in L0, that is, uv ∈ L0 for some u ∈ X+ and u ≤s w. Hence
v ∈ Lw . This proves the inclusion ‘⊆’. 
Corollary 1. Let L ⊆ X∗ be a synschronizing language such that  /∈ L, letA = (Q ,X) be a semiautomaton, and let q synch be a state
of A such that A is q synch-reachable and L = L synch(A). Let M = Lq synch,q synch (A). Then Lw = M \ (L ∪ {}) for all w ∈ L.
Proof. By Proposition 1(7), w[−1]L = M for all w ∈ L. By Proposition 2(2), w[−1]L = {} ∪ L ∪ Lw in this case. By deﬁnition,
 /∈ Lw . Moreover, L ∩ Lw = ∅ by Proposition 2(1). This proves Lw = M \ (L ∪ {}). 
4 This may, of course, change the original synchronizing language.
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Proposition 3. Let A = (Q ,X) be a semiautomaton with state q synch ∈ Q . Then L synch(A) ⊆ Lq synch,q synch (A).
Proof. For w ∈ L synch(A), q synchw = q synch. 
Proposition 4. Let L ⊆ X+ with L = ∅ and X = alph(L). Then L is synchronizing if and only if there is a semiautomatonA = (Q ,X)
and a state q ∈ Q such that A is q-reachable and X∗L ∪ {} ⊆ Lq,q(A).
Proof. By Deﬁnition 9, L is synchronizing if and only if there is a semiautomaton A = (Q ,X) with state q ∈ Q such that A is
q-reachable and L = L synch(A) with q synch = q. Clearly,  ∈ Lq,q(A). If w = uv with u ∈ X∗ and v ∈ L then qw = (qu)v = q as L
is synchronizing for A; hence, w ∈ Lq,q(A). 
When L is a synchronizing language then themonoid (X∗L)∗ = L ∪  is contained in the language acceptedby an automaton
having the synchronization state both as initial and ﬁnal state. This amounts to this monoid being the Nerode class of the
empty word.
Proposition 5. For a non-empty language L ⊆ X+, let M = (X∗L)∗. If the class of  of the Nerode equivalence with respect to M
is equal to M and M = X∗, then L ∈ Lpi ∩ Lol−free if and only if there is no word x /∈ M with Mx ∩ M = ∅.
Proof. Assume thatM = X∗, hence X+ \ X∗L = ∅.
As  ∈ M,M is an equivalence class if and only if u[−1]M = M for all u ∈ M and u[−1]M = M for u /∈ M.
Consider u ∈ X∗L, that is, u = wv with w ∈ X∗ and v ∈ L. Clearly uM ⊆ M, that is, M ⊆ u[−1]M. Consider x /∈ M, that is,
x ∈ X+ \ X∗L. We show that such an x with ux ∈ M exists if and only if L is not overlap-free or not a p-inﬁx code.
By the assumptions x =  and x is a proper sufﬁx of a word in L. Thus, L ⊆ X . Two cases need to be distinguished:
• ux = w′yvx with w′y = w and yvx ∈ L. This is impossible if and only if L is a p-inﬁx code.
• u = wv1v2 with v1, v2 ∈ X+ and v2x ∈ L. This is impossible if and only if L is overlap-free.
Thus, for u ∈ X∗L, u[−1]M = M if and only if L is an overlap-free p-inﬁx code. Finally, for u /∈ M,  /∈ u[−1]M, hence
M = u[−1]M. 
These ideas lead to the following conjecture which, however, does not seem true as stated.
Conjecture 2. Let A = (Q ,X) be a semiautomaton and let q synch ∈ Q be a state such that A is q synch-reachable. Then the sufﬁx
root of the language L synch(A) is either empty or an overlap-free p-inﬁx code, hence a solid code.
An obvious attempt at proving this statement might use the following convincing, but incorrect, argument: L synch(A) ⊆
Lq synch,q synch (A) and the sufﬁx root of the latter is an overlap-free p-inﬁx code.
If Conjecture 2 is true, the Cˇerný’s question could be treated completely within the realm of solid codes. If it is not true,
solid codes might still provide a partial answer using Theorem 2 in the sense of the following statement.
Conjecture 3. Let L be a regular solid code and let k > 0 be the length of a shortest word in L. Every state-invariant acceptor for
L has at least
√
k + 1 states.
Most likely, slight modiﬁcations to this statement are needed, in particular regarding the acceptance behaviour of the
automaton [18]. A negative answer would disprove Cˇerný’s conjecture. In the case of a positive answer, Conjecture 2 could
be the next step.
8. Summary
The theory of codes has developed into several nearly unrelated branches. In this survey, we have attempted to provide
a uniﬁed view of some synchronization issues, taking into account not only the mathematically beautiful results obtained
in combinatorics on words, but also the demands of real-life technical communication systems. A generalization of Moore’s
gedanken-experiments serves as the common focus.
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