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MORSE QUASIFLATS II
JINGYIN HUANG, BRUCE KLEINER, AND STEPHAN STADLER
Abstract. This is the second part of a series of papers concern-
ing Morse quasiflats – higher dimensional analogs of Morse quasi-
geodesics. Our focus here is on their asymptotic structure. In met-
ric spaces with convex geodesic bicombings, we prove asymptotic
conicality, uniqueness of tangent cones at infinity and Euclidean
volume growth rigidity. Moreover, we provide some first applica-
tions.
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1. Introduction
1.1. Overview. This is the second part in a series of papers dedicated
to Morse quasiflats. The first paper was primarily concerned with ex-
amining different alternative definitions, proving their equivalence and
quasi-isometry invariance. Our objective in this paper is to establish
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asymptotic structural results for Morse quasiflats, including “asymp-
totic conicality” and uniqueness of tangent cones at infinity. We refer
the reader to the first paper [HKS20] for background and motivation,
as well as a discussion of related work. The main argument here uses
several results from the first paper, but it may be read independently
if the reader is willing to take these ingredients for granted.
Every quasigeodesic in a Gromov hyperbolic space is at bounded
Hausdorff distance from a geodesic. Similar results hold for Morse
quasi-geodesics [CS14, Cor17] in an appropriate context. In [KL20] it
was shown that a top rank quasiflat in a space with a convex geodesic
bicombing is asymptotically conical in the sense that it is sub-linearly
close to a geodesic cone and has a well-defined Tits boundary at infinity.
Here we generalize both results to the context of Morse quasiflats.
Before stating our results, we comment on some aspects of asymp-
totic geometry which provide a large part of our motivation.
For a space or a group X satisfying some weak form of non-positive
curvature, there is typically a space ΣX encoding the asymptotic in-
cidence information provided by certain collections of flats or abelian
subgroups in X. This plays a fundamental role in the understanding
of the geometry of X. Some well-known examples are:
(1) When X is Gromov hyperbolic, ΣX is the Gromov boundary.
(2) When X is a symmetric space of non-compact type or a Eu-
clidean building, ΣX is the Tits boundary.
(3) When X is a mapping class group, ΣX is the curve complex.
In all these examples, ΣX concerns only top rank flats and their coarse
intersections. However, in general, one cannot expect that the essential
geometric features of X are encoded in these flats/quasiflats. For many
other natural examples (e.g. Coxeter groups, Artin groups or some cu-
bical groups), the definition of ΣX necessarily involves flats (or abelian
subgroups) which do not arise as coarse intersections of top rank flats,
in order to avoid substantial loss of information [KK14, MW19, DH17].
This naturally leads to the study of Morse quasiflats.
In examples (1)-(3) above, ΣX serves as a fundamental invariant
in the study of quasi-isometric rigidity; a major step in proving the
quasi-isometry invariance of ΣX is to understand the structure of top
dimensional quasiflats [Gro87, KL97, EF97, Ham05, BKMM12, Bow17,
BHS17]. Analogously, in more general situations one would start with
an analysis of Morse quasiflats. The asymptotic conicality makes Morse
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quasiflats an accessible quasi-isometry invariant. We provide some first
applications and expect this will lead to new rigidity results.
It is worth noting that certain lower dimensional quasiflats/flats have
been studied earlier in different contexts, including relative hyperbolic
spaces [HK05, BDM09], quasi-isometric rigidity of right-angled Artin
groups and hierarchically hyperbolic spaces [Hua17a, BHS17]. The
lower dimensional quasiflats studied in these cases are specific examples
of Morse quasiflats, which is another motivation for us to search for
general structural results for Morse quasiflats.
This paper has some overlap with a recent paper on quasiminimizers
by Urs Lang and the second author [KL20]. However, the scope of that
paper is rather different, since it aims to exhibit hyperbolic properties
of maximal rank quasiminimizers; on the one hand it is more general
than the setup here because it considers quasiminimizers instead of
quasiflats, while on the other hand the results in [KL20] do not apply to
quasiflats of lower rank. The proofs are quite different; see Section 1.5
for more on this.
1.2. Statement of results. For simplicity, we will state the results for
CAT(0) spaces. However, the results below are actually proved in the
more general setting of spaces with a convex geodesic bicombing (see
Definition 2.1), which includes Busemann convex spaces and injective
metric spaces.
We refer to Definition 4.2 and Definition 6.8 for the notion of Morse
quasiflats and pointed Morse quasiflats. A simple example to have in
mind is a copy of Z3 in Z3 ∗Z2 Z
4. More interesting examples can be
found in [HKS20, Section 1.6]. Our notion of Morse quasiflat should
not be confused with a quasiflat which is a “Morse subset” in the sense
of [Gen20] – our main theorem is an easy exercise for such quasiflats.
For a base point p in a CAT(0) space X and a subset A ⊂ X, we
denote the closure of the union of all geodesics from p to a point in A by
Cp(A). In the following we will refer to a function δ : [0,∞) → [0,∞)
as sublinear, if it satisfies lim
r→∞
δ(r)
r
= 0.
Denote by ∂∞X the ideal boundary of X. Then the ideal boundary
of A is the subset ∂∞A ⊂ ∂∞X of limit points of A (with respect to
cone topology). Let ∂TX be the Tits boundary of X.
Our main result shows that a Morse quasiflat has sublinear Hausdorff
distance from the cone over a subset of the Tits boundary.
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Theorem 1.1 (Asymptotic conicality). If Q is an n-dimensional Morse
(L,A)-quasiflat in a proper CAT(0) space X, then there is a subset
∂TQ ⊂ ∂TX with the following property.
For every basepoint p ∈ X, there exists a function δ : [0,∞)→ [0,∞)
with lim
r→∞
δ(r) = 0, depending only on L,A, n, d(p,Q), X and the Morse
data of Q such that for all R ≥ r we have
(1.2) dH(Q ∩ Bp(R),Cp(∂TQ) ∩ Bp(R)) ≤ δ(r) ·R .
Moreover:
(1) the Euclidean cone over ∂TQ is bilipschitz homeomorphic to E
n
(here ∂TQ is given the induced metric from ∂TX);
(2) ∂TQ is the support set of an immovable class (see Definition 6.13)
in H˜n−1(∂TX);
(3) ∂∞Q = ∂TQ.
Theorem 1.1 is a combination of Corollary 6.11, Lemma 6.9 and
Proposition 6.14. Theorem 1.1 is actually proved in the weaker setting
of pointed Morse quasiflats (Definition 6.8). We refer to Theorem 6.1
for an alternative description of asymptotic conicality of Q without
referring to ∂TQ.
Remark 1.3. The phenomenon exhibited in Theorem 1.1 goes back to
the notion of “visibility” by Eberlein and O’Neill [EO73]. We refer to
the paragraph before [KL20, Theorem 1.5] for an explanation.
Remark 1.4. Theorem 1.1 is sharp for pointed Morse quasiflats in the
sense that there are simple examples of pointed Morse quasiflats which
are not at finite Hausdorff distance from their Tits cones. However, it
is not clear whether this can happen for Morse quasiflats. In fact, as we
will see later, Morse quasiflats in CAT(0) cube complexes are actually
at finite Hausdorff distance from their Tits cones.
We also provide uniqueness and rigidity results.
Theorem 1.5 (Theorem 6.12). Suppose X is a proper CAT(0) space,
and Q1, Q2 ⊂ X are Morse quasiflats. Then there exists a positive
constant C, depending only on X, dimQ1, the quasi-isometry constants
of Q1 and the Morse data of Q1, such that ∂TQ1 = ∂TQ2 implies
dH(Q1, Q2) < C.
Theorem 1.6 (Theorem 7.4). Let X be a proper CAT(0) space. Let
Q ⊂ X be an n-dimensional Morse quasiflat. Suppose that the volume
growth of Q is at most Euclidean, then there exists an n-flat F ⊂ X
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such that dH(F,Q) < C where C depends only on n,X and the Morse
data of Q.
1.3. Applications. Theorem 1.1 and Theorem 1.5 reduce the study
of Morse quasiflats to the study of certain cycles in the Tits boundary.
Once the structure of these cycles is understood, one obtains struc-
tural results of Morse quasiflats in the space. For example, results on
quasiflats in symmetric spaces and Euclidean buildings [KL97, EF97]
can be recovered in this way (see [KL20]). The same scheme applies
to CAT(0) cube complexes, where there are typically plenty of Morse
quasiflats which are neither 1-dimensional nor of top rank. A structural
result on immovable cycles in the Tits boundary was proved in [Hua,
Theorem 1.4] 1. This together with Theorem 1.1 and Theorem 1.5
implies the following.
Theorem 1.7. Suppose X is a finite dimensional proper CAT(0) cube
complex. If Q ⊂ X is a k-dimensional Morse quasiflat, then there
exists a collection of pairwise disjoint k-dimensional CAT(0) orthants
{Oi}
k
i=1 such that dH(Q,⊔
k
i=1Oi) <∞.
If Q is pointed Morse, then there exists a collection of pairwise dis-
joint k-dimensional CAT(0) orthants {Oi}
k
i=1 such that Q and ⊔
k
i=1Oi
are sub-linearly close in the sense of Theorem 1.1 (1).
Moreover, in each of the above cases, the CAT(0) orthants are at
finite Hausdorff distance from some ℓ1-orthants.
We recall that an ℓ1-orthant in a CAT(0)-cube complex is a sub-
complex isometric by a cubical isomorphism to a standard Euclidean
orthant equipped with the ℓ1-distance.
Remark 1.8. In both cases of Theorem 1.7, each Oi is actually contained
in a convex subcomplex O′i of X such that O
′
i splits as a product of
k cubical factors (k = dimQ). In the first case of Theorem 1.7, O′i
and Oi have finite Hausdorff distance, in the second case O
′
i and Oi are
sublinearly close.
The top rank case of Theorem 1.7 follows from results on top rank
quasiflats in [Bow19]. We expect that the work in [Bow19, BHS17]
can be adapted to handle Morse quasiflats in coarse median spaces and
hierarchically hyperbolic spaces.
1A more general version of [Hua, Theorem 1.4] has been obtained recently by
[FFH19]
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Combining Theorem 1.7 with the argument in [Hua17b, Section 5],
we obtain the following Morse lemma for Morse flats, which can be
viewed as a higher dimensional analogue of the quasi-isometric invari-
ance of geodesics in Gromov-hyperbolic spaces.
Theorem 1.9. Let X1 and X2 be universal covers of compact special
cube complexes. If q : X1 → X2 is an (L,A)-quasi-isometry, then for
any Morse flat F1 ⊂ X1, there exists a Morse flat F2 ⊂ X2 such that
dH(q(F1), F2) < C where C <∞ depends only on X1, X2, L, A and the
Morse data of F1.
Under the assumption of Theorem 1.9, Xi has plenty of Morse flats
– they arise from certain highest abelian subgroups [HKS20]. These
abelian subgroups can be described concretely in terms of the com-
binatorics of Xi. Moreover, the combinatorial convex hull C of a k-
dimensional Morse flat F in a CAT(0) cube complex has a splitting
C =
∏k
i=1Ci where each Ci is a CAT(0) cube complex quasi-isometric
to E1, and we have dH(C, F ) < ∞. Thus Theorem 1.9 gives handy
quasi-isometry invariants for fundamental groups of compact special
cube complexes.
The top dimensional case of Theorem 1.9 was obtained in [Hua17b],
and the top rank case of Theorem 1.9 follows from [BHS17] and [Hua17b,
Section 5]. These special cases were effective in proving certain quasi-
isometric rigidity results [Hua17a]. However, Theorem 1.9 provides a
stronger quasi-isometry invariant which is potentially useful for more
general situations.
We conjecture that the above discussion holds true in the context of
Davis complexes of Coxeter groups, which is another instance where
there are plenty of interesting Morse quasiflats.
Conjecture 1.10. Morse quasiflats in the Davis complexes of Coxeter
groups are at finite Hausdorff distance from a union of CAT(0) orthants
in the sense of Theorem 1.7. Moreover, Theorem 1.9 holds when X and
Y are the Davis complexes of some Coxeter groups.
Another potentially interesting case is provided by Artin groups of
type FC. They act geometrically on injective metric spaces [HO19],
hence Theorem 1.1 and Theorem 1.5 apply. Moreover, they contain
plenty of Morse quasiflats. It is necessary to control the behavior of
these quasiflats for understanding their quasi-isometric rigidity, and it
is less likely that one can handle this point by only controlling top rank
quasiflats and using an ad-hoc argument to control Morse quasiflats as
in [Hua17a].
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1.4. Structure of the paper. Section 2 - Section 4 are preparatory
in nature. In Section 2 we discuss some background on metric spaces
and metric currents and agree on notation. In Section 3 we prove some
properties of quasiflats specific to metric spaces with convex geodesic
bicombings, including the representability by Lipschitz quasiflats and
the existence of Lipschitz retractions.
In Section 4, we give a definition of Morse quasiflats and recall one of
their essential features, the “coarse neck property”. Section 5 concerns
“neck decompositions” which provide quantitative control on chains
close to Morse quasiflats. These decompositions are the main tool for
the remaining sections.
In Section 6 we prove our main structural results: asymptotic coni-
cality, visibility and uniqueness of tangent cones at infinity for Morse
quasiflats. In Section 7, we prove a rigidity result for Morse quasiflats
with Euclidean mass growth.
1.5. Informal discussion of the proof of Theorem 1.1. The main
ingredient in the proof of Theorem 1.1 is Theorem 6.2. Thus we will
only indicate the ideas behind Theorem 6.2. The proof involves a down-
ward induction on scales inspired by [KL20, Proposition 4.5]. However,
the argument in [KL20] breaks down in our setting, as it relies on a
global rank assumption on X not valid in our case.
Let Q be a Morse quasiflat in a CAT(0) space X. Choose a basepoint
p ∈ X, and let Cp(σ) denote the geodesic cone based at p over a
sphere σ ⊂ Q of very large radius r0. Denote by σt and St the slice
of Cp(σ) respectively Q at distance t from p. Let Tr = Cp(σr) and
Qr = Q ∩ Bp(r).
Choose ǫ > 0 small and let rk :=
r0
2k
. The idea of the proof from
[KL20] is to show by induction on k that Qrk lies in Nǫrk(Trk). In the
induction step, one shows that if Qrk lies in Nǫrk(Trk), then Qrk+1 lies
in N ǫrk
2
(Trk+1), provided rk ≥ r(ǫ). The induction step actually follows
from a seemingly weaker claim about flat distances: there exists a
sufficiently small positive constant C such that F(Sr, σr) ≤ C · r
n−1
implies
(1.11) F(S r
2
, σ r
2
) ≤ C · (
r
2
)n−1
for r large enough.
Let αr be a minimal filling of the cycle Sr−σr. When the dimension
of Q is equal to the rank of X (as in [KL20, Proposition 4.5]), the
cycle Qr+αr−Tr is “thin” in the sense that it has small filling volume.
8 JINGYIN HUANG, BRUCE KLEINER, AND STEPHAN STADLER
This is instrumental for the induction argument to work in [KL20], but
unfortunately it fails in our case – if Q is Morse, then Qr + αr − Tr
might contain large “bubbles”, and so we cannot prove (1.11) directly
in our setting.
We introduce two new ideas (of independent interest) to handle this
difficulty. The first idea is to locate the bubbles and cut them off at
small cost. This corresponds to a “Neck Decomposition” (Lemma 5.1).
Roughly speaking, an n-chain with boundary on the Morse n-quasiflat
can be cut into a piece U close to Q and a piece V further away. The
Morseness of Q is used to show that the “neck” ∂V is small in the sense
of filling volume.
Applying the neck decomposition with T = αr + Tr will induce (by
slicing) a neck decomposition σ r
2
= U r
2
+ V r
2
where U r
2
is close to S r
2
and V r
2
is further away, possibly containing some “bubbles”. Moreover,
the neck ∂V r
2
has a small filling, which we denote by ω r
2
. Now it is
not hard to show the estimate F(U r
2
+ω r
2
, S r
2
) ≤ C · ( r
2
)n−1 as we have
removed all bubbles.
In this way we are able to partially recover (1.11) by replacing σ r
2
by
σ′r
2
= U r
2
+ω r
2
. Note that the cycle σ r
2
is entirely contained in the cone
Cp(σ), whereas the new cycle σ
′
r
2
has a good part U r
2
lying in the cone
Cp(σ) and a bad part ω r
2
possibly outside the cone. Repeating this
process leads to the following problem. As each step in the iteration
can produce a bad part, there could be an accumulation of bad parts.
Then our estimate would only give control the flat distance between Srk
and a cycle which no longer lies close to the cone; this will be useless
for proving the desired distance estimate.
We resolve this issue by proving an a priori upper bound on the
number of times we need to cut off bubbles. If (1.11) already holds,
then we do not need to do any surgery to σ r
2
. On the other hand, failure
of (1.11) implies the existence of a bubble of definite size. Cutting off
this bubble leads to a definite decrease in normalized mass, i.e. by
removing the bubble we obtain the cycle σ′r
2
and its normalized mass
M(σ′
r/2
)
(r/2)n−1
is a definite amount smaller than the normalized mass of σr.
This yields the desired upper bound.
In this way we can assure that the bad piece can only grow up to a
certain size. In the end we are able to arrange that the bad piece is
always relatively small compared to the good piece, which is enough
to deduce the desired distance estimates. The actual proof is subtle
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and relies on a slightly adjusted induction scheme. The details are
discussed in Section 6.
2. Preliminaries
2.1. Metric notions. We will denote by En the n-dimensional Eu-
clidean space with its flat metric and by Sn−1 the (n− 1)-dimensional
round sphere.
Let X = (X, d) be a metric space. For λ > 0, we denote the rescaled
space (X, λ · d) simply by λ ·X. We write
Bp(r) := {x ∈ X : d(p, x) ≤ r}, Sp(r) := {x ∈ X : d(p, x) = r}
for the closed ball and sphere with radius r ≥ 0 and center p ∈ X.
A map f : X → Y into another metric space Y = (Y, d) is L-
Lipschitz, for a constant L ≥ 0, if for all x, x′ ∈ X holds
d(f(x), f(x′)) ≤ L · d(x, x′).
A map f : X → Y between two metric spaces is called an (L,A)-
quasi-isometric embedding, for constants L ≥ 1 and A ≥ 0, if
1
L
· d(x, x′)− A ≤ d(f(x), f(x′)) ≤ L · d(x, x′) + A
for all x, x′ ∈ X. A quasi-isometry f : X → Y has the additional
property that Y is within finite distance of the image of f . An (L,A)-
quasi-disk D in a metric space X is the image of an (L,A) quasi-
isometric embedding Φ from a closed metric ball B in Rn to X. The
boundary of D, denoted ∂D, is defined to be Φ(∂B). An n-dimensional
quasiflat in X is the image of a quasi-isometric embedding of Rn.
A curve ρ : I → X defined on some interval I ⊂ R is a geodesic if
there is a constant s ≥ 0, the speed of ρ, such that d(ρ(t), ρ(t′)) = s|t−t′|
for all t, t′ ∈ I. A geodesic defined on I = R+ := [0,∞) is called a ray.
2.2. Metric spaces with convex geodesic bicombing.
Definition 2.1 (convex bicombing). By a convex bicombing σ on a
metric space X we mean a map σ : X ×X × [0, 1]→ X such that
(1) σxy := σ(x, y, ·) : [0, 1] → X is a geodesic from x to y for all
x, y ∈ X;
(2) t 7→ d(σxy(t), σx′y′(t)) is convex on [0, 1] for all x, y, x
′, y′ ∈ X;
(3) Im(σpq) ⊂ Im(σxy) whenever x, y ∈ X and p, q ∈ Im(σxy).
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A geodesic ρ : I → X is then called a σ-geodesic if Im(σxy) ⊂ Im(ρ)
whenever x, y ∈ Im(ρ). A convex bicombing σ on X is equivariant if
γ ◦ σxy = σγ(x)γ(y) for every isometry γ of X and for all x, y ∈ X.
Note that in (3), we do not specify the order of p and q with respect
to the parameter of σxy, in particular σyx(t) = σxy(1 − t). In the
terminology of [DL15], σ is a reversible and consistent convex geodesic
bicombing on X. In Section 10.1 of [Kle99], metric spaces with such
a structure σ are called often convex. This class of spaces includes
all CAT(0) spaces, Busemann spaces, geodesic injective metric spaces,
as well as (linearly) convex subsets of normed spaces; at the same
time, it is closed under various limit and product constructions such as
ultralimits, (complete) Gromov–Hausdorff limits, and lp products for
p ∈ [1,∞].
Let X be a complete metric space with a convex bicombing σ. The
boundary at infinity of (X, σ) is defined in the usual way, as for CAT(0)
spaces, except that only σ-rays are taken into account. Specifically, we
let RσX and Rσ1X denote the sets of all σ-rays and σ-rays of speed one,
respectively, in X. For every pair of rays ρ, ρ′ ∈ RσX, the function
t 7→ d(ρ(t), ρ′(t)) is convex, and ρ and ρ′ are called asymptotic if this
function is bounded. This defines an equivalence relation ∼ on RσX as
well as on Rσ1X. The boundary at infinity or visual boundary of (X, σ)
is the set
∂∞X := R
σ
1X/∼
Given ρ ∈ Rσ1X and p ∈ X, there is a unique ray ρp ∈ R
σ
1X asymptotic
to ρ with ρp(0) = p. The set
X := X ∪ ∂∞X
carries a natural metrizable topology, analogous to the cone topology
for CAT(0) spaces. With this topology, X is a compact absolute re-
tract, and ∂∞X is a Z-set in X. See Section 5 in [DL15] for details. For
a subset A ⊂ X, the ideal boundary of A, denoted by ∂∞A, is defined
as the set of all points in ∂∞X that belong to the closure of A in X.
For a point p ∈ X we define the geodesic homotopy
hp : [0, 1]×X → X
by hp(λ, x) := hp,λ(x) := σpx(λ). Note that the map hp,λ : X → X is
λ-Lipschitz. For a set A ⊂ X,
Cp(A) := hp([0, 1]× A)
denotes the geodesic cone from p ∈ X over A, and Cp(A) denotes
its closure in X. Similarly, if Λ ⊂ ∂∞X, then Cp(Λ) ⊂ X denotes
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the union of the traces of the rays emanating from p and representing
points of Λ.
The Tits cone of (X, σ) is defined as the set
CTX := R
σX/∼,
equipped with the metric given by
dT([ρ], [ρ
′]) := lim
t→∞
1
t
d(ρ(t), ρ′(t)).
Note that t 7→ d(ρ(t), ρ′(t)) is convex, thus t 7→ d(ρ(t), ρ′(t))/t is non-
decreasing if ρ, ρ′ are chosen such that ρ(0) = ρ′(0). From this it is
easily seen that CTX is complete.
The Tits boundary of (X, σ) is the unit sphere
∂TX := So(1) = R
σ
1X/∼
in CTX, endowed with the topology induced by dT. This topology is
finer than the cone topology on the visual boundary ∂∞X, which agrees
with ∂TX as a set.
For a subset A ⊂ X we define the Tits boundary of A as
∂TA := {[ρ] ∈ ∂∞X| lim
k→∞
d(xk, ρ)
d(xk, ρ(0))
= 0 for a sequence (xk) in A}.
Note that for closed subsets Λ ⊂ ∂∞X holds ∂∞ Cp(Λ) = ∂T Cp(Λ) = Λ.
2.3. Local currents in proper metric spaces.
We will use the theory of (metric) integral currents throughout. The
reader will find an overview of what is needed in [KL20] and [HKS20]
while we refer to [AK00] and [Lan11] for a thorough treatment. Here
we will only agree on notation.
We denote the space of n-dimensional locally integral currents by
In,loc(X). We write In,c(X) (resp. In(X)) for the respective subgroups
of integral currents with compact support (resp. with finite mass).
The corresponding subgroups of cycles are denoted by Zn,loc(X) and
Zn,c(X) (resp. Zn(X)). Let T be a current on a proper metric space
X. Then we denote by ∂T its boundary; by ‖T‖ its associated Radon
measure; by M(T ) = ‖T‖(X) its mass and by spt(T ) its support. For
a Lipschitz map f : X → Y to another proper metric space, we denote
by f#T the push-forward of T by f . A current T
′ is called a piece of T
if ‖T‖ = ‖T − T ′‖+ ‖T ′‖ holds and the corresponding decomposition
is called a piece decomposition. For a Borel subset B ⊂ X, let T B
be the restriction of T to B. Then T B is a piece of T .
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If ϕ : X → R is an L-Lipschitz function and s is a real number,
then 〈T, ϕ, s〉 denotes the slice of T by ϕ at s. We recall the coarea
inequality which we will use intensively throughout. For every Borel
subset B ⊂ R holds∫
B
M(〈T, f, s〉) ds ≤ L · ‖S‖(f−1(B)).
Recall that every function w ∈ L1
loc
(Rn) induces a current JwK defined
by
JwK(π0, . . . , πn) :=
∫
Rn
w · π0 · det
[
∂jπi
]n
i,j=1
dx
For a characteristic function χW of a Borel setW ⊂ R
n, we put JW K :=
JχW K. (See Section 2 in [Lan11] for details.)
If T ∈ IN,loc(R
N), then T = JuK for some function u of locally
bounded variation, moreover u is integer-valued almost everywhere
[Lan11, Theorem 7.2]. The element JRNK ∈ IN,loc(R
N) is called funda-
mental class of Rn.
Lemma 2.2 (coning inequality). Let X be a complete metric space
with a convex geodesic bicombing. Then every cycle S ∈ Zn−1(X)
possesses for every point p ∈ X a conical filling Cp(S) ∈ In(X) with
spt(Cp(S)) ⊂ Cp(spt(S)) called cone from p over S. If spt(S) ⊂ Bp(R),
then Cp(S) fullfills the coning inequality
M(Cp(S)) ≤ R ·M(S).
See [Wen05, Section 2.3].
Theorem 2.3 (isoperimetric inequality). Let n ≥ 2, and let X be a
complete metric space with a convex geodesic bicombing. Then every
cycle S ∈ Zn−1(X) possesses a filling T ∈ In(X) such that
(1) M(T ) ≤ c0 ·M(R)
n/(n−1);
(2) spt(T ) ⊂ Nc0(spt(∂T )),
for a uniform constant c0 > 0. Moreover, if S has compact support,
then we can also require T to have compact support.
The first item is proved in [Wen05], see the comment after [Wen05,
Theorem 1.2] regarding compact supports. The second item follows
from [Wen11, Proposition 4.3 and Corollary 4.4].
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2.4. Minimizers and density. SupposeX is a complete metric space.
We say an element T ∈ In(X) is minimizing, or T is a minimizer, if
M(T ) ≤ M(T ′) for any T ′ ∈ In(X) with ∂T = ∂T
′. For a constant
Λ ≥ 1, we say T is Λ-minimizing, if for each piece T ′ of T , we have
M(T ′) ≤ Λ · M(T ′′) for any T ′′ ∈ In(X) with ∂T
′′ = ∂T ′. Note
that T is minimizing if and only if T is 1-minimizing. A local current
T ∈ In,loc(X) with X being proper is minimizing, if each compactly
supported piece of T is minimizing. We define Λ-minimizing for local
currents in a similar way.
For S ∈ Zn(X), we define the filling mass by Fill(S) := inf{M(T ) :
T ∈ In+1(X), ∂T = S}. Further, we define the flat distance between
cycles S, S ′ ∈ Zn(X) by
F(S, S ′) = Fill(S − S ′).
Theorem 2.4. [KL20, Theorem 2.4] Let n ≥ 1, and let X be a proper
metric space with a convex geodesic bicombing. Then for every S ∈
Zn−1,c(X) there exists a filling T ∈ In,c(X) of S with mass M(T ) =
Fill(S). Furthermore, spt(T ) is within distance at most (M(T )/δ0)
1/n
from spt(S) for some constant δ0 > 0 depending only on n.
Lemma 2.5 (density). Let n ≥ 1, let X be a proper metric space with
a convex geodesic bicombing. If S ∈ Zn(X) (or Zn,loc(X) when X is
proper) is (Λ, a)-quasi-minimizing, and if x ∈ spt(S) and r > 2a, then
‖S‖(Bx(r)) ≥ θ0 · r
n
for some constant θ0 > 0 depending only on n, Λ and the convex geo-
desic bicombing.
This is a special case of [KL20, Lemma 3.3].
Lemma 2.6. [KL20, Lemma 3.4] Let n ≥ 1, let X be a complete
metric space with a convex geodesic bicombing. If S ∈ Zn(X) (or
S ∈ Zn,loc(X) when X is proper) is (Λ, a)-quasi-minimizing, and if
x ∈ spt(S) and r > 4a, then
inf{M(V ) : V ∈ In+1,c(X), spt(S − ∂V ) ∩ Bx(r) = ∅} ≥ θ1 · r
n+1
for some constant θ1 > 0 depending only on n, the constant θ0 from
Lemma 2.5, and Λ.
3. Quasiflats in metric spaces
The main goal of this section is to provide some auxiliary results on
building chains between cycles in the space and their “projections” on
quasiflats.
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3.1. Lipschitz quasiflats and quasi-retractions. We recall the fol-
lowing result which allows us to replace quasidiscs with Lipschitz con-
tinuous quasidiscs, at least in the presence of a convex geodesic bicomb-
ing. It was proven in [LS97, Lemma 1.2] for Hadamard spaces but the
proof extends to our setting.
Lemma 3.1. Let X be a metric space with a convex geodesic bicombing
and let Φ : B → X be an n-dimensional (L,A)-quasidisc. Then there
exist constants L′, A′ depending only on L,A, n and an L′-Lipschitz
(L′, A′)-quasidisc Φ′ : B → X such that d(Φ(x),Φ′(x)) ≤ A′ for all
x ∈ B.
From now on we will restrict our attention to L-Lipschitz (L,A)-
quasiflats/quasidiscs.
Definition 3.2. Let K ⊂ X be a closed subset. A map π : X → K
is called a λ-quasi-retraction if it is λ-Lipschitz and the restriction π|K
has displacement ≤ λ.
Lemma 3.3. Let X be a length space and let Φ : B → X be an L-
Lipschitz (L,A)-quasidisc with image D. Then there exist L¯ depending
only on L and A, a metric space X¯, an L¯-bilipschitz embedding X → X¯
and an L-Lipschitz retraction X¯ → X with the following additional
properties. X¯ contains a L¯-bilipschitz disc D¯ such that dH(D, D¯) ≤ L
and dH(X, X¯) ≤ L.
Proof. We glue B × [0, L] to X along B × {L} via Φ. Denote the
resulting space by X¯, equipped X¯ with the induced length metric. We
identify B withB×{0} ⊂ X¯. Note that for x, y ∈ B with dX¯(x, y) < 2L
we have dX¯(x, y) = dB(x, y). Moreover, if dB(x, y) ≥ 2L(2L + A),
then dX¯(x, y) ≥
1
2L
dB(x, y). Finally, for points x, y ∈ B with 2L <
dB(x, y) < 2L(2L + A) holds dX¯(x, y) ≥ 2L ≥
1
2L+A
dB(x, y) and the
canonical embedding B →֒ B × {0} ⊂ X¯ is (2L+ A)-bilipschitz. The
remaining statements follow immediately from the construction. 
Corollary 3.4. Let X be a length space and let Φ : B → X be an
n-dimensional L-Lipschitz (L,A)-quasidisc with image D. Then there
exist constants λ1 and λ2 which depend only on L,A and n, and a
λ1-Lipschitz quasiretraction π : X → D such that d(x, π(x)) ≤ λ2 for
any x ∈ D. The map π factors as π = π′′ ◦ π′ with a Lipschitz map
π′ : X → Rn. Moreover, λ2 → 0 as A→ 0.
Proof. Choose a thickening X¯ as in Lemma 3.3 and denote by D¯ ⊂ X¯
the bilipschitz disc close to D. By McShane’s extension lemma we
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obtain a Lipschitz retraction π′ : X¯ → D¯ where the Lipschitz constant
is controlled by L,A, n. Composing with the natural projection π′′ :
X¯ → X we obtain the required map since D is at distance ≤ L from
D¯. 
Lemma 3.5. Suppose X is a metric space with convex geodesic bicomb-
ing and base point p. Let Φ : B → X be an n-dimensional L-Lipschitz
(L,A)-quasidisc with image D. Then there exist a, θ,Θ depending only
on L,A, n and d(p,D) such that the following holds. There exists an
element T ∈ In,loc(X) such that
• spt(T ) ⊂ D and dH(spt(T ), D) ≤ a;
• (Upper density bound) M(T Bp(r)) ≤ Θ · r
n whenever r ≥ a.
• (Lower filling bound) Let Sr = 〈T, dp, r〉. Then Fill(Sr) ≥ θ · r
n
whenever a ≤ r ≤ d(p, spt(∂T )).
Proof. We take T = Φ#JBK where JBK ∈ In,loc(R
n) denotes the funda-
mental class of B. Then spt(T ) ⊂ Φ(spt(JBK)) = D. Let π : X → D
be a quasiretraction as in Corollary 3.4. Then d(π ◦ Φ, idR) ≤ λ2.
Hence dH(spt(π#T ), B) = dH(spt((π◦Φ)#JBK), B) ≤ λ2. Since spt(π◦
Φ)#(JBK) ⊂ π(spt(T )), we get dH(spt(T ), D) ≤ a for some a depending
only on L,A, n and d(p,D).
Let q ∈ D be a point with d(p,D) = d(p, q). Then M(T Bp(r)) ≤
M(T Bq(r)) ≤ L
n(Lr + A)n.
The last part follows from [KL20, Proposition 3.6] and Lemma 2.5.

The following lemma is a consequence of [Wen05, Theorem 2.9] and
[Wen05, Proposition 2.10].
Lemma 3.6. Let X be a metric space with a convex geodesic bicombing
and let D ⊂ X an n-dimensional L-Lipschitz (L,A)-quasidisc with λ-
Lipschitz quasiretraction π : X → D. Then there exists a constant
C > 0 depending only on L,A and k such that the following holds. Let
τ ∈ Ik(X) and let h : [0, 1]×spt(τ)→ X be the geodesic homotopy from
spt(τ) to π(spt(τ)). Suppose that d(x, π(x)) ≤ ρ for all x ∈ spt(τ).
Then h induces elements H ∈ Ik+1(X) and H
′ ∈ Ik(X) such that
• ∂H = τ − π#τ −H
′ and M(H) ≤ C · λk · ρ ·M(τ);
• ∂H ′ = ∂τ − π#∂τ and M(H
′) ≤ C · λk−1 · ρ ·M(∂τ).
Corollary 3.7. Let D, π, λ1, λ2 be as in Corollary 3.4. Let X be a
metric space with a convex geodesic bicombing. Then there exists a
constant C > 0 depending only on L,A and k such that the following
16 JINGYIN HUANG, BRUCE KLEINER, AND STEPHAN STADLER
holds. Let τ ∈ Ik(X) be such that spt(τ) ⊂ Nρ(D) with ρ > λ2.
Then there exist elements H ∈ Ik+1(X) and H
′ ∈ Ik(X) with ∂H =
τ − π#τ −H
′ and ∂H ′ = ∂τ − π#∂τ . Moreover,
M(H) ≤ C · λk1 · ρ ·M(τ).
Proof. By Lemma 3.6, it suffices to show d(x, π(x)) ≤ C · ρ for any
x ∈ spt(τ). Let z be a point inD such that d(x, z) = d(x,D) ≤ ρ. Then
d(x, π(x)) ≤ d(x, z)+d(z, π(z))+d(π(z), π(x)) ≤ ρ+λ2+λ1 ·d(z, x) ≤
ρ+ ρ+ λ1 · ρ = (2 + λ1) · ρ. 
Corollary 3.8. Let D, π, λ1, λ2 be as in Corollary 3.4. Then there
exists a constant C > 0 depending only on L,A and n such that the
following holds. Let σ ∈ Zn(X) be such that spt(σ) ⊂ Nρ(D) with
ρ > λ2. Then
Fill(σ) ≤ C · λn1 ·M(σ).
Proof. Corollary 3.7 provides a controlled homology H between σ and
π#σ. By Corollary 3.4, π factors as π = π
′′ ◦ π′ with a Lipschitz map
π′ : X → Rn. However, π′#σ is a top-dimensional cycle and therefore
trivial. It follows that H is a filling of σ as required. 
4. Morse quasiflats and the coarse neck property
In this section we recall the notion of Morse quasiflats from [HKS20].
Let X be a complete metric space with a convex geodesic bicombing
and let F ⊂ X be the image of an L-bilipschitz embedding of a closed
convex subset of Rn. We begin with a purely topological condition, cf.
[HKS20, Definition 6.8].
Definition 4.1 (Full support). We say F has full support, if the map
H˜n(F, F \ {q},Z)→ H˜n(X,X \ {q},Z)
on reduced singular homology is injective for each q ∈ F \ ∂F .
Definition 4.2 (Morse quasiflat). An n-dimensional quasiflat Q ⊂ X
is called Morse, if for any asymptotic cone Xω of X the ultralimit
Qω ⊂ Xω of Q has full support in Xω.
Let C be a collection of n-dimensional quasidiscs or quasiflats with
uniform quasi-isometric constants. C is uniformly Morse if for any limit
Dω of elements from C in the asymptotic cone Xω has full support.
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We refer to [HKS20] for alternative characterizations of Morse quasi-
flats, as well as connections to the literature on Morse quasigeodesics.
Simplest examples of Morse quasiflats are quasiflats of top rank, or
Morse quasigeodesics. Products of Morse quasigeodesics are Morse
quasiflats. More interesting examples are discussed in [HKS20].
In the special case n = 1, Definition 4.2 is equivalent to that each
point in Qω is a cut point of Xω. Thus for two points x, y ∈ Qω
and the segment xy in Qω connecting x and y, any path ω in Xω
joining x and y much completely cover xy. This suggests that (up
to some technicalities) the following “balloon type” picture that ω has
a decomposition into two “pieces”, one piece being xy, another piece
being the “closure” of the part of ω outside Qω, which can be roughly
thought as a collection of “loops”. The place where the two pieces
contact can be thought as a “neck” of ω. There is an analogue of this
picture in higher dimensional, and a coarse version of this picture in the
space rather than in the asymptotic cone. This motivates Definition 4.3
below, which describes the coarse version of "necks" around Q; and
Lemma 5.1, which describes the coarse version of “decomposition into
two pieces”. We refer the reader to the introduction of [HKS20] for
a more detailed discussion as well as other characterizations of Morse
quasiflats.
Definition 4.3. An n-dimensional quasiflats Q has the coarse neck
property (CNP), if there exists a constant C0 > 0, and for any point
p ∈ X and given positive constants ρ and C, there exists RCNP =
RCNP(p, ρ, C) such that for any RCNP ≤ R the following holds.
Let τ ∈ In(Bp(CR) \NρR(Q)) with σ := ∂τ be such that
M(τ) ≤ C · Rn, M(σ) ≤ C ·Rn−1 and spt(σ) ⊂ N2ρR(Q).
Then we have
Fill(σ) ≤ C0 · ρR ·M(σ).
Note that the definition of CNP depends on the parameter C0 and the
function RCNP.
Similarly we define the coarse neck property for a local integral cur-
rent T ∈ In,loc(X) by replacing Q with spt(T ), and replacing RCNP ≤ R
by RCNP ≤ R ≤
d(p,spt(∂T ))
C
(so that Bp(CR) is disjoint from ∂T ).
The following is a consequence of [HKS20, Theorem 9.10].
Proposition 4.4. Let X be a proper convex geodesic metric space.
Let D be a family of quasidisc/flats in X with uniform quasi-isometric
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constants. Then D is uniformly Morse if and only each element of D
satisfies the coarse neck property for some uniform C0 and RCNP.
In the situation of this proposition, the pair (C0, RCNP) will be re-
ferred to as the Morse data for D.
5. Neck decomposition
In this section we introduce “neck decompositions” as in Lemma 5.1
which is a key ingredient in the proof of visibility. The following is
[HKS20, Lemma 9.2]. We slightly rewrite it for quasidisks for the
convenience of reader.
Lemma 5.1. Let D ⊂ X be an n-dimensional L-Lipschitz (L,A)-
quasidisc with CNP (cf. Definition 4.3). Let p ∈ X be a base point.
For given ǫ, C > 0, there exists Rneck > 0 depending only on ǫ, C, d(p,D),
L, A, n,X and the CNP parameter of D such that the following holds
for any Rneck ≤ R ≤
d(p,∂D)
C
.
Let T ∈ In,c(X) with spt(∂T ) ⊂ NC(D), spt(T ) ⊂ Bp(CR) and
M(T ) ≤ C ·Rn. Suppose there exists T ′ ∈ In,c(X) such that ∂T = ∂T
′
with spt(T ′) ⊂ NC(D) and M(T
′) ≤ C · Rn. Then T admits a coarse
piece decomposition: a piece decomposition T = U +V , induced by the
distance function dD, with additional properties. Set σ =: ∂U − ∂T =
−∂V and let ω be a minimal filling of σ. Then
(1) Fill(σ) ≤ ǫ · Rn;
(2) Fill(U + ω − T ′) ≤ ǫ · Rn+1;
(3) spt(U + ω − T ′) ⊂ NǫR(D).
Proof. Take a small constant h and a large natural number K whose
values will be determined later. Let Tx,y = T {xR ≤ dD < yR}. By
the pigeonhole principle, there exists a natural number k ≤ K such that
T̂ := T h
2k
, h
2k−1
satisfies M(T̂ ) ≤ ·M(T )
K
. Hence there exists r ∈ ( h
2k
, h
2k−1
)
such that σ := 〈T, dD, r〉 ∈ In−1,c(X) satisfies
M(σ) ≤
M(T̂ )
hR/2k
≤
2k
KhR
·M(T ) ≤
2Kb
Kh
· Rn−1.
Set U := T {dD ≤ r} and V = T {dD > r}.
Then
• spt(σ) ⊂ NhR(D) and spt(V ) ⊂ Bp(CR)\NρR(D) with ρ :=
h
2K
.
• M(V ) ≤ C · Rn.
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Now we apply the coarse neck property to V . For C ′ = max{C, 2
KC
Kh
}
and R ≥ R(ρ, C ′) holds
(5.2) Fill(σ) ≤ C0 · r ·M(σ) ≤ C0 ·
h
2k−1
2k
Kh
·M(T ) =
2C0
K
·M(T ).
Let ω be a minimal filling of σ and consider the cycle S = U +
ω − T ′. From the triangle inequality and the minimality of ω, we see
M(S) ≤ M(T ) + M(T ′). We may assume C ≤ hR and therefore
spt(T ′) ⊂ NhR(D). By (5.2), we then conclude spt(S) ⊂ N(δ+h)R(D)
where δ =
(
2C0
Kδ0
) 1
n
. By Corollary 3.8
Fill(S) ≤ C˜(δ + h)R(M(T ) +M(T ′))(5.3)
The lemma follows from (5.2) and (5.3) by choosing h small and K and
R large. 
Corollary 5.4. Let D ⊂ X be an n-dimensional L-Lipschitz (L,A)-
quasidisc with CNP (cf. Definition 4.3). Let p ∈ X be a base point.
For given ǫ, C > 0, there exists R depending only on ǫ, C, d(p,D), L, A,
n,X and the CNP parameter of D such that the following holds for any
R ≤ R ≤ d(p,∂D)
C
.
Let T ∈ In,loc(X) represent D as in Lemma 3.5. Let τ ∈ In,c(X) be
a chain with spt(τ) ⊂ Bp(CR) and M(τ) ≤ C · R
n. Suppose ∂τ = ∂τ ′
for a piece τ ′ ∈ In,c(X) of T with M(τ
′) ≤ C ·Rn. Let τ = U + V be a
coarse piece decomposition as in Lemma 5.1. Then
spt(τ ′) ⊂ NǫR(sptU).
Proof. Set ǫ˜ = min{θ1(
ǫ
2
)n+1, δ0(
ǫ
2
)n} and choose Rneck for given ǫ˜, C as
in Lemma 5.1. Let ω ∈ In,c(X) be a minimal filling of σ := −∂V and
letW ∈ In+1,c(X) be a minimal filling of U+ω−τ
′. ThenM(ω) ≤ ǫ˜·Rn
and M(W ) ≤ ǫ˜ ·Rn+1 by Lemma 5.1. By the lower densitiy bound for
minimizers, we have M(ω) ≥ δ0 ·d(x, spt(σ))
n for x ∈ spt(ω), and from
Lemma 2.6 we obtain M(W ) ≥ θ1 ·d(y, spt(U +ω))
n+1 for y ∈ spt(W ).
By our choice of ǫ˜ we arrive at spt(τ ′) ⊂ N ǫ
2
R(spt(U+ω)) and spt(ω) ⊂
N ǫ
2
R(spt(σ)). This concludes the proof since spt(σ) ⊂ spt(U). 
6. Visibility for Morse quasiflats
This section concerns the large scale structure of Morse quasiflats.
Under the assumption of convex geodesic bicombings we prove that
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Morse quasiflats are asymptotically conical. We then turn to bound-
aries at infinity and show that Morse quasiflats have a well defined
Tits boundray which itself is a Morse cycle. At last we prove a rigidity
result for Morse quasiflats of Euclidean mass growth.
6.1. Asymptotic conicality.
Theorem 6.1 (asymptotic conicality). Let X be a proper metric space
with convex geodesic bicombing. Suppose Q ⊂ X is a Morse (L,A)-
quasiflat, represented by a current T ∈ Zn,loc(X). Let p ∈ X be a base
point. Then for any given ǫ > 0, there exists Rac depending only on
ǫ, L, A, d(p,Q), X and the Morse data of Q such that for every Rac ≤ r
holds
Cp(spt(T )) ∩ Bp(r) ⊂ Nǫr(spt T ).
The proof of [KL20, Theorem 8.6] shows that asymptotic conicality
is a consequence of the following Theorem 6.2, as the proof of [KL20,
Theorem 8.6] is a packing argument which does not depend on the rank
assumption in [KL20].
Theorem 6.2 (visibility property). Let X be a proper metric space
with convex geodesic bicombing. Suppose Q ⊂ X is a Morse (L,A)-
quasiflat, represented by a current T ∈ Zn,loc(X). Let p ∈ X be a base
point and denote by Sr the slices 〈T, dp, r〉. Then for given ǫ > 0, there
exists Rvis depending only on ǫ, L, A, d(p,Q), X and the Morse data of
Q such that for every Rvis ≤ r ≤ R holds
spt(T ) ∩ Bp(r) ⊂ Nǫr(Cp(spt(SR))).
In the set of this subsection we prove Theorem 6.2. Instead of esti-
mating the Hausdorff distance directly, we first establish an estimate
for certain filling distance (cf. Lemma 6.6), and then deduce the de-
sired distance estimate (cf. Corollary 6.7). A key estimate needed in
Lemma 6.6 is Lemma 6.5.
Throughout this subsection, we fix a proper metric space X with
convex geodesic bicombing and a base point p ∈ X. We also fix Q ⊂ X,
an n-dimensional Morse (L,A)-quasiflat. Recall that θ is the lower
filling bound for spherical slices of T (cf. Lemma 3.5) and Θ is the
upper density of bound of T .
Let T be a current representing Q as in Lemma 3.5. We denote
the slice 〈T, dp, r〉 by Sr. It is called generic, if Sr ∈ In−1,c(X) and
MORSE QUASIFLATS II 21
M(Sr) ≤ Θˆ · r
n−1 with Θˆ = 4 · Θ. By the coarea inequality, for every
r0 > 0 there exits a generic slice in the range [
r0
4
, r0
2
].
Lemma 6.3. Let c ≤ θ
2
be given. Suppose that αr ∈ In−1,c(Bp(r)) is a
cycle with F(αr, Sr) ≤ c · r
n for some r ≥ a. Then M(αr) ≥ c · r
n−1.
Proof. By the lower filling bound of Lemma 3.5 and our assumption, we
have Fill(αr) ≥ c ·r
n. The claim follows from the coning inequality. 
Let δ0 be as in Theorem 2.4. The following is a consequence of
Theorem 2.4.
Lemma 6.4. Suppose that αr ∈ Zn−1,c(X) is a cycle with spt(αr) ⊂
Sp(r). Then there exists a positive constant c1 = c1(δ0, r0) such that
F(αr, Sr) ≤ c1·r
n implies that any minimal filling of αr−Sr is supported
in X \Bp(
r
2
) for all r ≥ r0.
To be in the range of both preceding lemmas we set
c2 := min{
θ
2
, c1(δ0, 1)}.
Lemma 6.5. Let 0 < c ≤ c2 be given. There exists a small positive
constant ϑ = ϑ(c), such that for every δ > 0 there exists a large radius
R, depending on δ, d(p,Q),Θ, c, X, L,A, n and the CNP parameter of
Q such that the following holds for all r1 ≥ 4 · R.
Let α1 ∈ Zn−1,c(X) be a cycle supported in Sp(r1) and such that
• M(α1) ≤ Θˆ · r
n−1
1 ;
• F(α1, Sr1) ≤ c · r
n
1 .
Set αr = hp, r
r1
#α1. Suppose F(αr, Sr) > c ·r
n for almost all r ∈ [ r1
4
, r1
2
].
Then there exists a generic slice Sr2 with r2 ∈ [
r1
4
, r1
2
] and a cycle
α2 ∈ Zn−1,c(X) supported in Sp(r2) such that
• M(α2)
rn−1
2
≤ M(α1)
rn−1
1
− ϑ (mass drop);
• F(α2, Sr2) ≤ δ · r
n
2 (closeness).
Moreover, α2 = γ2+β2 where the good part γ2 is supported in Cp(spt(α1))
and the bad part β2 is small, M(β2) ≤ δ · r
n−1
2 .
Proof. Set ϑ = c
2
. We will choose R large enough such that Lemma 5.1
applies for appropriate choices of ǫ and C. We set C = Θˆ + c and
choose ǫ < min{ c
2n+5
, δ
2n+3
}. Now we choose R = R(ǫ, C) where R is
provided by Lemma 5.1.
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Let τ ∈ In,c(X \ Bp(
r1
2
)) be a filling of α1 − Sr1 with M(τ) ≤ c · r
n
1
(cf. Lemma 6.4). We apply Lemma 5.1 to the chain Cp(α1) + τ to
produce a coarse piece decomposition Cp(α1) + τ = U + V where U
denotes the piece supported close toQ. Recall that Lemma 5.1 provides
a filling ω ∈ In,c(X) of ∂V with mass < ǫ · r
n
1 and a filling W of
U + ω − (T Bp(r1)) with mass < ǫ · r
n+1
1 .
We will now slice U, V,W and ω in the range [ r1
4
, r1
2
] with respect to
d(·, p) to obtain controlled slices Ur, Vr, Wr and ωr. Note that since
spt(τ) ⊂ Sp(r1), we have the piece decomposition αr = Ur + Vr; we
know that Ur + ωr and Vr − ωr are cycles; and we see that Wr is a
filling of Ur + ωr − Sr.
We define α2 := Ur + ωr, where Ur corresponds to the good part γ2
and ωr corresponds to the bad part β2 in the statement of the lemma.
By the coarea inequality we can choose r ∈ [ r1
4
, r1
2
] such that
M(ωr) ≤ 2
n+2 · ǫ · rn−1 and M(Wr) ≤ 2
n+3 · ǫ · rn.
By our choice of ǫ, this implies M(Wr) ≤ δ · r
n and we conclude
F(α2, Sr) ≤M(Wr) ≤ δ · r
n as required.
Note that Ur is supported in Cp(spt(α1)). Again, by our choice
of ǫ, we see M(ωr) ≤ δ · r
n−1. Hence α2 has the desired good/bad
decomposition.
Using the triangle inequality and the coning inequality, we estimate
F(αr, Sr) ≤ F(αr, α2) + F(α2, Sr)
= Fill(Vr − ωr) + F(Ur + ωr, Sr)
≤ r ·M(Vr − ωr) +M(Wr).
By assumption F(αr, Sr) > c · r
n and we conclude
M(Vr − ωr) ≥ (c− 2
n+3ǫ) · rn−1.
Hence
M(α2) ≤M(Ur) +M(ωr) = M(αr)−M(Vr) +M(ωr)
≤
M(α1)
rn−11
· rn−1 −M(Vr − ωr) + 2M(ωr) < (
M(α1)
rn−11
− ϑ) · rn−1.
The second step uses the piece decomposition αr = Ur + Vr. We com-
plete the proof by choosing r2 = r. 
Lemma 6.6. Let c and δ be given such that 0 < δ ≤ c ≤ c2. Then
there exists a large radius R, depending on δ, d(p,Q),Θ, c, X, L,A, n
and the CNP parameter of Q such that the following holds.
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For any generic cycle Sr0 with r0 > R we find a a cycle αr ∈
Zn−1,c(X) with spt(αr) ⊂ Sp(r) and r ∈ [R, 4R] such that
(1) F(αr, Sr) ≤ c · r
n; in particular, any minimal filling of αr − Sr
is carried by X \Bp(
r
2
);
(2) αr can be written as a sum of a good part and a bad part,
αr = γr + βr;
(3) the good part γr is nontrivial and satisfies 0 < M(γr) ≤ Θˆ ·r
n−1
and spt(γr) ⊂ Cp(spt(Sr0));
(4) the bad part βr is small, M(βr) ≤ δ · r
n−1.
Proof. Set δ′ = δϑ
Θˆ−c
where ϑ = c
2
as before and choose R = R(δ′) as in
Lemma 6.5.
We inductively define a sequence of cycles αk supported in Sp(rk)
with rk ∈ [
r0
4k
, r0
2k
] such that each cycle αk has the required properties
on its own scale.
We set α0 = Sr0 . To define αk+1 we distinguish two cases.
Case 1. There exists r ∈ [ r0
4k
, r0
2k
] such that F(hp, r
rk
#(αk), Sr) ≤ c · r
n.
In this case we set αk+1 = hp, r
rk
#(αk). (See Section 2.2 for the defi-
nition of hp.) The good/bad decomposition of αk induces a good/bad
decomposition of αk+1, γk+1 = hp, rk+1
rk
#(γk) and βk+1 = hp, rk+1
rk
#(βk).
Case 2. Negation of Case 1. Now we apply Lemma 6.5 to obtain
αk+1 from αk. Lemma 6.5 also provides a good/bad decomposition
αk+1 = γ
′
k+1 + β
′
k+1 where spt(γ
′
k+1) ⊂ Cp(spt(αk)) and M(β
′
k+1) ≤
δ′ · rn−1k+1 . We define γk+1 = αk+1 Cp(spt(α0)) and βk+1 = αk+1− γk+1.
Hence M(βk+1) ≤ N · δ
′ · rn−1k+1 where N is the number of times Case
2 previously occured. We claim that N is uniformly bounded. Indeed,
by Lemma 6.3, we know that M(αk+1) ≥ c · r
n−1
k+1 . On the other hand,
by Lemma 6.5, M(αk+1) ≤ (Θˆ − Nϑ) · r
n−1
k+1 which provides the upper
bound N ≤ Θˆ−c
ϑ
. By our choice of δ′ we get N · δ′ ≤ δ and therefore
the required mass bound for the bad part βk+1.
Finally we set αr = αl where l is maximal such that rl ≥ R. This
concludes the proof. 
Corollary 6.7. For given ǫ > 0, there exists R0 depending only on
ǫ, L, A, d(p,Q), X and the Morse data of Q such that the following holds
for any r ≥ R0. If r0 ≥ 4r and Sr0 is a generic slice, then
spt(T ) ∩Bp(r) ⊂ Nǫr(Cp(spt(Sr0))).
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Proof. We choose δ and c small enough, such that δ < ( ǫ
2
)n · δ0 and
(c+ c0 · (2δ)
n
n−1 ) ≤ c1(δ0, 1) where c1 is the constant from Lemma 6.4.
Then we choose R(c, δ) as in Lemma 6.6. Set
C = Θˆ + δ + c+ c0 · (2δ)
n
n−1
and choose R( ǫ
2
, C) as in Corollary 5.4. Finally, set
R0 = max{R(c, δ), R(
ǫ
2
, C)}.
By Lemma 6.6, we find a cycle αr ∈ Zn−1,c(X) supported in Sp(r)
with r ∈ [R, 4R]. It decomposes as αr = γr + βr such that F(αr, Sr) ≤
c · rn, spt(γr) ⊂ Cp(spt(Sr0)) and M(βr) ≤ δ · r
n−1.
Let us choose a minimal filling ωr of ∂βr. Then M(ωr) ≤ δ · r
n−1
by minimality and F(βr, ωr) ≤ c0 · (2δ)
n
n−1 · rn by the isoperimetric
inequality. Since spt(ωr) ⊂ Nδ1r(spt(∂βr)) with δ1 = (
δ
δ0
)
1
n < ǫ
2
, we
see Cp(spt(γr + ωr)) ∩ Bp(r) ⊂ N ǫ
2
r(Cp(spt(γr))) by convexity. So it is
enough to show spt(T Bp(r)) ⊂ N ǫ
2
r(Cp(spt(γr + ωr))).
From the triangle inequality we obtain F(Sr, γr + ωr) ≤ (c + c0 ·
(2δ)
n
n−1 ) · rn. By our choice of c and δ, any minimal filling τr of Sr −
γr−ωr will be carried inX\Bp(
r
2
). We consider the chain Cp(γr+ωr)+τr
with boundary Sr. It comes with mass control
M(Cp(γr + ωr) + τr) ≤ (Θˆ + δ + c+ c0 · (2δ)
n
n−1 ) · rn ≤ C · rn.
Hence Corollary 5.4 implies
spt(T Bp(r)) ⊂ N ǫ
2
r(Cp(spt(γr + ωr))).

6.2. The Tits boundary of a Morse quasiflat. We refer to Sec-
tion 2.2 for the definition of Tits cone and Tits boundary for a metric
space with convex geodesic bicombing.
Definition 6.8. A quasiflat Q ⊂ X is pointed Morse if for any as-
ymptotic cone Xω of X with fixed base point, the inclusion Qω → Xω
induces injective maps on local homology at each point in Qω.
If we allow the onset radius in Lemma 5.1, Lemma 6.6, Corollary 6.7
and Theorem 6.1 to depend on p instead of just d(p,Q), then these
results continue to hold for pointed Morse quasiflats with the same
proofs.
Lemma 6.9. Let Q ⊂ X be a pointed Morse quasiflat. Then its ideal
boundary and its Tits boundary agree, ∂TQ = ∂∞Q.
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Proof. Suppose that (xk) is a sequence in Q such that the geodesic
segements ρk from p to xk converge to a geodesic ray ρ. By asymptotic
conicality (Theorem 6.1), for given ǫ > 0 there exists Rac > 0 such that
d(x′k, Q) < ǫ · Rac where x
′
k denotes the point on ρk at distance Rac
from p. Since (x′k) converges to the point on ρ at distance Rac from p,
we deduce the claim. 
Proposition 6.10. Let Q be an L-Lipschitz (L,A) pointed Morse
quasiflat represented by T ∈ Zn,loc(X). Then T has a unique tangent
cone at infinity. Namely, for any base point p ∈ X the rescalings hp,λ#T
converge with respect to local flat topology to a current Tp,0 ∈ Zn,loc(X)
with the following properties.
(1) Tp,0 is conical with respect to p, hp,λ#Tp,0 = Tp,0;
(2) M(Tp,0 Br(p)) ≤ Θ · r
n for r ≥ 0;
(3) there exists a function δ : [0,∞) → [0,∞) depending only on
Q, p and X with lim
r→∞
δ(r) = 0 and such that for all R ≥ r holds
dH(Q ∩ Bp(R), spt(Tp,0) ∩ Bp(R)) ≤ δ(r) · R;
(4) ∂∞ spt(Tp,0) = ∂TQ.
If Q is a Morse quasiflat, then we can strengthen (3) such that δ de-
pends on d(p,Q) rather than p.
Proof. The upper density bound of T implies via compactness ([KL20,
Theorem 2.3]) that hp,λ#T subconverges in the local flat topology to
a current Tp,0 ∈ Zn,loc(X). By Corollary 3.7 and Theorem 6.1, we
find for every ǫ > 0 a radius R0 such that for all R1 ≥ R0 holds
F(T Bp(R), Cp(SR1) Bp(R)) ≤ C ·Θ · ǫ ·R
n+1 for all R ∈ [R0, R1] and
a constant C depending only on L, n and X. Hence for all λ, λ′ < r0
R0
we obtain
F(hp,λ#T Bp(r0), hp,λ′#T Bp(r0)) ≤ 2C ·Θ · ǫ · r
n+1
0 .
Hence hp,λ#T actually converges to Tp,0 as λ → 0. Since hp,λ ◦ hp,λ′ =
hp,λλ′ holds, we see that Tp,0 is conical, hence (1). Lower semicontinuity
of mass with respect to weak convergence yields (2), the claim on the
upper density bound of Tp,0. (4) follows from (3) and Lemma 6.9. We
turn to (3). For every λ ∈ (0, 1) we have spt(hp,λ#T ) ⊂ hp,λ(spt(T )) ⊂
Cp(spt(T )). Hence spt(Tp,0) ⊂ Cp(spt(T )). On the other hand, by
Theorem 6.1, Corollary 3.7 and Corollary 5.4, we find for every ǫ > 0
an R > 0 such that spt T ∩ Bp(r) ⊂ Nǫr(spt(Tp,0)) for all r ≥ R.
Together this shows (3). 
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Corollary 6.11. There exists a function δ : [0,∞)→ [0,∞) depending
only on Q, p and X with lim
r→∞
δ(r) = 0 and such that for all R ≥ r holds
dH(Q ∩Bp(R), Cp(∂TQ) ∩Bp(R)) ≤ δ(r) ·R.
Proof. As Tp,0 is conical with respect to p, we have spt(Tp,0) ⊂ Cp(∂TQ)
by [KL20, Lemma 7.2] and Lemma 6.9. But Cp(∂TQ) ⊂ Cp(spt(T ))
and the claim follows from Theorem 6.1 and Proposition 6.10 (3). 
Theorem 6.12. Suppose X is a proper metric space with convex geo-
desic bicombing. Let Q1 and Q2 be two Morse quasiflats in X. Suppose
∂TQ1 = ∂TQ2. Then dH(Q1, Q2) < C where C < ∞ depends only on
dimQ1 and the Morse data of Q1 and Q2.
Proof. By Corollary 6.11, Q and Q′ are at sublinear distance from each
other. Now the theorem follows from [HKS20, Proposition 10.4 and
Theorem 9.5]. 
6.3. Cycle at infinity.
Definition 6.13. Let W be a topological space. For [σ] in Hk(W,Z),
we define the homological support set of [σ], denoted S[σ], to be {z ∈
W \ Y | i∗[σ] 6= Id}, here i : Hk(W,Z) → Hk(W,W \ {z},Z) is the
inclusion homomorphism.
Take [σ] in Hk(W,Z). The homology class [σ] is immovable if for
any open set O containing such that S[σ] ⊂ O, there exist chain β and
cycle γ such that Im γ ⊂ O and σ = ∂β + γ.
Proposition 6.14. Let Q be an n-dimensional (L,A) pointed Morse
quasiflat. Then
(1) the Euclidean cone over ∂TQ is bilipschitz homeomorphic to E
n
(here ∂TQ is given the induced metric from ∂TX);
(2) the map H˜n−1(∂TQ, ∂TQ \ {p},Z) → H˜n−1(∂TX, ∂TX \ {p},Z)
is injective for each point p ∈ ∂TQ;
(3) ∂TQ is the homological support set of some immovable class
[σ] ∈ H˜n−1(∂TX).
This generalizes the fact that pointed Morse quasi-geodesics give rise
to isolated points in the Tits boundary.
Proof. Let (Xω, pω) be an asymptotic cone of X with fixed base point
p ∈ X and denote by Qω ⊂ Xω the ultralimit of Q. Let CT(X) be
the Tits cone of X with cone point o and let i : CT(X) → Xω be the
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canonical isometric embedding as in [Kle99, Lemma 10.6] such that
i(o) = pω. The map i sends Co(∂TQ) to the cone Cpω(∂TQ) ⊂ Xω.
Corollary 6.11 implies Cpω(∂TQ) = Qω. Thus Cpω(∂TQ) is bilipschitz
to En and (1) holds. Since Q is Morse,
H˜n(Cpω(∂TQ), Cpω(∂TQ) \ {q},Z)→ H˜n(Xω, Xω \ {q},Z)
is injective for each q ∈ Cpω(∂TQ). Hence we deduce the injectivity of
H˜n(Co(∂TQ), Co(∂TQ) \ {q},Z)→ H˜n(CT(X),CT(X) \ {q},Z)
for each for each q ∈ Co(∂TQ). Now (2) follows from the Künneth
formula (cf. [Dol12, pp. 190, Proposition 2.6]). Consider the following
commuting diagram there is a commutative diagram
H˜n(Co(∂TQ), Co(∂TQ) \ {q},Z) → H˜n(CT(X),CT(X) \ {q},Z)
↓ ↓
H˜n−1(∂TQ,Z) → H˜n−1(∂TX,Z)
where the two downward arrows are isomorphisms. The fundamental
class of Co(∂TQ) gives rise to [σ] ∈ Hn−1(∂TX,Z) under the diagram.
Then [σ] can be represented by a singular cycle whose image is in ∂TQ.
Moreover, (2) implies S[σ] = ∂TQ. Thus (3) follows. 
Besides treating ∂TQ as the homological support set of some class,
∂TQ can be alternatively interpreted as the support set of some integral
current as follows.
For a current T ∈ In,loc(X) we define its density at infinity by
Θ∞(T ) = lim sup
r→∞
‖T‖(Bp(r))
rn
.
Corollary 6.15. There exists a cycle σ ∈ Zn−1,c(∂TX) with M(σ) =
n ·Θ∞(Tp,0) and spt(σ) = ∂TQ.
Proof. It follows from Theorem 6.1, that ∂TQ ⊂ ∂TX is compact. By
Proposition 6.10, Tp,0 is conical and [KL20, Theorem 9.3] provides a
cycle σ ∈ Zn−1,c(∂TX) with M(σ) = n · Θ∞(Tp,0) and spt(σ) = ∂∞Q
(again, [KL20, Theorem 9.3] does not depend on the rank assumption
in [KL20], see the paragraph in [KL20] before [KL20, Theorem 9.3]).
Lemma 6.9 completes the proof. 
Remark 6.16. Proposition 6.14 (3) and Corollary 6.15 are compatible
in the sense that by the proof of Proposition 6.14, the class in Propo-
sition 6.14 (3) can be represented by a Lipschitz cycle with its image
contained in ∂TQ. Then the integral current associated with this Lip-
schitz cycle is σ in Corollary 6.15.
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Remark 6.17. It is natural to ask whether ∂TQ is homeomorphic, or
bilipschitz to the standard sphere. This is not a direct consequence
of Proposition 6.14 (1). By [SS79], if ∂TQ is bilipschitz to a piecewise
Euclidean simplicial complex, then ∂TQ is homeomorphic to a sphere.
This holds, e.g. when X is a CAT(0) cube complex [Hua].
7. Morse quasiflats of Euclidean growth in CAT(0)
spaces
The following can be shown similarly to [Hua17b, Lemma A.11].
Lemma 7.1 (geodesic extension property). Let Y be a CAT(0) space
and P ⊂ Y a bilipschitz flat of full support. Then every geodesic
segment ρ : [0, 1] → Y with ρ(1) ∈ P extends to a geodesic ray
ρˆ : [0,∞)→ Y with ρˆ([1,∞)) ⊂ P .
We denote byHn the n-dimensional Hausdorff measure. For a subset
A ⊂ X of a metric space X we define its n-dimensional Hausdorff
volume growth as Θn(A) = lim sup
r→∞
Hn(A∩Bp(r))
rn
. Hence Θn(E
n) = ωn,
the volume of the unit ball in En.
Lemma 7.2. Let Z be a CAT(0) space which is bilipschitz to En. Sup-
pose that its volume growth is at most Euclidean, Θn(Z) ≤ ωn. Then
Z is isometric to En.
Proof. It is enough to show that ∂TZ is a round sphere. After possibly
passing to an asymptotic cone, we may assume that Z itself is a Eu-
clidean cone over ∂TZ with tip o. Since Z is bilipschitz to E
n, the link
ΣpZ is isometric to a round (n−1)-sphere for almost all points p. Since
Z is a Euclidean cone, all but possibly the tip has round (n−1)-spheres
as links. For every point p ∈ Z we obtain a map fp : ΣpZ → ∂TZ which
is distance nondecreasing by choosing a geodesic ray for each direction.
From the Euclidean growth assumption and the CAT(0) property, it
follows that the image of fp has full H
n−1-measure in ∂TZ. Since Z is
a Euclidean cone bilipschitz to En, the Hn−1-measure of a ball in ∂TZ
is positive. Therefore, the image of fp is actually dense.
Now we show that each point in ∂TZ has a unique antipode. Consider
a geodesic ray ρ with ρ(0) = o and [ρ] = ξ ∈ ∂TZ. Set pk = ρ(k) and
fk = fpk. Take an ultralimit of the fk to obtain a distance nondecreas-
ing map f∞ : S
n−1 → ∂TZ. The image of f∞ is complete and therefore
f∞ is onto. Note that for ζ ∈ ∂TZ holds lim
k→∞
∠pk(ξ, ζ) = ∠T (ξ, ζ) where
∠T denotes the Tits angle. Hence, if (ζk) is a sequence in ∂TZ with
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ω limk→∞ ζk = ζ , then ω limk→∞∠pk(ξ, ζk) = ∠T (ξ, ζ). This shows that
f∞ sends the north pole to ξ and preserves the distance to the north
pole. Therefore ξ has a unique antipode, the image of the south pole.
As a consequence, any two lines in Z which are one-sided asymptotic
are actually parallel. This shows that Z splits isometrically as Z ∼=
l × l⊥ for every line l ⊂ Z. Hence Z is isometric to En. 
Lemma 7.3. Let Y be a CAT(0) space and P ⊂ Y an n-bilipschitz
flat of full support. Suppose that the volume growth of P is at most
Euclidean, Θn(P ) ≤ ωn. Then P is a flat in Y .
Proof. Since P is a bilipschitz flat, it has links ΣpP ⊂ ΣpY which are
round (n−1)-spheres at almost all points. From the geodesic extension
property, we see that for every v ∈ ΣpP there exists a geodesic ray ρ
with ρ˙(0) = v and which lies entirely in P . The Euclidean growth
assumption and the CAT(0) property imply Hn(P ∩ Bp(r)) ≡ ωnr
n
and that every point in P ∩ Bp(r) can be joined to p by a geodesic
lying in P . In particular, P is convex and the claim follows from
Lemma 7.2. 
Theorem 7.4. Let X be a proper CAT(0) space. Let Q ⊂ X be an
n-dimensional Morse quasiflat represented by a current T ∈ Zn,loc(X).
Suppose that the density at infinity of T is at most Euclidean, Θ∞(T ) ≤
ωn. Then there exists an n-flat F ⊂ X such that dH(Q,F ) < C where
C depends only on L,A, n,X and the Morse data of Q.
Proof. By Proposition 6.10, we see Θ∞(Tp,0) ≤ Θ∞(T ). Hence Corol-
lary 6.15 provides a cycle σ ∈ Zn−1,c(∂TX) with M(σ) ≤ H
n−1(Sn−1)
and spt(σ) = ∂TQ. In particular, H
n−1(∂TQ) ≤ H
n−1(Sn−1).
Let Qω be an ultralimit of Q in an asymptotic cone Xω of X. By
Theorem 6.1, Qω is isometric to a Euclidean cone over ∂TQ. From the
Morse property, we know that Qω is a bilipschitz flat of full support,
and by the above estimate, Qω has at most Euclidean volume growth
in Xω. Lemma 7.3 implies that Qω is a flat. Hence ∂TQ is isometric
to a round (n − 1)-sphere. From Proposition 6.14 we know that ∂TQ
does not bound a hemissphere in ∂TX. Hence [Lee00, Proposition 2.1]
implies that there is an n-flat F ⊂ X with ∂TF = ∂TQ. It follows from
[HKS20, Proposition 10.4 and Theorem 9.5] that Q is at uniformly
finite Hausdorff distance from F . 
30 JINGYIN HUANG, BRUCE KLEINER, AND STEPHAN STADLER
References
[AK00] Luigi Ambrosio and Bernd Kirchheim. Currents in metric spaces. Acta
Math., 185(1):1–80, 2000.
[BDM09] Jason Behrstock, Cornelia Druţu, and Lee Mosher. Thick metric
spaces, relative hyperbolicity, and quasi-isometric rigidity. Mathema-
tische Annalen, 344(3):543, 2009.
[BHS17] Jason Behrstock, Mark F Hagen, and Alessandro Sisto. Quasiflats in hi-
erarchically hyperbolic spaces. arXiv preprint arXiv:1704.04271, 2017.
[BKMM12] J. Behrstock, B. Kleiner, Y. Minsky, and L. Mosher. Geometry and
rigidity of mapping class groups. Geom. Topol., 16(2):781–888, 2012.
[Bow17] Brian Bowditch. Large-scale rigidity properties of the mapping class
groups. Pacific Journal of Mathematics, 293(1):1–73, 2017.
[Bow19] B. H. Bowditch. Quasiflats in coarse median spaces. 2019.
[Cor17] Matthew Cordes. Morse boundaries of proper geodesic metric spaces.
Groups Geom. Dyn., 11(4):1281–1306, 2017.
[CS14] Ruth Charney and Harold Sultan. Contracting boundaries of cat (0)
spaces. Journal of Topology, 8(1):93–117, 2014.
[DH17] Michael W Davis and Jingyin Huang. Determining the action dimen-
sion of an artin group by using its complex of abelian subgroups. Bul-
letin of the London Mathematical Society, 49(4):725–741, 2017.
[DL15] Dominic Descombes and Urs Lang. Convex geodesic bicombings and
hyperbolicity. Geometriae dedicata, 177(1):367–384, 2015.
[Dol12] Albrecht Dold. Lectures on algebraic topology. Springer Science & Busi-
ness Media, 2012.
[EF97] A. Eskin and B. Farb. Quasi-flats and rigidity in higher rank symmetric
spaces. Journal of the American Mathematical Society, 10(3):653–692,
1997.
[EO73] Patrick Eberlein and Barrett O’Neill. Visibility manifolds. Pacific Jour-
nal of Mathematics, 46(1):45–109, 1973.
[FFH19] Talia Fernos, David Futer, and Mark Hagen. Preprint. 2019.
[Gen20] Anthony Genevois. Hyperbolicities in CAT(0) cube complexes. En-
seign. Math., 65(1-2):33–100, 2020.
[Gro87] M. Gromov. Hyperbolic groups. In Essays in group theory, volume 8 of
Math. Sci. Res. Inst. Publ., pages 75–263. Springer, New York, 1987.
[Ham05] Ursula Hamenstaedt. Geometry of the mapping class groups III: Quasi-
isometric rigidity. arXiv preprint math/0512429, 2005.
[HK05] G. Christopher Hruska and Bruce Kleiner. Hadamard spaces with iso-
lated flats. Geom. Topol., 9:1501–1538, 2005. With an appendix by the
authors and Mohamad Hindawi.
[HKS20] Jingyin Huang, Bruce Kleiner, and Stephan Stadler. Morse quasiflats
I. preprint, arXiv:1911.04656, 2020.
[HO19] Jingyin Huang and Damian Osajda. Helly meets Garside and Artin.
arXiv preprint arXiv:1904.09060, 2019.
[Hua] Jingyin Huang. Immovable cycles in the Tits boundary
of CAT(0) cube complexes. Preprint 2016. Available at
https://drive.google.com/open?id=1F2OLPjohr2EmBgQDmB15wvgdyuomIxmv.
MORSE QUASIFLATS II 31
[Hua17a] Jingyin Huang. Quasi-isometric classification of right-angled artin
groups, i: The finite out case. Geometry & Topology, 21(6):3467–3537,
2017.
[Hua17b] Jingyin Huang. Top-dimensional quasiflats in CAT(0) cube complexes.
Geom. Topol., 21(4):2281–2352, 2017.
[KK14] Sang-Hyun Kim and T. Koberda. The geometry of the curve graph
of a right-angled Artin group. International Journal of Algebra and
Computation, 24(02):121–169, 2014.
[KL97] Bruce Kleiner and Bernhard Leeb. Rigidity of quasi-isometries for sym-
metric spaces and Euclidean buildings. Inst. Hautes Études Sci. Publ.
Math., (86):115–197 (1998), 1997.
[KL20] Bruce Kleiner and Urs Lang. Higher rank hyperbolicity. Invent. math.,
2020.
[Kle99] B. Kleiner. The local structure of length spaces with curvature bounded
above. Mathematische Zeitschrift, 231(3):409–456, 1999.
[Lan11] Urs Lang. Local currents in metric spaces. Journal of Geometric Anal-
ysis, 21(3):683–742, 2011.
[Lee00] Bernhard Leeb. A characterization of irreducible symmetric spaces and
Euclidean buildings of higher rank by their asymptotic geometry, vol-
ume 326 of Bonner Mathematische Schriften [Bonn Mathematical Pub-
lications]. Universität Bonn, Mathematisches Institut, Bonn, 2000.
[LS97] Urs Lang and Viktor Schroeder. Quasiflats in Hadamard spaces. Ann.
Sci. École Norm. Sup. (4), 30(3):339–352, 1997.
[MW19] Rose Morris-Wright. Parabolic subgroups of artin groups of fc type.
arXiv preprint arXiv:1906.07058, 2019.
[SS79] Laurent Siebenmann and Dennis Sullivan. On complexes that are lips-
chitz manifolds. In Geometric topology, pages 503–525. Elsevier, 1979.
[Wen05] Stefan Wenger. Isoperimetric inequalities of euclidean type in metric
spaces. Geometric and Functional Analysis, 15(2):534–554, 2005.
[Wen11] Stefan Wenger. Compactness for manifolds and integral currents with
bounded diameter and volume. Calculus of Variations and Partial Dif-
ferential Equations, 40(3-4):423–448, 2011.
