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Abstract
The nonnegative inverse eigenvalue problem (NIEP) is the problem of determining necessary and suffi-
cient conditions for a list of complex numbers σ to be the spectrum of a nonnegative matrix. In this paper
the problem is completely solved in the case when all numbers in the given list σ except for one (the Perron
eigenvalue) have real parts smaller than or equal to zero.
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1. Introduction
Let A = (aij ) be a real n × n matrix. We say that A is nonnegative if all its entries are non-
negative.
The nonnegative inverse eigenvalue problem (NIEP) is the problem of characterizing those
lists σ = (ρ, λ2, λ3, . . . , λn) of complex numbers for which there exists a nonnegative matrix A
with spectrum σ .
If such matrix A exists we say that the list σ is realizable and we say that A realizes σ .
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For the source of literature on the nonnegative inverse eigenvalue problem we refer the reader
the following works and the citations that appear in them [1–9].
Let σ = (ρ, λ2, . . . , λn) be the list of complex numbers and let k be a positive integer. The
kth power sum of σ is defined by
sk = ρk + λk2 + · · · + λkn.
Let A be a nonnegative matrix with spectrum σ . In this case sk = trace(Ak), so necessary
conditions for realizability are
sk  0 for k = 1, 2, . . . (1)
Loewy and London [10] and independently Johnson [11] presented the following necessary
conditions:
nk−1skm  skm (2)
for all positive integers k and m. Note that in particular inequalities (2) imply that if sp = 0, then
sm = 0 for all positive integers m that divide p.
Suleimanova [12] showed that if σ = (ρ, λ2, . . . , λn) is a list of real numbers with ρ > 0 and
λi  0 for i = 2, . . . , n, then σ is realizable if and only if ρ + λ2 + · · · + λn  0. Proofs of her
result, including the fact that a realizing matrix can be chosen to be a companion matrix, can be
found in Perfect [13] and Friedland [14].
For a complex number z, we write Re(z) and Im(z) to denote its real and imaginary part,
respectively.
An extension of Suleimanova’s result to allow some of the elements of the list to be nonreal
but having negative real parts has been obtained by Borobia et al. [15]. They showed that lists
σ = (ρ, λ2, . . . , λn) with ρ > 0 and
λi ∈ {z ∈ C : Re(z)  0, |Re(z)|  |Im(z)|} for i = 2, . . . , n (3)
are realizable if and only if ρ + λ2 + · · · + λn  0.
Šmigoc [16] proved that (3) can be weakened to
λi ∈ {z ∈ C : Re(z)  0,
√
3|Re(z)|  |Im(z)|} for i = 2, . . . , n (4)
and this is the best result of this type in general.
In this paper we consider lists of complex numbers σ = (ρ, λ2, λ2, . . . , λn) closed under
complex conjugation where ρ > 0 and Re(λi)  0 for i = 2, . . . , n. We obtain necessary and
sufficient conditions for the realizability of σ which are remarkably simple.
Motivated by applications in ergodic theory, Boyle and Handelman [17] proved, in particular,
that if σ is a list of complex numbers such that the power sums sk > 0 for all positive integers
k, then there exists a nonnegative integer N such that the list obtained by appending N zeros to
σ is realizable by a nonnegative (n + N) × (n + N) matrix. It is easy to show that the least N
required here is in general not bounded as a function of n. Their proof is not constructive and does
not enable one to determine the size of the N required for the realizability in the general case.
In the case of lists σ = (ρ, λ2, . . . , λn) closed under complex conjugation in which λ2, . . . , λn
have nonpositive real parts, we show that s1 > 0 and s2 > 0 ensure that there is a nonnegative
integer N for which σ with N zeros added is realizable and we determine the least such N .
In the sequel we will denote by In the identity matrix of order n and by 〈n〉 the set {1, 2, . . . , n}.
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2. Main theorem
Let σ = (ρ, λ2, . . . , λn) be a list of nonzero complex numbers which is closed under complex
conjugation and has positive power sums. As recalled above, Boyle and Handelman [17] showed
that there exists a nonnegative integer N for which σ with N zeros appended is realizable.
We consider lists σ = (ρ, λ2, . . . , λn) satisfying the additional assumption that
Re(λi)  0 for i = 2, . . . , n. (5)
In the main result of this paper we give the minimal number of zeros that need to be added to
such a list σ to make it realizable. We also provide a realizing matrix.
Theorem 1. Let λ2, λ3, . . . , λn be nonzero complex numbers with real parts less than or equal
to zero and let ρ be a positive real number. Then the list σ = (ρ, λ2, . . . , λn) is the nonzero
spectrum of a nonnegative matrix if the following assumptions are satisfied:
(1) The list (ρ, λ2, λ3, . . . , λn) is closed under complex conjugation.
(2) s1 = ρ +∑ni=2 λi  0.
(3) s2 = ρ2 +∑ni=2 λ2i > 0.
The minimal number of zeros that need to be added to σ to make it realizable is the smallest
nonnegative integer N for which the following inequality is satisfied:
s21  (n + N)s2. (6)
Furthermore, the list (ρ, λ2, . . . , λn, 0, . . . , 0) can be realized by a nonnegative matrix of the
form C + αI, where C is a companion matrix with trace zero, α is a nonnegative scalar and I is
the identity matrix of the appropriate size.
Remark 2. If s2 = 0, then the inequality (6) requires s1 = 0. In this case the proof of the theorem
shows that the result holds with N = 0.
The proof of the theorem is given in Section 3.
Theorem 1 gives us the minimal number of zeros that need to be added to a list of complex
numbers σ which satisfies the assumptions of the theorem to make it realizable. In particular, it
enables us to identify the lists that are realizable. In this way we obtain a complete solution to the
NIEP for the lists of complex numbers σ = (λ1, λ2, . . . , λn) that satisfy (5).
Theorem 3. Let λ2, λ3, . . . , λn be complex numbers with real parts less than or equal to zero and
let ρ be a positive real number. Then the list σ = (ρ, λ2, . . . , λn) is the spectrum of a nonnegative
matrix if and only if the following conditions are satisfied:
(1) The list (ρ, λ2, λ3, . . . , λn) is closed under complex conjugation.
(2) s1 = ρ +∑ni=2 λi  0.
(3) s2 = ρ2 +∑ni=2 λ2i  0.
(4) s21  ns2.
Proof. That the conditions listed in the corollary are necessary for the list σ to be realizable
follows immediately from (1) and (2) above. Theorem 1 tells us that they are also sufficient. 
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3. Proof of the main theorem
This section is devoted to the proof of Theorem 1.
Given a list τ = (a1, a2, . . . , an) of real numbers and a positive integer r , r  n, the rth
elementary symmetric function of τ is∑
1j1<j2<···<jrn
aj1aj2 · · · ajr .
For a subset K = {j1, j2, . . . , jp} of {1, 2, . . . , n}, p  r , we define Er(K) to be the rth
elementary symmetrical function of the list (aj1 , aj2 , . . . , ajp ).
We begin with a technical lemma.
Lemma 4. Let (a1, . . . , an) be a list of positive numbers with a1  · · ·  an. LetK be a subset
of 〈n〉 = {1, . . . , n}. Denote by Er(K) the rth elementary symmetric function in aj , j ∈K,
|K| < r. Then the following inequalities hold:
(1) aiEr(〈n〉\{i})  a1Er(〈n〉\{1}) for i ∈ {2, . . . , n},
(2) aiajEr−1(〈n〉\{i, j})  a1Er(〈n〉\{1}) for i, j ∈ {2, . . . , n}, i /= j.
Proof. To prove (1) we choose i ∈ {2, . . . , n} and observe that:
Er(〈n〉\{i}) = a1Er−1(〈n〉\{1, i}) + Er(〈n〉\{1, i}).
Since ai  a1 we get:
aiEr(〈n〉\{i}) aia1Er−1(〈n〉\{1, i}) + a1Er(〈n〉\{1, i})
= a1(aiEr−1(〈n〉\{1, i}) + Er(〈n〉\{1, i}))
= a1Er(〈n〉\{1}).
To prove (2) we first observe that (1) implies:
aiEr−1(〈n〉\{i, j})  a1Er−1(〈n〉\{1, j}).
It is clear that
ajEr−1(〈n〉\{1, j})  Er(〈n〉\{1}).
That gives us
aiajEr−1(〈n〉\{i, j}) a1ajEr−1(〈n〉\{1, j})
 a1Er(〈n〉\{1}),
which completes the proof. 
In the proof of Theorem 1 we need to show that the companion matrix of a certain polynomial
f (x) is nonnegative. In order to do that we need to prove that all but the leading coefficients of
the polynomial f (x) are less than or equal to zero. The next lemma gives us a foundation for that
task.
Lemma 5. Let t be a nonnegative real number and let λ2, λ3, . . . , λn be complex numbers with
real parts less than or equal to zero, such that the list (λ2, λ3, . . . , λn) is closed under complex
conjugation. Set
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ρ = 2t − λ2 − · · · − λn
and
f (x) = (x − ρ)
n∏
j=2
(x − λj ) = xn − 2txn−1 + b2xn−2 + · · · + bn.
Then b2  0 implies bj  0 for j = 3, 4, . . . , n.
Proof. We assume that the list (λ2, λ3, . . . , λn) is equal to the list
(−h1 + ik1,−h1 − ik1, . . . ,−hl + ikl,−hl − ikl,−g1, . . . ,−gl′)
for some nonnegative real numbers hj , kj and gj . Furthermore, we assume that k1  k2 
· · ·  kl .
Now we have:
ρ = 2t +
l∑
j=1
2hj +
l′∑
j=1
gj ,
f (x) = (x − ρ)
l∏
j=1
((x + hj )2 + k2j )
l′∏
j=1
(x + gj )
and 1 + 2l + l′ = n.
We define the following polynomials:
q(x) =
l∏
j=1
((x + hj )2 + k2j )
l′∏
j=1
(x + gj ),
p(x) = xn−2l
l∏
j=1
(x2 + k2j ),
s(x) = p(x) − f (x).
For a subsetK of 〈l〉 we define the following:
E(K) =
∏
j∈K
k2j
and
F(K) = 3
∑
j∈K
h2j + 4
∑
i,j∈K,i<j
hihj + 4t
∑
j∈K
hj .
By Ei(K) we will denote the sum
∑
K′⊆K,|K′|=i E(K′) and finally we define Ei = Ei(〈l〉).
Let c be a coefficient of a polynomial f (x) and letK ⊆ 〈l〉. We say that an E(K)-term of c
is the part of c that is of the form E(K)cE(K), where cE(K) does not depend on ki , i = 1, . . . , l.
IfK is empty, then an E(K)-term of c is just a term that does not depend on ki , i = 1, . . . , l.
It is clear that the polynomial q(x) has nonnegative coefficients. Moreover, E(K)-terms
of all the coefficients of the polynomial q(x) are nonnegative for every K ⊆ 〈l〉 including
K = ∅.
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The proof is divided into several steps.
Step 1. In the first step of the proof we will show that the E(K)-terms of all the coefficients of
the polynomial xq(x) − p(x) are nonnegative for everyK ⊆ 〈l〉.
We will prove this step by induction. For n = 2 we have q(x) = x + g1, p(x) = x2 and
xq(x) − p(x) = xg1. Hence the statement holds.
Assume the statement is true for n.
First we consider adding a positive real number g to our list. The polynomials corresponding
to the extended list are
q˜(x) = q(x)(x + g),
p˜(x) = xp(x)
and
xq˜(x) − p˜(x) = x(xq(x) − p(x)) + xgq(x).
Since the E(K)-terms of the coefficients of the polynomials xq(x) − p(x) and q(x) are
nonnegative for everyK ⊆ 〈l〉, we see that the same is true for the polynomial xq˜(x) − p˜(x).
Now suppose that we are adding a complex conjugate pair −h + ik and −h − ik, h, k  0, to
our list. In this case the polynomials corresponding to the extended list are
q˜(x) = q(x)((x + h)2 + k2),
p˜(x) = (x2 + k2)p(x)
and
xq˜(x) − p˜(x) = (x2 + k2)(xq(x) − p(x)) + xq(x)(2hx + h2).
Since the statement holds for xq(x) − p(x) and q(x), we deduce that it holds for xq˜(x) − p˜(x).
Step 2. In the second step will show that the E(K)-terms of the coefficients of polynomial s(x)
are nonnegative for everyK ⊆ 〈l〉.
Again we proceed by induction. The statement is easy to check forn = 2. Assume the statement
is true for n.
As in the previous step we first consider adding a positive real number g to our list. The
polynomials corresponding to the extended list are
f˜ (x) = (x − ρ − g)q(x)(x + g),
q˜(x) = q(x)(x + g),
p˜(x) = xp(x),
s˜(x) = p˜(x) − f˜ (x).
We can write s˜(x) in the following way:
s˜(x) = (x + g)s(x) + g2q(x) + g(xq(x) − p(x)).
We see that s˜(x) is the sum of three polynomials for which the statement holds. Thus we have
proved that the statement holds for s˜(x).
Now suppose that we are adding a complex conjugate pair −h + ik and −h − ik, h, k  0, to
our list. In this case the polynomials corresponding to the extended list are
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f˜ (x) = (x − ρ − 2h)q(x)((x + h)2 + k2),
q˜(x) = q(x)((x + h)2 + k2),
p˜(x) = (x2 + k2)p(x),
s˜(x) = p˜(x) − f˜ (x).
Again we prove our statement by writing s˜(x) as the sum of polynomials for which the statement
holds:
s˜(x) = s(x)((x + h)2 + k2) + (2hx + h2)(xq(x) − p(x)) + q(x)(3h2x + 2h3 + 2hk2).
This completes the proof of Step 2.
From f (x) = p(x) − s(x) we conclude that for odd indices j the coefficients bj are less than
or equal to zero, since the corresponding coefficients in p(x) are zero.
Step 3. In this step we compute b2.
We note that b2 is equal to the second elementary function of the roots of the polynomial f (x).
Therefore
b2 = ρ

− l∑
i=1
2hi −
l′∑
i=1
gi

+ 2 l∑
i=1
l′∑
j=1
higj
+
∑
1i<jl′
gigj +
l∑
i=1
(h2i + k2i ) + 4
∑
1i<jl
hihj
= E1 − W
with the notation:
W = 3
l∑
i=1
h2i + 4
∑
1i<jl
hihj +
l′∑
j=1
g2j +
∑
1i<jl′
gigj
+ 2
l∑
i=1
l′∑
j=1
higj + 4t
l∑
j=1
hj + 2t
l′∑
j=1
gj .
Step 4. Now we will estimate the coefficients bj where j is even.
We note that:
p(x) = xn + E1xn−2 + E2xn−4 + · · · + xn−2lEl.
Since f (x) = p(x) − s(x) and s(x) has nonnegative coefficients, we conclude that b2r  0
for r > l.
We proceed to estimate b2r for r = 2, . . . , l. From f (x) = p(x) − s(x) we see that b2r is
equal to Er minus the coefficient of xn−2r in the polynomial s(x). Hence the E(K)-terms of b2r
are nonnegative for everyK ⊆ 〈l〉 with |K|  r − 1.
Now we consider the terms in b2r that are multiplied by
∏r−1
i=1 k2i . The sum of all such terms
is equal to the coefficient of xn−2r in the polynomial
f1(x) = (x − ρ)
l∏
j=r
((x + hj )2 + k2j )
l′∏
j=1
(x + gj ).
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We will denote this sum by S(〈r − 1〉). Note that S(〈r − 1〉) is the second elementary function
of the roots of the polynomial f1(x). Therefore
S(〈r − 1〉) = ρ

− l∑
i=r
2hi −
l′∑
i=1
gi

+ 2 l∑
i=r
l′∑
j=1
higj
+
∑
1i<jl′
gigj +
l∑
i=r
(h2i + k2i ) + 4
∑
ri<jl
hihj .
A straightforward calculation now gives us
S(〈r − 1〉) =
l∑
i=r
k2i − W + F(〈r − 1〉).
In the same manner we can compute S(K), where S(K) denotes the part of b2r that is
multiplied by E(K) for someK ⊆ 〈l〉, |K| = r − 1. Thus we obtain
S(K) =
∑
i∈〈l〉\K
k2i − W + F(K). (7)
Now we will combine S(K) over allK ⊆ 〈l〉, |K| = r − 1, to obtain the terms in b2r that
contain a product of at least r − 1 factors k2i , i ∈ 〈l〉. If we would just compute∑
K⊆〈l〉,|K|=r−1
E(K)S(K),
we would be repeating r times each term coming from Er . Since W and F(K) are independent
of ki , i = 1, . . . , l, there is no overlap in that part of the sum. Using (7) we conclude that all terms
in b2r which contain a product of at least r − 1 factors k2i are collected in the following sum:
Er − WEr−1 +
∑
K⊆〈l〉,|K|=r−1
F(K)E(K).
We have seen that the E(K)-terms in the coefficients of the polynomial s(x) are nonnegative
for everyK ⊆ 〈l〉, hence the following inequality holds:
b2r  Er − WEr−1 +
∑
K⊆〈l〉,|K|=r−1
F(K)E(K) (8)
for r = 2, . . . , l. These inequalities give us a bound for b2r for r = 2, . . . , l.
Step 5. In this step we will prove the following inequality:∑
K⊆〈l〉,|K|=r
F (K)E(K)  Wk21Er−1(〈l〉\{1}). (9)
First we observe that
∑
K⊆〈l〉,|K|=r
F (K)E(K) =
l∑
i=1
k2i Er−1(〈l〉\{i})(3h2i + 4thi)
+
∑
1i<jl
k2i k
2
jEr−2(〈l〉\{i, j})4hihj . (10)
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Now consider the terms in Wk21Er−1(〈l〉\{1}) that are multiplied by 3h2i + 4thi and by 4hihj .
The contribution of such terms to Wk21Er−1(〈l〉\{1}) is
S =
l∑
i=1
k21Er−1(〈l〉\{1})(3h2i + 4thi) +
∑
1i<jl
k21Er−1(〈l〉\{1})4hihj . (11)
Therefore
Wk21Er−1(〈l〉\{1})  S.
Using Lemma 4 we compare sums in (10) and (11). The first item in the lemma tells us that
for i = 1, . . . , l the following holds:
k2i Er−1(〈l〉\{i})(3h2i + 4thi)  k21Er−1(〈l〉\{1})(3h2i + 4thi).
Summing these inequalities we obtain:
l∑
i=1
k2i Er−1(〈l〉\{i})(3h2i + 4thi) 
l∑
i=1
k21Er−1(〈l〉\{1})(3h2i + 4thi). (12)
Similarly the second item of Lemma 4 gives us:∑
1i<jl
k2i k
2
jEr−2(〈l〉\{i, j})4hihj 
∑
1i<jl
k21Er−1(〈l〉\{1})4hihj . (13)
Combining inequalities (12) and (13) we obtain:
S 
∑
K⊆〈l〉,|K|=r
F (K)E(K).
Hence we have finished the proof of this step.
Step 6. In this step we will prove that b2  0 implies b2r  0 for r = 2, . . . , l.
Combining (8) with (9) yields:
b2r  Er − WEr−1 + Wk21Er−2(〈l〉\{1}).
It is easily seen that
Er  E1Er−1(〈l〉\{1}).
From
Er−1 = k21Er−2(〈l〉\{1}) + Er−1(〈l〉\{1})
we obtain:
b2r  E1Er−1(〈l〉\{1}) − WEr−1 + Wk21Er−2(〈l〉\{1})
= E1Er−1(〈l〉\{1}) − WEr−1(〈l〉\{1})
= b2Er−1(〈l〉\{1}).
Since Er−1(〈l〉\{1}) > 0 the inequality
b2r  b2Er−1(〈l〉\{1})
shows that b2  0 implies b2r  0. 
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We can now prove our main result.
Proof of Theorem 1. We begin by defining the following polynomials:
f (x) = (x − ρ)
n∏
i=2
(x − λi)
and
gN(x) = f
(
x + s1
n + N
)(
x + s1
n + N
)N
for N = 0, 1, 2, . . .
Let CN be the companion matrix of the polynomial gN(x). The matrix CN has trace zero and
the spectrum of the matrix CN + s1n+N In+N is
σ1 = (ρ, λ2, . . . , λn, 0, . . . , 0),
where there are N zeros added to the list σ .
We claim that the matrix CN is nonnegative for sufficiently large N . To prove this let:
gN(x) = xn+N + b2(N)xn+N−2 + b3(N)xn+N−3 + · · · + bn+N(N).
CN is nonnegative if the coefficients bi(N), i = 2, . . . , n + N , are less than or equal to zero.
By Lemma 5 it is sufficient to show that b2(N) is less than or equal to zero. An easy computation
shows that:
b2(N) = 12
(
s21
n + N − s2
)
.
We conclude that b2(N) is less than or equal to zero if and only if the following inequality
is satisfied:
s21  (n + N)s2. (14)
In this case the matrix CN + s1n+N In+N is nonnegative and it has spectrum σ1.
If we write inequality (2) for σ1, k = 2 and m = 1 we obtain inequality (14). Therefore this
inequality is a necessary condition for the realizability of σ1. This implies that we have obtained
the smallest number N of zeros that need to be added to σ to make it realizable. 
4. Examples
In this section we illustrate our theorem with two examples.
Example 6. Consider the list σ = (19,−1 + 11i,−1 − 11i,−3 + 8i,−3 − 8i). The list σ has
trace s1 = 11 and the second power sum s2 = 11. The list is not realizable, since it does not satisfy
the inequality:
s21  5s2.
The smallest N for which the inequality 112  (5 + N)11 is satisfied is N = 6. Theorem 1
tells us that the list
σ1 = (19,−1 + 11i,−1 − 11i,−3 + 8i,−3 − 8i, 0, 0, 0, 0, 0, 0)
is realizable.
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To realize σ1 we first consider the list
σ2 = (18,−2 + 11i,−2 − 11i,−4 + 8i,−4 − 8i,−1,−1,−1,−1,−1,−1).
The polynomial associated with this list is
f (x) = (x − 18)((x + 2)2 + 112)((x + 4)2 + 82)(x + 1)6
= x11 − 2890x8 − 31,226x7 − 306,414x6 − 1,345,040x5
−3,019,270x4 − 3,824,055x3 − 2,785,506x2 − 1,093,760x − 180,000.
Observe that the companion matrix C of the polynomial f (x) is nonnegative, therefore it
realizes the list σ2. The list σ1 is realized by the matrix C + I11.
Example 7. Consider lists of the form σ(t) = (√2 + t, i,−i) for t > 0. The list σ(t) has trace
s1 =
√
2 + t and the second power sum s2 = t . For different t > 0 we want to find the smallest
number N of zeros that need to be added to the list σ to make it realizable. Hence we are looking
for the smallest nonnegative integer N for which the following inequality will be satisfied:
2 + t  (3 + N)t.
We observe that N = 0 satisfies the inequality for t  1, hence the list σ(t) is realizable. Let
m be a positive integer. If we take t = 1
m
we need to append 2m − 2 zeros to σ(t) to make it
realizable.
Acknowledgment
The authors would like to thank the anonymous referee for his helpful corrections and sugges-
tions which greatly improved the presentation of the paper.
References
[1] P.D. Egleston, T.D. Lenker, S.K. Narayan, The nonnegative inverse eigenvalue problem, Linear Algebra Appl. 379
(2004) 475–490, 10th Conference of the International Linear Algebra Society.
[2] T.J. Laffey, E. Meehan, A characterization of trace zero nonnegative 5 × 5 matrices, Linear Algebra Appl. 302/303
(1999) 295–302, special issue dedicated to Hans Schneider (Madison, WI, 1998).
[3] T.J. Laffey, Realizing matrices in the nonnegative inverse eigenvalue problem, Matrices and Group representations
(Coimbra, 1998), Textos Mat. Sér. B, vol. 19, Univ. Coimbra, Coimbra, 1999, pp. 21–32.
[4] T.J. Laffey, Extreme nonnegative matrices, Linear Algebra Appl. 275/276 (1998), 349–357, Proceedings of the Sixth
Conference of the International Linear Algebra Society (Chemnitz, 1996).
[5] G. Wuwen, Eigenvalues of nonnegative matrices, Linear Algebra Appl. 266 (1997) 261–270.
[6] C.R. Johnson, T.J. Laffey, R. Loewy, The real and the symmetric nonnegative inverse eigenvalue problems are
different, Proc. Amer. Math. Soc. 124 (12) (1996) 3647–3651.
[7] R. Reams, An inequality for nonnegative matrices and the inverse eigenvalue problem, Linear Multilinear Algebra
41 (4) (1996) 367–375.
[8] H. Minc, Nonnegative Matrices, Wiley-Interscience Series in Discrete Mathematics and Optimization, John Wiley
& Sons Inc., New York, 1988, a Wiley-Interscience Publication.
[9] H. Šmigoc, Construction of nonnegative matrices and the inverse eigenvalue problem, Linear Multilinear Algebra
53 (2) (2005) 85–96.
[10] R. Loewy, D. London, A note on an inverse problem for nonnegative matrices, Linear Multilinear Algebra 6 (1)
(1978/79) 83–90.
[11] C.R. Johnson, Row stochastic matrices similar to doubly stochastic matrices, Linear Multilinear Algebra 10 (2)
(1981) 113–130.
T.J. Laffey, H. Šmigoc / Linear Algebra and its Applications 416 (2006) 148–159 159
[12] H.R. Suleı˘manova, Stochastic matrices with real characteristic numbers, Doklady Akad. Nauk SSSR (NS) 66 (1949)
343–345.
[13] H. Perfect, On positive stochastic matrices with real characteristic roots, Proc. Cambridge Philos. Soc. 48 (1952)
271–276.
[14] S. Friedland, On an inverse problem for nonnegative and eventually nonnegative matrices, Israel J. Math. 29 (1)
(1978) 43–60.
[15] A. Borobia, J. Moro, R. Soto, Negativity compensation in the nonnegative inverse eigenvalue problem, Linear
Algebra Appl. 393 (2004) 73–89.
[16] H. Šmigoc, The inverse eigenvalue problem for nonnegative matrices, Linear Algebra Appl. 393 (2004) 365–374.
[17] M. Boyle, D. Handelman, The spectra of nonnegative matrices via symbolic dynamics, Ann. Math. (2) 133 (2)
(1991) 249–316.
