We develop and implement a filtering approach to maximum likelihood estimation, goodness-of-fit testing and prediction for event timing models in which the arrival intensity is influenced by past events and stochastic covariates, some of which cannot be measured. Applying these tools to default events of US firms between 1970 and 2010, we find that the response of the intensity to defaults is economically and statistically significant, after controlling for the influence of the macro-economic covariates that prior studies have identified as predictors of US defaults, and for the role of an unobservable frailty risk factor whose importance for US default timing was recently established. Both frailty and contagion, by which the default by one firm has a direct impact on the health of other firms, are significant sources of default clustering.
Introduction
The literature discusses several potential sources for the clustering of corporate defaults. First, firms are exposed to common or correlated risk factors, and the movements of these factors cause correlated changes in firms' conditional default rates. Second, some of the risk factors may be unobservable "frailties," and the uncertainty regarding the values of these factors has an influence on the conditional default rates of the firms that depend on the same frailties. Third, a default may be "contagious," and have a direct impact on the conditional default rates of other firms. The objective of this paper is to evaluate the significance of these sources for US corporate defaults. To this end, we formulate, estimate and test a new reduced-form model of correlated default timing.
In our model, developed in Section 2, the intensity, or conditional mean default rate in the economy, is influenced by past defaults and time-varying explanatory covariates, some of which cannot be measured. The dependence of the intensity on past defaults and unobservable risk factors captures the contagion and frailty channels, respectively. It violates the standard doubly-stochastic hypothesis, which states that defaults are conditionally Poisson given the paths of the observable covariates, and which captures only the default correlation caused by firms' joint exposure to these risk factors. The conditional Poisson property generates substantial benefits for model computation, estimation and testing that prior work has exploited, because it reduces these problems to ones of independent events. To treat the general setting, in Sections 3 to 5 we formulate the problems of inference, testing and prediction as filtering problems in which the default observations are allowed to influence the intensity dynamics. A measure change argument leads to computationally tractable point process filters. These filters facilitate a maximum likelihood approach to parameter estimation, a time-change approach to goodness-of-fit testing, and a computationally efficient numerical approach to event prediction even when the doublystochastic property is violated. The tests extend those developed by Das, Duffie, Kapadia & Saita (2007) for doubly-stochastic models. They facilitate the direct comparison of default timing models that are based on conflicting assumptions regarding the intensity dynamics and the information available to the econometrician.
Applying our statistical tools to data on defaults of US industrial and financial firms between 1970 and 2010, in Section 6 we find that the response of the intensity to defaults is economically and statistically significant, after controlling for the influence of the macro-economic covariates that prior studies have identified as predictors of US defaults, and for the role of a mean-reverting frailty whose importance for US default timing was established by Duffie, Eckner, Horel & Saita (2009) . The time-scaling tests of nested model alternatives corroborate these results, providing strong evidence that both frailty and contagion are significant sources of default clustering, over and above any default correlation caused by firms' joint exposure to common observable risk factors. Additional out-of-sample tests highlight the importance of incorporating each of these sources when predicting correlated default risk. A model ignoring the contagion channel tends to over-state correlated default risk, while a model ignoring frailty tends to understate it. These findings have important implications for the design of models of correlated default timing for credit risk management and credit derivatives applications.
Previous research has studied the issue of default clustering. Duffie, Saita & Wang (2007) identify a set of significant covariates influencing the timing of US defaults in a doubly-stochastic model. Das et al. (2007) develop a time-change test to evaluate the doubly-stochastic assumption, that firms' default times are correlated only as implied by the dependence of firms' intensities on the covariates. They reject the joint hypothesis of well-specified intensities and the doubly-stochastic assumption. Using a different set of covariates, however, Lando & Nielsen (2010) cannot reject this hypothesis. This paper, focusing on the economy-wide intensity rather than firm-level intensities, provides additional evidence on this issue. Based on a longer sample period and a larger event sample, we firmly reject the hypothesis that the intensity is influenced only by the economy-wide, macro-economic covariates that the aforementioned papers have identified. Duffie et al. (2009) fit a default timing model in which a firm-level intensity is influenced by a set of observable firm-level and macro-economic factors, and a mean-reverting frailty. They find that the frailty has a large impact on fitted intensities. In contrast to this study, we consider the economy-wide intensity and control for the contagion channel when measuring the impact of frailty. We find that the contagion channel is highly significant even in the presence of frailty, and that the role of frailty is more moderate when allowing for contagion. Moreover, our estimation method differs from the Markov Chain Monte Carlo scheme used by Duffie et al. (2009) . We develop a recursive numerical scheme for evaluating the likelihood, exploiting the filtering formulation. Lando & Nielsen (2010) fit a default timing model in which a firm-level intensity is influenced by a set of observable firm-level and macro-economic factors, and past defaults. Treating defaults in the same corporate family as a single event, they find that the influence of past defaults is insignificant. In contrast to this study, we consider the economy-wide intensity and control for the presence of frailty when measuring the response of the intensity to default arrivals. We find strong evidence that defaults have a significant impact on the intensity, regardless of whether or not frailty is present and regardless of how defaults in the same corporate family are treated.
Self-exciting event timing models that incorporate the dependence of the intensity on past events have been developed by Aït-Sahalia, Cacho-Diaz & Laeven (2011) for modeling the dynamics of asset returns with feedback jumps, by Bowsher (2007) , Hewlett (2006) and others for modeling the dynamics of order book data, and by Arnsdorf & Halperin (2008) , Ding, Giesecke & Tomecek (2009 ), Errais, Giesecke & Goldberg (2010 and others for credit derivatives valuation and risk management applications. In contrast to these prior studies, however, in this paper we also model the dependence of the intensity on an unobservable frailty varying randomly through time. Moreover, we develop the associated likelihood estimators and goodness-of-fit tests.
Default timing models
This section formulates a family of point process models for economy-wide, industrial and financial default timing in the US. The sample period is 1/1/1970 to 12/31/2009. The data are obtained from Moody's Default Risk Service. We adopt Moody's definition of a default event (see Hamilton (2005) ) and include defaults from the same corporate family. Each default has a time stamp; the resolution is one day. There are days with multiple events whose exact timing during the day cannot be distinguished. Therefore, we view the data as a realization of a marked point process (T n , D n ) n=1,...,1109 , where T n represents a date with at least one default incidence and D n is the number of defaults at T n . The sequence (T n ) is strictly increasing, and
To develop our model of the marked point process (T n , D n ), we fix a complete probability space (Ω, F, P) and an information filtration F = (F t ) t≥0 satisfying the usual conditions of right-continuity and completeness. The stopping times T n generate a counting process N t = n≥1 1 {Tn≤t} with intensity λ satisfying t 0 λ s ds < ∞ almost surely, for each t. This means that the compensated process N − · 0 λ s ds is a local martingale. The intensity is the conditional mean arrival rate of event dates and is measured in event dates per year. We suppose that the intensity takes the form
where V is a process of explanatory factors valued in
The explanatory factor process V is adapted to the filtration generated by a standard Brownian motion W . Thus, the dynamics of V are not influenced by the marked point process (T n , D n ) of default events. The conditional distribution of D n ∈ F Tn given F T − n is independent of (W t , N t ) t≤T Giampieri, Davis & Crowder (2005) , Koopman, Lucas & Monteiro (2008) , and others argue that it is often difficult to measure all relevant covariates V . To account for this, we take V = (X, Y ) for independent processes X and Y and suppose that Y is an unobserved frailty. The filtration G = (G t ) t≥0 representing the observable information is the right-continuous and complete filtration generated by X and (T n , D n ). This filtration is coarser than the complete information filtration F underlying λ. The process λ may no longer be adapted to G ⊆ F, so it may no longer be the intensity. The intensity relative to G, denoted by h and called the filtered intensity, is the optional projection of λ onto G (see Protter (2004) for details). It satisfies h t = E(λ t | G t ), almost surely, and can thus be viewed as the conditional posterior mean of λ. The value h t is the economy-wide arrival rate given all information available at t.
We follow Duffie et al. (2007) , Das et al. (2007) , and others in assuming a piece-wise deterministic model for the dynamics of the observable covariate X. For some ∆ > 0, let ∆W 
The default timing model (G, λ) incorporates three sources of default clustering. The random movements of the factor V generate changes of the filtered intensity h. The presence of the unobservable frailty component Y of V introduces additional uncertainty regarding the current value of Y . The resolution of that uncertainty through learning influences h. Moreover, due to the dependence of the intensity on the marked point process (T n , D n ), the filtered intensity h responds to defaults also in the absence of any learning. This behavior captures the contagious impact of defaults (i.e., self-excitation). Our goal is to understand the empirical significance of each of these mechanisms.
The self-exciting property violates the doubly-stochastic assumption commonly made in the default timing literature (Das et al. (2007) , Duffie et al. (2007) , Eckner (2009) , Papageorgiou & Sircar (2007) and many others). This assumption states that defaults are conditionally Poisson given the paths of the observable covariate X, and addesses only the default correlation caused by firms' joint exposure to X. The conditional Poisson property generates substantial benefits for model computation, estimation, and testing that prior work has exploited, because it reduces these problems to ones of independent events. To treat our setting with self-excitation, below we formulate the problems of inference, testing, and prediction as filtering problems in which the default observations are allowed to influence the intensity dynamics.
Likelihood estimators
The parameter vector to be estimated is (θ, γ, ν) , where θ represents the parameters of the intensity (1) including those of the frailty process Y , γ represents the parameters of the distribution of the D n , and ν represents the parameters of the distribution of X. We develop likelihood estimators of (θ, γ, ν). The sample period is [0, τ ], where τ > 0. The observed data are represented by the σ-algebra G τ . Taking m = τ ∆ ∈ N, they consist of a realization of the random variable R = (R X , R N ), where
It is measurable with respect to the σ-algebra
where
, L is the Lebesgue measure on (R m , B m ), and P 0 is the law of a compound Poisson process on [0, τ ] with unit intensity and marks that are uniformly distributed on D.
The computation of the likelihood (3) is based on an equivalent change of probability measure. Let P * be a probability measure on F τ with Radon-Nikodym derivative relative to P given by Z τ , where
is assumed to satisfy E(Z τ ) = 1. The integrability condition guarantees that Z ·∧τ is a martingale so that P * is well-defined, see Brémaud (1980, Theorem II.T8 ). Girsanov's, Watanabe's, and Lévy's theorems imply that, relative to F and P * , N is a standard Poisson process and W is a standard Brownian motion. Thus, N and V are independent under P * . This property generates computational tractability. Let E * θ denote P * -expectation when the underlying intensity parameter is θ.
and L X (ν) denote the marginal likelihoods of the mark data (D 1 , . . . , D Nτ ) and the covariate data R X , respectively. The likelihood of the observable data R at the parameter vector (θ, γ, ν) satisfies
Proof. We exploit the change of measure (4). Under P * , the counting process N is standard Poisson by Girsanov's and Watanabe's theorems. Write P * N for the P * -law of R N on (R N , σ(R N )). Theorem VIII.T10 in Brémaud (1980) 
because the distribution of the D n is invariant under the change of measure and the set D is bounded. In addition, the dynamics of X are also invariant under the change of measure by Lévy's theorem. Denote by P X the P-law of R X on (R m , B m ) and by P *
To complete the proof, note that by iterated expectations and the fact that P and P * are equivalent measures,
Since the above equality holds for any realization of R and the σ-algebra G τ is generated by R, we can replace the conditioning on R by conditioning on G τ .
The maximum likelihood estimators (MLEs) of the parameters (θ, γ, ν) are given by the solutions to optimization problems which can be treated separately:
where Θ N , Θ X , and Θ D are suitable parameter spaces. Theorems 3.3 and 3.4 of Giesecke & Schwenkler (2011) imply that the MLEs (θ,ν,γ) are consistent and asymptotically normal as the end of the sample period τ → ∞, if the functions g, v, H, µ, and σ are sufficiently smooth and the P-law of the frailty process Y satisfies certain regularity conditions. In particular, the asymptotic variance-covariance matrix of each MLE is the corresponding inverted Fisher information matrix.
Goodness-of-fit tests
A related measure change argument leads to the filtered intensity h t = E(λ t | G t ), the smoothed intensity E(λ t | G τ ), and similar quantities. The filtered intensity facilitates tests of the goodness-of-fit and the prediction of events.
Proposition 4.1. For t ≤ τ , the filtered intensity satisfies almost surely
Proof. The measure P * is equivalent to P on F τ , with density Z τ . Thus, P is absolutely continuous with respect to P * on F t with density 1/Z t , for t ≤ τ . Now P is also absolutely continuous with respect to P * on the σ-algebra G t ⊆ F t for all t ≤ τ , with density
. Formula (6) follows since λ is positive and F-adapted.
Next we show that the filtered intensity h generates a change of time that transforms the counting process N into a standard P-Poisson process. We can test whether the timechanged counting process generated by a fitted process h is indeed a realization of a standard Poisson process. If it is, then the timing model (G, λ) fits the data. Proposition 4.2. Let C t be the right-continuous inverse to A t = t 0 h s ds. The timechanged process S defined by S t = N Ct is a standard Poisson process on [0, A τ ) relative to P and the minimal right-continuous completion H of (G Ct ) t≥0 .
Proof. A result of Meyer (1971) implies that a counting process with compensator that is continuous and increasing to ∞ almost surely can be transformed into a standard Poisson process by a change of time given by the compensator. Relative to the filtration G, the counting process N has compensator A t = t 0 h s ds, where h is the filtered intensity given by Proposition 4.1. Since each C t is a stopping time with respect to G, we can define the stopping time σ-algebra H t = G Ct , which is the smallest σ-algebra containing all right-continuous left limit processes sampled at C t . Meyer's theorem implies that the time-scaled process S is a standard Poisson process in the time-changed filtration H, which is the minimal right-continuous completion of (H t ) t≥0 . Proposition 4.2 extends a key result of Das et al. (2007) stating that, if the doublystochastic hypothesis holds, then the counting process of economy-wide events can be transformed into a standard Poisson process by a change of time defined by the intensity. In the formulation of Das et al. (2007) , the intensity depends only on an observable covariate whose dynamics are not influenced by defaults; there are no frailty or self-exciting effects. Proposition 4.2 extends the transformation to the case where the doubly-stochastic hypothesis is violated because of the dependence of the intensity on past defaults or unobservable frailty risk factors. The required time change C is defined in terms of the filtered intensity h, which is given by Proposition 4.1.
Filter computations
We need to compute the conditional expectations in (5) and (6). These expectations are with respect to the P * -distribution of the frailty path {Y s : 0 ≤ s ≤ t} given G t . They could be estimated by Monte Carlo simulation of the frailty paths, exploiting the fact that the dynamics of Y are invariant under the measure change. This would, however, be computationally extremely burdensome, because Y would have to be discretized over the 40 year long sample period, and the entire simulation would have to be repeated for each evaluation of the likelihood. We develop an alternative numerical method to quickly evaluate (5) and (6). The method exploits the fact after the change of measure, the default times no longer depend on
We will show how to explicitly calculate this expectation under specific assumptions on the function g and the dynamics of the frailty Y .
Proposition 5.1. For t ≤ τ and a function u on R + such that u(λ t ) is P * -integrable,
Line (9) uses the fact that, by Girsanov's theorem, Y solves the same SDE under P * as under P, and is hence a (F, P * )-Markov process. We iterate to complete the proof.
The expectation (8) is with respect to the P * -law of
given G t rather than the complete path {Y s : 0 ≤ s ≤ t}. Since the times T 1 , . . . , T Nt ∈ G t are P * -independent of Y , the dynamics of Y are invariant under the measure change, and Y is independent of X, this is a finite-dimensional P-distribution of the Markov process Y . Thus, (8) could be estimated by sequential Monte Carlo simulation of the elements of Y t based on the transition law of Y . This is still computationally burdensome because of the high dimensionality of Y t , which is equal to 1109 for t = τ . We propose an alternative numerical scheme to compute (8) quickly without simulation.
• Initialization: Define ψ m = m n=1 λ T − n φ(T n−1 , T n ) for m ≥ 1 and set ψ 0 = 1.
• Iteration: For m = 1, . . . , N t , compute the following expectation according to the
• Termination: Compute
To implement the scheme, we construct a discrete-time, finite-state Markov chain approximation to Y . Giesecke & Schwenkler (2011) analyze the convergence of this and related approximations, and the behavior of the estimator of (θ, γ, ν) obtained from the approximated likelihood function. A sufficient condition for convergence is that the discretization of the state space of Y becomes finer and more extensive as the partial derivatives with respect to y of the functions (x, y, m, t) → g(x, y) and (x, y, m, t) → log(g(x, y) + v(m, t)) diverge. Moreover, the parameters obtained from the approximated likelihood function inherit the consistency and asymptotic normality of the theoretical MLEs; the approximation does not lead to a loss of efficiency.
It remains to calculate the conditional expectation (7). This requires specific assumptions regarding the dynamics of Y and the function g modeling the influence of the frailty Y on the intensity λ. We treat the setting of our empirical implementation in Section 6 below: λ has linear dependence on Y , and Y follows a Feller diffusion, implying that the transition law of Y is non-central chi-squared.
Proposition 5.2. Suppose g(x, y) = f (x) + αy for a nonnegative function f and α ≥ 0, and the frailty Y follows a (F, P)-
Here, letting η = b − a, z = √ k 2 + 2α, and I q be the modified Bessel function of the first kind of order q = 2kc − 1, we let
Proof. Since X and M are G-adapted, we get formula (12) with
Relative to (F, P * ), the frailty Y follows a Feller diffusion and the counting process N is a standard Poisson process. The processes Y and M are independent, as are Y and X. It follows that Φ(a, b) is the conditional P * -Laplace transform of the integrated Feller diffusion b a Y s ds given the endpoints Y a and Y b , evaluated at α. Formula (13) now follows from the appendix of Broadie & Kaya (2006) .
There are alternative formulations that lead to explicit formulas for the conditional expectation (7), including one in which g(x, y) = f (x) + αy and Y follows a geometric Brownian motion.
Empirical analysis
We apply the statistical tools developed in the preceding section to analyze the sources of default clustering in the US. Our empirical implementation assumes that the function g linking the explanatory factor (X, Y ) and the intensity (1) takes the form
for parameters β ∈ R and α ≥ 0. This choice is motivated by the widely used proportional hazards formulation, in which the intensity is an exponentially linear function of the observable covariates. The frailty Y is assumed to follow a (P, F)-Feller diffusion
with c, k ≥ 0 satisfying 2kc ≥ 1. Taking the volatility parameter to be unity is without loss of generality given the role of the parameter α in the function g. The selection of a mean-reverting process for Y that is initialized at its long run mean c is motivated by the frailty specification in Duffie et al. (2009) , who in their setting take the frailty to be an exponential Ornstein-Uhlenbeck process. The function v modeling the influence of past defaults on λ takes the form
while the function H defining the jump process M is given by
Here, the function specifies the response of λ at T n as a function of D n , the number of defaults at T n , and κ ≥ 0 specifies the rate of decay. The decay is exponential, following the classical self-exciting models introduced by Hawkes (1971) . We take (d) = δ(d + wd 2 ) for δ ≥ 0 and w ≥ −1/ max n≤Nτ D n . (We have also analyzed a model based on a higher-order polynomial specification of but have found the higher order terms to be insignificant. See the discussion in Section 6.1 below.) The specification (15)-(18) generates a non-explosive counting process N since v is linear in m and D n has bounded range.
The vector of observable covariates X includes a constant, the trailing 1-year return on the S&P 500, the 3-month Treasury bill rate, the spread between the 10 and 1-year Treasury rates, and the 1-year percentage growth of the US industrial production, calculated from the gross value of final products and nonindustrial supplies. In different econometric settings, Duffie et al. (2007) , Duffie et al. (2009 ), Lando & Nielsen (2010 and others found these variables to be significant predictors of US industrial defaults. The data were obtained from Economagic.com. The observations are monthly, meaning that ∆ = 1 12 in the covariate model (2).
Parameter estimates
We estimate the model specified above and three nested alternatives. The estimation was implemented in R, and run on an eight-core, 32GB Sun blade system. We used a combination of the Melder-Nead and the Broyden-Fletcher-Goldfarb-Shanno optimization methods. To address the issue of local optima, we ran a number of optimizations with random initial values. Table 1 states the alternative models we have estimated, and Table  2 reports the parameter estimates. (Tables and figures are provided at the end of this paper.) We summarize our findings as follows:
• Only the T-bill rate is a significant covariate in each of the four models. The T-bill rate spread is a significant covariate in the models (0, β, δ) and (α, β, δ) including the contagion channel. Industrial production is a significant covariate in the models (0, β, 0) and (0, β, δ) ignoring frailty.
• The self-exciting term v(M t , t) representing the contagion channel is highly significant in the models (0, β, δ) and (α, β, δ). A default has a persistent impact on the intensity. The fitted response function is quadratic; any additional higher-order terms in an alternative polynomial specification of we fitted were insignificant. The fitted self-exciting terms are nearly the same in the two models, indicating that the complete model (α, β, δ) does not overstate the role of contagion at the expense of frailty.
• The frailty term αY is highly significant in the fitted models (α, β, 0) and (α, β, δ). However, the parameter estimates differ across the models by orders of magnitude. The fitted frailty in the model (α, β, 0) ignoring contagion is much more persistent and has a much higher long-run mean than the fitted frailty in the complete model (α, β, δ). Thus, the model ignoring contagion assigns a much more important role to frailty than the complete model, which controls for contagion. This indicates that a model ignoring contagion may overstate the impact of frailty.
The log-likelihood scores in Table 2 and the results of likelihood ratio tests, reported in Table 3 , provide strong evidence in favor of including the frailty and self-exciting terms. The individual effect of each of these terms is different, however. Relative to the basic model (0, β, 0), the inclusion of the self-exciting term leads to a stronger improvement in the test statistic than the inclusion of the frailty term. The inclusion of a third term yields further improvements. The improvement obtained by the inclusion of the self-exciting term in the model (α, β, 0) exceeds the improvement obtained by the inclusion of the frailty in the model (0, α, δ). These tests corroborate the finding that the contagion channel plays an important role even in the presence of the frailty channel.
To analyze the relative importance of the frailty and self-exciting terms for explaining the default clusters in the data, Figure 1 shows the ratio of the self-exciting term v(M t , t) to the filtered frailty term E(Y t | G t ) for the fitted complete model (α, β, δ). This quantity contrasts the relative contributions of each of these terms to the filtered intensity h. We see that the self-exciting term contributes a larger fraction to the fitted arrival rate than frailty during episodes of default clustering, indicating that the contagion channel may be a more prominent source of default clustering than frailty. Figure 2 shows the fitted filtered intensity h, calculated according to Proposition 4.1. For the models (0, β, 0) and (0, β, δ) without frailty, h is equal to the complete information intensity λ. The basic model (0, β, 0) lags the default clusters in the data and significantly overstates the arrival rates during the first quarter of the sample period. The other models capture the substantial time-variation of realized arrival rates much better. The self-exciting models (0, β, δ) and (α, β, δ) match the low arrival rates during the early part of the sample marginally better than the model (α, β, 0). Next we formally test the fit.
Time-change tests
We evaluate the fit of the different models using a test based on Proposition 4.2. We test whether the time-changed event counting process S t = N Ct generated by the fitted filtered intensity h is a realization of a standard Poisson process relative to its own filtration.
We begin by analyzing the inter-arrival times W n = A Tn − A T n−1 of S. Proposition 4.2 implies that if the default timing model (G, λ) is correctly specified, then the W n are independent samples from a standard exponential distribution. The properties of the marginal distribution of the W n are indicated by the first four sample moments and a QQplot, shown in Figure 3 . The models (0, β, 0) and (α, β, 0) ignoring the contagion channel generate excess skewness and kurtosis. The basic model (0, β, 0) does not correctly timescale a substantial number of inter-arrival times T n −T n−1 of N . Indeed, the model (0, β, 0) fails a Kolmogorov-Smirnov test and a chi-squared test of the exponential distribution of the W n , and a Box-Ljung test of autocorrelation of the W n , see Table 4 . The model (α, β, 0) ignoring the contagion channel fails a chi-squared test and a Box-Ljung test. However, the self-exciting models (0, β, δ) and (α, β, δ) cannot be rejected using these tests.
Next we analyze the binned event counts P Table 5 reports the p-values of several tests of that property described by Karlis & Xekalaki (2000) and Das et al. (2007) . The Potthoff-Whittinghill-Bohning test addresses the moments and the Kocherlakota-Kocherlakota test addresses the generating function of the P b i . The other tests address the serial correlation, independence, dispersion and tail properties of the P b i . The basic model (0, β, 0) fails almost all of these tests at high significance levels. The other models fail few tests, often at lower significance levels. The complete model (α, β, δ) does marginally better than each of the models (0, β, δ) and (α, β, 0).
All things considered, we are led to reject, at high confidence levels, the hypothesis that the intensity is influenced only by the macro-economic covariates that prior studies have identified as significant predictors of US defaults. At similarly high confidence levels, we cannot reject the hypothesis that the intensity is influenced by these covariates, a frailty following a mean-reverting diffusion process, and past defaults. We find some evidence that the data do not support a) the hypothesis that the intensity is influenced only by these covariates and a frailty following a mean-reverting diffusion process, and b) the hypothesis that the intensity is influenced only by these covariates and past defaults.
Out-of-sample analysis
To develop additional insight into the distinctive properties of the alternative models, we analyze how well they predict economy-wide defaults out of sample. To this end, we estimate a model using data up to time t, and then calculate the model-implied G tconditional distribution of the number of defaults during (t, t + 1]. The distribution is calculated by Monte Carlo simulation of default times using 100K trials. The simulation is based on the (daily) discretization of the filtered intensity h during (t, t + 1], and follows a time-scaling scheme. This scheme exploits the time-change Proposition 4.2 by transforming Poisson arrival times into default times using t 0 h s ds as a change of time. The feasibility of event simulation using h along with our ability to compute h as a function of the observable covariates via Proposition 4.1 eliminate the need to generate paths of the frailty during (t, t + 1], which would be required if the simulation were based on the complete information intensity λ. This increases the efficiency of event prediction by an order of magnitude relative to prediction based on λ, which is standard in the frailty literature. A simulation based on the filtered intensity h requires a smaller computational budget and generates estimators with smaller variance.
The D n are modeled by their empirical distribution. Since we use monthly observations of X, we follow Das et al. (2007) , Duffie et al. (2007) , Duffie et al. (2009) and others and employ a Gaussian vector auto-regressive model for X in which the innovations are driven by the increments of the Brownian motion W X , as in (2). This model is estimated by a standard maximum likelihood method. Figure 4 contrasts the forecast distributions with the realized number of defaults, for each one-year period between January 1996 and December 2009. The basic model (0, β, 0) fails to predict the default clusters caused by the burst of the internet bubble during [2000] [2001] [2002] . This is consistent with the observation that the basic model lags event clusters (see Figure 2) . The model (α, β, 0) including frailty generates forecast distributions with much fatter tails. While it does better than the basic model during 2000-2002, it overstates the correlated default risk after the burst of the internet bubble. This may be related to the failure of the model (α, β, 0) of the Box-Ljung test of autocorrelation of the time-scaled inter-arrival times discussed in Section 6.2. The autocorrelation coefficients are positive and significant up to a lag of 12, indicating that default clusters may be overstated. The self-exciting models (0, β, δ) and (α, β, δ) generate a much more concentrated forecast distribution than the model (α, β, 0). While less sluggish than the model (α, β, 0) in 2002 and 2003, during the internet and recent crises the realized number of defaults lies in the tail of the forecast distribution. The complete model (α, β, δ) tends to generate the forecast distributions with the smallest variance among all models. It predicts the default cluster due to the recent financial crisis better than the model (0, β, δ).
We perform several tests of forecast accuracy. First, we consider the quantile of the realized number of defaults with respect to the forecast distribution. For a given model, we test whether the quantiles are independent realizations from a standard uniform distribution. Table 6 reports the p-values of a Box-Ljung test of autocorrelation and a Kolmogorov-Smirnov test of the uniform distribution. Only the complete model (α, β, δ) passes each of these two tests. There is evidence of serial correlation of the quantiles predicted by the other models.
Next, we consider the q-quantile of the forecast distribution, a standard measure of portfolio credit risk also known as the value at risk. For a given model, we evaluate the sequence of "hit" indicators associated with violations of the value at risk in different periods. Under the null, these indicators are independent draws from a Bernoulli distribution with success probability (1 − q). For q = 99%, Table 6 reports the violation rates and the p-values of an unconditional coverage test due to Kupiec (1995) , which tests whether the actual violation rate is significantly different from (1−q). We also report the p-values of an independence test due to Christoffersen (1998) , a combined test of the independence and Bernoulli distribution against a Markov chain alternative due to Christoffersen (1998) , and the CAViaR test due to Engle & Manganelli (2004) . The CAViaR test is based on a regression of the hit indicators on their lagged values and the quantile. With a violation rate of 0/14, the model (α, β, 0) outperforms all other models according to these tests. With a violation rate of 1/14, the complete model (α, β, δ) comes in second.
The tests of the hit indicators may unduly favor the model (α, β, 0) because it generates forecast distributions with excessively heavy tails. To analyze this further, we consider the mean relative bias and the root mean square relative bias of the quantile forecasts, introduced by Hendricks (1996) . The former is the percentage deviation of a forecast from the average forecast of all models, averaged over all forecast periods. The latter accounts for the standard deviation of the former. The outcomes of these measures, reported in Table 6 for q = 99%, indicate that the model (α, β, 0) does indeed tend to overstate the quantiles and to produce the largest forecast volatility.
Summarizing, we see that a default timing model in which the intensity is influenced only by the macro-economic covariates that prior studies have identified as significant explanatory variables does not accurately predict correlated default risk out-of-sample. A model including frailty along with these covariates but ignoring the contagion channel tends to overstate portfolio credit risk, while a model including contagion along with these covariates but ignoring frailty tends to understate it. A model including the covariates, frailty, and contagion provides the most balanced default forecasts. These findings have important implications for model design.
Robustness
Our data set includes defaults of firms in the same corporate family. For example, the default of Texas International Air on 9/24/1983 was accompanied by the defaults of the Texas Int'l Air Finance and Texas Int'l Air Capital subsidiaries on the same date. This incidence is represented by a date T 61 with D 61 = 3 events. Alternatively, we could view the defaults of firms in the same corporate family as a single event, following Lando & Nielsen (2010) . The sequence (T n ) of event dates does not change, only the sequence (D n ) of counts: the total event count D 1 + · · · + D 1109 is now 1558 rather than 1667.
We have analyzed our models using this alternative convention. Since the D n have no role in the models (0, β, 0) and (α, β, 0), the estimates for these models remain the same. The signs, magnitudes and statistical significance of the estimates for the models (0, β, δ) and (α, β, δ) are similar to those reported in Table 2 , with two exceptions. The quadratic response sensitivity parameter w of the function in the self-exciting term (17)- (18) is found insignificant, rendering the fitted response function linear rather than quadratic. At the same time, the response sensitivity parameter δ increases by about one third. It follows that the response of the intensity to an event is now more substantial than before, consistent with a compensation for the reduction in the D n s. Along with the frailty term, the self-exciting term remains statistically and economically highly significant.
Conclusion
The literature discusses several potential channels for the clustering of corporate defaults, including firms' joint exposure to observable or unobservable economic risk factors, and their sensitivity to default events. This paper seeks to evaluate the significance of these channels for US corporate defaults. To this end, we develop a filtering approach to maximum likelihood estimation, goodness-of-fit testing and prediction for reduced-form point process models of correlated event timing in which the arrival intensity is influenced by past events and time-varying explanatory covariates, some of which cannot be measured. Applying these statistical tools to data on default timing in the US between 1970 and 2010, we find that the response of the intensity to defaults is economically and statistically significant, after controlling for the influence of the macro-economic covariates that prior studies have identified as predictors of US defaults, and for the role of an unobservable frailty risk factor whose importance for US default timing was recently established. Both frailty and contagion, by which the default by one firm has a direct impact on the health of other firms, are significant sources of default clustering, over and above any correlation caused by firms' joint exposure to observable risk factors.
Our findings have important implications for the design of models of correlated default timing for risk management and credit derivatives pricing applications. In particular, they indicate that one should address the dependence of the intensity on observable covariates, frailty, and past events when building a model of correlated default risk. Table 1 : Alternative models studied. The parameter vector is θ = (α, β, k, c, δ, κ, w). Table 2 : Parameter estimates for each of the four models. The asymptotic standard errors are given parenthetically. They are computed using the Hessian matrix of the expected complete-data log-likelihood at the parameter estimates reported. * indicates significance at the 95% level, * * significance at the 99% level, and * * * significance at the 99.9% level. Potthoff-Whittinghill-Bohning Test
