We consider quantum group theory on the Hilbert space level. We find all solutions for scalar and general exponential equations for the quantum "az + b" group. It turns out that there is a simple formula for all of them involving the quantum exponential function F N . The very interesting theorem we prove by the way is the one on the existence of normal extension of certain sum of normal operators.
Introduction
To explain what is going on in this paper let us use an analogy with the classical case. One of the goals of the classical group theory is to find all unitary representations of the group considered. For example, by SNAG theorem, we know that U is a (strongly continuous) unitary representation of the group R 2 acting on Hilbert space H iff C ∞ (R 2 ) there exists a pair of strongly commuting selfadjoint operators (a, b) acting on H such that for any (x, y) ∈ R 2 we have U (x, y) = e ixa+iyb .
It means that all unitary representations of R 2 are "numbered" by elements from the set of all pairs of strongly commuting selfadjoint operators.
On the other hand, every such pair gives rise, through the functional calculus of normal operators, to a representation of the algebra of all continuous vanishing at infinity functions on the group dual to R 2 , i.e. in this case to representations of C ∞ (R 2 ) = C ∞ (R 2 ). This phenomenon, i.e. correspondence between unitary representations of the locally compact group G and representations of the algebra C ∞ (G), is known as the Pontryagin duality. On the other hand, the exponential function is a solution of the exponential equation
where x, y ∈ R 2 . Moreover, if we look for a solution such that F is measurable and |F (x)| has a modulus 1 for every x, all the solutions of (1) is given by the formula
where (a, b) ∈R 2 . The solution of the general exponential equation, i.e. with the one unitary-operatorvalued function F , is a direct integral of the solutions of the scalar case. So once one knows solutions of the general exponential equation, one knows also all unitary representations of the group involved, in this case R 2 .
One can also consider equation (1) in more general setting. One can allow x and y to be "coordinates" on the two copies of a space G, classical or quantum. They are usually sets of operators acting on Hilbert space and satisfying certain conditions. 8888
This paper is very similar in spirit to the our forthcoming paper [15] , where braided quantum groups related to the quantum "ax+b" group were studied and their unitary representations classified.
In this paper we consider the quantum group theory on the Hilbert space level. The quantum "az+b" group was constructed recently by S.L. Woronowicz in [28] . It is the natural deformation of the group of affine transformations of the complex plane, with the deformation parameter q being an even primitive root of unity (for details see citeaz+b). However, what we are mainly interested in in this paper is a braided quantum group related to the quantum "az+b" group.
Let us begin with an explanation, what we mean by a quantum group there. In fact, the definition of locally compact quantum group, and such is "az+b", is still under construction [7] , however one knows approximately what a quantum group should be.
We like most the approach using operator domain and operator function (described in [27, 6, 15] ). We believe it is a very insightful one. What we say below is not really necessary to understand the paper, but we hope it will be useful to understand idea that lie behind and the connections with the quantum "az+b" group.
We only outline general ideas here, for more detailed treatment we refer the Reader to [27, 6, 15] .
The description of an operator domain is similar to the global one of a manifold, where coordinates and relation satisfied by them are given. In our noncommutative case, the coordinates are closed (so in general unbounded) operators and the relations are arbitrary commutation rules that are invariant with respect to unitary transformations and direct sum decomposition. For this invariance S.L. Woronowicz, to whom this idea is due, coined a term "respecting symmetry of the Hilbert space".
Easy example of an operator domain is the one crucial in this paper: an operator domain D related to the quantum "az+b" group. The relations in this case are RR * = R * R and SpR ⊂ Γ where Γ is the multiplicative subgroup of C \ {0} given by (4) . The unbounded operator R entering descriptions of the operator domain D can be thus thought of as a "coordinate on a quantum space". Observe, that this space is entirely classical, it can be identified with Γ. The operator functions can be thought of as a recipe what to do with a N -tuple of closed operators (a 1 , a 2 , ..., a N ) to obtain another closed operator F (a 1 , a 2 , ..., a N ). An operator map are similar to operator functions, the only difference is they may transform N -tuple of closed operators (a 1 , a 2 , ..., a N ) to obtain another k-tuple of closed operators (F 1 (a 1 , a 2 
Let G be an operator domain and let G × G denote an operator domain
Loosely speaking, a quantum group G is such an operator domain G equipped with an associative operator map ·. Example 1.1 (Quantum "az + b" at roots of unity)
where q in an even primitive root of unity and Γ is given by (4) .
Group operation in G is given by
where+ denotes closure. The spectral condition is there to make sure that G is closed under the operation ·.
The main difference between a braided quantum group and a quantum group is that a group operation on a braided quantum group G is defined on a smaller operator domain G 2 := {(x, y) | x, y ∈ G and x, y satisfy certain relations} .
Usually we do not assume that operators from both copies of G commute, so in general a braided quantum group is not a quantum group. A group operation on a braided quantum group G should be the operator map
which is associative.
Example 1.2 (Braided quantum group D) Let us define operator domains
and on (ker S) ⊥ we have
and N = 6, 8, 10, ....
We define an operation
Thus defined operation ⊤ D is associative and D with this operation forms a braided quantum group. Moreover, let us observe that the braided quantum group D is related to the quantum "az+b" group, denoted here by G, in the following way
In this paper we find all solutions of the general exponential equation for the quantum "az+b" group. In fact, we find all the unitary representations of the braided quantum group D. The main result is Theorem 7.1, which gives formula for all such representations. This result is essential for classification of all unitary representations of the quantum group "az+b", which is achieved in our forthcoming paper [17] .
The second important result in this paper is Proposition 5.1, which solves the problem of the existence of a normal extension of a sum µR + S, where (R, S) ∈ D 2 and µ ∈ Γ. We hope that this result will be useful in the construction of the quantum GL(2, C) group [11] .
In the remaining part of this section we introduce some non-standard notation and notions used in this paper.
In Section 2 we introduce commutation rules related to the quantum "az+b" group. In the next section we discuss properties of pair of operators (R, S) satisfying these commutation rules. In Section 4 we repeat the definition of the quantum exponential function for the "az+b" group after [28] . Then we investigate in Section 5 the existence of normal extensions of µR + S, where (R, S) ∈ D 2 and µ ∈ Γ. In Section 6 we give all solutions of the scalar exponential equation for the quantum "az+b" group and finally in Section 7 we do the same for the general exponential equation.
In Appendix A we prove the formula we use in Section 7.
Notation
We denote Hilbert spaces by H and K, the set of all closed operators acting on H by C(H), the set of bounded operators by B(H) and the sets of compact and unitary ones by CB(H) and Unit(H), respectively. The set of all continuous vanishing at infinity functions on a space X will be denoted by C ∞ (X). We consider only separable Hilbert spaces, usually infinite dimensional. We denote scalar product by (·|·) and it is antilinear in the first variable. We consider mainly unbounded linear operators. All operators considered are densely defined. We use functional calculus of normal operators [12, 13, 18] . We also use the symbol Phase T for partial isometry obtained from polar decomposition of a normal operator T . We use a non-standard, but very useful notation for orthogonal projections and their images [23] , as explained below. Let a and b be strongly commuting selfadjoint operators acting on a Hilbert space H. Then by spectral theorem there exists a common spectral measure dE(λ) such that
For every complex measurable function f of two variables
Let f be a logical sentence and let χ(f ) be 0 if is false, and 1 otherwise. If R is a binary relation on R then f (λ, λ ′ ) = χ(R(λ, λ ′ )) is a characteristic function of a set
and assuming that ∆ is measurable f (a, b) = E(∆). From now on we will write χ(R(a, b)) instead of f (a, b):
Image of this projector will be denoted by H(R(a, b)), where 'H' is a Hilbert space, on which operators a, b act. Thus we defined symbols χ(a > b), χ(a 2 + b 2 = 1), χ(a = 1), χ(b < 0), χ(a = 0) etc. They are orthogonal projections on appropriate spectral subspaces. For example H(a = 1) is is an eigenspace of operator a for eigenvalue 1 and χ(a = 1) is orthogonal projector on this eigenspace.
Generally, whenever ∆ is a measurable subset of R, then H(a ∈ ∆) is spectral subspace of an operator a corresponding to ∆ and χ(a ∈ ∆) is its spectral projection.
Letq andp denote the position and momentum operators in Schrödinger representation, i.e. we set H = L 2 (R). Then the domain ofq
andq is multiplication by coordinate operator on that domain
The domain ofp consists of all distributions from L 2 (R) such that
where −π < < π.
2 Commutation rules related to the quantum "az+b" group
where N is an even number and N ≥ 6, i.e. q is a primitive root of unity:
Note that < π and q = e i . The assumption that N is an even number was made by S.L. Woronowicz in [28] , where the quantum "az+b" was constructed. We need the assumption that N ≥ 6 to use formulas (1.31), (1.32) and (1.34) from [23] (or equivalently (1.10), (1.11) and (1.12) from [28] ). We will use these formula to derive relations we need later on.
Let
It means that Γ is a multiplicative group. Let Γ denote a closure of Γ in C, i.e.
Our goal is to find an exponential equation for a pair of operators (R, S) acting on Hilbert space H and satisfying commutation relations described in [28] and denoted by (R, S) ∈ D H there. We recall below definition of these relations. 
and
for any t ∈ R.
Remark 2.2 Condition 4. can be written in equivalent form using polar decomposition of operators R and S (PhaseS) |R| = |R| (PhaseS)
Observe also that if one performs analytical continuation and substitutes t = i in (6), one gets |S| |R| = q |R| |S| . Hence, using other equalities introduced in Remark 2.2 we get SR = q 2 RS and SR * = R * S .
More precise derivation of these formulas can be found in proof of Proposition 2.1 [28] .
Properties of operators (R, S) ∈ D H
We prove now analogues of Proposition 3.1, Proposition 3.2 and Theorem 3.3 [23] . The proofs below are modification of those presented in the cited above paper. Let us consider Hilbert space L 2 (Γ, dγ), where dγ is Haar measure of the group Γ, i.e.
for any f ∈ L 2 (Γ, dγ) and r ∈ R + and k = 0, 1, ..., N − 1. Let
Then 
If f ∈ H bounded , it follows that there exist the described above functionf . We will use notation
and for any x ∈ D(S) we have
Proof: Let Σ be the stripe {τ ∈ C : 0 < ℑτ < 1} and let H(Σ) be the space of all functions continuous on Σ and holomorphic in the interior of Σ. Observe that space H(Σ) equipped with sup norm is a Banach space. For any λ ∈ Γ and τ ∈ Σ let us introduce notation
where k = 0, 1, ..., N − 1, and the relation betweenf and f is given by (8) . Then ϕ λ ∈ H(Σ) and ϕ λ ≤ C, where C = sup{|f (r, q k )| : r ∈ Λ o and k ∈ {0, 1, ..., N − 1}}. Therefore
for any (complex-valued) finite measure dµ(λ) on Γ.
Let dE R (λ) be a spectral measure of a normal operator R, x, y ∈ D(S) and
Moreover, by (10) the map
is a function continuous on Σ and holomorphic inside Σ. Since x, y ∈ D(S), it follows that
are continuous. The former function is holomorphic, whereas the latter is antiholomorphic on Σ. Therefore the function
is continuous and holomorphic on Σ.
Consider for a while case τ ∈ R. Since (R, S) ∈ D H , it follows that
The above equality remains true after analytic continuation to the τ ∈ Σ. In particular for τ = i we get
The above formula holds for all y ∈ D(S * ). Moreover,
Let us define a new space of holomorphic functions
Note that H is a vector space. Moreover, if we define for any f ∈ H and z ∈ Γ
then f * ∈ H and (f * ) * = f . By the above consideration and functional calculus for normal operators, for any operator R with spectrum contained in Γ, we get
for any function f ∈ H.
Observe that for any λ > 0, function e −λℓ(·) 2 ∈ H bounded . Let (R, S) ∈ D H . Then for any λ > 0, operator e −λℓ(R) 2 is bounded and converges strongly to I when λ → +0. So the set
is dense in H, because D(S) is dense in H. Moreover, we have
Proof: Let λ > 0. One can easily check that function g(r) = e −λℓ(r) 2 satisfies assumptions of Proposition 3.2. Therefore e −λℓ(R) 2 D(S) ⊂ D(S) and we thus proved point 2.
Let now f ∈ H and λ > 0. Then the function
is bounded. Therefore e −λℓ(R) 2 D(S) ⊂ D(f (R)) and point 0. follows. One can easily check that function g(r) defined by (15) satisfies assumptions of Proposition 3.2. Therefore
where x ′ ∈ D(S) and λ > 0. By (9)
. This completes the proof of point 3. 2 Let (R, S) ∈ D H and let f ∈ H. The just proved Proposition shows that operators S • f (R) and f (q · qR) • S are densely defined, in particular their domains contain D 0 . We will prove that these operators are closable. To this end we show that their adjoints are densely defined. It means that adjoints of these adjoints are well defined -and they are exactly closures of the considered operators.
Using formula (13) we deduce that
Moreover, Proposition 3.7 yields that if (R, S) ∈ D H , then also (R * , S * ) ∈ D H . We know also that if f ∈ H, then f * ∈ H, too. Therefore, by the Proposition we just proved, operators (S •f (R)) * and (f (q·qR)•S) * are densely defined . Hence S •f (R) and f (q·qR)•S are closable operators. We will denote their closures by Sf (R) and f (q · qR)S, respectively.
Theorem 3.4 Let (R, S)
∈ D H and let D 0 be defined by (14) . Then for any function f ∈ H we have
Proof: Ad 1. We already know that (f (q · qR)S) * ⊃ S * f * (R * ), it is enough to prove that the opposite inclusion holds. Let y ∈ D((f (q · qR)S) * ) and
for any x ∈ D(f (q · qR)S). In particular (see points 2. and 3. in Proposition 3.3) the above relation holds for all x ∈ D 0 . Therefore
for any λ > 0 and x ′ ∈ D(S). Using (9) we get
This relation holds for for any x ′ ∈ D(S). Hence we obtain
The above formula holds for any λ > 0 and the operator S * f * (R * ) is closed. When λ → +0 we obtain y ∈ D(S * f * (R * )) and S * f * (R * )y = z. Thus we proved that (f (q · qR)S) * ⊂ S * f * (R * ) and hence point 1. follows.
Ad 0. Observe that by (17) one can restrict x to D o . It shows that f (q · qR)S and its restriction to D o have the same adjoints. Therefore they have the same closures, too. In other words, D o is a core for f (q · qR)S.
Ad 2. Let x ∈ D o . Then x = e −λℓ(R) 2 x ′ , where x ′ ∈ D(S) and λ > 0. Formula (9) yields that Sf (R)x = f (q · qR)e −λℓ(q·qR) 2 Sx ′ . In particular for f = 1 we obtain Sx = e −λℓ(q·qR) 2 Sx ′ . Comparing these two formulas we get
This formula holds for any x ∈ D o . Remembering that D o is a core for f (q ·qR)S, we obtain f (q · qR)S ⊂ Sf (R).
2 Before we proceed to discuss properties of pairs (R, S) ∈ D H , we give an example of such operators.
where
The domain of D(|S|) consists of all functions f ∈ L 2 (Γ), such that there exists a function g ∈ L 2 (Γ) and a functionf holomorphic in Λ o × q Z and such that for any k = 0, 1, ..., N − 1 we have lim
where limits are taken in L 2 -norm. Moreover, for fixed ϕ not equal multiply of 2π N and for any λ > 0, function e −λℓ(re iϕ ) 2f (re iϕ ) should be bounded. From now on we will use notation
One can prove that thus defined operators R and S satisfy Definition 2.
The example above is crucial and all other examples are built up from this one. More precisely, by Stone-von Neumann Theorem, every pair (R, S) ∈ D H is a direct sum of a certain number of copies of pairs, which are all unitary equivalent to the Schrödinger's pair.
We will use often the following remark and proposition.
Remark 3.6 Checking one by one conditions in Definition 2.1 one can easily show that if
The quantum exponential function for the "az+b" group
As we explained in Introduction, a sum of closed operators may not be closed. Therefore, we will not consider R + S itself but its appropriate closure. Contrary to the case of selfadjoint R and S considered in [23, 15] , closure of the sum R + S is the desired operator, i.e. it is normal and its spectrum is contained in Γ (Theorem 2.4 w [28] ). Let R+S denote closure of the sum R + S. We give now a useful formula for R+S, where (R, S) ∈ D H , involving the quantum exponential function F N . The definition of F N is given below.
The special function F N : Γ → C is given by [28] 
1+q 2s r 1+q −2s r fo(qr) 1+r
for 2|k
for any z ∈ C \ {R − ∪ {0}}. Note that if N would be an odd number, this definition would not be good -values of function F N at the point q k r = q k+N r could be calculated in two different ways giving different results. Whereas for N even we get, regardless of the way of calculating it, all the time the same value at the same point, i.e. F N is well defined for an even N .
By (19) it follows that relation between f o and the special function V θ used in [23, 15] 
where r ∈ R + and k = 0, 1, . . . , N − 1.
From [23] we know that function V N 2 is holomorphic in the stripe ℑx < π, so in particular it is continuously differentiated along lines x = log r and x = log r + i , for any r ∈ R + .
Moreover, by (1.37) and (1.38) [23] it follows that Therefore setting F N (0) = 1 will make F N continuous on Γ. Moreover, by (1.7) [28] |F N (γ)| = 1 for γ ∈ Γ .
In order to prove the theorem of this Section we will need a formula for an expansion of F N around 0. Let us derive a formula for derivative at the point zero for k even
By (20) and (21) one can calculate right derivatives of function f o at the point zero
Let us compute
Similar calculations show that the above formula remains true also for k odd. From the Taylor formula we obtain an expansion of F N around 0 for λ ∈ R + and t ∈ Γ
where lim λ→0 r(λt) = 0 .
Moreover, using (22) one can deduce that
Obviously, function r is continuous on γ. Hence, there exist a constant M ,independent of λ, and such that |r(λt)| < M, for any t ∈ Γ.
By (22) we have
in particular
Our next objective is to derive (4), which we will use to transform (48 
Observe that (u| |t|dE(t) |v) = (u| dE(t)|T | |v) and the measure (u| dE(t)|T | |v) is finite. Constant function M , which majorises function r (se (24)), is integrable with respect to the measure (u| |t|dE(t) |v) and is the function majorising r(λt).
Therefore, by the Lebesgue dominated convergence theorem [12, Theorem I.16] and by (23) lim λ→0 Γ r(λt) (u| |t|dE(t) |v) = 0 .
Hence by (27) 
for any u ∈ H and v ∈ D(T ). This formula will be used in proof of the main theorem of this Section. The proposition below explains why F N is called the quantum exponential function
Later on in this Section we will prove that the quantum exponential function is unique (up to a parameter) solution of (4.2). Proof: ⇐ Obvious, because according to Proposition (3.7) we have (RS, S) ∈ D H , and on account of Remark 3.6 it follows that (RS, µS) ∈ D H , so µS+RS is by Theorem 2.4 [28] a normal extension of µS + RS . ⇒ We show that for any µ ∈ C \ Γ operator µS + RS has not a normal extension. Let us introduce notation Q = µS + RS.
We first prove that operator Q is closed. Let us define m := sup
where d(−µ, Γ) denotes Euclidean distance of the point −µ from the set Γ. Note that m < ∞, since Γ is closed and −µ / ∈ Γ. Hence for any z ∈ Γ we have
We know that spectrum of operator R is contained in Γ and that R is normal operator, i.e. there exists a representation in which it is a multiplication by a Γ-valued function operator. Hence for any ψ ∈ D(µi + R) c||(µi + R)ψ|| ≥ ||ψ||,
Consider a sequence φ n of elements of D(Q) norm-converging to φ and such that Qφ n is norm-converging to certain y. Since D(Q) ⊂ D(S) and by inequality (28), we conclude that also φ ∈ D(S) and Sφ n is norm-converging to Sφ, as operator S is normal, so it is closed. Since φ n belongs to the domain of operator Q, hence it belongs also to the domain of operator RS. Moreover, RSφ n is converging to y − µSφ. As we know that operator RS is closed we see that φ belongs also to the domain of Q and y = RSφ + µSφ = Qφ. It means that operator Q is closed.
By definition, the domain of operator Q * consists of all x ∈ H such that there exists w ∈ H such that for any y ∈ D(Q) we have x, Qy = w, y .
Set f (r) = µ + q −2 r .
Observe that function f belongs to space H. With this notation
Since D o is a core for Q, one can assume in formula (29) that y ∈ D o . Every element y ∈ D o has form y = e −λℓ(R) 2 z for certain λ > 0 and z ∈ D(S). Hence
Since function e −λℓ(·) 2 ∈ H bounded , (9) shows that
Moreover, since operator f (q · qR)e −λℓ(q·qR) 2 is bounded, we see that the domain of its adjoint operator is the whole space H. Hence by (9)
Consequently, if vector x ∈ H belongs to the domain Q * , then
Moreover
On account of Proposition (3.4) point 2
We will prove that
Vector x ∈ D(Q) belongs to the domain of operator Q * | D(Q) , if for any y ∈ D(Q) there exists w ∈ H such that x|Qy = w|y .
We know, that D o is a core for Q. Therefore we can set y ∈ D o in the above formula. Every element y ∈ D o has form y = e −λℓ(R) 2 z , for any λ > 0 and z ∈ D(S). Hence
Since z ∈ D(S) and e −λℓ(·) 2 ∈ H bounded , formula (9) implies
Moreover function f (·)e −λℓ(·) 2 ∈ H bounded , so using once more (9) we obtain
Since x ∈ D(Q), it follows that x ∈ D(S) = D(S * ). Hence
It is easily seen that the domain of f (R) * is invariant with respect to the action of operator Phase S. Hence also S * x ∈ D(f (R) * ). Consequently
Thus we proved (32).
We proceed to derive condition which x ∈ H has to satisfy to belong to the domain of
By (32) and (13)
On account of (3.4) point 1, D o is a core of operator Q * | D(Q) . Hence we may assume that y ∈ D o . Every element y ∈ D o has form
for any λ > 0 and z ∈ D(S * ). Hence
By (9), as previously, we obtain
Moreover, since operator f * (R * )e −λℓ(q·qR * ) 2 is bounded, the domain of its adjoint is the whole Hilbert space H. Hence by (9) x, Q * y = e −λℓ * (R) 2 f (q · qR)x|S * z .
From this we conclude that if
Observe also that by (11) for any z ∈ Γ ℓ * (z) = ℓ * (z) .
It implies that
for any λ > 0. This result allows one to replace (30) with a more convenient, as we will soon see, condition (µI + R * )e −λℓ * (R) 2 x ∈ D(S) .
Assume that x ∈ D(Q * ) ∩ D(Q ′ ). It means that x satisfies simultaneously (35) and (33), i.e. (µi + R * )e −λℓ * (R) 2 x ∈ D(S) and (µI + R)e −λℓ * (R) 2 x ∈ D(S) .
Because the domain of operator S is invariant with respect to the action of the phase of R, the second condition yields that
Since a domain of any linear operator is a linear subspace of H, hence by (35) and (36) it follows that (µ(Phase R)
Let ρ be the N th primitive root of unity, i.e. let ρ ∈ C and ρ N = 1. Let function h be defined on the set of N Th roots of unity and be given by
Note that h(ρ) = 0, since in order to have equality µq 2k = µ, the phase of µ would have to be equal to the multiply of 2π N . But this contradicts our assumption that µ ∈ Γ. We know that Phase R is a unitary operator which eigenvalues are all N th roots of unity. Consequently the operator
Moreover it is easily seen that the operator h(Phase R) −1 is given by
and the domain of the operator S is invariant with respect to the action of the phase of operator R, it follows that
and finally
for any λ > 0. Let λ = λ 1 + λ 2 , where λ 1 , λ 2 ∈ R + . By(9)
Moreover the operator Re −λ 1 ℓ * (q·qR) 2 is bounded, hence for any y ∈ H e −λ 1 ℓ * (q·qR) 2 y ∈ D(R).
Hence by (9) for any x ∈ H we have
On the other hand by (34)
Combining (39) and (40) we obtain
It has been already proved that the operator Q = (µI + R) • S is closed. Therefore on account of remark 3.6 the operator (µI + q 2 R) • S is also closed. Hence setting λ → 0 + into formula (41) yields
We have have proved that if
On the other hand, from the definitions of operators Q * and Q ′ it is obvious that
Consequently, we have proved that
Note that the domain of Q * is strictly greater than this of Q.
In order to give an example of a function ψ ∈ L 2 (Γ), such that
let us assume that (R * , S * ) is the Schrödinger pair (see Example 3.5). Then operator Q * acts on functions ψ from its domain as follows
Let function ψ be for any z ∈ Γ given by
Observe that ψ ∈ L 2 (Γ), since µ ∈ Γ. Moreover the function (µ + ·)ψ = e −ℓ(·) 2 corresponding to the function (µ + ·)ψ in the sense described in Example 3.5, is holomorphic and bounded inside Λ o × q Z . Moreover, one can easily check that this function satisfies also other conditions of belonging to the domain of |S| given in Example 3.5. Moreover, Q * ψ ∈ L 2 (Γ). Consequently, ψ belongs to the domain of Q * . However, ψ does not belong to the domain of operator Q, since it does not belong to the domain of |S|. Function ψ does not belong to the domain of |S|, since its corresponding ( in the sense explained in Example 3.5) functionψ is meromorphic (but it is not holomorphic). Namely, functionψ has a simple pole at the point z = −µ. It shows that D(Q) ⊆ D(Q * ) and Q is closed, so Q is not normal.
We repeat now S.L. Woronowicz's reasoning from the proof of Theorem 2.2 [25] . assume, thatQ is a normal extension of Q. Then
On the other hand
Using (42), (43) and (44) we obtain that
But by assumptionQ is a normal extension of Q, soQ = Q. This last result implies that if Q is not normal, it has not a normal extension. We recall that we have already proved that Q is normal.
We have thus proved that if µ / ∈ Γ then the operator µS + RS has no normal extension, which completes the proof. 6 Solutions of the scalar exponential equation
We proceed to the proof of the main theorem of this Section. 
for any γ ∈ Γ and almost all z ∈ Γ.
Proof: 1). ⇐ 2). By Remark 3.6 we know (γR, γS) ∈ D H for any γ ∈ Γ. Moreover γR+γS = γ(R+S). Hence by Proposition 4.2
which shows that function (46) satisfies 1)..
2). ⇒ 1). Applying Proposition 4.1 to the right-hand-side of (45) we obtain
Let λ > 0 be an arbitrary real positive number. Then by Remark 3.6 it follows that (λR, S) ∈ D H . Substituting λR instead of R into equation (47) and setting
(Note the all the operators above are bounded, so adding and subtraction them do not change theirs domains. However, if the operators involved would be unbounded, one could get a false inequality, because such a procedure could change domains of operators.) Dividing both sides by λ > 0 we get
Let RHS and LHS denote right and and left hand side of (48) and let x, z ∈ D(T ). Then
By the reasoning above Observation 6.2 For any x, z ∈ D(T ) there exists the limit
We will use the Lemma below to write this limit in the form convenient for future computation 
If there is a pair (y, u) ∈ Ξ such that (Y y|u) = 0, then there is also a constant µ f such that
for any (z, x) ∈ Ξ, and µ f depends only on f .
Note the the Lemma above can be applied to the function f mentioned in Theorem 6.1 and satisfying condition (45) (because this function is by assumption Borel and bounded) and to the operator Y = |R|, which is clearly selfadjoint and positive.
Let H k denote an eigenspace of Phase R corresponding to the eigenvalue q k . We have the following decomposition of the Hilbert space H:
The restriction of Operator R to the space H k is q k |R|. (Matrix representation of phases of operators (R, S) ∈ D H is discussed in Section 7 and given by (60) and (61)) By Lemma 6.3 applied independently in every space H k to the function f (q k .) and the operator |R| and by Observation 6.2 it follows that
where z ∈ D(R) ∩ D(T ) and y ∈ f (S)D(T ) and µ is a complex-valued function defined on the set of all N th roots of unity. Observe that the function µ is determined uniquely by complex numbers b 1 , b 2 , ..., b N such that
where ρ ∈ C and ρ N = 1. Note thatρ ∈ Γ.
To make further computations easier we adopt different µ in order to have
−i
2 sin before parentheses in (50).
Comparing (52) and (49) we conclude that
for any z ∈ D(R) ∩ D(T ) and x ∈ D(T ). From Remark 3.6 it follows that if operators (R, S) ∈ D H satisfy the above equation they satisfy also (ρR, S) ∈ D H . Let us substitute ρR instead of R to the equation (53) and write function µ in the form (51)
Since ρ k are linearly independent for different k ∈ {0, 1, 2, . . . , N − 1}, it follows that by comparing coefficients of the same powers of ρ on both sides of the above equation, we obtain that b k = 0 for k = 2 and k = N and
Setting γ = b N q and rewriting (54) in a slightly different form we get
. We see that the operator γR + T is contained in the operator adjoint to
The operator on the right-hand-side is unitarily equivalent to a normal operator, so it is normal. It means that the operator γR + T has a normal extension. Proposition 5.1 implies that in such a case γ ∈ Γ. Consequently, by Remark 3.6 we have (T, γR) ∈ D H . By Theorem 2.4 [28] the closure of γR + T , denoted by γR+T , is normal for any γ ∈ Γ. Moreover, Proposition 4.2 yields
Because by Proposition 5.1 γR + T has a normal extension and by Theorem 2.4 [28] this normal extension of γR + T is γR+T , by (55) and since normal operators do not have normal extensions, one may conclude that
Comparing (57) and (56) we obtain
so T commutes with a bounded operator F N (γS) * f (S). By spectral theorem for normal operators [18, Theorem 13 .33] it follows that F N (γS) * f (S) commutes also with functions |T | it , where t ∈ R. Hence (58) is independent on λ, it follows that
where γ ∈ Γ, which completes the proof. 7 Solutions of the general exponential equation for the quantum "az+b" group
We prove now the generalization of the Theorem 6.1 to the case of an operator-valued function f . Our earlier results from [15, 14] will make this proof much simpler. Let f be a function defined on Γ and such, that for any z ∈ Γ, f (z) is a unitary operator acting on a Hilbert space K, i.e. f (z) ∈ Unit(K). We will call f a Borel function iff for any ϕ, ψ ∈ K the function z → (ϕ|f (z)ψ)
is Borel. Then for any normal operator R with spectrum contained in Γ we define function f (R) by
where dE R is the spectral measure of the operator R and f (z) is a unitary operator acting on a Hilbert space K. 
where dE R is the spectral measure of R. By assumption (R, S) ∈ D H and M is an invertible normal operator such that SpM ⊂ Γ. Let us set R ′ = M ⊗ R and
Therefore by Theorem 6.1 we get
⇒ We will use the same method as in the proof of Theorem 2.6 [15] , i.e. we show that
for any z, x ∈ Γ. For the Reader's convenience we recall why it is enough to prove this. Observe that if dim K = k < ∞, then from commutation of unitary operators f (z) and f (x) follows that there exists orthonormal basis in which these operators are represented by diagonal matrices for any x, y ∈ Γ. Thus the problem reduces to finding solutions of k scalar equations
where f o is a complex-valued function defined on Γ. The above reasoning can be generalized to the case of arbitrary many dimensional separable Hilbert space K. This is so because operators f (q k r) and f (q l s) belong to a commutative *-subalgebra of B(K). Therefore, by spectral theorem and its consequences [4, Chapter X], operators f (q k r) and f (q l s) have the same spectral measure
Hence
where the function f o is complex-valued. Thus Theorem 7.1 reduces to the already proved "scalar" Theorem 6.1.
We proceed to prove that really for any r, s ∈ R + and k, l = 0, 1, . . . , N − 1 we have 
We use the notion of generalized eigenvectors. It is well known that a selfadjoint operator with continuous spectrum acting on H does not have eigenvectors. Still one can show that in the general case the generalized eigenvectors are continuous linear functionals on a certain dense locally convex subspace Φ ⊂ H, provided with a much stronger topology than H. Then we get the same formulas as for discreet spectrum provided we replace scalar product by the duality relation between Φ and Φ ′ . This will be explained by the example below, for general considerations see [10] .
and |R| = ep and |S| = eq and |T | = e Moreover, we will use notation of a type Ω r |Φ s .
It should be understood in the following way: for any f ∈ S(R) we have
To shorten notation from now on we skip the integration symbol, i.e. we write
instead of (65) The generalized eigenvectors Ω are said to have the Dirac δ normalization if
where δ is the Dirac δ distribution. Note that generalized eigenvectors Ω, Φ and Ψ given above have the Dirac δ normalization.
Let |Ω r be a generalized eigenvector of R with real eigenvalue r and with Dirac delta normalization. Analogously, let |Φ s and |Ψ t denote generalized eigenvectors of operators S and T with real eigenvalues respectively s and t and with the Dirac delta normalization.
Let us define |Ω k,r using the vector |Ω r introduced above
where and k = 0, 1, . . . , N − 1 and
Similarly, we define the vector |Φ l,s using the vector |Φ s introduced above
and l = 0, 1, . . . , N − 1. Analogously, the vector |Ψ m,t is given by
and m, p = 0, 1, . . . , N − 1.
Note that |Ω k,r , |Φ l,s and |Ψ m,t are generalized eigenvectors of R, S and T , respectively, corresponding to generalized eigenvalues q k r,q l s and q m t.
In order to prove (59) we compute matrix elements
Since the function f satisfies exponential equation, is Borel and by (4.1)
It is easily checked that
As we see from the last formula, one has to compute for any integer α a sum
In the appendix we derive the formula Observed that by formula 1.36 [23] , for any t ∈ R V θ (log t) = e −i ) . Moreover, we have prove in [15] that
By (68) Hence Ω k,r |F N (T ) * |Φ n,s = e The expression below is clearly symmetric with respect to swapping k ↔ l with r ↔ s, which completes the proof. 
A Deriving formula (66)
We will derive the formula
where N is a non-zero even number. Since N is an even number, it follows that for any z ∈ C from the domain of f we have
Let us introduce the notation 
Comparing (74) and (75) we get
We proceed now to calculate integrals I 2 and I 4 . 
