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Статья посвящена проблеме математического моделирования нейронной
активности. Предлагаются новые классы сингулярно возмущенных дифферен-
циально-разностных уравнений с запаздыванием вольтерровского типа, с по-
мощью которых описывается функционирование как отдельного нейрона, так
и нейронных сетей. Проводится исследование аттракторов кольцевой систе-
мы однонаправленно связанных импульсных нейронов при неограниченном
увеличении числа звеньев цепочки. Для изучения ее периодических решений
автоволнового типа используются некоторые специальные приемы, сводящие
проблемы существования и устойчивости циклов к анализу вспомогательной
системы обыкновенных дифференциальных уравнений с импульсным воздей-
ствием. На этом пути устанавливается, что при увеличении числа звеньев це-
почки количество сосуществующих в ней устойчивых автоволновых решений
неограниченно растет, т.е. имеет место известное явление буферности.
1. Постановка задачи
Основой излагаемых ниже построений служит теория релаксационных колеба-
ний в многомерных системах обыкновенных дифференциальных уравнений, беру-
щая начало с работы Л.С. Понтрягина и Е.Ф. Мищенко [1]. К настоящему времени
проведена целая серия исследований (см. [2] – [12]), связанных с переносом на урав-
нения с запаздыванием известных асимптотических методов [13], [14]. К указанному
1Работа выполнена при поддержке гранта РФФИ (грант № 15-01-04066a) и проекта 1875 госза-
дания на НИР №2014/258.
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циклу работ относится и данная статья. В ней анализируется некоторая система син-
гулярно возмущенных скалярных нелинейных дифференциально-разностных урав-
нений, моделирующая электрическую активность кольцевой цепочки однонаправ-
ленно электрически связанных импульсных нейронов. Рассматриваются вопросы о
существовании и устойчивости у этой системы релаксационных циклов со специ-
альными свойствами.
Приступим к описанию объекта дальнейшего анализа. Будем считать, что элек-
трическая активность отдельного нейрона моделируется построенным в соответ-
ствии с методикой книги [15] дифференциально-разностным уравнением
u˙ = λ[f(u(t− h))− g(u(t− 1))]u. (1)
Здесь u(t) > 0 – мембранный потенциал нейрона, параметр λ > 0, характеризующий
скорость протекания электрических процессов в системе, предполагается большим,
а параметр h фиксирован и принадлежит интервалу (0, 1). Относительно фигури-
рующих в (1) функций f(u), g(u) ∈ C1(R+), R+ = {u ∈ R : u ≥ 0}, предполагаем,
что они обладают свойствами:
f(0) = 1, g(0) = 0; f(u) = −a0 +O(1/u), uf ′(u) = O(1/u), u2f ′′(u) = O(1/u),
g(u) = b0 +O(1/u), ug
′(u) = O(1/u), u2g′′(u) = O(1/u) при u→ +∞, (2)
где a0, b0 – положительные константы.
Уравнение (1) подробно исследовано в статье [12], а ее упрощенный аналог
u˙ = λf(u(t− 1))u, (3)
где функция f(u) удовлетворяет перечисленным выше условиям (2), рассмотрен в
работах [4, 5]. Уравнение (3) получается из (1) при h = 1 и при переобозначениях
f(u)− g(u)→ f(u), a+ b→ a.
Для функции f(u) будем считать выполненным следующее дополнительное требо-
вание:
a > 1. (4)
Данное неравенство имеет вполне понятную нейродинамическую интерпретацию,
поскольку эквивалентно условию существования у уравнения (3) при достаточно
большом λ устойчивого релаксационного цикла, соответствующего режиму генера-
ции спайков (см. [4, 5]) .
В данной работе исследованию подлежат системы однонаправленно электриче-
ски связанных нейронов, каждый из которых в отдельности моделируется уравне-
нием (3)
u˙j = d (uj+1 − uj) + λf(uj(t− 1))uj, j = 1, . . . ,m, um+1 = u1, (5)
где d = const > 0.
Математическое исследование модели (5) будем проводить при условии, что
λ  1. Система (5) допускает, очевидно, так называемый однородный или син-
хронный цикл
u1 ≡ . . . ≡ um = u∗(t, λ), (6)
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где u∗(t, λ) – устойчивое периодическое решение уравнения (3) (асимптотика этого
решения построена в [5]).
Наш основной результат состоит в том, что при подходящем уменьшении d и
при всех λ  1 эта система имеет как минимум две серии по m экспоненциально
орбитально устойчивых неоднородных периодических движений, которые по анало-
гии с пространственно непрерывным случаем будем называть автоволновыми про-
цессами. А так как размерность m системы (5) мы можем выбирать сколь угод-
но большой, то это означает реализуемость в рассматриваемой нейронной модели
феномена буферности. Для обоснования этого результата будем пользоваться до-
казанными в [4,7–10] для случая диффузионной связи основными утверждениями,
модифицируя их для нашей задачи. Ниже приводятся базовые теоремы, на осно-
ве которых удается найти асимптотические формулы устойчивых периодических
решений системы (5).
2. Базовые теоремы
Для удобства дальнейшего асимптотического анализа перейдем в (5) к новым
переменным x, y1, . . . , ym−1 по формулам







, j = 2, . . . ,m, ε = 1/λ. (7)
В результате получаем систему
x˙ = εd (exp y1 − 1) + F
(
x(t− 1), ε), (8)
y˙j = d
[




x(t− 1), y1(t− 1), . . . , yj(t− 1), ε
)
,
j = 1, . . . ,m− 1, (9)
где ym = −y1 − y2 − . . .− ym−1, а функции F , Gj задаются соотношениями




























j = 1, . . . ,m− 1.
(10)
Фиксируем постоянную σ0, подчиненную требованиям 0 < σ0 < a−1, и рассмот-
рим банахово пространствоF непрерывных при −1−σ0 ≤ t ≤ −σ0 вектор-функций
ϕ(t) =
(

















ϕ1(t), . . . , ϕm(t)
)
: ϕ1 ∈ S1, ϕ2 ∈ S2, . . . , ϕm ∈ Sm
} ⊂ F . (12)
Здесь через S1 обозначено замкнутое, ограниченное и выпуклое множество функций
ϕ1(t), удовлетворяющих требованиям −q1 ≤ ϕ1(t) ≤ −q2, ϕ1(−σ0) = −σ0, q1 > σ0,
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q2 ∈ (0, σ0), а в качестве S2, . . . , Sm взяты произвольные замкнутые и ограниченные
подмножества пространства C[−1− σ0,−σ0].
Формулировка строгих результатов об автоволновых режимах системы (8), (9)
требует некоторых подготовительных построений. В связи с этим введем в рассмот-
рение решение (
xϕ(t, ε), y1,ϕ(t, ε), . . . , ym−1,ϕ(t, ε)
)
, t ≥ −σ0 (13)
упомянутой системы, отвечающее произвольному начальному условию ϕ(t) из мно-
жества S. Рассмотрим также второй положительный корень t = Tϕ уравнения
xϕ(t − σ0, ε) = −σ0 (в случае, когда он существует) и на множестве (12) опреде-
лим оператор Πε : S → F посредством равенства
Πε(ϕ) =
(
xϕ(t+ Tϕ, ε), y1,ϕ(t+ Tϕ, ε), . . . , ym−1,ϕ(t+ Tϕ, ε)
)
,
−1− σ0 ≤ t ≤ −σ0.
(14)












−1− σ0 ≤ t ≤ −σ0.
(15)
Здесь, как и в [4, 5], T0 = 2 + a+ 1/a, а x0(t) – периодическая функция
x0(t) =

t при 0 ≤ t ≤ 1,
1− a(t− 1) при 1 ≤ t ≤ t0 + 1,
−a+ t− t0 − 1 при t0 + 1 ≤ t ≤ T0,
x0(t+ T0) ≡ x0(t). (16)
Что же касается компонент y01(t, z), . . . , y0m−1(t, z), зависящих от вектора z =




exp yj+1 − exp yj
]
yj(1 + 0) = yj(1− 0)− (1 + a) yj(0),
yj(t0 + 1 + 0) = yj(t0 + 1− 0)− (1 + 1/a) yj(t0), j = 1, . . . ,m− 1,
ym = −y1 − y2 − . . .− ym−1,
(17)
(y1, . . . , ym−1)
∣∣
t=−σ0 = (z1, . . . , zm−1), (18)
где t0 = 1 + 1/a.
Отдельно остановимся на вопросе о корректности определения оператора (15).
Главная проблема здесь заключается в том, что на промежутках времени−σ0≤ t< 1,




exp yj+1 − exp yj
]
, j = 1, . . . ,m− 1, ym = −y1 − y2 − . . .− ym−1. (19)
Поэтому возникает вопрос о продолжимости решений последней на указанные про-
межутки, длины которых отнюдь не малы. Ответ на него дается в следующем утвер-
ждении.
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Лемма 1. Решение (y1(t), . . . , ym−1(t)) системы (19) с произвольным начальным
условием (y1, . . . , ym−1)
∣∣
t=0
= (y1, . . . , ym−1) ∈ Rm−1 определено на полуоси t ≥ 0 и
стремится к нулю при t→ +∞.






, j = 1, . . . ,m− 1, (20)
где (ξ1(t), . . . , ξm(t)) – произвольное решение линейной системы
ξ˙j = d (ξj+1 − ξj), j = 1, . . . ,m, ξm+1 = ξ1 (21)
из инвариантного конуса K =
{
(ξ1, . . . , ξm) : ξj > 0, j = 1, . . . ,m
}
.
Свойства системы (21) хорошо известны. Во-первых, все ее решения при t→ +∞
стремятся к устойчивому одномерному инвариантному многообразию
{
(ξ1, . . . , ξm) :
ξ1 = ξ2 = . . . = ξm = c, c ∈ R
}
, движения на котором задаются уравнением c˙ = 0.
Во-вторых, справедлив закон сохранения
∑m
j=1 ξj ≡ const. Далее, из упомянутых













ξj(0) > 0. (22)
А отсюда и из (20) утверждение леммы 1 вытекает очевидным образом.
Другая проблема, связанная с корректностью оператора (15), состоит в том, что
функции y0j (t, z), j = 1, . . . ,m− 1 являются разрывными в точках t = 1 и t = t0 + 1,
где согласно (17) они претерпевают конечные скачки. Однако в силу неравенства (4)
и оценки σ0 < a−1 функции y0j (t+T0, z), j = 1, . . . ,m−1 оказываются непрерывными
на нужном отрезке −1− σ0 ≤ t ≤ −σ0, поскольку в этом случае T0− 1− σ0 > t0 + 1.
Тем самым, условие (4) гарантирует выполнение требуемого включения Π0(ϕ) ∈ F
при ∀ϕ ∈ S.
Завершая описание подготовительной части, рассмотрим производные Фреше
∂ϕΠε(ϕ), ∂ϕΠ0(ϕ) операторов (14), (15) по переменной ϕ. Проводя соответствующий
подсчет, убеждаемся, что в данном случае эти производные представляют собой





g1,0(t), g2,0(t), . . . , gm,0(t)
) ∈ F : g1,0(−σ0) = 0}








x˙ϕ(t+ Tϕ, ε), y˙1, ϕ(t+ Tϕ, ε), . . . , y˙m−1, ϕ(t+ Tϕ, ε)
)
,
−1− σ0 ≤ t ≤ −σ0;
(23)














(t+ T0, z)gs+1, 0(−σ0), . . .





(t+ T0, z)gs+1, 0(−σ0)
)
,
z = (ϕ2(−σ0), . . . , ϕm(−σ0)), −1− σ0 ≤ t ≤ −σ0.
(24)
Здесь g(t, ε) =
(
g1(t, ε), . . . , gm(t, ε)
)
, g(t, ε) = g0(t) при −1− σ0 ≤ t ≤ −σ0 – решение
линейной системы, получающейся из (8), (9) при линеаризации на решении (13), а
функционал l : F0 → R определен соотношением
l(g0) = g1(Tϕ − σ0, ε)/x˙ϕ(Tϕ − σ0, ε). (25)
Естественно возникающий вопрос о связи между операторами (14) и (15) реша-
ется следующей теоремой.
Теорема 1 (о C1-сходимости). Пусть выполнено условие (4) и множество S вы-
брано описанным выше способом. Тогда найдется такое достаточно малое ε0 =











||∂ϕΠε(ϕ)− ∂ϕΠ0(ϕ)||F0→F0 = 0.
(26)
Доказательство этой теоремы опустим, поскольку в случае m = 2 оно приведено
в статье [7]. Переход же от двумерного случая к значениям m > 2 носит чисто
технический характер.
Остановимся на одном важном следствии из C1-сходимости, касающемся суще-
ствования и устойчивости периодических решений системы (8), (9). В связи с этим
обратим внимание, что в силу (17), (18) предельный оператор (15) является над-
стройкой над соответствующим (m− 1)-мерным отображением
z → Φ(z) def= (y01(t, z), y02(t, z), . . . , y0m−1(t, z))
∣∣
t=T0−σ0 , (27)
где z = (ϕ2(−σ0), . . . , ϕm(−σ0)).












j−1(t+ T0, z∗), j = 2, . . . ,m,
−1− σ0 ≤ t ≤ −σ0
оператора Π0 (при условии, конечно, что ϕ∗j(t) ∈ Sj, j = 2, . . . ,m). Последние же
требования не являются ограничениями, поскольку, как уже говорилось выше, мно-
жества Sj j = 2, . . . ,m из (12) можно считать произвольными замкнутыми и огра-
ниченными подмножествами пространства C[−1− σ0,−σ0].
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Верно и обратное утверждение: если ϕ∗(t) =
(
ϕ∗1(t), . . . , ϕ
∗
m(t)
) ∈ S является
неподвижной точкой оператора Π0, то с необходимостью ϕ∗1(t) = x0(t), а вектор
z∗ = (ϕ∗2(−σ0), . . . , ϕ∗m(−σ0)) таков, что Φ(z∗) = z∗. Кроме того, в силу (24) спектр
линейного оператора ∂ϕΠ0(ϕ∗) состоит из двух множеств: собственного значения
µ = 0 бесконечной кратности и совокупности собственных значений матрицы Якоби
Φ ′(z∗).
Суммируя изложенные факты, приходим к выводу, что справедлив следующий
результат.
Теорема 2 (о соответствии). Каждой неподвижной точке z = z∗ отображения
(27), удовлетворяющей условию det (I − Φ ′(z∗)) 6= 0, где I – единичная матрица,
соответствует релаксационный цикл системы (8), (9). Этот цикл существует
при всех достаточно малых ε > 0 и является экспоненциально орбитально устой-
чивым (неустойчивым) при r∗ < 1 (> 1), где r∗ – спектральный радиус матрицы
Φ ′(z∗).
Доказательство данного утверждения также опустим, поскольку оно может быть
легко получено модификацией соответствующего утверждения из [7,10] для системы
связанных осцилляторов с диффузионным взаимодействием.
Теорема 2 сводит интересующую нас проблему автоволновых процессов системы
(17) к поиску неподвижных точек отображения (27). Вопрос о количестве и устой-
чивости последних будет изучен в следующем пункте. Здесь же приведем указанное
отображение к некоторому инвариантному виду, не зависящему от начального мо-
мента времени t = −σ0.
Заметим в первую очередь, что интересующее нас отображение представляет со-
бой оператор сдвига по траекториям системы (17) с T0-периодическим импульсным
воздействием за отрезок времени −σ0 ≤ t ≤ T0 − σ0. А это означает, что его можно
записать в инвариантной форме, заменяя указанный выше отрезок не зависящим
от σ0 промежутком 0 ≤ t ≤ T0.
Действительно, введем в рассмотрение оператор сдвига P t(z), P 0(z) = z, P t(0) ≡
0 по траекториям системы (19) и положим z = Φ(z). Тогда отображение (27) может
быть представлено в виде
z =
(
P T0−t0−1−σ0 ◦ P2 ◦ P t0 ◦ P1 ◦ P 1+σ0
)
(z ),
где через P1, P2 обозначены операторы пересчета начальных условий в точках t = 1
и t = t0 + 1 соответственно, действующие по правилам
P1(z) = z − (1 + a)P−1(z ), P2(z) = z − (1 + 1/a)P−1(z ).
Далее, применим к левой и правой части получившегося равенства оператор P σ0 .
В результате с учетом очевидных соотношений
P 1+σ0 = P 1 ◦ P σ0 , P T0−t0−1−σ0 = P−σ0 ◦ P T0−t0−1
имеем
P σ0(z ) =
(
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А отсюда, в свою очередь, следует, что после замены P σ0(z )→ z интересующее нас
отображение принимает требуемую инвариантную форму
z → Φ0(z) def=
(
P T0−t0−1 ◦ P2 ◦ P t0 ◦ P1 ◦ P 1
)
(z ),
или, что то же самое,




где (y01(t, z), y02(t, z), . . . , y0m−1(t, z)) – решение аналогичной (17), (18) задачи Коши
для системы (17) с начальным условием
(y1, . . . , ym−1)
∣∣
t=0
= z, z = (z1, . . . , zm−1). (29)
Подчеркнем, что в силу леммы 1 это отображение заведомо определено во всем
пространстве Rm−1.
3. Аттракторы предельного отображения
В данном пункте обратимся к актуальному в связи с теоремой 2 вопросу о ко-
личестве и устойчивости неподвижных точек отображения (28). Ниже в предполо-
жении о малости d будут найдены две группы его устойчивых неподвижных точек.
В случае первой из этих групп мы усилим условие (4) и предположим, что
a > m− 1. (30)






+ vj, j = 1, . . . ,m− 1, (31)
где v = (v1, . . . , vm−1) ∈ Ω, Ω – произвольный компакт, и, как обычно, обозначим
через
(
y1(t, v, d), . . . , ym−1(t, v, d)
)
решение получившейся задачи Коши. Несложный
ее анализ приводит к выводу, что при d → 0 справедлива серия асимптотических
равенств:






1−(m−1)/a) при 0 ≤ t < 1, (32)
yj(t, v, d) = ln
1
d
+ ω0j (t, v) +O(d
1−(m−1)/a) при 1 ≤ t < t0 + 1, (33)






1−(m−1)/a) при t0 + 1 ≤ t ≤ T0, (34)
остатки в которых равномерны по t, v и сохраняют свой порядок малости при диф-
ференцировании по v. Далее, фигурирующие в (33) функции ω0j (t, v), j = 1, . . . ,m−1
определятся из задачи Коши
ω˙j = expωj+1 − expωj, j = 1, . . . ,m− 2,




= −a vj, j = 1, . . . ,m− 1
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и имеют вид



















, s = 1, . . . ,m− 1. (35)






− (1 + 1/a)ω0j (t, v)
∣∣
t= t0
, j = 1, . . . ,m− 1. (36)
Перечисленные факты (32) – (35) свидетельствуют о том, что после замены пе-
ременных (31) отображение (28) имеет при d→ 0 в метрике C1(Ω) предел вида
vj → ψj(v), j = 1, . . . ,m− 1. (37)
В свою очередь, отображение (37) после перехода к переменным





)− (1 + 1/a) ln (r2,k + exp(−aαk)),
k = 1, . . . ,m− 1, (38)
где
r1,1 = 1 + 1/a, r2,1 = 1/a, (39)

















exp(−aαk−`), k = 2, . . . ,m− 1.
(40)
Таким образом, мы можем утверждать, что оно имеет единственную экспоненциаль-
но устойчивую неподвижную точку (α∗1, . . . , α∗m−1), которой в исходном отображении
(28) отвечает устойчивая неподвижная точка вида












j = 1, . . . ,m− 1, d→ 0,
(41)
где v∗m−1 = −α∗1, v∗m−s = α∗s−1 − α∗s, s = 2, . . . ,m− 1.
Интересно отметить, что отображение (28) инвариантно относительно преобра-
зования
(z1, . . . , zm−1)
A→ (z2, z3, . . . , zm−1,−z1 − z2 − . . .− zm−1). (42)
Поэтому найденная нами неподвижная точка (41) порождает сразу m устойчивых
неподвижных точек
z(k)∗ = A
kz∗, k = 0, 1, . . . ,m− 1 (43)
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(подчеркнем, что A m = I, где I – единичный оператор). Остается добавить, что в
исходной системе (5) этим точкам отвечает набор из m устойчивых релаксационных
периодических движений, переходящих друг в друга при циклических перестанов-
ках координат uj, j = 1, . . . ,m.
При отыскании второй группы устойчивых неподвижных точек отображения
(28) вернемся к прежнему условию (4) на параметр a. Как и в предыдущем слу-
чае, здесь достаточно знать какую-либо одну устойчивую неподвижную точку, а
остальные получаются из нее по правилам (42), (43).






+ vj, j = 1, . . . ,m− 1, v = (v1, . . . , vm−1) ∈ Ω, (44)
где, как и ранее, Ω – произвольный компакт. Характерная особенность данного
случая состоит в том, что при условиях (44) предельное отображение (37) оказы-
вается тождественным по части переменных. Поэтому ниже при построении асимп-
тотики при d → 0 компонент yj(t, v, d), j = 1, . . . ,m − 1 решения задачи Коши
(17), (18), (44) в некоторых формулах будут учтены поправки порядка dσ, где
σ = 1− [a(m− 1)]−1 > 0.
Обратимся сначала к промежутку 0 ≤ t < 1. Несложный подсчет показывает,
что здесь





+ vj + d
σδj(t, v) + o(d
σ), j = 1, . . . ,m− 1, (45)
где
δj = t(exp vj+1 − exp vj), j = 1, . . . ,m− 2; δm−1 = −t exp vm−1. (46)
Далее, при 1 ≤ t < t0 + 1 с учетом уже установленных соотношений (45), (46)
приходим к равенствам




− a vj + dσ(exp vj+1 − exp vj) + o(dσ),
j = 1, . . . ,m− 2;
(47)


















И наконец, при t0 + 1 ≤ t ≤ T0 получаем асимптотические представления






+dσ(t− t0 − 1− 1/a)(exp vj+1 − exp vj) + o(dσ), j = 1, . . . ,m− 2;
(49)


















−(1 + 1/a) ln
[
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Добавим еще, что во всех формулах (45) – (50) остатки имеют указанный порядок
малости равномерно по t, v и сохраняют его при дифференцировании по v.
Из приведенного асимптотического анализа следует, что в случае (44) отобра-
жение (28) записывается в виде













−(1 + 1/a) ln
[











Анализ получившегося отображения тесно связан со свойствами вспомогатель-
ного одномерного отображения
α→ ψr1, r2(α) def= ln
(
r1 + exp(−aα)
)− (1 + 1/a) ln (r2 + exp(−aα)) (53)
с двумя параметрами r1, r2 > 0, удовлетворяющими условию
r1 > (1 + 1/a)r2. (54)
Справедливо следующее утверждение.
Лемма 2. При выполнении неравенства (54) отображение (53) имеет единствен-
ную глобально экспоненциально устойчивую неподвижную точку α∗ = α∗(r1, r2).
Доказательство. Отметим сначала вытекающие из явного вида функции
ψr1, r2(α) (см. (53)) асимптотические свойства
lim
α→+∞
ψr1, r2(α) = ln r1 − (1 + 1/a) ln r2,
ψr1, r2(α) = α +
(








Учитывая, далее, в (55) условие (54), приходим к выводу, что при всех достаточ-
но больших α > 0 выполняется неравенство ψr1, r2(α) < α, а при всех достаточно
больших по модулю отрицательных α – неравенство ψr1, r2(α) > α. Таким образом,
отображение (53) заведомо имеет хотя бы одну неподвижную точку α = α∗, являю-





Перейдем теперь к вопросу об устойчивости найденной неподвижной точки. В
связи с этим обратим внимание, что требование (54) влечет выполнение неравенства
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являющийся положительным (при выводе равенства (58) привлекались соотноше-

















нетрудно увидеть, что µ∗ < 1.
Итак, мы убедились, что любая возможная неподвижная точка α = α∗ отобра-
жения (53) является экспоненциально устойчивой. А это значит, что на самом деле
такая точка единственна и в силу монотонности нашего отображения (см. (57)) гло-
бально устойчива. Лемма 2 доказана.
Вернемся к отображению (51), (52) и заметим, что при d = 0 в силу указан-
ных в лемме 2 свойств вспомогательного отображения (53) отображение (51), (52)
допускает экспоненциально устойчивое (m−2)-мерное инвариантное многообразие,
состоящее из неподвижных точек. Упомянутое многообразие задается равенством
{(v1, . . . , vm−1) : vm−1 = v∗ − v1 − v2 − . . .− vm−2,
vj ∈ R, j = 1, . . . ,m− 2},
(59)
где v = v∗ – единственный корень уравнения
v = ln[t0 + exp(−a v)]− (1 + 1/a) ln[t0 − 1 + exp(−a v)].
При малых d > 0 аналог инвариантного многообразия (59) сохраняется, а суже-
ние на него отображения (51), (52) представляет собой оператор, асимптотически
близкий к тождественному. В связи с этим указанный оператор можно аппроксими-
ровать соответствующей системой обыкновенных дифференциальных уравнений. В
нашем случае эта система имеет вид
dvj
dτ
= exp vj+1 − exp vj, j = 1, . . . ,m− 3,
dvm−2
dτ
= exp(v∗ − v1 − v2 − . . .− vm−2)− exp vm−2.
(60)
Ясно также, что любому ее экспоненциально устойчивому состоянию равновесия
O в исходном отображении (51), (52) при всех достаточно малых d > 0 отвечает
устойчивая неподвижная точка O(d), асимптотически близкая к O.
Анализ системы (60) не вызывает затруднений. Действительно, после замен vj =
wj + v∗/(m− 1), j = 1, . . . ,m− 2, τ exp(v∗/(m− 1))→ τ она приводится к виду
w˙j = expwj+1 − expwj, j = 1, . . . ,m− 2,
wm−1 = −w1 − w2 − . . .− wm−2.
(61)
А отсюда и из отмеченных выше свойств аналогичной системы (19) вытекает, что
нулевое состояние равновесия системы (61) глобально экспоненциально устойчиво.
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Возвращаясь к отображению (28), приходим к выводу, что при условии (4) и при
всех d 1 оно допускает экспоненциально устойчивую неподвижную точку











m− 1 + o(1),
j = 1, . . . ,m− 1,
(62)
а также серию устойчивых неподвижных точек
z(k)∗∗ = A
kz∗∗, k = 1, . . . ,m− 1. (63)
Как и в случае (41), (43), в исходной системе (5) неподвижным точкам (62), (63)
соответствуют устойчивые релаксационные периодические движения, переходящие
друг в друга при циклических перестановках компонент uj, j = 1, . . . ,m. Добавим
еще, что при условии (30) найденные нами две группы устойчивых периодических
решений сосуществуют.
4. Заключение
Подводя итоги работы, отметим, что теорема 2 о соответствии и проделанный в
пункте 3 асимптотический анализ отображения (28) приводят к следующему утвер-
ждению, являющемуся основным результатом данной статьи.
Теорема 3. Пусть параметр a удовлетворяет неравенству (30)(удовлетворяет
неравенству (4) и не удовлетворяет неравенству (30)). Тогда для любых доста-
точно малых d2 > d1 > 0 найдется такое достаточно большое λ0 = λ0(d1, d2) > 0,
что при всех d1 ≤ d ≤ d2, λ ≥ λ0 система (5) имеет как минимум две (одну)
группы решений, каждая из которых состоит из m экспоненциально орбитально
устойчивых автоволновых периодических движений.
Из сформулированной теоремы следует, что при согласованном уменьшении d
и увеличении параметров λ, m в системе (5) наблюдается феномен буферности,
а точнее, происходит неограниченное накапливание сосуществующих устойчивых
циклов. Отметим, что буферность наблюдается и для ряда других классов цепочек
осцилляторов с однонаправленной связью (см. [16–20]).
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The article is devoted to the mathematical modeling of neural activity. We pro-
pose new classes of singularly perturbed differential-difference equations with delay of
Volterra type. With these systems, the models as a single neuron or neural networks
are described. We study attractors of ring systems of unidirectionally coupled impulse
neurons in the case where the number of links in the system increases indefinitely. In
order to study periodic solutions of travelling wave type of this system, some special
tricks are used which reduce the existence and stability problems for cycles to the inves-
tigation of auxiliary system with impulse actions. Using this approach, we establish that
the number of stable self-excited waves simultaneously existing in the chain increases
unboundedly as the number of links of the chain increases, that is, the well-known buffer
phenomenon occurs.
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