Abstract We present an introduction to a class of smoothing methods for complementarity problems and their applications. We rst discuss the features that characterize the smoothing methods for complementarity problems. We then outline the algorithms and convergence analysis. We nally give a brief view of smoothing methods for variational inequalities, semi-in nite programs, constrained optimization problems and mathematical programming with equilibrium constraints.
Introduction
Smoothing methods have been developed for solving many important optimization problems including complementarity problems 3, 5, 8, 10, 13, 16, 33, 35, 37, 47, 48, 54, 57] , variational inequalities 2, 17, 19, 30, 49] , optimal control problems 39], semi-in nite programs 55], mathematical programs with equilibrium constraints 28, 34] and constrained optimization problems 1]. A feature of these problems is that these problems or their constraints can be reformulated as piecewise di erentiable equations. Using this feature, smoothing methods bring these problems close to continuously di erentiable equations or continuously di erentiable programming problems for which there are rich theory and abundant algorithms.
The main feature of smoothing methods is to approximate the nonsmooth (nondi erentiable) problems by a sequence of parameterized smooth (continuously di erentiable) problems, and to trace the smooth path which leads to solutions.
The complementarity problem provides the prime candidate for illustrating the methodology of smoothing methods. For this reason we focus on it. Smoothing methods for complementarity problems are closely related to interior point methods. Both methods are based on homotopy continuation techniques 19, 40] . However, in contrast to interior point methods, iterates of smoothing methods do not have to stay in the feasible set, and the initial point can be chosen arbitrarily.
Complementarity problems can be reformulated to nonsmooth equations in several ways, see 21, 45, 48, 50] . Smoothing methods for complementarity problems may be considered as Newton-type methods for solving a special class of nonsmooth equations. Using smooth approximation functions in Newton-type methods for nonsmooth equations has been studied for more than thirty years 18, 32, 43, 58, 62] . In the last decade, many smooth approximation functions and Newton-type methods using smoothing functions for complementarity problems have been developed 8, 16, 25, 30, 35, 51] . In this paper, we intend to illustrate some basic approaches and results of smoothing Newton methods for complementarity problems and their applications.
In section 2, we study how to reformulate complementarity problems to nonsmooth equations and how to construct a sequence of smoothing functions. We also discuss the properties of smooth paths formed by the solutions of the smooth equations. In section 3, we describe an outline of smoothing methods for complementarity problems and discuss the convergence results. In section 4, we brie y discuss applications of smoothing methods to variational inequalities, semi-in nite programs, constrained optimization problems and mathematical programming with equilibrium constraints.
Smooth Approximations
Let F : R n ! R n be continuously di erentiable. The complementarity problem, denoted by CP(F ), is to nd a vector z 2 R 2n such that z = x y ! 0; y = F(x); and x T y = 0:
The CP(F ) is called the linear complementarity problem (LCP(M; q)) if F is an a ne mapping of the form F(x) = Mx + q;
where M 2 R n n and q 2 R n . Otherwise, the CP(F ) is called the nonlinear complementarity problem (NCP(F )). Many algorithms developed for CP(F ) are based on reformulating the CP(F ) as a system of equations 21, 44, 50] or an optimization problem using suitable merit functions 27, 36, 59] . Smoothing Newton methods are based on reformulating the CP(F ) as a system of nonsmooth equations by using a NCP function or the Robinson normal map 50]. We call 
The term 2 in (6) was replaced by or 2 in several papers 28, 34] .
Although the FB smoothing function de ned in (5) does not belong to the ChenMangasarian family, it shares the following common properties with the family. (4) and (5) It is not di cult to see that every P matrix is both a P 0 matrix and R 0 matrix. Furthermore, the class of P 0 functions includes monotone functions and uniform P functions. In the linear case F(x) = Mx + q, F is a uniform P function if and only if M is a P matrix.
Proposition 1 The smoothing functions de ned by
In order for Algorithm 1 to be well de ned, one has to guarantee H z (z; If F is a uniform P function, then all assumptions of Theorem 2 hold. Assumption A1 ensures that the sequence generated by Algorithm 1 remains in a bounded set, and so its accumulation points exist and are solutions of the CP(F ). AP0. F is a P 0 function and the solution set of CP(F ) is nonempty and bounded.
Condition AP0 is weaker than assumption AM and the condition of uniform P-function as well as conditions used by Kojima 
Applications
We present a brief view of smoothing methods for some optimization problems.
Mathematical programming with equilibrium constraints (MPEC)
Consider the following mathematical programming with equilibrium constraints Hence, functions de ned by smoothing functions satisfy the convergence conditions of many penalty and barrier methods.
Concluding Remarks
Various smoothing Newton methods for complementarity problems have been tested by a number of problems 2, 13, 19, 37, 61] . Numerical results demonstrate that smoothing methods are extremely promising. Furthermore, notable e orts have been spent to overcome some di culties in using smoothing Newton methods.
When the function F is only de ned in the nonnegative orthant R + , the iterates must remain in R + . To get rid of the restriction, Qi, Sun This paper illustrates basic approaches and review some recent results of smoothing Newton methods for complementary problems. A short paper cannot completely cover all aspects of smoothing methods and all of the more recent developments. We are willing to admit that some important subjects are omitted.
