This paper addresses the problem of Monocular Depth Estimation (MDE). Existing approaches on MDE usually model it as a pixel-level regression problem, ignoring the underlying geometry property. We empirically find this may result in sub-optimal solution: while the predicted depth map presents small loss value in one specific view, it may exhibit large loss if viewed in different directions. In this paper, inspired by multi-view stereo (MVS), we propose an Adversarial View-Consistent Learning (AVCL) framework to force the estimated depth map to be all reasonable viewed from multiple views. To this end, we first design a differentiable depth map warping operation, which is end-to-end trainable, and then propose a pose generator to generate novel views for a given image in an adversarial manner. Collaborating with the differentiable depth map warping operation, the pose generator encourages the depth estimation network to learn from hard views, hence produce view-consistent depth maps . We evaluate our method on NYU Depth V2 dataset and the experimental results show promising performance gain upon state-of-the-art MDE approaches.
Introduction
Learning to predict depth from 2D images has been an actively studied problem over recent years, with widespread applications in 3D vision, such as scene modeling, 3D object detection and segmentation. Conventional approaches usually require multiple views of the observation or limited environment, so that the application is restricted. Therefore, learning to predict depth from a single image, i.e., Monocular Depth Estimation (MDE), is now attracting more research attention.
MDE is a typical ill-posed problem, because one 2D images may correspond to many reasonable 3D scenes. However, structural prior knowledge of natural images (texture / object shapes / object continuity) can provide rich information to overcome this inherent ambiguity, and is leveraged in early works on MDE [10, 17, 31, 32] .
Recently, along with the rise of deep learning, MDE performance is significantly facilitated by Deep CNN-based models [3, 5, 18, 26, 30, 37] , in which the structural prior Figure 1 : An illustration on view-consistent depth map (prediction B) and view-inconsistent depth map (prediction A). Viewed in multiple direction, prediction B presents small loss value in average. In contract, prediction A may present small loss view in some specific view (view 0), but the average loss across multiple views is large.
knowledge is learned from training data. Most of the existing CNN-based methods focus on designing more suitable network structures for learning depth [4, 5, 39] , or proposing new learning objectives [5, 18] to replace the vanilla loss functions (e.g. L 1 or L 2 ). However, no matter with which form of network structure or loss function, depth prediction in every single pixel has equal contribution to the loss value. As a consequence, two depth map prediction with the same loss value, may present quite different results (Fig. 1) .
To address this problem. we empirically find that applying multiple supervisions on multiple generated views of the same scene helps the model to learn a more reasonable depth map. Fig. 1 shows an illustration: A good depth prediction, no matter viewed in which direction, always has small loss values with regard to the ground truth, which means the prediction is view-consistent. In contrast, if a bad depth prediction happens to have small loss in one specific view, it is unlikely the loss values in all views are small as well. In other words, the prediction is not view-consistent.
Moreover, the transformation pose of the view point also matters during training. With limited training time, it is impractical to enumerate all possible transformation poses. Also, not all views are valuable for training the depth model: if a generated view still has small loss, it means the cross-view regularization does not work much in this view. Therefore, it is of great importance to efficiently mine hard views, which benefit the training more.
In this work, we propose an Adversarial View-Consistent Learning (AVCL) framework for monocular depth estimation (Fig. 2) . In AVCL, the predicted depth map for an input image is transformed to another view by a differentiable depth map warping operation, and an additional supervision is applied upon the warped depth map to regularize the predicted depth map to be view-consistent. Furthermore, in order to efficiently mine hard views for the additional supervision, we design a warping pose generation module to automatically generate the warping pose, which is trained adversarially against the objective of the warped branch. Experiments on NYU Depth v2 dataset show both the view-consistent (multiple supervisions) learning and also the adversarial pose generation module bring significant performance gain on baselines in terms of 7 commonly used metrics. Moreover, as AVCL is complementary to existing methods, the performance gain is addable.
The contribution of this work can be summarized as follows:
(1) We show that applying multiple supervisions on top of multiple views of the depth map leads the model to a better optimum, where the predicted depth maps are view-consistent.
(2) We propose a differentiable depth map warping operation to generate multiple views of the predicted depth map, so that additional supervision can be simply applied on the warped branch, and the entire framework is end-to-end trainable.
(3) We propose an adversarial warping pose generation module to automatically mine the hard views in view-consistent learning, which further benefits the learning of depth.
Related Work
Monocular Depth Estimation. Early works [22, 31] in MDE usually base on hand-crafted features [17, 23, 32] and probabilistic graph models [27, 31, 44] , learn from structral prior knowledge of natural images such as texture and object shapes, while suffer in unconstrained scenes due to excessively strong assumptions on scene geometry. Recent advances in MDE [5, 14, 15, 18, 20, 24, 30] mostly employ deep CNN to learn depth from large amount of RGB-D data, mitigating previous strong geometry assumptions, and dramatically increase performance. Most of the existing deep MDE approaches focus on either designing adaptive network architectures [4, 39] , or re-formulate the learning objective by introducing new loss fuctions [5, 18] . Although these methods present considerable accuracy, to our knowledge, there are few existing efforts on learning view-consistent depth maps. Multi-view stereo (MVS) methods reconstruct 3D model of the scene from multi-view images [6] . Recent methods [7, 35] focus on depth map fusion and achieve competitive results in practice w.r.t. early volumetric-based methods [16, 33] . Deep learning methods [13, 41] shows great success on this task with the large datasets are avaible. Even though single depth estimation task does not belong to MVS, but MVS methods take depth map as an important intermediate to fusion the 3D representation of the target scene. Our method is inspired by MVS since multiviews act as an effective constraints on the geometry of scenes. The error of depth map estimated from one view can be magnified when observed from other viewpoints. Adversarial learning is first proposed for generative models [8] and has been extensively studied and leveraged in applications like image synthesis [1, 29] and manipulation [11, 36, 43] . Despite its success on image generation, the idea of adversarial learning is also applied in discriminative models for representation learning, where the mainly usage it to mine or to generate hard training samples. For instance, Wang et al. [38] employ adversarial learning to generate occlusion and spatial transformation on images for object detection; BIER [28] adopt adversarial loss to ensure the diversity of embeddings so that the ensemble yields better accuracy. In this work, we follow these ideas and apply adversarial learning to generate hard views for training. 
Approach
In this section we introduce the framework of the proposed adversarial view-consistent learning (AVCL). As shown in Fig. 2 , AVCL involves two key components, namely differentiable depth map warping (Sec. 3.1) and adversarial pose generation (Sec. 3.2). In differentiable depth map warping, given an initial depth map and a specific warping pose, a novel view of the depth map is generated, and all the operations are differentiable so that back-propagation can be applied. Resort to the differentiable warping operation, we are able to impose multiple supervision signals on the generated novel views of the depth map. With supervisions on multiple views, the model is expected to output more view-consistent depth map. However, how to choose the warping pose here remains a problem. To this end, we design an adversarial pose generation module, which is also differentiable, and output an adversarial warping pose. Warped with the adversarial pose, the novel view of depth map is expected to have large loss compared to the warped ground truth depth map. In other words, the module adversarially mines a hard view to train the depth generator.
The combination of a depth generator, the differentiable depth map warping operation and an adversarial pose generation module forms the AVCL framework and will now be described in more detail in the following sections.
Differentiable Depth Map Warping
The differentiable depth map warping operation W(D s , p s→t ) takes a source depth map D s ∈ R H×W and a 6-DoF pose vector p s→t as input and outputs a target depth map D t ∈ R H×W . The target depth map is a novel view with the camera moves with pose p s→t .
Let p s = (x s , y s , 1) T denote the homogeneous coordinates of a pixel in the source depth map D s . For every p s , we calculate the corresponding target coordinate p t = (x t , y t , 1) T and depth z t by,   x t z t y t z t z t where D s (p s ) is the depth value of the pixel, and K denotes the camera intrinsics matrix. R s→t ∈ R 3×3 and T s→t ∈ R 3 are the rotation matrix and translation vector from the source view to the target view, respectively, calculated from p s→t . The whole process can be broken down into three procedures. First, the source pixel coordinates are mapped into world coordinates, i.e., p w = D s (p s )K −1 p s . Second, the camera moves with pose p s→t , so that the world coordinates are transformed to p w = R s→t p w + T s→t . Finally, the world coordinates are being transformed into a different camera coordinate frame. Note that the coordinates p t = (x t , y t , 1) T here are continuous coordinates, in order to obtain the pixel-wise depth map D t , we need to fill the depth values into corresponding pixels. Different from the cases in STN [12] and SfMLearner [42] where bilinear sampling is employed to deal with the one-to-many mapping, in our case this is a many-to-one mapping since different coordinates may fall into the same pixel. To ensure the differentiability, we use the following approximation,
where i and j are the discrete pixel coordinates, P t is the collection of all the projected target coordinates, and z(x, y) represents the depth value of the point (x, y). We first map the continuous coordinates into discrete ones with the floor operation. Accordingly, if multiple points fall into the same pixel, we compare their depth value, and select the minimum value among them as the depth of this pixel. This is reasonable because if we see two objects coincide, the front object always occludes the back one. Moreover, if a pixel received no depth value, this pixel is marked as ignored and do not participate in computing the loss. As a summary, the warping operation W(D s , p s→t ) generates a transformed view of the depth map. The computation therein is either matrix manipulation (the projection procedure) or simple value assignment (the coordinate discretization procedure), so that the entire operation is differentiable and able to be embedded in the network for end-to-end training.
Adversarial Pose Generation
With the help of the differentiable warping operation, we are able to generate multiple views of the predicted / ground-truth depth map. Accordingly, multiple supervisions can be applied to restrict the depth generator to output more view-consistent depth maps. Nevertheless, a question arises here: How should we set the warping pose, so that the model benefits the most from learning such warped depth map? The simplest solution is to randomly sample the warping pose. As will be illustrated in Sec. 4 
to automatically generate the warping pose. The pose generation module is trained adversarially against the depth generator, hence is expected to generate a pose that results in the hardest view of the predict depth map. In other words, viewed in the generated pose, the predicted depth map is expected to have the largest error w.r.t. the warped ground truth.
Formally, let us denote the truncated network as T θ τ (I), where I is the input image, and the output z = T θ τ (I) is the intermedia feature map. The depth generator G θ δ (z), consisting of a 3 × 3 ,an 1 × 1 convolution layer and a fc layer, takes z as input and outputs the predicted depthD. The adversarial pose generation module G θ ρ (z) is another branch comprised of a stack of several convolution layers and a fully-connected layer, then followed by a predefined scaled and shifted sigmoid function to restrict the range of the output pose vector p = G θ ρ (z) ∈ R 6 . The pose vector p is then used to warp the predicted depth mapD and the ground truth depth map D, yieldingD and D respectively. Accordingly, we compute L 1 loss for bothD andD ,
During back-propagation, we update the parameters in the shared network T θ τ with gradient from both the two branches,
and update the parameters of the depth generator G θ δ with only
. In contrast, we expect the pose generator to output hard poses, so we optimize the parameters of G θ ρ to the opposite direction by inverting the gradient, i.e., using the negative gradient −
. The adversarial loss is only applied to the pose generator and can be written as,
where λ is a vector of hyperparameters that regularize the value of the warping pose not to be too large. For an intuitive understanding, we also visualize the gradient flows during back-propagation, and the visualization is shown in Fig 3. Note that the adversarial pose generation module is only used in the training phase. During inference, the pose generation module and warping procedure are discarded and only a single-pass depth generator is used.
Experiments

Experiment Setup
Dataset. We adopt NYU Depth v2 dataset [34] for both training and evaluation. NYU v2 dataset is a large-scale indoor scene understanding dataset that contains about 120K images and corresponding depth maps captured by RGB-D cameras. The testing data consists of 694 images from 215 different scenes. For training, we explore two settings, namely all, which means all the training data (120K) are used, and down10, which means we down-sample the training set by 10 times so that the total number of training data is 1.2K. Evaluation Metrics. For quantitative evaluation we employ several commonly used metrics: the accuracy under threshold(δ < 1.25 i , i = 1, 2, 3) , mean absolute relative error (rel), mean log 10 error (log 10), root mean squared error (rms) and rms(log). Table 2 : Quantitative comparison between with and without AVCL in different views.
Experimental Results
In this section, we will show three significant merits of the proposed AVCL: First, with AVCL the depth generator outputs more view-consistent depth maps. Second, the demand of training data amount in AVCL is largely decreased when the same performance is reached. Last, the proposed AVCL consistently brings performance gain when combined with stateof-the-art MDE approaches [5, 18] , which means AVCL is complementary to these methods. Finally, we demonstrate by an ablation study that the performance gain comes from both warping-based multi-supervision (View-Consistent Learning), and the adversarial pose generation module. View-Consistent. We perform qualitative and quantitative analysis to validate that the proposed AVCL generates more view-consistent depth map. Firstly, we compare several views of the predicted depth map with and without AVCL in Fig. 4 . As it can be observed, when the network is trained with AVCL, the output depth maps have sharper object edges, and consistently presents smaller error w.r.t. the ground truth across different views. With fixed warping poses, we also quantitatively compute the accuracy on the testing data, and compare in Tabel. 2 the δ 1 accuracy of these views with and without AVCL. Experimental results show that, with AVCL, the accuracy of the predicted depth map in almost all the views significantly increases, which means the predicted depth maps are more consistent across different views. Experiments with different losses. We test with several widely-used loss functions, namely L 1 loss, berHu loss [18] and DORN loss [5] , to demonstrate the generality of the proposed AVCL. To use berHu loss in AVCL, it is straightforward that one only needs to replace L 1 loss in L dep , L warp and L adv with berHu loss. As for DORN loss, the case is different. DORN transforms the ordinal regression into multiple binary classification, and takes the summation of all the predicted ones as the output depth. Therefore, there is no such thing as a continuous depth map that can be warped and applied supervision on. To address this problem, we adopt a soft approximation of the thresholding-and-summation operation by a summation of shifted sigmoid functions ∑ D i sigmoid(100(x − 0.5)), where D is the number of binary classifiers. In this way, the warped depth map is continuous and differentiable, and we apply L 1 loss on the warped branch. Table. 1 shows comparisons between different loss functions with and without AVCL. As expected, DORN loss presents better performance in terms of all the metrics than berHu loss, and the L 1 loss is the worst. Trained with AVCL, performances with all loss functions consistently increase, even the accuracy of the DORN baseline is already quite high. Theses results suggest that our method is complementary to these existing works on monocular depth estimation, which is reasonable because none of them considers the view-consistency. Experiments on small training set. In one training pass, AVCL applys two branches of supervisions to train the depth generator, which can be understood as a kind of guided data augmentation. As a consequence, the demand of training data amount is dynamically decreased in AVCL. As shown in Fig. 4 , when trained with the 1 10 size training set down10,
Method
Higher is better Lower is better the performance gain of AVCL is larger than trained with the entire training set. Furthermore, trained with down10 and AVCL, the performance is almost the same level as trained with all and without AVCL, or even slightly better. These results show that, with the same amount of training data, the proposed AVCL framework utilizes data more efficiently, so that the model is not prone to be overfitting. Comparison with existing methods. Tabel. 3 showcases several state-of-the art monocular depth estimation methods on NYU Depth v2 dataset. In fact, AVCL is complementary to existing methods so that the performance gain from AVCL and existing methods is addable. For instance, DORN+AVCL outperforms DORN by 0.8% δ 1 accuracy trained with all training data. This results may seem incremental, but one should note that when trained with 1 10 data the gain is more remarkable, i.e., from 0.810 to 0.827 with +1.7% δ 1 accuracy. Ablation study. In order to analyze the details of the proposed AVCL, we conduct several ablation studies, and results are shown in Tabel 4. In all experiments we employ L 1 loss and use the down10 training set. We start with a simple baseline without any bells and whistles (Baseline). Accordingly, we design two warping startegy to test the effectiveness of multi-view supervision: the first is to adopt a fixed warping pose (Fixed pose A-C), and the second is to randomly generate the warping pose (Random pose). Results show both fixed warping pose and random generated pose outperforms the baseline. However, with different fixed pose, the performance gain is sensitive to the pose, ranging from −0.015 to +0.005. Randomly generated poses are superior to fixed poses, since the view point is more diverse, thus more information/supervision is introduced. Finally, we add the adversarial pose generation module, so that the warping pose is expected to be the hardest under the recent state. Results show that the adversarial poses outperforms randomly generated poses, which proves the effectiveness and necessity of the adversarial pose generation module.
Conclusion
In this paper, we empirically find existing MDE approaches often result in sub-optimal solution that the output depth maps present inconsistent losses viewed from different directions. We therefore propose an Adversarial View-Consistent Learning framework, force the estimated depth map to be all reasonable viewed from multiple views. To this end, we design a differentiable depth map warping operation to generate multiple views of the depth map given a transformation pose, and meanwhile propose an adversarial pose generator to generate the hard poses. Experiments show learning from multiple views leads to more viewconsistent predictions, and the adversarial generated poses further increases the accuracy.
