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Abstract
TAMER has proven to be a powerful interactive
reinforcement learning method for allowing ordi-
nary people to teach and personalize autonomous
agents’ behavior by providing evaluative feedback.
However, a TAMER agent planning with UCT—a
Monte Carlo Tree Search strategy, can only update
states along its path and might induce high learn-
ing cost especially for a physical robot. In this
paper, we propose to drive the agent’s exploration
along the optimal path and reduce the learning cost
by initializing the agent’s reward function via in-
verse reinforcement learning from demonstration.
We test our proposed method in the RL benchmark
domain—Grid World—with different discounts on
human reward. Our results show that learning from
demonstration can allow a TAMER agent to learn
a roughly optimal policy up to the deepest search
and encourage the agent to explore along the opti-
mal path. In addition, we find that learning from
demonstration can improve the learning efficiency
by reducing total feedback, the number of incorrect
actions and increasing the ratio of correct actions to
obtain an optimal policy, allowing a TAMER agent
to converge faster.
1 Introduction
Autonomous agents have the potential to operate in most ap-
plications in the human’s living environment in the near fu-
ture. In the real-world, as the increasing interactions be-
tween people and agents, users may want to teach agents
an optimal behavior and even customize agents’ behavior ac-
cording to their preferences. Interactive reinforcement learn-
ing [Thomaz and Breazeal, 2008; Knox and Stone, 2009;
Loftin et al., 2015; MacGlashan et al., 2017] has been de-
veloped and proved to be a powerful method for facilitating
non-technical people to teach an agent to perform a task using
evaluations of the quality of the agent’s behavior.
In this work, we focus on interactive reinforcement agent
planning and extend the TAMER framework [Knox and
Stone, 2009]—a popular interactive reinforcement learning
method. To facilitate a TAMER agent to plan in complex en-
vironments, TAMER was combined with Upper Confidence
Bounds for Trees (UCT) [Kocsis and Szepesva´ri, 2006], a
typical Monte Carlo Tree Search strategy [Knox and Stone,
2015]. However, the TAMER agent planning with UCT can
only update states along its path, which causes a local-bias
problem and results in low learning efficiency. For exam-
ple, when the agent does not visit the states along the optimal
path, the human trainer cannot give feedback for those states,
preventing the agent from learning about what reward might
be received along those critical states. Therefore a TAMER
agent planning with UCT ironically needs to traverse to the
goal to learn the accurate reward predictions that might lead
it to traverse to the goal [Knox and Stone, 2015]. In addi-
tion, when learning from human-generated reward, a TAMER
agent still learns from trial-and-error. In some situation, this
will make the agent learning dangerous or induce high cost,
especially for the physical robot learning, e.g., learning to
drive a car.
In this paper, we try to solve the encountered local-bias
problem when the TAMER agent plans with UCT and reduce
the agent’s cost in the learning process. We propose to im-
prove the TAMER agent’s exploration along the optimal path
by initializing the agent’s reward function via inverse rein-
forcement learning from human demonstration, which is an-
other main natural teaching methods developed for enabling
autonomous agents to learn from a non-technical teacher [Ar-
gall et al., 2009]. Learning from demonstration will often
lead to faster learning than reward signals and highlight a
subspace for the agent to explore. We evaluate our proposed
method in a RL benchmark domain—Grid World—with dif-
ferent discounts on human reward. This is the first time that a
TAMER agent planning with UCT has been tested with real
human user and with different discounts on human reward.
Our results indicate the usefulness of our proposed method
on solving the problem of overly local updates and reducing
the learning cost for a TAMER agent planning with UCT.
2 Related Work
When learning from human reward, an agent uses the eval-
uations of its behavior provided by a human trainer to im-
prove its behavior [Isbell et al., 2001; Knox and Stone, 2009;
Pilarski et al., 2011; Suay and Chernova, 2011]. Thomaz and
Breazeal [Thomaz and Breazeal, 2008] implemented an in-
terface with a tabular Q-learning [Watkins and Dayan, 1992]
agent where a separate interaction channel was provided al-
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lowing the human to give the agent feedback. The agent aims
to maximize its total discounted reward, which is the sum of
human reward and environmental reward. Suay and Chernova
[Suay and Chernova, 2011] extended their work to a real-
world robotic system using only human reward. Knox and
Stone [Knox and Stone, 2009] proposed the TAMER frame-
work that allows an agent to learn from only human reward
signals instead of environmental rewards by directly model-
ing the human reward. Moreover, Warnell et al. [Warnell
et al., 2017] proposed Deep TAMER, an extension of the
TAMER framework that leverages the representational power
of deep neural networks in order to learn complex tasks with
high-dimensional state spaces. In addition, MacGlashan et al.
[MacGlashan et al., 2017] claimed human evaluative feed-
back to be interpreted as policy feedback depending on the
agent’s current policy and proposed an actor-critic algorithm–
Convergent Actor-Critic by Humans (COACH), to learn from
human feedback. Loftin et al. [Loftin et al., 2014] interpreted
human feedback as categorical feedback strategies that de-
pend both on the behavior the trainer is trying to teach and
the trainer’s teaching strategy.
In learning from demonstration, the agent learns from se-
quences of state-action pairs provided by a human trainer who
demonstrates the desired behavior [Argall et al., 2009]. For
example, apprenticeship learning [Abbeel and Ng, 2004] is
a form of learning from demonstration, which learns how to
perform a task using inverse reinforcement learning [Ng et
al., 2000] from observations of the behavior demonstrated by
an expert teacher. Argall et al. [Argall et al., 2007] proposed
a method wherein the agent learns from both demonstrations
and the trainer’s critiques of the agent’s task performance,
which is quite related to our work in this paper. However, our
work differs in allowing the human trainer to provide human
rewards — evaluations of the quality of the agent’s action —
to fine-tune the agent’s behavior, while in their work only the
critiques of the whole task’s performance were provided.
The work of Judah et al. [Judah et al., 2014] is most related
to our work in this paper. Specifically, they used a specified
shaping reward function to improve the learning efficiency
of learning from demonstration. However, our work differs
by allowing the shaping reward to be provided by a human
trainer not pre-defined potential function by the agent de-
signer. In addition, Brys et al. [Brys et al., 2015] proposed
a method for speeding up reinforcement agent learning from
environmental rewards by reward shaping via a learned po-
tential function from demonstrations. While in our work, we
used demonstrations to seed the agent’s learning from human-
generated rewards.
3 Preliminaries: Interactive Reinforcement
Learning
Interactive reinforcement learning (Interactive RL) was de-
veloped to allow an ordinary human user to shape the
agent learner by providing evaluative feedback [Thomaz and
Breazeal, 2008; Knox and Stone, 2009; Loftin et al., 2015;
MacGlashan et al., 2017].
As in traditional reinforcement learning (RL) [Sutton and
Barto, 1998], an interactive RL agent learns to make sequen-
tial decisions in a task. A sequential decision task is modeled
as a Markov decision process (MDP), denoted by a tuple {S,
A, T , R, γ}. In MDP, time is divided into discrete time steps,
and S is a set of states in the environment. and A is a set
of actions that the agent can perform. At each time step t,
the agent observes the state of the environment, st ∈ S and
takes an action at ∈A. The experienced state-action pair will
take the agent into a new state st+1, decided by a transition
function T (st, at, st+1) = Pr(st+1|st, at). The agent will
receive an evaluative feedback ht+1, provided by a human
observer evaluating the quality of the action selection based
on her knowledge. That is to say, there is no predefined re-
ward function in interactive RL. The discount factor γ deter-
mines the present value of future rewards. The objective of
the agent is to learn a policy pi, mapping from states to ac-
tions. One common way is to learn an action value function,
Q(s, a), which estimates the long-term discounted reward for
a given state-action pair. Given an optimal action value func-
tion, the optimal policy can be obtained by greedily selecting
the action with the highest value in the current state.
3.1 The TAMER Framework
In this paper, we use the TAMER framework [Knox and
Stone, 2009] as the agent’s learning algorithm. TAMER is
a typical interactive reinforcement learning method. Differ-
ent from the original TAMER framework which learns and
selects actions with the reward function [Knox and Stone,
2009], in this paper, we rephrased TAMER as a general
model-based method for agent learning from human reward,
as shown in Figure 1.
An agent implemented according to TAMER learns from
real-time evaluations of its behavior, provided by a human
teacher who observes the agent. These evaluations are taken
as human reward signals. The TAMER agent learns a model
of the human reward and then uses it to learn a value function.
The TAMER agent will select actions with the value function
to get the most accumulated human reward.
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Figure 1: An agent learns from a human teacher with TAMER (mod-
ified from [Knox and Stone, 2009]).
There are four key modules for an agent learning with
TAMER. The first one is to learn a predictive model of hu-
man reward. Specifically, the TAMER agent learns a func-
tion RˆH(s, a) : S × A → <, approximating the expectation
of human rewards received in the interaction experience:
RˆH(s, a) = ~w
TΦ(s, a), (1)
where ~w is the parameter vector, and Φ(~x) is a vector of basis
feature functions.
The second one is the credit assigner to deal with the time
delay of human reward caused by evaluation of agent’s be-
havior and delivering it. TAMER defines a probability den-
sity function f(t) to estimate the probability of the teacher’s
feedback delay. f(t) provides the probability that the feed-
back occurs within any specific time interval and is used to
calculate the probability (i.e. the credit) that a single reward
signal is targeting a single time step. At the current time step
t, the credit for each previous time step t-k is computed as:
ct−k =
∫ t−k
t−k−1
f(x)dx. (2)
If a human teacher gives multiple rewards, the label hˆ for
each previous time step (state-action pair) is the sum of all
credits calculated with each human reward using Equation
2. The TAMER agent uses hˆ and state-action pair as a su-
pervised learning sample to learn RˆH(s, a) by updating its
parameters, e.g., with incremental gradient descent:
δt = hˆ− ~wTΦ(st, at), (3)
~wt+1 = ~wt + αδtΦ(st, at), (4)
where α is the learning rate, δt is temporal difference error.
The third one is the value function module. The TAMER
agent learns an action value function—Q(s, a) from the
learned human reward function RˆH(s, a):
Q(s, a)← RˆH(s, a) + γ
∑
s′∈S
T (s, a, s′)×maxa′Q(s′, a′),
(5)
The fourth module is the action selector. As a traditional
RL agent which seeks the largest discounted accumulated fu-
ture rewards, a TAMER agent also greedily selects the action
with the largest value:
a← arg max
a
[RˆH(s, a)+γ
∑
s′∈S
T (s, a, s′)×maxa′Q(s′, a′))].
(6)
The TAMER agent learns by repeatedly taking an action,
sensing reward, and updating the predictive model RˆH and
corresponding value function.
3.2 Inverse Reinforcement Learning
Similar to TAMER, in inverse reinforcement learning (IRL),
an agent also learns in an MDP\R [Ng et al., 2000]. An agent
learning via IRL assumes that there is a vector of features φ
defined over states, and a “true” unknown reward function
R∗ = w∗ · φ(s) on which the demonstrator is trying to opti-
mize [Abbeel and Ng, 2004], where φ(s) is the vector of basis
functions and w is the weight vector. The value of a policy pi
is calculated as
V (pi) = E[Σ∞k=0γ
kR(st)|pi]
= w · E[Σ∞k=0γkφ(st))|pi],
(7)
where V (pi) is the state value function following policy pi,
γ is the discount factor, φ(st) is a vector of basis functions
describing features over state st, w is the weight vector over
the basis functions for the reward function R.
The feature expectations µ(pi) is defined as the expected
discounted accumulated feature value vector, calculated as:
µ(pi) = E[Σ∞k=0γ
kφ(st))|pi]. (8)
With this notation, the value of a policy pi can be written as
V (pi) = w · µ(pi). (9)
Therefore, if we can find the optimal (or close to optimal)
weight vector w for the reward function R, then the optimal
value function of policy pi can be derived with Equation 9,
which can attain performance near that of the demonstrator
on the unknown reward function R. In this paper, we use the
projection algorithm [Abbeel and Ng, 2004] in our proposed
method.
4 Methodology
The TAMER agent learning can be combined with planning
methods such as value iteration, Monte Carlo Tree Search etc.
In this case, the agent uses simulated experience to speed up
its learning. Value iteration updates the state value for the
whole state space. However, in considerably more complex
domains which usually have large state space, agents will not
be able to perform value iteration by sweeping over the entire
state space, let alone those tasks with continuous states and
actions [Knox and Stone, 2015].
TAMER can also update the value function through a
Monte Carlo Tree Search (MCTS) strategy—Upper Confi-
dence Trees (UCT) [Knox and Stone, 2015]. These MCTS-
based search has been successfully applied in many com-
plex tasks with especially large state spaces [Kocsis and
Szepesva´ri, 2006], e.g., the game of Go [Silver et al., 2017].
However, the TAMER agent planning with UCT can only up-
date states along its path, which causes a local-bias problem
and results in low learning efficiency. Moreover, when the
agent does not visit the states near the goal, the trainer can-
not give feedback for those states, preventing the agent from
learning about what reward might be received along those
critical states [Knox and Stone, 2015].
Optimistically initializing the reward function might solve
the local-bias problem since it can drive the agent to explore
the whole state-action space [Knox and Stone, 2015]. How-
ever, this will lead to extensive exploration, and might frus-
trate, exhaust, and even confuse the human trainer, since with
such thorough exploration the agent may not respond to the
trainer’s feedback and be unable to learn for a considerable
period of time. Moreover, this would additionally sacrifice
the fast learning which is the main advantage of interactive
reinforcement learning. Nonetheless, we believe some mild
optimistic initialization might solve the problem of overly lo-
cal exploration.
Therefore, to drive the agent’s exploration and improve the
agent’s learning efficiency, in this paper, we propose to use
human demonstration to seed the TAMER agent learning and
planning. Specifically, our proposed method allows the agent
to learn a reward function from human provided demonstra-
tions via inverse reinforcement learning (IRL) first. The
demonstrations provided by the human trainer typically con-
sist of sequences of state-action pairs {(s0, a0), ..., (sn, an)},
which will be fed into the IRL algorithm. The learned re-
ward function via IRL from the demonstration is used to seed
the reward function RˆH in TAMER, which learns a value
function with learned human reward function and plans with
UCT at the same time. Then the human trainer can revise the
agent’s policy with human rewards.
In our approach, inverse reinforcement learning was imple-
mented with the projection algorithm [Abbeel and Ng, 2004],
though approaches such as maximum entropy, bayesian and
game-theoretic can also be used. In IRL, we implemented
UCT to generate planning trajectories for optimizing the re-
ward function. In TAMER, planning trajectories are also cho-
sen by UCT, where the search tree is reset at the start of each
time step to respect the corresponding change to the human
reward function RˆH in TAMER, which generally makes past
search results inaccurate.
In this paper, we would like to test and see how human
demonstration will improve a TAMER agent’s learning and
drive its planning from human reward, not to solve the task
with demonstrations or human reward alone. Therefore, as a
starting point, we assume the human trainer prefer to provide
one demonstration first and then use human reward to revise
the agent’s behavior, though more demonstrations can be pro-
vided even until the problem in the task is solved with only
demonstrations. However, we will investigate the effect of
more demonstrations on agent’s learning and planning from
human reward and even the interchangeability of demonstra-
tions and human rewards in future work.
5 Experiments
To demonstrate the potential usefulness of our proposed ap-
proach, in this paper, we perform experiments in the Grid
World domain—a benchmarking problem in reinforcement
learning. The grid world task contains 30 states. For each
state, at each time step the agent can choose from four ac-
tions: moving up, down, left or right. The action attempted
through a wall results in no movement for that step. Task
performance metrics are based on the number of time steps
(actions) taken to reach the goal. The agent always starts
one learning episode in the same state, which is shown as
the robot’s location in Figure 2. The red cross indicates the
direction of the agent’s action. In the task, the agent tries to
learn a policy that can reach the goal state (the blue square
in Figure 2) with as few time steps as possible. The optimal
policy from the start state requires 19 actions.
In our experiments, to see the effect of our proposed
method, we compare the agent learning via TAMER to that
via our proposed method with different discount rates on
human reward (γUCT ). The TAMER framework and the
TAMER module in our proposed method are the same and
both search with the UCT algorithm to update the action
value function. Therefore, when we say γUCT , it applies to
both of them. The only difference between TAMER and our
method is whether learning from demonstration via IRL is
Figure 2: A screenshot of the Grid World domain. The robot’s cur-
rent location is the starting state for each episode, and the goal state
is the blue block next to it with a wall between them. Note that the
dark black lines and the grey blocks are walls.
incorporated or not. In addition, both reward functions RH
in TAMER and R in IRL, action value functions Q(s, a) in
TAMER and IRL, are represented by a linear model of Gaus-
sian radial basis functions.
One radial basis function is centered on each cell of the
grid world, effectively creating a pseudo-tabular representa-
tion that generalizes slightly between nearby cells. Each ra-
dial basis function has a width σ2 = 0.05, where 1 is the dis-
tance to the nearest adjacent center of a radial basis function,
and the linear model has an additional bias feature of constant
value 0.1 [Knox and Stone, 2015]. The discount factor γ for
learning from demonstration via IRL is set to 0.99 (γIRL).
The author of the paper trained both agents learning via our
proposed method and TAMER with all discount factors. Each
agent with every discount factor was trained for 10 trials. For
each trial with either method, we trained the agent to the best
ability until an optimal policy is obtained. With our proposed
method, we first provide one single demonstration navigating
from the start state to the goal state via keyboard, and then
train the agent with human rewards as in TAMER. Note that,
for each trial, the demonstration was performed to the best
ability but might not always be optimal. The analysis in the
next section is based on an average of data collected from the
10 trials.
6 Experimental Results
This section provides results over experiments performed in
the Grid World domain with our proposed algorithm in com-
parison with TAMER. Our experiments were conducted with
discount factor γIRL = 0.99 for learning from demonstration
via IRL, paired with discount factor γUCT = 0, 0.7, 0.9 and
0.99 on human reward for TAMER agent planning with UCT.
Note that γUCT for the TAMER module in our proposed al-
gorithm and TAMER are with the same values.
6.1 Number of Feedback
We hypothesized that agents trained with our proposed
method will require less feedback than those with the
TAMER framework, especially the negative one. To mea-
sure the amount of feedback given, we counted the number of
time steps with feedback, comparing our method to TAMER.
Figure 3 shows the number of time step with feedback for
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Figure 3: Here we can see the number of time steps with feed-
back trained until an optimal policy is obtained with different dis-
count rates on human reward, in terms of total, positive and neg-
ative feedback. Seeding the TAMER agent learning and planning
with learned reward function from demonstration can significantly
reduce the number of feedback needed to learn an optimal policy.
Note: black bars stand for the standard error of the mean.
Table 1: Ratio of positive and negative feedback among the total
number of feedback given for agent learning with our method and
TAMER. Note: p-value was computed with t-test, σ is the standard
deviation.
Discount on human reward (γUCT )
0 0.7 0.9 0.99
Our method Positive 0.30 0.34 0.39 0.28Negative 0.70 0.66 0.61 0.72
(σ = 0.06) (σ = 0.03) (σ = 0.11) (σ = 0.02)
TAMER Positive 0.18 0.25 0.24 0.20Negative 0.82 0.75 0.76 0.80
(σ = 0.03) (σ = 0.03) (σ = 0.07) (σ = 0.02)
p− value (t-test) 6.6e-05 1.4e-06 6.4e-10 6.2e-07
both our proposed method and TAMER agents with different
discount rates on human reward, in terms of total feedback,
positive and negative feedback.
From Figure 3 we can see that, agent learning with our
method received significantly less total feedback than the
TAMER agent for all discounts on human reward (γUCT =
0, 0.7, 0.9 and 0.99 for the TAMER planning respectively).
In terms of negative feedback, the agent learning with our
method also received significantly less feedback than the
TAMER agent. The largest differences between our method
and TAMER in terms of total and negative feedback are
achieved when the discount rate on human reward is highest
(i.e. γUCT = 0.99). Although the number of received pos-
itive feedback for our proposed method is not always more
than that for the TAMER agent, Table 1 shows the ratio of
positive feedback among the total number of feedback given
for our proposed method is significantly higher than that for
TAMER agent learning with all discount rates on human re-
ward. These results suggest that learning from demonstration
can improve the learning efficiency of a TAMER agent by
reducing the total number of human rewards needed to train
an agent to get an optimal policy. Moreover, the provided
demonstration can reduce the number of incorrect actions and
increase the ratio of correct actions during the learning pro-
cess.
6.2 Performance
Since the task performance metric is based on the time steps
taken to reach the goal in the Grid World domain, we take
the number of total time steps needed to train the agent to
obtain an optimal policy as the performance measure in our
experiments. Figure 4 shows the total number of time steps
(actions) needed for training an agent to obtain an optimal
policy with our proposed method and TAMER using differ-
ent discount rates on human reward. From Figure 4 we can
see that, the total number of time steps needed to train an
agent with our method is significantly fewer than a TAMER
agent for all discount rates on human reward. Figure 4 also
shows that the total number of actions needed for an agent
to obtain an optimal policy with our proposed method is de-
creasing when the discount on human reward increasing from
0 to 0.99. The largest difference between our method and
TAMER is achieved when the discount factor is 0.99.
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Figure 4: Seeding the TAMER agent learning and planning with
learned reward function from demonstration can significantly reduce
the total number of time steps needed to obtain an optimal policy
with different discount rates on human reward. Note: black bars
stand for the standard error of the mean.
We also analyzed the number of time steps per episode
trained until an optimal policy is obtained with our proposed
method and TAMER during the training process, as shown
in Figure 5. From Figure 5 we can see that, for all discount
rates on human reward, the number of time steps for the first
episode with both our method and TAMER is similar. But
after that, the number of time steps for each episode with
our proposed method decreased dramatically especially for
γUCT = 0.9 and 0.99, which is significantly fewer than that
with TAMER before obtaining an optimal policy. This could
be because the TAMER agent plans and updates the value
function with UCT, it has not update the value function for
all states yet. In this case the learned reward function from
demonstration has little effect for TAMER agent planning in
the initial training process. Moreover, for all discounts on
human reward, agents with our method converge faster than
those with TAMER. For example, it takes about one episode
fewer for agents with our method to learn an optimal policy
in comparison with TAMER while the discounts on human
reward are 0 and 0.7. When γUCT = 0.9 and 0.99, agents
with our method learn an optimal policy within three or four
episodes, while it takes a TAMER agent five to eight episodes
to achieve the same performance. Moreover, the number of
episodes needed to train an agent with our method to obtain
an optimal policy is decreasing when the discount on human
reward increasing from 0 to 0.99.
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Figure 5: Here we can see the number of time steps needed to reach
the goal per episode until an optimal policy is obtained with differ-
ent discount rates on human reward for our proposed method and
TAMER. Seeding with learned reward function from demonstration
allows the TAMER agent learning and planning faster. Note: black
bars stand for the standard error of the mean.
7 Discussion
For a TAMER agent to search via UCT in complex environ-
ments with large state space, when the agent does not visit
the states near the goal, the human trainer cannot give feed-
back for those states. This prevents the agent from learn-
ing about what reward might be received along those critical
states. Therefore, a TAMER agent planning with UCT cannot
learn the true values of states along its optimal path. During
the learning process, the learned policy might take the agent
back to previously experienced states since it already received
feedback and updated those states with high values. The heat
map of state value function in Figure 6(a) support this expla-
nation. From Figure 6(a) we can see that experienced states
are updated with high value while states that are far from ex-
perienced states often have not been updated even once and
retain their original state values. While with our proposed
method, the TAMER agent can get a roughly optimal policy
up to the deepest search and encourage it to explore along the
optimal path while navigating to the goal, as shown in Figure
6(b).
(a) TAMER (b) Our method
Figure 6: Heat map of state value when the TAMER agent visits the
state block X1Y1 for the first time (a) and when the agent with our
proposed method after learning from demonstration via IRL visits
the starting state block X5Y1 for the first time (b). Note: White
square shows the block the robot is in, X means the row number and
Y means the column number in the board.
8 CONCLUSIONS
In this paper, to alleviate the encountered local-bias problem
when the TAMER agent plans with the UCT algorithm and
reduce the agent’s cost in the learning process, we propose
to drive the TAMER agent’s exploration along the optimal
path by initializing the agent’s reward function via learning
from demonstration. We test our proposed method in the RL
benchmark testing domain —Grid World—with different dis-
count rates on human reward. Our results show that learn-
ing from demonstration can improve the agent’s learning effi-
ciency by reducing feedback needed to obtain an optimal pol-
icy. In addition, demonstration can reduce the learning cost
by decreasing the number of incorrect actions and increasing
the ratio of correct actions during the learning process. More
importantly, demonstration allows a TAMER agent to learn a
roughly optimal policy up to the deepest search and encour-
age the agent to explore along the optimal path, allowing it to
converge faster.
In future work, we would like to further test our method in
complex domains and conduct a user study, to see how our
method and results generalize to other domains and members
of the general public. In addition, we prefer to further extend
our method by combining with deep learning method to see
how learning from demonstration can affect an agent’s learn-
ing and planning from human reward in complex tasks with
high-dimensional state spaces.
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