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Abstract
A measurement is presented of the Z/γ∗ → ττ cross section in pp collisions at√
s = 13 TeV, using data recorded by the CMS experiment at the LHC, correspond-
ing to an integrated luminosity of 2.3 fb−1. The product of the inclusive cross sec-
tion and branching fraction is measured to be σ(pp → Z/γ∗+X)B(Z/γ∗ → ττ) =
1848± 12 (stat)± 67 (syst+lumi) pb, in agreement with the standard model expecta-
tion, computed at next-to-next-to-leading order accuracy in perturbative quantum
chromodynamics. The measurement is used to validate new analysis techniques rele-
vant for future measurements of τ lepton production. The measurement also provides
the reconstruction efficiency and energy scale for τ decays to hadrons+ντ final states,
determined with respective relative uncertainties of 2.2% and 0.9%.
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11 Introduction
Final states with τ leptons are important experimental signatures at the CERN LHC. In particu-
lar, the recently reported observation of decays of standard model (SM) Higgs bosons (H) [1–3]
into pairs of τ leptons [4] suggests additional searches in the context of new charged [5–8]
and neutral [9–17] Higgs bosons, lepton-flavor violation [18–20], supersymmetry [21–28], lep-
toquarks [29, 30], extra spatial dimensions [31, 32], and massive gauge bosons [33–35].
With a lifetime of 2.9× 10−13 s, the τ lepton usually decays before reaching the innermost de-
tector. Approximately two thirds of τ leptons decay into a hadronic system and a τ neutrino.
Constrained by the τ lepton mass of 1.777 GeV, the hadronic system is characterized by low
particle multiplicities, typically consisting of either one or three charged pions or kaons, and
up to two neutral pions. The hadrons produced in τ decays therefore also tend to be highly
collimated. The τ lepton decays into an electron or muon and two neutrinos with a probability
of 35%. We denote the electron and muon produced in τ → eνν and τ → µνν decays by τe and
τµ, to distinguish them from prompt electrons and muons, respectively. The hadronic system
produced in a τ → hadrons + ντ decay is denoted by the symbol τh.
The Drell–Yan (DY) [36] production of τ lepton pairs (qq¯→ Z/γ∗ → ττ) is interesting for sev-
eral reasons. First, the process Z/γ∗ → ττ represents a reference signal to study the efficiency
to reconstruct and identify τh, as well as to measure the τh energy scale. Moreover, Z/γ∗ → ττ
production constitutes the dominant irreducible background to analyses of SM H→ ττ events,
and to searches for new resonances decaying to τ lepton pairs. The cross section for DY pro-
duction exceeds the one for SM H production by about two orders of magnitude. Signals from
new resonances are expected to be even more rare. It is therefore important to control with
a precision reaching the sub-percent level the rate for Z/γ∗ → ττ production, as well as its
distribution in kinematic observables. In addition, the reducible backgrounds relevant for the
study of Z/γ∗ → ττ are also relevant for studies of SM H production and to searches for new
resonances.
This paper reports a precision measurement of the inclusive pp → Z/γ∗+X → ττ+X cross
section. The measurement demonstrates that Z/γ∗ → ττ production is well understood, and
provides ways to validate techniques relevant in future analyses of τ lepton production. Most
notably, a method based on control samples in data is introduced for determining background
contributions arising from the misidentification of quark or gluon jets as τh. Measurements of
the τh identification (ID) efficiency and of the τh energy scale [37] are obtained as byproducts
of the analysis.
The cross section for DY production of τ lepton pairs was previously measured by the CMS and
ATLAS experiments in proton-proton (pp) collisions at
√
s = 7 TeV at the LHC [38, 39], and in
proton-antiproton collisions at
√
s = 1.96 TeV by the CDF and D0 experiments at the Fermilab
Tevatron [40–42]. In this study, we present the pp→ Z/γ∗+X→ ττ+X cross section measured
at
√
s = 13 TeV, using data recorded by the CMS experiment, corresponding to an integrated
luminosity of 2.3 fb−1. Events are selected in the τeτh, τµτh, τhτh, τeτµ, and τµτµ decay channels.
The τeτe channel is not considered in this analysis, as it was studied previously in the context
of the SM H → ττ analysis, and found to be the least sensitive of these channels [43]. The
pp → Z/γ∗+X → ττ+X cross section is obtained through a simultaneous fit of τ lepton pair
mass distributions in all decay channels.
The paper is organized as follows. The CMS detector is described briefly in Section 2. Section 3
describes the data and the Monte Carlo (MC) simulations used in the analysis. The reconstruc-
tion of electrons, muons, τh, and jets, along with various kinematic quantities, is described in
2Section 4. Section 5 details the selection of events in the different decay channels, followed in
Section 6 by a description of the procedures used to estimate background contributions. The
systematic uncertainties relevant for the measurement of the pp → Z/γ∗+X → ττ+X cross
section are described in Section 7, and the extraction of the signal is given in Section 8. The
results are presented in Section 9, and the paper concludes with a summary in Section 10.
2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL),
each composed of a barrel and two endcap sections, are positioned within the solenoid volume.
The silicon tracker measures charged particles within the pseudorapidity range |η| < 2.5. Tra-
jectories of isolated muons with pT = 100 GeV, emitted at |η| < 1.4, are reconstructed with an
efficiency close to 100% and resolutions of 2.8% in pT, and with uncertainties of 10 and 30 µm
in their respective transverse and longitudinal impact parameters relative to their points of
origin [44]. The ECAL is a fine-grained hermetic calorimeter with quasi-projective geometry,
segmented in the barrel region of |η| < 1.48, as well as in the two endcaps that extend up
to |η| < 3.0. Similarly, the HCAL barrel and endcaps cover the region |η| < 3.0. Forward
calorimeters extend the coverage up to |η| < 5.0. Muons are measured and identified in the
range |η| < 2.4 using gas-ionization detectors embedded in the steel flux-return yoke outside
the solenoid. A two-level trigger system is used to reduce the rate of recorded events to a level
suitable for data acquisition and storage. The first level (L1) of the CMS trigger system, com-
posed of specialized hardware processors, uses information from the calorimeters and muon
detectors to select the most interesting events in a fixed time interval of less than 4 µs. The high-
level trigger processor farm decreases the event rate from around 100 kHz to less than 1 kHz
before storage and subsequent analysis. Details of the CMS detector and its performance, to-
gether with a definition of the coordinate system and kinematic variables, can be found in
Ref. [45].
3 Data and Monte Carlo simulation
The data were recorded in pp collisions at 25 ns bunch spacing and are required to satisfy
standard data quality criteria. The analysed data correspond to an integrated luminosity of
2.3 fb−1.
The Z/γ∗ → ττ signal and the Z/γ∗ → ee, Z/γ∗ → µµ, W+jets, tt, single top quark, and
diboson (WW, WZ, and ZZ) background processes are modelled through samples of MC sim-
ulated events. Background contributions arising from multijet production via quantum chro-
modynamic interactions are determined from data. The Z/γ∗ → `` (where ` refers to e,
µ, or τ) and W+jets events are generated using leading-order (LO) matrix elements (ME) in
quantum chromodynamics, implemented in the program MADGRAPH5 aMC@NLO 2.2.2 [46],
and tt and single top quark events are generated using the next-to-leading order (NLO) pro-
gram POWHEG v2 [47–51]. The diboson events are modelled using the NLO ME program im-
plemented in MADGRAPH5 aMC@NLO. The background events are complemented with SM
H → ττ events, generated for an H mass of mH = 125 GeV, using the implementation of the
gluon-gluon and vector boson fusion processes in POWHEG [52, 53]. All events are generated
using the NNPDF3.0 [54–56] set of parton distribution functions (PDF). Parton showers and
parton hadronization are modelled using PYTHIA 8.212 [57] and the CUETP8M1 underlying-
3event tune [58], which is based on the Monash tune [59]. The decays of τ leptons, including po-
larization effects, are modelled through PYTHIA. The Z/γ∗ → ``, W+jets, and tt events are nor-
malized to cross sections computed at next-to-next-to-leading order (NNLO) accuracy [60, 61].
A reweighting is applied to MC-generated tt and Z/γ∗ → `` events to improve the respective
modelling of the pT spectrum of the top quarks [62, 63] and the dilepton mass and pT spectra
relative to data. The weights applied to simulated Z/γ∗ → `` events are obtained from studies
of the distributions in dilepton mass and pT in Z/γ∗ → µµ events. The cross sections for single
top quark [64–66] and diboson [67] production are computed at NLO accuracy.
Minimum bias events generated with PYTHIA are overlaid on all simulated events to account
for the presence of additional inelastic pp interactions, referred to as pileup (PU), which take
place in the same, previous, or subsequent bunch crossings as the hard-scattering interaction.
The pileup distribution in simulated events matches that in data, amounting to, on average,
≈12 inelastic pp interactions per bunch crossing. All generated events are passed through a
detailed simulation of the CMS apparatus, based on GEANT4 [68], and reconstructed using the
same version of the CMS reconstruction software as used for data.
4 Event reconstruction
The information provided by all CMS subdetectors is employed in a particle-flow (PF) algo-
rithm [69] to identify and reconstruct individual particles in the event, namely muons, elec-
trons, photons, charged and neutral hadrons. These particles are then used to reconstruct jets,
τh candidates and the vector imbalance in missing transverse momentum in the event, referred
to as ~p missT , as well as to quantify the isolation of leptons.
Electrons are reconstructed using an algorithm [70] that matches trajectories in the silicon
tracker to energy depositions in the ECAL. Trajectories of electron candidates are reconstructed
using a dedicated algorithm that accounts for the emission of bremsstrahlung photons. The
energy loss due to bremsstrahlung is determined by searching for energy depositions in the
ECAL emitted tangentially to the track. A multivariate (MVA) approach based on boosted de-
cision trees (BDT) [71] is employed to distinguish electrons from hadrons that mimic electron
signatures. Observables that quantify the quality of the electron track, the compactness of the
electron cluster in directions transverse and longitudinal relative to the electron motion, and
the matching of the track momentum and direction to the sum and positions of energy deposi-
tions in the ECAL are used as inputs to the BDT. The BDT is trained on samples of genuine and
false electrons, produced in MC simulation. Additional requirements are applied to remove
electrons originating from photon conversions.
The identification of muons is based on linking track segments reconstructed in the silicon
tracking detector and in the muon system [72]. The matching is done both by starting from
a track in the muon system and starting from a track in the inner detector. When a link is
established, the track parameters are refitted using the combination of hits in the inner and
outer detectors, and the reconstructed trajectory is referred to as a global muon track. Quality
criteria are applied on the multiplicity of hits, the number of matched segments, and the quality
of the fit to a global muon track, the latter being quantified through a χ2 criterion.
Electrons and muons in signal events are expected to be isolated, while leptons from heavy
flavour (charm and bottom quark) decays, as well as from in-flight decays of pions and kaons,
are often reconstructed within jets. Isolated leptons are distinguished from leptons in jets
through a sum, denoted by the symbol I`, of the scalar pT values of additional charged par-
ticles, neutral hadrons, and photons reconstructed using the PF algorithm within a cone in η
4and azimuth φ (in radians) of size ∆R =
√
(∆η)2 + (∆φ)2 = 0.3, centred around the lepton
direction. Neutral hadrons and photons within the innermost region of the cone, ∆R < 0.01,
are excluded from the isolation sum for muons to prevent the footprint of the muon in ECAL
and HCAL from causing the muon to fail isolation criteria. When computing the isolation of
electrons reconstructed in the ECAL endcap region, we exclude photons within ∆R < 0.08
and charged particles within ∆R < 0.015 of the direction of the electron, to avoid counting
photons emitted in bremsstrahlung and tracks originating from the conversion of such pho-
tons. As the amount of material that electrons traverse in the barrel region before reaching the
ECAL is smaller, the resulting probability for bremsstrahlung emission and photon conversion
is sufficiently reduced so as not to require exclusion of particles in the innermost cone from
the isolation sum. Efficiency loss due to pileup is kept minimal by considering only charged
particles originating from the lepton production vertex (“charged from PV”). The contribution
from the neutral component of pileup to the isolation of the lepton is taken into account by
means of ∆β corrections [69], which enter the computation of the isolation I`, as follows:
I` = ∑
charged
from PV
pT + max
{
0, ∑
neutrals
pT − ∆β
}
, (1)
where ` corresponds to either e or µ, and the sums extend over, respectively, the charged par-
ticles that originate from the lepton production vertex and the neutral particles. The “max”
function represents taking the largest of the two values within the brackets. The ∆β correc-
tions are computed by summing the scalar pT of charged particles that are within a cone of size
∆R = 0.3 around the lepton direction, but do not originate from the lepton production vertex,
(“charged from PU”) and scaling that sum by a factor of one-half:
∆β = 0.5 ∑
charged
from PU
pT. (2)
The factor of 0.5 approximates the phenomenological ratio of neutral-to-charged hadron pro-
duction in the hadronization of inelastic pp collisions.
Collision vertices are reconstructed using a deterministic annealing algorithm [73, 74], with the
reconstructed vertex position required to be compatible with the location of the LHC beam in
the x–y plane. The primary collision vertex (PV) is taken to be the vertex that has the maxi-
mum ∑ p2T of tracks associated to it. Electrons, muons, and τh candidates are required to be
compatible with originating from the PV.
Hadronic τ decays are reconstructed using the “hadrons+strips” (HPS) algorithm [37], which
is used to separate the individual decay modes of the τ into τ− → h−ντ, τ− → h−pi0ντ,
τ− → h−pi0pi0ντ, and τ− → h−h+h−ντ, where h± denotes either a charged pion or kaon
(the decay modes of τ+ are assumed to be identical to their partner τ− modes through charge
conjugation invariance). The τh candidates are constructed by combining the charged PF
hadrons with neutral pions. The neutral pions are reconstructed by clustering the PF pho-
tons within rectangular strips, narrow in the η, but wide in the φ directions, to account for the
non-negligible probability for photons produced in pi0 → γγ decays to convert into electron-
positron pairs when traversing the all-silicon tracking detector of CMS and the broadening of
energy depositions in the ECAL that occurs when this happens. For the same reason, electrons
and positrons reconstructed through the PF algorithm are considered in the reconstruction of
the neutral pions besides photons. The momentum of the τh candidate is taken as the vector
sum over the momenta of the charged hadrons and neutral pions used in reconstructing the τh
5decay mode, assuming the pion-mass hypotheses. We do not use the strips of 0.20× 0.05 size
in the η–φ plane, used in previous analyses [5–7, 9–13, 18, 21–23, 29–31, 33, 34, 38, 43], but an
improved version of the strip reconstruction developed during the
√
s = 13 TeV run. In the im-
proved version, the size of the strip is adjusted as function of pT, taking into consideration the
bending of charged particles in the magnetic field increasing inversely with pT. More details
on strip reconstruction and validation of the algorithm with data are given in Ref. [75]. The
main handle for distinguishing τh from the large background of quark and gluon jets relies on
the use of tight isolation requirements. The sums of scalar pT values from photons and from
charged particles originating from the PV within a cone of ∆R = 0.5 centred around the τh
direction, are used as input to an MVA-based τh ID discriminant. The set of input variables is
complemented with the scalar pT sum of charged particles not originating from the PV, by the
τh decay mode, and by observables that are sensitive to the lifetime of the τ. The transverse
impact parameter of the “leading” (highest pT) track of each τh candidate relative to the PV
is used for τh candidates reconstructed in any decay mode. For τh candidates reconstructed
in the τ− → h−h+h−ντ decay mode, a fit of the three tracks to a common secondary ver-
tex (SV) is attempted, and the distance between SV and PV is used as additional input to the
MVA. The MVA is trained on genuine τh and jets generated in MC simulation. Four working
points (WP), referred to as barely, minimally, moderately, and tightly constrained, are defined
through changes made in the selections on the MVA output. The thresholds are adjusted as
functions of the pT of the τh candidate, such that the τh identification efficiency for each WP
is independent of pT. The moderate and tight WP used to select events in different channels
provide efficiencies of 55 and 45%, and misidentification rates for jets of typically 1 and 0.5%,
depending on the pT of the jet [75]. Additional discriminants are employed to separate τh from
electrons and muons. The separation of τh from electrons is performed via another MVA-based
discriminant [75] that utilizes input observables that quantify the matching between the sum
of energy depositions in the ECAL and the momentum of the leading track of the τh candidate,
as well as variables that distinguish electromagnetic from hadronic showers. The cutoff-based
discriminant described in Ref. [37] is used to separate τh from muons. It is based on matching
the leading track of the τh candidate with energy depositions in the ECAL and HCAL, as well
as with track segments in the muon detectors.
Jets within the range |η| < 4.7 are reconstructed using the anti-kt algorithm [76, 77] with a
distance parameter R = 0.4. Reconstructed jets are required not to overlap with identified
electrons, muons, or τh candidates within ∆R < 0.5, and to pass a set of minimal identification
criteria that aim to reject jets arising from calorimeter noise [78]. The energy of reconstructed
jets is calibrated as function of jet pT and η [79]. Average energy density corrections calculated
using the FASTJET algorithm [80, 81] are applied to compensate pileup effects. Jets originating
from the hadronization of b quarks are identified using the “combined secondary vertex” (CSV)
algorithm [82], which exploits observables related to the long lifetime of b hadrons and the
higher particle multiplicity and mass of b jets compared to light-quark and gluon jets.
The vector ~p missT , with its magnitude referred to as p
miss
T , is reconstructed using an MVA regres-
sion algorithm [83]. To reduce the impact of pileup on the resolution in pmissT , the algorithm
utilizes the fact that pileup produces jets predominantly of low pT, while leptons and high-pT
jets are almost exclusively produced through hard scattering processes.
The Z/γ∗ → ττ signal is distinguished from backgrounds by means of the mass of the τ lepton
pair. The mass, denoted by the symbol mττ, is reconstructed using the SVFIT algorithm [84].
The algorithm is based on a likelihood approach and uses as inputs the measured momenta
of the visible decay products of both τ leptons, the reconstructed pmissT , and an event-by-event
estimate of the pmissT resolution. The latter is computed as described in Refs. [83, 85]. The
6inputs are combined with a probabilistic model for leptonic and hadronic τ decays to estimate
the momenta of the neutrinos produced in these decays. The algorithm achieves a resolution
in mττ of ≈15% relative to the mass of the τ lepton pairs at the generator level.
5 Event selection
The events selected in the τeτh, τµτh, τhτh, τeτµ, and τµτµ channels are recorded by combining
single-electron and single-muon triggers, triggers that are based on the presence of two τh
candidates in the event, and triggers based on the presence of both an electron and a muon.
The τeτh and τµτh channels utilize single-electron and -muon triggers with pT thresholds of 23
and 18 GeV, respectively. Selected events are required to contain an electron of pT > 24 GeV or
a muon of pT > 19 GeV, both with |η| < 2.1, and a τh candidate with pT > 20 GeV and |η| < 2.3.
The electron or muon is required to pass an isolation requirement of I` < 0.10 p `T, computed
according to Eq. (1). The τh candidate is required to pass the moderate WP of the MVA-based τh
ID discriminant, and to have a charge opposite to that of the electron or muon. The τh candidate
is further required to pass a tight or minimal requirement on the discriminant that separates
hadronic τ decays from electrons, and a minimal or tight selection on the discriminant that
separates τh from muons. Background arising from W+jets and tt production is reduced by
requiring the transverse mass of electron or muon and ~p missT to satisfy mT < 40 GeV. The
transverse mass is defined by:
mT =
√
2 p `T p
miss
T (1− cos∆φ) , (3)
where the symbol ` refers to the electron or muon, and ∆φ denotes the angle in the transverse
plane between the lepton momentum and the ~p missT vector. Events containing additional elec-
trons with pT > 10 GeV and |η| < 2.5, or muons with pT > 10 GeV and |η| < 2.4, passing min-
imal identification and isolation criteria, are rejected to reduce backgrounds from Z/γ∗ → ee
and µµ events, and from diboson production.
A trigger based on the presence of two τh candidates is used to record events in the τhτh chan-
nel. The trigger selects events containing two isolated calorimeter energy deposits at the L1
trigger stage, which are subsequently required to pass a simplified version of the PF-based
offline τh reconstruction at the high-level trigger stage. The latter applies additional isolation
criteria. The pT threshold for both τh candidates is 35 GeV. The trigger efficiency increases with
pT of the τh, because different algorithms are used to reconstruct the pT at the L1 trigger stage
and in the offline reconstruction. The trigger reaches an efficiency plateau of ≈80% for events
in which both τh candidates have pT > 60 GeV. Selected events are required to contain two
τh candidates with pT > 40 GeV and |η| < 2.1 that have opposite charge and satisfy the tight
WP of the MVA-based τh ID discriminant, as well as the minimal criteria on the discriminants
used to separate τh from electrons and muons. Events containing electrons with pT > 10 GeV
and |η| < 2.5 or muons with pT > 10 GeV and |η| < 2.4, passing minimal identification and
isolation criteria, are rejected to avoid overlap with the τeτh and τµτh channels.
Events in the τeτµ channel are recorded with the triggers based on the presence of an electron
and a muon. The acceptance for the Z/γ∗ → ττ signal is increased by using two complemen-
tary triggers. The first trigger selects events that contain an electron with pT > 12 GeV and a
muon with pT > 17 GeV, while events containing an electron with pT > 17 GeV and a muon
with pT > 8 GeV are recorded through the second trigger. The offline event selection demands
the presence of an electron with pT > 13 GeV and |η| < 2.5, in conjunction with a muon of
pT > 10 GeV and |η| < 2.4. Either the electron or the muon is required to pass a threshold
7of pT > 18 GeV, to ensure that at least one of the two triggers is fully efficient. Electrons and
muons are further required to satisfy isolation criteria of I` < 0.15 p `T, and to have opposite
charge. Background from tt production is reduced through a cutoff on a topological discrimi-
nant [86] based on the projections:
Pmissζ = ~p
miss
T · ζˆ and P visζ =
(
~p eT + ~p
µ
T
) · ζˆ , (4)
where the symbol ζˆ denotes a unit vector in the direction of the bisector of the electron and
muon ~pT vectors. The discriminator takes advantage of the fact that the angle between the
neutrinos and the visible τ lepton decay products is typically small, causing the ~p missT vector
in signal events to point in the direction of the visible τ decay products, which is often not
true for tt background. Selected events are required to satisfy the condition Pmissζ − 0.85 P visζ >
−20 GeV. The reconstruction of the projections Pmissζ and P visζ is illustrated in Fig. 1. The figure
also shows the distribution in the observable Pmissζ − 0.85 P visζ for events selected in the τeτµ
channel before that condition is applied.
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Figure 1: (Left) Construction of the projections Pmissζ and P
vis
ζ , and (right) the distribution in
the observable Pmissζ − 0.85 P visζ for events selected in the τeτµ channel, before imposing the
condition Pmissζ − 0.85 P visζ > −20 GeV. Also indicated is the separation of the background into
its main components. The sum of background contributions from W+jets, single top quark,
and diboson production is referred to as “electroweak” background. The symbols ~p ν(e)T and
~p ν(µ)T refer to the vectorial sum of transverse momenta of the two neutrinos produced in the
respective τ → eνν and τ → µνν decays.
The events selected in the τµτµ channel are recorded using a single-muon trigger with a pT
threshold of 18 GeV. The two muons are required to be within the acceptance of |η| < 2.4,
and to have opposite charge. The muons of higher and lower pT are required to satisfy the
conditions of pT > 20 and > 10 GeV, respectively. Both muons are required to pass an isola-
tion criterion of Iµ < 0.15 p
µ
T . The large background arising from DY production of µ pairs is
reduced by requiring the mass of the two muons to satisfy mµµ < 80 GeV, and through the ap-
plication of a cutoff on the output of a BDT trained to separate the Z/γ∗ → ττ signal from the
Z/γ∗ → µµ background. The following observables are used as BDT inputs: the ratio of the pT
of the dimuon system to the scalar pT sum of the two muons (p
µµ
T /∑ p
µ
T ), the pseudorapidity
of the dimuon system (ηµµ), the pmissT , the topological discriminant Pζ , computed according to
Eq. (4), and the azimuthal angle between the muon of positive charge and the ~p missT vector,
8denoted by the symbol ∆φ(µ+,~p missT ). The angle between the muon of negative charge and
the ~p missT vector, ∆φ(µ
−,~p missT ), is not used as BDT input, as it is strongly anticorrelated with
∆φ(µ+,~p missT ).
We refer to the events passing the selection criteria detailed in this Section as belonging to the
“signal region” (SR) of the analysis.
6 Background estimation
The accuracy of the background estimate is improved by determining from data the contri-
butions from the main backgrounds, as well as from backgrounds that are difficult to model
through MC simulation. In particular, the background from multijet production falls into the
latter category. In the τeτh, τµτh, and τhτh channels, the dominant background is from events
in which a quark or gluon jet is misidentified as τh. The estimation of background from these
“false” τh sources is discussed in Section 6.1. It predominantly arises from multijet production
in the τhτh channel and from W+jets events, as well as from multijet production in the τeτh and
τµτh channels. A small additional background contribution in the τeτh, τµτh, and τhτh channels
arises from tt events with quark or gluon jets misidentified as τh. The multijet background
is also relevant in the τeτµ and τµτµ channels. The estimation of the multijet background in
these channels is described in Section 6.2. The contribution to the SR from the τeτµ and τµτµ
channels arising from backgrounds with misidentified leptons other than multijet production
is small and not distinguished from background contributions with genuine leptons. Signifi-
cant background contributions arise from tt production in the τeτµ channel and from the DY
production of muon pairs in the τµτµ channel. The normalization of the tt background in the
τeτµ and τµτµ channels is determined from data, using a control region that contains events
with one electron, one muon, and one or more b-tagged jets. Details of the procedure are given
in Section 6.3. The tt normalization factor obtained from this control region is also applied
to the tt background events selected in the τeτh, τµτh, and τhτh channels, in which the recon-
structed τh is either due to a genuine τh or due to the misidentification of an electron or muon.
The background rate from Z/γ∗ → ee and Z/γ∗ → µµ production is determined from the
data through a maximum-likelihood (ML) fit of the mττ distributions in the SR, described in
Section 8. The contributions of minor backgrounds from single top quark and diboson produc-
tion, as well as a small contribution from W+jets background in the τeτµ and τµτµ channels,
are obtained from MC simulation. The sum of these minor backgrounds is referred to as “elec-
troweak” background. A Higgs boson with a mass of mH = 125 GeV, produced at the rate and
with branching fractions predicted in the SM, is considered as background. Nevertheless, this
contribution is found to be negligible.
The background estimates are summarized in Table 1. The quoted uncertainties represent the
quadratic sum of statistical and systematic sources.
In preparation for future analyses of τ lepton production, the validity of the background-
estimation procedures described in this section is further tested in event categories that are
relevant to the SM H→ ττ analysis, as well as in searches for new physical phenomena. Event
categories based on jet multiplicity, pT of the τ lepton pair, and on the multiplicity of b jets in
the event are used in H → ττ analyses performed by CMS in the context of the SM [43] and
of its minimal supersymmetric extension [9–11], as well as in the context of searches for Higgs
boson pair production [87]. The validation of the background-estimation procedures in these
event categories is detailed in the Appendix.
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Table 1: Expected number of background events in the τeτh, τµτh, τhτh, τeτµ, and τµτµ channels
in data, corresponding to an integrated luminosity of 2.3 fb−1. The uncertainties are rounded
to two significant digits, except when they are < 10, in which case they are rounded to one
significant digit, and the event yields are rounded to match the precision in the uncertainties.
Process τeτh τµτh τhτh
Jets misidentified as τh 5 400 ± 880 10 200 ± 1 300 680 ± 210
tt 365 ± 35 651 ± 60 19 ± 3
Z/γ∗ → ee, µµ (e or µ misidentified as τh) 940 ± 250 780 ± 210 —
Electroweak 96 ± 15 185 ± 29 43 ± 8
SM H 48 ± 10 100 ± 21 13 ± 3
Total expected background 6 850 ± 910 11 900 ± 1 300 750 ± 210
Process τeτµ τµτµ
Multijet 4 530 ± 670 740 ± 140
Z/γ∗ → µµ — 7 650 ± 300
tt 3 650 ± 310 1 370 ± 110
Electroweak 1 180 ± 120 312 ± 34
SM H 57 ± 12 18 ± 4
Total expected background 9 400 ± 760 10 100 ± 390
6.1 Estimation of false-τh background in τeτh, τµτh, and τhτh channels
The background arising from events in which a quark or gluon jet is misidentified as τh in the
τeτh, τµτh, and τhτh channels is estimated via the “fake factor” (FF) method. The method is
based on selecting events that pass altered τh ID criteria, and weighting the events through
suitably chosen extrapolation factors (the FF). The events passing the altered τh ID criteria are
referred to as belonging to the “application region” (AR) of the FF method. Except for modi-
fying the τh ID criteria, the same selections are applied to events in the AR and in the SR. The
FF are measured in dedicated control regions in data. These are referred to as “determination
regions” (DR) of the FF method, and are chosen such that they neither overlap with the SR nor
with the AR.
The FF are determined in bins of decay mode and pT of the τh candidate, and as a function of
jet multiplicity. In each such bin, the FF is given by the ratio:
FF =
Nnominal
Naltered
, (5)
where Nnominal corresponds to the number of events with τh candidates that pass the nominal
WP of the MVA-based τh ID discriminant in a given channel, and Naltered is the number of
events with τh candidates that satisfy the altered τh ID criteria. To satisfy the altered τh ID
criteria, τh candidates must satisfy the barely constrained WP, but fail the nominal WP. The
multiplicity of jets that is used to parametrize the FF is denoted by Njet, and is defined by the
jets that satisfy the conditions pT > 20 GeV and |η| < 4.7, and do not overlap with τh candidates
passing the barely constrained WP of the MVA-based τh ID discriminant, nor with electrons or
muons within ∆R < 0.5. In each bin, the contribution from processes with genuine τh, and with
electrons or muons misidentified as τh, are estimated through MC simulation, and subtracted
from the numerator as well as from the denominator in Eq. (5).
As the probabilities for jets to be misidentified as τh depend on the τh ID criteria, and the latter
differ in different channels, the FF are measured separately in each one of them. Moreover, the
misidentification rates differ for multijet, W+jets, and tt events, necessitating a measurement
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of the FF in the DR enriched in contributions from multijet, W+jets, and tt backgrounds. The
relative fractions of multijet, W+jets, and tt background processes in the AR, denoted by Rp, are
determined through a fit to the distribution in mT, and are used to weight the FF determined
in the DR when computing the estimate of the false-τh background in the SR. The procedure is
illustrated in Fig. 2.
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w =
X
p
Rp F
p
F
<latexit sha1_ba se64="yuFrD+930sbGaOXKQQf5yGVG+ 08=">AAACJXicbZDLSsNAFIYn9Vbrre rSzWARXEhJRFAXQlEQl1WsLTQxTKbTd nAmCTMnagl5Gje+ihsXKoIrX8VpG/BS Dwz8fP85nDl/EAuuwbY/rMLU9MzsXHG +tLC4tLxSXl270lGiKGvQSESqFRDNBA 9ZAzgI1ooVIzIQrBncnAz95i1TmkfhJ Qxi5knSC3mXUwIG+eWjO3yEXZ1IP40z 7O7gCz91gd2DkgaMyOk3Oc2y65+2X67 YVXtUeFI4uaigvOp++cXtRDSRLAQqiN Ztx47BS4kCTgXLSm6iWUzoDemxtpEhk Ux76ejMDG8Z0sHdSJkXAh7RnxMpkVoP ZGA6JYG+/usN4X9eO4HugZfyME6AhXS 8qJsIDBEeZoY7XDEKYmAEoYqbv2LaJ4 pQMMmWTAjO35MnRWO3elh1zvcqteM8j SLaQJtoGzloH9XQGaqjBqLoAT2hF/Rq PVrP1pv1Pm4tWPnMOvpV1ucXLjOmhw= =</latexit><latexit sha1_ba se64="yuFrD+930sbGaOXKQQf5yGVG+ 08=">AAACJXicbZDLSsNAFIYn9Vbrre rSzWARXEhJRFAXQlEQl1WsLTQxTKbTd nAmCTMnagl5Gje+ihsXKoIrX8VpG/BS Dwz8fP85nDl/EAuuwbY/rMLU9MzsXHG +tLC4tLxSXl270lGiKGvQSESqFRDNBA 9ZAzgI1ooVIzIQrBncnAz95i1TmkfhJ Qxi5knSC3mXUwIG+eWjO3yEXZ1IP40z 7O7gCz91gd2DkgaMyOk3Oc2y65+2X67 YVXtUeFI4uaigvOp++cXtRDSRLAQqiN Ztx47BS4kCTgXLSm6iWUzoDemxtpEhk Ux76ejMDG8Z0sHdSJkXAh7RnxMpkVoP ZGA6JYG+/usN4X9eO4HugZfyME6AhXS 8qJsIDBEeZoY7XDEKYmAEoYqbv2LaJ4 pQMMmWTAjO35MnRWO3elh1zvcqteM8j SLaQJtoGzloH9XQGaqjBqLoAT2hF/Rq PVrP1pv1Pm4tWPnMOvpV1ucXLjOmhw= =</latexit><latexit sha1_ba se64="yuFrD+930sbGaOXKQQf5yGVG+ 08=">AAACJXicbZDLSsNAFIYn9Vbrre rSzWARXEhJRFAXQlEQl1WsLTQxTKbTd nAmCTMnagl5Gje+ihsXKoIrX8VpG/BS Dwz8fP85nDl/EAuuwbY/rMLU9MzsXHG +tLC4tLxSXl270lGiKGvQSESqFRDNBA 9ZAzgI1ooVIzIQrBncnAz95i1TmkfhJ Qxi5knSC3mXUwIG+eWjO3yEXZ1IP40z 7O7gCz91gd2DkgaMyOk3Oc2y65+2X67 YVXtUeFI4uaigvOp++cXtRDSRLAQqiN Ztx47BS4kCTgXLSm6iWUzoDemxtpEhk Ux76ejMDG8Z0sHdSJkXAh7RnxMpkVoP ZGA6JYG+/usN4X9eO4HugZfyME6AhXS 8qJsIDBEeZoY7XDEKYmAEoYqbv2LaJ4 pQMMmWTAjO35MnRWO3elh1zvcqteM8j SLaQJtoGzloH9XQGaqjBqLoAT2hF/Rq PVrP1pv1Pm4tWPnMOvpV1ucXLjOmhw= =</latexit><latexit sha1_ba se64="yuFrD+930sbGaOXKQQf5yGVG+ 08=">AAACJXicbZDLSsNAFIYn9Vbrre rSzWARXEhJRFAXQlEQl1WsLTQxTKbTd nAmCTMnagl5Gje+ihsXKoIrX8VpG/BS Dwz8fP85nDl/EAuuwbY/rMLU9MzsXHG +tLC4tLxSXl270lGiKGvQSESqFRDNBA 9ZAzgI1ooVIzIQrBncnAz95i1TmkfhJ Qxi5knSC3mXUwIG+eWjO3yEXZ1IP40z 7O7gCz91gd2DkgaMyOk3Oc2y65+2X67 YVXtUeFI4uaigvOp++cXtRDSRLAQqiN Ztx47BS4kCTgXLSm6iWUzoDemxtpEhk Ux76ejMDG8Z0sHdSJkXAh7RnxMpkVoP ZGA6JYG+/usN4X9eO4HugZfyME6AhXS 8qJsIDBEeZoY7XDEKYmAEoYqbv2LaJ4 pQMMmWTAjO35MnRWO3elh1zvcqteM8j SLaQJtoGzloH9XQGaqjBqLoAT2hF/Rq PVrP1pv1Pm4tWPnMOvpV1ucXLjOmhw= =</latexit>
Determination	Regions	
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altered	τh	
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W+jets
<latexit sha1_base64="9EAUZwVaBOGDakI7LZIpPrWns8s=">AAAB93icjVDLSgNBE Jz1GeMjqx69DAZBEMJGBPUW9OIxgmsCyRJmJ73JmNnZZaZXjEu+xIsHFa/+ijf/xsnjoKJgQUNR1U0XFaZSGPS8D2dufmFxabmwUlxdW98ouZtb1ybJNAefJzLRzZAZkEKBjwIlNFM NLA4lNMLB+dhv3II2IlFXOEwhiFlPiUhwhlbquKU2wh2GUd44uAE0o45brla8CejfpExmqHfc93Y34VkMCrlkxrSqXopBzjQKLmFUbGcGUsYHrActSxWLwQT5JPiI7lmlS6NE21FIJ +rXi5zFxgzj0G7GDPvmpzcWf/NaGUYnQS5UmiEoPn0UZZJiQsct0K7QwFEOLWFcC5uV8j7TjKPtqvi/EvzDymmlenlUrp3N2iiQHbJL9kmVHJMauSB14hNOMvJAnsizc+88Oi/O63R 1zpndbJNvcN4+AYMpkzE=</latexit><latexit sha1_base64="9EAUZwVaBOGDakI7LZIpPrWns8s=">AAAB93icjVDLSgNBE Jz1GeMjqx69DAZBEMJGBPUW9OIxgmsCyRJmJ73JmNnZZaZXjEu+xIsHFa/+ijf/xsnjoKJgQUNR1U0XFaZSGPS8D2dufmFxabmwUlxdW98ouZtb1ybJNAefJzLRzZAZkEKBjwIlNFM NLA4lNMLB+dhv3II2IlFXOEwhiFlPiUhwhlbquKU2wh2GUd44uAE0o45brla8CejfpExmqHfc93Y34VkMCrlkxrSqXopBzjQKLmFUbGcGUsYHrActSxWLwQT5JPiI7lmlS6NE21FIJ +rXi5zFxgzj0G7GDPvmpzcWf/NaGUYnQS5UmiEoPn0UZZJiQsct0K7QwFEOLWFcC5uV8j7TjKPtqvi/EvzDymmlenlUrp3N2iiQHbJL9kmVHJMauSB14hNOMvJAnsizc+88Oi/O63R 1zpndbJNvcN4+AYMpkzE=</latexit><latexit sha1_base64="9EAUZwVaBOGDakI7LZIpPrWns8s=">AAAB93icjVDLSgNBE Jz1GeMjqx69DAZBEMJGBPUW9OIxgmsCyRJmJ73JmNnZZaZXjEu+xIsHFa/+ijf/xsnjoKJgQUNR1U0XFaZSGPS8D2dufmFxabmwUlxdW98ouZtb1ybJNAefJzLRzZAZkEKBjwIlNFM NLA4lNMLB+dhv3II2IlFXOEwhiFlPiUhwhlbquKU2wh2GUd44uAE0o45brla8CejfpExmqHfc93Y34VkMCrlkxrSqXopBzjQKLmFUbGcGUsYHrActSxWLwQT5JPiI7lmlS6NE21FIJ +rXi5zFxgzj0G7GDPvmpzcWf/NaGUYnQS5UmiEoPn0UZZJiQsct0K7QwFEOLWFcC5uV8j7TjKPtqvi/EvzDymmlenlUrp3N2iiQHbJL9kmVHJMauSB14hNOMvJAnsizc+88Oi/O63R 1zpndbJNvcN4+AYMpkzE=</latexit><latexit sha1_base64="9EAUZwVaBOGDakI7LZIpPrWns8s=">AAAB93icjVDLSgNBE Jz1GeMjqx69DAZBEMJGBPUW9OIxgmsCyRJmJ73JmNnZZaZXjEu+xIsHFa/+ijf/xsnjoKJgQUNR1U0XFaZSGPS8D2dufmFxabmwUlxdW98ouZtb1ybJNAefJzLRzZAZkEKBjwIlNFM NLA4lNMLB+dhv3II2IlFXOEwhiFlPiUhwhlbquKU2wh2GUd44uAE0o45brla8CejfpExmqHfc93Y34VkMCrlkxrSqXopBzjQKLmFUbGcGUsYHrActSxWLwQT5JPiI7lmlS6NE21FIJ +rXi5zFxgzj0G7GDPvmpzcWf/NaGUYnQS5UmiEoPn0UZZJiQsct0K7QwFEOLWFcC5uV8j7TjKPtqvi/EvzDymmlenlUrp3N2iiQHbJL9kmVHJMauSB14hNOMvJAnsizc+88Oi/O63R 1zpndbJNvcN4+AYMpkzE=</latexit>
			Used	for	τeτh	and	τμτh	channels	only,			
			not	for	τhτh	channel	
	
	
	
 
 
 
 
 
 
†
<latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=">AAAB8 HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG1/W5W19Y3Nrep2bW d3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aqN6wW/YcaJU4JWlAie6o/jUMEp LFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0 UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexi t><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=">AAAB8 HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG1/W5W19Y3Nrep2bW d3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aqN6wW/YcaJU4JWlAie6o/jUMEp LFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0 UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexi t><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=">AAAB8 HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG1/W5W19Y3Nrep2bW d3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aqN6wW/YcaJU4JWlAie6o/jUMEp LFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0 UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexi t><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=">AAAB8 HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG1/W5W19Y3Nrep2bW d3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aqN6wW/YcaJU4JWlAie6o/jUMEp LFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0 UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexi t>
†
<latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=" >AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3Km tG1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc 3aqN6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvu mM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6g A7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=" >AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3Km tG1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc 3aqN6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvu mM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6g A7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=" >AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3Km tG1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc 3aqN6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvu mM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6g A7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg=" >AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3Km tG1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc 3aqN6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvu mM8Z6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6g A7fQBRcICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit>
†
<latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg="> AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG 1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aq N6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z 6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBR cICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg="> AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG 1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aq N6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z 6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBR cICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg="> AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG 1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aq N6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z 6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBR cICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit><latexit sha1_base64="q20l16nAng/Qyviywki71Q1JDgg="> AAAB8HicbVA9T8MwEL2Ur1K+CowsFi0SU5V0AbYKFsYiEVrRRpXjOKlVx4lsB6mK+i9YGACx8nPY+Dc4bQZoedJJT+/d6e6en3KmtG 1/W5W19Y3Nrep2bWd3b/+gfnj0oJJMEuqShCey72NFORPU1Uxz2k8lxbHPac+f3BR+74lKxRJxr6cp9WIcCRYygrWRHpvDAEcRlc3aq N6wW/YcaJU4JWlAie6o/jUMEpLFVGjCsVIDx061l2OpGeF0VhtmiqaYTHBEB4YKHFPl5fOLZ+jMKAEKE2lKaDRXf0/kOFZqGvumM8Z 6rJa9QvzPG2Q6vPRyJtJMU0EWi8KMI52g4n0UMEmJ5lNDMJHM3IrIGEtMtAmpCMFZfnmVuO3WVcu5azc612UaVTiBUzgHBy6gA7fQBR cICHiGV3izlPVivVsfi9aKVc4cwx9Ynz+naY/I</latexit>
R1	
R2	
R3	
Figure 2: Schematic illustration of the FF method, used to estimate the false-τh background in
the τeτh, τµτh, and τhτh channels. An event sample enriched in multijet, W+jets, and tt back-
grounds is selected in the AR (top left). The weights w, given by the product of the FF measured
in the DR (top right) and the relative fractions Rp of different background processes p in the
AR, are applied to the events selected in the AR to yield the estimate of the false-τh background
in the SR (bottom left). The superscript p on the symbol FpF indicates that the FF depend on the
background process p, where p refers to either multijet, W+jets, or tt background. The contri-
bution of the Z/γ∗ → ττ signal in the AR is subtracted, based on MC simulation. The fractions
Rp are determined by a fit of the mT distribution in the AR (bottom right), described in more
detail in Section 6.1.2. The fraction R1 includes a small contribution from DY events in which
the reconstructed τh is due to the misidentification of a quark or a gluon jet.
The τh ID criteria applied in the AR are identical to the τh ID criteria applied in the denom-
inator of Eq. (5). More specifically, the criteria on pT and η, as well as the requirements on
the discriminators that distinguish τh from electrons and muons, are the same as in the SR.
The τh candidates selected in the τeτh and τµτh channels are required to pass the barely con-
strained, but fail the moderately constrained WP of the MVA-based τh ID discriminant. In the
τhτh channel, one of the two τh candidates must pass the tight WP, while the other τh candidate
is required to pass the barely constrained, but fail the tight WP, precluding overlap of the AR
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with the SR.
The DR enriched in contributions from multijet, W+jets, and tt backgrounds contain specific
mixtures of gluon, light-quark (u, d, s), and heavy-flavour (c, b) quark jets, with different prob-
abilities for misidentification as τh, as illustrated for simulated events in Fig. 3. The misiden-
tification rates are shown for jets passing pT > 20 GeV and |η| < 2.3, and for jets satisfying
in addition the barely constrained WP of the MVA-based τh ID discriminant. In general, the
misidentification rates are higher in quark jets compared to gluon jets, as the former typically
have lower particle multiplicity and are more collimated than the latter, thereby increasing
their probability to be misidentified as τh. As it can be seen in the figure, the requirement
for jets to pass minimal τh selection criteria significantly reduce the flavour dependence of the
misidentification rates. This in turn lowers the systematic uncertainty that arises from the lim-
ited knowledge of the flavour composition in the AR. Residual flavour dependence of the FF is
taken into account by measuring separate sets of FF in each DR, and determining the relative
fraction Rp of multijet, W+jets, and tt backgrounds in the AR of the respective channel. Given
the FF and the fractions Rp, the estimate of the background from misidentified τh in the SR is
obtained by applying the weights
w =∑
p
Rp F
p
F (6)
to events selected in the AR, where the sum extends over the above three background processes
p. The FF refer, as usual, to Eq. (5). The symbol F
p
F indicates that, in addition to their dependence
on τh decay mode, τh candidate pT, and jet multiplicity, the FF depend on the background
process p, where the superscript p refers to either multijet, W+jets, or tt background. In the
τhτh channel, the F
p
F is determined by the decay mode and pT of the τh candidate that passes
the barely constrained, but fails the tight WP of the MVA-based τh ID discriminant. The τh
candidate that passes the tight WP does not enter the computation of the weight w.
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Figure 3: Probabilities for gluon and quark jets, of different flavour in simulated multijet events,
to pass the moderate WP of the MVA-based τh ID discriminant, as a function of jet pT, for jets
passing pT > 20 GeV and |η| < 2.3 (left), and for jets passing in addition the barely constrained
WP of the MVA-based τh ID discriminant (right).
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The underlying assumption in the FF method is that the ratio of the number of events from
background process p in the SR to the number of events from the same background in the AR
is equal to the ratio Nnominal/Naltered that is measured in the background-specific DR.
The measurement of the FF is detailed in Section 6.1.1, while the fractions Rp are discussed in
Section 6.1.2. The estimate of the false-τh background obtained from the FF method is validated
in control regions devoid of Z/γ∗ → ττ signal. The result of this validation is presented in
Section 6.1.3.
6.1.1 Measurement of FF
The FF are measured in DR chosen such that one particular background process is enhanced in
each DR. The selection criteria applied in the DR are similar to those applied in the SR. In the
following, we describe only the differences relative to the SR.
In the τeτh and τµτh channels, three different DR are used to measure the FF for multijet, W+jets,
and tt backgrounds. The DR dominated by multijet background contains events in which the
charges of the τh candidate and of the light lepton candidates are the same, and the electron or
muon satisfies a modified isolation criterion of 0.05 < I`/p `T < 0.15. Depending on whether
the τh candidate passes or fails the moderate WP of the MVA-based τh ID discriminant, the
event contributes either to the numerator or to the denominator of Eq. (5). The DR dominated
by W+jets background is defined by modifying the requirement for the transverse mass of
lepton and ~p missT to mT > 70 GeV. The contamination arising from tt background is reduced by
vetoing events containing jets that pass the b tagging criteria described in Section 4. A common
tt DR is used for the τeτh and τµτh channels. The events are required to contain an electron, a
muon, at least one τh candidate, and pass triggers based on the presence of an electron or a
muon. The offline event selection demands that the electron satisfy the conditions pT > 13 GeV
and |η| < 2.5, the muon pT > 10 GeV and |η| < 2.4, and that both pass an isolation criterion
of I` < 0.10 p `T. The event is furthermore required to contain at least one jet that passes the
b tagging criteria described in Section 4. In case events contain multiple τh candidates, the
candidate used for the FF measurement is chosen at random.
In the τhτh channel, a single DR is used, which selects a high purity sample of multijet events,
the dominant background in this channel. The multijet DR is identical to the SR of the τhτh
channel, except that the two τh candidates are required to have the same rather than opposite
charge. One of the jets is chosen to be the “tag” jet, and required to pass the tight WP of the
MVA-based τh ID discriminant, while the measurement of the FF is performed on the other jet,
referred to as the “probe” jet. The tag jet is chosen at random. The W+jets and tt backgrounds
are small in the τhτh channel, making it difficult to define a DR that is dominated by these
backgrounds, or that provides sufficient statistical information for the FF measurement. The FF
in the multijet DR of the τhτh channel are therefore used to weight all events selected in the AR
of the τhτh channel. Differences in the FF between W+jets, tt, and multijet events are accounted
for by adding a systematic uncertainty of 30% on the part of the background from misidentified
τh expected from the contribution of W+jets and tt background processes. This contribution is
estimated using MC simulation, and the magnitude of the systematic uncertainty is motivated
by the difference found in the FF measured in multijet, W+jets, and tt DR in the τeτh and τµτh
channels.
The FF determined in the various DR are shown in Figs. 4 and 5. The decay modes τ− → h−ντ,
τ− → h−pi0ντ, and τ− → h−pi0pi0ντ are referred to as “one-prong” decays and the mode
τ− → h−h+h−ντ as “three-prong” decays. The measured FF are corrected for differences in the
τh misidentification rates between DR and AR. The magnitude of these relative corrections is
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≈10%, as discussed below.
For the multijet DR in the τeτh and τµτh channels, correlations between the FF and the charge of
the electron or muon and the τh candidate, and between FF and the isolation of the electron or
muon, are studied in data and taken into account as follows. A correction for the extrapolation
from events in which the charges of lepton and τh candidate have the same sign (SS) to events
in which they have opposite sign (OS) is obtained by comparing FF in the SS and OS events
containing electrons or muons that pass an inverted isolation criterion of 0.1 < I`/p `T < 0.2.
The dependence of the FF on the isolation of the electron or muon is studied using an event
sample selected with no isolation condition applied to the lepton. The results of this study
are used to extrapolate the FF obtained in the multijet DR (0.05 < I`/p `T < 0.15) to the SR
(I` < 0.10 p `T).
For the DR dominated by W+jets background in the τeτh and τµτh channels, closure tests of
the FF method reveal a dependence of the FF on mT, which is not accounted for by the chosen
parametrization of the FF as functions of jet multiplicity, τh decay mode, and pT. The depen-
dence on mT is studied using simulated W+jets events, and used to extrapolate the FF measured
in the W+jets DR (mT > 70 GeV) to the SR (mT < 40 GeV).
In the τhτh channel, the FF determined in the multijet DR are corrected for a dependence of the
FF on the relative charge of the two τh candidates. This is studied in events in which the tag jet
(the jet on which the FF measurement is not performed) fails the tight WP of the MVA-based
τh ID discriminant. The difference between the FF in OS and SS events defines this correction.
6.1.2 Determination of Rp
In the τeτh and τµτh channels, the relative fractions Rp of multijet, W+jets, and tt backgrounds
in the AR are determined through a fit to the distribution in mT. The distribution in mT (“tem-
plate”) used to represent the multijet background in the fit is obtained from a sample of events
selected in data, in which the τh candidate and the electron or muon have same charge, and
where at least one of the leptons satisfies a modified isolation criterion of 0.05 < I`/p `T < 0.15.
The contributions from other backgrounds to this control region are subtracted, based on MC
simulation. The distribution representing the other backgrounds in the fit are also taken from
simulation. The templates for tt, diboson, and DY events are split into three components:
events in which the reconstructed τh is due to a genuine τh, events in which the τh is due
to the misidentification of an electron or muon, and events in which a quark or gluon jet is
misidentified as τh. The normalization of each component is determined independently in the
fit. The relative fractions of the Z/γ∗ → ττ signal and all individual background processes are
left unconstrained in the fit. Finally, the fractions Rp are parametrized as function of mT and are
normalized such that the contribution of all processes p in which the reconstructed τh is due to
a misidentified jet sums to unity, ∑p Rp = 1.
In the τhτh channel, the AR is dominated by multijet background. The contributions from
the Z/γ∗ → ττ signal and all background processes, except multijet production, are small
and taken from simulation. The fraction of multijet background in the AR is determined by
subtracting the sum of all processes modelled in the MC simulation from the data in the AR,
without performing a fit in this channel.
A small fraction of events in the AR of the τeτh, τµτh, and τhτh channels arises from DY events
in which quark or gluon jets are misidentified as τh candidates. These events are treated as
background and are included in the false-τh estimate using the FF method. As the analysed data
do not provide a way of determining FF in DY events with sufficient statistical accuracy, the FF
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Figure 4: The FF values measured in multijet events in the τeτh (upper), τµτh (center), and τhτh
(lower) channels, presented in bins of jet multiplicity and τh decay mode, as a function of τh pT.
The abscissae of the points are offset to distinguish the points with different jet multiplicities.
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Figure 5: The FF values measured in W+jets events in the τeτh (upper) and τµτh (center) chan-
nels and in tt events (lower), presented in bins of jet multiplicity and τh decay mode, as a
function of τh pT. A common tt DR is used for the τeτh and τµτh channels. The abscissae of the
points are offset to distinguish the points with different jet multiplicities.
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measured in W+jets events are used instead for the fraction of DY events with jets misidentified
as τh in the τeτh and τµτh channels. The validity of this procedure is justified by studies of FF
in simulated W+jets and DY events, which indicate that the flavour composition of jets and the
FF are very similar in these events. In the τhτh channel, the FF measured in multijet events are
used and the systematic uncertainty on the DY background with misidentified τh is increased
by 30%.
6.1.3 Validation of the false-τh background estimate in control regions
The modelling of the background from jets misidentified as τh in the τeτh, τµτh, and τhτh chan-
nels through the FF method is validated by comparing the background estimates obtained in
this method to the data in control regions containing events with SS eτh, µτh, and τhτh pairs.
A dedicated set of FF, without corrections for the extrapolation from OS to SS events, is deter-
mined for this validation. The selection of events in the multijet DR is also altered in this vali-
dation, to avoid overlap with the AR. The distributions in mττ in events containing SS eτh, µτh,
and τhτh pairs are shown in Fig. 6. The data are compared to the sum of false-τh background
and other backgrounds. The contribution of other backgrounds, in which the reconstructed
τh is due either to a genuine τh or to the misidentification of an electron or muon, is obtained
from the MC simulation. The event yield of the Z/γ∗ → ττ signal in these control regions is
small. The normalization of individual backgrounds and of the Z/γ∗ → ττ signal is deter-
mined through a fit to the distributions in mττ in which the rate of each background is allowed
to vary within its estimated systematic uncertainty. The good agreement observed between the
data and the background prediction in the control regions of all three channels confirms the
validity of false-τh background estimates obtained through the FF method.
6.2 Estimation of multijet background in τeτµ and τµτµ channels
The contributions from multijet background in the SR of the τeτµ or τµτµ channels are esti-
mated using control regions containing events with an electron and muon or two muons of
same charge, respectively. An estimate for the contribution from multijet events in the SR is
obtained by scaling the yield of the multijet background in the SS control region by a suitably
chosen extrapolation factor, defined by the ratio of eµ or µµ pairs with opposite charge to those
with same charge. The ratio is measured in events in which at least one lepton passes an in-
verted isolation criterion of I` > 0.15 p `T. We refer to this event sample as an isolation sideband
region (SB). The requirement I` > 0.15 p `T ensures that the SB does not overlap with the SR. A
complication arises from the fact that the ratio of OS to SS pairs depends on the lepton kine-
matics and the isolation criterion used in the SB. The nominal OS/SS ratio is measured in an
isolation sideband (SB1) defined by requiring both leptons to satisfy a relaxed isolation crite-
rion of I` < 0.60 p `T, with at least one lepton passing the condition I` > 0.15 p
`
T. The systematic
uncertainty in the OS/SS ratio that arises from the choice of the upper limit on I` applied in
SB1 is estimated by taking the difference between the OS/SS ratio computed in SB1 and the
ratio computed in a different isolation sideband region (SB2). The latter is defined by requiring
at least one lepton to pass the condition I` > 0.60 p `T, without setting an upper limit on I` in the
SB2 region. The criteria to select events in the isolation sidebands are optimized to ensure high
statistical accuracy in the measurement of the OS/SS extrapolation factor and at the same time
the minimization of differences in lepton kinematic distributions between the SR and the SB.
In both isolation sidebands, the OS/SS ratio is measured as function of pT of the two leptons
` and `′ and of their separation ∆R(`, `′) =
√
(η` − η`′)2 + (φ` − φ`′)2 in the η-φ plane. The
contributions to the SS control region, as well as to SB1 and SB2, from backgrounds other than
multijet production are subtracted, based on results from MC simulation.
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Figure 6: Distributions in mττ for SS events containing (upper left) eτh, (upper right) µτh, and
(lower) τhτh pairs, compared to expected background contributions.
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6.3 Estimation of tt background
While the mττ distribution for tt background is obtained from MC simulation, the event yield
in the tt background in the SR is determined from data, using a control region dominated by
tt background. Events in the tt control region are required to satisfy selection criteria that are
similar to the requirements for the SR of the τeτµ channel, described in Section 5. The main
differences are that the cutoff on Pmissζ − 0.85 P visζ is inverted to Pmissζ − 0.85 P visζ < −40 GeV,
and a condition pmissT > 80 GeV is added to the event selection in the tt control region. The
tt event yield observed in the control region is a 1.01± 0.07 multiple of the expectation from
the MC simulation. The ratio of the tt event yield measured in data to the MC prediction is
applied as a scale factor to simulated tt events, to correct the tt background yield in the τeτµ
and τµτµ channels, as well as to correct the part of the tt background in the τeτh, τµτh, and τhτh
channels that is either due to genuine τh or due to the misidentification of an electron or muon
as τh. The latter is not included in the background estimate obtained through the FF method,
but modelled in the MC simulation.
7 Systematic uncertainties
Imprecisely measured or imperfectly simulated effects can alter the normalization and distribu-
tion of the mττ mass spectrum in Z/γ∗ → ττ signal or background processes. These systematic
uncertainties can be categorized into theory-related and experimental sources. The latter can be
further subdivided into those associated with the reconstruction of physical objects of interest
and with estimated backgrounds. The uncertainties related to the reconstruction of physical
objects apply to the Z/γ∗ → ττ signal and to backgrounds modelled in the MC simulation.
The main background contributions are determined from data, as described in Section 6, and
are largely unaffected by the accuracy achieved in modelling data in the MC simulation.
The main experimental uncertainties are related to the reconstruction and identification of elec-
trons, muons, and τh, as follows. The efficiency to reconstruct and identify τh and the energy
scale of τh (τh ES) is measured using Z/γ∗ → ττ → τµτh events. The former is done by com-
paring the number of Z/γ∗ → ττ → τµτh events with τh candidates passing and failing the
τh ID criteria, and the latter by comparing the distributions in the τh candidate mass, as well as
the visible mass of the muon and τh system in data and in MC simulation [75], measured with
respective uncertainties of ≈6 and ≈1%. The events selected for the τh ID efficiency and τh ES
measurements overlap with the events in the τµτh channel. We account for the overlap by as-
signing a 3% uncertainty to τh ES. A 3% change in the τh ES affects the acceptance in Z/γ∗ → ττ
signal by 3, 3, and 17% in the τeτh, τµτh, and τhτh channels, respectively. The impact on the sig-
nal acceptance and on the distribution in mττ is illustrated in Fig. 7. It has been checked that
the overlap and the choice in the τh ES uncertainty have little impact on the final results. The
ML fit performed to measure the Z/γ∗ → ττ cross section, described in Section 8, reduces the
uncertainties in the τh ID efficiency and in the τh ES to 2.2 and 0.9%, respectively. The efficiency
of the τh trigger used in the τhτh channel is measured in Z/γ∗ → ττ → τµτh events with an
uncertainty of ≈4.5% per τh. The measurement is detailed in Ref. [88].
Electron and muon reconstruction, identification, isolation, and trigger efficiencies are mea-
sured using Z/γ∗ → ee and Z/γ∗ → µµ events via the “tag-and-probe” method [89] at an
accuracy of 2%. The energy scales for electrons and muons (e ES and µES) are calibrated using
J/ψ → ``, Υ → ``, and Z/γ∗ → `` events (with ` referring to e and µ), and have an uncer-
tainty of 1%. The e ES and µES uncertainties affect the acceptance in the Z/γ∗ → ττ signal in
the τeτh, τµτh, τeτµ, and τµτµ channels by less than 1%.
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Figure 7: Distributions expected in mττ for Z/γ∗ → ττ signal events in the (left) τeτh, (center)
τµτh, and (right) τhτh channels for the nominal value of the τh ES, and after implementing 3%
systematic shift.
The pmissT response and resolution are known within uncertainties of a few percent from studies
performed in Z/γ∗ → µµ, Z/γ∗ → ee, and γ+jets events [90]. The impact of these uncertainties
on the acceptance in the Z/γ∗ → ττ signal is small, amounting to less than 1%. In the τeτh and
τµτh channels, the impact arises from the mT < 40 GeV selection criterion. In the τeτµ and τµτµ
channels, the impact is due to the Pmissζ − 0.85 P visζ > −20 GeV requirement and the use of pmissT
and Pζ as input variables in the BDT that separates the Z/γ∗ → ττ signal from the Z/γ∗ → µµ
background, respectively. The effect of uncertainties related to the modelling of the pmissT on
the distribution in mττ is small.
The uncertainty in the integrated luminosity is 2.3% [91].
The backgrounds determined from data are also subject to uncertainties that alter the normal-
ization and distribution (“shape”) of the mττ mass spectrum. Background yields and their
associated uncertainties are given in Table 1. The uncertainties in the backgrounds arising
from the misidentification of quark and gluon jets as τh candidates in the τeτh, τµτh, and τhτh
channels are obtained by changing the FF values as well as the relative fractions Rp of multijet,
W+jets, and tt backgrounds within their uncertainties. The resulting uncertainties in the mττ
distribution in the τeτh, τµτh, and τhτh channels are illustrated in Fig. 8. The uncertainties in
the size of the false-τh backgrounds are 8, 6, and 16% in the τeτh, τµτh, and τhτh channels, re-
spectively. In the τeτµ and τµτµ channels, the uncertainty in the size of the multijet background
is ≈20%. The magnitude of the tt background is known to an accuracy of 7%. The uncertainty
in the distribution of the tt background is estimated by changing the weights applied to the tt
MC sample, to improve the modelling of the top quark pT distribution (described in Section 3),
between no reweighting and the reweighting applied twice.
The uncertainties in the yields of single top quark and diboson backgrounds, modelled using
MC simulation, are each ≈15%. Besides constituting the dominant background in the τµτµ
channel, the DY production of electron and muon pairs are relevant backgrounds in, respec-
tively, the decay channels τeτh and τµτh, because of the small but non-negligible rate at which
electrons and muons are misidentified as τh. The probability for electrons and muons to pass
the tight-electron or tight-muon removal criteria applied, respectively, in the τeτh and τµτh
channels is measured in Z/γ∗ → ee and in Z/γ∗ → µµ events. The misidentification rates
depend on η. For electrons in the ECAL barrel and endcap regions, the misidentifications are
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Figure 8: Distributions in mττ expected for the background arising from quark or gluon jets
misidentified as τh in the (left) τeτh, (center) τµτh, and (right) τhτh channels, and the systematic
uncertainty in the false-τh background estimate. The grey shaded band represents the quadratic
sum of all systematic uncertainties related to the FF method: uncertainties in the FF measured
in the multijet, W+jets, and tt DR; uncertainties in the relative fractions of multijet, W+jets,
and tt backgrounds in the AR; and uncertainties in the non-closure corrections (described in
Section 6.1).
at respective levels of 0.2 and 0.1%, with accuracies of 13 and 29% [75]. The misidentification
rate for muons lies between less than one and several tenths of a percent, and is known to
within an uncertainty of 30%. The contribution from W+jets background in the τeτµ and τµτµ
channels is modelled using MC simulation, and is known to an accuracy of 15%. The produc-
tion of SM Higgs bosons is assigned an uncertainty of 30%, reflecting the present experimental
uncertainty in the H→ ττ rate measured at √s = 13 TeV [14].
The theoretical uncertainty in the product of signal acceptance and efficiency for the Z/γ∗ →
ττ signal is ≈2% in the τeτh, τµτh, τeτµ, and τµτµ channels, and 6% in the τhτh channel. The
quoted uncertainties include the effect of missing higher-order terms in the perturbative ex-
pansion for the calculated cross section, estimated through independent changes in the renor-
malization and factorization scales by factors of 2 and 1/2 relative to their nominal equal val-
ues [92, 93], uncertainties in the NNPDF3.0 set of PDF, estimated following the recommenda-
tions given in Ref. [94], and the uncertainties in the modelling of parton showers (PS) and the
underlying event (UE). The theoretical uncertainty is larger in the τhτh channel, as the accep-
tance depends crucially on the modelling of the pT distribution of the Z boson, which is also
affected by the missing higher-order terms in the calculation.
The systematic uncertainties are summarized in Table 2. The table also quantifies the impact
that each systematic uncertainty has on the measurement of the Z/γ∗ → ττ cross section, de-
fined as the percent change in the measured cross section when individual sources are changed
by one standard deviation relative to their nominal values. The impacts are computed for the
values of nuisance parameters obtained in the ML fit used to extract the signal (described in
Section 8).
The uncertainties in the integrated luminosity, in the cross section for DY production of electron
and muon pairs, and in the electron, muon, and τh reconstruction and identification efficiencies
have greatest impact on the results.
The impact of the uncertainty on the integrated luminosity amounts to 1.9%. This is smaller
than the 2.3% uncertainty in the integrated luminosity measurement, because of correlations of
the nuisance parameter representing the integrated luminosity with other nuisance parameters.
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Table 2: Effect of experimental and theoretical uncertainties in the measurement of the Z/γ∗ →
ττ cross section. The sources of systematic uncertainty are specified in the leftmost column, and
apply to the processes given in the second column. The relative changes in the acceptance A
for the Z/γ∗ → ττ signal, and in the yield from background processes that correspond to a one
standard deviation change in a given source of uncertainty is given in the third column. The
range in this column represents the range in signal acceptance or background yield across all
decay channels and background processes. The impact that each change produces is quantified
by its effect on the measured Z/γ∗ → ττ cross section, given in the rightmost column.
Source Applies to Change in A or yield Impact
Integrated luminosity Simulated processes 2.3% 1.9%
Hadronic τ ID and trigger Simulated processes 6–12% 1.5%
τh ES Simulated processes 2–17% <0.1%
Rate of e misidentified as τh Z/γ∗ → ee 13–29% 0.4%
Rate of µ misidentified as τh Z/γ∗ → µµ 30% 0.2%
Electron ID and trigger Simulated processes 2% 1.5%
e ES Simulated processes <1% 0.2%
Muon ID and trigger Simulated processes 2% 1.6%
µES Simulated processes <1% <0.1%
pmissT response and resolution Simulated processes 1–10% 0.2%
Norm. Z/γ∗ → ee, µµ Z/γ∗ → ee, µµ Unconstrained 1.8%
Norm. and shape of false τh τeτh, τµτh, τhτh channels 6–16% <0.1%
Norm. and shape of multijet τeτµ, τµτµ channels 20% 0.2%
Norm. tt tt 7% 1.0%
Shape tt tt 1–6% <0.1%
Norm. SM H SM H 30% <0.1%
Norm. single top quark Single top quark 15% <0.1%
Norm. diboson Diboson 15% 0.2%
Norm. W+jets W+jets 15% <0.1%
PDF Signal 1% 1.0%
Scale dependence Signal <6% 0.5%
UE and PS Signal 1% 1.0%
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When the integrated luminosity changes by 2.3%, the ML fit readjusts the nuisance parameters
that represent the rates for background processes obtained from MC simulation, as well as
identification and trigger efficiencies for e, µ, and τh, such that the measured Z/γ∗ → ττ cross
section changes by only 1.9%. The uncertainty in the integrated luminosity is not constrained
in the ML fit.
The impact of the uncertainty in the production rate of Z/γ∗ → ee and Z/γ∗ → µµ background
processes amounts to 1.8%. The impact is sizeable, because of the small statistical uncertainty
in the Z/γ∗ → µµ background in the τµτµ channel, which, in the absence of uncertainties in
the Z/γ∗ → µµ production rate, would constrain the efficiency for muon reconstruction and
identification, as well as the integrated luminosity.
The impact of uncertainties in the efficiencies to reconstruct and identify electrons and muons
amounts to 1.5 and 1.6%, respectively. Their impact is considerable, because these uncertainties
are not reduced greatly in the ML fit, as they affect all channels, except the τhτh channel, in a
similar way.
The impact of the uncertainty in the efficiency to reconstruct and identify τh is of similar size,
amounting to 1.5%, despite that the uncertainty in the τh ID efficiency is significantly larger
than the uncertainties in the electron and muon ID efficiencies. This is because the simulta-
neous fit to the mττ distributions in all five channels reduces the uncertainties in the τh ID
efficiency and the τh ES significantly, diminishing thereby the impact that these uncertainties
have on the Z/γ∗ → ττ cross section. When the Z/γ∗ → ττ cross section is measured in the
individual τeτh, τµτh, and τhτh channels, the impact of the uncertainty on the τh ID efficiency
increases to 6, 6, and 10%, respectively.
The uncertainty in τh ES becomes relevant for the τhτh channel when the Z/γ∗ → ττ cross
section is measured in this channel alone, and amounts to 9%. In the τeτh and τµτh channels,
the impact of the τh ES uncertainty amounts to less than 1%, even when the Z/γ∗ → ττ cross
section is measured just in these channels.
8 Signal extraction
The cross section σ(pp → Z/γ∗+X)B(Z/γ∗ → ττ) for DY production of τ pairs is obtained
through a simultaneous ML fit to the observed mττ distributions in the five decay channels:
τeτh, τµτh, τhτh, τeτµ, and τµτµ. The likelihood function L (data | ξ,Θ) depends on the value of
the cross section, denoted by the symbol ξ, which defines the parameter of interest (POI) in the
fit, and it also depends on the values of nuisance parameters θk that represent the systematic
uncertainties discussed in Section 7:
L (data | ξ,Θ) =∏
i
P (ni|ξ,Θ)∏
k
ρ
(
θ˜k|θk
)
. (7)
The index i refers to individual bins of the mττ distribution in each of the five final states.
The set of all nuisance parameters θk is denoted by the symbol Θ. Correlations among decay
channels as well as between the Z/γ∗ → ττ signal and background processes are taken into
account through relationships among channels, processes, and nuisance parameters in the ML
fit. The probability to observe ni events in a given bin i, when νi(ξ,Θ) events are expected in
that bin is given by the Poisson distribution:
P (ni|ξ,Θ) = (νi(ξ,Θ))
ni
ni!
exp (−νi(ξ,Θ)) . (8)
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The number of events expected in each bin corresponds to the sum of the number of signal
(νSi ) and background (ν
B
i ) events: νi(ξ,Θ) = ν
S
i (ξ,Θ) + ν
B
i (Θ). The estimate in the number
of background events is obtained as described in Section 6. The number of signal events is
proportional to ξ, with the coefficient of proportionality depending on the signal acceptance
and on the signal selection efficiency, with both obtained from MC simulation.
The function ρ
(
θ˜k|θk
)
represents the probability to observe a value θ˜k in an auxiliary measure-
ment of the nuisance parameter, given that the true value is θk. The nuisance parameters are
treated via the frequentist paradigm, as described in Refs. [95, 96]. Systematic uncertainties that
affect only the normalization, but not the distribution in mττ, are represented by the Gamma
function if they are statistical in origin, e.g. corresponding to the number of events observed
in a control region, and otherwise by log-normal probability density functions. Systematic un-
certainties that affect the distribution in mττ are incorporated into the ML fit via the technique
detailed in Ref. [97], and represented by Gaussian probability density functions. Nuisance
parameters representing systematic uncertainties of the latter type can also affect the normal-
ization of the Z/γ∗ → ττ signal or of its backgrounds. The nuisance parameters corresponding
to the cross sections for DY production of electron and muon pairs are left unconstrained in the
fit.
The best fit value ξˆ of the POI is the value that maximizes the likelihood L (data | ξ,Θ) in
Eq. (7). A 68% confidence interval (CI) on the POI is obtained using the profile likelihood ratio
(PLR) [95, 96, 98]:
λ (ξ) =
L (data | ξ, Θˆξ)
L (data | ξˆ, Θˆ) . (9)
The symbol Θˆξ denotes the values of nuisance parameters that maximize the likelihood for a
given value of ξ. The combination of ξˆ and Θˆ correspond to the values of ξ and Θ for which
the likelihood function reaches its maximum. The 68% CI is defined by the values of ξ for
which −2 lnλ (ξ) increases by one unit relative to its minimum. To quantify the effects from
individual statistical uncertainties, the uncertainty in the integrated luminosity, and other sys-
tematic uncertainties, we ignore some single source of uncertainties at a time, and recompute
the 68% CI. The nuisance parameters θk corresponding to uncertainties that are ignored are
fixed at the values θˆk that yield the best fit to the data. The square root of the quadratic differ-
ence between the CI, computed for all sources of uncertainties in the fit, and for the case that
some given source is ignored, reflects the estimate of the uncertainty in the POI resulting from
a single source. The procedure is illustrated in Fig. 9 for the combined fit of all five final states.
Correlations among different sources of uncertainty are estimated through this procedure.
The cross section for DY production of τ pairs is quoted within the mass window 60 < mtrueττ <
120 GeV. The contribution from Z/γ∗ → ττ events that pass the selection criteria described in
Section 5, but have a mass outside of this window is at the level of a few percent in the τeτh,
τµτh, τeτµ, and τµτµ channels. In the τhτh channel, this contribution from outside of the mass
window is≈40%, the reason for this being so large is the high pT threshold on the τh candidates
required in the trigger. The Z/γ∗ → ττ events that have two τh with pT > 40 GeV contain either
a Z boson of high pT or a τ lepton pair above the mass of the Z boson. Only a small fraction of
signal events pass either of these two conditions, which leads to the smallest event yield from
the Z/γ∗ → ττ signal in the τhτh channel (as shown in Table 3), and to the largest fraction of
signal events containing a τ lepton pair of mass outside of the 60 < mtrueττ < 120 GeV window.
The PLR depends on the τh ID efficiency and on the τh ES through its dependence on the corre-
sponding two nuisance parameters. The τh ID efficiency and τh ES are determined by promot-
ing these nuisance parameters to the role of POI. The cross section for DY production of τ pairs,
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Figure 9: Dependence of −2 lnλ (ξ) on the cross section ξ for DY production of τ pairs. The
PLR is computed for the simultaneous ML fit to the observed mττ distributions in the τeτh,
τµτh, τhτh, τeτµ, and τµτµ channels. The dashed, dash-dotted, and solid curves correspond to
situations when just the statistical uncertainties are used in the fit, when the uncertainty in
integrated luminosity is also included, and when all uncertainties are included in the fit. The
values of nuisance parameters, corresponding to uncertainties that are ignored, are fixed at the
values that yield the best fit to the data. The horizontal line represents the value of −2 lnλ (ξ)
that is used to determine the 68% CI on ξ.
the τh ID efficiency, and the τh ES are left unconstrained in the fit, and the PLR is minimized as
a function of all three parameters.
9 Results
The yields expected in Z/γ∗ → ττ signal and in background contributions from the ML fit to
the mττ distributions in the different decay channels are given in Table 3. The cross sections are
displayed in Table 4, and the distributions in mττ for the selected events are shown in Figs. 10
and 11.
The total uncertainty in the cross section is decomposed into statistical contributions, uncer-
tainty in the integrated luminosity of the data, and other systematic uncertainties, as described
in Section 8. The measured values are compatible with each other. The largest deviation,
amounting to a little more than one standard deviation, is observed in the τhτh channel. A
deviation of this magnitude is expected. We proceed to a simultaneous fit of the mττ distri-
butions in the five final states. The value of the cross section obtained from the combined fit
is:
σ(pp→ Z/γ∗+X)B(Z/γ∗ → ττ) =
1848± 12 (stat)± 57 (syst)± 35 (lumi) pb. (10)
The result is compatible with the prediction of 1845+12−6 (scale) ± 33 (PDF) pb, computed at
NNLO accuracy [60] using the NNPDF3.0 PDF. The results are illustrated in Fig. 12. The in-
ner and outer error bars represent, respectively, the statistical uncertainties, and the quadratic
sum of the uncertainties in the statistical, systematic, and integrated-luminosity components.
The uncertainty in σ(pp → Z/γ∗+X)B(Z/γ∗ → ττ) arising from the uncertainty in the inte-
grated luminosity is smaller than the uncertainty in the integrated luminosity, for the reasons
discussed in Section 7.
25
Table 3: Yields expected in Z/γ∗ → ττ signal events and backgrounds in the τeτh, τµτh, τhτh,
τeτµ, and τµτµ channels, obtained from the ML fit described in Section 8. The uncertainties are
rounded to two significant digits, except when they are < 10, in which case they are rounded
to one significant digit, and the event yields are rounded to match the precision in the uncer-
tainties. The analysed data corresponds to an integrated luminosity of 2.3 fb−1.
Process τeτh τµτh τhτh
Z/γ∗ → ττ 7 160 ± 130 20 020 ± 220 415 ± 32
Jets misidentified as τh 5 690 ± 160 10 550 ± 220 770 ± 49
tt 354 ± 26 639 ± 47 17 ± 2
Z/γ∗ → ee, µµ (e or µ misidentified as τh) 718 ± 96 840 ± 130 —
Electroweak 93 ± 13 183 ± 28 40 ± 6
SM H 49 ± 11 103 ± 23 13 ± 3
Total expected background 6 900 ± 130 12 310 ± 180 841 ± 46
Total SM expectation 14 060 ± 120 32 340 ± 180 1 255 ± 40
Observed data 14 063 32 350 1 255
Process τeτµ τµτµ
Z/γ∗ → ττ 13 600 ± 220 2 067 ± 34
Multijet 4 620 ± 240 710 ± 110
Z/γ∗ → µµ — 8 010 ± 170
tt 3 500 ± 140 1 239 ± 79
Electroweak 1 146 ± 98 293 ± 30
SM H 57 ± 12 18 ± 4
Total expected background 9 300 ± 210 10 270 ± 120
Total SM expectation 22 930 ± 130 12 340 ± 120
Observed data 22 930 12 327
Table 4: Cross section σ(pp→ Z/γ∗+X)B(Z/γ∗ → ττ) measured in individual final states.
Channel σ(pp→ Z/γ∗+X)B(Z/γ∗ → ττ) [pb]
τeτh 1799 ± 29 (stat)± 120 (syst)± 34 (lumi)
τµτh 1784 ± 17 (stat)± 117 (syst)± 34 (lumi)
τhτh 1477 ± 137 (stat)± 270 (syst)± 30 (lumi)
τeτµ 1851 ± 19 (stat)± 58 (syst)± 34 (lumi)
τµτµ 1967 ± 121 (stat)± 92 (syst)± 37 (lumi)
As a side note, the values of the nuisance parameters that correspond to the cross sections in
the Z/γ∗ → ee and Z/γ∗ → µµ backgrounds, obtained from the simultaneous fit to the mττ
distributions in the five final states in data, are also compatible with the expected values.
Two-dimensional projections of −2 lnλ (ξ), obtained when the τh ID efficiency and τh ES are
left unconstrained in the fit, are shown in Fig. 13. Measured values of the τh ID efficiency and
of τh ES are quoted as scale factors (SF) relative to their MC expectation. The values of σ(pp→
Z/γ∗+X)B(Z/γ∗ → ττ), τh ID efficiency, and τh ES that minimize−2 lnλ (ξ), yielding the best
fit to the data, are indicated by a cross. Contours for which −2 lnλ (ξ) exceeds its minimum
value by 2.30 and 6.18 units, corresponding to coverage probabilities of 68 and 95% in the two-
dimensional parameter plane, are also shown. The 68% CIs for the τh ID efficiency and τh ES
are obtained as the values of the respective parameter for which −2 lnλ (ξ) increases by one
unit relative to its minimum. The measured SF for the τh ID efficiency and for τh ES amount
to 0.979± 0.022 and 0.986± 0.009, respectively. Both SF are compatible with unity, indicating
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Figure 10: Distributions in mττ for events selected in the (upper left) τeτh, (upper right) τµτh,
and (lower) τhτh channels. Signal and background contributions are shown for values of nui-
sance parameters obtained in the ML fit to the data.
that the measured values of the τh ID efficiency and of the τh ES are in agreement with the MC
expectation. The expected τh ID efficiency in the LHC data is documented in Ref. [75].
10 Summary
The cross section for inclusive Drell–Yan production of τ pairs has been measured using pp
collisions recorded by the CMS experiment at
√
s = 13 TeV at the LHC. The analysed data
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Figure 11: Distributions in mττ for events selected in the (left) τeτµ and (right) τµτµ channels.
Signal and background contributions are shown for the values of nuisance parameters obtained
in the ML fit to the data.
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Figure 12: The inclusive cross section σ(pp→ Z/γ∗+X)B(Z/γ∗ → ττ) measured in individual
channels, and in the combination of all final states, compared to the theoretical prediction [60].
correspond to an integrated luminosity of 2.3 fb−1. The signal yield was determined in a
global fit to the mass distributions in five ττ decay channels: τeτh, τµτh, τhτh, τeτµ, and τµτµ.
The measured cross section times branching fraction σ(pp → Z/γ∗+X)B(Z/γ∗ → ττ) =
1848± 12 (stat)± 57 (syst)± 35 (lumi) pb is in agreement with the standard model expectation,
computed at next-to-next-to-leading order accuracy in perturbation theory. As a byproduct
of the global fit, the efficiency for reconstructing and identifying the decays of τ leptons to
hadrons (τ → hadrons + ντ), as well as the τh energy scale, have been determined. The results
from data agree with Monte Carlo simulation within the uncertainties of the measurement,
amounting to 2.2% relative uncertainty in the τh identification efficiency, and 0.9% in the en-
ergy scale.
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Figure 13: Likelihood contours for the joint parameter estimation of (upper left) σ(pp →
Z/γ∗+X)B(Z/γ∗ → ττ) and the τh ID efficiency, (upper right) σ(pp → Z/γ∗+X)B(Z/γ∗ →
ττ) and τh ES, and (lower) the τh ES and the τh ID efficiency, at 68 and 95% confidence level
(CL). The values of the τh ID efficiency and of τh ES are quoted in terms of scale factors (SF)
relative to their standard model, MC expectation.
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A Validation of background model in event categories
The validity of the background estimation described in Section 6 is checked in event categories
that are relevant for the SM H→ ττ analysis as well as in searches for new physics.
Event categories based on jet multiplicity, pT of the τ lepton pair, and on the multiplicity of b
jets are defined by the conditions given in Table 5.
Table 5: Event categories used to study the modelling of backgrounds. Similar categories have
been used in previous H→ ττ analyses at the LHC.
Category Selection
0-jet No jets1 and no b jets2
1-jet, low Z boson pT At least one jet1, no b jets2, pZT < 50 GeV,
excluding events selected in 2-jet VBF category
1-jet, medium Z boson pT At least one jet1, no b jets2, 50 < pZT < 100 GeV,
excluding events selected in 2-jet VBF category
1-jet, high Z boson pT At least one jet1, no b jets2, pZT > 100 GeV,
excluding events selected in 2-jet VBF category
2-jet VBF At least one pair of jets1 satisfying mjj > 500 GeV and ∆ηjj > 3.5,
no b jets2
1 b jet Exactly one b jet2
2 b jet Exactly two b jets2
1 With pT > 30 GeV and |η| < 4.7
2 With pT > 20 GeV, |η| < 2.4, and identified by the CSV algorithm as originating from the
hadronization of b quarks
The transverse momentum of the Z boson (pZT ) is reconstructed by adding the momentum
vectors from the visible τ decay products and the reconstructed ~p missT in the transverse plane.
The observables mjj and ∆ηjj are used to select signal events produced through the fusion of
virtual vector bosons (VBF) in the SM H→ ττ analysis, and refer, respectively, to the mass and
to the separation in pseudorapidity of the two jets of highest pT in events containing two or
more jets.
Background contributions arising from Z/γ∗ → ee, Z/γ∗ → µµ, W+jets, tt, single top quark,
and diboson production to the event categories defined in Table 5 in the τeτh, τµτh, τhτh, and
τeτµ channels are estimated as described above. The fractions Rp of multijet, W+jets, DY, and tt
backgrounds used in Eq. (6) are calculated separately for each of the event categories.
The contribution of Z/γ∗ → ττ is determined from data, using Z/γ∗ → µµ events. Events
passing the single-muon trigger are selected by the presence of two muons of opposite charge
passing tight identification and isolation criteria. At least one of the muons is required to have
pT > 20 GeV and |η| < 2.1, while the other muon is required to satisfy the conditions pT >
10 GeV and |η| < 2.4. The number of Z/γ∗ → µµ candidate events selected in the different
categories in data is compared to the MC expectation for Z/γ∗ → µµ production, and their
ratio is used as a scale factor to correct the MC expectation for the Z/γ∗ → ττ event yield in that
category. The expected contribution of background processes, obtained from MC simulation,
is subtracted from the data before taking the ratio. The selection criteria applied on muon pT
and η in Z/γ∗ → µµ, and on pT and η of the visible τ decay products in Z/γ∗ → ττ events are
known to cause a bias in the pZT distribution. The latter is correlated with the multiplicity of jets.
The bias must be corrected, as its magnitude is very different for Z/γ∗ → µµ and Z/γ∗ → ττ
events. The bias is emulated by replacing the muons reconstructed in Z/γ∗ → µµ candidate
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events with generator-level τ leptons. The τ leptons are decayed using TAUOLA++ 1.1.4 [99,
100], and effects of τ lepton polarization in the decays are modelled through weights computed
with the TAUSPINNER [101] program. A sample of 1000 random τ lepton decays is generated
for each Z/γ∗ → µµ candidate event, and the weights computed in TAUSPINNER are recorded
for each decay. The ratio of the sum of the weights for decays in which the visible products of
both τ leptons pass selection criteria on pT and η, to the sum of all weights computed for the
1000 decays, is applied as event weight to the Z/γ∗ → µµ candidate, which corrects for the
difference in bias of pZT caused by selection criteria on between Z/γ
∗ → µµ and Z/γ∗ → ττ
events. The procedure is validated through MC simulation.
The contributions of background processes that are modelled in the MC simulation to the dif-
ferent categories are affected by uncertainties in the jet energy scale and resolution. The energy
scale of jets is measured using the pT balance of jets with Z bosons and photons in Z/γ∗ → ee
and Z/γ∗ → µµ and γ+jets events and the pT balance between jets in dijet events as described
in Ref. [79]. The uncertainty in the jet energy scale is a few percent and depends on pT and
η. The impact of jet energy scale and resolution uncertainties on the yields of background
processes is evaluated by varying the jet energy scale and resolution within their uncertain-
ties, redetermining the multiplicity of jets and b jets, and reapplying the event categorization
conditions given in Table 5.
Distributions in mττ for events selected in different event categories are shown for the τeτh,
τµτh, τhτh, τeτµ, and τµτµ channels in Figs. 16 to 23.
The distributions expected for the Z/γ∗ → ττ signal and for backgrounds are shown for the
values of nuisance parameters obtained from the ML fit described in Section 8. The ML fit
is performed independently for each category. The mττ distributions are shown within the
range 50 < mττ < 250 GeV, indicating good agreement with background expectations over
that mass range. A similar level of agreement between the data and the background prediction
is observed in the τeτh, τhτh, and τµτµ channels.
The agreement confirms the reliability of the FF method to estimate the reducible backgrounds
in the τeτh, τµτh, and τhτh channels in future H → ττ analyses. It also validates the fact that
the Z/γ∗ → ττ contribution to event categories, based on jet and b jet multiplicities and on
the pT of the τ lepton pair, can be modelled using Z/γ∗ → µµ data, without the so-called
“embedding” technique [43, 102] used previously to model the Z/γ∗ → ττ background in
H→ ττ analyses of ATLAS and CMS.
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Figure 14: Distributions in mττ for different categories in the τµτh channel: (upper left) 0-jet,
(upper right) 1-jet low, (lower left) medium, and (lower right) high Z boson pT.
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Figure 15: Distributions in mττ for different categories in the τµτh channel: (upper) 2-jet VBF,
(lower left) 1 b jet, and (lower right) 2 b jet.
43
 [GeV]ττm
60 80 100 120 140 160 180 200 220 240
Ev
en
ts
 / 
10
 G
eV
10
210
310
410 Observedττ →* γZ/
 ee→* γZ/
hτMisidentified 
Electroweak
tt
SM H(125 GeV)
Uncertainty
CMS  (13 TeV)-12.3 fb
hτeτ
0-jet
 [GeV]ττm
50 100 150 200 250
Ex
pe
ct
at
io
n
D
at
a
0.5
1
1.5
 [GeV]ττm
60 80 100 120 140 160 180 200 220 240
Ev
en
ts
 / 
10
 G
eV
1
10
210
310
Observed
ττ →* γZ/
 ee→* γZ/
hτMisidentified 
Electroweak
tt
SM H(125 GeV)
Uncertainty
CMS  (13 TeV)-12.3 fb
hτeτ
1-jet low
 [GeV]ττm
50 100 150 200 250
Ex
pe
ct
at
io
n
D
at
a
0.5
1
1.5
 [GeV]ττm
60 80 100 120 140 160 180 200 220 240
Ev
en
ts
 / 
10
 G
eV
1
10
210
310
Observed
ττ →* γZ/
 ee→* γZ/
hτMisidentified 
Electroweak
tt
SM H(125 GeV)
Uncertainty
CMS  (13 TeV)-12.3 fb
hτeτ
1-jet medium
 [GeV]ττm
50 100 150 200 250
Ex
pe
ct
at
io
n
D
at
a
0.5
1
1.5
 [GeV]ττm
60 80 100 120 140 160 180 200 220 240
Ev
en
ts
 / 
10
 G
eV
1
10
210
Observed
ττ →* γZ/
 ee→* γZ/
hτMisidentified 
Electroweak
tt
SM H(125 GeV)
Uncertainty
CMS  (13 TeV)-12.3 fb
hτeτ
1-jet high
 [GeV]ττm
50 100 150 200 250
Ex
pe
ct
at
io
n
D
at
a
0.5
1
1.5
Figure 16: Distributions in mττ for different categories in the τeτh channel: (upper left) 0-jet,
(upper right) 1-jet low, (lower left) medium, and (lower right) high Z boson pT.
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Figure 17: Distributions in mττ for different categories in the τeτh channel: (upper) 2-jet VBF,
(lower left) 1 b jet, and (lower right) 2 b jet.
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Figure 18: Distributions in mττ for different categories in the τhτh channel: (upper left) 0-jet,
(upper right) 1-jet low, (lower left) medium, and (lower right) high Z boson pT.
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Figure 19: Distributions in mττ for different categories in the τhτh channel: (upper) 2-jet VBF,
(lower left) 1 b jet, and (lower right) 2 b jet.
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Figure 20: Distributions in mττ for different categories in the τeτµ channel: (upper left) 0-jet,
(upper right) 1-jet low, (lower left) medium, and (lower right) high Z boson pT.
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Figure 21: Distributions in mττ for different categories in the τeτµ channel: (upper) 2-jet VBF,
(lower left) 1 b jet, and (lower right) 2 b jet.
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Figure 22: Distributions in mττ for different categories in the τµτµ channel: (upper left) 0-jet,
(upper right) 1-jet low, (lower left) medium, and (lower right) high Z boson pT.
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Figure 23: Distributions in mττ for different categories in the τµτµ channel: (upper) 2-jet VBF,
(lower left) 1 b jet, and (lower right) 2 b jet.
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