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Due to the invariance by the permutation (1), and with
the help of lemmas 6-7 (see appendix for more detail),























, which is dependent










, which is independent of ji.
Our goal is to pull out maximally entangle states jV
n
i,









g, in which C
n

allows n copies of an arbitrary pure





dimensional maximally entangled state with almost al-
ways in case n  1. The protocol consists of three op-
erations O1, O2, and O3. ( The operation O1 is needed
only to simplify the mathematical analysis, and the pro-
tocol performance is not eected by this operation.)
First, both parties independently and randomly choose
a unitary transform U; V according to the uniform dis-







their particles, and erase the information about U; V (op-
eration O1).
By virtue of lemmas 6-8, the average state is written

























































where the projection onto a Hilbert space X is denoted
also by X , and E
U;V
denotes the expectation concerning
the uniform distribution of U and V .

















































, we nally obtain jV
n
i, which is a maximal en-








. (operation O3). Our protocol C
n





g { A universal entanglement con-
centration fC
n
g is a sequence of LOCC measurements
C
n
, which allows n copies ji

n







(L), which is approximate to
L-dimensional maximally entangled state kLi, together










more operation which changes jV
n
















if L = dimV
n









of the protocol C
n
is dened as the




































(L), or the probability that the
protocol fails to produce maximally entangled state more





. For main diÆculty of universal con-
centration comes from lack of information about Schmidt
basis, we consider the failure probability of the worst case










where U and V run all over unitary matrices. For the
quantity (6) decreases exponentially as n!1 (for good
protocols), the asymptotic behavior of the protocol per-














Using eqs. (12), the exponent for fC
n

































is classical relative en-
tropy.
Eq. (8) implies that our protocol achieves entropy rate:
if R is strictly smaller thanH(p

), the failure probability
goes to zero, for the r.h.s. of eq. (8) is positive;





dimensional maximally entangled state with probability




g{ Though there are many kinds of
universal approximate/distortion-free concentration pro-




Theorem 2 Our protocol C
n

achieves the optimal value
of eq. (6) for all universal distortion-free concentrations
for all nite n.
3Theorem 3 Our protocol fC
n

g attains the optimal value
of eq. (7) for all universal approximate concentrations.
Note that the optimality result of theorem 2 is non-
asymptotic and holds for any nite number n, while the-
orem 3 is an asymptotic result. Note also that the l. h. s.
of eq. (8) is the same with that of the protocol in [4],
which does use the knowledge of the Schmidt basis of the
entangled pairs.
Lemma 4 Without loss of generality, we can restrict
ourselves to the improvement of fC
n

g by some post pro-








is an LOCC operation.
Here, the operation O+O
0
means doing the operation
O and the operation O
0
in succession.
Proof: It suÆces to prove that all the action of our
protocol do not disturb procedures which might follow:
given an arbitrary universal distortion-free(approximate)
concentration fB
n









The operation O1 will not increase the failure (6),
because the protocol must be prepared for all kinds of















































and hence random application of local unitaries does not
increase the failure. In the same way, it is also shown
that O1 +B
n
is also distortion-free (approximate) if B
n
is distortion-free (approximate).





g, will not cause distortion, because the state













, which is separable, will not af-
fect the further operations, because these states can be






is also distortion-free(approximate), and
its performance is not worse than B
n
.
For the performance of protocols of the type stated in



















by post processing, it is needed to
transform smaller dimensionalmaximally entangled state
kLi to larger one kM i, (M > L), exactly or approx-
imately. Here, the monotonicity of Schmidt rank by
LOCC leads to a signicant fact: one of the best approx-
imate states to kM i which can be generated from kLi is
kLi itself. (Note that we can concentrate on transform to
pure state, for any transition to mixed state can be con-
sidered to be probability mixture of transitions to pure
states, as in [14].) Hence, we have;
Lemma 5 An optimal post processing is as follows. Do
not change the output state, and change the 'label': claim
kLi to be an approximate state to a larger maximally
entangled state kM i with some corresponding probability.
This lemma directly yields theorem 2. For the proof
of theorem 3, the problem is related to the statistical
estimation of H(p

), and the results in statistics is made
use of. Roughly speaking, the asymptotic performance
of fC
n
g is bounded by that of the optimal estimate of
H(p

), because entanglement concentrated by C
n
gives
natural estimate of H(p

) when n 1.
More precisely, we consider the estimation of H(p

)






(L), with ji being un-




is changed toM with some corresponding







Proof of theorem 3 Strong converse theorem of en-
tanglement concentration assures the probability of 'too
much success', or achieving the rate more than the en-
tropy of entanglement, tends to zero [11, 13]. Therefore,
if fC
n
g is a universal approximate entanglement concen-
tration, which means fC
n
g achieves the entropy rate,
the concentrated entanglement 'converges to' (,thus giv-
ing nice estimate of), the entropy of entanglement. More
rigorously, choosing R, ji, j i so that H(p






















Therefore, as is proven later, we have Bahadur-type
inequality [1],



















). Therefore, choosing j i so that H(p
 
) is
innitely close to R, it is proved that eq. (7) is smaller
than or equal to the r. h. s. of eq. (8), and we have the
theorem.










































































4with h(x) :=  x logx   (1   x) log(1   x). With the
help of eqs. (9), letting n ! 1 of the both sides of this
inequality, eq. (10) is obtained.
Conclusions and discussions { We have proposed a
new kind of entanglement concentration, a universal




g, which turned out to be optimal not only for
all universal distortion-free concentrations, but also for
all universal approximate concentrations. Remarkably,
our protocol does not use any classical communication.
It is also notable that our protocol gives best estimate
of H(p

), not only for all LOCC measurements but also
for all (possibly global) measurements, in case that the
Schmidt basis is unknown: lemma 4 is true in this case






, for the output state jVi is independent of the
input.
In the proof of lemmas 4-5, which are keys to the proof
of optimality, invariance of the performance measure by
local unitary operations is the only assumption which is
made use of. Therefore, our protocol is optimal also in









Appendix { Group representation theory {





be an irreducible representa-
tion of G on the nite-dimensional space H and H
0
, re-






equivalent. If a linear operator A in H  H
0
is invari-
















Lemma 7 (Shur's lemma [7]) Let U
g
be as dened in






for any g, A = c
I
.





) of the group
G(H) on the nite-dimensional space H(H
0
) is irre-





of the group G H












































j, follows from the invari-













any matrix on H 
H
0
is written as a sum of the above















Group representation type theory[5, 9, 10] The
following inequality and equation in the Appendix of [9]














































;    ; p
d
) are the eigenvalues of , and














Sketch of proof of eq. (3) Establish a cor-





























































in eq. (13) is



































of SU(d) SU(d). Lemmas 6-7,
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