Ultrafast Operations of a Hole Spin Qubit in Ge Quantum Dot by Wang, Ke et al.
 1 / 14 
 
Ultrafast Operations of a Hole Spin Qubit in Ge Quantum Dot 
Ke Wang,1,2, # Gang Xu,1,2, # Fei Gao,3 He Liu,1,2 Rong-Long Ma1,2 Xin Zhang,1,2 Ting Zhang,1,2 Gang 
Cao,1,2 Ting Wang,3 Jian-Jun Zhang, 3,* Xuedong Hu,4 Hong-Wen Jiang,5 Hai-Ou Li1,2,* Guang-Can Guo,1,2 
and Guo-Ping Guo1,2,6* 
 
1 CAS Key Laboratory of Quantum Information, University of Science and Technology of China, Hefei, 
Anhui 230026, China 
2 CAS Center for Excellence and Synergetic Innovation Center in Quantum Information and Quantum 
Physics, University of Science and Technology of China, Hefei, Anhui 230026, China 
3Institute of Physics and CAS Center for Excellence in Topological Quantum Computation, Chinese 
Academy of Sciences, Beijing 100190, China 
4 Department of Physics, University at Buffalo, SUNY, Buffalo, New York 14260, USA 
5 Department of Physics and Astronomy, University of California, Los Angeles, California 90095, USA 
6 Origin Quantum Computing Company Limited, Hefei, Anhui 230026, China 
 
# These authors contributed equally to this work. 
* Corresponding author. Emails: jjzhang@iphy.ac.cn(J.-J.Z); haiouli@ustc.edu.cn (H.-O.L); 
gpguo@ustc.edu.cn (G.-P.G.). 
 
ABSTRACT 
Strong spin-orbit coupling and relatively weak hyperfine interaction make quantum dots in 
germanium a promising candidate for rapid, all-electrically quantum control of spin qubit. Here, 
we report two different modes of quantum operation in a single spin-qubit based on holes in 
germanium hut wire. By selecting a proper branch of spin resonances mediated by spin-orbit 
interaction, a Rabi oscillation exceeding 540 MHz is observed at a small magnetic field of 100 
mT. Furthermore, we perform two-axis control of the spin qubit by applying a phase-tunable 
microwave modulation. A dephasing time is measured by Ramsey spectroscopy, and further 
extended by dynamic decoupling. The qubit has a rather high quality-factor of 90, for 
nanowire-based spin qubits. Based on numerical calculation of the Rabi frequency of these two 
modes, we confirm that the ultrafast control speed is caused by the large spin-orbit coupling 
strength of holes in germanium. Our results demonstrate the potential to further control the spin 
qubit with a faster frequency to meet the requirement of Divincenzo’s criteria for quantum 
gates, when the spin-orbit coupling is properly enhanced while maintaining good coherence in 
this system. 
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INTRODUCTION 
 
Spin qubits in semiconductor quantum dot (QD) is a promising approach to implement high 
fidelity quantum gates [1]. Researches on spin qubits in QDs were firstly focused on group 
Ⅲ/Ⅴ semiconductor [2-6]. However, due to the omnipresent hyperfine interaction in this 
group of material, limited coherence time has become a troublesome task [7]. As a result, 
focuses are switched to group IV semiconductor silicon, improvements have been achieved for 
longer coherence time, especially for the application of purified silicon- 28Si [8]. A silicon qubit 
with fidelity of > 99.9% is achieved for years efforts [9]. Magnetic field gradient from micro-
magnet plays an important role in this kind of qubit and dominates the coupling strength 
between spin and orbital states [10-13]. Nevertheless, the heating effect emerges when the 
driving field is increased and it limits the operation rate of quantum gate lower than 35 MHz 
[14]. Another effective mechanism used to manipulate spin sates is by generating an alternative 
magnetic field directly with a strip line adjacent to QDs [15,16]. As long as the alternative 
current in the stripline maintains, heating impedes improvement of fast spin manipulation (< 3 
MHz) [17]. Besides, the layout for scalable QDs with stripline is another challenge to be 
addressed. To solve this problem, spin-orbit coupling should be involved to mediate all electric 
control [18]. However, with relatively small spin-orbit coupling and fast spin-valley relaxation 
rate [19-21], it remains a challenge to be in face of these problems in the absence of spin-orbit 
coupling in silicon.  
 
A viable approach to circumvent this limitation is to utilize hole spin rather than electron spin 
in group IV semiconductor QDs [22-28]. In contrast to electron spins, hole spin states in 
semiconductors typically exhibit strong spin-orbit coupling and weak hyperfine interaction 
[29]. Leveraging silicon (Si) or germanium (Ge) valence-band state, spin sates of holes can be 
used for encoding spin qubit [30]. So far, several works of hole spin qubits were reported on 
QDs in silicon metal-oxide-semiconductor (Si MOS) [31], undoped strained germanium 
quantum well [32, 33] and Ge hut wires (HWs) [34]. Among them, the first Ge hole spin qubit 
with the fastest Rabi frequency of 140 MHz was demonstrated in a Ge HW double quantum 
dot (DQD). Even though the calculation result shows that low-energy in Ge HW are nearly 
pure heavy holes (HHs) with light hole (LHs) mixture below 1%, a lager occupation number 
will result in an increased LH contribution [35]. Consequently, spin states combined with HH 
and LH information leads to multiple complex spin transitions. Their result of spin rotation 
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with the fastest Rabi frequency of 140 MHz is demonstrated between two of those spin states, 
which are simplified as singlet and triplet state for clarity. Other features are not involved in 
those complex states and spin-orbit coupling of them are possibly different.  A direct question 
thus may arise that whether states with strong spin-orbit coupling in Ge could be used to drive 
the spin qubit even faster for higher quality control. 
 
Here, we demonstrate an ultrafast control of a hole spin qubit on a Ge HW DQD [36-38]. By 
applying microwave bursts to one of the gates of the DQD and utilizing Pauli spin blockade 
(PSB) for spin-to-charge conversion, we observe a multi-mode electric-dipole spin resonance 
(EDSR)  and two of them are used for spin manipulation. One of the resonances enables us to 
achieve a driving speed exceeding 540 MHz, with a quality factor ~ 90. Free evolution with a 
dephasing time of 82 ns is demonstrated to achieve two-axis control. We obtain a Rashba 
constant of 𝛼3 = 399 meV ⋅ nm
3  in our system, corresponding to very strong spin-orbit 
coupling strength even compared to other materials. Finally, we find the driving speed has a 
remarkable strong dependence on the mode of EDSR and a higher quality factor can be reached 
by selecting a mode with stronger spin-orbit coupling. 
 
RESULTS 
 
A scanning electron microscope (SEM) image and a schematic representation of the DQD 
device is depicted in fig. 1(a)-(b). The device consists of a Stranski-Krastanow (S-K) mode 
grown nanowire [39], an insulating layer and five electrodes (details are in Methods). A charge 
stability of the DQD is mapped out by sweeping gate voltages on gate L and gate R. We 
measure the transport current with a DC bias of 3 mV and -3 mV for the conductance triangles 
(fig. 1(c) and (d)). A suppression of the current is observed in the diagram with a positive bias 
(Vsd = 3 mV). This phenomenon is called Pauli spin blockade [40] and usually occurs in (0,2) 
or (2,0) to (1,1) charge configuration. Then we denote this region as a two-hole region 
equivalently. In this region, we can accomplish spin readout and the initialization of the spin 
state to |↓↓⟩. 
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Fig. 1. Experimental setup and Pauli spin blockade. (a) Scanning electron microscope image 
of the DQD device. Light grey regions are ohmic contacts (boxes) while dark grey gates L, M 
and R are used to tune different potentials of DQDs. Gate L (R) confines the energy level of 
the left (right) dot. The tunnel coupling between two dots is controlled by gate M. (b) Schematic 
representation of the three-gate device. The Ge HW, which consists of a Si cap and a Ge layer, 
is grown on silicon substrate and covered by a layer of aluminum oxide. Three gates are 
deposited on top of this insulating layer and HW. (c) A conductance triangle of the DQD at Vsd 
= 3 mV. A current suppression is observed at detuning ~ 0, compared to (d) A conductance 
triangle at Vsd = -3 mV. Pulse for spin manipulation (Rabi) is shown in (c). 
 
In the PSB region, we are able to implement EDSR with a magnetic field B perpendicular to 
the substrate by applying a microwave excitation to gate R, taking advantage of strong spin-
orbit coupling. When the frequency of microwave matches the resonance frequency of spin 
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states, PSB is lifted and an increase of transport current is observed. After mapping out the 
transport current as a function of magnetic field and microwave frequency, multiple spin 
resonances can be obtained (see Supplementary Material, Fig. S1). We investigate two of these 
resonances in the spin resonance spectrum (noted as A and B in fig. 2(a)). These two resonances 
may correspond to the spin transition of the left and right QD in our device, or different 
simultaneous transitions of the spin and orbit degree in the same QD. Due to the fact of the 
uncertain hole occupation number and the possibility of mixing between heavy hole and light 
hole states, the origin of these two EDSR lines are hard to confirm. Here, for clarity, they are 
termed mode A and mode B. 
In order to demonstrate the coherent control of an isolated single hole spin qubit, a sequence is 
applied to gate R (fig. 2(b)) for a three-step operation. First, the spin states are initialized in the 
PSB region. Then a pulse is used to detune to coulomb blockade region for spin manipulation 
(see Supplementary Material, Fig. S2). During this step, a microwave burst with a duration of 
𝜏 is applied to manipulate spin states coherently. When measuring the probability of the spin 
sates, the sequence detunes the charge state from coulomb blockade back to spin blockade 
regime for a spin-to-charge readout. After this step, pulses repeat to initialization. During all 
these steps, we probe the average transport current over 100 repeated cycles each time to 
mitigate effect of low frequency noise (see Supplementary Material, Fig. S3). The 
demonstration of coherent control is implemented by Rabi oscillations (fig. 2(c)), where an 
external magnetic field B = 100 mT is applied and the probability of spin state is measured by 
the averaged transport current as a function of microwave duration time 𝜏  and applied 
microwave frequency 𝑓 (fig. 2(c)). We can resolve up to seven oscillations within 180 ns and 
the standard chevron pattern helps us to characterize the qubit frequency (7.92 GHz) precisely.  
 
To investigate the question that how fast the qubit can be driven coherently, Rabi oscillations 
of mode A are performed as power 𝑃 increased from 0 dBm to 9 dBm (fig. 2(d)). We can 
resolve nine Rabi oscillation periods in 16 ns at a microwave power of P = 9 dBm (fig. 2(e)) 
with a frequency of 𝑓𝑅 = 542 ± 2 MHz  at 𝑓 = 7.92 GHz. The manipulation fidelity is 
60%~78%, estimated by the amplitude of the first Rabi oscillation (200 ~ 260 fA). When the 
power is further increased, absorption of microwave photon enables the inter-dot tunneling 
regardless of the spin state, leading to the damping and acceleration of the oscillations (see 
Supplementary Material, Fig. S4 (b) & (c)). This photon-assistant tunneling (PAT) limits the 
detection of coherent control for a faster Rabi frequency [3, 4]. 
 6 / 14 
 
 
To rule out the influence of relaxation on the decay of Rabi oscillations, a measurement of spin 
relaxation time 𝑇1 of the qubit is performed by preparing spin to the excited state with a 𝜋 pulse 
(calibrated by Rabi oscillation) and waiting for time t for readout. We observe a relaxation time 
of  𝑇1 = 3.65 ± 0.06 μs and this value is much larger than the time scale of spin manipulation. 
As a result, we can rule out the influence of relaxation on the decay of Rabi oscillations.  
 
Fig. 2. EDSR spectrum and coherent spin control of mode A. (a) Two EDSR lines 
corresponding to the rotation of two different modes, noted as A and B, measured by applying 
a continuous wave with a power of -15 dBm. (b) Schematic representation of the spin 
manipulation cycle and corresponding gate-voltage (VR) modulation pattern. (c) For an external 
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magnetic field 𝐵 =  100 mT, the spin state oscillation is observed by sweeping the frequency 
and duration time of microwave (the amplitude from the pulse signal generator is set as 𝑃 =
−15 dBm) applied to the gate R. Each data point is averaged 20 repeats. Qubit frequency agree 
with the working point of A in EDSR spectrum. (d) Rabi oscillations under different amplitudes 
of applied microwave. (e) Rabi oscillations at 𝑓 = 7.92 GHz with fits to 𝐴 ∙ cos(𝑓𝑅𝜏 + 𝜑) ∙
exp(−(𝜏 𝑇2
𝑅⁄ )2) + 𝐼0  (An offset of 0.5 pA is set between two oscillations for clarity. Rabi 
frequencies are 112 ± 2,202 ± 2, 393 ± 2 and 542 ± 2 MHz from bottom to top). (f) A spin 
relaxation time 𝑇1 = 3.65 ± 0.06 μs is obtained by fitting the decay process using ∆𝐼 =  𝐼0 +
𝐴 ∙ exp (−
𝑡
𝑇1
). The state is prepared to the excited with a 𝜋 pulse during measurement. We 
corrected the data by removing the background current 𝐼0. Similar results of mode B are shown 
in Fig. S5 (Supplementary). 
 
To study quality behavior of the qubit with such a fast Rabi frequency, the Ramsey experiment 
of mode A is performed to evaluate dephasing time 𝑇2
∗ during free evolution. In addition to a 
pulse similar to Rabi experiment, two 𝜋/2 pulses are applied with the interval of waiting time 
𝜏 as shown in the top panel of fig. 3(a). A Ramsey-fringe like pattern is shown in fig. 3(a) by 
varying 𝜏 and microwave frequency. Stripe pattern can be observed while coherence of spin 
states maintains during operation (waiting time 𝑡 < 60 ns ). We perform a fast Fourier 
transformation of Ramsey as well. Fig. 3(b) shows the frequency of Ramsey oscillation 
(𝑓𝑅𝑎𝑚𝑠𝑒𝑦), which is proportional to frequency shift ∆𝑓 = 𝑓𝑀𝑊 − 𝑓0 (𝑓0 = 7.92 GHz). In the 
rotation frame, the first pulse induces a rotation around x-axis. By varying ∆𝑓, the rotation axis 
of the second 𝜋/2  pulse relative to the first one is changed. The linear dependence of  
𝑓𝑅𝑎𝑚𝑠𝑒𝑦 = ∆𝑓  (dash line) identifies the first order Ramsey oscillation as expected [41]. 
Alternatively, two-axis control can be achieved by varying the relative phase ∆𝜑  of the 
microwave modulation between the two pulses. The result of relative phase control (∆𝜑) shows 
the control of the rotation axis in addition to ∆𝑓. Specifically, when the ∆𝜑 = 0, 
𝜋
2
, 𝜋 and 
3𝜋
2
.  
the second pulse induces rotation around x-axis, y-axis, -x-axis and –y axis. The signal 
oscillates with a period of 2𝜋 in fig. 3(c) and the amplitude can be used to extract dephasing 
time 𝑇2
∗ . In fig. 3(a), the amplitude of this oscillation vanishes on a timescale of 𝑇2
∗ . A 
dephasing time of 𝑇2
∗ = 82 ± 9 ns is extracted at P = -10 dBm (fig. 3(d)). In mode A, we 
measure the dephasing time at a different power of P = 0 dBm and obtain 𝑇2
∗ = 66 ± 6 ns (fig. 
S4(d) in supplementary). This value of dephasing is in accord with the value of 𝑇2
∗ = 65 ±
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2 ns of mode B at the same power of P = 0 dBm (fig. 3(e)). Furthermore, the coherence time 
can be extended to 523 ns by performing Hahn echo sequences, which consists of 𝜋/2, 𝜋 and 
𝜋/2 pulses separated by a waiting time 𝜏/2 between two pulses. 
 
Fig. 3. Free evolution and dephasing of the qubit. (a) Transport current of mode A as 
functions of microwave frequency and free evolution time 𝜏 between two 𝜋/2 pulses at P = -
10 dBm. (b) Frequency Fourier transform corresponding to (a). Two white dash lines mark the 
dependence of z-axis rotation on the frequency shift. (c) Sequence used to control the free 
evolution of the qubit (top). Oscillations of the phase control of the second pulse at 𝜏 = 0 ns 
and ∆𝑓 = 0 MHz shows a perfect cycle of 2𝜋.  (d) Dephasing of mode A:  𝑇2
∗ = 82 ± 9 ns is 
obtained from the decay of ∆𝐼  by fitting 𝐼 = 𝐴 ∙ cos(𝑓𝜏 + 𝜑0)exp(−(𝜏 𝑇2
∗⁄ )2) + 𝐼0 . In this 
figure, the duration of 𝜋/2 pulse is 3.3 ns with P = -10 dBm, 𝑓 = 7.9 GHz and B = 100 mT. (e) 
Dephasing of mode B:  𝑇2
∗ = 65 ± 2 ns with P = 0 dBm, 𝑓 = 7.88 GHz and B = 156 mT. (f) 
Hahn echo sequence (top). After decoupling, dephasing time of mode B has been extended up 
to 523 ns. The durations of the pulses are 𝑡𝜋/2 = 2.5 ns and 𝑡𝜋 = 5 ns. Here, we use 𝐼 = 𝐴 ∗
exp (−(
𝜏
𝑇2
𝐻𝑎ℎ𝑛)
1+𝛼) to fitting our data, where 𝛼 = 0.9 is determined by the noise spectrum. (see 
Supplementary Material, Fig. S3). 
 
To explore the possibility of faster qubit operation, we perform similar two-axis control of 
mode B, consisting of Rabi (see Supplementary Material, Fig. S5.1) and Ramsey experiments 
(see Supplementary Material, Fig. S5.2). By comparing the Rabi frequencies of A and B, 
 9 / 14 
 
operation rates of A are higher than B at the same power P of applied microwave (∆𝑓 = 0) 
(fig. 4(e)). In our spin system, effective magnetic field of EDSR, controlling Rabi frequency, 
is mediated by spin-orbit interaction. And the spin-orbit coupling for a hole gas can be 
described by the Hamiltonian [42-44]: 
𝐻𝑠𝑜 = 𝑖𝛼2(𝑘+
3 𝜎−𝑘−
3 𝜎+) + 𝑖𝛼3(𝑘+𝑘−𝑘+𝜎+ − 𝑘−𝑘+𝑘−𝜎−),                        (1) 
where 𝜎± = (𝜎𝑥 ± 𝑖𝜎𝑦)/2 , 𝑘± = (𝑘𝑥 ± 𝑖𝑘𝑦)/2  and 𝛼2  and 𝛼3  are Rashba coupling 
constants [45]. We can cast the spin-orbit coupling in the effective mass approximation with 
harmonic confinement V(x, y) = m𝜔0
2(𝑥2 + 𝑦2)/2 (see Supplementary Material, Section 2): 
fRabi =
2α3𝑒√(Eac
x )2+(Eac
y
)2
πℏ3
(
𝑔𝜇𝐵𝐵
𝑙𝑑𝑜𝑡
2 𝜔0
2 +
𝑒𝐵
𝜔0
),                  (2) 
where ldot the size of QD satisfying ldot = ℏ/(m
∗√ω0
2 + ωc2), ωc
 = |𝑒𝐵|/𝑚∗ the cyclotron 
frequency, g the g-factor of a single spin, μB the Bohr magneton, B the external static magnetic 
field, m∗ the effective mass of Ge heavy holes and Eac
x  (Eac
y
) x- (y-) component of the effective 
electric field generated by microwave applied to gate. It is clear that only 𝛼3-Rashba term 
contributes to Rabi frequency, which is experimentally controlled by microwave bursts. 
To figure out this relationship, we simulate the position dependent effective alternating electric 
field (see Supplementary Material, Fig. S6). Experimentally, we can obtain a 𝑓Rabi with a fixed 
power of applied microwave. Then, we study Rabi oscillations of A and B at range of 
−15 dBm < 𝑃 < 0 dBm (fig. S6(b) and fig. S7(a)) and Fourier transformations of the results 
to characterize Rabi frequency (fig. 4(a) and fig. 4(b)). By fitting the dependence of Rabi 
frequency on alternating electric field from equation (2), the value of 𝛼3
A = 399 meV ⋅ nm3 
and 𝛼3
B = 150 meV ⋅ nm3 are obtained. Simulating results of A and B are shown in fig. 4(c) 
and fig. 4(d), where a lager α3 leads to a higher Rabi frequency. To further explore a faster 
operation, we plot the simulation result of Rabi frequency under different α3(fig. 4(f)). A Rabi 
operation as fast as 1 GHz is possible to be achieved in our system if there is a mode with a 
large α3. As mentioned above, the EDSR spectrum indicates multiple harmonic generations in 
the DQD device with different spin-orbit coupling. As a result, we can achieve a faster spin 
manipulation by selecting a branch of EDSR with stronger spin-orbit coupling. Overall, we can 
attribute the faster coherent control to a stronger spin-orbit coupling and 540 MHz is far from 
the upper bound of our system. 
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Fig. 4. Comparison of Rabi frequency. (a) & (b) Fourier transformations of Rabi oscillation 
of A (fig. S6(a)) and B (fig. S7(b)). Peak in the results characterize the Rabi frequency of A 
and B. Dash lines are results after fitting the signal to equation (1). (c) & (d) Simulation results 
of dependence of Rabi frequency as a function of driving power P under different spin-orbit 
lengths. Red curve in (c) ((d)) corresponds to the dependence when 𝛼3 = 399 meV ⋅ nm
3 
( 𝛼3 = 150 meV ⋅ nm
3) and it matches the dependence of A (B). Parameters for (c): ℏ𝜔0 =
1 meV, 𝑔 = 4.5, 𝐵 = 100 mT; Parameters for (d): ℏ𝜔0 = 1 meV, 𝑔 = 3, 𝐵 = 156 mT. (e) 
Liner dependence of Rabi frequency on the power of applied driving field. Rescale of power 
is converted by 𝑃 (mW) = 10(𝑃 (dBm)−36) 10)⁄ , 𝑃MW
1/2 = (2 ∗ 𝑃 (mW) ∗ 50 Ω)0.5 . For 
𝑃MW > 9 dBm, the data no longer fits the linear dependence as a result of PAT effect (fig. 
S6(c)). (f) Simulation result of Rabi frequency at different 𝛼3 and driving power (𝑓𝑀𝑊 = 8 
GHz). A Rabi frequency at the level of 1 GHz can be achieved in our system with strong spin-
orbit coupling and high power. 
 11 / 14 
 
 
DISCUSSION 
 
Our results enable us to obtain a quality factor of 𝑄 = 𝑇2
∗ 𝑡𝜋⁄ ≈ 90. However, in addition to 
Rabi frequency, dephasing is another limitation for high quality of the qubit. To investigate 
whether different modes has different dephasing time, we compare the results of mode A (see 
Supplementary Material, Fig. S4 (d)) and mode B (see Supplementary Material, Fig. 3(e)) 
when P = 0 dBm and the dephasing remains nearly at 𝑇2
∗ = 66 ns. We can conclude that the 
quality factor of our qubit only depends on operation rate with respect to different modes. As 
a result, the quality factor can be higher if we control our qubit faster with a stronger spin-orbit 
coupling. 
 
In summary, we have achieved ultra-fast spin manipulation in Ge HW. An ultra-fast Rabi 
frequency of 540 MHz at a small magnetic field of 100 mT is reported and a dephasing time 
of 82 ns is obtained from free evolution in Ramsey experiment. A hole spin qubit with a quality-
factor of 90 is obtained in our experiment. As dephasing does not change for different modes, 
qubits with higher quality is possible if the mode is switched to other resonances with stronger 
spin-orbit coupling. For the exact origin of the different operation modes in hole spin qubits, 
further research should be involved, such as strain induced mixing of HH and LH states in Ge 
HW QDs, nonlinear effects in hole spin blockade, or 𝑔-factor renormalization due to strong 
spin-orbit coupling in holes. Overall, our research implies that hole spin in Ge HW QD is a 
competitive contender for semiconductor quantum computing with the ability of all-electrical 
ultrafast control without a micromagnet or a stripline. Further research could be focused on 
charactering the control fidelity with such fast speed and scale it up to more qubits. This is 
anticipated considering recent development of Ge HW array and long-range coupling to the 
resonator. 
 
METHODS 
 
In our HW, a Ge layer (~ 6.5 Å) was deposited by S-K growth mode on Si buffer layer (100 
nm). And a 3.5 nm thick Si cap was grown on top of the Ge layer to protect inner part. The 
length of our wire can be longer than 1 μm, nevertheless, a wire with the length of 500 nm is 
long enough for our DQD device. On both ends of the wire, two palladium (30 nm) electrodes 
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were defined as the ohmic contact. A layer of aluminum oxide (25 nm) was then deposited on 
top of the sample as an insulator. In order to define DQD, three Ti/Pd electrodes are deposited 
to define the potential in the wire. The sequences for manipulating spin states were transmitted 
by a coaxial line connecting to gate R, where the total attenuation is 36 dB. 
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