This paper is to shown the performance of a modified algorithm for decoding the (47, 24, 11) binary quadratic residue code up to six errors. The technique in this paper combines the algebraic decoding algorithm with the detection scheme for the (47, 24, 11) quadratic residue code offered by Truong et al. to correct up to five errors. Then again, the reliability-search algorithm is utilized to correct one bit of the six bits error. The computer simulation of the scheme shows that at least 90% of 6 bits error occurred are corrected if the E b /N 0 ratios are greater than 4 dB. As a result, the performance of this modified algorithm is very close to the bound of decoding up to six-bit error.
Introduction
The quadratic residue (QR) codes are introduced by Prange (1), in 1958, which are one class of cyclic codes. Most of the known QR codes are as good as the best code with the code length n and the dimension k, see Fig. 5 .2 of (2). Among them, the (47, 24, 11) QR code is one of the best codes, and has the five error-correcting capacity. The (48, 24, 12) extended QR code is formed by adding a parity-check bit p to a codeword of the (47, 24, 11) QR code. The (48, 24, 12) extended QR code thus has the capability to correct five errors and detect six errors. Moreover, this extended QR code is also the extremal self-dual doubly-even code (3) .
In this paper, the algebraic decoding algorithm for the (47, 24, 11) QR code proposed in (4) is developed to decode up to five errors and can be utilized to decode the (48, 24, 12) QR code for correcting five errors and detecting six errors. Recently, the reliability-search algorithm in (5) was developed to facilitate further decoding of the (23, 12, 7) Golay code. In that algorithm, using real channel data, the method developed by Reed (6) can be used to estimate the individual bit-error probabilities in a received word. It is convenient to let the symbols D v and D denote the algebraic decoding algorithm of the (47, 24, 11) QR code (4) for v errors and up to five errors, respectively. In this paper, the performance of decoding the (47, 24, 11) extended QR code by using a modified decoding algorithm which is developed via the D algorithm and the reliability-search algorithm (5) 
Let codeword c(x)=m(x)g(x) be transmitted through a noisy channel to obtain a received word of form, r(x) = c(x) + e(x), where e(x) is the error polynomial. The syndromes S i of the received word r(x) are defined as S i = r(β i ) and are expressible in terms of the following symmetric polynomials:
where Z j for 0 ≤ j < v are the locations of the v errors, i.e., Z j = j r  with r j being the location of the error to be corrected and v ≤ t. If the syndromes can be computed from
these are called the known syndromes. Otherwise, the syndromes are called the unknown syndromes.
Next, define the error-locator polynomial of the error pattern e(x) to be
Then, the relations of S i and σ j are the Newton's identities shown in (7) given in the following:
The error-locator polynomial could be obtained by directly solving the Newton's identities for the σ j , 1 ≤ j ≤ v. If there are sufficient numbers of consecutive known syndromes for a given number of errors, we can gain the error-locator polynomial via the Berlekamp-Massey algorithm. In the following, the hard decoding algorithm of the (47, 24, 11) QR code and the detection the six bits error method for its extended code are introduced.
Algebraic decoding algorithm for the (47, 24, 11) QR code and detection six bits error for its extended code
Depending on the number of v = 0, 1 , 2, 3 errors, the coefficients of the error-locator polynomial are defined in Case 0, Case 1, Case 2, and Case 3, respectively. For v = 4 and 5, we first define the unknown syndromes S 5 by using the syndrome matrices. Then there are sufficient numbers of consecutive known syndromes, S 0 S 1 ,…, S 7 , S 8 , and we can gain the error-locator polynomial via the Berlekamp-Massey algorithm.
Case 0: If S 1 = 0, then there is no error occurred. Case 3: If S 7 +S 6 S 1 = 0, there are more than three bits error occurred and go to Case 4. Otherwise, the coefficients of L(z), σ 1 , σ 2 , and σ 3 , are obtained: 
In Cases 4 and 5, the technique in (6) for finding the value of unknown syndrome S 5 is used and one shows the matrices S(I, J). By the det(S(I, J)) = 0, the S 5 's value is determined. Then, sufficient consecutive known syndromes are used to solve the Newton's identities. Moreover, the coefficients σ 1 , σ 2 , σ 3 , σ 4 , and σ 5 are obtained via BerlekampMassey algorithm.
Case 4: For the four bits error, S 0 = 0. The matrix S(I, J) is given: 
The entries of S(I, J) are known except S 5 . Next, det (S(I, J)) = 0. Thus, S 5 can be solved as follows: 
If det(  ) = 0, there must be more than four bits error.
Case 5: For five bits error, S 0 =1 and S 5 is determined by using following matrices. 
Obviously, S 5 is the root of the greatest common divisor of det(S(I 1 , J 1 )) and det(S(I 2 , J 2 )). Furthermore, the roots of L(z) belong to {β 0 , β 1 , …, β 46 }. Moreover, the Chien's search is used to find the roots of the error-locator polynomial. The error locations are the roots of L(z), and the error pattern is determined.
Consider the binary (48, 24, 12) extended QR code C . r is the received word without its overall parity bit p. In the D algorithm, first the syndromes of r are calculated and the number of the error occurred is determined by the above mentioned cases. Then either the roots of L(z) are the error locations found by the Chien's search and the error is thus obtained or not. If D can be used to compute the error E D from the known r, the decoding scheme of the code augmented by a parity bit, called extended P, is given as follows: If no error is obtained from r by the D algorithm or a six bits error is detected by extended P, one uses a method mentioned below to correct the six bits error.
Reliability-search algorithm to correct the six bits error
In (5), Dubney et al. proposed an improved version of the previous shift-search algorithm by using the bit-error probability estimate that is developed by Reed et al. (6) . In the algorithm, they add a selected one bit error to the received word and then decode that obtained word, where the selection of the added error is based on the probability calculated from the received word. If it can be decoded successfully, then the actually "codeword" is just the output word. If it cannot be decoded, try another one bit error having the probability only lower than the previous selection. If all the possible selections do not offer decodable word, the actually error occurred in the received word has weight larger than the error-correcting capacity and is not decodable.
For each j, let p j denote the j-th bit error probability of the received word. 
Step 2) Let k = 1.
Step 3) If the bit with the k-th highest probability of error belongs to E D or is the parity check bit, decode r | p as (r + E D ) | (p + 1) and stop.
Step 4) Obtain r ' by inverting the j k -th bit of the received word. If a five bits error Step 5) If k < 48, k = k+1 and return to Step 3. Otherwise, stop.
During the experiments, we observe that, in most cases, the inverted bit that cancels the sixth error can be correctly indicated within three attempts by using the reliability-search algorithm. The simulation results in additive white Gaussian noise (AWGN) illustrated in Table I show that at least 90% of a six bits error are corrected within three attempts if the E b /N 0 ratios are greater than 4 dB. Moreover, as shown in Fig. 1 , One observes that the Frame Error Rate(FER) performance of the extended (48, 24, 12) QR code within three attempts is very close to the bound of the decoding up to six bits error.
Conclusion
The decoding algorithm can be used to correct very large percent of six bits error and all five bits errors or fewer random errors. Note also that as a bit-energy to noise-spectraldensity ratio(SNR) increases, the percentage of patterns of six bits error, which are decoded successfully, is improved. As a result, the performance of this algorithm is very close to the bound of decoding up to six-bit error. Furthermore, the method introduced in this paper can be generalized to decode for other QR codes more than their error-correcting capacity.
