Generative Adversarial Networks (GANs) are considered the state-of-the-art in the field of image generation. They learn the joint distribution of the training data and attempt to generate new data samples in high dimensional space following the same distribution as the input. Recent improvements in GANs opened the field to many other computer vision applications based on improving and changing the characteristics of the input image to follow some given training requirements. In this paper, we propose a novel technique for the denoising and reconstruction of the micro-Doppler (µ-D) spectra of walking humans based on GANs. Two sets of experiments were collected on 22 subjects walking on a treadmill at an intermediate velocity using a 25 GHz CW radar. In one set, a clean µ-D spectrum is collected for each subject by placing the radar at a close distance to the subject. In the other set, variations are introduced in the experiment setup to introduce different noise and clutter effects on the spectrum by changing the distance and placing reflective objects between the radar and the target. Synthetic paired noisy and noise-free spectra were used for training, while validation was carried out on the real noisy measured data. Finally, qualitative and quantitative comparison with other classical radar denoising approaches in the literature demonstrated the proposed GANs framework is better and more robust to different noise levels.
I. INTRODUCTION
Radar sensors are widely used nowadays in the tracking and identification of different targets. This is due to its superior penetration capabilities and robustness against different lighting and weather conditions in comparison to vision-based approaches such as camera and LIDAR [1] , [2] . Micro-Doppler (µ-D) spectrum introduces an additional capability in radar systems by allowing the analysis of the individual micro motions of moving targets. For instance, when studying the µ-D signature of a non-rigid body as a flying bird, some frequencies reflect the translational velocity of the bird and other frequencies reflect the wings motion. The same holds for a helicopter where the body indicates the relative velocity and the periodic frequencies reflect the blades movement [3] . Accordingly, µ-D signatures proved to be an effective measure of human locomotions such as swinging of body limbs.
Although some human motions are periodic, e.g. walking and running, in general each human body part has a micro motion which induces a different µ-D signature. Based on the study presented in [4] , the µ-D signature of human activity is analyzed as the superposition of different limbs signatures involved in such activity. Accordingly, the superpositioned µ-D signature is used for differentiating between different periodic and aperiodic human activities. Previous studies inspected the use of µ-Ds in fall detection especially for monitoring elderly people [5] , [6] . Moreover, the µ-D capability in radar is widely used for rehabilitation tasks to monitor gait abnormalities and caned assisted walking [7] . Additionally, radar is nowadays the dominant sensor used for autonomous driving as it combines high resolution in range, velocity and depth perception. This motivated the use of radar in vital tasks such as on-road pedestrians and cyclists recognition [8] .
However, most of the previous research assumes perfect measurement conditions where an ideal obstacle-free environment is preserved. This is handled by placing the radar at a suitable distance above the ground to maintain a clear line of sight with the target of interest [5] . Such requirements are not always applicable, and in many realistic cases, an obstacle-free environment is not guaranteed. Moreover, the distance between the radar and the target of interest is directly related to the measurement Signal-Noise-Ratio (SNR). The larger this distance is, the smaller the detected Radar Cross Section (RCS), which leads to a lower SNR [9] . It is explained in [10] , [11] , [12] that a significant degradation in the classification and detection performance is observed in low SNR cases. To overcome such degradation, µ-D spectrum denoising techniques were introduced to allow for scene-independent radar performance in non-ideal measurement conditions.
In [13] , authors proposed the use of CLEAN decomposition technique for noise reduction and subsequent enhanced classification of aeroplane targets. The main limitation of this approach is the requirement of accurate prior knowledge of the measurement SNR level, which is not always practically feasible. To overcome this limitation, authors in [14] used Complex Probabilistic Principal Component Analysis (CPPCA) to reconstruct the radar spectrum and then discard the noise in latent space. Furthermore, classical adaptive thresholding approaches such as Constant False Alarm Rate (CFAR) [15] , which is extensively used for range estimation and clutter suppression, can be adopted for µ-D denoising as mentioned in [16] . Although this technique results in an enhanced classification performance of the denoised spectrum, it requires long inference time per spectrum due to high computational complexity. Finally, image-based denoising approaches such as Gamma-correction can also be used for µ-D spectrum denoising [17] . Gamma-correction can be considered as a simple but effective non-linear mapping technique where a constant value γ is used to map each pixel intensity I to a corrected pixel intensityÎ = I γ . According to the chosen value of γ, the background noise is suppressed while maintaining the overall spectrum structure. Conversely, Gamma-correction may result in the adverse elimination of low power vital components within the spectrum. This may affect further applications which require knowledge of the local components as well as the overall spectrum structure, such as activity recognition and human subject identification [18] , [19] , [20] . Moreover, all of the mentioned denoising techniques are specific to a fixed measurement scenario or SNR level. Generalization to realistically diverse structures requires case-specific manual tuning which hinders the denoising automation capability.
In this work, we propose the use of state-of-the-art deep learning techniques for adaptive denoising and reconstruction of µ-D spectrum. To this end, we propose the use of Generative Adversarial Networks (GANs) introduced in 2014 [21] . GANs consists of two Deep Convolutional Neural Networks (DCNNs) trained in competition with each other. The first network is a generator aiming to generate samples from the same distribution as the input samples. The second network is a discriminator aiming to discriminate the fake generator output samples from the real input samples. Both networks are trained with competing objectives, the generator trying to fool the discriminator and the discriminator is trained to improve its classification performance to avoid being fooled. For imageto-image translation tasks, other variants of GANs based on conditional GAN (cGAN) are used [22] . In recent years, a wide variety of image-to-image applications are making use of cGANs in different fields, such as motion correction, image inpainting and super-resolution tasks [23] , [24] , [25] .
The main goal of this work is to introduce the use of cGAN as a µ-D denoising technique which is generalizable to different SNR levels and measurement scenarios with fast inference time. Additionally, the proposed method must maintain both the global and the local spectrum structure to preserve the performance of post-processing tasks. We illustrate the advantages of the proposed denoising method by qualitative and quantitative comparisons with classical denoising techniques.
II. METHODOLOGY
The proposed denoising and reconstruction network architecture is based on cGANs. However, additional nonadversarial losses are used with the cGAN structure to preserve the details of the denoised spectrum. An overview of the proposed architecture is depicted in Fig. 1 .
A. Conditional Generative Adversarial Networks
In contrast to traditional GANs, a conditional generator is trained to map a source domain sample, in our case the noisy radar µ-D spectrum y, to a generated samplex = G(y) representing the corresponding denoised spectrum. The generated samplex is then passed as an input to a discriminator network along with the corresponding paired ground truth x which is aligned with the source domain input y. The discriminator is trained as a binary classifier to differentiate between the fake samplex and the real sample x, such that D(x, y) = 0 and D(x, y) = 1. The problem can be illustrated as a minimization-maximization problem by which a generator is generating samples to maximize the probability of fooling the discriminator. At the same time, the discriminator is classifying the real input samples from the generated ones by minimizing the binary cross entropy loss. This part represents the network adversarial loss and the training procedure is expressed as the following min-max optimization problem:
B. Non-adversarial Losses
Depending only on the adversarial loss may produce non-realistic spectra with different global structures than the required clean target spectra. To resolve this issue, nonadversarial losses are also introduced as additional losses to insure consistent and realistic spectrum reconstruction. The first non-adversarial loss utilized in the proposed network is the L1 pixel reconstruction loss, which was first introduced as adversarial setting in [26] . The L1 loss L L1 is described as the pixel-wise Mean Absolute Error (MAE) between the reconstructed spectrumx and the target clean spectrum x:
In addition to the L1 loss, the perceptual loss is utilized to minimize the perceptual discrepancy between the generated outputx and the corresponding ground truth sample x, thus modelling a better representation from the human judgement perspective [27] . The perceptual loss considers the output of the intermediate convolutional layers of the discriminator, which represents the extracted features of the input image. Accordingly, the perceptual loss of the i th layer is calculated as the MAE between the extracted features D i of the desired target image x versus the generator output imagex:
During training, the task is to minimize the weighted sum of the perceptual losses of different discriminator layers:
where λ i > 0 is the weight corresponding to the i th layer and L is the index of the last layer in the discriminator network. Hence, the L1 loss can be considered as the perceptual loss of the raw images at the input layer (i = 0).
C. Network Architecture
As shown in Fig. 1 , the proposed network utilizes the U-Net presented in [26] as the generator part, which is typically a convolutional encoder-decoder structure. The task of the U-Net generator is to map a high dimensional source domain input image y (256×256×3) to an output imagex of the same dimensions representing the same underlying structure but with different image characteristics (translation from noisy to noise-free). In the encoder branch, the image passes through a sequence of convolutional layers with varying number of filters and a 4×4 kernel. In all layers a stride of 2 is used, thus the dimensions of the image is progressively halved until a final latent space representation is reached. The decoder branch is a mirror of the encoder branch, but with upsampling deconvolutional layers to reach the original input dimension. To avoid information loss due to the bottleneck layer, skip connections are used between encoder and corresponding decoder layers to pass vital information between the two branches and ensure a consistent high quality output.
As for the discriminator part, a patch discriminator architecture is utilized. In our proposed architecture the image is divided into 70 × 70 overlapping patches and each patch is classified by the discriminator as real or fake and an average score of all patches is used. Finally, the overall network loss is the sum of all mentioned losses and can be expressed as follows:
where λ L1 and λ perc are the weights for the L1 and the perceptual losses, respectively. These weights are used to balance the share of all losses by rescaling each loss with an appropriate corresponding value. After extensive hyperparameter optimization, the used weights were set λ perc = 0.0001 and λ L1 = 100.
III. EXPERIMENTAL SETUP
In this study, the proposed denoising method is applied only on the µ-D spectrum of walking human subjects. However, the idea can be generalized to different activities. Walking is particularly selected for easier dataset collection. Furthermore, walking µ-D signatures are challenging as they contain vital information about the walking style, and thus subject identity, in lower-powered regions representing individual limb swings. The model must learn to preserve such information eliminating the surrounding high-powered noise signals.
A. Radar Parametrization
Since only the µ-D spectrum is of interest in this paper, a CW radar is used for data collection. The used radar operates at a carrier frequency f c = 25 GHz with a pulse repetition (a) Clean experiment setup. frequency of F p = 4 kHz. Based on equations presented in [3] , the measurable maximum velocity is v max ≈ 12 m/s. By definition, a µ-D spectrum is interpreted as a Time Frequency (TF) analysis of the received sampled complex time domain data x(n). In our case, the velocity of the target of interest is not constant, thus the corresponding reflected time domain signal is non-stationary. To visualize the temporal velocity behaviour, a spectrogram is calculated as the logarithmic squared magnitude of the Short-Time Fourier Transform (STFT):
where n is the discrete time domain index, w(.) is a smoothing window, and m is the sliding index. A Gaussian smoothing function is used with a window size of 512 to achieve a velocity resolution of v res ≈ 0.04 m/s.
B. Dataset Preparation
To collect a reasonable amount of data with realistic variations, 22 subjects of different genders, weights, and heights were asked to walk on a treadmill at a velocity of 1.4 -1.6 m/s. The main motivation behind the use of a treadmill is to enforce a motion style for all subjects. Moreover, this mitigates the unwanted variations in radar-target alignment, which scales the measured radial velocity [28] and this is not desired in this paper. As explained in [29] , [30] , a walking human gait cycle is divided into two main phases. A swinging phase where the upper body limbs and lower body limbs are swinging in an alternative behaviour (left arm with right foot and vice versa). In the stance phase, both feet are touching the ground Clean spectrum Real noisy spectrum SNR 10 dB SNR 5 dB SNR 0 dB Fig. 3 : An example of a clean µ-D spectrum with AWGN at different SNR levels in comparison to the real noisy spectrum. and no swinging behaviour is observed, only the bulk of the relative velocity. Hence, a full gait cycle can be analyzed as two swinging phases corresponding to the left and right feet swings interrupted with a middle stance phase.
The proposed cGAN model, presented in Fig. 1 , takes a source domain noisy spectrum and a target clean spectrum during training to learn the spectrum patterns, which will enable spectrum denoising. Accordingly, the first experiment collects the clean target spectrum by placing the radar at a 3 m distance facing the back of the treadmill and a target is moving away from the radar with a direct line of sight. The second experiment models noisy spectra, where the radar is placed at a 10 m distance from the treadmill. As mentioned in Sec. I, a longer distance results in a lower SNR. Moreover, to include different clutter and fading effects, reflective obstacles were placed between the target and radar. To collect radar reflections with different SNRs, the noisy experiment setup is changed from one subject to another by varying the number of reflective objects between the target and the radar and adapting the radar-target distance from 10m to 8m. Finally, each subject is asked to walk on the treadmill for 3 minutes for each experiment. An example of the setup for both experiments with the corresponding full gait µ-D is depicted in Fig. 2 .
To avoid power fading effect during the experiment, a normalization is applied on each gait cycle. It can be observed from Fig. 2b that the two swinging phases are not perfectly symmetric in one full gait cycle, thus the denoising will be applied on half gait cycle basis. This will add more generalization capability to the network regardless of the direction of the initial motion gait, e.g. left-right in comparison to rightleft gaits. Finally, each half gait spectrum will be sliced and resized to an RGB unsigned integer-16 image of a resolution (256×256×3). The duration of a half gait cycle is different from one subject to another and it is highly affected by the step length, which is directly proportional to the height of the subject under test. Based on the proposed treadmill velocities, a half gait cycle duration is analyzed for the 22 subjects and found to be within 0.4 -0.6 s interval. On average the total number of images per experiment is 22×180/0.5 ≈ 8000 images.
Since both experiments are done with one radar at different time instants and under different conditions, the dataset of both experiments is unpaired. As mentioned in Sec. II-A, cGANs basically work on paired images in the source and target domain. To resolve this issue, the noise distribution in the noisy µ-D spectra must be modelled and added to the clean target spectra. Then both the clean data and the modelled noise data are passed to the proposed cGAN network in pairs for training on specific subjects. However, the network performance will be validated on real noisy spectra and not the modelled ones. For the first feasibility study, an Additive White Gaussian Noise (AWGN) is added to the logarithm of the clean target spectra. To make sure that the modeled noise is covering all scenarios in the real experiments, different SNR levels are used. This will improve the generalization performance of the network. As shown in Fig. 3 , the clean and real noisy µ-D are not perfectly aligned. However, using AWGN with different SNR levels will resolve this alignment issue. To validate the AWGN model assumption, a noise analysis is applied to the acquired noisy dataset. In the analysis, each collected noisy half gait µ-D spectrum (dB-scale) is subtracted from a clean µ-D spectrum from the same subject and same swing orientation (right or left swing). This is applied on all 22 collected. Then the error distribution is analyzed. In Fig. 4 , an approximate bell-shape distribution is observed, which validates our AWGN assumption. In Fig. 4 , a certain non-zero mean can be observed. This is due to the misalignment effect discussed above between both clean and noisy dataset.
The proposed network is trained on 15 subjects and tested on the remaining 7 subjects. In training every clean spectrum is passed with 3 different SNR levels to the network, see Fig. 3 .
To have a total of 15×360×3 ≈ 16,000 images for training.
The training of the model takes about 48 hours on a single NIVIDIA Titan X GPU for 200 epochs. However, the model testing inference time is only about 100 ms. To evaluate the proposed architecture performance, the real noisy µ-Ds of the remaining 7 subjects are denoised (7 × 360 = 2520 images). Furthermore, a comparison with other classical denoising techniques is applied to the test set. The first denoising approach used for comparison is based on a 2D CA-CFAR proposed in [15] , where an adaptive noise threshold is calculated based on a false alarm probability and an average power of neighbouring elements with an appropriate guard-band. The CFAR detector is tuned based on the visual aspect with suitable guard band and probability of false alarm that can cover most of the 7 subjects. The second approach is based on Gamma-correction described in [17] , where a non-linear mapping based on a factor γ is applied to suppress the noise. In this approach, the factor γ is tuned manually to an acceptable noise suppression behaviour for all subjects, based on a visual inspection of the µ-D spectra. Furthermore, a quantitative comparison is applied via different evaluation metrics such as Structural Similarity Index (SSIM) [31] , Peak Signal to Noise Ratio (PSNR), the Mean Squared Error (MSE) and Visual Information Fidelity (VIF) [32] . Due to the lack of perfectly paired clean spectrums, the quantitative metrics of the denoised results were calculated in comparison to clean µ-D spectra from the same subjects and same gait orientation. As such, the calculated metrics illustrates the general performance differences between the considered approaches rather than a precise measure of the denoising accuracy.
IV. RESULTS
From a qualitative visual inspection in Fig. 5 , the proposed architecture can suppress noise corrupting the background or the inside of the spectrum on different SNR levels, while keeping the vital components of the µ-D spectra. For the CFAR technique, the noise in the background is suppressed.
However, the noise components in the vital µ-D part is not suppressed. This is due to the number of guard cells, which is tuned to a safe margin that can keep the threshold calculation localized to the background noise and as far as possible from the vital components in the spectrum. The Gammacorrection can remove the background noise, but with the expense of removing low-power spectrum components for low and intermediate SNR cases. This unwanted behaviour can highly affect post-processing performance, such as activity recognition or human identification. Table I is used to give an impression of the denoising performance of the presented techniques with the clean target dataset from the same subjects. Across all four quantitative metrics, the performance of the proposed cGAN framework is verified to enhance the µ-D spectra denoising in comparison to CFAR and Gammacorrection.
A quantitative comparison shown in

V. CONCLUSION
In this paper, a cGAN-based radar is introduced for denoising of µ-D spectrum. The proposed framework consists of a U-Net generator trained in competition with a discriminator to translate a noisy source domain spectrum to a denoised clean spectrum. The network combines adversarial losses and nonadversarial losses to insure realistic spectrum reconstruction. The µ-D of 22 subjects with different heights, weights and genders walking on a treadmill were collected in one clean and one noisy experiment. Then 15 subjects were used for training and 7 subjects for testing. To insure alignment during training and improve the network generalization capability, an AWGN with different SNR is added to the clean target spectrum to generate aligned noisy µ-D. Finally, the network is tested on traditional real noisy µ-D and the results were compared with two techniques: 2D-CFAR and Gamma correction. The proposed architecture proved to be better than other techniques on qualitative and quantitative basis.
For future work, the modified cGAN architecture should be trained on the µ-Ds of different human activities such as falling, sitting, etc. This will enable the network to generalize on any type of activity or SNR level. Accordingly, the denoised output should be tested on different post-processing classification problems.
