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Tilting pairs in extriangulated categories
Tiwei Zhao, Bin Zhu, Xiao Zhuang
Abstract
Extriangulated categories were introduced by Nakaoka and Palu to give a unification of properties
in exact categories and extension-closed subcategories of triangulated categories. A notion of tilting
pairs in an extriangulated category is introduced in this paper. We give a Bazzoni characterization
of tilting pairs in this setting. We also obtain Auslander-Reiten correspondence of tilting pairs
which classifies finite C-tilting subcategories for a certain self-orthogonal subcategory C with some
assumptions. This generalizes the known results given by Wei and Xi for the categories of finitely
generated modules over Artin algebras, thereby providing new insights in exact and triangulated
categories.
1 Introduction
Exact categories and triangulated categories are two fundamental structures in algebra, geometry and
topology. As expected, exact categories and triangulated categories are not independent of each other.
In [NP19], Nakaoka and Palu introduced the notion of externally triangulated categories (extriangulated
categories for short) as a simultaneous generalization of exact categories and extension-closed subcate-
gories of triangulated categories (they may no longer be triangulated categories in general). After that,
the study of extriangulated categories has become an active topic, and up to now, many results on exact
categories and triangulated categories have gotten realization in the setting of extriangulated categories
by many authors, e.g. see [CZZ, INP, LN, NP19, NP20, PPPP, ZTH, ZZ] and other references.
Tilting modules or tilting functors (i.e. the functors induced by tilting modules as Hom-functors) as a
generalization of Bernstein-Gelfand-Ponomarev reflection functors [BGP] were introduced by Auslander,
Platzeck and Reiten [APR], Brenner and Butler [BB], Happel and Ringel [HR]. The classical tilting
theory plays a crucial role in the representation theory of algebras and related topics. When studying
tilting modules over Artin algebras, Miyashita introduced the notion of tilting pairs in [M]. This notion is
a generalization of tilting modules, and it turn out to be useful for constructing tilting modules associated
with a series of idempotent ideals in terms of tilting pairs. Among the interesting results available in
tilting theory, there is a beautiful characterization of tilting modules by Colpi and Trlifaj [CT] for the
one dimensional case and by Bazzoni in the general case [Ba], which states that a module T is n-tilting
if and only if its right orthogonal subcategory can be presented by a kind of exact sequences which are
constructed from addT . Another important result is the well-known Auslander-Reiten correspondence.
It is originally given by Auslander and Reiten [AR], which states that there is a one-one correspondence
between tilting (resp. cotilting) modules and certain covariantly (resp. contravariantly) finite subcat-
egories of the category of finitely generated modules over an Artin algebra. In [WX1, WX2], Wei and
Xi extended Bazzoni characterization and Auslander-Reiten correspondence of tilting modules to the
setting of Miyashita’s tilting pairs. It also has several generalizaions in different settings, for example,
Wei considered semi-tilting complexes in the derived category of complexes over a ring R [W], and Di et
al considered silting subcategories in triangulated categories [DLWW].
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In this paper, inspired by the idea of Wei and Xi in the categories of finitely generated modules of
Artin algebras, we expect to give a framework on the Bazzoni characterization and Auslander-Reiten
correspondence of tilting pairs in extriangulated categories, which provides new insights in exact and
triangulated categories.
The paper is organized as follows. In Section 2, we summarize some basic definitions and propositions
about extriangulated categories. In Section 3, we mainly study several kinds of subcategories relative to
a self-orthogonal subcategory ω. The first one is the subcategory ω̂ such that each object in it admits a
finite ω-resolution. The second one is the subcategory ωX such that each object in it admits a proper
ω-resolution. The third one is the right orthogonal subcategory ω⊥ of ω. We also consider subcategories
ωˇ, Xω and
⊥ω dually. When ω is self-orthogonal, these subcategories possess nice homological properties,
such as the closure of extensions, direct summands, cones of inflations or cocones of deflations (see Lemma
3.2 and Proposition 3.6). As a key result, we show that ω˜ := ˇˆω (resp. ˇωX ) can be obtained by taking
cones or cocones from ω̂ (resp. ωX ) to ωˇ (Proposition 3.4). In Section 4, we introduce the notion of tilting
pairs in extriangulated categories. It unifies tilting pairs in the categories of finitely generated modules of
Artin algebras [M], silting complexes in the bounded homotopy category of finite generated projective R-
modules over an associative ring [AI], and meanwhile n-tilting subcategories in extriangulated categories
[ZZh]. We give a Bazzoni characterization for n-tilting pairs in this setting (see Theorem 4.9). In Section
5, we mainly study the Auslander-Reiten correspondence for tilting pairs, which classifies finite C-tilting
subcategories for a certain self-orthogonal subcategory C with some assumptions. More precisely, let C be
self-orthogonal such that CX has a relative injective cogenerator and ˇCX is finite filtered. Then there
are bijective correspondences as follows:
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2 Preliminaries
Throughout the article, C denotes an additive category. All subcategories considered are full additive
subcategories closed under isomorphisms. We denote by C(A,B) or HomC(A,B) the set of morphisms
from A to B in C.
We recall some definitions and some basic properties of extriangulated categories from [NP19].
Let C be an additive category. Suppose that C is equipped with a biadditive functor E : Cop×C→ Ab,
where Ab is the category of abelian groups. For any pair of objects A,C ∈ C, an element δ ∈ E(C,A) is
called an E-extension. Zero element 0 ∈ E(C,A) is called the split E-extension. Since E is a bifunctor,
for any a ∈ C(A,A′) and c ∈ C(C′, C), we have E-extensions
E(C, a)(δ) ∈ E(C,A′) and E(c, A)(δ) ∈ E(C′, A).
We abbreviate them to a∗δ and c
∗δ respectively. For any A,C ∈ C, the zero element 0 ∈ E(C,A) is called
the spilt E-extension. For any δ ∈ E(C,A), δ′ ∈ E(C′, A′), since C and E are additive, we can define the
E-extension
δ ⊕ δ′ ∈ E(C ⊕ C′, A⊕A′).
Definition 2.1. ([NP19, Definition 2.3]) A morphism (a, c) : δ → δ′ of E-extensions δ ∈ E(C,A), δ′ ∈
2
E(C′, A′) is a pair of morphisms a ∈ C(A,A′) and c ∈ C(C,C′) in C satisfying a∗δ = c
∗δ′.
Let A,C ∈ C be any pair of objects. Sequences of morphisms in C
A
x // B
y // C and A
x′ // B′
y′ // C
are said to be equivalent if there exists an isomorphism b ∈ C(B,B′) which makes the following diagram
commutative.
A
x // B
y //
≃ b

C
A
x′ // B′
y′ // C
We denote the equivalence class of A
x // B
y // C by [ A
x // B
y // C ].
Definition 2.2. ([NP19, Definition 2.9]) For any E-extension δ ∈ E(C,A), one can associate an equiv-
alence class s(δ) = [ A
x // B
y // C ]. This s is called a realization of E, if it satisfies the following
condition:
• Let δ ∈ E(C,A) and δ′ ∈ E(C′, A′) be any pair of E-extensions, with
s(δ) = [ A
x // B
y // C ], s(δ′) = [ A′
x′ // B′
y′ // C′ ].
Then, for any morphism (a, c) : δ → δ′, there exists b ∈ C(B,B′) which makes the following diagram
commutative.
A
x //
a

B
y //
b

C
c

A′
x′ // B′
y′ // C′
(2.1)
In this case, we say that sequence A
x // B
y // C realizes δ, whenever it satisfies s(δ) = [ A
x // B
y // C ].
In the above situation, we say that the triple (a, b, c) realizes (a, c).
Definition 2.3. ([NP19, Definition 2.10]) Let C,E be as above. A realization s of E is said to be additive
if the following conditions are satisfied:
(i) For any A,C ∈ C, the split E-extension 0 ∈ E(C,A) satisfies s(0) = 0.
(ii) For any pair of E-extensions δ = (A, δ, C) and δ′ = (A′, δ′, C′), we have
s(δ ⊕ δ′) = s(δ)⊕ s(δ′)
.
Definition 2.4. ([NP19, Definition 2.12]) We call the triple (C,E, s) an extriangulated category if the
following conditions are satisfied:
(ET1) E : Cop × C→ Ab is a biadditive functor.
(ET2) s is an additive realization of E.
(ET3) Let δ ∈ E(C,A) and δ′ ∈ E(C′, A′) be any pair of E-extensions, realized as
s(δ) = [ A
x // B
y // C ], s(δ′) = [ A′
x′ // B′
y′ // C′ ].
For any commutative square
A
x //
a

B
y //
b

C
A′
x′ // B′
y′ // C′
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in C, there exists a morphism (a, c) : δ → δ′ which is realized by (a, b, c).
(ET3)op Dual of (ET3).
(ET4) Let (A, δ,D) and (B, δ′, F ) be E-extensions realized by
A
f // B
f ′ // D and B
g // C
g′ // F
respectively. Then there exist an object E ∈ C, a commutative diagram
A
f // B
f ′ //
g

D
d

A
h // C
g′

h′ // E
e

F F
in C, and an E-extension δ
′′
∈ E(E,A) realized by A
h // C
h′ // E , which satisfy the following
compatibilities.
(i) D
d // E
e // F realizes f ′∗δ
′,
(ii) d∗δ′′ = δ,
(iii) f∗δ
′′ = e∗δ′.
(ET4)op Dual of (ET4).
For an extriangulated category C, we use the following notation:
• A sequence A
x // B
y // C is called a conflation if it realizes some E-extension δ ∈ E(C,A). In which
case, A
x // B is called an inflation and B
y // C is called a deflation. We call A
x // B
y // C
δ //❴❴
an E-triangle.
• Given an E−triangle A
x // B
y // C
δ //❴❴❴ , we call A the cocone of y : B → C, and denote it
by Cocone(y); we call C the cone of x : A→ B, and denote it by Cone(x).
• A subcategory T of C is called extension-closed if for any E-triangle A
x // B
y // C
δ //❴❴❴
with A,C ∈ T , we have B ∈ T .
Lemma 2.5. ([NP19, Corollary 3.15]) Let (C,E, s) be an extriangulated category. Then the following
results hold.
(1) Let C be any object in C, and let
A1
x1 // B1
y1 // C
δ1 //❴❴❴ , A2
x2 // B2
y2 // C
δ2 //❴❴❴
be any pair of E−triangles. Then there is a commutative diagram in C
A2
m2

A2
x2

A1
m1 // M
e1 //
e2

B2
y2

A1
x1 // B1
y1 // C
which satisfies
s(y∗2δ1) = [ A1
m1 // M
e1 // B2 ],
4
s(y∗1δ2) = [ A2
m2 // M
e2 // B1 ],
m1∗δ1 +m2∗δ2 = 0.
(2) Dual of (1).
The following lemma was proved in [LN, Proposition 1.20], see also [NP19, Corollary 3.16].
Lemma 2.6. Let A
x // B
y // C
δ //❴❴❴ be an E-triangle, f : A→ D any morphism, and D
d // E
e // C
f∗δ //❴❴❴
any E-triangle realizing f∗δ. Then there is a morphism g which gives a morphism of E-triangles
A
x //
f

B
y //
g

C
δ //❴❴❴
D
d // E
e // C
f∗δ //❴❴❴
and moreover, A
(−fx ) // D ⊕B
(d, g) // E
e∗δ //❴❴❴ becomes an E-triangle.
Definition 2.7. ([NP19, Definition 3.23]) Let C,E be as above. An object P ∈ C is called projective if
it satisfies the following condition.
• For any E-triangle A
x // B
y // C
δ //❴❴ and any morphism c ∈ C(P,C), there exists b ∈ C(P,B)
satisfying y ◦ b = c.
The notion of injective objects are defined dually.
We denote the subcategory consisting of projective (injective, resp.) objects in C by Proj(C) (Inj(C),
resp.).
Definition 2.8. ([NP19, Definition 3.25]) Let (C,E, s) be an extriangulated category. We say that it has
enough projectives (enough injectives, resp.) if it satisfies the following condition:
• For any object C ∈ C (A ∈ C, resp.), there exists an E−triangle
A
x // P
y // C
δ //❴❴❴ ( A
x // I
y // C
δ //❴❴❴ , resp.)
satisfying P ∈ Proj(C) (I ∈ Inj(C), resp.).
In this case, A is called the syzygy of C (C is called the cosyzygy of A, resp.) and is denoted by
Ω(C) (Σ(A), resp.).
Suppose C is an extriangulated category with enough projectives and injectives. For a subcategory
B ⊆ C, put Ω0B = B, and for i > 0 we define ΩiB inductively to be the subcategory consisting of
syzygies of objects in Ωi−1B, i.e.
ΩiB = Ω(Ωi−1B).
We call ΩiB the i-th syzygy of B. Dually we define the i-th cosyzygy ΣiB by Σ0B = B and ΣiB =
Σ(Σi−1B) for i > 0.
In [LN, Proposition 5.2] the authors defined higher extension groups in an extriangulated category
having enough projectives and injectives as Ei+1(X,Y ) ∼= E(X,ΣiY ) ∼= E(ΩiX,Y ) for i ≥ 0, and they
showed the following result:
Lemma 2.9. ([LN, Proposition 5.2]) Let A
x // B
y // C
δ //❴❴❴ be an E-triangle. For any object
X ∈ B, there are long exact sequences
· · · → Ei(X,A)
x∗−→ Ei(X,B)
y∗
−→ Ei(X,C)→ Ei+1(X,A)
x∗−→ Ei+1(X,B)
y∗
−→ · · · (i ≥ 0),
· · · → Ei(C,X)
y∗
−→ Ei(B,X)
x∗
−→ Ei(A,X)→ Ei+1(C,X)
y∗
−→ Ei+1(B,X)
x∗
−→ · · · (i ≥ 0).
5
An E-triangle sequence in C is defined as a sequence
· · · → Xn+1
dn+1
−−−→ Xn
dn−→ Xn−1 → · · ·
over C such that for any n, there are E-triangles Kn+1
gn // Xn
fn // Kn
δn //❴❴❴ and the differential
dn = gn−1fn.
3 Basic results
Throughout this paper, we always assume that C is a Krull-Schmidt extriangulated category having
enough projectives and injectives, and a subcategory of C means a full and additive subcategory which
is closed under isomorphisms and direct summands.
For any T ∈ C, we denote by add(T ) the category of objects isomorphic to direct summands of finite
direct sums of T.
For a subcategory ω ⊂ C, we define
ω⊥1 ={Y ∈ C | E(X,Y ) = 0, ∀X ∈ ω},
ω⊥ ={Y ∈ C | Ei(X,Y ) = 0 , ∀i ≥ 1, X ∈ ω}.
Similarly, we define
⊥1ω ={Y ∈ C | E(Y,X) = 0, ∀X ∈ ω},
⊥ω ={Y ∈ C | Ei(Y,X) = 0, ∀i ≥ 1, X ∈ ω}.
If ω ⊆ ω⊥, or equivalently, ω ⊆ ⊥ω, then we use the symbol ω⊥ω.
Define
ωˆn =
{
A ∈ C | there is an E-triangle sequence Wn
dn−→ · · · → W1
d1−→W0
d0−→ A with Wi ∈ ω
}
,
ωˇn =
{
A ∈ C | there is an E-triangle sequence A
d0−→W0
d1−→ W1 → · · ·
dn−→ Wn with Wi ∈ ω
}
.
We denote by ωˆ( ωˇ, resp.) the union of all ωˆn (ωˇn, resp.) for integers n ≥ 0. That is to say
ωˆ =
∞⋃
n=0
ωˆn, ωˇ =
∞⋃
n=0
ωˇn.
We also denote by ω˜ = ˇˆω.
Definition 3.1. The subcategory ω is said to be self-orthogonal provided that ω⊥ω.
A subcategory ω is said to be finite if ω = add(T ) for some T ∈ C.
Given a self-orthogonal subcategory ω. We define
ωX =
{
A ∈ C | there is an E-triangle sequence · · · →Wn
dn−→Wn−1 → · · · → W1
d1−→W0
d0−→ A
with Wi ∈ ω and CoCone(di) ∈ ω
⊥
}
,
Xω =
{
A ∈ C | there is an E-triangle sequence A
d0−→W0
d1−→W1 → · · · →Wn−1
dn−→Wn → · · ·
with Wi ∈ ω and Cone(di) ∈
⊥ω
}
.
It is obvious that ω ⊆ ωX (ω ⊆ Xω) and ωX (Xω , resp.) is the largest subcategory of C such that
ω is projective (injective, resp.) and a generator (cogenerator, resp.) in it. Moreover, we have
ωˆ ⊆ ωX ⊆ ω
⊥, ωˇ ⊆ Xω ⊆
⊥ω .
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We first collect some basic properties for these subcategories.
Lemma 3.2. Suppose that ω is a self-orthogonal subcategory of C. Then
(1) ωˇ⊥ω⊥.
(1′) ⊥ω⊥ωˆ.
(2) ωˇn (ωˆn, resp.) is closed under extensions and direct summands.
(3) ωX is closed under extensions, direct summands and cones of inflations.
(3′) Xω is closed under extensions, direct summands and cocones of deflations.
(4) Given an E-triangle X // Y // Z //❴❴ , if Y, Z ∈ ωX (ωˆn, resp.) and X ∈ ω
⊥1 , then X ∈ ωX
(ωˆn, resp.).
(4′) Given an E-triangle X // Y // Z //❴❴ , if X,Y ∈ Xω (ωˇn, resp.) and Z ∈
⊥1ω, then Z ∈ Xω
(ωˇn, resp.).
Proof. (1) follows from [ZZh, Lemma 3.4].
(2) We use induction on n. In case n = 0, let W0 // W // W1 //❴❴ be an E-triangle with W0,W1 ∈
ω. Since ω is self-orthogonal, it is split, and hence W ∼= W0 ⊕ W1 ∈ ω. Assume the result holds
for n. Let X // Y // Z //❴❴ be an E-triangle with X,Z ∈ ωˇn+1. Then there are two E-triangles
X
f1 // W0
g1 // V0 //❴❴ and Z
f2 // W1
g2 // V1 //❴❴ with W0,W1 ∈ ω and V0, V1 ∈ ωˇn. Consider the
following commutative diagram
X //

Y //

Z //❴❴❴
W0 //

W //

Z //❴❴❴
V0

✤
✤
✤
V0

✤
✤
✤
Since Z ∈ ωˇn+1 ⊆
⊥ω and W0 ∈ ω, the middle row is split, and hence W ∼= W0 ⊕ Z. Consider the
following commutative diagram
Y

Y

W0 ⊕ Z
(1 00 f2)//

W0 ⊕W1
(0 g2) //

V1 //❴❴❴
V0 //

✤
✤
✤
V //

✤
✤
✤
V1 //❴❴❴
Since V0, V1 ∈ ωˇn, V ∈ ωˇn by the induction hypothesis. Moreover, W0 ⊕W1 ∈ ω. Thus Y ∈ ωˇn+1.
Now we show that ωˇn is closed under direct summands. In fact we will show that
ωˇn = {X ∈ Xω |E
n+1(Y,X) = 0, for all Y ∈ ⊥ω} = {X ∈ Xω |E
n+1(Y,X) = 0, for all Y ∈ ωX }
If X ∈ ωˇn, we have an E-triangle sequence
X →W0
d0−→W1 → · · · →Wn−1
dn−1
−−−→Wn
with Wi ∈ ω. Thus using C(Y,−) to this sequence for any Y ∈
⊥ω or Y ∈ ωX , we have E
n+1(Y,X) =
7
E(Y,Wn) = 0. On the other hand, for any X ∈ Xω, there is an E-triangle sequence
X
d0−→W0
d1−→W1 → · · · →Wn−1
dn−→Wn → · · ·
with Wi ∈
⊥ω . Then one can see that Cone(di) ∈ Xω . If E
n+1(Y,X) = 0 for any Y ∈ ⊥ω or
Y ∈ ωX , then by applying C(Cone(dn+1),−) to this sequence, we have E(Cone(dn+1),Cone(dn)) =
E
n+1(Cone(dn+1), X) = 0. Therefore one can see that the E-triangle Cone(dn) // Wn // Cone(dn+1) //❴❴
splits. Hence Cone(dn) ∈ add(ω) and X ∈ ωˇn. Using the above result, we have that ωˇn is closed under
direct summands. Similarly, one can see that ωˆn is closed under extensions and direct summands.
(3) follows from [ZZh, Lemma 3.6].
(4) Since Z ∈ ωX , there is an E-triangle K1 // W1 // Z //❴❴ with W1 ∈ ω and K1 ∈ ωX .
Consider the following commutative diagram
K1

K1

X // W //

W1 //❴❴❴

X // Y //

✤
✤
✤
Z //❴❴❴

✤
✤
✤
Since K1, Y ∈ ωX , W ∈ ωX by (3). Moreover, E(W1, X) = 0 implies W ∼= X⊕W1, and hence X ∈ ωX
by (3).
Lemma 3.3. Let ω be self-orthogonal, n a positive integer, Y a subcategory of C such that for any
Y ∈ Y , there is an E-triangle Y ′ // W // Y //❴❴ with W ∈ ω and Y ′ ∈ Y . If there is an E-triangle
sequence
X → Nm → Nm−1 · · · → N1 → Z
for some positive integer m with each Ni ∈ ωˆn(Ni ∈ ωX or Ni ∈ Y , resp.), then
(1) there exists an E-triangle U // V // X //❴❴ for some U ∈ ωˆn−1 (U ∈ ωX or U ∈ Y , resp.) and
for some V such that there is an E-triangle sequence
V →Mm →Mm−1 → · · · →M1 → Z
with each Mi ∈ ω.
If, moreover, Z ∈ ωˆn+1 (Z ∈ ωX or Z ∈ Y , resp.), then there exists an E-triangle U // V // X //❴❴
for some U ∈ ωˆn−1 (U ∈ ωX or U ∈ Y , resp.) and V ∈ ωˇm.
(2) there exists an E-triangle X // U // V //❴❴ for some U ∈ ωˆn (U ∈ ωX or U ∈ Y , resp.) and
for some V such that there is an E-triangle sequence
V →Mm−1 →Mm−2 → · · · →M1 → Z
with each Mi ∈ ω.
If, moreover, Z ∈ ωˆn+1 (Z ∈ ωX or Z ∈ Y , resp.), then there exists an E-triangle X // U // V //❴❴
for some U ∈ ωˆn (U ∈ ωX or U ∈ Y , resp.) and V ∈ ωˇm−1.
Proof. We only show the case of ωˆ. The case of ωX or Y can be proved similarly.
(1) We proceed by induction on m.
In case m = 1, there is an E-triangle X // N1 // Z //❴❴ with N1 ∈ ωˆn. Let U // M1 // N1 //❴❴
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be an E-triangle with M1 ∈ ω and U1 ∈ ωˆn−1. Consider the following commutative diagram
U

U

V //

M1 //

Z //❴❴❴
X //

✤
✤
✤
N1 //

✤
✤
✤
Z //❴❴❴
Then the first column and the second row are the desired E-triangles.
Now suppose that the result holds for m− 1. Let X ′ = Cone(X → Nm), then there is an E-triangle
sequence
X ′ → Nm−1 → · · · → N1 → Z
with each Ni ∈ ωˆn. By the inductive hypothesis, there are E-triangles: U
′ // V ′ // X ′ //❴❴ and an
E-triangle sequence
V ′ →Mm−1 → · · · →M1 → Z
with U ′ ∈ ωˆn−1 and each Mi ∈ ω. Then we have the following commutative diagram
U ′

U ′

X // Y //

V ′

//❴❴❴
X // Nm //

✤
✤
✤
X ′ //❴❴❴

✤
✤
✤
Since U ′ ∈ ωˆn−1 ⊆ ωˆn, Nm ∈ ωˆn, we have Y ∈ ωˆn by Lemma 3.2. Thus there exists an E-triangle
U // Mm // Y //❴❴ with Mm ∈ ω and U ∈ ωˆn−1. Consider the commutative diagram
U

U

V //

Mm

// V ′ //❴❴❴
X //

✤
✤
✤
Y //

✤
✤
✤
V ′ //❴❴❴
we can get an E-triangle U // V // X //❴❴ with U ∈ ωˆn−1 and V satisfying that there is an E-triangle
sequence
V →Mm →Mm−1 → · · · →M1 → Z
with each Mi ∈ ω.
Now assume Z ∈ ωˆn+1. Then there is an E-triangle Z
′ // MZ // Z //❴❴ withMZ ∈ ω and Z
′ ∈ ωˆn.
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Set X1 = CoCone(N1 → Z), and consider the following commutative diagram
Z ′

Z ′

X1 // Y
′ //

MZ //❴❴❴

X1 // N1 //

✤
✤
✤
Z //❴❴❴

✤
✤
✤
Since Z ′, N1 ∈ ωˆn, we have Y
′ ∈ ωˆn. Moreover, we obtain an E-triangle sequence
X → Nm → · · · → N2 → Y
′ →MZ .
Thus, by the first statement, we can get an E-triangle U // V // X //❴❴ with U ∈ ωˆn−1 and V
satisfying that there is an E-triangle sequences
V →Mm →Mm−1 → · · · →M1 →MZ
with each Mi ∈ ω. Moreover, MZ ∈ ω implies V ∈ ωˇm.
(2) By (1), there is an E-triangle U ′ // V ′ // X //❴❴ with U ′ ∈ ωˆn−1 and V
′ satisfying that there
is an E-triangle sequences
V ′ →Mm →Mm−1 → · · · →M1 → Z
with each Mi ∈ ω. Set V = Cone(V
′ →Mm), and consider the following diagram
U ′ // V ′ //

X

//❴❴❴
U ′ // Mm //

U //❴❴❴

V

✤
✤
✤
V ′

✤
✤
✤
Then U ′ ∈ ωˆn−1 implies U ∈ ωˆn.
The proof of the second statement is similar to that of (1).
Now we give a relationship among ω̂, ωˇ and ω˜, which shows that ω˜ can be obtained by taking cones
(or cocones) from ω̂ to ωˇ.
Proposition 3.4. Let ω be self-orthogonal. The following statements are equivalent.
(1) M ∈ ω˜ (resp. M ∈ ˇωX ).
(2) There is an E-triangle U // V // M //❴❴ with U ∈ ω̂ (resp. U ∈ ωX ) and V ∈ ωˇ.
(3) There is an E-triangle M // U ′ // V ′ //❴❴ with U ′ ∈ ω̂ (resp. U ′ ∈ ωX ) and V
′ ∈ ωˇ.
Proof. (1) ⇒ (2) Since M ∈ ω˜ = ˇˆω, there exists integers m,n such that there is an E-triangle sequence
M → Nm → Nm−1 · · · → N1 → N0
with each Ni ∈ ωˆn. Thus, by Lemma 3.3(1), there is an E-triangle U // V // M //❴❴ with U ∈ ω̂
(resp. U ∈ ωX ) and V ∈ ωˇ.
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(2) ⇒ (3) It follows from the proof of Lemma 3.3(2).
(3) ⇒ (1) Since V ′ ∈ ωˇ, there is an an E-triangle sequence
V ′ → C0 → C1 → · · · → Cm
with each Ci ∈ ω. Composing it with the E-triangle M // U ′ // V ′ //❴❴ , we can deduce that M ∈
ω˜.
Using it, we can get the following equalities.
Proposition 3.5. Let ω be self-orthogonal.
(1) ⊥(ωX ) ∩ ˇωX = ωˇ.
(2) (⊥(ωX ))
⊥ ∩ ˇωX = ωX .
Proof. (1) It is easy to check that ωˇ ⊆ ⊥(ωX ). Moreover, since ω ⊆ ωX , we have ωˇ ⊆ ˇωX . Thus
ωˇ ⊆ ⊥(ωX ) ∩ ˇωX . Conversely, let M ∈
⊥(ωX ) ∩ ˇωX . By Proposition 3.4, there is an E-triangle
U // V // M //❴❴ with U ∈ ωX and V ∈ ωˇ. M ∈
⊥(ωX ) implies that V ∼= U ⊕M , and hence
M ∈ ωˇ by Lemma 3.2(2). Thus ⊥(ωX ) ∩ ˇωX ⊆ ωˇ. Therefore, ωˇ =
⊥(ωX ) ∩ ˇωX .
(2) Clearly, ωX ⊆ (
⊥(ωX ))
⊥ ∩ ˇωX . Conversely, let M ∈ (
⊥(ωX ))
⊥ ∩ ˇωX . By Proposition 3.4,
there is an E-triangle M // U ′ // V ′ //❴❴ with U ′ ∈ ωX and V
′ ∈ ωˇ. Since V ′ ∈ ωˇ ⊆ ⊥(ωX ), we
have E(V ′,M) = 0 and hence U ′ ∼=M ⊕V ′. Thus M ∈ ωX , and so (
⊥(ωX ))
⊥ ∩ ˇωX ⊆ ωX . Therefore,
(⊥(ωX ))
⊥ ∩ ˇωX = ωX .
Proposition 3.6. Let ω be self-orthogonal. Then ˇωX (resp. ω˜) is closed under extensions, cocones of
deflations and cones of inflations.
Proof. Let L // M // N //❴❴ be an E-triangle.
(1) If L,N ∈ ˇωX , then by Proposition 3.4, there exist E-triangles L // XL // L
′ //❴❴ , and
XN // N
′ // N //❴❴ with L′, N ′ ∈ ωˇ and XL, XN ∈ ωX . Consider the following commutative dia-
grams
L //

M //

N //❴❴❴
XL //

Y //

N //❴❴❴
L′

✤
✤
✤
L′

✤
✤
✤
and
XN

XN

XL // Y
′ //

N ′ //❴❴❴

XL // Y //

✤
✤
✤
N //❴❴❴

✤
✤
✤
Since XL ∈ Xˇ ⊆ ω
⊥ and N ′ ∈ ωˇ, E(N ′, XL) = 0 by Lemma 3.2. Thus Y
′ ∼= XL ⊕ N
′ ∈ ˇωX since
N ′ ∈ ωˇ ⊆ ˇωX . Then there is an E-triangle Y
′ // XY ′ // Z //❴❴ with XY ′ ∈ ωX and Z ∈ ωˇ by
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Proposition 3.4. Consider the following commutative diagrams
XN // Y
′ //

Y

//❴❴❴
XN // XY ′ //

XZ //❴❴❴

Z

✤
✤
✤
Z

✤
✤
✤
and
M // Y //

L′

//❴❴❴
M // XZ //

M ′ //❴❴❴

Z

✤
✤
✤
Z

✤
✤
✤
Since XN , XY ′ ∈ ωX , XZ ∈ ωX by Lemma 3.2(3). Since L
′, Z ∈ ωˇ, M ′ ∈ ωˇ by Lemma 3.2(2). Thus by
Proposition 3.4, M ∈ ˇωX .
(2) Assume M,N ∈ ˇωX . By Proposition 3.4, there is an E-triangle M // U
′ // V ′ //❴❴ with
U ′ ∈ ωX and V
′ ∈ ωˇ. Consider the following commutative diagram
L // M //

N

//❴❴❴
L // U ′ //

UN //❴❴❴

V ′

✤
✤
✤
V ′

✤
✤
✤
Since N ∈ ˇωX and V
′ ∈ ωˇ ⊆ ˇωX , UN ∈ ˇωX by (1). Then there is an E-triangle U // V // UN //❴❴
with U ∈ ωX and V ∈ ωˇ by Proposition 3.4. Consider the following commutative diagram
U

U

L // W //

V //❴❴❴

L // U ′ //

✤
✤
✤
UN //❴❴❴

✤
✤
✤
Since U,U ′ ∈ ωX , W ∈ ωX . By Proposition 3.4, L ∈ ˇωX .
(3) Similar to (2).
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Let M ∈ ωˇ (resp. M ∈ ωˆ). We denote by
ω-codimM =min{n | there is an E-triangle sequence M →W 0 →W 1 → · · · → Wn with each W i ∈ ω}
(resp. ω-dimM =min{n | there is an E-triangle sequence Wn → · · · →W 1 →W 0 →M with each W i ∈ ω}).
Similarly, if C ⊂ ωˇ (resp. C ⊂ ωˆ), we can define ω-codimC (resp. ω-dimC) to be the smallest integer n
such that ω-codimM ≤ n (resp. ω-dimM ≤ n) for all M ∈ C.
The following lemma can be easily checked.
Lemma 3.7. Let ω be a subcategory closed under extensions and cones of inflations. Assume that ωˇ is
closed under extensions, cones of inflation, and cocones of deflations. Let L // M // N //❴❴ be an
E-triangle in ωˇ. Set ω-codimL = l, ω-codimM = m, ω-codimN = n.
(1) If l = 0, then m=n.
(2) If m = 0 and l > 0, then l = n+ 1.
(3) If n = 0 and m > 0, then l = m.
(4) If l ≤ min{m,n}, then m = n.
(5) If m < l, then l = n+ 1.
(6) If n < m, then l = m.
(7) m ≤ max{l, n}.
(8) l ≤ max{m,n}+ 1.
(9) n ≤ max{l,m}+ 1.
Proof. We only prove (1), and the others are left to the reader. Assume l = 0, i.e. L ∈ ω. It is easy to see
that m ≥ n. We will use induction to prove the statement. If m = 0, then n = 0 since ω is closed under
cones of inflations; on the other hand, if n = 0, then m = 0 since ω is closed under extensions, i.e. we
always have that m = n if m = 0 or n = 0. Suppose that the statement is true for any i ≤ m− 1. Now
we see the case m. Let M // W0 // M0 //❴❴ be an E−triangle with W0 ∈ ω and ω-codimM0 = m− 1,
then we have the following commutative diagram:
L // M //

N

//❴❴❴
L // W0 //

E //❴❴❴

M0

✤
✤
✤
M0

✤
✤
✤
It is easy to see that E ∈ ω since ω is closed under cones of inflations. We claim that ω-codimN := n = m.
Otherwise n ≤ m − 1 since n ≤ m. Then we have an E−triangle N // W ′0 // N
′
0
//❴❴ with W ′0 ∈ ω
and ω-codimN ′0 ≤ m− 2. Using Lemma 2.5(2), we have the following commutative diagram:
N //

E //

M0 //❴❴❴
W ′0
//

F //

M0 //❴❴❴
N ′0

✤
✤
✤
N ′0

✤
✤
✤
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Using the induction hypothesis to the middle row, we have ω-codimF = m − 1. Using the induction
hypothesis to the middle column, we have ω-codimN ′0 = ω-codimF = m−1, which is a contradiction.
4 Tilting pairs of subcategories
In this section, we begin with the definition of a tilting pair of subcategories in an extriangulated
category C. Then we formulate the Bazzoni characterization in this setting.
4.1 n-tilting pairs
Now we give the definition of tilting pairs of subcategories in an extriangulated category as follows.
Definition 4.1. A pair (C, T ) of subcategories is called a tilting pair if
(1) C is self-orthogonal.
(2) T is self-orthogonal.
(3) T ⊆ Cˆ.
(4) C ⊆ Tˇ .
In this case, we say that T is a C-tilting subcategory, and C is a T -cotilting subcategory.
If (C, T ) is a tilting pair such that C-dimT ≤ n, then (C, T ) is said to be an n-tilting pair. Similarly,
if T -codimC ≤ n, we say that (C, T ) is an n-cotilting pair.
Example 4.2. (1) Let C = modA, where A is an Artin algebra and modA is the category of finitely
generated left A-modules. Then tilting pairs defined in [M] and [WX1] are examples of tilting pairs
in an extriangulated category.
(2) Let A be a finite dimensional k-algebra, and Kb(projA) be the bounded homotopy category of finite
generated projective A-modules. Recall from [BZ] that a complex P = {P i} is called a 2-term silting
complex if
(i) P i = 0 for i 6= −1, 0,
(ii) HomKb(projA)(P, P [1]) = 0,
(iii) thickP = Kb(projA), where thickP is the smallest triangulated subcategory closed under
direct summands containing P.
By [BZ, Theorem 1.1], any 2-term silting complex P is projA-tilting. In fact, for any 2-term silting
complex P, the pair (addA, addP) is a 1-tilting pair in Kb(projA).
(3) More generally, let R be an associative ring with identity, and Kb(projR) be the bounded homotopy
category of finite generated projective R-modules. If T is a silting complex (see [AI, Definition 2.1]
for the definition of silting objects in triangulated categories) in Kb(projR) with inf{i ∈ Z | Ti 6=
0} = l and sup{i ∈ Z | Ti 6= 0} = k, then the pair (addR, addT[k]) is a (k − l)-tilting pair by
[DLWW, Corollary 4.8].
(4) Let A be an Artin algebra, and C,M ∈ modA. If (C,M) is an n-tilting pair in modA in the sense
of [WX1], then (addC, addM) is an n-tilting pair in the bounded derived category Db(A).
(5) When C is an extriangulated category with enough projectives and injectives, Zhu and Zhuang
[ZZh] defined n-tilting subcategories T in C. If in addition T = add(T ), we call it an n-tilting
object. Now we set C = Proj(C) and T be an n-tilting subcategory in the sense of [ZZh, Definition
7], then using Remark 4 in [ZZh], we have (C, T ) is an n-tilting pair in C.
In what follows, we always assume that the following weak idempotent completeness (WIC for short)
given originally in [NP19, Condition 5.8] holds true on C.
WIC Condition: Let f ∈ C(A,B), g ∈ C(B,C).
• If gf is an inflation, then so is f .
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• If gf is a deflation, then so is g.
Definition 4.3. ([ZZ, Definition 3.19]) Let ω be a subcategory of C. ω is called strongly contravariantly
(resp. strongly covariantly) finite if for any C ∈ C, there is an E-triangle K // W
g // C //❴❴ (resp.
C
g // W // V //❴❴ ), where g is a right (resp. left) ω-approximation of C.
From now on we assume that C is self-orthogonal.
Lemma 4.4. Let C be self-orthogonal and ω ⊆ CX . If ω is a strongly contravariantly finite self-orthogonal
subcategory, and C ⊆ ωˇ, then ω⊥ ⊆ C⊥ and ω⊥ ∩ CX = ωX .
In particular, if T is a strongly contravariantly finite C-tilting subcategory, then T ⊥ ⊆ C⊥ and T ⊥ ∩
CX = T X .
Proof. Since C ⊆ ωˇ, let M ∈ ω⊥, then by Lemma 3.2(1) Ei(C,M) = 0 for any C ∈ C and any i ≥ 1.
Thus ω⊥ ⊆ C⊥.
ω⊥ ∩ CX ⊆ ωX : Denote by
Genω = {M | there is a deflation W →M with W ∈ ω}.
Let M ∈ ω⊥ ∩ CX . We claim M ∈ Genω. In fact, choose an E-triangle M1 // C0 // M //❴❴ with
C0 ∈ C and M1 ∈ CX . Since C0 ∈ ωˇ, there is an E-triangle C0 // T
′ // X //❴❴ with T ′ ∈ ω and
X ∈ ωˇ. Consider the following commutative diagram
M1 // C0 //

M

//❴❴❴
M1 // T
′ //

Y //❴❴❴

X

✤
✤
✤
X

✤
✤
✤
By Lemma 3.2(1) E(X,M) = 0, and hence M ⊕ X ∼= Y ∈ Genω. Consider the following commutative
diagram
M1 // X
′ //

X
(10)

//❴❴❴
M1 // T
′ //

Y //❴❴❴
(0 1)

M

✤
✤
✤
M

✤
✤
✤
Then we know that M ∈ Genω. Consequently, we may take an E-triangle M ′ // TM // M //❴❴ with
M ′ ∈ ω⊥ and TM ∈ ω since ω is strongly contarvariantly finite. As ω
⊥ ⊆ C⊥ and ω ⊆ CX , we get
M ′ ∈ ω⊥ ∩ CX by Lemma 3.2. Now repeating the process to M
′, and so on, we get M ∈ ωX .
ωX ⊆ ω
⊥ ∩ CX : Since ωX ⊆ ω
⊥, it suffices to show that ωX ⊆ CX . Let M ∈ ωX . Choose an E-
triangle sequence · · · // T1
f1 // T0
f0 // M //❴❴ with Ti ∈ ω and CoConefi ∈ ωX . Applying Lemma 3.3
to the E-triangle CoConef0 // T0 // M //❴❴ , we obtain two E-triangles H0 // T0 // CoConef0 //❴❴
and M0 // T0 // M //❴❴ with H0 ∈ CX and C0 ∈ C. Since CoConef0 ∈ ω
⊥ ⊆ C⊥ and H0 ∈ C
⊥, we
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have M0 ∈ C
⊥. Consider the following commutative diagram
CoConef1

CoConef1

H0 // Y //

T1 //❴❴❴❴❴

H0 // M0 //

✤
✤
✤
CoConef0 //❴❴❴

✤
✤
✤
Since T1, H0 ∈ CX , we have Y ∈ CX . Choose an E-triangle H1 // C1 // Y //❴❴ with H1 ∈ CX and
C1 ∈ C. Consider the following commutative diagram
H1

H1

M1 //

C1

//M0 //❴❴❴
CoConef1 //

✤
✤
✤
Y //

✤
✤
✤
M0 //❴❴❴
Since H1 ∈ C
⊥ and CoConef1 ∈ ω
⊥ ⊆ C⊥, we have M1 ∈ C
⊥. By repeating the process to M1, and so
on, we can obtain an E-triangle sequence · · · // C1
g1 // C0
g0 // M //❴❴ with Ci ∈ C and CoConegi =
Mi ∈ C
⊥. Therefore, M ∈ CX .
4.2 Bazzoni characterization of n-tilting pairs
In what follows, we will give a Bazzoni characterization of n-tilting pairs. Before do it, we first need
to introduce two kinds of subcategories as follows.
Let T1, T2 are subcategories of C. We define Pres
n
T2
(T1) (Copres
n
T2
(T1), resp.) to be the subcategory
consisting of each objects X ∈ C such that there is an E-triangle sequence:
X ′ → Tn → Tn−1 · · · → T2 → T1 → X
(X → T1 → T2 · · · → Tn−1 → Tn → X
′, resp.)
in C with Ti ∈ T1, X
′ ∈ T2. It is obvious that T1 ⊆ Pres
n
T2
(T1) (T1 ⊆ Copres
n
T2
(T1), resp.). If T2 = C, we
write PresnT2(T1) (Copres
n
T2
(T1), resp.) as Pres
n(T1) (Copres
n(T1), resp.).
Using this notion, we can give an equivalent description for T X , that is,
Lemma 4.5. Assume that (C, T ) is an n-tilting pair with T is strongly contravariantly finite. The
following results are equivalent for an object M ∈ C.
(1) M ∈ T X .
(2) M ∈ T ⊥ ∩ CX .
(3) M ∈ Presn
CX
(T ).
Proof. The equivalence of (1) and (2) has been proved in Lemma 4.4. Now to show that (2) and (3) are
equivalent.
Let M ∈ T ⊥ ∩ CX . Using the same argument as that in Lemma 4.4, we have an E-triangle
M ′ // TM // M //❴❴ with M
′ ∈ ω⊥ and TM ∈ ω. Since T
⊥ ⊆ C⊥ and T ⊆ T ⊥ ∩ CX , Using
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Lemma 3.2(4), one can see that M ′ ∈ T ⊥ ∩ CX . Now replacing M with M
′ and repeating the above
process, we have M ∈ Presn
CX
(T ).
Let M ∈ Presn
CX
(T ). There is an E-triangle sequence N → Tn → Tn−1 · · · → T2 → T1 → M
with N ∈ CX and Ti ∈ T . Using Lemma 3.2(3), we have M ∈ CX . Now to show M ∈ T
⊥. As T
is self-orthogonal, one can see that Ei(T ,M) = Ei+n(T , N) for all i ≥ 1. Since (C, T ) is an n-tilting
pair, for any T ∈ T , there is an E-triangle sequence Cn → Cn−1 · · · → C1 → C0 → T . Then we have
E
i+n(T,X) = Ei(Cn, N) = 0 for all i ≥ 1 since N ∈ CX ⊆ C
⊥. Therefore Ei(T ,M) = 0 for all i ≥ 1,
that is, M ∈ T ⊥.
Clearly, if Presn
CX
(T ) = T ⊥∩CX , then T ⊆ T
⊥∩CX , in particular, T is a self-othogonal subcategory.
Proof. Since T ⊆ Presn
CX
(T ), it is obvious that the result holds.
Proposition 4.6. If T is a strongly contravariantly finite subcategory in C and Presn
CX
(T ) = T ⊥ ∩ CX ,
then Presn
CX
(T ) = Presn
CX
(Presn
CX
(T )).
Proof. Firstly, we show that Presn
CX
(T ) = Presn+1
CX
(T ). We just need to show that Presn
CX
(T ) ⊆
Presn+1
CX
(T ). Indeed, for any M ∈ Presn
CX
(T ), there is an E-triangle N // T1 // M //❴❴ with N ∈
Presn−1
CX
(T ) and T1 ∈ T . Using Lemma 3.2(3), we have N ∈ CX . Since M ∈ T
⊥ ∩ Gen(T ) and T is
self-orthogonal, we have an E-triangle L // TM // M //❴❴ with L ∈ T
⊥ and TM ∈ T . Thus we have
the following commutative diagram:
N

N

L // Y //

T1

//❴❴❴
L // TM //

✤
✤
✤
M //❴❴❴

✤
✤
✤
Because TM ∈ CX , N ∈ CX and CX is closed under extensions, we have Y ∈ CX . Since L ∈ T
⊥,
one can see that Y ∼= L ⊕ T1. Therefore L ∈ T
⊥ ∩ CX = Pres
n
CX
(T ), since CX is closed under direct
summands. From the argument above, one can see that M ∈ Presn+1
CX
(T ).
Now we will show that Presn
CX
(T ) = Presn
CX
(Presn
CX
(T )). It is enough to show that
Presn
CX
(Presn
CX
(T )) ⊆ Presn
CX
(T ).
Let M ∈ Presn
CX
(Presn
CX
(T )). Then there is an E-triangle sequence X → Pn → Pn−1 · · · → P2 → P1 →
M with Pi ∈ Pres
n
CX
(T ) and X ∈ CX . Let Y = Pres
n
CX
(T ), using Lemma 3.3 and Presn
CX
(T ) =
Presn+1
CX
(T ), we have an E-triangle U // V // X //❴❴ such that U ∈ Presn
CX
(T ) and there is an E-
triangle sequence V → Tn → Tn−1 · · · → T2 → T1 →M with Ti ∈ T . We have V ∈ CX since U,X ∈ CX
and CX is closed under extensions. Therefore, M ∈ Pres
n
CX
(T ).
Proposition 4.7. Assume that T is a strongly contravariantly finite subcategory in C and Presn
CX
(T ) =
T ⊥ ∩ CX . If C ⊆ Copres
n(Presn
CX
(T )), then C ⊆ Tˇn.
Proof. If C ⊆ Copresn(Presn
CX
(T )), then for any C ∈ C, there is an E-triangle sequence C → Pn →
Pn−1 · · · → P2 → P1 → P0 with Pi ∈ Pres
n
CX
(T ) for 1 ≤ i ≤ n. Using Proposition 4.6, one can see P0 ∈
Presn
CX
(T ). Let X = Presn
CX
(T ) and applying Lemma 3.3, we have an E-triangle U // V // C //❴❴
such that U ∈ Presn
CX
(T ) and V ∈ Tˇn. Since U ∈ Pres
n
CX
(T ) = T ⊥∩CX ⊆ C
⊥, one can see V ∼= C⊕U.
Using Lemma 3.2(2), we have C ∈ Tˇn.
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Proposition 4.8. Assume that T is a strongly contravariantly finite subcategory in C and Presn
CX
(T ) =
T ⊥ ∩ CX . If C ⊆ Copres
n(Presn
CX
(T )), then T ⊆ Cˆn.
Proof. Since T ⊂ Presn
CX
(T ) ⊂ CX , for any T ∈ T , there is an E-triangle sequence
Xn+1
fn+1 // Cn
fn// Cn−1 · · · //// C1
f1 // C0
f0 // T
with Xn+1 ∈ CX and Ci ∈ C. Then we have E
1(Cone(fn+1), Xn+1) = E
n+1(T,Xn+1). If we have shown
that En+1(T,Xn+1) = 0, then Cone(fn+1) ∈ C since C is closed under direct summands. Therefore
T ∈ Cˆn.
Now to show that En+1(T,M) = 0 for any T ∈ T ,M ∈ CX . Since M ∈ CX , there is an E-triangle
sequence Z → Cn → Cn−1 · · · → C2 → C1 → M with Ci ∈ C and Z ∈ CX . Using Proposition 4.7, one
can see that Ci ∈ Tˇn. Applying the dual of Lemma 3.3, we have an E-triangle M // V // U //❴❴ such
that U ∈ Tˇn−1 and there is an E-triangle sequence Z → Tn → Tn−1 · · · → T2 → T1 → V with Ti ∈ T .
It is obvious that V ∈ Presn
CX
(T ) = T ⊥ ∩ CX . Using the fact that ωˇn−1 = {X ∈ Xω|E
n(Y,X) =
0, for all Y ∈ ⊥ω} in the proof of Lemma 3.2(2), we have En+1(T,M) = En(T, U) = 0. If we let
M = Xn+1, then E
n+1(T,Xn+1) = 0.
Now we have the following Bazzoni characterization of n-tilting pairs in an extriangulated category.
Theorem 4.9. Assume that C ⊆ Copresn(Presn
CX
(T )) and T is strongly contravariantly finite, then
(C, T ) is an n-tilting pair if and only if Presn
CX
(T ) = T ⊥ ∩ CX .
Proof. Using Lemma 4.5, Propositions 4.7 and 4.8, one can see the result holds.
In particular, using Theorem 4.9 to Example 4.2(5), we get the Bazzoni characterization of an n-tilting
subcategory in [ZZh].
Corollary 4.10. ([ZZh, Theorem 1]) Assume that T is a subcategory of C which is strongly con-
travariantly finite and closed under direct summands. Then T is an n-tilting subcategory if and only
if Presn(T ) = T ⊥.
Example 4.11. If C = modA, where A is an Artin algebra and modA is the category of finitely generated
left A-modules. We can get the Bazzoni characterization of n-tilting pairs in [WX1, Theorem 3.10] from
Theorem 4.9.
5 Auslander-Reiten correspondence
In this section, we mainly study the Auslander-Reiten correspondence for tilting pairs, which classifies
finite C-tilting subcategories for a certain self-orthogonal subcategory C with some assumptions.
Proposition 5.1. Assume that T is a finite C-tilting subcategory.
(1) CX = ˇT X ∩ C
⊥.
(2) ˇT X = CXˇ .
Proof. (1) CX ⊆ ˇT X ∩ C
⊥: Since CX ⊆ C
⊥, it suffices to show that CX ⊆ ˇT X . Let M ∈
CX . Take an E-triangle sequence Mn // Cn // · · · // C1 // M with Mn ∈ CX and each Ci ∈ C.
By the dual of Lemma 3.3, there are an E-triangle M // U // V //❴❴ and an E-triangle sequence
Mn // Tn // · · · // T1 // V with U ∈ Tˇ and Ti ∈ T . Since T ⊆ Cˆ ⊆ CX , each Ti ∈ CX . Moreover,
Mn ∈ CX , so V ∈ CX by Lemma 3.2(3).
Claim: V ∈ T ⊥. In fact, for the E-triangle sequence Mn // Tn // · · · // T1 // V , since T is
self-orthogonal, we have Ei(T, V ) ∼= Ei+n(T,Mn) for any T ∈ T and any i ≥ 1. Since T is an n-C-tilting
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subcategory, there is an E-triangle sequence Cn // · · · // C1 // C0 // T with each Ci ∈ C. The
conditionMn ∈ CX ⊆ C
⊥ implies Ei+n(T,Mn) ∼= E
i(Cn,Mn) = 0, and hence E
i(T, V ) = 0 for any i ≥ 1.
Thus V ∈ T ⊥. By Lemma 4.4, V ∈ T X , and hence M ∈ ˇT X by Proposition 3.4.
ˇ
T X ∩ C
⊥ ⊆ CX : Let M ∈ ˇT X ∩ C
⊥. Choose an E-triangle sequence M
fm // Xm // · · ·
f0 // X0
with each Xi ∈ T X . By Lemma 4.4, T X ⊆ CX ⊆ C
⊥, and so Xi ∈ C
⊥. Moreover, M ∈ C⊥ implies
Conefi ∈ C
⊥. By Lemma 3.2, we can iteratively obtain Conef2 ∈ CX , Conef3 ∈ CX , · · · , Conefm ∈ CX ,
M ∈ CX .
(2) By (1), CX ⊆ ˇT X . By Lemma 3.2, CXˇ ⊆ ˇT X . Conversely, ˇT X ⊆ CXˇ .
Lemma 5.2. ([CZZ, Lemma 2.3]) Let ω be closed under extensions.
(1) If f :W →M is a right ω-approximation of M , then CoConef ∈ ω⊥1 .
(2) If f :M →W is a left ω-approximation of M , then Conef ∈ ⊥1ω.
Definition 5.3. Let S be a finite subset of objects in C, and M ∈ C. A finite S-filtration of M is a class
of E-triangles
0 // M1 // S1 //❴❴
M1 // M2 // S2 //❴❴
...
Mn−2 // Mn−1 // Sn−1 //❴❴
Mn−1 // M // Sn //❴❴
such that each Si ∈ S for any 1 ≤ i ≤ n.
A category C is called finitely filtered if there is a finite subset S in C such that each object in C has
a finite S-filtration.
Lemma 5.4. Let C be self-orthogonal with ˇCX finitely filtered. Assume that D ⊆ CX is closed under
extensions and cones of inflations with Dˇ = ˇCX . Then
(1) there is some n with Dˇ = Dˇn.
(2) ⊥D ∩ CX ⊆ Cˆ.
Proof. (1) By assumption, there is a finite set S such that each object in Dˇ has a finite filtration by S.
Set n = max{D-codimS, S ∈ S}. Then by Lemma 3.7, Dˇ = Dˇn.
(2) Let X ∈ ⊥D ∩ CX . Since X ∈ CX , there is an E-triangle sequence
CoConefn // Cn
fn // · · ·
f1 // C0
f0 // X
with Ci ∈ C and CoConefi ∈ CX ⊆ C
⊥. It follows that
E(CoConefn−1,CoConefn) ∼= E
2(CoConefn−2,CoConefn) ∼= · · · ∼= E
n+1(X,CoConefn).
Moreover, since CoConefn ∈ ˇCX = Dˇ = Dˇn by (1), then
E(CoConefn−1,CoConefn) ∼= E
n+1(X,CoConefn) = 0
and hence the E-triangle CoConefn // Cn // CoConefn−1 //❴❴ is split. Thus CoConefn ∈ C and,
therefore, X ∈ Cˆ.
Let Y be a subcategory of C. If I ⊆ Y ∩ Y ⊥, and for any Y ∈ Y , there is an E-triangle
Y // IY // Y
′ //❴❴ with IY ∈ I and Y
′ ∈ Y , we say that I is a relative injective cogenerator of
Y . Dually, one can define the relative projective generator of Y .
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Let D ⊆ C be subcategories of C. We say that D is a relative resolving subcategory of C if D is closed
under extensions, direct summands and cocones of deflations and contains Proj(C) (where Proj(C) is the
subcategory of projective objects in C). Dually, one can define the relative coresolving subcategory of C.
In particular, if C = C and D is a relative resolving (coresolving resp.) subcategory of C, we say that D
is a resolving (coresolving resp.) subcategory of C.
Lemma 5.5. Let C be self-orthogonal such that CX has a relative injective cogenerator I. If D ⊆ CX
is relative coresolving in CX , then ˇCX ∩
⊥1D ⊆ ⊥D.
Proof. Let D ∈ D ⊆ CX . Then there is an E-triangle sequence D // I0
f0 // I1
f1 // · · · with Ii ∈ I.
Since D is relative coresolving, each CoConefi ∈ D.
Let X ∈ ˇCX ∩
⊥1D. Then Ei(X,D) ∼= E(X,CoConefi−1) = 0 for any i ≥ 1, as desired.
In the following, we give a sufficient condition such that D ∩ ⊥D is a generator for D.
Lemma 5.6. Let C be self-orthogonal such that CX has a relative injective cogenerator, and D be
relative coresolving and strongly covariantly finite in CX . Then for any D ∈ D, there is an E-triangle
D′ // WD // D //❴❴ with D
′ ∈ D and WD ∈ ω, where ω = D ∩
⊥D.
In particular, D ⊆ ωX .
Proof. For anyD ∈ D ⊆ CX , we can take an E-triangle L // CD // D //❴❴ with CD ∈ C and L ∈ CX .
For L, there is an E-triangle L // D′ // M //❴❴ with D′ ∈ D andM ∈ ⊥1D. By Lemma 5.5,M ∈ ⊥D.
Consider the following commutative diagram
L //

CD //

D //❴❴❴
D′ //

WD //

D //❴❴❴
M

✤
✤
✤
M

✤
✤
✤
By the middle row, WD ∈ D. Moreover, CD ∈ C ⊆
⊥D and M ∈ ⊥D, we have WD ∈
⊥D, and hence
WD ∈ ω.
Lemma 5.7. Let C be self-orthogonal such that CX has a relative injective cogenerator. Assume that D
is relative coresolving and strongly covariantly finite in CX with Dˇ = ˇCX . Then
⊥D ∩ CX ⊆ ωˇ, where
ω = D ∩ ⊥D. In particular, C ⊆ ωˇ.
Proof. LetX ∈ CX . SinceD is strongly covariantly finite in CX , there is an E-triangle X // D0 // X1 //❴❴
with D0 ∈ D, X1 ∈ CX . By Lemma 5.2, we may take X1 ∈
⊥1D. By Lemma 5.5, X1 ∈
⊥D. In this
case, if X ∈ ⊥D, then D0 ∈
⊥D, and hence D0 ∈ D ∩
⊥D = ω. By repeating this process to X1,
and so on, we obtain an E-triangle sequence X
f0 // D0
f1 // D1 // · · · // , where each Di ∈ ω and
Conefi ∈
⊥D ∩ CX . Since CX ⊆ ˇCX = Dˇ, there is some m such that Conefm−1 ∈ D. It follows that
Conefm−1 ∈ D ∩
⊥D = ω. Therefore, ⊥D ∩ CX ⊆ ωˇ.
Now if, in addition ˇCX is finite filtered, then we can construct a C-tilting subcategory by taking
⊥D ∩ D as following.
Proposition 5.8. Let C be self-orthogonal such that CX has a relative injective cogenerator and ˇCX is
finite filtered. Assume that D is relative coresolving and strongly covariantly finite in CX with Dˇ = ˇCX .
Then ω := ⊥D ∩D is a C-tilting subcategory. In this case, D = ωX .
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Proof. Clearly, ω is self-orthogonal. Moreover, ω ⊆ Cˆ by Lemma 5.4, and C ⊆ ωˇ by Lemma 5.7. Thus
the pair (C, ω) is a tilting pair.
By Lemma 5.6, D ⊆ ωX . On the other hand, ωX ⊆ CX ⊆ ˇCX = Dˇ = Dˇn for some n. Now let
M ∈ ωX , by assumption, we can take an E-triangle sequence
CoConefn // Wn
fn // · · · // W0
f0 // M
with each Wi ∈ ω ⊆ D. Then M ∈ D. This shows that ωX ⊆ D, and consequently D = ωX .
Now we show the first type of Auslander-Reiten correspondence, which gives a classification for C-
tilting subcategories in terms of a certain class of relative coresolving strongly covariantly finite subcate-
gories in CX .
Theorem 5.9. Let C be self-orthogonal such that CX has a relative injective cogenerator and ˇCX is
finite filtered. Then there is a one-one correspondence as follows:
{finite C-tilting subcategories} −→
{
subcategories D which are relative coresolving, strongly
covariantly finite in CX , and satisfies Dˇ = ˇCX
}
T 7→ T X = T
⊥ ∩ CX
where the inverse map is given by D 7→ ⊥D ∩ D.
Proof. (i) Assume that T is a C-tilting subcategory. Then ˇT X = ˇCX by Proposition 5.1. Let M ∈ CX .
Then M ∈ ˇT X , and by Proposition 3.4, there is an E-triangle M // U
′ // V ′ //❴❴ with U ′ ∈ T X
and V ′ ∈ Tˇ . By Lemma 3.2, Tˇ ⊥T X , and hence M → U
′ is a left T X -approximation. That is, T X is
strongly covariantly finite in CX . It is easy to check that T X is relative coresolving in CX .
(ii) Assume that D is a relative coresolving, strongly covariantly finite subcategory in CX , and satisfies
Dˇ = ˇCX . By Proposition 5.8,
⊥D ∩ D is a C-tilting subcategory.
(iii) By Proposition 5.8, ⊥D∩DX = D. Moreover, letM ∈
⊥(T X ) ∩ T X . Then there is an E-triangle
M ′ // T // M //❴❴ with T ∈ T and M ′ ∈ T X . It is split and hence M ∈ T , which shows that
⊥(T X ) ∩ T X ⊆ T . Moreover, it is easy to see T ⊆
⊥(T X ) ∩ T X , and thus
⊥(T X ) ∩ T X = T .
Using Theorem 5.9 to Example 4.2(5), we get the Auslander-Reiten correspondence of an n-tilting
object in [ZZh].
Corollary 5.10. ([ZZh, Theorem 2]) Let C be a finite filtered extriangulated category. The assignments
T 7→ T⊥ and X 7→ ⊥X ∩X give a one-to-one correspondence between the class of n-tilting objects T
and coresolving strongly covariantly finite subcategories X , which are closed under direct summands with
Xˇn = C.
In the rest of this paper, we will give the second type of Auslander-Reiten correspondence. To do it, we
first need to build a correspondence between relative coresolving strongly covariantly finite subcategories
and relative resolving strongly contravariantly finite subcategories in CX .
Lemma 5.11. Let C be self-orthogonal such that CX has a relative injective cogenerator. Assume that
D is relative coresolving and strongly covariantly finite in CX . Then
(1) D is relative coresolving and strongly covariantly finite in ˇCX .
(2) ⊥D ∩ CX is relative resolving and strongly contravariantly finite in CX .
(3) ⊥D ∩ ˇCX is strongly contravariantly finite in ˇCX .
Proof. (1) Since the relative injective cogenerator of CX is also the relative injective cogenerator of ˇCX ,
it follows that D is relative coresolving in ˇCX .
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Now let X ∈ ˇCX . By Proposition 3.4, there is an E-triangle X // Y // Z //❴❴ with Y ∈ CX and
Z ∈ Cˇ. For Y , by Lemmas 5.2 and 5.5, there is an E-triangle Y // D //M //❴❴ with D ∈ D and
M ∈ ⊥D. Consider the following commutative diagram
X // Y //

Z

//❴❴❴
X // D //

N //❴❴❴

M

✤
✤
✤
M

✤
✤
✤
Since D ⊆ CX ⊆ C
⊥, Cˇ ⊆ ⊥D. Thus Z ∈ ⊥D. Moreover, M ∈ ⊥D, we can get N ∈ ⊥D, which shows
that X → D is a left D-approximation. Therefore, D is strongly covariantly finite in ˇCX .
(2) Clearly, ⊥D ∩ CX is relative resolving in CX . Let X ∈ CX . By Lemmas 5.2 and 5.5, there is an
E-triangle X // D //M //❴❴ with D ∈ D and M ∈ ⊥D. Since D ∈ D ⊆ CX , M ∈ CX by Lemma
3.2, and hence M ∈ ⊥D ∩ CX . Moreover, by Lemma 5.6, there is an E-triangle D
′ // WD // D //❴❴
with D′ ∈ D and WD ∈ ω = D ∩
⊥D. Consider the following commutative diagram
D′

D′

Y //

WD

// M //❴❴❴
X //

✤
✤
✤
D //

✤
✤
✤
M //❴❴❴
Since D′, X ∈ C⊥, Y ∈ C⊥. Moreover, since WD,M ∈ CX , we have Y ∈ CX by Lemma 3.2. Finally,
since WD,M ∈
⊥D, we obtain Y ∈ ⊥D, and consequently Y ∈ ⊥D ∩ CX . This shows that Y → X is a
right ⊥D ∩ CX -approximation, which shows that
⊥D ∩ CX is strongly contravariantly finite in CX .
(3) Similar to (2).
By a similar argument to that of Lemmas 5.4, 5.5 and 5.11, we can get
Lemma 5.12. Let C be self-orthogonal and CX has a relative injective cogenerator. Assume that B is a
relative resolving and strongly contravariantly finite in CX .
(1) If X ∈ CX ∩ B
⊥1, the X ∈ B⊥.
(2) For any B ∈ B, there is an E-triangle B // WB // B
′ //❴❴ with WB ∈ ω = B
⊥∩B, and B′ ∈ B.
In particular, B ⊆ Xω.
(3) B⊥ ∩ CX is relative coresolving and strongly covariantly finite in CX .
Now we have
Proposition 5.13. Let C be self-orthogonal and CX has a relative injective cogenerator. Then there is
a one-one correspondence as follows:{
relative coresolving, strongly covariantly
finite subcategories in CX
}
−→
{
relative resolving, strongly contravariantly
finite subcategories in CX
}
D 7→ ⊥D ∩ CX
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where the inverse map is given by B 7→ B⊥ ∩ CX .
Proof. By Lemmas 5.11 and 5.12, the definitions above are well-defined.
(⊥D ∩ CX )
⊥ ∩ CX = D: Clearly, D ⊆ (
⊥D ∩ CX )
⊥ ∩ CX . Conversely, let X ∈ (
⊥D ∩ CX )
⊥ ∩ CX .
Since D is strongly covariantly finite, there is an E-triangle X // D // Z //❴❴ with D ∈ D and
Z ∈ ⊥D ∩ CX . It is split since X ∈ (
⊥D ∩ CX )
⊥, which shows that D ∼= X ⊕ Z. Thus X ∈ D, and
hence (⊥D ∩ CX )
⊥ ∩ CX ⊆ D. Therefore, (
⊥D ∩ CX )
⊥ ∩ CX = D.
Dually, we can prove ⊥(B⊥ ∩ CX ) ∩ CX = B.
Lemma 5.14. Let C be self-orthogonal and ˇCX be finitely filtered. Assume that D is strongly covariantly
finite and relative coresolving in CX . Then
there is some n such that En+1(⊥D ∩ ˇCX , CX ) = 0, provided Dˇ = ˇCX .
Proof. Let S = {S1, · · · , St} ⊆
⊥D ∩ ˇCX be the finite subcategory. For each Si ∈ S, since Si ∈ ˇCX ,
by Proposition 3.4 there is an E-triangle Si // Xi // Zi //❴❴ with Xi ∈ CX and Zi ∈ Cˇ. Since
D ⊆ CX ⊆ C
⊥, Cˇ ⊆ ⊥D, which shows that Zi ∈
⊥D. Moreover, since Si ∈
⊥D, Xi ∈
⊥D, and hence
Xi ∈
⊥D ∩ CX . By Lemma 5.4,
⊥D ∩ CX ⊆ Cˆ. Denote n = max{C-dimXi | 1 ≤ i ≤ t}. Then
E
n+1(Si, CX ) = 0, and hence E
n+1(⊥D ∩ ˇCX , CX ) = 0.
Proposition 5.15. Let C be self-orthogonal and ˇCX be finitely filtered. Assume that D is strongly
covariantly finite and relative coresolving in CX . Then Dˇ = ˇCX if and only if
⊥D ∩ CX ⊆ Cˆ.
Proof. The “only if” part follows from Lemma 5.4.
The “if” part. Since D ⊆ CX , Dˇ ⊆ ˇCX . On the other hand, let X ∈ ˇCX . Then there is an E-
triangle sequence X
f0 // D0
f1 // D1 // · · · with each Di ∈ D and Conefi ∈
⊥D ∩ ˇCX . By Lemma 3.7,
Conefm ∈ CX for somem, and thus Conefm ∈
⊥D∩CX ⊆ Cˆ. By Lemma 5.14, there is some n such that
E
n+1(⊥D ∩ ˇCX , CX ) = 0, and hence E(Conefm+n+1,Conefm+n) ∼= E
n+1(Conefm+n+1,Conefm) = 0.
This shows that the E-triangle
Conefm+n // Dm+n+1 // Conefm+n+1 //❴❴
is split, and hence Conefm+n ∈ D. Therefore, ˇCX ⊆ Dˇ.
Collecting the above results, we now give the second type of Auslander-Reiten correspondence, which
gives a classification for C-tilting subcategories in terms of a certain class of relative resolving strongly
cotravariantly finite subcategories in CX .
Theorem 5.16. Let C be self-orthogonal such that CX has a relative injective cogenerator and ˇCX is
finitely filtered. Then there is a one-one correspondence as follows:
{finite C-tilting subcategories} −→
{
subcategories D which are relative resolving, strongly
contravariantly finite in CX , and are contained in Cˆ
}
.
T 7→ Tˇ ∩ CX
Proof. By Theorem 5.9, Propositions 5.13 and 5.15, it suffices to show
⊥(T X ) ∩ CX = Tˇ ∩ CX .
Clearly, Tˇ ∩CX ⊆
⊥(T X ) ∩ CX . On the other hand, by Proposition 5.1 and Corollary 3.5,
⊥(T X ) ∩ CX ⊆
⊥(T X ) ∩ ˇCX =
⊥(T X ) ∩ T Xˇ which shows that
⊥(T X ) ∩ CX ⊆ Tˇ ∩ CX .
Example 5.17. (1) If C = modA, where A is an Artin algebra and modA is the category of finitely
generated left A-modules. We can get the Auslander-Reiten correspondence of n-tilting pairs in
[WX2, Theorems 3.9 and 3.15] from Theorems 5.9 and 5.16.
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(2) Using Theorems 5.9 and 5.16 to Example 4.2(5), we get the Auslander-Reiten correspondence of
an n-tilting object in [ZZh].
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