Abstract-This paper addresses global Rate-Monotonic (RM) scheduling of implicit-deadline periodic real-time tasks on uniform multiprocessor platforms. In particular, we propose new schedulability conditions that include a set of easily computable task-set parameters for achieving better system utilization while meeting the deadlines of all the tasks. First, an individual sufficient schedulability condition is derived for each task. Then, the collection of schedulability conditions for the tasks are condensed to provide two different simple sufficient schedulability conditions for the entire task system -one for uniform multiprocessors, and one for unit-capacity multiprocessors, respectively. Finally, we show that our proposed simple rate-monotonic schedulability conditions for uniform and unit-capacity multiprocessors have higher worst-case system utilization than all other state-of-the-art simple schedulability conditions for global rate-monotonic scheduling of implicitdeadline tasks.
I. INTRODUCTION
Real-time system applications are often represented using a finite collection of independent recurring processes, for example, in control and monitoring applications. Such recurrent processes are typically modeled using the preemptive periodic task model in which each periodic task's relative deadline is equal to its period (implicit-deadline) [18] . One of the main challenges for such a task model is designing fixed-priority scheduling algorithm that ensures that all the deadlines of the tasks are met during runtime. The fixed-priority Rate-Monotonic (RM) scheduling algorithm [18] is widely used in industry because of its simplicity, flexibility and its ease of implementation [23] . Scheduling policy RM works as follows: each task in a periodic task set is given a fixed-priority such that tasks with shorter period receive higher priority. The RM scheduler always dispatches the highest-priority ready task for execution, possibly by preempting any currently-executing lowerpriority task. Even though the RM scheduling is optimal for uniprocessor platform, its schedulability performance is poor on multiprocessor platform [13] . Our endeavor in this paper is the design and analysis of RM scheduling to achieve higher system utilization on multiprocessor platform in which the processors may have different speeds (uniform multiprocessors).
Real-time scheduling in multiprocessor systems generally considers either global or partitioned scheduling policy. In global scheduling, a task is allowed to execute on any processor even when it is resumed after preemption. This is done by keeping all the ready tasks in a global queue from which the highest-priority tasks are dispatched to the processors for execution. In partitioned scheduling, the task set is grouped in different task partitions during design time and each partition has a fixed processor onto which only the tasks of that partition are allowed to execute. Many policies for the global [2] , [20] , [4] , [5] , [8] , [6] , [1] , [9] and partitioned [13] , [21] , [7] , [3] , [19] , [17] approaches exist for fixed-priority multiprocessor scheduling. To this end, much research has focused on finding an efficient schedulability condition that, if satisfied, implies that all the deadlines of the tasks are met. In this paper, we present a schedulability analysis (sufficient schedulability condition) for global preemptive RM scheduling for implicit-deadline tasks on uniform multiprocessors and its specialization on unit-capacity multiprocessors.
A system consisting of multiple processors having different computing capacity (speed) is called a uniform multiprocessor platform [15] . On such a platform, a processor with speed s completes s × t units of execution when a task executes for t time units on the processor. If the speed of each processor is one, then it is a unit-capacity multiprocessor platform. The importance of multiprocessor scheduling on uniform processors has already been pointed out in [14] . In addition, we find two more reasons to study scheduling on uniform multiprocessors. First, when the frequency of different processors' clocks are lowered to save power, the schedulability of the tasks on such a platform can be analyzed using uniform multiprocessor theory. Second, it is very likely that chip multiprocessors [11] will have cores with different speeds in the future.
The quality of many multiprocessor scheduling algorithms is measured in terms of the worst-case system utilization (also known as utilization bound). The worst-case system utilization of a scheduling algorithm is used to provide a sufficient schedulability condition for that algorithm. This is because any set of tasks is guaranteed to be schedulable (i.e. meet all the deadlines) using a particular scheduling algorithm whenever the total utilization (computation load) of the task set is no larger than the worst-case system utilization. This fact motivates us to design and analyze the RM scheduling algorithm for the multiprocessor platform in order to achieve a high worst-case system utilization.
The main reason for using the total utilization of a task set in a sufficient schedulability condition is that this metric is easy to compute and also represents a simple and condensed task-set parameter in the schedulability condition. In this paper, we introduce three new task-set parameters (formally defined later) that can be easily computed for any task setthe minimum period ratio, the maximum period ratio, and the sum of squares of individual task utilization. Using these parameters, we derive a sufficient schedulability condition for global RM scheduling of implicit-deadline periodic task sets that has a higher worst-case system utilization compared to that of all other similar conditions for global RM scheduling. To this end, we make the following major contributions in this paper: 1) Using the three new task-set parameters (mentioned above), an individual sufficient RM schedulability condition for each task is derived for uniform multiprocessors (i.e. all the sufficient conditions are checked iteratively for all the tasks). These individual conditions are then condensed into two simple (i.e. non-iterative) sufficient RM schedulability conditions for the entire task set -one for uniform multiprocessors and one for unit-capacity multiprocessors. 2) To the best of our knowledge, our simple schedulability conditions for the uniform and unit-capacity multiprocessors dominate all such simple RM schedulability conditions proposed by others for implicitdeadline task systems 1 . However, for other simple fixed-priority schedulability conditions that our simple conditions do not dominate, it is also true that those conditions do not dominate ours either.
3) The three new task-set parameters have an important implication for the system designer in that there exist certain strategies for selecting these task-set parameters so as to achieve a good system performance. The rest of the paper is organized as follows. First, in Section II, other works related to multiprocessor scheduling are discussed. In Section III, the task model used in this work is presented. The model of the multiprocessor platform and some related theory is discussed in Section IV. Then, we present our schedulability analysis for uniform and unitcapacity multiprocessors in Section V. In Section VI, we compare the performance of our schedulability condition with other works. Finally, Section VII concludes this paper.
II. RELATED WORK Fixed-priority multiprocessor scheduling with non-zero worst-case system utilization was first proposed in [2] using the concept called utilization separation. The RM-US algorithm in [2] assigns the highest priority to the tasks having individual task's utilization greater than m 3m−2 (m is the number of processors) while the rest of the tasks are assigned priorities according to RM. It is proved that the worst-case system utilization of algorithm RM-US is m 2 3m−2 ≈ 33.33% on m processors (as m → ∞). The worst-case system utilization of hybrid priority-assignment algorithms such as RM-US has been shown to be as high as approximately 37.48m ≈ 37.48% [20] . Hybrid priorityassignment based on the slack (i.e. task's period minus the task's execution time) of each task was proposed in [1] . The worst-case system utilization of the SM-US algorithm in [1] is approximately
≈ 38.19% for implicit deadline tasks. Recently, a new fixed-priority assignment scheme for global scheduling was proposed [12] , which has been shown (using simulation) to have better performance than other fixed-priority scheduling algorithm.
Based on the minimum amount of interference in an interval that can cause a task's deadline to be missed, a fixed-priority schedulability analysis is given in [4] , showing a worst-case system utilization of
+u min for RM scheduling on m processors, where u max and u min are the maximum and minimum utilization of any task, respectively. RM scheduling on uniform multiprocessors is studied in [5] , and it is shown (using a schedulability analysis similar to that of [2] ) that the worst-case system utilization is m 3 for RM scheduling on m unit-capacity processors.
The work in [8] derives a simple (i.e. non-iterative) sufficient RM schedulability condition that dominates the simple schedulability conditions in [2] , [4] , [5] for implicit deadline tasks. Using an analysis of the worst-case workload in an interval, the analysis in [8] shows that, if the total utilization of a task set is no larger than m(1−umax) 2 + u max , then all the tasks deadlines will be met during run time. The work in [8] is further extended and improved in [9] , where an iterative algorithm for testing the schedulability of each task separately is proposed. Iterative sufficient scheduling conditions are also derived in [6] for fixed-priority tasks with arbitrary deadlines. Our objective in this paper is to derive simple (i.e. non-iterative) sufficient schedulability conditions, where only one condition has to be verified for the complete task set to determine the RM schedulability on a uniform or unit-capacity multiprocessor platform. Also note that we analyze the schedulability of task sets having traditional RM priority. However, our schedulability analysis can be easily extended to hybrid priority-assignment (similar to [16] ) using the concept of utilization-separation.
III. TASK MODEL AND RELATED DEFINITIONS
In this paper, we consider the scheduling of n periodic tasks in the set {τ 1 , τ 2 , . . . τ n }. Each task τ i in set {τ 1 , τ 2 , . . . τ n } is characterized by a pair (C i , T i ), where C i represents the worst-case execution time (WCET) and T i is the period (inter-arrival time) of task τ i . Since the task set is periodic, an instance of each task, called job, is released at each period T i and requires at most C i units of execution time before the next period. Thus, the relative deadline of a task τ i is equal to its period T i , that is, the set {τ 1 , τ 2 , . . . τ n } is an implicit-deadline periodic task system. The fixed priority of the tasks are given according to the RM discipline. In other words, the shorter the task period, the higher the task priority. Without loss of generality, we assume that task τ i has higher priority than that of task τ i+1 , for all i, 1 ≤ i < n. Therefore, we have T i ≤ T j for all i and j such that 1 ≤ i ≤ j ≤ n.
Since the execution of a task τ k can be interfered only by the higher-priority tasks using preemptive RM scheduling, whether task τ k meets its deadline or not depends on the tasks in {τ 1 , τ 2 , . . . τ k } (but are completely unaffected by the tasks in {τ k+1 , τ k+2 , . . . τ n }.) We find it useful to define the task set
The collection of all the jobs of all the k tasks in set Γ k constitute an implicit-deadline task set Γ k . We sometimes, hereafter, also use the notation Γ k to denote the collection of all the jobs in Γ k . Next, we define a couple of task-set parameters, and some important properties of these parameters, that we will use later in this paper.
We define the load or utilization of a task τ i as
Note that U n is the total utilization of the task set Γ n . We define the maximum utilization u k max of a periodic task system Γ k to be the largest utilization of any task in
Similarly, we define the minimum utilization u k min of a periodic task system Γ k to be the smallest utilization of any
We define the minimum period ratio r ′ k of a task set Γ k to be the minimum of the ratios of periods of any two tasks
Similarly, we define the maximum period ratio r ′′ k of a task set Γ k to be the maximum of the ratios of periods of any two tasks τ i ∈ Γ k and τ j ∈ Γ k such that T i ≤ T j and i = j. Formally,
Note that, using Eq. (3) for any two tasks τ i ∈ Γ k and τ j ∈ Γ k such that T i ≤ T j and i = j, we have
Also note that, for task systems Γ k and Γ n such that k ≤ n, we also have
We, furthermore, define Q k as the sum of squares of individual task utilization of the tasks in a task set Γ k excluding the task with maximum utilization in Γ k by
such that max index(k) is the index of the task that has the maximum utilization in the task set
2 is not included in Q k , we must have
And, for n, we have the following: (6) and the fact that u
and since u n max ≥ u n min from Eq. (1), we also have,
IV. SYSTEM MODEL AND RELATED THEORY
The periodic task system defined in Section III is to be scheduled on a multiprocessor system. The following three definitions (Definition 1, 2, 3) from [5] are the key concepts, regarding scheduling on uniform multiprocessor platform, that we will use in this paper.
Definition 1 (from [5]). Let π denote a uniform multiprocessor platform.
• The number of processors in π is denoted by m(π)
• For all i, 1 ≤ i ≤ m(π), the speed of the i th fastest processor in π is denoted by s i (π), i.e., the speed are indexed in a non-increasing order.
• The total computing capacity of all the processors in π is denoted by S(π)
. Next we present two useful parameters from [5] that are defined to measure the degree by which uniform multiprocessor platform π differs from an identical or unit-capacity multiprocessor platform. Definition 2 (λ and µ from [5] ). For any uniform multiprocessor platform π, we define a parameter λ(π) as follows:
For any uniform multiprocessor platform π, we define a parameter µ(π) as follows:
If the speeds of the processors differs from each other significantly, we have λ(π) = 0 and µ(π) = 1, and if we are considering identical or unit-capacity multiprocessor platform, we have λ(π) = (m(π) − 1) and µ(π) = m(π). Note that, the relationship between µ(π) and λ(π) is as follows.
Scheduling algorithm on uniform multiprocessor requires a stronger notion of work-conserving algorithm (defined below), called greedy scheduling algorithms, that is defined next according to [5] .
Definition 3 (Greedy Scheduling Algorithm). A uniform multiprocessor scheduling is greedy if it satisfies all three of the following conditions.
1
) It is work conserving, that is, it never idles a processor when there are jobs awaiting execution. 2) If it must idle some processor (fewer active jobs than processors), then it idles the slowest processor.
3) It always executes higher priority jobs upon faster processors. If job J 1 and J 2 are executing on the i th and j th processors for i < j, then job J 1 's priority is higher than the priority of job J 2 .
In rest of the paper, we consider that the global scheduling algorithm RM is greedy. Our objective in this paper is to analyze the RM schedulability of a task set Γ n on a uniform multiprocessor platform π. To characterize the amount of work done by any scheduling algorithm A on a uniform multiprocessor platform π over a time interval of length t, we have the following well-known definition of work [5] .
Let any uniform multiprocessor platform π on which the task set Γ k is to be executed using any algorithm A. For time instant t ≥ 0, let W (A, π, Γ k , t) denote the amount of work done by algorithm A on jobs of the task set Γ k over the interval [0, t), while executing on π.
The following Theorem 1 (proved in [14] ) provides a lower bound on the amount of work completed by a greedy scheduling algorithm A on a uniform multiprocessor platform π, in terms of the amount of work completed by algorithm A 0 on a uniform multiprocessor platform π 0 , when the inequality in Eq. (12) is satisfied for the platforms π and π 0 . We will be using Theorem 1 later in this section. 
then, for any collection of jobs of task set Γ k and any time instant t ≥ 0,
It will be evident later that the schedulability analysis presented in Section V is based on the lower and upper bounds of the amount of work completed within a particular time interval by the greedy RM scheduling on a uniform multiprocessor platform π. Next we present the results of some previous works that estimate the lower and upper bound of the amount of work completed by the RM scheduling algorithm.
A. Lower Bound on Work
In this subsection we calculate the lower bound on the amount of work done within a time interval [0, t) by the greedy RM scheduling on jobs of the task set Γ k . The following Lemma 1 (proved in [5] ) shows that there exists a uniform multiprocessor platform π 0 on which a task system Γ k is schedulable.
Lemma 1 (From [5]).
Task system Γ k is feasible on a uniform multiprocessor platform π 0 satisfying the conditions:
The proof of Lemma 1 is based on the construction of the uniform multiprocessor platform π 0 with k processors with speed s 1 (π 0 ), s 2 (π 0 ) . . . s k (π 0 ) such that s i (π 0 ) = u i and u i is the utilization of the task τ i ∈ Γ k . Note that, such a platform must satisfy S(π 0 ) = U k and s 1 (π 0 ) = u k max for the task set Γ k for k = 1, 2, . . . n. The task set Γ k is schedulable on the platform π 0 using the scheduling algorithm, called OPT, that exclusively executes the task τ i ∈ Γ k on the processor with speed s i . According to the definition of uniform multiprocessor, a task τ i executes on processor with speed s i for t time units completes t×s i units of execution. Therefore, the amount of work completed within the interval [0, t) by the scheduling algorithm OPT on the jobs of the task set Γ k on platform π 0 is given by Eq. (14) .
Recall that we want to execute a task set on uniform multiprocessor platform π using greedy RM scheduling. If the uniform multiprocessor platforms π and π 0 satisfies the condition in Eq. (12) of Theorem 1 (where π 0 is the platform guaranteed to exist according to Lemma 1) and RM is greedy scheduling, then using inequality Eq. (13) of Theorem 1 we have
According to Eq. (15), the amount of work completed over the interval [0, t) by the RM scheduling on the jobs of the task set Γ (15) is originally derived in [5] by showing that Eq. (12) is always implied by the sufficient RM schedulability condition that is proposed in [5] .
B. Upper Bound on Work
We now derive an upper bound on the total amount of maximum work that can be completed by the jobs of the tasks in set {τ 1 
By summing the Eq. (16) over i = 1, 2, . . . (k − 1), the maximum amount of work completed by the jobs of the tasks in set {τ 1 , τ 2 , . . . τ k−1 } over the time interval (0, t] is upper bounded by the right-hand side of the following inequality in Eq. (17)
Next we present our global RM schedulability analysis on uniform multiprocessors based on the inequalities given in Eq. (15) and Eq. (17).
V. SCHEDULABILITY ANALYSIS
In this section, we derive a sufficient schedulability condition for global RM scheduling on uniform multiprocessor platform. First, the maximum available time for executing the l th job of task τ k is calculated using the difference between the upper and lower bound on work completed by the RM scheduling over time intervals (0, lT k ] and (0, (l − 1)T k ], respectively. Based on this difference, a sufficient schedulability condition is derived for task τ k in Subsection V-A for k = 1, 2 . . . n (resulting in an iterative sufficient schedulability condition for the entire task set). Then in Subsection V-B, the schedulability conditions of all the tasks are condensed into a simple (non-iterative) sufficient schedulability condition for uniform multiprocessors. Based on the simple sufficient schedulability condition derived in Subsection V-B for uniform multiprocessors, a corresponding simple suffient schedulability condition is derived for unit-capacity multiprocessors in Subsection V-C.
A. Iterative Schedulability Condition for π
In this subsection, a sufficient RM schedulability condition of the task set Γ n on uniform multiprocessor platform π is derived using the sufficient RM schedulability condition of each task τ k , for k = 1, 2, . . . n. The following Lemma 3 proves that all the jobs of task τ k meet their deadlines using global RM scheduling on platform π if the conditions in Eq. (18) and Eq. (19) are satisfied (a sufficient schedulability condition for task τ k ). Lemma 3. All the jobs of τ k meet their deadlines when Γ k is scheduled on π using global RM scheduling if the two following conditions are satisfied:
and,
Proof: Lets assume that all the (l − 1) jobs of τ k have met their deadlines using RM. We will prove that the l th job of τ k also meets the deadline. The correctness of Lemma 3 will then follow by induction on l ≥ 1.
Since each job of task τ k is released at each period T k , the l th job arrives at time (l − 1)T k and requires C k units of execution time before its deadline lT k . Remember that task set Γ k is schedulable using algorithm OPT on uniform multiprocessor platform π 0 (Lemma 1). The platform π 0 , that is shown to exist by construction in the discussion following Lemma 1, must satisfy S(π 0 ) = U k and
is true for the uniform multiprocessor platforms π and π 0 . Therefore, the condition in Eq. (12) of Theorem 1 is true whenever the condition in Eq. (18) 
According to Eq. (20) , the minimum amount of work completed by RM before the l th job of τ k arrives at time
Note that, prior to time instant (l − 1)T k , the amount of work generated for task τ k is exactly (l − 1)T k u k . Since we assume that all the (l − 1) jobs of task τ k have met their deadlines (inductive hypothesis), the total work executed by RM for the higher-priority tasks τ 1 , τ 2 , . . . τ k−1 is at least (l − 1)T k k−1 i=1 u i prior to the time instant (l − 1)T k . Note that, we have (l − 1) = 0 for the case when l = 1. In this case, the total amount of work executed prior to the time instant (l − 1)T k = 0 for the higher-priority tasks is
Lemma 2 ensures that the maximum amount of work that can be completed by all the higher-priority tasks τ 1 , τ 2 , . . . τ k−1 over the interval [0, lT k ) is bounded from above by
In the previous paragraph, we saw that at least (l − 1)T k k−1 i=1 u i of this work is completed prior to time instant (l − 1)T k . Therefore, at most
amount of work remains to be executed after time instant (l − 1)T k for all the higher priority tasks τ 1 , τ 2 , . . . τ k−1 .
The amount of processors capacity left unused by tasks τ 1 , τ 2 , . . . τ k−1 during the interval [(l − 1)T k , lT k ) on the uniform multiprocessor platform π is therefore at least
Not all of this capacity is available to the l th job of τ k if several processors are available at the same time. In the worst-case, if all the m(π) processors are available at the same time, the l th job of τ k can execute only on one processor. Since RM is greedy, if several processors are simultaneously available, then τ k will execute upon the fastest available processor (Definition 3). If τ k executes on the j th fastest processor at some instant, then all other processors with speed s x (π) for x < j are busy at this instant and does not contribute to the remaining capacity given in Eq. (21) . Therefore, the fraction of total remaining capacity given in Eq. (21) that can be used for executing the l th job of task τ k at this instant is at least
. This reasoning is similar to that of used in [5] . According to Definition 2, we have
Consequently, the amount of processing capacity available to the l th job of τ k during the interval [(l − 1)T k , lT k ) on the uniform multiprocessor platform π is at least
To guarantee that the l th job of τ k meets its deadline, we need this capacity to be at least as large as the execution time of τ k ; that is, we must have,
Next the sufficient RM schedulability condition of the entire task set Γ n is given in Theorem 2 based on the sufficient schedulability condition in Lemma 3.
Theorem 2. An implicit deadline periodic task set Γ
n is schedulable using RM algorithm on a uniform multiprocessor platform π, if the following (n + 1) conditions are satisfied: (22) and, for all k=1,2, . . . n,
for all k = 1, 2, . . . n. According to Eq. (23), we also have that the condition
true for all k = 1, 2, . . . n. Therefore, the two conditions in Eq. (18) and Eq. (19) of Lemma 3 are true for all tasks τ k for k = 1, 2 . . . , n. Consequently, all the jobs of all the tasks in set Γ n meet their deadlines using RM scheduling on a uniform multiprocessor platform π using Lemma 3.
Theorem 2 provides a sufficient RM schedulability condition that has to be checked iteratively for all the n tasks in task set Γ n . Next we derive a simple sufficient RM schedulability condition for Γ n .
B. Simple Schedulability Condition for π
In this subsection, we condense the set of (n + 1) conditions given in Theorem 2 to derive a simple sufficient schedulability condition in the sense that it is non-iterative and has to be checked only once for the entire task set Γ n . We derive the simple sufficient schedulability condition in this subsection such that it implies all the (n + 1) conditions given in Eq. (22) and Eq. (23) of Theorem 2. Hence by the transitivity property of implication, if the simple condition is true, then the task set Γ n is RM schedulable on platform π. The simple sufficient feasibility condition for uniform multiprocessor will be given in Theorem 3. Before Theorem 3 is presented, we need the following Lemma 4. Lemma 4. For a non-negative constant c ≤ 1, the following inequality holds.
Proof: We start with the following equality using Eq. (6)
Equivalently,
Since c ≤ 1, and
Therefore from Eq. (25), we have
2 according to Eq. (6), we have
We now derive the simple (non-iterative) sufficient condition for RM schedulability of a task set Γ n on a uniform multiprocessor platform π in Theorem 3.
Theorem 3.
The task system Γ n is RM schedulable on uniform multiprocessor platform π if
Proof: We prove this theorem by showing that the condition in Eq. (26) implies the following (n + 1) conditions:
and, for all k = 1, 2, . . . n,
We prove these (n+1) conditions of Eq. (22) and Eq. (23) below in Case (1) and Case (2), respectively, based on Eq. (26). Then the RM schedulability of Γ n on platform π follows from Theorem 2.
Case (1):
We start with the premise of this Theorem given in Eq. (26)
We have
n max or δ = u n min using Eq. (9) or Eq. (10), respectively. Therefore, from Eq. (27), we have
Since this inequality is equivalent to S(π) ≥ U n + λ(π) · u n max , the premise of this Theorem implies the first condition Eq. (22) of Theorem 2.
Case (2):
We have (premise of this theorem)
Since r ′′ k (1+r ′′ k ) ≤ 1, using Eq. (24) of Lemma 4 we have
Therefore, from Eq. (28) using Eq. (29) we have
The sufficient schedulability condition of this Theorem depends on the value of δ which can be u 
Since r for k ≤ n. Therefore, Eq. (31) can be rewritten as:
Therefore for Subcase (2a), the second condition of Theorem 2 is implied by the premise of this Theorem 3.
Subcase (2b):
In this subcase, we consider µ(π) ≤ 1 + r ′′ n and hence δ = u n min according to Eq. (26). From Eq. (30), using δ = u n min we have
Therefore for Subcase (2b), the second condition of Theorem 2 is implied by the premise of this Theorem 3.
We have consequently shown that the first and second condition of Theorem 2 are implied by the premise of this Theorem in Case (1) and in the two subcases of Case (2), respectively. Since the (iterative) sufficient schedulability conditions of Theorem 2 are true whenever the premise of this Theorem is true, the task set Γ n is RM schedulable on uniform multiprocessor π.
C. Schedulability Condition for Unit-Capacity Multiprocessors
Using the simple sufficient condition of Theorem 3, we can derive a simple sufficient condition for RM schedulability of a task set on the subclass of uniform multiprocessor platforms, called unit-capacity multiprocessors.
Corollary 1. A periodic task system Γ
n is RM schedulable on an unit-capacity multiprocessor platform π having m processors for m ≥ 2, if
Proof: According to Definition 1 and Definition 2, we have S(π) = m(π) = m and µ(π) = m(π) = m, respectively, for unit-capacity multiprocessor platform having m processors (each processor has speed one). Note that, for any task set Γ n , we also have r 
In this section, we will now measure the improvement of our simple sufficient schedulability conditions for implicitdeadline tasks compared to the corresponding state-of-theart schedulability conditions for global RM scheduling on uniform and unit-capacity multiprocessors.
Uniform Multiprocessors (RM Priority): Prior to this work, the best possible simple (non-iterative) sufficient RM schedulability condition in terms of worst-case system utilization on uniform multiprocessors is derived by Goossens and Baruah in [5] for implicit deadline task set. The schedulability condition from [5] is given in Theorem 4.
Theorem 4 (Goossens and Baruah [5] ). A periodic implicit deadline task system Γ n is RM schedulable on an uniform multiprocessor platform π if
The left-hand side of Eq. (33) Unit-Capacity Multiprocessors (RM Priority): Prior to this work, the best possible simple (non-iterative) sufficient RM schedulability condition in terms of worst-case system utilization on unit-capacity multiprocessors is derived by Bertogna, Cirinei and Lipari [8] for implicit-deadline task sets. The schedulability condition from [8] is given in Theorem 5.
Theorem 5 (Bertogna, Cirinei, Lipari [8] ). An implicitdeadline periodic task system Γ n is RM schedulable on a unit-capacity multiprocessor platform having m processors if
The left-hand side of Eq. (34) is smaller than the left-hand side of Eq. (32). Hence, our derived simple sufficient RM schedulability condition given in Corollary 1 dominates the condition in Theorem 5 for unit-capacity multiprocessors.
Other Fixed-Priority Scheduling: Prior to this work, the best simple (non-iterative) sufficient fixed-priority (other than RM priority) schedulability condition in terms of worstcase system utilization on unit-capacity multiprocessors is derived by Andersson using the SM-US scheduling algorithm [1] for implicit-deadline task sets. It is proved in [1] that the algorithm SM-US has the worst-case system utilization of 2m/(3 + √ 5) ≈ 38.19% on m processors. Our derived simple sufficient RM schedulability condition in Corollary 1 dominates the condition derived in [1] 
, then the left hand-side of Eq. (32) is at least equal to
In general, we can conclude that for other simple fixed-priority schedulability conditions that our simple RM schedulability conditions does not dominate, it is also true that those conditions do not dominate ours either.
Impact of Task-Set Parameters: A main contribution of this paper is the set of task-set parameters that are visible in the schedulability conditions in Theorem 3 and Corollary 1. By analyzing these conditions it can be observed that a positive effect on schedulability occurs in the following cases:
• The sum of squares of individual task utilization is high (cf. parameter Q n in the numerator of the third term in the condition of Theorem 3 and Corollary 1 ).
• The maximum ratio between periods of any higher and any lower-priority task is small (cf. parameter r ′′ n in the denominator of the first and third terms in the condition of Theorem 3 and Corollary 1).
• The ratio between periods of the highest and the lowest priority task is large (cf. parameter r ′ n in the numerator of the third term in the condition of Theorem 3 and Corollary 1). A consequence of this is that, if system designers has the freedom to select the parameters of individual tasks (guided by these three strategies), a higher system utilization can be achieved compared to a less pro-active (less parameterized) design approach.
Controllability of Task-Set Parameters:
The smaller the number of task parameters upon which a condensed taskset parameter depends, the higher is the controllability that task-set parameter provides to the system designer. The taskset parameter minimum period ratio r ′ n depends only on the minimum and the maximum periods of a task set. The maximum period ratio r ′′ n depends on all possible pairs of periods of a task set. And the sum of squares of individual task utilization Q n depends on the WCET and the periods of all the tasks. Therefore, r ′ n provides the highest (and Q n the lowest) degree of controllability among the three new taskset parameters introduced in the simple RM schedulability conditions in Theorem 3 and in Corollary 1 for uniform and unit-capacity multiprocessors, respectively. Sensitivity Analysis: We conducted a number of experiments based on the different levels of controllability of the three new task set-parameters to measure their impact on system utilization for unit-capacity multiprocessors. In Corollary 1, we theoretically proved the dominance of our schedulability test (called PJ test 2 ) over the schedulabil-ity test in Theorem 5 (called BCL test) for unit-capacity processors. Our experiments were used for quantitatively estimating the degree of dominance of the PJ test over the BCL test. Each experiment was conducted using 100000 randomly-generated task sets that pass the PJ test. We define the dominance factor of the PJ test over the BCL test as the percentage of task sets that pass the PJ test but fail to pass the BCL test. In the experiments, we considered three different parameters in our simulation setup: number of processors, minimum and maximum utilization of a task set, and minimum and maximum periods of a task set. Based on different choices of these three parameters, we found the dominance factor of the PJ test is around 10% to 90%. In other words, approximately 10% to 90% of the 100000 task sets that pass the PJ test are not schedulable using the BCL test. The details of our experiments are given in [22] . The conclusions from the experiments are that they not only corroborate the performance predictions made above but also show order-of-magnitude performance improvements (in terms of number of scheduled task sets) for carefullyselected (i.e. controlled) task-set parameters.
VII. CONCLUSION
In this paper we have proposed schedulability conditions for global rate-monotonic scheduling of implicit-deadline tasks on multiprocessors. The prominent feature of our conditions is that they introduce a set of new task-set parameters that are key to achieving good schedulability performance in terms of worst-case system utilization. The two proposed simple RM schedulability conditions for uniform and unitcapacity processors are shown to dominate any other known simple RM schedulability condition. For other simple fixedpriority schedulability conditions that our conditions does not dominate, it is shown that those conditions do not dominate our schedulability condition either.
