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CAPITOLO 1
Introduzione
Una delle differenze piu` rilevanti che sussiste fra le teorie di campo classiche e quelle
quantistiche e` la possibilita` di evadere il secondo teorema di Noether; in particolare,
per teorie di gauge, il processo di rinormalizzazione puo` rompere l’invarianza di gauge
e quindi invalidare le leggi di conservazione delle correnti di Noether: una teoria con
queste caratteristiche si dice anomala. Piu` precisamente, nel caso di simmetrie di gau-
ge chirali, che distinguono le parti left e right dei campi spinoriali accoppiati ai campi
di gauge, puo` risultare impossibile definire un funzionale d’azione rinormalizzato ad
un loop gauge invariante: in questo caso si parla di anomalie chirali.
La lagrangiana del Modello Standard, nel limite di massa nulla per i quark leggeri
(up, down e strange), e` invariante sotto il gruppo di chirale (di flavor) SU(3)R ⊗
SU(3)L. Introducendo campi vettoriali classici accoppiati alle correnti del gruppo
SU(3)R ⊗ SU(3)L e` possibile rendere la lagrangiana invariante sotto l’azione locale
del gruppo chirale di flavor; ma tale teoria non puo` essere rinormalizzata in maniera
gauge invariante: sono presenti anomalie (chirali) relative al gruppo di flavor. Si
puo` invece dimostrare che il gruppo di gauge del Modello Standard, SU(2)L⊗U(1)Y
non e` anomalo, e quindi non ci sono ostruzioni al processo di rinormalizzazione. In
questo lavoro, dopo aver introdotto le anomalie e la loro struttura, discuteremo le
conseguenze della loro esistenza sui processi fisici tra le particelle.
I legami fra i processi adronici e le anomalie chirali sono stati oggetto di molti
lavori, soprattutto negli anni ’70 e ’80 [18, 34]. Per descrivere gli effetti delle anomalie
nei processi adronici di bassa energia si utilizza il metodo delle lagrangiane fenomeno-
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logiche, che sfruttano la rottura spontanea della simmetria chirale, e quindi l’esistenza
di bosoni di Goldstone, che vengono identificati con l’ottetto dei mesoni pseudoscala-
ri fondamentali. Le lagrangiane fenomenologiche vengono utilizzate per costruire un
funzionale di azione che approssimi, a bassa energia, quello della teoria fondamenta-
le. Tale funzionale deve avere le stesse simmetrie della teoria fondamentale e, inoltre,
deve riprodurre fedelmente le anomalie: per questo motivo si scrivera` come somma di
una parte invariante di gauge piu` una parte, detta funzionale di Wess–Zumino [34],
la cui variazione restituisce correttamente le anomalie chirali. Quest’ultimo termine
descrive gli effetti delle anomalie sui processi adronici; ad esempio attraverso questo
metodo si e` mostrato come l’anomalia chirale sia responsabile della differenza tra il
dato sperimentale e le previsioni PCAC per l’ampiezza di decadimento del processo
π0 → γγ; il risultato che si ottiene e` in ottimo accordo coi dati sperimentali.
Il funzionale di Wess–Zumino dipende dai campi di gauge e dai campi dei mesoni
pseudoscalari, e quindi contribuisce a processi in cui sono coinvolti questi soli campi.
In questo lavoro siamo interessati alla possibilita` di estendere lo studio delle conse-
guenze delle anomalie includendo i mesoni vettoriali. L’esistenza di effetti importanti
legati alle anomalie chirali nella dinamica dei mesoni vettoriali e` stata affrontata piu`
volte in letteratura; il primo esempio risale al lavoro di Kaymackalan et al. del 1984
[18] e l’argomento e` stato successivamente ripreso, anche recentemente [12, 13]. Alla
base di tutti i lavori vi e` l’idea che il fatto che la corrente elettromagnetica sia do-
minata dai mesoni vettoriali (nota come ipotesi di Vector Meson Dominance) porti
all’introduzione di un funzionale analogo al funzionale di Wess–Zumino nel quale i
campi di gauge – o una parte di essi – sono sostituiti dai mesoni vettoriali. Seguen-
do le stesse considerazioni proponiamo di sfruttare una costruzione sviluppata da
Man˜es, Stora e Zumino [25], che segue da un approccio algebrico al problema, legato
alla simmetria BRS e alla sua interpretazione geometrica; nel lavoro riassumeremo i
metodi utilizzati e i risultati ottenuti.
Discuteremo quindi gli aspetti generali del legame fra le anomalie e i processi
adronici a bassa energia, concentrandoci in seguito sui mesoni vettoriali e studiando
i risultati che si ottengono utilizzando il funzionale di Wess–Zumino con l’opportuna
introduzione dei mesoni vettoriali. Il punto di partenza rimane l’osservazione empi-
rica del legame fra le correnti di flavor e i mesoni vettoriali. Il metodo utilizzato per
studiare tali aspetti sara` quello delle teorie effettive di campo: in particolare intro-
durremo il formalismo proposto Callan, Coleman, Wess e Zumino [4, 5] e discuteremo
l’implementazione della VMD in tale framework. Mostreremo poi come la presenza
del funzionale di Wess–Zumino modifichi le correnti di flavor, e sia quindi necessario
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introdurre nuovi termini nell’azione efficace per ripristinare la condizione di Vector
Meson Dominance: la costruzione di Man˜es, Stora e Zumino permettera` di ottenere
in modo diretto tali termini.
Il lavoro e` strutturato nel modo seguente: il capitolo 2 e` dedicato ad una breve
discussione delle anomalie in teorie di campo e al calcolo dell’anomalia chirale, con
particolare attenzione al caso del Modello Standard nell’approssimazione di massa
zero per i quark leggeri (u , d , s). Inoltre saranno discusse le equazioni di consistenza
di Wess–Zumino [34], che permisero di mostrare che il calcolo di Bardeen per l’ano-
malia chirale [2] era esatto, e consentono di studiare le anomalie con metodi algebrici
e geometrici.
Nel capitolo 3 riassumiamo i risultati ottenuti da Man˜es, Stora e Zumino [24, 25,
36, 37] grazie all’utilizzo di tecniche di geometria differenziale; il risultato principale
e` costituito dalle cosiddette descent equations, che permettono di legare le anomalie
alla coomologia BRS e le cui soluzioni soddisfano automaticamente le equazioni di
consistenza di Wess–Zumino; questo fornisce, come vedremo, un metodo efficiente e
molto generale per il calcolo e lo studio delle anomalie.
Il capitolo 4 e` dedicato poi alla teorie di campo efficaci, e viene discusso in par-
ticolare il formalismo proposto da Callan, Coleman, Wess e Zumino [5, 4], la cui
costruzione origina dalla rottura spontanea di simmetria ed e` quindi particolarmente
indicato per lo studio della dinamica dei bosoni di Goldstone. Nell’ultima parte del
capitolo mostreremo l’applicazione del metodo CCWZ alla simmetria chirale per de-
scrivere la dinamica dei mesoni pseudoscalari fondamentali; seguiranno alcune piccole
applicazioni alla dinamica di altre particelle, come i nucleoni e i mesoni vettoriali.
Gli ultimi due capitoli sono dedicati all’applicazione di quanto discusso in pre-
cedenza alla fisica adronica. Il capitolo 5 e` diviso in due parti; nella prima viene
costruito il funzionale di Wess–Zumino, che viene successivamente esteso al caso in
cui sia presente una connessione di background, seguendo quanto fatto da Man˜es,
Stora e Zumino [25]. Nella seconda parte ci occupiamo invece del ruolo dei meso-
ni vettoriali nella teoria effettiva. In particolare viene discusso un possibile metodo
per introdurre termini di interazione che coinvolgono i mesoni vettoriali legati alle
anomalie chirali; il metodo e` legato all’ipotesi di Vector Meson Dominance, nella for-
mulazione utilizzata da Lee e Zumino [21], che viene brevemente discussa nello stesso
capitolo.
Nel capitolo 6 studieremo invece le conseguenze che l’introduzione del funzionale
costruito nel capitolo 5 ha sui processi adronici. In particolare calcoleremo le larghezze
di decadimento del processo π0 → γγ e dei decadimenti principali del mesone ω.
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Nel corso del lavoro utilizzeremo diversi strumenti di algebra e geometria diffe-
renziale: per non appesantire la discussione, la trattazione di alcuni di essi e` stata
rimandata alle appendici. In particolare nell’Appendice A discuteremo la struttura
delle forme differenziali a valori in un algebra di Lie, le classi caratteristiche associate
a un fibrato principale e la definizione di derivate covarianti su fibrati associati. L’Ap-
pendice B e` invece dedicata ad alcuni strumenti utilizzati per costruire la coomologia
BRS e ricavare le descent equations.
1.1 Convenzioni e notazioni
Prima di iniziare, alcune precisazioni sulle convenzioni e le notazioni adottate nel
resto di questo lavoro.
• Lo spazio–tempo e` assunto in genere essere R4 con la metrica di Minkowski.
Quando la discussione non dipende dalla dimensione dello spazio tempo assu-
meremo generalmente di lavorare con R2n con metrica di Minkowski; inoltre
risultera` talvolta comodo supporre di poter compattificare R2n a S2n, con la
metrica pseudo–Riemanniana indotta.
• Per la metrica di Minkowski adottiamo la convenzione (ηij) = diag(1,−1, . . . ,−1).
• Quando si parlera` di mappe fra varieta` differenziabili si intenderanno applica-
zioni C∞.
• Gli indici relativi alle coordinate dello spazio–tempo saranno indicati con lettere
greche (µ, ν, ρ . . .); quelli relativi agli altri numeri quantici (in particolare ai
generatori dei gruppi di Lie) con lettere latine (a, b, c . . .).
• Per i tensori di Levi–Civita εα1α2... adottiamo la seguente convenzione:
ε012... = 1.
• Per i generatori di SU(N) adottiamo la seguente normalizzazione:
Tr(T aT b) =
1
2
δab.
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1.2 Richiami di teorie di gauge
Concludiamo questa parte introduttiva con alcuni richiami sulle teorie di gauge:
in particolare, dato che sara` largamente usata in questo lavoro, ne ricordiamo la
descrizione geometrica.
Una teoria di gauge e` una teoria di campo invariante sotto l’azione locale di un
gruppo topologico G. Si suppone generalmente che G sia un gruppo di Lie; in seguito
assumiamo inoltre che sia semisemplice e compatto (avendo in mente SU(N)). In ter-
mini piu` formali una teoria di gauge e` formulata a partire da un fibrato G–principale
P (X,G) sullo spazio–tempo X; i campi di gauge sono descritti da connessioni su P ,
e i campi di materia da sezioni di fibrati associati1 a P . In questa breve introduzione
non discuteremo i dettagli della costruzione: ci limiteremo alle definizioni ed ai ri-
sultati principali, in modo da precisare le convenzioni utilizzate nel resto del lavoro.
Un’esposizione piu` dettagliata si puo` trovare, ad esempio, in [19].
Definizione 1.1. Un fibrato G–principale su X (detto base del fibrato) e` il dato di
una varieta` P e di un’azione a destra di G su P, ρ : P × G → P che indicheremo
semplicemente con (p, g) 7→ pg, tale che:
(i) l’azione ρ e` libera;
(ii) X e` lo spazio quoziente di P rispetto all’azione di G, X = P/G, e la proiezione
π : P → X e` liscia;
(iii) P e` localmente banale: ∀x ∈ X ∃U intorno aperto di x tale che π−1(U) e`
isomorfo2 a U ×G.
Il gruppo G e` detto gruppo strutturale del fibrato.
Definizione 1.2. Una famiglia {Uα, φα} si dice un sistema di banalizzazioni locali
di P (X,G) se {Uα} e` un ricoprimento aperto di X, le φα sono mappe da Uα in P
e per ogni α, β tali che Uα ∩ Uβ 6= ∅ esiste una mappa ψαβ : Uα ∩ Uβ → G tale che
φα(x) = φβ(x)ψαβ(x). Le ψαβ sono dette funzioni di transizione.
Abbiamo definito i fibrati principali; ora vogliamo definire le applicazioni fra essi:
Definizione 1.3. Un omomorfismo fra due fibrati principali P ′(X ′, G′) e P (X,G) e`
il dato di due mappe, f ′ : P ′ → P e f ′′ : G′ → G, tali che f ′(p′g′) = f ′(p′)f ′′(g′) per
1Si veda l’Appendice A.
2Cioe` esiste φ : pi−1(U) → U × G tale che φ(p) = (pi(p), ϕ(p)) con ϕ : pi−1(U) → G equivariante,
cioe` ϕ(pg) = ϕ(p)g ∀p ∈ pi−1(U), g ∈ G.
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ogni p′ ∈ P ′, g′ ∈ G′. In seguito indicheremo sia f ′ che f ′′ con f .
Un omomorfismo biettivo e` detto isomorfismo.
Definizione 1.4. Un automorfismo di P (X,G) e` un omomorfismo f da P in se
stesso tale che f : P → P e` un diffeomorfismo e f : G→ G e` l’identita` su G.
Definizione 1.5. L’insieme degli automorfismi di un fibrato P (X,G) che si riducono
all’identita` sulla base X e` il gruppo delle trasformazioni di gauge e sara` indicato con
G ≡ Aut P .
Proposizione 1.6. G e` isomorfo a MapG(P,G) ≡ {ϕ : P → G equivarianti}, dove
l’azione su G e` l’azione aggiunta: g0 7→ g−1g0g.
1.2.1 Connessioni su fibrati principali
Nella formulazione delle teorie di gauge che utilizza i fibrati principali i campi di
gauge non sono altro che la descrizione in coordinate locali di connessioni sul fibrato
P (X,G). Si puo` vedere una connessione come un modo per “separare” il tangente
in un punto di P in una componente orizzontale, associata al tangente dello spazio
tempo, e in una verticale, identificata con il tangente al gruppo G, cioe` con la sua
algebra di Lie g; se per ogni p ∈ P denotiamo allora con Gp il tangente alla fibra in
p, e con ρg : P → P l’azione a destra di g ∈ G, possiamo dare la seguente definizione:
Definizione 1.7. Una connessione A su P e` un’associazione C∞ p 7→ Hp ⊂ TpP
tale che:
(i) TpP = Hp ⊕Gp;
(ii) Hpg = (ρg)∗Hp per ogni p ∈ P, g ∈ G.
Hp e` detto sottospazio orizzontale di TpP , Gp sottospazio verticale. Le proiezioni
sulle due componenti saranno indicate rispettivamente con hor(·) e ver(·).
Ad ogni connessione su un fibrato principale P (X,G) si puo` associare una forma
di connessione3, il che permette di recuperare l’usuale descrizione in termini di un
potenziale di gauge Aµ: per ogni v ∈ TpP definiamo ω(v) l’unico elemento Y ∈ g tale
che Y ∗p = v, dove Y
∗ e` il campo vettoriale su P associato a v grazie all’omomorfismo
indotto dall’azione di G su P che associa a elementi dell’algebra di Lie g campi
vettoriali su P ; Y ∗ e` detto campo vettoriale fondamentale associato a v. ω cos`ı
costruita e` detta forma di connessione.
3Cioe` una 1–forma a valori in g; si veda l’Appendice A per la definizione e le convenzioni adottate
in questo lavoro.
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Proposizione 1.8. Proprieta` della forma di connessione:
(i) ω(Y ∗) = Y ∀Y ∈ g;
(ii) (ρg)∗ω = Adg−1ω per ogni g ∈ G.
Per ritrovare il potenziale di gauge Aµ e` necessario ancora qualche passaggio: la
proiezione π : P → X induce un isomorfismo π∗ : Hp → Tpi(p)X; inoltre:
Proposizione 1.9. Esiste unico il sollevamento orizzontale di un campo vettoriale
v su X.
Quindi e` ben definita ω come 1–forma su M ; allora, se {xµ} e` un insieme di
coordinate per X, possiamo definire
Aµ ≡ ω
(
∂
∂xµ
)
che e` il potenziale di gauge (a valori in g). La legge di trasformazione di Aµ discende
dalla proposizione 1.8 ed e` quella usuale:
A′µ = Adg−1Aµ + g
−1∂µg
dove g(x) e` la mappa associata alla trasformazione di gauge, grazie alla proposizione
1.6
Rimane da definire la field strenght del campo di gauge; questa non e` altro che la
curvatura della connessione A. In termini della forma differenziale ω la curvatura e`
data dalla 2–forma
F = dω +
1
2
[ω, ω]. (1.1)
La (1.1) e` anche detta equazione di struttura per la connessione A.
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CAPITOLO 2
Anomalie chirali
Consideriamo una teoria di campo descritta da una densita` lagrangiana L (x) e sup-
poniamo che l’azione S ≡ ∫ L (x)d4x sia invariante sotto l’azione di un gruppo
di gauge G, costituito dagli automorfismi di un fibrato G–principale sullo spazio–
tempo (R4 con la metrica di Minkowski) con G un gruppo di Lie finito dimensionale.
Classicamente, allora, per il secondo teorema di Noether a ogni generatore Ta di G
(Ta ∈ g ≡ Lie(G)) corrisponde una corrente conservata Jµa (x).
In teoria quantistica dei campi, invece, questo non e` sempre vero: il processo di
rinormalizzazione della teoria puo`, in alcuni casi, invalidare la legge di conservazione
∂µJ
µ
a = 0: in tal caso la teoria si dice anomala. Le anomalie chirali, su cui ci
concentreremo in questa esposizione, sono quelle associate al gruppo di simmetria di
flavor SU(3)R ⊗ SU(3)L del Modello Standard (o ad alcuni suoi sottogruppi).
2.1 Anomalie in QFT
Considereremo, in questa sezione come nelle successive, teorie di campo rinormalizza-
bili formulate tramite integrale funzionale. Supporremo inoltre che tali teorie siano il
dato di una densita` lagrangiana L e quindi di un funzionale d’azione S[φ] (dove con
φ indichiamo l’insieme dei campi della teoria) invariante sotto un gruppo continuo di
trasformazioni, la cui azione sui campi sara` indicata genericamente con:
φ(x)→ φ(x) + ∆φ(x).
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Una tale teoria e` univocamente fissata dal funzionale rinormalizzato di azione efficace
Γ[φ]. Tale funzionale si puo` scrivere sotto forma di serie, il cui termine n-esimo e` il
contributo dato dai diagrammi 1PI a n loop:
Γ[φ] =
∞∑
n=0
Γn[φ] =
1
~
∞∑
n=0
~
nΓn[φ].
Il primo termine, cioe` la somma dei diagrammi ad albero, e` uguale al funzionale
d’azione classico; come prima conseguenza abbiamo allora che le anomalie non pos-
sono presentarsi a livello albero, in quanto l’azione classica e` invariante. Eventuali
comportamenti anomali vanno quindi cercati ad ordini superiori; in particolare le
anomalie chirali si presentano a livello 1-loop. Consideriamo quindi il contributo
dato dai diagrammi 1PI ad un loop:
Γ1[φ] = lim
ε→0
Γε[φ]− Γct[φ],
dove Γε[φ] e` il funzionale regolarizzato con un opportuno cut-off e Γct[φ] e` l’insieme
dei controtermini che rendono convergente il limite.
Quello a cui siamo interessati e` la variazione del funzionale di azione efficace (nel
nostro caso, piu` precisamente, quella del contributo ad un loop); definiamo quindi
A [φ] ≡ lim
ε→0
∫
d4x
δΓε[φ]
δφ(x)
∆φ(x).
La teoria si dira` anomala se il funzionale A non e` integrabile, se non esiste cioe` un
funzionale locale dei campi B[φ] tale che
∆B[φ] ≡
∫
d4x
δB[φ]
δφ(x)
∆φ(x) = A [φ].
In caso contrario, infatti, l’anomalia si potrebbe cancellare sottraendo B al funzionale
regolarizzato. Quindi se una simmetria e` anomala, tale anomalia non puo`, per defi-
nizione, essere cancellata tramite la ridefinizione delle costanti di rinormalizzazione o
l’introduzione di controtermini locali; d’altra parte, pero`, la forma stessa dell’anoma-
lia non sara`, in generale, univoca, dato che e` definita a meno di funzionali integrabili.
Quando si vorranno studiare eventuali effetti legati alla presenza di anomalie occor-
rera` allora fissare una forma per l’anomalia (anche se in modo non del tutto arbitrario,
dato che, come vedremo, deve soddisfare determinate equazioni legate alla struttura
di gruppo delle trasformazioni) e assicurarsi che le previsioni fisiche non dipendano
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dalla particolare scelta effettuata.
2.2 Modello di gauge chirale
Introduciamo ora il modello di gauge chirale; consideriamo N spinori a massa nulla
e chiralita` definita (N spinori left o N spinori right) che indicheremo globalmente
con Ψ. Supponiamo inoltre di avere definita una rappresentazione unitaria di un
gruppo di Lie G finito dimensionale (i cui generatori saranno indicati con T a): una
trasformazione di parametro θ sara` data da
Ψi(x)→ Ψ′i(x) = (eiθ
aRa)ijΨj(x),
dove gli Ra sono i rappresentanti dei generatori del gruppo. Promuoviamo ora la
simmetria globale a simmetria locale, introducendo campi di gauge classici Aaµ(x);
l’azione (gauge invariante) che descrive la teoria sara` allora (nel caso di spinori left):
S =
∫
d4x Ψ†i (x)σ
µ(δij∂µ + iA
a
µ(x)R
a
ij)Ψj(x) =
∫
d4x Ψ†(x)iσµDµΨ(x).
2.2.1 Relazione con il Modello Standard
Consideriamo ora un caso particolare del modello di gauge chirale, cioe` quello in cui
sono presenti N spinori left ed N spinori right: li raggruppiamo in un unico vettore
di campi Ψ(x). La teoria libera e` chiaramente invariante sotto il gruppo di gauge
globale1 G = SU(N)R ⊗ SU(N)L. Promuoviamo ora G (o un suo sottogruppo) a
gruppo di gauge locale introducendo i campi di gauge classici Lµ, Rµ. La densita`
lagrangiana della teoria fondamentale sara` allora:
L = Ψi6DΨ,
dove Dµ e` la derivata covariante.
Il caso appena esposto e` di particolare rilevanza in fisica delle particelle: conside-
riamo infatti la teoria delle interazioni elettrodeboli all’interno del Modello Standard:
si tratta di una teoria di gauge con gruppo SU(2)L ⊗ U(1)Y , che puo` essere vi-
sto come sottogruppo di SU(3)R ⊗ SU(3)L, e nel limite di massa zero per i quark
leggeri (u, s, d), il Modello Standard e` invariante sotto l’azione del gruppo di flavor
1In realta` la teoria e` invariante sotto U(N) ⊗ U(N); ci limitiamo pero` ad SU(N) ⊗ SU(N) per
non avere fattori U(1). In ogni caso la gran parte dei risultati ottenuti rimane valida anche per il
caso U(N) ⊗ U(N).
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SU(3)R ⊗ SU(3)L. I risultati sull’anomalia chirale, che presenteremo piu` avanti, si
applicano allora (in particolare) al settore elettrodebole del Modello Standard.
Come vedremo in seguito, inoltre, il fatto che la simmetria di flavor del Modello
Standard sia rotta spontaneamente (al sottogruppo vettoriale) e` rilevante ai fini dello
studio delle conseguenze fenomenologiche delle anomalie chirali: i bosoni di Goldstone
associati a tale pattern di rottura possono essere identificati con i mesoni pseudoscalari
e, a livello di lagrangiana effettiva, la presenza dell’anomalia determina la comparsa
di interazioni fra i mesoni e i campi di gauge.
Un’ultima osservazione: una teoria di gauge, per essere rinormalizzabile, deve
essere libera da anomalie; questo rimane vero per il Modello Standard: l’anomalia
legata al gruppo di gauge SU(2)L⊗U(1)Y presente nel settore adronico viene esatta-
mente cancellata da quella relativa al settore leptonico. Mostreremo in seguito come
avviene la cancellazione.
2.3 Calcolo dell’anomalia chirale
Il calcolo dell’anomalia chirale non abeliana e` stato fatto per la prima volta da Bar-
deen [2] nel 1969, utilizzando il point–splitting come metodo di regolarizzazione. Di
seguito proponiamo un metodo alternativo (anch’esso largamente utilizzato in lette-
ratura, si veda ad esempio [10]) che utilizza la regolarizzazione di tempo proprio di
Schwinger [27].
Prima di procedere al calcolo dell’anomalia chirale e` conveniente riscrivere il fun-
zionale di azione effettiva in una forma piu` facilmente utilizzabile per il nostro scopo.
Consideriamo allora una generica teoria diN spinori di Dirac massless la cui dinamica
e` determinata dalla (generica) azione
S =
∫
d4xΨ(i6∂ +∆)Ψ ≡ S0 + SI
dove ∆ e` un termine di interazione che dipende solo da campi esterni.
Una nota prima di proseguire: le manipolazioni che faremo saranno puramente
formali, dato che non abbiamo ancora introdotto alcuna procedura di regolarizzazione
e rinormalizzazione del funzionale di azione effettiva; questo sara` fatto piu` avanti,
prima di procedere al calcolo esplicito dell’anomalia chirale.
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Torniamo al funzionale di azione effettiva: per definizione abbiamo:
i Γ[∆] =
〈
eiSI
〉c
=
∞∑
n=0
in
n!
〈SnI 〉c . (2.1)
Come osservato in precedenza, a livello albero non ci sono problemi: la teoria e`
invariante; inoltre il contributo di ordine zero non dipende da ∆. Dato che gli unici
campi quantistici della teoria sono gli spinori, i grafici di Feynman che contribuiscono
sono allora tutti e soli i grafici 1-loop 1PI. Per calcolarli, osserviamo subito che ogni
contrazione di Wick dei campi fermionici induce un propagatore di Feynman della
forma
Ψα(x)Ψβ(y)︸ ︷︷ ︸ = iSαβ(x− y)
con Sαβ che soddisfa l’equazione
iγµασ∂µSσβ(x− y) = i6∂ασSσβ(x− y) = δαβδ(4)(x− y).
Ad ogni propagatore corrisponde quindi un termine ∼ 1
i6∂ ; dato che ad ogni loop
fermionico e` associata un’operazione di traccia (sia sugli indici spaziali che su quelli
spinoriali), usando la (2.1) otteniamo allora:
i Γ[∆] =
∞∑
n=1
(−1)n+1
n
Tr
(
1
i6∂∆
)n
= Tr log
(
1 +
1
i6∂∆
)
. (2.2)
Riprendiamo ora il modello chirale introdotto nel paragrafo precedente. Suppo-
niamo per semplicita` di avere N spinori left. Usando la (2.2), e osservando che nel
caso del modello chirale ∆ = σµAµ, possiamo riscrivere il funzionale di azione effettiva
nella forma:
Γ[Aµ] = −i Tr log(σµ(∂µ + iAµ)),
dove, rispetto alla (2.2), abbiamo sommato la costante Tr log i6∂. Sommando ora
−iTr log(σν∂ν) (che e` indipendente dai campi di gauge, e quindi non modifica il
funzionale di azione se non per un termine costante) otteniamo allora:
Γ[Aµ] = −i Tr log(σν∂νσµ(∂µ + iAµ)) = −i Tr log(∂D). (2.3)
dove ∂ ≡ σµ∂µ e D ≡ σµDµ. Il funzionale che abbiamo scritto non e` ben definito,
poiche´ alcuni diagrammi di Feynman sono divergenti. Per dare senso alla formula
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(2.3) utilizziamo la regolarizzazione di tempo proprio di Schwinger: definiamo
Γε[Aµ] = i
∫ +∞
ε
ds
s
Tr
[
e−s∂D
]
.
Possiamo ora calcolare la variazione del funzionale regolarizzato per una trasforma-
zione di gauge infinitesima di parametro θ(x):
δθΓε = i
∫ +∞
ε
ds
s
δθTr
[
e−s∂D
]
=
∫ +∞
ε
ds
s
Tr
[
e−s∂D
(−s∂) i[θ,D]]
=
∫ +∞
ε
ds Tr
[
e−s∂D
(
∂θD − ∂Dθ)] = Tr [θ (e−εD∂ − e−ε∂D)] . (2.4)
Ci interessano solo i termini che non vanno a zero per ε→ 0: passando in rappresen-
tazione degli impulsi e sviluppando l’esponenziale2 si nota che contribuiscono solo i
termini fino al quarto ordine3; in realta` portando avanti i calcoli si nota che anche
il quarto ordine non contribuisce. Possiamo quindi limitarci ai primi tre ordini dello
sviluppo; risulta:
δθΓε[Aµ] =
1
48π2
∫
d4x Tr
[
∂µθ
(
6
ε
Aµ − ∂2Aµ
)]
+
i
24π2
∫
d4x Tr [∂µθ (∂νA
νAµ −Aµ∂νAν)]
+
i
48π2
∫
d4x Tr [∂µθ (Aν∂
µAν − ∂µAνAν)]
+
1
48π2
∫
d4x Tr [∂µθ (A
µAνAν −AνAµAν +AνAνAµ)]
+
1
24π2
∫
d4x εµντλ Tr
[
∂µθ
(
Aν∂τAλ +
i
2
AνAτAλ
)]
.
(2.5)
Dobbiamo eliminare le divergenze presenti nella (2.5); e se possibile eliminare
anche i termini finiti, per cercare di rendere gauge invariante la teoria. Consideriamo
2Si utilizza la seguente formula per lo sviluppo dell’esponenziale:
e
X+Y = eX +
Z 1
0
du e
(1−u)X
Y e
uX +
Z 1
0
u du
Z 1
0
dv e
(1−u)X
Y e
u(1−v)X
Y e
uvX
+
Z 1
0
u
2
du
Z 1
0
v dv
Z 1
0
dt e
(1−u)X
Y e
u(1−v)X
Y e
uv(1−t)X
Y e
uvtX + . . .
3Per fare le cose in modo rigoroso si dovrebbe considerare lo spazio degli impulsi come euclideo,
e ricostruire poi il risultato attraverso prolungamento analitico
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quindi il funzionale locale
Γct[Aµ, ε] =
1
16π2ε
∫
d4x Tr(AµA
µ)
+
1
96π2
∫
d4x Tr(2∂µAµ∂
νAν − ∂µAν∂µAν)
+
1
192π2
∫
d4x Tr(2AµAµA
νAν −AµAνAµAν).
(2.6)
Allora, definendo il nuovo funzionale regolarizzato come
Γ[Aµ] = Γε[Aµ] + Γct[Aµ, ε],
abbiamo:
δΓ[Aµ] =
1
24π2
∫
d4x εµντλ Tr
[
∂µθ
(
Aν∂τAλ +
i
2
AνAτAλ
)]
. (2.7)
Questa e` la forma minimale dell’anomalia chirale per spinori left: infatti non puo`
essere cancellata con l’introduzione di ulteriori controtermini. Quindi, in generale
(per alcuni particolari gruppi, o meglio, per alcune loro particolari rappresentazioni,
la (2.7) puo` essere identicamente nulla) il modello chirale di gauge e` anomalo.
Analogamente si puo` ricavare la forma dell’anomalia per spinori right, che risulta
uguale a quella per spinori left ma con segno opposto.
L’ultima cosa che vogliamo sottolineare in questo paragrafo e` la possibilita` di
riscrivere l’anomalia chirale in una forma che evidenzi la dipendenza dalla rappresen-
tazione del gruppo di gauge: infatti utilizzando le regole di commutazione dell’algebra
di Lie g possiamo riscrivere la (2.7) come
δΓ[Aµ] =
dabc
48π2
∫
d4x εµντλ
[
∂µθ
a
(
Abν∂τA
c
λ −
1
4
f cdeAbνA
d
τA
e
λ
)]
, (2.8)
dove dabc = Tr(Ra{Rb, Rc}) con Ri rappresentanti dei generatori T i di g.
Osservazione 2.1. Il fatto che l’anomalia sia proporzionale al tensore dabc da` un
criterio generale per determinare se una data rappresentazione dell’algebra di Lie g
e` libera da anomalie. In particolare questo accade nel caso la rappresentazione sia
reale (dabc = 0 segue da dabc = −dabc, dove dabc = Tr(Ra{Rb, Rc})).
Corollario 2.2. Il sottogruppo diagonale SU(N)V del gruppo chirale SU(N)R ⊗
SU(N)L e` libero da anomalie.
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2.3.1 Teoria di gauge SU(N)R ⊗ SU(N)L
Come nel paragrafo precedente studiamo ora un caso particolare del modello di gauge
chirale, quello che meglio si adatta a descrivere alcuni aspetti del Modello Standard:
consideriamo N spinori left ed N spinori right accoppiati ai campi di gauge classici
Lµ e Rµ relativi al gruppo di gauge SU(N)R⊗SU(N)L. Il risultato precedente (2.7)
si generalizza subito: anche questa teoria e` anomala, e la variazione del funzionale
d’azione effettiva si puo` scrivere nella forma (minimale) left–right simmetrica
δΓ[Lµ, Rµ] =
1
24π2
∫
d4x εµντλ Tr
[
∂µθL
(
Lν∂τLλ +
i
2
LνLτLλ
)]
− 1
24π2
∫
d4x εµντλ Tr
[
∂µθR
(
Rν∂τRλ +
i
2
RνRτRλ
)]
.
(2.9)
Ora, per il corollario 2.2, il sottogruppo diagonale SU(N)V e` libero da anomalie.
Questo non e` evidente dalla (2.9); possiamo pero` passare alla forma vettoriale–assiale
dell’anomalia chirale: una trasformazione vettoriale corrisponde a θL(x) = θR(x) ≡
α(x), mentre una trasformazione assiale a θR(x) = −θL(x) ≡ β(x). Le variazioni del
funzionale Γ, ottenuto con i controtermini calcolati precedentemente (quello cioe` la
cui variazione e` data dalla precedente formula (2.9)) sono allora rispettivamente
δV Γ[Lµ, Rµ] =
1
24π2
∫
d4x εµντλ Tr
[
∂µα
(
Lν∂τLλ −Rν∂τRλ
+
i
2
LνLτLλ − i
2
RνRτRλ
)]
,
(2.10)
δAΓ[Lµ, Rµ] = − 1
24π2
∫
d4x εµντλ Tr
[
∂µβ
(
Lν∂τLλ +Rν∂τRλ
+
i
2
LνLτLλ +
i
2
RνRτRλ
)]
.
(2.11)
E` possibile ora introdurre un controtermine locale (controtermine di Bardeen) che
rende nulla la variazione rispetto a trasformazioni vettoriali, garantendo quindi che
il sottogruppo SU(3)V sia libero da anomalie; il controtermine e` dato da:
C [Lµ, Rµ] =
1
48π2
∫
d4x εµντλ Tr
[
(RµLν − LµRν)∂τ (Rλ + Lλ)
−iLµLνLτRλ + iRµRνRτLλ + i
2
RµLνRτLλ
]
.
(2.12)
Ridefinendo allora Γ′ = Γ + C si ottiene δV Γ′ = 0, mentre, sotto trasformazioni
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assiali,
δAΓ
′[Aµ, Vµ] =
1
48π2
∫
d4x εµντλ Tr [βaTa(3GµνGτλ +HµνHτλ
−8iAµAνGτλ − 8iGµνAτAλ − 8iAµGντAλ − 32AµAνAτAλ)] ,
(2.13)
dove Ta sono i generatori di SU(N)V , abbiamo introdotto i campi vettoriali e assiali,
rispettivamente Vµ e Aµ, definiti da
Vµ =
1
2
(Rµ + Lµ) Aµ =
1
2
(Rµ − Lµ)
e abbiamo posto
Gµν = ∂µVν − ∂νVµ + i[Vµ, Vν ] + i[Aµ, Aν ]
Hµν = ∂µAν − ∂νAµ + i[Aµ, Vν ] + i[Vµ, Aν ].
Da ultimo introduciamo la seguente notazione per l’anomalia chirale, che useremo
nel resto del lavoro: definiamo
δβΓ
′[Aµ, Vµ] ≡ A [Aµ, Vµ] ≡ G[β,Aµ, Vµ] ≡
∫
d4x βa(x)Ga(x). (2.14)
2.3.2 Modello Standard
In questo paragrafo vogliamo invece mostrare, come anticipato, che il gruppo di
gauge del Modello Standard, G = SU(3)c ⊗ SU(2)L ⊗ U(1)Y , e` libero da anomalie
ed e` quindi rinormalizzabile. E` sufficiente dimostrare la cancellazione delle anomalie
per una singola famiglia di quark e leptoni, dato che hanno tutte gli stessi numeri
quantici. Consideriamo quindi una famiglia di quark e la relativa famiglia di leptoni
(ad esempio i quark u e d e i relativi leptoni, cioe` l’elettrone e il neutrino elettronico);
Prima di cominciare ricordiamo che si puo` passare da uno spinore right ad uno spinore
left considerando il suo C–coniugato: ψR → ψ′L = ψcR = (−iσ2)ψ∗R. Quindi possiamo
considerare tutti gli spinori come spinori left.
Nei paragrafi precedenti abbiamo mostrato come la dipendenza dell’anomalia chi-
rale dalla dipendenza del gruppo sia descritta completamente dal tensore dabc =
Tr(Ra{Rb, Rc}) (equazione (2.8)): per verificare la cancellazione delle anomalie dob-
biamo quindi calcolare il tensore dabc. Serve prima di tutto conoscere i numeri quantici
relativi a G di quark e leptoni: la tabella di seguito riporta gli spinori che stiamo
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considerando con le relative rappresentazioni di SU(3) e SU(2) rispetto alle quali
trasformano; nell’ultima colonna troviamo invece i numeri quantici di ipercarica.
SU(3) SU(2) Y(
uL
dL
)
3 2 13
ucR 3
∗ 1 −43
dcR 3
∗ 1 23(
eL
νL
)
1 2 −1
ecR 1 1 2
(2.15)
Avremo diversi casi, a seconda di quali siano i sottogruppi a cui si riferiscono gli indici
a, b, c. Per cominciare notiamo che se sono tutti relativi al gruppo di colore SU(3)
allora dabc = 0 perche´ il contributo degli spinori uL, dL cancella quello di u
c
R, d
c
R;
inoltre dabc = 0 anche quando gli indici si riferiscono tutti a SU(2), dato che tutte
le sue rappresentazioni sono reali. Consideriamo ora il caso in cui un solo indice si
riferisca a SU(3) o ad SU(2): anche in questo caso dabc = 0, dato che tutti i generatori
di SU(3) e SU(2) sono traceless. Rimangono allora tre casi da calcolare: due indici
relativi ad SU(2) o SU(3) e uno ad U(1) oppure tutti gli indici relativi ad U(1).
Cominciamo dall’ultimo: c’e` un solo generatore, quindi abbiamo la traccia del
generatore elevato alla terza, che corrisponde a sommare i cubi delle ipercariche delle
varie particelle, tenendo conto di un fattore 3 per i quark dovuto alla presenza dei
gradi di liberta` di colore. Si ottiene:
dY Y Y = 2
(
2 · 3 ·
(
1
3
)3
+ 3 ·
(
−4
3
)3
+ 3 · 2
3
3
+ (−1)3 + (−1)3 + 23
)
= 0
Rimangono gli altri due casi. In entrambi dovremo calcolare un termine del tipo
dabY = 2Tr(RaRbY ); l’operatore di ipercarica e`, in ogni multipletto di SU(3) o SU(2),
multiplo dell’identita`, e la traccia sugli altri due generatori da` come contributo 12δ
ab
dato che Tr(T aT b) = 12δ
ab e` esattamente la condizione di normalizzazione adottata
per i generatori di SU(N). Rimane quindi solamente da sommare sulle ipercariche
deboli (dei quark nel caso SU(3) e di quark e leptoni che non sono singoletti di SU(2)
nel secondo caso), ottenendo:
SU(3) → dabY = δab
(
1
3
+
1
3
− 4
3
+
2
3
)
= 0
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SU(2) → dabY = δab
(
3 · 1
3
− 1
)
= 0
Quindi in tutti i casi dabc = 0, cioe` il gruppo di gauge del Modello Standard e` libero
da anomalie.
2.4 Equazioni di consistenza di Wess–Zumino
Torniamo alle anomalie chirali: esse godono di alcune importanti proprieta` legate alle
relazioni di commutazione dell’algebra di Lie del gruppo chirale; tali proprieta` furono
messe in evidenza per la prima volta da Wess e Zumino nel 1971 [34] e costituirono
il punto di partenza per lo sviluppo di metodi algebrici per la costruzione e il cal-
colo delle anomalie in teorie di gauge generiche (tratteremo successivamente questi
aspetti). Riportiamo di seguito le osservazioni di Wess e Zumino.
Prima di tutto scriviamo in maniera comoda le regole di commutazione di SU(N)R⊗
SU(N)L: presi {T a} famiglia di generatori ortogonali (rispetto al prodotto interno
di Cartan [16]) di su(N) possiamo definire
T aV = T
a
R + T
a
L T
a
A = T
a
R − T aL
che sono, rispettivamente, i generatori vettoriali e i generatori assiali dell’algebra di
Lie di SU(N)R ⊗ SU(N)L; le loro regole di commutazione sono date da:
[T aV , T
b
V ] = f
abcT cV
[T aV , T
b
A] = f
abcT cA
[T aA, T
b
A] = f
abcT cV
(2.16)
dove le fabc sono le costanti di struttura del gruppo SU(N). Consideriamo ora
i generatori delle trasformazioni di gauge: come operatori infinitesimi si possono
scrivere nella forma
X = −∂µ δ
δVµ
− Vµ × δ
δVµ
−Aµ × δ
δAµ
+ . . .
Y = −∂µ δ
δAµ
−Aµ × δ
δVµ
− Vµ × δ
δAµ
+ . . . ≡ Θ+ . . .
(2.17)
dove i puntini si riferiscono all’azione sugli altri campi della teoria e con × si intende
il prodotto dato dal commutatore: (A× B)a = fabcAbBc. Dato che X e Y costitui-
scono, in ogni punto, una rappresentazione dell’algebra di Lie di G, devono soddisfare
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relazioni di commutazione indotte dalle (2.18):
[Xa(x),Xb(x′)] = fabcδ(x − x′)Xc(x)
[Xa(x), Y b(x′)] = fabcδ(x − x′)Y c(x)
[Y a(x), Y b(x′)] = fabcδ(x − x′)Xc(x).
(2.18)
Come abbiamo visto nel paragrafo precedente e` possibile rendere libero da anoma-
lie il sottogruppo diagonale SU(N)V (la cui algebra di Lie e` generata dai T
a
V ); inoltre
l’anomalia chirale dipende solamente dai campi di gauge. Posto allora Γ il funzionale
connesso vuoto–vuoto, se scegliamo la forma vettoriale–assiale per l’anomalia chirale,
possiamo scrivere le identita` di Ward (anomale) nella forma
XaΓ = 0
Y aΓ = Ga[Vµ, Aµ].
(2.19)
Utilizzando ora le (2.18) si ottengono le equazioni di consistenza di Wess–Zumino:
Xa(x)Gb(x′) = fabcδ(x− x′)Gc(x)
Ya(x)Gb(x
′)− Yb(x′)Ga(x) = 0.
(2.20)
La prima dice solamente che Ga deve trasformare secondo la rappresentazione coniu-
gata di SU(3), cioe` che appartiene ad un ottetto. La seconda invece e` piu` importante:
non solo storicamente fu il modo in cui si appuro` che il calcolo corretto dell’anoma-
lia chirale era quello di Bardeen [2], ma permette di calcolare il resto dell’anomalia
una volta noto (o meglio, fissato) il primo termine; in questo modo non e` necessario
calcolare la variazione del funzionale a tutti gli ordini, ma si puo` scegliere di fissare
l’anomalia come quella ottenuta, ad esempio, grazie alle equazioni di consistenza dal
primo termine del calcolo relativo ai diagrammi ad un loop fermionico triangolare.
2.5 Funzionale di Wess–Zumino
Vogliamo ora cercare una soluzione delle identita` di Ward anomale (2.19), che verra`
poi utilizzata per tener conto delle anomalie chirali nella teoria effettiva di bassa ener-
gia sviluppata nei capitoli successivi. In questo paragrafo ci limiteremo a descrivere
la costruzione originaria della soluzione (detta funzionale di Wess–Zumino); lo studio
della sua struttura e delle sue proprieta` e` rimandato al capitolo 5.
Dato che, per definizione, l’anomalia non e` integrabile non possiamo costruire un
funzionale dei soli campi di gauge che sia soluzione delle identita` di Ward anomale;
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nel caso particolare della simmetria di flavor e` pero` possibile costruire una soluzione
utilizzando campi addizionali: la rottura spontanea della simmetria al sottogruppo
vettoriale implica l’esistenza di bosoni di Goldstone associati ai generatori rotti, cioe`
ai generatori assiali. Cerchiamo quindi un funzionale che dipenda dai campi di gauge
e da quelli dei bosoni di Goldstone, che indicheremo con φ = φaT aA.
Utilizzeremo la notazione introdotta nelle (2.17). Con questa convenzione le
identita` di Ward si possono riscrivere come:
XiΓ = 0 YiΓ ≡ (Zi +Θi)Γ = Gi
(Zi agisce sui campi di materia e Θi sui campi di gauge), dove Gi e` l’anomalia chirale
come calcolata nella (2.13). Introduciamo ora la seguente notazione:
α ·Θ ≡
∫
d4x αi(x)Θi(x).
Allora le identita` di Ward implicano che, dato che l’anomalia dipende solo da Aµ, Vµ,
si ha:
(α · (Z +Θ))n Γ = (α ·Θ)n−1α ·G,
da cui, sommando su n e moltiplicando ogni termine per 1/n!, si ottiene
eα·(Z+Θ)Γ = Γ +
eα·Θ − 1
α ·Θ α ·G.
Ora, eα·(Z+Θ)Γ[φ,Aµ, Vµ] = Γ[φ′, A′µ, V
′
µ] (dove i campi primati sono i trasformati
di gauge); inoltre possiamo scegliere α(x) in modo che φ(x) = 0: basta scegliere
α(x) = −φ(x), e questo e` possibile perche´ φ descrive il campo dei bosoni di Gold-
stone, associati ai generatori assiali. Senza perdita di generalita` possiamo poi porre
Γ[0, Aµ, Vµ] = 0. Troviamo allora:
ΓWZ[φ,Aµ, Vµ] =
1− eφ·Θ
φ ·Θ φ ·G[Aµ, Vµ] =
∫ 1
0
dt e−tφ·Θφ ·G. (2.21)
che e` il funzionale di Wess–Zumino cos`ı come calcolato in [34].
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CAPITOLO 3
Struttura geometrica delle anomalie chirali
Lo studio delle anomalie chirali, e delle loro conseguenze a bassa energia, iniziato
negli anni ’70 dopo i lavori di Bardeen e Wess e Zumino [2, 34] ha avuto nuovo
impulso negli anni ’80, quando, a cominciare dall’articolo di Witten [33], sono state
utilizzate tecniche di geometria differenziale [24, 25, 36, 38]. Riportiamo in questo una
breve discussione degli strumenti sviluppati: torneranno utili in seguito, in quanto
saranno utilizzati per la costruzione di funzionali analoghi al funzionale di Wess–
Zumino (introdotto nel capitolo 2). Il risultato principale che otterremo in questo
capitolo e` la possibilita` di costruire una torre di equazioni, dette descent equations, fra
le cui soluzioni troviamo l’anomalia chirale: questo permette di ricondurre il problema
del calcolo delle anomalie ad un problema coomologico (legato alla coomologia BRS [3,
6]) ottenendo un metodo generale per trovare soluzioni delle equazioni di consistenza
di Wess–Zumino. Mostreremo inoltre una generalizzazione di tali metodi, proposta da
Man˜es, Stora e Zumino [25] per poter estendere le descent equations a teorie di gauge
definite su fibrati principali non banali, nelle quali la definizione globale di una 1–
forma associata alla connessione di gauge richieda l’introduzione di una “connessione
di background”.
3.1 Anomalia abeliana
Prima di affrontare il caso non abeliano citiamo brevemente quello abeliano, nel
quale si cominciano a vedere alcune proprieta` delle anomalie legate alla possibilita`
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di esprimere queste ultime in termini di forme differenziali. Consideriamo allora la
teoria di campo associata alla densita` lagrangiana
L = ψ(6∂ − i6A)ψ,
dove A indica i campi di gauge e i campi ψ sono fermioni di Dirac. Una tale lagran-
giana, oltre ad essere invariante sotto il gruppo di gauge, e` invariante sotto il gruppo
chirale U(1)R ⊗ U(1)L. Il fatto che la teoria sia anomala si ricava direttamente dal
caso non abeliano. Infatti la derivazione del capitolo 2 rimane valida anche per tra-
sformazioni U(1); inoltre, dalla forma esplicita (2.7) dell’anomalia, si vede che e` la
simmetria U(1) assiale ad essere anomala e si ricava:
∂µJ5µ = −
1
16π2
Tr (εµνρσFµνFρσ) .
dove J5µ e` la corrente assiale J
5
µ = ψγµγ
5ψ.
Il risultato si puo` generalizzare [36] a 2n dimensioni: l’anomalia chirale abeliana
e` data, a meno di una costante moltiplicativa, dall’ n–esimo carattere di Chern1 [20]
cn = Tr(F
n)
dove F e` la forma di curvatura associata alle connessioni di gauge.
Proposizione 3.1. L’n–esimo carattere di Chern cn e` una 2n–forma differenziale
chiusa e gauge invariante.
Dimostrazione. Il fatto che sia gauge invariante segue immediatamente dal fatto che
F trasforma in modo covariante e la traccia e` Ad–invariante. Per vedere che e` chiusa
basta poi applicare l’equazione di struttura (1.1).
Ora, se i gruppi di coomologia di de Rham della base del fibrato sono banali, il
carattere di Chern (e quindi l’anomalia) sara` una forma esatta, oltre che chiusa, e
quindi si potra` scrivere come differenziale di una (2n − 1)–forma. In particolare2 si
puo` dimostrare che e` il differenziale della forma di Chern–Simons; per n = 2:
Tr(F 2) = Tr
(
d
(
A ∧ dA+ 2
3
A ∧A ∧A
))
.
1Per non appesantire l’esposizione rimandiamo all’Appendice A per le definizioni e le proprieta`
principali degli oggetti matematici utilizzati di seguito.
2La dimostrazione si puo` trovare nell’Appendice A.
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Nel caso abeliano il ricorso alla geometria differenziale e` piuttosto superfluo, e puo` ser-
vire al piu` per scrivere in maniera compatta i risultati. L’unica cosa che vogliamo rile-
vare e` che appare abbastanza naturale la descrizione in termini di forme differenziali;
anzi, piu` in particolare, in termini di polinomi invarianti di forme differenziali.
Nel seguito di questo capitolo vogliamo affrontare in modo simile il problema
della costruzione e dello studio delle anomalie non abeliane (cioe` di soluzioni delle
equazioni di consistenza di Wess–Zumino). Come vedremo il problema ha un forte
legame con una costruzione coomologica legata alla simmetria BRS.
3.2 Anomalie non abeliane e “descent equations”
Come le anomalie abeliane, anche quelle non abeliane ammettono una descrizione in
termini di forme differenziali; la struttura che se ne ricava risulta interessante ed e`
stata oggetto di studio di numerosi lavori [17, 24, 25, 33, 36, 37, 38]. Dedichiamo
questa sezione alla descrizione dei metodi sviluppati da Zumino et al. [36, 38], Man˜es
e Stora [24, 25] per dare un’interpretazione geometrica delle anomalie chirali. Tali
metodi costituiranno uno degli strumenti principali utilizzati nelle considerazioni dei
capitoli successivi, per ora pero` ci limiteremo a darne un’analisi formale.
3.2.1 Trasformazioni BRS
Uno dei risultati piu` importanti per lo studio delle teorie di gauge non abeliane fu la
“scoperta” che il funzionale di azione effettiva di una teoria di gauge non abeliana si
puo` rendere invariante, con un metodo di gauge fixing che prevede l’introduzione dei
campi di ghost, sotto una particolare classe di trasformazioni, le trasformazioni BRS.
Consideriamo quindi una teoria di gauge con gruppo G non abeliano; indichiamo con
g la sua algebra di Lie. Introduciamo inoltre generatori T a di g ortonormali rispetto
al prodotto interno di Cartan [16]; in coordinate i campi di gauge si scriveranno allora
come: Aµ = A
a
µT
a. Consideriamo inoltre anche i campi di ghost (e di anti–ghost)
c = caT a (rispettivamente c = caT a).
Le trasformazioni BRS infinitesime si scrivono nella forma3:
Aaµ(x) 7→ Aaµ(x) + θDµca(x)
ca(x) 7→ ca(x)− 12θfabccb(x)cc(x)
ca(x) 7→ ca(x) + θBa(x)
3Diamo solo l’azione sui campi di gauge e sui ghost.
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con Ba campo ausiliario e θ parametro (anticommutante) della trasformazione. Pos-
siamo allora definire un operatore s, detto operatore BRS, la cui azione sara`:
sAaµ(x) = Dµc
a(x)
sca(x) = −12fabccb(x)cc(x)
sca(x) = Ba(x)
(3.1)
Come ben noto, la proprieta` principale dell’operatore BRS e` la sua nilpotenza: s2 = 0,
che si puo` ricavare direttamente dalle (3.1).
In questo paragrafo vogliamo riassumere brevemente la struttura e l’interpreta-
zione geometrica delle trasformazioni BRS [3, 25], in modo da introdurre gli stru-
menti che utilizzeremo in seguito per discutere la struttura geometrica delle anomalie
chirali. Infatti, come vedremo, e` possibile studiare le anomalie chirali attraverso una
costruzione coomologica nella quale l’operatore BRS rappresenta l’operatore di bordo.
Descrizione algebrica e coomologia BRS
Prima di discutere la struttura algebrica delle trasformazioni BRS e` opportuno in-
trodurre alcuni risultati preliminari. Cominciamo con il ricordare la definizione della
coomologia associata ad un algebra graduata:
Definizione 3.1. Un’algebra graduata su C e` un’algebra complessa A =
∞⊕
k=0
Ak tale
che il prodotto interno soddisfi: dati a ∈ Ak e b ∈ Ah, ab ∈ Ah+k.
Sia ora d : A → A un operatore tale che d(ab) = d(a)b − ad(b), definito da una
famiglia {dk : Ak → Ak+1} e che soddisfa d2 = 0. Un tale operatore si dice operatore
di bordo e definisce una coomologia su A:
Definizione 3.2. Definiamo k–esimo gruppo di coomologia di A rispetto a d il gruppo
additivo Hk(A, d) ≡ Ker dk/Im dk−1. Definiamo inoltre H∗(A, d) ≡
⊕
kH
k(A, d).
Possiamo ora introdurre una piccola generalizzazione di queste definizioni: un’alge-
bra bi–graduata e` un’algebra A che si scrive come somma diretta di Ah,k su h, k ∈ N.
Se abbiamo due operatori d e δ con le proprieta` di cui sopra, relative pero` ai due diversi
gradi di A, possiamo definire due coomologie: Hh,∗(A, d) e H∗,k(A, δ). Supponiamo
ora che d e δ anticommutino: dδ+δd = 0. Allora possiamo definire la coomologia di δ
modulo d: grazie alla proprieta` di anticommutazione gli operatori δk, che definiscono
δ, si possono proiettare ad operatori δk : Ah,k/d(Ah−1,k)→ Ah,k+1/d(Ah−1,k+1).
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Definizione 3.3. Data un’algebra bi–graduata A, due operatori di bordo anticommu-
tanti d e δ relativi ai due diversi gradi dell’algebra e proiettato δ come sopra, definiamo
la coomologia di A rispetto a δ modulo d come: Hk,l(A, δ|d) = Ker δk/Im δk−1.
Torniamo ora alle trasformazioni BRS: vogliamo mostrare come l’usuale differen-
ziale esterno di forme differenziali e l’operatore BRS possono essere identificati con
gli operatori di bordo di un’algebra bi–graduata; successivamente mostreremo come
la coomologia (BRS) modulo d sia rilevante ai fini del calcolo e dello studio delle
anomalie.
Consideriamo in seguito solamente i campi di gauge e i campi di ghost; la costru-
zione si puo` estendere includendo anche gli anti–ghost e il campo ausiliario B [3], ma
tale estensione non e` rilevante ai fini dello studio delle anomalie, e non verra` quindi
discussa in questo lavoro. Per quello che segue non e` inoltre rilevante l’interpretazione
geometrica dei campi di gauge e dei campi di ghost, ma solo le relazioni algebriche
indotte dalle trasformazioni BRS; il collegamento con la geometria differenziale sara`
discusso successivamente, per rendere piu` esplicite le costruzioni presentate in questo
paragrafo e per il calcolo delle anomalie.
Partiamo quindi dalle trasformazioni BRS. Gli oggetti con cui si lavora in fisica
sono generalmente polinomi locali dei campi: vorremo allora lavorare con un’algebra,
in modo da includere da subito tale struttura. Sia quindi A l’algebra libera generata
dai campi Aa, F a, ca e ϕa (dove F a sono le coordinate della field strenght rispetto ai
generatori dell’algebra di Lie g); l’ultimo campo, cioe` ϕa, rappresenta il differenziale
dei campi dei ghost, ma per coerenza col fatto che vogliamo lavorare con un’algebra
libera e` piu` corretto tenerlo distinto, per ora, dal campo dei ghost. Definiamo ora due
operatori, d e s, in accordo con le trasformazioni BRS (3.1) e l’equazione di struttura
(1.1):
dA = F − 12 [A,A], dF = [A,F ],
dc = ϕ, dϕ = 0,
sA = −dc− [A, c], sc = −12 [c, c].
(3.2)
In questo modo otteniamo un’algebra bi–graduata A, dove i gradi dei generatori sono:
(1, 0) per Aa, (0, 1) per ca, (2, 0) per F a, (0, 2) per ϕa. d aumenta di 1 il primo grado, s
il secondo. Successivamente identificheremo d con il differenziale esterno sullo spazio–
tempo, e s con l’operatore BRS: i due gradi rappresenteranno il grado della forma
differenziale e il numero di ghost. I due operatori sono operatori di bordo dato che
soddisfano d2 = s2 = 0; e inoltre anticommutano, come segue immediatamente dalle
(3.2). Dall’algebra A possiamo allora costruire la coomologia rispetto ad s modulo
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d , come nella definizione 3.3, ottenendo la coomologia BRS locale [3] Hh,k(s|d); un
rappresentante ω di una classe in Hh,k(s|d) soddisfera` allora:
sω + dη = 0 (3.3)
con η ∈ A di grado (h−1, k+1). Vedremo nei paragrafi successivi che l’anomalia in n
dimensioni corrisponde ad una classe non banale in Hn,1: in questo modo il problema
del calcolo delle anomalie diventa un problema coomologico; il vantaggio e` di avere a
disposizione tutti gli strumenti dell’algebra omologica, e di poter quindi affrontare il
problema in maniera piu` efficiente.
Interpretazione geometrica e “descent equations”
Nel paragrafo precedente abbiamo discusso la struttura algebrica delle trasformazioni
BRS. Ora vogliamo costruire un modello geometrico la cui struttura algebrica sia la
stessa di quella delle trasformazioni BRS in modo da poter associare oggetti differen-
ziali a quelli algebrici utilizzati in precedenza. Dato che stiamo lavorando con teorie
di gauge, partiamo da un fibrato G–principale banale4 P (M,G) e consideriamo una
famiglia di forme di connessione Aλ, a cui e` associata una famiglia di forme di curva-
tura Fλ = dAλ + [Aλ, Aλ], dove λ e` un parametro continuo “verticale”, relativo cioe`
alla fibra (e quindi al gruppo G). Introduciamo un differenziale esterno dλ, relativo
al parametro λ (che in ogni punto x ∈ M possiamo interpretare come differenzia-
le rispetto alle coordinate relative alla fibra, cioe` al gruppo G) e una derivazione
omotopica5 lλ in modo che soddisfino le relazioni
d2 = d2λ = ddλ + dλd = 0
lλd− dlλ = dλ
dλlλ − lλdλ = 0
(3.4)
Introduciamo inoltre una forma vλ di grado 0 in x e di grado 1 in λ (che voglia-
mo far corrispondere al campo dei ghost di Faddeev–Popov). Come in precedenza
siamo ora interessati a polinomi locali in A e v (e nelle loro derivate): il modo in cui
sono definiti e` quello piu` intuitivo, ma per completezza riportiamo in questo lavoro
le definizioni e i risultati principali; dato pero` che la discussione con tutti i detta-
gli puo` risultare un po’ tediosa e distoglierci dall’argomento che stiamo trattando,
4In questo modo non abbiamo problemi a definire globalmente le connessioni di gauge come 1–
forme sulla base M . Come vedremo successivamente e` possibile generalizzare la costruzione con
l’introduzione di una “connessione di background” A0 [25].
5Si veda l’Appendice B per i dettagli.
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rimandiamo all’Appendice A. Esplicitiamo ora l’azione di dλ e lλ sui polinomi di
A,F, v, dv. Per fare questo e` sufficiente definire l’azione sui generatori; imponiamo
quindi le relazioni:
lλAλ = vλ
lλFλ = lλvλ = 0
l2λFλ = 0.
(3.5)
Ora, da lλFλ = 0 ricaviamo facilmente, usando le (3.4), che
dλAλ = −dvλ − [vλ, Aλ] (3.6)
e analogamente da l2λFλ = 0 otteniamo
dλvλ = −1
2
[vλ, vλ]. (3.7)
L’azione degli altri operatori si ricava usando le relazioni (3.4); riassumendo abbiamo:
dAλ = Fλ − 12 [Aλ, Aλ], dFλ = [Aλ, Fλ],
dλvλ = −dλvλ − [Aλ, vλ], dλvλ = −12 [vλ, vλ]
dλFλ = −[vλ, Fλ]
(3.8)
Le (3.8) sono equivalenti alle (3.2), cioe` alle relazioni che soddisfano i due operato-
ri di bordo con cui abbiamo costruito la coomologia BRS. Notiamo inoltre che se
parametrizziamo Aλ come:
Aλ(x) = g
−1(x, λ)A(x)g(x, λ) + g−1(x, λ)dg(x, λ) (3.9)
con g(x, λ) mappa a valori in G, le (3.8) corrispondono alle trasformazioni BRS (in
assenza di anti–ghost), dove l’operatore s coincide con il differenziale esterno dλ e il
campo v e` identificato con il campo di ghost; in particolare:
vλ = g
−1(x, λ)sg(x, λ). (3.10)
Consideriamo ora un polinomio ad–invariante P su g = Lie(G). Assumiamo che
HkdR(M) = 0 per 1 ≤ k ≤ 2n. Grazie alla identita` di Bianchi e alle (3.5) P (Fn) e`
chiusa e gauge invariante. Allora sP (Fn) = 0 e P (Fn) = dω02n−1(A) dove ω
0
2n−1 e`
una (2n − 1)–forma differenziale.
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Utilizzando la (B.3) e notando che lλdω
0
2n−1 = lλP (F
n) = 0 otteniamo:
s
lpλ
p!
ω02n−1 = −d
(
lp+1λ
(p+ 1)!
ω02n−1
)
Definendo ora ωp2n−1−p ≡ l
p
λ
p!ω
0
2n−1 otteniamo una torre di descent equations [25, 36,
37, 38]:
sω02n−1 = −dω12n−2
sω12n−2 = −dω22n−3
...
sω2n−10 = 0
(3.11)
dove, in generale, ωp2n−1−p = ω
p
2n−1−p(v,A) e p indica la potenza di v che compare
nella forma. Vedremo nel paragrafo successivo che le soluzioni delle descent equa-
tions soddisfano automaticamente le equazioni di consistenza di Wess–Zumino: con
le (3.11) abbiamo quindi trovato una buona caratterizzazione delle anomalie. In par-
ticolare notiamo che il contenuto delle descent equations e` lo stesso dell’equazione
(3.3): le soluzioni sono quindi cocicli e definiscono classi di coomologia BRS.
3.2.2 Descent equations e equazioni di consistenza
Conclusa la breve descrizione degli strumenti necessari per proseguire, veniamo alla
discussione della struttura delle anomalie chirali. Riprendiamo quanto fatto nel capi-
tolo precedente e consideriamo un teoria in 2n− 2 dimensioni con gruppo di gauge G
non abeliano, semisemplice connesso e compatto. Se la teoria e` anomala, le anomalie
devono soddisfare le equazioni di consistenza di Wess–Zumino, quindi:
δαG(β,A) − δβG(α,A) = G([α, β], A)
dove G(α,A) ≡ ∫ d(2n−2)x αaGa(A) e` la variazione anomala del funzionale di azione
effettiva sotto una trasformazione di parametro α.
Osserviamo che possiamo riscrivere le identita` di Ward anomale utilizzando le
trasformazioni BRS, ottenendo
sΓ[A] =
∫
M
G(v,A)
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da cui ricaviamo una riformulazione delle equazioni di consistenza:∫
sG(v,A) = 0
Quest’equazione ci dice immediatamente che un’anomalia, in quanto soluzione delle
equazioni di consistenza, e` un cociclo rispetto ad s, e quindi individua una classe in
coomologia BRS. Piu` precisamente l’anomalia determina una classe in H2n−2,1(s|d).
Vogliamo ora mostrare il legame fra le descent equations e le anomalie: come
vedremo poco piu` avanti le soluzioni delle descent equations soddisfano automatica-
mente le equazioni di consistenza di Wess–Zumino e avremo quindi un nuovo metodo
per calcolare le anomalie (a meno di un fattore di normalizzazione6).
Il punto di partenza e` ancora la forma ω02n−1: dato che si tratta di una (2n− 1)–
forma e` identicamente nulla sullo spazio (2n−2)–dimensionale M e quindi dobbiamo
estendere la teoria ad una dimensione in piu`. La necessita` di ricorrere ad uno spazio
con una dimensione in piu` e` strettamente legata al problema coomologico: infatti per
calcolare H2n−2,1(s|d) si ricorre ad H2n−1,0(s|d), ma tale procedimento ha senso solo
se H2n−1,0 puo` non essere banale, il che e` impossibile in una varieta` di dimensione
2n− 2.
Consideriamo quindi D ≡ M × [0, 1] (il cui bordo, se M e` chiusa, e` ∂D = M ×
{0, 1}) ed estendiamo a D i vari campi; in particolare, posta τ la coordinata relativa
al fattore [0, 1], estendiamo A ad una famiglia di connessioni Aτ tale che Aτ=0 = 0,
A1 = A (una parametrizzazione semplice e` ad esempio Aτ = τA); consideriamo
inoltre una famiglia di trasformazioni di gauge gτ ∈ G tali che7 g0 = Id e g(1) = g ≡
eξ. Estendiamo anche l’operatore BRS e i campi di gauge a D, ottenendo s e v che
soddisfano ancora le relazioni (3.5) e successive, dove il differenziale spaziale e` ora
d ≡ d+ dτ .
Si vede ora immediatamente che, grazie alle (3.11), G(v,A) ≡ knω12n−2(v,A) (con
kn costante numerica normalizzazione) soddisfa le equazioni di consistenza. Infatti:
s
∫
M
ω12n−2 = s
∫
∂D
ω12n−2 = −s
∫
D
dω12n−2 = s
∫
D
sω02n−1 = 0
dove la prima uguaglianza segue dal fatto che Aτ e` nullo su M × {0}, le altre da
6Discuteremo piu` avanti di questo. In ogni caso possiamo fissarlo calcolando con una procedura
di regolarizzazione del funzionale di azione effettiva il “primo termine” dell’anomalia e ricavare la
forma completa utilizzando le descent equations.
7E` sufficiente [25] considerare le trasformazioni di gauge in G0, la componente semplicemente
connessa di G, e quindi possiamo definire g come esponenziale di un campo ξ a valori in g.
31
3. Struttura geometrica delle anomalie chirali
Stokes e dalla nilpotenza delle trasformazioni BRS.
Si puo` dimostrare [36, 38] che la costante kn e` individuata univocamente dal
calcolo dell’anomalia chirale abeliana; risulta
kn =
1
n!
in
(2π)n−1
Osservazione 3.4. Come gia` osservato nel capitolo precedente non esiste un’unica for-
ma valida per l’anomalia non abeliana, infatti possiamo sommare all’azione effettiva
un qualunque controtermine locale e sfruttare questa liberta` per modificarne l’espres-
sione. Utilizzando gli strumenti introdotti in questo capitolo possiamo precisare quali
sono le ambiguita` sulla forma dell’anomalia: G e` definita a meno della variazione BRS
di un funzionale locale e di un differenziale totale; cioe`
ω′ ≡ ω + sΓloc + df
e` una forma ammissibile per l’anomalia se lo e` ω. Cioe`, come anticipato, quello che
conta e` solamente la classe di coomologia della soluzione in H(s|d). Una teoria di
gauge e` quindi anomala se (e solo se) la variazione del funzionale di azione effettiva
individua una classe non banale nella coomologia BRS locale.
3.2.3 Calcolo di soluzioni delle descent equations
Come abbiamo visto nei paragrafi precedenti, il calcolo dell’anomalia chirale si puo`
ricondurre alla soluzione del problema coomologico individuato dalle descent equa-
tions (3.11). Lavoriamo come in precedenza su una varieta` di dimensione 2n − 1, il
cui bordo e` lo spazio–tempo. Per iniziare vogliamo quindi determinare la coomologia
H2n−1,0(s|d); questo si puo` fare osservando che considerando l’immersione naturale
ι : d(A) →֒ A si ottiene una successione esatta corta
0 // (dA)h,∗ ι // Ah,∗ p // // Ch,∗(s|d) // 0 (3.12)
dove C(s|d) sono le s–cocatene modulo d e p e` la proiezione al quoziente. Inol-
tre, se la d–coomologia di A e` banale (questo e` vero se lo spazio tempo ha tutti i
gruppi di coomologia di de Rham banali; e R2n−2 soddisfa questa condizione), allo-
ra Hh,k(A, s|d) = Hh+1,k(dA, s). Utilizzando l’omomorfismo di bordo8 ∂ indotto in
8Si tratta di un risultato standard delle teorie coomologiche; dato che non ci interessa l’azione
esplicita di ∂, ma solo la sua esistenza, rimandiamo ad un testo di topologia algebrica per i dettagli,
ad esempio [14].
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coomologia dalla (3.12) abbiamo quindi una successione esatta lunga in coomologia:
. . .
ι∗−→ Hh,k(s) p
∗
−→ Hh,k(s|d) ∂−→ Hh−1,k+1(s|d) ι∗−→ Hh,k+1(s) p
∗
−→ . . . (3.13)
Possiamo utilizzare la successione (3.13) per risolvere la torre di descent equations.
In particolare noi saremo interessati a ω12n−2, quindi all’equazione
sω12n−2 + dω
2
2n−3 = 0.
Allora la parte che rilevante della (3.13) sara`:
. . . // H2n−1,0(s|d) ∂ // H2n−2,1(s|d) // H2n−1,1(s) // . . .
A noi interessa calcolare ω12n−2 ∈ H2n−2,1(s|d): seH2n−1,1(s) fosse uguale a zero, ∂ sa-
rebbe un’isomorfismo grazie all’esattezza della successione, e quindi ω12n−2 proverreb-
be da ω02n−1 ∈ H2n−1,0(s|d). Ora, si puo` dimostrare [6, 15] che la s–coomologia, se G e`
semisemplice, e` isomorfa all’algebra generata da P (F, . . . , F ) e Q(c, [c, c], . . . , [c, c]) al
variare di P e Q nei polinomi invarianti su g; dal fatto che F e` una 2–forma otteniamo
allora che H2n−1,k(s) = 0 per ogni k. Quindi ∂ e` un isomorfismo, e la caratterizzazio-
ne della s–coomologia appena citata, insieme al fatto cheH2n−1(A, s|d) = H2n(dA, s)
ci dice che ogni soluzione delle descent equations proviene da P (F, . . . , F ) dove P e`
un polinomio invariante su g di grado n (P ∈ In(G) con le notazioni dell’Appendice
A).
Possiamo ora trovare una forma esplicita per la soluzione in 2n − 2 dimensioni,
e verificare che effettivamente nel caso n = 3 si ritrovano i risultati del capitolo 2.
Come visto in precedenza possiamo partire da un polinomio invariante di grado n;
nel caso SU(N), ad esempio, come polinomio ad–invariante P consideriamo la traccia
del prodotto di n elementi di g: Tr(x1 · . . . · xn). Cerchiamo quindi una soluzione di
P (Fn(A)) = dω02n−1.
Definiamo una famiglia ad un parametro di potenziali di gauge: At = tA per t ∈ [0, 1];
sia Ft la relativa famiglia di forme di curvatura. Allora avremo che:
d
dt
Tr(Fnt ) = nTr(DtA,F
n−1
t ) = ndTr(A,F
n−1
t )
dove Dt = d + [At, ·] e` la derivata covariante relativa ad At e l’ultima uguaglianza
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segue dall’identita` di Bianchi. Integrando in dt possiamo allora ottenere la forma
esplicita per ω02n−1 (che, notiamo, corrisponde all’invariante topologico secondario di
Chern–Simons):
ω02n−1 =
∫ 1
0
dt Tr(A,Fn−1t ).
Se ora facciamo una trasformazione di gauge g, calcoliamo ω02n−1 in A+ v e isoliamo
il termine al primo ordine9 in v si ottiene [36]:
ω12n−2(v,A) = n(n− 1)
∫ 1
0
dt (1− t)Tr(v d(AFn−2)). (3.14)
Possiamo ora verificare che la (3.14) restituisce, a meno della costante moltiplicativa
kn, l’anomalia chirale calcolata nel capitolo 2; infatti, per n = 3 (cioe` in 4 dimensioni),
si ricava facilmente
k3ω
1
4(v,A) =
−i
24π2
Tr
(
v d
(
AdA+
1
2
A3
))
(3.15)
che coincide esattamente con la (2.7).
3.3 Anomalie in presenza di connessioni di background
Nelle sezioni precedenti abbiamo supposto che il fibrato P (M,G) fosse banale, e
che quindi non ci fossero ostruzioni a definire globalmente le 1–forme di connessione
associate a connessioni di gauge sul fibrato. La costruzione si puo` estendere [25]
al caso in cui per definire globalmente A sia necessario introdurre una connessione
di background (piu` precisamente una 1–forma su M a valori nell’algebra di Lie g)
A0. Come nel resto di questo capitolo per ora siamo interessati solo a descrivere
l’aspetto formale di queste costruzioni; l’applicazione e le relative considerazioni sono
rimandate ai capitoli successivi.
Supponiamo allora di avere una teoria di gauge anomala, con anomalia che si puo`
scrivere nella forma generica A =
∫
G(v,A,A0). Supponiamo inoltre che A0 sia BRS
invariante, sA0 = 0 (e, coerentemente con questo, lλA0 = 0, lλF (A0) = 0). Come
9Il che corrisponde [25] a calcolare ω12n−2. Infatti facendo una trasformazione BRS su ω
0
2n−1(A)
si ottiene ω02n−1(A+ v), che ora e` una (2n− 1)–forma non piu` sulla base del fibrato principale ma su
tutto il fibrato, cioe` e` una (2n− 1)–forma rispetto al differenziale d+ dλ = d+ s; e` una forma chiusa
rispetto a d (grazie all’algebra BRS) e quindi si ottiene come differenziale di una (2n − 2)–forma
ω12n−1. E ω
1
2n−1 corrisponde alla parte lineare in v di ω
0
2n−1 in quanto ω
1
2n−1(A, v) ≡ lλω
0
2n−1(A) e
lλA = v, quindi applicare lλ corrisponde a sostituire A con A + v e prendere la parte lineare in v.
Analogamente si ottiene che ωp2n−1−p corrisponde alla parte in v
p nello sviluppo di ω02n−1(A+ v).
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per il caso precedente partiamo da un polinomio ad–invariante P , con la differenza
che cerchiamo una forma ω02n−1 che, anziche´ soddisfare dω
0
2n−1 = P (F
n), soddisfi
P (Fn(A))− P (Fn(A0)) = dω02n−1
Anche in questo caso, usando la formula di omotopia estesa di Cartan (B.3), si ri-
cavano le descent equations (3.11) (dove ora pero` le forme sono espresse anche in
termini di A0). Allora l’anomalia sara` data, a meno della costante moltiplicativa kn,
da G(v,A,A0) = ω
1
2n−1, che soddisfa automaticamente le equazioni di consistenza di
Wess–Zumino.
Osservazione 3.1. D’ora in poi utilizzeremo ω02n−1(A,A0) per indicare la dipendenza
dalle due 1–forme; di seguito ne daremo anche un’espressione esplicita. Sottolineiamo
che questa notazione sara` utilizzata solo ed esclusivamente quando si considera anche
il background A0.
Dato che sara` utile nelle applicazioni successive vogliamo ora trovare una forma
esplicita per ω02n−1, e ricavare alcune relazioni importanti. Consideriamo allora due
1–forme A1 e A2 a valori in g; allora, posto At = tA2 + (1− t)A1 si ricava [25] che
P (Fn2 )− P (Fn1 ) = nd
∫ 1
0
P (A2 −A1, Fn−1t ) ≡ dω02n−1(A2, A1) (3.16)
che definisce quindi ω02n−1 a meno di una forma chiusa (che non sara` rilevante ai fini
delle considerazioni successive).
Consideriamo ora tre 1–forme A1, A2, A3; sia T2 il 2–simplesso standard (cioe` il
triangolo in R2, su cui mettiamo coordinate t1 e t2, con i vertici in (0, 0), (0, 1), (1, 0))
e At = t1A1 + t2A2 + (1 − t1 − t2)A3; applicando la formula di omotopia estesa di
Cartan (B.4) per p = 1 si ottiene allora la triangle formula:
−
∫
∂T2
ltP (F
n
t ) = ω
0
2n−1(A1, A2) + ω
0
2n−1(A2, A3) + ω
0
2n−1(A3, A1)
=
n(n− 1)
2
d
∫
T2
SP (dtAt, dtAt, F
n−2
t )
=
n(n− 1)
2
d
∫ 1
0
dt1
∫ 1−t1
0
dt2 SP (A2 −A3, A1 −A3, Fn−2t )
≡ dζ(A1, A2, A3)
(3.17)
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dove SP e` la forma simmetrizzata del polinomio P , cioe`:
SP (X1, . . . Xn) =
1
n!
∑
σ∈Σn
P (Xσ(1), . . . ,Xσ(n))
(in seguito indicheremo con Str la forma simmetrizzata della traccia del prodotto
di n elementi di un’algebra di Lie). La (3.17) definisce ζ(A1, A2, A3) a meno di un
differenziale totale, e sara` quindi usata come sua definizione operativa.
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CAPITOLO 4
Teorie di campo fenomenologiche
Abbiamo osservato l’esistenza di anomalie per le trasformazioni del gruppo chirale di
flavor nel settore adronico del Modello Standard. Ricordiamo invece che, nel Modello
Standard, le trasformazioni locali di gauge del gruppo SU(2)L ⊗ U(1)Y (gruppo di
gauge delle interazioni elettrodeboli) non sono anomale a causa della cancellazione
tra i contributi dei quark e dei leptoni.
Le anomalie chirali di flavor del Modello Standard hanno varie conseguenze fisi-
che osservabili; noi ci concentreremo sulle conseguenze nella fisica adronica di bassa
energia, ovvero sui decadimenti degli stati composti adronici che sono indotti dalla
presenza delle anomalie chirali di flavor.
Il fatto che le anomalie abbiano o meno effetto sui processi fisici e` stato argo-
mento di discussione alla fine degli anni ’60; ma ci si rese rapidamente conto che le
anomalie chirali hanno di fatto notevoli conseguenze osservabili nella fisica adronica.
Ad esempio l’anomalia chirale e` responsabile del decadimento π0 → γγ che, se non
teniamo conto di essa, risulta fortemente depresso (anzi, nel limite chirale, cioe` di
massa zero per i quark leggeri, risulta proibito). Invece il risultato che si ottiene,
tenendo conto delle anomalie, per l’ampiezza di decadimento e` in ottimo accordo con
i dati sperimentali.
Dato che il calcolo esplicito di processi fra stati legati di quark, effettuato utiliz-
zando la lagrangiana fondamentale del Modello Standard, risulterebbe estremamente
complicato, risulta molto conveniente utilizzare il metodo delle teorie fenomenolo-
giche di campo, basate sulle lagrangiane fenomenologiche di algebra delle correnti.
4. Teorie di campo fenomenologiche
Questo e` inoltre il formalismo utilizzato nel famoso articolo di Wess e Zumino [34],
nel quale si illustra per la prima volta un metodo generale per legare le anomalie alle
interazioni efficaci fra gli adroni. Questo capitolo e` quindi dedicato ad un’introduzio-
ne all’argomento, con lo sviluppo di alcuni metodi e risultati che saranno utilizzati
nei capitoli successivi.
L’idea di utilizzare teorie efficaci di campo, o equivalentemente lagrangiane fe-
nomenologiche, legate alla rottura spontanea della simmetria chirale per descrivere i
processi adronici a bassa energia risale alla fine degli anni ’60 coi due lavori di Wein-
berg [30, 31]1. Il metodo consiste nel descrivere le interazioni a bassa energia tra gli
adroni, che corrispondono a stati legati di quark e gluoni, tramite una teoria effica-
ce che utilizza come gradi di liberta` solamente quelli corrispondenti agli stati legati
realmente osservati. Quindi la lagrangiana fenomenologica non dipende dai campi
dei quark e dei gluoni; dipende invece dai campi associati agli stati legati adronici,
come i barioni dell’ottetto e del decupletto, i mesoni pseudoscalari, i mesoni vettoria-
li, le varie risonanze, eccetera. Inoltre, siccome la lagrangiana fenomenologica deve
descrivere i processi di bassa energia (ovvero processi di bassa energia e momento
trasferiti), tale lagrangiana puo` essere sviluppata in potenze delle derivate dei campi,
poiche´ ogni derivata di un campo corrisponde ad una potenza del quadrimpulso.
Per calcolare le ampiezze di transizione per i vari processi, la lagrangiana fenome-
nologia va utilizzata solamente a livello ad albero perche´ tutti gli effetti a multiloop
della teoria fondamentale sono gia` inclusi nei termini lagrangiani della lagrangiana
fenomenologica. Tale lagrangiana deve inoltre rispettare tutte le proprieta` di simme-
tria della teoria originale; in particolare, deve essere invariante (nel limite chirale) per
trasformazioni globali del gruppo SU(3)R ⊗ SU(3)L e deve riprodurre correttamen-
te le anomalie chirali di flavor associate a trasformazioni locali di gauge del gruppo
SU(3)R ⊗ SU(3)L.
Uno degli aspetti fondamentali su cui si basa la costruzione delle lagrangiane
fenomenologiche per studiare la dinamica dei processi adronici e` il fatto che la sim-
metria globale SU(3)R ⊗ SU(3)L e` rotta spontaneamente al sottogruppo vettoriale
SU(3)V , ed i corrispondenti bosoni di Goldstone sono identificati coi mesoni pseu-
doscalari fondamentali. Pertanto, nella lagrangiana fenomenologica, le trasformazio-
ni di SU(3)R ⊗ SU(3)L devono essere realizzate in maniera non–lineare, mentre le
trasformazioni del sottogruppo SU(3)V devono essere realizzate linearmente.
In generale, la lagrangiana fenomenologica contiene tutti i termini che non sono
1Un riassunto dei risultati principali, con alcune osservazioni interessanti, si puo` trovare in [32].
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proibiti per ragioni di simmetria e le relative costanti di accoppiamento devono essere
determinate sperimentalmente. In realta`, esistono numerose relazioni tra le varie co-
stanti di accoppiamento. Queste relazioni sono dettate dalle proprieta` di simmetria
della fisica adronica e, in effetti, l’insieme di tutte queste relazioni costituiscono il
contenuto dei cosiddetti teoremi dell’algebra delle correnti. Per tener conto di tutte
le relazioni che sono dettate dall’algebra delle correnti, si utilizzera` il metodo propo-
sto da Callan, Coleman, Wess e Zumino [5, 4], generalizzazione della costruzione di
Weinberg [31].
Questo capitolo e` quindi dedicato alla descrizione del formalismo di CCWZ per la
costruzione di lagrangiane fenomenologiche invarianti sotto un gruppo di gauge G, nel
caso in cui la simmetria sia rotta spontaneamente ad un sottogruppo H ⊂ G. Sotto
tali ipotesi avremo allora che i campi della teoria trasformeranno allora linearmente
sotto l’azione di H, ma non sotto G, la cui azione sara` nonlineare [31]. Inoltre, dato
che si ha rottura spontanea di simmetria, la teoria sara` caratterizzata dalla presenza
di bosoni di Goldstone (massless) che, proprio perche´ hanno massa zero, rivestono un
ruolo fondamentale nella dinamica a bassa energia.
Nella seconda parte del capitolo applicheremo poi il metodo generale al gruppo
chirale SU(3)R ⊗ SU(3)L per costruire lagrangiane fenomenologiche per il settore
adronico del Modello Standard, nell’ipotesi di massa zero per i quark up, down e
strange. Seguiranno poi alcune applicazioni, in modo da mostrare piu` in dettaglio il
funzionamento e il tipo di risultati che si possono ottenere con questo metodo.
4.1 Struttura delle Lagrangiane fenomenologiche
Vogliamo costruire una teoria fenomenologica che descriva il limite di bassa energia
di una teoria fondamentale con le seguenti proprieta`:
• invarianza sotto un gruppo di gauge globale G, con G gruppo di Lie compatto,
semisemplice e connesso;
• rottura spontanea della simmetria globale ad un sottogruppo di Lie H ⊂ G;
• eventuale invarianza locale di gauge rispetto a G o ad un suo sottogruppo di
Lie.
La teoria fenomenologica dovra` avere le stesse simmetrie della teoria fondamentale:
quello che vogliamo fare nei prossimi paragrafi e` introdurre un metodo generale per
39
4. Teorie di campo fenomenologiche
ottenere lagrangiane invarianti. Riportiamo prima di tutto un importante risultato,
ottenuto da Haag:
Osservazione 4.1. I risultati fisici non dipendono dalla particolare scelta della para-
metrizzazione per i campi della teoria fenomenologica, e` sufficiente che siano campi
interpolanti per le particelle che devono descrivere [11].
Questo implica che possiamo scegliere un particolare formalismo e una particolare
scelta di coordinate locali senza perdere informazioni fisiche rilevanti.
Prima di entrare nel problema, descriviamo brevemente il “framework” in cui si
lavorerebbe in assenza di rottura spontanea della simmetria:
• lo spazio–tempo e` una varieta` 4–dimensionale X (assumeremo per lo meno in
questo capitolo X = R4 con la metrica di Minkowski);
• le sorgenti classiche sono rappresentate dai campi di gauge, descritti da con-
nessioni su un fibrato G–principale [19] P che assumiamo banale: P = X ×
G;
• e` dato un insieme di campi (di materia), a valori in una varieta` N (ad es.
N = su(3) per i mesoni vettoriali), su cui e` definita un’azione T : G×N → N
di G, descritto [26] da sezioni φ : X → E del fibrato associato E = (P ×N)/G;
• sui campi e` definita una derivata covariante2 ∇, con ∇φ : TX → Eτ ≡ (P ×
TN)/G.
In presenza di rottura spontanea alcune di queste ipotesi saranno da modificare,
come vedremo fra poco; inoltre avremo in piu` la presenza di bosoni di Goldstone
associati ai generatori rotti, che possono essere descritti da campi a valori nello spazio
omogeneo G/H.
Possiamo ora tornare a descrivere la struttura della teoria fenomenologica: sce-
gliamo di utilizzare il formalismo introdotto da Callan, Coleman, Wess e Zumino (in
seguito indicato come CCWZ)[5, 4], di cui daremo una breve esposizione.
4.1.1 Bosoni di Goldstone e fibrati ridotti
La rottura spontanea della simmetria (globale) implica l’esistenza di bosoni di Gold-
stone associati ai generatori “rotti” del gruppo di gauge. Sia G → H il pattern di
rottura, e poniamo g ≡ Lie(G) e h ≡ Lie(H).
2Si veda l’Appendice A.
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Posto n = dimG, d = dimH, scegliamo generatori {Va}a=1,...,d ⊂ h, del sottogrup-
po H, ortonormali rispetto al prodotto interno di Cartan [16], e completiamo ad una
base ortonormale di g aggiungendo dei generatori {Ab}b=1,...,n−d ⊂ g. Allora ogni
elemento g ∈ G, in un intorno dell’identita`, puo` essere espresso nella forma
g = eφ·Aeu·V .
L’azione del gruppo su se stesso, per moltiplicazione a sinistra, definisce in modo
naturale un’azione sulle variabili φ e u:
g0e
φ·A = eφ
′·Aeu
′·V → φ′ = φ′(φ, g0), u′ = u′(φ, g0). (4.1)
Chiamiamo ora ψ l’insieme dei campi di materia della teoria; essi devono trasforma-
re linearmente sotto il sottogruppo non rotto H: esiste cioe` una rappresentazione
(unitaria) di H sullo spazio dei campi data da
h : ψ 7→ D(h)ψ.
Quindi, se ora consideriamo la coppia di variabili (φ,ψ), abbiamo una realizzazione
(non necessariamente lineare) di G:
g0(φ,ψ) = (φ
′(φ, g0),D(eu
′·V )ψ). (4.2)
Si puo` facilmente verificare che tale azione, ristretta al sottogruppo H, si riduce ad
una rappresentazione (lineare) di H.
Vogliamo ora classificare le azioni di gruppo compatibili con la teoria in esame,
cioe` le realizzazioni non lineari di G che ristrette ad H diventano lineari. Procediamo
in maniera generale: supponiamo che l’insieme dei campi costituisca una varieta` M
m–dimensionale e che sia data un’azione continua di G su M. Data l’importanza
(ai fini dello sviluppo perturbativo etc.) di individuare un punto come lo zero dei
campi, considereremo varieta` dotate di un’origine O, cioe` varieta` puntate; inoltre
restringiamo per ora la nostra analisi ad un intorno dell’origine di M e dell’identita`
di G. Definiamo H come il sottogruppo di G che lascia invariata l’origine di M.
Osservazione 4.2. L’idea di identificare H come il sottogruppo che lascia invariata
un’“origine” e` strettamente legata alla descrizione dei bosoni di Goldstone: questi
possono essere identificati (a meno di passare alla forma esponenziale) con lo spa-
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zio delle classi laterali G/H, e H e` esattamente il sottogruppo che lascia invariata
l’“origine” di G/H, cioe` la classe [H]. Inoltre l’azione di H deve essere lineare perche´,
in accordo coi risultati generali della meccanica quantistica (in particolare il teorema
di Wigner) ogni simmetria esatta e` implementata da un operatore lineare.
Prima di proseguire e` utile dimostrare un lemma [5]:
Lemma 4.3 (di linearizzazione). Siano M, G,H definiti come sopra. Allora esiste
una carta locale (U , y) centrata in O rispetto alla quale l’azione di H e` lineare; cioe´
esiste una rappresentazione D di H tale che h · y = D(h)y.
Dimostrazione. Notiamo prima di tutto che, dato che l’azione di G e` continua e che
H e` il sottogruppo che lascia fisso un punto, H e` chiuso e quindi compatto. Allora
possiamo trovare una carta locale (U , x) tale che U sia H–invariante. Espandiamo
quindi g · x in serie di potenze: h · x = D(h)x + O(x2), con D(·) rappresentazione
(lineare) di H. Ora, sia dh la misura di Haar su H; possiamo allora definire nuove
coordinate y come
y(x) =
∫
dhD−1(h)h · x.
Segue che le y sono funzioni analitiche di x, e inoltre y = x + O(x2). Sotto l’azione
di h0 ∈ H avremo ora
h0 · y =
∫
dhD−1(h)h · h0 · x =
∫
d(hh0)D
−1(hh0h−10 )hh0 · x = D(h0)y.
Introduciamo ora generatori Ai, Vi come sopra. Sia N la sottovarieta` di M da-
ta dall’orbita dell’origine: N ≡ {g · O} = G · O. Ad ogni insieme di parametri
φ = {φ1, . . . , φn−d} possiamo associare un punto eφ·AO ∈ N ; e` chiaro che, almeno in
un intorno dell’origine, questa corrispondenza e` biunivoca (e possiamo anche assu-
mere che abbia la stessa regolarita` dell’azione di G). L’azione di G su N , in queste
coordinate, e` completamente determinata dalle (4.1). Vogliamo completare ad una
carta locale di M centrata in O; introduciamo quindi m − (n − d) coordinate, che
indicheremo con ψ, facendo in modo che, sempre in un intorno dell’origine, N sia
costituita dai punti di coordinate (φ,ψ = 0). Dato che N e` stabile sotto G, per il
lemma di linearizzazione possiamo scegliere le coordinate (φ,ψ) in modo che su di
esse H agisca linearmente. Inoltre, a meno di ridefinire (φ,ψ) → eφ·A(0, ψ) (notare
che tale trasformazione e` un diffeomorfismo locale, dato che nell’origine ha Jacobiano
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non nullo), l’azione di G si puo` scrivere nella forma:
g(φ,ψ) = (φ′,D(eu
′·V )ψ) (4.3)
dove φ′, u′ sono quelli dati dalle (4.1). Da ora in poi chiameremo Ta i generatori
di H nella rappresentazione D (Ta = D∗Va); in particolare l’azione su ψ si scrivera`
ψ′ = eu
′·Tψ.
Commentiamo quanto abbiamo ricavato finora: i bosoni di Goldstone sono asso-
ciati alle mappe da X (lo spazio–tempo) in G/H; almeno localmente, inoltre, l’azione
di H sugli altri campi della teoria puo` essere assunta lineare.
Vogliamo ora riformulare i risultati in modo da renderli immediatamente appli-
cabili a teorie di gauge e validi globalmente, non solo in un intorno dell’origine. Per
cominciare, notiamo che quanto ricavato precedentemente equivale a richiedere che i
campi di materia, esclusi i bosoni di Goldstone, siano descritti da sezioni di fibrati
associati non ad un fibrato G–principale, ma da un fibrato H–principale, in quanto e`
solo il sottogruppo esatto H ad agire linearmente. Quindi dobbiamo ridurre in qual-
che modo il fibrato G–principale P ad un fibrato H–principale Q, con spazio base
lo spazio–tempo e fibra diffeomorfa ad H; i campi dei bosoni di Goldstone possono
invece essere identificati (a meno di passare alla forma esponenziale) con le sezioni di
un fibrato K = (P ×M)/G dove M e` una varieta` diffeomorfa allo spazio omogeneo
G/H [23, 26]. Diamo quindi la seguente definizione per i campi che descrivono i
bosoni di Goldstone (nella forma esponenziale):
Definizione 4.4. Sia M uno spazio omogeneo (identificabile con G/H tramite un
diffeomorfismo χ : M → G/H); un campo di Goldstone e` una sezione Ξ : X → K
del fibrato K = (P ×M)/G
Vediamo ora che ad ogni campo di Goldstone corrisponde una riduzione del fibrato
P ad un sottofibratoQ. Sia π : G→ G/H la proiezione al quoziente e sia (U ⊂ X, ηK :
U×G/H → K) una banalizzazione locale3 diK (indotta da una banalizzazione locale
η di P ); in coordinate locali Ξ(x) = ηK(x, ξ(x)) e P si riduce al fibrato H–principale
Q:
Q ≡ {η(x, g) ∈ P |x ∈ U, g ∈ µ−1(χ ◦ ξ(x))} (4.4)
(al variare di U in un ricoprimento di X); inoltre tale riduzione e` possibile se e solo
3Si veda il paragrafo 4.1.4.
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se esiste un campo di Goldstone (anzi, le riduzioni sono in corrispondenza biunivoca
con i campi di Higgs). Infatti [19]:
Proposizione 4.5. Il gruppo di struttura G di un fibrato principale P (X,G) e` ridu-
cibile ad un sottogruppo chiuso H se e solo se esiste una sezione globale del fibrato
associato K, ξ : X → K = (P ×G/H)/G = P/H.
Dimostrazione. Supponiamo G sia riducibile ad H; sia Q il fibrato ridotto, immerso
in P via un omomorfismo di fibrati iniettivo ι : Q→ P . Sia inoltre µ : P → P/H la
proiezione al quoziente. Presi ora a, b nella stessa fibra di Q, ∃h ∈ H tale che a = bh
e quindi µ(ι(a)) = µ(ι(b)h) = µ(ι(b)); cioe` µ ◦ ι e` costante su ogni fibra di Q e quindi
induce una mappa (sezione) ξ : X → K data da ξ(x) = µ(ι(b)) dove x = π(ι(b))
(π : P → X e` la proiezione sulla base).
Viceversa, data una sezione ξ : X → K, definiamo Q come l’insieme dei punti
p ∈ P tali che µ(p) = ξ(π(p)) (in accordo con la (4.4)). Per ogni x ∈ X esiste q ∈ Q
tale che π(q) = x; inoltre dati q, r nella stessa fibra di P , con q ∈ Q, allora r ∈ Q se
e solo se ∃h ∈ H tale che r = qh. Segue allora (le orbite sono chiuse) che Q e` una
sottovarieta` chiusa di P ed e` un fibrato H–principale.
4.1.2 Campi di materia
In assenza di rottura spontanea di simmetria, i campi di materia possono essere
descritti come sezioni ψ : X → E del fibrato associato E ≡ (P × N)/G, dove N e`
una varieta` su cui e` definita un’azione di G; in tutti i casi di interesse N sara` uno
spazio vettoriale, supporto di una rappresentazione di G (e sara` chiaramente questa
l’ipotesi sotto la quale si parlera` di azione lineare di G o di H). In presenza di rottura
spontanea solo il sottogruppo H agisce linearmente, quindi bisogna “ridurre” anche
i campi di materia; la proposizione seguente [26] garantisce la possibilita` di passare
a sezioni di un fibrato associato a Q.
Proposizione 4.6. A ogni sezione ψ : (P ×N)/G corrisponde una sezione ψ˜ : X →
EQ, dove EQ = (Q×N)/H e` un fibrato associato a Q.
Dimostrazione. La costruzione si puo` fare direttamente in coordinate locali; riman-
diamo quindi alla proposizione 4.8 per la dimostrazione.
Definizione 4.7. Chiamiamo campi ridotti le sezioni di EQ ottenute come nella
proposizione precedente.
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4.1.3 Campi di gauge e derivate covarianti
Abbiamo definito quelli che saranno i campi di materia della teoria effettiva, ora
dobbiamo introdurre i campi di gauge e definire le derivate covarianti. Anche in
questo caso sara` necessario un processo di “riduzione”, per tener conto della rottura
della simmetria globale. Supponiamo di voler introdurre campi di gauge per il gruppo
G (o per un suo sottogruppo): questi sono definiti da connessioni sul fibrato principale
P . Sia allora ω : TP → g una connessione su P ; questa induce in modo naturale4
una derivata covariante sulle sezioni del fibrato associato E.
Consideriamo ora il sottofibrato Q ⊂ P : possiamo restringere la connessione ω a
Q ottenendo una forma ω˜ ≡ ω|Q a valori in g. Supponiamo ora che g ammetta la
decomposizione g = h⊕ k con Ad(h)k ⊂ k ∀h ∈ H; dato che h e` l’algebra di Lie di H,
k puo` essere identificato con T[H]G/H. Ora, Q e` un fibrato H–principale quindi una
connessione su Q deve essere a valori in h: si ottiene facilmente che la proiezione di
ω˜ su h da` una connessione ν a valori in h su Q; la differenza α = ω˜ − ν e` allora una
1–forma orizzontale su Q a valori in k.
Passiamo alla costruzione delle derivate covarianti: sul fibrato E abbiamo la de-
rivata covariante ∇ indotta da ω. Analogamente su K ≃ (P × G/H)/G, visto che
anch’esso e` un fibrato associato a P . Su EQ abbiamo invece la derivata covariante
∇˜ indotta dalla connessione ν; l’espressione in coordinate locali sara` data piu` avanti,
per ora ci limitiamo ad osservare che (come d’altronde ci aspettavamo) che ∇˜Ξ˜ = 0,
cioe` la riduzione del campo di Goldstone e` costante rispetto ad α.
4.1.4 Descrizione in coordinate locali – campi di materia
Vogliamo tradurre in coordinate locali quanto discusso nei paragrafi precedenti. Dato
che abbiamo assunto banale il fibrato principale P , quest’ultimo ammette banalizza-
zioni globali. In particolare queste sono in corrispondenza biunivoca con le sezioni
globali q : X → P ; infatti se η : X ×G → P e` una banalizzazione locale ∃q tale che
η(x, g) = q(x)g e, viceversa, una sezione q : X → P definisce nello stesso modo una
banalizzazione η. La scelta di una banalizzazione globale (e quindi di una sezione di
P ) e` l’equivalente matematico di una scelta di gauge.
A ogni banalizzazione di P corrisponde una banalizzazione del fibrato associato
E, ηE : X ×N → E con ηE(x, n) = πE(q(x), n) dove πE : P ×N → E e` la proiezione
4Si veda l’Appendice A.
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al quoziente.
Vogliamo ora introdurre coordinate locali per il fibrato ridotto Q. Prima di tutto
notiamo che se lo spazio omogeneo M si puo` identificare con G/H allora esiste un
m ∈M tale che H sia gruppo di isotropia di m; inoltre sottolineiamo che il fatto che
P sia banale non implica che lo sia anche Q, quindi, in generale, non sara` possibile
descrivere Q con un’unica carta. Consideriamo allora un ricoprimento aperto {Uα}α∈I
di X tale che per ogni α ∈ I esiste una mappa gα : Uα → G che soddisfa
ξ(x) = F (gα(x))m per x ∈ Uα (4.5)
(dove F : G ×M → M e` l’azione di G su M). Ora, utilizzando le notazioni dei
paragrafi precedenti e definendo ζ ≡ χ ◦ ξ, avremo per x ∈ Uα: µ−1(ζ(x)) = gα(x)H,
da cui, usando la (4.4)
π−1Q (Uα) = {η(x, gα(x)h) ∈ P | x ∈ Uα, h ∈ H}.
Possiamo quindi definire una collezione di sezioni locali qα : Uα → Q date da:
qα(x) = q(x)gα(x). (4.6)
A queste corrisponde una collezione di banalizzazioni locali di Q, {ηα : Uα × H →
Q}α∈I , date da:
ηα(x, h) = qα(x)h = η(x, gα(x)h). (4.7)
Si possono scrivere subito anche le funzioni di transizione: preso x ∈ Uα∩Uβ abbiamo
F (gα(x))m = F (gβ(x))m e quindi
hαβ(x) ≡ gα(x)−1gβ(x) ∈ H (4.8)
definisce la funzione di transizione per Uα ∩ Uβ.
Rimane solo da scrivere in coordinate locali i campi di materia (ridotti). Ri-
prendiamo quindi il fibrato associato EQ = (Q × N)/H, con la proiezione canonica
πEQ : Q×N → EQ; ad ogni insieme di banalizzazioni locali {ηα} di Q associamo una
collezione di banalizzazioni {ηEα : Uα ×N → EQ} di EQ:
ηEα (x, n) = πEQ(qα(x), n).
46
4.1. Struttura delle Lagrangiane fenomenologiche
Possiamo ora riformulare la proposizione 4.6 in coordinate locali:
Proposizione 4.8. A ogni sezione ψ : (P × N)/G (data in coordinate locali da
ψ(x) = ηE(x, n(x))) corrisponde una sezione ψ˜ : X → EQ, dove EQ = (Q×N)/H e`
un fibrato associato a Q. In coordinate locali:
ψα(x) = η
E
α (x, T (g
−1
α (x))n(x)) ≡ ηEα (x, nα(x))
dove T e` l’azione di G su N .
Dimostrazione. E` sufficiente dimostrare che la famiglia {ψα} definisce una sezione di
EQ, cioe` che ∀x ∈ Uα ∩ Uβ ψα(x) = ψβ(x). Dato che le funzioni di transizione per Q
sono definite dalla (4.8) avremo:
ψα(x) = πEQ(qα(x), nα(x)) = πEQ(qβ(x)hαβ(x)
−1, T (hαβ(x))nβ)
= πEQ(qβ, nβ) = ψβ(x)
(4.9)
che prova che le ψα definiscono una sezione globale di EQ.
Per quanto riguarda la riduzione del campo che descrive i bosoni di Goldstone
abbiamo il seguente risultato:
Proposizione 4.9. Il campo ridotto Ξ˜ associato ad un campo di Goldstone Ξ e` un
campo costante, invariante per trasformazioni di gauge relative al sottogruppo esatto
H.
Dimostrazione. Ξ˜ e` localmente definito da sezioni Ξα : Uα → KQ = (Q×M)/H date
da:
Ξα(x) = η
K
α (x, F (g
−1
α )(x)ξ(x)) = η
K
α (x,m).
4.1.5 Descrizione in coordinate locali – campi di gauge
Concludiamo con questo paragrafo la formulazione in coordinate locali; quello che
rimane da scrivere sono le connessioni di gauge e le derivate covarianti dei campi di
materia e dei bosoni di Goldstone. Sia quindi ω una connessione su P ; in coordinate
locali, fissata una sezione q di P (cioe` una gauge), abbiamo per il campo di gauge:
Γq = q
∗ω (Γq(x) : TxX → g, cioe` e` una 1–forma sullo spazio–tempo X). Vogliamo ora
scrivere in coordinate locali ω˜, cioe` la restrizione a Q della connessione di gauge; dalle
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(4.6) (4.7) segue, utilizzando l’usuale legge di trasformazione dei campi di gauge5,
Γqα(x) = Ad(g
−1
α (x))Γq(x) + g
−1
α (x)dgα(x). (4.10)
Osservazione 4.10. In assenza di campi di gauge, cioe` per Γq = 0, la (4.10) si riduce
alla forma di Maurer–Cartan relativa alla sezione locale qα, determinata quindi
6 dal
campo di Goldstone Ξ.
Come abbiamo visto nei paragrafi precedenti possiamo scrivere ω˜ nella forma
ω˜ = α + ν. Vogliamo descrivere in coordinate locali le due 1–forme; fissiamo allora
una banalizzazione locale (Uσ, ησ) e prendiamo x ∈ Uσ, Y ∈ TxUσ. Sia inoltre7
Kt = (P × k)/H. Allora, se qσ e` la sezione locale associata ad ησ,
αx(Y ) = η
σ
Kt(x, α
σ
x(Y ))
dove ασ = q∗σα = (Γqσ)k e` la proiezione del potenziale di Yang–Mills Γqσ su k e ησKt e`
la banalizzazione locale di Kt indotta da ησ.
Rimane ora da scrivere in coordinate locali la derivata covariante dei campi di
materia. Sia allora ϕ˜ : X → EQ un campo ridotto, che scriveremo in coordinate
locali nella forma ϕ˜(x) = ησEQ(x, ϕ
σ(x)). La sua derivata covariante8 ∇˜ϕ˜ e` una 1–
forma a valori nel fibrato associato EtQ = (Q × TN)/H, che localmente possiamo
scrivere (dalle (A.1), (A.2)) come:
∇˜ϕ˜x(Y ) = ησEtQ(x, ∇˜ϕ
σ
x(Y ))
dove
∇˜ϕσx(Y ) = dϕσx(Y ) + (Tϕσ(x))∗(Γqσ(x)(Y ))h. (4.11)
Per i bosoni di Goldstone abbiamo invece il seguente risultato:
Proposizione 4.11. La derivata covariante del campo di Goldstone ridotto Ξ˜ e` data
dalla 1–forma α:
∇Ξ˜ = α (4.12)
dove ∇ e` la derivata covariante indotta da ω su KQ.
Dimostrazione. In coordinate locali Ξ˜ e` descritto da mappe ξσ : Uσ → M ≃ G/H;
5Si veda il capitolo 1.
6Segue dalla (4.5).
7Si veda l’Appendice A per i dettagli.
8Si veda l’Appendice A.
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inoltre, come visto nella proposizione 4.9, tali mappe sono costanti. Allora, preso
Y ∈ TxUσ, abbiamo
(∇ξσ)x(Y ) = (Γqσ(x)(Y ))k = ασx(Y ).
4.1.6 Leggi di trasformazione
Per giustificare alcune delle affermazioni fatte nei paragrafi precedenti (tra cui il fatto
che ν sia una connessione) e per poter lavorare sulla teoria fenomenologica dobbiamo
ora ricavare le leggi di trasformazione dei campi di Higgs e dei campi ridotti.
Come prima cosa vogliamo vedere come trasformano le coordinate dei campi
per un cambio di carta9; consideriamo quindi due banalizzazioni locali10 (Uα, ηα)
e (Uβ , ηβ) di Q, con Uα ∩ Uβ 6= ∅. Perche` Ξ sia ben definito e` necessario che
F (gα(x))m = F (gβ(x))m
quindi hαβ(x) ≡ g−1α (x)gβ(x) ∈ H, dove hαβ : Uα∩Uβ → H e` la funzione di transizio-
ne per Uα∩Uβ. Da quanto appena ricavato segue che, se η, η′ sono due banalizzazioni
di P , allora:
g′α(x) = g
−1(x)gα(x)hα(x) (4.13)
con hα : Uα → H e g(x) definito da: q′(x) = q(x)g(x). Per quanto riguarda le
banalizzazioni locali ηα e η
′
α di Q si ricava inoltre:
η′α(x, h) = ηα(x, hα(x)h).
Passiamo ora ai campi di materia ridotti: consideriamo la sezione ϕ˜ di EQ, ϕ˜(x) =
ηEα (x, ϕα(x)) = η
′E
α (x, ϕ
′
α(x)); allora:
ϕ′α(x) = T (h
−1
α (x))ϕα(x). (4.14)
Osservazione 4.12. Consideriamo una trasformazione di gauge globale (cioe` q(x) 7→
q′(x) = q(x)g con g ∈ G costante); le (4.13), (4.14) implicano che l’azione di G sui
campi di materia si riduce all’azione del sottogruppo esatto H, ma diventa un’azione
9Ricordiamo che effettuare una trasformazione di gauge corrisponde a modificare la scelta delle
banalizzazioni locali, e quindi in coordinate la trasformazione corrisponde ad un cambio di carta
locale.
10Per la definizione delle funzioni utilizzate di seguito vedere le equazioni (4.6), (4.7).
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“locale” (cioe` hα dipende da x): questo e` uno degli aspetti caratterizzanti le teorie
fenomenologiche con rottura spontanea di simmetria [5, 4].
Resta da vedere come trasformano le forme α e ν; per fare questo partiamo
dalla descrizione in coordinate locali della restrizione ω˜ della forma di connessione
ω, equazione (4.10): confrontando le due espressioni per Γqα e Γq′α e utilizzando la
(4.13) si ottiene immediatamente che:
Γq′α(x) = Ad(h
−1
α (x))Γqα(x) + h
−1
α (x)dhα(x) (4.15)
In particolare, ricordando che α e ν sono le proiezioni rispettivamente su k e su h
di ω˜, segue che α trasforma in modo covariante (cioe` secondo la rappresentazione
aggiunta), mentre ν trasforma come una connessione di gauge.
Riassumendo: una trasformazione di gauge g : X → G induce trasformazioni
locali hα : Uα → H e rispetto alle hα:
• i campi di materia ridotti trasformano in modo covariante;
• la 1–forma α, che rappresenta la derivata covariante del campo dei bosoni di
Goldstone, trasforma in modo covariante;
• la 1–forma ν, con cui si costruiscono le derivate covarianti dei campi di materia,
trasforma come una connessione.
4.2 Costruzione di Lagrangiane fenomenologiche
Quanto fatto nei paragrafi precedenti ci permette ora di descrivere le caratteristiche
principali di una teoria fenomenologica con rottura spontanea di simmetria: l’insieme
dei campi sara` dato da un campo ξ che descrive i bosoni di Goldstone (nella forma
esponenziata) e da campi di materia ridotti ψ (per semplicita` di notazione ridefiniamo
ψ˜ → ψ), che trasformano secondo una rappresentazione T del sottogruppo esatto H;
avremo inoltre i campi di gauge, contenuti nelle 1–forme α e ν. Assumiamo in seguito
di lavorare in una carta locale (supponiamo quindi fissate le opportune banalizzazioni
locali) e omettiamo gli indici α ∈ I.
La dinamica sara` descritta da un funzionale di azione effettiva che possiamo
scrivere nella forma
Γ =
∫
d4x L + Γan
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dove Γan e` un funzionale introdotto per tenere conto dell’eventuale presenza di ano-
malie11, mentre L e` una densita` lagrangiana che supponiamo di poter scrivere
come
L = Linv +Lsb (+LGF )
dove Linv e` una densita` lagrangiana invariante sotto l’azione locale del sottogruppo
esatto H, Lsb contiene i termini che rompono esplicitamente l’invarianza di gauge
(globale), come ad esempio termini di massa per i bosoni di Goldstone, nel caso
in cui la simmetria globale sia solo approssimata. L’ultimo termine rappresenta un
eventuale gauge fixing per i campi di gauge; nella discussione che segue in ogni caso
verra` trascurato.
Consideriamo ora la parte invariante: la densita` lagrangiana Linv sara` [4] una
funzione dei campi ξ, ψ e delle derivate covarianti Dµξ,∇µψ, dove la derivata cova-
riante del campo di Goldstone ξ e` indotta da α, equazione (4.12), mentre quella dei
campi di materia ridotti ψ e` data dalla derivata covariante ∇˜ e descritta in coordinate
locali dalla (4.11); quindi:
Linv = Linv(ξ, ψ,Dµξ,∇µψ).
L’invarianza di gauge permette ora di dimostrare una delle proprieta` fondamentali
delle lagrangiane fenomenologiche: nel caso in cui si mettano a zero i campi di gauge,
la lagrangiana dipende solamente dalle derivate (covarianti) dei campi dei bosoni di
Goldstone, come segue dalla proposizione seguente.
Proposizione 4.1. In assenza di connessioni di gauge una lagrangiana invariante
soddisfa:
L (ξ, ψ, ∂µξ, ∂µψ) = L (0, ψ,Dµξ,∇µψ)
Dimostrazione. Consideriamo una trasformazione di gauge descritta localmente da
g−1α (x); l’effetto sul campo di Goldstone ξ e` quello di ridurlo ad un campo costante,
uguale ad m, che senza perdita di generalita` possiamo identificare con lo 0 della
teoria. I campi di materia trasformano poi in modo covariante secondo una famiglia
di trasformazioni hα(x) ∈ H indotte dalle g−1α , e quindi la dipendenza da essi rimane
la stessa. Rimane da mostrare che le derivate spaziali diventano derivate covarianti;
ma questo segue dalla (4.10) e dalle definizioni delle derivate covarianti dei campi di
Higgs (4.12) e dei campi di materia (4.11).
11Il prossimo capitolo sara` dedicato allo studio e alla costruzione di questo funzionale, per ora
vogliamo concentrarci sul primo termine, quello “non anomalo”.
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Corollario 4.2. Una lagrangiana L che dipende dai campi di materia ψ e dalle deriva-
te covarianti Dµξ, ∇µψ e` invariante sotto l’azione di G se e solo se e` superficialmente
invariante sotto l’azione (locale) di H.
Dimostrazione. Segue dalla proposizione precedente e dalle leggi di trasformazione
dei campi ψ e delle derivate covarianti.
Il risultato appena dimostrato e` piuttosto rilevante: vincola infatti in modo molto
forte i possibili termini lagrangiani che descrivono gli accoppiamenti fra i bosoni di
Goldstone e i campi di materia, imponendo che essi devono essere sempre riconducibili
ad accoppiamenti con le derivate dei campi dei bosoni di Goldstone.
4.3 Modello chirale SU(3)R ⊗ SU(3)L
Vogliamo ora applicare le considerazioni dei paragrafi precedenti al settore adronico
del Modello Standard: consideriamo i tre quark leggeri (u, d, s) – che assumiamo
massless – e quindi una teoria invariante sotto il gruppo di flavor SU(3)R ⊗ SU(3)L.
Includiamo inoltre le connessioni di gauge relative alle interazioni elettrodeboli, quindi
al sottogruppo SU(2)L ⊗ U(1)Y . La simmetria di flavor e` rotta spontaneamente al
sottogruppo vettoriale SU(3)V , e i bosoni di Goldstone possono essere identificati con
i mesoni pseudoscalari fondamentali.
La teoria fenomenologica sara` descritta quindi da un campo di Goldstone ξ
che supponiamo di poter parametrizzare come esponenziale dei campi dei mesoni
pseudoscalari:
ξ = eiφ/fpi
dove12 fpi ≃ 93MeV e` la costante di decadimento del pione e φ = γ5
∑
i φiλi (λi sono
le matrici di Gell–Mann); l’identificazione con i mesoni pseudoscalari e` la seguente:
φ =
1√
2

π0√
2
+
η√
6
π+ K+
π− − π
0
√
2
+
η√
6
K0
K− K0 − 2η√
6
 . (4.16)
12Vedremo poco piu` avanti, quando scriveremo la parte cinetica della lagrangiana fenomenologica,
che questa e` la normalizzazione corretta.
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Nella definizione del campo che descrive i mesoni pseudoscalari abbiamo assunto13
m = Id, e abbiamo scelto una parametrizzazione comoda di ξ, che coinvolge solo i
generatori assiali.
Come visto nel capitolo precedente la derivata covariante del campo dei pioni e`
data da ∇ξ = α. In coordinate locali possiamo allora definire il quadrivettore
aµ ≡ ∇∂/∂xµξ = α
(
∂
∂xµ
)
a valori in g (piu` precisamente, a valori in k); dalla (4.15) segue che aµ trasforma in
modo covariante.
Analogamente possiamo associare alla connessione ν un campo vµ, che trasforma
come un campo di gauge, a valori in h:
vµ ≡ ν
(
∂
∂xµ
)
.
Nella teoria si possono inoltre includere, come vedremo piu` avanti, i campi di ma-
teria associati ai barioni e agli altri mesoni; notiamo subito che, per costruzione, una
teoria effettiva per il modello chirale costruita con gli strumenti sviluppati in questo
capitolo soddisfa automaticamente l’algebra delle correnti e ne riproduce quindi tutti
i risultati rilevanti.
Nel caso chirale SU(N)R⊗SU(N)L rotto spontaneamente a SU(N)V e` possibile
introdurre una notazione semplificata, che e` quella poi comunemente utilizzata: si
passa ad una rappresentazione in termini di campi tutti a valori in su(N) o SU(N),
definendo (tralasciamo per un attimo le costanti di normalizzazione):
eiϕ = eiφ
aTa , Vµ = V aµ T a, Aµ = AaµT a
dove i T a sono i generatori di su(N). Con questa nuova notazione possiamo scrivere
esplicitamente aµ e vµ in una forma che puo` essere trattata senza troppe difficolta`:
2ivµ ≡ 2ivaµT a = e−iϕ∂µeiϕ + ie−iϕ(Vµ +Aµ)eiϕ
+ eiϕ∂µe
−iϕ − ieiϕ(Vµ −Aµ)e−iϕ,
13La notazione e` quella adottata nei paragrafi precedenti: m e` l’elemento di G = SU(3)R⊗SU(3)L
di cui H = SU(3)V e` gruppo di isotropia.
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2iaµ ≡ 2iaaµT a = e−iϕ∂µeiϕ + ie−iϕ(Vµ +Aµ)eiϕ
− eiϕ∂µe−iϕ + ieiϕ(Vµ −Aµ)e−iϕ.
Sviluppando in serie queste due espressioni otteniamo:
vµ ≃ Vµ + i[Aµ, ϕ] + . . .
aµ ≃ ∂µφ+Aµ − i[Vµ, ϕ] + . . .
(4.17)
Prima di concludere questo paragrafo vogliamo menzionare la possibilita` di adot-
tare una definizione leggermente diversa per il campo che descrive i bosoni di Gold-
stone (spesso utilizzata in letteratura al posto di quella descritta poco sopra). La
costruzione e` valida per ogni teoria con rottura spontanea di simmetria il cui pattern
di rottura G → H soddisfi la seguente condizione14: esiste un automorfismo ρ di G
tale che il suo differenziale agisca sull’algebra di Lie nel seguente modo:
Vi 7→ Vi, Ai 7→ −Ai
dove i Vi sono generatori di h e gli Ai sono generatori di g ortogonali ai Vi (sono
quindi generatori ”rotti“); notiamo che questo e` vero nel caso chirale: l’automorfismo
e` quello indotto dall’operatore di parita`. In questo caso, allora, per ogni g ∈ G
avremo:
geξ·A = eξ
′·Aeu
′·V , ρ(g)e−ξ·A = e−ξ
′·Aeu
′·A
quindi:
ge2ξ·Aρ(g−1) = e2ξ
′·A (4.18)
(da cui si vede, fra l’altro, che l’azione di G su ξ diventa lineare quando ristretta ad
H). Possiamo quindi definire U ≡ e2iφ e ottenere un campo che trasforma come in
(4.18). Descrivere la teoria in termini di ξ o di U e` equivalente, in quanto si tratta
semplicemente di una riparametrizzazione.
4.4 Esempi e applicazioni
Concludiamo questo capitolo con alcune applicazioni delle teorie fenomenologiche di
campo, in modo da mostrarne un po’ piu` in dettaglio il funzionamento e la rilevanza
fisica.
14Qui riprendiamo la notazione utilizzata all’inizio del capitolo.
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4.4.1 Mesoni pseudoscalari
Come abbiamo visto nella sezione precedente, i mesoni pseudoscalari possono essere
considerati come i bosoni di Goldstone associati alla rottura spontanea della simme-
tria di flavor con pattern SU(3)R ⊗ SU(3)L → SU(3)V e quindi possiamo associare
ad essi un campo di Goldstone ξ.
Vogliamo ora costruire una lagrangiana effettiva per i mesoni pseudoscalari: co-
minciamo col termine “cinetico” che possiamo supporre di scrivere nella forma
Lkin = −1
2
f2piTr(a
µaµ) (4.19)
Utilizzando gli sviluppi (4.17) si vede subito che la (4.19) contiene l’usuale termine
cinetico di un multipletto di campi scalari: −1
2
Tr(∂µφ∂
µφ). A questa prima parte
di lagrangiana possiamo poi sommare tutti i termini di interazione che vogliamo
introdurre nella teoria, a patto che siano in accordo con la costruzione precedente
e che quindi risultino gauge invarianti. Possiamo poi sommare anche termini che
rompono esplicitamente l’invarianza di gauge globale, per tener conto del fatto che
la simmetria chirale e` solo una simmetria approssimata del Modello Standard; dato
che la simmetria globale e` rotta dalle masse dei quark introduciamo il corrispondente
termine di massa per i mesoni pseudoscalari: per fare questo scegliamo di utilizzare
il campo U ≡ e2iφaTa/fpi e di introdurre la matrice di massa associata ai tre quark
leggeri, in modo da legare le masse alla simmetria chirale:
M≡
 mu 0 00 md 0
0 0 ms
 (4.20)
Vogliamo ora costruire un termine lagrangiano senza derivate (dato che deve servire
unicamente a dare massa ai mesoni pseudoscalari); il piu` generale risulta:
LM = µTr
(
M(U + U †)
)
.
Sviluppando in serie l’esponenziale U otteniamo:
LM = 2µTrM− 4µ
f2pi
Tr
(Mφ2)+O(φ4).
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Le masse si leggono dal termine quadratico; otteniamo allora:
m2pi =
2µ
f2pi
(mu +md)
m2K± =
2µ
f2pi
(mu +ms)
m2K0 =
2µ
f2pi
(md +ms)
m2η =
2µ
f2pi
mu +md +ms
3
(4.21)
da cui si ricava la formula di Gell–Mann–Okubo per le masse dei mesoni pseudoscalari:
2m2K± + 2m
2
K0 = m
2
pi + 3m
2
η .
4.4.2 Relazione di Goldberger–Treiman
Benche´ si stia parlando di bassa energia, i mesoni pseudoscalari non sono le uniche
particelle la cui dinamica puo` essere trattata con le lagrangiane fenomenologiche
(basta pensare alla teoria di Fermi per il decadimento β o a quella di Yukawa per le
interazioni fra nucleoni); di seguito quindi proponiamo alcuni esempi di applicazioni
con l’inclusione di altre particelle.
Nel caso N = 2, ad esempio, la simmetria chirale SU(2)V coincide con la simme-
tria di isospin: possiamo quindi introdurre un doppietto fermionico ψ(x) per descri-
vere i nucleoni. In accordo con quanto ricavato in precedenza la derivata covariante
di ψ sara`:
Dµψ(x) = ∂µψ(x) + v
a
µσ
aψ(x)
e quindi possiamo costruire un termine cinetico:
Lkin = iψ(6D −M)ψ.
Dato la lagrangiana cinetica non contiene accoppiamenti con la parte assiale dei campi
di gauge possiamo poi aggiungere un termine di interazione:
Lint = gAψ 6aγ5ψ.
Utilizzando gli sviluppi di aµ e vµ, equazioni (4.17), notiamo che l’accoppiamento
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di Yukawa (che e` non derivativo nel campo dei pioni) non compare in nessuno dei
due termini. E` pero` sufficiente un cambio di variabile per mostrare che in realta`
e` contenuto nella lagrangiana precedente (e, per quanto dimostrato da Haag [11],
cambiare parametrizzazione per i campi non modifica i risultati fisici); se ridefiniamo
infatti
ψ ≡
(
1− igA
fpi
γ5φ
)
Ψ
otteniamo:
L = Ψ(i6∂ −M)Ψ + 2iMgA
fpi
Ψγ5φΨ+ . . .
che contiene l’accoppiamento di Yukawa. Inoltre abbiamo anche:
gpiNN =
2MgA
fpi
che e` la relazione di Goldberger–Treiman [9].
4.4.3 Mesoni vettoriali
Consideriamo ora l’ottetto dei mesoni vettoriali (spin 1, parita` −): sono il supporto
di una rappresentazione di su(3) (la 8) e quindi possono essere descritti dalla seguente
matrice,
ρ =

ρ0√
2
+
ω√
6
ρ+ K∗+
ρ− − ρ
0
√
2
+
ω√
6
K∗0
K∗− K∗0 − 2ω√
6
 (4.22)
(dove ogni campo e` sottointeso essere un quadrivettore, quindi ρ → ρµ). Con la
derivata covariante indotta dalla connessione ν possiamo ora costruire una “field
strenght”:
ρµν = ∂µρν − ∂νρµ + i[vµ, ρν ].
Se ora torniamo alla lagrangiana dei mesoni pseudoscalari, possiamo introdurre nella
teoria i campi associati all’ottetto dei mesoni vettoriali e modificare la parte cinetica
(4.19) della lagrangiana efficace, assumendo:
Lkin = −1
4
f2piTr(a
µaµ)− 1
4
Tr(ρµνρµν).
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Dobbiamo poi rendere massivi i mesoni vettoriali. Questo si puo` fare senza rompere
la simmetria chirale introducendo un termine lagrangiano (invariante) della forma:
LMass =
1
2
m2V Tr(ρµρ
µ)
dovemV rappresenta la massa ”media“ dei mesoni vettoriali, cioe` quella che avrebbero
nel limite chirale. Se si vuole tener conto anche del fatto che i quark non sono massless,
e quindi introdurre le fluttuazioni legate al fatto che la simmetria SU(3) globale e`
solo approssimata, possiamo decidere di sommare alla lagrangiana un termine:
LCorrMass =
1
2
Tr (ρµMV ρ
µ) ,
dove MV e` la matrice 3 × 3 che rende conto della differenza fra la massa media mV
dell’ottetto dei mesoni vettoriali e quella misurata sperimentalmente.
La parte quadratica della lagrangiana cos`ı ottenuta determinera` le masse e i pro-
pagatori delle particelle contenute nella teoria. La lagrangiana contiene anche alcune
interazioni, altre possono essere introdotte sommando termini gauge invarianti, co-
struiti come descritto nella prima parte del capitolo. Ricordiamo che, per quanto se-
gue dalla proposizione 4.1 tali interazioni devono dipendere solamente dalle derivate
del campo dei mesoni pseudoscalari.
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CAPITOLO 5
Processi adronici e anomalie chirali
Nel capitolo precedente abbiamo introdotto le teorie effettive di campo e le lagran-
giane fenomenologiche come strumento per ottenere informazioni sulle previsioni a
bassa energia delle teorie di campo fondamentali, con particolare attenzione al settore
adronico del Modello Standard. Ci siamo occupati fino ad ora solo della costruzione
di densita` lagrangiane gauge invarianti: questa limitazione ha senso (anzi, non si
puo` prescindere da essa) fino a quando la teoria fondamentale rinormalizzata e` gauge
invariante. Come visto pero` nel capitolo 2 la simmetria di flavor del Modello Stan-
dard e` anomala, e per tenere conto di questo aspetto in una teoria efficace possiamo
sommare all’azione un funzionale la cui variazione restituisca l’anomalia.
Per formalizzare la questione diciamo che vogliamo che il nostro funzionale di
azione effettiva soddisfi le identita` di Ward anomale: non sara` piu` quindi gauge
invariante, ma conterra` dei termini che rompono esplicitamente (a livello classico
questo e` l’unico modo) l’invarianza di gauge locale; sara` preservata invece l’invarianza
di gauge globale. Nel capitolo 2 abbiamo costruito una soluzione, il funzionale di
Wess–Zumino.
In questo capitolo vogliamo applicare la costruzione mostrata brevemente nel
capitolo 3 al modello chirale SU(3)R ⊗ SU(3)L, approfondendo lo studio del funzio-
nale di Wess–Zumino, mostrando forme alternative a quella calcolata nel capitolo
2 ed estendendo la costruzione al caso in cui sia presente una connessione di back-
59
5. Processi adronici e anomalie chirali
ground1. Successivamente discuteremo brevemente alcuni effetti sulla dinamica dei
mesoni pseudoscalari; altre applicazioni saranno mostrate nel capitolo 6.
L’ultima parte del capitolo sara` poi dedicata alle possibili conseguenze che l’a-
nomalia chirale puo` avere sulle interazioni dei mesoni vettoriali. Questo e` un tema
ricorrente in letteratura: le prime osservazioni in questa direzione furono quelle di
Kaymackalan et al. [18], e l’argomento e` stato piu` volte ripreso [1, 7, 8, 13, 12]. A
questo proposito dedicheremo parte di questo capitolo alla descrizione di una costru-
zione del funzionale di Wess–Zumino, alternativa a quella esposta alla fine del capitolo
2, che presenta due vantaggi: prima di tutto consente di dividere il funzionale in due
parti, una non locale che contiene i campi dei soli mesoni, mentre l’altra, ottenuta
come integrale di una densita` lagrangiana, contiene anche i campi di gauge; inoltre
puo` essere estesa includendo un campo vettoriale di background (1–forma a valori
in su(3)) [25] e resa valida anche su fibrati non banali. Discuteremo in particola-
re la possibilita` di identificare un tale campo con i mesoni vettoriali, sulla base di
alcune considerazioni fenomenologiche che descriveremo piu` in dettaglio in seguito.
I risultati a livello di ampiezze di decadimento saranno invece trattati nel prossimo
capitolo.
5.1 Funzionale di WZ per teorie di gauge generiche
In questo capitolo vogliamo applicare i metodi descritti nel capitolo 3 alla costruzione
e allo studio del funzionale di Wess–Zumino. Prima di considerare il caso chirale vo-
gliamo descrivere la costruzione che utilizzeremo in seguito in un caso piu` semplice.
Per ora non forniremo un’interpretazione fisica dei campi; per fare questo e` infatti
necessario che la simmetria globale sia rotta spontaneamente cos`ı da poter associare
i campi dei bosoni di Goldstone ai parametri delle trasformazioni di gauge. La co-
struzione presentata in questo paragrafo semplifichera` pero` la comprensione di quella
utilizzata nel caso chirale, che sara` discussa poco piu` avanti.
Consideriamo allora una teoria di gauge con gruppo di struttura G, gruppo di
Lie compatto semisemplice, supponiamo che la simmetria sia anomala e cerchiamo
una soluzione delle identita` di Ward. Il punto di partenza per la costruzione delle
soluzioni sono ancora le descent equations (3.11). Infatti, se definiamo il seguente
funzionale
Γ˜WZ =
∫
D
ω02n−1(A), (5.1)
1Si veda a questo proposito la discussione nel capitolo 3.
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dove D =M × [0, 1], sfruttando le descent equations (3.11) possiamo ricavare imme-
diatamente
sΓ˜WZ =
∫
D
sω02n−1 =
∫
M
ω12n−2(A, v)
che, per la (3.15), coincide con l’anomalia chirale. Dato che il funzionale si esprime
come integrale su una varieta` (2n − 1)–dimensionale (nello spazio tempo quadri–
dimensionale n = 3) il funzionale (5.1) e` non–locale. Notiamo inoltre che, dato che
A ristretto a M × {0} e` identicamente nullo2 possiamo identificare D con il disco
(2n− 1)–dimensionale.
Seguendo la costruzione di Man˜es mostriamo ora come sia possibile riscrivere Γ˜WZ
come somma di due funzionali di cui il secondo dato dall’integrale di una densita`
lagrangiana e in modo tale che i campi di gauge compaiano solo in quest’ultimo: se
indichiamo con T l’azione di G sui campi di gauge, avremo:
T (g)ω02n−1(F ) ≡ ω02n−1(Ag) = ω02n−1(A) + ω02n−1(g−1dg) + dα(A, g)
dove α e` una (2n − 2)–forma. Le trasformazioni di gauge ora agiranno nel seguente
modo: dato h ∈ G,
A 7→ Ah
g 7→ gh−1
Allora avremo che il funzionale definito da
Γ˜WZ [A, g] = −
∫
D
ω02n−1 −
∫
M
α(A, g)
soddisfa le identita` di Ward anomale, e quindi abbiamo ottenuto il funzionale di
Wess–Zumino nella forma che cercavamo.
5.1.1 Funzionale di WZ con connessioni di background
Come nel capitolo 3 supponiamo ora che il fibrato P (M,G) sia non banale e che
per definire globalmente la 1–forma di connessione A sia necessario introdurre una
1–forma A0 a valori in g. Supponiamo inoltre che la teoria sia anomala e l’anomalia
sia data da A =
∫
G(v,A,A0); vogliamo costruire un funzionale di azione effettiva
che soddisfi sΓ = A . Come nel paragrafo precedente definiamo:
Γ˜WZ [v,A,A0] =
∫
D
ω02n−1(Aτ , A0)− ω02n−1(Aτ,gτ , A0) (5.2)
2Segue dalla definizione dell’estensione di A da M a D introdotta nel capitolo 3.
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dove Aτ e gτ sono definiti come nella sezione 3.3, D =M × [0, 1] e τ e` la coordinata
relativa al fattore [0, 1] (un appunto sulla notazione: per evitare di appesantire troppo
la trattazione d’ora in poi indicheremo con d sia il differenziale esterno suD che quello
su M). Allora, sempre grazie alle descent equations (3.11), avremo:
sΓ˜WZ [v,A,A0] =
∫
D
s
(
ω02n−1(Aτ , A0)− ω02n−1(Aτ,gτ , A0)
)
=
∫
M
ω12n−2(v,A,A0) = A ,
dove per giustificare la seconda uguaglianza e` sufficiente notare che
sω02n−1(Aτ,gτ , A0) = 0
(si puo` ricavare usando la forma esplicita per ω02n−1 data dalla (3.16)).
Come anticipato ci proponiamo ora di riscrivere il funzionale (5.2) come somma di
due termini in modo da rendere locale la dipendenza da A. Per fare questo notiamo
che ω02n−1 soddisfa le seguenti relazioni (che si possono ricavare direttamente dalla
forma esplicita, equazione (3.16)):
• invarianza di gauge: ω02n−1(A,A0) = ω02n−1(Ag, A0g),
• antisimmetria: ω02n−1(A1, A2) = −ω02n−1(A2, A1);
dove, specifichiamo, A0,g ≡ Ad(g−1)A0 + g−1dg. Allora, sommando zero alla (5.2) e
usando invarianza di gauge e antisimmetria sul primo termine, si ottiene:
Γ˜WZ =−
∫
D
ω02n−1(A0,gτ , Aτ,gτ ) + ω
0
2n−1(A0,gτ , A0)
+ ω02n−1(Aτ,gτ , A0) + ω
0
2n−1(A0, A0,gτ )
Usando ora la triangle formula (3.17) abbiamo:
Γ˜WZ = Γ˜m + Γ˜A (5.3)
dove
Γ˜m = −
∫
D
ω02n−1(A0,gτ , A0) e Γ˜A =
∫
M
ζ(Ag, A0,g, A0),
che e` esattamente quello che volevamo: abbiamo scritto il funzionale Γ˜WZ come
somma di due parti, la prima non–locale che dipende da g e dalla connessione di
background, e la seconda, locale, che contiene la dipendenza dal campo di gauge A.
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5.2 Funzionale di WZ per SU(3)R ⊗ SU(3)L
Nel capitolo 2 abbiamo costruito una forma valida del funzionale di Wess–Zumino
per SU(3)R⊗SU(3)L come soluzione delle identita` di Ward anomale. Il risultato ot-
tenuto (2.21) dipende da g : X → G/H (dove G = SU(3)R⊗SU(3)L e H = SU(3)V )
e dai campi di gauge e si esprime come integrale sul disco 2n − 1 dimensionale (con
d = 2n − 2 la dimensione dello spazio–tempo; quindi n = 3 per una teoria qua-
dridimensionale). Vogliamo ora mostrare come lo stesso risultato si puo` ottenere
utilizzando i metodi “geometrici” sviluppati nelle sezioni precedenti e nel capitolo
3: vogliamo cioe` trasformare Γ˜WZ , definito dalla (5.1), in un funzionale che dipen-
da dai campi dei bosoni di Goldstone associati alla rottura spontanea di simmetria
SU(3)R⊗SU(3)L → SU(3)V e che dia l’anomalia nella forma vettoriale–assiale (2.13);
la differenza con quanto ottenuto nel capitolo 2 sara` la possibilita` di rendere locale
la parte del funzionale che dipende dai campi di gauge e, soprattutto, di scrivere il
funzionale di Wess–Zumino in presenza di una connessione di background. Per sem-
plificare la notazione in seguito considereremo sottointesa la dipendenza da τ delle
forme di connessione e del campo gτ , che verra` esplicitata solamente nei casi in cui
potrebbe essere possibile fare confusione; allo stesso modo non distingueremo piu` s,
d da s e d.
Consideriamo i campi di gauge L e R relativi rispettivamente ad SU(3)L ed
SU(3)R e supponiamo per ora di introdurre campi gL e gR a valori nei due rispettivi
gruppi di Lie; siano inoltre vL = g
−1
L sgL e vR = g
−1
R sgR. Allora, mettendo insieme la
(2.9) e le (3.14) (3.15), otteniamo che la variazione di gauge del seguente funzionale,
Γ˜WZ =
∫
D2n−1
ω02n−1(R)− ω02n−1(L) ≡
∫
D2n−1
ω02n−1(R,L),
restituisce esattamente la forma left–right simmetrica dell’anomalia chirale, dove co-
me polinomio ad–invariante abbiamo preso la traccia (rispettivamente, la traccia
sugli indici di su(3)R e quella sugli indici di su(3)L), che e` esattamente la scelta che
permette di ottenere l’anomalia nella forma (2.9).
Vogliamo ora passare alla forma vettoriale–assiale dell’anomalia. Prima di iniziare
precisiamo che in seguito indicheremo con g e h le algebre di Lie rispettivamente di
G e H; dato che G/H e` uno spazio omogeneo simmetrico abbiamo:
g = h⊕ k, [h, k] ⊂ k, [k, k] ⊂ h.
Cominciamo con l’osservare che l’anomalia, in qualsiasi forma essa sia espressa,
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proviene via descent equations da una soluzione di
Ω(R,L) ≡ Ω(R)− Ω(L) = dω(R,L)
dove Ω = P (Fn). Chiaramente ω02n−1(R) − ω02n−1(L) e` una soluzione di questa
equazione. Inoltre un’altra soluzione potra` differire da essa solo per un differenziale
totale; cerchiamo quindi
ω˜02n−1(R,L) = ω
0
2n−1(R,L) + dS2n−2(R,L),
che sia anche invariante sotto l’azione di H:
T (g, g)ω˜02n−1(R,L) = ω˜
0
2n−1(R,L).
Una tale soluzione esiste [24] e S2n−2 non e` altro che il controtermine di Bardeen
(2.12):
ΓB[R,L] ≡
∫
S2n−2
S2n−2(R,L) (5.4)
Possiamo ora definire il funzionale di Wess–Zumino come:
ΓWZ [gR, gL, R, L] =
∫
D
ω02n−1(R,L)− T (gR, gL)ω˜02n−1(R,L) (5.5)
Con ΓWZ cos`ı definito abbiamo l’anomalia nella forma vettoriale assiale (a meno di
una costante moltiplicativa = Nc · kn), e la dipendenza da vh e` stata rimossa [24].
Quello che rimane da fare per poter dare senso fisico al campo g da cui dipende il
nuovo funzionale e` ricondurci ad un funzionale che dipenda solo da U , con U una
mappa a valori in G/H: in questo caso U puo` essere identificato con il campo dei
bosoni di Goldstone associati alla rottura di simmetria G → H. Non e` difficile
ottenere questo: iniziamo col notare che, grazie all’invarianza sotto trasformazioni di
gauge relative ad H,
T (gR, gL)ω˜
0
2n−1(R,L) = T (gR, gR)T (e, gLg
−1
R )ω˜
0
2n−1(R,L)
= T (e, U)ω˜02n−1(R,L)
dove abbiamo posto U = gLg
−1
R . Inoltre:
T (e, U)ω˜02n−1(R,L) =ω
0
2n−1(R,L)− ω02n−1(U−1dU)− dα(L,U)
+ dS2n−2(R,U−1LU + U−1dU),
64
5.2. Funzionale di WZ per SU(3)R ⊗ SU(3)L
quindi il funzionale di Wess–Zumino diventa:
ΓWZ [gR, gL, R, L] =
∫
D
ω02n−1(U
−1dU) +
∫
M
α(L,U)
−
∫
M
S2n−2(R,U−1LU + U−1dU).
(5.6)
Dal funzionale cos`ı ottenuto si possono leggere vertici efficaci per le interazioni fra
i mesoni pseudoscalari; in particolare il funzionale di Wess–Zumino contiene le in-
terazioni responsabili del decadimento π0 → 2γ, come sara` mostrato nel capitolo 6.
L’importanza della costruzione e` legata al fatto che il funzionale e` definito a meno
di un’unica costante moltiplicativa: quindi le costanti di accoppiamento dei vertici
contenuti in ΓWZ non sono arbitrarie, ma fissate dall’anomalia chirale. Il funzionale
di Wess–Zumino risulta quindi un buon metodo per testare effetti legati ad aspetti
non perturbativi del Modello Standard sulla dinamica a bassa energia degli adroni.
Osservazione 5.1. Per semplicita` di notazione abbiamo utilizzato il simbolo ω02n−1(R,L)
per indicare la dipendenza dalle due componenti del campo di gauge. Ma, anche se la
scrittura e` la stessa, il significato e` molto differente da quello di ω02n−1(A1, A2) usato
alla fine del capitolo 3 (ad esempio nell’equazione (3.16)). Nel prossimo paragrafo,
dato che sara` importante distinguere le due cose, utilizzeremo una notazione un po’
meno compatta ma piu` chiara.
5.2.1 Funzionale di WZ per SU(3)R⊗SU(3)L con connessioni di back-
ground
In modo analogo a quanto fatto poco sopra possiamo definire il funzionale di Wess–
Zumino per fibrati non banali in presenza di connessioni di background. Per fare
questo dobbiamo prima di tutto rimuovere dall’anomalia la dipendenza da A0. A tale
fine notiamo che, come descritto nel capitolo 4, a causa della rottura della simmetria
chirale al sottogruppo vettoriale la teoria e` descritta in termini di fibrati associati
al fibrato H–principale Q; inoltre per la scelta del polinomio P utilizzato per la
costruzione dell’anomalia (P = Tr) il contributo relativo ad h e` identicamente nullo
(la parte left cancella quella right): possiamo quindi scegliere A0 a valori in h e cercare
di rendere nullo il contributo di A0 all’anomalia.
Una considerazione importante prima di iniziare: non e` necessario assumere che
A0 sia BRS–invariante; e` sufficiente che A0 sia covariante sotto l’azione del sotto-
gruppo esatto H, e che l’azione di G su A0 sia ottenuta esattamente come quella di
G sui campi di materia descritta nel capitolo 4 (e quindi determinata dalla rottu-
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ra spontanea di simmetria)3. La dimostrazione di questo fatto sara` data tra poco,
prima e` opportuno precisare alcune cose: la costruzione precedente e` applicabile se-
paratamente ai due gruppi, left e right, e quindi dobbiamo ottenere da A0 due campi
L0 e R0, rispettivamente left e right covarianti. Per fare questo ci rifacciamo alle
costruzioni del capitolo 4: sia ξ :M → k, ξ = ξaT aA, allora in generale per g ∈ G,
geiξ = eiξ
′
eiu
′
con u′ = u′aT
a
V . Se allora definiamo
R0 ≡ e−iξA0eiξ L0 ≡ eiξA0e−iξ
avremo che, per una trasformazione di gauge g = (gR, gL),
R′0 = g
−1
R R0gR L
′
0 = g
−1
L L0gL
e quindi R0 e L0 cos`ı definiti sono i campi che utilizzeremo per costruire il funzionale
di Wess–Zumino. La differenza rispetto alla costruzione di Man˜es et al. [25] e` che
i due campi non sono piu` invarianti, quindi a priori si potrebbero ottenere risultati
differenti; per vedere che questo non accade riprendiamo la costruzione dall’inizio: il
punto di partenza e` sempre un polinomio ad–invariante P , che, inoltre, scegliamo in
modo che sia identicamente nullo su h (nel caso chirale P e` dato dalla traccia del
prodotto degli argomenti). Prima di proseguire introduciamo un po’ di notazione: i
campi di gauge hanno due componenti, left e right, e indicheremo in seguito:
Aˆ = (R,L), gˆ = (gR, gL), vˆ = (vR, vL)
e, di conseguenza, definendo V ≡ 12(R+ L), A ≡ 12 (R− L),
Aˆh = (V, V ) Aˆk = (A,−A).
Inoltre per il polinomio P e per la forma ω02n−1 utilizziamo, in accordo con la forma
left–right simmetrica dell’anomalia chirale, la seguente notazione:
P (Fn(Aˆ)) ≡ P (Fn(R))− P (Fn(L))
3La rappresentazione sotto la quale deve trasformare A0 e` chiaramente la rappresentazione
aggiunta, in quanto deve essere coerente con le trasformazioni dei campi di gauge.
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ω02n−1(Aˆ, Aˆ0) = ω
0
2n−1(R,R0)− ω02n−1(L,L0).
Come in caso di assenza di background, cerchiamo una soluzione di
P (Fn(Aˆ))− P (Fn(Aˆ0)) = dω(Aˆ, Aˆ0).
Per ottenere le descent equations (3.11) dobbiamo effettuare una trasformazione di
gauge g(x, λ); a differenza del caso studiato precedentemente ora pero` dobbiamo
trasformare anche R0 e L0, e questo potrebbe rompere l’invarianza di gauge della
somma dei quattro polinomi. In realta` la presenza della differenza fra la parte right
e la parte left evita questo problema: infatti trasformando di gauge le forme di
curvatura dei due campi otteniamo
F (R′0) = e
−iξ′F (A′0)e
iξ′ −
(
de−iξ
′
)
A′0e
iξ′ + e−iξ
′
A′0
(
deiξ
′
)
F (L′0) = e
iξ′F (A′0)e
−iξ′ +
(
deiξ
′
)
A′0e
−iξ′ − eiξ′A′0
(
de−iξ
′
)
dove A′0 = e
−iu′A0eiu
′
. Utilizzando la BH–formula4 possiamo ora ricavare le seguenti
relazioni (si ottengono scrivendo le derivate come rapporti incrementali e poi passando
al limite):
e−iξ
′
deiξ
′
= idξ′ − i
2
ξ′adξ′b[T aA, T
b
A] = idξ
′ − i
2
ξ′adξ′bfabcT cV ≡ idξ′ − iη
eiξ
′
de−iξ
′
= −idξ′ − i
2
ξ′adξ′b[T aA, T
b
A] = −idξ′ −
i
2
ξ′adξ′bfabcT cV ≡ −idξ′ − iη
quindi otteniamo:
F (R′0) = e
−iξ′F (A′0)e
iξ′ − e−iξ′ (−idξ′ − iη)A′0eiξ′ + e−iξ′A′0eiξ′ (idξ′ − iη)
F (L′0) = e
iξ′F (A′0)e
−iξ′ − eiξ′ (idξ′ − iη)A′0e−iξ′ + eiξ′A′0e−iξ′ (−idξ′ − iη) .
Sfruttando ora il fatto che P e` identicamente nullo sulla sottoalgebra h (η e` a valori
in h per definizione) e che e` ad–invariante, separando le parti left e right si ricava
l’invarianza di gauge; quindi le descent equations sono ben definite anche in questo
caso.
Torniamo alla costruzione del funzionale di Wess–Zumino. Per rimuovere l’ano-
4e
A
e
B = eA+B+
1
2
[A,B]+...
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malia dalla parte vettoriale definiamo l’analogo del controtermine di Bardeen (5.4):
ΓB[Aˆ, Aˆ0] = −
∫
D
ω02n−1(Aˆ, Aˆ0) + ω
0
2n−1(Aˆ0, Aˆh) + ω
0
2n−1(Aˆh, Aˆ)
=
∫
M
ζ(Aˆ, Aˆh, Aˆ0).
(5.7)
Definiamo quindi anche in questo caso il funzionale di Wess–Zumino come:
ΓWZ [g,A,A0] = Γ˜m + Γ˜A + ΓB (5.8)
dove g e` il campo che ora rappresenta i bosoni di Goldstone. L’unico punto deli-
cato nella costruzione, oltre a quello gia` controllato poco sopra, e` stabilire se sia
vero che sω02n−1(Aˆg, A0) = 0, anche se ora Aˆ0 non e` piu` invariante, ma covariante.
Per fare questo possiamo “dividere” l’operatore BRS in due parti: s ≡ sA + s0, do-
ve sA agisce sui campi di gauge ed s0 sul campo di background. Allora si ottiene
sAω02n−1(Aˆg, Aˆ0) = 0 (e` identico al caso considerato in [25]) e, utilizzando le (3.4),
s
∫
D
ω02n−1(Aˆg, Aˆ0) =
∫
D
d
∫ 1
0
dt SP
(
Rg −R0, tldR0, Fn−2t
)− (left),
dove Ft e` la forma di curvatura associata alla famiglia di connessioni tAˆ0+ (1− t)Aˆg
e l e` la derivazione omotopica introdotta in precedenza. E, dato che R0 = e
−iξA0eiξ,
con A0 covariante vettoriale, s
0ω02n−1(Rg, R0) = 0; e analogamente si vede che si
annulla la parte left. Quindi sω02n−1(Aˆg, Aˆ0) = 0. Rimane ora da mostrare che ΓWZ
restituisce l’anomalia nella forma vettoriale–assiale: usando la triangle formula (3.17),
il risultato precedente e il fatto che P si annulla quando gli argomenti sono a valori
in su(3)V , otteniamo
sΓWZ =
∫
D
sω02n−1(Aˆ, Aˆh).
La variazione si calcola esattamente come fatto in [25] e si ottiene
sΓWZ = −
∫
D
dω12n−1(v,Ah, Ak) = −
∫
M
ω12n−1(v,Ah, Ak)
dove ω12n−1(v,Ah, Ak) e` dato da:
ω12n−1(v,Ah, Ak) = n
∫ 1
0
dt P (vk, F
n−1(Ah + tAk))
+ n(n− 1)
∫ 1
0
P (Ak, t
2[Ak, vk]− t[Ak, vk]k− [Ak, vk]h, Fn−2(Ah + tAk)).
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Come si puo` vedere dall’equazione precedente l’anomalia non dipende piu` da vh, e
quindi ΓWZ e` invariante sotto SU(3)V .
Concludiamo questo paragrafo con una formula valida per ΓB , che permette di
trattare la dipendenza di ΓWZ da A0 e sara` utile in seguito:
ΓB(A,A
2
0)− ΓB(A,A10) = −
∫
M
ζ(A,A20, A
1
0) (5.9)
che si ottiene come diretta conseguenza della triangle formula (3.17).
5.2.2 Termine di Wess–Zumino–Witten
La forma (5.5) del funzionale di Wess–Zumino (in assenza di connessioni di back-
ground) permette di isolare subito il cosiddetto termine di Wess–Zumino–Witten
[33], che e` quanto rimane del funzionale se si mettono a zero i campi di gauge nonche´
l’unico termine che contiene vertici “a 5 π”. Infatti in questo caso ΓWZ si riduce a
ΓWZW = −Γ˜m(g−1dg,A0 = 0) =
∫
D
ω05(g
−1dg, 0)
che si puo` facilmente calcolare ottenendo:
ΓWZW [g] = − 1
10
∫
D
Tr(g−1dg)5
dove per g possiamo utilizzare la notazione con matrici 3×3 opportunamente estesa a
5 dimensioni, prendendo quindi ad esempio g = eiϕ(τ)pi
a(x)Ta con ϕ(0) = 0, ϕ(1) = 1.
5.2.3 Contributi alle correnti di flavor
In generale l’azione fenomenologica si scrivera` (vedi capitolo 4) come
S =
∫
Linv +
∫
Lnon−inv + (Nc · kn)ΓWZ
(per ora consideriamo A0 = 0) con k3 =
1
24pi2
. L’introduzione del funzionale di
Wess–Zumino nell’azione fenomenologica modifica la forma delle correnti di flavor.
Per determinare tali correnti possiamo sviluppare ΓWZ al primo ordine nei campi di
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gauge; si ottiene:
(Nc · kn)Γ(1)WZ [g, Lµ, Rµ] =
Nc
48π2
∫
d4x εµνρσTr
[
Rµ∂νgg
−1∂ρgg−1∂σgg−1
+ Lµg
−1∂νgg−1∂ρgg−1∂σg
]
.
(5.10)
Allora i contributi anomali alle correnti risultano
JaµL = −
Nc
48π2
εµνρσTr
[
T ag−1∂νgg−1∂ρgg−1∂σg
]
, (5.11)
JaµR = −
Nc
48π2
εµνρσTr
[
T a∂νgg−1∂ρgg−1∂σgg−1
]
. (5.12)
5.3 Mesoni vettoriali
Vogliamo ora iniziare a parlare di mesoni vettoriali. Precisiamo prima di tutto che ci
interesseranno solamente i mesoni dell’ottetto (ρ0, ρ±, ω,K∗±,K∗0,K∗0) (piu` il sin-
goletto φ, che va considerato dato il mixing non banale con l’ω [21]). Come accennato
nell’introduzione al capitolo, in letteratura si trovano diversi tentativi di considera-
re alcuni decadimenti dei mesoni vettoriali come “processi anomali”, nel senso che
l’ampiezza viene in qualche modo legata all’anomalia chirale (la stessa idea utilizzata
per il decadimento del π0, vedi capitolo 6). Uno dei mattoni fondamentali di tutte
queste costruzioni e` il modo in cui si introducono i campi dei mesoni vettoriali nella
lagrangiana efficace; vi sono infatti diverse possibilita`5:
•Campi di materia. Si considerano i mesoni vettoriali come campi di materia
a valori nell’algebra su(3). Nel framework utilizzato nel capitolo 4 questo corrisponde
a considerare i mesoni vettoriali come sezioni del fibrato associato E = (Q×su(3))/H
dove l’azione di H = SU(3)V sul secondo fattore e` l’azione aggiunta. E` il metodo
utilizzato ad esempio in [7, 21, 22], ed e` coerente con la costruzione delle lagrangia-
ne fenomenologiche utilizzata da Callan, Coleman, Wess e Zumino (CCWZ) [5, 4].
A priori questo metodo non implica nessun legame fra mesoni vettoriali e anomalia
chirale; come vedremo successivamente la situazione puo` cambiare se si introducono
vincoli sulla dinamica e sulle equazioni del moto.
5Ricordiamo che l’ottetto dei mesoni vettoriali trasforma secondo la rappresentazione aggiunta di
su(3).
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•Campi di gauge. Si considerano i mesoni vettoriali come campi di gauge legati al
sottogruppo SU(3)V del gruppo di flavor. E` il metodo utilizzato da Kaymackalan et
al. in [18] e comporta chiaramente l’impossibilita` di introdurre i campi di gauge del
Modello Standard, a meno di introdurre un mixing (ad esempio fra il campo elettro-
magnetico e i mesoni vettoriali). Sotto queste ipotesi, in ogni caso, i mesoni vettoriali
sono identificati con i campi di gauge presenti nel funzionale di Wess–Zumino, e se
ne derivano in questo modo interazioni “anomale”.
•Ipotesi Hidden Local Symmetry. E` il metodo introdotto da Fujiwara, Ku-
go, Tearo, Uehara e Yamawaki [1, 8, 12] e consiste nel fissare l’arbitrarieta` SU(3)V
nella scelta della parametrizzazione del campo dei bosoni di Goldstone (vedi capitolo
4) e, per non perdere l’invarianza locale della teoria rispetto ad SU(3)V , introdurre i
mesoni vettoriali come bosoni di gauge di un ulteriore SU(3)V , che non viene conside-
rato come sottogruppo del gruppo di flavor. Anche in questo caso pero` l’introduzione
dei campi di gauge del Modello Standard comporta la comparsa di un mixing fra il
campo elettromagnetico e il campo dei mesoni vettoriali.
•Campi di background nella lagrangiana fondamentale. I mesoni vettoria-
li sono introdotti direttamente nella lagrangiana fondamentale del Modello Standard
come campi di background [13]:
L = ψ(6D + 6V )ψ
(dove con V abbiamo indicato il campo dei mesoni). In questo caso gia` a livello
fondamentale l’anomalia calcolata nel settore adronico contiene i campi dei meso-
ni; perche´ la teoria sia rinormalizzabile e` quindi necessario cancellare tali contributi
(che non potrebbero essere cancellati dall’anomalia relativa al settore leptonico): e`
possibile farlo attraverso l’introduzione di un controtermine locale [13]. In questo ca-
so le interazioni anomale dei mesoni provengono sia dal funzionale di Wess–Zumino
che dal nuovo controtermine. Il problema di questo metodo puo` essere l’identifica-
zione dei campi di background con i mesoni vettoriali: dato che sono introdotti a
livello fondamentale non vi e` nessuna limitazione sulle masse e sulle energie delle
particelle coinvolte, e quindi a priori non e` evidente che tali campi non contengano
contributi da altre particelle o risonanze che non siano i mesoni vettoriali dell’ottetto.
•Altri metodi. In letteratura sono stati utilizzati altri metodi per la descrizione
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dei mesoni vettoriali. In generale e` stato mostrato che sono equivalenti ad uno di
quelli sopra citati. Per completezza citiamo il piu` usato: i mesoni vettoriali ven-
gono descritti via tensori antisimmetrici di rango 2; si puo` vedere facilmente [7] che
e` equivalente a considerare i mesoni vettoriali come campi di materia a valori in su(3).
La scelta che faremo, e che utilizzeremo nel seguito di questo lavoro, e` quella di
considerare i mesoni vettoriali come campi di materia; tale decisione e` dettata da due
motivazioni: per prima cosa vogliamo mantenere pieno accordo con il metodo CCWZ,
illustrato nel capitolo 4; in secondo luogo e` la scelta piu` conservativa: a priori non
lega in alcun modo fra loro l’anomalia chirale e i mesoni vettoriali. Come vedremo
questo non esclude un collegamento fra le due cose, ma sono necessarie alune ipotesi
supplementari.
5.3.1 Vector Meson Dominance
Il vincolo supplementare che richiederemo in seguito e` la cosiddetta Vector Meson
Dominance, cioe` ipotizzeremo che la corrente elettromagnetica sia dominata, a bassa
energia, dai mesoni vettoriali. Tale assunzione e` motivata da diversi lavori6 sullo
studio dei processi adronici attraverso le teorie efficaci ed e`, spesso implicitamente,
adottata nei lavori citati nel paragrafo precedente. Vi sono varie formulazioni della
VMD, alcune delle quali portano ad un mixing fra campo elettromagnetico e campo
dei mesoni (e sono, in fondo, alla base della scelta di descrivere i mesoni non come
semplici campi di materia ma come campi di gauge o di background), altre meno
vincolanti. Quella che adotteremo, e che sara` descritta in breve nel seguito di questo
paragrafo, e` la VMD cos`ı come introdotta da Kroll, Lee e Zumino [21, 22] e si basa
sulla richiesta che, via equazioni del moto, la corrente elettromagnetica sia propor-
zionale ai campi dei mesoni vettoriali. E` importante sottolineare che questa e` una
condizione sulla dinamica, e non modifica in alcun modo le definizioni dei campi della
teoria e la loro associazione con le particelle rilevate sperimentalmente.
In questa breve esposizione per semplicita` consideriamo il campo elettromagnetico
come unico campo di gauge e il mesone ρ come unico mesone vettoriale. Per iniziare
assumiamo che la teoria sia descritta da una lagrangiana della forma
L = Lfree +Lstrong +Lγ
dove Lstrong contiene i vertici dovuti alle interazioni forti, Lγ quelli dovuti alle
6Si possono vedere gli articoli citati in [21] per una bibliografia significativa sull’argomento.
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interazioni elettromagnetiche e Lfree e` la lagrangiana libera, che assumiamo della
forma:
Lfree = −1
4
FµνF
µν − 1
4
GµνG
µν +
1
2
m2ρρµρ
µ, Gµν ≡ ∂µρν − ∂νρµ,
con Fµν la field strenght del campo elettromagnetico. Tale assunzione e` abbastanza
generale, e non e` legata all’ipotesi di VMD.
Per introdurre quest’ultima facciamo invece una richiesta piu` forte: a meno di una
costante di accoppiamento, le interazioni del ρ e dei fotoni con gli altri campi della
teoria sono le stesse. Sotto queste ipotesi, allora, potremo scrivere Lγ nella forma:
Lγ = e
λgρ
m2ρ
(
JρµA
µ +
1
2gρ
GµνF
µν
)
+O(e2)
dove Jρµ e` la corrente adronica a cui accoppia il ρ, cioe` quella che, nell’equazione
del moto per il ρ, ha origine da Lstrong. Quindi avremo le seguenti equazioni di
Eulero–Lagrange
∂νGµν −m2ρµ = gρJρµ +O(e)
∂νFµν ≡ eJemµ = −e
λgρ
m2ρ
(
Jρµ −
1
gρ
∂νGµν
)
+O(e2)
Mettendo assieme le due equazioni abbiamo esattamente la VMD:
Jemµ = −λρµ +O(e)
che si intende qui valere al primo ordine nella carica elettrica e, soprattutto, solo
come equazione dinamica, legata alla particolare forma scelta per la lagrangiana.
5.3.2 VMD e formalismo CCWZ
Dopo aver introdotto l’idea della Vector Meson Dominance, vogliamo ora rendere piu`
effettiva la trattazione implementando quanto discusso nel paragrafo precedente col
formalismo CCWZ (Callan, Coleman, Wess e Zumino [4]), cioe` quello discusso nel
capitolo 4. Nel seguito indicheremo con ρµ il campo che descrive l’ottetto dei mesoni
vettoriali, con la normalizzazione specificata nella (4.22). Come visto in precedenza
la parte gauge invariante della lagrangiana di materia si potra` scrivere nella forma
LM = LM (π,Dµπ, ρµ,Dµρν)
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dove Dµπ ≡ pµ (che trasforma in modo covariante sotto l’azione del gruppo) e
Dµρν = ∂µρν + ad(vµ)ρν
Come parte “cinetica” della lagrangiana utilizziamo:
Lkin = −1
4
Tr (FµνF
µν)− 1
4
Tr (GµνG
µν)− 1
2
f2piTr (aµa
µ) +
1
2
m2ρTr(ρµρ
µ) (5.13)
dove Fµν e` la forma di curvatura associata alla forma di connessione vµ e Gµν e`
definito da:
Gµν = Dµρν −Dνρµ + 1
gρ
[ρµ, ρν ].
Dobbiamo ora costruire la lagrangiana di interazione; prima di tutto specifichiamo
che, in accordo con l’ipotesi di VMD, deve contenere un vertice del tipo FµνG
µν .
Deve poi rispettare la costruzione descritta nel capitolo 4: in particolare, come segue
dalla proposizione 4.1, gli accoppiamenti dei pioni ai campi di materia devono essere
derivativi. Inoltre dobbiamo tener conto che, a meno di una costante globale, sia
vµ che ρµ devono accoppiare alla stessa corrente. Queste sono le regole generali per
costruire la lagrangiana di interazione: sono ammissibili tutti i termini che soddisfano
queste condizioni. Potremmo di seguito elencarli tutti, ma non e` di nostro diretto
interesse: quello che e` rilevante, invece, e` il modo in cui scegliamo di fissare alcune
costanti importanti, da cui dipenderanno i risultati ottenuti in seguito. In generale
possiamo considerare la seguente Lagrangiana di interazione:
Lint = βTr (FµνG
µν) + γTr (Fµνp
µpν) + δTr (Gµνp
µpν) + gρ(ρ
0
µ + ωµ)J
µ + e
λgρ
m2ρ
AµJ
µ
(5.14)
dove Jµ e` la corrente adronica elettromagnetica e Aµ e` il potenziale elettromagnetico.
Imponendo ora la VMD, richiedendo cioe` che dalle equazioni di Eulero–Lagrange si
ricavi ∂µFµν ≡ eJemµ ∝ ρµ, otteniamo le seguenti relazioni:
β = −
√
6λ
2m2
, δ = − 2√
6
γm2ρ
λ
(5.15)
Per determinare da quanto ottenuto un valore per la costante gρ notiamo che l’i-
potesi di VMD corrisponde idealmente ad una sostituzione vµ → vµ + gρρµ negli
accoppiamenti. Applicando questa osservazione alla (5.14), e tenendo conto delle
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normalizzazioni dei campi, si ottiene:
λ =
m2ρ
gρ
, β = −
√
6
2gρ
. (5.16)
La costante β si puo` ricavare dal decadimento ρ→ e+e−: calcolando la larghezza di
decadimento si ottiene7
Γρ→e+e− =
3
2
α · mρ
g2ρ
,
e da Γexp
ρ→e+e− ≃ 0.0071 MeV si ricava gρ ≃ 34.4.
Nella lagrangiana resta arbitraria la costante δ (o equivalentemente la costante γ).
La scelta piu` comune in letteratura usata per fissarne il valore e` quella di utilizzare
il decadimento del ρ in π+π−, se si sceglie di calcolare δ, oppure il fattore di forma
elettromagnetico del pione per ottenere γ.
Mixing fotone – mesoni vettoriali
L’identificazione dei campi di una teoria di campo con le particelle fisiche e` data
dalla parte quadratica della lagrangiana. Se consideriamo ora la lagrangiana (5.14),
utilizzata per implementare l’ipotesi di VMD nel formalismo CCWZ, vediamo che il
termine proporzionale a Tr(FµνG
µν) (ricordiamo che Fµν e` la field strenght associata a
vµ) contribuisce alla parte quadratica; in particolare contribuisce con termini del tipo
∂A∂ρ, e puo` quindi determinare un mixing fra il campo elettromagnetico e il campo
dei mesoni vettoriali: questo potrebbe comportare che nella lagrangiana (5.14) il
fotone acquisti massa. In questo paragrafo vogliamo mostrare che questo non accade:
il mixing esiste, ma risulta molto piccolo e in ogni caso nella teoria continua ad esistere
un campo vettoriale massless che trasforma come una connessione di gauge.
Dato che siamo interessati a studiare il mixing del fotone con i mesoni vettoriali
consideriamo solo il campo elettromagnetico; di conseguenza gli unici mesoni vettoria-
li che possono avere mixing non banale con il fotone sono il ρ e l’ω (ed eventualmente
il mesone φ se vogliamo considerare anche il singoletto). Il termine che da` origine al
mixing si potra` allora scrivere, limitandosi ai termini quadratici, nella forma:
eβTr
[
Fµν
(
1√
2
ρµν +
1√
6
ωµν
)]
7Il calcolo e` presentato in dettaglio nel capitolo 6; nello stesso capitolo considereremo anche i
decadimenti ω → e+e− e φ → e+e− e calcoleremo i valori di gρ che si ottengono da essi. Come
vedremo la simmetria SU(3) appare ben rispettata per quanto riguarda i mesoni ρ e ω, e appare una
piccola violazione quando si considera anche il φ.
75
5. Processi adronici e anomalie chirali
dove Fµν e` la field strenght del campo elettromagnetico, ρµν ≡ ∂µρν−∂νρµ e analoga-
mente e` definito ωµν . Studiamo di seguito il mixing con il mesone ρ; quanto ottenuto
varra` anche per il mixing con l’ω, a parte un fattore numerico.
Il contributo all’azione della parte quadratica della lagrangiana sara`:
S(2) =
∫
d4x − 1
4
(∂µvν − ∂νvµ)2 − 1
4
(∂νρµ − ∂µρν)2
+ λ(∂µvν − ∂νvµ)(∂µρν − ∂νρµ) +
m2ρ
2
ρµρ
µ.
(5.17)
dove λ = eβ√
2
. Vogliamo diagonalizzare la parte quadratica; per fare questo e` utile
scrivere la (5.17) come forma quadratica: integriamo per parti e otteniamo
S(2) =
∫
d4x
1
2
vµ∂
2vµ − 1
2
vµ∂
µ∂νρ
ν +
1
2
ρµ∂
2ρµ − 1
2
ρµ∂
µ∂νρ
ν
+ 2λvµ∂
2ρµ − 2λvµ∂µ∂νρν +
m2ρ
2
ρµρ
µ
(5.18)
che possiamo facilmente riscrivere in termini di una forma quadratica:
S(2) =
1
2
∫ (
vµ
ρµ
)†(
δµν ∂2 − ∂µ∂ν 2λ(δµν ∂2 − ∂µ∂ν)
2λ(δµν ∂2 − ∂µ∂ν) δµν ∂2 − ∂µ∂ν + δµνm2ρ
)(
vν
ρν
)
. (5.19)
Diagonalizzando la (5.19) possiamo determinare i campi fondamentali della teoria, e
scrivendo la forma quadratica nella nuova base possiamo vedere se il fotone acquista
o meno massa. Consideriamo quindi la trasformazione
ρµ → ρ′µ = ρµ ·
√
1− 4λ2
vµ → v′µ ≡ vµ + 2λρµ = v′µ +
√
2 · eβρµ.
(5.20)
Nella base data dalle (5.20) la (5.18) diventa:
S(2) =
1
2
∫ (
v′µ
ρ′µ
)†(
δµν ∂2 − ∂µ∂ν 0
0 δµν ∂2 − ∂µ∂ν + δµνm′2ρ
)(
v′ν
ρ′ν
)
.
con m′2ρ =
m2ρ
1− 4λ2 . Quindi il fotone rimane massless, ma c’e` un mixing con il mesone
ρ che, in accordo con le (5.20), tenendo conto della matrice di carica, risulta:
Aµ → A′µ = Aµ +
√
3βρµ. (5.21)
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Tale mixing e` piccolo perche´, come visto poco sopra, l’ipotesi di Vector Meson Do-
minance implica β =
√
6
gρ
√
2
, e gρ ≃ 34.4. Inoltre abbiamo un riscalamento della massa
del ρ: e` dato da un fattore 4λ2 ≃ 2e2β2, che e` molto minore di 1 e porta a correzioni
trascurabili.
In conclusione il termine lagarangiano proporzionale a Tr FµνG
µν non rende mas-
sivo il fotone e non modifica sostanzialmente la dinamica della teoria; l’unico effetto
rilevante e` quello che ha sul decadimento leptonico del mesone ρ: come accennato in
precedenza, e mostrato piu` in dettaglio nel capitolo 6, il mixing con il fotone permette
di ottenere un ampiezza non nulla per il decadimento ρ→ e+e−; il motivo che rende
rilevante tale decadimento – la cui branching ratio e` in realta` molto piccola – e` che
da esso si puo` determinare la costante gρ.
5.4 Anomalie chirali e mesoni vettoriali
Abbiamo visto nei paragrafi precedenti che un modo per tener conto dell’anomalia
chirale nelle teorie effettive di bassa energia e` introdurre il funzionale di Wess–Zumino;
in questa maniera compaiono nuovi vertici di interazione fra i mesoni pseudoscalari
e i campi di gauge del Modello Standard. Estendendo la teoria efficace per includere
anche i mesoni vettoriali dell’ottetto ci si puo` chiedere se l’anomalia abbia conseguenze
anche sulla dinamica di questi ultimi. In letteratura [1, 8, 13, 18, 12] si possono trovare
diversi lavori nei quali viene mostrato come, utilizzando una qualche forma di VMD,
si possano legare le interazioni dei mesoni vettoriali all’anomalia. Una nota prima
di proseguire: non sarebbe necessario, a priori, ricorrere all’anomalia per introdurre
queste interazioni, ma supporre un collegamento con l’anomalia chirale permette di
fissare a priori la costante di accoppiamento; se invece introduciamo una alla volta
queste interazioni ognuna di esse avra` una sua costante di accoppiamento, e quindi
sarebbe necessaria una misura sperimentale per ogni vertice.
Quello che vogliamo fare in seguito e` proporre un modo per ricavare termini di
interazione legati all’anomalia chirale a partire dall’ipotesi VMD cos`ı come introdotta
nella sezione precedente. Abbiamo infatti mostrato che il funzionale di Wess–Zumino
modifica le correnti di flavor, come dato dalle (5.11) (5.12). Per ripristinare l’ipotesi di
VMD e` quindi necessario introdurre un nuovo funzionale che contenga anche i campi
dei mesoni vettoriali; tale funzionale non dovra` modificare la forma dell’anomalia
chirale e il suo contributo alle equazioni del moto dovra` fare in modo che le correnti
a cui accoppiano i campi di gauge e i mesoni vettoriali siano uguali (a meno di una
costante moltiplicativa).
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Si potrebbe costruire a mano un tale funzionale, imponendo ordine per ordine
l’uguaglianza dei contributi; oltre il primo ordine risulta pero` piuttosto macchino-
so. Nei paragrafi precedenti abbiamo pero` discusso un funzionale di Wess–Zumino
modificato8, che dipende da un ulteriore campo a valori in su(3); risulta quindi un
candidato per estendere il Wess–Zumino standard: proviamo a calcolarne la variazio-
ne rispetto ai campi di gauge ed al campo di background. Alcune note su come deve
essere effettuata la variazione: prima di tutto la VMD va imposta solo relativamente
al sottogruppo SU(3)V , quindi la variazione dei campi deve essere “vettoriale”; in se-
condo luogo i campi da variare non sono proprio i campi di background, R0 e L0, ma
il campo A0 (che si vuole identificare con i mesoni vettoriali): quindi, se A0 → A0+ε,
allora R0 → R0 + e−iξεeiξ e L0 → L0 + eiξεe−iξ. Ora, invece di calcolare esplicita-
mente le due variazioni (che potrebbe risultare un po’ complicato) possiamo ricorrere
agli strumenti sviluppati nel capitolo 3: infatti la definizione degli operatori dλ, lλ
e le relazioni ottenute (descent equations etc.) non sono vincolate alla dipendenza
esplicita dei campi da λ, ma solamente alle relazioni algebriche che essi soddisfano
[25]. Quindi, se definiamo Rλ = R + λv e Lλ = L + λv (v ≡ vaT a sia per la parte
right che per la parte left, dato che la variazione deve essere “vettoriale”) la derivata
rispetto a λ corrisponde ad applicare dλ; analogamente inoltre si puo` fare per R0 ed
L0.
Calcoliamo allora le variazioni. Cominciamo col notare che ΓWZ , come dato dalla
(5.8), si puo` riscrivere nella forma (g = eiξ):
ΓWZ = −
∫
D
ω02n−1(Aˆg, Aˆ0) + ω
0
2n−1(Aˆ0, Aˆh) + ω
0
2n−1(Aˆh, Aˆ). (5.22)
Il secondo termine non contribuisce, perche´ ω02n−1 e` identicamente nulla se i due
argomenti sono vettoriali. Per calcolare gli altri contributi utilizziamo la relazione
dλ = dlλ − lλd, dove l’azione di lλ e` definita da lλAˆ = (v, v). Dato che dω02n−1 = 0
per ragioni dimensionali, rimane dλ = dlλ. La variazione rispetto ad Aˆ dell’ultimo
termine coincide allora con l’anomalia chirale; quindi e` nulla, perche´ (v, v) e` vetto-
riale. Rimane da calcolare dlλω
0
2n−1(Aˆg, Aˆ0); usando le descent equations (3.11) e
applicando Stokes9 si ottiene allora:
dλΓWZ = −
∫
M
ω12n−1(g
−1vg,Rg, R0)− (left). (5.23)
8Cioe` il funzionale di Wess–Zumino in presenza di background covariante.
9Su M × {0} Aˆ, Aˆg e Aˆ0 coincidono, quindi tutte le ω
p
2n−1−p si annullano.
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Passiamo ora alla variazione rispetto ad Aˆ0. L’unico termine della (5.22) che con-
tribuisce e` il primo; possiamo definire lλ analogamente al caso precedente, con l’unica
differenza che ora lλAˆ0 = (e
−iξveiξ , eiξve−iξ). Allora utilizzando descent equations,
teorema di Stokes e antisimmetria di ω02n−1 si ottiene:
dλΓWZ = +
∫
M
ω12n−1(g
−1vg,Rg , R0)− (left). (5.24)
Quindi, a meno di un segno, le due variazioni (5.23) e (5.24) sono uguali. Identificando
opportunamente A0 con il campo dei mesoni vettoriali, sostituire il Wess–Zumino
classico (5.6) con (5.8) e` allora un modo per ristabilire10 la Vector Meson Dominance.
5.4.1 Sviluppo al primo ordine di ΓWZ(g, A,A0)
Supponiamo ora di introdurre il funzionale di Wess–Zumino con campi di background
(identificando opportunamente questi ultimi con il campo dei mesoni vettoriali) nel-
l’azione efficace; questo comporta chiaramente la comparsa di nuove interazioni: in
questa sezione ci proponiamo allora di scrivere lo sviluppo al primo ordine in A e al
primo ordine in A0 di ΓWZ in modo da poter leggere i vertici che coinvolgono al piu`
un campo di gauge e/o un mesone vettoriale. Lo sviluppo sara` fatto nel caso n = 3,
che e` quello che ci interessa per le applicazioni pratiche. Prima di tutto notiamo
che da ΓB , definito dalla (5.7), non abbiamo contributi: scrivendolo esplicitamente,
grazie alla (3.17), si vede subito che ogni termine contiene o due campi di gauge o
due campi di background. Rimane quindi da sviluppare:
Γ˜m + Γ˜A = −
∫
D
ω05(Aˆ0,g, Aˆ0) +
∫
M
ζ(Aˆg, Aˆ0,g, Aˆ0)
Risulta (qui adottiamo la convenzione R0g ≡ g−1R0g e Rg ≡ g−1Rg):
Γ˜m ∼− 3
∫
D
∫ 1
0
dt P
{
R0g ∧ F (tg−1dg)2 −R0 ∧ F (tg−1dg)2
}
− 3
∫
D
∫ 1
0
dt P
{
g−1dg ∧ [F (tg−1dg)2 + F (tg−1dg) ∧ [tR0g, tg−1dg]
+ F (tg−1dg) ∧ [tg−1dg, (1− t)R0] + (tdR0g + (1− t)dR0) ∧ F (tg−1dg)
+F (tg−1dg) ∧ (tdR0g + (1− t)dR0)
]}− (left)
10Si intende chiaramente dire che con questa scelta il funzionale di Wess–Zumino non porta contri-
buti non coerenti con l’ipotesi di VMD. Questo certamente non esclude che termini presenti in altre
parti della lagrangiana fenomenologica non violino la VMD.
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Γ˜A ∼ 3
∫
M
∫ 1
0
dt1
∫ 1−t1
0
dt2 SP
{
g−1dg, Rg, t2dR0g + (1− t1 − t2)dR0+
F ((t1 + t2)g
−1dg) + t2(t1 + t2)[Rg, g−1dg] + (t1 + t2)(1− t1 − t2)[g−1dg, R0]
}
− SP {g−1dg, R0, t1dRg + F ((t1 + t2)g−1dg) + t1(t1 + t2)[Rg, g−1dg]}
+ SP
{
g−1dg, g−1dg, t1dRg + t2dR0g + F ((t1 + t2)g−1dg) + (1− t1 − t2)dR0
+ t1t2[Rg, R0g] ∧+t1(t1 + t2)[Rg, g−1dg] + t1(1− t1 − t2)[Rg, R0]
+t2(t1 + t2)[R0g, g
−1dg] + (t1 + t2)(1− t1 − t2)[g−1dg, R0]
}
+ SP
(
R0g −R0, Rg + g−1dg, F (t1Rg + t2R0g + (1− t2 − t2)R0)
) − (left)
dove abbiamo lasciato inespresso l’ultimo termine dato che nel limite g → 1 va a zero.
Eseguendo gli integrali nei parametri:
Γ˜m ∼− 3
∫
D
∫ 1
0
dt P
{
−1
3
R0g ∧ [g−1dg, g−1dg]2 + 1
3
R0 ∧ [g−1dg, g−1dg]2
}
− 3
∫
D
∫ 1
0
dt P
{
g−1dg ∧
[
1
120
[g−1dg, g−1dg]2
− 1
40
[g−1dg, g−1dg] ∧ [R0g, g−1dg] − 1
60
[g−1dg, g−1dg] ∧ [g−1dg, R0]
− 1
24
(dR0g + dR0) ∧ [g−1dg, g−1dg]− 1
24
[g−1dg, g−1dg] ∧ (dR0g + dR0)
]}
− (left)
(5.25)
Γ˜A ∼ 3
∫
M
SP
{
g−1dg, Rg,
1
6
dR0g +
1
6
dR0 − 1
24
[g−1dg, g−1dg]
+
1
8
[Rg, g
−1dg] +
1
12
[g−1dg, R0]
}
− SP
{
g−1dg, R0,
1
6
dRg − 1
24
[g−1dg, g−1dg] +
1
8
[Rg, g
−1dg]
}
+ SP
{
g−1dg, g−1dg,
1
6
dRg +
1
6
dR0g − 1
24
[g−1dg, g−1dg] +
1
6
dR0
+
1
24
[Rg, R0g] +
1
8
[Rg, g
−1dg] +
1
24
[Rg, R0] +
1
8
[R0g, g
−1dg] +
1
12
[g−1dg, R0]
}
+
∫ 1
0
dt1
∫ 1−t1
0
dt2 SP
(
R0g −R0, Rg + g−1dg, F (t1Rg + t2R0g + (1− t2 − t2)R0)
)
− (left).
(5.26)
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Gli sviluppi riportati alla fine di questo capitolo saranno utilizzati in seguito per
dedurre i contributi del funzionale (5.8) ad alcuni processi adronici, come ad esempio
i decadimenti del mesone ω.
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CAPITOLO 6
Applicazioni al Modello Standard
Abbiamo visto nei capitoli precedenti le proprieta` delle anomalie e le implicazioni a
livello di teorie fenomenologiche. Quello che ci proponiamo di fare in questo capitolo e`
di approfondire questo aspetto, concentrandoci sul settore adronico del Modello Stan-
dard e studiando le modifiche alle ampiezze di decadimento dovute all’introduzione
di termini “anomali” all’interno della Lagrangiana fenomenologica e confrontando
quanto ottenuto con i dati sperimentali. Dato che ci si aspetta che le previsioni di
una tale teoria siano attendibili solo a basse energie (nel caso particolare per energie
minori della scala della QCD, ΛQCD ∼ 1.1 GeV) considereremo solamente i mesoni
pseudoscalari e i mesoni vettoriali.
La prima delle applicazioni che considereremo e` la piu` classica, il decadimento
π0 → 2γ: utilizzando l’algebra delle correnti (ipotesi PCAC [17]) e ignorando l’a-
nomalia chirale si ottiene un’ampiezza di decadimento che va a zero per mpi → 0,
mentre il processo in analisi costituisce il canale principale per il decadimento del π0,
con una branching ratio di circa1 il 98.8%; utilizzando invece la teoria efficace con il
termine di Wess–Zumino si ottiene una previsione per la larghezza di decadimento in
ottimo accordo con il dato sperimentale.
Successivamente passeremo allo studio dei risultati a livello di ampiezze di deca-
dimento per i mesoni vettoriali che si ottengono se si include nella teoria effettiva il
funzionale di Wess–Zumino modificato (5.8). In particolare studieremo i decadimenti
1Tutti i dati numerici utilizzati in questo capitolo sono presi dal Particle Data Group 2006 [35]
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principali del mesone ω, cioe` ω → π+π−π0 e ω → π0γ. Prima di questo discuteremo
pero` piu` in dettaglio il calcolo delle ampiezze per i decadimenti leptonici dei mesoni
vettoriali, di cui abbiamo parlato brevemente nel capitolo 5; in particolare otterre-
mo un valore per la costante di accoppiamento gρ, che useremo per calcolare le due
ampiezze di decadimento del mesone ω.
6.1 Decadimento pi0 → 2γ
Il decadimento principale del π0 e` quello in due fotoni, con una larghezza di decadi-
mento di circa 8 eV. Proviamo a scrivere l’ampiezza del processo [28]; siano p e q i
quadrimpulsi finali dei due fotoni e k il quadrimpulso del pione. Siano poi ǫ(p), ǫ′(q)
le polarizzazioni dei due fotoni. L’elemento di matrice del processo avra` allora la
forma generale 〈
π0|p, q〉 = ǫµ(p)ǫ′ν(q)T µν(p, q)
L’ampiezza dovra` essere Lorentz–invariante e conservare la parita`; dato che il π0 ha
parita` −1 avremo allora
T µν(p, q) = εµναβpαqβT (k
2)
Utilizzando le formule LSZ possiamo ora riscrivere T µν nella forma
T µν(p, q) = (µ2 − k2) 〈0|φ(0)|p, q〉
dove µ e` la massa del π0, che per ora consideriamo una variabile, e φ un qualunque
campo interpolante per il pione, cioe` un campo locale che soddisfi 〈0|φ(0)|π〉 6= 0
(assumeremo tale elemento di matrice normalizzato a 1). Ora, la lagrangiana di
interazione col campo elettromagnetico e` eJµAµ; inoltre all’ordine zero il campo
interpolante del pione ha elemento di matrice nullo tra il vuoto e lo stato di due
fotoni. Quindi, al primo ordine non banale, possiamo riscrivere2
T µν(p, q) = e2(µ2 − k2)
∫
d4x d4y e−ipxe−ipy 〈0|T [Jµ(x)Jν(y)φ(0)]|0〉
2In realta` bisognerebbe tener conto di un problema di definizione del prodotto T–ordinato in
presenza di campi a tempo fissato, nel nostro caso φ(0), ma si puo` mostrare [17] che non influenza i
risultati a cui siamo interessati.
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Come campo interpolante utilizziamo la divergenza della corrente assiale neutra Jµ5 :
φ(0) ≡ ∂µJ
µ
5 (0)
fµ2
dove f e` definita da
〈
0|Jµ5 |π0
〉
= ipµf e la quantita` al denominatore e` quella neces-
saria per normalizzare a 1 l’elemento di matrice vuoto–π0. Possiamo allora ottenere,
usando3 [J05 (0,x), j
µ(0)] = 0, la seguente espressione per T µν :
T µν(p, q) =
(µ2 − k2)
fµ2
kαT
αµν(p, q) (6.1)
con
Tαµν(p, q) ≡ −ie2
∫
d4x d4y e−ipxe−ipy 〈0|T [Jµ(x)Jν(y)Jα5 (0)]|0〉
Notiamo alcune proprieta` di Tαµν : dato che i fotoni soddisfano la simmetria di Bose,
Tαµν(p, q) = Tανµ(q, p); poi, dato che Jα5 e` uno pseudovettore, deve avere parita` +1.
Infine, per l’invarianza di gauge, deve essere trasverso ai due impulsi p e q. Si puo`
ora scrivere la forma piu` generale compatibile con queste simmetrie4 e ottenere, dalla
(6.1),
T (k2) =
µ2 − k2
fµ2
k2(F1(k
2)− F3(k2)) (6.2)
Assumiamo, seguendo le prescrizioni dell’ipotesi PCAC, che i fattori di forma Fi siano
liberi da singolarita` per k2 → 0; allora dalla (6.2) segue immediatamente che T (0) = 0:
l’ampiezza di decadimento del pione in 2γ va a zero nel limite di massa zero per il π0.
Nell’ipotesi PCAC questo implica, dato che la massa del π0 e` piccola rispetto alle scale
di energia tipiche del Modello Standard, un’ampiezza di decadimento decisamente
inferiore a quella misurata sperimentalmente.
L’errore che abbiamo commesso e` stato quello di supporre conservata (parzialmen-
te) la corrente assiale, e di utilizzare quindi gli usuali commutatori a tempi coincidenti.
La simmetria assiale e` in realta` anomala (si puo` verificare esplicitamente riportando
quanto calcolato nei paragrafi precedenti al caso abeliano), e quindi la corrente Jµ
non e` conservata nemmeno nel limite chirale. Vogliamo ora vedere come tenendo
3Anche in questo caso bisognerebbe tener conto di un termine ulteriore, ma si puo` vedere [17] che
non contribuisce al risultato finale.
4La forma piu` generale di Tαµν(p, q) risulta:
T
αµν = εµνρσpρqσk
α
F1(k
2) + (εαµρσqν − εανρσpµ)pρqσF2(k
2)
+ (εαµρσpν − εανρσqµ)pρqσF3(k
2) + εαµνρ(pρ − qρ)k
2F3(k
2)
2
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conto dell’anomalia chirale, attraverso il funzionale di Wess–Zumino, si ottengano
previsioni in buon accordo sperimentale per l’ampiezza del decadimento π0 → 2γ.
Consideriamo infatti il funzionale di WZ in presenza del solo campo elettroma-
gnetico Aµ, che corrisponde a
Vµ(x) = eAµ(x)Q
dove Q = diag(2/3,−1/3,−1/3) e` la matrice di carica. Ci interessano i vertici con un
solo mesone pseudoscalare: sviluppiamo quindi l’esponenziale nella (2.21) all’ordine
zero; dato che non ci sono campi assiali avremo, usando per l’anomalia la forma
(2.13):
SI =
Nc
48π2fpi
∫
d4x εµνρσ3Tr[φ(x)Gµν(x)Gρσ(x)]
=
e2Nc
16π2fpi
∫
d4x εµνρσTr[φ(x)Fµν(x)Fρσ(x)Q
2]
(6.3)
dove Fµν e` la field strenght del campo elettromagnetico. Dato che siamo interessati
solo al π0 possiamo ridurre la matrice dei mesoni pseudoscalari (4.16) a:
φ =
π0
2
 1 0 00 −1 0
0 0 0
 .
Sostituendo nella (6.3) ed effettuando la traccia sugli indici di flavor otteniamo allora:
SI =
αNc
6πfpi
∫
d4x εµνρσπ0∂µAν∂ρAσ. (6.4)
La costante di accoppiamento cos`ı ottenuta, g = αNc6pifpi , vale circa 0.407 ·Nc ·10−5 MeV
e, se poniamo Nc = 3 e` coerente col dato sperimentale, g ⋍ 1.23 · 10−5 MeV.
6.2 Decadimenti dei mesoni vettoriali
Ci vogliamo ora occupare dei mesoni vettoriali. In particolare vogliamo applicare i
risultati dei capitoli precedenti ad alcuni decadimenti.
Come prima cosa vogliamo studiare i decadimenti leptonici (in e+e−) dei mesoni
scarichi, cioe` ρ, ω e φ. Come lagrangiana utilizzeremo quella scritta per implementare
la Vector Meson Dominance nel formalismo CCWZ.
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La seconda applicazione che proponiamo e` il calcolo delle larghezze di riga dei due
principali decadimenti del mesone ω (cioe` il decadimento in π+π−π0 e in π0γ) come
dato dai vertici presenti in ΓWZ. I decadimenti in questione sono gli stessi considerati
nei vari lavori nei quali si e` tentato di legare i mesoni vettoriali alle anomalie chirali
[1, 8, 18, 12], data dalle (5.13) (5.14).
Per fare il calcolo identificheremo il campo ρ con il campo di background utilizzato
nella costruzione del funzionale (5.8) come specificato nel capitolo 5. Le convenzioni
sulla normalizzazione dei mesoni, pseudoscalari e vettoriali, sono fissate rispettiva-
mente dalle equazioni (4.16) e (4.22), con l’accortezza che eiφ/fpi deve essere esteso alla
varieta` 5–dimensionale D, e quindi5 a g(τ, x) = eiϕ(τ)φ(x)/fpi con ϕ(0) = 0 e ϕ(1) = 1.
6.2.1 Decadimenti leptonici
Come visto nel capitolo 5 la lagrangiana di interazione (5.14) comporta un piccolo
mixing fra i mesoni vettoriali scarichi e il fotone. Inoltre, come gia` notato, i mixing
dei tre mesoni ρ0, ω e φ differiscono solo per una costante. In questo paragrafo, nel
quale vogliamo studiare i decadimenti in coppie di elettroni–positroni, possiamo quin-
di considerarne uno dei tre, sapendo che basta riscalare opportunamente i risultati
ottenuti per trasportarli agli altri due mesoni.
Consideriamo quindi il decadimento ρ0 → e+e−: la branching ratio sperimentale e`
di (4.70±0.08)·10−5 , che corrisponde ad una larghezza di decadimento di Γexp
ρ0→e+e− =
(0.0071 ± 0.0003) MeV. Nonostante la branching ratio sia cos`ı piccola, consideriamo
importante lo studio di questo decadimento in quanto permette di fissare la costante
gρ.
Come anticipato, i vertici che contribuiscono al decadimento si ottengono sfrut-
tando il mixing col fotone, come dato dalle (5.21): contribuisce a livello albero allora
solo quello che si ottiene dal vertice elettromagnetico γe+e−, che corrisponde al ter-
mine lagrangiano eψe 6Aψe. Avremo quindi un’interazione data da:
√
3βTr(ψ 6ρψ) (la
traccia si riferisce agli indici di SU(3)). Mediando sulle polarizzazioni del ρ e somman-
do sullo spin finale dei leptoni otteniamo per la larghezza di decadimento il seguente
risultato:
Γρ0→e+e− =
3
2
α
mρ
g2ρ
.
Per estendere il risultato agli altri due mesoni basta moltiplicare per un fattore r2V ,
5Si veda il capitolo 5 per i dettagli.
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quindi:
ΓV→e+e− =
3
2
α
mV
g2ρ
r2V .
con rρ0 = 1, rω =
1
2
√
3
e rφ =
1
2
√
2
(valori che si ottengono tenendo conto delle
diverse normalizzazioni dei mesoni, come date dalla (4.22), e del mixing ω − φ, che
si e` supposto essere di circa 30◦ [21]). Confrontando il risultato ottenuto coi dati
sperimentali si ottiene allora:
Decadimento Γexp gρ
ρ0 → e+e− (7.1 ± 0.3) keV 34.4 ± 1.5
ω0 → e+e− (0.61 ± 0.02) keV 34.2 ± 1.2
φ0 → e+e− (1.27 ± 0.04) keV 33.2 ± 1.1
(6.5)
in buon accordo con la simmetria SU(3). Il valore di gρ appena ottenuto risultera`
utile nei prossimi due paragrafi, nei quali ci proponiamo di calcolare gli effetti del
funzionale di Wess–Zumino, modificato come spiegato nel capitolo 5, alla dinamica
dei mesoni vettoriali.
6.2.2 Decadimento ω → pi+pi−pi0
Dalle espressioni (5.25) e (5.26) possiamo leggere i contributi al processo ω → 3π: i
termini rilevanti risultano
+
Nc
24π2
3
24
∫
D
Tr
(
g−1dg ∧ (dR0 + dR0g) ∧ [g−1dg, g−1dg]
+g−1dg ∧ [g−1dg, g−1dg] ∧ (dR0 + dR0g)
)
+
Nc
24π2
∫
M
Str
(
3
24
g−1dg ∧R0 ∧ [g−1dg, g−1dg] + 3
8
g−1dg ∧ g−1dg ∧ [R0g, g−1dg]
+
3
12
g−1dg ∧ g−1dg ∧ [g−1dg, R0]
)
− (left)
(6.6)
La prima parte di questa espressione si puo` ricondurre ad un’ordinario integrale di una
densita` quadridimensionale: infatti, data la forma esplicita di g(τ, x), l’integrazione
sul fattore [0, 1] in D =M × [0, 1] si puo` effettuare direttamente, ottenendo:
− Nc
24π2
6
24
∫
M
Tr
(
g−1dg ∧ (R0 +R0g) ∧ [g−1dg, g−1dg]
)
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Se ora sviluppiamo g al primo ordine, dall’espressione (6.6) otteniamo i contributi
al decadimento ω → 3π. Utilizzando le espressioni (4.16) e (4.22) ricaviamo, con un
paio di integrazioni per parti, un’interazione data da:
Tω→3pi =
Nc
24π2f3pi
·
(
1− 1
4
)
gεµνρσTr (ρµ[∂νφ, ∂ρφ]∂σφ) ,
da cui6:
M≡ 〈ω|Tω→3pi|π+π−π0〉 = 3√2Ncgρ
48π2f3pi
(√
3
2
+
3√
2
)
εµνρσǫµp
+
ν p
−
ρ p
0
σ
dove ǫµ e` il vettore polarizzazione dell’ω. Calcolando
7 la larghezza di decadimento
associata a M si ottiene
Γω→pi+pi−pi0 ≃ 0.00744 · g2ρ MeV ≃ (8.6 ± 0.8) MeV.
6.2.3 Decadimento ω → pi0γ
Consideriamo ora l’altro processo, cioe` il decadimento ω → π0γ. Procedendo come nel
paragrafo precedente possiamo isolare i contributi che provengono da ΓWZ , ottenendo:
Nc
24π2
∫
M
1
2
[
Str
(
g−1dg ∧Rg ∧ (dR0g + dR0)− g−1dg ∧R0 ∧ dRg
)]− (left)
L’elemento di matrice per l’interazione si ricava anche in questo caso sviluppando g
al primo ordine:
Tω→pi0γ =
Nc
24π2
∫
M
3egρ
2fpi
εµνρσTr (ωµQ∂νAρ∂σφ)
(dove Aµ e` il potenziale elettromagnetico e abbiamo introdotto la matrice di carica
Q). Possiamo ora ricavare l’elemento di matrice per il decadimento ω → π0γ, facendo
attenzione al fatto che anche in questo caso va considerato il mixing ω − φ:
M≡ 〈ω|Tω→pi0γ |π0γ〉 = 0.249 · 32 · egρNc12π2fpi εµνρσǫµ(ω)ǫρ(γ)pγνp0σ
6Per il coefficiente numerico si e` tenuto conto anche del mixing ω − φ, che si e` supposto essere di
circa 30◦ [21].
7I dati numerici sono presi da quelli forniti nel 2006 dal Particle Data Group [35]. L’integrazione
sullo spazio delle fasi e` stata effettuata numericamente.
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da cui si calcola immediatamente la larghezza di decadimento:
Γω→pi0γ ≃ 0.685 · 10−3 · g2ρ MeV = (0.79 ± 0.07) MeV
Possiamo ora confrontare i risultati ottenuti: si nota immediatamente che il rap-
porto fra le due larghezze di decadimento calcolate e` indipendente dalla costante di
accoppiamento gρ, e risulta
Γω→pi0γ
Γω→3pi
≃ 0.087, da confrontare con il dato sperimentale:(
Γω→pi0γ
Γω→3pi
)exp
= 0.097 ± 0.05. Inoltre possiamo confrontare il dato ottenuto con le
misure sperimentali per i due decadimenti:
Decadimento Γexp(MeV) Γ(Mev)
ω → π0π+π− 7.56 ± 0.13 8.6± 0.8
ω → π0γ 0.76 ± 0.03 0.79± 0.07
Quindi i risultati ottenuti sono in accordo con le misure sperimentali; in partico-
lare notiamo che l’errore commesso risulta inferiore al ∼ 10% tipico delle teorie
fenomenologiche basate sulla simmetria chirale SU(3) [17].
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CAPITOLO 7
Conclusioni
Nel corso di questo lavoro abbiamo studiato alcuni aspetti del legame fra le anomalie
chirali e i processi adronici. Dopo aver presentato l’approccio coomologico al proble-
ma delle anomalie e aver ricavato le descent equations (3.11), abbiamo descritto la
costruzione del funzionale di Wess–Zumino, con particolare attenzione al caso in cui
sia necessario introdurre una connessione di background per tener conto della non
banalita` del fibrato principale che definisce la teoria di gauge in esame.
Successivamente, a partire dallo studio di diversi lavori [1, 7, 8, 12, 13, 18], ab-
biamo considerato la possibilita` che le ampiezze relative ad alcuni processi adronici
che coinvolgono i mesoni vettoriali ricevano contributi rilevanti dalle anomalie chi-
rali. Per studiare questo fenomeno, che, come appare dai lavori citati poco sopra,
sembra fortemente legato all’ipotesi di Vector Meson Dominance, abbiamo utilizzato
l’approccio di Lee e Zumino [21] per implementare la VMD nel framework scelto per
le teorie fenomenologiche di campo, cioe` quello proposto da Callan, Coleman, Wess
e Zumino [5, 4]. Sotto le ipotesi di tale modello la VMD, cioe` il fatto che la corrente
elettromagnetica sia proporzionale al campo dei mesoni vettoriali, risulta conseguen-
za delle equazioni del moto, e quindi e` un’identita` dinamica, a differenza delle ipotesi
“VMD” piu` forti, utilizzate in altri lavori [1, 8, 12, 13, 18], che impongono tali vincoli
a livello cinematico. Nell’approccio presentato in questo lavoro la condizione di VMD
implica un leggero mixing fra il fotone e il campo dei mesoni vettoriali; mixing che
pero` non rende massivo il fotone, e risulta inoltre molto piccolo: non modifica quindi
sostanzialmente i risultati fisici.
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Considerando le anomalie chirali si nota poi subito che, perche´ l’ipotesi di VMD sia
soddisfatta, il funzionale di Wess–Zumino (cioe` il funzionale che dovrebbe tener conto
delle anomalie nella teoria fenomenologica, e che, nella costruzione originale [34, 24]
dipende solo dai campi di gauge e dai campi dei bosoni di Goldstone, identificabili
coi mesoni pseudoscalari fondamentali) deve essere modificato con l’introduzione di
termini che dipendono anche dai mesoni vettoriali. Il nuovo funzionale potrebbe essere
costruito termine a termine; in questo lavoro proponiamo pero` un approccio differente:
la costruzione di Man˜es, Stora e Zumino [25], basata sull’approccio coomologico al
problema delle anomalie e studiata nella prima parte del capitolo 5, porta ad un
funzionale che dipende, oltre che dai mesoni pseudoscalari e dai campi di gauge A,
da un terzo campo A0 parametrizzato da una 1–forma a valori nell’algebra di Lie g;
inoltre la dipendenza e`, in un qualche modo, “simmetrica” in A e A0: abbiamo quindi
studiato la possibilita` di identificare i mesoni vettoriali con la 1–forma di background
A0 (avendo in mente che la versione “forte” della VMD corrisponde a sostituire A
con A+ gρ), osservando che il funzionale cos`ı ottenuto e` compatibile sia con l’ipotesi
di Vector Meson Dominance che con le anomalie chirali.
Nel resto del lavoro abbiamo poi studiato le conseguenze fenomenologiche dell’u-
tilizzo di un funzionale di Wess–Zumino modificato nel modo discusso poco sopra: in
particolare abbiamo utilizzato l’azione effettiva che si ottiene con questo metodo per
studiare i due decadimenti principali del mesone ω, cioe` i processi ω → π+π−π0 e
ω → π0γ. I risultati che si ottengono sono compatibili con i dati sperimentali (l’erro-
re che si commette e` compatibile con quello del ∼ 10% atteso per tutte gli approcci
fenomenologici basate sull’ipotesi di PCAC [17]), anche se risulta una leggera sovra-
stima del decadimento ω → π+π−π0, forse legata all’ipotesi di massa zero per i quark
leggeri (che renderebbe massless i mesoni pseudoscalari fondamentali).
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APPENDICE A
Richiami di geometria differenziale
Questa appendice e` dedicata ad un breve richiamo di alcuni strumenti di geometria
differenziali utilizzati nel lavoro. Prima di tutto introdurremo le forme differenziali a
valori in un’algebra di Lie e le classi caratteristiche; nella seconda parte discuteremo
invece brevemente i fibrati associati e le derivate covarianti.
A.1 Forme differenziali e polinomi invarianti
In questa sezione vogliamo richiamare brevemente la struttura delle forme differenziali
a valori in un’algebra di Lie g; lo spazio di tali forme differenziali su una varieta` M e`
dato da
∧
(M, g) ≡ ∧∗(M)⊗g. Analogamente al caso di forme a valori in R, vogliamo
definire un prodotto fra forme differenziali; in realta` si possono definire due prodotti:
siano Ω ∈ ∧p(M, g) e Ψ ∈ ∧q(M, g) due generatori di ∧∗(M, g), dati da Ω = ω ⊗X
e Ψ = ψ ⊗ Y , allora possiamo dare le seguenti definizioni
Definizione A.1. Definiamo prodotto esterno di Ω e Ψ la forma differenziale Ω∧Ψ ∈∧p+q(M, g× g) data da:
Ω ∧Ψ = (ω ∧ ψ)⊗ (X × Y ).
Definizione A.2. Definiamo commutatore di Ω e Ψ la forma differenziale [Ω,Ψ] ∈∧p+q(M, g) data da:
[Ω,Ψ] = (ω ∧ ψ)⊗ [X,Y ].
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Le definizioni precedenti si estendono per linearita` a
∧∗(M, g). Enunciamo di
seguito alcune proprieta` utili del commutatore fra forme differenziali:
Proposizione A.3. Siano Ω ∈ ∧p(M, g), Ψ ∈ ∧q(M, g), Φ ∈ ∧r(M, g). Allora:
(i) [Ω,Ψ] = (−1)pq+1[Ψ,Ω]
(ii) [Ω, [Ψ,Φ]] = [[Ω,Ψ],Φ] + (−1)pq[Ψ, [Ω,Φ]] ( identita` di Jacobi)
In particolare se Ω e Ψ sono due 1–forme e v,w ∈ TM allora:
(iii) [Ω,Φ](v,w) = [Ω(v),Ψ(w)] − [Ω(w),Ψ(v)]
(iv) [Ω,Ω](v,w) = 2[Ω(v),Ω(w)].
Anche per le forme differenziali a valori in un’algebra di Lie si puo` definire un
differenziale esterno; la definizione e` identica al caso di forme a valori in R ed e` dato
dall’azione sui generatori: d(ω ⊗X) = dω ⊗X.
Omomorfismo di Chern–Weil e classi caratteristiche
In generale saremo interessati a funzionali a valori in R o in C. Quindi dobbia-
mo considerare le mappe da gn → R,C; in piu` ci possiamo restringere alle mappe
(multi)lineari. Diamo allora la seguente definizione:
Definizione A.4. Definiamo Ik(G) l’insieme dei funzionali k–lineari ϕ : g×. . .×g →
C simmetrici e Ad–invarianti. Poniamo inoltre
I(G) =
∑
k∈N
Ik(G).
I(G) e` uno spazio vettoriale, su cui si puo` mettere una struttura di algebra com-
mutativa complessa, definendo il prodotto nel modo seguente1: dati f ∈ Ik(G), g ∈
Ih(G),
f · g(X1, . . . ,Xk+h) ≡
∑
σ∈Σk,h
f(Xσ(1), . . . ,Xσ(k))g(Xσ(k+1) , . . . ,Xσ(k+h))
Vogliamo estendere questa struttura alle forme differenziali: possiamo definire un
omomorfismo da I(G) in HdR(M) (omomorfismo di Weil). Prima di tutto date k
1Con Σh,k indichiamo gli (h, k)–mescolamenti, cioe` le permutazioni di h+ k elementi tali che gli
insiemi di indici [1, . . . , h] e [h+ 1, . . . , k] non siano mandati in se stessi.
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forme ω1, . . . , ωk a valori in g, di gradi s1, . . . , sk, e preso f ∈ Ik(G) definiamo:
f(ω1, . . . , ωk)(v1, . . . , vs1+...+sk) ≡
∑
σ∈Σs1,...,sk
ε(σ)f
(
ω1(vσ(1), . . . , vσ(s1)), . . .
)
per v1, . . . vs1+...+sk campi vettoriali su M . Otteniamo cos`ı una (s1+ . . .+ sk)–forma
su M ; inoltre, se le ωi trasformano secondo la rappresentazione aggiunta, abbiamo
una forma G–invariante.
Consideriamo ora una forma A associata ad una connessione su un fibrato princi-
pale P (M,G) e la sua forma di curvatura F . Allora Ωf ≡ f(F, . . . , F ) e` una 2k–forma
su M a valori in R (o C) e:
Proposizione A.5 (Omomorfismo di Chern–Weil). Ωf e` una forma chiusa; inoltre
la sua classe di coomologia w(f) ≡ [Ωf ] ∈ H2kdR(M) non dipende dalla scelta della
connessione su P e w : I(G)→ HdR(M) e` un omomorfismo di algebre.
Definizione A.6. Le classi di coomologia cos`ı ottenute si dicono classi caratteristiche
del fibrato P .
Un’ultima nota prima di passare oltre: nel corso del lavoro abbiamo sempre par-
lato di polinomi simmetrici, non di forme multilineari; lavorare con polinomi non e`
meno generale, infatti:
Proposizione A.7. L’algebra I(G) dei funzionali multilineari simmetrici e Ad–
invarianti su g e` isomorfa all’algebra delle funzioni polinomiali Ad–invarianti su
g.
Forma di Chern–Simons
Sia A una forma di connessione su un fibrato P ; indichiamo con F la sua forma di
curvatura. Per t ∈ [0, 1] definiamo:
Ft ≡ tdA+ 1
2
t2[A,A], Dt· ≡ d ·+t[A, ·].
Preso f ∈ Ik(G) possiamo definire la trasgressione di f(F, . . . , F ) come:
Tf(A) ≡ k
∫ 1
0
dt f(A,Ft, . . . , Ft).
Vale: dTf(A) = f(FA, . . . , FA).
Definizione A.8. La (2k − 1)–forma Tf(A) e` detta forma di Chern–Simons.
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A.2 Fibrati associati e derivata covariante
Sia P un fibrato G–principale con base X, dove G e` un gruppo di Lie compatto con-
nesso semisemplice. Sia N una varieta` differenziabile sulla quale e` definita un’azione
liscia T : G×N → N di G. Sia inoltre ω una connessione su P .
Definizione A.1. Si dice fibrato associato a P con fibra N il fibrato2 E = (P×N)/G,
dove l’azione di G su P ×N e` data da:
g : (u, n) 7→ (ug, T (g−1)n)
Consideriamo ora i fibrati associati E = (P × N)/G e Et = (P × TN)/G (dove
l’azione di G su TN e` data semplicemente da T∗). Notiamo che le sezioni di E,
ϕ : X → E sono in corrispondenza biunivoca con le mappeG–equivarianti ϕ : P → N
(ϕ(pg) = T (g−1)ϕ(p)) in modo che il seguente diagramma commuti:
P
id×ϕ
//
pi

P ×N
piE

X
ϕ
// E
La stessa identificazione si applica ai fibrati tangenti. Poniamo ora ∇ϕ ≡ hor ◦ dϕ :
TP → TN ; possiamo dare la definizione di derivata covariante:
Definizione A.2. Si definisce derivata covariante di una sezione ϕ : X → E l’unica
1–forma ∇ϕ : TX → Et che corrisponde (nel senso visto poco sopra) a ∇ϕ.
Sia ora q : X → P una sezione di P ; questa induce [19] una banalizzazione η di
P , a cui sono associate banalizzazioni ηE, ηEt di E ed Et. Possiamo allora scrivere
ϕ(x) = ηE(x, φ(x)) con φ(x) = ϕ(q(x)) (A.1)
Posto ora Γq(x) = (q
∗ω)x e preso Y ∈ TxX possiamo scrivere:
∇ϕx(Y ) = ηEt(x,∇φx(Y ))
dove, per quanto detto sopra,
∇φx(Y ) = ∇ϕq(x)(hor q∗Y ) = dϕq(x)(q∗Y )− dϕq(x)(ver q∗Y )
2Per i dettagli sulla struttura differenziale e la costruzione delle banalizzazioni locali si puo` vedere
[19].
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A.2. Fibrati associati e derivata covariante
che, sfruttando le proprieta` di trasformazione della connessione sotto l’azione del
gruppo, si puo` riscrivere nella forma:
∇φx(Y ) = dφx(Y ) + (Tφ(x))∗Γq(x)(Y ). (A.2)
Come ultima cosa scriviamo le leggi di trasformazione della derivata covariante ∇
sotto una trasformazione di gauge (cioe` sotto una diversa scelta della banalizzazione
del fibrato principale); sia quindi q′(x) = q(x)g(x) una nuova sezione di P e η′Et la
relativa banalizzazione di Et. Allora, per Y ∈ TxX,
∇ϕx(Y ) = η′Et(x,∇φ′x(Y ))
dove
∇φ′x(Y ) = (T (g−1(x)))∗∇φx(Y )
che giustifica il fatto che ∇ sia detta derivata covariante.
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APPENDICE B
Note sull’interpretazione geometrica della simmetria BRS
In questa Appendice vogliamo discutere un po’ piu` in dettaglio di quanto fatto nel
capitolo 3 alcuni strumenti utilizzati per studiare la coomologia BRS e per ricavare
le descent equations (3.11). Come visto nel capitolo 3 il problema del calcolo delle
anomalie si puo` ridurre ad un problema coomologico, legato alla coomologia BRS.
Per legare le considerazioni algebriche alle anomalie e` opportuno dare un’interpre-
tazione geometrica agli oggetti utilizzati. Per fare questo cominciamo considerando
una famiglia di 1–forme di connessione Aλ che dipendono da λ in modo liscio. Su di
essa, in accordo con quanto visto nel capitolo 3, definiamo tre operatori: d, dλ e lλ;
d e` l’usuale differenziale esterno e dλ e` definito da
dλ ≡ dλ ∂
∂λ
,
cioe` e` il differenziale relativo allo spazio dei parametri; vogliamo poi definire lλ in
modo che soddisfi le seguenti relazioni (cioe` le (3.4)):
d2 = d2λ = ddλ + dλd = 0
lλd− dlλ = dλ
dλlλ − lλdλ = 0
(B.1)
Quindi, se Fλ e` la famiglia di forme di curvatura associata ad Aλ, l’azione di lλ sara`
data [25] da:
lλFλ = dλAλ, lλAλ = lλdλAλ = lλdλAλ = 0.
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Successivamente estenderemo l’azione di questi operatori introducendo i campi di
ghost, per ottenere l’analogo della simmetria BRS. Prima di fare questo osserviamo
che dalle (B.1) si ottengono importanti relazioni; iniziamo osservando che le (B.1)
implicano che, per un qualsiasi polinomio p(x), abbiamo:
[p(lλ), d] = dλp
′(lλ) = p′(lλ)dλ,
da cui possiamo ottenere, usando l’espansione in serie dell’esponenziale,
elλd− delλ = dλelλ = elλdλ (B.2)
Applicando ora la (B.2) ad un polinomio Q in Aλ, Fλ, dλAλ, dλFλ (e anche a quelli che
dipendono dai campi di ghost, dato che l’azione su essi, che sara` definita piu` avanti,
e` coerente con le (B.1)) otteniamo, espandendo in serie l’esponenziale, la formula di
omotopia estesa di Cartan:
dλ
lpλ
p!
Q =
lp+1λ
(p+ 1)!
dQ− d l
p+1
λ
(p+ 1)!
Q. (B.3)
Supponiamo ora che lo spazio in cui variano i parametri λ sia una varieta` con bordo
T ; allora usando Stokes abbiamo la versione integrale della (B.3):
∫
∂T
lpλ
p!
Q = (−1)pd
∫
T
lp+1λ
(p+ 1)!
Q (B.4)
Per estendere l’azione degli operatori dλ e lλ ai ghost possiamo considerare la seguente
famiglia di forme di connessione:
Aλ(x) = g
−1(x, λ)A(x)g(x, λ) + g−1(x, λ)dg(x, λ)
e il ghost di Faddeev–Popov definito come
vλ(x) = g
−1(x, λ)dλg(x, λ).
L’azione degli operatori e` data, in accordo con le (B.1) e le trasformazioni BRS, da:
dAλ = Fλ − 12 [Aλ, Aλ], dFλ = [Aλ, Fλ],
dλvλ = −dλvλ − [Aλ, vλ], dλvλ = −12 [vλ, vλ]
dλFλ = −[vλ, Fλ]
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Prima di concludere questa Appendice precisiamo il motivo per cui nel capitolo 3
l’operatore lλ e` stato definito “derivazione omotopica”: come si puo` vedere dalle (B.1)
lλ aumenta di 1 il grado in dλ e diminuisce di 1 quello in d; inoltre, se supponiamo che
lo spazio dei parametri λ sia [0, 1], possiamo integrare la relazione di commutazione
fra lλ e d ottenendo: (∫ 1
0
dλ lλ
)
d− d
∫ 1
0
dλ lλ =
∫ 1
0
dλ,
cioe` k ≡
∫ 1
0
dλ lλ [36] e` un’operatore di omotopia per la coomologia di de Rham.
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