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1. Introduction
Characteristic functions play an important role in statistics. It iswell-known that every bounded andmeasurable function
is integrable with respect to any distribution over the real line. This assures the existence of the characteristic function for
any distribution function. Specifically, the characteristic function of a random variable X is the functionΨX : R→ C defined
as
ΨX (t) = E{exp(itX)}, t ∈ R, (1)
where i = √−1. An important result is that there is a one-to-one correspondence between the distribution function
of a random variable and its characteristic function. This leads to derivations of distributions of many statistics, for
example of sums of independent random variables. Moreover, by the Cramér–Wold theorem, a multivariate distribution is
uniquely determined by the distributions of all linear combinations of the component variables. By the continuity theorem,
the one-to-one correspondence between distribution functions and characteristic functions is continuous. Furthermore,
characteristic functions have many pleasant properties including that every characteristic function is uniformly continuous
on the whole real line. More properties of characteristic functions can be found in [21,22,12].
In recent years, there has been a growing interest in the construction of parametric classes of non-normal distributions.
For instance, the univariate skew-normal distribution has been developed by Azzalini [6] and then further extended to
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the multivariate setting by Azzalini and Dalla Valle [10] and Azzalini and Capitanio [8]. Scale mixtures of skew-normal
distributions have appeared in [13] and include (skew-) normal distributions as special cases. They have been further
extended to skew-elliptical distributions by many authors, see for example [15] and references therein. All these skewed
distributions can be cast in the framework of selection distributions that arise under various selection mechanisms, see [3].
The moment generating function has been studied by Arellano-Valle and Genton [4] for fundamental skew-symmetric
distributions, by Arellano-Valle and Azzalini [2] for unified skew-normal distributions, by Arellano-Valle et al. [3] for
scale mixtures of skew-normal distributions, and by Arellano-Valle and Genton [5] for quadratic forms in random vectors
with a selection distribution. Although characteristic functions have nice properties and determine the distribution
function uniquely, there have been surprisingly few research articles on the characteristic functions of the aforementioned
skewed distributions. Pewsey [24] developed the characteristic function of the univariate skew-normal distribution.
Kozubowski and Podgórski [19] discussed the origins and inter-relations of various skew-Laplace distributions. In doing
so, they presented the characteristic functions of some skew-Laplace distributions. Therefore, there is a need to develop
characteristic functions of these skewed distributions, both in the univariate and multivariate cases. We concentrate on
the characteristic functions of scale mixtures of multivariate skew-normal distributions which include some well-known
distributions, for example such as the skew-normal, skew-t , and skew-slash [27] distributions among others.
This paper is organized as follows. In Section 2, we review scale mixtures of multivariate skew-normal distributions
and their properties. In Section 3, we first derive the characteristic function of the univariate skew-normal distribution
and prove that the derived formula is the same as the one given by Pewsey [24]. We give also another form of that
characteristic function and various methods of proof. The characteristic function of the skew-t distribution is obtained
using scale mixtures of skew-normal distributions and the Laplace–Stieltjes transform. Using a lemma by Azzalini [7], we
derive the characteristic function of scale mixtures of skew-normal distributions in a series representationwhen themixing
moments exist. Generally,wederive the characteristic function of scalemixtures of skew-normal distributions asmixtures of
characteristic functions of skew-normal distributions. In Section 4, the characteristic functions of multivariate skew-normal
and skew-t distributions are obtained. Finally, the characteristic function of scale mixtures of multivariate skew-normal
distributions is obtained as a mixture of the characteristic functions of multivariate skew-normal distributions.
2. Scale mixtures of skew-normal distributions
2.1. Univariate case
A random variable Z has a skew-normal distribution developed by Azzalini [6] if its probability density function (pdf) is
fZ (z) = 2φ(z)Φ(αz), z ∈ R, (2)
where φ(·) andΦ(·) denote the pdf and cumulative distribution function (cdf) of the standard normal N(0, 1) distribution,
respectively. The parameter α ∈ R controls the skewness (shape) of the distribution. When Z has the pdf (2), we write
Z ∼ SN(α). If α = 0, then (2) reduces to the N(0, 1) pdf. The location-scale extension of Z is
X = ξ + ωZ, (3)
with pdf
fX (x) = 2φ(x; ξ, ω2)Φ

α
x− ξ
ω

, x ∈ R, (4)
where φ(·; ξ, ω2) denotes the normal pdf with location ξ ∈ R and scale ω > 0. In this case, we denote the skew-normal
random variable X ∼ SN(ξ , ω2, α), similarly to Azzalini and Capitanio [8].
Scalemixtures of skew-normal distributions appeared in [13] and are defined by the following stochastic representation:
Y = ξ +W (η)1/2X, (5)
where X has the skew-normal distribution SN(0, ω2, α) and η is a mixing variable with cdf H(η) and a weight function
W (η), independent of X . If X has a normal distribution, i.e. X ∼ N(0, ω2), then (5) is the stochastic representation of scale
mixtures of normal distributions.
Consequently, the pdf of Y is
fY (y) = 2
∫ ∞
0
φ(y; ξ,W (η)ω2)Φ

α
y− ξ
W (η)1/2ω

dH(η) (6)
where H(η) is the cdf of η. One particular case of this distribution is the skew-normal distribution, for which H is
degenerate, withW (η) = 1. In this case the pdf (6) reduces to (4). We summarize special cases of scale mixtures of skew-
normal distributions in Table 1 along with their mixing pdf h(η). These mixing distributions also apply to multivariate
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Table 1
Special cases of scale mixtures of skew-normal distributions.
Distribution W (η) h(η)
Skew-t 1/η (ν/2)
ν/2
Γ (ν/2) η
ν/2−1e−νη/2, η > 0
Skew-logistic 4η2 8
∑∞
k=1(−1)k+1k2η exp(−2k2η2), η > 0
Skew-slash 1/η2/q, q > 0 η ∼ U(0, 1)
situations. Furthermore, when the distribution H is a discrete measure on {η1, η2, . . . , ηn}with probabilities p1, p2, . . . , pn,
respectively, then the pdf of the finite mixture of skew-normal distributions [13] is
fY (y) = 2
n−
j=1
pjφ(y; ξ,W (ηj)ω2)Φ

α
y− ξ
W (ηj)1/2ω

, (7)
where 0 ≤ pj ≤ 1 and ∑nj=1 pj = 1. One special case happens when W (η) = 1/η and H is a discrete measure on{η1 = γ , η2 = 1}with probabilities p, 1−p, respectively. Then the skew-contaminated-normal distribution [20] is obtained
with pdf
fY (y) = 2

pφ

y; ξ, ω
2
γ

Φ

α
y− ξ
ω/γ 1/2

+ (1− p)φ(y; ξ, ω2)Φ

α
y− ξ
ω

,
where 0 < p < 1 and 0 < γ ≤ 1.
2.2. Multivariate case
The multivariate version of the skew-normal distribution has been introduced by Azzalini and Dalla Valle [10] and
Azzalini and Capitanio [8]. Recent developments related to multivariate skew-normal distributions are summarized well
in [15,7,2]. A k-dimensional random vector Z is said to have a multivariate skew-normal distribution if it is continuous with
pdf
fZ (z) = 2φk(z;Ωz)Φ(αT z), z ∈ Rk,
where φk(z;Ωz) is the k-dimensional normal pdf with zeromean and correlationmatrixΩz , and α is a k-dimensional vector
controlling skewness (shape). We shall write Z ∼ SNk(Ωz, α). To incorporate location and scale parameters, we write
X = ξ + ωZ, (8)
where ξ = (ξ1, . . . , ξk)T , ω = diag(ω1, . . . , ωk), ωi = √ωii, andΩ = (ωij) is a full rank k× k covariance matrix. Then the
k-dimensional random vector X is said to have a multivariate skew-normal distribution with pdf
fX (x) = 2φk(x− ξ ;Ω)Φ{αTω−1(x− ξ)}, x ∈ Rk, (9)
whereΩ = ωΩzω. We shall write X ∼ SNk(ξ ,Ω, α).
There is a multivariate stochastic representation of the skew-normal distribution. Assume that V0 ∼ N(0, 1) and
V1 ∼ Nk(0, R) are independent random variables, where R is a correlation matrix. Let ∆ = diag(δ1, . . . , δk) where
δj ∈ (−1, 1) for all js. Then
Z = ∆1k|V0| + (Ik −∆2)1/2V1 (10)
has a SNk(Ωz, α) distribution, with a known relationship between the (R,∆) and the (Ωz, α) set of parameters [7,10].
Scale mixtures of multivariate skew-normal distributions are related to the multivariate skew-normal distribution by
the following stochastic equation:
Y = ξ +W (η)1/2X, (11)
where X has the multivariate skew-normal distribution SNk(0,Ω, α), and η is a mixing variable with cdf H(η) and a weight
function W (η), independent of X . If X has multivariate normal distribution, i.e. X ∼ Nk(0,Ω), then (11) is the stochastic
representation for scale mixtures of multivariate normal distributions.
Therefore the pdf of Y is
fY (y) = 2
∫ ∞
0
φk(y; ξ,W (η)Ω)Φ

W (η)−1/2αTω−1(y− ξ) dH(η).
One particular case of this distribution is the multivariate skew-normal distribution, for which H is degenerate, with
W (η) = 1. In this case the pdf is given by (9). When the distribution H is a discrete measure on {η1, η2, . . . , ηn} with
probabilities p1, p2, . . . , pn, respectively, then the pdf of the finite mixture of multivariate skew-normal distributions is
fY (y) = 2
n−
j=1
pjφk(y; ξ,W (ηj)Ω)Φ

W (ηj)−1/2αTω−1(y− ξ)

, (12)
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where 0 ≤ pj ≤ 1 and∑nj=1 pj = 1.
Another special case happens when W (η) = 1/η and H is a discrete measure on {η1 = γ , η2 = 1} with probabilities
p, 1− p, respectively, then the pdf of the multivariate skew-contaminated-normal distribution is
fY (y) = 2

pφk(y; ξ, γ−1Ω)Φ

γ 1/2αTω−1(y− ξ)+ (1− p)φk(y; ξ,Ω)Φ αTω−1(y− ξ) ,
where 0 < p < 1 and 0 < γ ≤ 1.
Other scalemixtures ofmultivariate skew-normal distributions can be found in [13]. For example, themultivariate skew-
t distribution; see also [9,11]. Branco and Dey [13] described multivariate skew-logistic distributions, whereas Wang and
Genton [27] described multivariate and skew-multivariate extensions of the slash distribution.
3. Characteristic functions: univariate case
3.1. Skew-normal distributions
The characteristic function (1) of the univariate skew-normal distribution has been derived by Pewsey [24]:
ΨX (t) = exp

iξ t − ω2t2/2 {1+ iτ(δωt)}, t ∈ R, (13)
where X ∼ SN(ξ , ω2, α), δ = α/√1+ α2, and
τ(x) =
∫ x
0

2/π exp(u2/2)du, x > 0, (14)
and τ(−x) = −τ(x). He used a differential equations approach to obtain this result.
Here we derive the characteristic function of the skew-normal distribution based on a simple fact. If a random variable
admits a pdf, then the characteristic function is its dual, in the sense that each of them is a Fourier transform of the other.
In other words, since the moment generating function MX (t) of the skew-normal distribution exists for all t ∈ R, we can
use ΨX (t) = MX (it) as long as MX (t) has an explicit formula, which is guaranteed by the Lemma 1 below. However, the
characteristic function of a distribution always exists, even when the pdf or moment generating function do not.
Lemma 1. If the function Φ(z), z = x + iy, is defined by integration along a path in the complex plane parallel with the x-axis
from−∞+ iy to x+ iy, then:
(i) Φ(z) is convergent;
(ii) Φ(z) = Φ(x+ iy) = exp

y2
2
  x
−∞ exp(−ity)φ(t)dt, where φ(t) is the standard normal pdf;
(iii) When x = 0:
Φ(iy) = 1
2
+ i√
π
∫ y/√2
0
exp(t2)dt. (15)
Proof. Parts (i) and (ii) appeared in [26] so we only need to prove (15) in part (iii). We know that exp(−ity) = cos(ty) −
i sin(ty). Hence∫ 0
−∞
cos(ty)φ(t)dt = 1√
2π
∫ 0
−∞
cos(ty) exp(−t2/2)dt.
Letting t = −2z and then using the integral formula 7.4.6 [1], we have∫ 0
−∞
cos(ty)φ(t)dt = 1
2
exp(−y2/2),∫ 0
−∞
sin(ty)φ(t)dt = 1√
2π
∫ 0
−∞
sin(ty) exp(−t2/2)dt,
whereas using the integral formula 7.4.7 [1], we have∫ 0
−∞
sin(ty)φ(t)dt = − 1√
π
exp(−y2/2)
∫ y/√2
0
exp(t2)dt.
Hence the result follows. 
Nelson [23] gave an analytic approximation to the complex normal probability integral, Φ(x + iy). Therefore the
characteristic function of the skew-normal distribution is as follows.
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Theorem 1. Let X have a univariate skew-normal distribution, i.e. X ∼ SN(ξ , ω2, α). Then the characteristic function of X is:
ΨX (t) = 2 exp

iξ t − ω2t2/2Φ(iδωt).
Furthermore, ΨX (t) is also equal to (13).
Proof. We provide three methods to prove this theorem.
Method 1: SinceMX (s) = E{exp(sX)} = 2 exp

ξ s+ ω2s2/2Φ(δωs), s = x+ iy, x, y ∈ R, is an analytic continuation of the
skew-normal moment generating function, we have that ΨX (t) = E{exp(itX)} = MX (it). By Lemma 1,
ΨX (t) = exp

iξ t − ω2t2/2 1+ 2i√
π
∫ δωt/√2
0
exp(u2)du

.
Letting u = ν/√2, the result follows.
Method 2: When Z ∼ SN(α), Henze [16] gave this simple stochastic representation:
Z = δ|V0| +

1− δ2V1,
where V0 and V1 follow independent standard normal distributions, respectively. Therefore
ΨZ (t) = E{exp(itδ|V0|)}E{exp(it

1− δ2V1)}
by independence of V0 and V1. We have:
E{exp(it

1− δ2V1)} =
∫ ∞
−∞
exp(it

1− δ2v1) 1√
2π
exp(−v21/2)dv1
=
∫ ∞
−∞
1√
2π
exp{−(v21 − 2it

1− δ2v1)/2}dv1
= exp{−t2(1− δ2)/2}
∫ ∞
−∞
1√
2π
exp{−(v1 − it

1− δ2)2/2}dv1
= exp{−t2(1− δ2)/2},
and
E{exp(itδ|V0|)} =
∫ ∞
−∞
exp(itδ|v0|) 1√
2π
exp(−v20/2)dv0
= 2
∫ 0
−∞
exp(−itδv0) 1√
2π
exp(−v20/2)dv0
since the integrand is an even function. Hence
E{exp(itδ|V0|)} = 2 exp
−t2δ2/2Φ(iδt) (16)
by Lemma 1. Then
ΨZ (t) = 2 exp
−t2/2Φ(iδt).
The remaining calculation is similar to Method 1. Using (3) and standard properties of the characteristic function, the result
follows.
Method 3: We calculate E{exp(itδ|V0|)} using complex contour integration. We already know E{exp(it
√
1− δ2V1)} from
Method 2. After simple algebra, we have that
E{exp(itδ|V0|)} =

2
π
exp
−t2δ2/2 ∫ ∞
0
exp
−(x− itδ)2/2 dx.
Let f (z) = exp −z2/2 defined on the complex domain. Also define the closed contour describing the boundary of the unit
box with counterclockwise orientation having four vertices at (0,−tδ), (M,−tδ), (M, 0), and (0, 0); see Fig. 1.
Because f (z) is an entire function (i.e. it has no singularity on the whole complex domain),

R f (z)dz = 0 by the Cauchy
integral theorem. The closed contour can be divided into four pieces of paths R1, R2, R3, and R4. Hence
R1
f (z)dz = −

R2
+

R3
+

R4

f (z)dz
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Fig. 1. A closed contour R = R1 ∪ R2 ∪ R3 ∪ R4 .
and ∫ ∞
0
exp
−(x− itδ)2/2 dx = lim
M→∞

R1
exp
−z2/2 dz (17)
since z = x − itδ on R1. Even though M → ∞, (17) holds since R is still a closed contour. Now we want to evaluate each
integration. First:
R2
f (z)dz = i
∫ 0
−tδ
exp
−(M + iy)2/2 dy
≤ exp −M2/2 |tδ| max
y∈[−tδ,0]
exp

y2/2
 −→ 0
asM →∞. Then:
R3
f (z)dz = −
∫ M
0
exp
−x2/2 dx −→ −π/2
asM →∞. Next:
R4
f (z)dz = −i
∫ 0
−tδ
exp

y2/2

dy = −i
∫ tδ
0
exp

x2/2

dx.
Combining each integral, we have∫ ∞
0
exp
−(x− itδ)2/2 dx = π
2
+ i
∫ tδ
0
exp

x2/2

dx.
Therefore,
E{exp(itδ|V0|)} = exp
−t2δ2/2 1+ i 2
π
∫ tδ
0
exp

x2/2

dx

. (18)
Hence the result follows after using simple algebra and standard properties of the characteristic function. 
Here (16) and (18) are the same so we proved (15) in a direct way using contour integration. Furthermore, when δ = 1,
(16) and (18) are the characteristic function of the standard half-normal distribution or the standard truncated normal
distribution with the left truncation point at 0. Here standard means that we transform the standard normal distribution to
the half-normal distribution. We summarize these results in a corollary.
Corollary 1. Let Z ∼ N(0, 1). Then Y = |Z | follows the standard half-normal distribution or the standard truncated normal
distribution with the left truncation point at 0, and the characteristic function of Y is:
ΨY (t) = 2 exp
−t2/2Φ(it) = exp −t2/2 {1+ iτ(t)} ,
where τ(x) is given in (14).
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Fig. 2. Real (left panel) and imaginary (right panel) parts of the characteristic function ΨX (t) of a skew-normal distribution, X ∼ SN(0, 1, 1).
We plot the characteristic function of the skew-normal distribution with parameters ξ = 0, ω = 1, and α = 1 in Fig. 2.
The left (right) panel corresponds to the real (imaginary) part of the characteristic function of the skew-normal distribution.
For the standard normal distribution, i.e. when α = 0, the imaginary part of the characteristic function is always 0.
The characteristic function of a finite mixture of skew-normal distributions is described next.
Corollary 2. Let Y follow a finite mixture of skew-normal distributions with pdf (7). Then the characteristic function of Y is:
ΨY (t) = 2
n−
j=1
pj exp

iξ t −W (ηj)ω2t2/2

Φ(iδ

W (ηj)ωt)
=
n−
j=1
pj exp

iξ t −W (ηj)ω2t2/2
 
1+ iτ

δ

W (ηj)ωt

.
Proof. The proof is similar to that of Theorem 1. 
As a special case of Corollary 2, the characteristic function of the skew-contaminated-normal distribution is:
ΨY (t) = 2 exp(iξ t)

p exp(−γ−1ω2t2/2)Φ(iδγ−1/2ωt)+ (1− p) exp(−ω2t2/2)Φ(iδωt)
= exp(iξ t) p exp(−γ−1ω2t2/2) 1+ iτ δγ−1/2ωt+ (1− p) exp(−ω2t2/2) {1+ iτ (δωt)} .
3.2. Skew-t distributions
The characteristic function of the skew-t distribution is obtained using scale mixtures of skew-normal distributions and
the Laplace–Stieltjes transform. From (5), the skew-t distribution of a random variable Y is related to the skew-normal
distribution by the following stochastic equation:
Y = ξ + η1/2X, (19)
where X has a skew-normal distribution, X ∼ SN(0, ω2, α), and η has an inverse-Gamma distribution, η ∼ IG(ν/2, ν/2),
i.e. the pdf of η is
(ν/2)ν/2
Γ (ν/2)
η−ν/2−1 exp{−ν/(2η)}, η > 0.
A particular case of the skew-t distribution is the skew-Cauchy distribution, when ν = 1. Also when ν →∞, we obtain the
skew-normal distribution as the limiting case. To apply the Laplace–Stieltjes transform,weuse (19). For skew-t distributions,
this stochastic equation is the same as (5) because of the relationship between a Gamma distribution and an inverse-Gamma
distribution.
Theorem 2. Let Y follow the skew-t distribution defined by (19). Then the characteristic function of Y is:
ΨY (t) = exp(iξ t)

ΨT (ωt)+ iτ ∗(δ, ωt)

,
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Table 2
Moments of mixing distributions for special cases of scale mixtures of skew-normal distribution.
Distribution cm
Skew-t (ν/2)
m/2Γ ((ν−m)/2)
Γ (ν/2) , ν > m
Skew-logistic 21+m/2Γ (m/2+ 1)∑∞k=1(−1)k+1/km
Skew-slash qq−m , q > m
Finite mixture of skew-normal
∑n
j=1 W (ηj)m/2pj
Skew-contaminated-normal p
γm/2
+ 1− p
where
ΨT (t) = Kν/2(
√
ν|t|)(√ν|t|)ν/2
Γ (ν/2)2ν/2−1
, for t ∈ R, ν > 0,
τ ∗(δ, ωt) =
∫ ∞
0
exp(−ηω2t2/2)τ (δ√ηωt)dH(η), for δt > 0, (20)
with τ ∗(δ,−ωt) = −τ ∗(δ, ωt), and Kλ(w) is the integral representation of the modified Bessel function of the third kind
Kλ(w) = 12
∫ ∞
0
xλ−1 exp

−1
2
w

x+ 1
x

dx, w > 0 for λ ∈ R.
Proof. The conditional distribution of Y given η follows a skew-normal distribution, i.e. Y |η ∼ SN(ξ , ηω2, α). Then the
characteristic function of Y is
ΨY (t) =
∫ ∞
0
∫
R
exp(ity)f (y|η)dydH(η) =
∫ ∞
0
ΨY |η(t)dH(η)
= exp(iξ t)
∫ ∞
0
exp
−ηω2t2/2 1+ iτ(δ√ηωt) dH(η)
= exp(iξ t)

Lη

ω2t2/2
+ i ∫ ∞
0
exp
−ηω2t2/2 τ(δ√ηωt)dH(η) ,
where Lη(γ ) is the Laplace–Stieltjes transform
Lη(γ ) = E{exp(−γ η)} =
∫ ∞
0
exp(−γ η)dH(η)
when η is a non-negative random variable. So Lη

ω2t2/2

becomes the characteristic function of a Student’s t distribution,
ΨT (ωt), after developing the characteristic function of the symmetric generalized hyperbolic distribution and then using
some properties of the modified Bessel function of the third kind [17]. The remaining calculation is obvious so the result
follows. Here ΨT (t) is the characteristic function of a Student’s t distribution with degrees of freedom ν and the integrand
of (20) without a constant 2/
√
π becomes Dawson’s integral when δ = 1. 
3.3. Scale mixtures of skew-normal distributions
Branco and Dey [13] developed scale mixtures of skew-normal distributions. The moments of mixing distributions are
defined by:
E

W (η)m/2
 = cm, wherem = 1, 2, . . . .
We summarize the moments of mixing distributions for some special cases of scale mixtures of skew-normal distributions
in Table 2. There are other scale mixtures of skew-normal distributions, for example, skew-stable distributions. However,
the higher moments of the latter do not exist. Indeed, the mixing distribution is a positive stable distribution which has
all moments of order less than α ∈ (0, 2], but none greater than α, where the α parameter, known as the characteristic
exponent, defines the fatness of the tails (large α implies thin tails). However Buckle [14] nicely considered stable
distributions in a Bayesian way with MCMC. See [25] for positive stable distributions.
The following lemma [7] is needed for deriving the characteristic function of scalemixtures of skew-normal distributions.
Lemma 2. Let Z ∼ SN(α). Then the moments of Z are:
E(Z r) =

1× 3× · · · × (r − 1) if r is even,√
2(2k+ 1)!α√
π(1+ α2)k+1/22k
k−
m=0
m!(2α)2m
(2m+ 1)!(k−m)! if r = 2k+ 1 and k = 0, 1, . . . .
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Theorem 3. Let Y follow a scale mixture of skew-normal distributions, i.e. Y = ξ +W (η)1/2X, where X follows a skew-normal
distribution, X ∼ SN(0, ω2, α), and η is a mixing variable with cdf H(η) and a weight function W (η) independent of X. Then
the characteristic function of Y is:
ΨY (t) = exp(iξ t)
 ∞−
n=0
(−1)n(ωt)2nc2n
(2n)! {1× 3× · · · × (2n− 1)}
+ i
∞−
n=0
√
2(−1)n(ωt)2n+1c2n+1α√
π(1+ α2)n+1/22n
n−
m=0
m!(2α)2m
(2m+ 1)!(n−m)!

.
Proof. We have
ΨY (t) = E[exp{it(ξ +W (η)1/2X)}] = exp(iξ t)E{exp(itW (η)1/2X)}
= exp(iξ t) E{cos(tW (η)1/2X)} + iE{sin(tW (η)1/2X)} .
Then:
E{cos(tW (η)1/2X)} =
∞−
n=0
(−1)nt2n
(2n)! E(W (η)
n)× E(X2n) by independence
=
∞−
n=0
(−1)nt2n
(2n)! c2nω
2n {1× 3× · · · × (2n− 1)}
after applying Lemma 2 and the moments of mixing distributions. Similarly, we use a Taylor series expansion of sin(·) to
finish the proof. 
When α = 0, we have the characteristic function of scale mixtures of normal distributions.
Corollary 3. Let Y follow a scalemixture of normal distributions, i.e. Y = ξ+W (η)1/2X, where X follows the normal distribution,
X ∼ N(0, ω2), and η is a mixing variable with cdf H(η) and a weight function W (η) independent of X. Then the characteristic
function of Y is:
ΨY (t) = exp(iξ t)
 ∞−
n=0
(−1)n(ωt)2nc2n
(2n)! {1× 3× · · · × (2n− 1)}

. (21)
After some simple algebra, (21) equals thewell-knowncharacteristic function of the normal distributionwhenW (η) = 1.
Corollary 4. Let Y = ξ + X, where X has a normal distribution, X ∼ N(0, ω2). Then the characteristic function of Y is:
ΨY (t) = exp

iξ t − ω2t2/2 .
Using the first order approximation by Taylor series expansions of sin(·) and cos(·), we have the following corollary.
Corollary 5. Let Y follow a scale mixture of skew-normal distributions, i.e. Y = ξ +W (η)1/2X, where X follows a skew-normal
distribution, X ∼ SN(0, ω2, α), and η is a mixing variable with cdf H(η) and a weight function W (η) independent of X. Then
the first order approximate characteristic function of Y is:
ΨY (t) ≈ exp(iξ t)

1+ itc1

2
π
δω

.
In general, we can derive the characteristic function of scale mixtures of skew-normal distributions as mixtures of the
characteristic function of skew-normal distributions.
Theorem 4. Let Y satisfy the stochastic equation (5). Then the characteristic function of Y is:
ΨY (t) = exp(iξ t)
∫ ∞
0
ΨZ

W (η)1/2ωt

dH(η),
where ΨZ (t) is the characteristic function of Z ∼ SN(α).
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Proof. We have Y |η ∼ SN(ξ ,W (η)ω2, α). Then:
ΨY (t) = E{exp(itY )} = Eη[EY {exp(itY )|η}]
=
∫ ∞
0
∫
R
exp(ity)f (y|η)dydH(η)
= 2 exp(iξ t)
∫ ∞
0
exp
−W (η)ω2t2/2Φ iW (η)1/2δωt dH(η)
by Theorem 1. The result follows directly by properties of the characteristic function. Note that ΨZ (t) = 2 exp−t2/2Φ(iδt). 
Using (13), the characteristic function of the skew-normal distribution, we have another version of the characteristic
function of scale mixtures of skew-normal distributions.
Theorem 5. Let Y satisfy the stochastic equation (5). Then the characteristic function of Y is:
ΨY (t) = exp(iξ t)
∫ ∞
0
ΨU

W (η)1/2ωt

dH(η)+ iτ ∗(δ, ωt)

, (22)
where ΨU(t) is the characteristic function of U ∼ N(0, 1) and τ ∗(·, ·) is defined in (20).
Proof. The proof is similar to that of Theorem 4. The characteristic function of the standard normal distribution is ΨU(t) =
exp
−t2/2. 
A consequence of Theorem 5 is that the first part of (22) is the characteristic function of scale mixtures of normal
distributions. So we can use these facts to derive the characteristic function of scale mixtures of skew-normal distributions.
Lukacs [21] lists some basic characteristic functions. One special case is given in Theorem 2 for skew-t distributions.
4. Characteristic functions: multivariate case
4.1. Skew-normal distributions
The characteristic function of a k-dimensional random vector X is the function ΨX : Rk → C defined by ΨX (t) =
E{exp(itTX)}, for all t ∈ Rk. The characteristic function of themultivariate skew-normal distribution is described in the next
theorem.
Theorem 6. Let X ∼ SNk(ξ ,Ω, α). Then the characteristic function of X is:
ΨX (t) = 2 exp

itT ξ − tTΩt/2Φ(iδTωt)
= exp itT ξ − tTΩt/2 1+ iτ(δTwt) , (23)
where δ = Ωzα/(1+ αTΩzα)1/2.
Proof. Here we also provide three methods to prove this theorem.
Method 1: Since MX (s) = E{exp(sTX)} = 2 exp

sT ξ + sTΩs/2Φ(δTωs), s = x + iy, x, y ∈ Rk, is an analytic continuation
of the multivariate skew-normal moment generating function, we have that ΨX (t) = E{exp(itTX)} = MX (it). By Lemma 1,
the rest of the proof is similar to the univariate case.
Method 2: Using the stochastic representation (10), we have:
ΨZ (t) = E{exp(itT∆1k|V0|)}E[exp{itT (Ik −∆2)1/2V1}]
by independence of V0 and V1. Then:
E{exp(itT∆1k|V0|)} = exp
−tT∆1k1Tk∆t/2 {1+ iτ(tT∆1k)}
by the characteristic function of the half-normal distribution which was developed in Corollary 1. Since V1 ∼ Nk(0, R),
E[exp{itT (Ik −∆2)1/2V1}] = exp
−tT (Ik −∆2)1/2R(Ik −∆2)1/2t/2 .
Hence, after some simple algebra and using the well-known relationship between the (R,∆) and the (Ωz, α) set of
parameters, we have that
ΨZ (t) = exp
−tTΩz t/2 1+ iτ(tT δ) .
Therefore applying standard properties of the characteristic function to (8), we have proved the result.
Method 3: Treating tT∆1k as a constant, the proof is similar to the univariate case. 
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The characteristic function of a finite mixture of multivariate skew-normal distributions is presented next.
Corollary 6. Let Y follow a finite mixture of multivariate skew-normal distributions with pdf (12). Then the characteristic
function of Y is:
ΨY (t) = 2 exp(itT ξ)
n−
j=1
pj exp
−W (ηj)tTΩt/2Φ(iW (ηj)1/2δTωt)
= exp(itT ξ)
n−
j=1
pj exp
−W (ηj)tTΩt/2 1+ iτ(W (ηj)1/2δTωt) .
Proof. The proof is similar to that of Theorem 6. 
One special case happens whenW (η) = 1/η andH is a discretemeasure on {η1 = γ , η2 = 1}with probabilities p, 1−p,
respectively. Hence by Corollary 6 the characteristic function of the multivariate skew-contaminated-normal distribution
is:
ΨY (t) = 2 exp(itT ξ)

p exp(−γ−1tTΩt/2)Φ(iγ−1/2δTωt)+ (1− p) exp(−tTΩt/2)Φ(iδTωt)
= exp(itT ξ) p exp(−γ−1tTΩt/2) 1+ iτ γ−1/2δTωt+ (1− p) exp(−tTΩt/2) 1+ iτ δTωt .
4.2. Skew-t distributions
The characteristic function of themultivariate skew-t distribution is obtained using scale mixtures of multivariate skew-
normal distributions and the Laplace–Stieltjes transform. The multivariate skew-t distribution is related to the multivariate
skew-normal distribution by the following stochastic equation:
Y = ξ + η1/2X, (24)
where X has a multivariate skew-normal distribution, X ∼ SNk(0,Ω, α), and η has an inverse-Gamma distribution,
η ∼ IG(ν/2, ν/2).
Theorem 7. Let Y follow the multivariate skew-t distribution defined by (24). Then the characteristic function of Y is:
ΨY (t) = exp(itT ξ)

ΨTk(Ω
1/2t)+ iτ+(δ, ωt) ,
where
ΨTk(t) =
‖√νt‖ν/2
Γ (ν/2)2ν/2−1
Kν/2(‖√νt‖), for t ∈ Rk, ν > 0,
τ+(δ, ωt) =
∫ ∞
0
exp(−ηtTΩt/2)τ (√ηδTωt)dH(η), for δTωt > 0, (25)
with τ+(δ,−ωt) = −τ+(δ, ωt).
Proof. The conditional distribution of Y given η follows a multivariate skew-normal distribution, i.e. Y |η ∼ SNk(ξ , ηΩ, α).
Then the characteristic function of Y is
ΨY (t) =
∫ ∞
0
∫
R
exp(itTy)f (y|η)dydH(η) =
∫ ∞
0
ΨY |η(t)dH(η)
= exp(itT ξ)
∫ ∞
0
exp
−ηtTΩt/2 1+ iτ(√ηδTωt) dH(η)
= exp(itT ξ)
[
Lη

tTΩt/2
+ i ∫ ∞
0
exp
−ηtTΩt/2 τ(√ηδTωt)dH(η)] ,
where Lη(γ ) is the Laplace–Stieltjes transform when η is a non-negative random variable. So Lη

tTΩt/2

becomes the
characteristic function of the multivariate tk distribution with degrees of freedom ν,ΨTk(Ω
1/2t), after developing the
characteristic function of the symmetric generalized hyperbolic distribution and then using some properties of themodified
Bessel function of the third kind [17,18]. The remaining calculations are straightforward and the result follows. 
As a by-product, we have just derived the characteristic function of the multivariate t distribution in a new way using
the Laplace–Stieltjes transform. Hurst [17] only derived the univariate characteristic function of Student’s t distribution
using the Laplace–Stieltjes transform. We found that his approach can also be extended to the multivariate situation. A
particular case of the multivariate skew-t distribution is the multivariate skew-Cauchy distribution, when ν = 1. Also
when ν → ∞, we obtain the multivariate skew-normal distribution as the limiting case. Hence, we have computed the
characteristic functions of the multivariate skew-Cauchy and skew-normal distributions. For the characteristic function of
the multivariate t distribution, see [18].
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4.3. Scale mixtures of multivariate skew-normal distributions
Similar to the univariate case, we derive the characteristic function of scale mixtures of multivariate skew-normal
distributions as mixtures of the characteristic function of multivariate skew-normal distributions. One special case was
given in Theorem 7 for the multivariate skew-t distribution.
Theorem 8. Let Y satisfy the stochastic equation (11). Then the characteristic function of Y is:
ΨY (t) = exp(itT ξ)
∫ ∞
0
ΨZ

W (η)1/2ωt

dH(η),
where ΨZ (t) is the characteristic function of Z ∼ SNk(Ωz, α).
Proof. We have Y |η ∼ SNk(ξ ,W (η)Ω, α). Then:
ΨY (t) = E{exp(itTY )} = Eη[EY {exp(itTY )|η}]
=
∫ ∞
0
∫
Rk
exp(itTy)f (y|η)dydH(η)
= 2 exp(itT ξ)
∫ ∞
0
exp
−W (η)tTΩt/2Φ iW (η)1/2δTωt dH(η)
by Theorem 6. The result follows directly by properties of characteristic functions. Note that ΨZ (t) = 2 exp
−tTΩz t/2
Φ(iδT t). 
Using (23), the characteristic function of the multivariate skew-normal distribution, we have a more informative
characteristic function of the scale mixtures of multivariate skew-normal distributions.
Theorem 9. Let Y satisfy the stochastic equation (11). Then the characteristic function of Y is:
ΨY (t) = exp(itT ξ)
∫ ∞
0
ΨU

W (η)1/2Ω1/2t

dH(η)+ iτ+(δ, ωt)

,
where ΨU(t) is the characteristic function of U ∼ Nk(0, Ik) and τ+(·, ·) is defined in (25).
Proof. The proof is similar to that of Theorem 8. The characteristic function of the standardmultivariate normal distribution
is ΨU(t) = exp
−tT t/2. 
A consequence of Theorem 9 is that the first part of the characteristic function of Y is the characteristic function of scale
mixtures ofmultivariate normal distributions. Sowe canuse these facts to derive the characteristic function of scalemixtures
of multivariate skew-normal distributions. One special case is given in Theorem 7 for multivariate skew-t distributions.
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