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Abstract. The current paper is devoted to the study of two species competition systems of the
form {
ut(t, x) = Au+ u(a1(t, x)− b1(t, x)u− c1(t, x)v), x ∈ R
vt(t, x) = Av + v(a2(t, x)− b2(t, x)u− c2(t, x)v), x ∈ R
where Au = uxx, or (Au)(t, x) =
∫
R
κ(y − x)u(t, y)dy − u(t, x) (κ(·) is a smooth non-negative
convolution kernel supported on an interval centered at the origin), ai(t + T, x) = ai(t, x),
bi(t+T, x) = bi(t, x), ci(t+T, x) = ci(t, x), and ai, bi, and ci (i = 1, 2) are spatially homogeneous
when |x| ≫ 1, that is, ai(t, x) = a
0
i (t), bi(t, x) = b
0
i (t), ci(t, x) = c
0
i (t) for some a
0
i (t), b
0
i (t), c
0
i (t),
and |x| ≫ 1. Such a system can be viewed as a time periodic competition system subject
to certain localized spatial variations. We, in particular, study the effects of localized spatial
variations on the uniform persistence and spreading speeds of the system. Among others, it is
proved that any localized spatial variation does not affect the uniform persistence of the system,
does not slow down the spreading speeds of the system, and under some linear determinant
condition, does not speed up the spreading speeds.
Key words. Two species competition system, localized spatial variation, persistence, spreading
speeds.
Mathematics subject classification. 35K58, 45G15, 92D25.
1
1 Introduction
In this paper, we consider the effects of localized spatial variations on the asymptotic dynamics
of the following two species competition system,{
ut(t, x) = Au+ u(a
0
1(t)− b
0
1(t)u− c
0
1(t)v), x ∈ R
vt(t, x) = Av + v(a
0
2(t)− b
0
2(t)u− c
0
2(t)v), x ∈ R,
(1.1)
where Au = uxx, which is referred to as a random dispersal operator, or (Au)(t, x) =
∫
R
κ(y −
x)u(t, y)dy − u(t, x) (κ(·) is a smooth non-negative convolution kernel supported on an interval
centered at the origin and
∫
R
κ(z)dz = 1), which is referred to as a nonlocal dispersal operator,
and a0i , b
0
i , c
0
i (i = 1, 2) are positive Ho¨lder continuous periodic functions with period T . To be
more precise, consider{
ut(t, x) = Au+ u(a1(t, x)− b1(t, x)u− c1(t, x)v), x ∈ R
vt(t, x) = Av + v(a2(t, x)− b2(t, x)u − c2(t, x)v), x ∈ R,
(1.2)
where ai(t+ T, x) = ai(t, x), bi(t+ T, x) = bi(t, x) > 0, ci(t+ T, x) = ci(t, x) > 0, and ai(t, x) =
a0i (t), bi(t, x) = b
0
i (t), ci(t, x) = c
0
i (t) for |x| ≫ 1. System (1.2) can be viewed as a localized
spatially perturbed system of (1.2). We study the asymptotic dynamics of (1.2), including the
persistence, coexistence, and invasion speeds, and investigate the similarities and differences
between (1.1) and (1.2), which reflect the effects of localized spatial variation on the asymptotic
dynamics of (1.1).
Systems (1.1) and (1.2) are used to model the population dynamics of two competing species.
Various temporal and spatial variations exist in almost all real world problems. System (1.1)
takes certain seasonal temporal variation of the underlying environment into consideration.
System (1.2) further takes some localized special variation of the underlying environment into
consideration. Important dynamical issues about (1.1) and (1.2) include persistence, coexistence,
extinction, spatial spreading, etc. They have been studied in many papers and are quite well
understood for (1.1). See [1, 4, 5, 6, 7, 8, 10, 12, 13, 14, 15, 19, 24, 25], etc. for the case that
Au = uxx and see [2, 6, 9, 18, 20, 21], etc. for the case Au(t, x) =
∫
R
κ(y − x)u(t, y)dy − u(t, x).
But the study on the asymptotic dynamics of two species competition systems in both temporal
and spatial heterogeneous environments is not much. The objective of the current paper is
to study the asymptotic dynamics of (1.2), in particular, the effects of the localized spatial
variation on the asymptotic dynamics of (1.1). The reader is referred to [3, 16, 17] for the study
of localized spatial variations on the asymptotic dynamics of one species population models.
To roughly state the problems to be studied in this paper and the main results of this paper,
we first give a brief review about the asymptotic dynamics of (1.1). To this end, set

a0
iL(M) = inft∈R(supt∈R)a
0
i (t)
b0
iL(M) = inft∈R(supt∈R)b
0
i (t)
c0
iL(M) = inft∈R(supt∈R)c
0
i (t)
(1.3)
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for i = 1, 2. Let (H0) be the following standing assumption.
(H0) a0iL > 0, b
0
iL > 0, and c
0
iL > 0 for i = 1, 2.
Throughout this paper, we assume (H0). The following results on the persistence, coexistence,
and extinction in (1.1) have been proved in literature (see, for example, [10], [18], [21]).
• (semi-trivial solutions) Then (1.1) has two spatially homogeneous and time T -periodic
semitrivial solutions (u∗0(t), 0) and (0, v
∗
0(t)) (inft∈R u
∗
0(t) > 0 and inft∈R v
∗
0(t) > 0).
• (Persistence and coexistence) If a01L >
c0
1M
a0
2M
c0
2L
and a02L >
b0
2M
a0
1M
b0
1L
, then (1.1) has spatially
homogeneous and time T -periodic coexistence state (u∗∗0 (t), v
∗∗
0 (t)), i.e., inft∈R u
∗∗
0 (t) > 0
and inft∈R v
∗∗
0 (t) > 0.
• (Extinction) If a01L >
c0
1M
a0
2M
c0
2L
and a02M <
a0
1L
b0
2L
b0
1M
, then the semitrivial equilibrium (u∗0(t), 0)
of (1.1) is globally stable.
• (Extinction) If a01M <
c0
1L
a0
2L
c0
2M
and a02L >
a0
1M
b0
2M
b0
1L
, then the semitrivial equilibrium (0, v∗0(t))
of (1.1) is globally stable.
In [18], the spreading speeds of (1.1) are investigated and the following result is proved.
• (Spreading speed for (1.1)) Assume a01L >
c0
1M
a0
2M
c0
2L
and a02M <
a0
1L
b0
2L
b0
1M
. Then (1.1) has a
single spreading or invasion speed c∗0 from (u
∗
0, 0) to (0, v
∗
0) (see section 5 for the definition
of spreading speeds).
As mentioned in the above, the objective of the current paper is to study the effect of localized
spatial variations of the coefficients of (1.1) on its asymptotic dynamics, in particular, on its
persistence and spreading speeds. Along this direction, first we have following results from [17,
Theorem 2.1(3),(4)].
• (Semi-trivial solutions of (1.2)) There are two time periodic semi-trivial solutions (u∗(t, x), 0)
and (0, v∗(t, x)) of (1.2) with lim|x|→∞[u
∗(t, x)−u∗0(t)] = 0 and lim|x|→∞[v
∗(t, x)−v∗0(t)] =
0 (see Proposition 3.2).
Let (H1)-(H2) be the following standing assumptions.
(H1) a01L >
c0
1M
a0
2M
c0
2L
and a02M <
a0
1L
b0
2L
b0
1M
.
(H2) a01(t) − c
0
1(t)
a0
2M
c0
2L
− a02(t) + 2c
0
2(t)
a0
2L
c0
2M
− b02(t)
a0
2M
c0
2L
c0
1M
b0
1L
> 0 and a01(t) − c
0
1(t)
a0
2M
c0
2L
− a02(t) +
2c02(t)
a0
2L
c0
2M
− b02(t)
a0
2M
c0
2L
c0
2M
b0
2L
> 0 for all t ∈ R.
Note that (H1) implies that (0, v∗0) is an unstable solution of (1.1) and (u
∗
0, 0) is a globally
stable solution of (1.1).
3
Let λ(µ, a01−c
0
1v
∗
0) be the principal spectrum point associated to the following linear equation,
ut = A(µ)u+ (a
0
1(t)− c
0
1(t)v
∗
0(t))u(t, x), (1.4)
where
A(µ)u = uxx + µ
2u (1.5)
when A = uxx, and
A(µ) =
∫
R
e−µ(y−x)κ(y − x)u(t, y)dy − u(t, x) (1.6)
when Au =
∫
R
κ(y − x)u(t, y)dy − u(t, x) (see section 2 for the definition of principal spectrum
point).
As recalled in the above. Assume (H1). Then (1.1) has a single spreading or invasion speed
c∗0 from (u
∗
0, 0) to (0, v
∗
0). If, in addition, (H2) holds, then we also have (see [18])
c∗0 = inf
µ>0
λ(µ, a01 − c
0
1v
∗
0)
µ
.
Note that the spreading speed c∗0 of (1.1) depends on (a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2). To indicate the
dependence of c∗0 on (a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2), we may write it as c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2). It is unknown
whether c∗0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2) depends on (a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2) continuously.
In this paper, among others, we prove
• (Stability/instability of semi-trivial solutions of (1.2)) If (u∗0(t), 0) (resp. (0, v
∗
0(t))) is
unstable, then so is (u∗(t, x), 0) (resp. (0, v∗(t, x))) (see Theorem 3.1). (Note, if (u∗0(t), 0)
(resp. (0, v∗0(t))) is stable, (u
∗(t, x), 0) (resp. (0, v∗(t, x))) may not be stable, see Remark
3.1).
• (Persistence and coexistence of (1.2)) If both (u∗0(t), 0) and (0, v
∗
0(t)) are unstable, then per-
sistence occurs in (1.2) and (1.2) has a time T -periodic coexistence state (u∗∗(t, x), v∗∗(t, x))
(see Theorem 4.1).
• (Lower semi-continuity of the spreading speeds of (1.1)) Assume (H1) and (an1 (t), b
n
1 (t),
cn1 (t), a
n
2 (t), b
n
2 (t), c
n
2 (t)) are continuous T -periodic functions and converge to (a
0
1(t), b
0
1(t),
c01(t), a
0
2(t), b
0
2(t), c
0
2(t)) as n→∞ uniformly in t ∈ R. Then
lim inf
n→∞
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) ≥ c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2).
If, in addition, (H2) holds, then c∗0 is continuous at (a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2), that is,
lim
n→∞
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) = c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2)
(see Theorem 5.1).
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• (Spreading speeds of (1.2)) Assume (H1). Then
c∗sup ≥ c
∗
inf ≥ c
∗
0,
where [c∗inf , c
∗
sup] is the spreading speed interval of (1.2) (see section 5 for the definition of
spreading speed interval). If, in addition, assume (H2), then
c∗sup = c
∗
inf = c
∗
0.
(see Theorem 5.2).
We remark that (H2) is a linear determinant condition for (1.1). If a0i (t), b
0
i (t), and c
0
i (t)
(i = 1, , 2) are independent of t, then (H2) becomes
a01 + a
0
2 −
a02c
0
1
c02
−
a02b
0
2c
0
1
b01c
0
2
> 0, a01 −
a02c
0
1
c02
> 0.
In particular, if
a01 = r1, b
0
1 = r1, c
0
1 = a˜
0
1r1
and
a02 = r2, b
0
2 = r2a˜
0
2, c
0
2 = r2
with
a˜01 < 1 ≤ a˜
0
2,
then (H2) becomes
a˜1a˜2 − 1
1− a˜1
≤
r1
r2
, (1.7)
which is the same as the linear determinant condition for (1.1) in [19, Theorem 2.1].
The results stated in the above reveal several interesting scenarios, for example, localized
spatial perturbation does not affect the instability of the semitrivial solutions of (1.1); local-
ized spatial variation does not slow down the spreading speeds or invasion speeds of the sta-
ble species to the unstable species; and if the linear determinant condition (H2) holds, then
c∗0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2) is continuous with respect to the coefficients (a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2) and any
localized variation does not speed up the spreading speeds. It remains open whether in gen-
eral c∗0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2) is continuous with respect to the coefficients (a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2), and
whether in general localized spatial variation does not speed up the spreading speeds.
The rest of the paper is organized as follows. In section 2, we present some preliminary
materials to be used in the proof of the main results. Section 3 is devoted to the study of
semitrivial solutions of (1.2). We study the persistence, coexistence, and extinction of (1.2) in
section 4. In section 5, we investigate the spreading speeds of (1.2).
5
2 Preliminary
In this section, we present some preliminary materials to be used in the proof of the main results,
including some principal spectrum theory for dispersal operators with time periodic dependence
and comparison principle for competitive/cooperative systems.
2.1 Principal spectrum theory
In this subsection, we present some principal spectrum theory for dispersal operators with time
periodic dependence to be used in later sections.
Let a(t, x) be Ho¨lder continuous in t and continuous in x, a(t+ T, x) = a(t, x), and µ ≥ 0 be
a given constant. Consider
ut = A(µ)u+ a(t, x)u, x ∈ R, (2.1)
where A(µ)u is as in (1.5) if Au = uxx and A(µ)u is as in (1.6) if Au =
∫
R
κ(y − x)u(t, y)dy −
u(t, x).
Let
X = Cbunif(R) (2.2)
with norm ‖u‖ = supx∈R |u(x)|,
X+ = {u ∈ X |u(x) ≥ 0 ∀ x ∈ R}, (2.3)
and
X++ = {u ∈ X+ | inf
x∈R
u(x) > 0}. (2.4)
For given u1, u2 ∈ X, we define
u1 ≤ u2 if u2 − u1 ∈ X
+.
Let Φ(t, s;µ, a) be the solution operator of (2.1) on X, that is, for any u0 ∈ X, u(t, ·; s, u0) :=
Φ(t, s;µ, a)u0 is the solution of (2.1) with u(s, ·; s, u0) = u0(·).
Observe that for any u0 ∈ X
+, Φ(t, s;µ, a)u0 ∈ X
+ for all t ≥ s. Hence, for any u1, u2 ∈ X
with u1 ≤ u2,
Φ(t, s;µ, a)u1 ≤ Φ(t, s;µ, a)u2 ∀ t ≥ s.
Observe also that, if a1(t, x) ≤ a2(t, x), then for any u0 ∈ X
+,
Φ(t, s;µ, a1)u0 ≤ Φ(t, s;µ, a2)u0 ∀ t ≥ s.
Definition 2.1. λ(µ, a) = lim supt−s→∞
ln ‖Φ(t,s;µ,a)‖
t−s is called the principal spectrum point or
generalized principal eigenvalue of (2.1).
If no confusion occurs, we may write λ(0, a) and Φ(t, s; 0, a) as λ(a) and Φ(t, s; a), respectively.
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Proposition 2.1. Let a0(t) be Ho¨lder continuous in t, a0(t+ T ) = a0(t), and a(t, x) be Ho¨lder
continuous in t and continuous in x, a(t+ T, x) = a(t, x).
(1) λ(µ, a) = ln r(Φ(T,0;µ,a))
T
, where r(Φ(T, 0;µ, a)) is the spectral radius of Φ(T, 0;µ, a) on
Cbunif(R).
(2) λ(a0) = aˆ0 :=
1
T
∫ T
0 a0(t)dt.
(3) If lim|x|→∞ |a(t, x) − a0(t)| = 0, then λ(a) ≥ λ(a0).
(4) If a(t, x) is also periodic in x with period p and is C1, then there is a positive function
φ(t, x), φ(t+ T, x) = φ(t, x+ p) = φ(t, x), such that Φ(T, 0;µ, a)φ(0, ·) = eλ(µ,a)Tφ(T, ·).
Proof. (1) It can be proved by the similar arguments as those in [22, Proposition 3.3].
(2) Let u0 ≡ 1. Then
Φ(t, s; a0)u0 = e
∫
t
s
a0(τ)dτu0 ∀ t ≥ s.
This implies that
‖Φ(t, s; a0)‖ = e
∫
t
s
a0(τ)dτ ∀ t ≥ s.
Hence
λ(a0) = lim sup
t−s→∞
ln ‖Φ(t, s; a0)‖
t− s
= aˆ0.
(3) For any ǫ > 0, by the arguments in [16, Lemma 4.1], there is a space and time periodic
function a˜(t, x), a˜(t+ T, x) = a˜(t, x+ L) = a˜(t, x), such that
a(t, x) ≥ a˜(t, x) ∀ t, x ∈ R
and
¯˜a(t) :=
1
L
∫ L
0
a˜(t, x)dx ≥ a0(t)− ǫ.
By [22, Propositions 3.3, 3.10, and Theorem C], we have
λ(a) ≥ λ(a˜) ≥ λ(ˆ˜a),
where
ˆ˜a(x) =
1
T
∫ T
0
a˜(t, x)dt.
By [11, Theorem 2.1], we have
λ(a) ≥ aˆ0 − ǫ = λ(a0)− ǫ.
Letting ǫ→ 0, we have λ(a) ≥ λ(a0).
(4) It follows from [22, Theorem B].
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Consider the following nonhomogeneous linear equation,
∂u
∂t
= A(µ)u(t, x) + a(t)u(t, x) + h(t), x ∈ R, (2.5)
where a(t) and h(t) are T -periodic continuous functions. We have
Proposition 2.2. If λ(µ, a) < 0, then (2.5) has a unique T -periodic solution u∗∗(t). Moreover,
u∗∗(t) is a globally stable solution of (2.5) with respect to perturbations in Xp, and if h(t) ≥ 0
and h(t) 6≡ 0, then inft∈R u
∗∗(t) > 0.
Proof. It follows from [18, Proposition 2.5]
2.2 Comparison principle
In this subsection, we recall some comparison principle for competitive and cooperative systems.
Let X, X+, and X++ be as in (2.2), (2.3), and (2.4), respectively. For given (u0, v0) ∈ X×X,
let (u(t, x; t0, u0, v0), v(t, x; t0, u0, v0)) be the (local) solution of (1.2) with (u(t0, x; t0, u0, v0),
v(t0, x; t0, u0, v0)) = (u0(x), v0(x)). We put
(u(t, x;u0, v0), v(t, x;u0, v0)) = (u(t, x; 0, u0, v0), v(t, x; 0, u0 , v0)).
Note that for any (u0, v0) ∈ X
+ ×X+ and t0 ∈ R, (u(t, x; t0, u0, v0), v(t, x; t0, u0, v0)) exists for
all t ≥ t0 and (u(t, ·; t0, u0, v0), v(t, ·; t0, u0, v0)) ∈ X
+ ×X+ for all t ≥ t0. For biological reason,
we are only interested in nonnegative solutions of (1.2).
We call (u(t, x), v(t, x)) is a super-solution (sub-solution) of (1.2) for t in an interval I if
u(t, ·), v(t, ·) ∈ X for t ∈ I and{
ut ≥ (≤)Au+ u(a1(t, x)− b1(t, x)u− c1(t, x)v), t ∈ Int(I), x ∈ R
vt ≤ (≥)Av + v(a2(t, x)− b2(t, x)u− c2(t, x)v), t ∈ Int(I), x ∈ R.
Proposition 2.3. Assume that (u1(t, x), v1(t, x)) and (u2(t, x), v2(t, x)) are sub-solution and
super-solution of (1.2) for t ∈ [t1, t2) and 0 ≤ u1(t1, x) ≤ u2(t1, x), v1(t1, x) ≥ v2(t1, x) ≥ 0 for
x ∈ R. Then
0 ≤ u1(t, x) ≤ u2(t, x), v1(t, x) ≥ v2(t, x) ∀ t ∈ (t1, t2), x ∈ R.
Proof. It follows from comparison principle for two species competitive systems of parabolic
equations for the case that Au = uxx and follows from the arguments in [9, Proposition 3.1] for
the case that (Au)(t, x) =
∫
R
κ(y − x)u(t, y)dy − u(t, x).
Consider {
ut = Au+ f(t, x, u, v), x ∈ R
vt = Av + g(t, x, u, v), x ∈ R,
(2.6)
where F (t, x, u, v) and g(t, x, u, v) are locally Ho¨lder continuous in t, uniformly continuous in x,
and C1 in u, v, f(t, x, 0, 0) = 0, g(t, x, 0, 0) = 0, and fv(t, x, u, v) ≥ 0, gu(t, x, u, v) ≥ 0 for u ≥ 0,
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v ≥ 0. (u(t, x), v(t, x)) ≥ (0, 0) is called a super-solution (sub-solution) of (2.6) on (ξ∗(t),∞)
(ξ∗(t) ≥ −∞) for t ≥ 0 if (u(t, x), v(t, x)) is continuous in t and x, and satisfies{
ut ≥ (≤)Au+ f(t, x, u, v), x > ξ
∗(t)
vt ≥ (≤)Av + g(t, x, u, v), x > ξ
∗(t)
for t ≥ 0.
Proposition 2.4. Suppose that (u+(t, x), v+(t, x)) ≥ (0, 0) is a super-solution and (u−(t, x), v−(t, x)) ≥
(0, 0) is a sub-solution of (2.6) on (ξ∗(t),∞) (ξ∗(t) ≥ −∞) for t ≥ 0.
(1) If ξ∗(t) = −∞ for t ≥ 0 and u+(0, x) ≥ u−(0, x), v+(0, x) ≥ v−(0, x) for x ∈ R, then
u+(t, x) ≥ u−(t, x), v+(t, x) ≥ v−(t, x) ∀ t > 0, x ∈ R.
(2) If ξ∗(·) : [0,∞) → (−∞,∞) is C1, u+(t, x) ≥ u−(t, x) and v+(t, x) ≥ v−(t, x) for t ≥ 0,
x ≤ ξ∗(t), and u+(0, x) ≥ u−(0, x) and v+(0, x) ≥ v−(0, x) for x ≥ ξ∗(0), then
u+(t, x) ≥ u−(t, x), v+(t, x) ≥ v−(t, x), ∀ t ≥ 0, x ≥ ξ∗(t).
Proof. It follows from comparison principle for cooperative systems of parabolic equations for
the case that Au = uxx and follows from the arguments in [23, Proposition 2.1] for the case that
(Au)(t, x) =
∫
R
κ(y − x)u(t, y)dy − u(t, x).
3 Semi-trivial solutions
Consider
wt = Aw + w(a(t, x) − b(t, x)w), x ∈ R, (3.1)
where a(t + T, x) = a(t, x) and b(t + T, x) = b(t, x); a(t, x) − a0(t) → 0 and b(t, x) − b0(t) → 0
as |x| → ∞ uniformly in t; and a(t, x), b(t, x), a0(t), and b0(t) are uniformly continuous in
x ∈ R and locally Ho¨lder continuous in t. Let w(t, x; t0, w0) be the solution of (3.1) with
w(t0, ·; t0, w0) = w0 ∈ X.
Proposition 3.1. Assume that inft,x∈R b(t, x) > 0. If λ(a0) > 0, then there is a unique time
periodic positive solution w∗(t, x; a, b) of (3.1) satisfying that inft,x∈R u
∗(t, x; a, b) > 0, and that
for any w0 ∈ X
++,
lim
t→∞
|w(t+ t0, x; t0, w0)− w
∗(t+ t0, x; a, b)| = 0
uniformly in x ∈ R and t0 ∈ R, and
lim
|x|→∞
w∗(t, x) = w∗0(t; a0, b0)
uniformly in t ∈ R, where w∗0(t; a0, b0) is the unique time periodic positive solution of
wt = w(a0(t)− b0(t)w).
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Proof. It follows from [17, Theorem 2.1(2)-(4)].
Proposition 3.2. (1) There is a unique semitrivial periodic solution (u∗(t, x), 0) of (1.2) sat-
isfying that inft,x∈R u
∗(t, x) > 0, and that
lim
|x|→∞
|u∗(t, x) − u∗0(t)| = 0
uniformly in t ∈ R, and for any u0 ∈ X
++,
lim
t→∞
|u(t, x;u0, 0)− u
∗(t, x)|+ |v(t, x;u0, 0)| = 0
uniformly in x ∈ R.
(2) There is a unique semitrivial periodic solution (0, v∗(t, x)) of (1.2) satisfying that inft,x∈R v
∗(t, x) >
0, and that
lim
|x|→∞
|v∗(t, x) − v∗0(t)| = 0
uniformly in t ∈ R, and for any v0 ∈ X
++,
lim
t→∞
|u(t, x; 0, v0)|+ |v(t, x; 0, v0)− v
∗(t, x)| = 0
uniformly in x ∈ R.
Proof. It follows from Proposition 3.1.
We call (u∗(t, x), 0) and (0, v∗(t, x)) semitrivial solutions of (1.2). Consider the linearization
of (1.2) at (u∗, 0) and (0, v∗),{
ut = Au+ (a1(t, x)− 2b1u
∗(t, x))u− c1(t, x)u
∗(t, x)v, x ∈ R
vt = Av + (a2(t, x) − b2(t, x)u
∗(t, x))v, x ∈ R,
(3.2)
and {
ut = A+ (a1(t, x)− c1(t, x)v
∗(t, x))u, x ∈ R
vt = Av − b2(t, x)v
∗(t, x)u+ (a2(t, x)− 2c2(t, x)v
∗(t, x))v, x ∈ R.
(3.3)
Let Ψ1(t, s;u
∗, 0) be the solution operator of (3.2) and Ψ2(t, s; 0, v
∗) be the solution operator
of (3.3) on X. We call (u∗, 0) linearly unstable if r(Ψ1(T, 0;u
∗, 0)) > 1 and call (0, v∗) linearly
unstable if r(Ψ2(T, 0; 0, v
∗)) > 1.
Theorem 3.1. (1) If r(Φ(T, 0; a2−b2u
∗)) > 1, then (u∗, 0) is linearly unstable. If r(Φ(T, 0; a1−
c1v
∗)) > 1, then (0, v∗) is linearly unstable.
(2) If r(Φ(T, 0; a02−b
0
2u
∗
0) > 1, then r(Ψ1(T, 0;u
∗, 0)) > 1. Hence if (u∗0, 0) is a linearly unstable
solution of (1.1), then (u∗, 0) is a linearly unstable solution of (1.2).
(3) If r(Φ(T, 0; a01−c
0
1v
∗
0) > 1, then r(Ψ2(T, 0; 0, v
∗)) > 1. Hence if (0, v∗0) is a linearly unstable
solution of (1.1), then (0, v∗) is a linearly unstable solution of (1.2).
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Proof. (1) For given (u0, v0) ∈ X × X, let (Ψ11(T, 0;u
∗, 0)(u0, v0),Ψ12(T, 0;u
∗, 0)(u0, v0)) =
Ψ1(T, 0;u
∗, 0)(u0, v0). Then Ψ12(T, 0;u
∗, 0)(u0, v0) = Φ(T, 0; a2 − b2u
∗))v0. Hence
r(Ψ1(T, 0;u
∗, 0)) ≥ r(Φ(T, 0; a2 − b2u
∗)).
This implies that if r(Φ(T, 0; a2 − b2u
∗)) > 1, then (u∗, 0) is linearly unstable.
Similarly, we can prove that, if r(Φ(T, 0; a1 − c1v
∗)) > 1, then (0, v∗) is linearly unstable.
(2) By Proposition 3.2(1),
lim
|x|→∞
|
(
a2(t, x)− b2(t, x)u
∗(t, x)
)
−
(
a02(t)− b
0
2(t)u
∗
0(t)
)
| = 0
uniformly in t ∈ R. Then by Proposition 2.1 and (1),
r(Ψ1(T, 0;u
∗, 0)) ≥ r(Φ(T, 0; a2 − b2u
∗)) ≥ r(Φ(T, 0; a02 − b
0
2u
∗
0)).
This implies (2).
(3) It can be proved by the similar arguments as in (2).
Remark 3.1. If (u∗0, 0) is a stable solution of (1.1), (u
∗, 0) may not be a stable solution of
(1.2). Similarly, if (0, v∗0) is a stable solution of (1.1), (0, v
∗) may not be a stable solution of
(1.2). In fact, by the arguments in Theorem 3.1(1), (2),
r(Ψ1(T, 0;u
∗, 0)) ≥ r(Φ(T, 0; a2 − b2u
∗)) ≥ r(Φ(T, 0; a02 − b
0
2u
∗
0).
Assume that λ(a02 − b
0
2u
∗
0) < 0. Let a1(t, x) = a
0
1(t), b1(t, x) = b
0
1(t), c1(t, x) = c
0
1(t), b2(t, x) =
b02(t), c2(t, x) = c
0
2(t), and
a2(t, x) = a
0
2(t) + a
∗(x),
where a∗ ∈ X+ with compact support and λ(a∗) > − 1
T
∫ T
0
(
a02(t)− b
0
2(t)u
∗
0(t)
)
dt. Then
a2(t, x)− b2(t, x)u
∗(t, x) = a∗(x) + a02(t)− b
0
2(t)u
∗
0(t)
and
λ(a2 − b2u
∗) = λ(a∗) +
1
T
∫ T
0
(
a02(t)− b
0
2(t)u
∗
0(t)
)
dt > 0.
So in this case, (u∗0, 0) is linearly stable solution of (1.1) and (u
∗, 0) is linearly unstable solution
of (1.2).
Similarly, if (0, v∗0) is a stable solution of (1.1), (0, v
∗) may not be a stable solution of (1.2).
4 Persistence and Coexistence
In this section, we study the persistence and coexistence dynamics of (1.2).
We say that persistence occurs in (1.2) if there is η > 0 such that for any (u0, v0) ∈ X
++ ×
X++, there is T (u0, v0) > 0 such that
u(t+ t0, x; t0, u0, v0) ≥ η, v(t+ t0, x; t0, u0, v0) ≥ η ∀ t ≥ T (u0, v0), x ∈ R, t0 ∈ R.
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A time T -periodic solution (u∗∗(t, x), v∗∗(t, x)) of (1.2) is called a coexistence state if
inf
t∈R,x∈R
u∗∗(t, x) > 0 and inf
t∈R,x∈R
v∗∗(t, x) > 0.
Theorem 4.1. If both (u∗0, 0) and (0, v
∗
0) are linearly unstable solutions of (1.1), then per-
sistence occurs in (1.2) and (1.2) has a coexistence state (u∗∗(t, x), v∗∗(t, x)). If, in addition,
inft∈R b1(t,x)
supt∈R b2(t,x)
>
supt∈R c1(t,x)
inft∈R c2(t,x)
for each x ∈ R, then (1.2) has a spatially continuous coexistence state
(u∗∗(t, x), v∗∗(t, x)).
Proof. Assume that (u∗0, 0) and (0, v
∗
0) are linearly unstable solutions of (1.1). We first prove
that the persistence occurs in (1.2).
By the linear instability of (0, v∗0), λ(a
0
1−c
0
1v
∗
0) > 0. Hence, by Proposition 2.1, there is ǫ0 > 0
such that for any 0 < ǫ ≤ ǫ0,
λ(a1 − c1(v
∗ + ǫ)) ≥ λ(a01 − c
0
1(v
∗
0 + ǫ)) > 0. (4.1)
For any (u0, v0) ∈ X
++ ×X++, by Propositions 2.3 and 3.2 and Theorem 3.1, there is n0 ∈ N
such that
0 < v(t0 + t, x; t0, u0, v0) ≤ v(t0 + t, x; t0, 0, v0) ≤ v
∗(t0 + t, x) + ǫ0/2
for t ≥ n0T , x ∈ R, and t0 ∈ R. This implies that
ut ≥ Au+ u(a1(t, x)− b1(t, x)u− c1(t, x)(v
∗(t, x) + ǫ0/2))
for t ≥ t0 + n0T . Let 0 < ǫ1 < ǫ0 be such that
inf
t∈R,x∈R
(
w∗(t, x; a1 − c1(v
∗ + ǫ0), b1)− ǫ1
)
> 0,
where w∗(t, x; a1−c1(v
∗+ ǫ0), b1) is the unique T -periodic positive solution of (3.1) with a being
replaced by a1−c1(v
∗+ ǫ0) and b being replaced by b1. Then by Proposition 3.1 and (4.1), there
is n1 ≥ n0 such that
w∗(t0 + t, x; a1 − c1(v
∗ + ǫ0), b1)− ǫ1 ≤ u(t0 + t, x; t0, u0, v0) ≤ u
∗(t0 + t, x) + ǫ0/2
for t ≥ n1T , x ∈ R, and t0 ∈ R.
Let η1 = inft∈R,x∈R
(
w∗(t, x; a1 − c1(v
∗ + ǫ0), b1) − ǫ1
)
. We then have that for any (u0, v0) ∈
X++ ×X++, there is T1(u0, v0) > 0 such that
u(t0 + t, x; t0, u0, v0) ≥ η1
for all t ≥ T1(u0, v0), x ∈ R, and t0 ∈ R.
Similarly, by the linear instability of (u∗0, 0), we can prove that there is η2 > 0 such that for
any (u0, v0) ∈ X
++ ×X++, there is T2(u0, v0) > 0 such that
v(t0 + t, x; t0, u0, v0) ≥ η2
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for all t ≥ T2(u0, v0), x ∈ R, and t0 ∈ R. Let η = min{η1, η2}. Then for any (u0, v0) ∈
X++ ×X++, there is T (u0, v0) > 0 such that
u(t0 + t, x; t0, u0, v0) ≥ η, v(t0 + t, x; t0, u0, v0) ≥ η
for all t ≥ T (u0, v0), x ∈ R, and t0 ∈ R. Hence uniform persistence occurs in (1.2).
Next, we prove the existence of a coexistence state. By the arguments in [16, Lemma 4.1],
there are δ > 0, L > 0, and C1 functions a∗(t, x) and b∗(t, x) satisfying that
a∗(t+ T, x) = a∗(t, x+ L) = a∗(t, x), b∗(t+ T, x) = b∗(t, x+ L) = b∗(t, x),
a2(t, x)− b2(t, x)u
∗(t, x) ≥ a∗(t, x) + δ, a1(t, x)− c1(t, x)v
∗(t, x) ≥ b∗(t, x) + δ,
and
λ(a∗) > 0, λ(b∗) > 0.
Moreover, there are positive functions φ∗(t, x) and ψ∗(t, x) satisfying that
Φ(T, 0; a∗)φ∗(0, ·) = eλ(a
∗)Tφ∗(0, ·), Φ(T, 0; b∗)ψ∗(0, ·) = eλ(b
∗)Tψ∗(0, ·).
It is then not difficult to prove that there is ǫ˜0 > 0 such that for any 0 < ǫ ≤ ǫ˜0, (u
+
ǫ (t, x), v
+
ǫ (t, x)) =
(u∗(t, x), ǫeλ(a
∗)tφ∗(t, x)) is super-solution of (1.2) for 0 ≤ t ≤ T and (u−ǫ (t, x), v
−
ǫ (t, x)) =
(ǫeλ(b
∗)tψ∗(t, x), v∗(t, x)) is sub-solution of (1.2) for 0 ≤ t ≤ T .
Fix 0 < ǫ ≤ ǫ˜0 such that
u−ǫ (0, x) < u
+
ǫ (0, x), v
−
ǫ (0, x) > v
+
ǫ (0, x) ∀ x ∈ R.
By Proposition 2.3,
u((n+ 1)T + t, x; 0, u+ǫ (0, ·), v
+
ǫ (0, ·)) ≤ u(nT + t, x; 0, u
+
ǫ (0, ·), v
+
ǫ (0, ·)),
v((n + 1)T + t, x; 0, u+ǫ (0, ·), v
+
ǫ (0, ·)) ≥ v(nT + t, x; 0, u
+
ǫ (0, ·), v
+
ǫ (0, ·)),
u((n+ 1)T + t, x; 0, u−ǫ (0, ·), v
−
ǫ (0, ·)) ≥ u(nT + t, x; 0, u
−
ǫ (0, ·), v
−
ǫ (0, ·)),
and
v((n + 1)T + t, x; 0, u−ǫ (0, ·), v
−
ǫ (0, ·)) ≤ v(nT + t, x; 0, u
−
ǫ (0, ·), v
−
ǫ (0, ·))
for n = 0, 1, 2, · · · , t ≥ 0, and x ∈ R. Let
(u+(t, x), v+(t, x)) = lim
n→∞
(u(nT + t, x; 0, u+ǫ , v
+
ǫ ), v(nT + t, x; 0, u
+
ǫ , v
+
ǫ ))
and
(u−(t, x), v−(t, x)) = lim
n→∞
(u(nT + t, x; 0, u−ǫ , v
−
ǫ ), v(nT + t, x; 0, u
−
ǫ , v
−
ǫ ))
for t ≥ 0 and x ∈ R. Then
(u±(t+ T, x), v±(t+ T, x)) = (u±(t, x), v±(t, x)) ∀ t ≥ 0, x ∈ R.
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In the case that Au = uxx, by the regularity and a priori estimates for parabolic equations,
both (u+(t, x), v+(t, x)) and (u−(t, x), v−(t, x)) are continuous coexistence states of (1.2). In
the case that (Au)(t, x) =
∫
R
k(y − x)u(t, y)dy − u(t, x), by the arguments of [21, Theorem A],
both (u+(t, x), v+(t, x)) and (u−(t, x), v−(t, x)) are semi-continuous coexistence states of (1.2),
and moreover, if inft∈R b1(t,x)supt∈R b2(t,x)
>
supt∈R c1(t,x)
inft∈R c2(t,x)
for each x ∈ R, then they are continuous coexistence
states of (1.2). This completes the proof of the theorem.
Corollary 4.1. If (0, v∗0) is a linearly unstable solution of (1.1), then there is η > 0 such that
for any (u0, v0) ∈ X
++ ×X++, there is T (u0, v0) > 0 such that
u(t+t0, x; t0, u0, v0) ≥ η, v(t+t0, x; t0, u0, v0) ≤ v
∗(t+t0, x)−η ∀ t ≥ T (u0, v0), x ∈ R, t0 ∈ R.
Proof. It follows from the arguments of Theorem 4.1. To be more precise, assume that (0, v∗0)
is a linearly unstable solution of (1.1). By the arguments of Theorem 4.1, there is η1 > 0 such
that for any (u0, v0) ∈ X
++ ×X++, there is T1(u0, v0) > 0 such that
u(t0 + t, x; t0, u0, v0) ≥ η1
for all t ≥ T1(u0, v0), x ∈ R, and t0 ∈ R. This implies that
vt ≤ Av + v(a2(t, x)− b2(t, x)η1 − c2(t, x)v), x ∈ R
for t ≥ T1(u0, v0). It then follows that there is η2 > 0 and T2(u0, v0) ≥ T1(u0, v0) such that
v(t0 + t, x; t0, u0, v0) ≤ v
∗(t, x) − η2, x ∈ R
for t ≥ T2(u0, v0) and t0 ∈ R. Let η = min{η1, η2} and T (u0, v0) = T2(u0, v0), we have
u(t0+t, x; t0, u0, v0) ≥ η, v(t+t0, x; t0, u0, v0) ≤ v
∗(t+t0, x)−η ∀ t ≥ T (u0, v0), x ∈ R, t0 ∈ R.
This proves the corollary.
Remark 4.1. If a01L >
c0
1M
a0
2M
c0
2L
, then (0, v∗0) is a linearly unstable solution of (1.1), and if
a02L >
a0
1M
b0
2M
b0
1L
, then (u∗0, 0) is a linearly unstable solution of (1.1).
5 Spreading Speeds
In this section, we investigate the invasion speed of the species u to the species v of (1.1) and
(1.2). Throughout this section, we assume that (H1) holds.
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5.1 Notations, definitions, and statements
In this subsection, we introduce some standing notions, definition of spreading speeds, and state
the main results on spreading speeds.
By (H1), (0, v∗0) is an unstable solution of (1.1) and (u
∗
0, 0) is a globally stable solution of
(1.1). By Proposition 3.2 and Theorem 3.1, (0, v∗) is an unstable solution of (1.2) and
lim
|x|→∞
|v∗(t, x)− v∗0(t)| = 0
uniformly in t ∈ R.
To study the spreading speeds of (1.2), we make the following standard change of variables,
u˜ = u, v˜ = v∗(t, x)− v. (5.1)
Dropping the tilde, (1.2) is transformed into

ut = Au+ u
(
a1(t, x)− b1(t, x)u− c1(t, x)(v
∗(t, x)− v)
)
, x ∈ R
vt = Av + b2(t, x)
(
v∗(t, x)− v
)
u
+v
(
a2(t, x)− 2c2(t, x)v
∗(t, x) + c2(t, x)v
)
, x ∈ R.
(5.2)
Observe that the trivial solution E0 := (0, 0) of (1.2) becomes E˜0 = (0, v
∗), the semitrivial
solution E1 := (0, v
∗) of (1.2) becomes E˜1 = (0, 0), and the semitrivial solution E2 := (u
∗, 0) of
(1.2) becomes E˜2 = (u
∗, v∗). Note that E1 is an unstable solution of (5.2).
Consider (5.2). For given (u0, v0) ∈ X
+×X+, we denote (u(t, x;u0, v0), v(t, x;u0, v0)) as the
solution of (5.2) with (u(0, x;u0, v0), v(0, x;u0, v0)) = (u0(x), v0(x)).
By Proposition 2.4, we have the following lemma.
Lemma 5.1. For given (u1, v1), (u2, v2) ∈ X
+ ×X+, if 0 ≤ u1 ≤ u2 ≤ u
∗(0, ·) and 0 ≤ v1 ≤
v2 ≤ v
∗(0, ·), then
0 ≤ u(t, ·;u1, v1) ≤ u(t, ·;u2, v2) ≤ u
∗(t, x), 0 ≤ v(t, ·;u1, v1) ≤ v(t, ·;u2, v2) ≤ v
∗(t, x)
for all t ≥ 0 and x ∈ R.
Let
X+1 = {u ∈ X
+ |u(·) < u∗(0, ·), u(x) = 0 for x≫ 1,
lim inf
x→−∞
u(x) > 0, lim inf
x→−∞
(u∗(0, x)− u0(x)) > 0}
and
X+2 = {v ∈ X
+ | v(·) < v∗(0, ·), v(x) = 0 for x≫ 1,
lim inf
x→−∞
v(x) > 0, lim inf
x→−∞
(v∗(0, x) − v0(x)) > 0}.
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Definition 5.1. Let
Csup =
{
c ∈ R | lim sup
x≥ct,t→∞
u2(t, x;u0, v0) + v
2(t, x;u0, v0) = 0,
∀ (u0, v0) ∈ X
+
1 ×X
+
2
}
and
Cinf =
{
c ∈ R | lim inf
x≤ct,t→∞
min{u(t, x;u0, v0), v(t, x;u0, v0)} > 0,
∀ (u0, v0) ∈ X
+
1 ×X
+
2
}
.
Let
c∗sup =
{
inf{c | c ∈ Csup} if Csup 6= ∅
∞ if Csup = ∅
and
c∗inf =
{
sup{c | c ∈ Cinf} if Cinf 6= ∅
−∞ if Cinf = ∅.
[c∗inf , c
∗
sup] is called the spreading speed interval of (5.2) or (1.2).
Before we state the main results on the spreading speeds of (1.1) and (1.2), we recall the
following proposition proved in [18]. To this end, we consider (1.1) and also make the following
standard change of variables,
u˜ = u, v˜ = v∗0(t)− v.
Dropping the tilde, (1.1) is transformed into{
ut = Au+ u
(
a01(t)− b
0
1(t)u− c
0
1(t)(v
∗
0(t)− v)
)
, x ∈ R
vt = Av + b
0
2(t)
(
v∗0(t)− v
)
u+ v
(
a02(t)− 2c
0
2(t)v
∗
0(t) + c
0
2(t)v
)
, x ∈ R.
(5.3)
Proposition 5.1. Consider (1.1), i.e. (1.2) with ai = a
0
i , bi = b
0
i , and ci = c
0
i for i = 1, 2.
(1) c∗inf = c
∗
sup = c
∗
0. For any c < c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2), and (u0, v0) ∈ X
+
1 × X
+
2 with
u0(x) < u
∗
0(0) and v0(x) < v
∗
0(0), let (u
0(t, x;u0, v0), v
0(t, x;u0, v0)) be the solution of
(5.3) with (u0(0, x;u0, v0), v
0(0, x;u0, v0)) = (u0(x), v0(x)). Then
lim sup
x≤ct,t→∞
(u∗0(t)− u
0(t, x;u0, v0)) = 0, lim sup
x≤ct,t→∞
(v∗0(t)− v
0(t, x;u0, v0)) = 0.
(2) Assume that (H2) holds. Then
c∗0 = inf
µ>0
λ(µ, a01 − b
0
1v
∗
0)
µ
.
We call c∗0 the spreading speed of (1.1). To indicate the dependence of c
∗
0 on the coefficients of
(1.1), we may write it as c∗0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2). We now state the mains results on the spreading
speeds of (1.1) and (1.2). The first theorem is on the continuity of the spreading speed of (1.1)
with respect to spatially homogeneous time periodic perturbations.
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Theorem 5.1. Consider (1.1).
(1) Assume that {(an1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 )} is a sequence of T -periodic Ho¨lder continuous positive
functions and
lim
n→∞
(
|ani (t)− a
0
i (t)|+ |b
n
i (t)− b
0
i (t)|+ |c
n
i (t)− c
0
i (t)|
)
= 0, i = 1, 2.
Then
lim inf
n→∞
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) ≥ c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2).
(2) Assume that {(an1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 )} is as in (1) and (H2) holds. Then
lim
n→∞
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) = c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2).
The second theorem is on the effect of localized spatial variations on the spreading speeds of
(1.1).
Theorem 5.2. Consider (1.2).
(1) Assume (H1). Then c∗sup ≥ c
∗
inf ≥ c
∗
0.
(2) Assume (H2). Then c∗sup = c
∗
inf = c
∗
0.
We will prove Theorem 5.1 and Theorem 5.2 in next two subsections, respectively, and con-
clude this subsection with the following lemma, which will be used in the proofs of Theorems
5.1 and 5.2.
Lemma 5.2. (1) Given (un, vn) ∈ X
+ × X+ with un ≤ u
∗(0, x) and vn(x) ≤ v
∗(0, x) for
n ≥ 0, if (un(x), vn(x)) → (u0(x), v0(x)) as n → ∞ uniformly in bounded subsets of R,
then
(u(t, x;un, vn), v(t, x;un, vn))→ (u(t, x;u0, v0), v(t, x;u0, v0))
as n→∞ uniformly in t in bounded subsets of R+, and x in bounded subsets of R.
(2) For given c ∈ R and (u0, v0) ∈ X
+
1 ×X
+
2 , if lim infx≤ct,t→∞ u(t, x;u0, v0) > 0, then for any
c
′
< c,
lim sup
x≤c′t,t→∞
u(t, x;u0, v0) > 0, lim inf
x≤c′t,t→∞
v(t, x;u0, v0) > 0.
Proof. (1) It can be proved by the similar arguments as those in [18, Lemma 3.2].
(2) Let σ = lim infx≤ct,t→∞ u(t, x;u0, v0). Then there is n0 ∈ N such that
u(t, x;u0, v0) ≥ σ/2 ∀ t ≥ n0T, x ≤ ct. (5.4)
Let u˜0 ≡ min{σ/2, u
∗
0(0)/2} and v˜0 ≡ 0. By Corollary 4.1, there are η > 0 and n1 ∈ N such that
u(t, x; u˜0, v˜0) ≥ η, v(t, x; u˜0, v˜0) ≥ η ∀ t ≥ n1T, x ∈ R, (5.5)
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and
u0(t, x; u˜0, v˜0) ≥ η, v0(t, x; u˜0, v˜0) ≥ η ∀ t ≥ n1T, x ∈ R, (5.6)
where (u0(t, x; u˜0, v˜0), v0(t, x; u˜0, v˜0)) is the solution of (5.3) with (u0(0, x; u˜0, v˜0), v0(0, x; u˜0, v˜0)) =
(u˜0(x), v˜0(x)).
We claim that there is L0 > 0 such that for any l ∈ R,
u(n1T, x; u˜l, v˜l) ≥ η/2, v(n1T, x; u˜l, v˜l) ≥ η/2 ∀ x ≤ l − L0, (5.7)
where (u˜l, v˜l) ∈ X
+×X+ with u˜l(x) ≤ min{σ/2, u
∗
0(0)/2} for x ∈ R, u˜l(x) = min{σ/2, u
∗
0(0)/2}
for x ≤ l − 1, u˜l(x) = 0 for x ≥ l, and v˜l ≡ 0.
In fact, assume that the claim is not true. Then there are Ln →∞, and xn, ln ∈ R such that
xn ≤ ln − Ln and
u(n1T, xn; u˜ln , v˜ln) < η/2, or v(n1T, xn; u˜ln , v˜ln) < η/2, ∀ n ≥ 1. (5.8)
If {xn} is a bounded sequence, then
lim inf
n→∞
ln ≥ lim inf
n→∞
(Ln + xn) =∞,
which implies that
lim
n→∞
(u˜ln(x), v˜ln(x)) = (u˜0(x), v˜0(x))
locally uniformly in x in bounded subsets of R. Thus, by (1) and (5.5),
u(u1T, xn; u˜ln , v˜ln) ≥ η/2, and v(n1T, xn; u˜ln , v˜ln) ≥ η/2 ∀ n≫ 1,
which contradicts to (5.8).
Hence {xn} is unbounded. Without loss of generality, we assume that limn→∞ xn =∞. Let
(u˜n(t, x), v˜n(t, x)) = (u(t, x+ xn; u˜ln , v˜ln), v(t, x + xn; u˜ln , v˜ln)).
Then (u˜n(t, x), v˜n(t, x)) is the solution of (5.2) with ai(t, x), bi(t, x), ci(t, x) (i = 1, 2), and
v∗(t, x) being replaced by ai(t, x+xn), bi(t, x+xn), ci(t, x+xn), and v
∗(t, x+xn), respectively,
and with (u˜n(0, x), v˜n(0, x)) = (u˜ln(x+ xn), v˜ln(x+ xn)). Note that
lim
n→∞
ai(t, x+ xn) = a
0
i (t), lim
n→∞
bi(t, x+ xn) = b
0
i (t), lim
n→∞
ci(t, x+ xn) = c
0
i (t),
and
lim
n→∞
v∗(t, x+ xn) = v
∗
0(t), lim
n→∞
(u˜ln(x+ xn), v˜ln(x+ xn)) = (u˜0(x), v˜0(x))
locally uniformly in x ∈ R. By the arguments in [18, Lemma 3.2],
lim
n→∞
(u˜n(t, x), v˜n(t, x)) = (u0(t, x; u˜0, v˜0), v0(t, x; u˜0, v˜0))
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locally uniformly in t in bounded subsets of R+ and in x in bounded subsets of R. Then by
(5.6), {
u(n1T, xn; u˜ln , v˜ln) = u˜n(n1T, 0) ≥ η/2, ∀ n≫ 1
v(n1T, xn; u˜ln , v˜ln) = v˜n(n1T, 0) ≥ η/2, ∀ n≫ 1.
(5.9)
This contradicts to (5.8) again. Therefore, the claim holds.
Fix any 0 < c
′
< c. Let n∗ ≥ max{n0, n1} be such that cn
∗T − c
′
n∗T ≥ L0. Then by (5.4)
and (5.7), we have
u((n∗+kn1)T, x;u0, v0) ≥ η/2, v((n
∗+kn1)T, x;u0, v0) ≥ η/2 ∀ k ≥ 1, x ≤ c
′
(n∗+(k−1)n1)T.
This implies that
lim sup
x≤c′ t,t→∞
u(t, x;u0, v0) > 0, lim inf
x≤c′ t,t→∞
v(t, x;u0, v0) > 0.
This proves (2).
5.2 Spreading speeds for unperturbed systems and the proof of Theorem 5.1
In this subsection, we present some properties of spreading speeds for the unperturbed system
(1.1) and prove Theorem 5.1.
Proof of Theorem 5.1. Let (0, v∗n(t)) be the semitrivial solution of (1.2) with ai = a
n
i , bi = b
n
i ,
and ci = c
n
i .
(1) Fix any c < c∗0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2). For any (u0, v0) ∈ X
+
1 ×X
+
2 satisfying that u0(x) <
u∗0(0) and v0(x) < v
∗
0(0) for x ∈ R, and u0(x) = 0 and v0(x) = 0 for x ≥ 0, let (u
0(t, x;u0, v0),
v0(t, x;u0, v0)) be the solution of (5.3) with (u
0(0, x;u0, v0), v
0(0, x;u0, v0)) = (u0(x), v0(x)). Let
(un(t, x;u0, v0), v
n(t, x;u0, v0)) be the solution of (5.3) with a
0
i , b
0
i , c
0
i , and v
∗
0(t) being replaced
by ani , b
n
i , c
n
i , and v
∗
n(t), respectively (i = 1, 2), and with (u
n(0, x;u0, v0), v
n(0, x;u0, v0)) =
(u0(x), v0(x)).
By Proposition 5.1, for any 0 < ǫ≪ 1 with supu0 ≤ u
∗
0(0)−2ǫ and sup v0 ≤ v
∗
0(0)−2ǫ, there
is K ≥ 1 such that
u0(t, x;u0, v0) ≥ u
∗
0(t)− ǫ, v
0(t, x;u0, v0) ≥ v
∗
0(t)− ǫ ∀ x ≤ ct, t ≥ KT.
Note that there is N ≥ 1 such that for n ≥ N ,
un(t, x;u0, v0) ≥ u
0(t, x;u0, v0)− ǫ, v
n(t, x;u0, v0) ≥ v
0(t, x;u0, v0)− ǫ ∀ x ∈ R, 0 ≤ t ≤ KT
and
u∗n(t) ≤ u
∗
0(t) + ǫ, v
∗
n(t) ≤ v
∗
0(t) + ǫ ∀ t ∈ R.
It then follows that for n ≥ N ,
supu0 ≤ u
∗
n(0) − ǫ, sup v0 ≤ v
∗
n(0)− ǫ (5.10)
19
and
un(KT, x;u0, v0) ≥ u
∗
0(KT )− 2ǫ, v
n(KT, x;u0, v0) ≥ v
∗
0(KT )− 2ǫ ∀ x ≤ cKT. (5.11)
This implies that for n ≥ N ,
un(KT, x+ cKT ;u0, v0) ≥ u0(x), v
n(KT, x+ cKT ;u0, v0) ≥ v0(x) ∀ x ∈ R. (5.12)
By (5.10), (5.12) and Proposition 2.3,
un(t+KT, x+ cKT ;u0, v0) ≥ u
n(t, x;u0, v0), v
n(t+KT, x+ cKT ;u0, v0) ≥ v
n(t, x;u0, v0)
for all t ≥ 0, x ∈ R, and n ≥ N . This together with (5.11) implies that for n ≥ N ,
un(2KT, x;u0, v0) ≥ u
∗
0(0)− 2ǫ, v
n(2KT, x;u0, v0) ≥ v
∗
0(0) − 2ǫ ∀ x ≤ 2cKT.
Continuing the above process, we have that for n ≥ N ,
un(kKT, x;u0, v0) ≥ u
∗
0(0) − 2ǫ, v
n(kKT, x;u0, v0) ≥ v
∗
0(0)− 2ǫ ∀ k ≥ 1, x ≤ kcKT.
This implies that for n ≥ N ,
lim inf
x≤ct,t→∞
un(t, x;u0, v0) > 0, lim inf
x≤ct,t→∞
vn(t, x;u0, v0) > 0.
Hence
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) ≥ c ∀ n ≥ N.
This implies that
lim inf
n→∞
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) ≥ c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2).
(2) Note that (H0)-(H2) are also satisfied when a0i , b
0
i , and c
0
i are replaced by a
n
i , b
n
i , and
cni , respectively (i = 1, 2) for n ≫ 1. Let (u
∗
n(t), 0) and (0, v
∗
n(t)) be the semitrivial solutions of
(1.1) with a0i , b
0
i , and c
0
i being replaced by a
n
i , b
n
i , and c
n
i , respectively (i = 1, 2). Then
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) = inf
µ>0
λ(µ, an2 − b
n
2v
∗
n)
µ
∀ n≫ 1.
Note also that λ(µ, an2 − b
n
2v
∗
n) → λ(µ, a
0
2 − b
0
2v
∗
0) as n →∞ uniformly in µ in bounded sets. It
then follows that
lim
n→∞
inf
µ>0
λ(µ, an2 − b
n
2v
∗
n)
µ
= inf
µ>0
λ(µ, a02 − b
0
2v
∗
0)
µ
.
Hence
lim
n→∞
c∗0(a
n
1 , b
n
1 , c
n
1 , a
n
2 , b
n
2 , c
n
2 ) = c
∗
0(a
0
1, b
0
1, c
0
1, a
0
2, b
0
2, c
0
2).
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5.3 Spreading speeds for perturbed systems
In this subsection, we investigate the spreading speeds for the perturbed system (1.2) and prove
Theorem 5.2.
First, we prove Theorem 5.2 (1).
Proof of Theorem 5.2 (1). It suffices to prove that c∗inf ≥ c
∗
0. Let u0 ∈ X
+
1 and v0 ∈ X
+
2 be
such that u0(x) = v0(x) = 0 for x ≥ 0 and u0(x) ≪
1
2 min{inf u
∗(t, x), inf u∗0(t)}, v0(x) ≪
1
2 min{inf v
∗(t, x), inf v∗0(t)} for x < 0.
First of all, consider
ut = Au+ u
(
a1(t, x)− b1(t, x)u− c1(t, x)v
∗(t, x)
)
, x ∈ R. (5.13)
Let
c˜∗ = inf
µ>0
λ(µ, a01 − c
0
1v
∗
0)
µ
.
Fix 0 < c < c∗0 and 0 < c˜ < min{c, c˜
∗}. By [16, Theorem 2.2],
lim inf
x≤c˜t,t→∞
u(t, x;u0) > 0,
where u(t, x;u0) is the solution of (5.13) with u(0, x;u0) = u0(x). Then by Lemma 5.2 and its
arguments, there is T0 > 0 such that
u(t, x;u0, v0) ≥ supu0, v(t, x;u0, v0) ≥ sup v0 ∀ t ≥ T0, x ≤ c˜t. (5.14)
Next, note that
lim
L→∞
(
ai(t, x+L)− a
0
i (t)) = 0, lim
L→∞
(
bi(t, x+L)− b
0
i (t)
)
= 0, lim
L→∞
(
ci(t, x+L)− c
0
i (t)
)
= 0
and
lim
L→∞
(
u∗(t, x+ L)− u∗0(t)
)
= 0, lim
L→∞
(
v∗(t, x+ L)− v∗0(t)
)
= 0
uniformly in t ∈ R and x in bounded sets. This implies that{
limL→∞
(
u(t, x+ L;u0(· − L), v0(· − L))− u
0(t, x;u0, v0)
)
= 0
limL→∞
(
v(t, x+ L;u0(· − L), v0(· − L))− v
0(t, x;u0, v0)) = 0
(5.15)
uniformly in t in bounded sets of [0,∞) and x in bounded sets. Note also that
lim
x≤ct,t→∞
(
|u0(t, x;u0, v0)− u
∗
0(t)|+ |v
0(t, x;u0, v0)− v
∗
0(t)|
)
= 0. (5.16)
This implies that there is K ∈ N such that
u0(KT, x;u0, v0) > 2u
∗
0(KT )/3, v
0(KT, x;u0, v0) > 2v
∗
0(KT )/3 ∀ x ≤ cKT. (5.17)
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Now, by (5.15) and (5.17), there is L0 > 0 such that{
u(KT, x+ L;u0(· − L), v0(· − L)) > u
∗
0(KT )/2, ∀ L ≥ L0, |x| ≤ cKT
v(KT, x+ L;u0(· − L), v0(· − L)) > v
∗
0(KT )/2, ∀ L ≥ L0, |x| ≤ cKT.
Hence {
u(KT, x;u0(· − L), v0(· − L)) > u
∗
0(KT )/2, ∀ L ≥ L0, |x− L| ≤ cKT
v(KT, x;u0(· − L), v0(· − L)) > v
∗
0(KT )/2, ∀ L ≥ L0, |x− L| ≤ cKT.
(5.18)
Let K0 ∈ N be such that K0T ≥ max{T0, L0}. By (5.18), we have{
u((K0 +K)T, x;u0, v0) ≥ u(KT, x;u0(· − c˜K0T ), v0(· − c˜K0T ) ≥ u
∗(KT )/2
v((K0 +K)T, x;u0, v0) ≥ v(KT, x;u0(· − c˜K0T ), v0(· − c˜K0T ) ≥ v
∗(KT )/2
(5.19)
for all |x− c˜K0T | ≤ cKT . By (5.14), we have{
u((K0 +K)T, x;u0, v0) ≥ supu0 ∀ x ≤ c˜K0T + c˜KT
v((K0 +K)T, x;u0, v0) ≥ sup v0 ∀ x ≤ c˜K0T + c˜KT.
It then follows that{
u((K0 +K)T, x;u0, v0) ≥ supu0 ∀ x ≤ c˜K0T + cKT
v((K0 +K)T, x;u0, v0) ≥ sup v0 ∀ x ≤ c˜K0T + cKT.
(5.20)
By (5.18) and (5.20), we have
u((K0 + 2K)T, x;u0, v0) = u(KT, x;u((K0 +K)T, ·;u0, v0), v((K0 +K)T, ·;u0, v0))
≥ u(KT, x;u0(· − c˜K0T − ciKT ), v0(· − c˜K0T − ciKT ))
≥ supu0 ∀ |x− c˜iK0T | ≤ cKT
and
v((K0 + 2K)T, x;u0, v0) = v(KT, x;u((K0 +K)T, ·;u0, v0), v((K0 +K)T, ·;u0, v0))
≥ v(KT, x;u0(· − c˜K0T − ciKT ), v0(· − c˜K0T − ciKT ))
≥ sup v0 ∀ |x− c˜iK0T | ≤ cKT
for i = 0, 1. It then follows that{
u((K0 + 2K)T, x;u0, v0) ≥ supu0 ∀ c˜K0T − cKT ≤ x ≤ c˜K0T + 2cKT
v((K0 + 2K)T, x;u0, v0) ≥ sup v0 ∀ c˜K0T − cKT ≤ x ≤ c˜K0T + 2cKT.
(5.21)
This together with (5.14) implies that{
u((K0 + 2K)T, x;u0, v0) ≥ supu0 ∀ x ≤ c˜K0T + 2cKT
v((K0 + 2K)T, x;u0, v0) ≥ sup v0 ∀ x ≤ c˜K0T + 2cKT.
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By induction, we have{
u((K0 + nK)T, x;u0, v0) ≥ supu0 ∀ x ≤ c˜K0T + ncKT
v((K0 + nK)T, x;u0, v0) ≥ sup v0 ∀ x ≤ c˜K0T + ncKT
for all n ≥ 1. It then follows that
c∗inf ≥ c ∀ c < c
∗
0.
This implies that c∗inf ≥ c
∗
0.
Proof of Theorem 5.2 (2). Assume that M0 > 0 is such that ai(t, x) = a
0
i (t), bi(t, x) = b
0
i (t),
and ci(t, x) = c
0
i (t) for |x| ≥M0. By Theorem 5.2 (1), it suffices to prove that c
∗
sup ≤ c
∗
0.
To prove c∗sup ≤ c
∗
0, first of all, for given small ǫ > 0, consider the following perturbed system
of (5.3){
ut = Au+ u
(
aǫ1(t)− b
ǫ
1(t)u− c
ǫ
1(t)(v
∗
0(t)− v)
)
, x ∈ R
vt = Av + b
ǫ
2(t)
(
v∗0(t)− v
)
u+ v
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t) + c
ǫ
2(t)v
)
, x ∈ R,
(5.22)
where aǫ1(t) = a
0
1(t) + ǫ, b
ǫ
1(t) = b
0
1(t) − ǫ, c
ǫ
1(t) = c
0
1(t) − ǫ, and b
ǫ
2(t) = b
0
2(t) + ǫ, a
ǫ
2(t) =
a02(t) + ǫ+ 2ǫ sup v
∗
0, c
ǫ
2(t) = c
0
2(t) + ǫ. Consider the linearization of (5.22) at (0, 0),{
ut = Au+
(
aǫ1(t)− c
ǫ
1(t)v
∗
0(t))
)
u, x ∈ R
vt = Av + b
ǫ
2(t)v
∗
0(t)u+
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t)
)
v, x ∈ R.
(5.23)
For given µ > 0, let λǫ(µ) = λ(µ, a
ǫ
1 − c
ǫ
1v
∗
0) and µ
∗
ǫ > 0 be such that
λǫ(µ
∗
ǫ )
µ∗ǫ
= inf
µ>0
λǫ(µ)
µ
.
Let c∗ǫ =
λǫ(µ∗ǫ )
µ∗ǫ
. Note that c∗ǫ ≥ c
∗
0 and c
∗
ǫ → c
∗
0 as ǫ→ 0. To prove c
∗
sup ≤ c
∗
0, it then suffices to
prove c∗sup ≤ c
∗
ǫ for any given 0 < ǫ≪ 1.
Next, by (H2),

aǫ1(t)− c
ǫ
1(t)
a0
2M
c0
2L
− aǫ2(t) + 2c
ǫ
2(t)
a0
2L
c0
2M
− bǫ2(t)
a0
2M
c0
2L
cǫ
1M
bǫ
1L
> 0
aǫ1(t)− c
ǫ
1(t)
a0
2M
c0
2L
− aǫ2(t) + 2c
ǫ
2(t)
a0
2L
c0
2M
− bǫ2(t)
a0
2M
c0
2L
cǫ
2M
bǫ
2L
> 0
(5.24)
for all t ∈ R and 0 < ǫ ≪ 1. Fix ǫ > 0 such that (5.24) holds. We prove c∗sup ≤ c
∗
ǫ . By
Propositions 2.1 and 2.2, there are positive T -periodic functions φ∗ǫ (t) and ψ
∗
ǫ (t) such that
(u, v) = (e−µ
∗
ǫ (x−c
∗
ǫ t)φ∗ǫ (t), e
−µ∗ǫ (x−c
∗
ǫ t)ψ∗ǫ (t)) is a solution of (5.23). Let
u+(t, x) = Ke−µ
∗
ǫ (x−c
∗
ǫ t)φ∗ǫ(t), v
+(t, x) = Ke−µ
∗
ǫ (x−c
∗
ǫ t)ψ∗ǫ (t),
where K is a positive constant to be determined later. We claim that
cǫ1(t)v
+(t, x) ≤ bǫ1(t)u
+(t, x), cǫ2(t)v
+(t, x) ≤ bǫ2(t)u
+(t, x). (5.25)
23
We first assume the claim (5.25) is true and finish the proof of c∗sup ≤ c
∗
ǫ and then prove the
claim.
To prove c∗sup ≤ c
∗
ǫ , it suffices to prove that there is L
∗ > 0 such that
u(t, x;u0, v0) ≤ u
+(t, x), v(t, x;u0, v0) ≤ v
+(t, x) ∀ t ≥ 0, x ≥ c∗ǫ t+ L
∗. (5.26)
In order to do so, let
M∗ = max{sup
t∈R
u∗0(t), sup
t∈R
v∗0(t), sup
t,x∈R
u∗(t, x), sup
t,x∈R
v∗(t, x)}
and
m∗ = inf
t∈R
ψ∗ǫ (t)
φ∗ǫ (t)
,
and k ∈ N be such that
km∗ ≥ 1.
Let ξ∗(t;K) be defined by
u+(t, ξ∗(t;K)) = kM∗.
Then
ξ∗(t;K) = c∗ǫ t−
1
µ∗ǫ
ln
( kM∗
Kφ∗ǫ (t)
)
, (5.27)
and
v+(t, ξ∗(t;K)) = kM∗
ψ∗ǫ (t)
φ∗ǫ (t)
≥ km∗M∗ ≥M∗.
Note that
u+(t, x) ≤ kM∗, v+(t, x) ≤ kM∗
ψ∗ǫ (t)
φ∗ǫ (t)
∀ x ≥ ξ∗(t;K)
and
u+(t, x) ≥ kM∗, v+(t, x) ≥ kM∗
ψ∗ǫ (t)
φ∗ǫ(t)
∀ x ≤ ξ∗(t;K).
Let
K∗ = kM∗ · sup
t∈R
bǫ2(t)
and g1(u) be a nondecreasing Lipschitz continuous function satisfying that
g1(v) =
{
v for v ≤M∗
M∗ for v ≥M∗.
Then
bǫ2
|v∗0(t)− g1(v
+(t, x))| −
(
v∗0(t)− g1(v
+(t, x))
)
2
u+(t, x)−K∗|v∗0(t)− g1(v
+(t, x))| ≤ 0 (5.28)
for x ≥ ξ∗(t;K). Let
Fǫ(t, u, v) = u
(
aǫ1(t)− b
ǫ
1(t)u− c
ǫ
1(t)(v
∗
0(t)− g1(v))
)
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and
Gǫ(t, u, v) = b
ǫ
2(t)
(
v∗0(t)− g1(v)
)
u+ v
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t) + c
ǫ
2(t)g1(v)
)
+ bǫ2(t)
|v∗0(t)− g1(v)| − (v
∗
0(t)− g1(v))
2
u−K∗|v∗0(t)− g1(v)|.
By (5.25) and (5.28) {
u+t ≥ Au
+ + Fǫ(t, x, u
+, v+), x ≥ ξ∗(t;K)
v+t ≥ Av
+ +Gǫ(t, x, u
+, v+), x ≥ ξ∗(t;K).
(5.29)
Let u(t, x) = u(t, x;u0, v0), v(t, x) = v(t, x;u0, v0). Let
F (t, u, v) = u
(
a1(t)− b1(t)u− c1(t)(v
∗(t, x)− g1(v))
)
and
G(t, u, v) = b2(t)
(
v∗(t, x)− g1(v)
)
u+ v
(
a2(t)− 2c2(t)v
∗(t, x) + c2(t)g1(v)
)
+ b2(t)
|v∗(t, x)− g1(v)| − (v
∗(t, x)− g1(v))
2
u−K∗|v∗(t, x)− g1(v)|.
Note that
u(t, x) ≤ u∗(t, x), v(t, x) ≤ v∗(t, x) ∀ t ≥ 0, x ∈ R.
Hence {
ut = Au+ F (t, x, u, v), x ∈ R
vt = Av +G(t, x, u, v), x ∈ R.
(5.30)
Note that
lim
K→∞
ξ∗(t;K) =∞
uniformly in t ≥ 0 and
lim
|x|→∞
|u∗(t, x)− u∗0(t)| = lim
|x|→∞
|v∗(t, x)− v∗0(t)| = 0
uniformly in t ∈ R. We can then choose K ≫ 1 such that
u0(x) ≤ u
+(0, x), v0(x) ≤ v
+(0, x) ∀ x ∈ R,
and {
F (t, x, u(t, x), v(t, x)) ≤ Fǫ(t, x, u(t, x), v(t, x)), ∀ t ≥ 0, x ≥ ξ
∗(t;K)
G(t, x, u(t, x), v(t, x)) ≤ Gǫ(t, x, u(t, x), v(t, x)) ∀ t ≥ 0, x ≥ ξ
∗(t;K).
The last two inequalities together with (5.30) imply that{
ut(t, x) ≤ Au(t, x) + Fǫ(t, x, u(t, x), v(t, x)), x ≥ ξ
∗(t;K)
vt(t, x) ≤ Av(t, x) +Gǫ(t, x, u(t, x), v(t, x)), x ≥ ξ
∗(t;K).
(5.31)
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Note that
u+(t, x) ≥M∗, v+(t, x) ≥M∗ ∀ x ≤ ξ∗(t;K),
and
u(t, x) ≤M∗, v(t, x) ≤M∗ ∀ x ≤ ξ∗(t;K).
Then by (5.28), (5.2), and Proposition 2.4,
u(t, x) ≤ u+(t, x), v(t, x) ≤ v+(t, x) ∀ t ≥ 0, x ≥ ξ∗(t;K).
This implies that
c∗sup ≤ c
∗
ǫ .
Then by Theorem 5.2 (1), we have c∗inf = c
∗
sup = c
∗
0.
We return to prove the claim (5.25) now. By the definition of u+(t, x) and v+(t, x), it suffices
to prove
cǫ1(t)ψ
∗(t) ≤ bǫ1(t)φ
∗(t), cǫ2(t)ψ
∗(t) ≤ bǫ2(t)φ
∗(t) ∀ t ∈ R. (5.32)
Observe that (φ∗(t), ψ∗(t)) satisfying the following system{
ut = A(µ
∗
ǫ)u− λ(µ
∗
ǫ )u+
(
aǫ1(t)− c
ǫ
1(t)v
∗
0(t))
)
u, x ∈ R
vt = A(µ
∗
ǫ)v − λ(µ
∗
ǫ)v + b
ǫ
2(t)v
∗
0(t)u+
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t)
)
v, x ∈ R.
(5.33)
Hence v = ψ∗(t) is a positive periodic solution of
vt = A(µ
∗
ǫ)v − λ(µ
∗
ǫ )v + b
ǫ
2(t)v
∗
0(t)φ
∗(t) +
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t)
)
v, x ∈ R. (5.34)
We show that both v =
bǫ
1L
cǫ
1M
φ∗(t) and v =
bǫ
2L
cǫ
2M
φ∗(t) are super-solutions of (5.34). In fact,
( bǫ1L
cǫ1M
φ∗(t)
)
t
−A(µ∗ǫ)
bǫ1L
cǫ1M
φ∗(t) + λ(µ∗ǫ )
bǫ1L
cǫ1M
φ∗(t)− bǫ2(t)v
∗
0(t)φ
∗(t)−
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t)
) bǫ1L
cǫ1M
φ∗(t)
= (aǫ1(t)− c
ǫ
1(t)v
∗
0(t))
bǫ1L
cǫ1M
φ∗(t)− bǫ2(t)v
∗
0(t)φ
∗(t)−
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t)
) bǫ1L
cǫ1M
φ∗(t)
=
bǫ1L
cǫ1M
φ∗(t)
[
(aǫ1(t)− c
ǫ
1(t)v
∗
0(t))− b
ǫ
2(t)v
∗
0(t)
cǫ1M
bǫ1L
−
(
aǫ2(t)− 2c
ǫ
2(t)v
∗
0(t)
)]
≥
bǫ1L
cǫ1M
φ∗(t)
[
aǫ1(t)− c
ǫ
1(t)
a02M
c02L
− bǫ2(t)
a02M
c02L
cǫ1M
bǫ1L
− aǫ2(t) + 2c
ǫ
2(t)
a02L
c02M
]
> 0 (by (5.24)).
Hence v =
bǫ
1L
cǫ
1M
φ∗(t) is super-solution of (5.34). Similarly, we have that v =
bǫ
2L
cǫ
2M
φ∗(t) is super-
solution of (5.34). By Proposition 2.2, v = ψ∗(t) is globally stable with respect to any pertur-
bation v0(x) ≡constant. We then have
ψ∗(t) ≤
bǫ1L
cǫ1M
φ∗(t), ψ∗(t) ≤
bǫ2L
cǫ2M
φ∗(t),
which implies (5.33) and then (5.25).
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