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Abstract
The graph isomorphism problem deals with the question if two graphs have the same
structure up to renaming their vertices. It is one of the few remaining natural problems
for which neither a polynomial-time algorithm nor NP-hardness is known. This situation
has led to a branch of research that develops efficient algorithms for special cases of the
graph isomorphism problem, where the input graphs are required to be from restricted
graph classes.
The main contribution of this thesis comprises of logspace algorithms that solve the
isomorphism problem for k-trees, interval graphs, Helly circular-arc graphs and proper
circular-arc graphs. This improves previously known parallel algorithms and leads to a
complete classification of the complexity of these problems, as they are also shown to be
hard for logspace.
In fact, these algorithms achieve more: In the case of k-trees, the algorithm computes





, where n is the number of vertices, yielding the fastest known FPT algorithm
for k-tree isomorphism.
The algorithms for interval and circular-arc graphs actually compute canonical repre-
sentations, i.e., each vertex is assigned an interval (or arc) such that these intersect each
other if and only if the corresponding vertices are adjacent, and isomorphic input graphs
receive the same interval (or arc) model. This thesis also presents logspace algorithms
that compute interval representations with additional properties, or detect that this is not
possible: The resulting interval models can be required to be proper (no interval contains
another), unit (all intervals have the same length), or to satisfy prescribed lengths for
pairwise intersections (and possibly prescribed lengths of intervals).
ii
Zusammenfassung
Beim Graphisomorphieproblem geht es um die Frage, ob zwei Graphen bis auf Knotenumbe-
nennungen die gleiche Struktur haben. Es ist eines der wenigen verbleibenden natürlichen
Probleme, für die weder ein Polynomialzeitalgorithmus noch NP-Härte bekannt ist. Aus
dieser Situation ist ein Forschungszweig erwachsen, der effiziente Isomorphiealgorithmen
für eingeschränkte Graphklassen entwickelt.
Der Hauptbeitrag dieser Arbeit besteht in Logspace-Algorithmen, die das Isomorphie-
problem für k-Bäume, Intervallgraphen, sowie Helly- und Proper-Kreisbogengraphen
lösen. Dies verbessert zuvor bekannte parallele Algorithmen und führt zu einer vollstän-
digen Klassifikation der Komplexität dieser Probleme, da für sie auch Logspace-Härte
nachgewiesen wird.
Tatsächlich leisten die vorgestellten Algorithmen mehr: Im Fall der k-Bäume berechnet
der Algorithmus kanonische Knotenbenennungen mit O(k log n) Platz. Eine alternative
Implementation des Algorithmus kommt mit O
(
(k + 1)! n
)
Zeit aus – hierbei ist n
die Anzahl der Knoten – und ist damit der schnellste bekannte FPT-Algorithmus für
Isomorphie von k-Bäumen.
Die Algorithmen für Intervall- und Kreisbogengraphen berechnen kanonische Reprä-
sentationen – das heißt, sie weisen jedem Knoten ein Intervall (beziehungsweise einen
Kreisbogen) zu, sodass diese sich genau dann schneiden, wenn die zugehörigen Knoten
benachbart sind, und isomorphe Eingabegraphen das gleiche Intervallmodell (bezie-
hungsweise Kreisbogenmodell) erhalten. Außerdem werden auch Logspace-Algorithmen
angegeben, die Intervallrepräsentationen mit zusätzlichen Eigenschaften berechnen –
oder erkennen, dass dies nicht möglich ist: Für die resultierenden Intervallmodelle
kann gefordert werden, dass sie proper sind (also kein Intervall ein anderes enthält),
dass sie unit sind (also alle Intervalle die gleiche Länge haben) oder dass die Längen
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1 Introduction
Two graphs G and H are isomorphic if there is a bijection φ between the vertex sets
of G and H that preserves the adjacency relation, i.e., φ maps edges to edges and
non-edges to non-edges. The graph isomorphism problem (GI) asks whether two given
graphs are isomorphic. It is one of the few natural problems in NP that are neither
known to be NP-complete nor known to be solvable in polynomial time. Trying to
settle this question, many researchers have devoted their time to the graph isomorphism
problem. Already in 1977, this phenomenon was called the graph isomorphism disease in
the survey of Read and Corneil [RC77]. More surveys followed [Gat79; ZKT85; AT05;
Köb06; Ueh14], witnessing the continued interest in GI.
It is known that GI is contained in coAM [GS86; Sch88] and in SPP [AK06]. This
provides strong evidence that GI is not NP-complete, as that would imply a collapse of
the polynomial hierarchy to its second level [BHZ87]. On the other hand, the strongest
known hardness result is surprisingly weak; in particular, it is not known whether GI is
hard for P. Torán showed that GI is at least as hard as computing the determinant of
an integer matrix and thus hard for the class DET [Tor04]. DET is a subclass of TC1 and
contains NL as well as all logspace counting classes [ÁJ93; BDH+92]; see Figure 1.1 for an
overview of the mentioned complexity classes. More details on the structural complexity
of GI can be found in the monograph by Köbler, Schöning, and Torán [KST93].
The best known algorithm for GI takes 2O(
√
n log n) time [BL83]; here and elsewhere,
n denotes the number of vertices in the input graphs. This algorithm combines Luks’
algorithm for bounded degree graphs [Luk82] with Zemlyachenko’s techniques for
degree reduction [ZKT82].
One line of research on GI is to study the complexity for particular classes of graphs.
Two cases can be distinguished: isomorphism-complete graph classes, where the problem
remains as hard as in general, and isomorphism-tractable graph classes, for which GI can be
solved in polynomial time. Similarly as in the theory of NP-completeness, a dichotomic
phenomenon can be observed: Almost all natural graph classes are known to be ei-
ther isomorphism-complete or isomorphism-tractable; the most prominent exceptions
are trapezoid graphs [Spi03; UTN05] and circular-arc graphs (see below). Paralleling
Ladner’s theorem, which asserts that NP contains languages that are neither in P nor
NP-complete if P ̸= NP [Lad75], Otachi and Schweitzer construct a graph class that is
neither isomorphism-complete nor isomorphism-tractable, assuming GI /∈ P [OS13].
Isomorphism-completeness holds for many basic graph classes like bipartite, chordal
or regular graphs [cf. BC79], and there are also more advanced results [BO95; BPT96;
UTN05; Ueh13].
The isomorphism-tractable classes also have rich literature. For example, efficient
isomorphism algorithms have been developed for colored graphs with bounded color
class size [Bab79; FHL80], graphs with bounded genus [Mil80; Mil83], bounded de-















Figure 1.1: Hasse diagramm of the known inclusions between the mentioned complexity
classes; GI is the class of all problems that can be reduced to the graph
isomorphism problem in polynomial time.
Ponomarenko showed that all graph classes that can be defined by forbidden minors are
isomorphism-tractable [Pon88]. Recently, Grohe and Marx generalized this to all graph
classes that can be defined by excluding a fixed topological subgraph [GM12]. These
graph classes also include graphs of bounded degree, and the algorithm employs Luks’
techniques for this case [Luk82] as a subroutine.
For an overview of the status of GI on many different graph classes see also the
monograph of Spinrad [Spi03] and the survey of Köbler [Köb06].
The isomorphism-tractable graph classes admit a finer classification through subclasses
of P like the NC hierarchy and logspace classes. For several graph classes, the isomor-
phism problem was first put into P, then parallel NC algorithms were developed, and
finally the problem was shown to be in L. This is strong evidence that GI restricted to these
graph classes is strictly easier than the general problem, as the latter is DET-hard [Tor04]
and therefore NL-hard.
The first such graph class were trees. Edmonds developed the earliest polynomial-time
algorithm for tree isomorphism [cf. BS65, Section 6.21]. Linear-time algorithms were
independently given by Zemlyachenko [Zem70] and by Hopcroft and Tarjan [HT72;
cf. AHU74, Theorem 3.3].1 In 1991, an AC1 algorithm was designed by Miller and
Reif [MR91], and one year later, Lindell [Lin92] obtained an L upper bound. On the
other hand, tree isomorphism is also L-hard [JKM+03],2 so the known upper and lower
complexity bounds for the tree isomorphism problem match.
1Edmonds, Scoins, Weinburg, and others found similar algorithms, but did not publish the details [HT72].
2This applies when the usual pointer representation is used, i.e., graphs are given as lists of edges. When the
trees are given in string representation (i.e., as nested parenthesis structure), tree isomorphism becomes
NC1-complete [Bus97; JKM+03].
2
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A second precedent, where the complexity of isomorphism testing was successively
improved from polynomial time to logspace, is the class of planar graphs. Hopcroft and
Tarjan gave a polynomial-time algorithm [HT71]; Hopcroft and Wong improved this to
linear time [HW74]. Regarding the parallel complexity, Miller and Reif developed an
AC3 algorithm [MR91] that can be improved to AC1 when combined with the planar
embedding algorithm of Ramachandran and Reif [RR96]. Datta et al. showed that
isomorphism of planar graphs can be solved in logspace [DLN+09]; this result can be
generalized to graphs that exclude only one of K3,3 and K5 as minor [DNT+09] and to
graphs of bounded genus [EK14]. Note that trees are both K3,3-free and K5-free, so the
L-hardness mentioned above also applies here.
This thesis contributes to this branch of research by providing logspace isomorphism
tests for the classes of k-trees, interval graphs, Helly circular-arc graphs, and proper
circular-arc graphs. Variants of these tests also cover concave-round graphs, convex
graphs, and circular-convex graphs. An overview of the results is given in Table 1.1 at
the end of the introduction.
1.1 Canonization of k-trees
The class of k-trees contains all graphs that can be obtained from the inductive construc-
tion that starts with a k-clique and allows to introduce a new vertex if it is connected to
all vertices of a previously present k-clique; see Figure 1.2 for an example.
In Chapter 3 it is shown that the isomorphism problem for k-trees is L-complete for each
fixed k ∈ N+. The first published polynomial-time algorithm for isomorphism of k-trees
was obtained by Klawe, Corneil, and Proskurowski [KCP82], who actually cover a larger
class of graphs and mention that they have heard of an earlier polynomial-time algorithm
for k-trees from Hedetniemi in 1977. The parallel complexity of k-tree isomorphism has
been previously investigated by Greco, Sekharan, and Sridhar [GSS02], who showed that
it can be solved in AC2. Grohe and Verbitsky improved this to TC1 [GV06], also covering
a larger class of graphs. One year later, Arvind, Das, and Köbler showed an StUL upper






















Figure 1.2: A 2-tree G. It can be constructed by starting with the 2-clique {1, 2} and then
adding the remaining vertices in ascending order, as each of them has exactly
two neighbors with a smaller label, which are adjacent. The graph G admits
the tree decomposition D of width 2.
3
1 Introduction
In fact, Chapter 3 contains the formally stronger result that canonical labelings for
k-trees can be computed in logspace. The canonization problem for graphs is to produce
a canonical form canon(G) for a given graph G such that canon(G) is isomorphic to G
and canon(G1) = canon(G2) for any pair of isomorphic graphs G1 and G2. Clearly, the
isomorphism problem for a class of graphs reduces to computing canonical forms for this
class. A canonical labeling for G is any isomorphism from G to canon(G). It is not hard to
see that even the search version of GI (i.e., computing an isomorphism between two given
graphs in case it exists) as well as the automorphism group problem (i.e., computing a
generating set of the automorphism group of a given graph) are both logspace reducible
to computing canonical labelings.
To compute canonical labelings for k-trees, the algorithm first transforms the input
graph G into an undirected tree T(G) whose nodes are formed by all (k + 1)-cliques
and some k-cliques of G. It then enumerates all valid (k + 1)-colorings of G; there are
exactly (k + 1)! of them. Based on such a coloring, it colors the nodes of the tree T(G)
to encode additional structural information about G. Finally, a variant of Lindell’s
algorithm [Lin92] is used to compute a canonical labeling for the colored T(G), from
which a canonical labeling for the k-tree G is derived.
The class of k-trees is closely related to graphs of bounded treewidth: It is known that a
graph has treewidth at most k if and only if it is the subgraph of a k-tree. For this reason,
treewidth k graphs are also known as partial k-trees. The monograph of Kloks [Klo94]
offers a nice introduction to treewidth.
Finding space efficient and parallel algorithms for bounded treewidth graphs is an
active research area. Bodlaender gave an O(nk+4.5) time isomorphism algorithm [Bod90],
and the TC1 algorithm of Grohe and Verbitsky [GV06] also covers this graph class. Build-
ing on the latter result, Köbler and Verbitsky designed a TC2 algorithm for canonization
of bounded treewidth graphs [KV08]. Wagner improved this to AC1 [Wag11] using
techniques of Elberfeld, Jakoby, and Tantau, who showed how to compute a tree decom-
position of width k for a given treewidth k graph in logspace [EJT10] (previously, LogCFL
was known [Wan94]).
It remains open whether isomorphism of bounded treewidth graphs can be decided
in logspace. Das, Torán, and Wagner give a logspace algorithm for isomorphism of tree
distance width k graphs [DTW12], a subclass of treewidth k graphs that is incomparable
to k-trees. They also reduce isomorphism of decomposed bounded treewidth graphs
to isomorphism of bounded tree distance width graphs, obtaining a LogCFL algorithm
for isomorphism of bounded treewidth graphs [DTW12], which currently is the best
known upper bound. The remaining obstacle to put this problem in L is thus the
computation of compatible tree decompositions in logspace, where compatible means that
if two partial k-trees are isomorphic then there should be an isomorphism that maps one
decomposition to the other. Unfortunately, the tree decomposition constructed by the
logspace algorithm of Elberfeld, Jakoby, and Tantau [EJT10] strongly depends on the
names of the vertices, and computing compatible tree decompositions in logspace seems
to require new ideas.
Recently, Das, Datta, and Nimbhorkar used the logspace computable tree decompo-
sition presented in this thesis to design logspace algorithms for deciding reachability




The k-tree isomorphism problem, for unbounded k, is isomorphism-complete [KCP82].
Therefore it makes sense to study the fixed parameter tractability of this problem. A
problem is called fixed parameter tractable (FPT) with respect to some parameter k, if it is
solved by an algorithm in time f (k) nO(1), where f (k) can be an arbitrary function that
does not depend on the input size n. In Section 3.3 it is shown that the k-tree canonization
algorithm outlined above can also be implemented in O
(
(k + 1)! n
)
time. This yields
the fastest known FPT isomorphism algorithm for k-trees. Previously, Klawe, Corneil,
and Proskurowski gave an FPT isomorphism algorithm for general chordal graphs
with maximum clique size k + 1, which runs in O
(
(k + 1)!2 n3
)
time [KCP82]. Nagoya
improved this to O
(
(k + 1)! n3
)
[Nag01]. Toda gave an isomorphism algorithm that





While the exact running time of this algorithm is hard to analyze, the parameter s
can be smaller than k + 1 by a factor of up to Θ(n) and is never larger. For k-trees,
however, it always holds that k ≤ s ≤ k + 1, because the kernel (as defined in the
proof of Theorem 3.4.3) is always a simplicial component. Relatedly, Yamazaki et al.
showed how to check isomorphism for graphs of rooted tree distance width k in time
O(k!2 k2 n2) [YBF+99]. This graph class contains non-chordal graphs and is incomparable
to k-trees, but like k-trees it is a subclass of treewidth k graphs. For the isomorphism
problem of general treewidth k graphs, Lokshtanov et al. recently gave a 2O(k5 log k)n5 time
algorithm [LPP+14].
Applying the notion of fixed parameter tractability to logspace instead of polynomial
time, it is interesting to look for algorithms that take O
(
f (k) + log n
)
space. The class
of problems that admit such algorithms is sometimes called para-L (for parameterized
logspace) [EST12]. It can be argued that this is the right notion for ‘fixed parameter




time bound [see also FG03]. It remains
an open question whether isomorphism of k-trees can be solved in para-L: Though the
algorithm presented in Chapter 3 can be implemented either in logspace or in FPT time,
it is not clear how a O
(
f (k) + log n
)
space bound can be achieved.
1.2 Interval graphs
An intersection representation of a graph G is a mapping α from the vertex set V(G) onto
a multiset M of sets such that vertices u and v of G are adjacent if and only if the sets
α(u) and α(v) have a nonempty intersection. Such a multiset M is an intersection model
of G. A graph G is an interval graph if it admits an intersection model consisting of















Figure 1.3: An interval graph G and the interval model I resulting from the interval
representation v ↦→ Iv.
5
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The algorithmic aspects of interval graphs have been studied persistently for several
decades, spurred much by their numerous applications [see e.g. Gol04]. In 1965, Fulk-
erson and Gross presented the first polynomial-time recognition algorithm for interval
graphs [FG65]; it can be implemented in O(n4) time. Booth and Lueker gave a linear-time
algorithm for the same task [BL76], which they followed up with a linear-time algorithm
for interval graph isomorphism [LB79]. These algorithms are based on a special data
structure called PQ-tree that is used to enforce ordering constraints. Korte and Möhring
developed a variant of PQ-trees that allows a simpler algorithm [KM89]. By preprocessing
the graph’s modular decomposition tree, Hsu and Ma [HM99] later presented a simpler
linear-time recognition algorithm that avoids the use of PQ-trees altogether. Habib
et al. [HMP+00] achieve the same time bound employing the lexicographic breadth-first
search of Rose, Tarjan, and Lueker [RTL76] in combination with smart pivoting. Parallel
AC2 recognition and isomorphism algorithms were given by Klein [Kle96].
All of the above algorithms have in common that they compute a perfect elimination
order (PEO) of the graph’s vertices. This ordering has the property that for every vertex,
its neighborhood among its successors forms a clique. Fulkerson and Gross [FG65] show
that a graph has a PEO if and only if it is chordal.
Recognition of interval graphs in logspace follows from the results of Reif [Rei84]
and Reingold [Rei08]. In Chapter 4, a logspace algorithm is described that constructs
canonical interval representations: Given an interval graph G, it constructs a function αG
that maps the vertices of G to intervals such that two vertices u and v are adjacent if
and only if the intervals αG(u) and αG(v) intersect, and isomorphic graphs G1 ∼= G2
are mapped to equal interval models αG1(G1) = αG2(G2). In particular, this gives
another recognition algorithm and moreover implies that testing isomorphism of interval
graphs is also possible in logspace. The algorithm uses methods that are optimized for
space complexity. As such, it neither relies on computing the graph’s PEO nor uses
transitive orientation algorithms for comparability graphs as in the approach of Kozen,
Vazirani, and Vazirani [KVV85]. Instead, the basis of the algorithm is the observation
of Laubner [Lau10] that in an interval graph, the set of maximal cliques and a modular
decomposition tree are definable in a certain logical formalism, which makes these objects
tractable in logarithmic space.
More specifically, canonical representation of interval graphs is reduced to that of
interval hypergraphs in Section 4.1. In Section 4.2 it is then shown how these interval
hypergraphs can be split into overlap components whose interval models are essentially
unique and can be computed canonically in logspace using Reingold’s algorithm for
undirected reachability [Rei08]. These components are then placed in a tree and col-
ored with their canonical interval models. This tree can be canonized using Lindell’s
algorithm [Lin92]; its canonical form is then used to combine the canonical interval
representations of the components to one for the whole hypergraph. The tree used in
this algorithm can be viewed as PQ-tree; it encodes all possible interval representations
and allows to choose one of the representations in a canonical way. It can be constructed
in logspace without the iterative refinement that is inherent to the linear-time algorithms.
A hypergraph is an interval hypergraph if its vertices can be ordered so that each
hyperedge consists of vertices that are consecutive in this order. Switching to hypergraphs
bears the advantage that these exhibit richer structure; this helps to avoid technical
complications and to focus on the essence of the algorithm. Recognition of interval
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hypergraphs is clearly equivalent to testing the so-called consecutive-ones property: A
boolean matrix (which can be viewed as the incidence matrix of a hypergraph) has the
consecutive-ones property for rows if its columns can be reordered such that the ones in
each row are consecutive. The complexity of testing for this property is similar to that
of the recognition of interval graphs: Booth and Lueker gave a linear-time algorithm
that uses PQ-trees [BL76], which was later simplified by Hsu and McConnell [HM03].
Parallel AC2 algorithms were given by Chen and Yesha [CY91] and by Annexstein
and Swaminathan [AS98]; an AC2 algorithm also follows from the parallel algorithms
for PQ-trees by Klein and Reif [KR88]. The results in Section 4.2 imply that testing
the consecutive-ones property and finding an appropriate column permutation are in
logspace (and thus also in AC1).
Another consequence of the canonical representation algorithm for interval hyper-
graphs is that convex graphs can be canonized in logspace; this is worked out in Sec-
tion 4.3. The isomorphism problem for this class was previously known to be decidable
in AC2 [Che96] and in linear time [Che99]. Convex graphs include bipartite permutation
graphs. The isomorphism problem for the latter class was only known to be in AC1 [CY93;
YC96]. To the best of the author’s knowledge, the logspace algorithm for interval graph
isomorphism is the first for a natural class of graphs that contain cliques of arbitrary
size. For all graph classes mentioned in this paragraph, the isomorphism problem has a
matching lower bound; i.e., it turns out to be logspace complete.
Knowing efficient algorithms for interval graph isomorphism leads to the question
whether they can be generalized to larger graph classes. As a graph is interval if and
only if it is both chordal and a comparability graph, it is natural to consider these
two graph classes. However, Booth and Lueker showed that both chordal graphs and
comparability graphs are isomorphism-complete [BL75]. The same is true for directed
path graphs [BPT96], a graph class between interval graphs and chordal graphs. Another
natural generalization are graphs that admit an intersection model that consists of certain
geometrical objects on the plane. But even the special case of grid intersection graphs is
isomorphism-complete [Ueh08], where the geometrical objects are line segments that are
parallel to either axis. The survey of Uehara discusses the status of GI on several other
graph classes that admit geometrical representations [Ueh14]. Circular-arc graphs, which
also generalize interval graphs, are discussed below.
Constrained interval representations
The interval representation problem asks for a given graph G = (V, E), if G is an interval
graph, and if so, to compute an interval representation α for G, i.e., α determines for
each vertex u ∈ V an interval α(u) such that E = {{u, v} ∈ (V2 ) ⏐⏐ α(u) ∩ α(v) ̸= ∅}. All
the interval graph recognition algorithms mentioned above actually solve the interval
representation problem, which is thus known to be solvable in linear time [BL76; KM89;
HM99; COS09] and in AC2 [Kle96]. By the results in Chapter 4, it is complete for logspace.
Sometimes interval representations that satisfy additional constraints are desirable.
A graph is proper interval if it admits an interval representation where no interval con-
tains another. Wegner characterized proper interval graphs by forbidden induced sub-
graphs [Weg67; cf. DHH96]. In the interval graph G from Figure 1.3, the vertices
{1, 3, 4, 6} induce one of the forbidden subgraphs, so this graph is not proper interval.
7
1 Introduction
Proper interval representations can be found in linear time by algorithms of Deng,
Hell, and Huang [DHH96], Hell, Shamir, and Sharan [HSS01], and Corneil [Cor04]. An
AC2 algorithm is designed by Bang-Jensen, Huang, and Ibarra [BHI07]. In Section 4.4 it
is described how canonical proper interval representations can be computed in logspace,
implying also logspace recognition of proper interval graphs.
Unit interval graphs are interval graphs representable by systems of intervals that all
have the same length. Any such graph is obviously a proper interval graph, and the
converse is also true by a classical result of Roberts [Rob69]. Corneil et al. show how to
construct a unit interval representation in linear time from a proper one [CKN+95]. In
Section 4.4.2 it is shown that this transformation is also possible in logspace.
A generalization of proper interval graphs are the interval matrices introduced by
McConnell [McC03], which prescribe for each interval in which of the other intervals it
should be contained. McConnell showed that interval representations of such matrices
can be computed in linear time using so-called Δ trees [McC03], and his techniques can
also be adapted to obtain a logspace algorithm [KKV13a]. Section 4.6 describes another
logspace algorithm for computing canonical interval representations of interval matrices,
which instead relies on the following notion of constrained interval graph representation.
Another way to constrain interval representations α for a graph G is to restrict the
lengths of individual intervals and/or pairwise intersections. These restrictions can be
given by vertex weights ℓ(v) that prescribe the length of each interval α(v) and by edge
weights s
({u, v}) that prescribe the length of each intersection α(u) ∩ α(v). An interval
representation α of G is ℓ-respecting if it satisfies the former conditions, s-respecting if
it satisfies the latter, and (ℓ, s)-respecting if it satisfies both. Fulkerson and Gross show
how to find (ℓ, s)-respecting interval representations in O(n2) time [FG65]. Pe’er and
Shamir prove that it is NP-complete to decide if a graph G admits an ℓ-respecting interval
representation [PS97]. For the restricted case that the clique order of G is unique, the same
authors give a polynomial-time algorithm that can also handle more general constraints
on differences between extreme points of intervals. The problem of finding s-respecting
interval representations has also been investigated by Yamamoto [Yam07].
In Section 4.5, it is shown how to construct (ℓ, s)-respecting interval representations
in linear time or alternatively in logspace, and s-respecting interval representations in
O(nm) time or in logspace; here and elsewhere, m denotes the number of edges in the
input graph. Since computing ℓ-respecting interval representations is NP-hard, this result
illustrates that the information on pairwise intersections is quite helpful.
Klavík, Kratochvíl, and Vyskocˇil consider a variant of the interval representation
problem [KKV11], where additionally to the graph G an interval representation of an
induced subgraph of G is given as input. They describe an O(n2) time algorithm that
computes a representation of G (if it exists) which extends the given partial representation.
1.3 Circular-arc graphs
Circular-arc (CA) graphs are graphs that admit an intersection model which consists of
arcs on a circle. As every interval model can be viewed as an arc model that leaves part
of the circle uncovered, CA graphs are a superclass of interval graphs. The containment

















Figure 1.4: A circular-arc graph G and the arc model A resulting from the arc representa-
tion v ↦→ Av.
In his work on interval graphs, Booth conjectured that recognition of CA graphs is NP-
complete [Boo75]. This was refuted by Tucker, who gave an O(n3) time algorithm [Tuc80].
Hsu improved this to O(nm) [Hsu95], Eschen and Spinrad further brought down the
runtime to O(n2) [ES93], and finally McConnell gave a linear time (i.e., O(n + m))
algorithm [McC03]. Improving the techniques of Eschen and Spinrad [ES93], Kaplan and
Nussbaum obtained a second, much simpler linear-time algorithm [KN11].
Isomorphism of CA graphs remains a challenge up to now: No polynomial-time
isomorphism test is currently known, although some approaches have appeared in
the literature, of which Uehara gives an overview [Ueh13]. Most widely known is the
O(nm) time isomorphism test claimed by Hsu [Hsu95]; only recently a counter-example
to its correctness has been given by Curtis et al. [CLM+13].
In quest of efficient recognition and isomorphism algorithms, some natural subclasses
of CA graphs besides interval graphs have received special attention. Helly CA graphs,
proper CA graphs, and concave-round graphs are the most prominent examples [cf.
CLM+13]; see Figure 1.5 for their inclusion structure. In Chapter 5, logspace algorithms
are presented that compute canonical representations for these three graph classes.
One building block for these algorithms is a logspace algorithm that computes canonical
representations of CA hypergraphs; it is described in Section 5.1. This algorithm can also
be used to test in logspace whether a given boolean matrix has the circular-ones property,
that is, whether the columns can be permuted so that the 1-entries in each row form
a segment up to a cyclic shift. Note that a matrix has this property if and only if it is
the incidence matrix of a CA hypergraph. The recognition problem of the circular-ones
property arises in computational biology, namely in analysis of circular genomes [GPZ08;
OBS11]. It has similar complexity as recognizing the consecutive-ones property: Prior
to the logspace algorithm of Section 5.1, both linear-time algorithms [BL76; HM03] and










The class of Helly circular-arc (HCA) graphs contains all graphs that admit arc models
having the Helly property, which requires that every subset of arcs with nonempty pairwise
intersections has a nonempty overall intersection. For example, the arc model A in
Figure 1.4 satisfies this condition. When computing arc representations for HCA graphs,
the resulting arc models are required to be Helly. Since any interval system has the
Helly property, the canonical representation problem for HCA graphs generalizes the
canonical representation problem for interval graphs. On the other hand, not every arc
model is Helly; see Figure 1.6 for examples. Joeris et al. characterize HCA graphs among
CA graphs by a family of forbidden induced subgraphs [JLM+11].
HCA graphs were introduced by Gavril under the name Θ circular-arc graphs, who
gave an O(n3) time representation algorithm for them [Gav74]. Hsu improved this to
O(nm) time [Hsu95], and Joeris et al. obtained an O(n + m) time upper bound [JLM+11].
The fastest known isomorphism algorithm for HCA graphs was developed by Curtis et al.
and works also in linear time [CLM+13]. Chen gave a parallel AC2 algorithm [Che96].
In Section 5.2 it is shown that canonical representations for HCA graphs can be
computed in logspace. The first step of the algorithm is to transform a given graph G
into a CA matrix λG that describes the intersection structure in certain arc models of G:
For each pair of arcs, it is prescribed whether they should be disjoint, if one should be
contained in the other, if they should cover the circle together or if they should overlap
otherwise. McConnell observed [McC03] how an CA matrix can be modified to flip a
subset of arcs in any arc model of it, i.e., to replace each of these arcs with the arc that
has the same extreme points but covers the opposite part of the circle. If this flipping
operation is applied to a suitable subset of vertices, it vacates a point on the circle and
the resulting matrix admits an interval model. The key observation in Section 5.2.2 is
that a maximal clique of G can be found in logspace. This clique is then used to flip λG
into an interval matrix. After computing an interval representation for the latter using
the algorithm of Section 4.6, flipping back the arcs of the flipped vertices results in an
arc representation of G. Moreover, it is shown in Section 5.2.3 that the resulting arc
model is unique up to isomorphism (when some natural restrictions are applied), so the
canonical representation algorithm for CA hypergraphs can be used to obtain a canonical
arc representation of G.
While the transformation to the CA matrix λG is possible for any (also non-Helly)
CA graph G, the choice of X crucially relies on the existence of a Helly arc model of G;















Figure 1.6: Two graphs with non-Helly arc models. The graph in (a) admits an Helly arc
model (even an interval model), while the graph in (b) does not.
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Note that solvability in logspace implies solvability in AC1. Previously, no AC1 algo-
rithm was known for recognition and isomorphism testing of HCA graphs.
It is also interesting that some classes of graphs with Helly intersection models are
isomorphism-complete. For example, Uehara shows this for the case of axis-parallel
rectangles in the plane [Ueh08].
Proper circular-arc graphs and concave-round graphs
The class of proper circular-arc (PCA) graphs consists of all graphs that admit an arc model
that is proper, i.e., where no arc contains another. In Section 5.3, a logspace algorithm is
presented that for a given PCA graph computes canonical representations by proper arc
models, where canonical again means that isomorphic graphs receive identical models.
This algorithm provides a simultaneous solution in logspace of both the recognition and
the isomorphism problems for the class of PCA graphs.
Every proper interval graph is PCA, as every proper interval model can also be
viewed as a PCA model. Though PCA graphs may thus appear to be close relatives
of proper interval graphs, the extension of the result of Section 4.4 achieved here is
far from being straightforward. Differences between the two classes of graphs are well
known and have led to different algorithmic approaches also in the past [see e.g. DHH96;
KN09; LSS08]. One important difference lies in the relationship of these graph classes
to interval and CA hypergraphs. Roberts discovered that proper interval graphs admit
a natural characterization: A graph G is proper interval if and only if its neighborhood
hypergraph N [G] is interval [Rob71], where N [G] has the same vertex set as G and, for
each vertex v of G, has an hyperedge N[v] that contains v and all its neighbors. The
circular-arc world is more complex. While N [G] is a CA hypergraph whenever G is
a PCA graph, the converse is not always true. PCA graphs are properly contained in
the class of those graphs whose neighborhood hypergraphs are CA. Graphs with this
property are called concave-round graphs by Bang-Jensen, Huang, and Yeo [BHY00] and
Γ circular-arc graphs or Tucker graphs by Chen [Che96]. The latter name is justified by
Tucker’s result [Tuc71] that all these graphs are CA (although not necessarily PCA).
Hence, it is natural to consider the problem of constructing arc representations for
concave-round graphs. The logspace algorithms of Section 5.3 cover also this case.
The recognition problem for PCA graphs, along with model construction, was solved
in linear time by Deng, Hell, and Huang [DHH96] and by Kaplan and Nussbaum [KN09];
and in AC2 by Chen [Che97]. The isomorphism problem for PCA graphs was solved
in linear time by Lin, Soulignac, and Szwarcfiter [LSS08]. In a recent paper [CLM+13],
Curtis et al. extend this result to concave-round graphs.
For concave-round graphs, Chen gave AC2 algorithms for both arc model construc-
tion [Che93] and isomorphism [Che96].
Unit CA graphs are CA graphs that admit an arc model where all arcs have equal
length. Contrary to what one might expect from the interval setting, where proper
interval graphs and unit interval graphs coincide, unit CA graphs are a proper subclass of
PCA graphs [Tuc74]. Unit arc representations for such graphs can be computed in linear




The results for k-trees were obtained jointly with Köbler, and were presented at the 34th
International Symposium on Mathematical Foundations of Computer Science (MFCS) [KK09].
An extended version, which also builds on the earlier work by Arvind, Das, and
Köbler [ADK07] and which introduces the FPT algorithm, appeared in Information and
Computation [ADK+12]. Compared to the latter, the treatment in Chapter 3 uses a simpli-
fied coloring of the tree representation, which allows a more efficient implementation
and a more elegant analysis.
The algorithms for canonical representation of interval graphs were developed in
collaboration with Köbler, Laubner and Verbitsky. The first version of this result was
presented at the 37th International Colloquium on Automata, Languages and Programming
(ICALP) [KKL+10] and is also described in Laubner’s thesis [Lau11]. In this original
version, overlap components are defined not for interval hypergraphs but for interval
graphs, and for each of them a partial order of its maximal cliques is computed that
allows to find an interval representation. The second version of these results was pub-
lished in the SIAM Journal on Computing [KKL+11]; it adds the algorithm for canonical
representation of interval hypergraphs and reduces canonical representation of inter-
val graphs to this problem. Chapter 4 follows this second approach, changing the
terminology to be consistent with the later circular-arc results3 and spelling out the
simplified canonical representation algorithm for overlap-connected interval hypergraphs
that was first sketched in the survey on interval graph isomorphism published together
with Köbler and Verbitsky in the Computational Complexity Column of the Bulletin of the
EATCS [KKV12a]. The algorithms for interval graph representation with given interval
and intersection lengths (presented in Section 4.5) were obtained together with Köbler
and Watanabe; an extended abstract appeared in the proceedings of the 23rd International
Symposium on Algorithms and Computation (ISAAC) [KKW12].
The results on circular-arc graphs were obtained together with Köbler and Verbitsky.
A first algorithm for canonical representation of HCA graphs was presented at the 38th
International Symposium Mathematical Foundations of Computer Science (MFCS) [KKV13a],
and a simplified algorithm for the same problem was described in an arXiv.org pre-
print [KKV14]. This thesis uses ideas from both approaches, giving a new proof of the
result on interval matrices in Section 4.6 and a more direct argument for the canonicity
of the Helly arc representations described in Section 5.2.3. The results for PCA and
concave-round graphs were presented at the 32nd Conference on Foundations of Software
Technology and Theoretical Computer Science (FSTTCS) [KKV12b]; an extended version is
available on arXiv.org [KKV13b].
3What is called interval representation here was called interval labeling there; and what is called interval model
here was called interval representation there. In the case of hypergraphs, there is also a change of meaning:
While an interval labeling (old terminology) maps hyperedges to intervals, an interval representation
(new terminology) maps vertices to points on the line. This allows more flexible application, e.g. in the
proof of Theorem 5.1.1.
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Table 1.1: Algorithms for recognition and isomorphism of the mentioned graph classes.
If applicable, representation algorithms are also listed.
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2 Definitions and basic facts
This chapter introduces the concepts and notations that are used in this thesis. For most
of them, there are also brief explanations in the glossary starting from page 95.
For a set S, its cardinality is denoted by |S|. An order < on S induces the lexicographic
order on the powerset P(S), where A < B if the smallest element of the symmetric
difference A△ B belongs to A. This lexicographic order also generalizes to multisets if
the symmetric difference is taken with due regard to multiplicities.
2.1 Graphs
Given a graph G, its vertex set is denoted by V(G) and its edge set by E(G). The
subgraph induced by a set U ⊆ V(G) is denoted by G[U], and G−U is a shorthand for
G[V(G) \U]. A set U ⊆ V(G) is independent if E(G[U]) = ∅, and a clique if G[U] contains
all possible edges. A clique is a maxclique if it is not contained in a larger clique. The
complement of G is the graph G with V(G) = V(G) such that two vertices are adjacent
in G if and only if they are nonadjacent in G.
Given a graph G and two vertices u, v ∈ V(G), the distance dG(u, v) is the length of a
shortest path from u to v. The eccentricity of a vertex u ∈ V(G) is the longest distance to
another vertex, i.e., eccG(u) = max
{
dG(u, v)
⏐⏐ v ∈ V(G)}. The center of G consists of all
vertices with minimal eccentricity.
The (open) neighborhood of a vertex v ∈ V(G) is the set NG(v) of vertices with distance 1
to v. The degree of a vertex v ∈ V(G) is degG(v) = |NG(v)|. A vertex v ∈ V(G) is
simplicial if NG(v) is a clique. The set NG[v] = NG(v)∪ {v} is the closed neighborhood of v.
The common closed neighborhood of two vertices u and v is NG[u, v] = NG[u] ∩NG[v].
A vertex u is universal if NG[u] = V(G).
Two vertices u, v ∈ V(G) with NG(u) = NG(v) are called fraternal vertices (and must
be nonadjacent). Similarly, u and v with NG[u] = NG[v] are called twins (and must be
adjacent). Note that both these relations are equivalence relations. The twin class [v] of a
vertex v consists of v itself along with all its twins. Between two different twin classes
there are either all possible edges or none. This leads to the notion of the quotient graph G′
on the vertex set V(G′) =
{
[v]
⏐⏐ v ∈ V(G)} where two distinct twin classes [v] and [u]
are adjacent if v and u are adjacent in G. The map v ↦→ [v], which is a homomorphism
from G to G′, will be referred to as the quotient map.
2.2 Hypergraphs
A hypergraph is a pair (X,H), where X is a set of vertices and H is a multiset of subsets
of X, called hyperedges. The same notation H will be used to denote a hypergraph and its
hyperedge set. Similarly to graphs, V(H) refers to the vertex set X of the hypergraph H.
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The support of H is the subset of its vertices that belong to at least one hyperedge and
is denoted by supp(H) = ⋃A∈H A. Vertices in V(H) \ supp(H) are called isolated. A slot
is an inclusion-maximal subset S of V(H) such that each hyperedge A ∈ H contains
either all of S or none of it. Twins in a hypergraph are two vertices that are in the same
slot.
The complement of a hypergraph H is the hypergraph H = {{A | A ∈ H}} on the same
vertex set, where A = V(H) \ A. Each hyperedge A of H inherits the multiplicity of A
in H. The dual of a hypergraph H is the hypergraph HD = { v∗ ⏐⏐ v ∈ V(H)} on the
vertex set V(HD) = H, where v∗ = { A ∈ H ⏐⏐ v ∈ A} . Hyperedges in H that have
multiplicity greater than 1 become twin vertices in HD and vice versa.
A hypergraph H is proper if its hyperedges are incomparable by inclusion; in particular,
all its hyperedges must have multiplicity 1. A hypergraph H has the Helly property if
every subset of pairwise intersecting hyperedges has a common vertex:
∀S ⊆ H :
(





A hypergraph H is k-uniform if all its hyperedges have size k. A graph G can thus be
viewed as a 2-uniform hypergraph.
A (vertex) coloring of a (hyper)graph H is a function c : V(H) → C; the elements
of the set C are called colors. A valid coloring with k colors (or k-coloring) of H is a
coloring c : V(H) → C with k = |C| that satisfies c(u) ̸= c(v) for any two vertices
u ̸= v that occur together in some hyperedge of H. A labeling of a (hyper)graph H is a
bijection ℓ : V(H)→ {1, . . . , |V(H)|}. An edge-coloring of a (hyper)graph H is a function
c : H → C.
From graphs to hypergraphs
Given a graph G, its open neighborhood hypergraph has the same vertex set as G and
its hyperedges are N (G) = {N(v) ⏐⏐ v ∈ V(G)} . Similarly, the (closed) neighborhood
hypergraph of a graph G is defined by N [G] = {N[v] ⏐⏐ v ∈ V(G)} .
The maxclique hypergraph C(G) of a graph G has the same vertex set as G and the
maxcliques of G as its hyperedges. The bundle hypergraph B(G), which is the dual
of C(G), has the maxcliques of G as vertices and a hyperedge Bv for each vertex v
of G, where Bv =
{
C ∈ C(G) ⏐⏐ v ∈ C} is the (maxclique) bundle of v. Note that for twins
u, v ∈ V(G), the bundles Bu and Bv are equal; in this case the corresponding hyperedge
has multiplicity greater than one.
From hypergraphs to graphs
The intersection graph of a hypergraph H is the graph I(H) with vertex set H where
A and B are adjacent if and only if they have a nonempty intersection. Note that if A = B,
these two vertices are twins in the intersection graph.
Two hyperedges A, B ∈ H overlap (written A ≬ B) if A and B have a nonempty inter-
section but neither of them includes the other. The overlap graph O(H) is the subgraph of
the intersection graph I(H) where the vertices corresponding to the hyperedges A and B
are adjacent if and only if A ≬ B or A = B.
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Of course, O(H) can be disconnected even if I(H) is connected. A subset O of the
hyperedges of H corresponding to a connected component of O(H) will be referred to
as an overlap component of H. This is a subhypergraph of H and should not be confused
with the corresponding induced subgraph of O(H). Note that a hyperedge of an overlap
component inherits the multiplicity that it has in H.
If O and O′ are different overlap components, then either every two hyperedges
A ∈ O and A′ ∈ O′ are disjoint or all hyperedges of one of the two components are
contained in a single slot of the other component. Indeed, for A, B ∈ O and A′ ∈ O′, the
conditions A ⊂ A′, A ≬ B, and ¬(B ≬ A′) imply that B ⊂ A′; and similarly, the conditions
A ∩ A′ = ∅, A ≬ B and ¬(B ≬ A′) imply B ∩ A′ = ∅. This containment relation between
overlap components determines a tree-like decomposition of H.1 In the case that O(H) is
connected, H will be called an overlap-connected hypergraph.
2.3 Isomorphism




} ∈ E(G) ⇔ {φ(u), φ(v)} ∈ E(H). This generalizes to hypergraphs: An
isomorphism from H to K is a bijection φ : V(H) → V(K) such that every A ⊆ V(H) is
a hyperedge in H if and only if its image φ(A) is a hyperedge in K, and both have the
same multiplicity. On colored (hyper)graphs, an isomorphism must additionally preserve
colors. G and H are called isomorphic, in symbols G ∼= H, if there is an isomorphism φ
from G to H. The image of G under a bijection φ defined on V(G) is denoted by φ(G).
Given a class C of (hyper)graphs, a function f defined on C is an invariant for C if
∀G, H ∈ C : G ∼= H ⇒ f (G) = f (H) .
If the reverse implication also holds, the function f is a complete invariant for C. If
additionally f (G) is a (hyper)graph isomorphic to G for all G ∈ C, then f computes
canonical forms for C. An isomorphism λG from G to its canonical form f (G) is called a
canonical labeling. A function computes canonical labelings for C if it maps each G ∈ C to
a bijection λG defined on V(G) such that G ↦→ λG(G) computes canonical forms for C,
i.e., G ∼= H implies λG(G) = λH(H).
The isomorphisms from a (hyper)graph G to itself are called automorphisms; they form
a group which is denoted by Aut(G). An automorphism is called nontrivial if it is not
the identity. The graph automorphism problem (GA) is to decide if a graph has a nontrivial
automorphism. A (hyper)graph without nontrivial automorphisms is called rigid.
2.4 Interval and circular-arc hypergraphs
Consider intervals over the set of positive integers N+, using the standard notation
[a, b] = {i ∈ N+ | a ≤ i ≤ b}. Given an interval I = [a, b], its length |I| is the number of
1The overlap graph, overlap components, and the overlap component tree were introduced by Fulkerson
and Gross [FG65].
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points i ∈ I.2 An interval system I is a multiset of intervals. It is always assumed that⋃
I∈I I = [1, k] for some k, i.e., shifting and gaps are not allowed. The map r(x) = k+ 1− x
will be called the mirror reflection, and the isomorphic interval system I∗ = r(I) will be
referred to as the mirror image of I . An interval system I is mirror-symmetric if I∗ = I .
A hypergraph H that is isomorphic to some interval system I is called interval hyper-
graph [cf. BLS99, Section 8.7]. In this case, I is an interval model of H, and an isomorphism
ρ : V(H)→ V(I) from H to I is an interval representation of H.
An interval representation of H induces a linear order <H on V(H) such that each
hyperedge A ∈ H consists of consecutive points w.r.t. <H. Conversely, any linear order <
on V(H) with this property induces an interval representation ρ< of H.
A circular order on the set X = {x1, . . . , xn} is a circular successor relation ≺, i.e., a
directed cycle with the vertices X. In particular, Cn will denote the n smallest elements
of N+ with the circular order 1 ≺ 2 ≺ · · · ≺ n ≺ 1. An arc A = [a−, a+] consists of the
points appearing in the directed path from a− to a+. The arc A = {1, . . . , n} is called
complete. If A = [a−, a+] is not complete, a− and a+ are collectively referred to as extreme
points of A, and individually as the start point and the end point of A, respectively. The
empty arc A = ∅ is also permitted.
An arc system A is a multiset of arcs over some circle Cn. Analogously to the interval
case, a hypergraph H that is isomorphic to some arc system A is called CA hypergraph. In
this case, A is a arc model of H, and an isomorphism from H to A is an arc representation
of H. A CA order ≺ of H is a circular order of V(H) such that all hyperedges are arcs
w.r.t. ≺. Note that an arc representation ρ induces the CA order ≺ρ defined by ρ−1(1) ≺ρ
ρ−1(2) ≺ρ · · · ≺ρ ρ−1(n) ≺ρ ρ−1(1). Conversely, a CA order v1 ≺ v2 ≺ . . . ≺ vn ≺ v1
of H specifies an arc representation ρ≺ of H up to rotation.
A function f : H ↦→ ρH computes canonical interval (resp. arc) representations if ρH is
an interval (resp. arc) representation for each interval (resp. CA) hypergraph H and
isomorphic input hypergraphs H ∼= K lead to equal models ρH(H) = ρK(K).
An arc system A is tight, if for any two arcs A = [a−, a+] and B = [b−, b+] with A ⊆ B,
the difference B \ A is also an arc. If neither A nor B is empty or complete, this means
that at least one of a− = b− and a+ = b+ must hold. A CA hypergraph is tight if it
admits a tight arc model; in this case, the corresponding arc representation and CA order
are also called tight. Recognition of tight CA hypergraphs reduces to recognition of
CA hypergraphs. To see this, given a hypergraph H, define its tightened hypergraph H⋐
by H⋐ = H∪ {A \ B | A, B ∈ H}. Then H is a tight CA hypergraph if and only if H⋐ is a
CA hypergraph (because if A, B ∈ H and ∅ ̸= B ⊆ A, then for every arc representation ρ
of H⋐ the arc ρ(B) cannot be an inner part of the arc ρ(A)). An arc system A is sharp if
every point on the circle V(A) is the extreme point of exactly one arc. An arc system A is
unit if all arcs have the same length. As interval systems are a special case of arc systems,
the notions tight, sharp and unit also apply to the interval setting.
Given a circular order ≺ of a set X, consider the set of all arcs A ⊂ X w.r.t. ≺ except
the empty arc ∅ and the complete arc X. The relation ≺ induces a (lexicographic) circular
order ≺∗ on this set, where A ≺∗ B if a−= b− and a+≺ b+ or if a−≺ b−, |A| = |X| − 1,
2This does not coincide with the usual notion of length |I| = b− a. However, if I is replaced by the interval
(a− 0.5, b + 0.5) of reals, then both measures coincide.
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and |B| = 1. The last two conditions say that A is the longest among all arcs with start
point a− and B is the shortest among all arcs with start point b−. Let H be an arc system
such that ∅, V(H) /∈ H. Modifying ≺∗ by bridging all hyperedges that are not present
in H results in a circular order ≺H on H: For A, B ∈ H define A ≺H B if either A ≺∗ B
or if there exist arcs X1, . . . , Xk /∈ H such that A ≺∗ X1 ≺∗ . . . ≺∗ Xk ≺∗ B. The circular
order ≺H on H will be called lifted from the circular order ≺ on V(H).
2.5 Interval and circular-arc graphs
A graph G is an interval graph if it is isomorphic to the intersection graph of an interval
system I with ∅ /∈ I . This is equivalent to the standard definition of interval graphs
as intersection graphs of real intervals. Indeed, if the intervals in I are understood as
a real intervals, this does not change the intersection graph of I . On the other hand,
given a multiset of real intervals I ′, denote the set of all extreme points by P. Then
the system of discrete intervals induced by I ′ on P has the same intersection graph. To




Note that interval graphs are not just interval hypergraphs with hyperedges of size 2
(those are exactly unions of disjoint paths, optionally with increased edge multiplicity).
This difference stems from the fact that intervals correspond to the vertices of interval
graphs and to the hyperedges of interval hypergraphs.
Similar to the interval case, a graph G is a circular-arc (CA) graph if it is isomorphic to
the intersection graph of an arc system A with ∅ /∈ A.
An intersection representation of a graph G is an isomorphism α : V(G)→ H from G to
the intersection graph I(H) of a hypergraph H. The hypergraph H is then called an
intersection model of G. If H is an interval system (resp. arc system) with ∅ /∈ H, the
function α is called an interval representation (resp. arc representation) of G, and H is an
interval model (resp. arc model) of G. If H is Helly, proper, tight, sharp, or unit, then
G and α are also called Helly, proper, tight, sharp, or unit, respectively.
For a graph G and functions ℓ : V(G) → N+ and s : E(G) → N+, an interval repre-
sentation α : V(G) → I of G is called ℓ-respecting if |α(v)| = ℓ(v) for all v ∈ V(G),
s-respecting if |α(u) ∩ α(v)| = s({u, v}) for all {u, v} ∈ E(G), and (ℓ, s)-respecting if both
conditions hold. An s-respecting interval representation α of G is called minimal if there
is no s-respecting interval representation α′ of G that uses fewer points, i.e., that satisfies⏐⏐⋃
v∈V(G) α′(v)
⏐⏐ < ⏐⏐⋃v∈V(G) α(v)⏐⏐.
A function f : G ↦→ αG computes canonical intersection representations for a class C
of intersection graphs if (a) αG is an intersection representation for each G ∈ C and
(b) isomorphic input graphs G ∼= H lead to equal intersection models αG(G) = αH(H). If
C is a specific class of intersection graphs and f outputs intersection representations of
the appropriate type, then f is said to compute canonical representations of this type. For
example, f computes canonical Helly arc representations if C is the class of HCA graphs
and f outputs Helly arc representations.
Figure 2.1 shows how an algorithm that computes canonical representations subsumes
algorithms for various other problems related to isomorphism and recognition.
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Figure 2.1: Canonical intersection representations allow to solve other problems related
to isomorphism and recognition.
2.6 k-trees
Fix any k ∈ N+. The class of k-trees was introduced by Rose [Ros74] and is inductively
defined as follows. The complete graph on k vertices is a k-tree. Further, given a k-tree G
and a k-clique M in G, one can construct another k-tree by adding a new vertex v and
connecting v to every vertex in M. The initial k-clique is called base of G, and the
k-clique M the new vertex v is connected to is called support of v. Note that each k-clique
of a k-tree G can be used as base for constructing G – but once the base is fixed, the
support of each vertex is uniquely determined. Figure 1.2 on page 3 shows a 2-tree;
1-trees are just trees.
An interesting special case of k-trees are k-paths, where the support Mi of any new
vertex vi (except the first vertex added to G) must either contain the vertex vi−1 added in
the previous step or be equal to the support Mi−1 of vi−1. Removing vertex 8 from the
graph G in Figure 1.2 results in a 2-path. Note that 1-paths are not paths but caterpillars,
i.e., trees that become paths when all their leaves are removed.
Let G be a graph. A tree T is a tree decomposition of G, if each node M ∈ V(T) is a
subset M ⊆ V(G) such that
(a) for every edge {u, v} ∈ E(G), there is a node M ∈ V(T) with {u, v} ⊆ M, and
(b) for every vertex v ∈ V(G), the nodes of T that contain v induce a nonempty
subtree of T.
The width of T is one less than the cardinality of the largest node in V(T). A graph has
treewidth k if it admits a tree decomposition of width k, but none of width k− 1. It is
well known that a graph has treewidth at most k if and only if it is a partial k-tree, i.e., a
subgraph of a k-tree [see e.g. Klo94].
2.7 Logspace computations
As usual, the class L contains all languages decidable by Turing machines with read-only
input tape and an O(log N) bound on the space used on the working tapes, where N is
the input size. The class FL contains all functions computable by Turing machines that
additionally have a write-only output tape.




for f , g ∈ FL, simulate
the Turing machine for f and keep track of the position of its input head. Every time this
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simulation needs a character from f ’s input tape, simulate the Turing machine for g on
input x until it outputs the required character. Note also that g can first output a copy of
its input x, so it can be assumed that f has access to both x and g(x). This construction
can be iterated a constant number of times, still preserving the logarithmic space bound.
This closure property allows to employ pre- and post-processing steps in the description
of logspace algorithms.
Logspace algorithms for trees
Many graph problems become solvable in logspace when the input graphs are required
to be trees. The following algorithms will help to deal with the tree-like structure that is
inherent to many of the problems examined in this thesis.
Fact 2.7.1. Given a graph G and a node r ∈ V(G), in O(log n) space it can be checked if G is a
tree and if so, all edges of G can be directed away from r.
Proof. Let G′ be a directed copy of G where each edge {u, v} is replaced by the two
arcs (u, v) and (v, u). In a pre-processing step, try the following to compute an Euler
tour of G′ [cf. AM04, p. 123]: Define a circular order on the neighborhood of each node
using the natural order on nodes (given by their names). Start the Euler tour with the
lexicographically least arc leaving w0 = r. When reaching some node wi from wi−1,
choose wi+1 as the successor of wi−1 in the circular order on the neighborhood of wi. This
way, only the two previous nodes have to be remembered. Stop when the arc (w0, w1)
would be traversed again. If G is a tree, then this results in an Euler tour of G′ with the
following property: For all nodes v and consecutive occurrences wi and wj of v in this tour
(i.e., wi = wj = v and wk ̸= v for all k ∈ {i + 1, . . . , j− 1}), it holds that wi+1 = wj−1. If G
contains cycles, this condition will be violated, and if G is not connected, the computed
tour will not reach all nodes. This can be checked in O(log n) space.
To give all edges of G an orientation directed away from r, replace each edge {u, v}
with the arc (u, v) if the latter precedes (v, u) in the above Euler tour of G′.
Fact 2.7.2. Given an undirected tree T and two nodes u, v ∈ V(T), the distance dT(u, v) can be
computed in O(log n) space.
Proof. Compute an oriented copy of T with root u using the algorithm of Fact 2.7.1. Then
the unique path from v to u can be found by always choosing the unique incoming edge
as next step. Only the current node and the number of steps taken so far have to be
remembered. Upon reaching u, output the number of steps taken.
Fact 2.7.3. The center of an undirected tree T can be computed in O(log n) space.
In Lemma 2.8.1 it will be shown that the decision variant of this problem is L-hard
even for paths.
Proof. The first step is to show that the eccentricity eccT(u) of each node u ∈ V(T) is
computable in logspace. This can be done by iterating over all v ∈ V(T), each time
calculating dT(u, v) (this can be done in logspace by Fact 2.7.2). Only the maximum
distance has to be remembered, the result being eccT(u).
Observe now that the minimum eccentricity eccmin of all nodes u ∈ V(T) is computable
in logspace by iterating over all u ∈ V(T). Then compute again the eccentricity of all
nodes u, this time outputting u if eccT(u) = eccmin.
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Lindell’s logspace algorithm for tree canonization [Lin92] will be used repeatedly
throughout this thesis. The following lemma generalizes it to allow vertex colors and to
compute not only a canonical form, but a canonical labeling.
Lemma 2.7.4. Given a colored tree T, which may be rooted or undirected, a canonical labeling
of T can be computed in O(log n) space.
Proof. Let us first recall Lindell’s algorithm for rooted trees and look at the necessary
modifications afterwards. Given a rooted tree and an order on the children of each node,
this tree can be traversed in logspace: When visiting a node v for the first time, go to its
first child, if it has one. If v has no children or if v is visited for the second time, proceed
with its next sibling, if it has one. Otherwise, return to its parent. Note that it is only
necessary to store the current node and whether we arrived there from its last child.
Lindell’s algorithm canonizes a rooted tree by traversing it using a tree isomorphism
order: Two siblings s1 and s2 are ordered s1 < s2 if the subtree S1 rooted at s1 has fewer
nodes than the subtree S2 rooted at s2, or (for equally large subtrees) if s1 has fewer
children than s2, or (in case the number of children is also equal) if S1 has a smaller
canonical form than S2. Lindell shows how to implement the recursion in the latter case
without a stack to achieve the overall logspace bound [Lin92].
Colors can be handled by refining the tree isomorphism order with the additional
condition color(s1) < color(s2) (which gets the highest priority). The canonical labeling
can be computed by using a counter i initialized to 0; whenever a node v is visited for the
first time in the traversal using the tree isomorphism order, increment i and print ‘v ↦→ i’.
If T is undirected, iterate over the (at most 2) centers c1 and c2 of T (which can be
found in logspace by Fact 2.7.3), compute a copy Ti of T rooted at ci using the algorithm
of Fact 2.7.1, compute the canonical labeling ψi of Ti as before, and choose the canonical
labeling ψT for T among ψ1 and ψ2 so that its image ψT(T) becomes minimal.
2.8 Hardness for logspace
For meaningful L-hardness results, one needs to consider a weak class of reductions.
Indeed, every non-trivial problem P ∈ L is L-hard under FL reductions, as the reduction
can directly decide the input instance and, depending on the result, output a fixed
positive or a fixed negative instance of P.
A suitable class of reductions are the first-order translations of Immerman [Imm87],
which view instances as logical structures over a vocabulary defined by the problem. A
word x = x0 · · · xn−1 over an alphabet Σ = {c1, . . . , ck} can be encoded as the structure
with the universe U = [0, n − 1] and the unary relations Cj =
{
i ∈ U ⏐⏐ xi = cj} for
1 ≤ j ≤ k. When dealing with graphs, it is however more convenient if the edge relation
is directly present in the structure. A first-order translation is a many-one reduction,
where each relation of the output structure is defined by a first-order formula over
the vocabulary of the input structure, the = relation, the successor relation ≺, and the
constant symbols 0 and max for the smallest and largest element w.r.t. ≺. To increase the
cardinality of the universe, a first-order translation can choose p ∈ N+ and encode each
variable and constant of the output structure with a p-tuple of variables and constants of
the input structure, respectively [cf. Imm87]. First-order translations are equivalent to
DLogTime-uniform AC0 reductions [BIS90].
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Etessami showed that the problem
Ord =
{⟨P, s, t⟩ ⏐⏐ the vertex s precedes the vertex t on the directed path P}




{⟨P, c⟩ ⏐⏐ the vertex c is the center of the directed path P} and
PathCenter =
{⟨P, c⟩ ⏐⏐ the vertex c is the center of the undirected path P}
are often useful to prove that the isomorphism and automorphism problems for some
graph class are L-hard.
Lemma 2.8.1. DiPathCenter and PathCenter are L-complete under first-order translations.
Proof. Both problems can easily be solved in logspace by traversing the path and counting
the number of steps taken.
Regarding the L-hardness, taking the symmetric closure of the edge relation defines
a first-order translation from DiPathCenter to PathCenter. Thus it suffices to give a
first-order translation from Ord to DiPathCenter.
Let ⟨P, s, t⟩ be an instance of Ord, let b ∈ V(P) be the vertex without predecessor
and let n ∈ V(P) be the vertex without successor in P. The first-order translation will
construct the DiPathCenter instance ⟨P′, c⟩, where c = n and




⏐⏐ (i, j) ∈ E ∧ j ̸= t} ∪ {(j′, i′) ⏐⏐ (i, j) ∈ E ∧ j /∈ {s, t}}
∪ {(sˆ, i′) ⏐⏐ (i, s) ∈ E} ∪ {(s′, sˆ), (t′, b), (b′, t), (n, n′)}.
The path P′ thus consists of a forward and a reversed copy of P that are joined together,
where the part before the first copy of t is swapped with the part after the second copy
of t, and where the second copy of s is duplicated; see Figure 2.2.
If s precedes t in P then n is the center of P′ (left side), but if t precedes s then n′ is the
center of P′ (right side).
It remains to show that V(P′), E(P′) and c can be defined using first-order formulas.
A vertex u from the first copy of P is encoded as ⟨u, 0⟩, a vertex u′ from the second copy
of P is encoded as ⟨u, 1⟩ and the second copy sˆ of s is encoded as ⟨s, 2⟩. V and E are the
vertex and edge relations of P. To improve readability, the shorthands from Table 2.1 are
used.
b s t n
↦→
b s t n
n′t′s′sˆb′
b t s n
↦→
b t s n
n′s′sˆt′b′
Figure 2.2: Proof of Lemma 2.8.1: The reduction from Ord to DiPathCenter.
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Table 2.1: Shorthands for the first-order translation from Ord to DiPathCenter.
shorthand meaning
u = 1 0 ≺ u
u = 2 ∃x : 0 ≺ x ∧ x ≺ u
u = b V(u) ∧ ∀x : ¬E(x, u)
u = n V(u) ∧ ∀x : ¬E(u, x)
φV(P′)
(⟨v1, v2⟩) = (V(v1) ∧ v2 = 0) ∨ (V(v1) ∧ v2 = 1)
∨ (v1 = s ∧ v2 = 2)
φE(P′)
(⟨u1, u2⟩, ⟨v1, v2⟩) = (E(u1, v1) ∧ u2 = 0∧ v2 = 0∧ ¬(v1 = t))
∨ (E(v1, u1) ∧ u2 = 1∧ v2 = 1∧ ¬(v1 = s) ∧ ¬(v1 = t))
∨ (u1 = s ∧ E(v1, s) ∧ u2 = 2∧ v2 = 1)
∨ (u1 = s ∧ v1 = s ∧ u2 = 1∧ v2 = 2)
∨ (u1 = t ∧ v1 = b ∧ u2 = 1∧ v2 = 0)
∨ (u1 = b ∧ v1 = t ∧ u2 = 1∧ v2 = 0)
∨ (u1 = n ∧ v1 = n ∧ u2 = 0∧ v2 = 1)
φc
(⟨v1, v2⟩) = (v1 = n ∧ v2 = 0)
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In this chapter it is shown that isomorphism of k-trees is L-complete for each fixed k ∈ N+.
In Section 3.1, an algorithm that computes canonical labelings for k-trees is presented and
its correctness is proved. Sections 3.2 and 3.3 give logspace and FPT implementations of
this algorithm, respectively. In Section 3.4 it is shown that k-tree isomorphism and several
simple structural properties of k-trees that can be computed using the tree representation
introduced in Section 3.1 are also hard for logspace.
3.1 The algorithm
This section describes the algorithm for k-tree canonization, starting with an overview.
Algorithm 3.1.1. Given a graph G, perform the following steps.
1. Compute an auxiliary graph T(G) (see Definition 3.1.2) and check that G is indeed
a k-tree. In this case, T(G) will be called the tree representation of G.
2. For each (k+ 1)-coloring c of G (there are exactly (k+ 1)! by Lemma 3.1.4), perform
the following steps:
a) Compute T(G, c), which is a colored version of the tree representation T(G)
(see Definition 3.1.5).
b) Compute a canonical labeling ψT(G,c) of T(G, c).





4. Derive from ψT(G,c1) a canonical labeling ψG of G (see equation (3.2) on page 28).
The remainder of this section describes this algorithm in more detail and proves that
the result is indeed a canonical representation.
The first step is to define the tree representation T(G) of a k-tree G. Following the defini-
tion, which is illustrated in Figure 3.1, it will be shown that T(G) is a tree decomposition
of G. The reasons to choose this particular tree decomposition are that it can be computed
efficiently and that G ∼= H implies T(G) ∼= T(H).















{{M1, M2} ⊆ V(T(G)) ⏐⏐ M1 ⊊ M2} .
A useful observation is that k-trees can be characterized in terms of T(G).
Lemma 3.1.3. G is a k-tree if and only if T(G) is a tree decomposition of G.
Proof. To prove the ‘only if’ part, let G be a k-tree, let {v1, . . . , vk} be the base k-clique, and































Figure 3.1: The 2-tree G from Figure 1.2 and its tree representation T(G). Compared to
the tree decomposition given in Figure 1.2, the tree representation introduces
additional nodes to make the tree edges invariant under vertex renaming.
denote G[{v1, . . . , vi}]. T(Gk) consists of a single k-clique node and T(Gk+1) consists of a
single (k + 1)-clique node, so they are tree decompositions of Gk and Gk+1, respectively.
For i > k + 1, let Pi be the support of vi, which is a k-clique in Gi−1. By inductive
hypothesis, T(Gi−1) is a tree representation of Gi−1. If Pi is not a node in T(Gi−1), it is
contained in a unique (k + 1)-clique node of that tree, and can be added as its neighbor.
After that, the (k + 1)-clique node Mi = Pi ∪ {vi} can be added as neighbor of Pi. This
results in T(Gi) and can easily be seen to be a tree decomposition of Gi.
For the ‘if’ part, let G be a graph such that T(G) is a tree decomposition of G. If
T(G) consists of a single (k + 1)-clique node, then G consists only of this clique and
thus is a k-tree. Otherwise let M be any k-clique node in T(G) and use it as base of G.
All vertices u ∈ V(G) \ M can be added iteratively: Let Mu be the (k + 1)-clique that
contains u and is closest to M. Then the first k-clique on the path from Mu to M in T(G)
can be used as support for u.
Let us turn to some structural properties of T(G). Note that T(G) has O(n) vertices,
so computations involving T(G) can be implemented efficiently.
It will be useful to consider rooted versions of T(G). For R ∈ V(T(G)), let TR(G)
denote the tree representation rooted at R. This allows to identify each (k + 1)-clique
M ∈ V(T(G)) \ {R} with the unique vertex v ∈ M that is not present in the parent
of M in TR(G). For later use, denote this vertex by vR(M) and for each v ∈ V(G) \ R,
use MR(v) to denote the unique (k+ 1)-clique M ∈ V
(
T(G)
) \ {R} with vR(M) = v. For
v ∈ R, let MR(v) = R.
It is clear that the tree representation T(G) might not provide complete structural
information about G since it is possible that for an added vertex u, only one of the
k edges between u and its support in G can be recovered from T(G). Figure 3.2 shows a
2-tree G′ that is not isomorphic to G from Figure 3.1, but has a tree representation T(G′)
isomorphic to T(G).
The missing information will be encoded using node colors for T(G). Towards this,
we will see that every k-tree admits exactly (k + 1)! different (k + 1)-colorings; this is a
consequence of the following lemma.
Lemma 3.1.4. Let G be a k-tree, and let M0 be a (k + 1)-clique of G. Any (k + 1)-coloring
































Figure 3.2: A 2-tree G′ and its tree representation T(G′). G′ is not isomorphic to G from
Figure 3.1 as it has no node of degree 7, yet T(G′) ∼= T(G).
Proof. Consider the rooted tree representation TM0(G). The given coloring fixes the colors
of the vertices in the root node. If all vertices in a (k + 1)-clique M are colored, the same
is also true for its children in TM0(G), as these are k-cliques contained in M. And once all
vertices in a k-clique M′ are colored, in any child of M′ in TM0(G) only one vertex is not
yet colored. As that child is a (k + 1)-clique, this vertex must receive the unique color not
present in M′.
Definition 3.1.5. Given a k-tree G and a (k + 1)-coloring c of G, let T(G, c) denote the
tree obtained from the tree representation T(G) by coloring every k-clique M ∈ V(T(G))
with the unique color that does not occur in c(M); the (k + 1)-cliques remain uncolored.
The coloring of T(G, c) was developed by Gainer-Dewar and Gessel [GG14]; it sim-
plifies the original coloring, where each node M of the tree representation was colored
with the set c(M) =
{
c(v)
⏐⏐ v ∈ M} [ADK+12]. Both these colored trees can be directly
constructed from G in logspace, whereas the tree representation used by Arvind, Das,
and Köbler [ADK07] (which in turn is related to the decomposition of Klawe, Corneil,
and Proskurowski [KCP82]) is defined as the reachable subgraph of a digraph (known
as mangrove) derived from G. This allows to decide reachability in the tree T(G, c) in
logspace, an essential step to achieve the logspace upper bound in Section 3.2.
The next lemma shows that the colored tree representations of isomorphic (k + 1)-
colored k-trees are also isomorphic.
Lemma 3.1.6. Let G and H be two k-trees with the (k + 1)-colorings c and d, respectively, and









, is a color-preserving isomorphism from T(G, c) to T(H, d).
Proof. Any isomorphism from G to H maps the k-cliques and (k + 1)-cliques of G to
those of H, preserving inclusions. Thus φ is also an isomorphism from T(G) to T(H).





, i.e., the same color is missing from M and φ(M). Thus φ preserves the colors
of the colored tree representations.
Conversely, the next lemma shows that the isomorphism type of T(G, c) contains
complete information about G, proving that the algorithm outlined at the beginning of
this section indeed computes a canonical labeling for G.
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Lemma 3.1.7. Let (G, c) be a k-tree with a (k+ 1)-coloring. Then from any colored tree (T′, c′)
that is isomorphic to T(G, c), an isomorphic copy (H, d) of (G, c) can be reconstructed; the
result (H, d) only depends on (T′, c′). Further, an isomorphism between (G, c) and (H, d) can
be constructed from any given isomorphism between T(G, c) and (T′, c′).
Proof. For a given colored tree (T′, c′), construct (H, d) as follows. Call t ∈ V(T′) a
(k + 1)-clique node if it is uncolored, and a k-clique node otherwise. Let r ∈ V(T′) be
the k-clique node with the smallest node name, and consider T′ as rooted at r. Let
V(H) = {1, . . . , n}, where n is k plus the number of (k + 1)-clique nodes in T′. Note
that G has indeed n vertices due to the one-to-one correspondence between its non-base
vertices and its (k+ 1)-cliques. The edges of H and the coloring d will be defined using a
mapping M from the nodes of T′ to cliques of H, which is defined inductively as follows.
For the root node r, let M(r) = {1, . . . , k} and make M(r) a clique in H. Assign these
vertices the colors in {1, . . . , k + 1} \ c′(r) ascendingly, i.e.,
for v ∈ {1, . . . , k}: d(v) =
{
v if v < c′(r)
v + 1 otherwise.
(3.1)
To extend this to the remaining nodes, let v be the monotone bijection between the
(k + 1)-clique nodes of T′ and the remaining vertices {k + 1, . . . , n} of G′, i.e., v(t) <
v(t′) ⇔ t < t′, where the latter is the natural order given by the node names. For a
(k + 1)-clique node t of T′ with parent p, define M(t) = M(p) ∪ {v(t)}, make M(t) a









k-clique node t′ of T′ with parent p′, choose M(t′) as the subset of M(p′) that drops the
vertex colored with c′(t′), i.e., M(t′) =
{
u ∈ M(p′) ⏐⏐ d(u) ̸= c′(t′)}. This completes the
construction of H.
Now let φ be an isomorphism from T(G, c) to (T′, c′), let R = φ−1(r), and con-
sider T(G, c) to be rooted at R. Construct an isomorphism φ′ from (G, c) to (H, d) as













if u /∈ R (3.2)
By induction on the depth of Mu in T(G, c), it can be proved that this is indeed a
color-preserving isomorphism.
It remains to show that the canonical labelings of any two isomorphic k-trees G and H
map these graphs to the same canonical form ψG(G) = ψH(H).
Lemma 3.1.8. Suppose G and H are isomorphic k-trees. Let ψG and ψH be the labelings com-
puted by the algorithm outlined at the beginning of this section. Then ψG(G) = ψH(H).
Proof. Let φ be an isomorphism from G to H, and let M0 be a (k+ 1)-clique of G. For any
(k+ 1)-coloring c of G, its restriction c|M0 to M0 can be combined with the inverse of φ, re-
sulting in the (k+ 1)-coloring c|M0 ◦ φ−1 of the (k+ 1)-clique φ(M0) of H. By Lemma 3.1.4,
a (k + 1)-coloring of a (k + 1)-clique uniquely determines a (k + 1)-coloring of the whole
k-tree, so φ is a bijection between the sets
{
(G, c)
⏐⏐ c is a (k + 1)-coloring of G} and{
(H, d)
⏐⏐ d is a (k + 1)-coloring of H}. As isomorphic colored k-trees lead to isomorphic
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colored tree representations by Lemma 3.1.6, the (k + 1)-colorings c1 and d1 that give rise









make these trees equal. By Lemma 3.1.7, this implies ψG(G) = ψH(H).
Note that the algorithm can be extended to colored k-trees as follows. Let ζ : V(G)→ C
be a vertex coloring of G. Modify the coloring of T(G, c) (cf. Definition 3.1.5) as follows:
For each M ∈ V(T(G)), add the set {ζ(v) ⏐⏐ v ∈ M} to its color.
3.2 Logspace implementation
In this section, it is shown that Algorithm 3.1.1 can be implemented in logspace. The
following lemma shows this for step 1.
Lemma 3.2.1. Given a graph G, the auxiliary graph T(G) can be computed in O(k log n) space.
Also, it can be checked if G is a k-tree within the same space bound.
Proof. To compute T(G), first iterate over all subsets M of V(G) of size k+ 1 and output M
as a node if M is a (k + 1)-clique in G. Likewise, find all k-cliques M, and count the
vertices v ∈ V(G) \ M for which M ∪ {v} is a (k + 1)-clique. If there is not exactly one
such v, then output M as a node, with edges to each such M ∪ {v}. These steps can be
implemented using (k + 1) log n space.
To check if G is a k-tree, it suffices by Lemma 3.1.3 to check if T(G) is a tree decom-
position of G. So we test if T(G) is a tree. We also test if, for each vertex v ∈ V(G), the
subgraph of T(G) induced by
{
M ∈ V(T(G)) ⏐⏐ v ∈ M} is a tree; by Fact 2.7.1, trees can
be recognized in logspace. Finally, we check that all edges {u, v} ∈ E(G) are contained
in some M ∈ V(T(G)), which is clearly possible in logspace.
Turning to step 2 of the algorithm, let M0 be a fixed (k+ 1)-clique of G. By Lemma 3.1.4,
enumerating all (k + 1)-colorings of G is essentially the same as enumerating all (k + 1)-
colorings of G[M0]. The following lemma shows that storing the coloring of M0 is indeed
enough.
Lemma 3.2.2. Given a k-tree G, a (k + 1)-coloring c of a (k + 1)-clique of G, and a vertex
v ∈ V(G), the color of v in the unique extension of c to all of G can be computed in logspace.
Proof. If v ∈ M0, its color is already known. Otherwise consider the tree representa-
tion TM0(G) rooted at M0 (this can be computed in logspace by Fact 2.7.1), and let Mv
be the node that contains v and is closest to M0; it can be found by starting at any node
that contains v and following the parent edges as long as v is still contained in the parent
node. Following the unique path from M0 to Mv (which can be done in logspace by
following parent edges in TMv(G)), maintain a coloring of the vertices in the current
node M: When M is a k-clique, the colors for all vertices in M are already known from
the previous node. When M is a (k + 1)-clique node, assign the vertex which is not in
the previous node the unique color that does not occur in the previous node. This is
possible in O(k log n) space.
Lemma 3.2.3. For a k-tree G with (k + 1)-coloring c, the colored tree representation T(G, c)
can be computed in O(k log n) space.
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Proof. T(G) can be computed within this space bound by Lemma 3.2.1. The color of a
k-clique node M ∈ V(T(G)) is the unique color in {1, . . . , k + 1} \ {c(v) ⏐⏐ v ∈ M} and
thus can easily be found in logspace.
Now we are ready to prove the main result of this chapter.
Theorem 3.2.4. Given a k-tree G, a canonical labeling ψG of G can be computed in O(k log n)
space.
Proof. The correctness of Algorithm 3.1.1 was shown in Lemma 3.1.8. Lemma 3.2.3 allows
to enumerate all (k + 1)-colorings c of G. The colored tree representation T(G, c) can be
obtained in logspace by Lemma 3.2.3. A canonical labeling of T(G, c) can be computed
in logspace by Lemma 2.7.4. It remains to observe that the canonical labeling ψG for G
can be derived as in equation (3.2), which is easily possible in logspace.
Theorem 3.2.4 immediately yields the following corollaries.
Corollary 3.2.5. For any fixed k, k-tree (and k-path) isomorphism is L-complete.
The hardness part will be shown in Proposition 3.4.2.
Note that fixing k is essential, as the isomorphism problem for the class of all k-trees,
k unbounded, is isomorphism complete [KCP82] and hence unlikely to be decidable in
polynomial time.
Furthermore, there is a standard Turing reduction of the automorphism group problem
(i.e., computing a generating set of the automorphism group of a given graph) to the
search version of GI for colored graphs; a similar reduction exists for counting the number
of automorphisms [Hof82; KST93]. It is not hard to see that these reductions can be
performed in logspace.
Corollary 3.2.6. For any fixed k, a generating set of the automorphism group of a given k-tree
can be computed in logspace, and hence also a canonical labeling coset for a given k-tree.
Corollary 3.2.7. For any fixed k, the number of automorphisms of a given k-tree can be computed
in logspace.
Corollary 3.2.8. For any fixed k, the k-tree (and k-path) automorphism problem (i.e., deciding
whether a given k-tree has a nontrivial automorphism) is L-complete.
Again, the proof of the hardness is postponed; see Proposition 3.4.1.
3.3 Fixed parameter tractability
This section describes a time efficient implementation of the algorithm presented in
Section 3.1.
Theorem 3.3.1. Given a k-tree G, a canonical labeling of G can be computed in O((k + 1)! n)
time.
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Proof. First note that k can easily be obtained from the input graph, as all maxcliques have
size k + 1, and a trivial greedy algorithm finds one of them. The tree representation T(G)
of the input graph G can be computed in linear time by iteratively removing simplicial
vertices [RTL76]. In this process it can also be checked that G is indeed a k-tree for some k.
To enumerate all (k + 1)-colorings of G, fix any (k + 1)-clique M0 of G, enumerate all
(k + 1)-colorings of G[M0] and extend them in a traversal of TM0(G) according to the
rules given in the proof of Lemma 3.1.4. This immediately yields the colored tree
representation T(G, c). Finally, a canonical labeling for T(G, c) can be computed in linear
time [AHU74, p. 84].
3.4 Complete problems for logspace
This section contains some completeness results for logspace that are related to the
algorithms of this chapter. Recall that the problem PathCenter of deciding whether a
given vertex c belongs to the center of a given path P is L-complete by Lemma 2.8.1.
Proposition 3.4.1. For any fixed k, the automorphism problem for k-paths (and thereby k-trees)
is L-hard under first-order translations.
Proof. The hardness will be shown via the reduction that maps an instance ⟨P, c⟩ of
PathCenter to the k-path P′, where the neighbors of c are n1 and n2, and where
V(P′) = V(P) ∪ {c1, c2}
E(P′) =
{{u, v} ⏐⏐ 1 ≤ dP(u, v) ≤ k for u, v ∈ V(P)}
∪ {{u, ci} ⏐⏐ 0 ≤ dP−{ni}(u, c) < k for u ∈ V(P), i ∈ {1, 2}} .
We may assume that c has distance more than k to both ends, as otherwise the problem
is trivial. It is easy to see that P′ is a k-path: The first k vertices on the path are the base.
As the following vertices are added, the support is always a set of k consecutive nodes
on the path, with the additional vertices ci being added after c enters the support and
before c leaves the support, respectively. It is obvious that P′ − {c1, c2} has the nontrivial
automorphism that maps the ith vertex on the path to the (n− i)th one, but is otherwise
rigid. This can be extended to an automorphism of P′ (by exchanging c1 and c2) if and
only if c is the center of P.
It remains to observe that this reduction can be implemented as first-order transla-
tion. Indeed, constant bounds on the distance of two vertices can be established using
constantly many variables; the condition dP(u, v) ≤ k can for example be expressed as
∃v2 · · · ∃vk−1 :
(
u = v2 ∨ E(u, v2)
)∧ (v2 = v3 ∨ E(v2, v3))∧ · · · ∧ (vk−1 = v∨ E(vk−1, v)) ,
where E denotes the edge relation of P.
Proposition 3.4.2. For any fixed k, the isomorphism problem for k-paths (and thereby k-trees)
is L-hard under first-order translations.
Proof. Again, the hardness is shown using a reduction from PathCenter. Modifying the
previous construction, the reduction function is ⟨P, c⟩ ↦→ ⟨P1, P2⟩, where the neighbors
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of c are n1 and n2, the ends of P are v1 and v2, and where
V(Pj) = V(P) ∪ {c1, c2, e}
E(Pj) =
{{u, v} ⏐⏐ 1 ≤ dP(u, v) ≤ k for u, v ∈ V(P)}
∪ {{u, ci} ⏐⏐ 0 ≤ dP−{ni}(u, c) < k for u ∈ V(P), i ∈ {1, 2}}
∪ {{u, e} ⏐⏐ 0 ≤ dP(u, vj) < k for u ∈ V(P)} .
We may assume that c has distance more than k + 1 to both ends. If c is the center of P,
the function that maps the ith vertex of P to the (n− i)th, exchanges c1 and c2 and maps
e1 and e2 to themselves is an isomorphism from P1 to P2. Conversely, if there is such an
isomorphism then the ei force the original path vertices to be mirrored and the ci ensure
that c is the center.
Finally, let us examine two problems related to the structure of k-trees. Let G be a
graph. Recall that a vertex v ∈ V(G) is called simplicial in G if its neighborhood induces
a clique. A bijective mapping σ :
{
1, . . . , |V(G)|} → V(G) is called perfect elimination
order (PEO), if for all i, σ(i) is simplicial in G− {σ(1), . . . , σ(i− 1)}. Note that a graph
can have several perfect elimination orders. It is well known that a graph has a PEO if
and only if it is chordal. As k-trees are a subclass of chordal graphs, each k-tree has a
PEO.
A related problem is the fast reordering problem (FRP) which is employed by Greco,
Sekharan, and Sridhar [GSS02] as a preprocessing step for parallel algorithms. It consists
of finding a partition R0, . . . , Rℓ of V(G), such that Rℓ is a clique and each Ri, i < ℓ, is
a maximal independent set of simplicial vertices of G−⋃0≤j<i Rj. For general chordal
graphs there can be several such sequences, but for k-trees this sequence is unique, and
the remaining clique Rℓ is called the kernel of a k-tree G and consists of the vertices in the
center node of T(G). Greco, Sekharan, and Sridhar showed that if the input graphs are
restricted to k-trees, the FRP can be solved in NC. The following theorem improves this
and shows logspace completeness for both problems.
Theorem 3.4.3. For k-trees (k fixed), it is logspace complete to find a perfect elimination order
and to solve the fast reordering problem.
Proof. Let us first solve the fast reordering problem in logspace. Let G be a k-tree, and
let K be the center node of T(G) (as k-clique and (k + 1)-cliques alternate in any path
in G and all leaves are (k + 1)-cliques, the center is a single node). K is also known as





the level of v in G, where Mv is the node that contains v and is closest to K (dividing
by 2 has the effect of ignoring k-clique nodes for the distance). For each v ∈ V(G), its




⏐⏐ v ∈ V(G)}. Output Ri = {v ∈ V(G) | lG(v) = lmax − i} for i = 0, . . . , lmax . It
follows from the structure of T(G) that R0, . . . , Rlmax is a solution for FRP.
Next, note that a perfect elimination order can be efficiently computed when a solution
R0, . . . , Rℓ to the FRP is known (i.e., finding a PEO reduces to solving the FRP): Take the
32
3.4 Complete problems for logspace
members of the Ri in ascending order, i.e., first those from R0, then those from R1 and so
on up to Rℓ. By the definition of FRP, it follows that the result is a PEO, no matter which
order is chosen within each Ri.
The final step is to show that finding a perfect elimination order is hard for logspace
even for paths. The result for k-trees (and k-paths) can be obtained by adding a (k− 1)-
clique M and the complete bipartite graph between M and the vertices on the path. An
Ord instance ⟨P, s, t⟩ can be solved in DLogTime-uniform AC0 with a single oracle gate
for computing a PEO for the path P′ defined by
V(P′) = V(P) ∪ {i′ ⏐⏐ i ∈ V(P) \ {n}}
E(P′) =
{{i, j} ⏐⏐ (i, j) ∈ E(P)}
∪ {{i′, j′} ⏐⏐ (i, j) ∈ E(P), j ̸= n} ∪ {{i′, n} ⏐⏐ (i, n) ∈ E(P)} .
where n is the vertex in P without successor. Then it holds for any PEO σ of P′ (where
pi is a shorthand for the position σ−1(i) of a vertex in σ) that
⟨P, s, t⟩ ∈ Ord⇔ ps ≤ pt ≤ pn ∨ ps′ ≤ pt′ ≤ pn
If ⟨P, s, t⟩ /∈ Ord, then s is between t and n, and s′ is between t′ and n in P′ (right
side in Figure 3.3). Thus σ cannot satisfy both ps ≤ pt and ps′ ≤ pt′ . If ⟨P, s, t⟩ ∈ Ord
(left side of Figure 3.3), the vertex n does not become simplicial until at least one copy
of P is completely removed. Similarly, if the first copy is completely removed before n,
the vertex t does not become simplicial before s is removed; and if the second copy

















The main result of this chapter is the logspace algorithm that computes canonical interval
representations for interval graphs. Its first step, explained in Section 4.1, is a reduction
to canonical representation of interval hypergraphs. The latter problem is solved in
Section 4.2: Given an interval hypergraph H, its canonical interval representation ρH is
computed piecewise, first finding interval representations for each overlap component O
of H. Notice that the overlap components of H can be computed in logspace using
undirected reachability in O(H) [Rei08]. It turns out that each overlap component O
admits only one interval model I up to reflection, and this model can be obtained in
logspace along with its mirror image I∗. As the canonical version IO, the algorithm
takes the smaller of I and I∗ (with respect to the lexicographic order on interval systems
introduced at the beginning of Chapter 2), or any of them in the mirror-symmetric
case I = I∗. To compose these interval models of the overlap components into a
canonical interval model IH of the whole hypergraph H, the algorithm uses the tree-
like decomposition of H into overlap components (see Section 2.2) to construct a tree
representation T(H) of H (see Section 4.2.2). Lindell’s tree canonization algorithm [Lin92]
will be employed to compute IH canonically.
Section 4.3 summarizes the algorithm for canonical representation for interval graphs in
logspace. Additionally, it shows how the canonical representation algorithm for interval
hypergraphs can be used to compute canonical labelings for convex graphs in logspace.
Turning to constrained interval representations, Section 4.4 describes the algorithms for
proper and unit interval representations. Section 4.5 contains the results for representation
of interval graphs with prescribed interval and intersection lengths. Section 4.6 gives
the logspace algorithm for finding interval representations where the intervals of each
pair of adjacent vertices are required to be disjoint, overlapping, contained or containing,
respectively.
Complementing the logspace algorithms of this chapter, it is shown in Section 4.7 that
the recognition and isomorphism problems of interval and convex graphs are also hard
for logspace.
4.1 From interval graphs to interval hypergraphs
Recall that the bundle hypergraph of G is defined by B(G) = { Bv ⏐⏐ v ∈ V(G)} ; i.e., it has
the maxcliques C(G) of G as vertices and the maxclique bundles Bv =
{
C ∈ C(G) ⏐⏐ v ∈ C}
as hyperedges.
Let us begin with some general properties of the bundle hypergraph that are true for
any graph G.
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Lemma 4.1.1. For any graph G, the function βG : V(G)→ B(G) defined by βG(v) = Bv is an
intersection representation of G.
Proof. We have to show that, for any two distinct vertices u and v, Bu ∩ Bv ̸= ∅ if and
only if u and v are adjacent. Indeed, if C ∈ Bu ∩ Bv, then both u and v are in the clique C
and hence adjacent. On the other hand, if u and v are adjacent, extend the set {u, v} to
a maxclique C and notice that C ∈ Bu ∩ Bv. Thus, βG is an intersection representation
of G.
In the course of this section we will see that if G is an interval graph then B(G) is an
interval hypergraph. Given any interval representation ρ of B(G), Lemma 4.1.1 implies
that the function ρ ◦ βG is an interval representation of G.
For this approach it is necessary to compute the bundle hypergraph of a given interval
graph in logspace. For adjacent vertices u and v in an arbitrary graph G holds: If N[u, v]
is a clique, it is maximal. The following lemma shows that, in an interval graph G, any
maxclique is of this kind and, hence, can be represented by a pair of vertices u and v (that
are adjacent and satisfy the condition that N[u, v] is a clique). An explicit representation
of the bundle hypergraph B(G) of G can be computed in logspace by listing, for each
bundle Bv, the maxcliques that contain v.
Lemma 4.1.2. Every maxclique C of an interval graph G contains vertices u and v such that
C = N[u, v].
Proof. For any u, v ∈ C it holds that C ⊆ N[u, v]; therefore it suffices to find u and v such
that N[u, v] ⊆ C. For this purpose, consider an interval representation α : V(G) → I
of G and choose u, v ∈ C so that α(u) ∩ α(v) is inclusion-minimal. For each w ∈ C,
this implies α(w) ⊇ α(u) ∩ α(v) for else α(u) ∩ α(w) or α(w) ∩ α(v) would be strictly
included in α(u) ∩ α(v). Suppose now that z ∈ N[u, v]. Since α(z) intersects α(u) ∩ α(v),
it has nonempty intersection with α(w) for each w ∈ C. By maximality, z ∈ C.
An interval model I of an interval graph G is called minimal if the size of V(I) is the
smallest possible. The following lemma has several important consequences. First, it
implies that G is an interval graph if and only if B(G) is an interval hypergraph [FG65,
Theorem 7.1]. Moreover, the bundle hypergraph B(G) captures all information about
a minimal interval model of G, which is unique up to hypergraph isomorphisms. In
particular, B(G) retains the isomorphism type of G, as Lemma 4.1.1 asserts G ∼= I(B(G)).
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Figure 4.1: An interval graph G, a minimal interval model I of G, and the bundle
hypergraph B(G) of G. The maxcliques of G are C1 = {b, c}, C2 = {a, b, d},
C3 = {a, e}, and C4 = {a, f }.
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Lemma 4.1.3. For every minimal model I of an interval graph G, the interval system I viewed
as a hypergraph is isomorphic to the bundle hypergraph B(G) of G.
Proof. Let α : V(G) → I be an interval representation of G such that I is a minimal
interval model. The proof of Lemma 4.1.2 actually shows that every maxclique C ∈ C(G)
contains vertices u and v such that the three conditions w ∈ C, α(u) ∩ α(v) ⊆ α(w), and(
α(u) ∩ α(v)) ∩ α(w) ̸= ∅ are equivalent. For each maxclique C = N[u, v], fix a point
xC ∈ α(u) ∩ α(v). The above observation implies
w ∈ C ⇔ α(w) ∋ xC. (4.1)
Note that xC ̸= xC′ if C ̸= C′. Let X =
{
xC
⏐⏐ C ∈ C(G)} and α′(w) = α(w) ∩ X for all
w ∈ V(G). The function α′ is still an interval representation of G (with intervals in the
linearly ordered set X). Indeed, if u and v are adjacent, let C be a maxclique containing
u and v and note that both α′(u) and α′(v) contain xC; if u and v are nonadjacent, then
α′(u) ∩ α′(v) = ∅ because α(u) ∩ α(v) = ∅.
By minimality of I , it follows that α′ = α and V(I) = X. Therefore, the correspondence
C ↦→ xC is a bijection from C(G) to V(I). By equation (4.1), this is actually a hypergraph
isomorphism from B(G) to I (since the condition w ∈ C can be rewritten as C ∈ Bw).
While it is often assumed that the extreme points of the intervals of an interval
system are distinct, Lemma 4.1.3 motivates the focus on computing minimal interval
representations, where some of the extreme points coincide. This way, arbitrary choices
that are not inherent to the canonical representation problem can be avoided. It is easy
to see that the two notions are equivalent: To obtain a minimal interval model from
an interval model with distinct extreme points, contract each block of consecutive start
points together with the following block of consecutive end points to a single point. For
the converse direction, replace each point by a set of consecutive points, one for each
interval that starts or ends at this point, placing the start points first. If the start points
are ordered by interval length and the end points by the corresponding start points, this
transformation preserves canonicity.
Recall that a function G ↦→ αG computes canonical interval representations for interval
graphs if (a) αG is an interval representation of G and (b) αG(G) = αH(H) whenever
G ∼= H. Similarly, a function H ↦→ ρH computes canonical interval representations for
interval hypergraphs if (a) ρH is an interval representation of H and (b) ρH(H) = ρK(K)
whenever H ∼= K.
Lemma 4.1.4. Computing canonical interval representations for interval graphs is reducible in
logspace to computing canonical interval representations for interval hypergraphs.
Proof. Let G be an interval graph. By Lemma 4.1.3, its bundle hypergraph H = B(G)
is interval. Define an interval representation αG for G using the canonical interval
representation ρH of H by setting αG(v) = ρH(Bv) =
{
ρH(C)
⏐⏐ C ∈ Bv} for each vertex v
of G. Since the correspondence v ↦→ Bv is a graph isomorphism from G to I(H) by
Lemma 4.1.1 and because ρH is a hypergraph isomorphism from H to the interval




. This shows that αG is
indeed an interval representation of G. It is canonical because G ∼= G′ implies B(G) ∼=
B(G′) and because ρH is canonical. It remains to note that the bundle hypergraph B(G)
and the map v ↦→ Bv are constructible in logspace because of Lemma 4.1.2.
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4.2 Canonical representation of interval hypergraphs
In this section it is shown how canonical representations of interval hypergraphs can be
computed in logspace.
Let H be an interval hypergraph. We may assume that H is connected, as adding an
additional hyperedge B0 = V(H) does not change what is an interval representation
of H.
Let ρ : V(H) → V(I) be an interval representation of H. Note that ρ takes each slot
of H onto a slot of I and that the slots of I form a partition of supp(I) into intervals.
Thus, ρ determines a natural geometric order <ρ between the slots of H: For two slots
S and S′, let S <ρ S′ if ρ(S) lies completely to the left of ρ(S′) in N+. A slot order <
of H is called permissible, if it does not split any hyperedge A ∈ H, i.e., if there are no
three slots S1 < S2 < S3 with S1, S3 ⊆ A ̸⊇ S2. For each interval representation ρ, the
corresponding slot order <ρ is permissible. Conversely, any permissible slot order <
of H specifies an interval representation of H up to permutation of twins (i.e., vertices
in the same slot). As both these transformations are easily possible in logspace and as
permutations of twins do not change the resulting interval model, the two notions are
equivalent for the purposes of this section.
4.2.1 Canonical representations for overlap components
Lemma 4.2.1. Let H be an overlap-connected hypergraph with more than one slot and without
isolated vertices. If H is an interval hypergraph, it admits exactly two permissible slot orders,
which are the reversal of each other. Moreover, there is a logspace algorithm that computes these
slot orders < and <∗ or detects that none exist. In the positive case, the algorithm also computes
the interval models I and I∗ defined by < and <∗.
The uniqueness part of Lemma 4.2.1 can be deduced from an equivalent statement by
Chen and Yesha [CY91, Theorem 2].
Proof. Let A1, . . . , AN be a spanning walk of the overlap graph O(H), i.e., Ak ≬ Ak+1 for
1 ≤ k ≤ N − 1 and each A ∈ H occurs at least once. Such a walk can be computed in
logspace using Reingold’s universal exploration sequences [Rei08]. Iterating over the




for each Ak. Once the




is fixed, the cardinalities of A2 and A1 ∩ A2 leave only two
possibilities for I2 (resulting in reflected models), and once Ik−2 and Ik−1 are fixed, Ik is
uniquely determined; see Figure 4.2. As only the two previous intervals have to be




Figure 4.2: Proof of Lemma 4.2.1: Let Ak ≬ Ak−1 ≬ Ak−2. If Ik−1 is already determined,
only two positions for Ik satisfy |Ik| = |Ak| and |Ik−1 ∩ Ik| = |Ak−1 ∩ Ak|. If
also Ik−2 is given, at most one of them satisfies |Ik−2 ∩ Ik| = |Ak−2 ∩ Ak|.
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If H is an overlap-connected interval hypergraph, this procedure results in consistent
intervals (i.e., Ij = Ik whenever Aj = Ak) and the computed intervals moreover satisfy
|Ij ∩ Ik| = |Aj ∩ Ak| for all j, k ∈ {1, . . . , N}. If either of these conditions is violated,
the algorithm rejects the input hypergraph as non-interval. Otherwise, the algorithm
computes the permissible slot order < induced by Ak ↦→ Ik, i.e., it defines S < S′ by
p(S) < p(S′), where p(S) =
{
x ∈ ∪k Ik
⏐⏐ x ∈ Ik ⇔ S ⊆ Ak} is the set of points where the
slot S ends up at. The algorithm returns the slot order < along with its reversal <∗=<−1.
To compute the interval model I corresponding to <, the algorithm finds the smallest
used point c = min
⋃
k Ik and lets I =
{
[lk − c + 1, rk − c + 1]
⏐⏐ A ∈ H, A = Ak}. The
interval model I∗ corresponding to <∗ can easily be obtained in logspace as the mirror-
reflection of I .
If I and I∗ are equal, the overlap-connected interval hypergraph H is called mirror-
symmetric and its interval model is unique. Otherwise, the lexicographically smaller
of I and I∗ can be chosen as the canonical model of H.
4.2.2 The tree representation
As noted before, the overlap components of H form a tree. Specifically, let S be a slot of
an overlap component O of H. An overlap component Q of H is located at slot S of O
if supp(Q) ⊆ S and there is no ‘intermediate’ overlap component O′ ̸= O such that
supp(O′) ⊆ S and Q is contained in some slot of O′. Furthermore, a vertex v of H is
located at slot S of O if v ∈ S and there is no overlap component O′ located at slot S of O
such that v ∈ supp(O′).
The overlap component tree of H is defined as follows: Its nodes are the overlap com-
ponents of H, their slots, and the vertices of H. Since a slot S of O may belong also to
another overlap component, the corresponding slot node is denoted by SO . The children
of an overlap component node O are the slots of O. The children of a slot node SO are
the vertices and the overlap components located at the slot S of O. As H is connected,
there is an overlap component O0 with supp(H) = supp(O0). Thus, O0 is the root of
the overlap component tree. See Figure 4.3 for an example.
Note that the overlap component tree of H is essentially a PQ-tree that encodes all
possible interval representations of H [cf. BL76]. Start with any interval representation
of H, and order sibling nodes in the tree by their position in this representation. Slot
nodes are P-nodes; i.e., their children can be reordered arbitrarily. Overlap component
nodes are Q-nodes; i.e., the order of their children can only be reversed. It is easy to
verify that, after reordering in this way, reading the vertex nodes from left to right again
corresponds to an interval representation of H.
Using Lemma 4.2.1 and a simple inductive argument on the depth of the overlap com-
ponent tree, one can easily show that every interval representation of H can be obtained
in this way [cf. HM03]. It may be of independent interest to note that Lemma 4.2.1 implies
logspace constructibility of a PQ-tree for H and, using this, logspace constructibility of a
(non-canonical) interval representation for H; however, this fact is not used below.
In order to obtain a canonical interval representation of an interval hypergraph H,
a tree representation T(H) will be defined in such a way that H1 ∼= H2 if and only if
T(H1) ∼= T(H2). To achieve this, let us start with the overlap component tree of H and
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Figure 4.3: An interval hypergraph H1 and its overlap component tree. In the tree, the
node of an overlap component O is given by listing the hyperedges in O; a
slot node SO is given by listing the vertices contained in S (the reference to O
is omitted as it is understood from the tree structure). The hypergraph H2 is
not isomorphic to H1, yet both have isomorphic overlap component trees.
color the component nodes with their canonical interval model. However, this is not
enough to ensure that isomorphic tree representations imply isomorphic hypergraphs,
because the tree isomorphisms are not restricted in the way they permute the children
of an overlap component node. An example where this is a problem can be seen in
Figure 4.3.
To make sure that isomorphic trees imply isomorphic hypergraphs, it is necessary to
constrain the order of the slot nodes of an overlap component O. Let <O,1 and <O,2
be the two slot orders of O provided by Lemma 4.2.1, and let IO,1 and IO,2 be the
corresponding interval models. We may suppose w.l.o.g. that IO,1 ≤ IO,2. For a slot S
of O and i ∈ {1, 2}, define the position of S w.r.t. <O,i by
posO,i(S) =
⏐⏐{S′ ⏐⏐ S′ is a slot of O with S′ ≤O,i S}⏐⏐.
For each overlap component O that is not mirror-symmetric (i.e., IO,1 < IO,2), the
order of its slot nodes can be completely fixed by coloring the slot node SO with the
color posO,1(S).
For each mirror-symmetric overlap component O, the order of its slot nodes SO must
be fixed up to reflection. To this end, each SO will be colored with the minimum of
posO,1(S) and posO,2(S). After this, any two slot nodes with the same color remain
interchangeable, and the problem shown in Figure 4.3 persists. To overcome this, the
slots of the overlap components will be grouped by introducing an additional type of
node in the tree: For each overlap component O, add three nodes loO , miO , and hiO in a
layer between O and its slots. If O has a mirror-symmetric canonical model IO,1 = IO,2,
call a slot S of O low if posO,1(S) < posO,2(S), middle if posO,1(S) = posO,2(S), and high
if posO,1(S) > posO,2(S). If the canonical model of O is not mirror-symmetric, call all its
slots low. The low, middle, and high slots of O become children of the nodes loO, miO,
and hiO, respectively. Note that, if O is mirror-symmetric, the node names loO and hiO
are interchangeable.
Using these notions, the tree representation of an interval hypergraph can now be
defined formally.
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T(H)) = {O, loO, miO, hiO ⏐⏐O is an overlap component of H}
∪ {SO ⏐⏐ S is a slot of an overlap component O} ∪V(H),
E
(
T(H)) = {(O, loO), (O, miO), (O, hiO) ⏐⏐O is an overlap component of H}
∪ {(loO, SO), (miO, SO), (hiO, SO) ⏐⏐ S is a low/middle/high slot of O}
∪ {(SO,O′) ⏐⏐ the overlap component O′ is located at slot S of O}
∪ {(SO, v) ⏐⏐ the vertex v is located at slot S of overlap component O}.




posO,1(S) if S is a low or middle slot of O,
posO,2(S) if S is a high slot of O.
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Figure 4.4: An interval hypergraph H and the corresponding tree representation T(H).
Gray areas in T(H) indicate the color of overlap components and their
slots . An overlap component O is represented by listing the hyperedges
in O (sorted, for the reader’s convenience, by their corresponding intervals in
the canonical form of O). The references from slot and connector nodes to
their overlap components are omitted as they can be understood from the tree
structure. The interval system I ∼= H can be derived from T(H) by reading
the vertex nodes from left to right (see Section 4.2.3 for details).
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Note that, for a mirror-symmetric overlap component O, the orders <O,1 and <O,2
might be swapped, so posO,1 and posO,2 can exchange their values. These choices
influence the construction of the tree. However, all possible T(H) are isomorphic, as the
respective loO and hiO nodes can be exchanged and the colors of the slot nodes stay the
same.
The goal is to compute a canonical interval representation of H by applying a variant of
Lindell’s tree canonization algorithm [Lin92] to T(H). For this approach, it is necessary
that T(H) is computable in logspace and that isomorphic interval hypergraphs have
isomorphic tree representations.
Lemma 4.2.3. For a given interval hypergraph H, its tree representation T(H) can be computed
in FL.
Proof. Each overlap component O of H can be found in logspace by running Reingold’s
algorithm [Rei08] on the overlap graph O(H) and described using O(log n) bits by
storing any hyperedge B ∈ O. Moreover, supp(O) and the slots of O are easy to
compute. Notice that a slot S of O can be identified by a tuple ⟨u, B⟩, where u is any
vertex contained in S. Logspace computability of the relation ‘located at’ follows from
its definition. Lemma 4.2.1 allows to compute the two slot orders <O,1 and <O,2 of an
overlap component O along with the resulting interval models IO,1 and IO,2 in logspace.
In particular, it can be checked whether IO,1 = IO,2 (i.e., whether O is mirror-symmetric),
and for each slot S of O, the positions posO,1(S) and posO,2(S) can be computed. With
this information, it is easy to compute the adjacency relation of T(H) and its vertex
coloring in logspace.
Lemma 4.2.4. If H and K are isomorphic connected interval hypergraphs, then T(H) ∼= T(K).
Proof. Given an isomorphism φ from H to K, it suffices to construct an isomorphism φ′
from T(H) to T(K). Let O = {B1, . . . , Bk} be an overlap component of H. Then
φ′(O) = {φ(B1), . . . , φ(Bk)} is an overlap component of K isomorphic to O; hence the
nodes O and φ′(O) get the same color in the trees T(H) and T(K). For any slot S
of O, define φ′ on the slot node SO by φ′(SO) = φ(S)φ′(O). The set φ(S) is a slot
of φ′(O) because φ induces an isomorphism from O to φ′(O). By the same reasoning,
SO and φ′(SO) are equally colored in T(H) and T(K). If O is not mirror-symmetric, let φ′
take loO, miO, and hiO to loφ′(O), miφ′(O), and hiφ′(O), respectively; otherwise φ′ may
swap the images of loO and hiO in order to obey adjacency. Finally, let φ′(v) = φ(v) for
all v ∈ V(H), certainly respecting adjacency in the trees T(H) and T(K).
4.2.3 Computing canonical interval representations
To construct a canonical interval representation for H, the tree representation T(H)
is traversed in such a way that the vertex nodes of T(H) are visited exactly in the
order in which the corresponding vertices will appear in the resulting canonical interval
model of H. The tree representation (viewed as a PQ-tree) already restricts the possible
traversals to those that visit the slots S of each overlap component O in either ascending
or descending order of their position posO,1(S), where the latter is possible only if
O is mirror-symmetric. Thus, there remains a freedom to choose one of two possible
orientations for each mirror-symmetric O. Also, for each slot S of an overlap component
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of H, the order of the vertices and overlap components located at S can be chosen freely.
The generalization of Lindell’s tree canonization algorithm given by Lemma 2.7.4 will be
employed to come up with a canonical choice between the remaining possibilities.
Recall the logspace traversal algorithm for trees with linear order among siblings (as
used in, e.g., Lindell’s canonization [Lin92]). For a given node, it is possible in logspace to
(1) go to its first child, (2) go to its next sibling, and (3) go to its parent. These operations
allow a depth-first traversal of the tree where only the current node and whether the
algorithm arrived there from its last child must be remembered. The only requirement
is that the order among siblings can be evaluated in logspace. During the traversal
of T(H), the following order will be used, where λT(H) is the canonical labeling of T(H)
as obtained by Lemma 2.7.4.
• The children of an overlap component node O are ordered loO < miO < hiO if O is
not mirror-symmetric or if λT(H)(loO) < λT(H)(hiO); otherwise they are ordered
hiO < miO < loO.
• The children of the first child of an overlap component node O (this can be either
loO or hiO) are visited in ascending order of their colors; note that these colors are
all distinct.
• The children of the last child of an overlap component node O (this can be either
hiO or loO) are visited in descending order of their colors; again, these are all distinct.
• A miO node can have at most one child, which does not need ordering.
• The children of a slot node are ordered by the label that λT(H) assigns to them.
Note that ordering T(H) in this way yields a permissible realization of the PQ-tree; i.e.,
the slots S of each overlap component O are placed in ascending or descending order of
their position posO,1(S). In the following, this will be exploited to compute an interval
representation of the entire hypergraph H.
Let ρH : V(H) →
[
1, |V(H)|] be the bijection that numbers the vertices of H in the
same order as their nodes are visited in the described traversal of T(H); it clearly can be
computed in logspace.
Lemma 4.2.5. The function ρH is an interval representation of H.
Proof. Let B ∈ H be any hyperedge, it must be shown that its image ρH(B) is an interval.
Let O be the overlap component that contains B. As the slot nodes of O are visited
in either ascending or descending order of their appearance in the interval model IO,1
corresponding to <O,1, the slots of O that are contained in B are visited consecutively,
and with them also the vertices contained in them, as these are exactly the vertices
contained in the subtrees rooted at these slot nodes.
Now we are ready to prove the main result on interval hypergraphs.
Theorem 4.2.6. Canonical interval representations of interval hypergraphs can be computed
in FL.
Proof. Given an interval hypergraph H, the algorithm computes the interval representa-
tion ρH of H defined above. By Lemma 2.7.4, the canonical labeling λT(H) of T(H) can
be computed in logspace; the rest of the computation of ρH is possible in logspace as
well.
43
4 Canonical representation of interval graphs
It remains to show that the representations ρH and ρK of isomorphic interval hy-
pergraphs H ∼= K map these graphs to the same interval model ρH(H) = ρK(K). By
Lemma 4.2.4, the colored trees T(H) and T(K) are isomorphic. Hence, the canonical





T(K)). As the interval model ρH(H) depends only on the tree λT(H)(T(H)), this
implies ρH(H) = ρK(K).
Translated into the language of matrices, Theorem 4.2.6 has algorithmic consequences
for testing the consecutive-ones property that was defined in Section 1.2.
Corollary 4.2.7. There is a logspace algorithm that decides whether a given boolean matrix has
the consecutive-ones property and computes an appropriate permutation of the columns if this is
the case.
4.3 Canonizing interval graphs and convex graphs
The reduction of Lemma 4.1.4 transforms Theorem 4.2.6 into a result for interval graphs.
Corollary 4.3.1. Canonical interval representations of interval graphs can be computed in FL.
A bipartite graph G is called convex if one of its vertex classes can be linearly ordered
so that the neighborhoods of the vertices in the other class are intervals with respect to
this order. If both vertex classes have such orderings, G is called biconvex.
The incidence graph of a hypergraph H is the bipartite graph with vertex classes
V(H) and H, where two vertices v ∈ V(H) and A ∈ H are adjacent if and only if v ∈ H.
Note that this transformation yields exactly the convex graphs when applied to interval
hypergraphs.
Corollary 4.3.2. Canonical labelings of convex graphs can be computed in FL.
Proof. Let G be a connected convex graph with vertex classes U and V. Reversing the
aforementioned transformation of hypergraphs to their incidence graphs results in two
hypergraphs HU =
(
U, {{N(v) | v ∈ V}}) and HV = (V, {{N(u) | u ∈ U}}). Since G is
convex, at least one of them is an interval hypergraph. Suppose that this is true for HU
and let ρHU be its canonical interval representation. The representation ρHU can also be




, v ∈ V, results in a labeling
of V. Define λU as the combination of these labelings:
λU(v) =
{
ρHU (v) if v ∈ U⏐⏐U⏐⏐+ ⏐⏐{u ∈ V ⏐⏐ ρHU(N(u)) ≤ ρHU(N(v))}⏐⏐ if v ∈ V
If HV is also an interval hypergraph (i.e., if G is biconvex), define λV analogously,
compare the resulting graphs λU(G) and λV(G) lexicographically, and choose the labeling
with the smaller image as the canonical labeling λG. Otherwise, let λG = λU .
If the graph G is disconnected, split it into connected components using Reingold’s
algorithm [Rei08], canonize each of the components, and compose the total labeling of G
componentwise in lexicographic order.
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Another generalization of interval graphs is the class of rooted directed path graphs, i.e.,
intersection graphs of paths in a rooted directed tree. For this class, only polynomial-time
isomorphism algorithms are known [BPT96; EPT00]. While maxcliques in a rooted
directed path graph can still be recognized in a way similar to that of Lemma 4.1.2, the
procedure for linearly ordering maxcliques as given in Lemma 4.2.1 cannot be employed
in the presence of tree nodes of degree more than 2.
In the above paragraph, it is important that trees are rooted and directed accord-
ingly, as intersection graphs of paths in unrooted directed trees are isomorphism-
complete [BPT96].
4.4 Computing proper and unit interval representations
Let I = {[ai, bi] ⏐⏐ 1 ≤ i ≤ n} be a proper interval system. As there are no inclusions, the
start points ai are pairwise distinct, and the same is true about the end points bi. Suppose
that ai < ai+1 for all i < n. As I is proper, it follows that also bi < bi+1. This yields a
natural geometric order on I .
Now let G be a proper interval graph. Any proper interval representation α : V(G)→ I
of G induces the geometric order <α on V(G) defined by
u <α v ⇔ α(u) < α(v).
Observe that, if u is adjacent to v with u <α v, then u is adjacent to all w with u <α w ≤α v.
This implies that each N[u] is an interval with respect to <α; therefore, N [G] is an interval
hypergraph. As mentioned in the introduction, the converse is also true: If N [G] is an
interval hypergraph, then G is a proper interval graph [Rob69].
It is clear that N [G] ∼= N [H] whenever G ∼= H. Harary and McKee [HM96] show
that the converse is also true if G is chordal. Combining this with Theorem 4.2.6
immediately gives a logspace computable complete invariant for proper interval graphs:
G is isomorphic to another graph G′ exactly when the canonical interval models of
N [G] and N [G′] are equal.
Note that an interval model of the hypergraph N [G] is generally not an interval model
of the graph G. Note also that the minimal interval model constructed from the maxclique
bundle hypergraph B(G) (as in Corollary 4.3.1) is not proper if the graph contains at




















Figure 4.5: A proper interval graph G and a proper interval model I of G. However, the
bundle hypergraph B(G) is not proper. The neighborhood hypergraph N [G]
is neither proper nor an intersection model of G.
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4.4.1 Computing proper interval representations
In this section, it is shown that canonical proper interval representations of proper
interval graphs can be computed in logspace. While this also follows from the results
in Section 4.6, looking at this special case separately is instructive, especially when
comparing the techniques used here with those used for proper circular-arc graphs in
Section 5.3.
The following fact on overlap-connected hypergraphs will be useful.
Lemma 4.4.1. Let F and E be overlap-connected hypergraphs with supp(F ) = supp(E), each
containing at least two different hyperedges. Then their union F ∪ E is overlap-connected, too.
Proof. Choose F ∈ F and E ∈ E with nonempty intersection. If F ≬ E or F = E, the
claim is obviously true. Otherwise, suppose that E ⊊ F. Note that F ̸= supp(F ) because
F is not the only hyperedge in F and O(F ) is connected. Let x ∈ supp(F ) \ F. Since
supp(F ) = supp(E), there is a hyperedge E′ ∈ E containing x. By the connectedness
of O(E), there is an overlap-path E1 ≬ E2 ≬ . . . ≬ El connecting E = E1 and E′ = El . Let
m < l be the largest index such that Em ⊆ F. Then Em+1 ≬ F.
It is easy to see that a proper interval graph with n vertices always has a sharp
proper interval model I = {[ai, bi] ⏐⏐ 1 ≤ i ≤ n}, i.e., one where {ai, bi | 1 ≤ i ≤ n}
= {1, 2, . . . , 2n}. In this section, only such interval models will be considered. Together
with a proper interval representation α : V(G) → I , the graph G has also the reflected
proper interval representation α∗ : V(G) → I∗ defined by α∗(v) = r(α(v)), where r is
the mirror reflection r(x) = 2n + 1− x. The geometric orders induced by α and α∗
are the reversal of each other, i.e., <α∗= (<α)−1. The first, graph-theoretic part of the
following lemma restates a result by Deng, Hell, and Huang [DHH96, Corollary 2.5] in a
different form and is proved in a different way, which allows to obtain also a logspace
computability result.
Lemma 4.4.2. Let G be a connected proper interval graph without twins. Then, up to reflection,
G has a unique proper interval representation. The latter is computable in logspace.
Proof. Let α : V(G) → I be a proper interval representation of G, and let <α be the
associated geometric order on V(G) = {v1, . . . , vn}. For the purposes of this proof,
suppose that v1 <α · · · <α vn. As mentioned before, <α defines an interval representation
of the neighborhood hypergraph N [G].
Given a nonuniversal vertex vi, let s = s(i) be the largest index such that s < i
and vs /∈ N[vi], and, similarly, let t = t(i) be the smallest index such that t > i and
vt /∈ N[vi]. At least one of these indices is well defined. Note that N[vi] ≬ N[vs]. Indeed,
vs /∈ N[vi], vi /∈ N[vs], and vs+1 belongs to both sets (vs and vs+1 are adjacent because
G is connected). A symmetric argument shows N[vi] ≬ N[vt]. Note that neither vs nor vt
is universal. It follows that, for any nonuniversal vi, there is a subsequence of indices
i1, . . . , ik containing i such that
N[vi1 ] ≬ N[vi2 ] ≬ · · · ≬ N[vik ] and N[vi1 ] ∪N[vi2 ] ∪ · · · ∪N[vik ] = V(G).
If there is a universal vertex u (there can be at most one as there are no twins), remove
the hyperedge N[u] from N [G] and denote the modified hypergraph by N ′[G]. It follows
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with Lemma 4.4.1 that N ′[G] is overlap-connected. By Lemma 4.2.1 there is a unique
pair of mutually reversed strict orders < and <∗ on the slots of N ′[G] such that the slots
appear according to one of these orders in any interval representation of the hypergraph.
Since G has no twins, the slots of N [G] are singletons {v1}, . . . , {vn}. Note that
N ′[G] has the same slots as N [G]. Thus, < and <∗ can be viewed as orders on V(G),
and one of them must coincide with <α. To prove the uniqueness result, it now suffices
to notice that <α, i.e., the sequence v1, . . . , vn, uniquely determines α. Indeed, it follows
that α(vi) = [ai, bi], where
ai = i +
⏐⏐{j < i ⏐⏐ vj is nonadjacent to vi}⏐⏐
and bi = ai + 1+ deg(vi).
(4.2)
Finally, note that equation (4.2) allows to compute α in logspace once a permissible slot
order of N ′[G] is known. The latter can be computed in logspace by Lemma 4.2.1.
Theorem 4.4.3. Canonical proper interval representations for proper interval graph can be com-
puted in FL.
Proof. Let G be a proper interval graph. First assume that G is connected. If G has no
twins, Lemma 4.4.2 allows to compute two mutually reflected proper interval represen-
tations α : V(G) → I and α∗ : V(G) → I∗. Choose α as canonical if I < I∗ (w.r.t. the
lexicographic order as defined at the beginning of Chapter 2); otherwise α∗ is chosen
(if I = I∗, either choice is good). If G has twins, there still is a canonical pair {α, α∗}
which is unique up to interchanging labels within a twin class. In order to compute this
pair, replace each twin class by a single representative, obtaining a twin-free quotient
graph G′. As in the proof of Lemma 4.4.2, compute the proper ordering v′1, . . . , v
′
n′
on V(G′) (unique up to reflection). Further, expand this sequence by substituting each v′i
with all the twins it represents, obtaining an ordering v1, . . . , vn of V(G). Finally, the
intervals α(vi) = [ai, bi] are computed according to equation (4.2). Another candidate is
α∗ = r ◦ α; choose one of the two which gives a <-least interval model.
If G is disconnected, split it into connected components G1, . . . , Gk using Reingold’s
reachability algorithm [Rei08]. For each of them, compute the canonical representation
αGj : V(Gj) → Ij and sort the interval models I1, . . . , Ik. Then merge the representa-
tions αGj into an integrated representation αG : V(G) → I so that the supports of the
interval models Ij appear in supp(I) according to the order established by sorting.
Both the linear-time [DHH96; HSS01] and the AC2 [BHI07] representation algorithms
for proper interval graphs are based on computing the canonical order of vertices of the
input graph as in the proof of Lemma 4.4.2; as already mentioned, the combinatorial part
of this lemma is proved by Deng, Hell, and Huang [DHH96] in a different language and
by a different argument.
4.4.2 Computing unit interval representations
Concluding the section on proper interval graphs, let us turn to the task of finding a
canonical unit interval representation. A graph is a unit interval graph if it has an interval
model over rationals in which every interval has unit length. It is well known that the
class of proper interval graphs is equal to the class of unit interval graphs [Rob69].
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Corollary 4.4.4. Canonical unit interval representations of proper interval graphs can be com-
puted in FL.
Proof. Given a unit interval graph G, Theorem 4.4.3 allows to compute canonical proper
interval representation αG for G in logspace. We may assume that G is connected; if it
is not, we can deal with the connected components individually and piece them back
together in the end. Let v1, . . . , vn be the vertices of G in the geometric ordering induced
by αG. For every vertex v ̸= v1, let lv be the least neighbor of v in this ordering. The
edge (lv, v) is called principal edge at v. It is easy to see that the set of principal edges
forms a directed tree T on V(G) that is rooted at v1. Order the children of each vertex
in T according to the above ordering.
For a vertex v, let k(v) be the level at which v is located in T, and let p(v) be the
number assigned to v in the postorder traversal of T. Since T is constructible in logspace,
both values can be computed in FL for any v ∈ V(G). Assign to each vertex v the






to vi for every
i ∈ [1, n] yields a unit interval representation for G [CKN+95, Theorem 3.2].
Since αG is a canonical proper interval representation of G and the procedure does not
involve any arbitrary choices, it computes a canonical unit interval representation for G
in FL.
4.5 Constrained interval and intersection lengths
Let G be an interval graph and let ℓ : V(G) → N+ and s : E(G) → N+ be functions that
prescribe the lengths of intervals and pairwise intersections, respectively. In this section,
it is shown how to construct (ℓ, s)-respecting interval representations in linear time or
alternatively in logspace, and s-respecting interval representations in O(nm) time or
alternatively in logspace.
The first step towards these algorithms is to show that all interval representation of
the appropriate type have the same inclusion and overlap relationships, and that these
relations can be computed efficiently when G, ℓ (and s) are given as input. This is
described in Section 4.5.1.
The results on (ℓ, s)-respecting interval representations (which are in Section 4.5.2)
are obtained in a similar way as those for interval hypergraphs in Section 4.2: First,
graphs with overlap-connected representations are considered. Their representations are
unique up to reflection and can be computed efficiently (if they exist). For graphs with
several overlap components, these components can be arranged into a tree, and their
(ℓ, s)-respecting interval representations can be combined into one for the whole graph.
It is also shown that all (ℓ, s)-respecting interval representations of G are isomorphic,
giving an alternative proof for a result of Fulkerson and Gross [FG65, Theorem 2.1].
In Section 4.5.3, it is shown how s-respecting interval representations can be computed
efficiently. To obtain this result, the algorithm for computing an (ℓ, s)-respecting interval
representation is repeatedly used as a subroutine. It is shown that the lengths of the
pairwise intersections already determine the interval lengths if the resulting s-respecting
interval representation is required to be minimal, i.e., if it contains a minimum number
of points. It is also shown that all minimal s-respecting interval representations are
isomorphic.
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Section 4.5.4 is concerned with the variant of the interval representation problem for
which Pe’er and Shamir gave a polynomial-time algorithm [PS97]: On the one hand, the
bundle hypergraph of the input graph is required to have a unique interval representation
(up to reflection), and on the other hand, general lower and upper bounds on distances
between extreme points of intervals are allowed. In Section 4.5.4, it is shown that
this variant is in fact NL-complete. Thus it is unlikely that this generalization of the
ℓ-respecting interval representation problem is solvable in deterministic logspace even
for this restricted class of input graphs.
4.5.1 Deriving structural information
Let G be a graph, define n = |V(G)| and m = |E(G)|, and let ℓ : V(G) → N+ and
s : E(G) → N+ specify the desired interval and intersection lengths. For convenience,
define s(u, v) = s
({u, v}) for {u, v} ∈ E(G), and define s(u, v) = 0 for {u, v} /∈ E(G).
Using this convention, define two relations Rℓ,s, Rs ⊆ V(G)×V(G):
(u, v) ∈ Rℓ,s ⇔ {u, v} ∈ E(G) ∧ ℓ(u) > s(u, v)
(u, v) ∈ Rs ⇔ {u, v} ∈ E(G) ∧ ∃w ∈ V(G) \ {u, v} : s(w, u) > min
{
s(w, v), s(u, v)
}
By the following lemma, these relations characterize a structural property that all
(ℓ, s)-respecting (resp., minimal s-respecting) interval representations of G have in com-
mon.
Lemma 4.5.1. Let G be a graph, let {u, v} ∈ E(G) be an edge, and let α : V(G) → I be an
interval representation of G.
(a) If α is (ℓ, s)-respecting, then α(u) \ α(v) ̸= ∅ if and only if (u, v) ∈ Rℓ,s.
(b) If α is minimally s-respecting, then α(u) \ α(v) ̸= ∅ if and only if (u, v) ∈ Rs.
Proof. Part (a) follows directly from the definitions (for the first equivalence, {u, v} ∈ E(G)
is required):
(u, v) ∈ Rℓ,s ⇔ ℓ(u) > s(u, v)⇔ |α(u)| > |α(u) ∩ α(v)| ⇔ α(u) \ α(v) ̸= ∅
To show part (b), note that (u, v) ∈ Rs means by definition that there is a w ∈ V(G)
such that s(w, u) > s(w, v) or s(w, u) > s(u, v). Either way, there must be a point
p ∈ α(w) ∩ (α(u) \ α(v)), implying α(u) \ α(v) ̸= ∅.
For the backward direction, consider a point p ∈ α(u) \ α(v). By minimality of α,
there is a vertex w ∈ V(G) \ {u} with p ∈ α(w). Note that w ̸= v by the choice of p. If
α(w) ⊃ α(u) ∩ α(v) (see Figure 4.6(a)), it follows that s(w, u) > s(u, v). Otherwise (see











Figure 4.6: The two cases in the proof of Lemma 4.5.1(b)
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Lemma 4.5.2. Rℓ,s and Rs can be enumerated in time O(m) and O(nm), respectively, and both
can be enumerated in logspace.
Proof. Both Rℓ,s and Rs are defined by first order formulas; these can easily be evaluated
in logspace. Iterating over all pairs (u, v) ∈ V(G)×V(G) gives logspace enumeration.
To enumerate Rℓ,s in O(m) time, loop over all edges {u, v} ∈ E(G) (considering both
orientations) and output (u, v) if ℓ(u) > s(u, v).
To enumerate Rs in O(nm) time, loop over all edges {w, u} ∈ E(G) (again, considering
both orientations) and all nodes v ∈ V(G) \ {w, u}, and output (u, v) if s(w, u) >
min
{
s(w, v), s(u, v)
}
.
Next, define the relations ≬ℓ,s, ⊆ℓ,s, ≬s, and ⊆s on V(G)×V(G) by
u ≬ℓ,s v ⇔ (u, v) ∈ Rℓ,s ∧ (v, u) ∈ Rℓ,s u ⊆ℓ,s v ⇔ {u, v} ∈ E(G) ∧ (u, v) /∈ Rℓ,s
u ≬s v ⇔ (u, v) ∈ Rs ∧ (v, u) ∈ Rs u ⊆s v ⇔ {u, v} ∈ E(G) ∧ (u, v) /∈ Rs
By Lemma 4.5.1, these relations describe the situation in any appropriate representation
of G, e.g. u ≬ℓ,s v ⇔ α(u) ≬ α(v) holds in any (ℓ, s)-respecting interval representa-
tion α of G, and u ≬s v ⇔ α′(u) ≬ α′(v) holds in any minimal s-respecting interval
representation α′ of G.
Lemma 4.5.3. Let α : V(G)→ I be any s-respecting interval representation of G. For any three
vertices v, w1, w2 ∈ V(G) such that α(w1) ≬ α(v) ≬ α(w2), the intervals α(w1) and α(w2)
overlap α(v) from the same side if and only if s(w1, w2) > min
{
s(w1, v), s(w2, v)
}
.
Note that this condition can be decided both in constant time and in logspace.
Proof. See Figure 4.7 for an illustration. If α(w1) and α(w2) overlap α(v) from the same
side, then α(w1) and α(w2) contain at least one common point outside α(v), making their
intersection larger than the minimum of |α(w1) ∩ α(v)| and |α(w2) ∩ α(v)|.




) \ α(w2) and (α(w2)∩ α(v)) \ α(w1) are both nonempty, implying










Figure 4.7: Proof of Lemma 4.5.3: Different ways how α(w1) and α(w2) can overlap α(v).
4.5.2 Given interval and intersection lengths
Let G be a graph, and let the functions ℓ : V(G) → N+ and s : E(G) → N+ specify the
desired interval and intersection lengths, respectively. In this section, a linear-time
and a logspace algorithm are presented that both construct an (ℓ, s)-respecting interval
representation of G, or detect that such a representation does not exist.
Define the graph Gℓ,s on the same vertex set as G by E(Gℓ,s) =
{{u, v} ∈ E(G) ⏐⏐u ≬ℓ,s v},
and call the connected components of Gℓ,s the overlap components of G.
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The next lemma shows that (ℓ, s)-respecting interval representations of ≬ℓ,s-connected
graphs are unique up to reflection, just as Lemma 4.2.1 shows that the interval models of
≬-connected hypergraphs are unique up to reflection. Indeed, the proofs use the same
ideas.
Lemma 4.5.4. Given a graph G and two functions ℓ : V(G) → N+ and s : E(G) → N+
such that Gℓ,s is connected, it is possible in linear time (resp., in logspace) to compute an
(ℓ, s)-respecting interval representation α : V(G)→ I of G, or to detect that none exists. More-
over, I is unique up to reflection.
Proof. Let v1, v2, . . . , vN be a walk in Gℓ,s that visits every vertex at least once; such a walk
can be constructed in linear time using depth first search or in logspace using Reingold’s
universal exploration sequences [Rei08]. The following algorithm computes an interval
representation α : V(G)→ I of G by moving along this walk. At each step of the walk,
compute an interval Ik = [pk, pk + ℓ(vk)− 1] for vk. After that, let α(vk) = Ik, if there
is no j < k with vj = vk. Define p1 = 1 and p2 = ℓ(v1)− s(v1, v2) + 1. Note that after
I1 has been placed, there are only two possibilities for I2 that respect (ℓ, s); see Figure 4.8
for an illustration. After that, all further intervals are completely determined because
Lemma 4.5.3 allows to detect whether the next interval Ik has to overlap Ik−1 from the
same side as Ik−2. This allows to define
pk =
{
pk−1 − ℓ(vk) + s(vk−1, vk) if Ik overlaps Ik−1 from the left, and
pk−1 + ℓ(vk−1)− s(vk−1, vk) otherwise.
Note that Ik can be computed from the walk and the functions ℓ and s, remembering
only the two previous intervals; thus α can be obtained in logspace.
In a post-processing step, check that α is indeed an (ℓ, s)-respecting interval represen-
tation of G. Additionally, shift the resulting intervals such that 1 becomes the smallest
point.
The uniqueness up to reflection follows from the fact that the only arbitrary decision





s(vk−1, vk) s(vk−1, vk)
Figure 4.8: Proof of Lemma 4.5.4: If vk ≬ℓ,s vk−1, and if α(vk−1) is already determined,
there remain only the two dashed possibilities for α(vk).
The next step is to generalize Lemma 4.5.4 to the case that Gℓ,s is not connected. We
can assume that there are no vertices v and v′ such that both v ⊆ℓ,s v′ and v′ ⊆ℓ,s v
hold; otherwise compute an (ℓ, s)-respecting interval representation α for G \ {v′} and
extend it by v′ ↦→ α(v) afterwards. Let C = {G1, . . . , Gk} be the connected components
of Gℓ,s. Define the binary relation ≤ℓ,s on C that has Gi ≤ℓ,s Gj if i = j or if there are
vertices u ∈ V(Gi) and v ∈ V(Gj) such that u ⊆ℓ,s v. The latter implies that, for any
(ℓ, s)-respecting interval representation α of G, the interval
⋃
u∈Gi α(u) is contained in
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some slot S ⊆ α(v) of α(Gj), because otherwise there would be an overlap-path from α(Gi)
to α(Gj). Thus ≤ℓ,s is a partial order on the overlap components of G, and each overlap
component has a unique smallest successor. If G is connected, the graph (C,≤ℓ,s) is also
connected; removing reflexive and transitive edges results in a rooted tree Tℓ,s, which
will be called the overlap component tree of G.
Theorem 4.5.5. Given a graph G and two functions ℓ : V(G) → N+ and s : E(G) → N+, it
is possible in linear time (resp., logspace) to compute an (ℓ, s)-respecting interval representation
α : V(G) → I of G, or to detect that none exists. Moreover, for any (ℓ, s)-respecting interval





= α′(v) for all v ∈ V(G).
Proof. We may assume that G is connected, otherwise consider its connected components
separately and concatenate their representations afterwards.
The algorithm works as follows: As pre-processing steps, it computes the connected
components C = {G1, . . . , Gk} of Gℓ,s, an (ℓ, s)-respecting interval representation αi for
each Gi ∈ C, and the overlap component tree Tℓ,s. The main part of the algorithm
constructs an (ℓ, s)-respecting interval representation of G by combining appropriately
shifted copies of the representations of the overlap components. This is done in a
depth-first traversal of the overlap component tree. Each overlap component Gi is
assigned an offset oi by which its representation is shifted. The representation of the root
component Gr is not shifted, i.e., or = 0. For each other overlap component Gi, compute
the offset oi as the sum oi = oj + ni + si, where
• oj is the offset of the parent Gj of Gi,
• ni is the number of points in the interval model αj(Gj) that are to the left of the
slot S that should contain the image of Gi according to ⊆ℓ,s, and
• si is the sum of the model sizes of all previously visited siblings of Gi, for which
⊆ℓ,s indicates that their images should be contained in the same slot S of α(Gj) as
the image of Gi.
The model sizes ni and si are available from the interval representations of the overlap
components. Figure 4.9 shows an example. For a vertex v ∈ V(G), let Giv be the overlap
component that contains v. Then the algorithm checks whether α(v) = αiv(v) + oiv is an
(ℓ, s)-respecting interval representation of G and outputs α if this is the case.
1 2 3 4 5 6 7 8 9 10 11 12
α(G1)
α(G4)
Figure 4.9: Proof of Theorem 4.5.5: The offset o4 for the overlap component G4 is the sum
of the offset o1 = 0 of its parent G1, the number n4 =
⏐⏐{[1, 3]}⏐⏐ = 3 of points
in α1(G1) left of the slot S = [4, 10] that should contain the image of G4, and
the sum s4 = 2 of model sizes of previously handled siblings of G4 that are
contained in the same slot, resulting in o4 = 5.
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If G admits an (ℓ, s)-respecting interval representation, then this algorithm will find
one: Each component has a unique representation up to reflection by Lemma 4.5.4,
implying that they all have the same length; and in every (ℓ, s)-respecting interval
representation of G, each overlap component must be placed in the appropriate slot of
its parent overlap component.
In the construction of the representation α, the only arbitrary choices are the precise
placement of overlap components within the slot of their parent component that contains
them, the order of the connected components of G, and whether the representations of
the individual overlap components are reflected. All these choices can be transformed
into one another by isomorphisms of the resulting interval system I , which is thus
unique up to isomorphism. Moreover, for any (ℓ, s)-respecting interval representation
α′ : V(G) → I ′ of G, modifying the choices that result in α to match the choices that
result in α′ specifies a hypergraph isomorphism φ from I to I ′ with φ(α(v)) = α′(v) for
all v ∈ V(G).
It remains to show that the algorithm can be implemented in linear time or logspace.
Connected components can be found in linear time using depth first search, and in
logspace using Reingold’s connectivity algorithm [Rei08]. The (ℓ, s)-respecting interval
representations of the overlap components can be computed using Lemma 4.5.4. The
construction of the overlap component tree Tℓ,s can easily be implemented in logspace.
To obtain this tree in linear time, compute ≤ℓ,s by iterating over the edges of G, and
remove reflexive and transitive arcs; see [HMR93, Proposition 3.6] for how the latter is
possible in linear time. Computing the offsets for shifting is clearly possible in linear
time. To compute them in logspace, traverse the overlap component tree (see e.g. [Lin92]
for how to do this in logspace). During this traversal, store only the shift-offset oi for
the current overlap component Gi; this is sufficient because the offset oj = oi − ni − si of
the parent component Gj of Gi can be recovered from oi by recomputing the numbers
ni and si.
4.5.3 Given intersection lengths
Let G be a graph and let s : E(G)→ N+ prescribe the desired intersection lengths. In this
section, finding a minimal s-respecting interval representation of G is reduced to finding
(ℓ, s)-respecting interval representations. In particular, it is shown that the lengths of the
intervals in a minimal s-respecting representation are determined by G and s, and can be
computed efficiently.
Note that minimality is needed here, in contrast to the case of (ℓ, s)-respecting rep-
resentations. The reason is that adding a point to an interval of an (ℓ, s)-respecting
representation always destroys this property, while in an s-respecting representation,
points that are contained in only one interval can be duplicated.
Lemma 4.5.6. Let G be an interval graph with the length function s : E(G) → N+, and let
α : V(G) → I be any minimal s-respecting interval representation of G. Then the interval
lengths ℓ(v) = |α(v)| do not depend on the choice of α and can be computed from G and s in
logspace; or in O(n + m) time, if Rs is given as additional input.
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Proof. The algorithm works as follows. For each v ∈ V(G), consider these cases:
1. If N(v) = ∅, set ℓ(v) = 1.
2. If ∃w ∈ N(v) : v ⊆s w, then set ℓ(v) = s(v, w).
3. Else, if there are w1, w2 ∈ N(v) that overlap each other, and overlap v from dif-
ferent sides (i.e., if v ≬s w1 ≬s w2 ≬s v and s(w1, w2) < min
{
s(w1, v), s(w2, v)
}
,
cf. Lemma 4.5.3), then set ℓ(v) = s(w1, v) + s(w2, v)− s(w1, w2).
4. Otherwise, consider the subgraph G[N(v)] and define ℓv : N(v)→ N+ by ℓv(w) =
s(w, v) for all w ∈ N(v). Additionally, define sv :
(
E(G) ∩ (N(v)2 )) → N+ by
sv(w1, w2) = min
{
s(w1, v), s(w2, v)
}
if w1 and w2 overlap v from the same side (see
Lemma 4.5.3), and sv(w1, w2) = s(w1, w2) otherwise. Compute an (ℓv, sv)-respecting
interval representation αv : N(v)→ Iv of G[N(v)], and set ℓ(v) = |⋃I∈Iv I|.
It needs to be shown that the computed ℓ satisfies ℓ(v) = |α(v)| for each v ∈ V(G).
For an isolated vertex v, as considered in case 1, the minimality of α implies |α(v)| = 1,
so ℓ(v) = 1 is correct. By Lemma 4.5.1(b) and the definitions of ≬s and ⊆s, it holds that
u ≬s v ⇔ α(u) ≬ α(v) and u ⊆s v ⇔ α(u) ⊆ α(v). In case 2, this immediately implies
ℓ(v) = s(v, w) = |α(v) ∩ α(w)| = |α(v)|.
In case 3, α(w1) and α(w2) cover α(v), overlapping it from different sides (the latter is
true by Lemma 4.5.3), giving rise to the situation depicted in Figure 4.10. Thus,
ℓ(v) = s(w1, v) + s(w2, v)− s(w1, w2)
=
⏐⏐α(w1) ∩ α(v)⏐⏐+ ⏐⏐α(w2) ∩ α(v)⏐⏐− ⏐⏐α(w1) ∩ α(w2)⏐⏐
=








Figure 4.10: Proof of Lemma 4.5.6, case 3: α(w1) and α(w2) cover α(v), overlapping it
from different sides.
In case 4, the definitions of ℓv and sv truncate the intervals of the vertices in N(v) to
include only their intersections with α(v). In particular, |αv(u)| = |α(u)| for all u ⊆s v,









of G[N(v)]. By Theorem 4.5.5, this model is unique up to
isomorphism; in particular, its length is uniquely determined, implying |α(v)| ≥ ℓ(v).
Indeed, both values are equal, for if |α(v)| > ℓ(v) then the part of α(G) that is covered




, contradicting the minimality of α.
It is obvious that this algorithm can be implemented in logspace. To see that it is
also possible in linear time, observe that in case 3, Lemma 4.5.3 allows to partition the
≬s-neighbors of v into two sets W1 and W2 so that neighbors that overlap from the same
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side are in the same set. When choosing wi ∈ N(v), for i ∈ {1, 2}, it thus can be assumed
that wi ∈ Wi and moreover that s(wi, v) = max
{
s(w, v)
⏐⏐ w ∈ Wi}.
For the linear-time implementation of case 4, observe that each vertex u of G can occur
in at most three of the auxiliary graphs: Suppose to the contrary that there are vertices
v1, v2, v3, v4 such that u ∈ N(vi) for each i ∈ [1, 4], and that case 4 is reached for each of






















4 . Now let α(u) = [u
−, u+]. As u is a neighbor of all vi, we know
u− ≤ v+1 and v−4 ≤ u+. But this implies that α(u) either covers α(v2) alone or together
with α(v1), contradicting that case 4 is reached for v2. Note that case 3 is subsumed by
case 4 and is only necessary to obtain the linear time bound.
The following is a consequence of Theorem 4.5.5 and Lemmas 4.5.2 and 4.5.6.
Corollary 4.5.7. Given a graph G and s : E(G) → N+, it is possible in O(nm) time (resp.,
in logspace) to compute a minimal s-respecting interval representation α : V(G) → I of G,
or to detect that none exists. Moreover, for any minimal s-respecting interval representation
α′ : V(G) → I ′ of G, there is a hypergraph isomorphism φ from I to I ′ with φ(α(v)) = α′(v)
for all v ∈ V(G).
4.5.4 Interval graphs with unique maxclique ordering
As mentioned before, deciding if a graph has an ℓ-respecting interval representation
is NP-complete [PS97]. This changes however, if the input graph G is required to
have a unique interval ordering of its maxcliques (up to reflection); such a graph is
called UCO for unique clique order. Equivalently, a graph G is UCO if and only if its
bundle hypergraph B(G) admits a unique interval representation (up to reflection). On
UCO graphs, even the more general problem DCIG (short for distance constrained interval
graph) becomes tractable: Additionally to G, a system D of difference inequalities of the
form xi − xj ≤ c is given, where the variables are the extreme points of the intervals
(strict inequalities are allowed, too). The problem is to decide if G has an interval model
that satisfies these inequalities. Pe’er and Shamir show that DCIG for UCO graphs is
linear-time equivalent to the problem NegCycle, i.e., deciding if a weighted digraph
has a negative cycle [PS97]. Based on the following facts, it follows that this problem is
NL-complete.
Fact 4.5.8. NegCycle with polynomially bounded weights is NL-complete.
Proof. To check if a graph G has a negative cycle, nondeterministically walk through G
(along edges) for at most |V| steps, i.e., guess a vertex v0 ∈ V(G), and proceed from vi
by guessing vi+1 ∈ N+(vi) =
{
w ∈ V(G) ⏐⏐ (vi, w) ∈ E(G)}. When vi+1 = v0 holds, the
walk is not extended further. During the walk, store the start vertex v0, the current
vertex vi, the number i of steps taken so far, and the accumulated weight of the traversed
edges; this can be done in logarithmic space. Accept if the guessed walk returns to the
start vertex and has negative weight, otherwise reject. If G contains a negative cycle
v0, . . . , vk, v0, the computation that follows this cycle accepts. On the other hand, any
accepting computation witnesses a negative closed walk, which must contain a negative
cycle. Thus NegCycle is in NL.
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To show the hardness, consider the following reduction from the NL-complete prob-
lem s-t-Con to decide if there is a directed path from s to t in a given digraph. An
instance ⟨G, s, t⟩ of s-t-Con is reduced to the NegCycle instance ⟨G′, w⟩, where the
digraph G′ is obtained from G by introducing the edge (t, s) if it is not yet present, and
the weight function w : E(G′)→ Z is given by w(s, t) = −|V(G)| and w(u, v) = 1 for all
other edges (u, v) ∈ E(G′) \ {(s, t)}. If there is a path from s to t in G, it has length (and
thus weight) at most |V(G)| − 1. Combining this path with the edge (t, s) results in a
negative cycle in G′. Conversely, if there is a negative cycle in G′, it must contain the
edge (t, s), as this is the only one with negative weight. Cutting (t, s) out of that cycle
results in a path from s to t in G.
As an intermediate step in their reductions, Pe’er and Shamir consider the problem
DiffIneq [PS97], which asks whether a system of difference inequalities admits an
integral solution, i.e., the inequalities have the form xi − xj ≤ ck or xi − xj < ck, and the
constants on the right hand side are polynomially bounded.
Fact 4.5.9. DiffIneq is NL-complete.
Proof. Pe’er and Shamir prove that the general DiffIneq problem reduces to its special
case where all inequalities are weak [PS97, Lemma 3.2], by choosing ϵ < 1n (where n
is the number of variables), replacing each strict inequality x− y < c by x− y ≤ c− ϵ,
and scaling the constants by Θ(n) to restore integrality. Thus we can assume that all
inequalities are weak.
As NL is closed under complementation [Imm88; Sze88], Fact 4.5.8 implies that the
problem NoNegCycle of deciding whether a given weighted digraph does not contain
a negative cycle is NL-complete as well. It is not hard to see that a NoNegCycle
instance ⟨G, w⟩ is equivalent to the DiffIneq instance ⟨X, A⟩ with variables X = V(G)
and difference inequalities A =
{
xi − xj ≤ w(xj, xi)
⏐⏐ (xj, xi) ∈ E(G)} [see e.g. AMO93,
pp. 103 sqq.]. Note that this construction can easily be reversed to obtain a reduction in
the opposite direction.
For each walk (v1, . . . , vk) of weight W = ∑k−1i=1 w(vi, vi+1) in ⟨G, w⟩, any assignment
σ : X → Z that satisfies all difference inequalities in A also satisfies σ(vk) ≤ σ(v1) +W;
this can be shown by an easy induction on k. If ⟨G, w⟩ contains a negative cycle
(v1, . . . , vk−1, v1), this implies σ(v1) < σ(v1), contradicting the existence of a valid assign-
ment.
On the other hand, if ⟨G, w⟩ does not have a negative cycle, fix an ordering v1, . . . , vn
of V(G) such that whenever there is a directed path from vj to vi for i < j, then there
is also a directed path from vi to vj. Such an ordering can be obtained by finding the
strongly connected components, contracting each of them to a single vertex, taking
a topological ordering of the resulting acyclic digraph, and substituting each repre-
sentative vertex with the vertices of the strongly connected component it stands for.




⏐⏐ vi ∈ N−(vj) ∧ i < j}, where N−(v) = {v ∈ V(G) ⏐⏐ (u, v) ∈ E(G)}.
This immediately satisfies all difference inequalities in A that correspond to edges of G
that go forward w.r.t. the chosen ordering of V(G), and also the others as there are no
negative cycles.
56
4.5 Constrained interval and intersection lengths
Together with Fact 4.5.9, the next lemma implies that DCIG for UCO graphs is in NL.
Lemma 4.5.10. The disjunctive reduction from DCIG for UCO graphs to DiffIneq given by
Pe’er and Shamir [PS97] can be implemented in logspace.
Proof. Let G be the input graph, and let D be the distance constraints for the extreme
points of the intervals. The idea for the reduction is to extend D with additional
constraints to two systems A and A′ of difference inequalities, so that any interval
representation of G that satisfies D corresponds to a satisfying assignment for one of
A and A′, and vice versa.
Any interval representation ρ of the bundle hypergraph B(G) induces the partial
order ≺ρ on V(G) that has u ≺ρ v if and only if ρ(Bu) lies completely left of ρ(Bv). For
v ∈ V(G), let v− and v+denote the variables for its start and end point, respectively. Both
A and A′ contain all distance constraints in D. Additionally, for each pair of adjacent
vertices if u and v, both systems contain the constraints u−< v+ and v−< u+ to ensure
that their intervals intersect. For u ≺ρ v, the inequality u+< v− is added to A, and the
inequality v+ < u− is added to A′. By assumption, ρ is unique up to reversal, so the
result is unique up to exchanging A and A′.
Clearly, any solution to A (or to A′) also satisfies D and specifies the extreme points
of an interval representation of G. Conversely, in any interval representation α of G
that satisfies D, the maxcliques occur in the order specified by either ρ or ρ−1, and thus
α satisfies one of A and A′ [PS97, Lemma 3.1]. It remains to observe that ρ can be
computed in logspace by Theorem 4.2.6; the rest of the reduction is easily possible in
logspace.
It remains to show that DCIG for UCO graphs is NL-hard.
Lemma 4.5.11. The reduction from DiffIneq to the special case of DCIG on UCO graphs where
all constraints are on the length of intervals [PS97, Section 3.2] can be implemented in logspace.
Proof. The reduction works as follows. Let A be a system of difference inequalities on the
variables X = {x1, . . . , xn}. As argued in the proof of Fact 4.5.9, it can be assumed that
all inequalities are weak, so write A = {xji − xki ≤ ci | i = 1, . . . , n}. Fix C > 1+∑mi=1|ci|
and let c′i = ci + (ji − ki)C.
The reduction maps A to the DCIG instance ⟨G, D⟩, where G is the intersection graph












⏐⏐ i = 0, . . . , m} where wi = [ki, ji] if ji < ki
and wi =
[
ji + 14 , ki − 14
]
otherwise.
For integral i, the constraints b+i − b−i = 0 and b+i+1/2 − b−i+1/2 = 1 are included in D.
For ji > ki, the constraint w+i − w−i ≤ c′i is added to D; for ji < ki, the constraint
w+i − w−i ≥ −c′i − ϵ with ϵ < 1/n is added to D.
All these constructions are easily possible in logspace.
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Combining Theorem 4.5.5 and Corollary 4.5.7 with the algorithm of Theorem 4.2.6 that
computes canonical interval representations of interval hypergraphs allows to compute
canonical (ℓ, s)- and s-respecting interval representations in logspace. The same can also
be done in linear time using e.g. the PQ-tree algorithms of Booth and Lueker [BL76].
Using the fact that FL is closed under composition, it is easy to generalize the logspace
results of this section to the case where the prescribed lengths are rational: Bring
all lengths to a common denominator and use the resulting numerators. This trans-
formation is possible in logspace as iterated integer multiplication is in DLogTime-
uniform TC0 [HAB02].
The bottleneck in the O(nm) time algorithm for computing s-respecting interval
representations given by Corollary 4.5.7 is the enumeration of Rs (see Lemma 4.5.2).
Can this also be implemented in linear or at least in O(n2) time?
Does the complexity of computing (ℓ, s)- and s-respecting interval representations
increase, if the interval and intersection lengths are restricted only for some vertices?
The techniques of this section are not directly applicable in this case, as the algorithm
of Lemma 4.5.4 relies on the uniqueness of the representation, which is not necessarily
preserved in the modified scenario.
4.6 Constrained intersection structure
Another way to constrain an interval representation of an interval graph is to prescribe
the intersection structure between all pairs of intervals. This can be done in form of an
interval matrix µ = (µu,v)u ̸=v∈V with entries µu,v ∈ {di, ov, cd, cs}. A function α : V → I ,
where I is an interval system, is an interval representation of µ if it holds for all u ̸= v ∈ V
that
α(u) ∩ α(v) = ∅⇔ µu,v = di,
α(u) ≬ α(v)⇔ µu,v = ov,
α(u) ⊊ α(v)⇔ µu,v = cd, and
α(u) ⊋ α(v)⇔ µu,v = cs.
Note that µ specifies an underlying graph Gµ on the vertex set V(Gµ) = V that contains
the edges E(Gµ) =
{{u, v} ∈ (V2 ) ⏐⏐ µu,v ̸= di}. Any interval representation of µ is also
one of Gµ; on the other hand, an interval representation of Gµ is only one of µ if it
additionally satisfies the restrictions given by the non-di entries of µ.
Let O = (Ou)u∈V be a family of equivalence relations such that each Ou partitions the
set {v ∈ V | µu,v = ov} of ov-neighbors of u into at most two equivalence classes. An
interval representation α of µ is called O-respecting if for any three vertices u, v, w ∈ V
with µu,v = µu,w = ov, the intervals α(v) and α(w) contain the same extreme point of α(u)
if and only if (v, w) ∈ Ou.
This section gives a logspace reduction from computing O-respecting interval repre-
sentations of interval matrices to computing (ℓ, s)-respecting interval representations of
interval graphs.
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As a first step, the following lemma observes that an (O-respecting) interval represen-
tation α of an interval matrix µ can be required to be sharp, i.e., that every point of the
resulting interval system α(µ) is the extreme point of exactly one interval.
Lemma 4.6.1. Let µ = (µu,v)u ̸=v∈V be an interval matrix and let O = (Ou)u∈V be a family
of equivalence relations. Given any interval representation α : V → I of µ, a sharp interval
representation α′ : V → I ′ of µ can be obtained in logspace. Moreover, if α is O-respecting, then
so is α′.
Proof. Intuitively, the sharp interval representation α′ is obtained from α by dropping
all points that are not an extreme point of an interval and by individualizing coinciding
extreme points as outlined in Figure 4.11: Place the start points in descending order of
interval length, followed by the end points in ascending order of interval length. Note
that these modifications preserve overlaps and inclusions, so α′ is an (O-respecting)
interval representation of µ.
I : I ′:
Figure 4.11: Proof of Lemma 4.6.1: How to order coinciding extreme points.







⏐⏐{w ∈ V ⏐⏐ w−< v−}⏐⏐+ ⏐⏐{w ∈ V ⏐⏐ w+< v−}⏐⏐+ ⏐⏐{w ∈ V ⏐⏐ w−= v− ∧ w+> v+}⏐⏐ ,
r(v) =
⏐⏐{w ∈ V ⏐⏐ w−≤ v+}⏐⏐+ ⏐⏐{w ∈ V ⏐⏐ w+< v+}⏐⏐+ ⏐⏐{w ∈ V ⏐⏐ w+= v+ ∧ w−> v−}⏐⏐ .
Clearly, α′ can be computed in logspace. The following equivalences follow directly from
the definition of α′.
l(u) < l(v)⇔ u−< v− ∨ (u−= v− ∧ u+> v+)
r(u) < r(v)⇔ u+< v+ ∨ (u+= v+ ∧ u−> v−)
l(u) < r(v)⇔ u−≤ v+
l(u) > r(v)⇔ u−> v+
These equivalences imply α(u) ⊊ α(v)⇔ α′(u) ⊊ α′(v) and α(u) ≬ α(v)⇔ α′(u) ≬ α′(v),
so α′ is like α an interval representation of µ. Moreover, if α is O-respecting, then
so is α′. To see that α′ is sharp, observe that for all v ∈ V, it holds that l(v), r(v) ∈
{0, . . . , 2 · |V| − 1}, and the above equivalences imply l(u) ̸= r(v) for all u, v ∈ V as well
as l(u) ̸= l(v) and r(u) ̸= r(v) for all u ̸= v ∈ V. (Note that u ̸= v implies α(u) ̸= α(v),
as all inclusions allowed by µ are proper.)
The key observation is that the entries of an interval matrix µ = (µu,v)u ̸=v∈V together
with the equivalence relations in O = (Ou)u∈V already determine the lengths of all
intervals and their pairwise intersections in any sharp interval representation of µ. Let Gµ
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be the underlying graph. Define the functions ℓµ : V → N+ and sµ,O : E(Gµ) → N+ as
follows:
ℓµ(v) = 2+ 2 ·
⏐⏐{w ∈ V \ {v} ⏐⏐ µv,w = cs}⏐⏐+ ⏐⏐{w ∈ V \ {v} ⏐⏐ µv,w = ov}⏐⏐
sµ,O({u, v}) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ℓµ(u) if µu,v = cd
ℓµ(v) if µu,v = cs
2+ 2 · ⏐⏐{w ∈ V \ {u, v} ⏐⏐ µu,w = cs∧ µv,w = cs}⏐⏐
+
⏐⏐{w ∈ V \ {u, v} ⏐⏐ µu,w = ov∧ µv,w = cs}⏐⏐
+
⏐⏐{w ∈ V \ {u, v} ⏐⏐ µu,w = cs∧ µv,w = ov}⏐⏐
+
⏐⏐{w ∈ V \ {u, v} ⏐⏐ µu,w = µv,w = ov∧ (u, v) ∈ Ow}⏐⏐ if µu,v = ov
The next lemma shows that ℓµ and sµ,O reflect the lengths of the intervals and pairwise
intersections in any sharp O-respecting interval representation of µ.
Lemma 4.6.2. Let µ = (µu,v)u ̸=v∈V be an interval matrix and let O = (Ou)u∈V be a family of
equivalence relations. Then any sharp O-respecting interval representation α : V → I of µ is an
(ℓµ, sµ,O)-respecting interval representation of the underlying graph Gµ.
Proof. Let α be a sharp O-respecting interval representation of µ. This directly implies
that α is also an interval representation of the underlying graph Gµ.
To see that α is ℓµ-respecting, consider any v ∈ V. As α is sharp, the cardinality of the
interval α(v) is exactly the number of extreme points contained in it. Clearly, α(v) must
contain both of its own extreme points. For each other vertex w ∈ V \ {v}, the matrix
entry µv,w determines how many extreme points of α(w) are in α(v). This is illustrated
in Figure 4.12(a). Indeed, if µv,w ∈ {di, cd} then no extreme point of α(w) is in α(v), if
µv,w = cs then both extreme points of α(w) are in α(v), and if µv,w = ov then exactly one
extreme point of α(w) is in α(v). Thus
⏐⏐α(v)⏐⏐ = ℓµ(v).
To see that α is sµ,O-respecting, consider any {u, v} ∈ E(Gµ). Again, the entries of µ,
this time together with the equivalence relations in O, determine the cardinality of
α(u) ∩ α(v). If µu,v ∈ {cd, cs}, then the length of the contained interval equals the
length of the intersection. The case µu,v = ov is more complicated and illustrated in
Figure 4.12(b). The intersection α(u) ∩ α(v) contains exactly one extreme point for each
of α(u) and α(v). The contribution of every other vertex w ∈ V \ {u, v} is determined by
the matrix entries µu,w and µv,w and the equivalence relation Ow. Indeed, if at least one of
these entries is di or cd, then no extreme point of α(w) lies in α(u) ∩ α(v); if both entries














Figure 4.12: Proof of Lemma 4.6.2: The contribution of different types of neighbors to
(a) ℓµ(v) and (b) sµ,O
({u, v}) in case µu,v = ov.
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the other is cs, then exactly one extreme point of α(w) lies in α(u) ∩ α(v). If both entries
are ov, there are two cases: If α(w) overlaps both α(u) and α(v) from the same side, i.e.
if (u, v) ∈ Ow, then one extreme point of α(w) lies in α(u) ∩ α(v), otherwise none. Thus⏐⏐α(u) ∩ α(v)⏐⏐ = sµ,O({u, v}).
These two lemmas allow to compute interval representations of interval matrices.
Theorem 4.6.3. Given an interval matrix µ = (µu,v)u ̸=v∈V and a family O = (Ou)u∈V of
equivalence relations, a sharp O-respecting interval representation α : V → I of µ can be com-
puted in logspace; if this is not possible, the algorithm detects this. Moreover, for any sharp
O-respecting interval representation α′ : V → I ′ of µ, there is a hypergraph isomorphism φ
from I to I ′ with φ(α(v)) = α′(v) for all v ∈ V.
Proof. If µ admits a sharp O-respecting interval representation, Lemma 4.6.2 shows that
the underlying graph Gµ admits an (ℓµ, sµ,O)-respecting interval representation. Note
that the graph Gµ and the functions ℓµ and sµ,O can easily be computed from µ and O in
logspace. By Theorem 4.5.5, an (ℓµ, sµ,O)-respecting interval representation α0 : V → I0
of Gµ can be computed in logspace; if the algorithm detects that there is no such α0, the
input µ and O is rejected. Moreover, the resulting interval model I0 is unique up to
isomorphism. It is not hard to see that α0 is also an interval representation of µ. Indeed,
µu,v = di is equivalent to {u, v} /∈ E(Gµ) and thus to α0(u) ∩ α0(v) = ∅; and likewise
µu,v = cd is equivalent to ℓµ(u) = sµ,O
({u, v}) < ℓµ(v) and thus to α0(u) ⊊ α0(v).
Further, Lemma 4.5.3 implies that α0 is O-respecting. Note though, that while the
interval model I0 must be isomorphic to a sharp interval model of µ, it does not
need to be sharp itself; for example, I0 might be
{
[1, 4], [3, 4]
}
. However, Lemma 4.6.1
allows to transform α0 into a sharp interval representation α : V → I of µ in logspace. By
Lemma 4.6.2, α is (ℓµ, sµ,O)-respecting, so by the uniqueness part of Theorem 4.5.5 there is
a hypergraph isomorphism φ from I to I0 with φ(α(v)) = α0(v) for all v ∈ V. Applying
the same argument to an arbitrary sharp O-respecting interval representation α′ : V → I ′
of µ proves the moreover part of the theorem.
Combining this with the logspace algorithm of Theorem 4.2.6 for canonical representa-
tion of interval hypergraphs gives the following corollary.
Corollary 4.6.4. Canonical O-respecting interval representations of interval matrices can be
computed in logspace.
4.7 Completeness results
Being able to compute canonical interval representations for a (hyper)graph class in FL
immediately implies that the isomorphism problem of that class is in L. Thus the
isomorphism problem of interval hypergraphs, interval graphs, and convex graphs is
in L by Theorem 4.2.6, Corollary 4.3.1, and Corollary 4.3.2. Moreover, there is a standard
Turing reduction of the automorphism group problem (i.e., computing a generating set
of the automorphism group of a given graph) to the search version of the isomorphism
problem for colored graphs [cf. Hof82; KST93]. It is not hard to see that this reduction
can be performed in logspace.
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Corollary 4.7.1. Computing a generating set of the automorphism group of a given interval
graph, and hence computing a canonical labeling coset for a given interval graph, is in FL. Fur-
ther, the automorphism problem (i.e., deciding if a given graph has a nontrivial automorphism)
for interval graphs is in L. The same holds for interval hypergraphs and convex graphs.
In this section, it is shown that these problems are also hard for L.
Theorem 4.7.2. The isomorphism and automorphism problems for interval graphs, bipartite
permutation graphs, biconvex graphs, and convex graphs are L-complete under first-order trans-
lations.
Bipartite permutation graphs are a subclass of biconvex graphs, which are in turn a
subclass of convex graphs; so logspace algorithms for these classes are already presented
in the previous sections. To prove hardness, the following lemma shows that the
isomorphism and automorphism problems are L-hard even for caterpillars, a subclass of
the mentioned graph classes. Caterpillars are trees that become paths when all leaves are
removed.
Lemma 4.7.3. The automorphism problem for caterpillars is L-hard under first-order transla-
tions.
Proof. The hardness is shown using a reduction from PathCenter, which is L-hard by
Lemma 2.8.1. Given an instance ⟨P, c⟩, we can assume that c has distance at least two
to both ends; otherwise the instance can be trivially decided. The reduction constructs
the graph G that is obtained from P by adding a new vertex c′ and an edge {c, c′}; see
Figure 4.13 for an example. It is clear that G is a caterpillar and that this reduction can
be implemented as first-order translation. If c is the center of P, then G has the nontrivial
automorphism that reflects P and maps c′ to itself. If c is not the center of P, consider
any automorphism φ of G. It must map c to itself as it is the only vertex of degree 3.
Also, it must map c′ and the ends of p to themselves, as they are the only vertices of
degree 1 and all of them have a different distance to c. This implies that the other vertices
are fixed as well, so φ must be the identity.
The following lemma can be proved using a similar construction, which also marks
either of the two end vertices of P (using two additional vertices – see Figure 4.14) in
G1 and G2, respectively.































Figure 4.14: The reduction from PathCenter to the isomorphism problem of caterpillars.
These constructions can be modified to yield proper interval graphs by adding edges
from the newly introduced marker vertices to all neighbors of the corresponding marked
vertex (including other marker vertices).
Theorem 4.7.5. The automorphism and isomorphism problems for proper interval graphs are
L-complete under first-order translations.
Another modification of these constructions can be used to show that the automorphism
and isomorphism problems of interval hypergraphs are hard for L: Paths can also be
viewed as 2-uniform hypergraphs (i.e., hypergraphs where all hyperedges have size 2).
The only difference is that no new edges are added, but the hyperedges incident to the
vertex that is to be marked are extended to also include the marker vertices.
Theorem 4.7.6. The automorphism and isomorphism problems for interval hypergraphs are
L-complete under first-order translations.
The next topic of this section is the complexity of the recognition problems of the
mentioned graph classes.
Theorem 4.7.7. The recognition problem is L-complete under first-order translations for
• interval graphs,
• proper interval graphs,
• convex graphs,
• biconvex graphs,
• bipartite permutation graphs,
• caterpillars,
• paths, and
• interval hypergraphs, respectively.
Proof. Recognition of interval graphs in logspace follows from the results of Reif [Rei84]
and Reingold [Rei08] (or alternatively from Corollary 4.3.1). Each of the classes of convex,
biconvex, and bipartite permutation graphs admits a characterization in terms of so-called
asteroidal triples [see BLS99, Proposition 6.2.1; Tuc72, Theorem 6]. This characterization
enables recognition of each of the three classes in logspace by a simple reduction to the
connectivity problem. Interval hypergraphs are also recognizable in logspace by using
a characterization by Duchet [Duc78] (or alternatively Theorem 4.2.6). Proper interval
graphs can be recognized in logspace using the results from Section 4.4, and also by
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the following fact: An interval graph is proper if and only if it has no induced copy of
K1,3 [Rob69]; this property can be tested in AC0.
The hardness is shown via a reduction from the L-complete problem Ord [Ete97] that
maps positive instances to paths (which are included in all graph classes listed above
and also are 2-uniform interval hypergraphs) and that maps negative instances to graphs
which are the disjoint union of a path and an circle of odd length at least 5 (and thus are
not in any of the listed classes).
Let ⟨P, s, t⟩ be an instance of Ord; recall that this problem asks whether the vertex s
occurs before the vertex t on the directed path P. It can be checked in AC0 if t is among
the first two vertices in the path. If so, output a trivial yes- or no-instance depending on
whether s has been encountered first.
If t is not among the first 2 vertices of P, then construct an undirected graph G from P
as follows: For each vertex v ∈ V(P), insert a new vertex v′ after v. Replace the incoming
edge of s with (t′, s) and replace the edge (t, t′) with an edge that connects the first vertex
in P and t. Finally, forget about the directions of the edges. This construction can clearly
be implemented as first-order translation. Figure 4.15 shows an illustration. It is easy to
verify that positive instances of Ord are mapped to paths, while the images of negative
instances contain a chordless circle of odd length at least 5.
Remark 4.7.8. Using Reingold’s undirected graph reachability algorithm [Rei08], it can
be shown that recognition of bipartite graphs is in L. Together with a result by Reif [Rei84],
Reingold’s algorithm also implies that recognition of chordal graphs can be done in
logspace. Thus, the proof of Theorem 4.7.7 also implies L-completeness of the recognition
problems for these two graph classes.
Corollary 4.7.9. Given a graph G and length functions ℓ : V(G) → N+ and s : E(G) → N+,
it is L-complete under first-order translations to decide if G admits an (ℓ, s)-respecting or an
s-respecting interval representation.
Proof. Recall that the reduction from Ord to interval graph recognition given in the proof
of Theorem 4.7.7 maps all positive instances to paths. So these graphs have (ℓ, s)- and
s-respecting interval representations if we let ℓ(v) = 2 and s(e) = 1 for all v ∈ V(G) and
e ∈ E(G). Finally, both problems are in L by Theorem 4.5.5 and Corollary 4.5.7.
Corollary 4.7.10. Given a matrix µ = (µu,v)u ̸=v∈V with entries from {di, cd, cs, ov}, it is
L-complete under first-order translations to decide if µ is an interval matrix.
s t
↦→
s s′ t t′
t s
↦→
t t′ s s′
Figure 4.15: The reduction that maps positive instances of Ord to paths and negative
instances to disjoint unions of a path and a circle of odd length at least 5.
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Proof. Theorem 4.6.3 allows to find an interval representation of µ in logspace if one
exists. The hardness follows from Theorem 4.7.7, because substituting di for 0 and
ov for 1 in the adjacency matrix of a graph G results in an interval matrix if and only if
G is a proper interval graph.
Corollary 4.7.11. The problems of computing a PEO and an interval representation for a given
interval graph G are in FL and are hard for logspace.
Proof. An interval representation can be constructed in logspace by Corollary 4.3.1. Any
interval representation induces an ordering of V(G); it is not hard to see that such an
ordering is a PEO. On the other hand, in the proof of Theorem 3.4.3 we have seen that





The main results of this chapter are logspace algorithms for canonical arc representation
of Helly circular-arc graphs, proper circular-arc graphs, and concave-round graphs.
At first sight, the circular-arc setting appears to be closely related to the interval
setting. One might expect that the results from Chapter 4 can be easily transferred
to the circular-arc world. Sometimes this is indeed possible, as with the canonical
representation algorithm for CA hypergraphs presented in Section 5.1. It is based on
Tucker’s observation that any CA hypergraph becomes interval when all hyperedges that
contain a fixed vertex are complemented [Tuc71].
However, the world of CA graphs is more complex. In Section 5.2, graphs that admit
Helly arc models are considered. They are in some sense ‘close’ to interval graphs,
because every interval model is Helly. But even HCA graphs require new techniques: As
not every maxclique is the intersection of constantly many neighborhoods, the reduction
to representation of the bundle hypergraph that was used in the interval case does not
work. Instead, the logspace algorithm of Section 4.6 for finding interval representations
with prescribed intersection structure is used as a subroutine.
Section 5.3 deals with canonical arc representation of proper circular-arc graphs and
concave-round graphs. As in most recognition and isomorphism algorithms for these
graph classes, two cases are distinguished: For any concave-round graph G with bipartite
complement G, it is shown that the open neighborhood hypergraph N (G) is interval;
moreover, an interval representation of N (G) can be transformed in logspace into an
arc representation of G, which can be made proper if G is PCA. For any concave-round
graph G whose complement is non-bipartite, a tight arc representation of its neighborhood
hypergraph N [G] can be transformed in logspace into a proper arc representation of G.
5.1 Canonical representation of circular-arc hypergraphs
Recall that a function H ↦→ ρH defined on the class of CA hypergraphs computes canoni-
cal arc representations, if (a) ρH is an arc representation for any input hypergraph H and
(b) isomorphic input hypergraphs H ∼= K result in equal arc models ρH(H) = ρK(K).
Theorem 5.1.1. Canonical arc representations for CA hypergraphs can be computed in logspace.
Proof. Let H be a CA hypergraph with n vertices. For a hyperedge A ∈ H, let m(A)
denote its multiplicity. The complement of A ∈ H is A = V(H) \ A.
For each vertex x ∈ V(H), construct the simple hypergraph
Hx =
{
A ∈ H ⏐⏐ x /∈ A} ∪ {A ⏐⏐ A ∈ H, x ∈ A}
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on the same vertex set V(Hx) = V(H). Observe that every Hx is an interval hyper-
graph [cf. Tuc71, Theorem 1]. Define an edge-coloring cx of Hx by cx(A) = ⟨m(A), m(A)⟩,
where m(A) = 0 for A /∈ H. These edge-colors can again be encoded as edge multiplici-




for Hx using the Cantor pairing function p : N×N→ N, which
is the bijection defined by p(i, j) = 12 (i + j)(i + j + 1) + j. Note that p(i, j) is polynomial




> 0 for all A ∈ Hx as p(⟨0, 0⟩) = 0.
Canonizing each Hx (with edge multiplicities mx) using the algorithm of Theorem 4.2.6
results in n interval representations ρx : V(H)→ {1, . . . , n}; recall that V(Hx) = V(H).
Each ρx gives an arc model ρx(H) of H, which can be obtained from the corresponding
canonical interval model ρx(Hx) of Hx as follows: For each hyperedge A ∈ Hx of multi-
plicity mx(A), let ⟨i, j⟩ = p−1(mx(A)) and include i copies of ρx(A) and j copies of the
complement ρx(A). Among these n candidate arc models of H, choose the lexicographi-
cally least arc model as canonical and output the corresponding arc representation ρx.
In Corollary 4.2.7 it was observed that a logspace representation algorithm for interval
hypergraphs can be used to check whether a matrix has the consecutive-ones property
and to find an appropriate permutation of the columns. The logspace representation
algorithm for CA hypergraphs of Theorem 5.1.1 allows the same for the circular-ones
property.
Corollary 5.1.2. There is a logspace algorithm that decides whether a given boolean matrix has
the circular-ones property and computes an appropriate permutation of the columns if this is the
case.
The canonical representation algorithm given by Theorem 5.1.1 also solves the canonical
labeling problem for CA hypergraphs in logarithmic space. This algorithm can also be
used to compute canonical labelings for the duals of CA hypergraphs.
Corollary 5.1.3. Canonical labelings for hypergraphs whose duals are CA can be computed in
logspace.
Proof. Recall that the dual HD of a hypergraph H has the vertices V(HD) = H and the
hyperedges HD = { v∗ ⏐⏐ v ∈ V(H)} , where v∗ = {{A ∈ H | v ∈ A}}. The map φ : v ↦→ v∗
is an isomorphism from H to (HD)D. If HD is a CA hypergraph, this map can be
combined with a canonical labeling λ of HD in order to obtain a canonical labeling λˆ





v∈V(H) according to the lexicographic order and letting λˆ(v) = i if λ
′(v) ends
up at position i.
In analogy to convex graphs, Liang and Blum [LB95] call a bipartite graph G with
vertex classes U and V circular-convex, if the hypergraph NU(G) =
{
NG(v)
⏐⏐ v ∈ V} on
the vertex set V
(NU(G)) = U is CA.
Corollary 5.1.4. Canonical labelings for circular-convex graphs can be computed in logspace.
Proof. Let G be a connected circular-convex graph with vertex classes U and V. Apply
the algorithm of Theorem 5.1.1 to NU(G) and if also to NV(G); at least one of those
hypergraphs is CA. The resulting representation(s) can be used to construct a canonical
labeling for G as in the approach of Corollary 4.3.2, where it is also described how
disconnected graphs can be handled.
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In Section 4.7 it was observed that the isomorphism problems for interval hypergraphs
and convex graphs are L-hard. As these are subclasses of CA hypergraphs and circular-
convex graphs, respectively, this hardness also holds for the isomorphism problem of the
latter classes.
5.2 Canonical representation of Helly circular-arc graphs
In this section, a logspace algorithm for canonical representation of HCA graphs is
presented. It proceeds in several steps; see Figure 5.1.
The first step is based on Hsu’s observation that the structure of certain CA graphs G
allows to prescribe the intersection structure of each pair of arcs in an arc representation A
of G [Hsu95]. For each pair of arcs (A, B), their relationship is prescribed as either disjoint
(A∩ B = ∅, denoted di), contained (A ⊊ B, denoted cd), containing (A ⊋ B, denoted cs),
circle cover (A ≬ B and A contains both extreme points of B, denoted cc) or strict
overlap (A ≬ B and A contains only one extreme point of B, denoted ov). The desired
intersection types are stored in the neighborhood matrix λG of G which has entries from
{di, cd, cs, cc, ov} (for details see Section 5.2.1).
The motivation for switching to the matrix λG is that flipping the arc of a vertex (i.e.,
replacing it with the arc that has the same extreme points but covers the opposite part of
the circle) can be mimicked in λG by substituting some of its entries. This substitution
is described in Section 5.2.2, where it is also shown how a subset X ⊆ V(G) can be
identified such that flipping the arcs of all vertices in X results in a matrix λ′ that can
be realized by an interval system. The set X is chosen to be a maxclique of G that
is the common neighborhood of two vertices, and it is shown that every HCA graph
contains at least one such clique. A sharp interval representation α0 : V(G)→ Iλ′ of the
interval matrix λ′ will be computed in logspace using the algorithm of Theorem 4.6.3. To
obtain an arc representation of λG (and thus of G), the intervals of Iλ′ that correspond to
flipped vertices will be flipped back. Additionally, it is shown in Section 5.2.3 that the
resulting sharp HCA model AλG of λG is unique up to isomorphism; thus the canonical








Figure 5.1: Overview of the canonical representation algorithm for HCA graphs.
5.2.1 From HCA graphs to HCA matrices
Let µ = (µi,j)i ̸=j∈V be a quadratic matrix. The elements of V are called the vertices of µ
and it is assumed that V is linearly ordered. Another quadratic matrix λ = (λi,j)i ̸=j∈U is
isomorphic to µ (written λ ∼= µ) if there is a bijection σ : U → V such that λi,j = µσ(i),σ(j)
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for all i ̸= j ∈ U. Note that two graphs are isomorphic if and only if their adjacency
matrices are isomorphic.
An intersection matrix is a matrix µ = (µu,v)u ̸=v∈V with entries µu,v ∈ {di, cs, cd, cc, ov}
that satisfies (a) µu,v = cd⇔ µv,u = cs and (b) µu,v = µv,u in all other cases. The idea is
that intersection matrices describe the intersection structure between the arcs of an arc
system A. When two arcs A and B overlap (i.e., A ≬ B), it will be helpful to distinguish
the case where A contains both extreme points of B, which is called circle cover and
denoted by A B, from the case where A contains only one extreme point of B, which is
called strict overlap and denoted by A B.
Recall that an arc systemA is sharp if every point on the circle V(A) is the extreme point
of exactly one arc in A. The following notation was introduced by Lin and Szwarcfiter.
Definition 5.2.1 [LS09]. Let A be an arc system with V(A) /∈ A where each arc has
multiplicity 1. The intersection matrix of A is µA = (µA,B)A ̸=B∈A, where the entries are
µA,B =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
di if A ∩ B = ∅;
cd if A ⊊ B;
cs if A ⊋ B;
cc if A B (i.e., if A ≬ B and A contains both extreme points of B);
ov if A B (i.e., if A ≬ B and A contains only one extreme point of B).
A matrix µ is a (Helly) circular-arc matrix if there is a (Helly) arc system A such that
µ ∼= µA.
Note that a matrix µ is an interval matrix as defined in Section 4.6 if and only if there
is an interval system I such that µ ∼= µI .
Definition 5.2.2 [LS09]. Given a graph G without twins and universal vertices, its
neighborhood matrix λG = (λu,v)u ̸=v∈V(G) is defined by the entries
λu,v =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
di if {u, v} /∈ E(G);
cd if N[u] ⊊ N[v];
cs if N[u] ⊋ N[v];
cc if N[u] ≬ N[v], N[u] ∪N[v] = V,
and ∀w ∈ N[u] \N[v] : N[w] ⊂ N[u],
and ∀w ∈ N[v] \N[u] : N[w] ⊂ N[v];
ov otherwise.
Note that λG can be viewed as an enriched adjacency matrix: Pairs of nonadjacent
vertices are marked with di and the entries for adjacent pairs are differentiated into the
four other categories. The underlying graph of an intersection matrix µ = (µu,v)u ̸=v∈V is
denoted by Gµ; it consists of the vertices V and the edges
{{u, v} ⏐⏐ µu,v ̸= di}.
An arc representation α : V(G)→ A of a graph G is normalized if A is sharp and α is
an isomorphism between the neighborhood matrix λG and the intersection matrix µA,
i.e., λu,v = µα(u),α(v) for all u, v ∈ V(G). Normalized arc representations were introduced
by Hsu, who provides a linear-time algorithm that transforms any arc representation of a
CA graph with certain properties into a normalized representation.
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Lemma 5.2.3 [Hsu95, Corollary 2.3]. Any CA graph G without twins and universal vertices
has a normalized arc representation.
Proof sketch. Let α : V(G) → A be an arc representation of G. It can be assumed that
A is sharp, as the proof of Lemma 4.6.1 can easily be adapted from the interval to the
circular-arc setting.
Hsu’s algorithm modifies α in two stages to ensure λG = µA. In the first stage, all arcs
of A are extended as far as possible. This eliminates type 1 violations, where two vertices
u, v ∈ V(G) exist with λu,v = cc ̸= ov = µα(u),α(v). To be precise, the algorithm splits
the circle into blocks of consecutive points, such that each block is a maximal sequence
either of start points or of end points. For each start point of an arc A = [a−, a+] ∈ A,
the preceding block E ⊂ V(A) of end points is split into the set E1 of end points whose
arcs intersect with A and the remaining points E2. Then the points in E are reordered so
that those in E1 come before those in E2, and the start point a− of A is moved between
E1 and E2. Afterwards, the end point of each arc is treated symmetrically.
The second stage of the algorithm reorders the points within each block to get as many
containments as possible. This resolves type 2 violations, where two vertices u, v ∈ V(G)
exist with λu,v = cd ̸= ov = µα(u),α(v). In each block of start points, the points are ordered
by how far the corresponding arcs extend beyond this block, placing those first whose
arcs extend furthest. After that, each block of end points is reordered by how far the
corresponding arcs extend beyond this block, this time placing those points first whose
arcs extend least.
It is not hard to see that this algorithm does not change the intersection graph of A
and resolves all violations of λG = µA [for details see Hsu95, p. 415].
All normalized arc representations have a property that is called stable by Joeris et al.,
who use their characterization of HCA graphs by forbidden induced subgraphs to prove
that every stable arc representation of an HCA graph G yields an HCA model [JLM+11,
Theorem 4.1]. This implies the following.
Lemma 5.2.4. Let G be an HCA graph without twins and universal vertices. For any normalized
arc representation α : V(G)→ A of G, the resulting arc model A is Helly.
An arc representation of a CA matrix λ = (λu,v)u ̸=v∈V is a bijection α from V to some arc
system A that has satisfies the intersection structure prescribed by λ, i.e., α must be an
isomorphism from λ to the intersection matrix µA.
Let O = (Ou)u∈V be a family of equivalence relations such that each Ou partitions
{v ∈ V | λu,v = ov} into at most two equivalence classes. As in the interval case, an
arc representation α of λ is called O-respecting, if for any three vertices u, v, w ∈ V with
λu,v = λu,w = ov, the arcs α(v) and α(w) contain the same extreme point of α(u) if and
only if (v, w) ∈ Ou.
For a given HCA graph G, the following two lemmas allow to compute a family
OG = (Ou)u∈V(G) such that the neighborhood matrix λG of G admits an OG-respecting
arc representation.
Lemma 5.2.5. Let α : V(G) → A be a normalized HCA representation of a graph G. Also, let
u, v, w ∈ V(G) with α(u) α(v), α(u) α(w) and α(v) α(w). Then it holds that
α(u) ∩ α(v) ⊆ α(w)⇔ N[u] ∩N[v] ⊆ N[w] .
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Proof. The forward direction follows from the Helly property and α(u) ∩ α(v) ̸= ∅.
Indeed, let x ∈ N[u] ∩N[v]. Thus α(x) intersects both α(u) and α(v). By the Helly
property, α(x) intersects even α(u) ∩ α(v). By assumption, the latter set is contained
in α(w), implying x ∈ N[w] as desired.
Now suppose that α(u) ∩ α(v) ⊈ α(w). We may assume without loss of generality
that α(u) contains the start point of α(v); this will be denoted by α(u) ≺ α(v). As the
Helly property precludes the case α(v) ≺ α(w) ≺ α(u) (see Fig. 5.2(a)), it follows that
either α(u) ≺ α(w) and α(v) ≺ α(w) or α(w) ≺ α(u) and α(w) ≺ α(v). Assume the
former relation (see Fig. 5.2(b)); the latter case is symmetric. Because α is normalized and
α(v) ⊈ α(w), there exists a vertex x ∈ N[v] \N[w]. Its arc α(x) must contain a point in
α(v) \ α(w), which is a subset of α(u). Thus x is also a neighbor of u and witnesses that







Figure 5.2: Proof of Lemma 5.2.5
For a graph G, define the family OG = (Ou)u∈V(G), where Ou is an equivalence relation
on {v ∈ V(G) | λu,v = ov}, by
(v1, v2) ∈ Ou ⇔ v1 = v2 ∨ λv1,v2 ∈ {cd, cs} ∨
(
λv1,v2 = ov∧N[v1] ∩N[v2] ⊈ N[u]
)
.
Lemma 5.2.6. Let λG = (λu,v)u ̸=v∈V(G) be the neighborhood matrix of an HCA graph G
without twins and universal vertices. Then any sharp arc representation α : V(G) → A of λG
is OG-respecting.
Proof. Let u, v1, v2 ∈ V(G) with λu,v1 = λu,v2 = ov; it has to be shown that (v1, v2) ∈ Ou
if and only if α(v1) and α(v2) contain the same extreme point of α(u).
If λv1,v2 = cd (and thus (v1, v2) ∈ Ou), it follows that α(v1) ⊊ α(v2). Thus the extreme
point of α(u) contained in α(v1) is also contained in α(v2). The case λv1,v2 = cs is
symmetric.
In case λv1,v2 = di (where (v1, v2) /∈ Ou), it follows that α(v1) and α(v2) are disjoint
and consequently cannot contain the same extreme point of α(u). Similarly, λv1,v2 = cc
(where (v1, v2) /∈ Ou) implies α(v1) α(v2), and as α(u) strictly overlaps both these arcs,
its extreme points must lie in α(v1) \ α(v2) and α(v2) \ α(v1), respectively.
For the remaining case λv1,v2 = ov, the condition (v1, v2) ∈ Ou holds if and only if
N[v1] ∩N[v2] ⊈ N[u]. By Lemma 5.2.5, this is equivalent to α(v1) ∩ α(v2) ⊈ α(u), which
in turn holds exactly if α(v1) and α(v2) contain the same extreme point of α(u).
Using these facts, the first step of the representation algorithm for HCA graphs can be
described.
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Lemma 5.2.7. There is a logspace reduction from computing canonical HCA representations for
HCA graphs to computing canonical sharp (O-respecting) arc representations of vertex-colored
HCA matrices.
Proof. First consider the case that the input graph G is twin-free and has no univer-
sal vertex. In this case, the reduction computes the neighborhood matrix λG (along
with the family OG), queries the oracle for a sharp (OG-respecting) arc representation
αG : V(G) → AG of λG, and returns αG as HCA representation of G. By definition, a
function α : V(G) → A is a normalized arc representation of G if and only if it is a
sharp arc representation of λG. By Lemma 5.2.3, such an α exists, it is OG-respecting
by Lemma 5.2.6, and the resulting arc model A is Helly by Lemma 5.2.4. Regarding
the canonicity, observe that G ∼= H is equivalent to λG ∼= λH. Thus, if λG ∼= λH implies
AG = AH, then so does G ∼= H.
If the input graph G contains twins, apply the above algorithm to its quotient graph G′,









(note that {u′, v′} ∈ E(G) if and only if {u, v} ∈ E(G) for all u′ ∈ [u]
and v′ ∈ [v], so E(G′) is well-defined). Let αG′ be the computed HCA representation




. To preserve canonicity,
color each vertex [v] of G′ with the size of the twin class [v]; then G ∼= H is equivalent to
G′ ∼= H′. It remains to observe that universal vertices can be removed before computing
the neighborhood matrix, adding arcs for them afterwards.
5.2.2 From HCA matrices to interval matrices
This section describes a logspace reduction from computing sharp O-respecting arc rep-
resentation for HCA matrices to computing sharp O-respecting interval representations
of interval matrices.
Given an arc B = [b−, b+] on a circle C, flipping B results in the arc BF = [b+, b−] that
has the same extreme points as B but covers the opposite part of C. Let A be a sharp arc
system over C. For X ⊆ A, let A(X ) be the arc system that results from flipping all arcs
in X , i.e., A(X ) = (A\X )∪ {BF | B ∈ X}. It is easy to see that A(X ) is an interval system
if X = {B ∈ A | x ∈ B} for some point x ∈ C: If Bx is the arc that has x as extreme point,
no arc in A(X ) contains both x and the point next to x that is contained in Bx.
There is a subtle difference between flipping and complementing arcs that contain a
certain point; recall that the latter was used in Section 5.1 to reduce canonical represen-
tation of CA hypergraphs to that of interval hypergraphs. This difference arises when
considering discrete circles, as is done in this thesis: Consider for example two disjoint
arcs A and B whose union is the whole circle. Then their complements A = B and B = A
are again disjoint from each other, while flipping them results in AF BF.
McConnell observed [McC03] that flipping arcs of a sharp arc system A corresponds
to the replacements in the intersection matrix µA (cf. Definition 5.2.1) that are illustrated
in Figure 5.3. These replacement rules can be applied to any CA matrix µ = (µi,j)i ̸=j∈V .
Let µ(X) denote the result of flipping a subset X of the vertices of µ. Given a sharp arc
representation α : V → A of µ, define the flipped representation α(X) : V → A(α(X)) by
α(X)(v) =
{
α(v) if v /∈ X(
α(v)
)
F if v ∈ X . (5.1)
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Figure 5.3: The effect of flipping arcs of a sharp arc system A on the entries of its
intersection matrix µA = (µA,B)A ̸=B∈A.
For a family O = (Ou)u∈V , where Ou is an equivalence relation on {v ∈ V | µu,v = ov}
with two equivalence classes, define the flipped family O(X) = (Ou(X))u∈V , which has
(v1, v2) ∈ Ou(X) if and only if an odd number of the three statements (v1, v2) ∈ Ou,
v1 ∈ X, and v2 ∈ X holds. In other words, v1 and v2 remain (in)equivalent if and only if
either none or both of them are flipped.
Lemma 5.2.8. Let α : V → A be a sharp O-respecting arc representation of a CA matrix µ =
(µu,v)u ̸=v∈V and let X ⊆ V. Then α(X) is a sharp O(X)-respecting arc representation of µ(X).
Proof. McConnell has shown that if α : V → A is a sharp arc representation of a CA matrix
µ = (µu,v)u ̸=v∈V and X ⊆ V, then α(X) is a sharp arc representation of µ(X) [McC03]. It
remains to show that α(X) is O(X)-respecting if α is O-respecting. Indeed, flipping α(u)
does not change its extreme points and thus has no influence on Ou, while for v ∈ V
with µu,v = ov, the arcs α(v) and α(v)
F contain the opposite extreme points of α(u).
To ensure that the resulting matrix µ(X) is interval, a suitable vertex set X ⊆ V has to
be used. As the algorithm does not have an arc representation of µ, it must identify the
set X only from the structure of µ. If µ is HCA, the underlying graph Gµ is also HCA.
The following fact implies that any maxclique C of Gµ can be used as X in this case.
Lemma 5.2.9. Let α : V(G) → A be any HCA representation of a graph G and let C be any
maxclique of G. Then there is a point pC ∈ V(A) with {α(v) | v ∈ C} = {B ∈ A | pC ∈ B}.
Proof. As C is a clique, the arcs in α(C) = {α(v) | v ∈ C} intersect pairwise. As A is Helly,⋂
v∈C α(v) is non-empty. By maximality of C, no further arc can contain any point pC in
this intersection.
In an interval graph, all maxcliques can be characterized as the common neighborhood
of two vertices. This property was used in Section 4.1 to give a logspace reduction
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from computing canonical representations of interval graphs to computing canonical
representations of interval hypergraphs. This approach is not possible for HCA graphs, as
they may contain maxcliques that cannot be characterized as the intersection or difference
of constantly many neighborhoods; see Figure 5.4(a) for an example. However, at least
one maxclique can be found in this way.
Theorem 5.2.10. Let G be an HCA graph. Then there are u, v ∈ V(G) (possibly u = v) such
that N[u, v] is a maxclique of G.
Note that general CA graphs do not necessarily have such a maxclique, see Figure 5.4(b)
for an example.
Proof. Let λG = (λu,v)u ̸=v∈V(G) be the neighborhood matrix of G and let α : V(G) → A
be a normalized HCA representation of G; such an α exists by Lemmas 5.2.3 and 5.2.4.
Choose v as a vertex such that there is no vertex w with λv,w = cs (i.e., ∄w : N[w] ⊊ N[v]).
Note that there cannot be a vertex w′ with λv,w′ = cc, since this would imply that there
is a vertex w ∈ N[v] \N[w′] (because N[w′] ≬ N[v]) with N[w] ⊊ N[v] (equality can be
ruled out because w′ ∈ N[v] \N[u′]).
In case there is no vertex w with λv,w = ov, N[v] is a maxclique. This follows since
λv,w = cd for all w ∈ N(v) and hence, for all w, w′ ∈ N[v] it holds that w ∈ N[v] ⊆ N[w′].
Otherwise, choose a vertex u ∈ N[v] with λv,u = ov such that N[u, v] is minimal
w.r.t. inclusion. To show that N[u, v] is a maxclique, assume to the contrary that there
exist w, w′ ∈ N[u, v] such that w /∈ N[w′]. If λv,w = cd (or λv,w′ = cd) then it follows that
w′ ∈ N[v] ⊆ N[w] (or w ∈ N[v] ⊆ N[w′]), a contradiction.
If λv,w = λv,w′ = ov then α(w) ∩ α(w′) = ∅ and α(w) ≬ α(v) ≬ α(w′). Since α(u) ≬ α(v)
it follows that α(u) strictly overlaps α(v) from the same side as one of α(w) and α(w′),
say α(w); see Figure 5.5. It suffices to show that N[w, v] ⊊ N[u, v], because this yields
a contradiction to the choice of u. As w′ ∈ N[u, v] \N[w, v], it remains to show that
(a) (b)
Figure 5.4: (a) Let Gn denote the split graph on n + n vertices consisting of an n-clique C
and a set S of n independent vertices, which are connected by the bipartite
complement of a perfect matching between C and S. Every Gn is HCA; the
figure shows an HCA model of G4. Note that Gn has exactly n+ 1 maxcliques,
each of size n, and the maxclique C cannot be described as intersection or
difference of less than n neighborhoods.
(b) The complement graph Hn of n independent edges is CA. It has 2n max-
cliques Ci, each containing exactly one vertex of each edge in Hn. Since the
common neighborhood of fewer than n vertices of Hn contains both vertices
of at least one edge in Hn, no maxclique Ci can be described in this way. The
figure shows a CA model of H4.
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α(u) α(v)α(w) α(w′)
Figure 5.5: Proof of Theorem 5.2.10.
any vertex x ∈ N[w, v] is also contained in N[u, v]. Indeed, the arcs α(w), α(v) and α(x)
intersect pairwise, so the Helly property implies that there is a point px in α(w) ∩ α(v) ∩
α(x). Similarly, the Helly property implies α(u) ∩ α(v) ∩ α(w′) ̸= ∅. As α(u) and α(w)
strictly overlap α(v) from the same side, it follows that α(w) ∩ α(v) ⊊ α(u) ∩ α(v). Thus
px ∈ α(u) ∩ α(v), which implies x ∈ N[u, v] as desired.
5.2.3 Canonical representation of HCA matrices
Given an HCA matrix µ = (µu,v)u ̸=v∈V that admits an O-respecting arc representation,
Theorem 5.2.10 and Lemma 5.2.9 allow to find X ⊆ V so that the matrix µ(X) admits an
O(X)-respecting interval representation. Theorem 4.6.3 allows to find such an interval
representation α : V → I of µ(X) in logspace, and shows that any sharp O(X)-respecting
interval model I ′ of µ(X) is isomorphic to I . Let A and A′ be the sharp arc models
of µ that can be obtained from I and I ′ by flipping the intervals of vertices in X. The
following lemma will be used to show that any isomorphism from I to I ′ is also an
isomorphism from A to A′.
Lemma 5.2.11. Let I and J be isomorphic sharp interval systems. For every hypergraph
isomorphism φ from I to J there is a hypergraph isomorphism φ′ from I to J such that
φ′(A) = φ(A) for all A ∈ I and, moreover, φ′ respects extreme points, that is, takes the
extreme points of each interval A ∈ I to the extreme points of the interval φ(A) ∈ J .
Proof. The argument is by induction on the number of overlap components of I . In the
base case, I and J are overlap-connected. Let I1, . . . , Ik be the slots of I in the order
they appear on the line, and let J1, . . . , Jk be the slots of J , also listed in ascending order.
By Lemma 4.2.1, the isomorphism φ from I to J either maps each Is onto Js or it maps
each Is onto Jk+1−s. Assume the former; the latter case is symmetric.
We will see that, for each interval A ∈ I , the isomorphism φ either respects the extreme
points of A or can be locally modified to respect them. For each interval A = [a−, a+],
there are indices p and q such that A =
⋃q
s=p Is. It follows that φ(A) =
⋃q
s=p Js. Moreover,
as a−∈ Ip and a+∈ Iq, it follows from φ(A) = [b−, b+] that b−∈ Jp and b+∈ Jq.
Notice now that, since I is sharp, every slot contains at most two points. Moreover,
every two-point slot [c−, d+] consists of the start point of some interval C and the end
point of another interval D. The transposition of the points c− and d+ violates neither
C nor D, nor any other interval.
If Ip is a one-point slot, it immediately follows that φ(a−) = b−. So suppose that
Ip = [a−, x+] is a two-point slot. Let Jp = [b−, y+]. If φ(a−) = b−, there is nothing to do.
Otherwise, it can be ensured that φ′(a−) = b− by changing φ only on Ip.
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A similar argument allows to ensure that φ′(a+) = b+, possibly modifying φ on Iq. In
fact, it suffices to inspect each two-point slot once; if φ needs modification on this slot,
this will simultaneously ensure that both points will be mapped to an extreme point of
the correct interval. This completes the analysis of the overlap-connected case.
Suppose now that I and J have more than one overlap component, that is, are not
overlap-connected. If the intersection graphs I(I) and I(J ) are disconnected, the claim
readily follows by applying the induction hypothesis to the corresponding connected
components of I and J .
It remains to consider the case when I and J are connected but not overlap-connected.
Assume that an interval A ∈ I contains an inner overlap component S ⊂ I , then
φ(supp(S)) ⊂ φ(A) for any isomorphism φ from I to J . After removing all points
in supp(S) from I and all points in φ(supp(S)) from J , the resulting interval systems
I ′ and J ′ will still contain the extreme points of A and φ(A) respectively, and φ will
induce an isomorphism from I ′ to J ′. By the induction hypothesis, there are isomor-
phisms from I ′ to J ′ and from S to φ(S) that agree with φ on hyperedges and respect
extreme points. Merging them, we get the desired isomorphism φ′ from I to J .
Theorem 5.2.12. Given an HCA matrix µ = (µu,v)u ̸=v∈V and a family O = (Ou)u∈V of
equivalence relations, a sharp O-respecting arc representation α : V → A of µ can be computed in
logspace; if that is not possible, the algorithm detects this. Moreover, for any sharp O-respecting





= α′(v) for all v ∈ V.
Proof. The algorithm first computes the underlying graph Gµ and finds u, v ∈ V such that
N[u, v] is a maxclique; this search always succeeds by Theorem 5.2.10. It then flips the
vertices in X = N[u, v], obtaining the family O(X) and the matrix µ(X), which is interval
by Lemma 5.2.9. Next, it invokes the logspace algorithm of Theorem 4.6.3 to compute a
sharp O(X)-respecting interval representation α0 : V → I of µ(X) – or detects that none
exists, in which case it rejects the input, which is correct by Lemma 5.2.8. Finally, the
algorithm computes α = α0(X) (cf. equation (5.1)), which is a sharp O-respecting arc
representation of µ = (µ(X))(X) by Lemma 5.2.8.
To prove the moreover part, let α′ : V → A′ be any sharp O-respecting arc represen-
tation of µ. Flipping the arcs X = {α′(v) ⏐⏐ v ∈ X} corresponding to the maxclique X
results in the sharp O(X)-respecting interval representation α′(X) : V → A′(X ) of µ(X).





= α′(X)(v) for all v ∈ V. By Lemma 5.2.11, it can be assumed that φ respects
extreme points. This implies that, for any interval B = [b−, b+] in I , this isomorphism φ
maps BF = B ∪ {b−, b+} to (φ(B))F = φ(B) ∪ {φ(b−), φ(b+)}. Thus φ is also an isomor-
phism from A to A′ with φ(α(v)) = α′(v) for all v ∈ V.
Combining this algorithm with the logspace algorithm for canonical representation
of CA hypergraphs of Theorem 5.1.1 allows canonical O-respecting representation of
HCA matrices in logspace. To ensure that the resulting representations are sharp, the
following lemma is needed.
Lemma 5.2.13. Canonical sharp arc representations of edge-colored sharp arc systems can be
computed in logspace. The computed representations preserve extreme points.
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Proof. Given a sharp arc system A with an edge coloring cA : A → N+, the algorithm
first constructs the hypergraph H defined by
V(H) = {p, p′ ⏐⏐ p ∈ V(A)} and
H = {B ∪ {p′ ⏐⏐ p ∈ B \ {b−, b+}} ⏐⏐ B = [b−, b+] ∈ A}
∪ {{p, p′} ⏐⏐ p ∈ V(A)} ,
where each hyperedge B′ ∈ H with B′ ∩ V(A) ∈ A has multiplicity cA
(
B′ ∩ V(A)) to
encode the colors.
Note that H is a CA hypergraph, as each new point p′ can be inserted next to p on the
side that is not contained in the arc that has p as extreme point.
Next, the algorithm of Theorem 5.1.1 is invoked to compute a canonical arc repre-
sentation ρH : V(H) →
[
1, |V(H)|] of H. Finally, the restriction ρA of ρH to V(A) that
preserves the circular order of the points
{
ρH(p)
⏐⏐ p ∈ V(A)} is returned.
Clearly, ρA maps each arc B ∈ A to circularly consecutive points. Also, it has to map
the extreme points of B to the extreme points of ρA(B) because of the hyperedges {p, p′},
p ∈ V(A). It remains to show that isomorphic arc systems receive equal arc models. If
there is a color-preserving isomorphism from A to A′, the hypergraphs H and H′ are
isomorphic. It then follows from Theorem 5.1.1 that ρH(H) = ρH′(H′). Now observe
that a vertex p ∈ V(H) belongs to V(A) if and only if there is a hyperedge {p, p′} ∈ H
such that all but one hyperedges that contain p also contain p′, and p′ is contained in
no other hyperedge. Thus the same points are omitted from both arc models, showing









for all arcs B ∈ ρA(A).
Lemma 5.2.14. Canonical sharp O-respecting arc representations for vertex-colored HCA ma-
trices can be computed in logspace.
Proof. Let µ = (µu,v)u ̸=v∈V be an HCA matrix, let O = (Ou)u∈V be a family of equivalence
relations, and let c : V → C be a coloring of its vertices. The first step is to invoke the
algorithm of Theorem 5.2.12 to obtain a sharp O-respecting arc representation αµ : V →
Aµ of µ, or to detect that none exists. As a second step, the algorithm of Lemma 5.2.13
is used to compute a canonical sharp arc representation ρµ : V(Aµ)→
[
1, 2 · |V|] of Aµ,
where each arc αµ(v) ∈ Aµ is colored with c(v). Finally, the algorithm returns the




. Note that this arc representation is
O-respecting, as ρµ preserves extreme points.
It remains to show canonicity. Let µ′ = (µ′u,v)u ̸=v∈V′ be a CA matrix isomorphic to µ,
and let ψ : V → V ′ be an isomorphism from µ to µ′. Then αµ and αµ′ ◦ψ are both sharp arc
representations of µ. By Theorem 5.2.12, there is an isomorphism φ between the resulting








for all v ∈ V. This implies that φ
preserves colors. So µ and µ′ receive equal colored arc models ρµ(Aµ) = ρµ′(Aµ′).
Together with Lemma 5.2.7, this gives the main result for HCA graphs.
Theorem 5.2.15. There is a logspace algorithm that computes canonical HCA representations
for HCA graphs.
As interval graphs are a subclass of HCA graphs, this implies together with the
hardness result from Section 4.7 that isomorphism of HCA graphs is L-complete.
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5.3 Canonical representation of proper circular-arc graphs
and concave-round graphs
In this section, a logspace algorithm is presented that computes canonical arc represen-
tations of concave-round graphs. When the input graphs are proper circular-arc, the
resulting arc models are proper.
Bang-Jensen, Huang, and Yeo [BHY00] call a graph G concave-round (resp. convex-round)
if N [G] (resp. N (G)) is a CA hypergraph. Since N [G] = N (G), concave-round and
convex-round graphs are co-classes. Using this terminology, a result of Tucker [Tuc71]
says that PCA graphs are concave-round, and concave-round graphs are CA.
Let G be a graph and let α : V(G) → A be an arc representation of G. If V(A) /∈ A
(this always holds when G has no universal vertex), the lifted circular order ≺A on A (see
Section 2.4) can be used to define a circular order ≺α on V(G), where u ≺α v if and only
if α(v) ≺A α(u). The circular order ≺α is called the geometric order on V(G) associated
with α.
The connections of PCA and concave-round graphs to CA hypergraphs are outlined in
Section 5.3.1. In particular, it will be useful that the neighborhood hypergraph N [G] of
a non-co-bipartite PCA graph G admits a unique CA order, which coincides with the
geometric order ≺α for any proper arc representation α of G. Based on this, Sections 5.3.2
and 5.3.3 explain how to compute canonical arc representations of non-co-bipartite
PCA graphs in logspace. To achieve the same for co-bipartite PCA graphs G (and all
non-PCA concave-round graphs), the fact that N (G) is in this case an interval hypergraph
is used. Moreover, an interval representation of N (G) can be transformed into an arc
representation of G; see Section 5.3.4 for details.
5.3.1 Linking PCA graphs and tight CA hypergraphs
To connect the canonical representation problem for PCA and concave-round graphs to
that of CA hypergraphs, the graph classes under consideration are characterized in terms
of neighborhood hypergraphs. For concave-round graphs, this directly follows from their
definition, and accompanying hypergraphs can be found also for PCA graphs.
Theorem 5.3.1. A graph G is PCA if and only if N [G] is a tight CA hypergraph.
This characterization gives a logspace algorithm for recognition of PCA graphs: Given
a graph G compute its neighborhood hypergraph N [G], its tightened version (N [G])⋐
(cf. Section 2.4), and check whether the latter is CA using the algorithm of Theorem 5.1.1.
Corollary 5.3.2. It can be checked in logspace whether a given graph is PCA.
The forward direction of Theorem 5.3.1 follows from Lemma 5.3.3 below. To prove
the other direction, distinguish two cases. If G is not bipartite, then a result of Tucker
says that G is a PCA graph whenever N [G] is a CA hypergraph [Tuc71]. The case
of bipartite G is treated in Section 5.3.4 where it is shown that any tight arc model
for N [G] can in this case be transformed into a proper arc model for G. Thus, the proof
of Theorem 5.3.1 will be completed in Section 5.3.4.
Lemma 5.3.3. The geometric order ≺α on V(G) associated with a proper arc representation α of
a graph G is a tight CA order for the hypergraph N [G].
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Proof. Let G be a PCA graph and let α : V(G)→ A be a proper arc representation of G.
The first step is to show that, for each vertex u ∈ V(G), the neighborhood N[u] is an arc
w.r.t. the order ≺α. If u is universal, the claim is trivial. Otherwise, let α(u) = [a−, a+]
and split N(u) in two parts, namely N−(u) =
{
v ∈ N(u) ⏐⏐ a−∈ α(v)} and N+(u) ={
v ∈ N(u) ⏐⏐ a+∈ α(v)}. Indeed, no vertex v is contained in both N−(u) and N+(u).
Otherwise, since A is proper, the arcs α(v) and α(u) would cover the whole circle, both
intersecting any other arc α(w), contradicting the assumption that u is nonuniversal.
Now let v ∈ N+(u) and assume that u ≺α v1 ≺α . . . ≺α vk ≺α v. To show that
every vertex vi is in N+(u), observe that the definition of ≺α implies α(u) ≺A α(v1) ≺A
. . . ≺A α(vk) ≺A α(v). If α(v) = [c−, c+] and α(vi) = [b−, b+], we see that b− ∈ (a−, c−),
b+∈ (a+, c+) and, hence, a+∈ [b−, b+]. It follows that N+(u) ∪ {u} is an arc starting at u.
By a symmetric argument, N−(u) ∪ {u} is an arc ending at u. Thus N[u] is also an arc,
implying that ≺α is a CA order for N [G].
It remains to show that the CA order ≺α of N [G] is tight. Suppose that N[u] =
[u−, u+] ⊆ N[v] = [v−, v+] and v is nonuniversal with α(v) = [c−, c+]. First assume that
u ∈ N+(v) = (v, v+]. Since u, v+ ∈ N+(v), it follows that c+ ∈ α(u) ∩ α(v+). Hence,
u and v+ are adjacent or equal, which implies that u+= v+. If u ∈ [v−, v), a symmetric
argument shows that u−= v−.
Theorem 5.3.1 suggests that a tight CA order of N [G] can be used to construct a proper
arc model for G. For this, the converse of Lemma 5.3.3 is needed. In the case that G is
not bipartite, the following proposition implies that indeed each CA order of N [G] is the
geometric order of some proper arc representation of G.
Proposition 5.3.4 [Hua95, Theorem 4.5]. If G is a connected twin-free PCA graph and G is
not bipartite, then N [G] has a unique CA order up to reversing.
Closing this section, co-bipartite concave-round graphs G are characterized using prop-
erties of N (G). Given a bipartite graph H and a bipartition V(H) = U ∪W of its vertices
into two independent sets, let NU(H) denote the hypergraph
{
N(w)
⏐⏐w ∈ W} on the ver-
tex set U. Note that NU(H) and NW(H) are dual hypergraphs, i.e.,
(NU(H))D ∼= NW(H).
Recall that a bipartite graph H is called convex if its vertex set admits splitting into two
independent sets U and W, such that NU(H) is an interval hypergraph. Similarly, if
both NU(H) and NW(H) are interval hypergraphs, H is called biconvex [Spi03]. As G is
co-bipartite concave-round if and only if its complement H = G is bipartite convex-round,
the following fact gives the desired characterization.
Proposition 5.3.5 [Tuc74, Theorem 2.2]. A graph H is bipartite convex-round if and only if it
is biconvex and if and only if N (H) is an interval hypergraph.
5.3.2 A strategy for canonical representation
In this and the following two sections, the canonical representation algorithm for concave-
round and PCA graphs is described. For a given graph, it has to compute an arc
representation such that the resulting arc models are equal for isomorphic input graphs.
Theorem 5.3.6. There is a logspace algorithm that computes canonical arc representations for
the class of concave-round graphs. Moreover, this algorithm outputs a proper arc representation
whenever the input graph is PCA.
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As proper interval graphs are a subclass of PCA graphs and thus of concave-round
graphs, Theorem 4.7.5 implies that isomorphism of these classes is L-complete.
For any class of intersection graphs, a canonical representation algorithm readily
implies a canonical labeling algorithm of the same complexity. Vice versa, a canonical
representation algorithm follows from a canonical labeling algorithm and a representation
algorithm (not necessarily a canonical one). Proving Theorem 5.3.6 according to this
scheme, splits the task in two parts: First compute a canonical labeling λ of the input
graph G and then compute an arc representation α of the canonical form λ(G). Then
the composition α ◦ λ is a canonical arc representation of G. As twins can be easily
re-inserted in a (proper) arc representation, it suffices to compute α for the quotient graph
of λ(G), which has only one vertex for each twin class.
The algorithm distinguishes two cases depending on whether G is bipartite; see
Figure 5.6 for an overview of the involved graph classes.
5.3.3 Non-co-bipartite concave-round graphs
As mentioned before, any concave-round graph G whose complement is not bipartite is
actually a PCA graph [Tuc71]. Hence, the computed arc representation must be proper
in this case.
Canonical labeling
First transform G into its quotient graph G′, which has one vertex for each twin class [v]
of G. Let n be the number of vertices in G′. Then use the algorithm given by Theorem 5.1.1
to compute an arc representation ρ of N [G′]. By Proposition 5.3.4, N [G′] has a CA order
which is unique up to reversing. Hence, N [G′] admits at most 2n different arc representa-
tions ρ1, . . . , ρ2n, which can be obtained from ρ by cyclic shifts and reversing. Each of these
specifies a labeling λi : V(G)→
[
1, |V(G)|] of G with λi(u) < λi(v)⇔ ρi([u]) < ρi([v])
up to permutation of twins. As permutations of twins do not change the images λi(G),
one of these 2n variants that gives the lexicographically least canonical form λi(G) of G
can be appointed as the canonical labeling λG of G.
Proper arc representation
As mentioned above, it may be assumed that the given graph G is twin-free. Compute
a CA order ≺ of N [G] using the algorithm of Theorem 5.1.1. By Lemma 5.3.3 and
Proposition 5.3.4, there is a proper arc representation α : V(G)→ A of G whose associated







co-bipartite PCA concave-round \ PCA
co-convex
co-biconvex=
Figure 5.6: Hasse diagram of the inclusions between the considered CA graph classes.
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A is sharp, i.e., that every point p ∈ V(A) is the extreme point of exactly one arc in A.
A suitable circular order on V(A) is uniquely determined by the conditions that the start
points a−v appear on the circle according to ≺, the same holds true for the end points a+v ,
and that each end point a+v lies between the start point a
−
v+ and the following start point,
where v+ is the end point of the arc N[v] w.r.t. ≺. Using this characterization, α can
easily be computed in logspace. Note that the extreme points of N[v] = [v−, v+] are well
defined because no vertex v can be universal; otherwise the arcs containing the extreme
points of α(v) would correspond to two cliques covering the whole vertex set V(G).
5.3.4 Co-bipartite concave-round graphs
By Proposition 5.3.5, co-bipartite concave-round graphs are precisely the co-biconvex
graphs. In fact, even all co-convex graphs are CA (this is implicit in Tucker’s re-
sults [Tuc71]) and it is possible to compute canonical arc representations actually for this
larger class of graphs.
Canonical labeling
The canonical labeling problem of co-convex graphs reduces to that of convex graphs,
which can be solved in logspace by Corollary 4.3.2.
(Proper) arc representation
Let us first recall Tucker’s argument [Tuc71] showing that, if the complement of G is a
convex graph, then G is CA. We can assume that G has no fraternal vertices as those
would correspond to twins in G.
Let V(G) = U ∪W be a partition of G into independent sets such that NU(G) is an
interval hypergraph. Let u1, . . . , uk be an interval order on U for NU(G), i.e., a linear
order on U such that every hyperedge in NU(G) is an interval w.r.t. this order. The
algorithm constructs an arc representation α for G on the circle C2k+1 (see Figure 5.7 for
an example) by setting α(ui) = [i + 1, i + k] for each ui ∈ U and α(w) = [j + k + 1, i] for
each w ∈ W, where NG(w) = [ui, uj] and the subscript G means that the neighborhood
is considered in the complement of G. Note that α(w) = C2k+1 \ ⋃u∈NG(w) α(u). In the
G:
1 2 3 4
a b c d
I :















Figure 5.7: G is the complement of a co-bipartite concave-round graph G with the bipar-
tition U = {1, 2, 3, 4} and W = {a, b, c, d}. The interval order corresponding
to the interval model I of NU(G) is used to construct the arc representa-
tion α : V(G)→ A of G; see the text for details.
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case that NG(w) = ∅, the algorithm sets α(w) = [1, k + 1]. By construction, all arcs α(u)
for u ∈ U share the point k + 1, all arcs α(w) for w ∈ W share the point 1, and any pair
α(u) and α(w) is intersecting if and only if u and w are adjacent in G. Thus, α is indeed
an arc representation for G.
In order to compute α in logspace, it suffices to compute a suitable bipartition {U, W}
of G and an interval order of the hypergraph NU(G) in logspace. Finding a bipartition
{U, W} such that NU(G) is an interval hypergraph can be done by splitting G into
connected components H1, . . . , Hk (using Reingold’s algorithm [Rei08]) and finding such
a bipartition {Ui, Wi} for each component Hi. By Theorem 4.2.6, the algorithm can
actually compute interval orders of the hypergraphs NUi(Hi) which can be easily pasted
together to give an interval order of NU(G). Together with the canonical labeling
algorithm this implies that canonical arc representations for co-convex graphs and, in
particular, for co-bipartite concave-round graphs can be computed in logspace.
It remains to show that for co-bipartite PCA graphs, there is a logspace algorithm that
actually computes proper arc representations. The existence of such an arc representation
will also complete the proof of Theorem 5.3.1. As above, we may assume that G is
twin-free. By Lemma 5.3.3, the hypergraph N [G] has a tight CA order ≺. The algorithm
computes≺ in logspace by running the algorithm given by Theorem 5.1.1 on the tightened
hypergraph (N [G])⋐. Any tight CA order of N [G] is also a tight CA order of N (G) =
N [G]. Let V(G) = U ∪W be a bipartition of G into two independent sets. Note that the
restriction of a tight CA order of N (G) to NU(G) is a tight interval order of the interval
hypergraph NU(G). Retracing Tucker’s construction of an arc representation α for a
co-convex graph G (which is outlined above) in the case that the interval order of NU(G)
is tight, we see that α now gives us a tight arc model for G. Note that, by construction,
this model contains no complete arc. It remains to observe that any tight α with this
property can be converted into a proper arc representation α′. Tucker [Tuc71] described
such a transformation, and Chen [Che97] observed that it can be implemented in AC1. In
this transformation, each point in the tight arc representation that is the extreme point of
more than one arc is replaced by a sequence of points, each becoming the new extreme
point of one of these arcs. The new points can be ordered so that none of these arcs is
contained in another; see Figure 5.8 for an illustration. Similar ideas as in the proof of
Lemma 4.6.1 allow to implement this construction also in logspace.
This completes the proof of Theorem 5.3.6 and additionally proves the following
corollary.
Corollary 5.3.7. There is a logspace algorithm that computes canonical arc representations for
co-convex graphs.
A: A′:
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DCIG distance constrained interval graph; see Section 4.5.4.
FPT fixed parameter tractable.
FRP fast reordering problem; see page 32.
HCA Helly circular-arc.
PCA proper circular-arc.
PEO perfect elimination order.
UCO unique clique order.
Concepts
arc model of G An arc system A whose intersection graph I(A) is isomorphic to the
graph G.
arc model of H An arc system A that is isomorphic to the hypergraph H.
arc model of µ An arc system A whose intersection matrix µA is isomorphic to the
matrix µ.
arc over (X,≺) A subset of X that consists of consecutive points w.r.t. the circular
order ≺ on X.
arc representation of G An isomorphism α : V(G) → A from G to the intersection
graph I(A) of an arc model A of G.
arc representation of H An isomorphism ρ : V(H)→ V(A) from the hypergraph H to
an arc model A of H.
arc representation of µ = (µu,v)u ̸=v∈V An isomorphism α : V → A from the matrix µ
to the intersection matrix µA of an arc model A of µ.
arc system over (X,≺) A multiset of arcs over (X,≺).
automorphism An isomorphism from a (hyper)graph to itself.
base The initial k-clique in the iterative construction of a k-tree.




bundle hypergraph of G The hypergraph B(G) that has one node for each maxclique




⏐⏐ v ∈ V(G)} .
bundle of v in G The set Bv of all maxcliques of the graph G that contain the vertex v.
CA graphs The class of graphs that are isomorphic to the intersection graph of some arc
system.
CA hypergraphs The class of hypergraphs that are isomorphic to some arc system.
CA matrix A matrix that is isomorphic to the intersection matrix µA of some arc sys-
tem A.
CA order of H A circular order ≺ on V(H) such that every hyperedge A ∈ H consists
of consecutive points w.r.t. ≺.
canonical form A function f computes canonical forms for a class C of (hyper)graphs
if it maps each G ∈ C to an isomorphic copy f (G) of G, and isomorphic
(hyper)graphs G ∼= H are mapped to the same canonical form f (G) = f (H).
canonical labeling An isomorphism from a (hyper)graph to its canonical form.
caterpillars The class of graphs that become paths after removing all vertices of degree 1.
center The center of a graph G is the set of all vertices that have minimum eccentric-
ity.
chordal graphs The class of graphs that do not have induced cycles of length more
than 3.
circular order on X A circular successor relation, i.e., a directed cycle on X.
circular-convex graphs The class of bipartite graphs whose open neighborhood hyper-
graphs restricted to one vertex class is CA.
circular-ones property A boolean matrix A has the circular-ones property if it is the
incidence matrix of an CA hypergraph, i.e., if its columns can be ordered so
that, in every row, all ones or all zeroes appear consecutively.
closed neighborhood of v in G The set NG[v] of vertices with distance at most 1 to v in
the graph G.
coloring of G A (vertex) coloring of a (hyper)graph G is a function c : V(G) → C; see
also k-coloring.
comparability graphs The class of undirected graphs whose edges can be oriented in a
way that results in a partial order.
complete invariant An invariant f that maps nonisomorphic (hyper)graphs to different
values, i.e., G ∼= H ⇔ f (G) = f (H).
concave-round graphs The class of graphs G whose neighborhood hypergraph N [G] is
CA.
consecutive-ones property A boolean matrix A has the consecutive-ones property if it
is the incidence matrix of an interval hypergraph, i.e., if its columns can be
ordered so that, in every row, all ones appear consecutively.
convex graphs The class of bipartite graphs whose open neighborhood hypergraphs
restricted to one vertex class is interval.
convex-round graphs The class of graphs G for which the open neighborhood hyper-
graph N (G) is CA.
dual hypergraph of H The hypergraph HD = { v∗ ⏐⏐ v ∈ V(H)} with the vertex set
V(HD) = H, where v∗ = {{A ∈ H | v ∈ A}}.
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Concepts
eccentricity The eccentricity of a vertex v in a graph G is the longest distance to another
vertex; it is denoted by eccG(v) = max
{
dG(v, u)
⏐⏐ u ∈ V(G)}.
edge-coloring of H An edge-coloring of a hypergraph H is a function c : H → C.
first-order translation A many-one reduction where the output structure is defined by
first-order formulas over the relations and constants of the input structure, the
= relation, the successor relation ≺ and the constant symbols min and max
for the smallest and largest element of the structure w.r.t. ≺.
fraternal vertices Two vertices u and v of a graph G with the same neighborhood
NG(u) = NG(v).
geometric order Given an interval representation α : V(G)→ I , the geometric order <α
on V(G) places u <α v if α(u) < α(v). Similarly, given an arc representa-
tion α : V(G)→ A, the circular geometric order ≺α on V(G) places u ≺α v if
α(u) ≺A α(v), where ≺A is the lifted order on the arcs of A.
HCA graphs The class of graphs that are isomorphic to the intersection graph of some
Helly arc system.
HCA matrix A matrix that is isomorphic to the intersection matrix µA of some Helly arc
system A.
Helly property A hypergraph H is Helly if any subset K ⊆ H with nonempty pair-




incidence graph The incidence graph of a hypergraph H is the bipartite graph with
vertex classes V(H) and H where two vertices v ∈ V(H) and A ∈ H are
adjacent if v ∈ A.
incidence matrix The incidence matrix of a hypergraph H has one column for each
vertex and one row for each hyperedge. The entries are 1 if the respective
vertex is contained in the respective hyperedge, and 0 otherwise.
intersection graph ofH The graph I(H) with vertex set H where A, B ∈ H are adjacent
if and only if A ∩ B ̸= ∅.
intersection matrix of A The matrix µA = (µA,B)A ̸=B∈A that describes the relation
between the arcs of the arc system A, i.e., µA,B = di if A∩ B = ∅, muA,B = cd
if A ⊊ B, µA,B = cs if A ⊋ B, µA,B = ov if A B, and µA,B = cc if A B.
intersection model of G A hypergraph H whose intersection graph I(H) is isomorphic
to the graph G.
intersection representation of G An isomorphism α : V(G)→ H from G to the intersec-
tion graph I(H) of some hypergraph H.
interval graphs The class of graphs that are isomorphic to the intersection graph of
some interval system.
interval hypergraphs The class of hypergraphs that are isomorphic to some interval
system.
interval matrix A matrix that is isomorphic to the intersection matrix µI of some interval
system I .
interval model of G An interval system I whose intersection graph I(I) is isomorphic
to the graph G.
interval model of H An interval system I that is isomorphic to the hypergraph H.
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Glossary
interval model of µ An interval system I whose intersection matrix µI is isomorphic to
the matrix µ.
interval order of H An order ≤ on the vertices of the interval hypergraph H such that
v ↦→ |{u | u ≤ v}| is an interval representation of H.
interval representation of G An isomorphism α : V(G)→ I from G to the intersection
graph I(I) of an interval model I of G.
interval representation ofH An isomorphism ρ : V(H)→ V(I) from the hypergraphH
to an interval model I of H.
interval representation of µ = (µu,v)u ̸=v∈V An isomorphism α : V → I from the ma-
trix µ to the intersection matrix µI of an interval model I of µ.
interval system A multiset of intervals over N+.
invariant A function f defined on some (hyper)graph class that maps isomorphic
(hyper)graphs to the same value, i.e., G ∼= H ⇒ f (G) = f (H); see also
complete invariant.
isomorphic Two (hyper)graphs are isomorphic if there is an isomorphism between them.
isomorphism A bijection between the vertex sets of two (hyper)graphs, that maps edges
to edges and non-edges to non-edges, and that preserves edge-multiplicities
and colors of vertices and edges.
isomorphism-complete A graph class C is isomorphism-complete if GI can be reduced
to the isomorphism problem for C.
isomorphism-tractable A graph class C is isomorphism-tractable if there is a polynomial-
time algorithm for the isomorphism problem for C.
k-coloring of G A k-coloring of a (hyper)graph G is a coloring c : V(G)→ C of G with
k = |C| that satisfies c(u) ̸= c(v) for any two vertices u ̸= v that occur
together in some (hyper)edge of G.
k-paths The subclass of k-trees where the support of each vertex either includes the
previously added vertex u or is the same as the support of u; see page 20.
k-trees The class of all graphs that can be obtained from the inductive construction
that starts with a k-clique (called base) and allows to introduce a new vertex v
if it is connected to all vertices of a previously present k-clique (called support
of v).
k-uniform A hypergraph H is k-uniform if all its hyperedges have size k.
labeling of G A labeling of a (hyper)graph G is a bijection ℓ : V(G)→ {1, . . . , |V(G)|}.
lifted order Given a CA order ≺ of a hypergraph H with ∅, V(H) /∈ H, the lifted
order ≺H is the circular order on H that makes an arc B ∈ H the successor of
A ∈ H if there is no arc C ∈ H that occurs between A and B in the circular
order ≺∗ of all nonempty and nonuniversal arcs, where [a−, a+] ≺∗ [b−, b+] if
a−= b− and a+≺ b+ or if a+≺ a−≺ b−= b+.
ℓ-respecting Given a graph G and a function ℓ : V(G)→ N+, an interval representation ρ
of G is ℓ-respecting if |ρ(v)| = ℓ(v) for all v ∈ V(G).
(ℓ, s)-respecting Given a graph G and functions ℓ : V(G) → N+ and s : V(G) → N+,
an interval representation ρ of G is (ℓ, s)-respecting if |ρ(v)| = ℓ(v) and
|ρ(e)| = s(e) for all v ∈ V(G) and all e ∈ E(G), respectively.
maxclique hypergraph of G The hypergraph C(G) that has the same vertex set as the
graph G and one hyperedge for each maxclique of G.
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maxclique of G An clique of the graph G that is not contained in a larger clique.




⏐⏐ v ∈ V(G)} ; also called closed neighborhood hypergraph
to contrast with the open neighborhood hypergraph.
neighborhood matrix of G See Definition 5.2.2.
neighborhood of v in G The set NG(v) of vertices with distance 1 to v in the graph G;
also called open neighborhood when contrasted against the closed neighbor-
hood.
open neighborhood hypergraph of G The hypergraph N (G) with the same vertex set
as G and the hyperedges
{
N(v)
⏐⏐ v ∈ V(G)} ; see also neighborhood hyper-
graph.
O-respecting Given an CA matrix µ = (µu,v)u ̸=v∈V and a family of equivalence relations
O = (Ou)u∈V , an arc representation α of µ is O-respecting if for any three
vertices u, v, w ∈ V(G) with µu,v = µu,w = ov, the arcs α(v) and α(w) contain
the same extreme point of α(u) if and only if (v, w) ∈ Ou.
overlap Two sets A and B overlap (denoted A ≬ B) if they have nonempty intersection
and neither contains the other.
overlap component of H A subhypergraph O ⊆ H whose hyperedges correspond to a
connected component of the overlap graph O(H).
overlap component tree of H The rooted tree that has the overlap components of the
connected hypergraph H as its vertices, where O is in the subtree rooted
at O′ if and only if there are A ∈ O and B ∈ O′ such that A ⊆ B.
overlap graph of H The graph O(H) with vertex set H where A, B ∈ H are adjacent if
and only if A ≬ B or A = B.
PCA graphs The class of graphs that are isomorphic to the intersection graph of some
proper arc system.
permutation graphs The class of graphs that are isomorphic to the intersection graphs
of straight lines between two parallel lines.
PQ-tree A rooted ordered tree whose inner nodes are labelled either with P or with Q.
The children of a P node may be reordered arbitrarily, while the order of the
children of a Q node may only be reversed. PQ-trees can be used to find
interval representations.
proper A hypergraph H is proper if no hyperedge of H contains another.
proper interval graphs The class of graphs that are isomorphic to the intersection graph
of some proper interval system.
quotient graph of G The graph G′ with the vertices V(G′) =
{
[v]
⏐⏐ v ∈ V(G)} and the
edges E(G′) =
{{[u], [v]} ⏐⏐ {u, v} ∈ E(G)}, where [v] is the twin class of v,
i.e., [v] =
{
w ∈ V(G) ⏐⏐N[v] = N[w]}.
rigid A (hyper)graph is rigid if its only automorphism is the identity.
sharp arc system A system A of m arcs on the circle C2m is sharp if every point x ∈ C2m
is the extreme point of exactly one arc.
simplicial A vertex v of a graph G is simplicial if its neighborhood NG(v) is a clique.
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slot of H An inclusion-maximal subset S of the vertices of the hypergraph H such that
each hyperedge A ∈ H contains either all of S or none of it.
s-respecting Given a graph G and a function s : V(G)→ N+, an interval representation ρ
of G is s-respecting if |ρ(e)| = s(e) for all e ∈ E(G).
strict overlap Two arcs A and B on a circle C strictly overlap (A B) if they overlap (i.e.,
A ≬ B) and each contains only one extreme point of the other.
support of H The set of non-isolated vertices of the hypergraph H, i.e., ⋃A∈H A.
support of v The k-clique to which the vertex v is connected during the iterative con-
struction of a k-tree.
tight An arc system A is tight, if for any two arcs A and B with A ⊆ B, the
difference B \ A is also an arc.
tightened hypergraph of H Given a hypergraph H, its tightened hypergraph is defined
by H⋐ = H∪ {A \ B | A, B ∈ H, B ⊂ A}.
trapezoid graphs The class of graphs that are isomorphic to the intersection graphs of
trapezoids between two parallel lines.




, such that (a) for
each edge {u, v} ∈ E(G), there is a node M ∈ VT with {u, v} ⊆ M, and (b) for
every vertex v ∈ V(G), the nodes of T that contain v induce a nonempty
subtree of T.
treewidth of G The smallest k ∈ N such that G admits a tree decomposition T of width k,
i.e., where all nodes of T have size at most k + 1.
twins of G Two vertices u and v of the graph G with the same closed neighborhood
NG[u] = NG[v].
twins ofH Two vertices u and v of the hypergraph H such that every hyperedge A ∈ H
contains either both or none of them.
UCO graphs The class of interval graphs whose bundle hypergraph has a unique interval
representation (up to reversing); see Section 4.5.4.
unit An arc system A is unit if all its arcs have the same length.
universal vertex A vertex v of a graph G is universal if it is adjacent to all other vertices,
i.e., if NG[v] = V(G).
Notations
A ≬ B True if the sets A and B overlap, i.e., all of A ∩ B, A \ B and B \ A are
nonempty.
A B True if the arcs A and B of a circle C strictly overlap, i.e., A ≬ B and A contains
only one extreme point of B.
A B True if two arcs A = [a−, a+] and B = [b−, b+] jointly cover the circle, i.e., if
A ≬ B and b−, b+∈ A.





boolean circuits with unbounded fanin and, or, and not
gates.
A△ B The symmetric difference of two sets A and B.
AF The flipped version [b, a] of the arc A = [a, b].
AM The complexity class of all problems that admit an Arthur-Merlin protocol.
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Aut(G) The automorphism group of the (hyper)graph G.
B(G) The bundle hypergraph of the graph G, i.e., { Bv ⏐⏐ v ∈ V(G)} .
Bv The maxclique bundle of the vertex v, i.e., the set of all maxcliques that
contain v.
C(G) The maxclique hypergraph of the graph G.
Cn The set {1, . . . , n} together with the circular order 1 ≺ 2 ≺ · · · ≺ n ≺ 1.
Cn The undirected circle on n vertices.
coC The complexity class that consists of all problems whose complement is in C.
DCIG The problem whether a given graph G admits an interval representation
where the extreme points satisfy a system of difference inequalities. The
acronym stands for distance constrained interval graph; see Section 4.5.4 for
details.
degG(v) The degree of the vertex v in the graph G, i.e., |NG(v)|.
DET The complexity class of all problems that admit an FL reduction to computing
the determinant of n× n matrices of n bit integers.
dG(u, v) The distance of two vertices u and v in the graph G.
DiPathCenter The set of all pairs ⟨P, c⟩ such that the vertex c is the center of the
directed path P; this problem is L-complete under first-order translations by
Lemma 2.8.1.
DLogTime The complexity class of all functions, for which each output bit can be
computed in O(log n) time on a random access machine.
E(G) The edge set of the graph G.
eccG(v) The eccentricity of the vertex v in the graph G, i.e., max
{
dG(v, u)
⏐⏐ u ∈ V(G)}.
FL The class of all functions computable by logspace transducers; see page 20.
FPT The complexity class of all parameterized problems that can be solved in
f (k)nO(1) time, where f is a function that depends only on the parameter.
G[U] The subgraph of G induced by U ⊆ V(G).
GA The graph automorphism problem, i.e., the set of all graphs that have an
automorphism besides the identity.
GI The graph isomorphism problem, i.e., the set of all pairs of isomorphic
graphs.
GI The complexity class that consists of all problems that are polynomial-time
reducible to GI.
G−U The subgraph of G induced by V(G) \U.
H⋐ The tightened hypergraph defined by H⋐ = H∪ {A \ B | A, B ∈ H, B ⊂ A}.
HD The dual hypergraph of H.
I(H) The intersection graph of H, i.e., the graph with the vertex set H and the
edge set
{{A, B} ⏐⏐ A ∩ B ̸= ∅}.
Kn The complete graph on n vertices.




L The complexity class of all problems that can be decided by Turing machines
with logarithmic space bound.
LinTime The complexity class of all problems that can be decided in deterministic
linear time on a random access machine.





boolean circuits with constant fanin and, unbounded fanin
or, and not gates.
N The set of nonnegative integers.
N+ The set of positive integers.
N (G) The open neighborhood hypergraph of G, i.e., {NG(v) ⏐⏐ v ∈ V(G)} .
N [G] The (closed) neighborhood hypergraph of G, i.e., {NG[v] ⏐⏐ v ∈ V(G)} .





boolean circuits with bounded fanin and, or, and not gates.
NegCycle The set of all weighted digraphs that have a negative cycle; this problem is
NL-complete by Fact 4.5.8.
NG(v) The (open) neighborhood of the vertex v in the graph G, i.e., the set of all
vertices with distance 1 to v.






⏐⏐ (u, v) ∈ E(G)}.






⏐⏐ (v, u) ∈ E(G)}.
NG[u, v] The common closed neighborhood of u and v, i.e., NG[u, v] = NG[u] ∩NG[v].
NG[v] The closed neighborhood of the vertex v in the graph G, i.e., the set of all
vertices with distance at most 1 to v.
NL The complexity class of all problems that can be decided by nondeterministic
Turing machines with logarithmic space bound.






The class of positive functions that do not grow faster than f (n) asymptoti-
cally, i.e., g(n) ∈ O( f (n)) if and only if lim supn→∞ g(n)f (n) < ∞.
O(H) The overlap graph of H, i.e., the graph with the vertex set H and the edge
set
{{A, B} ⏐⏐ A ≬ B}.
Ord The set of all triples ⟨P, s, t⟩ such that the vertex s comes before the vertex t
on the directed path P (which is given in pointer notation); this problem is
L-complete [Ete97].
P The complexity class of all problems that can be decided in deterministic
polynomial time.
P(S) The powerset of S, i.e., {T | T ⊆ S}.
PathCenter The set of all pairs ⟨P, c⟩ such that the vertex c is the center of the undi-
rected path P; this problem is L-complete under first-order translations by
Lemma 2.8.1.
SPP The complexity class of all problems for which a nondeterministic Turing
machine exists that has equally many accepting and rejecting computations
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for negative instances, and two more accepting than rejecting for positive
instances.
StUL The complexity class of all problems that are accepted by an NL machine that
has a unique accepting configuration and at most one path of computation
between any two configurations.
supp(H) The support of the hypergraph H, i.e., ⋃A∈H A.





boolean circuits with unbounded fanin threshold, and, or,
and not gates.
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