Background {#Sec1}
==========

Understanding the population genetic basis of local adaptation is one of the principal goals of evolutionary biology. Historically, theoretical models of adaptation have focused on selection on one or a few genetic loci and populations that are mutationally limited. Under these assumptions, a typical adaptive walk is a long process characterized by successive fixations of large effect alleles that arise via mutation after the onset of selection \[[@CR1]\]. Fixation of each adaptive allele leads to a strong selective signature among genomic variants in linkage disequilibrium with the causative mutation, producing a "hard sweep" \[[@CR2]\]. This model has provided a detailed set of predictions that form the basis of many empirical tests for selection \[[@CR3], [@CR4]\] and has been supported by population genetic examinations of candidate genes, where the genotype to phenotype map for known adaptive traits is well characterized \[[@CR5], [@CR6]\].

While this standard hard sweep model is often invoked to explain the genetic basis of adaptation among species that diverged millions of generations ago or populations that diverged thousands of generations ago, many of the most salient evolutionary questions today, and perhaps historically, occur on much more rapid time scales, e.g. adaptation to novel environments during species introductions \[[@CR7]\] and in spatially restricted populations coping with global climate change \[[@CR8]\]. Examples of rapid phenotypic evolution abound in both the laboratory and in nature and can occur over time scales as short as tens of generations \[[@CR9]\]. Hard sweeps are unlikely to drive these rapid phenotypic shifts because there is insufficient time to overcome the lag period in the standard model; in this standard model, adaptation requires an adaptive mutation to appear and reach high enough frequency to escape stochastic loss. Instead of proceeding via hard sweeps, rapid evolution is proposed to proceed by either soft-sweeps or polygenic adaptation. Under the soft sweep model, selection sweeps adaptive alleles to high frequency, but these alleles are borne on multiple haplotypes, either because they arise independently or they are present in the standing genetic variation long enough to become unlinked from nearby variation \[[@CR10], [@CR11]\]. In the latter case, soft sweeps can facilitate rapid evolution because selection can act on alleles already segregating at moderate frequency at the onset of selection \[[@CR12]\], avoiding the aforementioned lag period.

Soft sweeps appear to have driven local adaptation in a number of empirical examinations \[[@CR13]--[@CR16]\]. Yet, the traits under selection in such studies often demonstrate a simple, oligogenic genetic architecture. In contrast, natural selection is expected to operate primarily on highly integrated, complex performance traits \[[@CR17]\] that are characterized by highly polygenic genetic architectures \[[@CR18]\], i.e. quantitative traits. In the case of quantitative traits, genetic architecture may be so diffuse as to approximate Fisher's infinitesimal model, which assumes an infinite number of loci each with an infinitely small effect \[[@CR19]\], and polygenic adaptation may play an important role \[[@CR20]\]. Multilocus simulations suggest that although sweeps at a minority of loci are possible, polygenic genetic architectures reduce the number of adaptive fixations that contribute to adaptation and that phenotypic evolution can proceed extremely rapidly via minor changes in allele frequency changes at many loci \[[@CR21]--[@CR23]\].

In the case of local adaptation, these predictions regarding the nature of adaptive genetic variants are additionally complicated by the influence of gene flow \[[@CR24]\]. Gene flow can swamp locally advantageous alleles, leading to a bias towards large effect alleles that are more resistant to swamping \[[@CR24]\], or tight linkage among multiple small effect loci that segregate in the populations as de facto large effect alleles \[[@CR25]\]. This influence of gene flow leads to a tendency against small allele frequency changes at many loci and towards sweep scenarios, where adaptive allele frequencies vary greatly across populations \[[@CR26]\]. Despite this predicted tendency for gene flow to bias the evolution of quantitative traits towards sweeps of large effect alleles, polygenic adaptation may play a significant role in the short run, because it takes time for "supergene" structural variants or similar effects to establish, e.g. \[[@CR27], [@CR28]\], or variants in low recombination areas of the genome that protect genomic regions containing adaptive variants from gene flow, e.g. \[[@CR29]\], to enter the population and increase in frequency \[[@CR30]\].

In this investigation, we seek to test these predictions regarding the nature of genetic variants contributing to rapid local adaptation in populations of the estuarine fish *Fundulus heteroclitus* exposed to the thermal effluents of coastal power stations. We sampled *F. heteroclitus* populations near the effluents of two power stations: Oyster Creek nuclear generating station in New Jersey and Brayton Point generating station in Massachusetts. Thermal effluents produced by coastal power stations provide a recent source of environmental variation that is both localized and well quantified. Effluents from both power plants have produced significant thermal impacts since the beginning of their operation in the late 1960s. The Oyster Creek thermal effluent is discharged along a modified river for approximately 3 km into the intracoastal Barnegat Bay. Temperatures range from 10 to 13 °C above ambient at the discharge site and 4--5 °C above ambient where Oyster Creek joins Barnegat Bay. Beyond this point, the effluent's thermal influence is limited to a \~ 2 km radius from the mouth of Oyster Creek \[[@CR31]\]. Documented ecological impacts of thermal input at Oyster Creek include maintenance of non-native, warm-adapted species not found elsewhere in the region \[[@CR32]\] as well as decreased growth rates and failed spawning events in benthic molluscs \[[@CR31]\]. At Brayton Point, effluent is released into the surrounding estuary, Mount Hope Bay, at 7--16 °C above ambient temperatures. This effluent leads to \~ 1 °C temperature anomaly throughout Mount Hope Bay \[[@CR33]\], but has varied thermal impacts on smaller spatial scales due to incomplete mixing and advection of the thermal plume \[[@CR34]\]. There are few predicted ecological impacts of the thermal effluent at Brayton Point \[[@CR35], [@CR36]\], although increased temperature may interact with other anthropogenic stressors in this region \[[@CR37]\].

Power station thermal effects lead to thermal adaptation among exposed populations. Indeed, comparisons of natural populations living in or near thermal effluents have traditionally been used to parse adaptive genetic variation from neutral genetic variation. Allelic selection among electrophoretic variants of candidate loci is frequently reported in populations exposed to thermal effluents \[[@CR38]--[@CR40]\]. In *F. heteroclitus*, a northern thermal effluent population has allele frequencies more similar to distant, warm-adapted southern populations than more closely-related northern populations at several allozyme loci \[[@CR41]\]. Selection due to thermal effluents can also elicit rapid phenotypic evolution. Largemouth bass (*Micropterus salmoides*) living in effluent ponds demonstrate increased frequency of more thermally stable isozymes after fifteen generations, and allele frequencies at these loci return to ancestral levels after just ten \[[@CR42]\].

While the genetic architecture of thermal adaptation is not well known \[[@CR43]\], we expect thermal adaptation to have a highly polygenic basis, in contrast with other recent population genomic studies of rapid evolution, such as rapid evolution of resistance to pesticides. Selection in response to a single or related chemicals is often mediated through a single pathway or even a single genetic locus \[[@CR44]--[@CR46]\], and this specificity lends itself to a narrow genomic basis of adaptation \[[@CR47]\]. Temperature broadly impacts all physiological systems through its effects on biochemical reaction rates and biomolecular structures \[[@CR48], [@CR49]\]. Additionally, thermal variation has indirect impacts mediated through more complex ecological changes, e.g. species interactions \[[@CR50]\], further increasing the number of genetic variants that might contribute to fitness in an altered thermal environment. Accordingly, rapid thermal adaptation is likely to have a different genomic basis than other well-understood examples of rapid evolution because the selection target is expected to be so broad.

Our investigation extends early allozyme data by directly examining variation at thousands of genotyping-by-sequencing derived genetic markers. We provide population genomic, functional genomic and phenotypic evidence suggestive of adaptation in natural *Fundulus heteroclitus* populations exposed to thermal effluents. We then consider the genomic variation near candidate adaptive loci in light of recent theory regarding the nature of genetic variants contributing to local adaptation. Specifically, our data sheds light on the nature of adaptive variants when (i) selection is very recent, (ii) the selective environment is spatially restricted with respect to the extent of historical gene flow among populations, (iii) the effective population size is large, and (iv) the traits under selection are likely to have a highly polygenic basis. Under these restrictions we do not expect hard sweeps to play a significant role, and theory suggests that adaptation might occur via soft sweeps or polygenic adaptation.

Results {#Sec2}
=======

Samples and filtering {#Sec3}
---------------------

After filtering on the basis of depth, missingness, minor allele frequency and Hardy-Weinberg equilibrium our final single nucleotide polymorphism (SNP) dataset consisted of 5449 SNPs among 239 individuals from six populations. *F. heteroclitus* populations were sampled in two "triads" \[[@CR51]\], each consisting of a single thermal effluent (TE) site bordered on either side along the coast by a reference site (Fig. [1](#Fig1){ref-type="fig"}). The two TE populations are Oyster Creek and Brayton Point (Table [1](#Tab1){ref-type="table"}). Mean read depth per SNP per individual was 26.29 ± 0.43 for the full SNP dataset (Additional file [1](#MOESM1){ref-type="media"}: Figure S1).Fig. 1Sampling locations and triad design. Each thermal effluent population (red markers) is surrounded by two reference populations (blue markers). The northern triad (**a**) is the Brayton Point generating station population and its references. The southern triad (**b**) consists of the Oyster Creek nuclear generating station population and its references. Map data are drawn from US Department of Census and visualized using the *maps* package in RTable 1Pairwise estimates of nucleotide diversity and population differentiation among experimental populationsNRBOCMgSRBPHBRB40**0.1518**0.00950.00810.10890.12560.1107OC360.1198**0.0973**0.01040.1070.12610.1095Mg370.14830.1184**0.1479**0.08910.10630.0908SR410.14020.11110.1353**0.1055**0.02520.0318BP470.14180.11250.13670.1048**0.1026**0.0272HB380.1380.10930.13310.10480.1028**0.1015**Values above the diagonal are mean pairwise F~ST~ values across all 5.4 k SNPs. Values along the diagonal (bold) are mean nucleotide diversity (π) within populations. Values below the diagonal are mean proportion of pairwise differences (π). Population abbreviations: Oyster Creek Triad (Southern Reference -- Rutgers Basin (RB), TE Population -- Oyster Creek Generating Station (OC), Northern Reference -- Mantoloking, New Jersey (Mg)) Brayton Point Triad (Southern Reference -- Succotash Marsh, Matunuck, Rhode Island (SR), TE Population -- Brayton Point Generating Station (BP), Northern Reference -- Horseneck Beach, Massachusetts (HB)). N: number of individuals in final SNP dataset

Genome-wide diversity estimates and neutral population genetic structure {#Sec4}
------------------------------------------------------------------------

We identified substantial genetic diversity both within and among populations (Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}). Mean estimated pairwise F~ST~ values using the full SNP dataset ranged from 0.008--0.126 across the populations. Mean genetic diversity (π) estimates ranged from 0.103--0.148 among populations and 0.097--0.152 within each population (Table [1](#Tab1){ref-type="table"}). Note, however, that these π estimates are inflated relative to true genome-wide averages because they are calculated using only SNPs from polymorphic sequence tags used to generate our SNP dataset, instead these data should be used to compare among populations in this study.Table 2AMOVA ResultsVariance Componentdf% variationΦ StatisticPAmong triads19.59Φ~CT~ = 0.09593*p* = 0.099Among populations within triads40.69Φ~SC~ = 0.00762\**p* \< 0.00001Among individuals within populations47289.72Φ~ST~ = 0.10282\*p \< 0.00001Total477

Analysis of molecular variance (AMOVA) on the full SNP dataset partitioned 9.6% of the total genotypic variation to differences among triads, 0.7% among populations within a triad and the remainder (89.7%) within each population. The variance component among triads in the AMOVA was not significant while the other variance components were significant, suggesting that although the portion of genetic variation among triads is large, much of this variation is attributable to among populations structure; i.e.*,* the larger grouping (triads) is an artificial product of the hierarchical population sampling we employed. AMOVA conducted on a "neutral" SNP dataset that excluded outliers from any pairwise comparison within a triad produced qualitatively similar results, with the exception that the extent of among triad variation was reduced (Additional file [2](#MOESM2){ref-type="media"}: Table S1).

We examined populations within each triad for isolation by distance (IBD) using Mantel Tests (Fig. [2](#Fig2){ref-type="fig"}) \[[@CR52]\]. While there is significant IBD across all populations among triads (*p* \< 0.01, Mantel test of pairwise F~ST~ based on all loci vs. pairwise geographic distance, 9999 simulations), neither triad showed significant IBD among its populations (Mantel test, *p* \> 0.5, 9999 simulations), nor is there a trend towards IBD using genome wide F~ST~ (Fig. [2](#Fig2){ref-type="fig"}). Therefore, the demographic assumptions inherent to outlier analyses are strongly violated when comparisons drawn across triads but valid within triads.Fig. 2Isolation by distance. Geographic distance along the coast vs. genetic distance as estimated by mean genome-wide F~ST~ value for comparisons within the Brayton Point (BP, filled circles) and Oyster Creek (OC, filled triangles) triads and comparisons between triads (open diamonds). There is significant isolation by distance for all comparisons (p \< 0.01, Mantel test, 9999 simulations), but not within triads (*p* \> 0.5, Mantel test, 9999 simulations)

STRUCTURE identified no genetic substructure within a triad when all 5449 SNPs were used, i.e. best *k* was 1. Similarly, no structure was observed when using a putatively neutral set of SNPs created by excluding outliers. STRUCTURE detected population structure within the Brayton Point triad after thinning the full dataset for SNPs in linkage disquilibrium (r^2^ \> 0.5) (Additional file [3](#MOESM3){ref-type="media"}: Figure S8). The best K was 3, with each population dominated by a single ancestry cluster (Additional file [4](#MOESM4){ref-type="media"}: Figure S3). No similar sensitivity to linked SNPs was found in the Oyster Creek triad. Best k was 1 and there was no large difference in cluster membership among the three populations (Additional file [4](#MOESM4){ref-type="media"}: Figure S3).

Outlier analyses and candidate loci {#Sec5}
-----------------------------------

To distinguish loci that have neutral divergence patterns from loci that may be evolving by natural selection among populations within a triad, we conducted outlier analyses using the FDIST2 algorithm implemented in Lositan \[[@CR53]\]. An outlier analysis uses empirical data to simulate a neutral distribution of F~ST~ values for a given level of expected heterozygosity. SNPs with F~ST~ values that significantly exceed the simulated distribution with a modified FDR of 5% \[[@CR54], [@CR55]\] were considered outliers. The numbers of significant outliers in any single pairwise comparison among populations ranged from 3.2 to 5.7% of the total SNPs (Fig. [3](#Fig3){ref-type="fig"}) and were distributed across the observed heterozygosity range (Additional file [5](#MOESM5){ref-type="media"}: Figure S2). Within the Oyster Creek triad, 624 SNPs were identified as outlier loci in any of the three pairwise comparisons; 619 were identified in the Brayton Point triad (Fig. [3](#Fig3){ref-type="fig"}).Fig. 3Candidates. Number of significant outliers in pairwise comparisons of thermal effluent (TE) populations vs. reference populations (red circles) and pairwise comparisons of reference vs. reference populations (blue circles) for (**a**) the Brayton Point (BP) and (**b**) the Oyster Creek (OC) (**b**) triads. Candidate loci for each triad ('candidate') are those that are significant outliers in both TE vs. reference comparisons (red circles), but not in the reference vs. reference comparison (blue)

We identified potentially adaptive SNPs among these outliers using the triad experimental design. Specifically, we refer to SNPs that were identified as outliers in both pairwise comparisons of TE vs. reference populations, but not in the reference vs. reference comparison as candidate loci (see Fig. [3](#Fig3){ref-type="fig"}) \[[@CR51]\] -- see [Discussion](#Sec14){ref-type="sec"} for details about this evolutionary inference. This approach revealed 94 candidate loci in the Oyster Creek TE population and 36 candidate loci in the Brayton Point TE population where population differentiation may be due to selection unique to the effluent site. The candidate loci for each triad are significantly enriched for SNPs with reduced nucleotide diversity (θ~π~) and Tajima's D (Table [3](#Tab3){ref-type="table"}).Table 3Nucleotide Diversity and Allele Frequency Spectrum at Candidate Loci vs. Genome-wideTriadSNP setθ~π~Tajima's DBrayton PointCandidate Loci\
All Loci0.0524\*\*\*\
0.0873−0.831\*\*\*\*\
− 0.599Oyster CreekCandidate Loci\
All Loci0.0693\*\*\*\*\
0.1262−0.769\*\*\*\*\
− 0.431Median values of within triad pairwise nucleotide divergence (θ~π~), and Tajima's D for the triad candidate SNPs vs all SNPs. Asterisks denote significance level of one-tailed Wilcoxon rank sum test (\*: *p* \< 0.05, \*\*: *p* \< 0.01, \*\*\*: *p* \< 0.001, \*\*\*\*: *p* \< 0.0001)

Inferring selection from population genetic structure {#Sec6}
-----------------------------------------------------

Genetic structure potentially resulting from varying selection among populations within a triad was inferred using two methods: a model-based Bayesian approach (STRUCTURE) using the most differentiated loci and a non-model-based multivariate approach (discriminant analysis of principal components (DAPC)) using the full SNP dataset (Fig. [4](#Fig4){ref-type="fig"}, Additional file [4](#MOESM4){ref-type="media"}: Figure S3). Given a number of ancestral populations or genetic clusters (*k*), STRUCTURE estimates the probability that an individual derives its ancestry from a particular genetic cluster at the loci provided. DAPC maximizes among population differences while minimizing within group variation by combining principal components of genetic variation.Fig. 4Population genetic structure within triads. STRUCTURE plots for Oyster Creek (**a**) and Brayton Point (**b**) triads based on data from the most differentiated loci (all pairwise outliers within a triad). Each individual is represented with a radial line that is partitioned into colors according to modeled admixture proportions for *k* ancestral populations. Results for *k =* 2--4 are presented with best *k* denoted by an asterisk. DAPC plots for Oyster Creek (**c**) and Brayton Point (**d**) triads using the full SNP dataset. Each individual's position along the first two principal components (discriminant functions) is shown with a point, with populations identified by color. The relative eigenvalues of the first (horizontal) and second (vertical) principal components are shown in the bar plot at the bottom right of each figure

### Structure {#Sec7}

First, we ran STRUCTURE using only SNPs that demonstrated significant differentiation among populations. This STRUCTURE analysis used the union of outlier SNPs from all three pairwise comparisons within a triad (624 SNPs for the Oyster Creek triad and 619 for the Brayton Point triad) at a range of putative population clusters between 1 and 6. Thus these results do not reflect population genetic structure genome-wide (see above for these results); rather they reflect differences among the populations at the most differentiated loci. These STRUCTURE analyses produced different results between the two triads. For the Oyster Creek triad, *K* = 2 captured most of the structure among the populations at the most differentiated loci (Fig. [4](#Fig4){ref-type="fig"}a, see [methods](#Sec23){ref-type="sec"} for details). Using two population clusters, the two reference populations group with one another, separate from the TE population. While there are admixed individuals in all populations, the two reference populations were dominated by a single cluster while the TE population was dominated by a second cluster. Group membership in the first cluster was 75 and 68% for the two reference populations and 5% for Oyster Creek (TE). Results at increasing *K* values are qualitatively similar; the identity of a population as reference or effluent-affected predicts the major inferred ancestry cluster among the Oyster Creek triad populations. For the Brayton Point triad, *K* = 3 explains most of the structure among populations (Fig. [4](#Fig4){ref-type="fig"}b, see [methods](#Sec23){ref-type="sec"} for details). At *K* = 3, each population is dominated by its own cluster, such that each population is unique. These results are robust to linkage disequilibrium (LD) among differentiated SNPs. Submitting an LD-thinned set of outlier SNPs to STRUCTURE produces qualitatively similar results (Additional file [6](#MOESM6){ref-type="media"}: Figure S9).

For both the Oyster Creek and Brayton Point triads we conducted an additional analysis. The most differentiated loci among populations within a triad are not representative of the genome-wide site frequency spectrum. Pairwise outliers are enriched for among loci with lower minor allele frequency (one tailed Wilcoxon rank sum test *p* = 0.038, and *p* = 2.2 × 10^− 16^, for BP and OC respectively). To investigate the possibility that the population genetic structure described above varies from structure at loci in the neutral SNP dataset because of differences in site frequency spectrum rather than high differentiation, e.g. STRUCTURE is more sensitive when using more or less common alleles, we bootstrap sampled the neutral dataset to match the outlier dataset analyzed above with respect to minor allele frequency. This site frequency spectrum matched neutral dataset did not demonstrate any evidence of structure within a triad suggesting that the structure identified using differentiated loci is not an artifact arising from the use of STRUCTURE on datasets that varied in their site frequency spectra.

### Discriminant analysis of principal components {#Sec8}

We also conducted discriminant analysis of principal components (DAPC) for the triads \[[@CR56]\]. In contrast to the STRUCTURE results, DAPC performed on the full SNP dataset identified similar patterns of population structure for both triads. The first discriminant function in DAPC represents the major axis of genetic structure among populations. The three populations were distributed along this primary axis of genetic variation in a pattern consistent spatial autocorrelation; the TE population is intermediate to the two references (Fig. [4](#Fig4){ref-type="fig"}d). The second major axis of genetic variation used to discriminate between the populations explained less variation (eigenvalues Brayton Point: 297.8 vs. 169.6; eigenvalues Oyster Creek: 84.4 vs. 51.2) and revealed a population genetic structure pattern that is not consistent with their geographic distribution. Along the second major axis of genetic variation the two reference populations demonstrated substantial overlap while the TE population is distinct. Thus, for both triads the second major axis of genetic differences among populations for all 5449 loci in the SNP dataset does not fit the neutral expectation: the two reference populations are more similar to each other than either is to the TE population.

### Environmental association - redundancy analysis {#Sec9}

Finally, we used two multivariate approaches, redundancy analysis (RDA) and partial redundancy analysis (pRDA) \[[@CR57]\] to examine the extent to which spatial variables and the presence of effluents could be used to explain patterns in the genetic variation among populations (Table [4](#Tab4){ref-type="table"}). For Oyster Creek, the first 51 principal components of account for 53% of the total genetic variation. Only the first distance based Moran's eigenvector map (dbMEM) had significant Moran's I. The RDA was significant (*p* = 0.001, 1000 permutations). Variance partitioning revealed that 0.51% of the total genetic variation was attributable to spatial variation alone (27.9% of F~ST~), 0.49% attributable to effluents (26.8% of F~ST~) and no variation explained jointly (Table [4](#Tab4){ref-type="table"}). The total constrained variance accounted for 54.6% of F~ST~. pRDA demonstrated that effluents and spatial distance each significantly explained genetic variation once controlling for the other (*p* = 0.001, 1000 permutations) (Table [4](#Tab4){ref-type="table"}).Table 4RDA results for both triads considered jointly and each triad separatelyDatasetPercent Total Constrained VarianceF~ST~ ExplainedExplanatory VariablesPVEF~ST~ Explained per variableBoth Triads0.77%6.5%dbMEM-1\*\*\*0.40%3.4%Effluents\*\*\*0.36%3.1%Oyster Creek0.99%54.6%dbMEM-1\*\*\*0.51%27.9%Effluents\*\*\*0.49%26.8%Brayton Point1.73%27.3%dbMEM-1\*\*\*0.86%13.5%Effluents\*\*\*0.89%13.9%Asterisks denote significance of the variable in pRDA after conditioning the genetic data on all other variables, PTCV is percent total constrained variance among the major principal components of genetic variation for the full model, F~ST~ explained is the portion of among population genetic differentiation (F~ST~) explained by the total constrained variance weighted by the variance retained in the major principal components of genetic variation, PVE is percent of variance that is explained by each of the explanatory variable according to variance partitioning. Significant explanatory variables are indicated with the following symbols: \*\*\**P* = 0.001

For Brayton Point the first 55 principal components of account for 44% of the total genetic variation. Only the first dbMEM had significant Moran's I. The RDA was significant (*p* = 0.001, 1000 permutations) with 0.86% of the genetic variation attributable to spatial variation alone (13.5% of F~ST~), 0.89% attributable to effluents (13.9% of F~ST~) and no variation explained jointly (Table [4](#Tab4){ref-type="table"}). The total constrained variance accounted for 27.3% of F~ST~. pRDA demonstrated that effluents and spatial distance each significantly explained genetic variation once controlling for the other (*p* = 0.001, 1000 permutations) (Table [4](#Tab4){ref-type="table"}).

Putatively adaptive allele frequency changes are small {#Sec10}
------------------------------------------------------

We examined the distribution of all allele frequency differences between reference and TE populations (Fig. [5](#Fig5){ref-type="fig"}a and b). Major allele frequencies are similar for both TE and reference populations (Fig. [5](#Fig5){ref-type="fig"}). There were no fixed differences between populations. In fact, all alleles at fixation in any one population were the major allele overall, both within and among the two triads. For each TE population and its two references, change in allele frequencies for all SNPs have a maximum of 33% change for Oyster Creek and a maximum of 45% for Brayton Point. At the majority of loci (90%), allele frequency differences are less than 10% between the Oyster Creek TE population and the mean of both Oyster Creek reference populations. Similarly, 92% of loci have less than 10% allele frequency differences for the same comparison in the Brayton Point triad.Fig. 5Allele Frequency Change Histograms. Allele frequency of the global major allele (of all 6 populations) in TE populations vs. the mean of both reference populations for all 5449 SNPs for the Oyster Creek triad (**a**) and the Brayton Point triad (**b**). The same for only the 94 candidate loci in Oyster Creek (**c**) and the 36 candidate loci in Brayton Point (**d**)

For the candidate loci, the allele frequencies changes are also small. Among candidate loci, the maximum allele frequency change is 8% between the TE population and both reference populations for both the Oyster Creek and the Brayton Point triads (Fig. [5](#Fig5){ref-type="fig"}c and d). Putatively adaptive alleles (those favored in the effluent population) are rarely private alleles globally because most are the major allele overall, or the adaptive minor allele in the TE population is observed as the minor allele in the other triad.

No extended blocks of elevated F~ST~ or LD around candidates {#Sec11}
------------------------------------------------------------

We examined the decay of mean pairwise F~ST~ values of effluent vs. reference comparisons for SNPs on the same genomic scaffold as candidate loci (Fig. [6](#Fig6){ref-type="fig"}, Additional file [7](#MOESM7){ref-type="media"}: Figure S5). The genomic regions with elevated F~ST~ values surrounding candidate loci are exceptionally small: \< 30 bp. That is, the loess smoothed mean F~ST~ values of SNPs near candidates become indistinguishable from genome-wide mean F~ST~ after \~ 30 bp, for the Oyster Creek triad (Fig. [6](#Fig6){ref-type="fig"}a). For Brayton Point, elevated F~ST~ value regions near candidates are smaller; they are indistinguishable from genome-wide mean F~ST~ after \~ 18 bp (Fig. [6](#Fig6){ref-type="fig"}b). The extent of differentiation near candidate SNPs is also more similar to the genome-wide average for Brayton Point; these populations are more differentiated from each other on average across the genome (Table [1](#Tab1){ref-type="table"}), but there is not a correspondingly large increase in the F~ST~ values reached by outliers.Fig. 6Decay of F~ST~ and LD near candidate SNPs. **a** and **b** Mean reference vs. effluent F~ST~ values at SNPs physically near candidate SNPs for the Oyster Creek triad (**a**) and Brayton Point triad (**b**). Distance is presented in base pairs from candidate SNP, smoothing line (red) is the Loess-smoothed mean F~ST~ value with 95% confidence intervals, dashed line is the mean genome-wide F~ST~ value estimate (dashed black line) for both reference vs effluent comparisons within the triad, red SNPs are other candidate loci. **c** Decay of linkage disequilibrium (r^2^): R^2^ among single SNP pairs, with loess smoothing line for SNP pairs that contain a candidate (red) and those that do not (black)

Decay of linkage disequilibrium (R^2^) among all SNPs occurred on a similar spatial scale to the decay in F~ST~values for both triads, with smooth mean R^2^ falling to 50% of its maximum within \~ 30 bp (Fig. [6](#Fig6){ref-type="fig"}c, Additional file [8](#MOESM8){ref-type="media"}: Figure S4). The distance over which LD between pairs of SNPs decays to background levels is similar regardless of whether they contained a candidate, although LD was stronger in the vicinity of candidates than non-candidates at shorter distances (less than \~ 50 bp). Furthermore, no SNP was in significant LD (BY-FDR \< 0.1) with a candidate at a distance greater than 1 kb.

While data at longer distances are sparse compared to data within about twice the distance of the sequence tags used to generate our dataset (128 bp), we also conducted a similar analysis at larger genomic scales (Additional file [7](#MOESM7){ref-type="media"}: Figure S5). We found no evidence of islands of elevated F~ST~ values at scales beyond 50 bp. Beyond 50 bp and up to 1 megabase from candidate loci, the 95% confidence interval of the smoothed mean F~ST~ value remains below the genome-wide mean level of differentiation between each of the two pairs of effluent vs. reference comparisons within the triad.

Annotation term enrichment {#Sec12}
--------------------------

We conducted a enrichment analysis of annotation terms to assess whether loci identified as candidates may have roles in biological pathways or processes that are canonically involved in thermal adaptation (Additional file [9](#MOESM9){ref-type="media"}: Table S2). Approximately half of sequence tags with adaptive SNPs mapped with genes in the DAVID database: 42 of 94 candidates for Oyster Creek map to the database and 21 of 36 for Brayton Point. One cluster of similar functional annotation terms was significantly enriched (EASE score \> 1.3) in each triad: GTPase regulator activity in Brayton Point and protein complex assembly in Oyster Creek. However, several gene annotation clusters are enriched at lower EASE scores (0.5--1.2) and are salient because of their association with thermal adaptation. Functional annotation clusters for synaptic transmission and neuronal morphogenesis are enriched in both triads.

Critical thermal maximum {#Sec13}
------------------------

To assess whether exposure to thermal effluents has led to an increase in thermal tolerance, we measured critical thermal maxima (CT~max~) in *F. heteroclitus* collected from Oyster Creek and its northern reference population after acclimation to laboratory conditions. Oyster Creek individuals demonstrated a significant, but minor increase in thermal tolerance relative to the northern reference population (ANOVA, *p* = 0.0483, *N* = 98). The critical thermal maximum for Oyster Creek was 39.7 ± 0.07 °C (mean ± s.e.) while the critical thermal maximum for the northern reference was 39.5 ± 0.07. °C. These differences correspond to a P~ST~ (phenotypic divergence in a trait across populations) value of 0.67, which exceeds F~ST~ among these populations (F~ST~ = 0.01), suggesting that selection may drive this difference in thermal tolerance. However, divergence in genetic architecture and narrow-sense heritability for this trait may also drive the observed divergence. To examine the robustness of the P~ST~-F~ST~ comparison to these effects, we bootstrapped sampled the data according to \[[@CR58]\]. This analysis suggests divergence in the trait values exceeds expected divergence under genetic drift given the extent of genetic differentiation among these populations (Additional file [10](#MOESM10){ref-type="media"}: Figure S7).

Discussion {#Sec14}
==========

Much of our theoretical understanding of adaptive evolution assumes a new mutation that rises to fixation quickly after the onset of selection \[[@CR1]\]. Yet, much of adaptive evolution may involve neither new alleles, nor fixation of a single allele \[[@CR20]\]. This latter scenario is particularly likely in natural populations with large effective population sizes, when selection is recent and the selection target is highly polygenic \[[@CR10], [@CR59]\]. Rapid evolution of whole organism performance is particularly salient to concerns regarding populations' abilities to cope with rapidly changing environmental conditions. To characterize the genomic signature of rapid adaptation, we analyze changes in allele frequencies associated with recent thermal adaptation in two sets (triads) of populations. First, we examine demographic relationships among our sampled populations to understand the impacts of neutral processes on allele frequency differences within a triad. Then we establish that allele frequencies at a subset of the most differentiated loci within a triad do not follow a pattern parsimoniously explained by demographic processes, suggesting that selection unique to the thermal effluent environment may drive the differentiation at some loci. We then identify candidate loci using our triad experimental design in conjunction with an outlier analysis and further assessed that these candidate loci may be subject to selection through enrichment analysis of gene annotation terms and an examination of nucleotide diversity. Finally, we describe the signature of this putative selection on linked genetic variation near the candidate loci.

Evidence of recent selection in response to thermal effluents {#Sec15}
-------------------------------------------------------------

### Population genetic structure {#Sec16}

Using STRUCTURE on both the full SNP dataset and a set of putatively neutral SNPs, we find no evidence of strong population genetic structure in either triad, mean F~ST~ within a triad is very low and there is no significant pattern of isolation-by-distance at this genome-wide view. Yet several lines of evidence reduce our confidence in this conclusion: the Mantel tests used to test for IBD within a triad have limited power owing to the small size of the matrices \[[@CR60]\], STRUCTURE is relatively poor at revealing structure at very low levels of differentiation \[[@CR61]\], after removing correlated SNPs, STRUCTURE resolves each of teh Brayton Point triad populations into their own clusters, the AMOVA reveals significant among population variation within triads and the RDA demonstrates that spatial autocorrelation contributes significantly to a small portion of genetic variation within a triad. Taken together, these results suggest that for most loci, historic gene flow among our sampling locales should limit the extent of allele frequencies variation among populations within a triad. However, at the most differentiated loci, we expect a different pattern. In our sampling design, each effluent-affected population is flanked by two reference populations. For genomic regions subjected to only neutral or demographic forces, the expectation is that the two reference populations will demonstrate greater allele frequency differences than between a reference population and the intermediately located TE population. Patterns of genetic variation where the two more distantly located reference populations are more similar to each other than either is to the TE population are difficult to account for under neutral scenarios and may be due to selection unique to the TE population \[[@CR51]\]. While we attribute these non-neutral patterns of divergence between TE and both reference populations to the temperature changes near the thermal effluents, other environmental or ecological factors could also be important.

We evaluate the neutral assumption of population genetic structure using three approaches. First, we utilize a model-based Bayesian approach (STRUCTURE) applied to the loci identified as outliers in any one of the pairwise comparisons within a triad. Thus we use the most differentiated loci to reveal subtle population genetic structure at loci whose differentiation is potentially influenced by selection \[[@CR62]\]. Such an approach is frequently used to describe population structure when differentiation at most markers is low, but selection maintains differentiation at a subset a loci \[[@CR63]--[@CR65]\], despite violation of some model assumptions. To complement these results, we conduct two multivariate analyses on the full SNP datatset: a discrimination analysis (DAPC) \[[@CR56]\] that maximizes the weighting of allele frequencies among principal components of genetic variation to describe differences among populations and redundancy analysis (RDA) to characterize differences among populations along orthogonal principal components of genetic variation and to examine the extent to which spatial autocorrelation and/or the presence of effluents significantly contributes to patterns of genetic variation among populations.

For the Oyster Creek triad there are two genetic clusters among outliers inferred by STRUCTURE. Individuals from the two reference populations primarily derive their ancestry at the most differentiated loci from one cluster, while the TE population is dominated by a second cluster. This pattern is consistent across the range of ancestral genetic clusters that we model and leads us to reject the neutral hypothesis for genetic variation among the most differentiated loci. The DAPC analyses support this finding. The second axis in DAPC using the full SNP dataset indicates a non-neutral pattern where the TE population is distinct from both reference populations with little distinction between the two reference populations. This divergence in the TE population in the second axis is different from the primary axis of genetic variation that follows a neutral pattern, where the position along the genetic axis of a population correlates with its geographic distribution. These patterns among all SNPS are expected if selection is occurring at the effluent site; we expect a mosaic of historic evolutionary forces to drive the differences observed among SNPs randomly sampled along the genome, with older, neutral forces shaping the majority of variation, but recent selection unique to the effluent site driving differentiation at some loci in the standing genetic variation.

In the Brayton Point triad, populations are more strongly differentiated (F~ST~ values \~ 0.03) than the Oyster Creek triad (F~ST~ values \~ 0.01), and STRUCTURE analysis using the most differentiated loci suggests that each population is unique. When we examine all loci for the Brayton Point triad using DAPC, however, we find a similar pattern as in the Oyster Creek triad. The major axis of genetic variation separates each of the populations in a pattern consistent with its geographic position, but the two reference populations are more similar to each other along the second major axis of genetic variation than either is to the TE population. In both the Oyster Creek triad and Brayton Point triad, the second largest component of genetic variation among the populations occurs in a pattern that is not consistent with neutral evolution. Therefore, we interpret the DAPC results as evidence of selection in both TE populations but caution that the STRUCTURE results do not corroborate this interpretation for Brayton Point where population differentiation is stronger.

To further examine the possibility that genetic variation within a triad is explained by both demography and the presence of effluents, we conducted three sets of partial RDAs: a set of global RDAs using both triads and a set of RDAs within each triad. Permutation of the genetic data in the RDA using data from both triads demonstrates that both spatial autocorrelation and effluents significantly contribute to genetic variation at this spatial scale. This result suggests that both effluent driven selection and isolation by distance influence allele frequencies to some extent. Yet, the model at the global spatial scale appears to underfit the genetic data. The portion of genetic data constrained by the model is much less than the variation among populations revealed by the AMOVA and average genome-wide divergence estimated by F~ST~. One possible explanation of this underfitting is non-linear relationships between the dbMEMs and historical restrictions of gene flow across the six populations. However, we do not have sufficient spatial sampling density to further examine this hypothesis and instead restrict our discussion to results from the two RDAs within triads.

The results for the RDAs within a triad are similar for both Brayton Point and Oyster Creek. In both triads, effluents and spatial autocorrelation each significantly explain variation in the genetic data once controlling for the other using pRDA, corroborating the findings obtained through STRUCTURE on highly differentiated loci and DAPC on the full SNP dataset. After a pattern of spatial autocorrelation or IBD, effluents explain a portion of the genetic variation among populations. It is important to underscore here that RDA is correlative. RDA finds linear combinations of the explanatory variables that are redundant with, i.e. linearly correlate with, linear combinations of the response variables. Given that the spatial autocorrelation variables should place the effluent triad intermediate to the two reference sites, while the effluent variable separates the effluent site from the two reference sites, the RDA within a triad recapitulates the triad approach used with DAPC and STRUCTURE to identify putatively non-neutral patterns within a triad. RDA reveals whether patterns of genetic variation within a triad conform to the expectation if selection unique to the effluent sites is driving allele frequency variation once we account for demographic patterns. While RDA does not establish a causal link between this potentially adaptive variation and selection, it is a powerful approach because unlike DAPC or STRUCTURE it is (i) capable of determining the portion of overall genetic differentiation potentially explained by demography and selection at the effluent site through variance partitioning and (ii) provides a statistically robust framework to infer whether these patterns might arise by chance alone.

### Oyster Creek critical thermal maxima {#Sec17}

Although the three populations within the Oyster Creek triad demonstrate little genetic divergence, critical thermal maximum (CT~max~) of individuals from the effluent impacted habitat was significantly higher than that of individuals from the northern reference population. Assuming a correlation between CTmax performance in the laboratory and thermal tolerance in the wild, these data suggest that Oyster Creek individuals are phenotypically adapted to the effluent impacted environment. *F. heteroclitus* populations separated by 1000 s of kilometers demonstrate compensatory variation in CT~max~ (New Hampshire and Georgia populations, \~ 0.6 °C change in thermal tolerance) when individuals are acclimated to similar temperatures as those used in our analysis \[[@CR66]\]. Thus, these results are best interpreted with caution because our nearby southern *F. heteroclitus* population is expected to be marginally more thermally tolerant due to its location \~ 30 km kilometers south along the coast from the reference population. Additionally, our analysis cannot rule out irreversible thermal acclimation or developmental plasticity. Nor did we conduct a similar analysis within the Brayton Point triad, where population genomic evidence of possible selection at the effluent site is weaker. However, it seems unlikely that clinal adaptation would lead to the observed variation between the Oyster Creek TE and the northern reference population, which is only separated by \~ 30 Km, when the magnitude of this difference is approximately one third of the difference among populations separated by thousands of kilometers. Instead, we suggest that the Oyster Creek population difference is more likely due to adaptive genetic or non-reversible plastic responses to the thermal effluent. P~ST~-F~ST~ comparisons support this conclusion. The degree of phenotypic divergence among populations exceeds that expected that might arise solely due to drift given the extent of genome-wide divergence among the populations across a wide parameter space of potentially varying genetic architecture \[[@CR58]\].

Signature of recent selection in response to thermal effluents {#Sec18}
--------------------------------------------------------------

### Candidate loci identification {#Sec19}

Separating true signals of directional selection from the extreme tails of neutral variation is a persistent challenge associated with genomic outlier scans \[[@CR67], [@CR68]\]. Outlier scans suffer from both Type I and II error to varying extents depending on the demographic history of the populations in question. In particular, departures from the island model of migration such as spatial autocorrelation of allele frequencies due to isolation by distance (IBD) or expansion from refugia can lead to high false positive rates \[[@CR68]\]. Within a triad, we do not observe significant IBD using a Mantel test and the degree of differentiation is small, however, the RDA demonstrates that spatial autocorrelation may contribute to differentiation. To more conservatively identify potential adaptive divergence in TE populations, we again utilize the triad sampling design (Fig. [1](#Fig1){ref-type="fig"}). In our analysis we define candidate loci as those that are significant outliers in both TE population versus reference population comparisons but are not outliers between the reference populations. Our definition of candidate loci then combines the typical F~ST~-based outlier approach with additional requirements (Fig. [3](#Fig3){ref-type="fig"}).

To assess whether candidate loci have annotations that provide insights into the genes responsible for thermal adaptation, we conducted an enrichment analysis. Two observations bolster the conclusion that variation at the candidate loci may lead to increased thermal tolerance and strengthen the evidence that the candidates contain loci in linkage disequilibrium with true targets of selection. First, candidate loci are enriched for several annotation terms that are canonically associated with thermal adaptation. For example, immunoglobulin, apoptosis, and plasma membrane structure genes are consistently observed as thermal adaptation targets in fish \[[@CR48], [@CR69]\] and are loci with related annotation terms are enriched among the candidate loci. Second, there is some evidence of adaptive convergence in gene annotation terms that are enriched in both TE populations. Candidate loci from both triads demonstrate non-significant enrichment for annotation terms associated with synaptic transmission and neuronal morphogenesis. Interestingly, these functional annotation clusters shared among triads have typically not been implicated in fish thermal adaptation and highlight the advantage of taking a functionally agnostic approach to investigating thermal adaptation.

Next, we consider variation at and around these candidate loci to examine the genomic signature of recent selection due to thermal effluents. In particular, we address three questions (i) are adaptive shifts in allele frequency between reference and effluent-affected populations large or small, (ii) are adaptive alleles common or rare in the standing genetic variation, and (iii) are candidate loci embedded in extended genomic regions of elevated differentiation and linkage disequilibrium, or are these islands of differentiation near candidate loci limited to the scale of ancestral linkage disequilibrium?

### Examining the signature of putative selection {#Sec20}

In the classical paradigm, adaptation proceeds through selective sweeps that drive an advantageous allele from low to very high frequency. However, evidence from quantitative genetics \[[@CR22], [@CR70], [@CR71]\], population genetics \[[@CR72]--[@CR75]\] and association genetics \[[@CR19], [@CR76], [@CR77]\] suggests that subtle allele frequency shifts across many variants (polygenic adaptation) also play an important role in evolution. On its face, the observation that candidate loci demonstrate only small allele frequency shifts between reference and TE populations suggest that polygenic selection has played a role in this case of recent selection in large natural populations. However, two alternative sweep scenarios may account for the subtle allele frequency differences at candidate loci between effluent and reference populations. First, gene flow from populations under selection may have driven alleles to high frequency in nearby populations where they are in migration-drift equilibrium. In this scenario, a rare allele in the TE population was driven to high frequency due to natural selection since the onset of selection at the effluent site, and introgression of this previously rare allele into the reference populations has altered the reference population allele frequencies. Given the low degree of differentiation, and thus high gene flow within a triad, this scenario may explain the subtle allele frequency shifts; introgression of adaptive alleles from the effluent population should be rapid and homogenize allele frequencies. However, this scenario does not readily account for alleles that are fixed in the reference populations but present at lower frequencies in the TE populations (i.e.*,* directional selection in favor of the triad minor allele). Furthermore, in the minority of cases where the minor allele is putatively advantageous in the TE environment (minor allele has higher frequency in the TE population among 33% of candidate loci), it is rarely a private allele among all six populations in both triads, and is therefore likely available in the standing genetic variation either below our minor allele frequency filtering cutoff, or low enough in frequency that it is not included in our sample by chance, given the only moderate genetic distance between populations in different triads and large population sizes. We conclude that at the majority (98%) of candidate loci, the adaptive allele is likely present in the standing genetic variation, either because it is the major allele overall or it is present at an appreciable frequency in populations with appreciable gene flow (Φ~CT~ = 0.096).

In the second scenario, candidate loci may be in linkage disequilibrium with, but far from, those loci actually driving selection (i.e. the candidate loci are on "soft shoulders") \[[@CR78]\]. Both recombination and mutation during and after a selective sweep can violate the simplifying assumption of a monotonic increase in test statistics as the distance to the locus under selection decreases. This stochasticity can lead to peaks in test statistics that are not centered over the locus under selection, suggesting that our candidate loci may be peaks of F~ST~ embedded in the shoulders surrounding a hard sweep. We expected that if variation at candidate loci is due to a selective sweep, candidates would lie in large regions with elevated F~ST~ values due to the fixation of rare haplotypes bearing the adaptive allele, and that LD would be high along these regions \[[@CR79]\]. Our data does not fit this pattern: F~ST~ and LD decay fully to genome wide averages within very short scales. The region surrounding a candidate where the F~ST~ value exceeds the genome-wide average extends less than 50 bp, a similar scale to the decay of LD (R^2^) for the full SNP dataset (Additional file [4](#MOESM4){ref-type="media"}: Figure S3) and we find no extended blocks of high linkage disequilibrium surrounding candidate SNPs. Nor do we find any SNPs in significant linkage disequilibrium with candidates at distances greater than 1 kb.

We do not have an example of an elevated F~ST~ value region due to a hard sweep in *F. heteroclitus* to compare our results to, but observations in other species suggest that the LD distance we find is orders of magnitude shorter than any predicted unit of adaptive hitchhiking due a recent selective sweep. An empirical estimate of the average unit of adaptive hitchhiking in humans is 20 kb, where F~ST~ values are highly significantly correlated \[[@CR80]\]. Simulation studies suggest these signals can extend up to 200 kb \[[@CR78]\]. Furthermore, genome scans that rely on a moving average of F~ST~ values commonly utilize windows of 100 kb or more (e.g.*,* \[[@CR81]\]). Taken together, the rapid decay of F~ST~ and LD suggest that selection has likely acted on adaptive alleles at the candidate locus that coalesce well before the onset of selection and multiple haplotypes bearing the adaptive allele are under selection. This pattern has been recognized as a consequence of rapid polygenic evolution in other species with large population sizes \[[@CR75], [@CR82]\].

Polygenic selection {#Sec21}
-------------------

Under polygenic adaptation, selection drives many subtle shifts in allele frequency until a new phenotypic optimum is reached. Our data implicate a model of the early stage of adaptive evolution where selection acts on previously segregating mutations to produce small changes in allele frequency at many loci: putatively adaptive alleles are present at appreciable frequency in nearby populations, adaptive variation in allele frequency is small, and regions of elevated F~ST~ values surrounding these alleles decay at a distance on a similar scale to genome-wide average patterns of linkage disequilibrium suggesting they are derived from the standing genetic variation borne on several haplotypes. Therefore, if our candidate loci contain SNPs in LD with the true targets of selection, recent thermal adaptation in these populations is consistent with polygenic adaptation in that adaptive alleles are borne on multiple haplotypes that coalesce before the onset of selection (as is the case under a soft sweep), but the adaptive alleles themselves are not swept to high frequency.

While the parameter space selection on the standing genetic variation producing soft sweeps become feasible may be narrow \[[@CR47]\], there are a number of reasons to expect that adaptation to the Oyster Creek and Brayton Point thermal effluents should produce the pattern of polygenic adaptation from standing genetic variation that we observe. First, selection due to thermal effluents has occurred for approximately 50 generations, and adaptive polymorphisms are more likely to be derived from the standing genetic variation when selection is quite recent because there has been insufficient time for new mutations to arise \[[@CR83], [@CR11]\]. Simply put, there hasn't been enough time for a sweep of any kind to occur. Selection on standing variants is also more likely to occur where the effective population size is large \[[@CR10]\]. Estimates of *Fundulus heteroclitus* effective population sizes are large, ranging from 2X10^4^ \[[@CR84]\] to 3X10^5^ \[[@CR85]\]. Effective population size in TE populations should be similar to these estimates because we do not find substantially reduced genetic diversity relative to the overall diversity. Finally, adaptation from the standing genetic variation is only likely where the adaptive allele is nearly neutral and present at an appreciable frequency before the onset of selection \[[@CR86]\]. Most of our SNPs identified as adaptive in this analysis are the major allele overall in all six populations, and those that are not occur at moderate frequency in moderately distant populations. Finally, unlike other cases of rapid evolution that are predicted to produce local hard sweeps because of the limited mutational target size \[[@CR44], [@CR47]\], the mutational target size of thermal adaptation is likely quite large \[[@CR48], [@CR49]\]. Consequently, the effective value of θ = 2N~e~μ~a~ (where μ~a~ is adaptive mutation rate) and therefore the probability of adaptation from the standing genetic variation, is increased in the case of thermal adaptation \[[@CR10], [@CR59]\].

It is important to also emphasize that our data do not preclude the possibility of sweeps, hard or soft, as the final outcome of selection in these effluent populations, nor do they preclude a role for genomic islands of differentiation. Absence of evidence is not evidence of absence. We surveyed the genetic variation at a small subset of the total polymorphisms present and cannot refute other patterns of variation at loci that our dataset does not query. In fact, moderate genome size in *F. heteroclitus* (\~ 1.26 Mb) \[[@CR87]\], coupled with observed LD extending only hundreds of base pairs, and the small number of markers that exceed our filtering parameters together suggest that the proportion of the genome effectively tagged by our dataset is potentially as small as 1--5% \[[@CR88]\]. Also, it is likely we do not observe a sweep because selection in these populations is ongoing and there has been insufficient time for the fixation of adaptive alleles \[[@CR89]--[@CR91]\].

There is a fundamental disconnect between the time scale of common models of molecular evolution and rates of phenotypic adaptation observed in natural populations \[[@CR92]\] and in experimental evolution \[[@CR93]\]. The significance of rapid adaptation to anthropogenic stressors and species introductions demands an increased understanding of the population genetic basis of evolution in these cases of rapid evolution. Polygenic selection has been suggested as an explanation of this discrepancy because it provides a mechanism of rapid adaptation without the fixation of adaptive alleles \[[@CR20]\]. Specifically, as the genetic architecture of a trait becomes increasingly polygenic, with each locus bearing a smaller phenotypic effect size, the probability of fixation decreases \[[@CR21]\] and rates of adaptive phenotypic evolution can become rapid \[[@CR23]\]. Thus, subtle shifts in allele frequency at many loci underlying trait variation may lead to adaptation at the population level provided effect size for each locus is small. This effect size distribution may be likely for complex fitness traits \[[@CR18], [@CR94]\].

Conclusion {#Sec22}
==========

We combined a population sampling regime that allows us to identify potentially adaptive variation with an analysis of population genetic structure at varying levels of differentiation and F~ST~-based outlier scans. We used this approach to assess the hypothesis that populations exposed to thermal effluents near coastal power stations experience recent selection and then examined the genomic signature of this putative recent selection to investigate the evolutionary history of adaptive alleles. We conclude that fish living near thermal effluents have rapidly evolved from the standing genetic variation through small allele frequency changes at many loci in a pattern consistent with a polygenic model of evolution. Overall, we suggest that evolution through these mechanisms may be a common feature early in the adaptive process in large, outbred, natural populations exposed to environmental changes with broad physiological impacts, but caution that our low resolution genomic dataset may not tell the full story in these populations and that polygenic effects are likely to be only transient in nature.

Methods {#Sec23}
=======

Populations {#Sec24}
-----------

*F. heteroclitus* were collected from six sites. The six locations form two triads, where a triad contains a single population subjected to thermal effluents (TE) as well as northern and southern reference populations (Fig. [1](#Fig1){ref-type="fig"}). For the Oyster Creek triad, the TE population was sampled along Oyster Creek, in Forked River, NJ (39°48′31.40″N, 74°11′3.72″W), the northern reference population was sampled at Mantoloking, NJ (40°3′0.02″N, 74°4′4.92″W), and the southern reference population was sampled at the Rutgers University marine field station in Tuckerton, NJ (39°30′31.60″N, 74°19′28.11″W). For the Brayton Point triad, the TE population was sampled at a marsh \~ 1 km from the effluent canal (41°42′44.99″N, 71°11′9.74″W), the northern reference population was sampled at Horseneck Beach, MA (41°30′16.16"N, 71° 1'32.03"W), and the southern reference was sampled at Matunuck, RI (41°22′56.45″N, 71°31′32.04″W). Fish were captured using wire mesh minnow traps. Fin clips were taken for GBS (genotyping by sequencing) library preparation; other fish from Oyster Creek and Mantoloking, NJ were transported live to the laboratory in aerated seawater for later critical thermal maximum analyses.

Fieldwork was completed within publically available lands and no permission was required for access. *F. heteroclitus* does not have endangered or protected status, and do not require collecting permits for non-commercial purposes in the sampling locations. All fish were captured in minnow traps and removed within 1 h. IACUC approved procedures were used for non-surgical tissue sampling.

GBS library preparation and population genetic analysis {#Sec25}
-------------------------------------------------------

Fin clips from the terminal margin of the caudal fin approximately 5 mm^2^ in size were taken from individuals in the field using scissors and stored in 270 ul of Chaos buffer (4.5 M guanadinium thiocynate, 2% N-lauroylsarcosine, 50 mM EDTA, 25 mM Tris-HCl pH 7.5, 0.2% antifoam, 0.1 M β-mercaptoethanol); these samples were stored at 4 °C prior to processing. Genomic DNA was isolated from fin clips using an Epoch Life Sciences silica column \[[@CR95]\]. DNA quality was assessed via gel electrophoresis and concentrations were quantified in triplicate using Biotium AccuBlueTM Broad Range dsDNA Quantitative Solution according to manufacturer's instructions. 100 ng of DNA from each sample was dried down in 96-well plates. Samples were then hydrated overnight with 5 ul of water before restriction enzyme digestion and further processing.

Genomic DNA (gDNA) was isolated from 296 individuals. These gDNA samples were individually barcoded and used to create a reduced representation library for genotyping by sequencing (GBS) \[[@CR96]\]. The library was created in duplicate with barcode assignment of individuals randomized across both replicate libraries. Each replicate library was sequenced on 1 Illumina Hi-Seq2500 lane. The combined raw dataset consisted of 274,102,532 single-end, 75 bp reads. The reference genome-based GBS analysis pipeline, TASSEL \[[@CR97]\] was used to call SNPs using the *Fundulus heteroclitus* genome \[[@CR46]\]; SNPs were identified using the "Discovery Build." In brief, TASSEL collapses identical, individually barcoded, short sequence reads, aligns these reads to a reference genome and calls genotypes on the basis of allelic redundancy using up to 127 reads per unique sequence tag per individual. Reads beyond this depth are ignored. Heterozygotes are called using a binomial-likelihood approach \[[@CR98]\]. A log of console input for the pipeline is available upon request. We largely used default settings throughout the pipeline with the following exceptions: a minimum of 5 counts were required for retention of unique tags during the merge multiple tag count fork, and tag alignment to the reference genome was accomplished with bowtie2 using the very-sensitive-local setting.

We found 1,451,801 unique sequence tags that contained both the barcode and *AseI* cut site. Bowtie aligned 1,142,340 (78.7%) of these tags to unique loci in the *F. heteroclitus* genome \[[@CR46]\]; 159,591 (11.0%) sequence tags aligned to multiple loci, and 149,870 (10.3%) had no alignment. The latter two tag sets were excluded from further analysis. Heterozygotes were called using a binomial likelihood ratio based approach of quantitative genotype calling, as implemented in the TASSEL-GBS discovery pipeline \[[@CR98]\]. Among the 1.1 million tags that singly aligned to the *F. heteroclitus* genome, we identified 314,746 SNPs~~.~~

We filtered the 314,746 SNPs identified by the TASSEL discovery pipeline among all 296 individuals in the library. We removed fifty-seven individuals missing more than 12.5% of SNPs. To remove polymorphisms that may have arisen from sequencing and amplification errors or alignment across paralogs (versus polymorphisms between alleles), we then filtered the SNP dataset by coverage, minor allele frequency and whether observed heterozygosity (H~o~) was significantly greater than the expected heterozygosity (H~e~) \[[@CR99], [@CR100]\]. Retaining SNPs that were called in at least 85% of the remaining 239 individuals, resulted in 5907 SNPs. Of the 5907 SNPs in 239 individuals, 110 with minor allele frequencies less than 1% were removed. Hardy-Weinberg equilibrium was calculated for individual loci using Arlequin v3.5.1.2 \[[@CR101]\] using 1000,000 steps in the Markov chain with 100,000 dememorization steps. Then, 348 SNPs with H~o~ \> H~e~ that exceeded Hardy-Weinberg equilibrium at *p* \< 0.01 were removed. Thus, the fully filtered SNP dataset consisted of 5449 SNPs among 239 individuals. Mean read depth per SNP per individual was 26.29 ± 0.43 for the full SNP dataset (Additional file [1](#MOESM1){ref-type="media"}: Figure S1 and Additional file [11](#MOESM11){ref-type="media"}: Figure S6). Most (64.3%) SNPs in the final full SNP dataset have at least 10 reads in all individuals. The TASSEL-GBS pipeline caps the number of reads used to make a call at 127 for each allele. Therefore, the range of read depth per individual per SNP in the dataset was 0--254 (2\*127), and the high frequency of 127 and 254 counts per SNP per individual in the read depth frequency distribution results from highly sequenced individual--by-SNP combinations.

Outlier scans were conducted with FDIST2 \[[@CR102]\] as implemented in LOSITAN \[[@CR53]\]. For all pairwise population comparisons we used the same settings. We culled loci that are potential outliers to more narrowly estimate initial mean F~ST~ values (neutral mean F~ST~ option) and used the bisection approximation algorithm to estimate mean F~ST~ values (force mean F~ST~ option). After these steps, we conducted 50 k simulations. To control for multiple comparisons, we adjusted empirical *p*-values provided by LOSITAN with a modified FDR of 5% \[[@CR54], [@CR55]\]. These results were also used to construct putatively neutral panels of SNPs in each triad for population genetic inference. This dataset includes SNPs that are not outliers due to either putative directional or balancing selection (i.e. 0.05 \< p-simulated \< 0.95) in any of the three pairwise comparisons within a triad.

Population genetic parameters were calculated in a variety of statistical packages. Isolation by distance was tested using a Mantel test (9999 simulations) in the ade4 R package \[[@CR103]\]. Arlequin v3.5.1.2 was used to calculate the proportion of inter-population pairwise differences, intra-population estimates of nucleotide diversity (π), and AMOVA (99,999 permutations). Linkage disequilibrium (r^2^) and sliding window nucleotide diversity was calculated in the tassel GUI. Smoothing conditional mean r^2^ and F~ST~ along the genome was accomplished using LOESS. The span for each fit was chosen using the bias-corrected Akaike information criterion \[[@CR104]\].

Population genetic structure inference was made using STRUCTURE \[[@CR105]\] and DAPC \[[@CR56]\]. STRUCTURE analyses were performed on five subsets of the data: (a) the complete SNP dataset within each triad (effluent population + two reference populations), (b) a LD thinned dataset within each triad consisting of 3992 SNPs created by randomly removing one SNP from any pair with r^2^ \> 0.5 (c) a "neutral" SNP dataset with both potential directional and balancing selection outlier loci (*p*--value: 0.05) excluded, (d) a SNP dataset consisting of all pairwise directional selection outliers within a triad, i.e. the most differentiated loci among the population within a triad and (e) a minor allele frequency matched neutral dataset. For (e), we bootstrap sampled the "neutral" dataset for each triad, so that the allele frequency distribution matched that of the dataset composed of the most differentiated loci. For all analyses, we used a burn in of 10 k steps and MCMC of 20 k steps with at least 7 replicates for each *k* value and varied *k* from 1 to 6. In all replicates, burn in was sufficient for convergence in the STRUCTURE parameters: α, F, D and likelihood. We specified an admixture model with correlated allele frequency to improve clustering among closely related populations within a triad \[[@CR105]\]. Replicate individual *k* runs were merged and the ΔK method for identifying the optimal number of clusters \[[@CR106]\] was calculated using CLUMPAK \[[@CR107]\]. For Oyster Creek, likelihood scores (Pr(X\|K)) beyond *K* = 2 increase at a decreasing rate (Additional file [4](#MOESM4){ref-type="media"}: Figure S3a), and the Δ*K* method identifies *K* = 2 as the optimal number of population clusters (Additional file [4](#MOESM4){ref-type="media"}: Figure S3c). For Brayton Pt, although the Δ*K* method identifies *K* = 4 as the optimal number of population clusters, likelihood scores (Pr(X\|K)) plateau at *K* = 3 (Additional file [4](#MOESM4){ref-type="media"}: Figure S3b and d), and results at *K* higher than 3 are qualitatively similar. The first genetic split (*K* = 2) separated the southern reference population (Matunuck, RI) from both the TE and the northern reference populations (Horseneck Beach, MA).

For DAPC, we used the full SNP dataset. For the Brayton Point triad, we identified 2 as the optimal number of principal components (PCs) (Additional file [4](#MOESM4){ref-type="media"}: Figure S3 h), although using up to 40 PCs produced qualitatively similar results. DAPC perfectly matched inferred genetic clusters with the three populations using these 2 PCs. Furthermore, the Bayesian information criterion (BIC) of K-means clustering from *K* = 1--12 demonstrated an inflection point at *K* = 3 (Additional file [4](#MOESM4){ref-type="media"}: Figure S3f). These results remained consistent when up to 40 PCs were used.

For the Oyster Creek triad, the *a-*score was low from 1 to 90 retained PCs; i.e.*,* individuals from single populations did not reliably fall into single genetic clusters (Additional file [4](#MOESM4){ref-type="media"}: Figure S3 g). Similarly, the BIC for successive *K*-means clustering suggested 1 as the appropriate number of genetic clusters to describe the data (Additional file [4](#MOESM4){ref-type="media"}: Figure S3e), despite the extent of population differences indicated by pairwise genome-wide F~ST~ value estimates (Table [1](#Tab1){ref-type="table"}) and significant among population differences in the AMOVA (Table [2](#Tab2){ref-type="table"}). As our goal was to use DAPC to describe the genetic structure among fish capture from the three sampling sites along orthogonal axes of genetic variation rather than to establish the extent of true population differences, we performed DAPC using population (sampling location) as the grouping factor rather than inferred genetic clusters, as is common. This analysis maximizes the differences among a priori assigned populations rather than among the putative genetic clusters contained in our dataset and therefore introduces the possibility of overfitting differences among a priori identified populations (sampling locations). Including more or less PCs in this DAPC did not change the relationship among populations from 5 to 90 PCs, but populations were more distinct with more PCs and therefore more genetic variation was incorporated into the DAPC. We retained the first 32 PCs.

We also examined the extent to which spatial and environmental (effluent) variables could be used to explain genetic variation among populations using redundancy analysis (RDA) and partial redundancy analysis (pRDA). RDA is a form of constrained ordination that can be used to describe linear relationships among components of multivariate response and multiple multivariate explanatory variables \[[@CR57]\]. In pRDA, redundancy analysis is conducted on the residuals of the response variable after modeling the effect of one or more of the explanatory variables using RDA. In our RDA we used major principal components of genetic variation as the response variable, with the number of retained principal components determined by the Kaiser-Guttman criterion \[[@CR108]\], and two explanatory variables: a spatial variable and the presence or absence of effluents. For the spatial variable we employed distance-based Moran's eigenvector maps (dbMEMs). dbMEMs are capable of describing spatial variation at multiple scales, including spatial autocorrelation as well as local structures and are suitable as explanatory variables for constrained ordinations, such as RDA \[[@CR109]\]. We retained all dbMEMs with positive values of Moran's I as our spatial explanatory variables because we were interested in modeling only the effect of positive spatial autocorrelation on genetic variation using the spatial variable. Significance of the RDA is then tested using empirical *p*-values (permuting the response variables). We conducted the RDA using the R package *vegan* \[[@CR110]\], using the *rda()* command and the anova.cca() command to test its significance. dbMEMs are calculated using a distance matrix of alongshore (5 m depth constrained) distances among sampling locations and the *dbmem()* command from the R package *adespatial* \[[@CR111]\]. To calculate the proportion of variance explained by the constrained axes of the RDA, we used variance partitioning \[[@CR112]\] implemented in the *varpart()* command of *vegan* in R. Because variation in PCA is equivalent to F~ST~ \[[@CR113]\], we used our ordination results to calculate the proportion of among population variation explained by each of the models, using total constrained variation weighted by the portion of variation explained among the major principal components of genetic variation as the numerator and F~ST~ as the denominator \[[@CR114]\]. To test the significance of each set explanatory variables in explaining genetic variation separately, we conducted pRDA, conditioning the genetic variation on each spatial and effluent variables, followed by a permutation analysis, again implemented in *vegan* using the *rda()* and *anova()* commands. We conducted three RDAs with pRDAs: a global RDA of both triads, and each triad separately.

Functional enrichment among candidate loci was assessed with DAVID v6.7 \[[@CR115]\]. Candidate loci were annotated using the *F. heteroclitus* genome \[[@CR46]\] where gene identifiers are based on expression and homology evidence. These gene identifiers were submitted to the Functional Annotation Clustering tool in DAVID v6.7 against a background of all *F. heteroclitus* gene annotations using the "high" classification stringency. DAVID's Functional Annotation Clustering Tool groups similar functional annotations and collectively evaluates their enrichment. The statistical significance of annotation clusters is evaluated on the basis of DAVID's EASE score: the mean value of the negative log-transformed, FDR corrected p-values of enrichment for all genes included in that cluster \[[@CR115]\]. Clusters of enriched annotation terms with an EASE score greater than 1.3 are considered significant.

Critical thermal maximum {#Sec26}
------------------------

Using separate *F. heteroclitus* collections from the Oyster Creek TE population (*n* = 51) and its northern reference population (Mantoloking, NJ) (*n* = 47), we measured upper thermal tolerance with the critical thermal methodology \[[@CR116]\]. Fish were maintained in the laboratory in a recirculating seawater system containing less than 1 fish per gallon and fed daily in the afternoon. Salinity, ammonia and temperature were checked regularly. All protocols were approved by the institutional animal care and use committee (IACUC protocol 13--054). Fish were acclimated for 8 weeks to 28 °C and 15 ppt salinity using artificial seawater and a 14:10 h light:dark schedule to reduce the effect of reversible acclimatization to local field conditions.

The experimental chamber consisted of a 20 L aquarium within an insulated 40 L aquarium. Both chambers were filled with acclimation temperature water (28 °C), then 70 °C water was introduced from a header tank to the outer aquarium at a controlled rate to maintain heating at 0.28--0.30 °C/min in the inner tank throughout the experiment. The inner chamber was aerated to reduce thermal stratification and maintain oxygen saturation during trials. After acclimation, groups of six fish were introduced to the inner aquarium. Critical thermal maxima were determined based on continuous loss of equilibrium for 5 s. 99% of individuals survived the critical thermal maximum trial after 1 week. CTmax measurements were used to calculate the degree of phenotypic divergence among the populations (P~ST~) relative to overall genetic divergence (F~ST~). We bootstrapped these data to produce confidence intervals for P~ST~ across varying degrees of heritability and among population changes in genetic architecture using the R package *Pstat* \[[@CR58]\].
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Additional file 1:**Figure S1.** Depth of read per individual at each SNP in the 5.4 k SNP dataset. (A) Mean depth across individuals represented by red line. (B) Frequency histogram of reads per SNP per individual. (PDF 1857 kb) Additional file 2:**Table S1.** AMOVA results for neutral dataset. (DOCX 38 kb) Additional file 3:**Figure S8.** STRUCTURE results for after LD thinning the full dataset. STRUCTURE plots for LD thinned dataset (r^2^ \< 0.5, 3992 SNPs) among (A) Brayton Point triad, best k = 3, and (B) Oyster Creek triad, best k = 1. (PDF 1589 kb) Additional file 4:**Figure S3.** Supporting population genetic structure data. (PDF 820 kb) Additional file 5:**Figure S2.** Outlier Scans. Lositan output with distributions of F~ST~ values and observed H for all within triad pairwise comparisons. (PDF 1080 kb) Additional file 6:**Figure S9.** STRUCTURE results for after LD thinning the outlier dataset. STRUCTURE plots at best k for the most differentiated SNPs, LD thinned (r^2^ \< 0.5) among (A) Brayton Point and (B) Oyster Creek triads. (PDF 1141 kb) Additional file 7:**Figure S5.** Decay of F~ST~ away from candidate SNPs. Mean reference vs. effluent F~ST~ values at SNPs with 1mb and 100 kb from candidate SNPs for the Oyster Creek triad (a) and Brayton Point triad (b). Distance is presented in base pairs from candidate SNP, smoothing line is the Loess-smoothed mean F~ST~ value with 95% confidence intervals, dashed line is the mean genome-wide F~ST~ value estimate (dashed black line) for both reference vs effluent comparisons within the triad, dashed smoothing line (blue) is Loess-smoothed mean of a random permutation of distance vs. mean reference vs. effluent F~ST~ values, red SNPs are candidate loci. (PDF 3502 kb) Additional file 8:**Figure S4.** Long Range LD Decay. R^2^ among single SNP pairs across the full dataset, with loess smoothing line for SNP pairs that contain a candidate (red) and those that do not (black). (PDF 649 kb) Additional file 9:**Table S2.** Functional annotation clusters for Oyster Creek (top) and Brayton Point (below). For each cluster the EASE score, functional annotation terms, gene identifiers, *p*-value for individual annotation terms, and fold enrichment relative to the *F. heteroclitus* background are presented. (DOCX 26 kb) Additional file 10:**Figure S7.** P~ST~-F~ST~ Comparison. P~ST~ and it's 95% confidence interval for critical thermal maximum differences among *F. heteroclitus* from Oyster Creek and its northern reference population. P~ST~ is estimated for a range of *c/h*^*2*^*,* where c is proportion of the total variance that is presumed to be because of additive genetic effects across populations and h^2^ is narrow sense heritability. F~ST~ is plotted in green. P~ST~ exceeds F~ST~ for the majority of the parameter space, suggesting that the degree of phenotypic divergence exceeds that expected given the extent of genome-wide divergence alone. (PDF 194 kb) Additional file 11:**Figure S6.** Filtering impacts on coverage summary. (A) Density plot of reads per SNP per individual for the filtered (green) and raw (purple) datasets. (B) Density plot of non-zero reads per unique tag per individual for filtered dataset (purple) and the raw dataset (green). (C) Density plot of reads per SNP per individual for the filtered (green) dataset and the raw dataset excluding with SNPs where \> 75% of individuals demonstrate zero reads (blue). Summary: There are large differences in coverage between our filtered (5.4 k) and raw SNP (314 k) datasets. The median read depth per SNP per individual of the raw dataset (panel A, purple) is 0 (filtered data median = 16, green). The mean read depth per SNP per individual of the raw dataset is \~ 4.4 (filtered data mean = \~ 26.3). While we base our filtering on missingness across SNPs and individuals (missing genotype calls results from less than 5 reads per unique 64 bp sequence tag within an individual), the majority of SNPs we filter out have zero reads in the majority of individuals, but coverage similar to our filtered dataset in the remaining individuals (panel B and C). (PDF 746 kb)
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