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HARDY SPACES FOR FOURIER–BESSEL EXPANSIONS
JACEK DZIUBAŃSKI, MARCIN PREISNER, LUZ RONCAL, AND PABLO RAÚL STINGA
Abstract. We study Hardy spaces for Fourier–Bessel expansions associated with Bessel operators
on ((0, 1), x2ν+1 dx) and ((0, 1), dx). We define Hardy spaces H1 as the sets of L1-functions for
which their maximal functions for the corresponding Poisson semigroups belong to L1. Atomic
characterizations are obtained.
1. Introduction
In this paper we give atomic characterizations of the Hardy spaces defined with Poisson integrals
associated with two different Fourier–Bessel expansions on the unit interval (0, 1).
Let us briefly describe one of our motivations. For n ≥ 1, let B1 = {X ∈ Rn : |X| < 1} be the unit
ball in Rn. Let us consider the Dirichlet problem for U(X, t), with (X, t) ∈ B1 × (0,∞),{
Utt + ∆U = 0,
U(X, 0) = F (X),
where ∆ is Dirichlet Laplacian in B1. When the initial datum is radial, by writing |X| = x, F (X) =
f(x), and by expressing the Laplacian in polar coordinates, we see that the solution U is radial in X,
so U(X, t) = u(x, t), for some function u. Therefore, one is led to the problem in (x, t) ∈ (0, 1)×(0,∞)
(1.1)
{
utt − Lu = 0,
u(x, 0) = f(x),
under appropriate boundary conditions, see [15], where L is the operator
(1.2) L = − d
2
dx2
− 2ν + 1
x
d
dx
,
with the type index ν = n/2 − 1. There is no need to consider just half-integer values of ν, so we
can take any general index ν > −1. The operator L has a basis of eigenfunctions φνn (see Subsection
2.1) in L2((0, 1), µ), where dµ(x) = x2ν+1dx, see [15, Chapter 2]. Therefore, by applying the Fourier
method, we see that the solution of the Dirichlet problem (1.1) is u(x, t) = e−t
√Lf(x) = Ptf(x), the
Poisson semigroup associated to L applied to f (see (2.1) below for the precise definition of Pt).
In order to study the almost everywhere pointwise convergence of the solution u to the initial
datum f , for f ∈ Lp((0, 1), µ), as t→ 0+, one considers the maximal operator
(1.3) Mf(x) = sup
t>0
|u(x, t)| = sup
t>0
|Ptf(x)|, x ∈ (0, 1).
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It is known, see [4, 16, 21, 22], that such operator is bounded on Lp((0, 1), µ), for 1 < p < ∞, and
of weak type (1, 1). Then, as usual, we can get the desired almost everywhere convergence. As we
just pointed out, for f ∈ L1((0, 1), µ), the maximal operator (1.3) is not, in general, in L1((0, 1), µ).
This motivates us to define the Hardy space H1 associated with L, namely, the maximal subspace of
L1((0, 1), µ) whose image underM is in L1((0, 1), µ).
A related problem to (1.1) arises when one defines
v(x, t) := xν+1/2u(x, t).
Then, for g(x) := xν+1/2f(x), the function v solves{
vtt − Lv = 0, for x ∈ (0, 1), t > 0,
v(x, 0) = g(x), for x ∈ (0, 1),
where
(1.4) L = xν+1/2 ◦ L ◦ x−ν−1/2 = − d
2
dx2
+
ν2 − 1/4
x2
.
The eigenfunctions of L, that are clearly related to those of L, form now a basis of L2(0, 1) =
L2((0, 1), dx). The maximal operator
(1.5) Mg(x) = sup
t>0
|v(x, t)| = sup
t>0
|Ptg(x)|
is bounded in Lp(0, 1), for 1 < p <∞ and it is of weak type (1, 1). See (2.1) for the definition of the
Poisson semigroup Pt. A natural question is to characterize the Hardy space associated to L, that is,
the subspace of functions g in L1(0, 1) such that Mg is in L1(0, 1).
Next, we present our main results, Theorems A and B below. To this end we introduce the
definitions of Hardy spaces and their corresponding atoms. In the whole paper we denote by Lp(I, µ)
the Lp-space on an interval I ⊆ (0,∞) with respect to the measure µ given above, and by Lp(I) the
classical Lp-space related to the Lebesgue measure on I. Let us finally mention that although all the
objects above exist for ν > −1, from now on we consider only the case ν > −1/2. This restriction is
due to the techniques we use.
1.1. Hardy space for the operator L. LetM be the maximal function given in (1.3). It is well-
known that Pt andM can be applied to L1((0, 1), µ)-functions, see the estimates in Lemma 2.1 below.
We say that a function f ∈ L1((0, 1), µ) is in the Hardy space H1L when
‖f‖H1L := ‖Mf‖L1((0,1),µ) <∞.
Now we introduce the atoms associated with H1L. Denote the intervals
Ij = (1− 2−j , 1− 2−j−1], for j = 0, 1, . . . .
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Figure 1. The intervals Ij , for j ≥ 0.
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Observe that Ii ∩Ij = ∅ for i 6= j and (0, 1) =
⋃
j≥0 Ij . For an interval I, let I∗ = (1 + ζ)I ∩ (0, 1),
where ζ = 1/50 and (1 + ζ)I is the interval that has the same center as I, but its length is (1 + ζ)
times bigger.
We say that a complex valued function a is an L-atom if it either satisfies
(i) there exists an interval I ⊆ (0, 1) such that
supp a ⊆ I, ‖a‖∞ ≤ µ(I)−1,
∫
I
a(x) dµ(x) = 0,
or
(ii) a(x) = µ(Ij)−1χIj (x), for some j ≥ 0,
where χA(x) denotes the characteristic function of a set A. The Hardy space H1L, at is given in the
usual way as the set of functions f that can be written as f =
∑
i λiai, where
∑
i |λi| <∞ and ai are
L-atoms. The infimum of the sums ∑i |λi| for which f = ∑i λiai is denoted by ‖f‖H1L,at . The first
main result of the paper is the following theorem.
Theorem A (Hardy space related to L). Assume that ν > −1/2. The Hardy spaces H1L and H1L, at
coincide. Moreover, there exists a constant C > 1 such that
(1.6) C−1‖f‖H1L ≤ ‖f‖H1L, at ≤ C‖f‖H1L .
1.2. Hardy space for the operator L. For a function g ∈ L1(0, 1) and x ∈ (0, 1), we consider the
maximal operatorM as in (1.5). This operator is well defined, see the estimates for the Poisson kernel
in Lemma 2.3 below. The space H1L is defined as the set of functions g ∈ L1(0, 1) such that
‖g‖H1L := ‖Mg‖L1(0,1) <∞.
Let us define the atoms for this space. For j ∈ Z∗ = Z \ {0}, set
Jj = Ij when j ≥ 1 and Jj = (2j−1, 2j ] when j ≤ −1.
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Figure 2. The intervals Jj , for j ∈ Z∗.
Obviously, Ji ∩ Jj = ∅ for i 6= j and (0, 1) =
⋃
j∈Z∗ Jj .
A complex valued function a is called an L-atom if it either satisfies
(i) there exists an interval I ⊆ (0, 1) such that
supp a ⊆ I, ‖a‖∞ ≤ |I|−1, and
∫
I
a(x) dx = 0,
or
(ii) a(x) = |Jj |−1χJj (x), for some j ∈ Z∗.
The atomic Hardy space H1L, at and its norm ‖ · ‖H1L, at are defined as usual. The second main result
of this paper is the following.
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Theorem B (Hardy space related to L). Assume that ν > −1/2. The Hardy spaces H1L and H1L, at
coincide. Moreover, there exists a constant C > 1 such that
C−1‖g‖H1L ≤ ‖g‖H1L, at ≤ C‖g‖H1L .
For the theory of the classical real Hardy spaces on Rn and their equivalent characterizations we
refer the reader to [10, 14, 17, 18, 26]. See also [25] and references therein. Harmonic Analysis in the
setting of Fourier–Bessel expansions is being developed in the last years, see [1, 2, 4, 5, 6, 7, 8, 9, 21,
22, 23].
Note that our Hardy spaces are defined in terms of maximal functions given by Poisson integrals.
It is natural to ask for another characterizations of H1L and H
1
L analogous to those from the classical
theory. Another interesting task is to study the Hardy spaces HpL and H
p
L for 0 < p < 1. We will not
pursue these issues in this paper.
The ideas to prove our two main results are the following. For the Hardy space H1L, first, we
take an L-atom a and we prove thatMa is in L1((0, 1), µ) by using precise kernel estimates and by
applying a result by Uchiyama (see Theorem 3.1 below) in the intervals I∗∗j , j ≥ 1. For the converse,
we start by decomposing a function in H1L by using a partition of unity with functions supported in
the intervals I∗j . Then, again suitable kernel estimates are applied, together with the fact that the
operators localized in Ij , for j ≥ 1, fall into Uchiyama’s theory. The subtle point is the analysis on
the interval I0. Our idea to tackle this case is to compare the Poisson semigroup Pt with the Poisson
semigroup for the Bessel operator on (0,∞) by using Duhamel’s principle. For the case of the operator
L the ideas are analogous but simpler, because Uchiyama’s result works well in all the intervals Jj .
The paper is organized as follows. The definitions of the orthogonal systems that we study are in
Section 2, as well as the necessary estimates for the related Poisson kernels. In Section 3 we briefly
recall the notion of local Hardy spaces on spaces of homogeneous type and we state the theorem by
Uchiyama, which is one of the main tools in the proofs of Theorems A and B. In Section 4 we compare
the Poisson semigroups in the discrete and continuous Bessel settings by using Duhamel’s formula
and the results of [3]. Finally, in Sections 5 and 6 we prove Theorems A and B, respectively.
2. Auxiliary estimates
2.1. The orthogonal expansions. For ν > −1, let {λn,ν}n≥1 denote the sequence of successive
positive zeros of the Bessel function Jν and consider
φνn(x) = dn,νλ
1/2
n,νJν(λn,νx)x
−ν , ψνn(x) = x
ν+1/2φνn(x),
where x ∈ (0, 1) and dn,ν =
√
2|λn,νJν+1(λn,ν)|−1. It is well known that the systems {φνn}∞n=1 and
{ψνn}∞n=1 form complete orthonormal bases of L2((0, 1), µ) and L2(0, 1), respectively.
The functions φνn and ψνn are eigenfunctions of the differential operators (1.2) and (1.4), namely,
Lφνn(x) = λ2n,νφνn(x), Lψνn(x) = λ2n,νψνn(x).
The operators L and L posses natural self-adjoint extensions, that for convenience we still denote
by L and L, with domains
Dom(L) =
{
f ∈ L2((0, 1), µ) :
∞∑
n=1
λ4n,ν |〈f, φνn〉µ|2 <∞
}
,
Dom(L) =
{
f ∈ L2(0, 1) :
∞∑
n=1
λ4n,ν |〈f, ψνn〉|2 <∞
}
.
Obviously, Dom(L) = L2((0, 1), µ) and Dom(L) = L2(0, 1). From now on by using L or L we always
mean the self-adjoint extensions. In Lemmas 4.2, 4.3 and 4.4 we provide arguments that for some
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functions f the images Lf and Lf can be obtained by simply applying the differential formulas (1.2)
and (1.4).
For t > 0 and x ∈ (0, 1), the Poisson integrals related to L and L are defined by
Ptf(x) = e−t
√Lf(x) =
∫ 1
0
Pt(x, y)f(y) dµ(y), Ptg(x) = e−t
√
Lg(x) =
∫ 1
0
Pt(x, y)g(y) dy,(2.1)
where f ∈ L2((0, 1), µ), g ∈ L2(0, 1), and the corresponding Poisson kernels are
(2.2) Pt(x, y) =
∞∑
n=1
e−tλn,νφνn(x)φ
ν
n(y), Pt(x, y) = (xy)
ν+1/2Pt(x, y).
We shall use some basic facts about Bessel functions that we collect here. We refer the reader to
[19, 28] for details. The Bessel function Jν satisfies:
d
dx
(
x−νJν(x)
)
= −x−νJν+1(x), for x ∈ R,(2.3)
Jν(x) = O(x
ν), for |x| → 0,(2.4)
Jν(x) =
√
2(pix)−1/2(cos(x+Dν) +O(x−1)), for |x| → ∞,(2.5)
where Dν = −(νpi/2 + pi/4). Moreover,
(2.6) λn,ν = O(n), dn,ν = O(1).
Let us notice that the operator L can be decomposed as L = δ∗LδL, where
(2.7) δL = − d
dx
+
ν + 1/2
x
,
and δ∗L =
d
dx +
ν+1/2
x is the formal adjoint of δL in L
2(0, 1).
2.2. Estimates for the Poisson kernel Pt(x, y). The following estimates were proved in [23].
Lemma 2.1. For t ≤ 1 we have
Pt(x, y) '
(
1
t2 + x2 + y2
)ν+1/2(
(1− x)(1− y)
t2 + (1− x)2 + (1− y)2
)
t
t2 + |x− y|2 ,
and for t > 1 we have
Pt(x, y) ' (1− x)(1− y)e−tλ1,ν .
We shall also need the estimate on ∂∂xPt(x, y) contained in Lemma 2.2. The result readily follows
from Lemma 2.4 below via the relation (xy)ν+1/2 ∂∂xPt(x, y) = δLPt(x, y), see (2.2), (2.3), and (2.7).
Lemma 2.2. There exists a constant C such that for t > 0, x, y ∈ (0, 1) we have∣∣∣ ∂
∂x
Pt(x, y)
∣∣∣ ≤ C (xy)−ν−1/2
t2 + |x− y|2 .
2.3. Estimates for the Poisson kernel Pt(x, y). Recall that Pt(x, y) and Pt(x, y) are related by
(2.2). Thus, the following lemma is an immediate consequence of Lemma 2.1 (see also [23]).
Lemma 2.3. For t ≤ 1 we have
Pt(x, y) '
( xy
t2 + x2 + y2
)ν+1/2( (1− x)(1− y)
t2 + (1− x)2 + (1− y)2
) t
t2 + |x− y|2 ,
and for t > 1 we have
Pt(x, y) ' (xy)ν+1/2(1− x)(1− y)e−tλ1,ν .
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Now we prove the estimate for δLPt(x, y).
Lemma 2.4. There exists a constant C such that
|δLPt(x, y)| ≤ C 1
t2 + |x− y|2 .
Proof. From (2.2) and (2.3) we have
(2.8) δLPt(x, y) =
∞∑
n=1
e−tλn,νd2n,νλ
2
n,ν(xy)
1/2Jν+1(λn,νx)Jν(λn,νy).
For |x− y| > t the conclusion follows by taking a = 2, b = ν + 1 and c = ν in [6, Proposition 6].
Assume now that |x−y| ≤ t. Let N1 ≤ N2 be positive integers that will be fixed later on. We split
the sum in (2.8) into three parts
δLPt(x, y) =
N1∑
n=1
+
N2∑
n=N1+1
+
∞∑
N2+1
=: Σ0 + Σ1 + Σ2.
We finish the proof by considering three cases.
Case 1. Assume that 0 < y < x/2. Then, t > |x − y| ' x. Take N1 = b1/xc and N2 = b1/yc. By
using (2.4), (2.5), and (2.6),
|Σ0| ≤ C(xy)1/2
N1∑
n=1
e−ctnn2(nx)ν+1(ny)ν ≤ Cx
2ν+2
t2ν+3
N1∑
n=1
e−ctn(tn)2ν+3
≤ C
t
∞∑
n=1
e−c
′tn =
Ce−c
′t
t(1− e−c′t) ≤
C
t2
,
|Σ1| ≤ C(xy)1/2
N2∑
n=N1+1
e−ctnn2(nx)−1/2(ny)ν ≤ C y
ν+1/2
tν+3/2
N2∑
n=N1+1
e−ctn(tn)ν+3/2
≤ C
t
∞∑
n=1
e−c
′tn =
Ce−c
′t
t(1− e−c′t) ≤
C
t2
,
|Σ2| ≤ C(xy)1/2
∞∑
n=N2+1
e−ctnn2(nx)−1/2(ny)−1/2 ≤ C
t
∞∑
n=N2+1
e−ctn(tn) ≤ C
t2
.
Case 2. Assume that x/2 ≤ y ≤ 2x. Here |x − y| < x ' y. We take N1 = N2 = b1/xc. We will
consider first the subcase when t > x. From (2.4), (2.5), and (2.6),
|Σ0| ≤ C(xy)1/2
N1∑
n=1
e−ctnn2(nx)ν+1(ny)ν ≤ Cx
2ν+2
t2ν+3
N1∑
n=1
e−ctn(tn)2ν+3 ≤ C
t2
,
|Σ2| ≤ C(xy)1/2
∞∑
n=N1+1
e−ctnn2(nx)−1/2(ny)−1/2 =
C
t
∞∑
n=N1+1
e−ctn(tn) ≤ C
t2
.
Consider now the second subcase, that is, when |x− y| < t ≤ x. Again from (2.4) and (2.6),
|Σ0| ≤ C(xy)1/2
N1∑
n=1
e−ctnn2(nx)ν+1(ny)ν ≤ Cx2ν+2
N1∑
n=1
n2ν+3
≤ Cx2ν+2N2ν+41 ≤ Cx−2 ≤ Ct−2,
and the estimate of Σ2 is obtained exactly as in the first subcase.
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Case 3. Assume that 0 < x < y/2. Under this assumption, t > |x − y| ' y. N1 = b1/yc and
N2 = b1/xc. Now, the estimates follow by the same arguments as in Case 1. 
The following corollary is a direct consequence of the symmetry of Pt(x, y), Lemma 2.4 and (2.7).
Corollary 2.5. There exists a constant C such that∣∣∣∣ ∂∂yPt(x, y)
∣∣∣∣ ≤ C 1t2 + |x− y|2 + Cy |Pt(x, y)|.
3. Local Hardy spaces on spaces of homogeneous type
In this section we present some facts about local Hardy spaces on spaces of homogeneous type that
will be used in the proofs of our main results. The reader may find more details and references in
[11, 20, 27].
Let (X, d, σ) be a space of homogeneous type. Additionally, suppose that there exists a constant
A > 1 satisfying
A−1r ≤ σ(Bd(x, r)) ≤ Ar,
for x ∈ X and 0 < r < σ(X), where Bd(x, r) = {y ∈ X : d(x, y) < r}. Moreover, assume that
there exists a continuous function K(r, x, y), for (t, x, y) ∈ (0, σ(X))×X ×X, and positive constants
γ1, γ2, γ3, such that
K(r, x, x) ≥ 1
Ar
> 0,(3.1)
0 ≤ K(r, x, y) ≤ A
r
(
1 +
d(x, y)
r
)−1−γ1
,(3.2)
and, whenever d(y, z) < (r + d(x, y))/(4A), we have
(3.3) |K(r, x, y)−K(r, x, z)| ≤ A
r
(
d(y, z)
r
)γ2 (
1 +
d(x, y)
r
)−1−γ3
.
Consider (see [27]) the maximal function
(3.4) f (+)(x) = sup
0<r<σ(X)
|Krf(x)| = sup
0<r<σ(X)
∣∣∣ ∫
X
K(r, x, y)f(y)dσ(y)
∣∣∣.
Let H1(X) := {f : ‖f‖H1(X) := ‖f (+)‖L1(X) < ∞}. Assume now that σ(X) < ∞. We say that a
function a is an atom for H1at(X) if either
(i) there exists a ball Bd(x0, R) ⊂ X such that
supp a ⊆ Bd(x,R), ‖a‖∞ ≤ σ(Bd(x,R))−1, and
∫
X
a(x) dσ(x) = 0,
or
(ii) a(x) = σ(X)−1χX(x).
After defining atoms, the space H1at(X) and its norm are defined in the usual way.
Theorem 3.1 ([27, Corollary 1’]). Let (X, d, σ) be a space of homogeneous type equipped with a kernel
K(r, x, y), 0 < r < σ(X), satisfying (3.1)–(3.3). Then there exists constants C1, C2 > 0 depending
only on A and γ1, γ2, γ3 such that
C1‖f‖H1(X) ≤ ‖f‖H1at(X) ≤ C2‖f‖H1(X).
8 J. DZIUBAŃSKI, M. PREISNER, L. RONCAL, AND P. R. STINGA
4. Analysis of M for x, y near 0
In this section we analyze the maximal function sup0<t<1 |Ptf(x)| for x ∈ I∗∗0 , where the function f
is such that supp f ⊆ I∗∗0 , see Subsection 1.1 for the definition of I∗∗0 . We are going to use Duhamel’s
formula to compare Pt with the Poisson semigroup Pt of the Bessel operator L acting on (0,∞). In
order to give the precise definitions, consider the Bessel differential operator
(4.1) L = − d
2
dx2
− 2ν + 1
x
d
dx
.
The operator L has a self-adjoint, densely defined extension on L2((0,∞), µ) that for convenience we
still denote by L. This extension is given by H(Lf)(ξ) = ξ2Hf(ξ), with
Dom(L) =
{
f ∈ L2((0,∞), µ) : ξ2Hf(ξ) ∈ L2((0,∞), µ)} .
Here H denotes the Hankel transform, which is the isometry on L2((0,∞), µ) defined by
Hf(ξ) = cν
∫ ∞
0
ϕν(ξy)f(y) dµ(y),
and ϕν(ξy) = (ξy)−νJν(ξy), for ξ > 0. The Poisson semigroup Pt related to L can be expressed in
the following way
H(Ptf)(ξ) = H(e−t
√
Lf)(ξ) = e−tξHf(ξ), ξ > 0.
The Hardy spaces related to the Bessel operator were investigated in [3] and [24]. The main result of
this section is the following.
Theorem 4.1. There exists a constant C such that, for any f ∈ L1(I∗∗0 , µ),∥∥∥ sup
0<t<1
|Ptf(x)− Ptf(x)|
∥∥∥
L1(I∗∗0 ,µ)
≤ C‖f‖L1(I∗∗0 ,µ).
To prove Theorem 4.1 we shall consider the heat semigroups generated by L on L2((0, 1), µ) and
by L on L2((0,∞), µ). We have that
Ttf(x) = e−tLf(x) =
∫ 1
0
Tt(x, y)f(y) dµ(y),
Tt(x, y) =
∞∑
n=1
e−tλ
2
n,νφνn(x)φ
ν
n(y), x, y ∈ (0, 1), t > 0,
and
Ttf(x) = e
−tLf(x) =
∫ ∞
0
Tt(x, y)f(y) dµ(y),
Tt(x, y) = (2t)
−1 exp
(
−x
2 + y2
4t
)
Iν
(xy
2t
)
(xy)−ν , x, y ∈ (0,∞), t > 0.
It is well known that H(Ttf)(ξ) = e−tξ2Hf(ξ) on L2((0,∞), µ).
In Lemmas 4.2, 4.3, 4.4 we study the domains of the operators L and L.
Lemma 4.2. Let f ∈ C2c [0,∞) such that f ′(0+) = 0. Then f ∈ Dom(L) and
Lf(x) = −f ′′(x)− 2ν + 1
x
f ′(x).
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Proof. Let g ∈ C2[0,∞), g′(0+) = 0. By integrating by parts,
(4.2)
∫ ∞
0
(
− f ′′(x)− 2ν + 1
x
f ′(x)
)
g(x) dµ(x) =
∫ ∞
0
f ′(x)g′(x) dµ(x)
=
∫ ∞
0
f(x)
(
− g′′(x)− 2ν + 1
x
g′(x)
)
dµ(x).
For every ξ > 0 the function ϕνξ (x) = ϕ
ν(ξx) is C∞[0,∞), ddxϕνξ (x) = 0 for x = 0+, and verifies
d2
dx2ϕ
ν
ξ (x) +
2ν+1
x
d
dxϕ
ν
ξ (x) = −ξ2ϕνξ (x). From (4.2),
−ξ2Hf(ξ) =
∫ ∞
0
f(x)
( d2
dx2
ϕνξ (x) +
2ν + 1
x
d
dx
ϕνξ (x)
)
dµ(x)
=
∫ ∞
0
(
f ′′(x) +
2ν + 1
x
f ′(x)
)
ϕνξ (x)dµ(x)
= H
(
f ′′ +
2ν + 1
x
f ′
)
(ξ).
Note that f ′′(x) + 2ν+1x f
′(x) is continuous on [0,∞) with compact support. This and the identity
above give that f ∈ Dom(L). Since, by definition, H(Lf)(ξ) = ξ2Hf(ξ) we obtain the conclusion. 
Lemma 4.3. Let f ∈ L2((0, 1), µ). Then Ttf ∈ Dom(L) ∩ C2[0, 1] and
LTtf(x) = −
( d2
dx2
+
2ν + 1
x
d
dx
)
(Ttf)(x).
Proof. For f ∈ L2(0, 1) we write f = ∑∞n=1〈f, φνn〉µφνn, so ‖f‖2L2(µ) = ∑∞n=1 |〈f, φνn〉µ|2 < ∞. Then,
by definition, Ttf(x) =
∑∞
n=1 e
−tλ2n,ν 〈f, φνn〉µφνn(x). One easily verifies that Ttf(x) ∈ C2[0, 1],
−
( d2
dx2
+
2ν + 1
x
d
dx
)
(Ttf)(x) =
∞∑
n=1
e−tλ
2
n,ν 〈f, φνn〉
(
− d
2
dx2
− 2ν + 1
x
d
dx
)
φνn(x)
=
∞∑
n=1
λ2n,νe
−tλ2n,ν 〈f, φνn〉φνn(x) = LTtf(x),
and, clearly, Ttf ∈ Dom(L). 
Let us set φ˜νn(x) = φνn(x)χ(0,1)(x), for x > 0. On L2((0,∞), µ) consider the operator
T˜tf(x) =
∫ ∞
0
T˜t(x, y)f(y) dµ(y),
with the integral kernel
(4.3) T˜t(x, y) =
∞∑
n=1
e−tλ
2
n,ν φ˜νn(x)φ˜
ν
n(y), t, x, y ∈ (0,∞).
Clearly, T˜t is not a C0−semigroup on L2((0,∞), µ) because limt→0+ T˜tf is not the identity operator
in L2((0,∞), µ). Nevertheless, note that T˜tf(x) = Ttf(x) when x ∈ (0, 1), f ∈ L2((0,∞), µ) and
supp f ⊆ [0, 1].
Let Mh denote the multiplication operator, Mhf(x) = h(x)f(x). Fix a function ρ ∈ C∞[0,∞)
such that ρ(x) = 1 for x ∈ I∗∗0 , ρ(x) = 0 for x 6∈ I∗∗∗0 .
Lemma 4.4. For every s > 0 and f ∈ L2((0,∞), µ) the function MρT˜sf is of class C2[0, 1] and
(MρT˜sf)′(0+) = 0.
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Proof. From the definition in (4.3),
MρT˜sf(x) = ρ(x)
∞∑
n=1
e−sλ
2
n,νφνn(x)
∫ 1
0
φνn(y)f(y) dµ(y).
Observe that | ∫ 1
0
φνn f dµ| ≤ C and that (φνn)′(0+) = 0. The lemma follows from the properties of ρ
and φνn. 
We are ready to consider the family of operators Tt−sMρT˜s, 0 < s < t, acting on L2((0,∞), µ)-
functions with support contained in I∗∗0 . A direct calculation leads to
d
ds
(
Tt−sMρT˜sf
)
= Tt−s
(
L(MρT˜sf)−MρLT˜sf
)
= −Tt−s
(
Mρ′′ T˜sf + 2Mρ′(T˜sf)′ +M 2ν+1
x ρ
′ T˜sf
)
.
The last equality is justified by Lemmas 4.2, 4.3, and 4.4. Consequently, by integrating the equation
above we get Duhamel’s identity
MρT˜tf −TtMρf =
∫ t
0
−Tt−sMρ′′ T˜sf ds− 2
∫ t
0
Tt−sMρ′(T˜sf)′ ds−
∫ t
0
Tt−sM 2ν+1
x ρ
′ T˜sf ds.(4.4)
Integrating by parts we obtain
−
∫ t
0
Tt−sMρ′(T˜sf)′(x) ds = −
∫ t
0
∫ ∞
0
Tt−s(x, z)ρ′(z)z2ν+1
d
dz
(T˜sf)(z) dz ds
=
∫ t
0
∫ ∞
0
( d
dz
Tt−s(x, z)
)
ρ′(z)z2ν+1T˜sf(z) dz ds
+
∫ t
0
∫ ∞
0
Tt−s(x, z)ρ′′(z)z2ν+1T˜sf(z) dz ds
+
∫ t
0
∫ ∞
0
Tt−s(x, z)ρ′(z)
2ν + 1
z
z2ν+1T˜sf(z) dz ds.
(4.5)
Combining (4.4) and (4.5) together,
MρT˜tf(x)−TtMρf(x) =
∫ t
0
∫ ∞
0
Tt−s(x, z)ρ′′(z)T˜sf(z) dµ(z) ds
+ 2
∫ t
0
∫ ∞
0
( d
dz
Tt−s(x, z)
)
ρ′(z)T˜sf(z) dµ(z) ds
+
∫ t
0
∫ ∞
0
Tt−s(x, z)ρ′(z)
2ν + 1
z
T˜sf(z) dµ(z) ds
= R
[1]
t f(x) +R
[2]
t f(x) +R
[3]
t f(x).
(4.6)
We shall prove that the operators sup0<t<1 χI∗∗ |R[j]t f |, j = 1, 2, 3, are well-defined and bounded
on L1(I∗∗0 , µ). It is an exercise to check that the measure µ on (0,∞) satisfies
(4.7) µ(B(x,
√
t)) '
{
x2ν+1
√
t,
√
t ≤ 2x,
(
√
t)2ν+2,
√
t > 2x.
We will also need well-known Gaussian estimates on Tt and Tt.
Lemma 4.5. There exist constants C, c > 0 such that the integral kernels Tt(x, y) and Tt(x, y) satisfy:
(a) 0 < Tt(x, y) ≤ C
µ(B(x,
√
t))
e−c|x−y|
2/t, for x, y, t ∈ (0,∞),
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(b)
∣∣∣ ∂
∂y
Tt(x, y)
∣∣∣ ≤ C√
tµ(B(x,
√
t))
e−c|x−y|
2/t, for x, y, t ∈ (0,∞),
(c) 0 ≤ Tt(x, y) ≤ C√
t(t ∨ xy)ν+1/2 e
−c(x−y)2/t, for x, y, t ∈ (0, 1),
(d) Tt(x, y) ' (1− x)(1− y)e−tλ21,ν , for x, y ∈ (0, 1), t ≥ 1.
Proof. For (a) and (b) see [12, Lemma 4.3], while for (c) and (d) see [22]. 
Observe that, from (4.3), we can express R[j]t , j = 1, 2, 3, as integral operators.
Lemma 4.6. Let R[j]t (x, y) denote the integral kernel of R
[j]
t , j = 1, 2, 3. Then there is a constant C
such that for all x, y ∈ I∗∗0 , 0 < t < 1,
|R[j]t (x, y)| ≤ C.
Proof. Note that supp ρ′′ ⊂ ( 12 , 23 ). From Lemma 4.5 and (4.7),
|R[1]t (x, y)| ≤ C
∫ t
0
∫ ∞
0
e−c|x−z|
2/(t−s)
µ(B(x,
√
t− s)) |ρ
′′(z)| e
−c|y−z|2/s
(s ∨ yz)ν+1/2√s dµ(z) ds
≤ C
∫ t
0
∫ 2/3
1/2
e−c
′/(t−s)
µ(B(x,
√
t− s))
e−c
′/s
(s ∨ yz)ν+1/2√s dµ(z) ds
≤ C
∫ t
0
e−c
′/(t−s)
(
√
t− s)2ν+2
e−c
′/s
(
√
s)2ν+2
ds ≤ C.
The proofs for |R[2]t (x, y)| and |R[3]t (x, y)| are done in a similar way. 
Lemma 4.6 implies that the operators sup0<t<1 χI∗∗0 |R
[j]
t f |, j = 1, 2, 3, are bounded on L1(I∗∗0 , µ).
As a consequence of identity (4.6) we arrive at the following result.
Corollary 4.7. There is a constant C such that for f ∈ L1((0,∞), µ) with supp f ⊂ I∗∗0 we have∥∥∥ sup
0<t<1
|Ttf −Ttf |
∥∥∥
L1(I∗∗0 ,µ)
≤ C‖f‖L1(I∗∗0 ,µ).
Proof of Theorem 4.1. We shall use the principle of subordination to pass the estimates from the heat
kernels to the Poisson kernels. For 0 < t < 1, x ∈ I∗∗0 and f ∈ L1((0,∞), µ) with supp f ⊂ I∗∗0 ,
|Ptf(x)−Ptf(x)| = C
∣∣∣ ∫ ∞
0
e−u√
u
(Tt2/(4u) −Tt2/(4u))f(x) du
∣∣∣
≤ C
∣∣∣ ∫ ∞
t2/4
e−u√
u
(Tt2/(4u) −Tt2/(4u))f(x) du
∣∣∣
+ C
∣∣∣ ∫ t2/4
0
e−u√
u
(Tt2/(4u) −Tt2/(4u))f(x) du
∣∣∣
≤ C
∫ ∞
t2/4
e−u√
u
sup
0<s<1
|(Ts −Ts)f(x)| du
+ C
∣∣∣ ∫ t2/4
0
e−u√
u
∫
I∗∗0
(Tt2/(4u)(x, y)−Tt2/(4u)(x, y))f(y) dµ(y) du
∣∣∣.
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Note that for 0 < u < t2/4 we have 0 ≤ Tt2/(4u)(x, y),Tt2/(4u)(x, y) ≤ C, see Lemma 4.5. Thus,
|Ptf(x)−Ptf(x)| ≤ C sup
0<s<1
|(Ts −Ts)f(x)|
∫ ∞
0
e−u√
u
du
+ C
∫ t2/4
0
e−u√
u
∫
I∗∗0
|f(y)| dµ(y) du
≤ C sup
0<s<1
|(Ts −Ts)f(x)|+ C‖f‖L1(I∗∗0 ,µ).
The proof of Theorem 4.1 is finished by applying Corollary 4.7. 
5. Proof of Theorem A
5.1. Maximal function estimates. In this subsection we provide some maximal function estimates
that we shall use in the proof of Theorem A.
We readily obtain from Lemma 2.1 the following.
Lemma 5.1. The operatorM∞f(x) := supt>1 |Ptf(x)| is bounded from L1((0, 1), µ) into itself.
Lemma 5.2. Let j ≥ 1. The maximal operator supµ(I∗∗j )<t<1 |Ptf(x)| is bounded from L1(I∗∗j , µ)
into itself.
Proof. It is enough to see that, for j ≥ 1,∫
I∗∗j
sup
µ(I∗∗j )<t<1
Pt(x, y) dµ(x) ≤ C,
for all y ∈ I∗∗j . The estimate is a direct consequence of Lemma 2.1 since Pt(x, y) ≤ Ct−1 for all
x, y ∈ I∗∗j , j ≥ 1. 
Lemma 5.3. LetM0f(x) = sup0<t<1 |Ptf(x)|. If f is in L1(I∗j , µ), j ≥ 0, then
(5.1)
∫ 1
0
χ(I∗∗j )c(x)M0f(x) dµ(x) ≤ C‖f‖L1(I∗j ,µ),
where C is a constant independent of f and j.
Proof. We consider two cases.
Case 1: j = 0. We need to show that there exists a universal constant C such that
χI∗0 (y)
∫ 1
0
χ(I∗∗0 )c(x) sup
0<t<1
Pt(x, y) dµ(x) ≤ C.
Indeed, for y ∈ I∗0 and x ∈ (I∗∗0 )c ∩ (0, 1), we have |x − y| > c, x ' 1 and (1 − y) ' 1. Under these
assumptions, by Lemma 2.1, Pt(x, y) ≤ C. The required estimate follows by noticing that dµ(x) ' dx.
Case 2. j ≥ 1. Let x ∈ (I∗∗j )c ∩ (0, 1). We analyze two subcases:
Subcase 2.1: 1 − 2−j−1 < x < 1. Note that, for y ∈ I∗j , y ' 1, x ' 1, 1 − x < 1 − y ' |Ij | and
|x− y| ' |Ij | ' µ(Ij). By Lemma 2.1 and the assumptions,
M0f(x) ≤ C sup
0<t<1
∫
I∗j
t|Ij |2
(t2 + |Ij |2)2 |f(y)| dµ(y) ≤ C
1
2−j
‖f‖L1(I∗j ,µ).
Subcase 2.2: 0 < x < 1− 2−j . Observe that for y ∈ I∗j , y ' 1, |x− y| ' 1− x ≥ 1− y ' |Ij | ' 2−j .
Again by Lemma 2.1, and an analogous reasoning as in the previous subcase, we get
M0f(x) ≤ C
∫
I∗j
sup
0<t<1
t(1− x)2−j
(t2 + (1− x)2)2 |f(y)| dµ(y) ≤ C
2−j
(1− x)2 ‖f‖L1(I∗j ,µ).
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By plugging both estimates into the integral (5.1), we obtain the desired result for j ≥ 1. 
Now we make use of Theorem 3.1. Consider the space of homogeneous type (I∗∗j , dµ, µ), where
dµ(x, y) =
∣∣∣ ∫ y
x
dµ(z)
∣∣∣, x, y ∈ I∗∗j .
For j ≥ 1, it is clear that dµ and the usual distance | · | are equivalent on I∗∗j , but this is not the case
for I∗∗0 .
Let us begin with the case j ≥ 1. Observe that µ(I∗∗j ) ' 2−j . Set Kj(t, x, y) = Pt(x, y), for
0 < t < µ(I∗∗j ), x, y ∈ I∗∗j . Obviously,
(5.2) sup
0<t<µ(I∗∗j )
∣∣∣∣∣
∫
I∗∗j
Kj(t, x, y)f(y) dµ(y)
∣∣∣∣∣ = sup0<t<µ(I∗∗j ) |Ptf(x)|,
for x ∈ I∗∗j . In Lemma 5.4 we check the assumptions of Theorem 3.1 on each I∗∗j , see (3.1)–(3.3).
Lemma 5.4. There exists a constant A > 0, independent of j ≥ 1 such that for 0 < t < µ(I∗∗j ) and
x, y, z ∈ I∗∗j we have that:
(i) Kj(t, x, x) > 1At ;
(ii) 0 ≤ Kj(t, x, y) ≤ At
(
1 + |x−y|t
)−2
;
(iii) if |y − z| ≤ 14A (t+ |x− y|), then
|Kj(t, x, y)−Kj(t, x, z)| ≤ A |y − z|
t2
(
1 +
|x− y|
t
)−2
.
Proof. (i) and (ii). Since 1− x ' 1− y ' 2−j and x ' y ' 1, we apply directly Lemma 2.1.
(iii). By the assumption we have that t+ |x− y| ' t+ |x− z| and, by (ii),
Kj(t, x, y) +Kj(t, x, z) ≤ C
t
(
1 +
|x− y|
t
)−2
.
So (iii) is proved when 2|y − z| ≥ t. Assume 2|y − z| < t. By the mean-value theorem,
|Kj(t, x, y)−Kj(t, x, z)| = |y − z|
∣∣∣∣ ∂∂yPt(x, y)∣∣∣y=ξ
∣∣∣∣ ,
for some ξ between y and z. Recall that Pt(x, y) = Pt(y, x). From Lemma 2.2 we have that
|Kj(t, x, y)−Kj(t, x, z)| ≤ C |y − z|
t2
(
1 +
|x− ξ|
t
)−2
.
When |x−y| ≤ t the conclusion follows immediately. In the opposite case we have |x−y| > t > 2|y−z|,
which implies |x− ξ| ' |x− y| and (iii) is proved. 
Corollary 5.5. Let H1at(I∗∗j ) be the atomic Hardy space defined as in Section 3 for the space of
homogeneous type (I∗∗j , dµ, µ), and j ≥ 1. Assume that f ∈ L1(I∗∗j , µ). Then
‖f‖H1at(I∗∗j ) '
∥∥∥ sup
0<t<µ(I∗∗j )
|Ptf(x)|
∥∥∥
L1(I∗∗j ,µ)
.
Proof. The result follows from (5.2) and Lemma 5.4 by applying Theorem 3.1. 
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Our next goal is to obtain Corollary 5.5 also for j = 0. This will follow from Theorem 4.1 and
the characterization of the local Hardy space h1L related to the Bessel operator L that we state
in Proposition 5.6 below. It is worth to mention that the space h1L was described by means of
the local Riesz transforms in [24, Theorem 2.11]. The characterization with maximal functions is
another consequence of [27] for which the key estimates were obtained in [3]. However, for the sake
of completeness, we provide a sketch of the proof. Recall that we define the atomic Hardy space
H1at(I∗∗0 ) on the space of homogeneous type (I∗∗0 , dµ, µ) as in Section 3.
Proposition 5.6. For a function f ∈ L1(I∗∗0 , µ) the following holds
‖f‖H1at(I∗∗0 ) '
∥∥∥ sup
0<t<1
|Ptf(x)|
∥∥∥
L1(I∗∗0 , µ)
.
Proof. The proof is based on Theorem 3.1 and estimates obtained in [3, Theorem 2.7]. We consider
the space of homogeneous type (I∗∗0 , dµ, µ). Observe that µ(I∗∗0 ) ' 1. For x, y ∈ I∗∗0 and r < µ(I∗∗0 ),
we define (see [3])
t(x, r) =
{
rx−2ν−1, r ≤ x2ν+2,
r
1
2ν+2 , r > x2ν+2.
Set
K(r, x, y) = Pt(x,r)(x, y).
The kernel K(r, x, y) satisfies the assumptions of Theorem 3.1, namely (3.1), (3.2), (3.3). The proof
of this can be found in [3, Proposition 2.12]. Thus, by defining Krf(x) as in (3.4), from Theorem 3.1
we deduce that
(5.3) ‖f‖H1at(I∗∗0 ) '
∥∥∥ sup
0<r<µ(I∗∗0 )
|Krf(x)|
∥∥∥
L1(I∗∗0 , µ)
.
Since |K(r, x, y)| ≤ C/r we have that
(5.4) sup
µ(I∗∗0 )<r<1
∣∣∣ ∫ 1
0
K(r, x, y) dµ(x)
∣∣∣ ≤ C.
Notice that 0 < t < 1 if and only if 0 < r < 1. From this, (5.3) and (5.4), for a function f ∈ H1at(I∗∗0 ),∥∥∥ sup
0<t<1
|Ptf(x)|
∥∥∥
L1(I∗∗0 , µ)
≤
∥∥∥ sup
0<r<µ(I∗∗0 )
|Krf(x)|
∥∥∥
L1(I∗∗0 , µ)
+
∥∥∥ sup
µ(I∗∗0 )<r<1
|Krf(x)|
∥∥∥
L1(I∗∗0 , µ)
≤ C‖f‖H1at(I∗∗0 ) + C‖f‖L1(I∗∗0 , µ) ≤ C‖f‖H1at(I∗∗0 ).
Finally, for a function f such that
∥∥∥ sup0<t<1 |Ptf(x)|∥∥∥
L1(I∗∗0 , µ)
is finite, we get
‖f‖H1at(I∗∗0 ) ≤ C
∥∥∥ sup
0<r<µ(I∗∗0 )
|Krf(x)|
∥∥∥
L1(I∗∗0 , µ)
≤ C
∥∥∥ sup
0<t<1
|Ptf(x)|
∥∥∥
L1(I∗∗0 , µ)

Directly from Theorem 4.1 and Proposition 5.6 we obtain the following result.
Corollary 5.7. Let H1at(I∗∗0 ) be the atomic Hardy space defined as in Section 3 for the space of
homogeneous type (I∗∗0 , dµ, µ). Assume that f ∈ L1(I∗∗0 , µ). Then
‖f‖H1at(I∗∗0 ) '
∥∥M0f(x)∥∥
L1(I∗∗0 ,µ)
.
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Partition of unitity. For every j ≥ 0, let ηj ∈ C∞(0, 1) be such that
(5.5) supp ηj ⊆ I∗j , 0 ≤ ηj ≤ 1,
∣∣∣ d
dx
ηj(x)
∣∣∣ ≤ C2j , and ∞∑
j=0
ηj(x) = 1.
The following lemma takes ideas from [13].
Lemma 5.8. For x, y ∈ (0, 1) define
V(x, y) =
∞∑
j=0
sup
0<t<µ(I∗∗j )
|(ηj(x)− ηj(y))Pt(x, y)|.
Then, there exists a constant C such that, for every y > 0,
(5.6)
∫ 1
0
V(x, y) dµ(x) ≤ C.
Proof. Recall that µ(I∗∗j ) ' 2−j . Fix y ∈ (0, 1). Let j0 be such that y ∈ Ij0 . Throughout the proof
of the lemma, we will use Lemma 2.1 repeatedly without further mention.
Case 1. j0 6= 0. In this case y > 1/2.
Subcase 1.1. We first assume that Ij and Ij0 are separated enough, that is, |j − j0| ≥ 2. Then,
|ηj(x)− ηj(y)|Pt(x, y) = ηj(x)Pt(x, y). Notice that if ηj(x) 6= 0, then |x− y| ' 2−j0 + 2−j . Thus, for
t < µ(I∗∗j ), we obtain
ηj(x)Pt(x, y) ≤ ηj(x)
(
2−j2−j0
t2 + 2−2j + 2−2j0
)(
t
t2 + 2−2j0 + 2−2j
)
≤ ηj(x) 2
−2j2−j0
2−4j + 2−4j0
,
hence ∫ 1
0
∑
|j−j0|≥2
sup
0<t<µ(I∗∗j )
ηj(x)Pt(x, y) dµ(x) ≤
∑
|j−j0|≥2
∫ 1
0
ηj(x)
2−2j2−j0
2−4j + 2−4j0
dµ(x)
≤
∞∑
j=0
2−3j2−j0
2−4j + 2−4j0
≤ C.
Subcase 1.2. Assume that |j − j0| ≤ 1. If x 6∈ I∗j0−1 ∪ I∗j0 ∪ I∗j0+1, then ηj(x) = 0. Hence∫
(I∗j0−1∪I
∗
j0
∪I∗j0+1)c
∑
|j−j0|≤1
sup
0<t<µ(I∗∗j )
|(ηj(x)− ηj(y))Pt(x, y)| ≤ C
by the proof of Lemma 5.3.
When x ∈ I∗j0−1∪I∗j0∪I∗j0+1, we have (1−x) ' (1−y) and |x−y| ≤ C2−j . Then, for 0 < t < µ(I∗∗j ),
by the mean-value theorem we get
|ηj(x)− ηj(y)|Pt(x, y) ≤ C2j |x− y|Pt(x, y)χ[I∗j0−1∪I∗j0∪I∗j0+1](x)
≤ C2j t|x− y|
t2 + (x− y)2χ[I∗j0−1∪I∗j0∪I∗j0+1](x)
≤ C2jχ[I∗j0−1∪I∗j0∪I∗j0+1](x).
Thus ∫ 1
0
∑
|j−j0|≤1
sup
0<t<µ(I∗∗j )
|ηj(x)− ηj(y)|Pt(x, y) dµ(x) ≤ C + C
∑
|j−j0|≤1
2−j02j = C.
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Case 2. j0 = 0. Assume that j ≥ 2. Then ηj(y) = 0 and, when ηj(x) 6= 0, then |x − y| > c and
x ' 1. Hence
(5.7) sup
0<t<µ(I∗∗j )
|ηj(x)− ηj(y)|Pt(x, y) ≤ C2−jηj(x).
For j = 0, 1, we have
(5.8) sup
0<t<1
|ηj(x)− ηj(y)|Pt(x, y) ≤ C sup
0<t<1
t|x− y|
t2 + (x− y)2 ≤ C.
Combining (5.7) and (5.8) we get (5.6), when y ∈ I0. 
5.2. Proof of Theorem A. We begin with the proof of the first inequality in (1.6). Let a be an
L-atom, see Subsection 1.1. We prove that ‖Ma‖L1((0,1), µ) ≤ C, where C is independent of a.
Consider three cases:
Case 1: Assume first that supp a ⊆ I∗0 . Then, either a satisfies the cancellation condition and,
in particular, it is an H1(I∗∗0 )-atom (see Section 3), or a = µ(I0)−1χI0(x). In the latter case,
a = λ1a1 + a2, where a1, a2 are H1(I∗∗0 )-atoms and |λ1| ≤ C. Indeed,
(5.9) a = µ(I0)−1χI0(x) =
(
µ(I0)−1χI0(x)− µ(I∗∗0 )−1χI∗∗0 (x)
)
+ µ(I∗∗0 )−1χI∗∗0 (x) =: λ1a1 + a2.
Observe that ∫ 1
0
Ma(x) dµ(x) ≤
∫ 1
0
M∞a(x) dµ(x) +
∫ 1
0
χ(I∗∗0 )c(x)M0a(x) dµ(x)
+
∫
I∗∗0
M0a(x) dµ(x).
By applying Lemmas 5.1 and 5.3, and Corollary 5.7, we obtain that these quantities are bounded by
constants independent of a.
Case 2: Suppose now that supp a ⊆ I∗j for j ≥ 1. Exactly as in the previous case a is an H1(I∗∗j )-
atom or a = λ1a1 + a2, where a1, a2 are H1(I∗∗j )-atoms and |λ1| ≤ C. Then∫ 1
0
Ma(x) dµ(x) ≤
∫ 1
0
M∞a(x) dµ(x) +
∫ 1
0
χ(I∗∗j )c(x)M0a(x) dµ(x)
+
∫
I∗∗j
sup
µ(I∗∗j )<t<1
|Pta(x)| dµ(x) +
∫
I∗∗j
sup
0<t<µ(I∗∗j )
|Pta(x)| dµ(x).
By using Lemmas 5.1, 5.2, 5.3, and Corollary 5.5, the right-hand side is bounded by a constant
independent of a and j.
Remark 5.9. If a function b is such that supp b ⊆ I∗j and ‖b‖∞ ≤ Cµ(I∗j )−1 for some j ≥ 0, then
‖Mb‖L1((0,1), µ) ≤ C.
Indeed, set b = b1 + b2, where
b1(x) = b(x)−
∫
b dµ
µ(Ij) χIj (x), b2(x) =
∫
b dµ
µ(Ij) χIj (x).
Now, the claim follows from Case 1 (j = 0) or Case 2 (j ≥ 1) since C−1b1 and C−1b2 are L-atoms
with support contained in I∗j and C is some universal constant.
Now we complete the remaining case.
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Case 3: Assume now that there is no j such that supp a ⊆ I∗j . Fix an interval I such that supp a ⊆ I
and ‖a‖∞ ≤ µ(I)−1 and fix the largest N ∈ N ∪ {0} and the smallest M ∈ N ∪ {∞} such that
I ⊆ ⋃Mj=N I∗j . Note that from the assumptions we have N < M and µ(I) ' 2−N . Set
a =
M∑
j=N
2N−jbj ,
where bj = a · 2j−NχIj . Since ‖bj‖∞ ≤ C2j ' Cµ(I∗j ) and supp bj ⊆ I∗j , from Remark 5.9 we deduce
that ‖Mbj‖L1((0,1), µ) ≤ C and, consequently, ‖Ma‖L1((0,1), µ) ≤ C.
These three cases finish the first inequality in (1.6). Let us now turn to proof of the converse, namely,
the second inequality in (1.6). Let f ∈ H1L. We show that f admits a suitable atomic decomposition.
Recall the partition of unity ηj in (5.5). We have that f =
∑∞
j=0 ηjf with supp ηj ⊆ I∗j . Observe
that, by Lemma 5.8,
∞∑
j=0
∥∥∥ sup
0<t<µ(I∗∗j )
|Pt(ηjf)|
∥∥∥
L1(I∗∗j ,µ)
≤
∞∑
j=0
∥∥∥ sup
0<t<µ(I∗∗j )
|Pt(ηjf)− ηjPt(f)|
∥∥∥
L1(I∗∗j ,µ)
+
∞∑
j=0
∥∥∥ηj sup
0<t<∞
|Pt(f)|
∥∥∥
L1((0,1), µ)
≤ C‖f‖L1((0,1), µ) + ‖Mf‖L1((0,1), µ) ≤ C‖f‖H1L ,
(5.10)
where C is independent of f . By Corollaries 5.5 and 5.7, for each j ≥ 0, ηjf has an atomic decompo-
sition into H1(I∗∗j )-atoms, so that
f(x) =
∞∑
j=0
ηj(x)f(x) =
∞∑
j=0
∞∑
k=1
λj,kaj,k(x),
where aj,k are H1at(I∗∗j )-atoms, and
∞∑
j=0
∞∑
k=1
|λj,k| ≤ C
∞∑
j=0
∥∥∥ sup
0<t<µ(I∗∗j )
|Pt(ηjf)|
∥∥∥
L1(I∗∗j ,µ)
≤ C‖f‖H1L .
Finally, for every j, k, either the function C−1aj,k is an L-atom, or aj,k = µ(I∗∗j )−1χI∗∗j . In the latter
case, C−1aj,k is the sum of two L-atoms, see (5.9) for a decomposition of aj,k.
6. Proof of Theorem B
In the first part of this section similar results to those contained in Section 5 are stated. Observe
that if j ≥ 1 and x ∈ Jj = Ij , then x ' 1 and the measure µ behaves like the Lebesgue measure.
Therefore, when j ≥ 1, the analysis of Pt on Jj is almost identical to that of Pt on Ij , see (2.2). On
Jj for j ≤ −1 we proceed similarly to the case J−j . Since most of the arguments are parallel to those
of Section 5, we present only sketches of the proofs.
The first lemma follows directly from Lemma 2.3.
Lemma 6.1. The operator M∞g(x) := supt>1 |Ptg(x)| is bounded from L1(0, 1) into itself.
Lemma 6.2. Let j ∈ Z∗ \ {0}. The maximal operator sup|J ∗∗j |<t<1 |Ptg(x)| is bounded from L1(J ∗∗j )
into itself.
Proof. Observe that |J ∗∗j | ' 2−|j| and, for |J ∗∗j | < t < 1, by Lemma 2.3,∫
J ∗∗j
sup
|J ∗∗j |<t<1
Pt(x, y) dx ≤
∫
J ∗∗j
sup
|J ∗∗j |<t<1
t−1 dx ≤ C.
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
Lemma 6.3. Let M0g(x) = sup0<t<1 |Ptg(x)|, where g is supported in J ∗j , j ∈ Z∗. Then, for a
constant C independent of g and j,
(6.1)
∫ 1
0
χ(J ∗∗j )c(x)M
0g(x) dx ≤ C‖g‖L1(J ∗j ).
Proof. If j ≥ 1 then we actually can deduce (6.1) from Lemma 5.3. When j ≤ −1 we can proceed
similarly to the proof of Lemma 5.3 by using Lemma 2.3. The details are omitted. 
Analogously to Section 5, we consider the space of homogeneous type (J ∗∗j , | · |, dx), for j ∈ Z∗.
Set Kj(t, x, y) = Pt(x, y), for 0 < t < |J ∗∗j | ' 2−|j|, x, y ∈ J ∗∗j . We clearly have
(6.2) sup
0<t<|J ∗∗j |
∣∣∣∣∣
∫
J ∗∗j
Kj(t, x, y)g(y) dy
∣∣∣∣∣ = sup0<t<|J ∗∗j | |Ptg(x)|.
Lemma 6.4. There exists a constant A, independent of j, such that for 0 < t < |J ∗∗j | and x, y, z ∈
J ∗∗j we have:
(i) Kj(t, x, x) > 1At ;
(ii) 0 ≤ Kj(t, x, y) ≤ At
(
1 + |x−y|t
)−2
;
(iii) if |y − z| ≤ 14A (t+ |x− y|), then
|Kj(t, x, y)−Kj(t, x, z)| ≤ A |y − z|
t2
(
1 +
|x− y|
t
)−2
.
Proof. We consider only the case j ≤ −1. The proof for j ≥ 1 is very similar.
(i). If x ∈ J ∗∗j , then x ' 2j and 1− x ' 1. Since |J ∗∗j | ' 2j , from Lemma 2.3,
Kj(t, x, x) ' 1
t
(
x2
t2 + x2
)ν+1/2
≥ 1
At
.
(ii). The proof follows directly from Lemma 2.3.
(iii). We proceed analogously to the proof of Lemma 5.4. We only consider the case 2|y− z| < t. By
the mean-value theorem,
|Kj(t, x, y)−Kj(t, x, z)| = |y − z|
∣∣∣∣ ∂∂yPt(x, y)∣∣∣y=ξ
∣∣∣∣ ,
for some ξ between y and z. Recall that x, y, z ' 2j , so also ξ ' 2j . By Corollary 2.5 and Lemma 2.3,
|Kj(t, x, y)−Kj(t, x, z)| ≤ C |y − z|
t2
((
1 +
|x− ξ|
t
)−2
+
t2
ξ
Pt(x, ξ)
)
≤ C |y − z|
t2
(
1 +
|x− ξ|
t
)−2
,
where in the last inequality we have used that t < C2j ' ξ. 
Corollary 6.5. For j ∈ Z∗,
‖g‖H1at (J ∗∗j ) '
∥∥∥ sup
0<t<|J ∗∗j |
|Ptg(x)|
∥∥∥
L1(J ∗∗j )
.
Proof. The result follows from (6.2) and Lemma 6.4 by applying Theorem 3.1. 
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Partition of unity. For j ∈ Z∗, let η˜j ∈ C∞(0, 1) such that:
supp η˜j ⊆ J ∗j , 0 ≤ η˜j ≤ 1,
∣∣∣ d
dx
η˜j(x)
∣∣∣ ≤ C2|j| and ∑
j∈Z∗
η˜j(x) = 1.
Lemma 6.6. The integral kernel
V (x, y) =
∑
j∈Z∗
sup
0<t<|J ∗∗j |
|(η˜j(x)− η˜j(y))Pt(x, y)|,
satisfies
sup
y∈(0,1)
∫ 1
0
V (x, y) dx ≤ C.
Proof. The lemma can be proved analogously to Lemma 5.8. The details are omitted. 
6.1. Sketch of the proof of Theorem B. Let a be an L-atom with supp a ⊆ Jj . Then,∫ 1
0
Ma(x) dx ≤
∫ 1
0
M∞a(x) dx+
∫ 1
0
χ(J ∗∗j )c(x)M
0a(x) dx
+
∫
J ∗∗j
sup
|J ∗∗j |<t<1
|Pta(x)| dx+
∫
J ∗∗j
sup
0<t<|J ∗∗j |
|Pta(x)| dx.
By Lemmas 6.1, 6.2, 6.3, and Corollary 6.5, the terms are bounded by constants independent of a.
An argument completely analogous to the one used in Remark 5.9 shows that there exists a constant
C such that for a function b with supp b ⊆ J ∗j and ‖b‖∞ ≤ C|J ∗j |−1 for j ∈ Z∗, we have
(6.3) ‖Mb‖L1(0,1) ≤ C.
Suppose now that there is no j for which supp a ⊆ J ∗j , then we take J such that supp a ⊆ J and
‖a‖∞ ≤ |J |−1 and we fix the largest N1 ∈ Z∗ ∪ {−∞} and the smallest N2 ∈ Z∗ ∪ {∞} that verify
J ⊆
⋃
j∈{N1,...,N2}\{0}
J ∗j .
Set K = 1 when N1 < 0 and N2 > 0 and K = min(|N1|, |N2|) in the opposite case. Then |J | ' 2−K .
We can write
a =
∑
j∈{N1,...,N2}\{0}
2K−|j|bj ,
where bj = a · 2|j|−KχJj . Observe that supp bj ⊆ J ∗j and ‖bj‖∞ ≤ C2|j|. Then, by (6.3), we get
‖Mbj‖L1(0,1) ≤ C and consequently, ‖Ma‖L1(0,1) ≤ C.
For the converse, we take a function g ∈ H1L. By using the partition of unity above, g =
∑
j∈Z∗ η˜jg.
By an analogous argument to that used in (5.10) together with Lemma 6.6, we obtain
∞∑
j∈Z∗
‖Mj(η˜jg)‖L1(J ∗∗j ) ≤ C‖g‖H1L .
Now, by Corollary 6.5, for each j ∈ Z∗, η˜jg has an atomic decomposition into atoms associated with
J ∗∗j , so that
g(x) =
∑
j∈Z∗
η˜j(x)g(x) =
∑
j∈Z∗
∞∑
k=1
λj,kaj,k(x),
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where aj,k are H1at(J ∗∗j ) atoms, and∑
j∈Z∗
∞∑
k=1
|λj,k| ≤ C
∑
j∈Z∗
‖Mj(η˜jg)‖L1(J ∗∗j ) ≤ C‖g‖H1L .
The proof is finished, since every C−1aj,k is an L-atom or it is the sum of two L-atoms, see the end
of the proof of Theorem A.
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