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Abstract
The Nakai–Nishimura–Dubois–Efroymson dimension theorem as-
serts the following: “Let R be an algebraically closed field or a real
closed field, let X be an irreducible algebraic subset of Rn and let
Y be an algebraic subset of X of codimension s ≥ 2 (not necessar-
ily irreducible). Then, there is an irreducible algebraic subset W of
X of codimension 1 containing Y ”. In this paper, making use of an
elementary construction, we improve this result giving explicit polyno-
mial equations for W . Moreover, denoting by R the algebraic closure
of R and embedding canonically W into the projective space Pn(R),
we obtain explicit upper bounds for the degree and the geometric
genus of the Zariski closure of W in Pn(R). In future papers, we will
use these bounds in the study of morphism space between algebraic
varieties over real closed fields.
Key words: Dimension theorems, Irreducible algebraic subvarieties,
Upper bounds for the degree of algebraic varieties, Upper bounds for
the geometric genus of algebraic varieties.
1 The theorems
Let R be an algebraically closed field or a real closed field. Equip each
affine space Rn with the Zariski topology. By algebraic subset of Rn, we
mean a closed subspace of Rn. Let X be such a subset of Rn. A point p
of X is nonsingular of dimension d if the ring of germs of regular functions
on X at p is a regular local ring of dimension d. The dimension dim(X)
of X is the largest dimension of nonsingular points of X and Nonsing(X)
indicates the set of all nonsingular points of X of dimension dim(X). If
X = Nonsing(X), then X is called nonsingular. We denote by IRn(X) the
ideal of R[x1, . . . , xn] of polynomials vanishing on X. By an algebraic subset
of X, we mean a closed subspace of X. As usual, the codimension of an
algebraic subset Y of X is the difference between dim(X) and dim(Y ). Let
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Z be an open subset of X and let S be a non–void subset of Z. We indicate
by R(Z) the ring of regular functions on Z and by IRZ (S) the ideal of R(Z)
of regular functions vanishing on S. The previous notions can be defined
similarly in the projective case.
The results presented below improve in several directions the Nakai–
Nishimura–Dubois–Efroymson dimension theorem [9], [3] (see also [8]).
Theorem 1.1 Let X be an irreducible algebraic subset of Rn, let Y be an
algebraic subset of X of codimension s ≥ 2 and let f1, . . . , fν be generators
of IRn(Y ) in R[x1, . . . , xn]. Then, there exist polynomials g1, . . . , gs−1 in
R[x1, . . . , xn] with the following properties:
a) For each k ∈ {1, . . . , s−1} and for each j ∈ {1, . . . , ν}, there is a linear
polynomial pkj in R[x1, . . . , xn] such that gk =
∑ν
j=1 pkjfj.
b) Denote by X∗ the set Nonsing(X) \Y and, for each k ∈ {1, . . . , s− 1},
define Yk := {x ∈ X | g1(x) = · · · = gk(x) = 0} and Y ∗k := Yk ∩ X∗.
Then, for each k ∈ {1, . . . , s−1}, Yk is an irreducible algebraic subset of
X of codimension k containing Y such that Y ∗k 6= ∅, Y ∗k ⊂ Nonsing(Yk)
and IRX∗(Y ∗k ) is generated in R(X∗) by the restrictions of g1, . . . , gk
to X∗.
When R is a real closed field, we can say some more about the polynomials
pkj. We recall that the topology of R
n induced by the ordering structure on
R is called euclidean topology.
Theorem 1.1′. Let R be a real closed field and let X, Y , s and f1, . . . , fν be
as above. Let (xkji)k∈{1,...,s−1},j∈{1,...,ν},i∈{0,1,...,n} be the coordinates of R(s−1)ν(n+1).
Then, it is possible to determinate by a constructive argument an element
a = (akji)k,j,i ∈ R(s−1)ν(n+1) such that, for each euclidean neighborhood U of
a in R(s−1)ν(n+1), there is (bkji)k,j,i ∈ U which satisfies the following assertion:
For each k ∈ {1, . . . , s− 1}, define the polynomial gk in R[x1, . . . , xn] by
gk(x) :=
∑ν
j=1 (bkj0 +
∑n
i=1 bkjixi) fj(x).
Then, using such polynomials g1, . . . , gs−1, point b) of Theorem 1.1 is verified.
Let X be an algebraic subset of Rn of dimension r. First, suppose r <
n. We define the complete intersection degree cideg(X,Rn) of X in Rn as
the minimum integer c such that there are a point p ∈ Nonsing(X) and
polynomials P1, . . . , Pn−r in IRn(X) with independent gradients at p and c =∏n−r
i=1 deg(Pi). Moreover, we define the upper degree udeg(X,R
n) of X in Rn
as the minimum integer u such that there is a finite set of non–zero generators
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f1, . . . , fν of IRn(X) in R[x1, . . . , xn] with u = max j∈{1,...,ν} deg(fj). If r = n,
then we consider cideg(X,Rn) and udeg(X,Rn) equal to 1. Ler R be the
algebraic closure of R. We identify canonically Rn with a subset of Pn(R)
and Pn(R) with a subset of Pn(R) so each subset of Rn is a subset of Pn(R)
also.
Theorem 1.2 Let X be an irreducible algebraic subset of Rn of dimension
r, let c := cideg(X,Rn), let Y be an algebraic subset of X of codimension
s ≥ 2 and let u := udeg(Y,Rn). Then, there is a chain of inclusions Y ⊂
Ys−1 ⊂ · · · ⊂ Y1 ⊂ Y0 = X such that, for each k ∈ {0, 1, . . . , s− 1}, Yk is an
irreducible algebraic subset of X of codimension k, ∅ 6= Yk ∩ (Nonsing(X) \
Y ) ⊂ Nonsing(Yk) and, setting Yk equal to the Zariski closure of Yk in Pn(R),
the degree deg(Yk) of Yk in Pn(R) and the geometric genus pg(Yk) of Yk
satisfy the following inequalities:
deg(Yk) ≤ c(u+ 1)k
and
pg(Yk) ≤
(
c(u+ 1)k − 1
r − k + 1
)
where the binomial coefficient
(
a
b
)
is considered null if a < b.
Let X be an algebraic subset of Rn (resp. Pn(R)). An algebraic subset of X
of dimension 1 is called algebraic curve of X.
Corollary 1.3 Let X be an irreducible algebraic subset of Rn of dimension
r ≥ 1 and let F be a finite subset of X formed by m distinct points. Define
c := cideg(X,Rn). Then, there is an irreducible algebraic curve D of X
containing F such that ∅ 6= D∩(Nonsing(X)\F ) ⊂ Nonsing(D) and, setting
D equal to the Zariski closure of D in Pn(R), it holds:
deg(D) ≤ c(m+ 1)r−1
and
pg(D) ≤ 12 (c(m+ 1)r−1 − 1) (c(m+ 1)r−1 − 2) .
In the next theorem, we will improve Corollary 1.3 in the case F is a single
point. Before stating this result, we recall some classical notions and give a
definition. Let S be a subset of Rn. S is said to be a cone of Rn with vertex
p ∈ Rn if, for each q ∈ S \ {p}, the affine line through p and q is contained in
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S. Moreover, S is said to be nondegenerate in Rn if it is not contained in any
affine hyperplane of Rn. Similar definitions can be given in the projective case
also. Indicate by N the set of all non–negative integers. We call Castelnuovo
function the function Castel : (N \ {0})× (N \ {0}) −→ N defined as follows:
for each (d, n) with d or n equal to 1, Castel(d, n) := 0 and, for each (d, n)
with d ≥ 2 and n ≥ 2, Castel(d, n) := 1
2
a(a − 1)(n − 1) + ab where a and
b are the unique non–negative integers such that d − 1 = a(n − 1) + b and
b ∈ {0, 1, . . . , n − 2}. We use this nomenclature because, when d = n = 1
or d, n ∈ N \ {0, 1}, Castel(d, n) is the well–known Castelnuovo bound for
the genus of a nondegenerate irreducible complex algebraic curve of Pn(C)
of degree d.
Theorem 1.4 Let X be a nondegenerate irreducible algebraic subset of Rn
of dimension r ≥ 1 and let p be a point of X such that X is not a cone of Rn
with vertex p. Define c := cideg(X,Rn) and denote by d∗ the degree of the
Zariski closure of X in Pn(R). Then, there exists a non–void Zariski open
subset Ω of Nonsing(X) \ {p} with the following properties: for each q ∈ Ω,
there is an irreducible algebraic curve Dq of X containing p and q such that
Dq ∩ (Nonsing(X) \ {p}) ⊂ Nonsing(Dq) and, setting Dq equal to the Zariski
closure of Dq in Pn(R), it holds:
deg(Dq) = d
∗
and
pg(Dq) ≤ Castel(d∗, n− r + 1) ≤ Castel(c, n− r + 1).
Remark 1.5 Suppose R is a real closed field. An algebraic subset of Pn(R)
is said to be defined over R if it is the vanishing set of some homogeneous
polynomials in R[x0, x1, . . . , xn]. Let D be an irreducible algebraic curve of
Rn. It is well–known that there is a nonsingular irreducible algebraic curve
D˜ of some PN(R) defined over R such that the real part D˜ ∩ Pn(R) of D˜
is birationally isomorphic to D. Such a curve D˜ is unique up to biregular
isomorphism. In this way, it is possible to define the genus g(D) of D as the
genus of D˜. Remark that, if D is the Zariski closure of D in Pn(R), then
g(D) = pg(D) so, in the statements of Corollary 1.3 and Theorem 1.4, pg(D)
and pg(Dq) can be replaced by g(D) and g(Dq) respectively.
In future papers, we will use the previous bounds in the study of mor-
phism space between algebraic varieties over real closed fields (see the an-
nouncement [4] and [5]). For example, the following result is a consequence
of Theorem 1.4.
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Theorem 1.6 ([5]) Let R be a real closed field (resp. algebraically closed
field). Let X be a nondegenerate irreducible algebraic subset of Rn of dimen-
sion r ≥ 1, let c := cideg(X,Rn) and let Y be an algebraic subset of Rm of
positive dimension. Indicate by e(Y ) the minimum genus (resp. geometric
genus) of an irreducible algebraic curve of Y . Then, if Castel(c, n− r+1) <
e(Y ), every regular map from X to Y is constant.
2 The proofs
We will give the proofs only in the case R is a real closed field. When R is
an algebraically closed field, the proofs are similar, but very easier. We need
some preliminaries. Fix a real closed field R. The ring R[i] = R[X]/(X2+1)
in an algebraically closed field (see section 1.2. of [2]) so R = R[i]. For
convenience, we will use the symbol C in place of R. Let Z be a Zariski locally
closed subset of Pn(R) (resp. Pn(C)). The notions of dim(Z), Nonsing(Z),
algebraic subset of Z and codimension of an algebraic subset of Z can be
defined as in the case Z is Zariski closed in Pn(R) (resp. Pn(C)). Denote
by Sing(Z) the set Z \ Nonsing(Z). Indicate by σn : Pn(C) −→ Pn(C)
the conjugation map and identify canonically Pn(R) with the fixed point
set of σn. Let S be a subset of Pn(C). Define the real part S(R) of S
by S(R) := S ∩ Pn(R). Recall that S is said to be defined over R if it is
σn–invariant, i.e, σn(S) = S. Suppose that S has this property and fix a
subset T of some Pm(C). A map f : S −→ T is said to be defined over R
if σm ◦ f = f ◦ σn|S. Remark that, if f is a regular morphism defined over
R, then f(S(R)) ⊂ T (R) and the restriction of f from S(R) to T (R) is a
regular morphism.
Let k be the field R or the field C. Let L = (v0, v1, . . . , vr) be a (r + 1)–
uple of independent vectors of kn+1. For each l ∈ {0, 1, . . . , r}, write vl :=
(v0l, v1l, . . . , vnl) and define the linear polynomial pl in k[x0, x1, . . . , xn] by
pl(x) :=
∑n
i=0 vilxi. Let L be the (n − r + 1)–dimensional linear subspace
of Pn(k) defined as the vanishing set of p0, p1, . . . , pr. The regular map
piL : Pn(k) \ L −→ Pr(k) defined by piL([x]) := [p0(x), p1(x), . . . , pr(x)] is
called a projection of Pn(k) with center L. Remark that piL is uniquely
determinated by L up to composition with a projective automorphism of
Pr(k). For simplicity, we indicate piL by piL and say that piL is the projection
of Pn(k) with center L. Moreover, if k = C and L is defined over R, then
we assume that piL : Pn(C) \L −→ Pr(C) is defined over R also. Let now X
be an algebraic subset of Pn(k) of dimension r and let p ∈ Nonsing(X). Let
σ : kn+1\{0} −→ Pn(k) be the natural projection and let p′ ∈ σ−1(p). Choose
homogeneous polynomials P1, . . . , Pn−r in k[x0, x1, . . . , xn] vanishing on X
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with independent gradients at p′ and, for each j ∈ {1, . . . , n− r}, define the
linear polynomial gj(x) in k[x0, x1, . . . , xn] by gj(x) :=
∑n
i=0 xi·(∂Pj/∂xi)(p′).
We define the projective tangent space PTp(X) of X at p in Pn(k) as the van-
ishing set of g1, . . . , gn−r. It is easy to verify that PTp(X) does not depend on
the choice of p′ and P1, . . . , Pn−r and has dimension r. Moreover, it always
contains p.
Lemma 2.1 Let N and P be linear subspaces of Pn(C) of dimension d and
r respectively and let piN : Pn(C) \ N −→ Pn−d−1(C) be the projection of
Pn(C) with center N . Indicate by h the dimension of N ∩P where h = −1 if
N ∩P = ∅. Then, piN(P \N) is a linear subspace of Pn−d−1(C) of dimension
r − h− 1.
Proof. Easy exercise of Linear Algebra. 2
Lemma 2.2 Let X be an algebraic subset of Pn(R) of dimension r < n, let
p ∈ Nonsing(X) and let XC be the Zariski closure of X in Pn(C). Then, it
is possible to determinate by a constructive argument a linear subspace L of
Pn(R) of dimension n− r − 1 such that the Zariski closure of L in Pn(C) is
disjoint from XC and, denoting by pi
∗
L : Nonsing(X) −→ Pr(R) the restriction
to Nonsing(X) of the projection of Pn(R) with center L, p is a regular point
of pi∗L.
Proof. It suffices to find a (n − r)–dimensional linear subspace N of Pn(C)
defined over R such that N ∩ PTp(XC) = {p} and N ∩XC is finite. We will
prove, by induction on d ∈ {0, 1, . . . , n − r}, that there is a d–dimensional
linear subspace Nd of Pn(C) defined over R such that Nd ∩ PTp(XC) = {p}
and Nd ∩ XC is finite. The case d = 0 is evident. Let d ∈ {1, . . . , n − r}.
By induction, there is a (d − 1)–dimensional linear subspace Nd−1 of Pn(C)
with the prescribed properties. Let pid−1 : Pn(C) \Nd−1 −→ Pn−d(C) be the
projection of Pn(C) with center Nd−1 and, for each z ∈ Pn−d(C), let Nd,z
be the d–dimensional linear subspace of Pn(C) defined by Nd,z := Nd−1 unionsq
pi−1d−1(z). Define Z := {z ∈ Pn−d(C) |Nd,z ∩ PTp(XC) 6= Nd−1 ∩ PTp(XC)} =
pid−1(PTp(XC) \ Nd−1). Since Nd−1 ∩ PTp(XC) = {p}, Lemma 2.1 ensures
that dim(Z) = r − 1. Let X∗C be the Zariski closure of pid−1(XC \ Nd−1) in
Pn−d(C). If dim(X∗C) < n − d (for example, when d < n − r), then the set
Pn−d(R) \ (Z ∪X∗C) is non–void. Fix a point z in such a set. It is easy to see
that Nd,z has the desired properties. Suppose d = n − r and dim(X∗C) = r,
i.e., X∗C = Pr(C). Let W ∗ be the Zariski closure of pid−1(Sing(XC) \Nd−1) in
Pr(C) and let Ω := XC ∩pi−1d−1(Pr(C) \W ∗). Remark that dim(W ∗) < r so Ω
is a non–void Zariski open subset of Nonsing(XC) \ Nd−1. Applying Sard’s
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theorem to the restriction of pid−1 to Ω, we find a point z ∈ Pr(R) \ (Z ∪W ∗)
such that Nd,z∩(XC\Nd−1) ⊂ Ω and Nd,z intersects transversally Ω in Pn(C).
In particular, Nd,z is defined over R, Nd,z ∩ PTp(XC) = {p} and Nd,z ∩XC is
finite. 2
Lemma 2.3 Let XC be an irreducible algebraic subset of C
n, let YC be an
algebraic subset of XC of codimension s ≥ 1 and let p be a nonsingular point
of YC of some dimension. Denote by ρC : X˜C −→ XC the blowing up of XC
with center YC. Then, dim(ρ
−1
C (p)) ≥ s− 1.
Proof. Let r := dim(XC). Let pi : P −→ Cn be the blowing up of Cn
with center YC . We may suppose that P is an irreducible Zariski locally
closed subset of some PN(C) and ρC is the strict transform of XC along pi
so X˜C ⊂ P , pi(X˜C) = XC and the restriction of pi from X˜C to XC coincides
with ρC . Pick a Zariski open neighborhood U of p in C
n such that U ∩ YC is
a nonsingular irreducible algebraic subset of U of some dimension d ≤ r− s.
Remark that: dim(P ) = n, pi−1(U) is a Zariski open subset of Nonsing(P ),
X˜C is an irreducible algebraic subset of P of dimension r and pi
−1(p) is a
nonsingular irreducible algebraic subset of pi−1(U) of dimension n − d − 1.
Since ρC is surjective and ρ
−1
C (p) = X˜C ∩pi−1(p), we have that dim(ρ−1C (p)) ≥
r + (n− d− 1)− n = r − d− 1 ≥ s− 1. 2
The following is a strong version of Theorem 1.1′. Recall that the ordering
structure on R induces, in a natural way, a topology on Rn and Pn(R) (and
hence on any of their subsets) called euclidean topology.
Theorem 1.1′′. Let X be an irreducible algebraic subset of Rn, let Y be
an algebraic subset of X of codimension s ≥ 2, let f1, . . . , fν be generators
of IRn(Y ) in R[x1, . . . , xn], let X∗ := Nonsing(X) \ Y and let U be a non–
void euclidean open subset of X∗. Let (xkji)k∈{1,...,s−1},j∈{1,...,ν},i∈{0,1,...,n} be
the coordinates of R(s−1)ν(n+1). Then, it is possible to determinate by a con-
structive argument an element a = (akji)k,j,i ∈ R(s−1)ν(n+1) such that, for
each euclidean neighborhood U of a in R(s−1)ν(n+1), there is (bkji)k,j,i ∈ U
which satisfies the following assertion: For each k ∈ {1, . . . , s − 1}, define
the polynomial gk in R[x1, . . . , xn] by
gk(x) :=
∑ν
j=1 (bkj0 +
∑n
i=1 bkjixi) fj(x),
the polynomial map Gk : X −→ Rk by Gk(x) := (g1(x), . . . , gk(x)) and the
subset Yk of X by Yk := G
−1
k (0k) where 0k is the origin of R
k. Then, for each
k ∈ {1, . . . , s− 1}, Yk is an irreducible algebraic subset of X of codimension
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k containing Y , Yk ∩U 6= ∅ and 0k is a regular value of the restriction of Gk
to X∗.
Proof. Let r := dim(X). Let XC and YC be the Zariski closures of X and Y
in Cn respectively and let f1,C , . . . , fν,C be the polynomials f1, . . . , fν viewed
as elements of C[x1, . . . , xn]. Define
X ′C := ZclCn×Pν−1(C)
{
(x, [f1,C(x), . . . , fν,C(x)]) ∈ Cn × Pν−1(C) |x ∈ XC \ YC
}
and ρ′C : X
′
C −→ XC by ρ′C(x, [y]) := x where ZclCn×Pν−1(C) indicates
the Zariski closure operator of Cn × Pν−1(C). Let N := ν(n + 1) − 1,
let (yji)j∈{1,...,ν},i∈{0,1,...,n} be the coordinates of Cν(n+1) and let [(yji)j,i] be
the corresponding homogeneous coordinates of PN(C). Let ψC : Cn ×
Pν−1(C) −→ PN(C) be the restriction to Cn × Pν−1(C) of the Segre em-
bedding Pn(C) × Pν−1(C) 3 ([(xi)i], [(yj)j]) 7−→ [(xiyj)j,i] ∈ PN(C), let
X˜C := ψC(X
′
C) and let ϕC : X˜C −→ X ′C be the inverse of the restriction
of ψC from X
′
C to X˜C . Define: the regular map ρC : X˜C −→ XC defined
over R by ρC := ρ
′
C ◦ ϕC , X˜ as the real part of X˜C and the regular map
ρ : X˜ −→ X as the restriction of ρC from X˜ to X. Evidently, ρC is the
blowing up of XC with center YC and ρ is the blowing up of X with cen-
ter Y . In particular, X˜C (resp. X˜) is an irreducible Zariski locally closed
subset of PN(C) (resp. PN(R)) of dimension r. Let η : X \ Y −→ X˜ be
the regular map such that ρ(η(x)) = x for each x ∈ X \ Y , i.e., the map
which sends x ∈ X \ Y into [(xi · fj(x))j,i] ∈ PN(R) where x0 is considered
equal to 1. Fix p ∈ U and define p∗ := η(p) and U∗ := η(U) ⊂ Nonsing(X˜).
By Lemma 2.2, it is possible to determinate by a constructive argument a
(N − r − 1)–dimensional linear subspace L of PN(R) such that the Zariski
closure LC of L in PN(C) is disjoint from X˜C and, denoting by pi∗L the restric-
tion to Nonsing(X˜) of the projection piL,C : PN(C) \LC −→ Pr(C) of PN(C)
with center LC , p
∗ is a regular point of pi∗L. Thanks to this property, we can
choose an euclidean neighborhood V ∗ of p∗ in U∗ such that E∗ := pi∗L(V
∗)
is an euclidean open subset of Pr(R) and the restriction of pi∗L from V ∗ to
E∗ is a diffeomorphism. Define e∗ := pi∗L(p
∗). For each k ∈ {1, . . . , s − 1},
choose a point βk = (βk0, βk1, . . . , βkr) ∈ Rr+1 \ {0} in such a way that,
defining the hyperplane Hk,C of Pr(C) by the linear equation
∑r
l=0 βklzl = 0,
the following is true: each Hk,C contains e
∗ and, for each k ∈ {2, . . . , s− 1},
Hk,C is transverse to
⋂k−1
h=1Hh,C in Pr(C). Let us write explicitly piL,C . For
each l ∈ {0, 1, . . . , r}, choose an element (αlji)j,i ∈ Rν(n+1) such that, defin-
ing the linear polynomial ξl((yji)j,i) :=
∑
j,i αljiyji, LC is the vanishing set
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of ξ0, ξ1, . . . , ξr in PN(C). Define the point a = (akji)k,j,i ∈ R(s−1)ν(n+1) by
setting akji :=
∑r
l=0 βklαlji for each k ∈ {1, . . . , s − 1}, j ∈ {1, . . . , ν} and
i ∈ {0, 1, . . . , n}. We will prove that such a point of R(s−1)ν(n+1) has the
desired properties. By repeated applications of Bertini’s theorem to piL,C |X˜C
and piL,C |Nonsing(X˜C)\ρ−1C (YC) (see Theorem 6.3, 2) and 4) of [7], page 67), for
each k ∈ {1, . . . , s− 1}, we find a point β′k = (β′k0, β′k1, . . . , β′kr) of Rr+1 \ {0}
arbitrarily close to βk with respect to the euclidean topology such that, defin-
ing the hyperplane H ′k,C of Pr(C) by the linear equation
∑r
l=0 β
′
klzl = 0, the
following four properties are verified:
1) for each k ∈ {2, . . . , s− 1}, H ′k,C is transverse to
⋂k−1
h=1H
′
h,C in Pr(C),
2) E∗ ∩⋂s−1h=1H ′h,C 6= ∅,
3) for each k ∈ {1, . . . , s − 1}, Y ′k,C := X˜C ∩ pi−1L,C(
⋂k
h=1H
′
h,C) is an irre-
ducible algebraic subset of X˜C of codimension k,
4) for each k ∈ {1, . . . , s − 1}, the restriction of piL,C to Nonsing(X˜C) \
ρ−1C (YC) is transverse to
⋂k
h=1H
′
h,C in Pr(C).
For each k ∈ {1, . . . , s − 1}, denote by Y ′k the real part of Y ′k,C and by Yk
the Zariski closure of ρ(Y ′k) in X. Fix k ∈ {1, . . . , s− 1}. From 2) and 4), it
follows that V ∗ ∩ Nonsing(Y ′k,C) 6= ∅ so, using 3) also, we have that Y ′k is an
irreducible algebraic subset of X˜ of codimension k and Yk is an irreducible
algebraic subset of X of codimension k. Let us show that Y ⊂ Yk. Denote
by Nonsing(∗)(Y ) the set of all nonsingular points of Y of some dimension.
By Lemma 2.3, we know that, for each p ∈ Nonsing(∗)(Y ), the dimension of
the algebraic subset ρ−1C (p) of PN(C) is at least s− 1. Let Nk,C be the linear
subspace of PN(C) of codimension k defined byNk,C := LCunionsqpi−1L,C(
⋂k
h=1H
′
k,C).
Remark that, for each p ∈ Nonsing(∗)(Y ), ρ−1C (p) ∩ Y ′k,C = ρ−1C (p) ∩ Nk,C so,
being dim(Nk,C) ≥ N − s + 1, it follows that ρ−1C (p) ∩ Y ′k,C 6= ∅. Since
ρC(Y
′
k,C) ∩ X ⊂ Yk, Nonsing(∗)(Y ) ⊂ ρC(Y ′k,C) and Nonsing(∗)(Y ) is Zariski
dense in Y , we have that Y ⊂ Yk as desired. We can now complete the
proof. Let piL : PN(R) \ L −→ Pr(R) be the projection of PN(R) with
center L. Remark that Yk \ Y = η−1(Y ′k) =
⋂k
h=1(piL ◦ η)−1(H ′k,C) and,
for each h ∈ {1, . . . , k}, (piL ◦ η)−1(H ′h,C) coincides with the set of points
x = (x1, . . . , xn) ∈ X \ Y such that∑ν
j=1 ((
∑r
l=0 β
′
hlαlj0) +
∑n
i=1(
∑r
l=0 β
′
hlαlji)xi) · fj(x) = 0.
For each k ∈ {1, . . . , s − 1}, j ∈ {1, . . . , ν} and i ∈ {0, 1, . . . , n}, define
(bkji)k,j,i ∈ R(s−1)ν(n+1) by bkji :=
∑r
l=0 β
′
klαlji, the linear polynomial gk in
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R[x1, . . . , xn] by
gk(x) :=
∑ν
j=1 (bkj0 +
∑n
i=1 bkjixi) fj(x)
and the polynomial map Gk : X −→ Rk by Gk(x) := (g1(x), . . . , gk(x)).
Remark that (bkji)k,j,i is arbitrarily close to a in R
(s−1)ν(n+1). Fix k ∈
{1, . . . , s − 1}. We have that Yk \ Y = G−1k (0k). Moreover, the explicit
form of Gk ensures that Y ⊂ G−1k (0k) so Yk = G−1k (0k). From property 2), it
follows that Yk ∩ U 6= ∅ and, from properties 1) and 4), it follows that 0k is
a regular values of Gk|X∗ . 2
Lemma 2.4 Let X be an irreducible algebraic subset of Rn of dimension r
and let XC be the Zariski closure of X in Pn(C). Define c := cideg(X,Rn).
Then, deg(XC) ≤ c and pg(XC) ≤
(
c−1
r+1
)
.
Proof. Define d∗ := deg(XC) and g∗ := pg(XC). Let p ∈ Nonsing(X)
and let P1, . . . , Pn−r ∈ IRn(X) with independent gradient at p such that
c =
∏n−r
i=1 deg(Pi). Let P
∗
1 , . . . , P
∗
n−r be the homogeneous polynomials of
R[x0, x1, . . . , xn] obtained by homogenization of P1, . . . , Pn−r respectively and
let P ∗1,C , . . . , P
∗
n−r,C be the polynomials P
∗
1 , . . . , P
∗
n−r viewed as elements of
C[x0, x1, . . . , xn]. By the properties of P1, . . . , Pn−r, it follows at once the
existence of a Zariski open neighborhood Z of p in Pn(C) such that XC ∩
Z is the vanishing set of P ∗1,C |Z , . . . , P ∗n−r,C |Z . Remark that XC \ Z is a
proper algebraic subset of XC so dim(XC \ Z) < dim(XC) = r. By the
Noether Normalization Theorem, there is a (n − r − 1)–dimensional linear
subspace L of Pn(C) disjoint from XC such that the restriction pi : X −→
Pr(C) of the projection piL : Pn(C) \ L −→ Pr(C) of Pn(C) with center L
is a finite–to–one surjective regular map. Let W be the Zariski closure of
pi((XC \ Z) ∪ Sing(XC)) in Pr(C). Evidently, we have that dim(W ) < r.
Applying Sard’s theorem to pi|XC\pi−1(W ), we find a point z ∈ Pr(C) \ W
such that the (n− r)–dimensional linear subspace Nz := Lunionsqpi−1L (z) of Pn(C)
intersects transversally Nonsing(XC) in Pn(C) andNz∩XC ⊂ XC\pi−1(W ) ⊂
Nonsing(XC). It is well–known that the cardinality of Nz ∩ XC is exactly
d∗. Let {Qj = 0}rj=1 be linear polynomial equations for Nz in Pn(C). The
points of Nz ∩ XC are the solutions of the following system of equations:
{P ∗i,C = 0}n−ri=1 and {Qj = 0}rj=1. In this way, Bezout’s theorem ensures that
d∗ ≤ ∏n−ri=1 deg(P ∗i,C) = c. It remains to prove that g∗ ≤ (c−1r+1). If X is an
affine subspace of Rn, then g∗ = 0 so there is nothing to prove. Suppose X is
not an affine linear subspace of Rn. Recall that, by the Castelnuovo–Harris
Bound Theorem [6], we know that g∗ ≤ ( a
r+1
)
(m− r) + (a
r
)
b where m is the
minimum dimension of a linear subspace of Pn(C) containing XC and a and
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b are the unique non–negative integers such that d∗ − 1 = a(m− r) + b and
b ∈ {0, 1, . . . ,m− r− 1}. By elementary considerations, it is easy to see that(
a
r+1
)
(m− r) + (a
r
)
b ≤ (d∗−1
r+1
) ≤ (c−1
r+1
)
. 2
Proof of Theorem 1.2. Let P1, . . . , Pn−r be polynomials of IRn(X) such
that c =
∏n−r
i=1 deg(Pi) and, for some p ∈ Nonsing(X), their gradients
∇P1(p), . . . ,∇Pn−r(p) at p are independent. Let U be the Zariski open subset
ofX formed by points x ∈ X∗ := Nonsing(X)\Y such that∇P1(x), . . . ,∇Pn−r(x)
are independent. Fix a finite set of non–zero generators f1, . . . , fν of IRn(Y )
in R[x1, . . . , xn] such that u = max j∈{1,...,ν} deg(fj). For each k ∈ {1, . . . , s−
1}, let gk be a polynomial in R[x1, . . . , xn], let Gk : X −→ Rk be a poly-
nomial map and let Yk be a subset of X with the properties described in
the statement of Theorem 1.1′′. Fix k ∈ {1, . . . , s − 1}. The fact that
Yk ∩ U 6= ∅ and 0k is a regular value of Gk|X∗ implies that cideg(Yk, Rn) ≤
(
∏n−r
i=1 deg(Pi)) · (u+1)k = c(u+1)k. Theorem 1.2 now follows from Lemma
2.4. 2
Lemma 2.5 Let X be a nondegenerate irreducible algebraic subset of Pn(R)
of dimension r < n, let q ∈ Nonsing(X) and let N be a linear subspace of
Pn(R) of dimension d ∈ {0, 1, . . . , n − r − 1} such that N ∩ PTq(X) = {q}.
Let piN : Pn(R) \N −→ Pn−d−1(R) be the projection of Pn(R) with center N .
Then, the Zariski closure of piN(X \N) in Pn(R) has dimension r.
Proof. It suffices to prove the following version of the lemma: “Let X be
as above, let q ∈ X, let N be a linear subspace of Pn(R) of dimension
d ∈ {0, 1, . . . , n − r − 1} and let piN : Pn(R) \ N −→ Pn−d−1(R) be the
corresponding projection. Suppose that there is a Nash submanifold M of
Pn(R) of dimension r containing q such that M is connected with respect to
the euclidean topology, M ⊂ X and N ∩ PTq(M) = {q} where, making use
of Nash functions, PTq(M) can be defined similarly to the projective tangent
space PTp(X) presented at page 6 (for the notions of Nash function and Nash
submanifold of Pn(R), see [10] and [2]). Then, the restriction pi∗N :M \N −→
Pn−d−1(R) of piN to M \ N has rank r”. First, consider the case d = 0.
Indicate by piq : Pn(R)\{q} −→ Pn−1(R) the projection of Pn(R) with center
{q} and by pi∗q :M\{q} −→ Pn−1(R) its restriction toM\{q}. We must prove
that the rank rnk(pi∗q ) of pi
∗
q is r. Suppose on the contrary that rnk(pi
∗
q ) < r.
This condition implies thatM is contained in PTq(M). SinceX is irreducible,
it follows that X ⊂ PTq(M) which is impossible because X is assumed to be
nondegenerate in Pn(R). Let us complete the proof by induction on n ≥ r+1.
Let n = r + 1. Since d must be null, we just know that rnk(pi∗{q}) = r.
Let n > r + 1 and d ∈ {1, . . . , n − r − 1}. Fix y ∈ N \ (M ∪ PTq(M))
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and denote by pi∗y : M −→ Pn−1(R) the restriction to M of the projection
piy : Pn(R) \ {y} −→ Pn−1(R) of Pn(R) with center {y}. By Lemma 2.1, we
know that pi∗y is an immersion at q so, restricting M around q if needed, we
may suppose that: N ∩M = {q}, pi∗y is an immersion and M∗ := pi∗y(M)
is a Nash submanifold of Pn−1(R) of dimension r. Let X∗ be the Zariski
closure of piy(X \ {y}) in Pn−1(R), let q∗ := piy(q) and let N∗ := piy(N \ {y}).
It is easy to see that X∗ is a nondegenerate irreducible algebraic subset of
Pn−1(R) of dimension r, q∗ ∈ M∗ ⊂ X∗, N∗ is a linear subspace of Pn−1(R)
of dimension d − 1 and PTq∗(M∗) = piy(PTq(M)). In particular, we have
that N∗ ∩ PTq∗(M∗) = {q∗}. Let piN∗ : Pn−1(R) \ N∗ −→ Pn−d−1(R) be the
projection of Pn−1(R) with center N∗ and let pi∗N∗ :M∗\N∗ −→ Pn−d−1(R) be
the restriction of piN∗ toM
∗\N∗. By induction, it follows that rnk(pi∗N∗) = r.
Since pi∗N = pi
∗
N∗ ◦ pi∗y|M\N , we have that rnk(pi∗N) = rnk(pi∗N∗) = r. 2
Proof of Theorem 1.4. We subdivide the proof into three steps.
Step I. We may suppose that X is an algebraic subset of Pn(R). Let
pip : Pn(R) \ {p} −→ Pn−1(R) be the projection of Pn(R) with center {p}.
Since X is not a cone of Pn(R) with vertex p, the Zariski closure X∗ of
pip(X \ {p}) in Pn−1(R) has dimension r. Let W ∗1 be the Zariski closure
of Sing(X∗) ∪ pip(Sing(X) \ {p}) in Pn−1(R). Remark that dim(W ∗1 ) < r so
A := X∩pi−1p (X∗\W ∗1 ) is a non–void Zariski open subset of Nonsing(X)\{p}.
Let pi∗p : A −→ Nonsing(X∗) be the restriction of pip from A to Nonsing(X∗)
and let W ∗2 be the Zariski closure in Pn−1(R) of the set of critical values of
pi∗p. By Sard’s theorem, we know that dim(W
∗
2 ) < r. Define the non–void
Zariski open subset Ω of Nonsing(X)\{p} by Ω := (pi∗p)−1(Nonsing(X∗)\W ∗2 ).
Remark that, for each q ∈ Ω, the line Lq of Pn(R) containing p and q has
the following property: Lq ∩ (X \ {p}) is a finite subset of Nonsing(X) \ {p}
and, for each y ∈ Lq ∩ (X \ {p}), Lq ∩ PTy(X) = {y}. Fix q ∈ Ω.
Step II. Let XC be the Zariski closure of X in Pn(C). We will prove
that, for each d ∈ {1, . . . , n − r}, there is a d–dimensional linear subspace
Nd of Pn(C) defined over R such that, defining Fd := XC ∩ Nd and Fd,R as
the real part of Fd, the following is true: Fd is finite, contains {p, q} and
generates Nd in Pn(C) (i.e., the smallest linear subspace of Pn(C) containing
F is Nd). Moreover, Fd,R \ {p} ⊂ Nonsing(X) and, for each y ∈ Fd,R \ {p},
Nd∩PTy(XC) = {y}. Let us proceed by induction on d. Let d = 1. It suffices
to defineN1 equal to the Zariski closure of Lq in Pn(C). Let d ∈ {2, . . . , n−r}.
By induction, there is a (d − 1)–dimensional linear subspace Nd−1 of Pn(C)
with the prescribed properties. Let pid−1 : Pn(C) \Nd−1 −→ Pn−d(C) be the
projection of Pn(C) with center Nd−1 and, for each z ∈ Pn−d(C), let Nd,z
be the d–dimensional linear subspace of Pn(C) defined by Nd,z := Nd−1 unionsq
pi−1d−1(z). Define Z :=
⋃
y∈Fd−1,R\{p}{z ∈ Pn−d(C) |Nd,z ∩ PTy(XC) 6= Nd−1 ∩
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PTy(XC)} =
⋃
y∈Fd−1,R\{p} pid−1(PTy(XC) \ Nd−1). Since Nd−1 ∩ PTy(XC) =
{y} for each y ∈ Fd−1,R \{p}, by Lemma 2.1, we know that dim(Z) = r−1 <
n− d. Let X∗C be the Zariski closure of pid−1(XC \Nd−1) in Pn−d(C) and let
pi∗d−1 : X \ Nd−1 −→ Pn−d(R) be the restriction of pid−1 from X \ Nd−1 to
Pn−d(R). Lemma 2.5 ensures that the Zariski closure of pi∗d−1(X \ Nd−1) in
Pn−r(R) has dimension r. In particular, it follows that dim(X∗C) = r. Let
W ∗1 be the Zariski closure of Sing(X
∗
C) ∪ pid−1(Sing(XC) \Nd−1) in Pn−d(C),
let A := XC ∩ pi−1d−1(X∗C \W ∗1 ) and let W ∗2 be the Zariski closure in Pn−d(C)
of the set of critical values of the restriction of pid−1 from A to Nonsing(X∗C).
By Sard’s theorem, it follows that dim(W ∗2 ) < r so dim(Z ∪W ∗1 ∪W ∗2 ) < r
also. In this way, the set pi∗d−1(X \Nd−1) \ (Z ∪W ∗1 ∪W ∗2 ) is non–void. Fix
a point z in such a set. It is easy to see that Nd,z has the desired properties.
The induction is complete.
Step III. We have just proved the existence of a (n−r)–dimensional linear
subspace N of Pn(C) defined over R such that, defining F := XC ∩ N and
FR as the real part of F , the following is true:
a) F is finite, contains {p, q} and generates N in Pn(C),
b) FR\{p} ⊂ Nonsing(X) and, for each y ∈ FR\{p}, N∩PTy(XC) = {y}.
Let piN : Pn(C) \ N −→ Pr−1(C) be the projection of Pn(C) with center N
and let pi′N : XC \N −→ Pr−1(C) be its restriction to XC \N . Following the
argument used in the proof of Lemma 2.5, it is easy to see that piN(X \ N)
contains a non–void euclidean open subset of Pr−1(R). Applying Bertini’s
theorem to pi′N and to pi
′
N |Nonsing(XC)\N , we find a point z ∈ piN(X \ N)
such that, defining Nz := N unionsq pi−1N (z) and D′C := Nz ∩ (XC \ N), D′C is
an irreducible algebraic curve of XC \ N defined over R, D′C ∩ X 6= ∅ and
D′C ∩ (Nonsing(XC)\N) ⊂ Nonsing(D′C). Let DC := Nz ∩XC . Remark that
DC coincides with the Zariski closure of D
′
C in XC because DC \D′C is equal
to F (which is finite) and each irreducible component of DC has dimension
greater than or equal to r+(n−r+1)−n = 1. In this way, DC is an irreducible
algebraic curve of XC defined over R and containing F . Bearing in mind
previous properties a) and b) of F and FR, we have that DC generates Nz in
Pn(C) and DC ∩ (Nonsing(X)\{p}) ⊂ Nonsing(DC). In particular, denoting
by Dq the real part of DC , it follows that Dq is an irreducible algebraic curve
of X containing {p, q} such that Dq∩(Nonsing(X)\{p}) ⊂ Nonsing(Dq) and
the Zariski closure Dq of Dq in Pn(C) is equal to DC . Since Dq = Nz ∩XC ,
by applying Bezout’s theorem, we obtain that deg(Dq) = deg(XC) = d
∗.
Moreover, by the Castelnuovo Bound Theorem (see [6] or [1], page 116), we
have that pg(Dq) ≤ Castel(d∗, dim(N)) = Castel(d∗, n − r + 1). It remains
to prove that Castel(d∗, n− r+1) ≤ Castel(c, n− r+1). Lemma 2.4 ensures
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that d∗ ≤ c so, by a direct calculation, it is easy to verify the truthfulness of
the previous inequality. 2
Acknowledgements. I thank Edoardo Ballico who suggested me remarka-
ble simplifications to the original proof of Theorem 1.1′.
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