Introduction
The diameter of a graph G is the length of the longest path between two vertices of G.
Given a finite group G with a symmetric set of generators Σ = {g 1 , g −1 1 , . . . , g k , g −1 k }, the Cayley graph G(G, Σ) is a graph which has elements of G as vertices and which has an edge from x to y if and only if x = σy for some σ ∈ S. The diameter of G(G, Σ), or, equivalently, the diameter of group G with respect to the set of generators Σ, is the maximum over g ∈ G over the shortest word in Σ representing g. This quantity is of great interest in connection with efficient communications networks as well as in the study of various random walks on groups; see [2, 3, 14, 15] and references therein.
A simple count of words shows that diam(G(G, Σ)) ≥ log Σ (|G|). So, for Σ bounded, it follows that the optimal diameter bound is O(log |G|). It was proved by Babai, Kantor, and Lubotzky [3] that there is a constant C such that every nonabelian finite simple group G has a set Σ of at most 14 generators for which the diameter diam(G(G, Σ)) is at most C log |G|.
In this paper, we will be concerned with the dependence of the diameter on the set of generators. As our interest in this problem was motivated, in large part by the independence problem for groups and expanders posed by Lubotzky and Weiss [20] , (and in particular by Lubotzky's 1-2-3 question [17] ), we now briefly review them.
Expanders are highly connected sparse graphs widely used in computer science, in areas ranging from parallel computation to complexity theory and cryptography. Recently they also have found some remarkable applications in pure mathematics, notably in the work of Gromov [9, 10].
There are several ways of making the intuitive notions of connectivity and sparsity precise, the simplest and most widely used is the following. Given an undirected k-regular graph G and a subset X of V, the expansion of X, c(X) is defined to be the ratio
A family of k-regular graphs G n,k forms a family of C-expanders if there is a fixed posi-
The explicit constructions of expander graphs (Margulis [22, 23] and Lubotzky, Phillips, and Sarnak [19] ) use deep tools (Kazhdan's property (T), Selberg's theorem, proved Ramanujan conjectures) to construct families of Cayley graphs of finite groups as follows. Starting with an infinite group Γ (e.g., SL 2 (Z)) and a finite set of generators Σ, one considers a family of Cayley graphs G i = G(G i , SΣ i ), where G i is an infinite family of finite quotients (e.g., SL 2 (F p )) and Σ i is an image of Σ under the natural projection.
On the other hand, there are families of groups whose Cayley graphs are not expanders with respect to some specific choices of generators, notably S n with respect to {(12), (1, 2, . . . , n)} (see [8] and references therein). Furthermore, as shown in [20] some families of groups, for example abelian groups or solvable groups of bounded derived length, cannot be made into families of expanders with respect to any choice of generators.
The basic question, posed by Lubotzky and Weiss [20] , see also [16, 17, 21] , is to what extent the expansion property is the property of the family of groups {G i } alone, independent of the choice of generators.
Independence problem (Lubotzky and Weiss [20] ). Let G i be a family of finite groups, and
On the other hand, the problem is open for the "natural" families of groups, such as {S n } and {SL(n, F p )}. In particular, for {SL 2 (F p )} the affirmative answer is supported by extensive numerical experiments of Lafferty and Rockmore [11, 12, 13] , as well as by some recent results [6, 7, 28, 29] .
The following 1-2-3 problem, posed by Lubotzky [17] , remains open. For a prime p ≥ 5, we define . By Selberg's theorem [27] , the families X 1 p and X 2 p have a spectral gap (form a family of "expander surfaces") and from this, one deduces (using Fell's continuity of induction) that G If the family of groups {G i } is expanding with respect to the set of generators Σ i ,
The main result of this paper is showing that the family of groups PSL 2 (Z/p n Z) has uniform polylog diameter with respect to the set of generators Σ which forms a p 2 -dense subgroup of PSL 2 (Z); we show in Section 4 that this condition is satisfied in particular if Σ generates a free subgroup of PSL 2 (Z) (so, e.g.,
is covered by our result).
Our proof of the main theorem in Section 2 follows the approach in the SolovayKitaev theorem [24] and can easily be generalized to groups PSL m (Z/p n Z) for m ≥ 3. We note that the proof in fact provides a fast (polylog) algorithm for finding a short path between any two elements in PSL 2 (Z/p n Z); this issue is addressed in Section 3.
Main theorem
Let Γ (N) denote the principal congruence subgroup of level N, that is,
Then, for a prime p and a positive integer n,
, let Σ denote the subgroup generated by Σ, and let W l denote the subset of Σ consisting of words of length at most l. We say that a subset A is p n -dense in a subset B ⊂ PSL 2 (Z) if for every β ∈ B there is α ∈ A such that βα ∈ Γ (p n ). We are ready to state our main result.
Theorem 2.1. Fix a prime p > 2. Let π p n denote the natural projection π p n :
k } be a finite set of elements in PSL 2 (Z) such that Σ is a p 2 -dense subgroup of PSL 2 (Z). Then, the diameter of Cayley graphs
2)
Here, c depends on Σ and p, but d is an absolute constant. The proof of the theorem is based on the following proposition.
Here, C = 20 × 21 = 420.
We will prove the proposition below. First we see how it implies Theorem 2.1.
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The density assumption implies that for every h ∈ PSL 2 (Z), there is g ∈ Λ such that hg ∈ Γ (p 2 ). In particular, it implies that for some l 0 , the set of words of length l 0 in Σ is p 2 -dense in Γ (p). That is to say, for every h ∈ Γ (p), there is g ∈ W l 0 such that hg ∈ Γ (p 2 ). We now apply Proposition 2.2 iteratively to conclude that for every
). This implies the theorem for n = 2 m . For 2 m < n < 2 m+1 , the theorem follows from Γ (p
Before proving Proposition 2.2, we prove the following proposition.
Proposition 2.3 in turn follows from the following lemma.
Lemma 2.4.
For every γ ∈ Γ (p 2n ), a set of elements α 1 , . . . , α 10 in Γ (p n ) can be found such
Here,
denotes the group commutator.
Proof. Every α ∈ Γ (p n ) can be written as α = I + p n A, where A ∈ M 2 (Z) satisfies
Denote the set of matrices satisfying (2.5) by ∆(p n ). A simple computation shows that for α = I + p n A and β = I + p n B, we have
for some C ∈ M 2 (Z). Here, [A, B] = AB − BA denotes the matrix commutators. Now we compute matrix commutators of the following matrices in ∆(p n ): Now since for α j = I + p n A j we have 
(2.14) 
17)
for some C ∈ M 2 (Z). By Lemma 2.4, this completes the proof of Proposition 2.3.
Proof of Proposition 2.2. First of all, we observe that proceeding exactly as in proof of Lemma 2.4, we establish the following lemma.
Lemma 2.5. For every γ ∈ Γ (p 3n ), a set of elements α 1 , α 3 , . . . , α 9 in Γ (p n ) and α 2 , α 4 , . . . , α 10 in Γ (p 2n ) can be found such that
Here, {α, β} = αβα −1 β −1 denotes the group commutator.
The only modification necessary in the proof is the following extension of (2.7):
if α = I + p n A and β = I + p 2n B, with m > n, we have
Now proceeding exactly as in the proof of Proposition 2.3, we establish the following proposition.
We are ready to complete the proof of Proposition 2.2.
Applying Proposition 2.3, we obtain that W 20l is p 3n -dense in Γ (p 2n ). Since, by assumption of the proposition W l is p 2n -dense in Γ (p n ), this implies that W 21l is p 3n -dense in Γ (p n ). Now applying Proposition 2.6 with m = 21 × l, we obtain that W 20×21l is p 4n -dense in Γ (p 2n ), establishing Proposition 2.2.
Algorithm for finding a short path
We point out that the proof in Section 2 in fact provides a fast (polylog) algorithm for finding a short path between any two elements in PSL 2 (Z/p n Z). By homogeneity, it suffices to find a short path between identity and an arbitrary element h in π m,1 (h). We can represent h 1 as a word in W l 0 , using the computations in the preliminary step. Now we have hw 1 = h 2 with w 1 in W l 0 , h 2 ∈ Γ (p 2 ), and we are ready to iteratively apply the procedure in the proof of Theorem 2.1. Namely, we obtain a word
Continuing in this way, we construct w m in W C m l 0 such that
, yielding a representation of h as a word w
The crucial iterative step in Lemma 2.4 is executed as follows. Keeping the notation of the lemma, let γ ∈ Γ (p 2n ) be given; γ = I + p 
and then use representations given by equations (2.8), (2.9), (2.12).
If b is even, say b = 2m 1 , and c is odd, say c = p n − 2m 2 , we write
2)
and then use representations given by equations (2.8), (2.10), (2.9), (2.12).
Finally, if both b and c are odd, say b = −p n + 2m 1 and c = p n − 2m 2 , we write
3)
and then use representations given by equations (2.11), (2.8), (2.10), (2.9), (2.12).
On sets of generators satisfying the density condition
For a matrix L, define its norm by Then for p > 2α 17/2 , Λ is a p 2 -dense subgroup of PSL 2 (Z).
Proof of Proposition 4.1. In order for the set of generators Σ to satisfy the density assumptions of Theorem 2.1, it suffices that π p (Σ) generate PSL 2 (F p ). This follows from the first part of the proof of Proposition 2.2 in [18] ; for convenience of the reader we sketch the argument (which is valid for PSL n (Z); if n = 2, we assume that p = 2 or 3, if n = 3 or 4, p = 2). The group PSL n (Z) is naturally embedded in the profinite group PSL n (Z p ),
where Z p is the ring of p-adic integers. Moreover, π p is naturally extended to an epimorphism π p : PSL n (Z p ) → PSL n (F p ). The kernel of this epimorphism is known to be Frattini subgroup of PSL n (Z p ) by the results of Weigel. Consequently, Λ = Σ , as an abstract group, is dense in the topological (p-adic analytic) group PSL n (Z p ) (also Zariski-dense in PSL n (Z)).
Now if Λ = Σ is a free subgroup of PSL 2 (Z), we can argue exactly as in [6, Section 2] to show that for p > 2α 17/2 , π p (Σ) generates PSL 2 (F p ). The reader is referred to [6] for details of the proof, which proceeds by first showing that Cayley graphs G p = G(PSL 2 (F p ), π p (Σ)) have logarithmic girth, girth(G p ) ≥ 2 log α (p/2) − 1, and then using the fact that all nontrivial subgroups of PSL 2 (F p ) have trivial second commutators.
