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Abstract
This paper deals with discrete monotone iterative algorithms for solving a nonlinear singularly perturbed
reaction–di&usion problem. Firstly, the monotone method (known as the method of lower and upper solutions)
is applied to computing a nonlinear di&erence scheme obtained after discretisation of the continuous problem.
Secondly, a monotone domain decomposition algorithm based on a modi3cation of the Schwarz alternating
method is constructed. This monotone algorithm solves only linear discrete systems at each iterative step
of the iterative process. The rate of convergence of the monotone Schwarz method is estimated. Numerical
experiments are presented.
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1. Introduction
Consider the nonlinear singularly perturbed reaction–di&usion problem
− 2
(
92u
9x2 +
92u
9y2
)
+ f(P; u) = 0; P = (x; y)∈; (1)
u(P) = g(P) on 9; fu(P; u)¿ c∗; (P; u)∈ < × (−∞;∞);
where  = {P : 0¡x¡ 1; 0¡y¡ 1},  is a small positive parameter, c∗¿ 0 is a constant, 9 is
the boundary of  and fu ≡ 9f=9u. If f(P; u) is su>ciently smooth, then under suitable continuity
and compatibility conditions on the data, a unique solution u(P) of (1) exists (see [9] for details).
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Furthermore, for 1, problem (1) is singularly perturbed and characterized by boundary layers
(i.e., regions with rapid change of the solution) of width O( | ln |) near 9 (see [3] for details).
In the study of numerical solutions of nonlinear singular perturbation problems, the two major
points have to be solved: constructing parameter-uniform di&erence schemes and obtaining reliable
and e>cient computing algorithms for computing the solution of nonlinear discrete problems (systems
of nonlinear algebraic equations).
In this paper, we are interested in solving the standard nonlinear di&erence scheme applied to
(1) by the monotone method (known as the method of lower and upper solutions). To the best of
our knowledge, Chaplygin [8] was the 3rst who developed such method based on his theorem of
di&erential inequalities to solve initial value problems for ordinary di&erential equations (see [1] for
details). The book [13] gives a systematic treatment of nonlinear parabolic and elliptic equations by
the monotone method and contains a su>ciently comprehensive bibliography of this method. This
approach leads not only to the basic results of existence, uniqueness and multiplicity of solutions
but also to various qualitative properties of the solution through suitable construction of lower and
upper solutions. Moreover, the monotone iteration processes for various types of nonlinear problems
are adaptable to numerical solutions of the corresponding discrete systems.
In [2,3], for solving singularly perturbed nonlinear problems of elliptic type, the monotone method
was successfully applied to the nonlinear di&erence schemes obtained after discretisation of the
corresponding continuous problems. The construction of the di&erence schemes in [2,3] are based on
local Green’s functions (also known as the integro-di&erence approach, see [5] for details). In [3],
the monotone iterative method applied to (1) solves only linear discrete systems at each iterative
step for computing the nonlinear di&erence scheme. In this paper, we apply the monotone method
from [3] for computing the standard nonlinear di&erence scheme based on the classical di&erence
approximations to the second derivatives.
Iterative domain decomposition algorithms based on Schwarz-type alternating procedures have
received much attention for their potential as e>cient algorithms for parallel computing, see the
review [7] and the two books [14,16] and references therein. Lions [10] proved convergence of a
multiplicative Schwarz method for Poisson’s equation using the monotone method. In [11], some
Schwarz methods for nonlinear elliptic problems using the monotone method were considered. Both
Lions [10], and Lui [11] examined the theoretical convergence properties of continuous, but not
discrete, Schwarz methods, and the two important points in studying monotone Schwarz methods
concerning construction of initial lower or upper solutions (initial guesses) and estimates of rates of
convergence were omitted.
In this paper, we consider a monotone domain decomposition algorithm based on a multidomain
modi3cation of the discrete Schwarz alternating method proposed in [4] for solving one dimensional
singularly perturbed reaction–di&usion problems. Here the computational domain is partitioned into
many nonoverlapping subdomains with interface . Small interfacial subdomains are introduced near
the interface , and approximate boundary values computed on  are used for solving problems
on nonoverlapping subdomains. Thus, this approach may be considered as a variant of a block
Gauss-Seidel iteration (or in the parallel context as a multicoloured algorithm) for the subdomains
with a Dirichlet–Dirichlet coupling through the interface variables.
The structure of the paper is as follows. In Section 2, for solving the nonlinear di&erence scheme,
we consider an iterative method which possesses the monotone convergence. Section 3 deals with the
domain decomposition algorithm from [4] applied to the nonlinear di&erence scheme for the problem
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(1). In Section 4, we construct a monotone domain decomposition algorithm which combines the
domain decomposition algorithm from Section 3 with Newton’s-like iteration from Section 2. The
rate of convergence of the monotone Schwarz method is estimated. The 3nal Section 5 presents
results of numerical experiments for the proposed algorithms.
2. Monotone iterative method
On < introduce a rectangular mesh <h = <hx × <hy:
<hx = {xi; 06 i6Nx; x0 = 0; xNx = 1; hxi = xi+1 − xi};
<hy = {yj; 06 j6Ny; y0 = 0; yNy = 1; hyj = yj+1 − yj}: (2)
For a mesh function U (P); P ∈ <h, we use the following di&erence scheme:
U (P) + f(P;U ) = 0; P ∈h; U = g on 9h; (3)
where U (P) is de3ned by
U =−2(Dx+Dx− + Dy+Dy−)U;
and Dx+D
x−U (P), D
y
+D
y
−U (P) are the central di&erence approximations to the second derivatives
Dx+D
x
−Uij = (˝xi)−1[(Ui+1; j − Uij)(hxi)−1 − (Uij − Ui−1; j)(hx; i−1)−1];
Dy+D
y
−Uij = (˝yj)−1[(Ui;j+1 − Uij)(hyj)−1 − (Uij − Ui;j−1)(hy;j−1)−1];
˝xi = 2−1(hx; i−1 + hxi); ˝yj = 2−1(hy;j−1 + hyj);
where Uij = U (xi; yj).
Now, we construct an iterative method for solving the nonlinear di&erence scheme (3) which
possesses the monotone convergence. This method is based on the approach from [2,3].
Firstly, we introduce the linear version of problem (3)
w(P) + c(P)w(P) = F(P); P ∈h;
w(P) = w0(P) on 9h; c(P)¿ c0¿ 0; on <h; (4)
and formulate the maximum principle for the di&erence operator + c and give an estimate of the
solution to (4).
Lemma 1. (i) If w(P) satis1es the conditions
w(P) + c(P)w(P)¿ 0(6 0); P ∈h; w(P)¿ 0(6 0); P ∈ 9h;
then w(P)¿ 0(6 0); P ∈ <h.
(ii) The following estimate of the solution to (4) holds true
‖w‖ <h6max[‖w0‖9h ; ‖F‖h=c0]; (5)
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where
‖w‖9h ≡ max
P∈9h
|w(P)|; ‖F‖h ≡ max
P∈h
|F(P)|:
The proof of the lemma can be found in [15].
Additionally, we assume that f(P; u) from (1) satis3es the two-sided constraints
0¡c∗6fu6 c∗; c∗; c∗ = const: (6)
We say that <U (P) is an upper solution of (3) if it satis3es the inequalities
 <U (P) + f(P; <U )¿ 0; P ∈h; <U¿ g on 9h:
Similarly, U (P) is called a lower solution if it satis3es all the reversed inequalities.
The iterative sequence {U (n)(P)} is constructed using the following recurrence formulas:
U (0)(P) = 3xed; U (0)(P) = g(P); P ∈ 9h; (7)
z(n+1)(P) + c∗z(n+1)(P) =−[U (n)(P) + f(P;U (n)(P))]; P ∈h;
z(n+1)(P) = 0; P ∈ 9h;
U (n+1)(P) = U (n)(P) + z(n+1)(P); P ∈ <h:
The following theorem gives the monotone property of the iterative method (7).
Theorem 1. Let <U (0); U (0) be upper and lower solutions of (3), and let f(P; u) satisfy (6). Then the
upper sequence { <U (n)} generated by (7) converges monotonically from above to the unique solution
U of (3), the lower sequence {U (n)} generated by (7) converges monotonically from below to U :
U (0)6U (n)6U (n+1)6U6 <U (n+1)6 <U (n)6 <U (0) on <h;
and the sequences converge with the linear rate = 1− c∗=c∗.
Proof. We consider only the case of the upper sequence. If <U (0) is an upper solution, then from
(7) we conclude that
z(1)(P) + c∗z(1)(P)6 0; P ∈h; z(1)(P) = 0; P ∈ 9h:
From Lemma 1, by the maximum principle for the di&erence operator  + c∗, it follows that
z(1)(P)6 0; P ∈ <h. Using the mean-value theorem and the equation for z(1), we represent  <U (1)(P)+
f(P; <U (1)) in the form
 <U (1)(P) + f(P; <U (1)(P)) =−(c∗ − f(1)u (P))z(1)(P); P ∈h; (8)
where f(1)u (P) ≡ fu[P; <U (0)(P) +  (1)(P)z(1)(P)]; 0¡ (1)(P)¡ 1. Since the mesh function z(1)(P)
is nonpositive on h and taking into account (6), we conclude that <U (1)(P) is an upper solution. By
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induction we obtain that z(n)(P)6 0; P ∈ <h; n=1; 2; : : :, and prove that { <U (n)(P)} is a monotonically
decreasing sequence of upper solutions.
Now we shall prove that the monotone sequence { <U (n)(P)} converges to the solution of (3).
Similar to (8), we obtain
 <U (n)(P) + f(P; <U (n)(P)) =−(c∗ − f(n)u (P))z(n)(P); P ∈h;
and from (7), it follows that z(n+1)(P) satis3es the di&erence equation
z(n+1)(P) + c∗z(n+1)(P) = (c∗ − f(n)u (P))z(n)(P); P ∈h:
Using estimate (5), we conclude
‖z(n+1)‖ <h6 n‖z(1)‖ <h : (9)
This proves convergence of the upper sequence with the linear rate  to the solution U of (3). In
view of lim <U (n) = U as n→∞, we conclude that U6 <U (n+1)6 <U (n).
The uniqueness of the solution to (3) follows from estimate (5). Indeed, if by contradiction, we
assume that there exist two solutions U1 and U2 to (3), then the di&erence U = U1 − U2 satis3es
the following di&erence problem:
U + f∗uU = 0 on 
h; U = 0 on 9h:
By (5), this leads to the uniqueness of the solution to (3).
Remark 1. Consider the following approach for constructing initial upper and lower solutions <U (0)
and U (0). Suppose that a mesh function v(P) is de3ned on <h and satis3es the boundary condition
v(P) = g(P) on 9h. Introduce the following di&erence problems:
z(0) (P) + c∗z
(0)
 (P) =  |v(P) + f(P; v)|; P ∈h;
z(0) (P) = 0; P ∈ 9h;  = 1;−1:
Then the functions <U (0) = v+ z(0)1 ; U
(0) = v+ z(0)−1 are upper and lower solutions, respectively.
We check only that <U (0) is an upper solution. From the maximum principle, it follows that z(0)1 ¿ 0
on <h. Now using the di&erence equation for z(0)1 , we have
(v+ z(0)1 ) + f(P; v+ z
(0)
1 ) = [v+ f(P; v)] + |v+ f(P; v)|+ (f(0)u − c∗)z(0)1 :
Since f(0)u ¿ c∗ and z
(0)
1 is nonnegative, we conclude that <U
(0) is an upper solution.
Remark 2. If the function v(P) in constructing initial upper and lower solutions is chosen such that
|v+f(P; v)| in h is bounded uniformly in , then from (9) we conclude that the upper and lower
sequences converge uniformly in  at the linear rate .
Remark 3. We can modify the iterative method (7) in the following way. Theorem 1 still holds
true if the coe>cient c∗ in the di&erence equation from (7) is replaced by
c(n)(P) = maxfu(P;U ); U (n)(P)6U (P)6 <U (n)(P); P = 3xed:
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To perform the modi3ed algorithm we have to compute two sequences of upper and lower solu-
tions simultaneously. But, on the other hand, this modi3cation increases signi3cantly the rate of the
convergence of the iterative method.
3. Domain decomposition algorithm
We consider decomposition of the domain < into M nonoverlapping subdomains (vertical strips)
<m;m= 1; : : : ; M :
m = xm × (0; 1); xm = (xm−1; xm);
m = {x = xm; 06y6 1}; <m ∩ <m+1 = m:
Thus, we can write down the boundary of m as
9m = 0m ∪ m−1 ∪ m; 0m = 9 ∩ 9m:
Additionally, we consider (M − 1) interfacial subdomains !m;m= 1; : : : ; M − 1:
!m = !xm × (0; 1); !xm = (xbm; xem);
!m−1 ∩ !m = ∅; xbm¡xm¡xem; m= 1; : : : ; M − 1:
The boundaries of !m are denoted by
&bm = {x = xbm; 06y6 1}; &em = {x = xem; 06y6 1}; &0m = 9 ∩ 9!m:
Fig. 1 illustrates the x-section of the multidomain decomposition.
On <m;m=1; : : : ; M; <!m;m=1; : : : ; M −1, we introduce meshes <hm= <hxm × <hy, <!hm= <!hxm × <hy,
where <hy from (2) and
<hxm = {xmi; i = 0; 1; : : : ; Nmx; xm0 = xm−1; xNmx = xm; hmi = xm; i+1 − xmi};
<!hxm = {Xmi; i = 0; 1; : : : ; Nm!; Xm0 = xbm; XNm! = xem; Hmi = Xm;i+1 − Xmi}: (10)
We suppose that <h = ∪ <hm, and the mesh points in <!hm; m = 1; : : : ; M − 1 coincide with the mesh
points of <h.
Fig. 1.
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3.1. Statement of domain decomposition algorithm
We consider the following iterative domain decomposition algorithm for solving problem (3). On
each iterative step, 3rstly, we solve problems on the nonoverlapping subdomains <hm; m = 1; : : : ; M
with Dirichlet boundary conditions passed from the previous iterate. Then Dirichlet data are passed
from these subdomains to the interfacial subdomains <!hm; m = 1; : : : ; M − 1, and problems on the
interfacial subdomains are computed. Finally, we impose continuity for piecing the solutions on the
subdomains together.
Step 0. Initialisation: On the whole mesh <h, choose an initial mesh function V (0)(P); P ∈ <h
satisfying the boundary conditions V (0)(P) = g(P) on 9h.
Step 1. On subdomains <hm; m=1; : : : ; M , compute mesh functions v
(n)
m (P); m=1; : : : ; M (here the
index n stands for a number of iterative steps) satisfying the following di&erence schemes:
v(n)m (P) + f(P; v
(n)
m ) = 0; P ∈hm; (11)
v(n)m (P) =
{
g(P); P ∈h0m ; h0m = 0m ∩ <h;
V (n−1)(P); P ∈hm−1 ∪ hm; hm = m ∩ <hm:
Step 2. On the interfacial subdomains <!hm; m = 1; : : : ; M − 1, compute the following di&erence
problems:
z(n)m (P) + f(P; z
(n)
m ) = 0; P ∈!hm; (12)
z(n)m (P) =


g(P); P ∈ &h0m ; &h0m = &0m ∩ <h;
v(n)m (P); P ∈ &hbm ; &hbm = &bm ∩ <!hm;
v(n)m+1(P); P ∈ &hem ; &hbm = &bm ∩ <!hm:
Step 3. Compute the continuous solution V (n)(P); P ∈ <h by piecing the solutions on the sub-
domains
V (n)(P) =


v(n)m (P); P ∈hm \ (!hm−1 ∪ !hm); m= 1; : : : ; M;
z(n)m (P); P ∈ <!hm; m= 1; : : : ; M − 1:
(13)
Step 4. Stopping criterion: If a prescribed accuracy is reached, then stop; otherwise go to Step 1.
Algorithms (11)–(13) can be carried out by parallel processing, since on each iterative step n the
M problems (11) for v(n)m (P); m=1; : : : ; M and the (M−1) problems (12) for z(n)m (P); m=1; : : : ; M−1
can be implemented concurrently.
Remark 4. We note that the original Schwarz alternating algorithm with overlapping subdomains is a
purely sequential algorithm. To obtain parallelism, one needs a subdomain colouring strategy, so that
a set of independent subproblems can be introduced. The proposed modi3cation of the Schwarz algo-
rithm is very suitable for parallel computing. The computational e&ectivenes of algorithm (11)–(13)
depends on sizes of the interfacial subdomains. Our theoretical analysis and numerical experiments
represented below show that the small-sized interfacial subdomains are needed to essentially reduce
the number of iterations.
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Remark 5. On each iterative step of the domain decomposition algorithm, we have to solve the
nonlinear problems (11) for v(n)m (P); m = 1; : : : ; M and the nonlinear problems (12) for z
(n)
m (P);
m = 1; : : : ; M − 1. In the next section we shall present a domain decomposition algorithm which
combines algorithm (11)–(13) with Newton’s-like iteration.
3.2. Convergence of algorithm (11)–(13)
We now establish convergence properties of algorithm (11)–(13).
On mesh <h∗ = <hx∗ × <hy:
<hx∗ = {xi; i = 0; 1; : : : ; N ∗x ; x0 = xa; xN∗x = xb};
where xa ¡xb, and <hy from (2), consider the following di&erence problems:
+s(P) + c∗+s(P) = 0; P ∈h∗; (14)
+s(P) = 1; P ∈hs; +s(P) = 0; P ∈ 9h∗ \ hs; s= 1; 2; 3; 4;
where hs is the sth side of the rectangular mesh <h∗. We suppose that
h1 = {x = xa; y = yj; 06 j6Ny}; h2 = {x = xb; y = yj; 06 j6Ny};
h3 = {x = xi; 06 i6N ∗x ; y = 0}; h4 = {x = xi; 06 i6N ∗x ; y = 1}:
Introduce the notations
qbm = ‖+1m + +2m‖&hbm ; qem = ‖+1m+1 + +2m+1‖&hem ;
q= max
16m6M−1
(qbm; q
e
m); (15)
where +1m(P); +
2
m(P); m= 1; : : : ; M are the solutions to (14) on <
h
m for s= 1 and 2, respectively.
We formulate the following convergence result for algorithm (11)–(13).
Theorem 2. Algorithm (11)–(13) converges to the solution U (P) of (3) with the following rate:
max
P∈ <h
|V (n)(P)− U (P)|6Cqn;
where C is a constant and the contraction coe7cient q∈ (0; 1).
This theorem can be proved in the same way as in [4] for the one dimensional version of problem
(1).
3.3. Convergence analysis of algorithm (11)–(13)
Here we analyse a convergence rate of algorithm (11)–(13) applied to the di&erence scheme (3)
de3ned on a piecewise equidistant mesh of Shishkin-type. On this mesh, the di&erence scheme (3)
converges -uniformly to the solution of (1) (see [12] for details).
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The piecewise equidistant mesh of Shishkin-type is formed by the following manner. We divide
each of the intervals <x = [0; 1] and <y = [0; 1] into three parts each [0; /x]; [/x; 1− /x]; [1− /x; 1];
and [0; /y]; [/y; 1 − /y]; [1 − /y; 1], respectively. Assuming that Nx; Ny are divisible by 4, in the
parts [0; /x]; [1− /x; 1] and [0; /y]; [1− /y; 1] we use a uniform mesh with Nx=4 + 1 and Ny=4 + 1
mesh points, respectively, and in the parts [/x; 1 − /x], [/y; 1 − /y] with Nx=2 + 1 and Ny=2 + 1
mesh points, respectively. This de3nes the piecewise equidistant mesh in the x- and y-directions
condensed in the boundary layers at x = 0; 1 and y = 0; 1:
xi =


ihx; i = 0; 1; : : : ; Nx=4;
/x + (i − Nx=4)hx; i = Nx=4 + 1; : : : ; 3Nx=4;
1− /x + (i − 3Nx=4)hx; i = 3Nx=4 + 1; : : : ; Nx;
yj =


jhy; j = 0; 1; : : : ; Ny=4;
/y + (j − Ny=4)hy; j = Ny=4 + 1; : : : ; 3Ny=4;
1− /y + (j − 3Ny=4)hy; j = 3Ny=4 + 1; : : : ; Ny;
hx = 2(1− 2/x)N−1x ; hx = 4/xN−1x ; hy = 2(1− 2/y)N−1y ; hy = 4/yN−1y ;
where hx; hy and hx; hy are the step sizes inside and outside the boundary layers, respectively. The
transition points /x; (1− /x) and /y; (1− /y) are determined by
/x =min{4−1; c−1∗ lnNx}; /y =min{4−1; c−1∗ lnNy}:
If /x;y = 1=4, then N−1x;y are very small relative to . This is unlikely in practice, and in this case
the di&erence scheme (3) can be analysed using standard techniques. We therefore assume that
/x = c−1∗ lnNx; hx = 4c
−1
∗ N
−1
x lnNx; N
−1
x ¡hx ¡ 2N
−1
x ;
/y = c−1∗ lnNy; hy0 = 4c
−1
∗ N
−1
y lnNy; N
−1
y ¡hy ¡ 2N
−1
y :
The di&erence scheme (3) on the piecewise uniform mesh converges -uniformly to the solution of
(1):
max
P∈ <h
|U (P)− u(P)|6CN−2 ln2N; N =min{Nx; Ny}; (16)
where constant C is independent of ; N . The proof of this result can be found in [12].
The interfacial subdomains outside the boundary layer. Consider algorithm (11)–(13) with the
interfacial subdomains !hxm ; m = 1; : : : ; M − 1 located in the x-direction outside the boundary layer,
i.e.
N1¿Nx=4 + N1!; NMx ¿Nx=4 + NM−1;!; (17)
where the notations are from (10).
Similar to [4], we can prove the following estimate on the convergent factor q in Theorem 2
q6
42
c2∗h2x
:
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From Theorem 2 and (16), it follows that
max
P∈ <h
|V (n)(P)− u(P)|6C(N−2 ln2N + qn);
where constant C is independent of ; N and q. Thus, for su>ciently small value of  the inequality
hx holds, and the order of convergence of algorithm (11)–(13) is de3ned by N but not by
contraction coe>cient q.
The interfacial subdomains inside the boundary layer (the balanced domain decomposition). Now
we estimate coe>cient q from Theorem 2 in the case where some of the interfacial subdomains are
located inside the boundary layers. Consider an uniform decomposition of the computational domain
<h. Assuming that Nx is divisible by 2M and M by 4, we decompose each of the boundary layers
[0; /x] and [1 − /x; 1] into M=4 equal subdomains, and the interval [/x; 1 − /x] into M=2 equal
subdomains. We note that each of the subdomains <hm; m = 1; : : : ; M contains the same number of
mesh points 2I + 1; I = Nx=(2M). From (10), we have
<hxm =


xmi = xm−1 + ihx; i = 0; 1; : : : ; 2I; m= 1; : : : ; M=4;
xmi = xm−1 + ihx; i = 0; 1; : : : ; 2I; m=M=4 + 1; : : : ; 3M=4;
xmi = xm−1 + ihx; i = 0; 1; : : : ; 2I; m= 3M=4 + 1; : : : ; M;
(18)
xm−1 =


2(m− 1)Ihx; m= 1; : : : ; M=4;
/x + 2(m−M=4− 1)Ihx; m=M=4 + 1; : : : ; 3M=4;
(1− /x) + 2(m− 3M=4− 1)Ihx; m= 3M=4 + 1; : : : ; M;
where hx, hx are the uniform step sizes outside and inside the boundary layer, respectively. Inside
the boundary layers, we choose the interfacial subdomains in the following forms:
<!hxm =
{
Xmi = xbm + ihx; i = 0; 1; : : : ; 2I!; m= 1; : : : ; M=4− 1;
Xmi = xbm + ihx; i = 0; 1; : : : ; 2I!; m= 3M=4 + 1; : : : ; M − 1;
(19)
<!hxM=4 =
{
XM=4; i = xbM=4 + ihx; i = 0; 1; : : : ; I!;
XM=4; i = /x + ihx; i = I! + 1; : : : ; 2I!;
<!hx3M=4 =
{
X3M=4; i = xb3M=4 + ihx; i = 0; 1; : : : ; I!;
X3M=4; i = (1− /x) + ihx; i = I! + 1; : : : ; 2I!;
xbm =


xm − I!hx; m= 1; : : : ; M=4− 1;
/x − I!hx; m=M=4;
(1− /x)− I!hx; m= 3M=4;
xm − I!hx; m= 3M=4 + 1; : : : ; M − 1;
Here the interfacial subdomains <!hm; m=1; : : : ; M=4; 3M=4; : : : ; M−1 inside the boundary layers contain
the same number of mesh points 2I!+1, and the centre of the discrete interval <!hm is located at xm.
We suppose 16 I!6 I , such that !hm−1 ∩ !hm = ∅, m= 2; : : : ; M − 1.
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For this particular decomposition (18), (19), the contraction coe>cient q from (15) can be rep-
resented in the form
q=max{q1; q2};
where coe>cient q1 is determined by the interfacial subdomains inside the boundary layers and q2
by ones away from the layers. Similar to [4], in the case of the balanced decomposition (18), (19),
we can prove the following estimate on the convergent factor q in Theorem 2:
q6 <q=max{ <q1; <q2}; (20)
q16 <q1 = 2exp
(
−2I! lnNx
Nx
)
; q26 <q2 =
42
c2∗h2x
;
where I!6Nx=(2M).
Assume that the domain decomposition has the maximal size of the interfacial subdomains I! =
I; I = Nx(2M)−1, then from (20), we conclude the estimate
q16 <q1 = 2N−1=Mx ;
which independent of . In the context of parallel computing, the balanced domain decomposition
guarantees us load balancing of a multi-processor computer, since subdomains <hm; m=1; : : : ; M and
the interfacial subdomains <!hm; m=1; : : : ; M − 1 contain the same number of mesh points (NxM−1 +
1)(Ny + 1) and (2I! + 1)(Ny + 1), respectively.
Consider the limiting case of the decomposition, where only the 3rst and the last subdomains <hx1
and <hxM lie in the boundary layers (the unbalanced decomposition), i.e. the region outside the layers
[/x; 1− /x] is decomposed into M − 2 equal subdomains and all subdomains <hxm ; m= 2; : : : ; M − 1
contain the same number of mesh points (Nx(2(M − 2))−1 + 1)(Ny +1). In the case of the maximal
size of <!hx1 and <!
hx
M−1, we have
q16 <q1 = 2N−1=4x ;
which independent of  and M . It should be noted that improving convergence property of the
algorithm on the unbalanced decomposition, we have lost load balancing, since the sizes of domains
<h1; <
h
M ; <!
h
1 and <!
h
M−1 for large values of M are su>ciently bigger than others. To retain load balanc-
ing for algorithm (11)–(13) on this decomposition, we need to use the second level of parallelization
for solving discrete systems on these four subdomains.
4. Monotone domain decomposition algorithm
Here, as we have mentioned in Remark 5, we construct the domain decomposition algorithm which
combines algorithm (11)–(13) with Newton’s-like iteration and possesses the monotone convergence.
This monotone algorithm solves only linear discrete systems at each iterative step of the iterative
process.
4.1. Statement and convergence of monotone domain decomposition algorithm
As for the monotone iterative method (7), we assume that f(P; u) from (1) satis3es (6). Now we
modify algorithm (11)–(13) in such a way that on Steps 1 and 2, we solve only linear problems.
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Step 0. Initialisation: On the whole mesh <h, choose an upper or lower solution V (0)(P); P ∈ <h
of (3) satisfying the boundary condition V (0)(P) = g(P) on 9h.
Step 1. On subdomains <hm; m=1; : : : ; M , compute mesh functions 2
(n)
m (P); m=1; : : : ; M , (n=1; 2; : : :)
satisfying the following di&erence schemes:
2(n)m (P) + c
∗2(n)m (P) =−[V (n−1)(P) + f(P; V (n−1)(P))]; P ∈hm; (21)
2(n)m (P) = 0; P ∈ 9hm;
and denote
v(n)m (P) = V
(n−1)(P) + 2(n)m (P); P ∈ <hm:
Step 2. On the interfacial subdomains <!hm; m = 1; : : : ; M − 1, compute the following di&erence
problems:
3(n)m (P) + c
∗3(n)m (P) =−[V (n−1)(P) + f(P; V (n−1)(P))]; P ∈!hm; (22)
3(n)m (P) =


0; P ∈ &h0m ;
2(n)m (P); P ∈ &hbm ;
2(n)m+1(P); P ∈ &hem ;
and denote
z(n)m (P) = V
(n−1)(P) + 3(n)m (P); P ∈ <!hm:
Step 3. Compute the continuous solution V (n)(P); P ∈ <h by piecing the solutions on the subdo-
mains
V (n)(P) =
{
v(n)m (P); P ∈hm \ (!hm−1 ∪ !hm); m= 1; : : : ; M;
z(n)m (P); P ∈ <!hm; m= 1; : : : ; M − 1:
(23)
Step 4. Stopping criterion: if a prescribed accuracy is reached, then stop; otherwise go to Step 1.
One of possible approaches for constructing initial upper and lower solutions for the di&erence
problem (3) has been suggested in Remark 1 to Theorem 1.
Similar to Theorem 1, we get the following convergence property of algorithm (21)–(23).
Theorem 3. Let <V (0); V (0) be upper and lower solutions of (3), and let f(P; u) satisfy (6). Then the
upper sequence { <V (n)} generated by (21)–(23) converges monotonically from above to the unique
solution U of (3), the lower sequence {V (n)} generated by (21)–(23) converges monotonically from
below to U :
V (0)6V (n)6V (n+1)6U6 <V (n+1)6 <V (n)6 <V (0); in <h:
Proof. We consider only the case of the upper sequence. Let <V (n−1) be an upper solution. Then by
the maximum principle in Lemma 1, from (21) we conclude that
2(n)m (P)6 0; P ∈ <hm; m= 1; : : : ; M: (24)
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Similar to (8), we obtain the di&erence problem for v(n)m
v(n)m (P) + f(P; v
(n)
m (P)) =−(c∗ − f(n)v (P))2(n)m (P)¿ 0; P ∈hm; (25)
v(n)m (P) = <V
(n−1)(P); P ∈ 9hm;
where nonnegativeness of the right hand side of the di&erence equation follows from (6) and (24).
Taking into account (24) and <V (n−1) is an upper solution, by the maximum principle in Lemma
1, from (22) it follows that
3(n)m (P)6 0; P ∈ <!hm; m= 1; : : : ; M − 1: (26)
Similarly, we obtain the di&erence problem for z(n)m
z(n)m (P) + f(P; z
(n)
m (P)) =−(c∗ − f(n)z (P))3(n)m (P)¿ 0; P ∈!hm; (27)
z(n)m (P) =


g(P); P ∈ &h0m ;
v(n)m (P); P ∈ &hbm ;
v(n)m+1(P); P ∈ &hem :
Now we verify that the mesh function de3ned by (23) is an upper solution. From the boundary
conditions for v(n)m and z
(n)
m , it follows that <V (n) satis3es the boundary condition in (3). Now from
here, (25), (27) and the de3nition of <V (n) in (23), we conclude that
 <V (n)(P) + f(P; <V (n)(P))¿ 0; P ∈h
∖(
M−1⋂
m=1
&hb;em
)
:
To prove that <V (n) is an upper solution of problem (3), we have to verify only that the last
inequality holds true on the interfacial boundaries &hbm ; &
he
m ; m=1; : : : ; M −1. We check this inequality
in the case of the left interfacial boundary &hbm , since the second case is checked in a similar way.
From (21), (22) and (25), we conclude that the mesh function w(n)m =v
(n)
m −z(n)m satis3es the di&erence
problem
w(n)m (P) + c
∗w(n)m (P) = 0; P ∈#hbm = hm ∩ !hm; (28)
w(n)m (P) = 0; P ∈ 9#hbm \ hm; w(n)m (P)¿ 0; P ∈hm:
In view of the maximum principle in Lemma 1,
v(n)m (P)− z(n)m (P)¿ 0; P ∈ <#hbm : (29)
By (22), z(n)m (P) = v
(n)
m (P); P ∈ &hbm , and from (3), (23), it follows that
−2Dy+Dy−v(n)m (P) =−2Dy+Dy− <V (n)(P); P ∈ &hbm :
From (3), (23) and (29), we obtain
−2Dx+Dx−v(n)m (P)6− 2Dx+Dx− <V (n)(P); P ∈ &hbm :
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Thus, using (25), we conclude
 <V (n)(P) + f(P; <V (n)(P))¿v(n)m (P) + f(P; v
(n)
m (P))¿ 0; P ∈ &hbm :
This leads to the fact that <V (n) is an upper solution of problem (3).
By (24), (26), sequence { <V (n)} is monotone decreasing and bounded by a lower solution. Indeed,
if U is a lower solution, then by the de3nitions of lower and upper solutions and the mean-value
theorem, for (n) = <V (n) − U we have
(n)(P) + f(n) (P)
(n)(P)¿ 0; P ∈h;
(n)(P)¿ 0; P ∈ 9h:
In view of the maximum principle in Lemma 1, it follows that U6 <V (n); n¿ 0. Thus, lim <V (n) = <V
as n→∞ exists and satis3es the relation
<V 6 <V (n+1)6 <V (n)6 <V (0):
Now we prove the last point of this theorem that the limiting function <V is the solution to (3), i.e.
<V (P) = U (P); P ∈ <h. By (23),
lim
n→∞ 2
(n)
m (P) = limn→∞[
<V (n)(P)− <V (n−1)(P)] = 0; P ∈hm \ (!hm−1 ∪ !hm);
lim
n→∞ 3
(n)
m (P) = limn→∞[
<V (n)(P)− <V (n−1)(P)] = 0; P ∈ <!hm:
From here and letting n→∞ in (25), (27) shows that <V is the solution of (3) on h\(⋂M−1m=1 &hb;em ).
Now we verify that <V satis3es (3) on the interfacial boundaries &hbm ; &
he
m ; m = 1; : : : ; M − 1. Since
v(n)m (P)− z(n)m (P) = V (n−1)(P)− V (n)(P); P ∈hm, from (28) and (5) we conclude that
lim
n→∞ v
(n)
m (P) = limn→∞ z
(n)
m (P) = <V (P); P ∈ <#hbm :
From here and (25), it follows that
lim
n→∞[
<V (n) + f(P; <V (n))] = lim
n→∞[v
(n)
m + f(P; v
(n)
m )] = 0; P ∈ &hbm ;
and hence, <V solves (3) on &hbm . In a similar way, we can prove the last result on &
he
m . This proves
the theorem.
4.2. Convergence analysis of algorithm (21)–(23)
We now establish convergence properties of algorithm (21)–(23).
On mesh <h∗ = <hx∗ × <hy:
<hx∗ = {xi; i = 0; 1; : : : ; N ∗x ; x0 = xa; xN∗x = xb};
where xa ¡xb, and <hy from (2), consider the following di&erence problems:
w(P) + c∗w(P) = F(P); P ∈h∗; w(P) = w0(P); P ∈ 9h∗; (30)
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and
+s(P) + c∗+s(P) = 0; P ∈h∗; (31)
+s(P) = 1; P ∈hs; +s(P) = 0; P ∈ 9h∗ \ hs; s= 1; 2; 3; 4;
where  from (3) and hs is the sth side of the rectangular mesh <h∗. We suppose that
h1 = {x = xa; y = yj; 06 j6Ny}; h2 = {x = xb; y = yj; 06 j6Ny};
h3 = {x = xi; 06 i6N ∗x ; y = 0}; h4 = {x = xi; 06 i6N ∗x ; y = 1}:
Lemma 2. If w(P) and +s(P), s = 1; 2; 3; 4 are the solutions to (30) and (31), respectively, then
the following estimate holds true
|w(P)|6
4∑
s=1
+s(P)‖w0‖hs +
[
1−
4∑
s=1
+s(P)
]
‖F‖h∗
c∗
; P ∈ <h∗: (32)
Proof. Introduce function W (P) satisfying the problem
W (P) + c∗W (P) = ‖F‖h∗ ; P ∈h∗;
W (P) = ‖w0‖hs ; P ∈hs; s= 1; 2; 3; 4:
W (P) can be written in the form
W (P) =
4∑
s=1
+s(P)‖w0‖hs +
[
1−
4∑
s=1
+s(P)
]
‖F‖h∗=c∗:
The correctness of this formula can be tested by direct substitution. From a standard comparison
theorem, it follows that
|w(P)|6W (P); P ∈ <h∗:
This proves the lemma.
If we denote
6(n)(P) = V (n)(P)− V (n−1)(P); P ∈ <h;
then from (21)–(23), it follows that on <hm; m= 1; : : : ; M , 6
(n) can be written in the form
6(n)(P) =


3(n)m−1(P); xm−16 x6 x
e
m−1;
2(n)m (P); x
e
m−16 x6 x
b
m;
3(n)m (P); x
b
m6 x6 xm;
where for simplicity, we indicate discrete domains only in x-variable, i.e. xm−1¡x¡xem−1 means
{xm−1¡x¡xem−1; 0¡y¡ 1}, and assume that for m=1; M , the corresponding domains x0¡x¡xe0
and xbM ¡x¡xM are empty.
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Introduce the following notations
˝bm = 2−1(hb−m + hb+m ); ˝em−1 = 2−1(he−m−1 + he+m−1);
where hb−m ; hb+m are the mesh step sizes on the left and right from point xbm, respectively, and
he−m−1; h
e+
m−1 are the mesh step sizes on the left and right from point x
e
m−1, respectively, and
7bm ≡
2
c∗˝bmhb+m
; qbm = ‖+2mb‖&hb+m ;
&hb+m = {x = xbm + hb+m ; 06y6 1};
where +2mb(P) is the solution to (31) on <#
hb
m = hm ∩ !hm with s= 2, and
7em−1 ≡
2
c∗˝em−1h
e−
m−1
; qem−1 = ‖+1m−1; e‖&he−m−1 ;
&he−m−1 = {x = xem−1 − he−m−1; 06y6 1};
where +1m−1; e(P) is the solution to (31) on <#hem−1 = hm ∩ !hm−1 with s= 1.
Theorem 4. For algorithm (21)–(23), the following relation holds true:
‖6(n+1)‖ <h6 ˜‖6(n)‖ <h ; ˜= (+ q0); (33)
q0 = max
16m6M−1
{qbm7bm; qem7em};
where 6(n) = V (n) − V (n−1); = 1− c∗=c∗.
Proof. Using (5) and (27), we get the following estimates on 2(n+1)m ; 3
(n+1)
m de3ned by (21) and (22),
respectively,
|2(n+1)m (P)|6
1
c∗
‖V (n) + f(P; V (n))‖hm ; P ∈ <hm; (34)
|3(n+1)m (P)|6max
[
‖6(n)‖ <h ; ‖2(n+1)m ‖&hbm ; ‖2
(n+1)
m+1 ‖&hem
]
; P ∈ <!hm;
Suppose that sequence V (n) generated by algorithm (21)–(23) satis3es Theorem 3, i.e. V (0) is either
a lower or upper solution. From (23), (25) and (27), on hm; m= 1; : : : ; M , we have
V (n) + f(P; V (n)) =


−(c∗ − f(n)z )3(n)m−1(P); xm−16 x¡xem−1;
−(c∗ − f(n)v )2(n)m (P); xem−1¡x¡xbm;
−(c∗ − f(n)z )3(n)m (P); xbm¡x6 xm:
From here and (6), we get
1
c∗
|V (n)(P) + f(P; V (n))|6 ‖6(n)‖ <h ; P ∈hm \ (&hem−1 ∪ &hbm ): (35)
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Now, we prove the following estimates:
1
c∗
‖V (n) + f(P; V (n))‖&hbm 6 (+ qbm)7bm‖6(n)‖ <hm ; (36)
1
c∗
‖V (n) + f(P; V (n))‖&hem−16 (+ q
e
m−1)7
e
m−1‖6(n)‖ <h :
On the boundary &hbm , using (23), we can write the relation
V (n) + f(P; V (n)) = v(n)m + f(P; v
(n)
m )−
[
2
˝bmhb+m
(z(n)m (P
b+
m )− v(n)m (Pb+m ))
]
;
P = (xbm; y)∈ &hbm ; Pb+m = (xbm + hb+m ; y)∈ &hb+m :
From (25), we can represent v(n)m + f(P; v
(n)
m ) on &hbm in the form
v(n)m + f(P; v
(n)
m ) =−(c∗ − f(n)v )6(n)(P); P ∈ &hbm :
Thus, we conclude the estimate
1
c∗
|V (n) + f(P; V (n))|6 ‖6(n)‖ <h +
2
c∗˝bmhb+m
|z(n)(Pb+m )− v(n)m (Pb+m )|;
P = (xbm; y)∈ &hbm ; Pb+m = (xbm + hb+m ; y)∈ &hb+m :
Applying (32) to (28) and taking into account that z(n)m (P)− v(n)m (P) =V (n)(P)−V (n−1)(P); P ∈hm,
it follows the estimate
|z(n)m (P)− v(n)m (P)|6+2mb(P)‖6(n)‖hm ; P ∈ <#hbm :
Thus, we prove (36) on &hbm . Similarly, we can prove (36) on the boundary &
he
m−1. From (34)–(36)
and using the de3nition of 6(n+1), we prove the theorem.
Estimation of the factor q0 in Theorem 4. Consider the domain decomposition (17) with the inter-
facial subdomains located in the x-direction outside the boundary layers. To estimate qbm in (33), we
introduce the following one dimensional di&erence problem:
−2Dx+Dx−8m + c∗8m = 0; xbm¡x¡xm; 8m(xbm) = 0; 8m(xm) = 1:
The solution of this problem on the uniform mesh with the step size hx can be written in the form
8m(xi) =
ri1 − ri2
rN
b
m!
1 − rN
b
m!
2
6 ri−N
b
m!
1 ; i = 0; : : : ; N
b
m!; x0 = x
b
m; xNbm! = xm;
r1;2 = (1 + p)± [(1 + p)2 − 1]1=2; p= c
∗h2x
22
;
where Nbm! + 1 is the number of mesh points on the interval [x
b
m; xm]. The di&erence wm(P) =
8m(x)− +2mb(P) satis3es the di&erence problem
wm(P) + C∗wm(P) = 0; P ∈#hbm ; wm(P)¿ 0; P ∈ 9#hbm :
462 I. Boglaev / Journal of Computational and Applied Mathematics 162 (2004) 445–466
By the maximum principle from Lemma 1, we conclude wm(P)¿ 0; P ∈ <#hbm . Thus,
+2mb(xi; yj)68m(xi)6 r
i−Nbm!
1 ; (xi; yj)∈ <#hbm ;
and we have the estimate on qbm
qbm = ‖+2mb(P)‖&hb+m 68m(x1)6 r
1−Nbm!
1 :
Similarly, we can get the estimate on qem from (33) in the form
qem = ‖+1me(P)‖&he−m 6 r
1−Nem!
1 ;
where Nem! + 1 is the number of mesh points on the interval [xm; x
e
m]. Since N
b;e
m!¿ 2, we have
max
16m6M−1
{qbm; qem}6
1
r1
:
From here and taking into account that 7b;em = 
2=(c∗h2x), we estimate q0 in (33) by
q06 <q0; <q0 =
1
2r1p
;
where p= c∗h2x=(22).
If hx, then 1=r1 ≈ 1=(2p), and we conclude
<q0 ≈
(
2
c∗h2x
)2
:
Thus, in the case of the domain decomposition (17) and for su>ciently small values of , the
convergent factor of the monotone domain decomposition algorithm (21)–(23) is estimated by
˜= + o(3); (37)
where  is the convergent factor of the monotone (undecomposed) method (7).
5. Numerical experiments
In this section, we present some numerical results with two test problems.
For the domain decomposition algorithm (11)–(13), the nonlinear algebraic system from (3) (the
undecomposed algorithm) is solved by the Newton method with the stopping criterion
max
P∈ <h
|U (n+1)(P)− U (n)(P)|6 ;
where the initial guess U (0)(P) is given, and  is a prescribed accuracy of the iterative method.
For the monotone domain decomposition algorithm (21)–(23), the nonlinear di&erence scheme (3)
is solved by the monotone iterative method (7) with the same stopping criterion.
We are interested in the domain decomposition (18),(19) (the balanced domain decomposition),
where the interfacial subdomains lie inside and outside the boundary layers.
On each iterative step of the domain decomposition algorithm (11)–(13), the nonlinear algebraic
systems are solved by the one-step Newton method. The stopping criterion for the iterative procedure
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is de3ned by
max
P∈ <h
|V (n)(P)− V (n−1)(P)|6 ;
and the iterative step, where the stopping criterion holds, is denoted by n. For the monotone domain
decomposition algorithm (21)–(23), we use the same stopping criterion, and in all our numerical
experiments we use  = 10−5. The di&erence problems are computed on the piecewise equidistant
meshes of Shishkin-type.
Test problem 1. Consider the one dimensional boundary value problem
−2u′′ + u− 4
5− u = 0; x∈ (0; 1); u(0) = 1; u(1) = 1;
which models the biological Michaelis–Menten process without inhibition, [6]. This problem gives
c∗ = 1=25; c∗ = 1;
U (0)(x) = 0; x∈h; U (0)(0) = U (0)(1) = 1;
<U (0)(x) = 4; x∈h; <U (0)(0) = <U (0)(1) = 1:
Here ur ≡ 4 is the solution to the reduced problem.
Table 1 presents the number of iterations nnm for solving the undecomposed test problem by
the Newton iterative method with the initial guesses U (0)(x) = 0; 2; 4; x∈hx , and the number of
iterations n for algorithm (11)–(13) with M =4 and the maximal size of the interfacial subdomains
2I! + 1 = Nx=M + 1. Here = 10−3 is in use, and we denote by an ‘*’ if more than 100 iterations
is needed to satisfy the stopping criterion, or if the methods diverge. The experimental results show
that the Newton method and the domain decomposition algorithm (11)–(13) based on the one-step
Newton method cannot be used successfully for this test problem.
In Table 2, for various numbers of Nx and M , we give the numbers of iterations nmo0 ; n
mo
4 for
the monotone domain decomposition algorithm (21)–(23) with the maximal size of the interfacial
subdomains, where nmo0 and n
mo
4 correspond to the lower solution
V (0)(x) = 0; x∈hx ; V (0)(0) = V (0)(1) = 1;
Table 1
Numbers of iterations nnm ; n for the Newton method and for algorithm (11)–(13) with M = 4
U (0) nnm; n
0 6;* 6;* 7;* 7;* 9;* *;*
2 8;* 8;* 8;* 11;* 18;* *;*
4 8;8 6;6 73;7 *;* *;* *;*
Nx 26 28 210 212 214 216
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Table 2
Numbers of iterations nmo for algorithm (21)–(23)
M nmo0 ; n
mo
4
4 23;18 22;17 22;17 22;17
8 23;18 22;17 22;17 22;17
16 24;18 22;17 22;17 22;17
32 32;23 25;17 23;17 23;17
Nx 26 28 210 212
and to the upper solution
<V (0)(x) = 4; x∈hx ; <V (0)(0) = <V (0)(1) = 1;
respectively. Our numerical results show, that if 6 10−2, then nmo0 ; nmo4 are independent of ; Nx
and M . For 6 10−2, the number of iterates for the monotone undecomposed algorithm (7) is
independent of ; Nx, and equal to 23 and 17 for the initial guesses U (0)(x)=0; x∈hx and <U (0)(x)=
4; x∈hx , respectively. From Table 2, we conclude that the numbers of iterates for the monotone
domain decomposition algorithm (21)–(23) are the same as for the monotone undecomposed method
(7). These numerical results con3rm our theoretical estimate (37).
Test problem 2. As the second test problem, consider the two dimensional problem
−2Qu+ (1− exp(−u)) = 0; P ∈ = {0¡x¡ 1; 0¡y¡ 1};
u(P) = 1; P ∈ 9:
This problem gives
c∗ = e−1; c∗ = 1; <U (0)(P) = 1; P ∈ <h;
U (0)(P) = 0; P ∈h; U (0)(P) = 1; P ∈ 9h;
where U (0)(P); <U (0)(P) are lower and upper solutions to (3), and ur(P) ≡ 0 is the solution to the
reduced problem.
All the discrete linear systems are solved by ICCG-method with Nx = Ny.
In Table 3, for various numbers of Nx and M , we give the numbers of iterations n0; n1 for
the domain decomposition algorithm (11)–(13) with the maximal size of the interfacial subdomains,
where n0; n1 correspond to the initial guesses V (0)(P)=0 and =1; P ∈h, respectively. Our numerical
results show, that if 6 10−2, then for Nx and M 3xed, n0; n1 are independent of . The uniform
convergent results con3rm the estimate (20). For M 3xed, the number of iterations is a monotone
decreasing function with respect to the number of mesh points Nx. These experimental results are
in agreement with the estimate (20). We note that for 6 10−2, the number of Newton’s iterates
for the undecomposed algorithm is independent of ; Nx, and equal to 5 and 6 for the initial guesses
U (0)(P) = 0 and =1; P ∈h, respectively.
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Table 3
Numbers of iterations n for algorithm (11)–(13)
M n0; n1
4 5;7 5;7 5;6
8 7;8 6;8 5;7
16 17;21 13;17 11;13
32 n.a. 40;53 31;42
Nx 32 64 128
Table 4
Numbers of iterations nmo for algorithm (21)–(23)
M nmo0 ; n
mo
1
5 7;7 7;7 7;7
8 7;7 7;7 7;7
16 15;18 13;15 10;12
32 n.a. 37;50 29;38
Nx 32 64 128
In Table 4 for various numbers of Nx and M , we give the numbers of iterations nmo0 ; n
mo
1 for
the monotone domain decomposition algorithm (21)–(23) with the maximal size of the interfacial
subdomains, where nmo0 ; n
mo
1 correspond to the lower solution
V (0)(P) = 0; P ∈h; V (0)(P) = 1; P ∈ 9h;
and to the upper solution <V (0)(P) = 1, P ∈ <h, respectively. The main features of algorithm
(11)–(13) highlighted in Table 3 hold true for the monotone domain decomposition algorithm
(21)–(23). Thus, on the balanced decomposition, the monotone algorithm (21)–(23) not only keeps
the uniform properties of algorithm (11)–(13) similar to (20), but converges monotonically to the
solution of (3). We mention here that for 6 10−2, the number of iterates for the monotone unde-
composed method (7) is independent of ; Nx, and equal to 7 for the both initial guesses. We can see
from Table 4 that for a small number of subdomains M , the numbers of iterates for the monotone
domain decomposition algorithm (21)–(23) are the same as for the monotone undecomposed method
(7). These numerical results con3rm our theoretical estimate (37).
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