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Abstract: Soil moisture plays a key role in water, carbon and energy exchanges between the land
surface and the atmosphere. Therefore, a better representation of this variable in the Land-Surface
Models (LSMs) used in climate modelling could significantly reduce the uncertainties associated with
future climate predictions. In this study, the ESA-CCI soil moisture (SM) combined product (v4.2) has
been confronted to the simulated top-first layers/cms of the ORCHIDEE LSM (the continental part of
the IPSL Earth System Model) for the years 2008-2016, to evaluate its potential to improve the model
using data assimilation techniques. The ESA-CCI data are first rescaled to match the climatology of
the model and the signal representative depth is selected. Results are found to be relatively consistent
over the first 20 cm of the model. Strong correlations found between the model and the ESA-CCI
product show that ORCHIDEE can adequately reproduce the observed SM dynamics. As well as
considering two different atmospheric forcings to drive the model, we consider two different model
parameterizations related to the soil resistance to evaporation. The correlation metric is shown to be
more sensitive to the choice of meteorological forcing than to the choice of model parameterization.
Therefore, the metric is not optimal in highlighting structural deficiencies in the model. In contrast,
the temporal autocorrelation metric is shown to be more sensitive to this model parameterization,
making the metric a potential candidate for future data assimilation experiments.
Keywords: surface soil moisture; land-surface model; satellite data; representative depth; temporal
autocorrelation
1. Introduction
Land-surface models (LSMs) are crucial components of climate models, representing the matter
and energy transfers at the continental interface with the atmosphere. They therefore play a key
role on the climate model simulations, past, present, and future predictions. Within LSMs, surface
soil moisture (SM) heavily influences the hydrological interactions between soil, vegetation, and
atmosphere. Because of the coupling between water and carbon cycles at the leaf and soil levels, it is a
major constraint for the assimilation of carbon by the vegetation through photosynthesis [1], whose
net global value is still largely debated [2–4]. Moreover, SM governs the partition between runoff and
infiltration and is thus a key element of the global water cycle. Consequently, correctly representing
this variable in LSMs could highly improve both short- and long-term forecasts [5–9].
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Despite considerable improvements in recent years, estimated water and carbon fluxes in LSMs
are still affected with biases and large uncertainties. Three different sources of uncertainty prevail in
LSMs: the external forcing, model structure and its parameterization. More specifically, simulated SM
exhibit large sensitivities to meteorological forcing data and to land-surface parameterizations [10].
Since SM variability is largely driven by precipitation, the meteorological forcing data used to run
the LSM could have a greater weight on the comparison scores than the parameterization of the
model itself [11].
Simulated SM depends on the model version and configuration used. Since it is impossible to
accurately model and represent all the land-surface processes in an LSM due to lack of knowledge
and computing limitations, choices are made to determine which processes are included and how
they are described in the model. These choices contribute to the structure of the model. For example,
how one chooses to discretize the upper soil layers will affect the soil moisture dynamics [12], similarly
the inclusion of a soil resistance term for water transfer will greatly affect evapotranspiration. It is
important to separate the different sources of errors to understand whether the deficiencies in the
model process are due to the forcing used or the model structure and configuration. To improve the
representation of a variable such as SM in LSMs, the model can be confronted with the observations.
These observations can be measured in situ, i.e., locally, or remotely, for example, from space
instruments. Since soil moisture is difficult to observe at large scales due to its high spatial and
temporal variability, satellite data can provide much needed consistent and comparable global datasets.
Extra care needs to be taken with SM data since it is not directly observed but rather estimated using
backscattering signals and brightness temperatures through different inversion algorithms.
Over the last decade, the quality and quantity of the Earth Observations has vastly improved
and has been used to evaluate the performance of LSMs over different climatology and hydrological
environments. For example, GRACE (Gravity Recovery and Climate Experiment) data has been used to
evaluate land water storage in several LSMs (e.g., ORCHIDEE; [13]). GRACE has been used to evaluate
the CLM (Community Land Model) over Africa, specifically to assess a soil resistance parameterization
in the model [14]. Ref. [15] evaluate the CLM and GLDAS models over Africa using GRACE
and other remote sensing data to highlight discrepancies between the models’ evapotranspiration
outputs. Other remote sensing products used to evaluate the representation of soil moisture in LSMs
include SMOS (Soil Moisture and Ocean Salinity, [16]), SMAP (Soil Moisture Active Passive, [17])
and ASCAT (Advanced Scatterometer, [18]). These have been used to evaluate LSMs over a wide
range of climatologies e.g., [19] consider ASCAT and SMOS over Europe and Northern Africa, and
[20] use SMAP assess storm event runoff over America. Satellite retrievals have also allowed global
comparison (e.g., [21]). Of course, there are several other remote-sensed products used to evaluate
LSMs, such as biomass, albedo and NDVI (normalized difference vegetation index); however, these
are beyond the scope of this study.
As well as evaluating LSMs, satellite retrieval can be used to improve models through data
assimilation (DA). Several recent studies have used data DA to improve the representation of SM
in LSMs, by either optimizing initial conditions or the model parameters e.g., [22–27], and therefore
improve LSMs ability to forecast events such as droughts and floods e.g., [23,24,26,28]. SM data can
also be used to improve other components of the LSM such as the carbon cycle [29]. Furthermore,
DA can be used to reveal structural errors in the model [30,31]. However, before attempting to improve
the model through DA, a thorough comparison of the observations with the model output is needed.
Such a comparison allows us to assess whether the physical properties in both the observations and
model output are comparable, and to select which model configuration and forcing to use at a later
stage. This allows to evaluate whether the model is sophisticated enough and whether the observations
can improve the model through assimilation or not. It then helps determining the most appropriate
metrics to use in an objective function to be optimized which will depend on the aspect of the model
under focus. In addition, most DA methods rely on Gaussian statistics. Therefore, a proper assessment
of the satellite and model errors is needed, with potential bias correction, before any assimilation step.
Remote Sens. 2018, 10, 1786 3 of 29
The ESA-CCI multi-instruments dataset provides the SM observations used in this study.
Thanks to its large spatio-temporal coverage, the ESA-CCI product offers a good opportunity to
benchmark LSMs and improve their parametrization with DA techniques [32]. Combining several
products from a broad range of instruments allows to get a large spatio-temporal coverage, which is
suitable for global LSMs evaluations, and provides additional information at these larger scales
compared to in situ observations in a global assimilation process. Moreover, active and passive
instruments have been found to complement each other as they are affected differently by vegetation
density (active instruments perform better over moderate vegetation areas whereas passive instruments
give more reliable estimates over arid regions) and radio frequency interference contamination which
alters L-band instruments measures [21]. The SMOPS soil moisture product [33] is another example
of a blended soil moisture data set; however, this product does not cover as many years as the
ESA-CCI product.
There are some known errors linked to the satellite data themselves which need to be considered
(see [32]). For example, the observations can be spatially inhomogeneous due to the satellite’s retrieval
heavy dependence on surface and sub-surface properties such as soil texture and vegetation. Similarly,
the satellite data suffer from temporal inhomogeneity because of instrument drift and lifespan issues.
The sampling of the observations is not continuous and in the case of the ESA-CCI SM product where
each independent dataset has been rescaled to be merged together, combining different instruments
from different periods adds temporal inhomogeneity to the final dataset and thus complications for
model evaluations.
The quality of the ESA-CCI SM product has already been evaluated on a global scale by several
studies with encouraging results. The merging of active and passive products has been shown to
increase the number of observations and hence coverage, while keeping the same relative dynamics
and minimally changing the accuracy [23,32,34,35]. By comparing the blended product to reanalysis
and in situ measurements, [36] found that the product was able to capture the annual cycle of SM and
its short-term variability. The quality of the product has been shown to increase with time due to the
addition of new satellites and methods use to merge them [32]. A comprehensive list of studies using
the ESA-CCI SM product can be found in [32].
In this study, the ESA-CCI SM product is compared with the process-based global LSM
ORCHIDEE (ORganizing Carbon and Hydrology In Dynamic EcosystEm, [37]) at the global scale.
ORCHIDEE has been recently endowed with a new 11 layers hydrological model which allows to
refine the representation of soil water transfers. This discretization scheme offers a unique opportunity
to match as closely as possible the representative depth of the satellite instrument products. While the
paper focuses on a comparison of the soil moisture dynamics simulated by ORCHIDEE land-surface
model with ESA-CCI soil moisture product, the analysis is done with a future data assimilation
experiment in mind. Even though no data assimilation is performed in this work, this paper serves as
an important preliminary study assessing the following more specific objectives:
• How should the satellite product be processed (bias corrected) for a meaningful comparison with
the ORCHIDEE LSM?
• What are the impacts of the selected model representative soil depth and the meteorological
forcing on the comparison between the satellite and model SSM?
• What are the strengths and weaknesses of a few (widely used) temporal comparison metrics?
What is the potential of these metrics for future model structure/parameter optimization?
2. Methods and Data
2.1. The ORCHIDEE Land-Surface Model
The ORCHIDEE LSM [37] allows the representation as explicit as possible of processes governing
water, carbon, and energy budgets of the terrestrial biosphere. It has a high spatial resolution
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flexibility (based on the meteorological forcing spatial resolution) and a temporal resolution of
30 min. ORCHIDEE conceptually includes (i) a Soil Vegetation Atmosphere Transfer (SVAT) scheme,
which calculates energy, water and carbon fluxes between soil, plant and atmosphere; (ii) a module
describing carbon flow within ecosystems (plants and soils) and (iii) a sub-model describing the
long-term dynamics of vegetation which is not activated in this study. We use the main version of
ORCHIDEE (Trunk, revision 4783) that corresponds to the version used in the IPSL earth system
model for the ongoing CMIP6 (Coupled Model Intercomparison Project Phase 6) climate simulations.
This version has recently been improved with a multi-layer hydrological model which should be ideally
suited to confront remotely sensed and simulated soil moisture products, thanks to its high vertical
resolution [38–40]. In this new scheme, hydrology is resolved using the Richards equation over the first
2 m of soil with an 11-layer discretization. Increasing grid spacing is used throughout the soil column,
allowing a finer discretization at the top of the column (Table 1). The Richards equation describes the
diffusion of water according to the soil properties (prescribed following a global texture map). The SM
at different levels is thus computed at each time step as influenced by rain infiltration, evaporation,
transpiration, and drainage. For the bottom boundary condition, three options are possible: 1- free
drainage (under the hypothesis that hydraulic head is constant beneath the last layer), 2- no drainage
and 3- a mixed option between the two previous ones. Free drainage is used as default. Concerning
the upper boundary condition, bare soil evaporation in ORCHIDEE is the minimum between potential
evaporation and the hydrological flux allowed by diffusion. Then, soil water infiltration is obtained
by solving the Green-Ampt equation which represents the evolution of the wetting front through the
different soil layers.
Table 1. Table showing the depths of the 11-layer discretization based on work by [39] and adapted from [41].
Layer Layer Thickness (m) Integrated Depth (m)
1 0.001 0.001
2 0.003 0.004
3 0.006 0.010
4 0.012 0.022
5 0.023 0.045
6 0.047 0.092
7 0.092 0.186
8 0.188 0.374
9 0.375 0.750
10 0.750 1.500
11 0.500 2.000
In ORCHIDEE, vegetation is represented by 15 plant functional types (PFTs). To define soil
properties, these PFTs are aggregated into 3 groups classified as bare soil, low vegetation (grasses
and crops) and high vegetation (forests). This allows to divide each grid box into 3 tiles for which an
independent hydric budget is calculated, by using the 11-layer physically based hydrology scheme.
In the analysis presented here only the grid box weighted average SM profile (based on the fraction of
vegetation) is considered.
2.2. ESA-CCI SM Product
The ESA-CCI SM project is part of the ESA (European Space Agency) Program on Global
Monitoring of Essential Climate Variables (ECV), better known as the Climate Change Initiative
(CCI) and initiated in 2010. A first version of the ESA-CCI SM product was released in June 2012 by
the Vienna University of Technology [42]. In this study, we use the new version of the global ESA-CCI
SM product (v4.2), released in January 2018 and freely available at http://esa-soilmoisture-cci.org/,
that extends the data record from November 1978 to December 2016.
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ESA-CCI SM is based on a series of active and passive microwave satellite sensors. Three
datasets are provided: a merged passive-only (produced from multi-frequency radiometers), a merged
active-only (produced from C-band scatterometers) and a combined active and passive SM product.
In this new version, the exploited passive instruments are Scanning Multichannel Microwave
Radiometer (SMMR), Special Sensor Microwave/Imager (SM/I), Tropical Rainfall Measuring Mission
Microwave Imager (TMI), Advanced Microwave Scanning Radiometer for Earth Observation System
(ASMR-E) and, added more recently, AMSR-2 and WindSat. The algorithm developed by the Vrije
Universiteit Amsterdam in collaboration with the National Aeronautics and Space Administration
(VUA-NASA) has been used to retrieve SM from remote-sensed measurements [43]. The active
instruments exploited in this new version are the C-band scatterometers on board of the European
Remote Sensing (ERS-1&2) and the Advanced SCATterometer (ASCAT). The change detection
algorithm developed by the Vienna University of Technology (TU-Wien) has been applied here
to retrieve SM from remote-sensed measurements [18,44]).
To provide a global coverage, the active and passive retrievals were combined. Since data provided
by the retrievals have different units, to merge them, the SM values need to be rescaled into a common
climatology. Therefore, data were scaled by GLDAS-Noah surface soil moisture product (v1, soil depth
10 cm) by a direct CDF-matching of the collocated observations [45]. The final combined ESA-CCI
SM dataset is based on the spatial distribution of the temporal correlation between active-only and
passive-only datasets. Over regions with correlation coefficients greater than 0.65, a simple average
between active and passive measurements is used. Outside these regions, the merged passive-only
dataset is used over areas with sparse vegetation density and the merged active-only dataset is used
over areas with moderate vegetation density.
The ESA-CCI SM product provides daily SM, with a spatial resolution of 0.25 degrees, together
with quality flags indicating the possible presence of dense vegetation, snow, or a temperature
below 0 ◦C. For our study, we used only the final combined dataset which is provided in volumetric
units (m3/m3) and furnishes the largest spatio-temporal coverage of the three ESA-CCI SM datasets
available.
2.3. Simulation Set Up
2.3.1. ORCHIDEE Configurations
In this study, the CMIP6 version of the ORCHIDEE model is run globally at a resolution of 0.5◦.
Using the half-hourly moisture content output, daily values of soil moisture are calculated using
the weighted average of the 3 hydric budgets for soil columns associated with bare soil, forests, and
grasslands PFTs. The distribution of PFTs and soil textures are determined according to some ancillary
files created for CMIP6.
There is an option to account for a soil resistance term in ORCHIDEE which is used for the
calculation of soil evaporation rates. Namely, it affects bare soil evaporation Eg which is calculated
using the following equation:
Eg = min(Epot/(1+ rsoil/ra), Q) (1)
where Epot denotes the potential evaporation, ra denotes the aerodynamic resistance and Q is the
supply of water by diffusion in the soil. When rsoil = 0, the resistance term disappears and Eg is simply
the minimum of the potential evaporation and the supply. The soil resistance term itself is calculated
following the formulation of [46]
rsoil = exp(8.2− 4.3 ·W1) (2)
where W1 is the wetness of the first 4 layers of the soil (2.2 cm) found by dividing the soil moisture
in these layers by the corresponding moisture at saturation. Most of our analysis will be conducted
over these first 4 layers of the model output. The coefficients in this equation have been determined
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in [46]’s study and are therefore specific to their model. These values may need to be reconsidered or
indeed calibrated for the ORCHIDEE model later.
This soil resistance term is included by default in our simulations, with the exception of one
comparative run where rsoil is set to zero.
2.3.2. Meteorological Forcing
We use two different meteorological forcings to drive ORCHIDEE in this study. The first is the
CERASAT forcing data, used by default in our simulations. This is a 3-hourly climate reanalysis
dataset spanning 8 years between 2008 and 2016 generated by ECMWF within the ERACLIM2 project.
It has been produced specifically for the satellite era [47]. The second, used for a comparative run,
is CRUNCEP, a 6-hourly 0.5◦ global forcing product (1901–2015) which is a combination of the
annually updated CRU-TS monthly climate dataset [48] and NCEP climate reanalysis [49]. Rainfall,
cloudiness, relative humidity, and temperature are taken from the CRU while the other fields (pressure,
longwave radiation, windspeed) were directly derived from NCEP. The forcings are interpolated to
the half-hourly time step of the model.
In addition, Multi-Source Weighted-Ensemble Precipitation (MSWEP; [50]) data is used during
the analysis step. The MSWEP data have a 0.25◦ spatial resolution and a 3-hourly temporal resolution.
This forcing is independent from the two datasets used to drive the ORCHIDEE model, as well as the
forcing data used to generate the GLDAS reanalysis, used in scaling the ESA-CCI product.
2.3.3. Land Cover
ORCHIDEE uses land-cover maps to prescribe the distribution of vegetation used in the
simulation. By default, we use the yearly land-cover maps created for the CMIP6 release of the
model. These maps have been created through aggregation of the latest ESA-CCI land-cover map for
2010 (v2.0.7b) at 300 m resolution from 38 ESA land-cover classes into 15 ORCHIDEE PFTs at 0.5◦
resolution [51,52]. For producing historical PFT maps (1860–2010) the resulting map has been further
merged with the LUH2 dataset (Land-Use Harmonization, http://luh.umd.edu/). The overall protocol
of the ORCHIDEE PFT maps production is outlined here: https://orchidas.lsce.ipsl.fr/dev/lccci/.
For our comparative run, an older version of the land-cover maps created for the CMIP5 LSM
generation is used. These maps differ from the CMIP6 maps by the initial ESA-CCI land-cover map
used (the epoch map for 2010 has been used, v1.6.1), and the protocol for merging the ESA data with
LUH2 dataset has been slightly improved since that time.
2.3.4. Model Spin Up
The ORCHIDEE simulations include a spin up phase, that brought the prognostic variables
including vegetation state and soil moisture content into equilibrium. The protocol follows that from
the TRENDY model intercomparison (see http://dgvm.ceh.ac.uk/node/21/) with several hundred
years of spin up, recycling the first 10 years of each meteorological forcing. Please note that such
protocol includes a transient phase with increasing atmospheric CO2 concentration and changes in land
cover, as it is primarily designed for the spin up of long-term soil carbon stock variables (not necessary
for this paper). The spin up is followed by a historical simulation over the period of the ESA-CCI
SM product.
2.3.5. Model Data Comparison
Both the model output and the observations used in the comparison were upscaled to the same
spatial and temporal resolution (i.e., daily and global using a resolution of 0.5◦), making it is possible
to match up the time series at each grid point. The observed values with the quality flag indicating
dense vegetation, snow, or freezing temperature were disregarded, as well as the modelled data
corresponding to these points. Similarly, points are masked when the modelled surface temperature is
less than 0 ◦C, suggesting snow cover or frozen soil moisture values at that time and location.
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Satellite SM observations represent only the top few centimeters of the soil column. From the
eleven soil moisture layers simulated by ORCHIDEE (as described in Table 1), the first 4 layers
spanning the top 2.2 cm of soil are most closely related to the instruments theoretical global mean
sensing depth of 2 cm [32]. We thus choose this depth as the reference and averaged the model SM
over the 4 top layers for the comparison. In addition, we also tested the impact of choosing different
depths. The first 6 layers span the top 9.2 cm of the soil which is closer the GLDAS-Noah model
depth simulation (the GLDAS-Noah model is used in combining the different products used to form
ESA-CCI SM data). Additionally, the in situ data used in several studies to benchmark the satellite
data is typically 5 cm which is closer to the integrated depth of 4.5 cm (layer 5). This raises the question
of how to link observations to model variables and thus motivates the sensitivity analysis on the
selected model depth, reported in Section 3.2.
2.3.6. Performed Simulations
The different simulations used in this study are outlined in Table 2. Since CERASAT only covers
2008-2016, our analysis will focus on this period. This is also the period for which the ESA-CCI SM
combined product provides close to a complete spatio-temporal coverage [32]. In this paper, we
compare our default run (ORC_REF) to ORC_CRU in Section 3.4 to assess the effect of meteorological
forcing data on simulated SM values. Also in Section 3.4, ORC_REF is compared to ORC_LC5 to
evaluate the effects of different land-cover maps. ORC_REF is finally compared to ORC_NoRs in
Section 3.7 to discuss the effect different parameterizations can have on modelled SM.
Table 2. The different simulations used in this study; differences from the reference run are in bold.
Simulation Climate Forcing Land Cover Soil Resistance
ORC_REF CERASAT LC6 Y
ORC_CRU CRUNCEP LC6 Y
ORC_LC5 CERASAT LC5 Y
ORC_NoRs CERASAT LC6 N
2.4. Data Processing and Statistical Analysis
All the metrics described in this section are calculated over the entire time period n and considered
at every location i; xi,t=1...n and yi,t=1...n denote the time series of two datasets at that given location.
2.4.1. Statistically Rescaling and Bias Correcting the Observations
Cumulative density function (CDF)-matching schemes are used in this study to rescale the
observed soil moisture y to the modelled soil moisture x (further explained in Section 3.1).
Two CDF-matching algorithms are implemented [53]. The first is a linear CDF-matching which
matches the mean and standard deviation in the following manner. Let xi,t=1...n and yi,t=1...n denote
the time series of the two datasets for a given location i. Similarly, let σxi and σyi denote the standard
deviation of each dataset respectively at location i. Then to obtain rescaled y∗i,t at each grid point,
we use the following equation
y∗i,t =
σxi (yi,t − yi)
σyi
+ xi. (3)
The second algorithm used a full CDF-matching which, in addition to the mean and standard
deviation, matches higher moments of the distribution. The CDFs function of yi is matched to the CDF
yi such that y∗i satisfies the following equation:
cdfxi (y
∗
i ) = cdfyi (yi). (4)
We use the python software (pytesmo package) to do this matching [54].
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In another approach to rescale data, it is also normalized in the following manner:
x̂i,t =
xi,t −min xi
max xi −min xi . (5)
When applied to SM data, this normalization translates values to what is known as the Soil
Water/Wetness Index (SWI).
2.4.2. Seasonal and Inter-Annual Variability
To separate seasonal effects from faster components, sub-monthly variations (also shown as
monthly anomalies) are calculated. The raw data are divided into two components:
1. a slow-varying component (SC) which represents seasonal variability. This is calculated in
two steps. First, the mean annual cycle over the 8 years of data is calculated (xai ). Then,
following [55], the signal is averaged using a 35-day moving window. Considering a 35-day period
P = [t− 17, t + 17], a minimum of 5 values are needed to calculate the average soil moisture for
this period resulting in the slow-varying component:
xSCi,t = x
a
i (P). (6)
When there are not 5 values within P for a given grid point, the grid point is then ignored for that
given period.
2. a fast-varying component (FC), or daily anomaly, given by:
xFCi,t = xi,t − xSCi,t . (7)
2.4.3. Correlation Scores
We use the Pearson product-moment correlation coefficient, r, to assess the relative agreement of
the temporal structures between two datasets:
r =
∑nt=1(xi,t − xi)(yi,t − yi)√
∑nt=1(xi,t − xi)2
√
∑nt=1(yi,t − yi)2
. (8)
We also consider spatial correlations. These are calculated using same formula but on single
vector of locations at each time step.
2.4.4. Root Mean Standard Deviation
To calculate the difference between two datasets, we used the root mean standard
deviation (RMSD):
RMSD =
√
∑nt=1(xi,t − yi,t)2
n
. (9)
2.4.5. MSD Decomposition
Following [56], we can decompose the mean standard deviation (MSD = RMSD2) into three
informative components. Let xi,t=1...n and yi,t=1...n denote the two datasets, then
MSD = (xi − yi)2 + (σxi − σyi )2 + 2σxiσyi (1− r) (10)
= bias2 +VAR+ LCS (11)
where the bias = (xi − yi), VAR = (σxi − σyi )2 and LCS = 2σxiσyi (1− r).
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The first term of the decomposition is the squared bias. The second term, VAR, shows the
difference in the magnitude of fluctuation between the simulation and measurements. The larger this
term, the more the model fails to simulate the magnitude of the fluctuation among the n measurements.
The last term of the decomposition is the Lack of Correlation weighted by the Standard deviations
(LCS). This term is large when the model fails to simulate the pattern of fluctuation across the n
measurements [56].
2.4.6. Autocorrelation and Lag Time
For a dataset xi,t=1...n, the lag-k autocorrelation coefficient can be expressed as:
rk =
∑n−kt=1 ((xi,t − xi)− (xi,t+k − xi))2
∑nt=1(xi,t − xi)2
. (12)
Following [57], we define the characteristic lag time (ct) as the time at which the autocorrelation
coefficient reduces to below e−1 ≈ 0.37. This is also known as the e-folding time. This quantity
determines a threshold after which the dataset is no longer considered as significantly autocorrelated.
This can thus be seen as a way to quantify the inertia of the studied variable. This metrics is applied to
the fast-varying component of the data.
2.4.7. Singular Value Decomposition
Singular Value Decomposition (SVD) offers an adequate tool to analyze the temporal co-variability
between two gridded datasets. A detailed description of the method can be found in [58].
The spatio-temporal analysis will consider the total explained covariance of the two fields that is
explained by the decomposition into pairs of optimally correlated observation and model patterns,
as well as homogeneous correlation maps (depicting the geographic localization of the covarying parts
of observation and model respectively) and observation heterogeneous correlation maps (reflecting
how well observations are predicted by model patterns). Since the SVD analysis concerns itself
with spatial patterns, the SVD algorithm is directly applied to the raw data instead of using the
CDF-matched data. This is because the rescaling is applied pixel by pixel and hence would affect the
spatial distribution.
3. Results
3.1. Rescaling the ESA-CCI SM Product
Since the ESA-CCI SM product has undergone a rescaling process with the GLDAS-Noah LSM,
a direct comparison with the ORCHIDEE model outputs is likely misleading as those models have
different soil representation: spatial distribution, textural and hydraulic properties and vertical
discretization. In this context, agreement between the ORCHIDEE and ESA-CCI SM products should
only be evaluated in terms of relative dynamics unless the observations are first bias corrected or scaled
to be consistent with the model climatology. Bias correction is also vital for future data assimilation
experiments. Most data assimilation algorithms assume that the uncertainties in the retrievals and the
model output are Gaussian distributed, bias correcting the retrievals ensures this condition is satisfied.
In Figure 1 we consider how different scaling algorithms introduced in Section 2.4.1 affect
the ESA-CCI SM values. Since the rescaling used in the creation of ESA-CCI product was applied
individually at every pixel, we also do the same. Three different scaling are considered. The first
rescaling translates both the ESA-CCI and the modelled values to soil water index (SWI) values.
Calculated using the minimal and maximal SM values as proxy for the residual/minimum and
volumetric field capacity respectively, the values obtained are between 0 and 1. Since the residual value
and volumetric field capacity vary between land-surface models, through this rescaling, the ESA-CCI
values remain within the GLDAS-Noah climatology. This scaling is more of a type of normalization
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than a type of bias correction. The second type of rescaling, referred to as linear CDF-matching,
matches the mean and standard deviation of the ESA-CCI SM values to that of the modelled values
(as described in Section 3.1). The third type of rescaling considered here, is a more complex full
CDF-matching which is a refinement of the linear approach, but also matching higher moments of the
distributions such as skewness and kurtosis. This latter algorithm for CDF-matching is a non-linear
transformation, and as such we can expect small changes in the relative magnitude of the temporal
dynamics [35]. Since a full CDF-matching was used in the creation of the ESA-CCI product, it follows
that this is the best suited method for rescaling the data to the ORCHIDEE climatology. It is also the
method using in several SM assimilation studies e.g., [59–61].
Figure 1. Global distribution of daily SM within ORC_REF and the ESA-CC1 product for 2008–2016.
The histogram found prior to any rescaling is shown in the top left-hand corner. Histograms for the
SWI values of ESA-CCI and the model are shown in the top right-hand corner. The ESA-CCI values
rescaling via a CDF-matching to the ORCHIDEE model are shown on the bottom row. The data used
in each panel is shown by the title of the legend.
The histogram for the ESA-CCI soil moisture values prior to any rescaling is binomial with the
second peak (around 0.22 m3/m3) much larger than the peaks seen for the modelled soil moisture
values (Figure 1). When translated to SWI values, this second peak is lost as the histogram is flattened.
After the rescaling using CDF-matching, this peak is split in two to match the three narrower peaks
observed in the modelled data. Using the linear CDF-matching, the total global RMSD over the whole
8-year period drops from 0.059 m3/m3 to 0.039 m3/m3, which equates to a 34% discrepancy reduction.
Logically, the SM density distribution overlapping increased from 68.3% to 87.9%, associated with
the creation of a third intermediate peak. This similarity between the distributions at this stage is
promising. It assures us that the observed and modelled SM values are already relatively consistent
and can be compared and used in the future to further optimize model parameters and bring potential
improvements. When applying the full CDF-matching, the distributions are nearly identical.
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The MSD decomposition shown in Figure 2 illustrates how the full CDF-matching performs at
different latitudes focusing on one year (2016). Prior to this rescaling, we can see that bias makes up
most of the error. On average it makes up over 72% of the MSD. Errors are particularly high in the
northern latitudes for the winter months (January–March). This is because of snow and frozen areas
found at these latitudes. In ESA-CCI SM product, points with high levels of uncertainty are flagged
and removed. Similarly, using the model output, points where surface temperature is lower than
negative one are also removed. Therefore few data points remain to calculate the average MSD in this
area during this season as can be seen in Table A1. Otherwise, errors are relatively consistent at each of
the latitude and over each three-month period prior to rescaling.
Kobayashi	Decomposi/on	before	and	a4er	bias	corr c/on	–	pre6y	sure	
the	sc ling	is	done	locally,	apol gies	from	the	confusion	
Bias	corrected	over	en/re	year	–	
maybe	that’s	why	the	blue	doesn't’t	
disappear		when	considered	seasonal	
blocks	
bias2	 LCS	 VAR	
Figure 2. Example of the averaged MSD decomposition for the year 2016. The MSD between the daily
SM values of the ESA-CCI SM product and ORC_REF model at each pixel is averaged by latitude and
then decomposed. The MSD calculated using the ESA-CCI SM values before the full CDF-matching
can be seen on the left and after the full CDF-matching on the right. Each bar covers a three-month
period (January–March, April–June, July–September, October–December) and the number of p i ts
used to calculate each bar is described in Table A1.
In each case, the discrepancy is reduced after the full CDF-matching. Each decomposition still
displays a bias component, it on average makes up 37% the bar. This is because the rescaling is done
using data from multiple years whereas the figure only displays one single year, and therefore the
remnant bias is the bias with respect to the yearly average. Generally, for each latitude-month (one bar),
most of the bias is removed, VAR decreases slightly and the LCS portion of the MSD remain the same
size. This shows that overall correlation amplitudes are relatively insensitive to this choice of rescaling.
Spatial correlations were also considered between the model and ESA-CCI SM values both prior
to and after rescaling. Before rescaling, mean spatial correlations globally range according to a seasonal
cycle between 0.66 and 0.86. After rescaling, these values follow the same pattern but drop between 0.50
and 0.79 for the SWI algorithm and increase to between 0.82–0.95 for both versions of CDF-matching.
For the remainder of this paper, unless stated otherwise, the rescaled ESA-CCI SM values obtained
through the full CDF-matching are the ones considered.
3.2. An Analysis of Model Depth Selection
We investigate in this section the effect of integrating the model soil moisture over different depths.
The reference depth is 2.2 cm, corresponding to the 4 top layers (see Section 2.3). We first consider the
RMSD with the reference depth that makes the most theoretical sense (Figure 3a). The lowest errors are
observed in the Sahara and other desert areas. RMSD is relatively low in these dry areas, with errors
averaging 0.017, since these places will have low SM values. The largest values of RMSD of about
0.15 tend to be found in the northern latitudes and along the Himalayan mountain range. These are
snowy regions and, as discussed previously, these may be areas where most of the model and ESA-CCI
SM values are flagged. There are also a few areas with higher RMSD values near the masked areas of
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dense vegetation (i.e., Brazil and central Africa). The rest of the map shows a relatively constant error
close to 0.04 m3/m3.
(a) (b)
Figure 3. An analysis of daily soil moisture RMSD between ORC_REF and the rescaled ESA-CCI SM at
different depths of the ORCHIDEE model averaged over the 2008–2016 period. The left-hand figure
considers the RMSD at the reference depth of 2.2 cm (top 4 layers of the model). The right-hand figure
shows the standard deviation of the RMSD values calculated at the different integrated depths in
ORCHIDEE between the top 2 layers and down to the top 7 layers (18.6 cm). Note the difference of
scale in parts (a,b). Areas with dense vegetation have been masked (e.g., Brazil and central Africa).
(a) Surface soil moisture RMSD (top 4 layers); (b) Vertical standard deviation of RMSD over layers 2–7.
When considering the standard deviation globally in Figure 3b, we can see that there is little to no
variation in RMSD between layers. Indeed, for 50% of the map, the standard deviation between layers
is less than 0.001 m3/m3. This proportion increases to over 90% of the map for standard deviations
less than 0.003 m3/m3. The highest scores of around 0.01 (less than 0.12% of the points globally) can
be found in some of the dry areas. These RMSD values remain low considering the values of soil
moisture are of magnitude O(0.1) m3/m3. The consistency in RMSD values over these first few layers
of the model may be partly due to the use of daily averages. It is possible that we may see variations
at different depths if we could get instantaneous values for the different rainfall events. However,
since the ESA-CCI SM product currently only provides daily values, we cannot reduce our time step.
With the first few layers virtually the same, even though the errors are slightly lower calculated
over the top 5 layers, we choose to keep using the top 4 layers in our analysis since this depth makes
the most theoretical sense [32,62]. Therefore, for the remainder of this study, a depth of 2 cm (top 4
layers in the model) is used.
3.3. Mean Temporal Correlations between Model and ESA-CCI SM Product
Due to the rescaling process undergone to create ESA-CCI SM product, as well as the rescaling
procedure implemented, considering the RMSD between the observations and modelled time series is
not the most informative metric. Temporal correlation, on the other hand, evaluates the agreement
between the ORCHIDEE and ESA-CCI SM product in terms of relative dynamics and therefore is less
sensitive to the choice of rescaling. Overall, we can see strong correlations between the model output
and the ESA-CCI SM values (Figure 4). Highest correlations are found in the tropics and southern
latitudes when the average correlation score is 0.7. Temporal correlations are highest over areas where
remote sensing methods are known to be efficient. Poorer results are found over desert, mountainous
and frozen areas. In desertic areas, this may be explained by forcing errors, i.e., the precipitation
used to drive the model. Rain is spatially heterogeneous over deserts with few events, these can be
hard to observed, and hence can be a large source of uncertainty over such regions. Furthermore,
the satellite representative depth over deserts tends to be larger in dry conditions and the larger surface
ground heating during the day may also increase the errors on the retrievals [43]. The poor results in
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mountainous and frozen areas can be partly explained by the difficulty to model the radiative transfer
in those conditions (i.e., separate roughness and soil moisture effects), and therefore to inverse SM from
remote-sensed data. This is particularly noticeable in the high latitudes where the average correlation
reduces to 0.15 compared to the global mean of 0.49. In lines with previous studies, best scores are
obtained in areas with strong annual cycles and higher density data [32].
Full data
1.0 0.5 0.0 0.5 1.00
1
2
3
1e3
Fast component
1.0 0.5 0.0 0.5 1.00
1
2
3
4
1e3
Figure 4. Temporal correlation of the full data (left) and the fast component (right) between the daily
ESA-CCI SM values and ORC_REF SM output integrated over a depth of 2 cm. Histograms show the
distribution of the correlation values for each map. The slow seasonal component is not shown as
correlations are uniformly one globally.
For the purposes of data assimilation, we are interested in the sub-monthly variations.
From Figure 4 we see that the sub-monthly variations are less correlated than the full data.
The histograms show that for the full data, there is a peak large at 0.76. For the anomalies, the peak
is lower found at 0.63. The full data reaches close to values of one whereas the fast component does
not exceed 0.9. The differences observed between the full data and the fast component highlight the
fact that factors such as the spatio-temporal variability of precipitation strongly affect the temporal
correlations. Though not shown here, the correlations found here are nearly identical to correlations
calculated at the other depths between layers 2 and 7. This is also the case when considering the
raw and different rescalings of the ESA-CCI SM data. The full CDF matching used to rescale the
observations can have a slight effect on the temporal dynamics. However, since the strong correlations
are also observed when the raw ESA-CCI values are used, we can be confident that the strong
correlations are due to the agreement between the model and satellite data instead of the rescaling
procedure itself.
3.4. The Effect of Meteorological and Land Cover Forcing Data
The choice of forcing data heavily influences the simulation of SM in LSMs. In this section,
we first compare our default ORCHIDEE run ORC_REF to one with a different meteorological forcing,
CRUNCEP, introduced in Section 2.3. From Figure 5 we can see that the ORC_REF run outperforms
the ORC_CRU for the full data and the fast component. This is particularly notable in arid or desert
regions (i.e., Sahara, Asia, and Australia). ORC_REF shows stronger correlations than ORC_CRU for
the fast component. This shows that the ORCHIDEE run using the CERASAT meteorological forcing
not only captures the same seasonal patterns as the satellite data but also more of the sub-monthly
behavior of SM.
CERASAT is a new dataset of the ECMWF based on recent advances in data assimilation and uses
satellite data in its creation. Another reason for the CERASAT forcing data outperforming CRUNCEP
may be due to the difference in temporal resolution between both products. CERSAT is 3-hourly
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whereas CRUNCEP is 6-hourly. This difference in frequency may affect how the precipitation is
partitioned for each different time step and hence the response of SM in the model. The noticeable
differences between the correlations for each run show that the choice of meteorological forcing is
critical for the accurate simulation of SM. Many studies have in fact used SM to correct precipitation
input [63–67]. Conversely, to correct the SM parameters in ORCHIDEE, it is important to find a metric
that is less sensitive to the meteorological forcing.
(a)
Full data Fast component
(b)
Full data Fast component
Figure 5. Temporal correlations between the daily ESA-CCI SM observations and the ORC_CRU output
shown on the top row, and the difference in correlation scores found using different forcing to run
the model is shown on the bottom (i.e., r(ORC_REF, ESA-CCI)− r(ORC_CRU, ESA-CCI)). Both the
full data (left) and fast components (right) are considered. (a) Correlations “ORC_CRU vs. ESA-CCI”;
(b) Correlations “ORC_REF vs. ESA-CCI” minus Correlations “ORC_CRU vs. ESA-CCI”.
Forcing data is not limited to the meteorological data used to drive the model. It encompasses all
external data used for a given model run. Another dataset used as forcing data in ORCHIDEE is the
choice of land-cover map, which determines the distribution of the global vegetation. In this study,
we only tested two slightly different land-cover maps, and the correlations between the ESA-CCI SM
product and ORCHIDEE SM output remained very similar. This suggest that, in this case, the choice
of land cover is not the primary source of variability.
3.5. Measuring the Covariance of Rainfall and Soil Moisture
The chosen meteorological forcing data prescribes (among others) the precipitation in the model.
Since precipitation, both the amount and intensity, has been shown to be a major driver to surface soil
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moisture dynamics [68], this dependency can be assessed through their covariance. Following [69], we
use the SVD method described in Section 2.4.7 to identify and study coupled rainfall-SM covarying
spatio-temporal patterns. To ensure that the comparison does not favor the model output and that
therefore any differences found originate from the SM only [69], independent rainfall data is needed.
For this experiment, it was provided by MSWEP data and the period 2008–2014 was considered
because it overlaps all datasets.
We focus our analysis over Australia and the Iberian Peninsula. Australia was selected since the
ESA-CCI SM product has shown a good performance over this country in terms of correlation with
reanalysis and in situ datasets [35,36]. Also, passive, active, and combined products have all been used
over this region [70] resulting in the fractions of days with valid observations to be very high [35].
Therefore, we can expect a reliable quality of the product over this region. The Iberian Peninsula
was selected to provide direct comparison with [69] who used satellite SM values from the ESA’s Soil
Moisture and Ocean Salinity product (SMOS-BEC).
Considered in Table 3 are the first three covarying patterns representing approximately 95% and
99% of the covariance of SM and P for Australia and the Iberian Peninsula, respectively. The explained
covariance is of the same proportion whether the ESA-CCI product is considered, or whether the
different model runs are considered. For the Iberian Peninsula, most of the covariance is explained by
PC1. When the SM time-expansion coefficients are plotted, (see Figure 6) we can identify a large annual
cycle in PC1. PC1 therefore represents the seasonal co-variability of rainfall and SM. The usually
shallow trough observed in 2012 corresponds to the severe drought that Spain experienced with
precipitation less than 30% than its normal amount between December and February. PC2 and PC3
represent the higher frequency (synoptic) variability of SM linked to rainfall events.
For Australia on the other hand, PC1 still explains most of the covariance; however, PC2 and
PC3 also explain a small part. From Figure 7, PC1 appears to be explaining the monsoon events
occurring in north-east Australia. The pronounced trough seen in late 2010/early 2011 correspond
to the Australia floods of 2010–2011. These floods were due to unusually heavy and prolonged
rain caused by the seasonal wet monsoon coinciding with an unusually strong La Niña events [71].
The spatial representation of the PC1 for the ESA-CCI SM suggest that the monsoon comes down too
low in both versions of the model runs. PC2 and PC3 described the rainfall patterns found in the south
and southeast.
By considering the spatial patterns in Figures 6 and 7, we can see that PC2 and PC3 for the
ESA-CCI SM and the models are reversed for both Australia and the Iberian Peninsula. The PCs are
ordered by the amount of explained covariance. For Australia, the satellite product suggests that
the rainfall in the south explains more of the covariance than the rainfall in the south-east, whereas
the models suggest the opposite. For the Iberian Peninsula, the ESA-CCI SM product highlights the
Mediterranean coastal rainfall explaining more than the rainfall over the Pyrenees. However, when we
consider the values of explained covariance in Table 3 we can see that the difference between the two
PCs is negligible.
The homogeneous explained variance fraction in Table 3 refers to the SM variance explained
by the soil moisture itself. The soil moisture PC1 for the Iberian Peninsula and Australia explains
a slightly higher proportion of the total SM variance when using the model runs that the ESA-CCI
product; 81% compared to 76% for the Iberian Peninsula and 30% compared to 23% for Australia.
This slight discrepancy between the satellite observations and models is consistent with [69]’s findings
and similarly suggests that there are structures that are not rainfall-driven captured by the satellite
product that are missing in the model.
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ESA-CCI SM
ORC REF
ORC CRU
PC1 PC2 PC3
Figure 6. Visualization of the SVD results for the Iberian Peninsula depicted in Table 3. On the left-hand
side, spatial patterns of the explained homogeneous variance by SM patterns for the ESA-CCI product
and two different runs of the ORCHIDEE model over the Iberian Peninsula; the first run with the
CERASAT forcing data (ORC_REF) and the second with CRUNCEP (ORC_CRU). On the right-hand
side, the expansion coefficients for the first three pairs of covarying patterns (i.e., the temporal projection
of these covarying patterns). From top to bottom the SVD analysis corresponds to MSWEP/ESA-CCI,
MSWEP/ORC_REF and MSWEP/ORC_CRU.
ESA-CCI SM
ORC REF
ORC CRU
PC1 PC2 PC3
Figure 7. Same as Figure 6 but for Australia.
The heterogeneous explained variance fraction in Table 3 refers to the SM variance explained by
the rainfall. For both the Iberian Peninsula and Australia, the PCs show a slightly weaker link between
rainfall and SM for the satellite data than for the model. The sub-seasonal variability of precipitation
extracted by the SVD analysis (shown by PC2 and PC3) seems to explain a negligible part of the SM
variability. This is because the seasonal variations of the precipitation are better represented than the
higher frequencies due to the precipitation’s high spatio-temporal variability.
The best thing that can explain the variance in the SM patterns is SM itself. Therefore, the values
for homogeneous explained are the highest possible. The fact that, for Australia, the precipitation
can explain the variance of the SM pattern by the same magnitude as SM itself, clearly shows that
precipitation is the main driver of SM in this region. For the Iberian Peninsula, the precipitation
explains nearly the same amount of the SM pattern variance as it does for Australia, but this is only a
third of the homogeneous values.
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Table 3. Characteristics of the first three pairs of covarying patterns of precipitation (P) and SM over
Australia and the Iberian Peninsula for 2008–2014. Explained (co-)variance are shown in percentage.
Found in bold are the total explained (co-)variances and mean correlation scores.
Data Covarying Explained
Explained Variance Correlations between Covarying
Pattern Covariance
of SM Patterns Patterns of SM and P
by Precip. by SM Itself Spatial Temporal
(Heterogeneous) (Homogeneous) (Expansion Coeff.)
Australia
ESA-CC1
PC1 85.2 12.73 21.71 0.92 0.76
PC2 5.15 4.05 23.6 0.84 0.42
PC3 4.55 2.34 9.87 0.92 0.5
94.9 19.12 55.18 0.89 0.56
ORC_REF
PC1 81.97 20.61 29.46 0.90 0.83
PC2 6.77 4.01 13.82 0.95 0.56
PC3 5.03 5.50 17.97 0.92 0.57
93.77 30.12 61.25 0.92 0.65
ORC_CRU
PC1 86.69 19.91 29.76 0.87 0.80
PC2 5.08 3.01 15.37 0.92 0.46
PC3 3.50 3.50 14.27 0.86 0.52
95.27 26.42 59.40 0.88 0.59
The Iberian Peninsula
ESA-CC1
PC1 96.78 15.89 75.81 0.56 0.46
PC2 1.65 1.39 8.89 0.89 0.4
PC3 1.04 0.82 5.25 0.87 0.41
99.47 18.1 89.95 0.77 0.42
ORC_REF
PC1 95.12 23.68 81.96 0.52 0.54
PC2 2.52 3.11 12.4 0.95 0.52
PC3 1.79 2.29 8.36 0.96 0.54
99.43 29.08 102.72 0.81 0.53
ORC_CRU
PC1 95.71 18.99 80.24 0.68 0.49
PC2 2.12 1.71 11.92 0.89 0.42
PC3 01.58 1.51 10.15 0.94 0.44
99.41 22.21 102.31 0.84 0.45
The spatial correlation values are stronger for Australia than for the Iberian Peninsula. One
of the reason we observe higher spatial correlations in our analysis may be due to topological and
land-use differences between Australia and the Iberian peninsula. Australia has more homogeneous
and natural landscape, whereas the Iberian Peninsula has more irrigation, lakes, mountainous areas in
a smaller area.
As observed in [69], we find that the slow-varying PC1 for the Iberian Peninsula is less spatially
correlated than the fast-varying PC2 & 3. Since the PC1s represent the seasonality for the Iberian
Peninsula, the variability represented is determined not only by rainfall, but also by other processes
such as evaporation and drainage. These processes are less important for the fast-varying PCs.
In contrast, for Australia, we find that spatial correlations of each of the PCs show the same magnitude
in each of the datasets. This may be due to the fact each of the PC1s for Australia is representative
of different rainfall types. Overall these spatial correlations are stronger than those observed in [69].
In [69], the SVD analysis was conducted using SMOS, a pure remote sensing estimate, whereas we are
using a merged product where a model has been used. It is possible that the usage of the GLDAS-Noah
model in the merging process has smoothed out a large part of the spatial variability associated with
landscape features or measurement noise.
3.6. Temporal Autocorrelation
The strong correlations found between the ESA-CCI SM product and the ORCHIDEE output are
very promising. In this section, we further investigate the temporal autocorrelation, a similar metric
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that should also be insensitive to the choice of rescaling. It represents the correlation of a variable with
its own future and past values [72]. Intuitively, since SM temporal autocorrelation should be more
controlled by processes such as evaporation and drainage, it should be less sensitive to the choice of
meteorological forcing and more sensitive to the choice of parameterization used in the model.
Temporal autocorrelation, and thus characteristic lag time, is a relatively simple metric but with
potentially complex interpretations which can integrate notions of dry-down. Temporal autocorrelation,
in cases when the interval between precipitation events is large enough, can sometimes be interpreted
as a useful indicator of SM inertia (i.e., persistence and depletion time), less influenced than correlation
metrics by the climate forcing; it should allow to assess more precisely the model’s structure. In past
studies, people rarely used such analysis, probably because it often leads to large disparities between
modelled and observed products (see for example [12]). Such disagreements could be explained by
the gap between the observed representative depth and the simulation depth. It is indeed well-known
that depth has a major influence on the inertia of SM [69]. However, we have shown in Section 3.2 that
signal representative depth in ORCHIDEE for daily SM value is relatively consistent.
The characteristic lag time ct defined in Section 2.4.6, is a measure of temporal decorrelation rate.
More specifically, it measures soil moisture memory which can be partly related to the time taken
by the soil to ‘forget’ an anomaly [73]. ct of the ESA-CCI SM product varies greatly depending on
different regions (Figure 8a). Areas with the longest ct, between 15 and 30 days, tend to be regions
with a temperate climate. Shorter ct times occur in areas with a drier climate, for example 1.4 days
over the Sahara, where there is less rainfall. Figure 8b allows us to compare ct for the model run and
the ESA-CCI product. Overall there is higher SM stability in the model than in the satellite product
(red areas in Figure 8b), though parts of Australia, South America and Asia are modelled as more
reactive (blue areas in Figure 8b). The model predicts much higher characteristic lag-time values
around the tropics than the ESA-CCI SM, mainly around the masked dense vegetation; these values
can differ up to 15–20 days. On average; however, the differences between the model and the product
tend to be of the order 4–5 days.
(a) ct(ESA-CCI SM) (b) ct(ORC_REF)− ct(ESA-CCI SM)
Figure 8. Spatial distribution of the characteristic lag time of the daily anomalies of the ESA-CCI
product (left) and the difference between the characteristic lag time of the ORCHIDEE anomalies and
the ESA-CCI anomalies (right). Both figures cover the 2008–2016 period.
3.7. Potential Impact of Parameterization on SM Dynamics
In this section, we consider the effect of removing the rsoil parameterization from the model
(see Section 2.3), as was chosen for a configuration of ORCHIDEE in the IPSL-ESM for the CMIP6
exercise. This is not exhaustive but will help to illustrate the impact that changing a parameterization
can have on SM dynamics. The soil resistance term in the model will control how long the soil moisture
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is kept in the first few centimeters of the soil. Water is removed from these centimeters either by
evapotranspiration into the atmosphere, by vertical infiltration into the deeper layers of the soil or by
surface-runoff to rivers. When comparing ORC_REF to ORC_NoRs (an ORCHIDEE run without soil
resistance, Figure 9), since both versions of the model runs use the same PFT and soil maps, and same
topography, the evapotranspiration will be the flux quantity that differs the most between the different
model runs.
Evapotranspiration comprises soil evaporation and plant transpiration. In arid regions, since soil
evaporation is dominant, it will have a larger control on SM than in vegetated areas where transpiration
will play a key role. When soil resistance is not included in the model (i.e., ORC_NoRs), evaporation
rates are higher and therefore the SM in the model will dry out faster. This is why for ORC_NoRs,
arid regions, where evaporation dominates the total evapotranspiration, show the greatest difference
in characteristic lag time between the run and the ESA-CCI values. The differences in the characteristic
lag-time values for ORC_NoRs and ORC_REF are of the same magnitude as the differences between
ORC_NoRs and the ESA-CCI values. This shows that adding or removing a parameterization can
largely affect SM output and thus structural model changes need to be considered before parameter
estimation experiments.
Change in meteorological forcing
CERA-CRU
Change in model parameterization
YesRs-NoRs
Figure 9. Difference in the characteristic lag-times found between the model and ESA-CCI values
for different model runs. On the left-hand side, the model runs differ in the meteorological forcing
used to drive the model - specifically CERASAT (ORC_REF) and CRUNCEP (ORC_CRU). On the
right-hand side, the model runs differ in the parameterization used - namely the inclusion (ORC_REF)
and exclusion (ORC_NoRs) of a soil resistance term.
When considering the difference between the autocorrelation lag time of the model and the
ESA-CCI product for the different meteorological forcings, similar regional patterns are identified.
However, when taking the difference between both model runs(i.e., ORC_REF and ORC_CRU),
the intensity is seen to differ (Figure 9). The forcing induced difference is also comparable in magnitude
to the difference between two model runs with different parameterizations (with change in model
parameterization being slightly stronger; the average global absolute difference is of 5 days compared
to 4 days). Without the soil resistance parameterization, the ct values are much lower nearly globally.
Changing the meteorological forcing or the model parameterization in this example affects different
regions. For example, the characteristic lag time of south China is more sensitive to the meteorological
forcing than the soil resistance term. In contrast, the Australia ct value is more affected by the
parametrization change than the change in meteorological forcing. This is an example where the
autocorrelation metric is sensitive to the specifically selected parameterization. Since the characteristic
lag time was shown to differ between the different configurations of the model and the satellite
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observations, it is potentially a useful metric to identify and correct systematic errors and parameters
in ORCHIDEE.
In contrast, if instead we consider the correlation metric, as shown in Figure 10, we observed
that changing the meteorological forcing has a greater effect on the correlation scores than changing
the model parameterization. The global mean absolute difference in correlation score is 0.11 for the
meteorological forcing compared to 0.07 the parameterization change. This increases to 0.25 over the
Sahara compared to 0.08. In this example, the correlation metric is more sensitive to the meteorological
forcing used and it may be harder to use this metric to pick out the internal deficiencies of the model
but would be more appropriate if one wanted to diagnose or correct input precipitation data.
The choice to include or exclude soil resistance will also have a direct effect on the carbon cycle.
As such, to conclude this section, we consider how different vegetation (based on maximum leaf area
index values LAIMAX) and soil classes perform with respect to the ESA-CCI product and the different
metrics discussed (see Table A2 in Appendix A). The strongest correlations are found at points where
LAIMAX ≥ 3 or where points have a fine soil texture. Areas with finer soil textures tend to have the
most fertile soils and hence vegetation with the largest LAI. These regions, found in the temperate
and tropical zones, have precipitation regimes with frequent rainfall events. The RMSD is relatively
consistent over the different vegetation and soil texture classes considered, though slightly lower in
areas with sparse vegetation (LAIMAX < 0.5) and coarse soils. These areas include desert areas where
soil moisture values will be very low. The average RMSD is slightly higher for the run without the soil
resistance parameterization. The characteristic lag time increases with increasing LAIMAX, and these
values are higher when using soil resistance in the model compared to running the model without soil
resistance. When LAIMAX < 0.5, these pixels will be close to having bare soil. With increasing LAIMAX
values, the vegetation will become more complex (for example with larger roots) as will the processes
involved in control the soil moisture. Characteristic lag time is also highest for fine soil textures which
have a higher water-holding capacity and lower hydraulic conductivity. The average characteristic
lag-times for the model differs the most in areas with sparse vegetation or areas with fine soils, and
more for the ORC_REF (with soil resistance) than for the ORC_NoRs run (no soil resistance).
Change in meteorological forcing
CERA-CRU
Change in model parameterization
YesRs-NoRs
Figure 10. Difference in the correlations found between the model and ESA-CCI values for different
model runs. On the left-hand side, the model runs differ in the meteorological forcing used to
drive the model - specifically CERASAT (ORC_REF) and CRUNCEP (ORC_CRU). The figure shows
r(ORC_REF, ESA-CCI)− r(ORC_CRU, ESA-CCI). On the right-hand side, the model runs differ in
the parameterization used - namely the inclusion (ORC_REF) and exclusion (ORC_NoRs) of a soil
resistance term. The figure shows r(ORC_REF, ESA-CCI)− r(ORC_NoRs, ESA-CCI).
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4. Discussion
Throughout this paper, we have been assessing the potential of the ESA-CCI SM product to be
used to evaluate and further improve the ORCHIDEE LSM. A first step in doing so, was to rescale the
observations to the climatology of the ORCHIDEE model. This is necessary due to the steps undergone
to create the ESA-CCI SM product: i.e., active and passive satellite retrievals were combined using
the climatology of the GLDAS-Noah model reanalysis. Since this model has its own soil moisture
climatology with different dynamical ranges [74], it is important to rescale data to the ORCHIDEE’s
climatology. In addition to the rescaling undertaken in creating the ESA-CCI product, there are also
biases due the satellite signal processing. SM is estimated through inversion procedures based on
radiative transfer modelling. This procedure uses additional assumptions and data such as vegetation
distribution maps. For data assimilation studies, proper treatment of systematic errors is critical for
the success of the experiment [75]. Since Gaussian error statistics is one of the key assumptions of
most data assimilation systems, bias correction is a vital first step. However, it is worth noting that any
form of bias correction will not only correct systematic biases and the biases due to the climatology
mismatch but will also remove biases linked to the ORCHIDEE model itself. In an ideal case, using DA
techniques, we would correct this latter source of bias. Since it is impossible to distinguish between
sources of biases, we accept that, through the rescaling, we lose some of the information contained
in the observations that could have potentially, corrected parts of the model. This choice is common
practice when using satellite products even though it has been shown that the current bias-correction
methods may remove up to 50% of information from the original satellite observations [76,77].
Since the microwave instruments used to generate the ESA-CCI product, are only able to monitor
a thin surface layer, it was important to assess which depth has to be considered in the model.
Fortunately, the first two meters of the soil column in ORCHIDEE is discretized by an 11-layered
hydrology scheme, allowing us to select the corresponding depth. When unable to directly match the
sensing depth, or when one wants to constrain model SM further down the soil column, a potential
approach to the issue of representativity is to use an exponential filter [44]. This method translates
the SM observed in the top few centimeters by the satellites to the SM representative of deeper layers
following certain exponential assumptions. Such exponential filter has been used in several previous
DA studies e.g., [55,78,79]. Since we can directly match the sensing depth in this study, we simply use
the first four layers of the ORCHIDEE soil column discretization to perform the intercomparisons.
Comparison scores were found to be very similar at different depths of ORCHIDEE soil column.
Since this trend was observed globally, this is the case when both the passive satellites dominate
the product (i.e., over deserts) and when the active retrievals dominate the combined product
(i.e., over high latitudes). The merging process may have contributed to the smoothing of the depth
profile, as might the fact that the product only provides daily values. The first 4 layers of the model’s
soil column have been evaluated in this study. Although little difference was observed between the
different integrated depths, if the data assimilation experiment is conducted at this depth, it will
be important to consider its effect of the improvements over the rest of the 11 layers. The soil
hydro-thermal parameters are currently homogeneous over the soil column but improving the surface
soil moisture may highlight the need for different parameters further down the soil column or lead
to conclusions that parts of the model such as the bare soil evaporation or root dynamics need to
be modified.
An SVD analysis showed that most of the SM variability could be explained by the precipitation
patterns. Since the simulation of SM in the model is driven by precipitation and hence the
meteorological forcing data, it is impossible to find metrics unaffected by the forcing errors. Two main
metrics were considered: correlation and autocorrelation. Both allow to focus on relative temporal
dynamics for the chosen rescaling and they were also found to be consistent over the first few layers of
the ORCHIDEE discretization scheme.
The strong correlations between the daily model outputs and the ESA-CCI values were identified.
The mean correlation globally for the full data had a value of 0.49, this average increased to 0.7 when
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considering the tropics and southern latitudes. For the fast component, the mean global correlation
was 0.45, and 0.51 over the tropics and south latitudes. Such strong correlations give confidence in
both the model and satellite product. However, the correlation metric was shown to be sensitive to the
meteorological forcing used, with variations of 10% globally, and therefore not necessarily informative
about the model structure and parameter errors. Indeed, we saw when considering the soil resistance
parameterization, changing the meteorological forcing had a greater effect on the correlation scores
than this structural change. For example, over the Sahara, changing the meteorological forcing saw an
average change of 21% in correlation scores compared to a change of 5% found when changing the soil
resistance parameterization.
Temporal autocorrelation, which characterizes quickness and extension of SM variations,
highlighted different behaviors in the model vs ESA-CCI product. In some areas, the ESA-CCI values
are found to be more autocorrelated than the model, and in the others, the opposite is seen. This metric
is sensitive to the parameterization of the model that control variables linked to the simulation of SM,
such as evaporation, infiltration and drainage. Given the large uncertainties that are still associated
with these processes [10,74] using SM temporal autocorrelation to optimize the main parameters
involved in these parameterizations, through DA techniques, is promising.
Temporal autocorrelation can be used to measure soil moisture memory and can be related in some
cases to notions of dry-out. The characteristic lag-time metric used in this study is one of a number to
the measure of these processes. Although it is informative, it has a few limitations. Firstly, since this
metric is based on anomalies, to calculate these anomalies, the mean state is removed from the full data.
The mean state was averaged only over 8 years of data which is not long enough to properly extract the
climatology for regions with high year to year variation in seasonal precipitation. Hence the calculation
of the mean state introduces sampling error into the data [73]. Secondly, autocorrelation-based-metrics
ignore the sign of the anomaly which can provide physically meaningful information. Other metrics
such as mean persistence time can overcome some of these limitations and hence could be interesting
metrics to consider in the future [73,80].
We have shown that the choice of parameterization used in the model is vital in the simulation
of SM. In our example, removing soil resistance in the model was seen to decrease soil inertia and
therefore create greater discrepancies with the ESA-CCI SM values. Of course, other key variables
related to water fluxes should be considered for DA such as soil porosity and the other textural
properties and hydraulic parameters (saturated hydraulic conductivity and variation with depth
according to soil compaction and vegetation roots) as well as plant water uptake parameters such
as root profile. The water and energy balance formulations in ORCHIDEE are representative of the
equations found in other LSMs (e.g., JULES [81,82], JSBACH [83]) used in wider Earth system models.
Therefore, improvements and structural changes highlighted in a future DA study could potentially
also be applicable to these other models.
Overall the ESA-CCI product has great potential to identify missing processes and structural
issues in the ORCHIDEE model, and potentially to correct the internal model parameters. However,
the effectiveness of any data assimilation frameworks relies on the quality of satellite soil moisture
observations and assimilation technique used. We will need to quantify the errors in the satellite
retrievals to ensure the success of the assimilation, as well as account for forcing errors in the
DA scheme.
Improving soil moisture will influence other modelled products such as evapotranspiration and
infiltration. It will be important to consider the impact improving soil moisture has on such variables.
Incorporating other products in the assimilation process can help ensure the quality of these outputs
do not degrade when correcting soil moisture values. In addition, due to SM’s role in driving the
terrestrial carbon balance (through photosynthesis, ecosystem dynamics, and soil respiration), SM data
has been highlighted as one of the remotely sensed Earth observation products relevant for terrestrial
carbon cycle data assimilation [29]. As such, SM data can also be used as one of multiple data streams
to improve the carbon cycle. Two approaches exist when assimilating multiple data streams. The
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first is simultaneously, as shown in [84] where remotely sensed soil moisture data along with in situ
atmospheric CO2 are used to constrain global terrestrial carbon cycle. The second approach is stepwise,
by taking each data stream one at a time. This approach is used in [85], where three different data
streams are assimilated to constrain the ORCHIDEE LSM’s carbon cycle. A follow up study will
consider the addition of SM into the carbon cycle DA system.
Throughout this study, we have focused on off-line runs which use meteorological data to drive
the model. Another avenue for further work would be to consider coupled surface-atmosphere runs,
which would allow to analyze the role of soil moisture on the atmospheric boundary layer properties
and on the generation of precipitation, especially in semi-arid areas where these links are debated [5,9].
5. Conclusions
Even though there have been many studies evaluating the usefulness of the ESA-CCI SM dataset,
this study is unique in considering the product on a global scale using a cutting-edge terrestrial CMIP6
model. This global comparison has shown that both the model and the product are at a stage where
useful information can be derived and assimilated. The strong temporal correlations seen between
the ESA-CCI product and the model show that the dynamics in the model are developed enough to
capture the main trends identified by the combined satellite product. This is especially the case when
the CERASAT meteorological forcing data was used.
Temporal autocorrelation was identified as a useful metric to investigate the discrepancies in the
inertia of SM. Since it measures the response time of the model and in some cases is more intrinsically
linked to the internal dynamics of the model, it gives us an opportunity to evaluate the structure
of the model more precisely. The focus of upcoming DA studies could be to correct the internal
parameters of the model by minimizing characteristic lag-time discrepancies, or similar metrics of soil
moisture memory.
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Appendix A
Table A1. Number of points used in the MSD decomposition shown in Figure 2.
90 N–60 N 60 N–30 N 30 N–0 0–30 S 30 S–30 N
Jan–Mar 34 10,662 9398 6543 1874
Apr–Jun 9212 19,385 9578 6531 1866
Jul–Sep 9597 19,456 9557 6501 1820
Oct–Dec 3310 17,003 9545 6528 1865
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Table A2. Properties for different classes of maximum LAI and soil textures. All values correspond the
mean calculated over all the points in each class. Each metric is calculated between the model (both
ORC_REF and ORC_NoRs runs) and the rescaled ESA-CCI SM product (in each case, CDF-matched to
the corresponding ORCHIDEE run). The distribution of the different classes is displayed in Figure A1.
Index Range Covered % of Points r RMSD ct (Mod) ∆ct (Mod-Obs)
REF NoRs REF NoRs REF NoRs REF NoRs REF NoRs
1 LAIMAX < 0.5 29.0 25.0 0.47 0.37 0.029 0.033 9.605 6.744 4.859 1.969
2 0.5 ≤ LAIMAX < 2 28.0 27.0 0.46 0.38 0.038 0.049 12.14 8.017 2.768 −0.760
3 2 ≤ LAIMAX < 3 23.0 25.0 0.51 0.47 0.037 0.046 11.841 9.711 1.744 −0.244
4 3 ≤ LAIMAX 18.0 21.0 0.67 0.68 0.038 0.043 14.943 12.631 1.796 −0.166
1 Coarse 25.0 25.0 0.50 0.46 0.028 0.029 8.217 5.719 2.756 0.254
2 Medium 62.0 62.0 0.49 0.44 0.037 0.049 12.392 9.734 2.768 0.111
3 Fine 11.0 11.0 0.68 0.65 0.038 0.042 17.380 13.497 4.207 0.350
Figure A1. Global grid-points partitioned down into different LAIMAX classes and soil classes.
The distribution of LAIMAX point differs slightly when considering the ORC_NoRs run (not shown).
To further understand characteristic lag time, we consider the global points divided into different
categories: namely by LAI class (as a proxy for PFT classes) and by soil type. To be able to still consider
temporal correlations, each pixel is consider only once by categorising the points by maximum LAI
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(LAIMAX). For the soil textures, the 5 soil textures from the Zobler map are reduced to only three,
which are then called the Coarse (holding class 1), Medium (gathering classes 2, 3, 4) and Fine (class 5)
soil textures.
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