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Plane R-paths and their rectifiability property
Nico Lombardi Marco Longinetti Paolo Manselli Adriana Venturi
Abstract
A family of plane oriented continuous paths depending on a fixed real positive number R is
considered. For any point x on the path, the previous points lie out of any circle of radius R
having at x interior normal in a suitable tangent cone to the path at x. These paths are locally
descent curves of a nested family sets of reach R.
Avoiding any smoothness requirements, we get angle estimate and not intersection property.
Afterwards we are able to estimate the lenght and detour of this curve.
Keywords: Steepest descent curves, sets with positive reach, length of curves, detour.
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1 Introduction
Let g : [a, b] → R2 be a continuous mapping, oriented according to the increasing variable. For
t ∈ [a, b], x = g(t), let
gx := g([a, t]), g
x := g([t, b]).
Let us assume that for every x ∈ g([a, b]) there is a constraint Qx on g; then what extra properties
does the mapping g satisfy?
Different constraints for the previous points have been considered by several authors and for each
constraint different classes of family of curves have been studied. Most of these curves are related to
descent curves, as in [1] and [2].
Let us list some interesting examples:
Example 1. Let the constraint Qx be that, for a ≤ t1 < t2 < t and x = g(t),
|g(t1)− g(t2)| ≤ |g(t1)− g(t)|. (1)
This family of mappings has been studied in [3] as steepest descent curves of quasi-convex functions
and they have been studied in several dimensions and called self expanding curves in [4].
In [4] it was proved that g is rectifiable: as a consequence, if s ∈ [0, L] 7−→ x(s) is the representation
of g in arc length, differentiating (1), it turns out that
gx(s) ⊆ {y ∈ R2 : 〈y − x(s), x′(s)〉 ≤ 0}. (2)
This means that the previous points to x(s) lie out of the half-space orthogonal to x′(s) at x.
It turns out that the continuous mapping g is an injective rectifiable curve and there exists c > 0 so
that:
L = length(g) ≤ c |g(b)− g(a)|. (3)
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Moreover there exists a nested family of convex sets Ωs such that x(s) ∈ ∂Ωs and x
′(s) belongs to
the normal cone to Ωs at x(s), see [4]. If f is a regular quasi-convex function with level sets ∂Ωs,
then s 7−→ x(s) is a steepest descent curve for f .
Let us remark that continuous mappings g defined as in inequality (1), but with opposite order,
were called self-approaching curves in [5], self-contracting curves in [6] and curves of descent in [2].
Example 2. Let φ ∈ (0, pi) and let us assume, as constraint Qx, the existence of a wedge of opening
φ and vertex x containing gx. These mappings g are called φ-self-approaching curves in [7], see
Definition 4.7. Then g is an injective rectifiable curve and (3) holds for a best constant c esplicitly
computed.
Example 3. Let λ ∈ [−1, 1) and α = arccos(λ).
Let γ be a plane continuous path with nonzero right derivatives γ′(t) at x = γ(t). Let the constraint
Qx be:
< γ′(t), γ(u)− γ(t) >≤ λ|γ′(t)||γ(u)− γ(t)|
for every u < t; geometrically the constraint is that γx does not intersect the open cone with axis γ
′(t)
and opening 2α; these curves have been called λ-eels in [1].
In [1, Theorem 6.1] it is proved that bounded λ-eels have finite length.
Example 4. Let us assume that there exists a family of nested increasing convex sets Γt, so that
x = g(t) ∈ Γt, 0 ≤ t ≤ 1; for every x = g(t), 0 < t < 1, let the constraint Qx be the following: for
every unit vector v in a suitable tangent set to gx at x, there exists a support hyperplane P (x) to the
set Γt, at x = g(t), such that the angle between P (x) and v is at least
pi
2
− θ. Then in [8] it is proved
that (3) holds for θ sufficiently small.
Example 5. Let us assume that R > 0 is fixed and γ a rectifiable curve. Let [0, L] ∋ s 7−→ x(s) ∈ R2
be its representation in arc length. Let the constraint Qx be such that γ([0, s]) has empty intersection
with the open disk of radius R and centered in x(s) + Rx′(s), denoted by B(x(s) + Rx′(s)). In [9]
and [10], γ has been called an R-curve, see also Definition 2.5.
In [10] and [9] it is proved that, if γ([0, L]) is contained in a small ball, then (3) holds. Moreover
if γ([0, L]) is contained in a bounded set G, then (3) holds in a weaker form: there exists a constant
c(diam(γ)) > 0 such that
length(γ) ≤ c(diam(γ)) |γ(0)− γ(L)|.
Let us notice that in all the Examples 1, 2, 3 and 4, the rectifiability hypothesis was not needed. It
is natural to ask if, in Example 5, the rectifiability hypothesis could be also dropped. That is the main
goal of the present work. Moreover it is not required any regularity assumption on the curve.
Let us consider the path satisfying the following constraint: g ∈ [a, b] → R2 is a continuous
mapping and for every t ∈ (a, b],
g([a, t]) ∩ B(g(t) +Rl) = ∅,
where l is a unit vector in a suitable tangent set to g at g(t), see Definition 3.1; g will be calledR-path.
The name path is used for a continuous, not necessarily rectifiable map; the name curve for rectifiable
map.
In Theorem 4.10 it will be proved that every injective R-path in a small ball is rectifiable.
In Theorem 5.3 it will be proved that every R-path in a small ball is injective.
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Then every R-path turns out to be a rectifiable R-curve (Theorem 5.4) and, in an open ball of
radius R, the R-paths are descent curves of a nested family of sets of reach ≥ R, Theorem 5.6.
2 Definitions and preliminaries
R will be a fixed positive real number throught this work. Let
B(z, ρ) = {x ∈ R2 : |x− z| < ρ}, S1 = ∂B(0, 1)
and let D(z, ρ) be the closure of B(z, ρ). The notations Bρ, Dρ will also be used for balls of radius
ρ, if no ambiguity arises for their center. If a ball is written with a center only, then the radius will
be R. The usual scalar product between vectors u, v ∈ R2 will be denoted by 〈u, v〉 and by |u| the
Euclidean norm in R2.
Let K ⊂ R2; int(K) will be the interior of K, ∂K the boundary of K, cl(K) the closure of K,
Kc = R2 \K and per(K) will be the perimeter ofK, ifK is convex. For every set S ⊂ R2, co(S) is
the convex hull of S.
Let K be a non empty closed set. Let q ∈ K; the tangent cone ofK at q is defined as
Tan(K, q) = {v ∈ R2 : ∀ε > 0 ∃ x ∈ K, r > 0 with |x− q| < ε, |r(x− q)− v| < ε}.
Let us recall that, if q is not an isolated point ofK, then
S1 ∩ Tan(K, q) =
⋂
ε>0
cl({
x− q
|x− q|
, q 6= x ∈ K ∩ B(q, ε)}).
The normal cone at q toK is the non empty closed convex cone, given by:
Nor(K, q) = {u ∈ R2 : 〈u, v〉 ≤ 0, ∀v ∈ Tan(K, q)}. (4)
When q ∈ int(K), then Tan(K, q) = R2 and Nor(K, q) reduces to zero. In two dimensions cones
will be called angles with vertex 0.
Let b ∈ R2 \ A; b has a unique projection point onto A if there exists a unique point a ∈ A satisfying
|b− a| = dist(b, A).
Let A be a closed set. If a ∈ A then reach(A, a) is the supremum of all numbers ρ such that every
x ∈ B(a, ρ) has a unique projection point onto A and
reach(A) := inf{reach(A, a) : a ∈ A},
see [11].
Let x, y ∈ R2, |x− y| < 2R. Let us define
h(x, y, R) =
⋂
{DR : DR ⊃ {x, y}}. (5)
Proposition 2.1. [12],[13, Theorem 3.8] A closed set A has reach equal or greater thanR if and only
if ∀x, y ∈ A with |x− y| < 2R the set A ∩ h(x, y, R) is connected.
Definition 2.2. Given A a closed set in R2, let us define coR(A), the R-hull of A, as the closed set
containing A, such that
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i. coR(A) has reach greater or equal than R;
ii. if a set B ⊇ A and reach(B) ≥ R, then B ⊇ coR(A).
See [13, pp.105-107] for the properties of R-hull. The R-hull of a closed set A may not exist, see
[13, Remark 4.9]. However if coR(A) exists, it can be shown that
coR(A) =
⋂
{BcR : BR ∩ A = ∅}.
Moreover a sufficient condition for the existence of the R-hull has been proved:
Proposition 2.3. [13, Theorem 4.8] If A is a closed connected subset of an open circle of radiusR in
R2, then A has R-hull.
Remark 2.4. Let A ⊂ B be two closed connected subsets of an open circle of radius R, then
coR(A) ⊂ coR(B).
Definition 2.5. An R-curve γ ⊂ R2 is a rectifiable oriented curve with arc length parameter
s ∈ [0, L], tangent vector t(s) = x′(s) such that the inequality
|x(s1)− x(s)−R t(s)| ≥ R (6)
holds for almost all s and for 0 ≤ s1 ≤ s ≤ L.
Let us notice the following equivalent formulations of (6) for 0 ≤ s1 < s ≤ L:
|x(s1)− x(s)|
2 − 2R〈x(s1)− x(s), t(s)〉 ≥ 0; (7)
〈x(s)− x(s1), t(s)〉 ≥ −
|x(s1)− x(s2)|
2
2R
; (8)
〈
x(s1)− x(s)
|x(s1)− x(s)|
, t(s)〉 ≤
|x(s1)− x(s)|
2R
, if x(s1) 6= x(s). (9)
The next property of R-curves is proved in [4].
Proposition 2.6. [4, Corollary 3.3] An R-curve does not intersect itself.
3 R-paths and their properties
Let g : [a, b]→ R2 be a continuous mapping satisfying g(a) 6= g(b).
Let x = g(t), x1 = g(t1) and x2 = g(t2), with a ≤ t ≤ b and a ≤ t1 < t2 ≤ b; let:
gx := g([a, t]), gx1x2 := g([t1, t2]), g
x := g([t, b]).
If A ⊂ R2,
−1
g (A) = {t ∈ [a, b] : g(t) ∈ A}
will be the preimage of A under g.
Let t ∈ [a, b], x = g(t). Let us define:
Θ−(x) = −Tan(gx, x), Θ+(x) = Tan(g
x, x).
If x is not a starting point, then Θ−(x) % {0}. If x is not an end point, then Θ+(x) % {0}.
Let us remark thatΘ−(x) andΘ+(x) exist for any x ∈ g([a, b])without any regularity assumption,
since they are the two sets of all left-limits of chords and all right-limits of chords.
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Definition 3.1. The mapping g : [a, b] → R2 will be called an R-path if it is a continuous mapping
satisfying g(a) 6= g(b) and, for all x = g(t), a ≤ t ≤ b, the following condition: for every l ∈
[Θ−(x) ∪Θ+(x)] ∩ S1,
gx ⊂ B
c(x+Rl)
holds.
Remark 3.2. The previous inclusion can be written as:
|g(τ)− g(t)|2 − 2R〈g(τ)− g(t), l〉 ≥ 0, a ≤ τ ≤ t ≤ b, (10)
which extends inequality (7) and the equivalent inequalities (8) and (9) to an R-path. Furthermore let
us observe that a rectifiable R-path is an R-curve.
Remark 3.3. Let g : [a, b] → R2 be an R-path and let t(τ) : [α, β] → [a, b] be a strictly monotonic
continuous function with inverse function τ(t). Then the function
h : [α, β]→ R2,
defined as
h(τ) = g(t(τ)), ∀ τ ∈ [α, β],
is an R-path with h([α, β]) = g([a, b]).
Let us notice that we can reparametrize an R-path in such way that
−1
g ({x}) has no interior points for
every x.
Lemma 3.4. Let γi : [0, Li] → R2 be R-curves in arc length representation x = xi(s), 0 ≤ s ≤ Li
and i = 1, 2. Assume that
• x1(L1) = x2(0),
• for almost all s2 ∈ [0, L2]
γ1([0, L1]) ⊆ B
c(x2(s2) +Rx
′
2(s2)). (11)
Let γ : [0, L1 + L2]→ R2 be defined as
γ(s) =
{
x1(s), 0 ≤ s ≤ L1,
x2(s− L1), L1 < s ≤ L1 + L2.
Then γ is an injective rectifiable R-curve and
γ1([0, L1]) ∪ γ2([0, L2]) = γ([0, L1 + L2]).
Proof. The function γ : [0, L1 + L2] → R2 is Lipschitz continuous; for s, s1 ∈ [0, L1], such that
s1 < s < L1, (6) holds for γ = γ1. Similarly if L1 < s1 < s < L1 + L2.
If s1 ∈ [0, L1] and s2 ∈ [L1, L1 + L2], then (6) follows from (11). So γ is a rectifiable R-curve
and it is injective, by Proposition 2.6.
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Lemma 3.5. Let g : [a, b] → R2 be an R-path, t0 ∈ (a, b) and x = g(t0). Let u ∈ S1 satisfying
B(x+Ru) ∩ g([a, b]) = ∅. Then
< l, u > ≥ 0 ∀ l ∈ Θ−(x)
and
< l, u > ≤ 0 ∀ l ∈ Θ+(x)
hold.
Proof. Let l ∈ Θ−(x) (similar proof for l ∈ Θ+(x)). Then −l ∈ Tan(gx, x) and there exists
{tn}n∈N ⊆ (a, t0) so that x 6= g(tn) → x and
g(tn)− x
|g(tn)− x|
→ −l.
As g(tn) ∈ B
c(x+Ru), |g(tn)− (x+Ru)|
2 ≥ R2 implies
<
g(tn)− x
|g(tn)− x|
, u > ≤
|g(tn)− x|
2R
.
As n→ +∞, the inequality < −l, u >≤ 0 follows.
Lemma 3.6. Let g : [a, b]→ R2 be an R-path, x = g(t) ∈ g([a, b]), x 6= g(a).
Let us assume that
• there exists a sequence {uk}k∈N ⊆ S1 and u ∈ S1 such that uk → u;
• there exists a sequence {t(k)}k∈N ⊆ [a, b] satisfying g(t
(k)) → x, with x 6= g(t(k)), t(k) < t, for
every k ∈ N, and g(t(k)) ∈ ∂B(x +Ruk).
Then there exists u ∈ Tan(gx, x) satisfying < u, u > = 0.
Proof. As g(t(k)) ∈ ∂B(x+Ruk), then
<
g(t(k))− x
|g(t(k))− x|
, uk >=
|g(t(k))− x|
2R
(12)
holds.
Let, up to subsequences, u := limk→+∞
g(t(k))−x
|g(t(k))−x|
.
As k → +∞, < u, u >= 0 follows from (12).
Theorem 3.7. Let g : [a, b]→ R2 be an R-path such that g([a, b]) ⊂ BR. Let x ∈ g([a, b]) and let
Wx = {u ∈ S1 : gx ⊆ Bc(x+Ru)}. (13)
Then
(Θ−(x) ∪Θ+(x)) ∩ S1 ⊂ Wx. (14)
Moreover
Wx = Nor(coR(gx), x) ∩ S1. (15)
Proof. (14) follows immediately from Definition 3.1. The proof of (15) is the same as in [10, Lemma
4.3] by changing γx into gx.
Let us notice that the assumption of g([a, b]) ⊂ BR implies the existence of coR(gx), by Proposi-
tion (2.3).
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4 Injective R-paths
Let us first recall some geometric definitions and properties, see [10].
Definition 4.1. Let b and c two distinct points in the plane with |b − c| < 2R. Let us consider the
open circles BR(b) and BR(c) and x ∈ ∂BR(b) ∩ ∂BR(c). Let l be the line through b and c andH be
the half plane with boundary l containing x.
The unbounded region ˇang(bxc) :≡ BcR(b) ∩B
c
R(c) ∩H will be called curved angle. Moreover
meas( ˇang(bxc)) := meas(Tan( ˇang(bxc), x) ∩ S1)
is the measure of the angle between the half tangent lines at x to the boundary of ˇang(bxc).
When x, y are points on a circumference ∂B, let us denote by arc(x, y) the shorter arc on ∂B
from x to y.
Proposition 4.2. [10, Lemma 4.4] Let x, x2 ∈ R2, |x− x2| < R. Let B2 := BR(b), with b ∈ R2 and
x, x2 on ∂B
2. Let B∗ := BR(c∗) the ball orthogonal at x2 to B
2 such that x ∈ B∗. Let us assume
that there exists x1 ∈ (B
∗ ∪ B2)c with the properties (see Fig.1 in [10]):
i. |x1 − x| < R, |x2 − x1| < R;
ii. x1 lies in the half plane with boundary the line through x and x2 not containing b;
iii. there exists B1 := BR(c1) with {x1, x} ⊂ ∂B
1, with arc(x, x1) ⊂ (B
2)c, such that the line
through x and x1 separates c1 and x2.
Then the measure of the curved angle ˇang(bxc1) is less than
pi
2
.
Theorem 4.3. Let g be an injective R-path. Assume that for every x ∈ g([a, b]), gx ⊆ BR(x).
Then, the measure of NorcoR(gx)(x) ∩ S
1 is equal or greater than pi/2.
Proof. The proof follows the same lines of the proof of [9, Theorem 5.2]. The arc length will be
replaced by t and γx by gx; U
−
x , U
+
x will be replaced by Θ−(x) ∩ S
1, Θ+(x) ∩ S1 respectively.
That proof in [9] was divided in three cases: (a1), (a2) and (b); the case (a1) and the case (a2)
have the same proof except that (iv) of [9, Proposition 3.2] is replaced by Lemma 3.6, where
u = lim
k→+∞
g(t(k))− x
|g(t(k))− x|
.
In the case (b) the non intersection property is satisfied by assumption.
Theorem 4.4. Let g be an injective R-path. Assume that for every x ∈ g([a, b]), gx ⊂ D(x,
R
N
),
N > 1. Then for every x ∈ g([a, b]),
meas(Tan(co(gx), x) ∩ S1) ≤
pi
2
+ 2 arcsin
(
1
2N
)
. (16)
Proof. The proof is the same as in [9, Theorem 5.4], with Theorem 4.3 instead of [9, Lemma 4.5].
Remark 4.5. Let g be an injective R-path. Then there is a wedge of opening pi
2
+ 2 arcsin( 1
2N
) < pi
containing gx.
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Definition 4.6. Let f : [α, β] → R2 be a rectifiable curve. Let α ≤ α1 < β1 ≤ β, y1 = f(α1),
y2 = f(α2) and y1 6= y2. The detour of f is defined as
length(fy1,y2)
|y1 − y2|
.
Definition 4.7. Let f : [α, β] → R2 be a continuous mapping with the property that for every y =
f(τ) ∈ f([α, β]), there exists a wedge of opening φ ∈ [0, pi) at the point y, which contains f([τ, β]);
f has been called a φ-self-approaching curve and studied in [5].
Proposition 4.8. [5, Theorem 6] Let φ ∈ [0, pi) and f a φ-self-approaching curve. Then f is a
rectifiable curve and
(1 + cos(φ))length(f) ≤ per(co(f)).
Moreover there exists a constant c(φ), depending on the angle φ only, for which the detour of f
satisfies
length(fy1,y2)
|y1 − y2|
≤ c(φ)
with yi = f(τi), α ≤ τ1 < τ2 ≤ β and i = 1, 2.
Corollary 4.9. Let g be an injectiveR-path such that gx ⊆ D(x,
R
N
),N > 1, for all x ∈ g([a, b]). Let
h(t) = g(−t), t ∈ [−b,−a]; then h is a φ-self-approaching curve with φ = pi
2
+ 2 arcsin( 1
2N
) < pi.
Proof. It is a consequence of Remark 4.5.
Theorem 4.10. Let N > 1, φ = pi
2
+ 2 arcsin( 1
2N
) and x0 ∈ R2. Let g : [a, b] → R2 be an injective
R-path, with g([a, b]) ⊆ D(x0,
R
2N
). Then g is a rectifiable curve and
length(g) ≤
per(co(g))
1 + cos(φ)
. (17)
Moreover the detour of g satisfies
length(gx1,x2)
|x1 − x2|
≤ c(φ). (18)
Proof. Let h = h(t) be the path defined in Corollary 4.9; h is an injective φ-self-approaching curve.
Obviously the detour of h is equal to the detour of g. Then by Proposition 4.8, the inequalities (17)
and (18) hold.
5 All R-paths are injectives
Definition 5.1. Let g : [a, b]→ R2 be a continuous function with g(a) 6= g(b). A multiple point x of g
is a point such that
−1
g ({x}) is not a single point of [a, b].
Lemma 5.2. Let x0 ∈ R2 and N > 1. Let g : [a, b] → R2 be an R-path with g(a) 6= g(b) and
g([a, b]) ⊂ D(x0,
R
2N
). Then there exists an injective curve g(0) joining g(a) to g(b) that is anR-curve
and
g(0)([a, b]) ⊂ g([a, b]).
8
Proof.(Partially adapted from [14]) For each multiple point x of g([a, b]), let Ix be the largest interval
[t1, t2] with g(t1) = g(t2) = x. There exists a finite or countable collection of closed intervals
I(k) := Ixk , k = 1, 2, · · · , with disjoint interiors such that g is injective outside
⋃
k int(I
(k)). Let us
denote J =
{
I(k), k = 1, 2 . . .
}
; a construction of J can be found in the Appendix.
Let f : [a, b] → [a, b] be a continuous, non decreasing, surjective function, with f(a) = a, f(b) =
b, so that if t1 < t2, then f(t1) ≤ f(t2), with equality if and only if t1 and t2 lie in a some interval of
J .
Define g(0) : [a, b] → R2 by
g(0)(u) =

g(
−1
f ({u})), if
−1
f ({u}) is a point of [a, b],
x, if
−1
f ({u}) = Ix ∈ J.
Clearly if a ≤ u1 < u2 ≤ b, then g
(0)(u1) 6= g
(0)(u2), so g
(0) is an injective curve. Moreover for
u ∈ [a, b]
g(0)([a, u]) ⊂ g([a, t]),
where
t =


−1
f ({u}), if
−1
f ({u}) is a point,
min
−1
f ({u}), if
−1
f ({u}) ∈ J.
Similarly g(0)([u, b]) ⊂ g([t, b]), where
t =


−1
f ({u}), if
−1
f ({u}) is a point,
max
−1
f ({u}), if
−1
f ({u}) ∈ J.
Let us show that g(0) is an R-path.
Let us consider
Φ− = −Tan(g
(0)([a, u]), g(0)(u)) and Φ+ = Tan(g
(0)([u, b]), g(0)(u)).
If
−1
f ({u}) is a point t, then g(0)(u) = g(t) and
Φ− ⊂ Θ−(g(t))
and
Φ+ ⊂ Θ+(g(t)).
If l ∈ Φ− ∪ Φ+, with |l| = 1, then
g(0)([a, u]) ⊂ g([a, t]) ⊂ Bc(g(t) +Rl) = Bc(g(0)(u) +Rl).
If
−1
f ({u}) is an interval, let
−1
f ({u}) = [α, β] ⊂ [a, b]. Then
Φ− ⊂ −Tan(g([a, α]), g(α))
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and
Φ+ ⊂ Tan(g([β, b]), g(β)).
Recall that g(0)([a, u]) ⊂ g([a, α]). Let a ≤ v < u, then g(0)(v) = g(t) for some t ∈ [a, α] and
Bc(g(0)(u) +Rl) = Bc(g(α) +Rl) ∋ g(t) for l ∈ Φ−
and
Bc(g(0)(u) +Rl) = Bc(g(β) +Rl) ∋ g(t) for l ∈ Φ+.
In both cases g(0)(v) ∈ Bc(g(0)(u) +Rl), for a ≤ v ≤ u ≤ b, thus g(0) is an R-path.
As g(0) is an injective R-path, by Theorem 4.10, g(0) is a rectifiable curve and by Remark 3.2 is
an R-curve.
Theorem 5.3. Let g : [a, b] → R2, g([a, b]) ⊂ D(x0, R2N ), N > 1, be an R-path. Then g can be
reparametrized in an injective R-path.
Proof. Let us reparametrize the path in such way that
−1
g ({x}) has no interior points for every x, see
Remark 3.3. Let us show now that g has not multiple points.
By contradiction, let us assume that there exist a ≤ α < β ≤ b satisfying g(α) = g(β).
Since
−1
g ({g(α)}) is a closed set without interior points, then there exists a strictly decreasing se-
quence {αn}n∈N ⊂ [α, β] such that
lim
n→+∞
αn = α, g(αn−1) 6= g(αn), g(αn) 6= g(β), ∀ n ∈ N.
Claim. Let us show that there exists a sequence of R-curves
gn : [αn, β]→ R2, n ∈ N,
satisfying
gn−1([αn−1, β]) ⊂ gn([αn, β]) ⊂ g([α, β]), gn(αn) = g(αn), gn(β) = g(β),
and gn([αn, β]) ⊂ D(x0,
R
2N
).
Proof of claim. By Lemma 5.2, there exists an injective R-path that is also an R-curve
g(1) : [α1, β]→ R2
satisfying
g(1)(α1) = g(α1), g
(1)(β) = g(β) and g(1)([α1, β]) ⊂ g([α1, β]).
Assume g1 = g
(1).
Let n > 1. Let us assume that gn−1 is already defined on [αn−1, β] and gn−1 is an injectiveR-path; let
us construct gn. Since g(αn−1) 6= g(αn) and g|[αn,αn−1] is an R-path, by Lemma 5.2, there exists an
injective R-curve
g(n) : [αn, αn−1]→ R2
satisfying
g(n)(αn) = g(αn), g
(n)(αn−1) = g(αn−1) = gn−1(αn−1)
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and
g(n)([αn, αn−1]) ⊂ g([αn, αn−1]).
Now define gn as the R-curve joining g
(n) and gn−1 according to Lemma 3.4.
Then gn is injective, gn−1([αn−1, β]) ⊂ gn([αn, β]) ⊂ g([αn, β]) and gn(αn) = g(αn), gn(β) = g(β).
The claim is proved.
By (18) of Theorem 4.10,
length(gn([αn, β]))
|gn(αn)− gn(β)|
≤ c(φ).
On the other hand length(gn([αn, β])) ≥ length(g1([α1, β])) ≥ |g1(α1)− g(β)| > 0, thus
|g(αn)− g(β)| ≥
length(g1([α1, β]))
c(φ)
≥
|g1(α1)− g(β)|
c(φ)
> 0.
This is impossible as
lim
n→+∞
g(αn) = g(α) = g(β).
Contradiction.
Theorem 5.4. Let g : [a, b]→ R2 be an R-path. Then g is an R-curve.
Proof. Let N > 1. The compact set g([a, b]) is covered by a finite number of open circles Ci,
i = 1, · · · , n, centered in g([a, b]) with radius R
2N
, such that there exist a = x0 < x1 < · · · < xi <
· · · < xn = b, with g([xi, xi+1]) ⊂ Ci.
The map g restricted to [xi, xi+1] is injective and rectifiable by Theorem 5.3 and by Theorem 4.10.
Then g is a rectifiable curve and, by Remark 3.2, it is an R-curve.
Remark 5.5. (R-curves and λ-eels) Let us show that the families ofR-curves and λ-eels are different.
In [10, Example 1] it is shown that there exists an R-curve that is not a φ-self-approaching curve
(defined in Definition 4.7). It has been noticed in [1, Remark 6.1 and Lemma 6.2] that a λ-eel γ is a
φ-self-approaching curve for some φ. Thus there are R-curves that are not λ-eels.
On the other hand in [10, Example 2] it is introduced a λ-eel (for suitable λ) that is not anR-curve
for every λ > 0.
Theorem 5.6. Let g be an R-path with image contained in an open circle of radius R and represen-
tation x = x(s), 0 ≤ s ≤ L, in arc length.
Then there exists a nested family Ωs of sets of reach ≥ R with the property that x(s) ∈ ∂Ωs and
x′(s) belongs to the normal cone to Ωs at x(s).
Proof. Let us define
Ωs = coR(x([0, s])).
By Remark 2.4, if s1 < s2, then
coR(x([0, s1])) ⊂ coR(x([0, s2])).
ThusΩs is a nested family of sets of reach≥ R, such that x(s) ∈ ∂Ωs and x
′(s) ∈ Nor(Ωs, x(s)).
Acknowledgements. This work has been partially supported by INDAM-GNAMPA(2019).
This work is dedicated to our friend Sergio Vessella.
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Appendix
Here a proof is given of the following fact quoted in [14].
Theorem. Let g : [a, b] → R2 be a continuous mapping, g(b) 6= g(a). There exists a finite or count-
able collection J =
{
I(k), k = 1, 2 . . .
}
of proper closed intervals in [a, b], with disjoint interiors, so
that g is injective outside of
⋃
k int(I
(k)) and, if [α, β] ∈ J , then g(α) = g(β).
Proof. Let K ⊂ [a, b] be a compact subset. Let us define
φK(t) := max{τ ∈ K| g(τ) = g(t)}.
Claim. The following properties hold:
i. ∀ t ∈ K, t ≤ φK(t) and φK(t)− t ≤ b− a.
ii. If φK(t)− t ≡ 0 for a compact set K ⊂ [a, b], then g|K is injective.
iii. φK(t)− t has a maximum in K.
Proof of claim. The first two statements are obvious, let us prove (iii).
Let L = supt∈K{φK(t)− t} ∈ [0, b− a]. If K is finite, then the assertion is obvious.
IfK is not finite, then there exists a sequence {tn}n∈N ⊆ K such that φK(tn)− tn is increasing and
lim
n→+∞
φK(tn)− tn = L.
Let {tnj}j∈N be a subsequence of {tn}n∈N satisfying
lim
j→+∞
tnj = t ∈ K, lim
j→+∞
φK(tnj ) = φ ∈ K.
As g(tnj) = g(φK(tnj)), then g(t) = g(φ). Thus φ ≤ φK(t) and
L = φ− t ≤ φK(t)− t ≤ L,
thus φ = φK(t) and L = φK(t)− t is a maximum.
The claim is proved.
For each compact subset K of [a, b], letM(K) be the maximum in K of φK(t)− t, µ(K) be the
Lebesgue measure of K and δ(K) be the maximum of the length of the closed subintervals of K;
δ(K) = 0 if in K there are no intervals.
Construction of J .
In what follows, when I is a closed interval, int(I) will be denoted by I. Let us construct a
sequence of nested compact sets
K0 = [a, b] ⊃ K1 ⊃ K2 ⊃ · · ·
with Kn given by [a, b] minus a finite number of open disjoint intervals, where g has the same value
at their extreme points of each intervals:
Kn = [a, b] \ ∪
sn
l=1I
(n)
l .
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Let us assume thatKn−1 has been constructed, with δ(Kn−1) > 0 and µ(Kn−1) < b− a; let us define
Kn and let us show that δ(Kn) > 0.
In Kn−1 there is a family of open intervals of measure M(Kn−1); these intervals may overlap; let
I
(n−1)
1 be the leftmost one.
Let us defineK
(1)
n := Kn−1\I
(n−1)
1 ; thenK
(1)
n is [a, b]minus a finite number of open disjoint intervals
and
δ(1)n := δ(K
(1)
n ) > 0, µ
(1)
n := µn(K
(1)
n ) = µ(Kn−1)−M(Kn−1)
hold.
IfM(K
(1)
n ) < M(Kn−1), thenKn := K
(1)
n , µ(Kn) = µ(K
(1)
n ), 0 < δ(Kn) = δ
(1)
n ≤ δ(Kn−1).
If M(K
(1)
n ) = M(Kn−1), then let us consider the open disjoint intervals in K
(1)
n with measure
M(Kn−1); these intervals may overlap; let I
(n−1)
2 be the leftmost one.
Let us defineK
(2)
n := K
(1)
n \I
(n−1)
2 ; thenK
(2)
n is [a, b]minus a finite number of open disjoint intervals
and
δ(2)n := δ(K
(2)
n ) > 0, µ
(2)
n := µ
(1)
n −M(Kn−1) = µ(Kn−1)− 2M(Kn−1) > 0
hold.
If M(K
(2)
n ) < M(Kn−1), then Kn := K
(2)
n ; otherwise the procedure have to be iterated by
constructingK
(j)
n , j ≥ 3. Let us notice that j satisfies
µ(j)n = µ(Kn−1)− jM(Kn−1) > 0, ∀ j.
Thus Kn is constructed in a finite number of iterations and δ(Kn) > 0. The compact set Kn is given
by [a, b] minus a finite number of open disjoint intervals, where g has the same value at their extreme
points;Kn is the union of a finite non zero number of closed intervals (where g does not have the same
values at their extreme points) and a finite number of isolated points; moreover, if I is an interval in
[a, b] \Kn−1, then I ⊂ [a, b] \Kn.
LetMn = M(Kn). There are two possibilities.
i. IfMn0 = 0 for some n0 ∈ N, then g|Kn0 is injective where
Kn0 = [a, b] \ ∪
sn0
l=1I
(n0)
l
and J can be defined as
J =
{
cl In0l : l = 1, . . . sn0
}
.
ii. IfMn > 0, for every n, then the sequenceM0, · · · ,Mn is decreasing. Moreover we have
M0 + · · ·+Mn−1 ≤ b− a, lim
n→+∞
Mn = 0
and J can be defined as
J =
{
cl Inl : l = 1, . . . sn, n ∈ N
}
,
where Inl appears infinite times.
In both cases J is a finite or countable collection of closed intervals and it satisfies all the stated
properties.
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