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Porous materialsCompressive failure of brittle materials is driven primarily by crack growth from pre-existing ﬂaws in the
material. These ﬂaws, such as grain boundaries, pores, preexisting cracks, inclusions and missing grains,
are randomly spaced and have a range of possible shapes and sizes. The current work proposes a microm-
echanics-based model for compressive dynamic failure of brittle materials with circular pore ﬂaws, which
incorporates both the number density and the size distribution of ﬂaws. Results show that the distribu-
tion of ﬂaw sizes is very important, particularly at moderate strain rate, since analyses based solely on the
mean ﬂaw size overpredict strength. Therefore, in order to increase dynamic strength at low to moderate
strain rates, it is most effective to control the presence of large ﬂaws. At very high strain rates, however,
crack growth is activated even in small ﬂaws and therefore controlling the total number density rather
than the size of the ﬂaws is effective for increasing dynamic strength. Finally, the model shows that
neglecting very small ﬂaws in the pore population may not have signiﬁcant effects on the results in many
cases, suggesting that the model is a useful tool for identifying a minimum resolution required for exper-
imental characterization of microstructure.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
Brittle materials have many uses – from dishware, to concrete
buildings, to personnel armor. Prediction of brittle material
strength under static loading is fairly well understood; however,
it is important to understand how these materials respond to
high-rate (dynamic) loading. For example, protection from blast
loading for concrete structures relies on the ability to understand
how concrete responds to high-rate loading. Additionally,
improvements in ceramic manufacturing have enabled lightweight
and durable ceramic personnel armors that are capable of with-
standing signiﬁcant dynamic loads. In the current work, a two-
dimensional mechanics-based model is applied to predict the
mechanical response of brittle materials with circular void ﬂaws
under dynamic compressive loading. Circular ﬂaws represent the
voids and weak inclusions observed in many brittle materials, such
as concrete, ceramics and rock.
To model porous materials, we start by creating a two dimen-
sional damage-based model for a brittle material with circular void
ﬂaws. Budiansky and O’Connell (1976) proposed a basic damage
model for homogenized crack growth in brittle materials with a
population of randomly oriented cracks. Horii and Nemat-Nasser
(1986) developed a damage model speciﬁcally for closed crackswith frictional sliding on the crack interface, which becomes equiv-
alent to the Budiansky and O’Connell model if the cracks are open.
Subsequent models have been developed for brittle materials un-
der compression, assuming a uniform distribution of ﬂaws (e.g.,
Ravichandran and Subhash, 1995; Huang et al., 2002; Deshpande
and Evans, 2008). Many of these models do not account for a dis-
tribution of ﬂaw sizes and/or orientations, nor do they all address
the effects of interaction. Damage associated with ﬂaws that sur-
round a given ﬂaw affects the local stress state on that particular
ﬂaw; therefore, this interaction is an important component of fail-
ure. Paliwal and Ramesh (2008) established a model for materials
with slit-like ﬂaws that accounts for a distribution of ﬂaw sizes and
ﬂaw orientations. The model enables consideration of a ﬂaw popu-
lation with a distribution of ﬂaw sizes, and crack interaction is ad-
dressed through a self-consistent model that considers the
material damage. The basis of this micromechanical model is a
mode of failure known as axial-splitting. In other words, the in-
clined slit ﬂaws drive crack growth as the frictional sliding at the
inclined interface leads to Mode I tensile stresses at the crack tip.
While we do not observe the same sort of sliding mechanism in
pores, an axial splitting mode occurs that is associated with tensile
hoop stresses that occur at the extrema of the pores in the compres-
sive loading direction (on the top and bottom of the pores shown in
Fig. 1). Because this axial splitting mode is common to both slit-like
and pore-like ﬂaws, we apply the Paliwal and Rameshmodel (2008)
to brittle materials with pore-like ﬂaws in the current work. This
Fig. 1. Diagram of self-consistent model for a material with pore ﬂaws. Local stresses rlocal are calculated based on elasticity solution to an elliptical inclusion in a damaged
matrix under a far-ﬁeld stress rglobal.
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number density of pores into the calculations.2. Model formulation
While the current model follows the general framework estab-
lished in Paliwal and Ramesh (2008), the mechanics of crack
growth associated with these pore-like ﬂaws is quite different than
the slit-like ﬂaws. In order to highlight the similarities and differ-
ences between the models, each stage of the process is outlined
in this section. Assuming a constant strain rate loading, the model
steps through time using an explicit ﬁnite difference approach to
calculate stress and damage at each time step.
The ﬁrst task at a given time step is to calculate the state of
stress acting on individual ﬂaws, assuming the global stress and
damage are equal to those calculated at the end of the previous
time step. This is done through a self-consistent approach where
each ﬂaw is treated as a single ﬂaw located within an elliptical
inclusion of pristine material (see Fig. 1 for an overview of the
self-consistent approach). Surrounding this inclusion, the remain-
ing material is viewed as a damaged matrix material with aniso-
tropic elastic properties, such as effective elastic moduli Eeff.
These anisotropic elastic properties are calculated based on the
global damage at the end of the previous time step. In an undam-
aged material, the local stress state is the same as the far-ﬁeld
stress state. However, with material damage, the elastic properties
of the matrix degrade, causing an elastic mismatch at the matrix–
inclusion boundary. This mismatch leads to a local stress state that
differs from the far-ﬁeld stress state. For example, with a damaged
matrix material and far-ﬁeld uniaxial compression, the self-consis-
tent model predicts a tensile transverse local stress on the inclu-
sion. This tensile stress is a signiﬁcant contributor to crack
growth, particularly when the material is highly damaged.
The second task at each time step is to use the local stress to cal-
culate the Mode I stress intensity at the tip of the crack associated
with each ﬂaw. Sammis and Ashby (1986) derived a relationship
for the stress intensity based on the exact solutions by Sih (1973):
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where r11 is the compressive stress in the direction of the axial
crack, k is the ratio of transverse to axial stress (r22/r11), L is the ra-
tio of the crack length to the pore radius (l/a, see the right-hand side
ﬁgure in Fig. 1), and Li is the normalized initial crack length (li/a). L
is initially set equal to Li. If l = 0 we note that the stress intensity is
zero and cracks cannot initiate or grow. This necessitates the use of
a ‘pop-in’ crack of length li, which Sammis and Ashby (1986) ob-
served in experiments showing that cracks initially grow rapidly
from circular holes but reach equilibrium as a small ‘pop-in’ length.The idealized circular pore with initial cracks aligned perfectly
in the direction of maximum compression is not likely in real
materials. Pores and soft inclusions are not typically perfectly cir-
cular, and initial cracks are likely to follow surrounding grain
boundaries or other defects that may be at an angle. For example,
the microstructure in Fig. 2 suggests the use of modiﬁed pore ﬂaws
(in red), as illustrated in Fig. 3. In other words, we view each pore
as a circular void with small initial inclined cracks at the locations
of the largest tensile stresses.
For this modiﬁed pore, subsequent crack growth follows exper-
imental observations of axial splitting, with growth parallel to the
direction of maximum compression. In order to calculate the Mode
I stress intensity at the crack tip of the modiﬁed pore, we add the
stress intensity associated with two inclined initial cracks to the
Sammis and Ashby (1986) stress intensity for pores (see Fig. 3).
In particular, we add a term that accounts for the distance between
the two slit ﬂaws on either side of the pore using Horii and Nemat-
Nasser (1986):
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where rlocal11 is the local axial compressive stress, k is the ratio of
transverse stress to axial stress (rlocal22 =rlocal11 ), li is the inclined initial
crack length, / is orientation of the inclined initial crack (see Fig. 1),
and seff is the local effective sliding stress resolved on the inclined
initial cracks (see Budiansky and O’Connell, 1976 for details). Min-
imizing Eq. (2) with respect to l shows that the minimum value of
stress intensity corresponds to a crack length l = 0.15a. In other
words, cracks smaller than 0.15a will exhibit unstable growth once
initiated, until they reach 0.15a. This occurs in a manner similar to
‘pop-in’ cracks observed in Sammis and Ashby’s experiments (Sam-
mis and Ashby, 1986). For this reason, 0.15a is used as the initial in-
clined crack length li.
The third task at each time step is to calculate the total damage
X. For each pore radius aj, the local stress intensity KI,j is calculated
using Eq. (2). Cracks associated with a given pore radius aj are as-
sumed to grow when the crack tip stress intensity KI,j exceeds the
Mode I fracture toughness of the material (KIc), with a crack growth
rate:
_lj ¼ CRa
KI;j  KIc
KI;j  KIc=2
 c
ð3Þ
where CR is the material Rayleigh wave speed and a and c are ﬁtting
parameters. The total crack length lj is updated from this crack
growth rate as:
Fig. 2. AlN microstructure (Hu, 2012), which suggests a modiﬁed pore ﬂaw to represent missing grains.
+
Fig. 3. Illustration showing the breakdown of stress intensity for the modiﬁed pore model.
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The global damage is the sum of the squared crack length asso-
ciated with every pore radius aj, weighted by the number density
of pores of that size (Paliwal and Ramesh, 2008):
X ¼ g
XN
j¼1
l2j gðajÞDa ð5Þ
where g is two dimensional ﬂaw density, and g(aj) is the discretized
probability density function describing ﬂaw radius a.
The ﬁnal task at each time step is to update the anisotropic elas-
tic properties and the global stress, based on the updated global
damageX. Budiansky and O’Connell (1976) predict a damaged iso-
tropic elastic modulus:
Eeff ¼ E 1 p
2
30
ð1þ meff Þð5 4meff ÞX
 
ð6Þ
where E is the undamaged elastic modulus of the material. In our
study, because cracking is occurring in an axial splitting mode
(see Fig. 1), we expect that the damage will reduce the modulus
in the direction perpendicular to the loading (E2eff) more than it will
reduce the modulus in the direction parallel to the loading (E1eff).
Therefore, the elastic modulus in the two directions should differ.Here we assume that these two moduli are related by an anisotropy
factor f:
E1eff ¼ E 1 p
2
30
ð1þ mÞð5 4mÞXf
 
E2eff ¼ E 1 p
2
30
ð1þ mÞð5 4mÞX
  ð7Þ
where 0 6 f 6 1. Increasing the length of wing cracks (l in Fig. 1) en-
ables increased sliding at the ﬂaw interface, and therefore axial
splitting has an indirect effect on the damaged stiffness E1eff in
the loading direction. Because of this we assume f to be 0.3. In
the absence of conclusive evidence suggesting otherwise, the Pois-
son’s ratio is assumed to remain constant with damage (meff ¼ m).
The global stress is updated based on the effective elastic modulus
E1eff:
_r ¼ E1eff _eþ _E1eff e
rglobal ¼ rglobal þ _rDt
ð8Þ
The updated global stress and damage are the initial conditions
for the calculations at the next time step. The analysis continues
until a maximum damage threshold is reached.
Table 1
Material properties assumed for model (based on AlN Hu, 2012).
Elastic Modulus, E Poisson’s ratio, m Mass density, q Mode-I critical stress intensity, KIc Cohesion, sc Coefﬁcient of friction, l
320 GPa 0.237 3200 kg/m3 2.8 MPa m 0 0.4
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In order to illustrate the effect of the parameters describing the
ﬂaw population on dynamic material strength, we consider three
classes of ﬂaw populations in our study: (1) a uniform ﬂaw size;
(2) a bi-valued ﬂaw size; and, (3) a full ﬂaw size distribution. The
ﬁrst class of ﬂaw population allows us to isolate the effects of vary-
ing only ﬂaw density, ﬂaw size, and porosity. The second class of
ﬂaw population tells us the relative effects from two parts of the
same ﬂaw population: a large proportion of small ﬂaws as opposed
to a small proportion of large ﬂaws. The third class of ﬂaw popula-
tion addresses the effects of the shape of the ﬂaw size distribution
and of neglecting small ﬂaw sizes. In all of the examples presented
here, we use the material properties for aluminum nitride (see Ta-
ble 1). Other parameters used in the model are not well deﬁned for
aluminum nitride but are assumed to be the following for the pur-
poses of this parametric study: the crack growth parameters a and
c are 1, the initial pop-in crack length is 15% of the pore ﬂaw radius
(see earlier discussion), and the initial pop-in orientation is 55.9
which is the angle at which the sliding forces are maximized given
the coefﬁcient of friction of 0.4 (Paliwal and Ramesh, 2008). Keep-
ing these parameters constant allows the discussion to focus on the
speciﬁc effects of ﬂaw population on the dynamic stress–strain
relationship.
In order to illustrate the various stages of damage that occur in
a typical analysis, a sample stress–strain curve calculated from the
model is shown in Fig. 4 for a material with 3.16  107/m2 pores of
radius 10 lm, under a uniaxial compressive strain rate of 106/s. At
lower strain values, Fig. 4 shows elastic behavior with a linear
stress–strain relationship. At higher strains, the ﬂaws begin to ini-
tiate stable crack growth, which leads to an increase in damage.
This increase in damage translates to a decrease in stiffness, so that
the slope of the stress–strain curve decreases. When the peak
stress is reached, deﬁned here as the material strength, the slope
of the curve becomes negative. This post-peak behavior is most
readily associated with unstable crack growth and ultimately
material failure. The sections that follow consider this stress–strain
curve and the predicted strength for various ﬂaw populations. We
note that the predicted strength is high relative to actual materialFig. 4. Stress vs. strain for a microstructure with 3.16  107 porestrengths, and the factors leading to this overprediction are out-
lined in the Discussion section following the numerical examples.
At any rate, the results in Fig. 4 show that the model is capable
of predicting crack-related damage growth for a given ﬂaw popu-
lation; therefore, we are conﬁdent that the predicted trends with
respect to ﬂaw population are reasonable.
3.1. Uniform ﬂaw size
Assuming that all ﬂaws are of uniform size, changes in pre-
dicted strength will be caused only by changes in density g, ﬂaw
radius a, and porosity /, which are related as follows:
/ ¼ gpa2 ð9Þ
Eq. (9) shows that only two of these three parameters are inde-
pendent. In this example, we ﬁx each of the three parameters and
study the effect of varying the other two.
First, we set a ﬁxed pore radius of 10 lm and increase the num-
ber of ﬂaws per area (and therefore the porosity according to Eq.
(9)). Assuming a strain rate of 103/s, Fig. 5 shows that increasing
ﬂaw density (and therefore porosity) decreases strength. Eqs. (2)
and (3) show that ﬂaws of the same size experience approximately
the same crack growth rate at a given stress; therefore, increasing
the ﬂaw density increases the damage, since global damageX ¼ gl2
scales linearly with ﬂaw density g. This increased damage level
translates to lower strength, justifying the result that an increase
in ﬂaw density decreases strength. At a higher strain rate of 106/s
(shown in Fig. 6), the same trend with respect to ﬂaw density is
predicted. The predicted strength values are only slightly higher
than the strengths predicted at lower rates, but the curvature of
the stress–strain curve is quite different. At this loading rate, the
pre- and post-peak curvature is much more pronounced, because
the limits on crack growth speed (see Eq. (3)) are reached at this
very high strain rate, which inhibits the rate of damage growth
and therefore allows the stress to continue to grow at higher dam-
age levels.
The predicted values of strength are summarized in Table 2 for
multiple strain rates. An increase in ﬂaw density (with a ﬁxed ﬂaw
size) decreases the predicted strength at every strain rate. Thes/m2, all of radius 10 lm, at a constant strain rate of 106/s.
Fig. 5. Uniaxial compressive stress vs. strain at a constant strain rate of 103/s, for microstructures with 10 lm radius pores and an increasing porosity from 1% to 5%.
Fig. 6. Uniaxial compressive stress vs. strain at a constant strain rate of 106/s, for microstructures with 10 lm radius pores and an increasing porosity from 1% to 5%.
Table 2
Predicted uniaxial compressive strength for microstructure with equal sized pore ﬂaws of radius 10 lm, at different strain rates and varying ﬂaw densities.
Porosity (%) Flaw density (/m2) Strength (GPa) at various strain rates/percentage increase from strength at strain rate 103/s
Strain rate = 103/s Strain rate = 104/s (%) Strain rate = 105/s (%) Strain rate = 106/s (%)
1 3.16  107 30.1 30.2/0.3 30.9/2.7 35.1/16.6
2 6.31  107 22.7 22.7/0 23.2/2.2 26.1/15.0
3 108 19.0 19.0/0 19.4/2.1 21.7/14.2
4 1.26  108 16.6 16.6/0 17.0/2.4 18.9/13.9
5 1.58  108 14.9 14.9/0 15.2/2.0 17.0/14.1
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tively constant from one ﬂaw density to the next; therefore, the
strain rate dependency is not strongly tied to ﬂaw density.
Having seen the effect of ﬂaw density on strength and strain
rate dependency, we now ﬁx the ﬂaw density to 106/m2 and vary
the pore radius (and therefore the porosity). Fig. 7 shows the
stress–strain curves for a uniaxial compressive strain rate of
103/s, with a uniform ﬂaw radius increasing from 56 to 126 lm
(corresponding to a range of 1% to 5% porosity). These results show
that the higher porosity material, with the largest pores, has the
lowest strength. Because larger pores exhibit higher stress intensi-
ties at the crack tip (see Eq. (2)), the crack growth speed is faster.This greater crack growth speed leads to higher damage, which de-
creases the overall strength of the material.
Fig. 8 shows the resulting stress–strain curves at a higher strain
rate of 106/s. Similar to the results in Figs. 5 and 6, we see more
curvature in the stress–strain curves at the higher strain rate. Com-
paring Figs. 7 and 8, there is a clear strain rate effect. The strengths
predicted at the high strain rate are much less sensitive to pore ra-
dius than the strengths predicted at low strain rates. At the high
strain rate, the limits on the crack growth speed are overcome by
the very high rate of loading; therefore, the material is able to carry
higher stresses before ultimate failure. In effect, the strength is
driven by strain rate as much as by the damage growth rate.
Fig. 7. Uniaxial compressive stress vs. strain at a constant strain rate of 103/s, for microstructures with 106/m2 ﬂaw density and an increasing porosity from 1% to 5%.
Fig. 8. Uniaxial compressive stress vs. strain at a constant strain rate of 106/s, for microstructures with 106/m2 ﬂaw density and an increasing porosity from 1% to 5%.
Table 3
Predicted uniaxial compressive strength for microstructure with ﬂaw density 106/m2, at different strain rates and varying ﬂaw densities.
Porosity (%) Radius (lm) Strength (GPa) at various strain rates/percentage increase from strength at strain rate 103/s
Strain rate = 103/s Strain rate = 104/s (%) Strain rate = 105/s (%) Strain rate = 106/s (%)
1 56.4 12.7 13.1/3.1 15.4/21.3 38.7/205
2 79.8 8.1 8.4/3.7 10.5/29.6 34.8/330
3 97.7 6.1 6.4/4.9 8.5/39.3 33.3/446
4 112.8 5.0 5.3/6 7.3/46.0 32.7/554
5 126.2 4.2 4.5/7.1 6.5/54.8 32.1/664
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pore sizes do not translate to a large decrease in strength because
of the high strain rate. At high strain-rates, ﬂaw size is less of a
controlling factor than ﬂaw density in determining material
strength.
The predicted strengths with varied ﬂaw size are summarized
in Table 3 for multiple strain rates. Consistent with the ﬁgures,
the strength decreases with increasing pore radius at every strain
rate, but the decrease is more pronounced at the lower strain rates.
The effect of strain rate is greater for larger pores, which see a high-
er increase in strength with strain rate. At low strain rates the large
pores have a signiﬁcant effect on strength, but at higher strainrates the large pores do not have as signiﬁcant an effect on
strength.
Finally, we consider the case of a ﬁxed porosity of 5%, with both
ﬂaw density and ﬂaw size varying accordingly. Low ﬂaw densities
will lead to a small number of large pores, and high ﬂaw densities
will lead to a large number of small pores, as shown in the micro-
structure insets in Fig. 9, which shows predicted strength as a func-
tion of strain rate. In Fig. 9, we see that at low strain rates,
materials with many small ﬂaws are stronger than those with
few large ﬂaws. The ﬂaw density is not having an impact on mate-
rial strength because loading in this range is similar to static load-
ing where, once a crack initiates at a large ﬂaw, the material fails
Fig. 9. Compressive strength as a function of strain rate for materials with 5% porosity and varying ﬂaw density and ﬂaw size.
Fig. 10. Normalized predicted strengths vs. normalized strain rate for materials with 5% porosity.
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controls. At higher strain rates, the material with a low ﬂaw den-
sity (103/m2) is the strongest. Although this material has large
ﬂaws, the crack growth rate limit is being reached and there are
a limited number of ﬂaws to exhibit further crack growth. A larger
number of ﬂaws allows more widespread damage related to crack
growth; therefore, at high rates ﬂaw density dominates strength.
Kimberley et al. (2013) developed a scaling law that predicts
strength of materials with slit-like ﬂaws, based on a characteristic
stress ro and characteristic strain rate _eo:
r0 ¼ 2:4KIcag1=4 ð10Þ
_e0 ¼ 2:4KIcg
1=4
a
ﬃﬃﬃﬃﬃﬃ
qE
p ð11Þ
where a is the average slit ﬂaw size. For materials with pore ﬂaws of
uniform radius and porosity /, similar expressions for the charac-
teristic stress and strain rate are:
r0 ¼ 4:25KIcg
1=4ﬃﬃﬃ
/
p ð12Þ
_e0 ¼ 4:25KIcg
3=4ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/qE
p ð13ÞThe normalized strength r/r0 as a function of the normalized strain
rate _e= _e0 are shown in Fig. 10. Scaling the results allows the pre-
dicted strength to collapse onto the same curve for any ﬂaw den-
sity/ﬂaw size combination.
A few experimental results are available that help conﬁrm
the results presented in this section, although there is very little
work that directly compares the effects of pore size and number
density on high-rate strength. Quasi-static tests on granite spec-
imens with drilled large pores (0.75 to 1.25 mm radius) show
that increasing the pore size decreases the material strength at
low rates (Wong et al., 2006). In this experiment, small ﬂaws
within the material did not activate crack growth, and failure
is therefore controlled by large pores. This is conﬁrmed for
ceramics by Kelesa et al. (2011), in which they ﬁnd that the sta-
tic strength of porous alumina samples is higher in samples with
small pores than in samples with the same total porosity but
larger pores. Dynamic loading of strain rates up to 3.4  103/s
were performed on porous bronze, a fairly brittle material, in
Iqbal et al. (2011). In this work it was found that the strength
of samples with lower porosity are more strain-rate sensitive.
Since the pores appear to be approximately the same size at
the different porosity levels, this suggests that the porosity in-
crease relates to changes in ﬂaw density. These results agree
with Table 2, which shows that lower ﬂaw density increases
strain rate dependency.
Fig. 11. Plots of damage by ﬂaw radius at various total damage values for bi-valued ﬂaw material loaded at a strain rate of 103/s (left) and 106/s (right). The corresponding
points on the stress–strain curves are shown as white dots in the plots above.
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To show how small ﬂaws and large ﬂaws contribute to damage
at different strain rates, we create a bi-valued ﬂaw size distribution
with 99% 5-micron ﬂaws and 1% 50-micron ﬂaws. The ﬂaw density
is set at 108 ﬂaws/m2, which corresponds to a material with 1.56%
porosity and an average ﬂaw radius of 5.45 lm. Fig. 11 shows the
total damage associated with each ﬂaw size at various points dur-
ing loading, corresponding to strain rates 103/s and 106/s. At the
lower strain rate the large ﬂaws dominate damage throughout
most of the loading, even though only 1% of ﬂaws are large. At
the higher strain rate of 106/s, the largest ﬂaws activate cracks ini-
tially but reach the limiting crack growth speed, allowing the smal-
ler ﬂaws to contribute more to the total damage.
3.3. General ﬂaw size distributions
Real materials contain a distribution of ﬂaw sizes; therefore, we
need to consider how ﬂaw size distributions inﬂuence material
response. For direct comparison, we compare ﬂaw size distribu-tions with the same mean ﬂaw radius of 10 lm and standard devi-
ation of 3.33 lm. In particular, we select the ﬂaw size distributions
in Table 4 and plotted in Fig. 12.
The uniform and truncated normal distributions are symmetric
about the mean. The gamma distribution is slightly skewed, with
the peak of the distribution falling below the mean of 10 lm. The
Generalized Pareto distribution has a large number of ﬂaws smal-
ler than the mean and is highly skewed. The inset in Fig. 12 shows
the upper tails of the Truncated Normal, Gamma and Generalized
Pareto distributions. The uniform distribution terminates at
15.77 lm and, therefore, does not appear on the inset. In order to
avoid negative ﬂaw sizes, the truncated normal distribution ends
at 0 lm on the lower end, therefore at 20 lm at the upper end in
order to maintain symmetry. In theory the Gamma and General-
ized Pareto distributions continue to inﬁnity; however, in order
for the micromechanical model to be physically reasonable we ap-
ply an upper bound of 100 lm to both of these distributions. For
the particular parameters chosen for these distributions, the theo-
retical probability of ﬂaws exceeding this value is extremely small
(on the order of 105 for the Generalized Pareto distribution and
Table 4
Probability Density Functions Deﬁned.
Distribution Type PDF Mean Variance Parameters
Uniform 1
amax  amin
amax  amin
2
ðamax  aminÞ2
12
amin = 4.23 lm
amax = 15.77 lm
Truncated Normal 1
0:9974
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pr2
p eðalÞ
2
2r2
l 3r  a  lþ 3r
l 0.973 r2 l = 10 lm
r = 3.38 lm
Gamma 1
baCðaÞ a
a1 exp
a
b
 
a  0
ab ab2 a = 9
b = 1.11 lm
Generalized Pareto 1
r
1þ k a h
r
 11k
a  h
hþ r
1 k
ðrÞ2
ð1 kÞ2ð1 2kÞ
r = 0.94 lm
k = 0.45
h = 8.60 lm
Fig. 12. Probability density functions for ﬂaw size distributions having average ﬂaw radius of 10 lm and standard deviation of 3.33 lm. Inset magniﬁes the probability
density functions in the upper tails.
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exceedance probabilities could be higher with a different set of dis-
tribution parameters, which may be the case for various materials.
The inset in Fig. 12 shows the gamma distribution decreases rap-
idly between 20 and 25 lm, whereas the Pareto distribution de-
creases more gradually. Therefore, the Pareto distribution
includes a higher probability of the very largest ﬂaw sizes.
Total porosity is calculated as follows:
/ ¼
Z 1
0
gpa2gðaÞda

X
i
gpa2i gðaiÞDa
ð14Þ
Assuming a ﬂaw density g of 108/m2 with a uniform ﬂaw radius
of 10 lm, the total porosity is 3.14%. Assuming a uniform distribu-
tion of ﬂaw sizes with the mean equal to 10 lm and a standard
deviation of 3.33 lm, the total porosity is 3.49%. Assuming the
same mean and standard deviation, the porosity associated with
the truncated normal ﬂaw size distribution is 3.49%, the porosity
associated with a gamma ﬂaw size distribution is 3.48%, and the
porosity associated with a Generalized Pareto ﬂaw size distribution
is 3.66%. Because the porosity values vary slightly, we consider two
possible sets of ﬂaw population: one in which the ﬂaw density is
ﬁxed to 108/m2 for every distribution, and one in which the ﬂaw
density associated with each distribution is adjusted to ensure that
the total porosity is 3.14% (i.e., guniform = ggamma = 8.997  107/m2,
gnormal = 9.023  107/m2, gPareto = 8.579  107/m2).
Assuming loading rates of 103/s and 106/s, the predicted
strength for each ﬂaw size distribution is shown in Table 5. In allcases, the uniform ﬂaw size of 10 lm leads to the largest predicted
strength. Even though the other distributions have the same mean
and variance, they show differences in predicted strength. These
results indicate that the full ﬂaw size distribution, not just the
mean and variance, is signiﬁcant to predicting strength. The sym-
metric distributions predict very similar responses. Skewed distri-
butions like the gamma and Pareto distributions, that include the
presence of a small number of large ﬂaws, lead to smaller material
strengths in all cases except the strain rate 106/s with a ﬁxed
porosity level (i.e., with a higher ﬂaw density). At the lower strain
rate, the lowest predicted strength comes from the Generalized
Pareto ﬂaw size distribution, which is the most heavily skewed.
The tail of this distribution decays slowly at very large ﬂaw sizes
(see inset in Fig. 12). Although these large ﬂaws have a low prob-
ability, they still have a strong effect on the material strength at
the lower strain rate. At the higher rate, the strength with a ﬁxed
porosity of 3.14% that is predicted from the Generalized Pareto
ﬂaw size distribution is slightly higher than the other distributions.
This is because the ﬂaw density is reduced more than the other dis-
tributions, in order to maintain the constant porosity level. At this
higher strain rate, strength is driven more by the number of ﬂaws
than by the sizes of the ﬂaws.
Tobetterunderstand thedifferences instrength fromonedistribu-
tion to another, we compare the damage contribution by ﬂaw size at
failure, under a strain rate of 103/s (see Fig. 13). The uniformﬂaw size
distribution shows that damage is skewed toward the larger ﬂaw
sizes. This is because the larger ﬂaws activate crack growthmore eas-
ily, and thedensity of all ﬂawsizes is equal. The truncatednormal dis-
tribution shows a large amount of damage centered just above the
Table 5
Compressive strength, assuming various ﬂaw size distributions.
Flaw size distribution Strength (GPa), ﬁxed ﬂaw density g = 108/m2 Strength (GPa), ﬁxed porosity / = 3.14%
Porosity / (%) Strain rate = 103/s Strain rate = 106/s g (108/m2) Strain rate = 103/s Strain rate = 106/s
Uniform ﬂaw size = 10 lm 3.14 18.4 21.3 1 18.4 21.3
Uniform PDF 3.49 15.8 19.2 0.8997 16.9 20.2
Truncated Normal PDF 3.49 15.8 19.3 0.8997 16.8 20.3
Gamma PDF 3.48 15.6 19.2 0.9023 16.6 20.2
Generalized Pareto PDF 3.66 13.0 19.0 0.8579 13.2 20.5
Fig. 13. For a strain rate of 103/s, the resulting contribution to damage by ﬂaw size at material failure (total damage = 0.7) is shown for each of the four ﬂaw size distributions.
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tion of larger ﬂaw density and signiﬁcant crack growth due to large
size is found. The gammadistribution of ﬂaw size is skewed to a high-
erdensity of small ﬂaws, but similar to the truncatednormal distribu-
tion the peak damage contribution is still slightly above the mean
ﬂaw size. The Pareto distribution activates crack growth from the full
range of ﬂaw sizes within the distribution. Both the large number of
small ﬂaws and the small number of large ﬂaws contribute to total
damage. Even though thedamage associatedwithany singleﬂawsize
larger than 20 lm is relatively small, the cumulative damage fromall
ﬂaws larger than 20 lm (twice themean) is 13% of the total damage.
Because the truncated symmetric distributions do not contain any
ﬂaws larger than 20 lm, the total damage in these cases grows less
quickly than the total damage associatedwith theGeneralized Pareto
distribution. Therefore, the symmetric, bounded distributions pre-
dict more slowly growing damage and higher strength.3.4. Effect of setting a lower threshold on ﬂaw size
Experimental observations that attempt to quantify pore size
distributions are limited by the resolution of the technique usedto resolve these pores. Looking at Fig. 13, the damage associated
with very small ﬂaws (e.g., less than half the mean, or 5 lm) is very
small. Therefore, we would expect that there exists a lower thresh-
old on ﬂaw sizes required to accurately predict strength. This lower
threshold is useful to identify which, if any, deﬁciencies of the
experimental characterizations must be addressed.
This parameter study assumes a ﬂaw population with a mean
pore radius of 14.5 lm, porosity 4% and a very small minimum
pore radius of 0.2 lm. The Generalized Pareto distribution
(see Table 4) has been observed to be a reasonable representation
of ﬂaw size in real materials (Bakas et al., 2012). In order to match
the desired mean, minimum and porosity, we modify the General-
ized Pareto distribution as follows:
gðaÞ ¼
1
r 1kahrð Þ1
1
k
1 1þk 0:2hrð Þð Þ
1
k
; aP 0:2
0; otherwise
8><
>: ð15Þ
with the Pareto shape parameter k equal to 5, the scale parameter r
equal to 103 lm, and the threshold of the underlying distribution
equal to 103 lm. Note that this function consists of the General-
ized Pareto PDF in the numerator, normalized by the Generalized
Fig. 14. Change in porosity and number of pore ﬂaws by minimum ﬂaw size for 14.5 lm mean distribution. The inset shows the ﬂaw size distribution function.
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at a pore radius of 0.2 lm. The lower threshold of this modiﬁed
GP distribution (shown in the inset of Fig. 14) is therefore 0.2 lm.
To study the effect of setting a lower threshold on pore size that
is greater than the actual lower threshold of 0.2 lm, we truncate
the probability density function by setting a minimum ﬂaw size
amin:
gTðaÞ ¼
gðaÞR 200
amin
gðaÞda
; amin 6 a 6 200
0; otherwise
8<
:
9=
; ð16Þ
where gT(a) is the truncated probability density function. Normaliz-
ing by the denominator ensures that the integral of the truncated
probability density function gT(a) is unity. We also deﬁne a trun-
cated pore ﬂaw density, based on the fraction of ﬂaws that are ig-
nored by the truncated distribution:
gT ¼ g 1
Z amin
0:2
gðaÞda
 
ð17Þ
where gT is the pore ﬂaw density of the truncated distribution, and
g is the original ﬂaw density.
Fig. 14 shows the ﬂaw density and porosity as a function of the
threshold amin. The change in porosity with truncation of the distri-
bution is relatively small, because we are neglecting extremelyFig. 15. Change in strength with varying minimum ﬂaw size for the mosmall pores that do not contribute greatly to porosity. However,
the change in ﬂaw density is more signiﬁcant because we are
removing a relatively large number of pores from the population.
The truncated ﬂaw size distribution and ﬂaw density are input to
the micromechanics model for a range of threshold values amin.
Fig. 15 shows the percent increase in predicted strength as a func-
tion of amin, for three loading rates.
At very small lower thresholds, there is no change in strength
because these ﬂaws do not exhibit signiﬁcant crack growth at
any of these strain rates. With larger thresholds, the signiﬁcance
of excluding small ﬂaws increases. The change in strength is larger
for the higher strain rate loading, which activates more of the small
ﬂaws and exhibits a greater effect from ignoring those ﬂaws. At
moderate strain rates, the change in predicted strength compared
to the full ﬂaw size distribution is small even at the minimum ﬂaw
size of 30 lm (over two times the mean ﬂaw size of 14.5 lm cor-
responding to the original pore size distribution).
4. Discussion of predicted vs. actual material strength
In general, the dynamic strengths shown in the numerical
example are an overprediction relative to the actual material
strength for AlN. It is important to emphasize that the goal of this
paper is not to capture quantitatively an experimentally obtaineddiﬁed Pareto ﬂaw size distribution with a mean radius of 14.5 lm.
Table 6
Compressive strength at varying strain rates, based on a ﬂaw population that consists
of circular ﬂaws from a Pareto distribution with total porosity 3.66% and slit ﬂaws of
uniform half size 3 lm and number density 7  109/m2.
Strain rate Strength (GPa)
Circular ﬂaws only Slit ﬂaws only Both ﬂaws
103/s 13.0 9.29 8.20
104/s 13.0 9.32 8.46
105/s 14.8 9.39 8.68
106/s 19.0 9.66 9.04
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of the error in the model predictions is merited. Generally, the er-
ror in the predicted strength is attributed to a number of factors:
(1) Input parameters that represent the initial ﬂaw population and/
or the material properties are not known and therefore may not
be realistic for AlN: Except for total porosity and possibly the
general power-law shape of the distribution describing pore
sizes, other distribution parameters such as the mean, vari-
ance and skewness are not well understood. Also, the actual
effective porosity may be higher than that assumed here
because of the presence of weak inclusions that do not affect
experimental measures of porosity but that signiﬁcantly
affect material strength. Finally, the model only addresses
pre-existing ﬂaws and does not incorporate pores that may
activate and grow under loading. Improved characteriza-
tions of these pore populations would be of signiﬁcant value
in future work. Some of the other material parameters used
in the model are also not well understood. For example, the
friction coefﬁcient at crack interfaces has not been mea-
sured; if the actual coefﬁcient is less than the assumed value
of l = 0.4 then the predicted strength would decrease. Sim-
ilarly, some basic bounds on the crack growth parameters
a and c are available in the literature for other brittle mate-
rials, but they are not known for AlN.
(2) The model addresses only circular ﬂaws: The pre-existing ﬂaw
population in AlN could consist of both pore-like and slit-
like ﬂaws. In order to demonstrate this, the current model
is adapted to include both circular and slit-like ﬂaws by
incorporating the Paliwal and Ramesh model (2008). Assum-
ing that the slit-like ﬂaws are associated with grain bound-
aries, then we add a slit ﬂaw population that relates to the
grain size in the material. For example, a typical grain diam-
eter in AlN is 6 lm and assuming that 20% of grain bound-
aries manifest themselves as slit-like ﬂaws, then the slit
ﬂaw population is 7  109/m2 ﬂaws of half-size 3 lm. Using
the Generalized Pareto distribution of circular ﬂaws with
number density 108/m2 (porosity 3.66%) described in Sec-
tion 3.3, Table 6 shows the predicted strength as a function
of strain rate. While these values remain higher than exper-
imentally observed strength in AlN, this illustrates how dif-
ferent ﬂaw types work together to reduce the predicted
strength.
Other ﬂaw families are not included in this model, such as
large irregular disc-shaped carbonaceous inclusions that
have been observed in many ceramics. These would mani-
fest as large slit-like ﬂaws in the model. Pre-existing cracks
associated with thermal stresses developed during process-
ing may result in additional slit-like ﬂaws. These ﬂaws are
not addressed here because little or no quantitative informa-
tion about them is available. If they were added to the ﬂaw
population in this study, the predicted strength would
decrease.(3) The model does not address crack coalescence: As cracks grow
from pre-existing ﬂaws, they will eventually intersect cracks
associated with other ﬂaws. This crack coalescence is not
considered in the model, although it might contribute to a
higher damage rate and therefore a lower predicted
strength. This is an interesting direction for future work.
(4) The model is two-dimensional: The micromechanical model is
developed in a two-dimensional plane strain context,
although of course the material itself is three-dimensional.
Also, it is not clear how one connects an observed three-
dimensional ﬂaw population to a two-dimensional ﬂaw pop-
ulation. This assumption affects the results, although it is not
clear whether the effect is to increase or decrease the pre-
dicted strength.
(5) The model does not include any inelastic mechanisms that may
be associated with failure: Other failure mechanisms, such as
inelasticity, amorphization, and shear bands may play a role
in AlN, although this remains a very active area of discussion
in ceramics. The effect of these mechanisms is small relative
to the crack-related damage considered here, but these
mechanisms may serve to further suppress dynamic
strength of AlN.
Addressing these parameters through more complete experi-
mental characterization may provide a more realistic strength in
particular for AlN, but this is not the speciﬁc goal of this paper. In-
stead, the focus of this paper is to propose a model that allows a
basic understanding of how pore population characteristics in a
brittle material affect compressive dynamic strength.
5. Conclusions
This paper presents a method to analyze the compressive dy-
namic strength of brittle materials with a distribution of initial cir-
cular ﬂaws. The model follows the framework of Paliwal and
Ramesh (2008), but with a modiﬁed pore ﬂaw model as opposed
to a slit-like ﬂaw model. We modify the original two-dimensional
circular pore stress intensity suggested by Sammis and Ashby
(1986), by adding a term to the stress intensity that accounts for
small initial inclined cracks. Analyzing the expression for the Mode
I stress intensity, we ﬁnd a theoretically-based justiﬁcation for
assuming an initial ‘pop-in’ crack length of 15% of the pore radius,
which agrees well with the experimental observations of Sammis
and Ashby (1986).
The model is able to capture the relative effects of changes to
the initial ﬂaw population, summarized as follows:
 Predicted strength decreases with increased pore radius,
increased ﬂaw density, and/or increased porosity.
 Strain-rate-effects are more signiﬁcant in materials with large
ﬂaw sizes, because larger ﬂaw sizes signiﬁcantly reduce
strength at low rates but not at high rates. Similarly strain-rate
effects are more signiﬁcant in materials with lower ﬂaw
density.
 In order to increase dynamic strength at low to moderate strain
rates, it is most effective to control the presence of large pores.
However, in order to increase dynamic strength at high strain
rates, it is more effective to control the total number of pores,
regardless of size.
 Assuming a single uniform ﬂaw size equal to the average ﬂaw
size is not conservative for dynamic strength prediction. The
strength predicted using a Pareto distribution with the same
mean is signiﬁcantly lower than the strength assuming a uni-
form ﬂaw size.
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mal effect on predicted dynamic strength at strain rates up to
105/s. Truncating ﬂaws up to the mean ﬂaw size had minimal
effect on predicted dynamic strength at a strain rate of 106/s.
These results suggest that we can identify a reasonable resolu-
tion level below which experimental characterization of ﬂaws is
not necessary.
In future efforts, we would like to consider extending the model
to incorporate more of the mechanisms that drive dynamic failure,
including the following:
 A combined pore/slit ﬂawmodel was used in the discussion sec-
tion to demonstrate how both ﬂaw populations reduce strength
for this particular example. However, there is not a full para-
metric study to identify the relative effects of both ﬂaw
populations.
 This model addresses indirect crack interaction through a self-
consistent model that relates global damage to local stresses
exerted on individual ﬂaws. Explicit crack interaction in the
form of crack coalescence is not considered in the current
model.
 The crack growth rate parameters a and c are not well under-
stood and are set equal to one here. These values can be
adjusted if new experiments provide better-informed
parameters.
 Pores/weak inclusions were idealized as circular voids with ini-
tial cracks. These could also be modeled as ellipsoidal or irreg-
ular shaped voids that are inclined relative to the loading
direction.
 Poisson’s ratio is assumed to remain constant, but in an aniso-
tropic medium we would expect that the two Poisson’s ratios
m12 and m21 would differ. The effect of damage on these param-
eters merits further study.
 The initial ﬂaw population is assumed to be constant. However,
additional voids may activate and grow during loading and
increase the ﬂaw population with damage.
 This model does not explicitly consider plasticity and disloca-
tion effects near the crack tips, which may have an effect on
the fracture behavior.
 We assume that pores remain circular. However, pore collapse
may occur at high stress levels and then pores may act similarly
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