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Abstract
In this paper, we focus on the existence and asymptotic analysis of positive solutions
for a class of singular fractional differential equations subject to nonlocal boundary
conditions. By constructing suitable upper and lower solutions and employing
Schauder’s fixed point theorem, the conditions for the existence of positive solutions
are established and the asymptotic analysis for the obtained solution is carried out. In
our work, the nonlinear function involved in the equation not only contains fractional
derivatives of unknown functions but also has a stronger singularity at some points of
the time and space variables.
Keywords: Asymptotic analysis; Nonlocal boundary conditions; Upper and lower
solutions method; Fractional differential equation
1 Introduction
The purpose of this paper is to establish some new results on existence and asymptotic
analysis of positive solutions for the following singular fractional differential equationwith
nonlocal boundary condition:
⎧
⎨
⎩
–Dt αx(t) = f (t,x(t),Dt γ x(t)), 0 < t < 1,
Dt γ x(0) =Dt γ+1x(0) = 0, Dtμx(1) =
∫ 1
0 Dt
μx(s)dX (s),
(1.1)
where 2 < α ≤ 3 with 0 < γ ≤ μ < α – 2, Dt α is defined as the Riemann–Liouville deriva-
tive,
∫ 1
0 Dt
μx(s)dX (s) denotes a linear functional involving the Riemann–Stieltjes inte-
grals, X is a function of bounded variation with a changing-sign measure dX , f : (0, 1)×
(0, +∞)× (0, +∞)→ [0, +∞) is continuous, and f (t,x1,x2) may be singular at t = 0, 1 and
x1 = x2 = 0.
In describing viscoelasticity, Heymans and Kitagawa [1] pointed out that the accuracy
and success of themodel are their abilities to describe natural phenomena includingmem-
ory effects in polymers. However, in many dynamic process, the influence of memory is
often persistent, even if the factors affecting the process have disappeared, such as ob-
served in stress relaxation after a nonmonotonous loading program. Thus in order to im-
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prove the accuracy of the model, based on the non-locality of fractional order derivative,
one can choose a noninteger order differential equation to describe this type of physical
phenomena with memory effects. In addition, fractional calculus also has many other ap-
plications in various fields of science and engineering, such as a HIV model [2, 3] and a
fluid model [4–8]. Recently, Heymans and Podlubny [9] gave some physical interpretation
for the fractional spring–pot model, the Zener model, the Maxwell model and the Voigt
model. In [10], Abdon introduced a new concept of differentiation and integration com-
bining fractal differentiation and fractional differentiation, which can explain thememory
effect of heterogeneity, and elasco-viscosity of the medium and also the fractal geome-
try of the dynamic system. Using the time-scale fractional calculus, Nadia et al. [11] gave
some applications of the fractional derivatives with arbitrary time scales in white noise
from signal processing.
In the aspect of mathematical theory and application, to obtain further information of
the relative natural phenomena, many authors are interested in the existence and proper-
ties of solutions for fractional differential models [12–27] and many analytical techniques
andmethods have been developed to solve various differential equations, such as iterative
methods [28–37], the Mawhin continuation theorem for resonance [38–40], the topo-
logical degree method [41, 42], the fixed point theorem [43–55], the variational method
[56–73] and the upper and lower solution method [74, 75].
Inspired by the above work, in this paper, we mainly focus on the analytic results for
Eq. (1.1). Our strategy is firstly introducing an accurate cone of Banach space and then
constructing a couple of suitable upper and lower solutions, and finally establishing some
new results on existence and asymptotic behavior of positive solutions for the equation
by using the fixed point theorem. It is noteworthy that our approach and technique can
solve the singularity of nonlinear term f at the space variables without the need of the
complicated supremum and limit condition such as
(A) f ∈ C((0, 1)× (0, +∞)× (0, +∞), [0, +∞)) and for any 0 < r < R < +∞,
lim
n→+∞ supx∈K R
Γ (β+1)
y∈KR\Kr
∫
e(n)
ω(s)f
(
s,x(s), y(s)
)
ds = 0,
where e(n) = [0, 1n ]∪ [ n–1n , 1].
This is applied by Zhang et al. [14] for the spectral and singularity analysis for a fractional
differential equation with signed measure. The main contributions of this work are as fol-
lows:
(i) We present exact cone and suitable growth condition to overcome the difficulty due
to the singularity of the nonlinear term f at the space variables.
(ii) We establish a sufficient condition for the existence of positive solutions and give
the estimation of the positive solution and asymptotic behavior of the derivative of
positive solutions at the
(iii) Nonsingular cases for the nonlinear term f at the time and space variables are
discussed and some new results are established.
The rest of this paper is organized as follows. In Sect. 2, some preliminaries and lemmas
are presented for subsequent developments. The main results are presented in Sect. 3.
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2 Preliminaries and lemmas
For the convenience of the reader, we only present here some necessary properties from
fractional calculus theory in the sense of Riemann–Liouville, and the corresponding def-
initions can be found in [76] or [12–25].
Proposition 2.1 ([76])
(1) If x, y : (0, +∞)→R with order α > 0, then
Dt
α
(
x(t) + y(t)
)
=Dt αx(t) +Dt αy(t).
(2) If x ∈ L1(0, 1), ν > γ > 0 andm is a positive integer, then
IνIγ x(t) = Iν+γ x(t), Dt γ Iνx(t) = Iν–γ x(t),
Dt
γ Iγ x(t) = x(t), Dtm
(
Dt
γ x(t)
)
=Dt γ+mx(t).
(3) If α > 0, γ > 0, then
Dt
αtγ–1 = Γ (γ )
Γ (γ – α) t
γ–α–1.
(4) Suppose γ > 0, and g(x) is integrable, then
IγDt γ g(x) = g(x) + c1xγ–1 + c2xγ–2 + · · · + cnxγ–n,
where ci ∈R (i = 1, 2, . . . ,n), n is the smallest integer greater than or equal to α.
In the rest of this paper, all discussions are based on the assumption 2 < α – γ ≤ 3. We
first give the following lemma.
Lemma 2.1 Let x(t) = Iγ z(t), z(t) ∈ C[0, 1], then Eq. (1.1) is equivalent to the following
boundary value problem:
⎧
⎨
⎩
–Dt α–γ z(t) = f (t, Iγ z(t), z(t)),
z(0) = z′(0) = 0, Dtμ–γ z(1) =
∫ 1
0 Dt
μ–γ z(s)dX (s).
(2.1)
Proof Firstly, let x(t) = Iγ z(t) and z(t) ∈ C[0, 1]. It follows from Proposition 2.1(2) that
Dt
γ x(t) =Dt γ Iγ z(t) = z(t). (2.2)
On the other hand, 2 < α ≤ 3 and 0 < γ ≤ μ < α – 2 yield α – γ ,α – μ ∈ (2, 3). Conse-
quently, by the definition of the Riemann–Liouville derivative and integral and Proposi-
tion 2.1(2), one has
Dt
γ+1x(t) =Dt γ+1Iγ z(t) = z′(t),
Dt
αx(t) = d
3
dt3
(
I3–αx(t)
)
= d
3
dt3
(
I3–αIγ z(t)
)
= d
3
dt3
(
I3–α+γ z(t)
)
=Dt α–γ z(t).
(2.3)
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It follows from (1.1), (2.2) and (2.3) that –Dt α–γ z(t) = f (t, Iγ z(t), z(t)) with boundary con-
ditions
z(0) =Dt γ x(0) = 0, z′(0) =Dt γ+1x(0) = 0, Dtμ–γ z(1) =
∫ 1
0
Dt
μ–γ z(s)dX (s).
Thus, Eq. (1.1) is turned into the boundary value problem (2.1).
Conversely, if z ∈ C([0, 1], [0, +∞)) is a solution for the problem (2.1). Then letting x(t) =
Iγ z(t) and using (2.2) and (2.3), we get
–Dt αx(t) = –Dt α–γ z(t) = f
(
t, Iγ z(t), z(t)
)
= f
(
t,x(t),Dt γ x(t)
)
, 0 < t < 1,
with boundary conditions
Dt
γ x(0) = z(0) = 0, Dt γ+1x(0) = z′(0) = 0, Dtμx(1) =
∫ 1
0
Dt
μx(s)dX (s).
Consequently, the boundary value problem (2.1) is turned into Eq. (1.1). 
The following lemma is standard according to Proposition 2.1, and we omit the proof.
Lemma 2.2 Given h ∈ L1(0, 1), then the boundary value problem
⎧
⎨
⎩
Dt α–γ z(t) + h(t) = 0, 0 < t < 1,
z(0) = z′(0) = 0, Dtμ–γ z(1) = 0,
(2.4)
has the unique solution
z(t) =
∫ 1
0
G(t, s)h(s)ds,
where G(t, s) is the Green function of the boundary value problem (2.4) and
G(t, s) =
⎧
⎨
⎩
tα–γ–1(1–s)α–μ–1–(t–s)α–γ–1
Γ (α–γ ) , 0≤ s≤ t ≤ 1,
tα–γ–1(1–s)α–μ–1
Γ (α–γ ) , 0≤ t ≤ s≤ 1.
(2.5)
On the other hand, by Proposition 2.1, we know that the unique solution of the boundary
value problem
⎧
⎨
⎩
Dt α–γ z(t) = 0, 0 < t < 1,
z(0) = z′(0) = 0, Dtμ–γ z(1) = 1,
is Γ (α–μ)
Γ (α–γ ) tα–γ–1. Let
C =
∫ 1
0
Γ (α –μ)
Γ (α – γ ) t
α–γ–1 dX (t), B = Γ (α –μ)(1 – C)Γ (α – γ ) , (2.6)
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and define
GX (s) =
∫ 1
0
G(t, s)dX (t).
Following the strategy in [24], the Green function for the boundary value problem (2.1) is
W (t, s) = Btα–γ–1GX (s) +G(t, s). (2.7)
Thus we have the following lemma.
Lemma 2.3 Let p ∈ L1[0, 1] and 2 < α ≤ 3 with 0 < γ ≤ μ < α – 2. Then the fractional
differential equation
⎧
⎨
⎩
–Dt α–γ z(t) = p(t),
z(0) = z′(0) = 0, Dtμ–γ z(1) =
∫ 1
0 Dt
μ–γ z(s)dX (s),
has the unique solution
z(t) =
∫ 1
0
W (t, s)p(s)ds,
where W (t, s) is defined by (2.7).
In order to guarantee the nonnegativity of the Green function, the following condition
is necessary.
(F0) X is a function of bounded variation satisfying GX (s)≥ 0, s ∈ [0, 1] and C ∈ [0, 1).
Lemma 2.4 Assume (F0) is satisfied, then for the Green function in (2.7) one has the fol-
lowing estimation:
(1) W (t, s) > 0 for all 0 < t, s < 1.
(2)
Btα–γ–1GX (s)≤W (t, s)≤ c(s)tα–γ–1, (2.8)
where
c(s) = (1 – s)
α–μ–1
Γ (α – γ ) +BGX (s).
Proof The conclusion of (1) is clear. In what follows, we prove the conclusion (2). Using
(2.5) and (2.7), one gets
W (t, s) = Btα–γ–1GX (s) +G(t, s)≤ BGX (s) +G(t, s)
≤ t
α–γ–1(1 – s)α–μ–1
Γ (α – γ ) +Bt
α–γ–1GX (s) = c(s)tα–γ–1
and
W (t, s) = Btα–γ–1GX (s) +G(t, s)≥ Btα–γ–1GX (s). 
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It follows from Lemma 2.3 that we have the following.
Lemma 2.5 If z ∈ C([0, 1],R) satisfies
z(0) = z′(0) = 0, Dtμ–γ z(1) =
∫ 1
0
Dt
μ–γ z(s)dX (s),
andDtμ–γ z(t)≤ 0 for all t ∈ (0, 1), then z(t)≥ 0, t ∈ [0, 1].
3 Singular cases
In this section, we first give the definition of upper and lower solution on the boundary
value problem (2.1), and then introduce some theories of function space and give ourmain
results.
Definition 3.1 We call a continuous function ψ(t) as a lower solution for the boundary
value problem (2.1), if
⎧
⎨
⎩
–Dt α–γ ψ(t)≤ f (t, Iγ ψ(t),ψ(t)),
ψ(0)≥ 0,ψ ′(0)≥ 0, Dtμ–γ ψ(1)≥
∫ 1
0 Dt
μ–γ ψ(s)dX (s).
Definition 3.2 We call a continuous function φ(t) as a upper solution for the boundary
value problem (2.1), if
⎧
⎨
⎩
–Dt α–γ φ(t)≥ f (t, Iγ φ(t),φ(t)),
φ(0)≤ 0,φ′(0)≤ 0, Dtμ–γ φ(1)≤
∫ 1
0 Dt
μ–γ φ(s)dX (s).
Let
e(t) = tα–γ–1, κ(t) = Γ (α – γ )
Γ (α) t
α–1, t ∈ [0, 1],
and define our work space E = C[0, 1] and a subset Pe of E,
Pe =
{
z ∈ E : there exist two positive numbers 0 < lz < 1 < Lz such that
lze(t)≤ z(t)≤ Lze(t), t ∈ [0, 1]
}
. (3.1)
Clearly, Pe is nonempty since e(t) ∈ Pe. For any z ∈ Pe, define an operator B by
(Bz)(t) =
∫ 1
0
W (t, s)f
(
s, Iγ z(s), z(s)
)
ds. (3.2)
To overcome the difficulties of the singularity at the space variables, we introduce the
following growth conditions for f :
(F1) f ∈ C((0, 1)× (0,∞)× (0,∞), [0, +∞)), and f (t,x1,x2) is decreasing in xi > 0 for
i = 1, 2.
(F2) For any τ > 0, f (t, τ
Γ (γ+1) tγ , τ ) 	≡ 0, and
0 <
∫ 1
0
c(s)f
(
s, τκ(s), τe(s)
)
ds < +∞.
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Lemma 3.1 Assume (F0) (F1) and (F2) are satisfied, then B(Pe)⊂ Pe and B is well defined.
Proof For any z ∈ Pe, it follows from the definition of Pe that there exist two numbers
0 < lz < 1 < Lz such that lze(t) ≤ z(t) ≤ Lze(t) for any t ∈ [0, 1]. Notice that κ(t) = Iγ e(t),
then by (2.8) and (F1)–(F2), one gets
(Bz)(t) =
∫ 1
0
W (t, s)f
(
s, Iγ z(s), z(s)
)
ds
≤
∫ 1
0
c(s)f
(
s, Iγ
(
lze(s)
)
, lze(s)
)
ds
≤
∫ 1
0
c(s)f
(
s, lzκ(s), lze(s)
)
ds
< +∞. (3.3)
Take τ = maxt∈[0,1] z(t), it follows from (F2) that, for any s ∈ [0, 1],
GX (s)f
(
s, τ s
γ
Γ (γ + 1) , τ
)
	≡ 0.
Consequently, from the continuity of f , one has
∫ 1
0
GX (s)f
(
s, τ s
γ
Γ (γ + 1) , τ
)
ds > 0.
This yields
∫ 1
0
GX (s)f
(
s, Iγ τ , τ
)
ds =
∫ 1
0
GX (s)f
(
s, τ s
γ
Γ (γ + 1) , τ
)
ds > 0. (3.4)
By (2.8), (3.3) and (3.4), we have
(Bz)(t) =
∫ 1
0
W (t, s)f
(
s, Iγ z(s), z(s)
)
ds≥ Be(t)
∫ 1
0
GX (s)f
(
s, Iγ τ , τ
)
ds≥ l′ze(t), (3.5)
where
l′z = min
{1
2 ,B
∫ 1
0
GX (s)f
(
s, Iγ τ , τ
)
ds
}
.
On the other hand, in view of (2.8), we also have
(Bz)(t) =
∫ 1
0
W (t, s)f
(
s, Iγ z(s), z(s)
)
ds≤ e(t)
∫ 1
0
c(s)f
(
s, lzκ(s), lze(s)
)
ds≤ L′ze(t), (3.6)
where
L′z = max
{
2,
∫ 1
0
c(s)f
(
s, lzκ(s), lze(s)
)
ds
}
.
Thus it follows from (3.3)–(3.6) that B(Pe)⊂ Pe and B is well defined. 
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Theorem 3.1 (Existence) Suppose (F0)–(F2) hold. Then Eq. (1.1) has at least one positive
solution.
Proof Firstly by Lemma 2.3 and (3.2), we have
⎧
⎨
⎩
–Dt α–γ (Bz)(t) = f (t, Iγ z(t), z(t)),
(Bz)(0) = (Bz)′(0) = 0, Dtμ–γ (Bz)(1) =
∫ 1
0 Dt
μ–γ (Bz)(s)dX (s).
(3.7)
Next we seek for a couple of lower and upper solutions of the boundary value problem
(2.1). To do this, take
η(t) = min
{
e(t),Be(t)
}
, ξ (t) = max
{
e(t),Be(t)
}
. (3.8)
Obviously, if e(t) = Be(t), then e(t) is a positive solution of Eq. (1.1). If e(t) 	= Be(t), then we
have ξ (t),η(t) ∈ Pe and
η(t)≤ e(t)≤ ξ (t). (3.9)
Letting
ψ(t) = Bξ (t), φ(t) = Bη(t),
we claim that the functionsψ(t), φ(t) shall be the lower solution and upper solution of the
boundary value problem (2.1), respectively.
In fact, it follows from (F1) that B is nonincreasing relative to z. By (3.8)–(3.9), we have
ψ(t) = Bξ (t)≤ Bη(t) = φ(t),
ψ(t) = Bξ (t)≤ Be(t)≤ ξ (t),
φ(t) = Bη(t)≥ Be(t)≥ η(t),
(3.10)
and ψ(t),φ(t) ∈ Pe. Thus (3.7) and (3.10) yield
Dt
α–γ ψ(t) + f
(
t, Iγ ψ(t),ψ(t)
)
=Dt α–γ (Bξ )(t) + f
(
t, Iγ (Bξ )(t), (Bξ )(t)
)
≥Dt α–γ (Bξ )(t) + f
(
t, Iγ ξ (t), ξ (t)
)
= 0, t ∈ (0, 1),
ψ(0) =ψ ′(0) = 0, Dtμ–γ ψ(1) =
∫ 1
0
Dt
μ–γ ψ(s)dX (s),
(3.11)
and
Dt
α–γ φ(t) + f
(
t, Iγ φ(t),φ(t)
)
=Dt α–γ (Bη)(t) + f
(
t, Iγ (Bη)(t), (Bη)(t)
)
≤Dt α–γ (Bη)(t) + f
(
t, Iγ η(t),η(t)
)
= 0, t ∈ (0, 1),
φ(0) = φ′(0) = 0, Dtμ–γ φ(1) =
∫ 1
0
Dt
μ–γ φ(s)dX (s).
(3.12)
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Thus (3.10)–(3.12) show that φ(t) andψ(t) are the lower and upper solutions of the bound-
ary value problem (2.1), respectively, and ψ(t),φ(t) ∈ Pe.
Now define the function
F(t, z) =
⎧
⎪⎪⎨
⎪⎪⎩
f (t, Iγ ψ(t),ψ(t)), z <ψ(t),
f (t, Iγ z(t), z(t)), ψ(t)≤ z ≤ φ(t),
f (t, Iγ φ(t),φ(t)), z > φ(t),
(3.13)
then from (3.13), F[0, 1]× [0, +∞)→ [0, +∞) is a continuous function.
Next let us consider the following auxiliary boundary value problem:
⎧
⎨
⎩
–Dt α–γ z(t) = F(t, z), 0 < t < 1,
z(0) = z′(0) = 0, Dtμ–γ z(1) =
∫ 1
0 Dt
μ–γ z(s)dX (s).
(3.14)
Define an operator A in E by
(Az)(t) =
∫ 1
0
W (t, s)F
(
s, z(s)
)
ds, ∀z ∈ E.
Obviously, from Lemma 2.3, a fixed point of A is a solution of the boundary value problem
(3.14).
For all z ∈ E, asψ ∈ Pe, there exists a constant 0 < lψ < 1 such thatψ(t)≥ lψe(t), t ∈ [0, 1].
Thus by Lemma 2.4, we have
(Az)(t)≤
∫ 1
0
c(s)F
(
s, z(s)
)
ds≤
∫ 1
0
c(s)f
(
s, Iγ ψ(s),ψ(s)
)
ds
≤
∫ 1
0
c(s)f (s, f
(
s, lψ Iγ e(s), lψe(s)
)
ds
=
∫ 1
0
c(s)f
(
s, lψκ(s), lψe(s)
)
ds
< +∞.
SoA is bounded. In addition, according to the continuity of F andK , we find thatA : E → E
is continuous.
Let Ω be a bounded subset of E, then we have ‖z‖ ≤N for some positive constantN > 0
and all z ∈ Ω . Let L = max0≤t≤1,0≤z≤N |F(t, z)| + 1. It follows from the uniform continuity
ofW (t, s) that, for any  > 0 and s ∈ [0, 1], there exists σ > 0 such that
∣
∣W (t1, s) –W (t2, s)
∣
∣ < L ,
for |t1 – t2| < σ . Then
∣
∣Az(t1) –Az(t2)
∣
∣ ≤
∫ 1
0
∣
∣W (t1, s) –W (t2, s)
∣
∣
∣
∣F
(
s, z(s)
)∣
∣ds < .
This implies that A(Ω) is equicontinuous.
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Thus according to the Arzelà–Ascoli theorem, A : E → E is a completely continuous
operator. Consequently it follows from the Schauder fixed point theorem that A has a
fixed point w such that w = Aw.
In order to show that w is also a fixed point of the operator B, we only need to prove
ψ(t)≤ w(t)≤ φ(t), t ∈ [0, 1].
We firstly verify that w(t)≤ φ(t). Let z(t) = φ(t) –w(t), t ∈ [0, 1]. Noticing that w is a fixed
point of A and (3.12), we have
z(0) = z′(0) = 0, Dtμ–γ z(1) =
∫ 1
0
Dt
μ–γ z(s)dX (s). (3.15)
On the other hand, it follows from (3.11) and (F1) that
f
(
t, Iγ φ(t),φ(t)
) ≤ f (t, Iγ η(t),η(t)). (3.16)
Thus by the definition of F and (3.16), one gets
f
(
t, Iγ ψ(t),ψ(t)
) ≤ F(t,u(t)) ≤ f (t, Iγ φ(t),φ(t))
≤ f (t, Iγ η(t),η(t)), ∀u ∈ E,∀t ∈ [0, 1]. (3.17)
It follows from (3.7) and (3.17) that
Dt
α–γ z(t) =Dt α–γ φ(t) –Dt α–γw(t) =Dt α–γ
(
Bη(t)
)
+ F
(
w(t)
)
= –f
(
t, Iγ η(t),η(t)
)
+ F(w(t)≤ 0. (3.18)
Thus Lemma 2.5, (3.15) and (3.18) imply that
z(t) = φ(t) –w(t)≥ 0, t ∈ [0, 1].
Similarly, we also have w(t) –ψ(t)≥ 0 on [0, 1]. Thus the following estimation is valid:
φ(t)≥ w(t)≥ ψ(t), t ∈ [0, 1], (3.19)
which also implies F(t,w(t)) = f (t, Iγw(t),w(t)), t ∈ [0, 1].
Combined with the above facts, we get that the fixed point of A is also the fixed point
of B. So w(t) is a positive solution of the boundary value problem (2.1), and consequently
x(t) = Iγw(t) is a positive solution of Eq. (1.1). 
Theorem3.2 (Estimation and asymptotic behavior) Assume (F0)–(F2) are satisfied.Then
there exist two positive constants m, n such that the solution x(t) to Eq. (1.1) satisfies
mtα–1 ≤ x(t)≤ ntα–1 and Dt γ x(t) = o
(
tα–2
)
.
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Proof It follows from ψ ∈ Pe and (3.19) that there exists 0 < lψ < 1 such that
w(t)≥ ψ(t)≥ lψe(t). (3.20)
Thus, from (3.20) and (2.8), we have
w(t) =
∫ 1
0
W (t, s)f
(
s, Iγw(s),w(s)
)
ds
≤ e(t)
∫ 1
0
c(s)f
(
s, lψ Iγ e(s), lψe(s)
)
ds
= e(t)
∫ 1
0
c(s)f
(
s, lψκ(s), lψe(s)
)
ds
≤ Le(t). (3.21)
Consequently, one gets
lψe(t)≤ w(t)≤ Le(t).
We have
Iγ e(t) = 1
Γ (γ )
∫ t
0
(t – s)γ–1e(s)ds = Γ (α – γ )
Γ (α) t
α–1. (3.22)
By (3.22), we have
mtα–1 = lψ
Γ (α – γ )
Γ (α) t
α–1 ≤ Iγw(t) = x(t)≤ LΓ (α – γ )
Γ (α) t
α–1 = ntα–1.
In the end, by the l’Hospital rule,
lim
t→0+
Dt γ x(t)
tα–2 = limt→0+
Dt γ+1x(t)
(α – 2)tα–3 = 0,
that is,Dt γ x(t) = o(tα–2). 
4 Nonsingular cases
In this section, we are interested in some nonsingular cases of the nonlinear term f at time
and space variables.
Case 1: f may be singular at t = 0 and (or) t = 1, but f is nonsingular at x1 = x2 = 0:
Theorem 4.1 Suppose (F0) and the following assumptions are satisfied:
(B1) f ∈ C((0, 1)× [0,∞)× [0,∞), [0, +∞)), and f (t,x1,x2) is decreasing in xi > 0 for
i = 1, 2.
(B2) f (t, 0, 0) 	≡ 0 for any t ∈ (0, 1), and
0 <
∫ 1
0
c(s)f (s, 0, 0)ds < +∞.
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Then Eq. (1.1) has at least one positive solution x(t) satisfying
0≤ x(t)≤M∗tγ
for some constant M∗ > 0. Moreover, the positive solution x(t) has boundary asymptotic
behavior
Dt
γ x(t) = o
(
tα–2
)
.
Proof In fact, we only replace the set Pe in Theorem 3.1 by using
P1 =
{
x ∈ E : x(t)≥ 0, t ∈ [0, 1]}.
Let
η(t) = min{0,B0} = 0, ξ (t) = max{0,B0} = B0,
and set
ψ(t) = Bξ (t) = B(B0), φ(t) = Bη(t) = B0.
Then we have φ(t),ψ(t) ∈ P1 and
0≤ φ(t) = B0 and 0≤ ψ(t) = (Bφ)(t)≤ B0 = φ(t). (4.1)
On the other hand, we also have
Dt
α–γ ψ(t) + f
(
t, Iγ ψ(t),ψ(t)
)
=Dt α–γ (Bξ )(t) + f
(
t, Iγ ψ(t),ψ(t)
)
= –f
(
t, Iγ ξ (t), ξ (t)
)
+ f
(
t, Iγ ψ(t),ψ(t)
)
= –f
(
t, Iγ φ(t),φ(t)
)
+ f
(
t, Iγ ψ(t),ψ(t)
)
≥ 0, t ∈ (0, 1), (4.2)
and
Dt
α–γ φ(t) + f
(
t, Iγ φ(t),φ(t)
)
=Dt α–γ (Bη)(t) + f
(
t, Iγ φ(t),φ(t)
)
= –f
(
t, Iγ η(t),η(t)
)
+ f
(
t, Iγ φ(t),φ(t)
)
= –f (t, 0, 0) + f
(
t, Iγ φ(t),φ(t)
)
≤ 0, t ∈ (0, 1). (4.3)
Thus from (4.1)–(4.3), φ(t) andψ(t) are still the lower and upper solutions of the boundary
value problem (2.1), respectively.
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Finally, it follows from Lemma 2.3 that
φ(t) = B0 =
∫ 1
0
W (t, s)f (s, 0, 0)ds≤
∫ 1
0
c(s)f (s, 0, 0)ds =N ∗,
IγN ∗ = N
∗
Γ (γ )
∫ t
0
(t – s)γ–1 ds =M∗tγ .
Thus according to the proofs of Theorems 3.1–3.2, the conclusion of Theorem 4.1 is
true. 
Case 2: f (t,x1,x2) is nonsingular at both t = 0, 1 and xi = 0, i = 1, 2. Then, by Theorem 4.1,
the following conclusion is valid.
Theorem 4.2 Assume that f (t,x1,x2) : [0, 1]× [0,∞)× [0,∞) → [0, +∞) is a continuous
and decreasing function in xi, i = 1, 2 with f (t, 0, 0) 	≡ 0 for any t ∈ [0, 1]. If (F0) holds, then
Eq. (1.1) has at least one positive solution x(t) with the estimation
0≤ x(t)≤M∗tγ
for some constantM∗ > 0 and boundary asymptotic behaviorDt γ x(t) = o(tα–2).
Proof In fact, if f (t,x1,x2) : [0, 1]× [0,∞)× [0,∞)→ [0, +∞) is continuous and f (t, 0, 0) 	≡
0, then the condition (B2) holds naturally. 
5 Numerical examples
Example 1 Consider the existence of positive solutions for the following singular frac-
tional differential equation with nonlocal boundary condition:
⎧
⎨
⎩
–Dt
5
2 x(t) = 10t– 14 [(Dt
1
2 x(t))– 18 + x– 13 (t)], 0 < t < 1,
Dt
1
2 x(0) =Dt
3
2 x(0) = 0, Dt
1
2 x(1) =
∫ 1
0 Dt
1
2 x(s)dX (s),
(5.1)
where X is a function of bounded variation such that
X (t) =
⎧
⎪⎪⎨
⎪⎪⎩
0, t ∈ [0, 12 ),
3
2 , t ∈ [ 12 , 34 ),
1, t ∈ [ 34 , 1].
(5.2)
By simple calculation, Eq. (5.1) can be transformed to the following 4-point boundary
value problem with coefficients of both signs in the boundary condition:
⎧
⎨
⎩
–Dt
5
2 x(t) = 10t– 14 [(Dt
1
4 x(t))– 18 + x– 13 (t)], 0 < t < 1,
Dt
1
4 x(0) =Dt
5
4 x(0) = 0, Dt
1
3 x(1) = 32Dt
1
3 x( 12 ) –
1
2Dt
1
3 x( 34 ).
(5.3)
Conclusion: The BVP (5.1) has at least one positive solution x(t), and there exist two
positive constantsm, n such that
mt 32 ≤ x(t)≤ nt 32
with boundary asymptotic behaviorDt
1
4 x(t) = o(t 12 ).
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Proof Let α = 52 , γ =
1
4 , μ =
1
3 , f (t,x1,x2) = 10t–
1
4 [x–
1
3
1 + x
– 18
2 ]. Then 2 < α ≤ 3 satisfying
0 < γ ≤ μ < α – 2 and f is singular at t = 0 and x1 = x2 = 0.
Clearly,
G(t, s) = 1
Γ ( 94 )
⎧
⎨
⎩
t 54 (1 – s) 76 – (t – s) 54 =:G1(t, s), 0≤ s≤ t ≤ 1,
t 54 (1 – s) 76 =:G2(t, s), 0≤ t ≤ s≤ 1,
and
GX (s) = 1
Γ ( 94 )
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
3
2G1(
1
2 , s) –
1
2G1(
3
4 , s) = (
1
2 )
9
4 (3 – ( 32 )
5
4 )(1 – s) 76 – 32 (
1
2 – s)
5
4 + 12 (
3
4 – s)
5
4 ,
0≤ s < 12 ,
3
2G2(
1
2 , s) –
1
2G1(
3
4 , s) = (
1
2 )
9
4 (3 – ( 32 )
5
4 )(1 – s) 76 + 12 (
3
4 – s)
5
4 ,
1
2 ≤ s < 34 ,
3
2G2(
1
2 , s) –
1
2G2(
3
4 , s) = (
1
2 )
9
4 (3 – ( 32 )
5
4 )(1 – s) 76 ,
3
4 ≤ s≤ 1.
Thus
GX (s)≥ 0, C = Γ (
13
6 )
Γ ( 94 )
∫ 1
0
t 54 dX (t) = Γ (
13
6 )
Γ ( 94 )
(
1 –
∫ 1
0
X (t)dt 54
)
= 0.2691 < 1,
c(s) = 1
Γ ( 94 )
(1 – s) 76 + 11.3070GX (s).
Consequently, (F0) and (F1) hold.
Since
e(t) = t 54 ,κ(t) =
Γ ( 94 )
Γ ( 52 )
t 32 ,
for any τ > 0 and t ∈ (0, 1), we have f (t, τ
Γ (γ+1) tγ , τ ) = 10t–
1
4 [( τ
Γ ( 54 )
)– 13 t– 112 + τ– 18 ] 	≡ 0 and
0 <
∫ 1
0
c(s)f
(
s, τκ(s), τe(s)
)
ds
= 10
∫ 1
0
s– 14
[ 1
Γ ( 94 )
(1 – s) 76 + 11.3070GX (s)
][(
Γ ( 94 )τ
Γ ( 52 )
)– 13
s– 12 + τ– 18 s– 532
]
ds < +∞.
Thus (F2) holds.
It follows from Theorem 3.1 that Eq. (5.1) has at least a positive solution x(t) satisfying
the estimation
mt 32 ≤ x(t)≤ nt 32
for some positive constantsm, n and boundary asymptotic behaviorDt
1
4 x(t) = o(t 12 ). 
Remark 5.1 In [14], Zhang et al. use the condition (A) to overcome the singularity of the
equation. Obviously, Example 1 indicates that (F1) and (F2) are easier to check than (A),
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thus the growth condition in this paper is more popular in handling a singularity in the
space variable.
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