ABSTRACT
INTRODUCTION
With the advent of virtual enterprises, new business models emerge. In them, a manufacturing enterprise should be capable of composing its manufacturing processes in a modular fashion so that if the factory receives an order at short notice, the satisfaction of which requires only a part of a full-length manufacturing process of the enterprise, the order will be scheduled and satisfied in a dynamic, flexible, and fast manner. One way to achieve this is to view a manufacturing enterprise as a collection of active entities-agents-so that each resource would be represented by an agent responsible for scheduling and performing its manufacturing operations. An agent is autonomous and does not know the decision logic of the other agents as a rule. The decision logic is thus specified for each agent individually and not for the system of agents as a whole. Differently from conventional modeling approaches, including UML (OMG, 2003a (OMG, , 2003b , this is closer to how real socio-technical systemsconsisting of both human and technical components-operate. This is why our approach can be characterized as inspired by nature.
THE RAP/AOR METHODOLOGY
The radical agent-oriented process/agent-object-relationship (RAP/AOR) methodology of simulation and software engineering, which was introduced by Taveter and Wagner (2005) , is based on the agent-object-relationship modeling language (AORML) proposed by Wagner (2003a) and the Business Agents' approach presented in Taveter (2004) . The ontological foundation of the RAP/AOR concepts is provided by the Unified Foundational Ontology (UFO) proposed by Guizzardi and Wagner (2005) . The UFO defines an ontological distinction between active and passive entitiesthat is, between agents and (non-agentive) objects of the real world. The agent metaphor subsumes artificial (software and robotic), natural (human and animal), as well as social/ institutional agents (groups and organizations). We will subsequently describe AORML, which is used as the main graphical description for work products of RAP/AOR.
Thereafter, we will introduce the RAP/AOR viewpoint modeling framework forming the core of the methodology.
The AOR Modeling Language
In AORML, an entity is an agent, an event, an action, a claim, a commitment, or an ordinary object. Only agents can communicate, perceive, act, make commitments, and satisfy claims. Objects are passive entities with no such capabilities. Besides human and artificial agents, AORML also includes the concept of institutional agents, which are composed of a number of other agents that act on their behalf. Organizations and organizational units are important examples of institutional agents.
There are two basic types of AOR models: external and internal models. An external AOR model adopts the perspective of an external observer who is looking at the (prototypical) agents and their interactions in the problem domain under consideration. In an internal AOR model, the internal (first-person) view of a particular agent to be modeled is adopted. While a (manufacturing) domain model corresponds to an external model, a design model (for a specific agent-oriented information system) corresponds to an internal model which can be derived from the external one. Since the use of external AOR models suffices for the purposes of simulation, in this chapter internal AOR models are treated only marginally. Figure 1 shows the most important elements of external AOR for modeling the structure of an agent's "mental" state and an agent's behavior. An external AOR diagram specified by Figure 1 shows how the types and instances (if applicable) of institutional, human, and artificial (for example, software) agents of a problem domain can be represented, together with their internal agent types and instances and their beliefs about instances of "private" and external ("shared") object types. There may be attributes and/or predicates defined for an object type and relationships (associations) among agent and/or object types. A predicate, which is visualized as depicted in Figure 1 , may take parameters. As in UML (OMG, 2003a (OMG, , 2003b , an instance of a type is graphically rendered by a respective rectangle with the underlined name of the particular instance as its title.
As formulated in Wagner (2003a) and reflected by Figure 1 , if an object type belongs exclusively to one agent or agent type, the corresponding rectangle is drawn inside of this agent or agent type rectangle. Otherwise, if the object type rectangle is drawn outside of the respective agent or agent type rectangles, the focus agents have by default beliefs of the corresponding structure about its instances. However, Wagner (2003a) has emphasized that an external object type does not imply that all the agents connected by an association to it have the same beliefs about it, or in other words, that there is a common extension of it shared by all agents.
However, sometimes a belief of an agent needs a different representation, using different attributes and predicates, because it does not directly correspond to the structure of an "external" object type, but rather to the agent's "personal" view of it. For such a case, we have extended AORML by the UML dependency arrow with the stereotype <<represents>> between the internal representation and the corresponding external object type. For example, there is an internal representation of the object type ProductionOrder within the agent CeramicFactory. Figure 1 shows that the graphical notation of AORML distinguishes between an action event type (an event that is created through the action of an agent, such as starting a machine) and a non-action event type (for example, types of temporal events or events created by natural forces). The graphical notation of AORML further distinguishes between a communicative action event (or message) type and a noncommunicative (physical) action event type like providing another agent with a commodity.
Two kinds of commitments may occur between agents: commitments to perform actions of certain types, such as a commitment of the SalesDepartment of the CeramicFactory towards a Customer to provide it with a product set, and commitments to see to it that some condition holds, such as a commitment of the ProductionDepartment towards the SalesDepartment to have a ProductionOrder completed. The former are called to-do commitments and the latter see-to-it-that (stit) commitments. A stit-commitment is used for modeling situations where one agent directly requests another agent to make true some proposition that is expressed in terms of predi- cates defined for object types. An achievemodeling construct type denotes achievingthat is, making true-a proposition.
In an external AOR model, a commitment of agent a 1 towards agent a 2 to perform an action of a certain type (such as a commitment to pay for a product set) can also be viewed as a claim of a 2 against a 1 that an action of that kind will be performed. Figure 1 reflects that a commitment/claim type is coupled with the action event type whose instance fulfills the corresponding commitment (or satisfies the claim). Analogously, an achieve-construct type is coupled with the corresponding stit-commitment/claim type. An achieve-construct type and the stit-commitment/claim type coupled with it are visualized like an action event type and the commitment/claim type coupled with it shown in Figure 1 but drawn with a thick line.
In an external AOR model, there are four types of designated relationships between agents and action events: sends and receives are relationship types that relate an agent with communicative action events, while does and perceives are relationship types that relate an agent with non-communicative action events. A relationship of the perceives type also relates an agent to non-action events perceived by it. In addition, there are two types of designated relationships between agents and commitments/ claims: hasCommitment and hasClaim. These designated relationship types are visualized with particular connector types as depicted in Figure 1 .
As Wagner (2003b) has shown, mental state structure modeling in AORML can be defined as a UML Profile, that is, it is a conservative extension of UML class modeling.
The most important behavior modeling elements of AORML are reaction rules. As is shown in Figure 1 , a reaction rule is visualized as a circle with incoming and outgoing arrows drawn within the rectangle of the agent type or instance whose reaction pattern it represents. Each reaction rule has exactly one incoming arrow with a solid arrowhead that specifies the triggering event type. In addition, there may be ordinary incoming arrows representing mental state conditions (referring to corresponding instances of other object types or to the predicates defined for them). There are two kinds of outgoing arrows: one for specifying mental effects (changing beliefs and/or commitments) and the other one for specifying the performance of (physical and/or communicative) actions. An outgoing arrow with a double arrowhead denotes a mental effect. An outgoing connector to an action event type denotes the performance of an action of that type. As Taveter and Wagner (2001) have shown, reaction rules are the most important type of business rules.
Reaction rules start activities. An activity is defined using workflow terminology as an uninterruptible amount of work that is performed in a non-zero span of time by an actor 1 (Eshuis, Jansen, & Wieringa, 2002) . Each activity belongs to some activity type, which is visualized in the way depicted in Figure 1 . An activity type (or task in Yu, 1995) , like "Process production order," is defined as a prototypical job function in an organization that specifies a particular way of doing something (Yu, 1995) .
It seems natural to allow specifying the start of an activity in the action part of a reaction rule as shown in Figure 1 . In other words, an instance of an activity type is created by means of a reaction rule in response to perceiving an event. Dataflow through an activity in the course of its execution is represented as input parameters of the activity. In an external AOR diagram, the input parameters that are passed to the activity are defined in parentheses following the name of the activity type. Additionally, one can define for each activity type in terms of its input parameters the goal that its instances try to achieve.
There are activity border events of two types (start-of-activity and end-of-activity) implicitly associated with the beginning and end of each activity. An activity border event starts either a sub-activity or a subsequent activity, or triggers a reaction rule. As Figure 1 reflects, the start-of-activity event type is graphically represented by an empty circle with the outgoing arrow to the symbol of the sub-activity type or internal reaction rule. The end-of-activity event type is visualized by drawing a triggering arrow from the activity type symbol to either the symbol of the next activity type or to the symbol of the reaction rule triggered by an activity of the corresponding type.
Taveter (2004) has shown that AORML extended by activity modeling allows the representation of 16 out of 19 behavioral workflow patterns as defined in the workflow benchmark proposal of van der Aalst, ter Hofstede, Kiepuszewski, and Barros (2003) . Examples of such behavioral patterns are the sequence and parallel split of activities and execution of activities in loops of various types.
An external AOR diagram of the kind shown in Figure 1 can be considered as a specification of a high-level state transition system where the state of an agent consists of two parts: its mental state (beliefs, memory of events, actions, and commitments/claims) and its activity state. Taveter (2004) has formalized the execution cycle of such an agent based on the semantic framework of knowledge-perception-memory-commitment (KPMC) agents proposed by Wagner and Schroeder (2000) .
An external AOR diagram represented by Figure 1 can be decomposed into one or more diagrams of the following types:
• AOR agent diagrams depicting the agent types (and instances, if applicable) of the domain, certain relevant object types, and the relationships among them; • AOR interaction frame diagrams depicting the action event types and commitment/claim types that determine the possible interactions between instances of two agent types; • AOR interaction sequence diagrams depicting prototypical instances of interaction processes; • AOR interaction pattern diagrams focusing on general interaction patterns expressed by means of a set of reaction rules which define an interaction process type; and • AOR activity diagrams as specifications of parameterized behaviors at different levels of granularity that are expressed as flows of execution via sequencing of subordinate activities whose primitive elements are individual epistemic, physical, and communicative actions.
Examples of diagrams of most of the kinds defined above are presented in the case study of Taveter (2006) . An internal AOR model may comprise one or more diagrams of the following types, in addition to AOR agent diagrams:
• AOR reaction frame diagrams depicting other agents (or agent types) and the action and event types in the internal perspective of an agent, as well as the commitment and claim types that determine the possible interactions with them; • AOR reaction sequence diagrams depicting prototypical instances of interaction processes in the internal perspective of an agent; • AOR reaction pattern diagrams focusing on the reaction patterns of the agent under consideration expressed by means of reaction rules; and • AOR activity diagrams as specifications of parameterized behaviors in the internal perspective of an agent.
The RAP/AOR Viewpoint Modeling Framework
While in the previous section we provided an overview of the graphical notation used in the RAP/AOR methodology, in this section we describe the methodology itself. The core of the methodology is formed by the RAP/AOR viewpoint modeling framework described in Table  1 . It is based on the six perspectives of agentoriented business modeling proposed by Taveter (2004) which is, in turn, rooted in the ideas of the Zachman framework (Sowa & Zachman, 1992 Normally one or more views are created for each viewpoint using the respective modeling language(s). A view is a diagram or a model of another kind, such as a tabular use case or a textual description. In the following, different viewpoints of the framework will be briefly described.
The domain interaction viewpoint (column 1 in Goal-Based Use Case Models (Cockburn, 1997a (Cockburn, , 1997b (Cockburn, , 2001 According to Zambonelli, Jennings, and Wooldridge (2001) , among the five types of relationships that can be identified between institutional agent types and/or role types, control, benevolence, and dependency relationships are the most relevant ones to modeling interactions between agents. Control relationships identify the authority structures within an organization. Benevolence relationships identify agents with shared interests. Dependency relationships exist between agents because of resource restrictions where the depender depends on the dependee for the availability of a physical or an informational resource.
We represent types of organizational units and roles by AOR agent diagrams where different agent types may relate to each other through the relationships of generalization and aggregation in addition to relationships of the types described above. An important purpose of an agent diagram is to describe all stakeholders that are involved in the manufacturing processes to be modeled and simulated, and to give an overview of the manufacturing system viewed as a multi-agent system. Additionally, we model the possible interactions between two (types of) agents by means of AOR interaction frame diagrams. Table 1 also lists diagrams of other types that can be used for modeling from the domain interaction viewpoint.
Representing the domain information viewpoint (column 2 in Table 1 ) for the focus organization(s) can be regarded as creating a domain ontology which provides a common framework of knowledge for the agents of the organization(s) and external agents connected to the organization(s). Each agent of the problem domain can see only a part of the ontology; that is, each agent views the ontology from a specific perspective.
The domain information viewpoint is described with the help of one view-AOR agent diagrams. In addition to describing agent types from the domain interaction viewpoint, an AOR agent diagram thus describes object types of the problem domain, as well as their relationships to agent types and with each other. The beliefs of an agent thus include its internal agents and all external agents related to it, in addition to the agent's "private" objects and shared objects that are related to it.
The domain behavior viewpoint (column 3 in Table 1 ) addresses the modeling of an agent's functionality (what functions the agent has to perform), as well as of the agent's behavior (when, how, and under what conditions work has to be done).
Actor types (or agent role types) are always characterized by goals because, as noted by Kueng and Kawalek (1997, p. 19) : "Human activity is inherently purposeful." In a business or manufacturing domain, a human or an institutional agent acting in the role of a "customer" has a goal of having something accomplished. To achieve its goal, the agent uses some service provided by another agent. An agent's autonomy implied by a benevolence relationship between the service provider and a service requester means that the service provider performs the service requested if it is able to do so, but the service provider also has an option to refuse the service request. Even though the agent requesting the service may not explicitly communicate its goals to the service provider agent, the latter always "internalizes" the whole or a part of the customer's goal in an attempt to provide the service. For example, assuming that a customer-wholesaler-has a goal of reselling a set of ceramic products, the goal of the ceramic factory is to provide the wholesaler with a product set, which is of course a sub-goal of the factory's higher-level goal-to earn money through producing ceramic items. The ceramic factory tries to achieve this higherlevel goal by "internalizing" as many customer goals as possible.
We model the "internalizations" of the goals of customers by service providers by using AOR activity diagrams. In addition to them, diagrams and models of the types listed in Table  1 can be used for the same purpose.
As explained earlier, an interacting system (or agent), as a subject in its domain, does not have an objective but a subjective view of the domain. This is reflected in RAP/AOR by a computational design model, in which the internal (subjective) perspective of the system to be built is adopted in contrast to the external (objective) perspective adopted in a conceptual domain model. For instance, in the transformation of a domain information model into an information design model for a specific agent, the objective term action event is mapped onto the two indexical subjective terms action (if performed by the agent under consideration) and event (if performed by other agents). Likewise, the objective term message is mapped onto the two subjective terms incoming message and outgoing message.
External models of the conceptual domain modeling level are thus transformed into internal models of the level of platform-independent computational design. In particular, AOR agent diagrams are refined into more detailed agent diagrams. Analogously, AOR interaction frame diagrams are turned into reaction frame diagrams, AOR interaction pattern diagrams into reaction pattern diagrams, and AOR activity diagrams into AOR activity diagrams represented from the perspective of a specific agent. However, as has been mentioned before, in this chapter we are interested in simulation of domain models rather than transforming them into design and implementation models.
The stages of conceptual domain modeling in the RAP/AOR methodology and the resulting models are represented in Figure 2 . Stages I and III make up parts of conceptual interaction modeling. They result in the organization model described as an agent diagram and the interaction model represented as one or more interaction frame diagrams. Stage II corresponds to conceptual information modeling and stage IV to conceptual behavior modeling. These stages respectively result in the information model, which is represented as an agent diagram and the agent behavior model in the form of AOR activity diagrams. Taveter (2004) demonstrated that AORML extended by activities is the first agent-oriented modeling language where fully as well as partially specified domain models can be executed. On the other hand, Wagner and Tulba (2003) have shown that, with some minor extensions, AOR models can be used for a certain form of agent-based discrete event simulation, called agent-object-relationship simulation (AORS). An AORS system includes an environment simulator that is responsible to simulate external events, such as orders issued by customers, and in some cases, the causality laws of the physical environment. Using executable process models jointly with an AORS system described by Wagner and Tulba (2003) thus permits the creation of powerful simulation environments.
IMPLEMENTATION OF THE SIMULATION ENVIRONMENT
Taveter (2004) has also made clear that external AOR diagrams can be straightforwardly transformed into the programming constructs of the JADE agent platform. The Java Agent Development Environment (JADE, http:/ /jade.cselt.it/) agent platform is a software framework to build software agent systems in the Java programming language for the management of networked information resources in compliance with the Foundation for Intelligent Physical Agents (FIPA, http://www.fipa.org/) specifications for interoperable intelligent multiagent systems. In addition to providing an agent development model, JADE deals with all the aspects that are not peculiar to agent internals and that are independent of the applications, such as message transport, encoding, and parsing or agent lifecycle management. According to Bellifemine, Poggi, and Rimassa (2001) , JADE offers the following features to the agent programmer:
• FIPA-compliant distributed agent platform which can be split onto several hosts; • Java Application Programmer's Interface to send/receive messages to/from agents; • library of FIPA interaction protocols, such as Contract Net, ready to be used; and • graphical user interface to manage several agents from the same remote management agent.
A JADE agent must be able to carry out several concurrent tasks in response to different external events. These tasks, which are termed behaviors in JADE, correspond to activities in RAP/AOR. All the behaviors of a JADE agent are implemented as instances of the Java object class jade.core.behaviors.Behavior. The base class Behavior has the predefined subclasses SimpleBehavior and CompositeBehavior. The first of them has been further divided into the subclasses OneShotBehavior and CyclicBehavior, while the second one has the subclasses SequentialBehavior and ParallelBehavior. As is reflected by Table 2,  the classes OneShotBehavior, SequentialBehavior, and ParallelBehavior correspond to the respective activity types of RAP/AOR, while the class CyclicBehavior is used for implementing the execution cycle of a KPMC agent. When an activity type is mapped to behavior of JADE, an extension for the appropriate subclass of Behavior is defined and instantiated, and the resulting behavior object is then added to the agent behavior list. Before that, the jade.core.Agent class is extended for each agent type of the problem domain that has been modeled using RAP/AOR. The jade.core.Agent class exposes two methods, addBehavior(Behavior) and removeBehavior (Behavior), which allow management of the behaviors' queue of a specific JADE agent. As Table 2 reflects, by using these two methods within an instance of the jade.core.Agent class (or its extension), behaviors can be added to the agent whenever needed. Analogously, by invoking the method addSubBehavior(Behavior) within an instance of SequentialBehavior or ParallelBehavior, a sub-behavior can be added.
The functionality of a behavior is included in its action() method. The Behavior class also provides two placeholder methods, named onStart() and onEnd(). The functionality of a SequentialBehavior and ParallelBehavior is included in the method onStart() in place of action(). As is shown in Table 2 , the action() and onStart() methods form counterparts of the start-of-activity event type, while the onEnd() method corresponds to the end-of-activity event type.
The mappings presented in Table 2 formed the basis for creating a simulation environment of the ceramic factory. The snapshot of the simulation environment is represented in Figure   Notion 
RELATED WORK
Other similar agent-oriented modeling and simulation approaches have been used, for instance in the following research areas: (Labarthe, Tranvouez, Ferrarini, Espinasse, & Montreuil, 2003) ; and • Social Sciences: For example, the phenomena of social monitoring and normbased social influence are studied in Conte and Dignum (2001) , and the cooperation in teams is studied in Hales (2002) .
Bandini, Manzoni, and Simone (2002) propose the Multi-layered Multi-Agent Situated System model (MMASS), a model for multiagent systems situated in a physical environment. One of its applications is a crowding dynamics simulation model reported by Bandini, Manzoni, and Vizzari (2004) .
Some well-known platforms for agent-based simulation are Swarm (http://www.swarm.org), SDML (Moss, Gaylard, Wallis, & Edmonds, 1998) , Sesam (Klügl, 2001) , and CORMAS (Bousquet, Bakam, Proton, & Le Page, 1998) . A particularly interesting class of simulation systems is formed from international technology competitions, such as RoboCup (Noda, Matsubara, Hiraki, & Frank, 1998) and TAC (http://www.sics.se/tac/). Both RoboCup and TAC can be classified as interactive agentbased real-time simulation systems.
CONCLUSION
In this chapter, a method for agent-oriented modeling and simulation of distributed manufacturing has been put forward. We first provided an overview of the graphical AOR Modeling Language and the RAP/AOR methodology that the method is based on. After that, we described how the models obtained can be transformed into the constructs of the JADE agent platform for simulation. Two particular strengths of the proposed agent-oriented modeling approach are its ability to model distributed systems in a straightforward and natural way, and the executability of partially as well as completely specified external AOR diagrams. The latter facilitates simulation. Another strength of our approach is the possibility to represent the models of the interaction, information, and behavior viewpoint aspects in just one integrated diagram at the desired level of granularity. This enables one to overcome the model multiplicity problem (Peleg & Dori, 2000) , which states that to understand the system being studied and the way it operates and changes over time, the reader must concurrently refer to various models. Agent-oriented modeling and simulation may also serve as the first stages of agentbased or another kind of automation.
ENDNOTES
1 Henceforth, we use the terms "actor" and "agent" as synonyms.
2
A role can be understood as an "abstract characterization of the behavior of a social actor within some specialized context or domain of endeavor" (Yu, 1995) such as the role Seller.
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