Using the general theory of [10] , quantum Poincaré groups (without dilatations) are described and investigated. The description contains a set of numerical parameters which satisfy certain polynomial equations. For most cases we solve them and give the classification of quantum Poincaré groups. Each of them corresponds to exactly one quantum Minkowski space. The Poincaré series of these objects are the same as in the classical case. We also classify possible R-matrices for the fundamental representation of the group.
Introduction
The Minkowski space with the Poincaré group acting on it is the area of the quantum field theory. However, it is not known yet what is the area of a more deep theory, which would involve also the gravitational effects. It was suggested by many authors that it would be a quantum space. It means that instead of functions on spacetime we would have elements of some noncommutative algebra, called "the algebra of functions on the quantum space". On the other hand, such a quantum space should be in some sense similar to the ordinary Minkowski space. The simplest models of such a situation can be obtained by choosing some properties of Minkowski space endowed with the action of Poincaré group and classifying all quantum groups and spaces which satisfy those properties. There are many examples of quantum Poincaré groups, the corresponding Minkowski spaces and R-matrices (cf e.g. [4] , [2] , [11] , [6] , [5] , [1] , [15] and remarks in [10] concerning these papers) but such classification still doesn't exist. Our aim is to provide it. In Section 1 we define a quantum Poincaré group as a quantum group which is built from any quantum Lorentz group [14] and translations and satisfies some natural properties. The corresponding commutation relations are inhomogeneous and contain a set of parameters H ABCD , T ABCD . Our scheme contains the examples provided in [4] , [1] , but doesn't contain the examples of [2] , [11] , [5] (see however Remark S3.9 of [10] ) because we consider quantum Poincaré groups without dilatations. Also the example [6] (formulated in the language of universal enveloping algebras) has no corresponding object in our scheme (for q = ±1).
It turns out that there are many quantum Lorentz groups which can be used in our construction. However all of them correspond to q = ±1. For each such quantum Lorentz group (except the classical one and one more for q = −1 which are considered in Remark 1.8) we classify all quantum Poincaré groups. We also provide the corresponding quantum Minkowski spaces and R-matrices for the fundamental representation of the quantum Poincaré group (for one family of considered quantum Poincaré groups there is no nontrivial R-matrix). The Poincaré series of the corresponding objects are the same as in the classical case. The proofs of our results (using [10] ) are contained in Section 2. In particular, the question of finding all quantum Poincaré groups is reduced to a set of polynomial equations for H ABCD , T ABCD which we solve (in the indicated cases) using the computer MATHE-MATICA program. Some results of the present paper were presented in [9] . In [16] a similar classification is provided in the case of Poisson manifolds and Poisson-Lie groups.
We use the terminology and results of [10] . Letter S means that we make a reference to [10] , e.g. Theorem S3.1 denotes Theorem 3.1 of [10] , (S1.2) denotes equation (1.2) of [10] . The small Latin indices a, b, c, d, . . . , belong to I = {0, 1, 2, 3} and the capital Latin indices A, B, C, D, . . . , belong to {1, 2}. We sum over repeated indices which are not taken in brackets (Einstein's convention). The number of elements in a set B is #B or |B|. Unit matrix with dimension N is denoted by 1 N , 1 = 1 2 . The Pauli matrices are given by
If V, W are vector spaces then τ V W : V ⊗ W −→ W ⊗ V is given by τ V W (x ⊗ y) = y ⊗ x, x ∈ V , y ∈ W . We often write τ instead of τ V W . We denote C * = C \ {0}, R * = R \ {0}.
Quantum Poincaré groups
In this Section we define and (in almost all cases) classify quantum Poincaré groups as objects having the properties of usual (spinorial) Poincaré group. The proofs of the results are shifted to Section 2. The (connected component of) vectorial Poincaré group
. By the Poincaré group we mean spinorial Poincaré group (which is more important in quantum field theory thenP )
∈P is also a double covering. In particular, (−1 2 , 0) ∈ P can be treated as rotation about 2π which is trivial inP but nontrivial in P (it changes the sign of wave functions for fermions). Both P andP act on Minkowski space M = R 4 as follows (g, a)x = (λ g , a)x = λ g x + a, g ∈ SL(2, C), a, x ∈ R 4 , and give affine maps preserving the scalar product in M (in more abstract setting we would treat M as an affine space without distinguished 0). Let us consider continuous functions w AB , p i on P defined by
We introduce Hopf * -algebra Poly(P ) = (B, ∆) of polynomials on the Poincaré group P as the * -algebra B with identity I generated by w AB and p i , A, B = 1, 2, i ∈ I (according to Introduction, I = {0, 1, 2, 3} in this Section) endowed with the comultiplication ∆ given by (∆f )(x, y) = f (x · y), f ∈ B, x, y ∈ P (f * (x) = f (x)). In particular,
In order to prove (1.1) we notice that
where we used the formulae (σ i ) CD = V CD,i and
.
. We define Hopf * -algebra Poly(L) = (A, ∆) of polynomials on L as * -algebra with I generated by all w CD endowed with ∆ obtained by restriction of ∆ for B to A. Clearly w and Λ are representations of L. It is easy to check that 1. B is generated as algebra by A and the elements p i , i ∈ I.
A is a Hopf
* -subalgebra of B.
3. P = Λ p 0 I is a representation of B where Λ is given by (1.2).
4. There exists i ∈ I such that p i ∈ A.
5. ΓA ⊂ Γ where Γ = AX + A, X = span{p i : i ∈ I}.
6. The left A-module A · span{p i p j , p i , I : i, j ∈ I} has a free basis consisting of 10 + 4 + 1 elements.
( 5. and 6. follow from the relations p i a = ap i , p i p j = p j p i , a ∈ A, and elementary computations, a free basis is given by {p i p j , p i , I : i ≤ j, i, j ∈ I}). According to [14] , Poly(L) satisfies:
i. (A, ∆) is a Hopf * -algebra such that A is generated (as * -algebra) by matrix elements of a two-dimensional representation w ii. w ⊤w ≃ I ⊕ w 1 where w 1 is a representation iii. the representation w ⊤w ≃w ⊤w is irreducible iv. if A ′ , ∆ ′ , w ′ satisfy i.-iii. and there exists Hopf * -algebra epimorphism ρ : A ′ −→ A such that ρ(w ′ ) = w then ρ is an isomorphism (the universality condition)
We say [14] that H is a quantum Lorentz group if Poly(H) = (A, ∆) satisfies i.-iv.. 
where X = τ Q ′ and
E, E ′ as above , Q
. We can (and will) choose p i in such a way that p * i = p i .
In the following we assume that G is a quantum Poincaré group, Poly(G) = (B, ∆) and w, p are as in Theorem 1.4. We set q = q 1/2 = 1 in the cases 1)-
Theorem 1.5 B is the universal * -algebra with I generated by w AB and p i satisfying (1.4) , (1.5) , (1.6) and
where f = (f ij ) i,j∈I , η = (η i ) i∈I and T = (T ij ) i,j∈I are uniquely determined by s = ±1, H EF CD , T EF CD ∈ C and the following properties:
The * -Hopf structure in Poly(G) is determined by: 
Quantum Poincaré groups corresponding to different
H EF CD = 0,
all H EF CD and other T EF CD equal 0 and
2), s = 1: the first case:
other H EF CD and T EF CD equal 0 and 
other H EF CD and T EF CD equal 0 and
all H EF CD and other T EF CD equal 0 and 
other H EF CD and all T EF CD equal 0 and
Remark 1.7 The classical Poincaré group is obtained in the case
The quantum Poincaré group of [4] corresponds (in spinorial setting) to 1), s = 1, t = 1,
other H EF CD and all T EF CD equal 0. The quantum Poincaré group of [1] corresponds to 1), s = 1, t > 0, H = 0, T = 0 (t is denoted by q there). The so called soft deformations correspond to 1), s = ±1, t = 1, H = 0,
Remark 1.8 In the remaining cases 1), s = 1, t = 1 and 5), s = ±1, t = 1, one can consider T mn defined as in Theorem 1.5 and
k,ED ). In the case 1), s = 1, t = 1 a pair (Z, T ) corresponds to a quantum Poincaré group if and only if
where g 00 = 1, g 11 = g 22 = g 33 = −1, other g ij = 0,
is the classical (not normalized) antisymmetrizer. In the case 5), s = ±1, t = 1 in addition to these conditions we assume
and get in that way all quantum Poincaré groups (up to isomorphism but not necessarily nonisomorphic).
Let us set η = g, a = −iT mn e m ∧ e n , b = −iZ ij,s g sk e i ∧ Ω j,k and c = 0 (see [16] ). Then (1.19) (using (1.18) ) is equivalent to (3)-(4) of [16] where t 0 is identified with t of (3)-(4) of [16] . Thus the table in [16] gives many examples of quantum Poincaré groups (cf also the remarks at the end of [16] ). The proofs of these statements involve the above formulae and the results obtained in the proof of Theorem 1.6 (with λ = − it 0 in the case 5), s = ±1, t = 1).
We denote by d n the number of monomials of nth degree in 4 variables,
Theorem 1.9 Let B correspond to a quantum Poincaré group G and A, w, p be as in Theorem 1.4. We set
We denote by l : P ×M −→ M the action of Poincaré group on Minkowski space, C = Poly(M) denotes the unital algebra generated by coordinates x i (i ∈ I) of the Minkowski space M = R 4 . The only relations in C are
(1.20)
One gets 6) C is a unital * -algebra generated by x i , i ∈ I, and Ψ :
( k(e, a) = k(e, 0) for k ∈ A), f = f (0)I ∈ CI (in fact we have used the translation homogeneity of M). Therefore
Let us consider (C ′ , Ψ ′ ) which also satisfies 6)-7) for some
i, l ∈ I} and using 7), one gets
′ and we fix the proper choice of (C, Ψ) by means of 8) if (C ′ , Ψ ′ ) also satisfies 6)-7) for some x i ′ ∈ C ′ then there exists a unital * -homomorphism ρ : C −→ C ′ such that ρ(x i ) = x i ′ and (id ⊗ ρ)Ψ = Ψ ′ ρ (universality of (C, Ψ)). C is the universal unital * -algebra generated by x i , i = 0, 1, 2, 3, satisfying
and Ψ is given by (1.20) . Moreover,
. . , i n ∈ I, n = 0, 1, . . . , N}. 2) Let us consider the cases listed in Theorem 1.6. Then W ∈ Mor(P ⊤P, P ⊤P) and
if and only if 
Proof of the classification
In this Section we prove the Theorems of Section 1. Let H be a quantum Lorentz group, i.e. P oly(H) = (A, ∆) satisfies the conditions i.-iv. of Section 1. According to [14] , we can choose w in such a way that A is the universal * -algebra generated by w AB , A, B = 1, 2, satisfying (1.4)-(1.6), where X = τ Q ′ , Q ′ = αQ and
Q is given by (20)- (21) of [14] , we set q = 1 in that case, e 1 = 1 0 , e 2 = 0 1 , e 1 = (1, 0), e 2 = (0, 1) (due to remarks before formula (1) in [14] , E ′ E = 0 which means q = ±i). In all these cases X is invertible, ∆ is given by ∆w ij = w ik ⊗ w kj and (A, ∆) corresponds to a quantum Lorentz group. The numbers α = 0 are not essential now and are chosen in such a way that
(see (5) of [14] ). Then (we use (6) of [14] and direct computations)
for some β ∈ {1, −1, i, −i}. We setẼ = τĒ ∈ Mor(I,w ⊤w),Ẽ ′ = E ′ τ ∈ Mor(w ⊤w, I), where e i ⊗ e j , e j ⊗ e i , i, j = 1, 2, are treated as reals. Using (2.1),(2.2) and [14] ; matrices of E ′ and E are inverse one to another), one obtains (using e.g. diagram notation)
3)
8)
Proposition 2.1 (cf Theorem 6.3 of [8], Remark 2 on page 229 of [14])
Let q ∈ C \ {0, roots of unity } (we treat q = ±1 as not a root of unity). Then 1) there exist representations w s (s ∈ N/2) of H such that w 0 = I, w 1/2 = w, dim w s = 2s + 1 and
4) each representation of H is completely reducible
Proof. Let A hol be the subalgebra of A generated by matrix elements of w.
is a Hopf subalgebra of P oly(H) = (A, ∆).
According to Proposition 4.1.1 of [14] , A hol is the universal algebra generated by matrix elements of w satisfying the reletions (1.4) and (1.5 [7] ) gives 2) and 4). The condition iii. of Section 1 implies (T r w)(T rw) = (T rw)(T r w). That and 1) give that T r v (v ∈ Irr H) commute among themselves. In virtue of Proposition B.4 of [3] (cf also Proposition 5.11 of [12] ), one obtains 3). P.
Proof of Theorem 1.4. We have Hopf
* -algebra B, its Hopf * -subalgebra A and two-dimensional representation w of A which satisfy the conditions i.-iv.,(1.2) and 1.-6. of Section 1. We shall use the results of Section 1 of [10] with Λ replaced by L = w ⊤w, L AB,CD = w AC w BD * . Hence we deal with p AB = V AB,i p i instead of p i . In virtue of (S1.3), it suffices to check (S1.5) for the generators: a = w AB or a = w AB * . Inserting such a into (S1.5), we get 
Therefore A = L ⊗ 1, B = 1 ⊗L, where
According to (S1.3), f : A −→ M 4 (C) should be a unital homomorphism. It means that f should preserve the relations (1.4), (1.4) * , (1.5), (1.5) * , (1.6) ((1.4) * denotes the relation conjugated to (1.4) etc.), i.e.
14)
Using (2.3), (2.5), (2.6) and (2.8), the equations (2.12)-(2.15) are equivalent to
Using (2.11), computing a, b,ã,b, and inserting them into (2.11), one gets that the solutions of (2.
where
. Using these relations, (2.1), (2.4), (2.6) and (2.8), we get that (2.16) is satisfied. Therefore, the solutions of (S1.3),(S1.5) are given by (2.10), where
We know thatṗ AB ⊗ṗ CD form a basis of (Γ 2 ) inv which transforms under ∆ 2L according to L ⊤L. It is easy to check that the decomposition into irreducible unequivalent components
(indices as in matrix multiplication rule have been omitted). But R T L is the matrix of ρ in the basisṗ AB ⊗ṗ CD (see remark after (S1.13)). Using (2.24), we get that (2.25) corresponds to
Comparing the condition 6. with Proposition S1.6, we get dim K = 6.
Remembering that β ∈ {1, −1, i, −i}, q = ±i, we get q = ±1. Thus we can (and will) omit L 3 , L 4 . We obtain β = q, i = j or β = −q, i = j (q ∈ {1, −1}, i, j ∈ {1, 2}). In all these cases ρ = 1 ⊕ −1 ⊕ −1 ⊕ 1, hence K = ker(ρ + id). Moreover, ρ 2 = id, R 2 = 1 ⊗4 . In virtue of Proposition 2.1 the conditions a)-c) of Section 2 of [10] are satisfied and we can use the results of Sections 1-4 of [10] . In particular, Corollary S4.2 implies the first statement of the Theorem.
Let us pass from
Now we pass to a new p i such that p * i = p i without change ofB N ,Γ 2 , ξ, ρ, K, f ij , R, G andG (see Proposition S4.5.1 and (S1.2)). We redefine p AB accordingly. In virtue of Proposition S4.5.2, (S4.10) holds. Setting a = w EF * and passing back to L one has f BA,DC (w
Consequently, β = q = ±1 and i = j = 1, 2. Conversely, this condition gives (S4.10) for a = w EF * and (using S • * = * •S −1 ) a = w −1
EF , hence for all a ∈ A. The list of X such that β = q = ±1 is provided in the formulation of Theorem 1.4 (they contain factor α which is computed in such a way that (2.1) is satisfied, we also restricted the range of parameters according to remarks on page 220 of [14] ). For E, E ′ , X as in Theorem 1.4 and f ij computed above (S1.3), (S1.5) and (S4.10) (for Λ) are satisfied.
According to Proposition 2.1, the only 2-dimensional irreducible representations of H are UwU −1 , UwU −1 , U ∈ GL(2, C). Thus if φ : A 1 −→ A 2 is an isomorphism of Hopf * -algebras A 1 , A 2 included in our list, then
Let us consider the case (1). We denote E, E ′ , X for A i , i = 1, 2, by
28)
Inserting such U in (2.30), one gets (for E = e 1 ⊗ e 2 − e 2 ⊗ e 1 see Section 5.1 of [14] 
and in particular cases:
Next, let us consider the case (2). Then
Inserting such U in (2.34), it is possible only for X 1 = X 2 = X in the following cases:
(l is computed for normalization of X as in Theorem 1.4, which includes α).
In particular, all considered (A, ∆) are nonisomorphic. P.
Remark 2.2 Using (2.17)-(2.21) for
Let us repeat that K = ker(ρ + id), ρ 2 = id, the conditions a)-c) of Section 2 of [10] are satisfied and we can use the results of Sections 1-4 of [10] . We notice that L,L, G,G and R given before Theorem 1.5 and in the proof of Theorem 1.4 coincide (i = j = 1 corresponds to s = 1, while i = j = 2 to s = −1). They correspond to Λ as in (1.2),Λ = Λ.
Proof of Theorem 1.5. Using Theorem 1.4 and Corollary S3.8.a, B is the universal * -algebra with I generated by w AB and p i satisfying (1.4)-(1.9). Next, (S2.6) coincides with a), (S4.10)-(S4.11) imply b), (2.26) gives the first formula of c). The next two formulae in c) can be treated as definitions of H EF CD and T EF CD . Since w,w and P are representations, formulae concerning Hopf structure follow. Uniqueness of f , η, T and * -Hopf structure is obvious.
Let B,B describe two quantum Poincaré groups and A, ∆, Λ, p, f, η, T , A,∆,Λ,p,f,η,T be the corresponding objects as in Theorems 1.4 and 1.5. Assume that φ : B −→B is an isomorphism of Hopf * -algebras. According to Proposition S4.4, one has φ(A) =Â and we put φ A = φ | A : A −→Â. Due to the proof of Theorem 1.5, one has
Using (1.2), one gets φ(Λ) = MΛM −1 where
Using (1.3) and (2.2), one getsM = M (q 1/2 = βq 1/2 since β = q = ±1). In virtue of (S4.2), one haŝ
H 1122 ∈ iR, H 1112 = 0, H 2211 ∈ iR for 6), s = 1, H 1122 ∈ iR, H 2222 ∈ iR, H 1222 = 0 for 7), s = 1, H 1111 ∈ iR, H 1222 = 0, H 2222 ∈ iR for 1), s = −1, H 1122 ∈ iR, H 1211 = 0, H 2211 ∈ iR for 2), s = −1,
We also may and will assume (S3.50).
In virtue of the theory presented in Sections 1-4 of [10] (see e.g. Theorem S3.1 and Proposition S4.5) H EF CD and T EF CD give a quantum Poincaré group if and only if (S1.5), (S2.6), (S2.14), (S3.1), (S3.2), (S4.10), (S4.11) and (S4.12) are satisfied (cf the proof of Theorem 1.4). We shall investigate subsequent conditions and dealing with next ones we assume that previously investigated conditions are satisfied. We already know that f is a unital homomorphism satisfying (2.26), (S1.5) and (S4.10). Thus (S2.6) means that applying η i to the relations (1.4), (1.4) * , (1.5), (1.5) * and (1.6) ( * means that we conjugate the relation) and using (S2.5), one gets relations on H w iA,B = η i (w AB ) and Hw iA,B = η i (w AB * ), which should be satisfied. They read as follows:
Setting a = w EF * in (S4.11), one gets According to Proposition S3.13 and Corollary S4.9, we may replace (S2.14) by (S3.55) for b = w AB . But this is equivalent to M ∈ Mor(w, Λ ⊤Λ ⊤w), where
Using (1.2), (S2.5), (2.45) and (2.26), one gets a set of equations containing terms bilinear in Re H ABCD , Im H ABCD , terms linear in Re T ABCD , Im T ABCD and terms linear in Re λ, Im λ. We shall prove that (S3.1) is equivalent to λ ∈ q 1/2 R. One has (see (1.2))
Using Proposition S3.13,
But in virtue of Proposition S4.8
Using once again Proposition S3.13 for a = w LS , b = w −1 SD , multiplying both sides by G
−1
Bs,iP G −1 P m,jL and conjugating both sides, one gets
(see (2.27) ). Inserting all these data, after some calculations (using the 16 relations), one obtains
We shall also use
. Using (2.24) and the 16 relations, one has
In particular, (R L ⊗ 1)J = −J (it also follows from (S3.54)). Thus we can compute
, where dim imE = dim imẼ = dim W 0 = 1), hence A 3 F = 0 if and only ifλ = qλ, i.e. λ ∈ q 1/2 R.
We notice that
This gives a set of equations, which are R-linear in Re H ABCD ·Re T EF GH , Im H ABCD ·Re T EF GH , Re H ABCD · Im T EF GH and Im H ABCD · Im T EF GH . Our strategy is as follows: we set constraints for H ABCD as before, solve R-linear equations, insert these data into R-bilinear equations and finally use the condition for λ and the last set of equations. In the cases 1), t = 1, s = 1 and 5), t = 1, s = ±1, we haven't solved the R-bilinear equations (but see Remark 1.8). In other cases one gets the following solutions (with the parameters being real numbers):
(1.10) with T ab = −T ba ∈ iR for 1), s = −1, t = 1, P.
Proof of Theorem 1.9. In virtue of Corollary S3.6 it suffices to prove dim S n = d n . Taking Λ = L = w ⊤w, one has the projection S n = 1 n! π∈Πn R π , where
and K τ defined similarly with X replaced by τ , one can define S n ′ = K X S n K −1 X and S n ′′ = K −1 τ S n ′ K τ . Therefore dim S n = tr S n = tr S n ′ = tr S n ′′ . One gets the formula for S n ′′ as for S n but with R L replaced by R L ′′ = (1 ⊗ τ ⊗ 1)(L ⊗L)(1 ⊗ τ −1 ⊗ 1) (we use the 16 relations). Moreover, L ⊗L = L 0 ⊗ τ L 0 τ where L 0 = 1 ⊗2 + q −1 EE ′ , E = e 1 ⊗ e 2 − qe 2 ⊗ e 1 + t 0 e 1 ⊗ e 1 , E ′ = −qe 1 ⊗ e 2 + e 2 ⊗ e 1 + t 0 e 2 ⊗ e 2 , q = ±1, t 0 = 0, 1 (for q = −1 one has t 0 = 0). Replacing e 1 by ce 1 , c = 0, one has to replace e 1 by c −1 e 1 , L 0 by L 0 with t 0 replaced by c · t 0 . Thus (for q = 1) tr S n ′′ doesn't depend on t 0 ∈ C (for t 0 = 0 and also for t 0 = 0 in limit). So we may put t 0 = 0. Then L 0 e 1 ⊗ e 1 = e 1 ⊗ e 1 , L 0 e 2 ⊗ e 2 = e 2 ⊗ e 2 , L 0 e 1 ⊗ e 2 = qe 2 ⊗ e 1 , L 0 e 2 ⊗ e 1 = qe 1 ⊗ e 2 . Setting A αβ = e α ⊗ e β , one has
It is easy to show that S n ′′ (R L ′′ ) k = (R L ′′ ) k S n ′′ = S n ′′ , S n ′′ is a projection, 
P.
Proof of Theorem 1.12. We know that Λ ⊤Λ ≃ I ⊕ w 1 ⊤w 1 ⊕ w 1 ⊕ w 1 , where ker(R+1 ⊗2 4 ) corresponds to w 1 ⊕w 1 . Therefore (S5.2) holds. Moreover, (2.46) coincides with (S5.4). Using Theorem S5.6, we get the first statement. The second statement follows from Proposition S5.3, Proposition S5.5 and dim S n = d n (see the proof of Theorem 1.9).
P.
Proof of Theorem 1.13. We know that (S3.59) holds (see (S3.2) and (2.46)) and R = ±1 
