The current study provides new experimental data on nonlinear flow behavior in various uniformly graded granular materials (20 samples) ranging from medium sands (d 50 > 0.39 mm) to gravel (d 50 = 6.3 mm). Generally, theoretical equations relate the Forchheimer parameters a and b to the porosity, as well as the characteristic pore length, which is assumed to be the median grain size (d 50 ) of the porous medium. However, numerical and experimental studies show that flow resistance in porous media is largely determined by the geometry of the pore structure. In this study, the effect of the grain size distribution was analyzed using subangular-subrounded sands and approximately equal compaction grades. We have used a reference dataset of 11 uniformly graded filter sands. Mixtures of filter sands were used to obtain a slightly more well-graded composite sand (increased C u values by a factor of 1.19 up to 2.32) with respect to its associated reference sand at equal median grain size (d 50 ) and porosity. For all composite sands, the observed flow resistance was higher than in the corresponding reference sand at equal d 50 , resulting in increased a coefficients by factors up to 1.68, as well as increased b coefficients by factors up to 1.44. A modified Ergun relationship with Ergun constants of 139.1 for A and 2.2 for B, as well as the use of d m − σ as characteristic pore length predicted the coefficients a and b accurately.
Chang 2013; Houben 2015) and chemical and technical industries (e.g., Jafari et al. 2008 ). In the field of reservoir engineering, fluid flow behavior near the well screen controls the efficiency of oil/gas production wells (e.g., Holditz and Morse 1976; Aulisa et al. 2009 ), as well as the efficiency of injection/extraction wells in groundwater resources applications (e.g., Sen 1989; Mathias and Todman 2010; Wen et al. 2011 Wen et al. , 2013 Yeh and Chang 2013; Houben 2015; Mathias and Moutsopoulos 2016) . Moreover, nonlinear flow at full-aquifer scale in a broad range of geological formations, such as gravel, karstic or fractured aquifers, is widely addressed in the literature (e.g., Moutsopoulos and Tsihrintzis 2005; Moutsopoulos 2007 ).
Commonly, groundwater flow near wells is described using the classical Darcy's law (Darcy 1856) , as:
where i is the hydraulic gradient (m/m), K is the hydraulic conductivity of the porous medium (m/s) and q is the specific discharge (m/s). This empirical linear relationship for fluid flow in porous media is only applicable for a specific regime of flow where flow velocities are sufficiently low, and it becomes less accurate as flow velocities become larger. The deviation of the nonlinear relationship between specific discharge and hydraulic gradient due to increased flow resistance at higher flow velocities has been widely addressed in the literature (e.g., Forchheimer 1901; Izbash 1931; Sidiropoulou et al. 2007 ). Forchheimer (1901) described the nonlinear behavior adding a second-order quadratic term to the Darcy's law:
Comparing Eqs. 1 and 2, a (s/m) is a parameter equal to the reciprocal of the hydraulic conductivity (i.e., a = 1/K ) and b is the empirical Forchheimer coefficient (s 2 /m 2 ). The Forchheimer equation is able to accurately fit the experimental data in packed-column experiments with granular material for most cases of non-Darcy flows (Sidiropoulou et al. 2007; Moutsopoulos et al. 2009; Sedghi-Asl et al. 2014; Li et al. 2017 ). Mathias and Moutsopoulos (2016) showed that the Forchheimer equation should be used instead of Darcy's law to account for additional head losses due to non-Darcy flow conditions in the vicinity of injection and production wells. Other analytical studies use the Forchheimer equation to predict non-steady-state, nonlinear flow in gravel aquifers at early time steps when hydraulic gradients are steep (e.g., Moutsopoulos and Tsihrintzis 2005; Moutsopoulos 2007) .
Besides the Forchheimer equation, other empirical equations have been proposed to describe the relation between specific discharge and hydraulic gradient for nonlinear flow (Izbash 1931; Irmay 1958; Bear 1972) . For example, the Izbash equation'[initially proposed by Forchheimer (1901) ], which is a nonlinear power law function, is widely used to model the non-Darcy flow (e.g., Bordier and Zimmer 2000; Wen et al. 2013) . Despite the experimental validity of the Izbash equation, it lacks any physical base (Bordier and Zimmer 2000) .
Many experimental data on (post-Darcy) nonlinear flow in porous media are available for coarser porous media, such as coarse sands, gravels and glass beads (Sidiropoulou et al. 2007; Moutsopoulos et al. 2009; Sedghi-Asl and Rahimi 2011; Huang et al. 2013; Bagci et al. 2014; Salahi et al. (2015) ; Sedghi-Asl et al. 2014; Li et al. 2017) . A relatively small amount of experimental data is available for finer unconsolidated sandy porous media. Moreover, most studies only provided porosity and the median (d 50 ) or mean grain size to describe the porous media. Relationships to predict Forchheimer coefficients a and b are based on these two parameters (e.g., Ergun 1952; Macdonald et al. 1979; Kovács 1981; Kadlec and Knight 1996; Sidiropoulou et al. 2007 ). However, numerical simulations, as well as experimental studies, showed that the geometry of the pore structure have a large influence on flow behavior (e.g., Hill and Koch 2002; Li and Ma 2011; Allen et al. 2013; Koekemoer and Luckos 2015) . Here, we investigated the effect of nonlinear flow behavior empirically for granular porous media (filter sand) with various grain size distributions for a given reference median grain size (d 50 ) and compaction grade.
Background

Criteria for Nonlinear Flow in Porous Media
Experimental and numerical studies have investigated the upper limits of the Darcy regime for fluid flow in porous media. Many attempts have been done to define a criterion to describe the upper limit of the Darcy regime. Formerly, it was believed that nonlinear flow behavior in porous media was solely due to turbulent flow (inertial energy losses by highly chaotic and unsteady flow).
The Reynolds number is used to indicate whether fluid flow is laminar or turbulent. It is defined as (Bear 1972) :
where ρ is the fluid density (kg/m 3 ), d 50 is the median grain size of the porous medium as a proxy for the characteristic pore length (m), q is the specific discharge (m/s), and μ is the dynamic viscosity (kg/m s). Besides Reynolds number, which is solely based on the average particle size of the porous medium to define the properties of the medium, various other criterions have been proposed. For example, Ergun (1952) used a modified Reynolds number by including porosity, while Comiti et al. (2000) used a pore Reynolds number based on porosity, tortuosity and the dynamic specific surface area of the pore. Zhengwen and Grigg (2006) stated that determination of a representative pore diameter as characteristic length of the porous media is difficult, due to the complexity of pore structures. Moreover, flow through a complex pore structure significantly differs from flow in a conduit, and, hence, no sharp transition between laminar and turbulent flow can be observed in porous media. A wide range of critical particle Reynolds numbers is given in the literature for the onset of nonlinear laminar flow. For example, Bear (1972) , Hassanizadeh and Gray (1987) , Ma and Ruth (1993) and Comiti et al. (2000) suggested critical particle Reynolds numbers ranging between 1 and 15. Other studies, such as Scheidegger (1974) , obtained higher maximal critical particle Reynolds numbers up to a value of 75. Ma and Ruth (1993) and Lage (1998) introduced new criteria to evaluate the onset of nonlinear flow by means of a "Forchheimer number," based on the intrinsic permeability and the non-Darcy coefficient b in the Forchheimer equation. However, such criteria require experimentally or empirically determined values for the Forchheimer coefficients a and b, while criteria such as the particle Reynolds number require only the average grain size in order to estimate the onset of nonlinear flow in a given porous media.
Nonlinear Laminar Flow and Fully Turbulent Flow in Porous Media
Traditionally, it was believed that the onset of nonlinear flow was solely due to energy losses by the occurrence of turbulence (e.g., Ergun 1952; Ward 1964 ). However, flow visualization studies in porous media showed that turbulent flow occurs at much higher particle Reynold numbers than the critical particle Reynold numbers of 1-15 for the onset of nonlinear flow (e.g., Chauveteau and Thirriot 1967; Dybbs and Edwards 1984; Seguin et al. 1998) . Critical particle Reynolds number of 300-533 was determined for the onset of the turbulent flow regime using a uniform spheres packing with particle diameters ranging from 0.5 to 8 cm, respectively (Jolls and Hanratty 1966; Latifi et al. 1989; Rode et al. 1994; Seguin et al. 1998) , as well as for cylindrical or plate arrangements (Dybbs and Edwards 1984) . Hence, a nonlinear laminar flow regime should be considered before fully turbulent flow develops in porous medium. A smooth transition was observed from nonlinear laminar flow, to the onset of small vortices and eddies in some pore spaces, to eventually, development of fully turbulent flow in the porous medium (e.g., Dybbs and Edwards 1984; Seguin et al. 1998 ). In the literature, this nonlinearity in the laminar flow regime is ascribed to different microscale processes (e.g., Hassanizadeh and Gray 1987; Ma and Ruth 1993; Skjetne and Auriault 1999; Hill and Koch 2002; Nield 2002) . In general, it is assumed that the deviation from the linear Darcy's law at increased Reynolds numbers is due to the occurrence of microscopic inertial forces (e.g., Bear 1972; Macdonald et al. 1979; Venkataraman and Rao 1998) . Other studies, such as Panfilov et al. (2003) and Panfilov and Fourar (2006) , showed that the main mechanisms of energy dissipation that contribute to the nonlinear flow term are due to both recirculation of eddies in closed streamline regions, as well as streamline deformation in the main area of flow. Ma and Ruth (1993) showed that the onset of nonlinearity cannot be fully described by microscopic inertial terms using a simple tube model. Hassanizadeh and Gray (1987) stated that the onset of nonlinear flow behavior is due to the occurrence of interfacial drag forces at increased flow velocities and inertial forces become significantly important at particle Reynold numbers of about 100. The effect of the viscous boundary layer on drag was addressed by Whitaker (1996) . These studies showed that microscopic analysis should be used to fully understand macroscopic nonlinear laminar flow behavior in a given complex pore structure for a given Reynolds number. Overall, the geometry of the pore structure (such as tube-like or blob-like pore surfaces), as well as the total fluid-solid interface and its interface roughness, largely determine the flow resistance due to drag force terms in the Forchheimer coefficient b (e.g., Ma and Ruth 1993; Liu et al. 1995; Thauvin and Mohanty 1998; Panfilov and Fourar 2006; Chaudhary et al. 2013 ).
As described above, the macroscopic transition from laminar Darcy flow, to nonlinear laminar flow to eventually fully turbulent flow, is a gradual process (e.g., Seguin et al. 1998 ). Many experimental datasets on nonlinear flow behavior in granular porous media show that this gradual process can be accurately predicted by the Forchheimer equation (Eq. 2) for various ranges of particle Reynold numbers in the nonlinear laminar flow regime, as well as in the turbulent flow regime (e.g., Venkataraman and Rao 1998; Sidiropoulou et al. 2007; Moutsopoulos et al. 2009; Bagci et al. 2014; Sedghi-Asl et al. 2014; Salahi et al. 2015; Li et al. 2017) .
For example, Li et al. (2017) conducted flow experiments on sands at Reynolds numbers below 40 and, hence, investigated the onset of the nonlinear laminar regime. By contrast, Sedghi-Asl et al. (2014) investigated the Forchheimer coefficients of sands and gravel experimentally at Reynold numbers ranging from 31 to 720 (for a sand with d 50 of 5.5 mm) up to 2400-30,750 (for a gravel with d 50 of 56.8 mm). Moutsopoulos et al. (2009) evaluated coefficients a and b for different granular materials, ranging from sand, gravel, carbonate rocks up to cobbles (with d 50 ranging from 2.71 to 67.2 mm). In the experimental study of Salahi et al. (2015) , rounded and crushed angular grains (with d 50 ranging from 1.77 to 17.78 mm) were used. The maximum Reynolds numbers used in these studies are 437-2709 (Moutsopoulos et al. 2009 ) and 714-1882 (Salahi et al. 2015) .
It should be noted that the experiments for analyzing the onset of turbulence for flow in porous media (e.g., Seguin et al. 1998) are performed on spheres with one single diameter. However, natural granular materials have different grain size distributions, gradations and shape irregularities. The difference in pore structure and particle roughness could result in different Reynolds numbers for the onset of turbulent flow, and the critical Reynolds numbers for turbulence might significantly differ from 300 to 533. Andersen and Burcharth (1995) stated that for such materials the transition zones between the different flow regimes are blurred and difficult to define. This might explain that a reasonable singular fit with the Forchheimer equation (Eq. 2) is obtained for flow experiments on sand and gravel for a wide range of Reynold numbers (e.g., Moutsopoulos et al. 2009; Sedghi-Asl et al. 2014) . Similar conclusions can be obtained from numerical studies, such as Firdaouss et al. (1997) and Fourar et al. (2004) , which consider the Forchheimer equation (Eq. 2) valid over a wide range of Reynolds numbers.
Some studies have tried to characterize the nonlinear flow regime in terms of a weak inertial and strong inertial regime (fully turbulent flow regime) based on macroscale flow experiments in packed spheres of uniform size and determined different Forchheimer coefficients for both regimes (e.g., Fand et al. 1987; Bagci et al. 2014) . The extent of these regimes was estimated from the reduced pressure drop versus flow velocity. Bagci et al. (2014) defined a turbulent flow regime for critical particle Reynolds numbers >268, while Fand et al. (1987) obtained Re values >120.
Empirical Relations for Estimation of the Forchheimer Coefficients
In many cases, the hydraulic characteristics by means of the Forchheimer coefficients a and b for a given porous medium sample are not available. Empirical relations can be used to predict the Forchheimer coefficients by using the soil characteristics, such as the average grain size and porosity. Many studies have developed empirical relations for the coefficients a and b (see Eq. 2). An overview of these expressions is given in Table 1 . Schneebeli (1955) proposed expressions for coefficients a and b for porous media consisting of spheres. The average particle diameter (d) is used as characteristic pore length of the porous medium. Ward (1964) proposed similar expressions based on nonlinear flow experiments with 20 different porous media consisting of material ranging from glass beads to sand and gravel, having particle diameters of 0.27-16.1 mm.
Based on the Kozeny-Carman relationship for Darcy flow (Carman 1937) , Ergun (1952) derived an expression for the b coefficient. The assumption of Ergun's (1952) approach is that fluid flow in porous media is similar to flow in pipes, assuming full turbulent flow in the nonlinear flow regime (Ergun 1952; Lage 1998 ). However, as described above, nonlinear flow at intermediate Reynolds numbers is laminar. Nevertheless, Ergun's (1952) relations work quite well for nonlinear flows in various kind of porous media and are, to a great extent, the most analyzed and used relationships (e.g., Sidiropoulou et al. 2007; Li and Ma 2011; Allen et al. 2013; Bagci et al. 2014) . Many variations on the Ergun relations for different kind of porous media with a wide range of Ergun constants A and B are addressed in the literature (e.g., Macdonald et al. 1979; Fand et al. 1987; Comiti and Renaud 1989) . Kovács (1981) analyzed a dataset of 300 sediment samples for Re = 10−100 and proposed a value of 144 for constant A and 2.4 for constant B. Du Plessis (1994) investigated the increase in flow resistance due to local flow recirculation in the pore spaces in the nonlinear laminar 
Where g is the acceleration due to gravity (m/s 2 ), v is the kinematic viscosity (m 2 /s), d is the characteristic pore length by means of an average particle diameter (m), n is the porosity (−), and k(= μ/ρga) is the intrinsic permeability (m 2 ) flow regime. From these analytical results, it was concluded that in the laminar flow regime the Ergun constants were higher than derived by Ergun (1952) for turbulent flow in porous media. Both constants are functions of porosity, where constant A increases with increasing porosity, and constant B decreases with increasing porosity. For porous media with a porosity ranging between 0.33 and 0.36, constant A is approximately 200, while constant B is 1.97. Engelund (1953) derived a similar expression as Ergun (1952) for Forchheimer coefficient b and stated that the constant B varies from a value of 1.8 for uniform spherical particles, up to a value of 3.8 for highly irregular angular grains. Macdonald et al. (1979) and Kadlec and Knight (1996) suggested different forms of the Ergun relation by changing the porosity term (1 − n) 2 /n 3 and (1 − n)/n 3 for, respectively, coefficient a and coefficient b (see Table 1 ). Macdonald et al. (1979) used analyzed experimental datasets which included a wide variety of porous media (e.g., glass beads, steel spheres (blue metal), cylindrical fibers and granular material) with porosities ranging from 0.123 to 0.919. For Eq. 7b of Macdonald et al. (1979) , the constant 1.8 works well for smooth particles (see Table 1 ), while for rough particles a value of 4.0 is preferred for estimating the coefficient b. For intermediate surface roughness of the particles, the value should lie between these two values. Sidiropoulou et al. (2007) derived empirical relationships, which are based on linear regression analysis on both porosity and the average particle size for a large dataset from the literature. Geertsma (1974) derived an empirical relationship for estimating Forchheimer coefficient b based on intrinsic permeability, k, and porosity, examining an experimental dataset of consolidated and unconsolidated sandy porous media.
Many studies are using the median particle diameter (d 50 ) as the characteristic length for the pore space. However, Macdonald et al. (1979) suggested that the use of the surfacevolume mean diameter d Sm (also referred to as Sauter mean diameter) as a more appropriate characteristic length compared to the d 50 . It is defined as the diameter of a sphere that has the same volume/surface area ratio as the particle of interest. For a perfect spherical particle, the surface area moment mean diameter d Sm equals:
where V p /s p is the ratio between volume and surface area of the sphere. Note that for nonspherical particles, as well as an rougher particles this ratio decreases and, hence, the average characteristic pore length of the porous medium decreases (Allen et al. 2013; Li and Ma 2011; Macdonald et al. 1979) . In general, it is challenging to determine the exact surface area of natural porous materials.
Evaluation of the Empirical Relations on Experimental Datasets of Granular Material
Several studies have analyzed the theoretical and empirical relationships in Table 1 for Forchheimer coefficients a and b. Sedghi-Asl et al. (2014) predicted the experimentally derived coefficients a and b accurately using Sidiropoulou et al. (2007) for sands with d 50 ranging from 2.83 to 56.8 mm. A reasonable prediction for coefficient a was obtained using Ergun (1952) and Kovács (1981) . However, coefficient b was systematically overestimated using Kovács (1981) . Moutsopoulos et al. (2009) predicted the experimentally derived coefficients a and b accurately using Kovács (1981) for sands with a d 50 of 2.71-67.23 mm. The equation by Ward (1964) significantly underestimated the coefficients a and b. The equation by Kadlec and Knight (1996) significantly overestimated coefficient a, but a good fit was obtained for the coefficient b. Moreover, Moutsopoulos et al. (2009) also suggested the use of d 20 and d 30 as particle diameter for the equation by Ward (1964) , to provide good predictions for coefficients a and b. Sidiropoulou et al. (2007) investigated a large dataset collected from the literature. For coefficient a, the equation by Ward (1964) significantly underestimated the experimentally derived coefficient, while the equation by Kadlec and Knight (1996) resulted in significant overestimation of the coefficient. Only the equation by Ergun (1952) , resulted in a reasonable fit for coefficients a and b, where overall a underestimation was obtained for the experimentally derived coefficient. The equation by Ward (1964) resulted in significant underestimation of the values. Due to the relative poor fits, Sidiropoulou et al. (2007) suggested to use an alternative equation for accurate estimation of the Forchheimer coefficients (see Table 1 ). Salahi et al. (2015) also suggest the use of the equation proposed by Sidiropoulou et al. (2007) to obtain the best estimates for Forchheimer coefficients a and b for their dataset.
The purpose of the current study is to compare the expressions in Table 1 with our experimental dataset on filter sands and the experimental datasets in the literature.
Friction Factor and Reynolds Number
In the literature, many forms of the Darcy-Weisbach equation, which was initially derived for analyzing flow resistance in a conduit, are suggested for flow in porous media (e.g., Ergun 1952; Stephenson 1979; Herrera and Felton 1991) . The method of Stephenson (1979) is widely used (e.g., Sedghi-Asl and Rahimi 2011; Salahi et al. 2015) :
The relation between Reynolds number Re s and the friction factor f is usually given by:
where a s and b s are dimensionless variables. Herrera and Felton (1991) used the mean grain size and standard deviation of the grains size distribution of a given sand type (d m − σ ) as characteristic pore length in Darcy-Weisbach and Reynolds number equations (Eqs. 12, 13). They stated that for well-graded material with large standard deviations, finer particles fill the pores between coarser particles and the contact surface of particles with water increases. For such conditions, the flow resistance increases resulting in decreased flow velocity and Reynolds number. We have tested both the method of Stephenson (1979) with Re S and Herrera and Felton (1991) with Re H .
Methods
Experimental Setup
In order to measure one-dimensional flow in various sandy porous media, we used the experimental setup as shown in Fig. 1 . It consists of the following main components; (1) the inlet, (2) the column with sandy porous medium, (3) the outlet and (4) the circulation tank of 1 m 3 with a pump. A Plexiglas sample column (2) with a length of 0.507 m, a wall thickness of 0.5 cm and an inner diameter of 9.8 cm contained the sandy porous media. The investigated sandy porous media have median grain sizes (d 50 ) of 0.39-2.11 mm that are a factor 0.0040 and 0.0215 smaller than the diameter of the column, while for gravel (d 50 of 6.34 mm) the factor was 0.065 smaller. Fand and Thinakaran (1990) . The water pressure in the column was measured at a distance of 0.13, 0.26 and 0.38 m from the inlet. The pressure at the inlet compartment (1) was also measured, while at the outlet compartment (3) the hydraulic head was fixed at 0.505 m. For all experiments, a linear hydraulic head gradient was obtained by interpolation of the measured water heads at the pressure monitoring points (5). The water pressure was measured with a BD Sensors pressure transmitter combined with a BD Sensors PA 430 display (5). The volumetric flow rate Q (m 3 /h) was measured using a Metrima SVM F2 Energy Meter (6), which was placed between the pump (4) and the inlet compartment (1).
For each experiment on a single sand sample, the flow rate was determined for various hydraulic gradients, i(= (h 1 − h 2 )/L), by using different injection pressures. The pressures ranged from 0.1 to 3.2 bar (15 different injection pressures) for the finest granular material (S.1) and ranged from 0.1 to 1.2 bar (12 different injection pressures) for the coarsest granular material (S.11). At a given hydraulic gradient, the flow rate was determined for at least more than 29 times to ensure achievement of steady state flow conditions (defined as <3% variation in flow) in the porous medium. The temperature was measured in the outlet section of the experimental setup. To ensure constant water density and viscosity, the temperature in the circulation tank was kept constant at 20 • C (±0.3 • C).
We have used the particle Reynolds number (Eq. 3) to determine the upper limit of the Darcy regime. For analysis, a deviation from Darcy's law is considered by observing a relative difference of 5% between the actual specific discharge described by the Forchheimer equation (Eq. 2) and the specific discharge described by Darcy's law (Eq. 1). The critical Reynolds numbers (Re cr ) are obtained for all investigated sandy porous media. 
Description of the Investigated Sandy Porous Media
In this study, two sets of sandy porous media were investigated: -At first, 11 uniformly graded filter sands (delivered by FILCOM company at Papendrecht, the Netherlands) with various median grain sizes (d 50 ) were used as reference porous media to obtain the Forchheimer coefficients a and bexperimentally (Samples 1-11). These filter sands are used as gravel pack around well screens to increase well efficiency, and also for packed sand beds for drinking water or wastewater treatment. -Subsequently, these filter sands were mixed to obtain 9 different packed sandy porous media with wider grain size distributions at a given median grain size (d 50 ) that equals one of the reference filter sands (Samples 3-8). Hence, we were able to test the effect of various grain size distributions for a given median grain size (d 50 ) on nonlinear flow behavior experimentally (Samples 3.1, 4.1, 5.1 6.1-4, 7.1 and 8.1).
The porosity of each packed sample was determined by weighing the dry mass granular sand or gravel in the column. The solid-phase density of the sand and gravel equals 2.66 kg/m 3 (data by FILCOM). The granulometric sieve data for the 11 reference sands were used to analyze the grain size distributions. The median grain size (d 50 ), and the grain sizes d 10 , d 30 and d 60 are listed in Table 2 . The arithmetic method of moments was used to determine the mean particle diameter (d m ) and the standard deviation (σ ) from the normal grain size distribution of the filter sands (Blott and Pye 2001) , yielding 
where N is the number of used sieves for the grain size analysis, f is the passing frequency in percent on the corresponding ith sieve, and d i (mm) is the average grain size diameter of the ith sieve class interval. For the composite sands, specific portions of the reference sands were mixed. From the reference sand fractions, a new grain size distribution was determined and the d m and σ were calculated based on a number of equal step intervals (N ) subdividing this grain size distribution. For non-uniformly graded granular material, Herrera and Felton (1991) used the standard deviation of particle sizes and substituted the characteristic pore length d by d m − σ . Moreover, the coefficient of uniformity C u (−) and the coefficient of curvature C c (−) of the grain size distribution are calculated, using
and
In line with the study of Moutsopoulos et al. (2009) Herrera and Felton (1991) was used by considering d m − σ as the characteristic pore length.
Reference Sands
The filter sands used in this study are classified as medium sand (S.1-2), coarse sand (S.3-6), very coarse sand (S.7-10) and fine gravel (S.11) (Blott and Pye 2001) . The reference filter sands are uniformly graded with a C u < 1.48, C c ranging from 0.98 to 1.05, and small arithmetic standard deviations (σ <0.938 mm) for all 11 samples (Table 2 ). All filter sands have a normal grain size distribution, resulting in approximately equal median grain sizes Table 3 and Fig. 9 show that the d 50 of the composite sands is equal to its corresponding reference sand. The composite sands (S.3.1-8.1) are slightly more well graded resulting in increased C u values by a factor of 1.19 up to 1.47, while C c values are more or less equal to the reference sands. The wider grains size distribution is also reflected by the increased standard deviation values. All composite sand samples have a normal grain size distribution, except for Sample 6.4. For that case, a bimodal grain size distribution was obtained, with peaks at 0.75 and 1.38 mm. Hence, a reduced C c value of 0.84 and an increased C u value of 2.32 are obtained. The use of slightly more well-graded sands results in approximately equal porosities for both the reference and composite sands (with a relative errors ranging between 0.6 and 4.8%). Much wider grains size distributions are required to obtain significant reduction of porosity at a given median grain size (d 50 ). Only for the gap-graded composite sand S.6.4 with a clear bimodal grain size distribution, and for the more well-graded sand S.6.1 slightly lower porosity values of, respectively, 0.330 and 0.332 were obtained with respect to the reference sand S.6 (n = 0.345).
Composite Sands
Preparation Technique for the Sandy Porous Media
A consistent and reproducible packing method for the column samples was used to obtain homogenously packed porous media. Different compaction preparation techniques were tested, to obtain the highest grain density and, hence, optimal compaction grades for each sample column. We followed the method by Rietdijk et al. (2010) by using a constant pluviation rate of the sand, as well a continuous manual compression of the deposited sand in a fully saturated column. This resulted in the lowest porosity values for the packed porous media samples, ranging from 0.33 for uniformly graded medium sand (Sample 1) to 0.36 for uniformly graded gravel (Sample 11) ( Table 2 ). Other packing methods resulted in significantly higher porosities (up to 0.38-0.40) of the porous medium. The lower compaction grades resulted in non-rigid pore structures at increased fluid pore pressures in the column during the flow experiment tests.
Repeatedly testing of the Rietdijk et al. (2010) method as sample preparation technique for a given filter sand showed that a reproducible compaction grade, and hence porosity (relative errors ranging between 0.02 and 1.1%) was obtained. For flow behavior, the maximal relative error for coefficient a was 2.0% and for coefficient b 3.1%. The reproducibility was tested for the reference filter sands S.2, S.3 and S.5. Therefore, we have used the Rietdijk et al. (2010) method for each sample to obtain an equal compaction grade and porosity over the entire column length and to ensure a stable pore structure of the sandy porous medium during the flow behavior experiments at increased injection pressures (up to 3 bar).
After the saturated sample preparation of the sample column inside a container filled with water, the inlet and outlet compartments were mounted under water to ensure no air inclusion occurred during the whole procedure. The water head at the inlet and outlet side provided fully saturated conditions during the installation into the experimental setup with the measuring equipment.
Validity Analysis of the Empirical Relationships for Predicting Forchheimer Coefficients
The experimental dataset from this study was used to analyze the validity of the empirical relationships listed in Table 1 . In order to compare the experimentally derived coefficients a and b, with the empirically predicted coefficients by Eqs. 4-10, the following methods are used; (1) the normalized objective function (NOF) criterion and (2) The NOF is defined as the ratio between the root mean square error (RMSE) to the overall mean value X of the experimental data.
where:
Here x i are the experimental values for either the a coefficients or the b coefficients of the Forchheimer equation (Eq. 2) and y i the corresponding values computed by the empirical relationship (Eqs. 4-10) for which the NOF analysis is done. A NOF value lower than 1.0 implies a reasonable prediction of the coefficients a and b by the empirical relationships, where values close to 0.0 implies a perfect fit.
Linear regression is applied on scatter plots with the experimentally derived Forchheimer coefficient on the horizontal axis and the empirically predicted coefficient by the relationship (Eqs. 4-10) on the vertical axis. For a good prediction, the slope of the regression line equals 1.0. Values that are lower than 1.0, imply underestimation of the Forchheimer coefficients by the empirical relationship, while values higher than 1.0 imply overestimation. Moreover, the R 2 -coefficient should be close to a value of 1.0 to ensure reduced scattering of the data points along the regression line.
Results
In this section, first, the reference experimental dataset on nonlinear flow behavior in the 11 samples of filter sands is presented. Subsequently, the nonlinear flow behavior in the composite sands is presented and compared to the reference dataset. Moreover, a comparison between the whole dataset of this study and the experimental data of existing literature is given. Finally, the empirical relationships for estimating the Forchheimer coefficients a and b in Table 1 (Eqs. 4-10) are verified using our experimental dataset.
Nonlinear Flow Behavior in the Reference Sands
Using the Forchheimer relation for nonlinear flow (Eq. 2) between the hydraulic gradient i and the specific discharge q, the Forchheimer coefficients a and b are determined. Figure 2 shows the Forchheimer fits on the experimental data for all 11 reference sands. For all investigated samples, the nonlinear flow behavior could be accurately described using the Forchheimer relation, resulting in R 2 -coefficients >0.99 (see Table 4 ). The linear Darcy flow i = aq is also plotted (dashed line) to show the nonlinear deviation from Darcy's law at increased flow velocities. Table 4 shows that only Samples 1-4 have a critical Reynolds number Re cr for the onset of nonlinear flow within the measured range Re min − Re max . The rest of the samples have only data in the nonlinear flow regime.
The critical Reynolds numbers in this study vary between 2.21 and 4.13 (see Table 4 ), which fall in the limits of 1-15 reported in the literature (e.g., Bear 1972; Hassanizadeh and Gray 1987; Comiti et al. 2000) .
For the reference sands S.1 and 2, multiple data points were in the Darcy regime and, hence, the coefficient a can be determined directly using a linear interpolation (i = a Darcy q). For Sample 1, coefficient a Darcy is 1962.5 with R 2 > 0.99 (5 data points), while for Sample 2, a Darcy is 1453.5 with R 2 = 0.99 (4 data points). The a Darcy coefficients are in agreement with the a coefficients determined by the Forchheimer fit over the whole dataset (see Table 4 ), resulting in small relative errors of 2.1 and 1.9%, respectively. This is in agreement with the results of Venkataraman and Rao (1998) , who also observed similar coefficients for Forchheimer a and a Darcy . However, other studies showed that the Forchheimer coefficient a in the nonlinear flow regime can significantly differ from the resistance coefficient a Darcy in the Darcy regime (see Bagci et al. 2014) .
Note that the coefficient a for S.2 is significantly lower than for S.1, while the grain size distribution and porosity of both filter sands are more or less identical. The decreased flow resistance for S.2 might be due to a significant difference in the geometry of the pore structure. However, such differences in geometry should be due to large contrast in particle roughness or grain shape, which is unlikely in our case with subangular-subrounded grains of the filter sands.
Nonlinear Flow Behavior in the Composite Sands
Similar to the reference sands, the nonlinear flow behavior for the composite sands could be described accurately by the Forchheimer equation (Eq. 2). The R 2 -coefficients are larger than 0.99 for all plots (see Table 5 ). Figure 10 shows that for the slightly more well-graded Table 3 ; Figs. 3, 10) . This means that the a coefficients were increased by factors up to 1.68, while the b coefficients were increased by factors up to 1.44 with respect to the reference sands. Four sands with different grain size distributions and similar d 50 compared to its associated reference sand S.6 were investigated (see Fig. 3b ). Composite sand S6.3 shows a relative increase in coarser material (i.e., tailing in the grain size distribution) with respect to the reference sand S.6, while the finer material is equal. This resulted in approximately similar a and b coefficients for both S.6 and S.6.3. For the other composite sands S.6.2, 6.1 and 6.4, the d 10 was decreased by a factor 0.86, 0.76 and 0.66, respectively. This resulted in an increase by a factor 1.33, 1.47 and 1.68 for coefficient a with respect to reference Sample 6. For coefficient b, an increase by a factor 1.18, 1.27 and 1.44 was obtained. The bimodal grain size distribution of composite sand S.6.4 has a peak in the grain size distribution at 1.38 mm. However, the relative increase in coarser material with respect to reference sand S.6 does not seem to influence the increase in flow resistance caused by the finer material.
Comparison with the Literature
In Fig. 4 , the experimentally determined coefficients a and b are plotted against particle size d 50 for reference sands S.1-11, where a power function is fitted to the results. The Forchheimer coefficients increase with decreasing grain size of the porous media. The coefficients a and b for the composite sands are also plotted, but were not taken into account for fitting of the Sidiropoulou et al. (2007) for sands with median grain sizes d 50 ranging from 0.7 and 2.58 mm are selected and plotted in Fig. 4 . For the samples with similar grain sizes in their dataset, the sample with the lowest porosity is used. Unfortunately, the porosity is not given for 8 of the samples, while for the other samples the porosity was significantly larger than in our experiments (with values of 0.381-392). This could explain the slightly lower values for the Forchheimer coefficients compared to our data, where the porosity values are significantly lower.
A large dataset on the intrinsic permeability k (m 2 ) of sands is available in the literature, while in most cases the nonlinear term b of the Forchheimer is unknown. Hence, we have plotted the Forchheimer coefficient a, which is equal to μ/ρgk (e.g., Venkataraman and Rao 1998) , as a function of coefficient b for all samples (see Fig. 5 ) where a good correlation between both values is found. This function could be used to estimate the Forchheimer coefficient b from experimental values of the intrinsic permeability in the literature for similar subangular-subrounded uniformly graded sand types.
Our dataset is compared to the recent studies of Sidiropoulou et al. (2007) , Moutsopoulos et al. (2009 ), Bagci et al. (2014 , Sedghi-Asl et al. (2014) , Salahi et al. (2015) and Li et al. (2017) . The Moutsopoulos et al. (2009 ), Salahi et al. (2015 and Li et al. (2017) datasets on coarser granular material correspond well to the fit on our dataset of finer sands (see Fig. 5 ). The flow experiments in these studies are conducted at particle Reynold numbers in the same range as in our study (up to Re = 560.97 for Moutsopoulos et al. (2009) , up to Re = 1882 for Salahi et al. (2015) and up to Re = 40 for Li et al. (2017) . The same applies to Bagci et al. (2014) , where nonlinear flow in packed porous media of mono-size steel balls is investigated. From the Sidiropoulou et al. (2007) dataset, the data for granular sands, gravel and round river gravel by Ahmed and Sunada (1969) (data by Ahmed); Ranganadha Rao and Suresh (1970) , Ahmed and Sunada (1969) (data by Ahmed), Ranganadha Rao and Suresh (1970) , Tyagi and Todd (1970) and Arbhabhirama and Dinoy (1973) . 2) Data from Sidiropoulou et al. (2007) by Ahmed and Sunada (1969) , Venkataraman and Rao (1998) and Bordier and Zimmer (2000) Tyagi and Todd (1970) and Arbhabhirama and Dinoy (1973) correspond well. Sedghi-Asl et al. (2014) and the rest of the dataset of Sidiropoulou et al. (2007) (Ahmed and Sunada 1969; Venkataraman and Rao 1998; Bordier and Zimmer 2000) , which mainly consists of glass spheres and crystalline rock, underestimate b for a given a, compared to our dataset. Similar to the current study, the effect of the grain size distribution on nonlinear flow behavior was shown by Moutsopoulos et al. (2009) 
Analysis of the Relationships for Predicting Forchheimer Coefficients
The NOF criterion and the linear regression method (mentioned in Sect. 3.4) are used to evaluate the reliability of the empirical relationships provided in Table 1 . The entire dataset of both reference and composite sands is used for the analysis. Considering the median grain size (d 50 ), the relationships of Ergun (1952) , Macdonald et al. (1979) and Kovács (1981) seem to provide the most accurate estimation for coefficient a with regression slopes of 1.48, 0.64 and 0.62, respectively (Table 6 ). For coefficient b, Macdonald et al. (1979) and Kovács (1981) obtained the best fits, resulting in a regression slope of 1.20 and 0.84, respectively (see Table 7 ). The accuracy of Macdonald et al. (1979) and Kovács (1981) is also confirmed by the NOF analysis (see Tables 6, 7) . Overall, the relationship of Macdonald et al. (1979) overestimates the flow resistance, while Ergun (1952) and Kovács (1981) underestimate the flow resistance, using the median grain size (d 50 ). The relationship by Sidiropoulou et al. (2007) seems to be reliable for the estimation of the coefficient b using d 50 , while a poor fit was obtained for coefficient a. In order to investigate the empirical relation of Geertsma (1974) , the intrinsic permeability was calculated from the determined a coefficient from our experimental dataset. A poor estimation of the coefficient b was obtained.
Generally, the use of the characteristic pore length d m − σ in the empirical relationships (Eqs. 4a-9a) results in the best estimates for coefficient a, except for Macdonald et al. (1979) and Kadlec and Knight (1996) . Macdonald et al. (1979) also results in poor estimated for coefficient b. For both Ergun (1952) and Kovács (1981) , the best estimations for both coefficient a and coefficient b are obtained. Also, the use of d 10 results in reasonable regression slope values. However, for the estimation of coefficient a while using d 10 , the data are more scattered around the regression line, resulting in a R 2 -coefficient of 0.89, while 0.94 is obtained for d m − σ .
Derivation of Ergun Constants Based on the Experimental Dataset
The Ergun constants A and B are determined for our dataset following the linear regression procedure (mentioned in Sect. 3.4). This is done for the median grain size (d 50 ), as well as for d 10 , d 30 and d m−σ . Using the median grain size (d 50 ), or d 30 , the Ergun constants based on our experimental dataset are higher than the values provided by Ergun (1952) and Kovács (1981) (Table 8) .
In the literature, a wide range of different values of the Ergun constants can be found. According to Du Plessis (1994) analytical study on flow behavior in the nonlinear laminar flow regime, higher constants A and B in the range of 200 and 1.97 should be used. The Ergun constant B of 2.88 (d 50 ) and 2.53 (d 30 ) is in agreement with the value provided by Engelund (1953) , who stated that a value of approximately 2.8 should be used for uniform and rounded sand grains. The range of typical suitable experimental Ergun constants for sands and gravel in the literature is large. The dataset of sand and gravel in Macdonald et al. (1979) provides an average Ergun constant A of 254.4 (range of 142-488) and an average Ergun constant of 2.024 (ranging from 2.52 to 1.01). Analysis of the Li et al. (2017) dataset results in an average Ergun constant A of 349.6 and an average Ergun constant B of 1.786. From the Sidiropoulou et al. (2007) dataset, the data for granular sands, gravel and round river gravel by Arbhabhirama and Dinoy (1973) , as well as Ranganadha Rao and Suresh (1970) , are used, resulting in an average Ergun constant A of 257.6 and an average Ergun constant B of 2.89. For the dataset of Moutsopoulos et al. (2009) Table 8 ) as compared to fitting analysis using d 50 . The fits using d 10 are less accurate.
an average Ergun constant
Ergun Constants and the Effect of Finer Material
In order to investigate the effect of the different grain size distributions of the composite sands with respect to the reference sands, linear regression analysis is applied to the reference sands S.3-8 and the corresponding sand mixtures (see Fig. 7 ; Table 9 ). The Ergun constants derived from the entire dataset of this study were used (see Table 8 
Friction Factor
The friction factor calculated with Eq. (12) is plotted versus the Reynolds number Re s in Fig. 8 . We used regression analysis on our full dataset to obtain the following relationship:
At Reynolds numbers Re s higher than 9000, f < 19.5. This means that in this case Forchheimer equation reduces to bq 2 and flow can be considered fully turbulent (Andersen and Burcharth 1995; Venkataraman and Rao 1998; Salahi et al. 2015) . Our results are in agree- Figure 7 ment with Salahi et al. (2015) , who obtained f = 967 Re s + 9.45 with a R 2 of 0.98 for their experimental dataset on coarse granular material.
We have also followed the method of Herrera and Felton (1991) Herrera and Felton (1991) proposed their form of the Darcy-Weisbach equation for wellgraded coarse material. However, the composite sands in our dataset are only slightly more well-graded compared to our reference dataset (C u < 1.8). Hence, no large difference between the method of Stephenson (1979) and Herrera and Felton (1991) is found for our dataset. 
Discussion
In this study, nonlinear flow behavior experiments on the composite and the reference sands (S.1-9) were conducted at minimum particle Reynold numbers ranging between 0.26 and 16.33 (Tables 4, 5 ). Hence, it is likely that the majority of the flow dataset at lower Reynold numbers is determined at the onset of the nonlinear laminar flow regime. Experimental studies on flow behavior in packed uniform spheres determined critical Reynolds numbers (Re > 300) for fully turbulent flow (e.g., Dybbs and Edwards 1984; Seguin et al. 1998 ). According to Andersen and Burcharth (1995) , it is challenging to define the transition from nonlinear laminar flow to fully turbulent flow for granular, irregular shaped, porous media. Consequently, it is difficult to identify to what extent the fully turbulent flow is developed at increased particle Reynolds numbers in the coarser material. Overall, the grain sizes of the investigated sands in this study are significantly lower than for the sands and gravel in the literature, and therefore, the observed flow resistance by means of Forchheimer coefficients a and b is significantly higher (see Fig. 5b ).
To date, complete understanding of the macroscopic nonlinear flow behavior at specific Reynold numbers for different complex pore structures is hampered due to insufficient knowledge about the link between the macroscopic flow characteristics and complex microscopic pore structures. Many attempts have been made to link Forchheimer coefficients a and b, to different pore scale parameters. For example, some studies have linked the effect of the tortuosity (ratio between effective hydraulic stream line length and straight-line length between two points to characterize fluid pathways) to the Forchheimer coefficient b (e.g., Liu et al. 1995; Thauvin and Mohanty 1998) . Overall, increased tortuosity of a porous medium results in increased flow resistance and, therefore, larger b coefficients. However, it is difficult to obtain the tortuosity for complex pore structures of granular porous media. Moreover, as described in Sect. 2.2, drag forces that determine the nonlinear laminar flow in porous media are controlled by the fluid-solid interfaces of the pore structures and pore geometry (e.g., Hassanizadeh and Gray 1987; Comiti et al. 2000; Panfilov and Fourar 2006) . Hence, it seems reasonable to characterize the porous media by means of the surface area and its roughness. For example, the capillary representation model of Comiti et al. (2000) used a dynamic surface area of the porous media, as well as the tortuosity, while assuming a cylindrical characterization of the pores.
The results in Sect. 4.2 show that an increased fraction of finer material at fixed values of d 50 and porosity results in an increased flow resistance. Under this condition, the use of the characteristic pore length by means of the grain size diameter d 30 in the modified Ergun relationships works well for accurate prediction of the Forchheimer coefficients a and b to account for finer material.
As mentioned earlier, Macdonald et al. (1979) suggest the use of the Sauter mean (Eq. 11) as a measure of the characteristic pore length in the relationships (Eqs. 6, 7) . This definition of the characteristic pore length emphasizes the importance of specific surface area in complex pore structures. Hence, it seems sensible that the nonlinearity in flow resistance due to interfacial drag forces acting on the fluid-solid interface should be upscaled to a macroscopic parameter that characterizes pore surface area. For grain size distributions considering perfect spherical grains, the d 32 can be used. However, for more angular materials with lower sphericity values, the ratio between volume and surface area is lowered and smaller characteristic pore lengths should be considered. In our study, the d 30 of uniformly graded sand approximately equals the Sauter mean, considering rounded sand grains. Herrera and Felton (1991) suggested to use the standard deviation of particle sizes and substituted the characteristic pore length d by d m − σ . For more well-graded sand types, with larger standard deviations, finer particles fill the pores between coarser particles and the contact surface of particles with water increases. Tables 2 and 3 show that the characteristic pore length of d m − σ is smaller than d 30 and, hence, accounts more for the finer particles in the packed-column sample.
Nonetheless, it should be noted that fitting of nonlinear flow data with the Forchheimer relation (Eq. 2) over a wide range of Reynold numbers describes the gradual macroscopic transition from laminar Darcy flow to nonlinear laminar flow, and, eventually, to fully turbulent flow. Hence, linking between the different macroscopic flow characteristics at a wide range of Reynold numbers and the complex microscopic pore structures by means of , e.g., characteristic pore length, tortuosity, compaction grade, sphericity is complicated.
Conclusions
The current study provides new experimental data on nonlinear water flow behavior in various uniformly graded granular material for 20 samples, ranging from medium sands (d 50 > 0.39 mm) to gravel (6.34 mm). The effect of the grain size distribution on the macroscopic flow resistance parameters is analyzed using the Forchheimer coefficients. As the reference dataset, we have used 11 uniformly graded filter sands. In addition, the mixtures of the filter sands are used to obtain composite sands with different grain size distributions. This provided samples with increased C u values by a factor of 1.19 up to 2.32 at equal median grain size d 50 and porosity relative to the associated reference sands. The main conclusions from this study are:
• Our dataset has shown that the d 50 value is not enough to predict flow resistance accurately. Wider grain size distributions, indicated by an increase in d 10 and d 30 for the composite sands, result in an increased flow resistance with respect to the reference sands at equal median grain size (d 50 ) The a coefficients increased by factors up to 1.68 and the b coefficients increased by factors up to 1.44 with respect to the reference sands.
• The modified Ergun equation could provide accurate estimates of coefficients a and b.
The use of Ergun constants A=183.8 and B = 2.53 and the use of d 30 as characteristic pore length are suggested to provide good fits. While using the method of Herrera and Felton (1991) with a characteristic pore length of d m − σ , Ergun constants A = 139.1 and B = 2.2 are suggested.
• The derived Ergun constants of the current study are in agreement with the Ergun constants derived from other experimental datasets.
• We found a clear correlation between the experimentally derived Forchheimer coefficients a and b for our dataset of subangular-subrounded, uniformly graded filter sands at an optimal compaction grade.
Appendix 2
See Fig. 10 . 
