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This paper investigates techniques to identify the topics being discussed in one week of 
tweets from the Australian Twittersphere. Tweets were extracted from a comprehensive 
dataset which captures all tweets by 2.8m Australian: the Tracking Infrastructure for 
Social Media Analysis (TrISMA) (Bruns, Burgess & Banks et al., 2016). Bruns & Moe 
(2014) suggest that most Twitter research to date has focussed on “the macro layer of 
Twitter communication” (p. 23-24), partly because it is methodologically difficult to move 
beyond this. The TrISMA dataset enables the selection of a dataset based on a date 
range, rather than being limited to keywords or hashtags. As a result, the extracted one-
week dataset of 5.5 million tweets is not focussed on a particular topic, and contains 
tweets from all three layers of Twitter communication defined by Bruns & Moe (2014), 
not just predominately from the macro level of hashtag conversations. This study seeks 
to identify the themes present in this dataset using Latent Dirichlet Allocation (LDA) 
(Blei, Ng, and Jordan, 2003).  
The results of the topic analysis are triangulated with the themes found by the different 
types of analysis as part of a wider methodological study determining other metrics for 
the same week. The ability to identify the themes present in a dataset has many 
applications, including identifying changes in themes over time, extracting subsets of 
the corpus for further study, and understanding the diversity of themes present. 
 




This paper investigates techniques to identify the topics being discussed in one week of 
tweets from the Australian Twittersphere. Tweets posted in the week from Sunday 2 
August to Saturday 8 August 2015 were extracted from a comprehensive dataset which 
captures all tweets by 2.8m Australian users on a continuing basis; The Tracking 
Infrastructure for Social Media Analysis (TrISMA) infrastructure (Bruns, Burgess & 
Banks et al., 2016). This resulted in a dataset of 5.5 million tweets. The selected week 
was chosen as part of a wider study looking at other metrics for the same week, 
including periodic patterns in tweets per day and a detailed @mention/retweet network 
for one day during the week. Having these other studies for the same dataset enables 
comparison of the results obtained by the different methods.  
 
Bruns & Moe, 2014 suggest that most Twitter research has focussed on “the macro 
layer of Twitter communication: on the engagement with breaking news and other topics 
by participants in hashtag audiences” (p. 23-24), partly because it is methodologically 
difficult to move beyond this. The TrISMA dataset enables the selection of a dataset 
based on a date range, rather than being limited to keywords or hashtags. As a result, 
the dataset has not been focussed on a particular topic by the use of a keyword or 
hashtag, and contains tweets from all three layers of Twitter communication defined by 
Bruns & Moe (2014), not predominately the macro level of hashtag conversations. 
 
Latent Dirichlet Allocation (LDA) is an unsupervised machine learning approach that 
identifies topics present in a text (Blei, Ng, and Jordan, 2003). Each text is considered 
to be a bag-of-words, that is only the frequency of the words in the text is used, not the 
word order or meaning of the words. A LDA topic is expressed as a Bayesian probability 
distribution across all the words in the corpus, with the contribution of each word 
towards that topic. Blei et al. (2003) defined LDA as: 
 
Latent Dirichlet Allocation (LDA) is a generative probabilistic model of a corpus. 
The basic idea is that documents are represented as random mixtures over latent 
topics, where each topic is characterized by a distribution over words. (p. 996) 
 
If the model is successful, the most important words in each topic should appear 
coherent to a human reader, “but the top few words in a topic only give a small sense of 
the thousands of the words that constitute the whole probability distribution” (Schmidt, 
2012, p. 51). Each document in a corpus can be interpreted as having a mixture of 
topics which allows the identification of both the most significant documents for a topic 
and the prevalence of a topic in the corpus.  
 
One measure used for the accuracy of LDA models is perplexity (Blei et al., 2003; J. 
Chang et al., 2009) and although it can be useful for comparing models or parameter 
options, it may not be an accurate measure of the quality of the topics, “there is no 
technical reason to suppose that held-out accuracy corresponds to better organization 
or easier interpretation” (Blei, 2012, p. 83). An alternative approach by J. Chang et al. 
(2009) uses human evaluation tasks assessing ‘word intrusion’ and ‘topic intrusion’ into 
the LDA identified topics as a way of measuring their coherence for a human reader, 
and this is the approach I have chosen to apply. I manually checked the highest 
likelihood words in each topic to see if they formed a recognisable, coherent topic 
instead of appearing random, and then check the topics that the model assigns to 
unseen documents (held out from training) by inspecting the documents to see what 
topics appeared in each tweet. I also investigate applying discrepancy functions for LDA 
developed by Mimno and Blei (2011) that “measure how well its statistical assumptions 
about the topics are matched in the observed corpus and inferred topics” (Mimno & Blei, 
2011, p. 228).  
 
  
Blei and Lafferty (2009) warn us about the interpretation of topic models: 
The topics and topical decomposition found with LDA and other topic models are 
not “definitive”. Fitting a topic model to a collection will yield patterns within the 
corpus whether or not they are “naturally” there. (And starting the procedure from 
a different place will yield different patterns!) Rather, topic models are a useful 
exploratory tool. (p. 17). 
 
One of the most difficult decisions in LDA is the number of topics to select “choosing the 
number of topics is a persistent problem in topic modeling and other latent variable 
analysis” (Blei & Lafferty, 2009, p. 11). With too few topics, each topic will be broad and 
the most frequent words may not appear coherent, but conversely “as topics become 
more fine-grained in models with larger number of topics, they are less useful for 
humans” (J. Chang et al., 2009, p. 4).  
 
The results of the topic analysis will be compared to the topics found with using bigram 
analysis in the periodic pattern study and the discussion clusters identified in the 
network analysis of the Wednesday tweets. By triangulating the results found by the 
different types of analysis we can get a better understanding of how each approach 
informs our understanding of the dataset. 
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