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Дисертаційна робота присвячена вирішенню актуальної науково-
прикладної проблеми створення методології оцінювання ризиків (ОР) безпеки 
ресурсів інформаційних систем (РІС), яка забезпечить ефективну формалізацію та 
підтримку процесу оцінювання. 
У роботі проведено аналіз існуючих засобів, методів, методик аналізу та 
ОР інформаційної безпеки (ІБ) дозволив визначити низку базових характеристик 
ризиків, які представлені у вигляді кортежу для кожного аналізованого засобу. 
Встановлено, що, в основному, для ОР безпеки РІС використовується ймовірносні 
механізми. Як слідство, для роботи з такими засобами існує необхідність у 
залученні експертів відповідної предметної галузі. Також проведено дослідження 
існуючих відкритих баз даних уразливостей, за результатами якого визначені 
критерії, які можна використовувати для здійснення порівняльного аналізу таких 
баз та обрати найбільш доцільні для побудови різних засобів оцінювання стану ІБ, 
наприклад, систем ОР в режимі реального часу або ризик-калькуляторів. Крім 
того, визначено, що ні в одній з представлених баз даних не закладена бажана 
процедура ОР. 
Запропоновано механізм формування множини параметрів, який за 
рахунок запропонованої аналітико-синтетичної кортежної моделі (АСКМ), що 
встановлює взаємозв’язки між множинами характеристик ризиків, підмножинами 
їх ідентифікуючих та оціночних компонентів, відображених відносно визначених 
критеріїв аналітичним і синтетичним кортежами та відповідного методу, що 
реалізує процедури поділу вихідних характеристик і формування послідовності 
базових параметрів, на підставі визначення їх вагових коефіцієнтів, дозволяє 
реалізувати відповідні формувачі АСКМ та організовувати процес вибору 
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існуючих інструментальних засобів для побудови ефективних методів і системи 
оцінювання ризиків інформаційної безпеки.  
Розроблено функціонально повний базис методів модифікації порядку 
лінгвістичних змінних (ЛЗ), який, за рахунок використання відповідних 
аналітичних функцій інкрементування і декрементування числа термів та їх 
модифікацій повним n-кратним розширенням, а також базових аналітичних 
виразів верифікації модифікованих ЛЗ, дозволяє реалізовувати процедуру 
трансформування базових еталонів параметрів на трапецієподібних і трикутних 
нечітких числах (НЧ) без залучення експертів відповідної предметної галузі та 
розширити математичну базу теорії нечітких множин, що пов’язана з операціями 
над ЛЗ щодо перевірки властивостей рівномірності, нерівномірності, прогресії та 
регресії ЛЗ до і після їх відповідного функціонального перетворення.  
Розроблено метод перетворення інтервалів для систем аналізу та ОР ІБ, 
який, за рахунок реалізації процедур коригування параметрів, формування нових 
значень абсцис, визначення базового значення зсуву, поправки термів і 
нормування результуючих НЧ, дозволяє формалізувати процес формування 
еталонів величин без участі експертів відповідної предметної галузі. 
Удосконалено методи ОР безпеки РІС, які, за рахунок запропонованих 
процедур визначення множини параметрів ОР і оцінки їх поточних значень з 
можливістю інтеграції (як альтернатива оцінок експертів) значень CVSS (Common 
Vulnerability Scoring System) (версій 2.0 та 3.0) показників відповідних баз даних, 
формалізованого механізму формування множин параметрів та функціонально 
повного базису методів модифікації ЛЗ, дозволяють інтегрувати одночасну 
обробку чітких, нечітких і комбінованих величин, забезпечити адаптивність щодо 
різних умов оцінювання і еталонів параметрів, здійснювати якісно-кількісну 
обробку різних типів початкових величин з можливістю модифікації нечітких 
термів та реалізувати в режимі реального часу автоматичний процес ОР без 
залучення експертів відповідної предметної галузі.  
Розроблена методологія з поліморфними властивостями щодо ОР безпеки 
РІС, яка, за рахунок використання формалізованого механізму формування 
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множин параметрів, функціонально повного базису методів модифікації ЛЗ, 
методу перетворення інтервалів, методів ОР безпеки РІС, дозволяє формалізувати 
та забезпечити підтримку процесу створення інструментальних засобів (систем) з 
властивостями адаптивності, оперативності, функціональності та надійності при 
ОР безпеки РІС. 
Запропоновано комплекс структурних рішень обчислювальних систем ОР 
безпеки РІС, який, за рахунок використання поліморфних властивостей 
розробленої методології, структурно-функціональних компонентів адаптивної 
інтегрованої обчислювальної системи та системи ОР ІБ – «РИЗИК-
КАЛЬКУЛЯТОР», що реалізують запропоновані методи (ОР безпеки РІС, 
функціонально повний базис методів модифікації порядку ЛЗ), дозволяють 
забезпечити розроблювальним засобам визначену множину властивостей щодо 
адаптивності, функціональності, надійності та оперативності. 
Крім того, розроблено алгоритмічне та ПЗ, що дозволило верифікувати 
запропоновані методи, модель та методологію і підтвердити їх ефективність у 
контексті оцінювання ризиків безпеки РІС в режимі реального часу. Результати 
дисертації впроваджено у діяльність ТОВ «БІС «Дельта», а також 
використовуються у навчальному процесі кафедри безпеки інформаційних 
технологій Національного авіаційного університету, Державному науково-
дослідному інституті спеціального зв'язку та захисту інформації, кафедри 
інформаційної безпеки Інституту інформаційних та телекомунікаційних 
технологій Казахського національного дослідницького технічного університету 
ім. К.І. Сатпаєва та кафедри інформатики та автоматики Технічно-гуманістичної 
академії в Бєльсько-Бялій (Польща). 
Ключові слова: захист інформації, оцінювання ризиків, управління 
ризиками, ресурси інформаційних систем, система оцінювання ризиків, 
методологія синтезу систем оцінювання ризиків, метод оцінювання ризиків 





Kazmirchuk S. Methodology for assessing the security risks of information 
system resources – Qualifying scientific work as a manuscript. 
Thesis for a Doctor of Technical Science degree in specialty 05.13.21 
«Information security systems». – National Aviation University, Kyiv, 2018. 
Thesis is devoted to solving actual scientific and applied problem of development 
the methodology for assessing the security risks of information system resources (ISR) 
that will ensure effective formalization and support for evaluation process. 
Analysis of existing tools, methods and methodics of risk assessment (RA) for 
information security (IS) was carried out. That allowed to define risks basic 
characteristics set, which are represented as a tuple for each analyzed tool. It was 
established that basically predictive mechanisms are used for RA for ISR security. As a 
consequence, to work with such tools, experts in relevant subject area should be 
involved. Also, existing open vulnerability databases were studied, defined the criteria, 
that can be used for comparative analysis of such databases. Based on it can be 
developed different tools for IS conditions, for example, online RA systems or risk-
calculators. But in none of analyzed database has RA procedure. 
Mechanism for parameters sets forming was developed. It allows to realize 
appropriate analytical and synthetic tuple mode (ASTM) formers and organize the 
selection process of the existing tools for building effective methods and systems of IS 
RA based on proposed ASTM, that establish interconnections between risk 
characteristics sets, subsets of their identifying and estimating components and also 
forming method of analytical and synthetic tuples. 
Functionally complete basis of modifying methods for linguistic variables (LV) 
order was developed. It allows to implement the procedure of transforming the basic 
etalon parameters into trapezoidal and triangular fuzzy numbers (FN) without involving 
experts of the relevant subject area. Additionally it allows to extending the 
mathematical base of the fuzzy sets theory, in a part of operations over LV, regarding 
the properties of uniformity, nonuniformity, LV progression and regression on 
trapezoidal and triangular FN before and after their respective functional 
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transformation. This basis is based on developed corresponding analytic incrementing 
and decrementing functions for terms quantity and their modifications with a full n-fold 
extension, as well as basic analytical expressions for the modified LV verification. 
Method for converting intervals in IS risk analysis and assessment systems was 
developed. This method is based on such procedures: implementation of parameters 
adjusting, formation of new abscissa values, determination basic offset value, terms 
correction and normalization of resulting FN. It allows to formalize the forming process 
for ethalons values without the participation of experts from relevant subject area.  
Methods of RA for ISR security were improved. They use new developed 
procedures for determining RA parameters sets and estimating the current values of 
parameters with the possibility of integration (as an alternative to experts' assessments) 
of the CVSS (Common vulnerability scoring system) values (versions 2.0 and 3.0) in 
relevant databases. Also using proposed formalized mechanism for parameters sets 
formation and functionally full basis of modification methods for LV transformation of 
etalons parameters, improved methods allows to integrate the simultaneous processing 
of clear, fuzzy and combined values, to provide adaptability for different evaluation 
conditions and etalons parameters, and to carry out qualitative-quantitative processing 
of different types of initial values with the possibility to modify fuzzy terms and realize 
automatic online RA process without involving experts of the relevant subject area. 
Methodology with polymorphic properties of RA for ISR was developed, which, 
allows to formalize and provide support to the process of creating tools (systems) with 
the properties of adaptability, efficiency, functionality and reliability in RA for ISR 
security. Developed methodology is based on formalized mechanism for parameters sets 
formation, functionally complete basis of LN modifying methods, intervals 
transformation method and RA for ISR security methods.  
Structural solutions complex of RA computing systems for ISR security was 
proposed, which, allows to provide certain set of properties (adaptability, functionality, 
reliability and efficiency) in developed means. This complex use polymorphic 
properties of developed methodology, structural-functional components of the adaptive 
integrated computer system and IS RA system - "RISK-CALCULATOR". Mentioned 
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components implementing the proposed in this work methods (RA for ISR security, 
functionally complete basis of methods of LV order modification). 
In addition, algorithmic and software have been developed, which allowed 
verifying proposed methods, model and methodology and confirm their effectiveness in 
the context of RA for ISR security in real time. The results of the dissertation research 
were implement into in the activities of LLC «BIS» Delta», and also used in the 
educational process of the IT-Security Academic Department at National Aviation 
University, Institute of Special Communication and Information Security, the 
Department of Information Security of the Information and Telecommunication 
Technologies Institute at The Kazakh National Technical Research University after 
K.I.Satpaev and the Department of Computer Science and Automatics in University of 
Bielsko-Biala (Poland). 
Keywords: information security, risk assessment, risk management, information 
systems resources, risk assessment system, methodology for synthesizing risk 
assessment systems, information security risk assessment method, risk parameters. 
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ПЕРЕЛІК УМОВНИХ СКОРОЧЕНЬ 
АК  – аналітичний кортеж 
АОР – аналіз та оцінювання ризиків 
АС – автоматизована система 
АСКМ – аналітико-синтетична кортежна модель характеристик ризику 
БД – бази даних 
БДЗ – бази даних загроз 
БДЗБІ – банк даних загроз безпеки інформації 
БДЗ/У – бази даних загроз/уразливостей 
БДІР – бази даних інформаційних ресурсів 
БДПК – бази даних проектів користувачів 
БДО – бази даних оцінок ризику 
БДРІС – бази даних ресурсів інформаційних систем 
БДР – бази даних інформаційних ресурсів 
БДУ – бази даних уразливостей 
В – висока 
ВД – вихідні дані 
Д – доступність 
З/У – загроза/уразливість 
ЗІ – захист інформації 
ІАСОР – інтегрована адаптивна система оцінювання ризику 
ІБ – інформаційна безпека 
ІП – ідентифікуючі параметри 
ІР – інформаційні ресурси 
ІС – інформаційна система 
К – конфіденційність 
КЛ – кількісна 
КР – критична 
КСЗІ – комплексна система захисту інформації 
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ЛЗ – лінгвістична змінна 
МБК – модуль бінарної класифікації 
МБМ – метод на основі байєсовських мереж 
МГ – метрична група 
МГЗ – модуль генерації звітів 
МІБХ – модуль ініціалізації базових характеристик 
МІД – модуль ініціалізації вхідних даних 
МІІК – модуль ініціалізації ідентифікуючих компонент 
МЗП – модуль зважування оціночних параметрів 
МКПЗ – модуль класифікації поточних значень 
МКП – модуль корегування оціночних параметрів 
МЛР – модуль лінгвістичного розпізнавання 
МН – мінімальна 
МОК – модуль оцінки значень оціночних компонент 
МПВ – модуль процесу вибірки 
МПЕ – модуль перетворення еталонних значень 
МР – міра ризику 
МСР – модуль оцінювання значення ступеню ризику 
МФЕ – модель формування еталонних значень 
МФЕВ – модуль формування еталонних значень і їх візуалізації 
МФЕЗ – модуль формування еталонних значень 
МФКД – модуль формування ключових даних 
МФСП – модуль формування структурованого параметру 
МФСПР – модуль формування структурованого параметра ризику 
НСД – несанкціонований доступ 
НЧ – нечітке число 
ОР – оцінка ризиків 
ПВОД – підсистема вторинної обробки даних 
ПЗ – програмне забезпечення 
ПК – проекти користувачів 
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ПОД – підсистема обробки даних 
ППОД – підсистема первинної обробки даних 
ПСОПП – підсистема обробки первинних параметрів 
ПСФД – підсистема формування даних 
ПФВД – підсистема формування вхідних даних 
ПСФНД – підсистема формування нечітких даних 
РІС – ресурси інформаційної системи 
РОК – рівень оціночного компонента 
РР – рівень ризику 
С – середня 
СК – синтетичний кортеж 
СМІБ – система менеджменту інформаційної безпеки 
СР – ступінь ризику 
ТО – тематичний опитувальник 
ФН – функція належності 
Ц – цілісність 
ЯК – якісна  
CVSS – стандарт оцінки впливу уразливостей (Common Vulnerability Scoring 
System) 
DetM – детермінований метод 
Det-
АОР 
– детермінована система аналізу і оцінювання ризиків 
DoS – відмова в обслуговуванні (Denial of Service) 
NVD – Національна база даних уразливостей (National Vulnerability 
Database) 
FuzM – нечіткий метод 




Актуальність. Створення систем захисту інформації в основному 
регламентується відповідними національними та міжнародними нормативними 
документами. Так, наприклад, враховуючи вимоги Закону України «Про захист 
інформації в інформаційно-телекомунікаційних системах», для забезпечення 
безпеки ресурсів інформаційних систем (РІС) необхідно розробляти комплексну 
систему захисту інформації (КСЗІ). Базовим етапом її побудови є створення 
політики безпеки, методологія якої включає в себе:  
− розробку концепції інформаційної безпеки (ІБ) в інформаційній системі 
(ІС);  
− аналіз ризиків;  
− визначення вимог до заходів, методів і засобів захисту;  
− вибір основних рішень щодо забезпечення ІБ;  
− організацію виконання відновлювальних робіт та забезпечення 
безперервного функціонування ІС;  
− документальне оформлення політики безпеки.  
У свою чергу, для аналізу ризиків необхідно:  
− визначити базові складові ІС і скласти реєстр її ресурсів, які 
враховуються при аналізі;  
− ідентифікувати загрози об'єктів захисту;  
− оцінити ризики і розмір можливих збитків, пов'язаних з реалізацією 
загроз;  
− визначити варіанти та витрати на побудову КСЗІ. 
Міжнародний стандарт ISO/ІЕС 27001:2013 регламентує порядок створення 
системи менеджменту інформаційної безпеки (СМІБ). В основу такої системи 
покладена процедура управління ризиками ІБ, яка включає в себе процеси їх 
аналізу та оцінювання. Сьогодні існує широкий спектр засобів оцінювання 
ризиків (ОР), які представлені методичним, програмним та іншим забезпеченням. 
При їх виборі і розробці перед фахівцями виникає низка питань пов’язаних з 
вибором вхідних величини для ОР, закладеним в систему математичним 
20 
апаратом, середовищем оточення, в якому здійснюється оцінювання, часовими 
межами для реалізації ОР, можливістю адаптації системи до вимог користувача 
тощо. В зазначених засобах, як правило, закладено використання статистичних 
даних про інциденти, пов'язані з порушенням безпеки РІС. Але слід зауважити, 
що національна нормативно-правова база на державному рівні не сприяє 
підприємствам та установам забезпечувати ефективний процес збору таких даних. 
Це певним чином обмежує можливості використання відповідних існуючих 
засобів ОР. 
Відома низка методів, які дозволяють реалізовувати оцінювання та 
управління ризиками ІБ при нечітких умовах в слабоформалізованому середовищі 
оточення. Для реалізації такого процесу використовують системи, в яких ОР 
здійснюється на основі лінгвістичних змінних (ЛЗ), що базуються на еталонних 
параметричних нечітких числах (НЧ) із заданою кількістю термів. Формування 
еталонів є досить складною процедурою, яка реалізується із залученням експертів 
відповідної предметної галузі. При практичному використанні зазначених систем 
виникає необхідність в їх адаптуванні шляхом оперативного варіювання кількістю 
термів, наприклад, приведення ЛЗ та еталонів до одного порядку з метою 
ефективної реалізації процесу оцінювання за допомогою еквівалентних суджень 
експертів (користувачів). Також при налаштуванні таких систем існує потреба у 
створені еталонних величин або здійснення експорту-імпорту існуючих еталонів 
для різних систем ОР без залучення експертів відповідної предметної галузі, 
оскільки їх робота потребує не тільки багато часу але й значних фінансових 
витрат. Також на практиці, часто виникають ситуації, при яких необхідно 
реалізовувати оперативне ОР в режимі реального часу без залучення зазначених 
експертів, а доступні методи і засоби оцінювання не дають такої можливості. 
Враховуючи викладене, тема досліджень, яка присвячена розв’язанню важливої 
науково-прикладної проблеми розробки методології ОР безпеки РІС, є 
актуальною. 
Зазначена проблема обумовлюється існуванням об’єктивного протиріччя 
між існуючою потребою в ефективному ОР за максимально короткий час 
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(включаючи реальний) без залучення експертів відповідної предметної галузі, з 
одного боку, та високою інерційністю і затратною експертною підтримкою 
функціональних можливостей існуючих засобів, з іншого. 
Зважаючи на те, що на національному рівні комплексне дослідження щодо 
рішення означеної проблеми знаходиться на початковій стадії, то її вирішення 
пов’язується з розробкою відповідної методології ОР безпеки РІС, яка 
забезпечить ефективну формалізацію та підтримку процесу оцінювання. 
Теоретичні та практичні здобутки дослідників процесу ОР ІБ, який складає 
об’єкт дослідження, пов’язані з такими вітчизняними та закордонними 
науковцями як: Архіпов О.Є., Буянов В.П., Вишняков Я.Д., Грабовий П.В., 
Завгородній В.І., Корченко О.Г., Лунд М., Марашада Б.С., Медведовський І.С., 
Петренко С.О., Сайлім А., Сімонов С.В., Солхауг Б., Столен К., Томас Р.П., 
Хорі Є., Черкасов В.В. та ін. Але, незважаючи на значну кількість підходів до 
вирішення даної проблеми, вона залишається актуальною не тільки для України, 
але й для усієї світової спільноти. 
Зв'язок роботи з науковими програмами, планами, темами. Тематика 
дисертаційної роботи та одержані результати безпосередньо пов’язані з 
«Основними науковими напрямами та найважливішими проблемами 
фундаментальних досліджень у галузі природничих, технічних і гуманітарних 
наук НАН України на 2014-2018 роки», Стратегією національної безпеки України 
від 26 травня 2015 року № 287/2015, Стратегією кібербезпеки України від 15 
березня 2016 року №96/2016 та низкою науково-дослідних робіт (НДР). 
Результати дисертаційної роботи відображені у звітах НДР Державного науково-
дослідного інституту спеціального зв’язку та захисту інформації України шифр 
«Інфраструктура», № 00114U000038д та Національного авіаційного університету 
(НАУ): №715-ДБ11 «Організація систем захисту інформації від кібератак», ДР № 
0111U000171 (2011-2013 рр.); № 917-Х13 «Надання послуг в галузі технічного 
захисту інформації Головному управлінню Державної казначейської служби 
України у Полтавській області» (2013 р.); № 960-Х14 «Проведення державної 
експертизи комплексної системи захисту інформації автоматизованої системи 
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класу «2»» (2014 р.); № 105/14.01.05 «Методологія оцінювання ризиків безпеки 
ресурсів інформаційних систем» (2016-2018 рр.), у яких здобувач брав участь у 
якості наукового керівника та відповідального виконавця. 
Мета і задачі дослідження. Мета дисертаційного дослідження спрямоване 
на вирішення важливої науково-прикладної проблеми, пов’язаною з розробкою 
методології оцінювання ризиків безпеки ресурсів інформаційних систем, 
орієнтованої на створення відповідних засобів оцінювання з необхідними 
функціональними властивостями. 
Для досягнення поставленої мети вирішуються наступні основні задачі: 
− проаналізувати сучасні методи, методики, методології і програмні 
засоби оцінювання ризиків та існуючі відкриті бази даних уразливостей ресурсів 
інформаційних систем з метою визначення набору критеріїв та ідентифікуючих і 
оціночних компонентів, які використовуються для створення та вибору найбільш 
ефективного інструментарію, орієнтованого на вирішення відповідних завдань 
захисту інформації; 
– розробити формалізований механізм формування множин параметрів 
для ефективної організації процесу вибору існуючих інструментальних засобів і 
розробки відповідних методів і систем оцінювання ризиків; 
− розробити функціонально повний базис методів модифікації порядку 
лінгвістичної змінної для реалізації процедури трансформування базових еталонів 
параметрів, заснованих на трапецієподібних та трикутних нечітких числах; 
− розробити метод перетворення інтервалів у нечіткі числа для 
формалізації процесу формування еталонних величин в системах аналізу та 
оцінювання ризиків інформаційної безпеки; 
− розробити методи оцінювання ризиків для створення відповідних 
засобів, що дозволяють здійснювати одночасну обробку чітких, нечітких та 
комбінованих величин; 
− розробити методологію з поліморфними властивостями щодо реалізації 
оцінювання інформаційних ризиків для формалізації і підтримки процесу 
створення відповідних інструментальних засобів (систем); 
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− розробити структурні рішення обчислювальних систем для ефективного 
вирішення завдань оцінювання ризиків безпеки ресурсів інформаційних систем; 
− розробити алгоритмічне та програмне забезпечення систем оцінювання 
ризиків і провести експериментальне дослідження для підтвердження 
достовірності теоретичних положень та практичних розробок дисертаційного 
дослідження. 
Об'єктом дослідження є процес оцінювання ризиків безпеки ресурсів 
інформаційних систем. 
Предметом дослідження є методи, моделі та засоби оцінювання ризиків 
безпеки ресурсів інформаційних систем. 
Методи дослідження, які використовуються в роботі, ґрунтуються на 
методологічному базисі теорії захисту інформації та системному аналізі новітніх 
теоретичних та практичних розробок, що застосовуються у галузі ІБ для 
ефективного вирішення проблем ОР. Для розробки формалізованого механізму 
формування множин параметрів використовувались методи системного аналізу, 
елементи теорії множин, моделювання та алгебра логіки. Під час розробки 
методів ОР безпеки РІС, функціонально повного базису методів модифікації 
порядку ЛЗ, методу перетворення інтервалів у НЧ та методології ОР безпеки РІС 
використовувались методи та елементи теорії нечіткої логіки, прийняття рішень, 
моделювання, множин, а також аналітична геометрія та інтервальна арифметика. 
При розробці програмних засобів (ПЗ) систем ОР безпеки РІС та проведенні 
експериментального дослідження застосовувались елементи теорії алгоритмів, 
експерименту, об'єктно-орієнтоване програмування, а також імітаційне 
моделювання інформаційних процесів і структур. 
Наукова новизна одержаних результатів полягає в наступному: 
− вперше розроблено механізм формування множини параметрів, який за 
рахунок запропонованої аналітико-синтетичної кортежної моделі, що встановлює 
взаємозв’язки між множинами характеристик ризиків, підмножинами їх 
ідентифікуючих та оціночних компонентів, відображених відносно визначених 
критеріїв аналітичним і синтетичним кортежами та відповідного методу, що 
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реалізує процедури поділу вихідних характеристик і формування послідовності 
базових параметрів, на підставі визначення їх вагових коефіцієнтів, дозволяє 
реалізувати відповідні формувачі аналітико-синтетичної кортежної моделі 
характеристик ризиків та організовувати процес вибору існуючих 
інструментальних засобів для побудови ефективних методів і системи оцінювання 
ризиків інформаційної безпеки; 
− вперше розроблено функціонально повний базис методів модифікації 
порядку лінгвістичних змінних, який, за рахунок використання відповідних 
аналітичних функцій інкрементування і декрементування числа термів та їх 
модифікацій повним n-кратним розширенням, а також базових аналітичних 
виразів верифікації модифікованих лінгвістичних змінних, дозволяє реалізовувати 
процедуру трансформування базових еталонів параметрів на трапецієподібних і 
трикутних нечітких числах без залучення експертів відповідної предметної галузі 
та розширити математичну базу теорії нечітких множин (НМ), що пов’язана з 
операціями над лінгвістичними змінними щодо перевірки властивостей 
рівномірності, нерівномірності, прогресії та регресії лінгвістичних змінних до і 
після їх відповідного функціонального перетворення; 
− вперше розроблено метод перетворення інтервалів для систем аналізу та 
оцінювання ризиків інформаційної безпеки, який, за рахунок реалізації процедур 
коригування параметрів, формування нових значень абсцис, визначення базового 
значення зсуву, поправки термів і нормування результуючих нечітких чисел, 
дозволяє формалізувати процес формування еталонів величин без участі експертів 
відповідної предметної галузі; 
− удосконалено методи оцінювання ризиків безпеки ресурсів 
інформаційних систем, які, за рахунок запропонованих процедур визначення 
множини параметрів оцінювання ризиків і оцінки їх поточних значень з 
можливістю інтеграції (як альтернатива оцінок експертів) значень CVSS (Common 
Vulnerability Scoring System) (версій 2.0 та 3.0) показників відповідних баз даних 
(БД), формалізованого механізму формування множин параметрів та 
функціонально повного базису методів модифікації лінгвістичної змінної, 
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дозволяють інтегрувати одночасну обробку чітких, нечітких і комбінованих 
величин, забезпечити адаптивність щодо різних умов оцінювання і еталонів 
параметрів, здійснювати якісно-кількісну обробку різних типів початкових 
величин з можливістю модифікації нечітких термів та реалізувати в режимі 
реального часу автоматичний процес оцінювання ризиків без залучення експертів 
відповідної предметної галузі; 
− вперше розроблена методологія з поліморфними властивостями щодо 
оцінювання ризиків безпеки ресурсів інформаційних систем, яка, за рахунок 
використання формалізованого механізму формування множин параметрів, 
функціонально повного базису методів модифікації лінгвістичної змінної, методу 
перетворення інтервалів, методів оцінювання ризиків безпеки ресурсів 
інформаційних систем, дозволяє формалізувати та забезпечити підтримку процесу 
створення інструментальних засобів (систем) з властивостями адаптивності, 
оперативності, функціональності та надійності при оцінюванні ризиків безпеки 
ресурсів інформаційних систем; 
− вперше запропоновано комплекс структурних рішень обчислювальних 
систем оцінювання ризиків безпеки ресурсів інформаційних систем, який, за 
рахунок використання поліморфних властивостей розробленої методології, 
структурно-функціональних компонентів адаптивної інтегрованої 
обчислювальної системи та системи оцінювання ризиків інформаційної безпеки – 
«РИЗИК-КАЛЬКУЛЯТОР», що реалізують запропоновані методи (оцінювання 
ризиків безпеки ресурсів інформаційних систем, функціонально повний базис 
методів модифікації порядку лінгвістичної змінної), дозволяють забезпечити 
розроблювальним засобам визначену множину властивостей щодо адаптивності, 
функціональності, надійності та оперативності. 
Практичне значення одержаних результатів. 
Отримані в дисертаційній роботі результати можуть бути використані для 
ОР на основі цифрових і лінгвістичних даних та значень CVSS під час розробки 
СМІБ і КСЗІ в автоматизованих системах різних класів при побудові моделі 
загроз, політики безпеки, плану захисту тощо. 
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Практична цінність роботи полягає в наступному: 
− на основі запропонованого структурного рішення інтегрованої 
адаптивної обчислювальної системи розроблено алгоритмічне забезпечення для 
реалізації відповідного програмного засобу оцінювання ризиків безпеки ресурсів 
інформаційних систем; 
− на основі запропонованого структурного рішення обчислювальної 
системи – «РИЗИК-КАЛЬКУЛЯТОР» розроблено алгоритмічне забезпечення для 
реалізації відповідного програмного засобу оцінювання в режимі реального часу 
ризиків безпеки ресурсів інформаційних систем; 
− на основі запропонованого алгоритму реалізовано прикладну програмну 
систему оцінювання ризиків, яка використовує та динамічно визначає різні низки 
оціночних компонентів, що забезпечує властивості адаптивності, надійності, 
функціональності її використання як в детермінованому, так і в нечіткому, 
слабоформалізованому середовищі без залучення експертів відповідної 
предметної галузі; 
− на основі запропонованого алгоритму реалізовано прикладну програмну 
систему, яка використовує значення CVSS (версій 2.0 та 3.0) показників, 
представлених у відповідних базах даних (як альтернатива оцінок експертів), що 
забезпечує властивості адаптивності і оперативності при оцінюванні ризиків 
безпеки ресурсів інформаційних систем у режимі реального часу без залучення 
експертів відповідної предметної галузі; 
− результати дисертаційного дослідження впроваджено у діяльність ТОВ 
«БІС «Дельта», а також використовуються у навчальному процесі кафедри 
безпеки інформаційних технологій Національного авіаційного університету, 
Державному науково-дослідному інституті спеціального зв'язку та захисту 
інформації, кафедри інформаційної безпеки Інституту інформаційних та 
телекомунікаційних технологій Казахського національного дослідницького 
технічного університету ім. К.І. Сатпаєва та кафедри інформатики та автоматики 
Технічно-гуманістичної академії в Бєльсько-Бялій (Польща). 
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Особистий внесок здобувача. Основні положення і результати 
дисертаційної роботи, що виносяться до захисту, отримані автором самостійно. У 
роботах, написаних у співавторстві, автору належать: [1, 2, 27] – проведення 
аналізу відкритих баз даних загроз; [1, 3, 5-7, 10-12, 15, 22-26, 32, 34, 35, 45-47, 49] 
– відображені результати, що отримані особисто автором; [29] – постановка задач 
дослідження, формування ідентифікуючої і оціночної підмножин та аналітичного 
і синтетичного кортежів; [1, 8, 11, 31, 33, 41-43, 49, 50] – проведено дослідження 
засобів оцінювання ризиків з використанням запропонованої моделі; [16, 18-
23, 37, 38, 40, 44] – постановка задач дослідження, визначення базових етапів 
запропонованих методів; [17] – постановка задачі дослідження, визначення етапів 
методу оцінювання ризиків інформаційної безпеки; [28] – постановка задачі 
дослідження, визначення етапів синтезу систем ОР безпеки РІС; [30, 39] – 
постановка задачі дослідження, визначення базових компонентів структурного 
рішення обчислювальної системи оцінювання ризиків безпеки РІС; 
[1, 4, 13, 14, 36] – проведено експериментальне дослідження розроблених систем. 
З робіт, опублікованих у співавторстві, для вирішення проблеми та задач, 
поставлених у дисертаційному досліджені, використовуються результати 
отримані особисто здобувачем наукового ступеня. 
Апробація результатів дисертації. Основні положення дисертаційної 
роботи доповідалися та обговорювалися на науково-технічних конференціях, 
семінарах, серед яких: I международная научно-техническая конференция 
«Проблемы информатизации» (Черкассы, 2013 г.), ХI Міжнародна науково-
технічна конференція «АВІА-2013» (Київ, 2013 р.), 18-й Международный 
молодежный форум «Радиоэлектроника и молодежь в ХХІ веке» (Харьков, 
2014 г.), 6-та, 7-ма та 9-та Всеукраїнська науково-практична конференція «Стан та 
удосконалення безпеки інформаційно-телекомунікаційних систем (SITS`2014, 
SITS`2015, SITS`2017)» (с. Коблево, Миколаївської обл., 2014 р., 2015 р., 2017 р.), 
І, ІІ та ІІІ науково-практична конференція «Актуальні питання забезпечення 
кібернетичної безпеки та захист інформації» (Київ, 2015-2017 рр.), XV 
международная научно-практическая конференция «Проблемы информатики в 
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образовании, управлении, экономике и технике» (Пенза, 2015 г.), IІІ 
международная научно-практическая конференция «Информационная 
безопасность в свете Стратегии Казахстан-2050» (Астана, 2015 г.), Second 
International Scientific-Practical Conference «Problems of Infocommunications. 
Science and Technology» (Kharkiv, 2015), 8th International Conference on 
(IDAACS’2015) «Intelligent Data Acquisition and Advanced Computing Systems: 
Technology and Applications (IEEE)» (Warsaw, 2015), ІІ международная научно-
практическая конференция «Информационные и телекоммуникационные 
технологии: образование, наука, практика» (Алматы, 2016 г.), 1-ша та 2-га 
Всеукраїнська науково-практична конференція «Перспективні напрямки захисту 
інформації» (Одеса, 2015 р., 2016 р.), міжнародна науково-практична конференція 
«Стратегія розвитку України: економічний та гуманітарний виміри» (Київ, 
2016 р.), VI Międzynarodowa Konferencja studentow oraz doktorantow «Inżynier XXI 
Wieku» (Bielsku-Białej, 2016), міжвідомчий міжрегіональний семінар Наукової 
Ради НАН України «Технічні засоби захисту інформації» (Київ 2013-2017 рр.). 
Публікації. Базові положення дисертаційного дослідження опубліковано у 
60 наукових працях, основні 50 з яких наведено у авторефераті, у тому числі: 2 
монографії [1, 2], 4 наукові статі у міжнародних рецензованих виданнях, що 
входять до баз даних Scopus та Web of Science (у періодичних [3, 4] і у 
неперіодичних виданнях [5, 6]), 6 наукових статей у закордонних фахових 
наукових журналах [7-12] та 23 наукові статті у вітчизняних фахових наукових 
журналах, які входять до інших міжнародних наукометричних баз даних [13-35], а 
також 15 матеріалів та тез доповідей міжнародних конференцій [36-50]. 
Структура роботи та її обсяг. Дисертація складається з анотації, списку 
скорочень, вступу, змісту, п’яти розділів, загальних висновків, додатків, списку 
використаних джерел до кожного розділу та має 312 сторінки основного тексту, 
104 рисунки, 66 таблиць, 23 сторінок додатків. Список літератури загалом містить 




СУЧАСНІ ПІДХОДИ ДО АНАЛІЗУ ТА ОЦІНЮВАННЯ РИЗИКІВ  
В ГАЛУЗІ ІНФОРМАЦІЙНОЇ БЕЗПЕКИ 
1.1. Дослідження методів аналізу та оцінювання ризиків 
Для визначення використовуваних наборів характеристик, за якими можна 
здійснити порівняльний аналіз засобів аналізу та оцінювання ризиків (АОР) 
проведемо дослідження методів ОР. Це підвищить ефективність вирішення 
відповідних завдань в області ІБ. 
Метод Coras 
Метод Coras (розроблений в рамках програми Information Society 
Technologies Європейського союзу (SINTEF ICT, Норвегія) використовується для 
аналізу ризиків безпеки критично важливих систем та реалізується за допомогою 
технології UML (Unifiеd Modеling Languagе – уніфікована мова моделювання). 
Метод орієнтований на підтримку вимог стандартів AS/NZS 4360: 1999 (Risk 
Management) та ISO/IEC 17799-1: 2000 (Code of Practiсe for Information Security 
Management). Засіб оцінювання (метод) ґрунтується на восьми етапах [1] 
(див. рис. 1.1). 
 
Рис. 1.1. Вісім кроків методу Coras 
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Крок 1 – збір загальної інформації про об'єкт аналізу. 
Крок 2 – визначення мети, напрямків та масштабу аналізу. 
Крок 3 – деталізація завдань аналізу (див. рис. 1.2). 
Крок 4 – аналіз та вивчення отриманої документації. 
Крок 5 – визначення ризиків на основі методу «мозкового штурму». 
Крок 6 – визначення рівня ризиків, оцінювання ймовірностей щодо загроз 
(сценаріїв загроз) та наслідків інцидентів ІБ (див. рис. 1.3). 
Крок 7 – визначення прийнятних і неприйнятних ризиків. 
 
Рис. 1.2. Приклади символів для моделювання ризику 
Крок 8 – визначення процедур для усунення загроз з метою зменшення 
можливої ймовірності (наслідків інцидентів) в області ІБ. 
Кроки 1-4 є підготовчими, оскільки тут аналітики збирають інформацію про 
об'єкт аналізу, формують його цілі та шкали для визначення величини 
ймовірності і наслідків (див. табл. 1.1 і 1.2), а також критерії оцінювання ризиків 
(див. табл. 1.3). Далі це буде використовуватися для ідентифікації останніх. 
Таблиця 1.1  
Приклад ймовірнісної шкали 
Значення 
ймовірності Опис Визначення 
Точно П’ять та більше разів на рік [50; ∞ 〉  : 10 років = [5; ∞ 〉  : 1 рік 
Ймовірно Від 2 до 5 разів на рік [20; 50 〉  : 10 років = [2; 5 〉  : 1 рік 
Можливо Менше 2 разів на рік [5; 20 〉  : 10 років = [0,5; 2 〉  : 1 рік 
Навряд Менше ніж 1 раз на 2 роки [1; 5 〉  : 10 років = [0,1; 0,5 〉  : 1 рік 
Рідко Менше ніж 1 раз на 10 років [0; 1 〉  : 10 років = [0; 0,1 〉  : 1 рік 
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Кроки 5-8 призначені для аналізу і безпосереднього визначення ризиків, їх 
рівнів (див. табл. 1.3), виявлення та оцінювання потенційних можливостей 
зменшення неприйнятних ризиків [1]. 
Таблиця 1.2  
Приклад шкали наслідків 






*ресурси, що піддаються впливу 
 
Таблиця 1.3  
Приклад матриці оцінки ризику 
Ймовірність Наслідки 
Незначні Низькі Середні Великі Катастрофічні 
Рідко   СС1, CC1(I)   
Навряд     PR1 
Можливо  CI1(I), SS1(I) CI1, SS1   
Ймовірно    SS2  
Точно      
CC1, CC1 (I) – компрометація конфіденційності, а (I) показує, що ресурс непрямий; 
CI1, CI1 (I) – компрометація цілісності; SS1, SS1 (I) – уповільнення системи; 
SS2 – неможливість працювати через зависання системи; PR1 – отримання неправильних даних. 
 
Рис. 1.3. Приклад інтерфейсу інструментарію Coras 
(початкова схема загроз для умисних дій) 
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Метод EBIOS 
Метод EBIOS (Expression des Besoins et Identification des Objectifs de 
Sécurité, розробник Національне агентство комп’ютерної безпеки (ANSSI), 
Центральне управління безпеки інформаційних систем (DCSSI), Франція) 
відображає вимоги стандартів ISO/IEC 27001 [2, 3], ISO 31000 [4] та ISO/IEC 
27005 [5]. Процес аналізу та оцінювання ризику реалізується за допомогою п'яти 
модулів. 
Модуль 1 – дослідження контексту. Тут реалізується збір інформації про 
об'єкт оцінювання за допомогою трьох заходів. Захід 1 – визначення сфери 
управління ризиками. Захід 2 – підготовка метрик (критерії безпеки (табл. 1.4), 
рівні небезпеки (табл. 1.5) і ймовірності (табл. 1.6) та критерії управління 
ризиками). 
Таблиця 1.4  
Приклад критеріїв безпеки 
Критерії 







]72 год.; ∞[ РІС не доступні більше,  
ніж 72 години 
]24 год.;  
72 год.] 
РІС доступні протягом  
72 годин 
]4 год.; 24 год.] РІС доступні протягом  
24 годин 
]0 год.; 
 4 год.] 
РІС доступні протягом  
4 годи 
Цілісність Точність і 
повнота 
основних РІС 
Виявляються Зміни РІС ідентифікуються 
Визначаються Зміни РІС ідентифікуються та 
визначаються 
(локалізуються) 
Цілісні Зміни РІС не здійснюються 





Обмежені Доступ тільки для 
співробітників та партнерів 
Службові Доступ має тільки персонал, 
котрий бере участь у розробці 
Персоналізовані Доступ тільки для 
конкретних осіб 
Захід 3 – ідентифікація РІС [6]. 
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Модуль 2 – дослідження небажаних подій. Тут реалізується визначення 
важливих РІС (з точки зору доступності, цілісності, конфіденційності) та всіх 
загроз, які можуть призвести до порушення безпеки (їх джерела і ймовірності). 
Таблиця 1.5 
Приклад шкали небезпек 
Шкала рівня Опис 
1. Незначна Подолання наслідків без будь-яких труднощів 
2. Середня Подолання наслідків незважаючи на низку труднощів 
3. Висока Подолання наслідків з серйозними труднощами 
4. Критична Непереборні наслідки 
Модуль 3 – дослідження сценаріїв загроз, яке орієнтоване на виявлення та 
оцінку сценаріїв, що можуть викликати описані події, які відображають ризики. З 
цією метою досліджуються джерела загроз та уразливості. 
Модуль 4 – дослідження ризиків. Тут безпосередньо оцінюються ризики 
реалізації сценаріїв загроз, які були досліджені у модулі 3. 
Модуль 5 – дослідження заходів безпеки. Модуль орієнтований на визначення 
заходів безпеки та реалізацію їх тестування [6]. 
Таблиця 1.6  
Приклад ймовірнісної шкали реалізації сценаріїв загроз 
Шкала рівня Опис 
1. Мінімальна Не має відбутись 
2. Середня Може відбутись 
3. Висока Можливо або точно відбудеться через день-два 
4. Максимальна Відбудеться в найближчий час 
Метод ISAMM 
Метод ISAMM (Information Security Assessment & Monitoring Method, 
розробник Telindus SA (Security, Audit and Governance Services, Бельгія) 
заснований на вимогах стандарту ISO/IEC 27002. Він ґрунтується на трьох 
базових компонентах: аналіз об'єкта, оцінка ризику, звітність. Цей кількісний 
метод оцінювання ризиків ІБ безпосередньо відображає їх через щорічні очікувані 
збитки в грошових одиницях (Annual Loss Expectancy (ALE)). На перших етапах 
роботи з методом визначаються загрози ІБ (див. табл. 1.7) [7]. 
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При ОР для кожної загрози (Т) оцінюється ймовірність її появи – Тр  та 
очікувані наслідки – ТI . 
Щорічні очікувані збитки TALE  для конкретної загрози T визначаються 
добутком ймовірності виникнення та впливу загрози (див. табл. 1.8):  
T T TALE p I= ⋅ . 
Таблиця 1.7 
Приклад ідентифікованих загроз 
ХІБ ІЗ Опис 
К С1 Зовнішні зловмисники отримали або отримають доступ до 
конфіденційної інформації 
К С2 Внутрішні зловмисники отримали або отримають доступ до 
конфіденційної інформації 
К С3 Випадкове розкриття конфіденційних даних внутрішніми 
зловмисниками 
К С4 Випадкове розкриття конфіденційних даних зовнішніми зловмисниками 
Ц I1 Модифікація або пошкодження зовнішніми зловмисниками 
Ц I2 Модифікація або пошкодження внутрішніми зловмисниками 
Ц I3 Випадкова, помилкова модифікація 
Д А1 Відмова в обслуговуванні або інші порушення, викликані 
зловмисниками (шкідливим кодом) 
Д А2 Нестача ресурсів, ноу-хау, підтримка постачальника 
Д А3 
Стихійні лиха (землетруси, повені, урагани, блискавки, пожежа, 
екстремальні погодні умови), терористичні або промислові (ударні) 
впливи 
Д А4 Відключення системи на короткий період, наприклад, через погодні 
умови 
Д А5 Ненавмисні відключення через помилки 
ХІБ – характеристика ІБ; ІЗ – ідентифікатор загрози;  
К – конфіденційність; Ц – цілісність; Д – доступність. 
Також визначається сумарне значення  
T
T
ALE ALE=∑  
для об'єкта оцінювання [7]. 
Методологія IRAM2 
Методологія IRAM2 (Information Risk Assessment Methodology2, розробник 
Форум інформаційної безпеки (Information Security Forum), США) реалізується за 
допомогою шести етапів. 
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Етап 1 – огляд (пов'язаний з реалізацією аналізу ризиків). 
Етап 2 – оцінка впливу (визначення та оцінка різних категорій впливів на 
бізнес). 
Таблиця 1.8  























































Всього 129600 20680 
Етап 3 – профіль загрози (розробляється модель загроз). 
Етап 4 – оцінка уразливостей (виявлення можливостей середовища/системи 
наскільки добре вона може протистояти загрозам). 
Етап 5 – оцінювання ризику (визначається співвідношення ймовірності 
реалізації загрози та величини її впливу (рис. 1.4)). 
Етап 6 – обробка ризику (реалізується розробка планів обробки ризиків) [8]. 
 
Рис. 1.4. Приклад відображення ризику 
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1.2. Дослідження засобів аналізу та оцінювання ризиків 
За аналогією з п. 1.1 здійснимо аналіз вхідних, внутрішніх і вихідних 
параметрів, які використовуються для АОР в подібних засобах. 
Інструментарій PTA 
Інструментарій PTA (Practical Threat Analysis, розробник PTA Technologies, 
Ізраїль) заснований на вимогах стандарту ISO/IEC 27001 та PCI DSS 1.1 і є 
програмною системою для розробки моделі загроз, оцінювання ризиків ІБ та 
складання планів щодо їх зниження. Всі перераховані процеси реалізуються за 
допомогою чотирьох кроків.  
Крок 1 – визначення РІС. Тут реалізується ідентифікація РІС із зазначенням 
їх вартості, пов'язаних з ними загроз, відсоткове співвідношення від загальної 
вартості всіх РІС системи. Також кожному ресурсу присвоюється ідентифікатор, 
наприклад, А003 (див. рис. 1.5) [9]. 
 
Рис. 1.5. Приклад форми для ідентифікації РІС 
Крок 2 – виявлення уразливостей. На цьому кроці аналізуються і фіксуються 
всі уразливості (рис. 1.6) та загрози, до яких вони можуть призвести.  
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Рис. 1.6. Приклад форми для фіксування уразливостей 
Крок 3 – визначення контрзаходів. Цей крок передбачає вибір контрзаходів 
для перекриття уразливості і запобігання реалізації загроз (див. рис. 1.7 та 1.8). 
Також реалізується ОР як співвідношення ймовірності реалізації загрози та шкоди 
від її реалізації (рис. 1.7) [9]. 
 
Рис. 1.7. Приклад форми для фіксування загроз та оцінювання ризику 
Крок 4 – розробка планів нейтралізації сценаріїв загроз (рис. 1.9) [9]. 
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Рис. 1.8. Приклад форми для фіксування контрзаходів 
 
Рис. 1.9. Приклад взаємозв'язку РІС, уразливості, загрози та контрзаходів 
Det-АОР та Fuz-АОР [10] 
Розроблені системи засновані на відповідних методах DetM та FuzМ. 
Розглянемо їх більш детально. 
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Метод DetM 
Крок 1 (Визначення множин) 
На цьому кроці визначаються всі використовувані базові множини 
параметрів, які будуть задіяні в процесі АОР. Для визначення множин в якості 
основи використаємо модель параметрів інтегрованого представлення ризику (п. 
2.1): 
iEK
K  – подія порушення ІБ (наприклад, Е може відображатись значенням 
Е7= «НКЦД»); А∈{Aa} (a=1,n ) – дія, яка може привести до Е (наприклад, для n=5 
експерти можуть ідентифікувати наступні А∈{Aa} (a=1,5):  
А1= «Зараження вірусами»;  
А2= «Помилки програмування»;  
А3= «Порушення роботи операційної системи»;  
А4= «Порушення цілісності системи безпеки»;  
А5= «Відмова в обслуговуванні»).  
Для відображення загального результату АОР скористаємось ЛЗ «СТУПІНЬ 

















{«Незначний ризик порушення ІБ» (НР), 
«Ступінь ризику порушення ІБ низький» (РН), «Ступінь ризику порушення ІБ 
середній» (РС), «Ступінь ризику порушення ІБ високий» (РВ), «Граничний ризик 
порушення ІБ» (ГР)}, при цьому вони можуть бути відображені на універсальній 
множині 
~ DRX EKi
X {0, maxDR}).  






 визначається свій інтервал 










 визначимо інтервали з використанням шкали Харрінгтона 
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[10], яку модифікуємо збільшенням її градуювальних значень у два порядки, 
тобто інтервалам 
[drmin; dr1[, [dr2; dr3[, [dr4; dr5[, [dr6; dr7[, [dr8; drmax] 
будуть відповідати значення  
[0; 20[, [20; 40[, [40; 60[, [60; 80[, [80; 100]. 
Далі, для створення можливості експерту при оцінюванні застосувати більш 
широкий спектр величин, скористаємося розробленою моделлю параметрів для 
цього випадку визначимо повну множину оціночних компонент 
EK3Fh∈{EKi}={P, F, L, D, S, V} ( 1,i g= ), 
де 3Fh – шістнадцятковий код, бінарне значення якого в такий спосіб відображає 
порядковий номер оціночного компонента в множині: Р розташовується в розряді 
25, F в 24, L – 23, D – 22, S – 21, V – 20 (наприклад, якщо експерти хочуть 
скористатись P, F, L і D то g=4 ( 1,4i = ), а  
EK3Ch EK jiKT {EKi}={EK1, EK2, EK3, EK4}={P, F, L, D}). 
Введемо ЛЗ «РІВЕНЬ ОЦІНОЧНОГО КОМПОНЕНТУ ЕКi» ( iEKK ), котра 





X >, де базові терм-множини 
задаються m термами  
1









Наприклад, при m=5 – 
5





{«дуже низький» (ДН), «низький» (Н), 
«середній» (С), «високий» (В), «дуже високий» (ДВ)} терми в лінгвістичній формі 
характеризують рівень оціночного компонента і можуть бути відображені на 
універсальній множині ~ iEK
X






відповідно визначається свій інтервал величин для кожного ЕКi –  
[ miniEKk ; 1iEKk  [, …, [ iEK jk ; 1iEK jk +  [,…, [ iEK mk ; maxiEKk ] 
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оціночного 























яким будуть відповідати значення  
[0; 0,1[, [0,1; 0,2[, [0,2; 0,3[, [0,3; 0,4[, [0,4; 0,5]). 
Для зручності відображення оціночних компонент через інтервали допустимих 
значень скористаємося табл. 1.9. Оцінка значущості ЕKi здійснюється 
параметрами з множини 
{ } ( 1, )iLS i g∈ =LS , 
а оцінка поточного значення оціночного компонента – за допомогою множини 
{ } ( 1, ).iek i g∈ =ek  
Крок 2 (Опис оціночних компонент) 
На цьому кроці проводиться опис низки оціночних компонент, що 
використовуються, і які, на думку експерта-аналітика, з одного боку, впливають 
на оцінку ризику ІБ, а з іншого – оцінюють різні за своєю природою його сторони, 
наприклад, ті що враховують особливості організації (банк, архів, силові 
відомства, завод тощо). 
Таблиця 1.9 




K  для 
1~ EKiKT  – ~ EK miKT  





k [ … [ 1EK jk ; 1 1EK jk + [ … [ 1EK mk ; 1 maxEKk ] 
… … … … … … 
ЕKi [ miniEKk ; 1iEKk [ … [ iEK jk ; 1iEK jk + [ … [ iEK mk ; maxiEKk ] 
… … … … … … 
ЕKg [ mingEKk ; 1gEKk [ … [ gEK jk ; 1gEK jk + [ … [ gEK mk ; maxgEKk ] 
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Для цього експерт повинен визначити шістнадцятковий код, за яким з {EKi} 
вибираються значення відповідних компонент, наприклад, при коді 2Ch – g=3, а  
EK2Ch ∈ {EKi}={EK1, EK2, EK3}={P, L, D} ( 1,3i = ) 
або при коді 12h – g=2, а  
EK12h ∈{EKi}={EK1, EK2}={F, S} ( 1,2i = ). 
Крок 3 (Оцінка рівня значущості оціночних компонент) 
На цьому кроці кожному компоненту – ЕKi ставиться у відповідність рівень 
його значимості – LSi. Відмітимо, що якщо для всіх LS справедливе 
співвідношення порядку 
1i iLS LS +≥ ,      (1.1) 








.      (1.2) 
Згідно з цим правилом, у експерта відсутня інформація (крім умови (1.1)) про 
значущість компонента і тоді (4.13) відображає максимум ентропії наявної 
інформаційної невизначеності про об'єкт дослідження. Якщо ж всі компоненти 
мають рівну значимість (мають однакову перевагу, тобто 1i iLS LS +=  або система 
надання переваг відсутня), то:  
1 /iLS g= .       (1.3) 
Крок 4 (Визначення еталонних значень ступеня ризику) 
На цьому кроці експертами визначаються еталонні значення для DR, тобто 
задається кількість термів в базовій терм-множині ЛЗ і ставитися їм у 
відповідність інтервал значень, що лежить в діапазоні [drmin; drmax] (див. приклад 
на кроці 1). 
Крок 5 (Визначення еталонних значень оціночних компонент).  
Тут експертами проводиться визначення еталонних значень для 
iEK
K , тобто 
задається кількість термів в терм-множині ЛЗ (див. приклад на кроці 1 і 
табл. 1.10). 
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Крок 6 (Оцінка поточних значень компонент) 
На цьому кроці по кожному оціночному компоненту  
{EKi}={P, F, L, D, S, V} ( 1,i g= ) 
експерти відповідної предметної галузі визначають ek для всіх А при (a=1,n ), 
тобто: 
aA
iek ={ 1 a
Aek , 2 a
Aek , 3 a
Aek , 4 a
Aek , 5 a
Aek , 6 a
Aek }. 
Значення виставляються на підставі переваг експертів, статистичної 
інформації та ін. даних.  
У табл. 1.11 показаний приклад визначення поточних значень для А∈{Aa} 
(a=1,5 ), що описано на кроці 1 при g=4, а  
EK3Ch∈{EKi}={EK1, EK2, EK3, EK4}={P, F, L, D} ( 1,4i = ). 
Таблиця 1.11 
Приклад 1 – визначення поточних значень оціночних компонент 
EKi 1Aiek  ~ EKiKT  2
A
iek  ~ EKiKT  3
A
iek  ~ EKiKT  4
A
iek  ~ EKiKT  5
A
iek  ~ EKiKT  
P,(i=1) 72 В 58 С 64 С 70 В 66 С 
F,(i=2) 0,72 В 0,58 С 0,64 С 0,7 В 0,66 С 
L,(i=3) 0,23 С 0,33 С 0,12 Н 0,4 В 0,24 Н 
D,(i=4) 5,4 С 6 С 2,2 ДН 9 ДВ 5,5 С 
Крок 7 (Класифікація поточних значень) 
Таблиця 1.10 





1~ EKiKT  – 5~ EKiKT  
1~ EKiKT  2~ EKiKT  3~ EKiKT  4~ EKiKT  5~ EKiKT  
ЕK1=P 1~ PKT ∈[0; 20[ [20; 40[ [40; 60[ [60; 80[ 5~ PKT ∈[80; 100] 
ЕK2=F 1~ FKT ∈ [0;0,2[ [0,2; 0,4[ [0,4; 0,6[ [0,6; 0,8[ 5~ FKT ∈[0,8; 1] 
ЕK3=L 1~ LKT ∈ [0; 0,1[ [0,1; 0,2[ [0,2; 0,3[ [0,3; 0,4[ 5~ LKT ∈[0,4; 0,5] 
ЕK4=D 1~ DKT ∈ [0; 2[ [2; 4[ [4; 6[ [6; 8[ 5~ DKT ∈[8; 10] 
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При проходженні цього кроку визначається приналежність Aaiek  заданому 
діапазону, за яким формується бінарне значення λ: 
( 1)( )
( 1)
1, [ ; [;






i EK j EK jA
ij A
i EK j EK j
при ek k k





    (1.4) 
що відображає перевагу експерта щодо значень оціночних параметрів, а 
результати обчислень для зручності заносяться в табл. 1.12. 
Таблиця 1.12 
Класифікація поточних значень оціночних компонент 
ЕKi 
( )аA
ijλ  для ~ EK jiKT  ( 1,i g= , 1,j m= ) 
1~ EKiKT  … ~ EK jiKT  … ~ EK miKT  
ЕK1 λ11 … λ1j … λ1m 
… … … … … … 
ЕKi λi1 … λij … λim 
… … … … … … 
ЕKg λg1 … λgj … λgm 
Аналогічні перетворення виконуються для всіх А, наприклад, для тих, які 




ijλ  занесемо в 
табл. 1.13. 
Таблиця 1.13 
Приклад 1 – класифікація поточних значень компонент 
ЕKi 
Значення λ для A∈{Aa} (a=1,5 ) 
1( )A
ijλ  для ~ EK miKT   
( 1, 4i = , 
1,5j = ) 
2( )A
ijλ  для ~ EK miKT   
( 1, 4i = , 
1,5j = ) 
3( )A
ijλ  для ~ EK miKT   
( 1, 4i = , 
1,5j = ) 
4( )A
ijλ  для ~ EK miKT   
( 1, 4i = , 
1,5j = ) 
5( )A
ijλ  для ~ EK miKT   
( 1, 4i = , 
1,5j = ) 
P 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 
F 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 
L 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 
D 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 
Крок 8 (Оцінка ступеня ризику) 
На цьому кроці проводиться обчислення показника ступеня ризику порушення 
ІБ ( )aAdr  за формулою: 
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∑ ∑ ,      (1.5) 
де drj=90-20(j-1), ( )аAijλ  визначається за формулою (4.15) для кожної Аа ( 1, )a n= , а 
LSi ( 1, )i g=  – за формулою (1.2) або (1.3) ( 1, ).j m=  
Крок 9 (Лінгвістичне розпізнавання) 
На завершальному етапі здійснюється лінгвістичне розпізнавання 
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НР при dr dr dr
PH при dr dr dr
РC при dr dr dr
РB при dr dr dr








де DR відображає обчислене ( )aAdr  за допомогою значень терм-множин ЛЗ 
«СТУПІНЬ РИЗИКУ».  
Також за виразом (1.6) можна обчислити середнє значення ( )срdr  за ресурсом, 
який оцінюється:  








∑ .            (1.6) 
Метод FuzМ 
Тепер розглянемо можливості оцінювання ступеня ризику за умови, що 
експерт не завжди може однозначно визначити переваги щодо оцінюваних 
параметрів. Пропонується вирішувати це завдання за допомогою нечіткого 
методу АОР. Нечіткі описи в структурі методу з'являються у зв'язку із 
невизначеністю експерта, яка виникає в процесі різного роду класифікацій, 
наприклад, експерт не проводить чітку межу між поняттями «В» і «ДВ» для Р. 







 представляються трапецієподібними НЧ з функціями 
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належності (ФН) відповідно 1( )drµ , …, ( )j drµ , …, ( )mμ dr , які визначаються за 








, [ , ];
( ) 1 , [ , ];









L dr a b
b a
μ dr dr b b
dr b
R dr b c
c b
  −




 − ∈   − 
     (1.7) 
де аj < b1j ≤ b2j < сj, при j=1,m , {а1, cm}={∅}, а L(dr), R(dr) – функції (не 
зростаюча на множині не додатних чисел), які задовольняють властивостям:  
L(-dr) = L(dr), R(-dr)= R(dr), L(0) = R(0) = 1. 
Для цілей компактного опису трапецієподібні ФН µ(dr) зручно описувати 
трапецієвидними НЧ виду  
~ jDRX = (аj, b1j, b2j, сj)LR, 
де аj і сj  – абсциси нижньої основи, а b1j і b2j  – абсциси верхньої основи трапеції 
(рис. 1.10), яка задає µj(dr) в області з ненульовою належністю носія dr 
відповідній нечіткій підмножині. 
 
Рис. 1.10. Еталонні значення для ЛЗ DR 
Після визначення ЛЗ експерт може використовувати її як математичний 
об'єкт у відповідних операціях та методах. Продемонструємо це на прикладі 
FuzM.  











На цьому кроці будуть використані всі компоненти, які були визначені на 
кроці 1 DetM. Відзначимо, що для ЛЗ DR=«СТУПІНЬ РИЗИКУ» ( ∈DR {DRj}) в 











Крок 2 і 3 збігаються відповідно з кроками 2 і 3 DetM (п. 4.3). 
Крок 4 (Визначення еталонних значень ступеня ризику) 
Тут експертами на основі виразу (1.7) і власних пріоритетів визначаються 
еталонні НЧ для DR щодо інтервалів значень, кількість яких залежить від числа 
використовуваних термів, наприклад, якщо для DR їх m, то кількість інтервалів 
буде G=2m-1, із загальним виглядом [b11; b21[, [b21; b12[, [b12; b22[, …, [b2j-1; b1j[, 
[b1j; b2j[, …, [b2m-1; b1m[, [b1m; b2m] ( 1,j m= ) і ФН µj(dr).  
Припустимо m = 5, тоді G=9, а інтервалам 
[b11; b21[, [b21; b12[, [b12; b22[, [b22; b13[, 
[b13; b23[, [b23; b14[, [b14; b24[, [b24; b15[, [b15; b25] 
із врахуванням (1.7) відповідають 
[b11; b21[, [а2, с1[, [b12; b22[, [а3; с2[, 
[b13; b23[, [а4; с3[, [b14; b24[, [а5; с4[, [b15; b25], 
а конкретні дані (інтервали значень і ФН заданих термів) для розглянутого 
прикладу занесені в табл. 1.14. 
Крок 5 (Визначення еталонних значень оціночних компонент) 
На цьому кроці експертами проводиться визначення еталонних значень для 
iEK
K , аналогічно кроку 5 DetM (див. табл. 1.10) з тією відмінністю, що тут 
здійснюється розбиття повної множини вказаних значень на нечіткі підмножини. 
Для зручності відображення оціночних компонент через НЧ скористаємося 
табл. 1.15. 
Наведемо приклад такого визначення для {EKi}={EK1, EK2, EK3, EK4}={P, 





Відображення значень НЧ оціночних компонент 
ЕKi 
НЧ ~ EK jiKX = (аj, b1j, b2j, сj)LR для 1~ EKiKT  – ~ EK miKT  ( 1,j m= ) 
1~ EKiKT  … ~ EK jiKT  … ~ EK miKT  
ЕK1 (а1min; b11min; b121; с1) … (а1j; b11j; b12j+1; с1j+1) … (а1m; b11m; b12max; с1max) 
… … … … … … 
ЕKi (аimin; bi1min; bi21; сi) … (аij; bi1j; bi2j+1; сij+1) … (аim; bi1m; bi2max; сimax) 
… … … … … … 
ЕKg (аgmin; bg1min; bg21; сg) … (аgj; bg1j; bg2j+1; сgj+1) … (аgm; bg1m; bg2max; сgmax) 
Також НЧ для 
iEK
K  можна відобразити відносно інтервалів значень  
[b11; b21[, [b21; b12[, [b12; b22[, …, [b2j-1; b1j[, [b1j; b2j[, …, 
Таблиця 1.14 
Приклад значень інтервалів і µj(dr) 
Інтервали Терми µj(dr) 
[b11; b21[=[0; 10[ 1~DRT
 
1 
[b21; b12[=[10; 20[ 
1~DRT
 
µ1(dr) = (20 - dr)/10 
2~DRT
 
µ2(dr) =1- µ1(dr) 
[b12; b22[=[20; 30[ 2~DRT
 
1 
[b22; b13[=[30; 40[ 
2~DRT
 
µ2(dr) = (40 - dr) /10 
3~DRT
 
µ3(dr) =1- µ2(dr) 
 [b13; b23[=[40; 50[ 3~DRT
 
1 
[b23; b14[=[50; 60[ 
3~DRT
 




[b14; b24[=[60; 70[ 4~DRT
 
1 
 [b24; b15[=[70; 80[ 
4~DRT
 
µ4(dr) = (80 - dr) /10 
5~DRT
 
µ5(dr) =1- µ4(dr) 




[b2m-1; b1m[, [b1m; b2m] (j=1,m ) 
і ФН µj( aAiek ). Конкретні дані для розглянутого прикладу при m = 5 (інтервали 
значень і ФН заданих термів) занесені в табл. 1.17. 
Таблиця 1.16 
Приклад визначення еталонних значень НЧ оціночних компонент 
ЕKi 
НЧ ~ EK jiKX = (аj, b1j, b2j, сj)LR для 1~ EKiKT  – 5~ EKiKT  ( 1,5j = ) 
1~ EKiKT   
(а1;b11;b21;с1) 
2~ EKiKT  
(а2;b12;b22;с2) 
3~ EKiKT  
(а3;b13;b23;с3) 
4~ EKiKT  
(а4;b14;b24;с4) 
5~ EKiKT  
(а5;b15;b25;с5) 
ЕK1=P (0;0;10;20) (10;20;30;40) (30;40;50;60) (50;60;70;80) (70;80;100;100) 
ЕK2=F (0;0;0,1;0,2) (0,1;0,2;0,3;0,4) (0,3;0,4;0,5;0,6) (0,5;0,6;0,7;0,8) (0,7;0,8;1;1) 
ЕK3=L (0;0;0,1;0,15) (0,1;0,15;0,2;0,25) (0,2;0,25;0,3;0,35) (0,3;0,35;0,4;0,45) (0,4;0,45;0,5;0,5) 
ЕK4=D (0;0;1;2) (1;2;3;4) (3;4;5;6) (5;6;7;8) (7;8;10;10) 
Крок 6 (Оцінка поточних значень компонент).  





















µ3( 1 aAek ) =1 µ3( 2 aAek ) =1 µ3( 3 aAek ) =1 µ3( 4 aAek ) = 1 
Таблиця 1.17 
Приклади значень інтервалів і µj( aAiek ) ( 1,4i = , 1,5j = ) 






µj( aAiek ) 






































 µ1( 1 aAek ) = (20 - 
1
aAek ) /10 
µ1( 2 aAek ) = (0,2 - 
2
aAek )*10 
µ1( 3 aAek ) = (0,15 
- 3 aAek )*20 
µ1( 4 aAek ) = (2 
- 4 aAek ) 
2~ EKiKT
 µ2( 1 aAek ) =1- 
µ1( 1 aAek ) 
µ2( 2 aAek ) =1- µ1 
( 2 aAek ) 
µ2( 3 aAek ) =1- µ1 
( 3 aAek ) 
µ2( 4 aAek ) =1- 
µ1 









































 µ2( 1 aAek ) = (40 - 
1
aAek ) / 10 
µ2( 2 aAek ) = (0,4 - 
2
aAek ) *10 
µ2( 3 aAek ) = (0,25 
- 3 aAek )* 20 
µ2( 4 aAek ) = (4 
- 4 aAek ) 
3~ EKiKT
 µ3( 1 aAek ) =1- 
µ2( 1 aAek ) 
µ3( 2 aAek ) =1- µ2(
2
aAek ) 
µ3( 3 aAek ) =1- µ2(
3
aAek ) 
µ3( 4 aAek ) = 1-  
µ2( 4 aAek ) 
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 µ3( 1 aAek ) = (60 
- 1 aAek ) /10 
µ3( 2 aAek ) = 
(0,6 - 2 aAek ) 
*10 
µ3( 3 aAek ) = 
(0,35 - 3 aAek
)*20 
µ3( 4 aAek ) = 
(6 - 4 aAek ) 
4~ EKiKT
 µ4( 1 aAek )= 1-  
µ3( 1 aAek ) 
µ4( 2 aAek ) =1- 
µ3( 2 aAek ) 
µ4( 3 aAek ) =1- 
µ3( 3 aAek ) 
µ4( 4 aAek ) = 
1- 









































 µ4( 1 aAek ) = (80 
- 1 aAek ) /10 
µ4( 2 aAek ) = 
(0,8 - 2 aAek ) 
*10 
µ4( 3 aAek ) = 
(0,45 - 3 aAek
)*20 
µ4( 4 aAek ) = (8 
- 4 aAek ) 
5~ EKiKT
 
µ5( 1 aAek )= 
1-  
µ4( 1 aAek ) 
µ5( 2 aAek ) =1-  
µ4( 2 aAek ) 
µ5( 3 aAek ) =1-  
µ4 ( 3 aAek ) 
µ5( 4 aAek ) = 1-  






















µ5( 1 aAek ) =1 µ5( 2 aAek ) =1 µ5( 3 aAek ) =1 µ5 4( )aAek  = 1 
Крок 7 (Класифікація поточних значень) 
На цьому кроці за допомогою еталонних значень, сформульованих 
експертами, здійснюється визначення належності Aaiek  заданому НЧ, за яким 
формується значення λ за допомогою виразу (1.8). 
Результати проведеного обчислення для зручності заносяться в табл. 1.13, 
де ( )аAijλ  – рівень належності носія 
Aa
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Крок 8 (Оцінка ступеня ризику). Збігається з кроком 8 DetM. 
Крок 9 (Формування структурованого параметра ризику) 
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На підставі обчисленого значення ( )aAdr  і побудованих еталонів формуємо 






( ; ) ( ) 1~










j j j jDR DR
dr T при dr
SP
dr T dr T dr при dr dr
µ













dr T  словесно інтерпретуються, як – ступінь ризику~ jDRT
 з числовим 





dr T drµ  
1
1( ( )))~ j jDRT drµ+ +
, як – ступінь ризику з 




 з впевненістю експерта на межі 
~ jDRT
– ( )j drµ  та 
1~ jDRT +
– 1( )j drµ + . 
За допомогою SP можна отримати як числове значення ступеня ризику, так і 
його лінгвістичну інтерпретацію, що враховує невпевненість експерта при 
формуванні поточних значень оціночних компонент з подальшою класифікацією 
за допомогою параметра ( )аAijλ . 
1.3. Аналіз сучасних баз даних уразливостей інформаційної безпеки 
При побудові різних систем ЗІ (наприклад, СМІБ [2, 3] або КСЗІ [11]) 
виникає необхідність здійснювати оцінювання стану ІБ з урахуванням відомих 
уразливостей РІС. Тому, перед фахівцями, які займаються дослідженням стану 
безпеки інформаційної системи (ІС), виникає питання про ефективність 
використання відповідних БД уразливостей, які відповідають певним критеріям 
[11-16], таким, наприклад, як наявність ідентифікаторів CVE, оцінок CVSS, CWE 
категорій, CVSS-калькулятора, ризик-калькулятора тощо. Використання 
зазначених критеріїв дозволить здійснити раціональний вибір таких БД. У зв'язку 
з цим, актуальною є задача дослідження відповідних БД для визначення набору 
критеріїв, згідно яких можна ефективно використовувати такі бази. 
На сьогодні існує широка множина загальнодоступних БД уразливостей 
РІС, які піддавалися аналізу в різних джерелах. Так, в роботі [14] проводилося 
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дослідження відкритих БД уразливостей, де авторами були визначені основні 
поля записів уразливостей, переваги та недоліки розглянутих баз, але не визначені 
узагальнені критерії, за якими можна здійснювати такий аналіз. Також в роботах 
[15-17] розглянуті БД з точки зору наявності посилань на інші бази, можливості 
отримання інформації в форматі XML, а також форматі представлення 
уразливостей в БД. Слід зазначити, що в [15, 17] не визначені чіткі критерії, за 
якими можна здійснити відповідний аналіз. Авторами роботи [16] при 
обґрунтуванні вибору БД за основу були прийняті наступні критерії:  
− повнота (ємність, кількість уразливостей);  
− доступність даних (безкоштовна база);  
− зручність отримання даних (інтерфейси);  
− підтримка оцінки уразливостей за системою CVSS, але здебільшого 
робився акцент на уразливості, які впливають на доступність.  
Також, слід зазначити, що в роботах [12-17, 31] не були чітко виділені 
критерії, за якими можна порівняти БД уразливостей і здійснити їх вибір для 
побудови різних систем оцінювання в області ІБ, наприклад, таких як системи 
АОР. 
У зв'язку з цим, проведемо дослідження широкого спектру існуючих БД 
уразливостей для визначення критеріїв, за якими можна здійснити порівняльний 
аналіз вищезгаданих баз і використовувати їх при АОР ІБ. 
Для проведення такого дослідження скористаємося найбільш відомими і 
загальнодоступними БД уразливостей: 
− національна БД уразливостей – National Vulnerability Database (NVD), 
(США) [18]; 
− банк даних загроз безпеки інформації (Російська Федерація) [19]; 
− відкрита БД уразливостей – Open Sourced Vulnerability Database 
(OSVDB), (США) [20]; 
− БД уразливостей IBM X-Force, (США) [20]; 
− БД записів уразливостей US-CERT – Vulnerability Notes Database US-
CERT (VND), (США) [22]; 
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− БД уразливостей SecurityFocus, (США) [23]. 
Розглянемо кожну з них [24, 25]. 
National Vulnerability Database 
База National Vulnerability Database розроблена National Institute of Standards 
and Technology (NIST) Computer Security Division, Information Technology 
Laboratory за підтримки Department of Homeland Security's National Cyber Security 
Division. Вона є державним сховищем даних США, яке засноване на стандартах 
управління уразливостями. Такі дані дозволяють автоматизувати процеси 
управління уразливостями, вимірювати стан ІБ і визначати його відповідність. 
База NVD включає в себе БД контрольних списків безпеки, недоліків РІС, 
неправильних конфігурацій, РІС і показників впливу. 
БД є репозитарієм основних стандартів управління даними уразливостей, 
розроблений на основі протоколу автоматизації контенту безпеки – Security 
Content Automation Protocol (SCAP) [18]. 
Існують наступні компоненти SCAP: 
− БД уразливостей безпеки – Common Vulnerabilities and Exposures (CVE); 
− БД уразливих конфігурацій РІС – Common Configuration Enumeration 
(CCE); 
− стандартна номенклатура та база імен РІС – Common Platform 
Enumeration (CPE); 
− БД слабких місць – Common Weakness Enumeration (CWE); 
− стандарт оцінки впливу уразливостей – Common Vulnerability Scoring 
System (CVSS); 
− стандарт XML-специфікації контрольних листів – Extensible 
Configuration Checklist Description Format (XCCDF); 
− стандарт XML-специфікації контролю станів процесів – Open 
Vulnerability and Assessment Language (OVAL) [18]. 
Крім цього застосовується наступний набір інших протоколів. 
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Threat Analysis Automation Protocol (TAAP) – протокол документування та 
спільного використання структурної інформації про загрози. Він містить такі 
компоненти: 
− БД атрибутів шкідливого ПЗ – Malware Attribute Enumeration & 
Characterization (MAEC); 







Event Management Automation Protocol (EMAP) – протокол для звітів про 
події безпеки. Він має такі складові: 
− БД записів подій – Event Expression (CEE); 
− MAEC; 
− CAPEC. 
Incident Tracking and Assessment Protocol (ITAP) – протокол для 
відстеження, документування, управління та спільного використання інформації 











− формат обміну описом інциденту – Incident Object Description Exchange 
Format (IODEF); 
− національна модель обміну інформацією – National Information Exchange 
Model (NIEM); 
− формат обміну інформацією з кібербезпеки – Cybersecurity Information 
Exchange Format (CYBEX) [18]. 
Розглянуті протоколи, стандарти і БД NVD на практиці, наприклад, можна 
використовувати в наступних цілях: 
CPE – визначення ІС підприємства; 
CVE – ідентифікація уразливостей; 
CVSS – визначення критичних уразливостей; 
CCE – формування найбільш захищеної конфігурації ІС; 
XCCDF – визначення політики захищеної конфігурації; 
OVAL – оцінка відповідності системи політиці захищеної конфігурації; 
CWE – визначення слабких місць РІС; 
CAPEC – визначення атак відносно слабких місць РІС; 
CEE – визначення подій для реєстрації та параметрів реєстрації; 
ARF – об'єднання результатів оцінки; 
MAEC – визначення шкідливого ПЗ. 
Слід зазначити, що в NVD обчислюється індекс робочого навантаження на 
інформацію WI , який показує кількість критичних уразливостей. Чим вище число, 
тим більше навантаження на систему безпеки. Індекс навантаження NVD 
розраховується за формулою 
( ( / 5) ( / 20)) / 30,W h m lI N N N= + +  
де hN , mN  та lN  – кількість уразливостей з високим, середнім і низьким ступенем 
тяжкості відповідно, які були опубліковані протягом останніх 30 днів. Як видно з 
формули, одна уразливість високого ступеня тяжкості прирівнюється до п'яти 
уразливостей із середнім і двадцяти з низьким ступенем тяжкості [18]. На сайті 
NVD доступний повний список уразливостей, які містяться в базі та упорядковані 
за роками та місяцями (див. рис. 1.10). 
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Рис. 1.10. Список уразливостей на сайті NVD 
Кожна уразливість, яка вноситься в БД, описується наступними 
параметрами (рис. 1.11): 
 
 
Рис. 1.11. Приклад представлення уразливостей в NVD 
− унікальний CVE-ідентифікатор; 
− дата внесення в БД; 
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− дата останньої редакції;  
− джерело уразливості (інформації); 
− короткий опис (огляд); 
− результати оцінок з кожної метричної групи (МГ) CVSS (див. рис. 1.11, 
1.12 і табл. 1.9) – базової (Base Score), часової (Temporal Score) та контекстної 
(Environmental Score) (в БД CVSS доступний в двох версіях – v2.0 [26] та v3.0 
[27]);  
Таблиця 1.9 










AV L; A; N 0,395; 0,646; 1 
AC H; M; L 0,35; 0,61; 0,71 
Au M; S; N 0,45; 0,56; 0,704 
C; I; A N; P; C 0; 0,275; 0,66 
Часова 
Е ND; U; POC; F; H 1; 0,85; 0,9; 0,95; 1 
RL ND; OF; TF; W; U 1; 0,87; 0,9; 0,95; 1 
RC ND; UC; UR; C 1; 0,90; 0,95; 1 
Середовище 
оточення 
CDP ND; N; L; LM; MH; H 0; 0; 0,1; 0,3; 0,4; 0,5 
TD ND; N; L; M; H 1; 0; 0,25; 0,75; 1 
CR; IR; AR ND; L; M; H 1; 0,5; 1; 1,51 
− уразливі версії ПЗ; 
− CWE категорія;  
− додаткові посилання;  
− інші відомості [18].  
Відзначимо, що умова існування уразливості зберігається у вигляді 
диз'юнктивної нормальної форми. Розглянемо більш детально кожну з версій 
CVSS та визначимо їх відмінності. 
CVSS v2.0. Метрики та їх параметри, що входять в стандарт CVSS v2.0 [26] 
показані на рис. 1.12. У цій версії здійснюється стандартизоване оцінювання 
уразливостей, система є відкритою і орієнтована на визначення пріоритетних 




Рис. 1.12. МГ CVSS v2.0 
Base Score Metrics (метрики базових оцінок) – характеристики 
уразливостей, які є постійними протягом великого періоду часу у користувацьких 
середовищах і не залежать від них. Також вони описують складність експлуатації 
уразливості і потенційний збиток для конфіденційності, цілісності та доступності. 
Метричні МГ, що використовуються, складаються з наступних показників: 
− вектор доступу (Access Vector (AV)); 
− складність доступу (Access Complexity (AC)); 
− аутентифікація (Authentication (Au)); 
− вплив на конфіденційність (Confidentiality Impact (C)); 
− вплив на цілісність (Integrity Impact (I)); 
− вплив на доступність (Availability Impact (A)). 
Temporal Score Metrics (метрики часових оцінок) – характеристики 
уразливості, які змінюються з плином часу в позакористувальницьких 
середовищах. Вони вносять в загальну оцінку поправки на повноту наявної 
інформації про уразливість, зрілість експлуатованого коду (при його наявності) та 
доступність виправлень. Її показники: 
− можливість використання (Exploitability (E)); 
− рівень виправлення (Remediation Level (RL)); 
− достовірність звіту (Report Confidence (RC)). 
Environmental Score Metrics (метрики контекстних оцінок) – 
характеристики уразливості, які актуальні та унікальні для середовища 
конкретного користувача. За допомогою цих метрик експерти з безпеки можуть 
внести в результуючу оцінку поправки з урахуванням характеристик 
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інформаційного середовища. Група МГ складається з показників загальних 
модифікаторів (General Modifiers): 
− можливості непрямого збитку (Collateral Damage Potential (CDP)); 
− цільовий розподіл (Target Distribution (TD));  
та модифікатори впливаючих показників (Impact Subscore Modifiers): 
− вимога конфіденційності (Confidentiality Requirement (CR)); 
− вимога цілісності (Integrity Requirement (IR)); 
− вимога доступності (Availability Requirement (AR)). 
У таблиці 1.9 для кожної МГ (метрик оцінок) до кожної множини 
показників наведені низки символьних значень та відповідні їм числові 
показники. Також кожному символьному значенню визначена відповідна йому 
лінгвістична інтерпретація: 
− для AV (Access Vector – вектор доступу): 
− L – «Локальний доступ», 
− A – «Сполучена мережа», 
− N – «Мережа»; 
− для AC (Access Complexity – складність доступу): 
− H – «Висока», 
− M – «Середня», 
− L – «Низька»; 
− для Au (Authentication – аутентифікація): 
− M – «Багаторазова», 
− S – «Одноразова», 
− N – «Відсутня»; 
− для C (Confidentiality Impact – вплив на конфіденційність), I (Integrity 
Impact – вплив на цілісність) та A (Availability Impact – вплив на доступність): 
− N – «Відсутній», 
− P – «Частковий», 
− C – «Повний»; 
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− для E (Exploitability – можливість використання): 
− ND – «Не визначена», 
− U – «Теоретична (немає доказів)», 
− POC – «Експериментальна», 
− F – «Функціональна»,  
− H – «Висока»; 
− для RL (Remediation Level – рівень виправлення): 
− ND – «Не визначено», 
− OF – «Офіційний патч», 
− TF – «Тимчасове рішення», 
− W – «Рішення на основі порад та рекомендацій», 
− U – «Відсутні»; 
− для RC (Report Confidence – достовірність звіту): 
− ND – «Не визначена», 
− UC – «Носить гіпотетичний характер», 
− UR – «Не опрацьована», 
− C – «Підтверджена»; 
− для CDP (Collateral Damage Potential – можливість непрямого збитку): 
− ND – «Не визначена», 
− N – «Відсутня», 
− L – «Низька», 
− LM – «Низько – середня», 
− MH – «Може бути – висока», 
− H – «Висока»; 
− для TD (Target Distribution – цільовий розподіл): 
− ND – «Не визначений», 
− N – «Відсутній», 
− L – «Низький», 
− M – «Середній», 
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− H – «Високий»; 
− для CR (Confidentiality Requirement – вимога конфіденційності), IR 
(Integrity Requirement – вимога цілісності) та AR (Availability Requirement – 
вимога доступності): 
− ND – «Не визначена», 
− H – «Висока», 
− M – «Середня», 
− L – «Низька» (також див. рис. 1.12 і 1.13). 
 
 
Рис. 1.13. CVSS v2.0 – МГ і вектора 
Після присвоєння символьних значень конкретних чисел здійснюється 
обчислення рейтингу (в межах [0; 10]) та створення вектора (як показано на рис. 
1.11) AV: N / AC: L / Au: N / C: N / I: N / A: P, який відображає «відкритість» 
структури. Фактично, це текстовий рядок, який містить значення, присвоєні 
кожній метриці і використовується для взаємодії оцінок. Відзначимо, що таким 
чином вектор повинен відображатися з урахуванням уразливості [26]. 
Тимчасові та контекстні МГ опційні і застосовуються для більш точної 
оцінки небезпеки, яку представляє дана уразливість для конкретної 
інфраструктури. Значення МГ відображається у вигляді пари (див. рис. 1.13) з 
вектора (конкретні значення окремих показників) і числового значення, 
розрахованого на основі всіх показників за допомогою формул стандарту [26]. 
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Використання Temporal дозволяє об'єднати тимчасові і базові показники, які 
відображаються на шкалу з межами [0; 10]. При цьому, часова оцінка буде не 
вище базової, але не менше її на 33% [26]. На рис. 1.14 показаний вбудований 







Рис. 1.14. Інтерфейс вмонтованого калькулятора CVSS v2.0 в Веб-інтерфейс 
NVD МГ: a) Базова, б) Часова, в) Контекстна 
CVSS v3.0. Калькулятор CVSS v3.0 є розвитком CVSS v2.0. На рис. 1.15 у 
вигляді прикладу схематично показані зміни, внесені в третю версію. Наприклад, 
розглянемо уразливість у віртуальній машині, яка наражає на небезпеку основну 
операційну систему (ОС). Тут уразливим компонентом є віртуальна машина, а 
впливовим компонентом – ОС хоста. Це пов'язано з тим, що ці два компоненти 
незалежно управляють правами на обчислювальні ресурси. Віртуальна машина 
(як показано на рис. 1.15) управляється «Адміністратором А», в той час як ОС 
хоста управляється «Адміністратором В». Коли два адміністратора одночасно 
експлуатують компоненти, то це може ініціювати створення уразливості. В цьому 
випадку CVSS вважає, що зміни вже відбулися. Ця умова тепер відбивається в 
нових МГ [27]. 
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Рис. 1.15. Зміни в CVSS v3.0 
В межах стандарту вводяться два наступних базових поняття:  
− уразливий компонент (vulnerable component) – компонент ІС, що містить 
уразливість і бере участь в процесі експлуатації;  
− атакуючий компонент (impacted component) – компонент ІС, базові 
характеристики безпеки якого (конфіденційність, цілісність, доступність) можуть 
бути порушені при успішній реалізації атаки. 
Як правило, уразливий та атакуючий компоненти збігаються, але існують 
класи уразливостей, для яких це правило не працює, наприклад: 
− вихід за межі «пісочниці» додатка; 
− отримання доступу до призначених для користувача даних, збережених 
в браузері, через уразливість у Веб-додатку (XSS); 
− вихід за межі гостьової віртуальної машини та ін. 
У цій версії метрики експлуатації розраховуються для уразливого 
компонента, а метрики впливу для атакуючого. Версія CVSS v2 не дозволяла 
відображати ситуацію, при якій уразливий компонент і той, який атакується, 
розрізняються [27, 28]. 
У CVSS v3.0 вектор доступу (Access Vector в v2.0) був перейменований в 
вектор атаки, але, як і раніше, відображає «віддаленість» зловмисника по 
64 
відношенню до уразливих компонентів. Іншими словами, чим більш віддаленим 
зловмисник є відносно уразливого компонента (з точки зору логічної та фізичної 
віддаленості мережі), тим більше буде базова оцінка. Крім того, цей показник 
розрізняє локальні атаки, які вимагають локального доступу до системи 
(наприклад, атака на програмний застосунок) і фізичні, які вимагають фізичного 
доступу до платформи для використання уразливості (наприклад, з FireWire, USB 
або jailbreaking атака) [26]. 
Зміни торкнулися поняття значення показника «Local», яке раніше 
описувало будь-які дії, що не торкаються мережі. У новому стандарті вводиться 
наступний розподіл значень цього показника: 
− Local (для експлуатації атакуючому потрібна локальна сесія або певні дії 
з боку легітимного користувача).  
− Physical (атакуючому необхідний фізичний доступ до уразливої 
підсистеми [28]). 
Також зміни торкнулися і показника АС, тобто складність експлуатації 
уразливості, що є якісною оцінкою складності проведення атаки. Чим більше 
умов має бути дотримано для експлуатації уразливості, тим вище складність [28]. 
Тут були об'єднані два значення показника «Low» та «Medium». Таким чином, 
складність доступу була представлена в двох параметрах – складність атаки і 
взаємодія користувача [27]. Поняття «складність» саме по собі суб'єктивне, а тому 
цей параметр, завжди трактувався експертами по-різному. Наприклад, для 
уразливостей, що дозволяють реалізувати атаку «Людина посередині» (активна 
атака [26]), в базі NVD можна зустріти різні варіанти оцінки АС. 
Тепер для полегшення тлумачення даного параметру пропонуються тільки 
два ступеня складності «High» та «Low», а також більш чітко прописані критерії 
віднесення до них уразливостей. Зокрема, уразливість, що дозволяє реалізувати 
активну атаку, запропоновано відносити до значення показника «High». Чинники, 
що враховуються в CVSS v2 параметром AС, в новому стандарті розкривається 
двома показниками – Attack Complexity та User Interaction [28]. 
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У CVSS v3.0 з'явився новий показник «необхідні привілеї» (Privileges 
Required), який замінює показник «аутентифікації» в v2.0 (автентифікація/ 
необхідний рівень привілеїв – чи потрібна аутентифікація для проведення атаки, і 
якщо потрібна, то яка саме [28]). Необхідні привілеї, відображають рівень 
доступу, необхідний для успішної атаки. Зокрема, значення показників «High», 
«Low» та «None» відображають привілеї, необхідні зловмисникові для того, щоб 
скористатися уразливістю. Підхід до розрахунку показника заснований на 
кількості незалежних процесів аутентифікації, які потрібно пройти атакуючому 
[28]. Всі інші зміни в CVSS v3.0 відображені в таблиці 1.10 [27]. Тут, за аналогією 
з табл. 1.9, для кожної МГ по кожній множині показників наведені низки 
символьних значень і відповідні їм числові показники. 
Крім цього, кожному символьному значенню визначена відповідна йому 
лінгвістична інтерпретація 
− для AV (Attack Vector – вектор атаки): 
− N – «Мережа»,  
− A – «Сполучена мережу», 
− L – «Локальний доступ», 
− P – «Фізичний доступ»; 
− для AC (Attack Complexity – складність атаки): 
− H – «Висока», 
− L – «Середня»; 
− для PR (Privileges Required – необхідні повноваження): 
− H – «Високі», 
− L – «Середні», 
− N – «Відсутні»; 
− для C (Confidentiality Impact – вплив на конфіденційність), I (Integrity 
Impact – вплив на цілісність) та A (Availability Impact – вплив на доступність): 
− H – «Високий», 
− L – «Середній», 
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− N – «Відсутній»; 
Таблиця 1.10 










AV N; A; L; P 0,85; 0,62; 0,55; 0,2 
AC H; L 0,77; 0,44 
PR H; L; N 0,85; 0,62 (або 0,68*); 0,27 
(або 0,50*) 
UI N; R 0,85; 0,62 
S U; C - 
C; I; A; N; L; H; 0; 0,22; 0,56 
Часова 
E U; P; F; H; X 0,91; 0,94; 0,97; 1; 1 
RL O; T; W; U; X 0,95; 0,96; 0,97; 1; 1 
RC U; R; C; X 0,92; 0,96; 1; 1 
Середовища 





MS; MC; MI; 
MA 
Мають ті ж символьні та числові значення 
показників, що і відповідні немодифіковані 
показники в базовій МГ, а також «Not 
Defined» (за замовчуванням) 
*якщо область дії (S) / модифікована область дії (MS) змінюється 
− для UI (User Interaction – взаємодія з користувачем): 
− N – «Відсутня», 
− R – «Потрібна»; 
− для S (Scope – область дії): 
− U – «Без змін», 
− C – «Змінена»; 
− для E (Exploitability – можливість використання): 
− U – «Теоретична (немає доказів)», 
− P – «Експериментальна», 
− F – «Функціональна», 
− H – «Висока», 
− X – «Не визначена»; 
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− для RL (Remediation Level – рівень виправлення): 
− O – «Офіційний патч», 
− T – «Тимчасове рішення», 
− W – «Рішення на основі порад та рекомендацій», 
− U – «Відсутні», 
− X – «Не визначені»; 
− для RC (Report Confidence – достовірність звіту): 
− U – «Відсутня», 
− R – «Обґрунтована», 
− C – «Підтверджена», 
− X – «Не визначена»; 
− для CR (Confidentiality Requirement – вимога конфіденційності), IR 
(Integrity Requirement – вимога цілісності) та AR (Availability Requirement – 
вимога доступності): 
− L – «Низькі», 
− M – «Середні», 
− H – «Високі», 
− X – «Не визначені». 
Модифікована базова група метрик описується показниками MAV (Modified 
Attack Vector – модифікований вектор атаки), MAC (Modified Attack Complexity – 
модифікована складність атаки), MPR (Modified Privileges Required – 
модифіковані необхідні повноваження), MUI (Modified User Interaction – 
модифікована взаємодія з користувачем), MS (Modified Scope – модифікована 
область дії), MC (Modified Confidentiality – модифікована конфіденційність), MI 
(Modified Integrity – модифікована цілісність) та MA (Modified Availability – 
модифікована доступність) (також див. рис. 1.15 і 1.16). На рис. 1.16 показаний 








Рис. 1.16. Інтерфейс вбудованого калькулятора CVSS v3.0 
МГ: a) Базова; б) Часова; в) Середовище оточення 
Згідно зі встановленими правилами, для кожної уразливості присвоюється 
CWE категорія, у відповідність з якою здійснюється їх групування за певними 
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категоріями, що відображає так звані слабкі місця РІС. Наприклад, як показано на 
рис. 1.10, розглянутій уразливості присвоєна категорія CWE-17, а на рис. 1.17 
відображено опис цього коду.  
 
Рис. 1.17. Опис категорії CWE-17 
Відповідно до представленого на сайті CWE™ звіту на 07.12.2015 р., 
зафіксовано 1004 CWE категорій слабких місць [29, 31]. 
Розглянемо приклади отримання значень з уразливості CVE-2015-1098 
(Apple і Work Denial of Service Vulnerability) за допомогою CVSS v2.0 та CVSS 
v3.0 (див. табл. 1.11) [27]. 
Таблиця 1.11 
Приклад обчислення CVSS 
Показник Значення показника Числове значення 
v2.0 v3.0 v2.0 v3.0 v2.0 v3.0 
AV N L 1 0,55 
AC M L 0,61 0,44 
Au PR N N 0,704 0,27 
- UI - R - 0,62 
- S - U - - 
C P H 0,275 0,56 
I P H 0,275 0,56 
A P H 0,275 0,56 
Результати CVSS для базової МГ 6,8 7.8 
Приклад опису уразливостей, доступних для скачування в БД NVD, 
показаний в таблиці 1.12. Тут відображено уразливості з ідентифікаторами CVE-
2015-0001 – «Windows Error Reporting Security Feature Bypass Vulnerability» та 
CVE-2015-0032 – «VBScript Memory Corruption Vulnerability». 
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У представленій таблиці кожному стовпцю присвоєно номер, який 
відображає, наприклад, наступну інформацію про уразливість в БД: 
1 – версія бази даних; 
2 – дата публікації; 
3 – ідентифікатор загрози; 
Таблиця 1.12  
























































































































































































































































































































































































































































































































































































































































































* 1) Компонент звіту про помилки Windows (WER) в Microsoft Windows 8, Windows 8.1, Windows Server 2012 Gold, R2 і Windows RT Gold дозволяє локальним 
користувачам обійти механізм захисту і прочитати вміст в довільних місцях процесу-пам'яті за рахунок використання адміністративних привілеїв. 
* 2) vbscript.dll в Microsoft VBScript 5.6 ÷ 5.8, який використовується з Internet Explorer 8 ÷ 11 та інших продуктах, дозволяє віддаленому зловмисникові виконати 
довільний код або викликати відмову в обслуговуванні (пошкодження пам'яті) за допомогою створеного Веб-сайту. 
11 – назва продукту; 
12 – CVE-ідентифікатор загрози; 
14 – дата останньої зміни; 
15 – оцінка CVSS (див. рис. 1.18); 
16 – вектор доступу; 
17 – складність доступу; 
18 – аутентифікація; 
19, 20, 21 – відповідно вплив на конфіденційність, цілісність та доступність; 
22 – джерело; 
23 – час появи; 
24 – CWE категорія; 
25 – мова; 
26 – тип посилання; 
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30 – мова (опис щодо заданої адреси); 
31 – резюме та ін. (див. табл. 1.12). 
 
Рис. 1.18. Оцінка CVSS для CVE-2015-0032 
Під час дослідження бази NVD було встановлено, що 82,77% уразливостей 
належать додаткам, 12,28% – ОС, а 3,59% – апаратному забезпеченню [14]. 
Банк даних загроз безпеки інформації 
Банк даних загроз безпеки інформації (БДЗБІ) розроблений Федеральною 
службою з технічного та експортного контролю Росії та Державним науково-
дослідним випробувальним інститутом проблем технічного ЗІ Росії. 
Банк містить відомості про основні загрози та уразливості ІБ, у першу 
чергу, характерних для державних ІС та автоматизованих систем управління 
виробничими та технологічними процесами об'єктів критичних інфраструктур. 
Відомості про загрози ІБ та уразливості ПЗ, що містяться в БДЗБІ, не є 
вичерпними і можуть бути доповнені за результатами аналізу відповідних загроз 
та уразливостей в конкретній ІС з урахуванням особливостей її експлуатації. Дані, 
що містяться в БДЗБІ, не є елементами ієрархічної класифікаційної системи, а є 
узагальненим переліком основних загроз та уразливостей ІБ (див. рис. 1.19) 
потенційно небезпечних для ІС. Останнє оновлення БДЗБІ від 11.07.16 р містило 
186 загроз та 14395 уразливостей [19]. 
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Рис. 1.19. Вікно сторінки опису загроз в БДЗБІ 
Кожна загроза, яка вноситься до БДЗБІ, може бути описана наступними 
параметрами (рис. 1.19): 
− унікальний ідентифікатор ЗБІ (загроза безпеці інформації); 
− найменування загрози; 
− опис загрози; 
− джерело загрози (тип порушника та його мінімально необхідний 
функціонал (потенціал)) (див. рис. 1.20); 
 
Рис. 1.20. Приклад опису ЗБІ: 001 
− об'єкт впливу;  
− наслідки реалізації загрози [19]. 
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У процесі внесення в БДЗБІ інформації про уразливість використовується 




Рис. 1.21. Фрагмент прикладу опису уразливості 2016-00227 в БДЗБІ 
− ідентифікатор (складається з року та номеру за порядком); 
− найменування уразливості; 
− опис уразливості; 
− вендор (компанія – виробник ПЗ, в якому виявлена уразливість); 
− назва ПЗ; 
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− версія ПЗ; 
− тип ПЗ; 
− ОС і апаратні платформи; 
− тип помилки; 
− ідентифікатор типу помилки (ідентифікатор, встановлений відповідно до 
загального переліку помилок CWE); 
− клас уразливості; 
− дата виявлення; 
− вектор уразливості базової МГ (за CVSS v2.0); 
− рівень небезпеки уразливості (за CVSS v2.0); 
− можливі заходи щодо усунення уразливості; 
− статус уразливості; 
− наявність експлойта; 
− інформація про усунення; 
− посилання на джерела; 
− ідентифікатори інших систем описів уразливостей (наприклад, CVE); 
− інша інформація [19] (див. табл. 1.13). 
Таблиця 1.13 













































































































































































































































































































































































































































































































































































































































































































































































































































Також на сайті БДЗБІ міститься калькулятор CVSS v2.0 (див. рис. 1.22), що 
є русифікованою версією аналогічного калькулятора NVD. Тут представлена і 
інфографіка, на якій відображені зведені дані за різними параметрами (рис. 1.23). 
 
 
Рис. 1.22. Інтерфейс калькулятора CVSS v2.0 на сайті БДЗБІ 
Open Sourced Vulnerability Database 
Open Sourced Vulnerability Database (OSVDB). База створена OSVDB в 2002 
році як незалежна та відкрита БД уразливостей для фахівців в області ІБ. Мета 
проекту полягала в тому, щоб забезпечити точну, деталізовану та актуальну 
інформацію про уразливості для систем забезпечення ІБ [14]. Станом на 5 травня 
2014 року дана база містила 105413 уразливостей. Веб-інтерфейс OSVDB (див. 
рис. 1.24) не надто відрізняється від бази NVD. 
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Рис. 1.23. Інфографіка БДЗБІ 
Кожна уразливість, що заноситься в OSVDB, описується наступними 
записами: 
− ідентифікатор OSVDB; 
− дата виявлення; 
− ім'я виробника; 
− ім'я продукту; 
− версія продукту (символьне значення), що має дану уразливість; 
− посилання, яке вказує на пряму адресу інтернет-ресурсу іншої бази або 
бази виробника, в якій описується дана уразливість; 
− рішення, яке має опис «виправлення» уразливості; 
− метрики уразливості, що містять критерії оцінки уразливостей в форматі 
CVSS v2.0 (не є обов'язковими з огляду на те, що поле є присутнім при наявності 
посилання на базу NVD) [14, 20]. 
Варто відзначити, що OSVDB з 2016 року стала умовно відкритою БД і 
тепер надаються платні послуги за інформацією про уразливості. При цьому, її 
розробники уклали співпрацю з компанією Risk Based Security, яка продає 
клієнтам ліцензії на отримання доступу до даних. 
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Рис. 1.24. Інтерфейс OSVDB 
База даних уразливостей IBM X-Force 
База БД уразливостей IBM ISS (Internet Security Services) X-Force, створена 
фахівцями підрозділу IBM Internet Security Systems X-Force, є однією з 
найбільших та авторитетних БД в галузі. Вона містить понад 30000 записів і 
детальний аналіз кожної відомої уразливості, виявленої з 1994 року. 
Більш того, фахівці підрозділу X-Force співпрацюють з тисячами 
найбільших в світі компаній та державних установ, центрами аналізу і 
вертикального обміну інформацією (ISAC), глобальними координаційними 
центрами та іншими постачальниками рішень [30-32]. Для доступу до БД 
уразливостей необхідно пройти реєстрацію на сайті IBM X-Force Exchange. Після 
реєстрації в рядку пошуку необхідно задати потрібну інформацію про уразливість 
(див. рис. 1.25). 
Як видно з опису уразливості на рис. 1.25, використовуються, за аналогією з 
попередніми базами оцінки CVSS (до 2016 року використовувалася v2.0, після – 
v3.0), ідентифікатор CVE, короткий опис, дата створення звіту про уразливість, 
заторкнутих продуктів, в яких є ця уразливість і зовнішні посилання. 
Але на відміну від інших БД, тут присутнє поле «Наслідки», що виражає в 
формалізованому вигляді можливий результат експлуатації уразливості, 
наприклад, «Gain Access» (отримання доступу) та «Виправлення», де наведені 




Рис. 1.25. Приклад опису уразливості 
Microsoft Excel Remote Code Execution 
База даних записів уразливостей US-CERT 
База БД VND (див. рис. 1.26) записів уразливостей US-CERT належить 
United States Computer Emergency Readiness Team (US-CERT). Вона розроблена 
спільно з Office of Cybersecurity and Communications (Управління кібербезпеки і 
комунікацій), Department of Homeland Security (Департамент внутрішньої 
безпеки), Software Engineering Institute (інженерний інститут ПЗ) та Carnegie 
Mellon University (інститут Карнегі-Мелоуна). 
 
Рис. 1.26. Основна сторінка VND 
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Кожній уразливості в БД присвоюється свій ідентифікатор «VU #», як 




Рис. 1.27. Приклад опису уразливості 
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За аналогією з розглянутими вище БД, в VND присутні наступні основні 
пункти опису уразливості: 
− огляд; 
− короткий опис; 
− вплив; 
− рекомендації про усунення; 
− оцінки CVSS; 
− в додатковій інформації вказується (якщо є) ідентифікатор CVE; 
− дата першої публікації та оновлення (див. рис. 1.28). 
 
Рис. 1.28. Вільні дані оцінок CVSS 
На відміну від інших БД, уразливості фіксуються із зазначенням 
постраждалої сторони та інформації про продавця. Також на сайті БД VND 
присутня можливість отримання зведених даних оцінок CVSS уразливостей (див. 
рис. 1.28) [22]. 
База даних уразливостей SecurityFocus 
База БД уразливостей SecurityFocus розроблена в 1999 та належить компанії 
Symantec (рис. 1.29) [23, 31, 32].  
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Рис. 1.29. Основна сторінка БД SecurityFocus 
У SecurityFocus при додаванні уразливості останній присвоюється Bugtraq ID і 
визначається клас (рис. 1.30).  
 
Рис. 1.30. Фрагмент вікна з прикладом опису уразливості Bugtraq 77270 
За аналогією з іншими відкритими БД уразливість також має:  
− свій ідентифікатор CVE;  
− дату опублікування і оновлення;  
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− інформацію про віддаленість або локальність; 
− інформацію про уразливі продукти; 
− обговорення (опис); 
− інформація про використання; 
− рішення про контрзаходи та рекомендації (див. рис. 1.30). 
В результаті проведеного дослідження БД можна зробити висновки, що 
практично кожній уразливості, яка вноситься в ту чи іншу базу, присвоюється 
ідентифікатор CVE і визначається оцінка CVSS. Також під час дослідження було 
визначено критерії (див. таблицю 1.14), за якими можна реалізовувати порівняння 
подібних БД. 
До таких критеріїв належить наявність: 
− оцінки CVSS за v2.0 і/або v3.0; 
− калькулятора CVSS; 
− ідентифікатора CVE; 
− CWE категорії; 
− можливості розширення;  
− виведення критичних загроз/уразливостей; 
− можливості інтеграції;  
− оцінки ризику/ризик-калькулятора. 
Таблиця 1.14 






















інтеграції v2.0 v3.0 v2.0 v3.0 
NVD - + + + + + + + - + 
БДЗБІ - + - + - + + + - - 
OSVDB - + - - - + - - - + 
IBM 
X-Force - + + - - + + + - + 
VND - + + - - + + + + + 
Security 
Focus - - - - - + - + - + 
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Наведені критерії можуть бути корисними розробникам систем оцінювання 
ІБ. Також варто відзначити, що процедура оцінювання ризику не передбачена ні в 
одній з представлених БД. 
Таким чином, визначено набір критеріїв для БД уразливостей РІС, за якими 
можна здійснити порівняльний аналіз таких баз і вибрати найбільш вдалі для 
побудови різних засобів оцінювання стану ІБ, наприклад, систем оцінювання 
ризиків або ризик-калькуляторів. 
1.4. Формулювання наукової проблеми і задач дослідження 
Відома низка методів [10, 24, 25, 33-37], які дозволяють реалізовувати 
оцінювання та управління ризиками ІБ при нечітких умовах в 
слабоформалізованому середовищі оточення. Для реалізації такого процесу 
використовують системи, в яких ОР здійснюється на основі лінгвістичних 
змінних (ЛЗ), що базуються на еталонних параметричних нечітких числах (НЧ) із 
заданою кількістю термів. Формування еталонів є досить складною процедурою, 
яка реалізується із залученням експертів відповідної предметної галузі. При 
практичному використанні зазначених систем виникає необхідність в їх 
адаптуванні шляхом оперативного варіювання кількістю термів, наприклад, 
приведення ЛЗ та еталонів до одного порядку з метою ефективної реалізації 
процесу оцінювання за допомогою еквівалентних суджень експертів 
(користувачів). Також при налаштуванні таких систем існує потреба у створені 
еталонних величин або здійснення експорту-імпорту існуючих еталонів для 
різних систем ОР без залучення експертів відповідної предметної галузі, оскільки 
їх робота потребує не тільки багато часу але й значних фінансових витрат. Також 
на практиці, часто виникають ситуації, при яких необхідно реалізовувати 
оперативне ОР в режимі реального часу без залучення зазначених експертів, а 
доступні методи і засоби оцінювання не дають такої можливості. Враховуючи 
викладене, тема досліджень, яка присвячена розв’язанню важливої науково-
прикладної проблеми розробки методології ОР безпеки РІС, є актуальною. 
Зазначена проблема обумовлюється існуванням об’єктивного протиріччя 
між існуючою потребою в ефективному ОР за максимально короткий час 
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(включаючи реальний) без залучення експертів відповідної предметної галузі, з 
одного боку, та високою інерційністю і затратною експертною підтримкою 
функціональних можливостей існуючих засобів, з іншого. 
Зважаючи на те, що на національному рівні комплексне дослідження щодо 
рішення означеної проблеми знаходиться на початковій стадії, то її вирішення 
пов’язується з розробкою відповідної методології ОР безпеки РІС, яка 
забезпечить ефективну формалізацію та підтримку процесу оцінювання. 
У зв’язку з цим мета дисертаційної роботи спрямована на вирішення 
важливої науково-прикладної проблеми, пов’язаною з розробкою методології 
оцінювання ризиків безпеки ресурсів інформаційних систем, орієнтованої на 
створення відповідних засобів оцінювання з необхідними функціональними 
властивостями. 
Для досягнення поставленої мети необхідно вирішити такі основні задачі: 
– розробити формалізований механізм формування множин параметрів; 
– розробити функціонально повний базис методів модифікації порядку 
лінгвістичної змінної; 
– розробити метод перетворення інтервалів у нечіткі числа; 
– розробити методи оцінювання ризиків; 
– розробити методологію з поліморфними властивостями щодо реалізації 
оцінювання інформаційних ризиків; 
– розробити структурні рішення обчислювальних систем; 
– розробити і експериментально дослідити алгоритмічне та програмне 
забезпечення систем оцінювання ризиків. 
1.5. Висновки до першого розділу 
1) Здійснений аналіз вітчизняної та зарубіжної літератури за темою 
дисертаційної роботи. Проведено дослідження більше 30 існуючих засобів, 
методів і методик ОР. За результатами аналізу визначено основні критерії, за 
якими можна здійснювати відповідну оцінку систем АОР з метою їх ефективного 
вибору і розробки та сфокусувати увагу на тому, що в основному для ОР 
використовуються статистичні дані відносно інцидентів та загроз ІБ, а також 
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наявність певних обмежень (на використовуваний набір характеристик) в 
аналізованих методах.  
2) При практичному використанні таких засобів ОР виникають ситуації, в 
яких зручно для АОР застосовувати, як додаткові еталони, так і еталони з іншою 
кількістю термів. В цьому випадку слід здійснити їх визначення (перевизначення), 
для чого необхідно залучати експертів відповідної предметної галузі, що потребує 
значних фінансових і часових витрат та в реальних умовах є досить 
проблематичним. 
3) Проведено дослідження існуючих відкритих БД уразливостей в 
результаті якого визначено базові критерії щодо можливості їх застосування для 
оцінювання інформаційних ризиків та факт того, що практично кожній 
уразливості, яка вноситься в ту чи іншу базу присвоюється ідентифікатор CVE та 
визначається відповідна оцінка CVSS, але процедура ОР не передбачена ні в одній 
з представлених БД. Іншими словами вони, наприклад, містять CVSS-
калькулятор, але для розширення можливостей пов’язаних з вирішенням окремих 
задач захисту інформації необхідно використовувати і ризик-калькулятор, який не 
застосовується ні в одній з розглянутих БД. 
4) На основі проведеного аналізу визначені основні задачі та напрямки 
наукового дослідження що охоплюються дисертаційною роботою. 
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ФОРМАЛІЗОВАНИЙ МЕХАНІЗМ ФОРМУВАННЯ МНОЖИН 
ПАРАМЕТРІВ ДЛЯ ОЦІНЮВАННЯ РИЗИКІВ 
2.1. Аналітико-синтетична кортежна модель характеристик ризику 
Розвиток ІТ-інфраструктури підприємств тягне за собою стрімке 
неконтрольоване зростання кількості уразливостей РІС [1, 2]. Для забезпечення 
необхідного рівня безпеки РІС зазвичай на підприємствах впроваджують 
відповідні системи ЗІ [1-3]. Одним з основних етапів побудови таких систем є 
реалізація процесу АОР ІБ. На сьогодні існує безліч інструментальних засобів [3], 
які об'єднуються в методики АОР. Часто перед фахівцями в області ІБ виникає 
питання про ефективний вибір існуючих або розробку нових засобів оцінювання 
стану безпеки РІС. Для ефективної організації відповідного процесу вибору або 
розробки необхідно мати досить повне відображення характеристик ризику, 
пов'язаних з ІБ. 
У [3] була розроблена інтегрована модель представлення параметрів ризику 
на основі десятикомпонентного кортежу, за допомогою якої здійснювався аналіз 
подібних засобів. При практичному використанні презентованої в [3] моделі 
з'явилася необхідність у поділі вхідних до неї параметрів на ті, за допомогою яких 
проводився б аналіз існуючих засобів оцінювання і ті, за допомогою яких у 
перспективі в певних умовах реалізовувався процес оцінювання, наприклад, у 
реальному часі або в умовах, що дозволяють адаптувати нечіткі шкали та ін.  
У зв'язку з цим, актуальним є завдання визначення характеристик ризику, 
які використовуються для подальшого вибору відповідних засобів, а також для 
синтезу нових систем оцінювання ризиків безпеки РІС. Останні, наприклад, 
можна використовувати для визначення необхідного рівня ЗІ, здійснення його 
підтримки і розробки стратегії розвитку ІС [1-3] з урахуванням постійного 
зростання кількості уразливостей ресурсам. 
З метою формалізації процесу формування необхідних характеристик 
пропонується аналітико-синтетична кортежна модель характеристик ризику 
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(АСКМ), в якій здійснюється генерування необхідного аналітичного і 
синтетичного кортежів.  
 
Рис. 2.1. Структурно-аналітичне відображення АСКМ 
В моделі вводиться множина всіх можливих характеристик ризику: 
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BC BC BC BC BC ,     (2.1) 
де i ⊆BC BC  ( 1,i bc= ) – підмножина, що відображає i-у характеристику ризику. 
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{{ , , ..., },nBC BC BC 22,1 2,2 2,{ , , ..., }, ...,nBC BC BC  ,1 ,2 ,{ , , ..., }}bcbc bc bc nBC BC BC , 
де bc і in  – кількість членів в BC  і iBC  відповідно ( 1, ,i bc=  1, )ibo n= .  
Наприклад, з урахуванням (2.1)-(2.3) при bc=13, 1n aes=  = 2n ca=  = 3n cs=  =
11n sc=  = 13n =va = 2, 4n d=  = 5n dt=  = 7n f=  = 9n me=  = 10n p= = 12n n=  =3, 6n e=  
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Тут, у складі множини є: 
− елемент AES – «Адаптивність нечітких шкал оцінювання» (BC1 = 






















AES  1( ⊆BC BC , 1,bo aes= ), 
де 1n =aes – кількість варіантів адаптованості нечітких шкал оцінювання, 























{ }1 2,AES AES = {«декрементування», «інкрементування»}, 
( 1,1BC = 1AES , 1,2BC = 2AES  – варіанти адаптованості нечітких шкал оцінювання для 
параметричних НЧ, наприклад, трапецієподібних і трикутних). Цей елемент 
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відображає можливості системи щодо трансформування еталонів параметрів та 
адаптації системи під різні умови середовища оцінювання без участі експертів 
відповідної предметної галузі [4-12]; 
− елемент CA – «Калькулятор» (BC2 = СA), який може відображатись у 






















CA  2( ⊆BC BC , 1,bo ca= ), 























{ }1 2,CA CA = {«CVSS-калькулятор», «Ризик-калькулятор»}, 
2,1(BC = 1CA , 2,2BC = 2CA  – варіанти калькулятора для оцінювання ризику і оцінок 
CVSS). Цей елемент показує наявність в системі можливості використання 
калькуляторів для оцінювання ризику, а також оцінок CVSS; 
− елемент СS – «Характеристика ситуації» (BC3 = СS), який можна 























 3( ⊆BC BC , 1,bo cs= ), 
де 3n cs=  – кількість ідентифікаторів характеристики ситуації. Наприклад, при 
























{ }1 2,CS CS = {«Визначена», «Нечітка»}, 
де 3,1BC = 1CS , 3,2BC = 2CS  – елементи підмножини ,CS  що відображають 
характеристику ситуації у вигляді лінгвістичних значень; 
− елемент D – «Небезпека» (BC4 = D), який може відображатись за 
допомогою ЛЗ [3]  
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D  ( 4 ⊆BC BC , 1,bo d= ), 
де 4n d=  – кількість термів ЛЗ «НЕБЕЗПЕКА». Наприклад, при d=3 підмножина 
4BC  може представлятися як:  























D , D , D~ ~ ~ =  , ,~ ~~{ }Н C B , 




C  та 
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B , що мають лінгвістичний еквівалент «низька» (Н), 
«середня» (С) та «висока» (В) відповідно, де 4,1BC = 1D~ , 4,2BC = 2D~ , 4,3BC = 3D~  – 
елементи базової терм-множини ,D  що відображають значення небезпеки у 
вигляді НЧ; 
− елемент DT – «Відхилення від мети» (BC5 = DT), який є 
характеристикою, що відображається чисельно (наприклад, як стандартне 
(квадратичне), ймовірне або допустиме відхилення [3, 13]) або на основі 
застосування логіко-лінгвістичного підходу за допомогою ЛЗ «ВІДХИЛЕННЯ 

























5( ⊆BC  ,BC  а 1 2 ... ,~ ~ ~ dtDT DT DT< < <  1, )bo dt= , 
де 5n dt=  – кількість термів ЛЗ «ВІДХИЛЕННЯ ВІД МЕТИ». Наприклад, при dt
























{ , , }~ ~ ~DT DT DT =  
{«Мале (М)», «Середнє (С)», «Велике (В)»}, 
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де 5,1BC = 1~DT , 5,2BC = 2~DT  та 5,3BC = 3~DT  – елементи базової терм-множини DT , що 
відображають значення відхилення від мети у вигляді НЧ М,С




−  елемент E – «Порушення базових характеристик ІБ» (BC6 = E), який 
можна відобразити у вигляді символьної змінної, що приймає одне із значень 






















E  ( 6 , 1,bo e⊆ =BC BC ), 
де 6n e=  – кількість ідентифікаторів порушення ІБ РІС. Наприклад, при е=7 




















7{ }1 2E , E ,..., E =  {«Порушення конфіденційності (ПК)», 
«Порушення цілісності (ПЦ)», «Порушення доступності (ПД)», 
«Порушення цілісності та конфіденційності (ПЦК)», 
«Порушення цілісності та доступності (ПЦД)», 
«Порушення конфіденційності та доступності (ПКД)», 
«Порушення конфіденційності, цілісності і доступності (ПКЦД)»}, 
де 6,1BC = 1E , 6,2BC = 2E , …, 6,7BC = 7E  – елементи підмножини, що відображають 
можливі варіанти порушення базових характеристик ІБ РІС; 
− елемент F – «Частота» (BC7 = F), який аналогічно D може визначатися 

































{ ,~F 2 ,~F 3}~F  7( ⊆BC BC , 1,bo f= ),  
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де 7n = f – кількість термів ЛЗ «ЧАСТОТА» ( 7,1BC = 1~F , 7,2BC = 2~F , 7,3BC = 3~F  – 
елементи базової терм-множини ,F  що відображають частоту у вигляді нечітких 
значень); 
− елемент L – «Витрати» (BC8 = L), який може бути представлений 
чисельно, наприклад, на заданих інтервалах: 
1) 0 – $ 100; 
2) $100 – $1000;  
3) $1000 – $10 000;  
4) $10 000 – $100 000.  






















L  ( 8 ⊆BC BC , 1,bo l= ), 





















1 2 3 4 5
{ }L , L , L , L , L~ ~ ~ ~ ~ =  
{ , , , ,
~ ~~ ~ ~
Н НC С BС B }, 
а лінгвістичними еквівалентами використовуваних НЧ будуть відповідно 
значення термів «Низькі» (Н), «Нижче середнього» (НС), «Середні» (С), «Вище 
середнього» (ВС) і «Високі» (В). Тут, 8,1BC = 1L~ , 8,2BC = 2L~ , 8,3BC = 3L~ , 8,4BC = 4L~ , 
8,5BC = 5L~  – елементи базової терм-множини L, що відображає витрати у вигляді 
нечітких значень. На практиці зустрічається й інтегроване представлення L, 
наприклад: 
1) Negligible (менше $100);  
2) Minor (менше $1000);  
3) Moderate (менше $10 000);  
4) Serious (істотний негативний вплив на бізнес);  
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5) Critical (катастрофічний вплив, можливе припинення діяльності 
підприємства) [3, 13]; 













BC M , ( 9 ⊆BC BC , 1,bo me= ), 
де 9n me=  – кількість можливих ідентифікаторів міри ризику. Наприклад, при me






















{ }1 2 3, ,M М M = {«Кількісна (характеризується чисельно)», «Якісна 
(характеризується лінгвістично)», «Інтегрована (характеризується чисельно і 
лінгвістично)»}, де 9,1BC = 1M , 9,2BC = 2М , 9,3BC = 3M  – елементи підмножини ,M  
що відображають у вигляді лінгвістичних значень відповідну міру ризику; 
− елемент Р – «Ймовірність» (BC10 = Р), який може відображатися 
статистичними даними. При виникненні труднощів з отриманням статистичних 
даних або для простоти інтерпретації величин, експерти часто використовують 
логіко-лінгвістичний підхід. Так, здійснюється відображення відповідної 
характеристики за допомогою ЛЗ [3] «Ймовірність». Вона визначається базовою 
терм-множиною, наприклад, 






















P  10( ⊆BC BC , 1, )bo p= , 
де 10n p=  – кількість термів ЛЗ «Ймовірність», для членів якої справедливе 
співвідношення порядку 
2~1 pP P < ...< P~ ~< . Наприклад, при р=3 підмножина 10BC  


























{ }P , P , P~ ~ ~ =  
{ , , }~ ~~
Н C B  








B , які мають лінгвістичний еквівалент «низька» (Н), 
«середня» (С) та «висока» (В) відповідно. Тут, 10,1BC = 1P~ , 10,2BC = 2P~  і 10,3BC = 3P~  – 
елементи базової терм-множини P  відображають значення ймовірності в 
лінгвістичній формі. Як правило, для зазначених НЧ на основі відомих методів 
[3, 14] формуються необхідні ФН. Також, крім зазначених, можуть бути введені і 
інші значення первинних термів, наприклад, «дуже низька» (ОН), «вище 
середнього» (ВС), «нижче середнього» (НС) та ін. Очевидно, що в цьому випадку 
характеристика Р відображається множиною лінгвістичних значень, але як 
окремий випадок, вона може приймати чітке або інтервальне значення. У цьому 
випадку для її відображення будемо використовувати не напівжирний шрифт, 
наприклад, Р; 
− елемент SС – «Ситуація вибору» (BC11 = SС), що представляється ЛЗ 























SC  11( ⊆BC BC , 1,bo sc= ), 




~ ~ ~ sc
SC SC SC< < < . За допомогою SС можна інтерпретувати вибір через 



























SC SC =   









SC  {«Менш надійна (МН)», «Більш надійна (БН)»}, 
котрі відповідно відображаються НЧ МП, БП~ ~
 або МН, БН,
~ ~




SC  – елементи базової терм-множини ,SC  що відображають ситуацію вибору у 
вигляді нечітких значень; 
− елемент V – «Уразливість» (BC12 = V), який можна відобразити 





















V  12( , 1, )bo n⊆ =BC BC , 
де 12n n=  – кількість можливих уразливостей (і відповідно їх ідентифікаторів) 










BC  12,1 12,2 12,3{ , , }BC BC BC = V  









V { }1 2 3V ,V ,V= = 
{«Нульового дня», «Переповнення буферу», «SQL-ін’єкція»}, 
де 12,1BC = 1V , 12,2BC = 2V , 12,3BC = 3V  – елементи підмножини ідентифікаторів ,V  що 
відображають ідентифіковані уразливості РІС, пов'язаних відповідно з загрозами 
нульового дня, переповненням буферу і реалізацією SQL-ін'єкції; 























VA  13( ⊆BC BC , 1,bo va= ), 























 { }1 2,VA VA = {«CVSS v02», «CVSS v03»}, 
( 13,1BC = 1VA , 13,2BC = 2VA  – ідентифікатори версії CVSS). Цей елемент відображає 
наявність в системі інформації про версії CVSS оцінки, що використовуються. 
На основі множини ,BC  а також з урахуванням аналізу, проведеного в [3, 6, 
13, 15], пропонується формувати дві базові підмножини:  
































,..., }}ii isIS  
= 1,1 1,2{{ , ,IS IS  11,..., },isIS  
22,1 2,2 2,
{ , , ..., }, ...,isIS IS IS
 
,1 ,2 ,{ , , ..., }}indind ind ind isIS IS IS  ( ,i ⊆IS BC  1, ,i ind=  1, ibo is= ); 
− оціночна –  

































,..., }}ii esES  
= 1,1{{ ,ES  1,2 ,ES  
11,





..., ,1{ ,assES  ,2 ,assES  ...,  , }}assass esES  
( i ⊆ES BC , 1,i ass= , 1, ibo es= ), 
де ind  і ass  – кількість ідентифікуючих і оціночних характеристик ризику ІБ 
відповідно. 
Так, наприклад, при ind =9 з урахуванням [16] 1is aes=  = 2is ca=  = 3is cs=  
= 7is sc=  = 9is =va = 2, 4is dt=  = 6is me=  = 8is n=  = 3 та 5is =  e  = 7 можна 
скласти наступну ідентифікуючу базову підмножину характеристик ризику: 


































, }}ii isIS  
=
 
1,1{{ ,IS  1,2}IS , 2,1{ ,IS  
2,2},IS  3,1{ ,IS  3,2},IS  4,1{ ,IS  4,2 ,IS  4,3},IS 5,1{ ,IS  5,2 ,IS  5,7..., },IS  6,1{ ,IS  6,2 ,IS  
6,3},IS  7,1{ ,IS  7,2},IS  8,1{ ,IS  8,2 ,IS  8,3},IS  9,1{ ,IS  9,2}}IS  = 1{ ,AES  2},AES  1{ ,CA  








SC  { 1V ,  2V ,  },3V  1{ ,VA  2}}VA , 
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де 1,1 1IS AES= , 1,2IS = 2AES , 2,1IS = 1CA , 2,2IS = 2CA , 3,1IS = 1CS , 3,2IS = 2CS , 4,1IS = 1~DT , 
4,2IS = 2~DT , 4,3IS = 3~DT , 5,1IS = 1E , 5,2IS = 2E , …, 5,7IS = 7E , 6,1IS = 1M , 6,2IS = 2M , 6,3IS =
3M , 7,1IS = 1~SC
, 7,2IS = 2~
SC , 8,1IS = 1V , 8,2IS = 2V , 8,3IS = 3V , = 1VA , 9,2IS = 2VA ,  
а при ass =4, 1es d=  = 2es  = f = 4es  = p = 3, 3es l=  = 5 – оціночну базову 
підмножину характеристик ризику:  



































,..., }}ii esES  
=
 





2,1{ ,ES  2,2 ,ES  2,3},ES  3,1{ ,ES  3,2 ,ES  3,3,ES  3,4 ,ES  3,5},ES  4,1{ ,ES  
4,2 ,ES  4,3}}ES  =  
1
{{D ,~  2D ,~  },3D~  1{ ,~F  2
,~F  3
},~F   
1
{L ,~  2
L ,~  3
L ,~  4
L ,~  5
},L~  1
{P ,~  2
P ,~  
}}
3
P~ ,  
де 1,1ES =  1D~ , 1,2ES = 2D~ , 1,3ES =  3D~ , 2,1ES =  1F~ , 2,2ES = 2F~ , 2,3ES =  3F~ , 4,1ES = 1~L , 
4,2ES = 2~L , 4,3ES = 3~L , 4,4ES = 4~L , 4,5ES = 5~L , 5,1ES = 1~P , 5,2ES = 2~P , 5,3ES = 3~P . 
Представлені вище базові підмножини [16, 20, 21] відображаються за 
допомогою двох кортежів (див. рис. 2.1): 
– перший – аналітичний (АК), який використовується для аналізу засобів 
ОР з метою подальшого їх вибору; 
– другий – синтетичний (СК) для допомоги розробникам, які синтезують 
відповідні засоби оцінювання. За допомогою цих кортежів можна спростити 
ухвалення рішення при виборі необхідного засобу оцінювання і набору 
параметрів для ефективної експлуатації відомих і створюваних нових систем ОР. 
І так, як видно із структурно-аналітичного представлення АСКМ (див. рис. 
2.1), основу зазначених кортежів складають підмножини iIS , iES  ідентифікуючих 
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і оціночних компонент відповідно, які відображаються за допомогою двох 
кортежів – аналітичним (який використовується для дослідження широкого 
спектру існуючих засобів АОР з позицій формування необхідних для їх 
функціонування вихідних даних) і синтетичним (який використовується для 
допомоги розробникам, що синтезують відповідні засоби оцінювання). Це 
дозволить спростити ухвалення рішення про вибір необхідного засобу 
оцінювання та вибір необхідного набору параметрів для створення систем ОР. 
2.2. Характеристики ризику, які використовуються в засобах аналізу та 
оцінювання ризиків 
Одним з головних етапів комплексного підходу до побудови систем захисту 
інформації РІС є ОР. На поточний момент існує досить широка низка засобів ОР 
ІБ [3, 18, 23-25], при виборі яких перед фахівцями виникає низка питань 
пов’язаних, наприклад, з використанням та ініціалізацією вхідних величини, 
задіяним математичним апаратом, умовами в яких реалізується оцінювання і т.д.  
У п. 2.1 була запропонована АСКМ [16, 20, 21 26], яка заснована на двох 
кортежах – АК і СК, що дозволяють спростити прийняття рішення при виборі і 
розробці систем ОР. 
Метод Coras. Щодо характеристик ризику в п. 2.1 для методу Coras можна 
отримати відображення компонент Р, D і V(А). Елемент P, виходячи із 
зазначеного прикладу (див. табл. 1.1-1.3), відображається ймовірністю реалізації 
загрози V(А), а наслідки можна побічно представити у вигляді елемента D. Також 
з табл. 1.4 видно, що всі загрози призводять до порушення різних характеристик 
безпеки і можуть бути пов'язані зі значенням E7 = «ПКЦД». Всі розрахунки 
відображаються в ЯК і КЛ шкалах, що можна відобразити через елемент М3. 
Аналіз показав, що прямого використання компонентів D, E і М в системі 
немає, але простежується з ними логічний зв'язок, тому ці величини є 
опосередкованими. Тут і далі для позначення непрямих характеристик в кортежі 
буде використовуватися символ *, наприклад, D*. 
Після проведеного аналізу з урахуванням АСКМ п. 2.1 АК, що відображає 
цей метод можна представити у вигляді <CS*, D*, Е*, М*, Р, V(А)>. 
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Метод EBIOS. Відносно АСКМ, з урахуванням п. 2.1, для EBIOS 
визначимо АК. Так компонентам D і Р (виходячи із зазначеного прикладу шкали 
для небезпеки та ймовірності) відповідають, наприклад, значення для D1 = 
«Незначна», D2 = «Середня», D3 = «Висока», а для Р1 = «Мінімальна», Р2 = 
«Середня», Р3 = «Висока» і т.д. 
Також розглядаються уразливості і загрози V(А), які призводять до 
порушення певних характеристик ІБ атакованих РІС і відповідно пов'язуються зі 
значеннями Е3 = «ПД», Е1 = «ПК», Е2 = «ПЦ». Аналіз показує, що М приймає 
значення М1, а з урахуванням АСКМ, АК для цього методу можна представити у 
вигляді <CS*, D, Е, М*, Р, V(А)>. 
Метод ISAMM. Відзначимо, що всі загрози V(А) призводять до порушення 
ІБ Е (див. табл. 1.8). Щодо ОР в методі використовують елементи L і Р, які 
відображаються щорічними очікуваними збитками та ймовірністю реалізації 
загроз, а вплив можна опосередковано відобразити як D. Щодо елемента М слід 
зазначити, що метод використовує кількісні шкали, і цьому відповідає М2. З 
урахуванням вищезазначеного, АК для методу можемо представити у вигляді: 
<CS*, D*, Е, L, М*, Р, V(А)>. 
Методологія IRAM2. Відзначимо, що в даному засобі ОР ідентифікуються 
як загрози, так і уразливості V(А), які можуть бути пов'язані з подіями (Е) 
порушення базових характеристик ІБ. Виходячи з цього, характеристика Е в 
методології присутня опосередковано. Відносно інших елементів, то при ОР 
використовується ймовірність Р і вплив, який не прямо можна представити за 
допомогою D. Після проведеного аналізу АК для цієї методології має наступний 
вигляд: <CS*, D*, Е*, М*, Р, V(А)>. 
Інструментарій PTA (Practical Threat Analysis). Щодо АСКМ визначимо 
кортеж для цього інструментарію. Елемент V(А) відображається уразливостями та 
загрозами (див. рис. 1.7 і 1.8), які можуть призвести до порушення характеристик 
ІБ, так, наприклад, V1 = «Сервери застосунків уразливі для експлойтів через 
Інтернет» може призвести до E1 = «ПК» . Для оцінки ризику в інструментарії 
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використовуються елементи Р, L і опосередковано D, який відображає значення 
параметра «Пошкодження» (див. рис. 1.9). 
Отже, АК для PTA має вигляд: <CS*, D*, Е*, L, М*, Р, V(А)>. 
Det-АОР і Fuz-АОР системи [3]. Засновуються на детермінованому (DetM) 
(заснований на бінарних оцінках) і нечіткому (FuzM) методах оцінювання. У 
системах ОР DetM і FuzM оцінювання реалізовується за допомогою дев'яти 
кроків, пов’язаних з визначенням множин, описом оціночних компонент, оцінкою 
рівня значущості оціночних компонент, визначенням еталонних значень ступеня 
ризику, визначенням еталонних значень оціночних компонент, оцінкою поточних 
значень компонент, класифікацією поточних значень, оцінкою ступеня ризику та 
лінгвістичним розпізнаванням. Відносно проведених досліджень (див. [3, 17, 22-
25]) визначено, що в системах безпосередньо для ОР використовуються оціночні 
компоненти Р, F, L і D. Так, для зазначених систем можна скласти наступний 
кортеж: <CS*, D, DТ*, Е, F, L, М, Р, SC*, V(А)>. 
2.3. Метод формування кортежів для аналітико-синтетичної кортежної 
моделі 
Залежно від поставлених цілей, за допомогою АСКМ можна сформувати 
необхідний кортеж [16, 20-22, 26]. Побудова кортежів здійснюється через 
формування АК і СК за допомогою методу, який засновується на двох базових 
принципах: 
– перший – АК формується за результатами аналізу існуючих засобів 
аналізу і ОР (табл. 2.1); 
– другий – СК формується за пріоритетами експертів щодо характеристик 
ризику, які, на їхню думку, повинні використовуватися в розроблюваній системі 
ОР. 
Розкриємо суть першого принципу, який орієнтований на формування АК – 
1,AT  2 , ..., anAT AT  (див. рис. 2.1), де iAT  – компонент АК ( 1, )i an= , а an – 
кількість його членів. Зазначений принцип реалізується за допомогою 3-х етапів. 
Формування АК – Етап 1 (Поділ параметрів). Оскільки в засобах ОР 
використовується два види параметрів (ідентифікуючі та оціночні), то АК 
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формується у вигляді двох частин. Перша частина кортежу представляється як 
( )
i
ISAT  ( 1,i ind= ), а друга – ( )i
ESAT (i =  1, )ind an+ , де .an ind ass= +  В цьому 
випадку АК має вигляд – ( )1 ,
ISAT  ( )..., ,ind
ISAT  ( )1 ,ind+
ESAT  ...,  ( )an
ESAT . 
Формування АК – Етап 2 (Визначення вагових коефіцієнтів). Введемо 
величину iW  ( 1, )i an=  – ваговий коефіцієнт i-ї характеристики ризику (an – 
кількість всіх використовуваних показників ризику, що збігається з кількістю 







=∑∑ , де величина ijW  
( 1,i an= , 1,j to= ) характеризує рівень використання конкретної характеристики 







якщо AT безпосередньо використовується в RAT
W якщо AT опосередковано використовується в RAT







а jRAT  ( 1, )j to=  – j-тий засіб АОР (to – кількість відповідних засобів). Всі 
значення iW , ijW , jRAT  і iAT  відображаються в узагальненій таблиці зі зведеними 
даними відповідного аналізу (див. табл. 2.1).  
Таблиця 2.1 
Зведені дані аналізу jRAT  
iAT  
( 1, )i an=  
Засоби ОР – 
jRAT  ( 1,j to= ) i
W  
( 1, )i an=  
1RAT  2RAT  3RAT  … toRAT  
1AT  11W   12W  13W  … 1toW  1W  
… … … … … … … 
( )
ind
ISAT  1indW  2indW  3indW  … indtoW  indW  
( )
1ind+
ESAT  ( 1)1indW +  ( 1)2indW +  ( 1)3indW +  … ( 1)ind toW +  1indW +  
… … … … … … … 
( )
an
ESAT  1anW  2anW  3anW  … antoW  anW  
При цьому в якості вмісту таблиці можна використовувати результати 
досліджень, проведених в розділі 1 і п. 2.2. 
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Формування АК – Етап 3 (Формування послідовності параметрів). На 
основі обчислених коефіцієнтів iW  (з урахуванням того, що 1W ≥ 2W ≥ ... indW≥  і 
1indW + ≥ 2indW + ≥ ... anW≥ ) формується послідовність iAT  для кортежу 1,AT
2 , ..., anAT AT .  
В результаті отримаємо iAT , які впорядковані за спаданням їх iW  і алфавіту. 
Таким чином, відповідно iW , кожне iAT  в результаті їх перенумерації отримує 
новий індекс. Для зручності сформований таким чином, упорядкований список 
iAT  представляється у вигляді узагальненої таблиці (див. табл. 2.2). 
Таблиця 2.2 
Упорядковані iAT  для формування АК 
i 1 … ind ind+1 … an 
iW  ( 1, )i an=  1W  … indW  1indW +  … anW  
iAT  ( 1, )i an=  1AT  … 
( )
ind
ISAT  ( )1ind+
ESAT  … ( )an
ESAT  
Розглянемо процес формування АК на конкретному прикладі. 
Приклад 1. Формування АК – Етап 1 (Поділ параметрів). Згідно цього 
етапу, щодо конкретних базових характеристик ризику безпосередньо здійснимо 
поділ параметрів. Так, на основі підмножин ,IS  ES  і положень в п. 2.1 при ind=9, 
ass=4 і an=13 (тобто, an ind ass= + = 9+4=13) АК відповідно буде мати наступний 
вигляд: 
1 ,AT  2 ,AT  3,AT  4 ,AT 5,AT  6 ,AT  7 ,AT  8,AT  9 ,AT  10 ,AT  11,AT  12 ,AT  13AT  
= ,AES  CA, CS, DT, E, M, SC, VA, V(A), D, F, L, P , 
де 1AT  = ,AES  2AT  = ,CA  3AT  = ,CS  4AT  = ,DT  5AT  = ,E  6AT  = ,M  7AT  = 
,SC  8AT  = VA , 9AT  = V(A) визначаються за допомогою підмножини ,IS  а 10AT  = 
,D  11AT  = F , 12AT  = ,L  13AT  = P  – за допомогою підмножини .ES  
Приклад 1. Формування АК – Етап 2 (Визначення вагових коефіцієнтів). 
На цьому етапі можна здійснити визначення iW  для кожного iAT . Нехай при to=33 
і an=13 відомий аналіз відповідної кількості jRAT  щодо певних характеристик 
ризику. В цьому випадку узагальнена табл. 2.1 для даного прикладу буде 
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відображатися у вигляді табл. 2.3, де, з урахуванням розділу 1 і п. 2.2 [18], наведені 
конкретні дані про характеристики ризику, які використовуються у відповідних 
аналізованих засобах. 
Приклад 1. Формування АК – Етап 3 (Формування послідовності 
параметрів). Тут створюється послідовність параметрів, яка становить основу для 
побудови АК. 
Таблиця 2.3 
Узагальнені дані аналізу jRAT  (приклад) 
AT
i   





































































































































































































AES 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CS 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 17 
DT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0 0 0 0 0 0 0,5 0,5 4,5 
E 0,5 0,5 0,5 0,5 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 0,5 0,5 1 0,5 1 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 1 0,5 0,5 1 1 22 
M 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0,5 1 1 0,5 0,5 0,5 0,5 0,5 1 1 31 
SC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,5 0,5 1 
VA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
V(A) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0,5 0,5 1 1 1 1 1 1 1 1 1 33 
D 0 0 0 1 1 1 0,5 1 0 0,5 0 0,5 1 0,5 0,5 1 0,5 0 0 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 1 1 18 
F 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 1 1 7 
L 0 0,5 1 0 0,5 0,5 0 0 0,5 0,5 0,5 1 0 1 0 1 0 1 0 1 0 0 0 0 0 1 0 0 0 1 0 1 1 1 14 
P 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 29 
З урахуванням результатів, отриманих на етапах 1 і 2, послідовність iAT  
упорядковується за спаданням їх iW  і алфавіту (см. табл. 2.4). Оскільки 1W ≥ 2W ≥
... 9W≥  і 10W ≥ 11W ≥ ... 13W≥ , тобто 33 ≥ 31 ≥ … ≥ 0 і 29 ≥ 17 ≥ … ≥ 7, то АК буде 
мати наступний вигляд:  
1 ,AT  2 ,AT  3,AT  4 ,AT 5,AT  6 ,AT  7 ,AT  8,AT  9 ,AT  10 ,AT  11,AT  12 ,AT  13AT  
= ,V(A)  M, E, CS, DT, SC, AES, CA, VA, P, D, L, .F  
Таблиця 2.4 
Упорядковані iAT  для формування АК (приклад) 
i 1 2 3 4 5 6 7 8 9 10 11 12 13 
iW  33 31 22 17 4,5 1 0 0 0 29 18 14 7 
iAT  V(A) M E CS DT SC AES CA VA P D L F 
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Розглянемо суть другого принципу, орієнтованого на формування СК –
1 2, , ..., devST ST ST  (див. рис. 2.1), де iST  – компонент СК ( 1,i dev= ), а dev – 
кількість його членів. Аналогічно першому принципу формування СК 
здійснюється за допомогою 3-х етапів. 
Формування СК – Етап 1. (Поділ параметрів). З урахуванням того, що в 
засобах ОР використовується два види параметрів, то перша частина кортежу 
представляється як ( )i
ISST  ( 1,i sin= , sin ind≤ ), а друга – ( )i
ESST  ( 1,i sas= , 
)sas ass≤ , де dev sin sas= + , sin і sas – відповідно кількість ідентифікуючих і 
оціночних характеристик ризику ІБ в СК. З урахуванням цього, СК матиме вигляд 
( )
1 ,...,
ISST  ( ) ,sin
ISST ( ) ,...,sin+1
ESST ( )dev
ESST . 
Тут експерт визначає низку параметрів з підмножин IS  і ES  для 
формування СК. 
Формування СК – Етап 2. (Визначення вагових коефіцієнтів). Вибір iST  
і присвоєння їм вагових коефіцієнтів в цьому випадку реалізується експертним 
шляхом, наприклад, за допомогою методів ранжирування [19] з урахуванням 
результатів аналізу, представленого в табл. 2.3 (за аналогією з АК).  
У цьому випадку, для кожного iST  реалізується попарне порівняння з 
виставленням оціночних коефіцієнтів від 0 до 1. Таким чином, формуються 
значення ijW , і далі визначається ваговий коефіцієнт iW  для 
( )
i








де величина ijW  ( , 1, )i j sin= , а для 
( )
i







=∑∑ , ( , 1, )i j sas= . 
Таким чином, в загальному вигляді результати ранжування можна 
представити в табл. 2.5 і 2.6. Величини ijW  і iW  несуть смислове навантаження 








ISST  ( )1
ISST  … ( )sin
ISST  iW  
( )
1
ISST  1 … 1sinW  1W  
… … … … … 
( )
sin
ISST  1sinW  …
 1 sinW  
Формування СК – Етап 3. (Формування послідовності параметрів). На 
основі обчислених коефіцієнтів iW  (з урахуванням того, що 1W ≥ 2W ≥ ... sinW≥  і 
1sinW + ≥ 2sinW + ≥ ... devW≥ ) формується послідовність iST  для кортежу 1,ST
2 , ..., devST ST . 
В результаті отримаємо iST , які впорядковані за спаданням їх iW  та алфавіту. 
Таким чином, відповідно iW , кожне iST  отримує в результаті їх перенумерації 
новий індекс. 
Таблиця 2.6 




ESST  ( )1
ESST  … ( )sas




 … 1sasW  1W  
… … … … … 
( )
sas
ESST  1sasW  …
 1 sasW  
Для зручності сформований таким чином упорядкований список iST  
представляється у вигляді узагальненої таблиці (див. табл. 2.7). 
Таблиця 2.7 
Упорядковані iST  для формування СК 
i 1 … sin sin+1 … dev 
iW  
( 1, )i dev=  1
W  … sinW  1sinW +  … devW  
iST  
( 1, )i dev=  1
ST  … ( )sin
ISST  ( )1sin+
ESST  … ( )dev
ESST  
110 
Розглянемо приклад формування СК. В якості безпосереднього 
інструментального засобу для отримання ( )i
ISST  ( 1, )i sin=  і ( )i
ESST  ( 1, )i sas=  
використаємо метод попарних порівнянь [14, 18] (див. табл. 2.5 и 2.6). 
Приклад 2. Формування СК – Етап 1. (Поділ параметрів). Поділяємо 
параметри з метою подальшого впорядкування величин для СК, який, з 
урахуванням підмножин IS , ES , при dev=8 і dev sin sas= + =4+4=8 може мати 
наступний вигляд:  
1,ST  2 ,ST  3,ST  4 ,ST  5,ST  6 ,ST  7 ,ST  8ST  = 
,AES ,CA  ,E   ,V(A)  ,D  ,F   ,L  P , 
де 1,ST  2 ,ST  3,ST  4ST  визначаються за допомогою підмножини IS , а 5,ST   6 ,ST  
7 ,ST  8ST  – за допомогою підмножини .ES  
Приклад 2. Формування СК – Етап 2. (Визначення вагових 
коефіцієнтів). При dev = 8 за допомогою ранжування через методи попарних 
порівнянь [14, 19] визначимо iW  для кожного iST . Таким чином, табл. 2.5 і 2.6 для 
даного прикладу відображаються табл. 2.8 і 2.9, де з урахуванням [14, 19] наведені 
відповідні результати ранжування. 
Таблиця 2.8 
Результати ранжування для ( )i
ISST  (приклад) 
iST  AES CA  E V(A) iW  
AES  1 0 0 0 3 
CA  1 1 0,5 0,5 6,5 
E 1 0,5 1 0,5 5 
V(A) 1 0,5 0,5 1 6,5 
 
Таблиця 2.9 
Результати ранжування для ( )i
ESST  (приклад) 
iST  D  F L P iW  
D  1 0,5 0,5 0 3 
F 0,5 1 0,5 0 2 
L 0,5 0,5 1 0 3 
P 1 1 1 1 7 
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Приклад 2. Формування СК – Етап 3. (Формування послідовності 
параметрів). Тут, згідно отриманих iW , формується порядок параметрів, який 
становить основу CК. З урахуванням результатів, отриманих на етапах 1 і 2, 
послідовність iST  упорядковується за спаданням їх iW  і алфавіту (див. табл. 2.10). 
Оскільки 1W ≥ 2W ≥ ... 4W≥  і 5W ≥ 6W ≥ ... 8W≥ , тобто 6,5 ≥ 6,5 ≥ … ≥ 3 і 7 ≥ 3 ≥ … ≥ 
2, то СК буде мати наступний вигляд: 
1,ST  2 ,ST  3,ST  4 ,ST  5,ST  6 ,ST  7 ,ST  8ST  = 
,CA  ,V(A)  ,E ,AES  ,P  ,D  ,L  F . 
Розробник, враховуючи оцінки експертів, може при побудові систем АОР 
виключити з кортежу не критичну частина параметрів, тобто ту, яка не суттєво 
впливає на ефективність вирішення завдань, покладених на систему, яка 
розробляється, наприклад, L і F. 
Таблиця 2.10 
Упорядковані iST  для формування СК (приклад) 
i 1 2 3 4 5 6 7 8 
iW  6,5 6,5 5 3 7 3 3 2 
iST  CA V(A) E AES P D L F 
Таким чином, в роботі вперше розроблено метод формування аналітичного і 
синтетичного кортежів [22], який за рахунок процедур поділу вихідних 
характеристик на ідентифікуючі і оціночні компоненти, визначення вагових 
коефіцієнтів і формування послідовності базових параметрів, дозволяє 
реалізувати відповідні формувачі в АСКМ. 
2.4. Висновки до другого розділу 
1) На основі результатів дослідження проведеного у розділі 1 була 
удосконалена АСКМ для побудови адаптивних систем ОР ІБ, яка за рахунок 
множин інтегрованих характеристик ризиків, підмножин їх ідентифікуючих та 
оціночних компонент, відображених відносно визначених критеріїв АК та СК, 
дозволяє організовувати процес вибору відповідних існуючих інструментальних 
засобів і розробляти гнучкі та ефективні методи і системи оцінювання ризиків ІБ. 
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2) За допомогою АСКМ, для кожного засобу представленого у розділі 1 
були визначені характеристики, які використовуються в цих засобах для 
подальшого використання їх при формуванні АК та СК. 
3) З використанням оціночних та ідентифікуючих підмножин АСКМ та 
визначених характеристик, які використовуються в засобах ОР був розроблений 
метод формування кортежів для АСКМ, який за рахунок процедур поділу 
вихідних характеристик на ідентифікуючі та оціночні компоненти, формування 
послідовності базових параметрів, на підставі визначення їх вагових коефіцієнтів, 
дозволяє реалізувати відповідні формувачі АСКМ ІБ.  
4) На підставі отриманих результатів побудований формалізований 
механізм формування множин параметрів для ефективної організації процесу 
вибору існуючих інструментальних засобів і розробки відповідних методів і 
систем ОР. 
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Розділ 3. 
ФУНКЦІОНАЛЬНО ПОВНИЙ БАЗИС  
МЕТОДІВ МОДИФІКАЦІЇ ПОРЯДКУ ЛІНГВІСТИЧНОЇ ЗМІННОЇ  
ДЛЯ СИСТЕМ ОЦІНЮВАННЯ РИЗИКІВ ІНФОРМАЦІЙНОЇ БЕЗПЕКИ 
Для реалізації процесу АОР, як одного з етапів при побудові КСЗІ та СМІБ, 
пропонується використовувати нові програмні рішення відповідних систем 
оцінювання [1-3], які засновані на логіко-лінгвістичному підході [4, 5], відомих 
методах [3], методології синтезу систем АОР втрат ІР [3] та моделі АСМ (п. 2.1). 
Зазначені рішення дають можливість на практиці здійснювати оцінювання при 
різних вихідних величинах, а також враховувати можливість чіткого 
детермінувати експертом оціночні параметрів та умови, коли експерт 
сумнівається в однозначності своїх пріоритетів [4, 5]. 
У відповідних системах при оцінюванні в нечітких умовах для інтерпретації 
описів природної мови використовують ЛЗ, наприклад, DR = «СТУПІНЬ 
РИЗИКУ» з певною кількістю термів, які відображаються НЧ щодо інтервалів 
значень, кількість яких залежить від числа використовуваних термів. У 
практичному використанні зазначених систем виникають ситуації, при яких 
зручно для АОР використовувати еталони з іншою кількістю термів. При цьому 
слід здійснити їх перевизначення, для чого необхідно залучати експертів 
відповідної предметної галузі, що в реальних умовах є досить проблематичним. У 
зв'язку з цим, актуальним є завдання еквівалентного перетворення ЛЗ за 
допомогою створення еталонів параметрів з можливістю варіювання числом 
термів. 
Вирішувати поставлену задачу пропонується за допомогою методів, в 
основу яких закладена аналітична функція, що дозволяє здійснювати 
трансформування значень термів ЛЗ за допомогою відповідного еквівалентного 
перетворення. 
3.1. Методи декрементування числа термів лінгвістичних змінних 
Метод декрементування числа термів ЛЗ на трапецієподібних НЧ 
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Як вже було зазначено в роботах [1-3], для інтерпретації нечітких описів 
можна використовувати ЛЗ DR= «СТУПІНЬ РИЗИКУ» ( ∈DR {DRj}), котра 















1~ DRT , …, ~ jDRT , …, ~ mDRT }, 
де (m) – ідентифікатор, який вказує на загальну кількість термів в DR. З цього 
випливає, що відповідна ЛЗ DR відображається m-термами ( )~
m
DR
T , позначається 








={«Незначний ризик порушення ІБ» (НР), 
«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС),   (3.1) 
«Ступінь ризику порушення ІБ високий»(РВ), 
«Граничний ризик порушення ІБ »(ГР)}), 
котрі представлено трапецієподібними НЧ з ФН відповідно 1( )μ dr , …, ( )jμ dr , …, 
( )mμ dr , які обчислюються за наступним виразом (1.7) (див. п. 1.2). 
Для цілей компактного представлення трапецієподібні ФН µ(dr) зручно 
описувати НЧ у вигляді: ~ DRX = (а, b1, b2, с)LR, де а і с  – абсциси нижньої основи, а 
b1 та b2 – абсциси верхньої основи трапеції (наприклад, див. рис. 3.1, а), що задає 
µ(dr) в області з ненульовою належністю носія dr відповідній нечіткій підмножині 
[5].  
Для кожного із термів 
1~ DRT , …, ~ jDRT , …, ~ mDRT  задається свій інтервал значень 
[drmin; dr1[, …, [drj; drj+1[, …, [drm; drmax] ( 1,j m= ), а кожен терм ЛЗ 
відображається за допомогою НЧ, приклад таких, що наведені в табл. 3.1. 
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Для еквівалентного перетворення m-мірних термів НЧ ЛЗ DR(m) в DR(m-1) 
пропонується метод трансформування, який реалізується за 2 етапи. 
Таблиця 3.1 
Приклад еталонних трапецієподібних НЧ при m=5 
Тип розподілу 
НЧ ЛЗ DR 
НЧ ~ jDRT  = (аj, b1j, b2j, сj)LR ( 1,5j = ) 
1~ DRT  2~ DRT  3~ DRT  4~ DRT  5~ DRT  
Рівномірний 
(0; 0; 11,11; 
22,22)LR 
(11,11; 22,22; 33,33; 
44,44)LR 
(33,33; 44,44; 55,55; 
66,66)  LR 




Нерівномірний (0; 0; 0; 20)LR (30; 30; 50; 50)LR (60; 60; 65; 65)LR (75; 75;85; 85)LR 
(95; 97; 100; 
100)LR 
Прогресний (0; 0; 3; 8)LR (3; 8; 15; 24)LR (15; 24; 35; 48)LR (35; 48; 63; 80)LR 
(63; 80; 100; 
100)LR 
Регресний (0; 0; 20; 37)LR (20; 37; 52; 65)LR (52; 65; 76; 85)LR (76; 85; 92; 97)LR 
(92; 97; 100; 
100)LR 
Етап 1 – Формування бази. 

















T = (аm(m); bim(m); bim(m); сm(m))LR}, 




















− = (аm-1(m-1); bim-1(m-1); bim-1(m-1); сm-1(m-1))LR} 
( 1,j m= , 1,2i = ), тоді функцію трансформування ЛЗ на мінус один порядок 
позначимо через FT-1(ЛЗ). Тоді, наприклад, пониження DR(m) на один порядок 
можна представити як:  
( )m-1DR  = 1FT − ( (m)DR ).      (3.2) 
Етап 2 – Розширення бази. 
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T −  – 
( ) ( 1) ( ) ( ) ( 1)
1 1 1 2( ) / 2
m-1 m m m ma k a a А− −= + − ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1 1 2( ) / 2
m m m m mс k с с A− − −= + − ; 
( 1) ( 1) ( ) ( ) ( )
11 2 11 12( ) / 2
m m m m mb k b b B− −= + − ;     (3.3) 
… 
для ( 1)~ j
m
DR
T −  –  
( 1) ( 1) ( ) ( ) ( 1)
1 1( ) / 2
m m m m m
j j ja k a a А
− − −
+= + − ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1( ) / 2
m m m m m
j j jс k с с A
− − −
+= + − ;         (3.4) 
( 1) ( 1) ( ) ( ) ( 1)
2 1( ) / 2
m m m m m
ij ij ijb k b b B
− − −










−  –  
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m ma k a a А
− − −
− −= + − ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m mс k с с A
− − −
− −= + − ;        (3.5) 
( 1) ( 1) ( ) ( ) ( 1)
1 2 1( ) / 2
m m m m m
im im imb k b b B
− − −
− −= + − , 
де ( 1) ( ) ( ) ( 1)1 12 / ( )
m m m m
dr m mk c c c A
− −
−= + − ; 
( 1) ( ) ( )
1 2
m m mA a a− = +  ( drc =drmax; 1,j m= , m – 
кількість термів; а та с  – абсциси нижньої основи); 
( 1) ( ) ( ) ( 1)
2 2 1 22 / ( )
m m m m
dr m mk b b b B
− −
−= + − ; 
( 1) ( ) ( )
11 12
m m mB b b− = +  ( drb =drmax; ( 1,2i = ) b1j та b2j  – 
абсциси верхньої основи трапеції). 
За допомогою цього методу після здійснення процесу трансформування, за 
допомогою функції 1FT − (ЛЗ) отримуємо еквівалентну ЛЗ, що відрізняється від 
вихідної кількістю та значеннями термів, але при цьому зберігається її смисловий 
зміст, який відображає вихідні судження експертів. 
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Покажемо роботу запропонованого методу на конкретних прикладах з 
різним типом розподілу НЧ за віссю dr.  
Приклад 1. Скористаємося рівномірно розподіленими за віссю dr НЧ, тобто 
















∧ (b1j+1–b2j=b1j+2–b2j+1),       (3.6) 
де рΩ  – бінарна функція, що приймає значення 0 або 1 (при рΩ =1 – умова 
істинна, в протилежному випадку рΩ =0 – хибна), а вираз зі знаком «=» 
використовується для виконання перевірки на рівність або приблизну рівність 
двох різниць. Якщо вона істинна, то вираз еквівалентний логічній одиниці, в 
іншому випадку – нулю. Рівномірний розподіл НЧ характерний для еталонних 
значень ЛЗ, всі терми яких відображають однакову перевагу експерта щодо 
оціночного параметра п. 2.1. 
Наприклад, нехай для даної ЛЗ при m=5 НЧ приймають наступні значення: 
1~ DRT  = (0; 0; 11,11; 22,2)LR; 2~ DRT  = (11,11; 22,2; 33,33; 44,44)LR тощо (всі числові 
дані для рівномірно розподілених НЧ наведені в таблиці 3.1). Перевіримо умову 
рівномірності:  
рΩ =  (b21 – b11 = b22 – b12) Λ (b22 – b12 = b23 – b13) Λ 
(b23 – b13 = b24 – b14) Λ (b24 – b14 = b25 – b15) Λ (b12 – b21 = b13 – b22) Λ 
(b13 – b22 = b14 – b23) Λ (b14 – b23 = b15 – b24) = 
(11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 22,22 = 55,55 – 44,44) Λ 
(55,55 – 44,44 = 77,77 – 66,66) Λ (77,77 – 66,66 = 99,99 – 88,88) Λ 
(22,22 – 11,11 = 44,44 – 33,33) Λ (44,44 – 33,33 = 66,66 – 55,55) Λ (66,66 – 55,55 = 
88,88 – 77,77) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 
Як бачимо, умова рівномірності істинна, значить НЧ ЛЗ DR(5) відповідає 
рівномірному розподілу. Далі виконаємо, у відповідності з виразами (3.3) – (3.5), 
перетворення (3.2), тобто DR(4)= 1FT − (DR(5)).  
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={«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ),   (3.7) 
«Граничний ризик порушення ІБ» (ГР)}, 
числові еквіваленти, яких інтерпретуються як:  
для 
1~ DRT  –  
А(4) = (5)1a  + 
(5)
2a  = 0 + 11,11 = 11,11;  
(4)
1k  = 2 * 100 / (
(5)
4c  + 
(5)
5c  – А




1a  + 
(5)
2a  – А
(4)) / 2 = 1,125 (0 + 11,11 – 11,11) / 2 = 0;  
(4)




1c  + 
(5)
2c  – А
(4)) / 2 = 1,125 (22,2 + 44,44 – 11,11) / 2 = 31,24;  
B(4) = (5)11b  + 
(5)
12b  = 0 + 22,2 = 22,2; 
(4)
2k  = 2 drb  / (
(5)
24b  + 
(5)
25b  – B
(4)) = 2 * 100 / (177,77 – 22,2) = 1,29;  
(4)




11b  + 
(5)
12b  – B






21b  + 
(5)
22b  – B
(4)) / 2 = 1,29 (11,11 + 33,33 – 22,2) /2 = 14,29; 
для 
2~ DRT  –  
(4)




2a  + 
(5)
3a  – А
(4)) / 2 = 1,125 (11,11 + 33,33 – 11,11) / 2 = 18,75;  
(4)




2c  + 
(5)
3c  – А
(4)) / 2 =  1,125 (44,44 + 66,66 – 11,11) / 2 = 56,25;  
(4)




12b  + 
(5)
13b  – B
(4)) / 2 = 1,29 (22,2 + 44,44 – 22,2) / 2 = 28,57;  
(4)




22b  + 
(5)
23b  – B
(4)) / 2 = 1,29 (33,33 + 55,55 – 22,2) / 2 = 42,86, а для 
3~ DRT  та 
4~ DRT  числові еквіваленти наведені в табл. 3.2. 
Таким чином, для всіх (4)~ DRT  отримаємо значення  
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1~ DRT  = «НР» = (a1, b11, b12, c1)LR = (0; 0; 14,3; 31,24)LR; …;  
4~ DRT = «ГР» = (a4, b41, b42, c4)LR = (68,75; 85,71; 100; 100)LR (див. табл. 3.2). 
Таблиця 3.2 
Приклад еталонних трапецієподібних НЧ при m=4 
Тип розподілу 
НЧ ЛЗ DR 
НЧ ~ jDRT  = (аj, b1j, b2j, сj)LR ( 1, 4j = ) 
1~ DRT  1~ DRT  3~ DRT  4~ DRT  
Рівномірний (0; 0; 14,29; 31,24)LR (18,75; 28,57; 42,86; 56,25)LR (43,75; 57,14; 71,43; 81,25)LR (68,75; 85,71; 100; 100)LR 
Нерівномірний (0; 0; 12,9; 25,81)LR (38,71; 38,71; 54,84; 54,84)LR (67,74; 67,74; 77,42; 77,42)LR (90,32; 91,61; 100; 100)LR 
Прогресний  (0; 0; 6,45; 16,38)LR (8,47; 15,48; 27,1; 38,98)LR (26,55; 41,29; 58,06; 70,62)LR (53,67; 77,42; 100; 100)LR 
Регресний (0; 0; 22,58; 46,33)LR (29,38; 41,94; 58,71; 73,45)LR (61,02; 72,9; 84,52; 91,53)LR (83,62; 93,55; 100; 100)LR 
Відповідна графічна інтерпретація представлена на рис. 3.1, б. 
  
 
а) б) в) 
Рис. 3.1. Терми еталонних значень рівномірно розподілених НЧ  
для ЛЗ DR: а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
Тепер обчислимо умову рівномірності для (4)~ DRT  (m=4):  
рΩ =  (14,29 – 0 = 42,86 – 28,57) Λ (42,86 – 28,57 = 71,43 – 57,14) Λ (71,43 – 57,14 = 
100 – 85,71) Λ (28,57 – 14,29 = 57,14 – 42,86) Λ (57,14 – 42,86 = 85,71 – 71,43) = 1.  
Як бачимо, так як і при m=5 вона є істинною, що говорить про 








































Далі, аналогічним чином, за виразами (3.3) – (3.5) можна здійснити 
перетворення (3.2) при m=4, тобто DR(3) = 1FT − (DR(4)) з використанням вихідних 
значень НЧ з табл. 3.2. 










={«Ступінь ризику порушення ІБ низький»(РН), 
«Ступінь ризику порушення ІБ середній» (РС),   (3.8) 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
числові еквіваленти яких занесені в табл. 3.3, а приклад обчислень 
1~ DRT  та 1~ DRT  
представимо нижче. 
Таблиця 3.3 
Приклад еталонних трапецієподібних НЧ при m=3 
Тип розподілу 
 НЧ ЛЗ DR 
НЧ ~ jDRT  = (аj, b1j, b2j, сj)LR ( 1,3j = ) 
1~ DRT  2~ DRT  3~ DRT  
Рівномірний (0; 0; 20; 42,30)LR (26,92; 40; 60; 73,08)LR (57,69; 80; 100; 100)LR 
Нерівномірний (0; 0; 20,93; 30,23)LR (48,84; 48,84; 67,44; 67,44)LR (86,05; 86,98; 100; 100)LR 
Прогресний (0; 0; 12,67; 28,92)LR (16,38; 28,96; 48,87; 62,37)LR (44,25; 72,4; 100; 100)LR 
Регресний (0; 0; 27,6; 55,75)LR (37,63; 51,13; 71,04; 83,62)LR (71,08; 87,33; 100; 100)LR 
Для 
1~ DRT : 
А(3) = (4)1a  + 
(4)
2a  = 18,75;  
(3)
1k  = 2*100 / (
(4)
3c  + 
(4)
3c  – А
(3)) = 1,23;  
(3)




1a  + 
(4)
2a  – А
(3)) / 2 = 0; 
(3)




1c  + 
(4)
2c  – А
(3)) / 2 = 42,30;  
B(3) = (4)11b  + 
(4)
12b  = 28,57;  
(3)
2k  = 2 drb  / (
(4)
23b  + 
(4)
24b  – B
(3)) = 1,4;  
(3)




11b  + 
(4)
12b  – B
(3)) / 2 = 0;  
(3)




21b  + 
(4)
22b  – B
(3)) / 2 = 20.  
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Для 
2~ DRT :  
(3)




2a  + 
(4)
3a  – А
(3)) / 2 = 26,92;  
(3)




2c  + 
(4)
3c  – А
(3)) / 2 = 73,08;  
(3)




12b  + 
(4)
13b  – B
(3)) / 2 = 40;  
(3)




22b  + 
(4)
23b  – B
(3)) / 2 = 60. 
Графічна інтерпретація отриманих еталонів НЧ наведена на рис. 3.1, в, а 
умова рівномірності (3.2) при m=3 буде істинною, тобто рΩ =1. 
Відзначимо, що для вихідних і трансформованих значень термів ЛЗ DR(m) 
 ( 3 5m ,= ) умова рівномірності рΩ  є істинною, що говорить про адекватність 
еквівалентних перетворень ЛЗ, реалізованих запропонованим методом (див. рис. 
3.1, а-в). 
Приклад 2. Розглянемо роботу методу на прикладі нерівномірно 















∨  (b1j+1–b2j≠b1j+2–b2j+1),   (3.9) 
де нΩ  – бінарна функція, яка приймає значення 0 або 1 (при нΩ =1 – умова істинна, 
в протилежному випадку нΩ =0 – хибна (див. табл. 3.1-3.3 та рис. 3.2, а-в)).  
  
 
а) б) в) 
Рис. 3.2. Терми еталонних значень нерівномірно розподілених НЧ  
для ЛЗ DR: а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)








































Нерівномірний розподіл НЧ характерний для еталонних значень ЛЗ, в яких 
хоча б один терм відображає не однакову перевагу експерта щодо будь-якого 
іншого терму конкретного оціночного параметра. 
Наприклад, нехай для ЛЗ DR(m) (3.1) при m=5 НЧ приймають значення з 
табл. 3.1 для нерівномірно розподілених чисел. 
Перевіримо умову нерівномірності: 
нΩ = (b21 – b11 ≠ b22 – b12) ∨  (b22 – b12 ≠ b23 – b13) ∨  (b23 – b13 ≠ b24 – b14) ∨  (b24 – b14 
≠ b25 – b15) + (b12 – b21 ≠ b13 – b22) ∨  (b13 – b22 ≠ b14 – b23) ∨  (b14 – b23 ≠ b15 – b24) = 
(0 – 0 ≠ 50 – 30) ∨  (50 – 30 ≠ 65 – 60) ∨  (65 – 60 ≠ 85 – 75) ∨  (85 – 75 ≠ 100 – 97) 
+ (30 – 0 ≠ 60 – 50) ∨  (60 – 50 = 75 – 65) ∨  (75 – 65 ≠ 97 – 85) = 1 ∨1 ∨  1 ∨1 + 1 
∨  0 ∨  1 = 1. 
Як бачимо, умова нерівномірності істинна, це говорить про відповідність 
НЧ ЛЗ DR(5) такому типу розподілу, як нерівномірний. 
Далі виконаємо, у відповідності з виразами (3.3) – (3.5), перетворення (3.2) 
при m=4 з вихідними значеннями з табл. 3.1 для нерівномірно розподілених НЧ. У 
результаті трансформування для (4)~ DRT  (див. (3.7)) отримаємо значення термів, 
числові еквіваленти яких інтерпретуються як: 
для 
1~ DRT  – А
(4) = 30; (4)1k  = 1,29; 
(4)
1a  = 0; 
(4)
1c  = 25,8; B
(4) = 30; (4)2k  = 1,29; 
(4)
11b  = 0; 
(4)
21b  = 
12,9;  
для 
2~ DRT  – 
(4)
2a  = 38,71; 
(4)
2c  = 54,84; 
(4)
12b  = 38,71; 
(4)
22b  = 54,84.  
Для 
3~ DRT  та 4~ DRT  числові еквіваленти наведені в табл. 3.2. 
Після проведених перетворень за виразом (3.9) перевіримо нΩ  для 
(4)
~ DRT  
(m=4):  
нΩ = (12,9 – 0 ≠ 54,84 – 38,71) ∨  (54,84 – 38,71 ≠ 77,42 – 67,74) ∨  (77,42 – 67,74 ≠ 
100 – 91,61) + ∨  (38,71 – 12,9 ≠ 67,74 – 54,84) ∨  (67,74 – 54,84 ≠ 91,61 – 77,42) = 1.  
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Умова нерівномірності так як і при m=5 є істинною, що говорить про 
еквівалентність виконаних перетворень. 
За аналогією, згідно (3.2), можна здійснити перетворення нерівномірно 
розподілених НЧ для (3)~ DRT  (m=3) (див. (3.8)) з вихідними даними з табл. 3.2. 
В результаті отримаємо значення термів, числові еквіваленти яких занесемо 
в табл. 3.3. Приклад обчислень 
1~ DRT  та 2~ DRT представимо нижче:  
1~ DRT  – А
(3) = 38,71; (3)1k  = 1,44; 
(3)
1a  = 0; 
(3)
1c  = 30,23; B
(3) = 38,71; (3)2k  = 1,44; 
(3)
11b  = 0; 
(3)
21b  = 20,93;  
2~ DRT  – 
(3)
2a  = 48,84; 
(3)
2c  = 67,44; 
(3)
12b  = 48,84; 
(3)
22b  = 67,44. 
Графічний вид еталонних НЧ представлений на рис. 3.2, в, а умова 
нерівномірності (3.9) при m=3 істинна, тобто нΩ =1. 
При трансформації ЛЗ DR(m) з нерівномірно розподіленими еталонними НЧ, 
на всіх етапах, простежується виконання умови (3.9), що підтверджує 
адекватність еквівалентних перетворень ЛЗ, які реалізуються запропонованим 
методом (див. рис. 3.2, а-в). 
Приклад 3. Покажемо роботу представленого методу для НЧ, які мають 
















∧ (b1j+1–b2j<b1j+2–b2j+1),   (3.10) 
де вΩ – бінарна функція, що приймає значення 0 або 1 (при вΩ =1 – умова істинна, 
у протилежному випадку вΩ =0 – хибна).  
Нехай для ЛЗ DR(m) при m=5 НЧ приймають значення з табл. 3.1 та мають 
прогресний тип розподілу чисел, що підтверджується обчисленнями для 
перевірки умови (3.10): 
вΩ = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b23 – b13 < b24 – b14) Λ (b24 – b14 
< b25 – b15) Λ (b12 – b21 < b13 – b22) Λ (b13 – b22 < b14 – b23) Λ (b14 – b23 < b15 – b24) = 
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(3 – 0 < 15 – 8) Λ (15 – 8 < 35 – 24) Λ (35 – 24 < 63 – 48) Λ (63 – 48 < 100 – 80) Λ 
(8 – 3 < 24 – 15) Λ (24 – 15 < 48 – 35) Λ (48 – 35 < 80 – 63) =  
1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 =1. 
Як видно, умова (3.10) істинна, що говорить про відповідність НЧ ЛЗ 
прогресному типу розподілу. За аналогією з прикладом для рівномірно 
розподілених НЧ зробимо, відповідно до виразів (3.3) – (3.5), перетворення (3.2) 
при m=4 та m=3. Для цього скористаємося вихідними значеннями НЧ з 
прогресним типом розподілу в табл. 3.1. 
У результаті для (4)~ DRT  та 
(3)
~ DRT  (див. (3.7) і (3.8)) отримаємо значення термів, 
числові еквіваленти яких занесені в таблиці 3.2 і 3.3 (див. рис. 3.3, а-в) та 
інтерпретуються для (4)~ DRT  як:  
1~ DRT  – А
(4) = 3; (4)1k  = 1,13; 
(4)
1a  = 0; 
(4)
1c  = 16,38; B
(4) = 8; (4)2k  = 1,29; 
(4)
11b  = 0; 
(4)
21b  = 6,45;  
2~ DRT – 
(4)
2a  = 8,45; 
(4)
2c  = 38,98;  = 15,48; 
(4)
22b  = 27,1, а для 
(3)
~ DRT  як:  
1~ DRT  – А
(3) = 8,47; (3)1k  = 1,23; 
(3)
1a  = 0; 
(3)
1c  = 28,92; B
(3) = 15,71; (3)2k  = 1,4; 
(3)
11b  = 0;  
2~ DRT  – 
(3)
2a  = 16,38; 
(3)
2c  = 62,37; 
(3)
21b  = 12,67; 
(3)
12b  = 28,96; 
(3)
22b  = 48,87. 
 
  
а) б) в) 
Рис. 3.3. Терми еталонних значень з прогресним типом розподілу НЧ для ЛЗ 
DR: а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)









































Далі перевіримо умову прогресії (3.10) для (4)~ DRT  (m=4):  
вΩ  = (6,45 – 0 < 27,1 – 15,48) Λ (27,1 – 15,48 < 58,06 – 41,29) Λ (58,06 – 41,29 < 
100 – 77,42) Λ (15,48 – 6,45 < 41,29 – 27,1) Λ (41,29 – 27,1 < 77,42 – 58,06) = 1 і 
для (3)~ DRT  (m=3) – вΩ =1. 
Як бачимо, значення вΩ  є істинним, що говорить про адекватність 
виконуваних перетворень. 
Приклад 4. Реалізуємо трансформування НЧ, які мають регресний тип 















∧ (b1j+1–b2j>b1j+2–b2j+1),   (3.11) 
де уΩ – бінарна функція, що приймає значення 0 або 1 (при уΩ =1 – умова 
істинна, в протилежному випадку уΩ =0 – хибна). 
Наприклад, нехай для даної ЛЗ (3.1) при m=5 НЧ приймають значення з 
табл. 3.1 і мають регресний тип розподілу. Зробимо для них перевірку умови 
регресії (3.11): 
уΩ = (b21 – b11 > b22 – b12) Λ (b22 – b12 > b23 – b13) Λ (b23 – b13 > b24 – b14) Λ (b24 – b14 > 
b25 – b15) Λ (b12 – b21 > b13 – b22) Λ (b13 – b22 > b14 – b23) Λ (b14 – b23> b15 – b24) = (20 – 
0 > 52 – 37) Λ (52 – 37 > 76 – 65) Λ (76 – 65 > 92 – 85) Λ (92 – 85> 100 – 97) Λ (37 – 
20 > 65 – 52) Λ (65 – 52 > 85 – 76) Λ (85 – 76 > 97 – 92) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 
1.  
Як бачимо, умова (3.11) істинна, отже НЧ ЛЗ DR(5) відповідає регресному 
типу розподілу. 
Реалізуємо у відповідності з виразами (3.3) – (3.5) перетворення (3.2) при 
m=4 та m=3 з вихідними значеннями для НЧ з регресним типом розподілу з табл. 
3.1, 3.2 (див. рис. 3.4, а-в). У процесі трансформування термів отримаємо 
значення для (4)~ DRT  та 
(3)
~ DRT  (див. (3.7) і (3.8)), числові еквіваленти яких представлені 
в табл. 3.2 і 3.3 відповідно та інтерпретуються для (4)~ DRT  як: 
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1~ DRT  – А
(4) = 20; (4)1k  = 1,13; 
(4)
1a  = 0; 
(4)
1c  = 46,33; B
(4) = 37; (4)2k  = 1,29; 
(4)
11b  = 0; 
(4)
21b  = 
22,58,  
2~ DRT  – 
(4)
2a  = 29,38; 
(4)
2c  = 73,45;
(4)
12b  = 41,94; 
(4)
22b  = 58,71, 
   
а) б) в) 
Рис. 3.4. Еталони значень для ЛЗ DR з регресним типом розподілу: 
а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
а для (3)~ DRT  як: 1~ DRT  – А
(3) = 29,38; (3)1k  = 1,23; 
(3)
1a  = 0; 
(3)
1c  = 55,75; B
(3) = 41,94; (3)2k  = 
1,4; (3)11b  = 0; 
(3)
21b  = 27,6;  
2~ DRT  – 
(3)
2a  = 37,63; 
(3)
2c  = 83,62; 
(3)
12b  = 51,13; 
(3)
22b  = 71,04. 
Перевіримо умову регресії (3.11) для (4)~ DRT  (m=4):  
уΩ = (22,58 – 0 > 58,71 – 41,94) Λ (58,71 – 41,94 > 72,9 – 84,52) Λ (72,9 – 84,52 > 
84,52 – 72,9) Λ (84,52 – 72,9 > 93,55 – 100) Λ (41,94 – 22.58 > 72,9 – 58,71) Λ (72,9 
– 58,71 > 100 – 93,55) = 1  
і для (3)~ DRT  (m=3) – уΩ =1. Значення уΩ  є істинним, що дозволяє зробити висновок 
про адекватність перетворень. 
Представлений метод дозволяє здійснювати еквівалентне перетворення ЛЗ 
за допомогою створення еталонів параметрів з можливістю варіювання числом 







































засобів оцінювання, які ґрунтуються на логіко-лінгвістичному підході. Для 
обробки інших типів функції належності НЧ, наприклад, трикутних, необхідно 
провести відповідні дослідження. 
Метод декрементування числа термів ЛЗ на трикутних НЧ 
Для ефективної реалізації процесу аналізу та оцінювання інформаційних 
ризиків, заснованого на судженнях експертів, як правило, потрібне залучення 
методів і засобів, які дозволяють обробляти нечіткі вихідні дані [2, 4, 6], 
наприклад, представлені в лінгвістичній формі. Відома система [2], в якій 
оцінювання реалізовано на основі ЛЗ, що базуються на еталонних параметричних 
трапецієподібних НЧ з різною кількістю визначаючих термів [4, 6]. Ефективність 
практичного використання зазначеної системи залежить від її можливостей 
обробляти інші типи НЧ на основі яких здійснюється визначення ЛЗ і 
перевизначення числа їх термів. Виходячи з цього, необхідно еквівалентне 
перетворення ЛЗ за допомогою створення еталонів параметрів трикутних НЧ з 
можливістю варіювання числом термів. Розширити можливості зазначеної 
системи [2] можна шляхом використання додаткового типу параметричних НЧ – 
трикутних. 
У зв'язку з цим, розробимо метод перетворення еталонів параметрів для 
систем АОР ІБ. Це сприятиме подальшому розвитку методів трансформування 
термів та розширить їхні можливості з використання трикутних НЧ. 
У роботі [6] та п. 3.1 вище НЧ описуються (для цілей компактного 
представлення трапецієподібних ФН µ(dr)) у вигляді ~ DRX =(аj, b1j, b2j, сj)LR, де а і с 
 – абсциси нижньої основи, b1 та b2 – абсциси верхньої основи трапеції, а 1,j m=  
(m – кількість термів). Якщо прирівняємо b1j=b2j, то отримаємо інший тип 


















T =(аm(m); bm(m); сm(m))LR},   (3.12) 
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− =(аm–1(m–1); bm–1(m–1); сm–1(m–1))LR} ( ). 
Тоді функцію трансформування ЛЗ на мінус один порядок позначимо через 
1FT − (ЛЗ) [6], наприклад, зниження DR(m) на один порядок можна представити як: 
(m-1)DR  = 1FT − ( (m)DR ).    (3.13) 








T −  – 
( -1) ( 1) ( ) ( ) ( 1)
1 1 1 2( ) / 2
m m m m ma k a a А− −= + − ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1 1 2( ) / 2
m m m m mс k с с A− − −= + − ;     (3.14) 
( 1) ( 1) ( ) ( ) ( 1)
1 2 1 2( ) / 2






T −  –  
( 1) ( 1) ( ) ( ) ( 1)
1 1( ) / 2
m m m m m
j j ja k a a А
− − −
+= + − ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1( ) / 2
m m m m m
j j jс k с с A
− − −
+= + − ;        (3.15) 
( 1) ( 1) ( ) ( ) ( 1)
2 1( ) / 2
m m m m m
j j jb k b b B
− − −










−  –  
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m ma k a a А
− − −
− −= + − ; 
( 1) ( 1) ( ) ( ) ( 1)
1 1 1( ) / 2
m m m m m
m m mс k с с A
− − −
− −= + − ;          (3.16) 
( 1) ( 1) ( ) ( ) ( 1)
1 2 1( ) / 2
m m m m m
m m mb k b b B
− − −
− −= + − , 
1,j m=
 132 
де ( 1) ( ) ( ) ( 1)1 12 / ( )
m m m m
dr m mk c c c A
− −
−= + − ; 
( 1) ( ) ( )
1 2
m m mA a a− = +  ( drc =drmax; 1,j m= , m – 
кількість термів; а та с  – абсциси нижньої основи);  
( 1) ( ) ( ) ( 1)
2 12 / ( )
m m m m
dr m mk b b b B
− −
−= + − ; 
( 1) ( ) ( )
1 2
m m mB b b− = +  ( drb =drmax; b – абсциса вершини 
трикутника, а 1,j m= , m – кількість термів). 
З урахуванням п. 3.1, для трикутних НЧ введемо умови визначення різних 
типів розподілу НЧ за віссю dr, а саме: 









∧ (bj+1 – bj=bj+2 – bj+1),     (3.17) 
де рΩ  – бінарна функція, що приймає значення 0 або 1 (при рΩ =1 – умова 
істинна, у протилежному випадку рΩ =0 – хибна (див. рис. 3.5, а-в та табл. 3.4-
3.6)), а вираз зі знаком «=» використовується для виконання перевірки на рівність 
або приблизну рівність двох різниць і якщо воно істинне, то вираз еквівалентний 
логічній одиниці, в іншому випадку – нулю. Рівномірний розподіл НЧ 
характерний для еталонних значень ЛЗ, всі терми яких за віссю dr відображають 
однакову перевагу експерта щодо оціночного параметра [2, 6]; 
− нерівномірний тип розподілу за віссю dr НЧ, тобто для яких буде 








∨ (bj+1 – bj ≠bj+2 – bj+1),     (3.18) 
де нΩ  – бінарна функція, що приймає значення 0 або 1 (при нΩ =1 – умова 
істинна, інакше нΩ =0 – хибна (див. табл. 3.4–3.6 та рис. 3.6, а-в)). Нерівномірний 
розподіл НЧ характерний для еталонних значень ЛЗ, в яких хоча б один терм 
відображає не однакову перевагу експерта щодо будь-якого іншого терму на осі 
dr щодо конкретного оціночного параметра; 








∧ (bj+1 – bj<bj+2 – bj+1),     (3.19) 
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де вΩ – бінарна функція, що приймає значення 0 або 1 (при =1 – умова істинна, 
інакше вΩ =0 – хибна); 








∧ (bj+1 – bj>bj+2 – bj+1),     (3.20) 
де уΩ – бінарна функція, що приймає значення 0 або 1 (при уΩ =1 – умова 
істинна, інакше уΩ =0 – хибна). 
Таблиця 3.4 
Приклад еталонних трикутних НЧ при m = 5 
Тип розподілу НЧ 
ЛЗ DR 
НЧ ~ jDRT  = (а j, bj, с j)LR ( 1,5j = ) 
1~ DRT  2~ DRT  3~ DRT  4~ DRT  5~ DRT  
Рівномірний (0; 0; 22,22)LR (11,11;25; 44,44)LR (33,33; 50; 66,66)  LR (55,55; 75; 88,88)LR (77,77; 100; 100)LR 
Нерівномірний (0; 0; 20)LR (12; 27; 39)LR (30; 52; 59)LR (56; 74; 78)LR (70; 100; 100)LR 
Прогресний (0; 0; 10)LR (5; 10; 25)LR (20; 30; 45)LR (40; 60; 70)LR (65; 100; 100)LR 
Регресний (0; 0; 30)LR (30; 40; 55)LR (55; 70; 75)LR (75; 90; 90)LR (90; 100; 100)LR 
Розглянемо властивості запропонованого методу на конкретних прикладах. 
Приклад 1 – рівномірний тип розподілу. Продемонструємо роботу 
методу, що реалізує функцію (3.13), за допомогою аналітичних виразів (3.14) – 
(3.16) за умови (3.17). Визначимо вищевказану ЛЗ (3.12) при m=5 з наступними 
значеннями рівномірно розподілених НЧ: 
1~ DRT   = (0; 0; 22,22)LR; 2~ DRT = (11,11; 25; 44,44)LR тощо. 
(Всі числові дані для різних типів розподілу трикутних вихідних НЧ наведені в 
табл. 3.4). 
Таблиця 3.5 
Приклад еталонних трикутних НЧ при m = 4 
Тип розподілу НЧ 
ЛЗ DR 
НЧ ~ jDRT  = (а j, bj, с j)LR ( 1, 4j = ) 
1~ DRT  2~ DRT  3~ DRT  4~ DRT  
Рівномірний (0; 0; 31,25)LR (18,75; 33,33; 56,25)LR (43,75; 66,66; 81,25)LR (68,75; 99,99; 100)LR 
Нерівномірний (0; 0; 28,31)LR (18,07; 35,37; 51,81)LR (44,58; 67,35; 75,3)LR (68,67; 100; 100)LR 
Прогресний (0; 0; 18,18)LR (12,12; 20; 39,39)LR (33,33; 53,33; 66,67)LR (60,61; 100; 100)LR 
Регресний (0; 0; 34,38)LR (34,38; 46,67; 62,5)LR (62,5; 80; 84,38)LR (84,38; 100; 100)LR 
Перевіримо умову рівномірності (3.17): 
вΩ
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рΩ =  (b2 – b1 = b3 – b2) Λ (b3 – b2 = b4 – b3) Λ (b4 – b3 = b5 – b4) = (25 – 0 = 50 – 25) 
Λ (50 – 25 = 75 – 50) Λ (75 – 50 = 100 – 75) = 1 Λ 1 Λ 1 = 1.  
Як бачимо, його значення істинне, значить НЧ ЛЗ DR(5) відповідає 
рівномірному розподілу. 
Далі виконаємо, у відповідності з виразами (3.14) – (3.16), перетворення 
(3.13), тобто DR(4) = 1FT − (DR(5)). 











={«Ступінь ризику порушення ІБ низький»(РН), 
«Ступінь ризику порушення ІБ середній» (РС),        (3.21) 
«Ступінь ризику порушення ІБ високий» (РВ), 
«Граничний ризик порушення ІБ» (ГР)}, 
числові еквіваленти яких інтерпретуються як: 
для 
1~ DRT –  
А(4) = (5)1a  + 
(5)
2a  = 0 + 11,11 = 11,11;  
(4)
1k  = 2 * 100 / (
(5)
4c  + 
(5)
5c  – А




1a  + 
(5)
2a  – А
(4)) / 2 = 1,13 (0 + 11,11 – 11,11) / 2 = 0;  
(4)




1c  + 
(5)
2c  – А
(4)) / 2 = 1,13 (22,2 + 44,44 – 11,11) / 2 = 31,25; B(4) = (5)1b  + 
(5)
2b  = 
0 + 25 = 25;  
(4)
2k  = 2 drb  / (
(5)
4b  + 
(5)
5b  – B
(4)) = 2*100 / (75 + 100 – 25) = 1,33;  
(4)




1b  + 
(5)
2b  – B
(4)) / 2 = 1,33 (0 + 25 – 25) = 0; 
для 
2~ DRT  –  
(4)




2a  + 
(5)
3a  – А
(4)) / 2 = 1,13 (11,11 + 33,33 – 11,11) / 2 = 18,75;  
(4)




2c  + 
(5)
3c  – А
(4)) / 2 =  1,13 (44,44 + 66,66 – 11,11) / 2 = 56,25;  
(4)




2b  + 
(5)
3b  – B
(4)) / 2 = 1,33 (25 + 75 – 25) = 33,33,  
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а для 
3~ DRT  та 4~ DRT  числові еквіваленти наведені в табл. 3.5. 
Таким чином, для всіх (4)~ DRT  отримаємо значення 1~ DRT  = «РН» = (a1, b1, c1)LR 
= (0; 0; 31,25)LR; …; 
4~ DRT = «ГР» = (a4, b4, c4)LR = (68,75; 100; 100)LR 
(див. табл. 3.5), відповідна графічна інтерпретація яких представлена на рис. 3.5, 
б. 
Тепер обчислимо умову рівномірності (3.17) для (4)~ DRT  (m=4): рΩ = (33,33 – 0 = 
66,66 – 33,33) Λ (66,66 – 33,33 = 99,99 – 66,66) = 1. 
Як бачимо, так само, як і при m=5 вона є істинна, що говорить про 
еквівалентність виконаних перетворень. 
  
 
а) б) в) 
Рис. 3.5. Терми еталонних значень трикутних НЧ для ЛЗ DR  
з рівномірним типом розподілу:  
а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT . 
Далі, подібним чином, за виразами (3.14) – (3.16) здійснимо перетворення 
(3.13) при m=4, тобто DR(3) = 1FT − (DR(4)) з використанням вихідних значень НЧ з 










={«Ступінь ризику порушення ІБ низький» (РН), 








































«Ступінь ризику порушення ІБ високий» (РВ)}, 
числові еквіваленти яких занесені в табл. 3.6, а приклад обчислень, 
1~ DRT  та 2~ DRT  
представимо нижче. 
Таблиця 3.6 
Приклад еталонних трикутних НЧ при m = 3 
Тип розподілу НЧ  
ЛЗ DR 
НЧ ~ jDRT  = (аj, bj, сj)LR ( 1,3j = ) 
1~ DRT  2~ DRT  3~ DRT  
Рівномірний (0; 0; 42,31)LR (26,92; 50; 73,08)LR (57,69; 100; 100)LR 
Нерівномірний (0; 0; 39,46)LR (28,35; 50; 69,35)LR (60,54; 100; 100)LR 
Прогресний (0; 0; 29,41)LR (21,57; 40; 60,78)LR (52,94; 100; 100)LR 
Регресний (0; 0; 41,67)LR (41,67; 60; 75)LR (75; 100; 100)LR 
Для 
1~ DRT :  
А(3) = (4)1a  + 
(4)
2a  = 18,75;  
(3)
1k  = 2*100 / (
(4)
3c  + 
(4)
4c  – А
(3)) = 1,23;  
(3)




1a  + 
(4)
2a  – А
(3)) / 2 = 0;  
(3)




1c  + 
(4)
2c  – А
(3)) / 2 = 42,31;  
B(3) = (4)1b  + 
(4)
2b  = 33,33;  
(3)
2k  = 2 drb  / (
(4)
3b  + 
(4)
4b  – B
(3)) = 1,5;  
(3)




1b  + 
(4)
2b  – B
(3)) / 2 = 0. 
Для 
2~ DRT :  
(3)




2a  + 
(4)
3a  – А
(3)) / 2 = 26,92;  
(3)




2c  + 
(4)
3c  – А
(3)) / 2 = 73,08;  
(3)




2b  + 
(4)
3b  – B
(3)) / 2 = 50. 
Графічна інтерпретація отриманих еталонів НЧ приведена на рис. 3.5, в, а 
умова рівномірності (3.17) при m=3 буде істинна, тобто рΩ =1. 
Відзначимо, що для вихідних і трансформованих значень термів ЛЗ DR(m)  
( 3 5m ,= ) умова рівномірності рΩ  є істинною, що говорить про адекватність 
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еквівалентних перетворень ЛЗ реалізованих запропонованим методом 
(див. рис. 3.5, а-в). 
Приклад 2 – нерівномірний тип розподілу. Як приклад, розглянемо 
роботу методу, що реалізує функцію (3.13) за допомогою аналітичних виразів 
(3.14) – (3.16) за умови (3.18). Для визначення ЛЗ (3.12) при значенні m=5 
скористаємося нерівномірно розподіленими вихідними НЧ з табл. 3.4. Перевіримо 
умову нерівномірності (3.18):  
нΩ = (b2 – b1 ≠ b3 – b2) ∨  (b3 – b2 ≠ b4 – b3) ∨  (b4 – b3 ≠ b5 – b4) = (27 – 0 ≠ 50 – 27) 
∨  (52 – 27 ≠ 74 – 52) ∨  (74 – 52 ≠ 100 – 74) = 1 ∨1 ∨  1 = 1.  
Із перетворень видно, що умова істинна (тобто нΩ =1), і це говорить про 
відповідність НЧ ЛЗ DR(5) такому типу розподілу, як нерівномірний. 
Далі виконаємо, у відповідності з виразами (3.14) – (3.16), перетворення 
(3.13) при m=4 з вихідними значеннями з табл. 3.4 для нерівномірно розподілених 
НЧ. У результаті чого для (4)~ DRT  (див. (3.21)) отримаємо значення термів, числові 
еквіваленти яких інтерпретуються як: 
для 
1~ DRT  – А
(4) = 18,07; (4)1k  = 1,2; 
(4)
1a  = 0; 
(4)
1c  = 28,31; B
(4) = 35,37; (4)2k  = 1,36; 
(4)
1b  = 0,  
для 
2~ DRT  – 
(4)
2a  = 18,07; 
(4)
2c  = 51,81; 
(4)
2b  = 35,37;  
для 
3~ DRT  і 4~ DRT  числові еквіваленти наведені в табл. 3.5, відповідна графічна 
інтерпретація яких представлена на рис. 3.6, б. 
Після проведених перетворень за виразом (3.18) обчислимо нΩ  для 
(4)
~ DRT  
(m=4): нΩ = (35,37 – 0 ≠ 67,35 – 35,37) ∨  (67,35 – 35,37 ≠ 100 – 67,35) = 1. 
Умова нерівномірності, також, як і при m=5, є істинною, що говорить про 
еквівалентність виконаних перетворень. 
За аналогією, згідно (3.13), здійснимо перетворення нерівномірно 
розподілених НЧ для (3)~ DRT  (m=3) (див. (3.22)) з початковими даними з табл. 3.5.  
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а) б) в) 
Рис. 3.6. Терми еталонних значень нерівномірно розподілених НЧ для  
ЛЗ DR: а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
У результаті отримаємо значення термів, числові еквіваленти яких занесемо 
в табл. 3.6. Приклад обчислень 
1~ DRT  та 2~ DRT представимо нижче:  
1~ DRT  – А
(3) = 28,35; (3)1k  = 1,27; 
(3)
1a  = 0; 
(3)
1c  = 39,46; B
(3) = 51,03; (3)2k  = 1,52; 
(3)
1b  = 0;  
2~ DRT  – 
(3)
2a  = 28,35; 
(3)
2c  = 69,35; 
(3)
2b  = 51,03. 
Графічний вид еталонних НЧ представлений на рис. 3.6, в, а умова 
нерівномірності (3.18) при m=3 істинна, тобто дорівнює 1. При трансформуванні 
ЛЗ DR(m) з нерівномірно розподіленими еталонними НЧ на всіх етапах 
простежується виконання умови (3.18), що підтверджує адекватність 
еквівалентних перетворень ЛЗ, які реалізуються запропонованим методом (див. 
рис. 3.6, а-в). 
Приклад 3 – прогресний тип розподілу. Для ЛЗ DR(m) (3.12) 
продемонструємо роботу методу, що реалізує функцію (3.13) за допомогою 
аналітичних виразів (3.14) – (3.16) за умови (3.19) і m=5. З цією метою 
скористаємося прогресним типом розподілу НЧ з табл. 3.4, що підтверджується 
обчисленнями для перевірки умови (3.19): 
вΩ = (b2 – b1 < b3 – b2) Λ (b3 – b2 < b4 – b3) Λ (b4 – b3 < b5 – b4) = (10 – 0 < 30 – 10) Λ 







































Як видно, умова (3.19) істинна, що підтверджує відповідність НЧ ЛЗ 
прогресному типу розподілу. За аналогією з прикладом для рівномірно 
розподілених НЧ реалізуємо відповідно до виразів (3.14) – (3.16) перетворення 
(3.13) при m=4 та m=3. Для цього скористаємося вихідними значеннями НЧ з 
прогресним типом розподілу в табл. 3.4. У результаті для (4)~ DRT  та 
(3)
~ DRT  (див. (3.21) і 
(3.22)) отримаємо значення термів, числові еквіваленти яких занесені в таблиці 
3.5, 3.6 (див. рис. 3.7, а-в) і інтерпретуються для (4)~ DRT  як: 
1~ DRT  – А
(4) = 5; (4)1k  = 1,21; 
(4)
1a  = 0; 
(4)
1c  = 18,18; B
(4) = 10; (4)2k  = 1,33; 
(4)
1b  = 0; 
2~ DRT – 
(4)
2a  = 12,12; 
(4)
2c  = 39,39; 
(4)
2b  = 20, 
а для (3)~ DRT  як: 1~ DRT  – А
(3) = 12,12; (3)1k  = 1,29; 
(3)
1a  = 0; 
(3)
1c  = 29,41; B
(3) = 20; (3)2k  = 1,5; 
(3)
1b  = 0; 2~ DRT  – 
(3)
2a  = 21,57; 
(3)
2c  = 60,78; 
(3)
2b  = 40. 
 
  
а) б) в) 
Рис. 3.7. Терми еталонних значень з прогресним розподілом НЧ для  
ЛЗ DR: а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
Далі перевіримо умову (3.19) для (4)~ DRT  (m=4):  







































і для (3)~ DRT  (m=3) – вΩ =1. Як бачимо, значення вΩ  є істинним, що говорить про 
адекватність виконаних перетворень. 
Приклад 4 – регресний тип розподілу. Розглянемо приклад роботи методу, 
що реалізує функцію (3.13) за допомогою аналітичних виразів (3.14) – (3.16) за 
умови (3.20). Для визначення ЛЗ (3.12) при m=5 скористаємося конкретними НЧ з 
табл. 3.4 з регресним типом розподілу. Зробимо для них перевірку умови (3.20): 
уΩ = (b2 – b1 > b3 – b2) Λ (b3 – b2 > b4 – b3) Λ (b4 – b3 > b5 – b4) = (40 – 0 > 70 – 40) 
Λ (70 – 40 > 90 – 70) Λ (90 – 70 > 100 – 90) = 1 Λ 1 Λ 1 = 1. 
Як бачимо, умова (3.20) істинна, значить НЧ ЛЗ DR(5) відповідає регресному 
типу розподілу. 
Реалізуємо, відповідно до виразів (3.14) – (3.16), перетворення (3.13) при 
m=4 та m=3 з вихідними значеннями для НЧ з регресним типом розподілу з табл. 
3.4, 3.5 (див. рис. 3.8, а-в).  
 
  
а) б) в) 
Рис. 3.8. Терми еталонних значень з регресним розподілом НЧ  
для ЛЗ DR: а) (5)~ DRT ; б) 
(4)
~ DRT ; в) 
(3)
~ DRT  
У процесі трансформування термів отримаємо значення для (4)~ DRT  та 
(3)
~ DRT  
(див. (3.21) і (3.22)), числові еквіваленти яких представлені в табл. 3.5 і 3.6 
відповідно та інтерпретуються для (4)~ DRT  як: 
1~ DRT  – А
(4) = 30; (4)1k  = 1,25; 
(4)
1a  = 0; 
(4)
1c  = 34,38; B
(4) = 40; (4)2k  = 1,33; 
(4)







































2~ DRT  – 
(4)
2a  = 34,38; 
(4)
2c  = 62,5; 
(4)
2b  = 46,67, 
а для (3)~ DRT  як:  
1~ DRT – А
(3) = 41,67; (3)1k  = 1,33; 
(3)
1a  = 0; 
(3)
1c  = 41,67; B
(3) = 60; (3)2k  = 1,5; 
(3)
1b  = 0; 
2~ DRT  – 
(3)
2a  = 41,67; 
(3)
2c  = 75; 
(3)
2b  = 60. 
Перевіримо умову (3.20) для (4)~ DRT  (m=4): уΩ = (46,67 – 0 > 80 – 46,67) Λ (80 – 
46,67 > 100 – 80) = 1 
і для (3)~ DRT  (m=3) – уΩ  = 1. Як видно, значення уΩ  істинне, що дозволяє зробити 
висновок про адекватність перетворень. 
Представлений метод дозволяє здійснювати еквівалентне перетворення ЛЗ 
за допомогою створення еталонів параметрів з можливістю варіювання числом 
термів трикутних НЧ [5]. 
Таке рішення дозволить підвищити гнучкість розроблюваних засобів 
аналізу та оцінювання ризиків ІБ, які ґрунтуються на логіко-лінгвістичному 
підході і використовують для опису ЛЗ трикутні нечіткі числа. 
3.2. Методи n-кратного декрементування числа термів лінгвістичних 
змінних 
Метод n-кратного декрементування числа термів ЛЗ на 
трапецієподібних НЧ 
На тепер відомі методи, які дозволяють здійснювати аналіз, оцінювання та 
управління ризиками ІБ при нечітких умовах слабоформалізованого середовища 
[3]. Для реалізації такого процесу використовують систему [2], в якій оцінювання 
здійснюється на основі ЛЗ, що базуються на еталонних параметричних 
трапецієподібних НЧ з заданою кількістю термів. Формування еталонів є досить 
складною процедурою, яка реалізується із залученням експертів відповідної 
предметної галузі. 
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При практичному використанні зазначеної системи виникає необхідність в 
оперативному варіюванні кількістю термів, наприклад, для їх приведення до 
одного порядку. У п. 3.1 був розроблений метод, який дозволяє зменшити 
порядок ЛЗ тільки на одиницю, що створює певні складності в ефективному 
використанні існуючих систем. У зв'язку з цим, підвищення ефективності роботи 
системи аналізу та оцінювання ризиків [2] може бути вирішене за допомогою 
методу, який дозволяє еквівалентно перевизначити порядок (число термів) ЛЗ на 
число – n. 
Розробимо метод n-кратного зниження числа термів ЛЗ, який складається з 
трьох етапів, пов'язаних з формуванням, розширенням та частковим розширенням 
бази. 
Етап 1 – Формування бази. Використаємо метод перевизначення числа 
термів ЛЗ на основі функції її трансформування на мінус один порядок з п. 3.1, 
яка позначається як 1FT − (ЛЗ), а за ЛЗ використаємо DR – «СТУПІНЬ РИЗИКУ» 
[3]. Для виведення базової формули скористаємося послідовністю з n-членів 
зниження DR(m) [6] (m – кількість терм-множин) на один порядок, тобто:  
( 1) 1 ( )
( 2) 1 ( 1)
( 3) 1 ( 2)





























     (3.23) 
Виконуючи відповідні підстановки у формулі (3.23), отримаємо: 
( 2) 1 1 ( )
( 3) 1 1 1 ( )
( ) 1 1 1 1 ( )
( ( ));
( ( ( )));
...







FT FT FT FT
− − −
− − − −












  (3.24) 
Позначимо через nFT −  n-кратну послідовність реалізації функції 
трансформування ЛЗ 1,FT −  тоді вираз (3.24) представимо у наступному вигляді: 
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( 2) 2 ( )
( 3) 3 ( )























             (3.25) 
Таким чином, останній вираз у формулі (3.25) представимо як: 
( ) ( )( ),m n n mFT− −=DR DR     (3.26) 
визначимо як базову формулу (або базу) для трансформування ЛЗ на мінус n-й (–
n) порядок. 
Етап 2 – Розширення бази. З урахуванням того, що ЛЗ (DR(m)) складається 
із низки термів [3], то вираз (3.23) можна представити в наступному вигляді: 
1 2 2 1 1 2 1
1 2 3 2 1 2 2 1
1 2
( 1) 1 ( )
( 2) 1 ( 1)
( 3)
( , ,..., , ) ( ( , ,..., , ));~ ~ ~ ~ ~ ~ ~ ~
( , ,..., , ) ( ( , ,..., , ));~ ~ ~ ~ ~ ~ ~ ~
( , ,...,~ ~ ~
m m m m
m m m m
m m
DR DR DR DR DR DR DR DR
m m
DR DR DR DR DR DR DR DR
m
DR DR DR
T T T T FT T T T T
T T T T FT T T T T
T T T
− − −









4 3 1 2 3 2
1 2 1 1 2 2 1
1 ( 2)
( ) 1 ( 1)
, ) ( ( , ,..., , ));~ ~ ~ ~ ~
...
( , ,..., , ) ( ( , ,..., , )),~ ~ ~ ~ ~ ~ ~ ~
m m m m
m n m n m n m n
m
DR DR DR DR DR
m n m n
DR DR DR DR DR DR DR DR
T FT T T T T
T T T T FT T T T T
− − − −
− + − − + − +
− −
















і, виконавши відповідні підстановки у (3.27) отримаємо: 
1 2 3 2 1 2 1
1 2 4 3 1 2 1
1 2
( 2) 2 ( )
( 3) 3 ( )
( )
( , ,..., , ) ( ( , ,..., , );~ ~ ~ ~ ~ ~ ~ ~
( , ,..., , ) ( ( , ,..., , );~ ~ ~ ~ ~ ~ ~ ~
...
( , ,...,~ ~ ~
m m m m
m m m m
m n
m m
DR DR DR DR DR DR DR DR
m m
DR DR DR DR DR DR DR DR
m n
DR DR DR
T T T T FT T T T T
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n m
DR DR DR DR DR



















( , ,..., , )~ ~ ~ ~
( ( , ,..., , )),~ ~ ~ ~
m n m n
m m
m n
DR DR DR DR
n m
DR DR DR DR
T T T T







   (3.29) 
визначимо як розширення базової формули (3.26). 
Етап 3 – Часткове розширення бази. Так як, ЛЗ DR(m) представляється НЧ 
з різними ФН µ(dr) [4], а для цілей компактного опису такі ФН зручно описувати 
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трапецієвидними НЧ виду ~ DR jX = (аj, b1j, b2j, сj)LR, де аj та сj  – абсциси нижньої 
основи, а b1j і b2j – абсциси верхньої основи трапеції [4] (при 1,j m= ), то вираз 
(3.29) представимо у вигляді: 
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
(( , , , ), ( , , , ),...,
( , , , ), ( , , , ))
( (( , , , ), ( , , , ),...,
( , , , ), ( , , , )))
m n
m n m n m n m n m n m n m n m n
n m
m m m m m m m m
a b b c a b b c
a b b c a b b c
FT a b b c a b b c
a b b c a b b c
−
− + − + − + − + − − − −
−




   (3.30) 
і назвемо його першим частковим розширенням бази. 
Розглянемо роботу методу на конкретному прикладі, при цьому покладемо в 
основу перше часткове розширення бази. За початкові дані, з урахуванням 
можливості подальшої верифікації, будемо використовувати еталонні 
трапецієподібні НЧ з рівномірним, нерівномірним, прогресним та регресним 
типом розподілу при m=5 (див. табл. 3.1 в п. 3.1).  
Так як реалізація функції 1 ( )( )mFT − DR  розглядалася в п. 3.1, то можна 
здійснити відповідні перетворення при n = 2,3. 
Нехай n=2, тоді вираз (3.29) набуває вигляду: 
1 2 3 1 2 3 4 5
(3) 2 (5)( , , ) ( ( , , , , )),~ ~ ~ ~ ~ ~ ~ ~DR DR DR DR DR DR DR DRT T T FT T T T T T
−=DR DR
 
а формулу (3.30) відповідно представимо у вигляді: 
(3)
1 11 21 1 2 12 22 2 3 13 23 3
2 (5)
1 11 21 1 2 12 22 2
3 13 23 3 4 14 24 4 5 15 25 5
(( , , , ), ( , , , ),( , , , ))
( (( , , , ), ( , , , ),
( , , , ),( , , , ),( , , , )).
a b b c a b b c a b b c
FT a b b c a b b c




          
(3.31) 
Для подальших перетворень на основі заданої функції скористаємося 
аналітичними виразами, наведеними в п. 3.1 (див. формули (3.3-3.5)). З 







−  – 
( 2) ( 2) ( 1) ( 1) ( 2)
1 1 1 2( ) / 2
m m m m ma k a a А− − − − −= + − , 
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( 2) ( 2) ( 1) ( 1) ( 2)
1 1 1 2( ) / 2
m m m m mс k с с A− − − − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
11 2 11 12( ) / 2
m m m m mb k b b B− − − − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
21 2 21 22( ) / 2
m m m m mb k b b B− − − − −= + − ; 
… 
для ( 2)~ j
m
DRT
−  –  
( 2) ( 2) ( 1) ( 1) ( 2)
1 1( ) / 2
m m m m m
j j ja k a a А
− − − − −
+= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
1 1( ) / 2
m m m m m
j j jс k с с A
− − − − −
+= + − ,       (3.32) 
( 2) ( 2) ( 1) ( 1) ( 2)
1 2 1 1 1( ) / 2
m m m m m
j j jb k b b B
− − − − −
+= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 2 2 2 1( ) / 2
m m m m m
j j jb k b b B
− − − − −








−  –  
( 2) ( 2) ( 1) ( 1) ( 2)
2 1 2 1( ) / 2
m m m m m
m m ma k a a А
− − − − −
− − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 1 2 1( ) / 2
m m m m m
m m mс k с с A
− − − − −
− − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
1 2 2 1 2 1 1( ) / 2
m m m m m
m m mb k b b B
− − − − −
− − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 2 2 2 2 2 1( ) / 2
m m m m m
m m mb k b b B
− − − − −
− − −= + − , 
де ( 2) ( 1) ( 1) ( 2)1 2 12 / ( )
m m m m
dr m mk c c c A
− − − −
− −= + − ; 
( 2) ( 1) ( 1)
1 2
m m mA a a− − −= +  ( drc =drmax; 1,j m= , m 
– кількість термів; аj, сj – абсциси нижньої основи трапеції);  
( 2) ( 1) ( 1) ( 2)
2 2 2 2 12 / ( )
m m m m
dr m mk b b b B
− − − −
− −= + − ; 
( 2) ( 1) ( 1)
11 12
m m mB b b− − −= + . ( drb =drmax; b1j і b2j  – 
абсциси верхньої основи трапеції, а 1,j m= , m – кількість термів). 
Для здійснення переходу від m термів до m–2 реалізуємо підстановку у 
вираз (3.32) значень ( 1) ( 1) ( 1) ( 1)1 11 21 1, , ,
m m m ma b b c− − − − та ін., використаних у роботі п. 3.1 
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( ) ( ) ( ) ( ) ( ) ( )
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2 2 ,
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m m m
drm m m m m m
m m m
b b b b b b b
b b b b b b
− −
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( ) ( ) ( ) ( ) ( ) ( )
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( ) ( ) ( ) ( ) ( ) ( )
11 12 13 2 2 2 1 2
2 2 .
2 2
m m m m m m
m m m
drm m m m m m
m m m
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b b b b b b
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− − − + + +
− − − + + +
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( drc =drmax; 1,j m= , m – кількість термів; аj, сj  – абсциси нижньої основи; drb
=drmax; b1j та b2j – абсциси верхньої основи трапеції). 
Приклад 1 – рівномірний тип розподілу. Наприклад, нехай для даної ЛЗ 
при m = 5 НЧ приймають наступні значення: 
1~ DRT = (0; 0; 11,11; 22,22)LR, 
2~ DRT = (11,11; 22,22; 33,33; 44,44)LR, 
3~ DRT = (33,33; 44,44; 55,55; 66,66)LR, 
4~ DRT = (55,55; 66,66; 77,77; 88,88)LR, 
5~ DRT = (77,77; 88,88; 99,99; 100)LR. 
З урахуванням цього і (3.33), виконаємо відповідні перетворення згідно 
(3.31)). У результаті зменшення кількості термів ЛЗ на 2 порядки отримаємо, 










{«Ступінь ризику порушення ІБ низький»(РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
числові еквіваленти яких інтерпретуються як:  
для 
1~ DRT  –  
(3)
1a =
(5) (5) (5) (5) (5) (5)
1 2 3 1 2 3
(5) (5) (5) (5) (5) (5)
1 2 3 3 4 5
2 2
2 2 dr
a a a a a a c
a a a c c c
− − − + + +
=
− − − + + +  
((–0 – 22,22 – 33,33 + 0 + 22,22 + 
33,33) / (–0 – 22,22 – 33,33 + 66,66 + 177,76 + 100)) * 100 = 0;  
(3)
1с =
(5) (5) (5) (5) (5) (5)
1 2 3 1 2 3
(5) (5) (5) (5) (5) (5)
1 2 3 3 4 5
2 2
2 2 dr
a a a c c c c
a a a c c c
− − − + + +
=
− − − + + +
 ((–0 – 22,22 – 33,33 + 22,22 + 88,88 + 




(5) (5) (5) (5) (5) (5)
11 12 13 11 12 13
(5) (5) (5) (5) (5) (5)
11 12 13 23 24 25
2 2
2 2 dr
b b b b b b b
b b b b b b
− − − + + +
=
− − − + + +
 ((–0 – 44,44 – 44,44 + 0 + 44,44 + 
44,44) / (–0 – 44,44–44,44 + 55,55 + 155,54 + 99,99)) * 100 = 0;  
(3)
21b =
(5) (5) (5) (5) (5) (5)
11 12 13 21 22 23
(5) (5) (5) (5) (5) (5)
11 12 13 23 24 25
2 2
2 2 dr
b b b b b b b
b b b b b b
− − − + + +
=
− − − + + +
((–0 – 44,44 – 44,44 + 11,11 + 66,66 
+55,55) / (–0 – 44,44–44,44 + 55,55 + 155,54 + 99,99)) * 100 = 20;  
для 
2~ DRT  –  
(3)
2a =
(5) (5) (5) (5) (5) (5)
1 2 3 2 3 4
(5) (5) (5) (5) (5) (5)
1 2 3 3 4 5
2 2
2 2 dr
a a a a a a c
a a a c c c
− − − + + +
=
− − − + + +
((–0 – 22,22 – 33,33 + 22,22 + 66,66 + 
55,55) / (–0 – 22,22–33,33 + 66,66 + 177,76 + 100)) * 100 = 26,92;  
(3)
2с =
(5) (5) (5) (5) (5) (5)
1 2 3 2 3 4
(5) (5) (5) (5) (5) (5)
1 2 3 3 4 5
2 2
2 2 dr
a a a c c c c
a a a c c c
− − − + + +
=
− − − + + +
 ((–0 – 22,22 – 33,33 + 44,44 + 133,32 + 
88,88)/(–0 – 22,22 – 33,33 + 66,66 + 177,76 + 100)) * 100 = 73,07;  
(3)
12b =
(5) (5) (5) (5) (5) (5)
11 12 13 12 13 14
(5) (5) (5) (5) (5) (5)
11 12 13 23 24 25
2 2
2 2 dr
b b b b b b b
b b b b b b
− − − + + +
=
− − − + + +
 ((–0 – 44,44 – 44,44 + 22,22 + 88,88 + 
66,66)/(–0 – 44,44–44,44 + 55,55 + 155,54 + 99,99)) * 100 = 40;  
(3)
22b =
(5) (5) (5) (5) (5) (5)
11 12 13 22 23 24
(5) (5) (5) (5) (5) (5)
11 12 13 23 24 25
2 2
2 2 dr
b b b b b b b
b b b b b b
− − − + + +
=
− − − + + +
((–0 – 44,44 – 44,44 + 33,33 + 111,1+ 
77,77)/(–0 – 44,44–44,44 + 55,55 + 155,54 + 99,99)) * 100 = 60,  
а для 
3~ DRT  = (57,69; 80; 100; 100)LR. 
Якщо провести порівняння цих результатів та наведених в п. 3.1, (див. 
табл. 3.3), то можна зробити висновок про коректність реалізованих перетворень 
щодо зниження порядку. 
Графічна інтерпретація отриманих еталонів рівномірно розподілених НЧ 
приведена на рис. 3.9. 
Аналогічним чином реалізуємо зниження порядку на 3, тобто n=3, тоді 
(3.29) представимо у вигляді: 
1 2 1 2 3 4 5




а вираз (3.30) як: 
(2)
1 11 21 1 2 12 22 2
3 (5)
1 11 21 1 2 12 22 2
3 13 23 3 4 14 24 4 5 15 25 5
(( , , , ), ( , , , ))
( (( , , , ), ( , , , ),
( , , , ),( , , , ),( , , , )).
a b b c a b b c
FT a b b c a b b c




                     
(3.34) 
 
Рис. 3.9. Терми еталонних значень рівномірно розподілених НЧ для ЛЗ DR при 
(3)
~ DRT  
Аналогічно, для реалізації заданої функції скористаємося аналітичними 
виразами з п. 3.1 (див. (3.3-3.5)). 
З урахуванням здійснених перетворень при n = 3 ці вирази можна 









( 3) ( 3) ( 2) ( 2) ( 3)
1 1 1 2( ) / 2
m m m m ma k a a А− − − − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
1 1 1 2( ) / 2
m m m m mс k с с A− − − − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 2)
11 2 11 12( ) / 2
m m m m mb k b b B− − − − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 2)
21 2 21 22( ) / 2
m m m m mb k b b B− − − − −= + − ; 
… 
для ( 3)~ j
m
DRT
−  –  
( 3) ( 3) ( 2) ( 2) ( 3)
1 1( ) / 2
m m m m m
j j ja k a a А
− − − − −














( 3) ( 3) ( 2) ( 2) ( 3)
1 1( ) / 2
m m m m m
j j jс k с с A
− − − − −
+= + − ,      (3.35) 
( 3) ( 3) ( 2) ( 2) ( 3)
1 2 1 1 1( ) / 2
m m m m m
j j jb k b b B
− − − − −
+= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
2 2 2 2 1( ) / 2
m m m m m
j j jb k b b B
− − − − −







−  –  
( 3) ( 3) ( 2) ( 2) ( 3)
3 1 3 2( ) / 2
m m m m m
m m ma k a a А
− − − − −
− − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
3 1 3 2( ) / 2
m m m m m
m m mс k с с A
− − − − −
− − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
1 3 2 1 3 1 2( ) / 2
m m m m m
m m mb k b b B
− − − − −
− − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
2 3 2 2 3 2 2( ) / 2
m m m m m
m m mb k b b B
− − − − −
− − −= + − , 
де ( 3) ( 2) ( 2) ( 3)1 3 22 / ( )
m m m m
dr m mk c c c A
− − − −
− −= + − ; 
( 3) ( 2) ( 2)
1 2
m m mA a a− − −= +  ( drc = drmax; 1,j m= , m 
– кількість термів; аj, сj – абсциси нижньої основи трапеції);  
( 3) ( 2) ( 2) ( 3)
2 2 3 2 22 / ( )
m m m m
dr m mk b b b B
− − − −
− −= + − ; 
( 3) ( 2) ( 2)
11 12
m m mB b b− − −= +  ( drb =drmax; b1j і b2j  – 
абсциси верхньої основи трапеції, а 1, ,j m=  m – кількість термів). 
Для здійснення переходу від m термів до m–3 виконаємо відповідну 
підстановку у (3.35) значень ( 2) ( 2) ( 2) ( 2)1 11 21 1, , ,
m m m ma b b c− − − −  та ін. (див. (3.33)). Після 











( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3 4
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
drm m m m m m m m
m m m m
a a a a a a a a c
a a a a c c c c− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3 4
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
drm m m m m m m m
m m m m
a a a a c c c c c
a a a a c c c c− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 11 12 13 14
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 3 2 2 2 1 2
3 3 3 3 ,
3 3 3 3
m m m m m m m m
drm m m m m m m m
m m m m
b b b b b b b b b
b b b b b b b b− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 21 22 23 24
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 3 2 2 2 1 2
3 3 3 3 ;
3 3 3 3
m m m m m m m m
drm m m m m m m m
m m m m
b b b b b b b b b
b b b b b b b b− − −
− − − − + + + +
− − − − + + + +
 






− –  
( -3)m
ja =
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3
,
3 3 3 3
m m m m m m m m
j j j j
drm m m m m m m m
m m m m
a a a a a a a a
c
a a a a c c c c
+ + +
− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3
,
3 3 3 3
m m m m m m m m
j j j j
drm m m m m m m m
m m m m
a a a a c c c c
c
a a a a c c c c
+ + +
− − −
− − − − + + + +







( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 1 1 1 1 2 1 3
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 3 2 2 2 1 2
3 3 3 3
,
3 3 3 3
m m m m m m m m
j j j j
drm m m m m m m m
m m m m
b b b b b b b b
b
b b b b b b b b
+ + +
− − −
− − − − + + + +







( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 2 1 2 2 2 3
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 3 2 2 2 1 2
3 3 3 3
;
3 3 3 3
m m m m m m m m
j j j j
drm m m m m m m m
m m m m
b b b b b b b b
b
b b b b b b b b
+ + +
− − −
− − − − + + + +













( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
m m m m
drm m m m m m m m
m m m m
a a a a a a a a c
a a a a c c c c
− − −
− − −
− − − − + + + +








( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
m m m m
drm m m m m m m m
m m m m
a a a a c c c c c
a a a a c c c c
− − −
− − −
− − − − + + + +








( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 1 3 1 2 1 1 1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 3 2 2 2 1 2
3 3 3 3 ,
3 3 3 3
m m m m m m m m
m m m m
drm m m m m m m m
m m m m
b b b b b b b b b
b b b b b b b b
− − −
− − −
− − − − + + + +








( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 3 2 2 2 1 2
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
11 12 13 14 2 3 2 2 2 1 2
3 3 3 3 .
3 3 3 3
m m m m m m m m
m m m m
drm m m m m m m m
m m m m
b b b b b b b b b
b b b b b b b b
− − −
− − −
− − − − + + + +
− − − − + + + +
 
( drc =drmax; 1,j m= , m – кількість термів; аj, сj – абсциси нижньої основи; drb
=drmax; b1j і b2j – абсциси верхньої основи трапеції). Скористаємося вихідними 
даними з попереднього прикладу і виконаємо, відповідно до (3.34), перетворення 
(3.36). У результаті зменшення кількості термів ЛЗ на 3 порядки отримаємо, 










{«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
числові еквіваленти яких інтерпретуються як:  
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для 
1~ DRT  –  
(2)
1a =
(5) (5) (5) (5) (5) (5) (5) (5)
1 2 3 4 1 2 3 4
(5) (5) (5) (5) (5) (5) (5) (5)
1 2 3 4 2 3 4 5
3 3 3 3
3 3 3 3 dr
a a a a a a a a c
a a a a c c c c
− − − − + + + +
=
− − − − + + + +   
((–0 – 33,33 – 99,99 – 55,55 + 0 + 33,33 + 99,99 + 55,55)/  
(–0 – 33,33 – 99,99 – 55,55 + 44,44 + 199,98 + 266,64 + 100))*100=0;  
(2)
1с =
(5) (5) (5) (5) (5) (5) (5) (5)
1 2 3 4 1 2 3 4
(5) (5) (5) (5) (5) (5) (5) (5)
1 2 3 4 2 3 4 5
3 3 3 3
3 3 3 3 dr
a a a a c c c c c
a a a a c c c c
− − − − + + + +
=
− − − − + + + +   
((–0 – 33,33 – 99,99 – 55,55 + 22,22 + 133,32 + 199,98 + 88,88)/  
(–0 – 33,33 – 99,99 – 55,55 + 44,44 + 199,98 + 266,64 + 100))*100=60,52;  
(2)
11b =
(5) (5) (5) (5) (5) (5) (5) (5)
11 12 13 14 11 12 13 14
(5) (5) (5) (5) (5) (5) (5) (5)
11 12 13 14 22 23 24 25
3 3 3 3
3 3 3 3 dr
b b b b b b b b b
b b b b b b b b
− − − − + + + +
=
− − − − + + + +   
((–0 – 66,66 – 133,32 – 66,66 + 0 + 66,66 + 133,32 + 66,66)/  
(–0 – 66,66 – 133,32 – 66,66 + 33,33 + 166,65 + 233,31 + 100))*100=0;  
(2)
21b =
(5) (5) (5) (5) (5) (5) (5) (5)
11 12 13 14 21 22 23 24
(5) (5) (5) (5) (5) (5) (5) (5)
11 12 13 14 22 23 24 25
3 3 3 3
3 3 3 3 dr
b b b b b b b b b
b b b b b b b b
− − − − + + + +
=
− − − − + + + +  
((–0 – 66,66 – 133,32 – 66,66 + 11,11 + 99,99 + 166,65 + 88,88)/  
(–0 – 66,66 – 133,32 – 66,66 + 33,33 + 166,65 + 233,31 + 100))*100=33,33,  
а для 
2~ DRT  = (39,47; 66,67; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів НЧ приведена на рис. 3.10. 
Приклад 2 – нерівномірний тип розподілу. Розглянемо роботу методу на 
прикладі нерівномірно розподілених за віссю dr НЧ з наступними значеннями:  
1~ DRT = (0; 0; 0; 20)LR,  
2~ DRT = (30; 30; 50; 50)LR,  
3~ DRT = (60; 60; 65; 65)LR,  
4~ DRT = (75; 75;85; 85)LR,  
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5~ DRT = (95; 97; 100; 100)LR (див. табл. 3.1 в п. 3.1).  
 
Рис. 3.10. Терми еталонних значень рівномірно розподілених НЧ 
 для ЛЗ DR при (2)~ DRT  
Для цього, відповідно до (3.31) виконаємо перетворення (3.33). У результаті 
для DR(3) отримаємо значення термів, числові еквіваленти яких інтерпретуються 
як: для 
1~ DRT – 
(3)
1a =  0; 
(3)
1с =  30,29; 
(3)
11b =  0; 
(3)
21b =  20,93, а для 
2~ DRT = (48,84; 48,84; 
67,44; 67,44)LR, 
3~ DRT  = (86,05; 86,98; 100; 100)LR. Графічна інтерпретація 
отриманих еталонів нерівномірно розподілених НЧ приведена на рис. 3.11. 
 
Рис. 3.11. Терми еталонних значень нерівномірно розподілених НЧ для ЛЗ DR при 
(3)


























При порівнянні отриманих результатів та наведених в п. 3.1 (див. табл. 3.3) 
видно їх повний збіг. Виходячи з цього випливає, що реалізовані перетворення 
щодо зниження порядку є коректними. 
Приклад 3 – прогресний тип розподілу. Покажемо роботу представленого 
методу для НЧ, які мають прогресний тип розподілу за віссю dr з наступними 
значеннями: 
1~ DRT = (0; 0; 3; 8)LR, 2~ DRT = (3; 8; 15; 24)LR,  
3~ DRT = (15; 24; 35; 48)LR, 4~ DRT = (35; 48; 63; 80)LR,  
5~ DRT = (63; 80; 100; 100)LR (див. табл. 3.1 в п. 3.1).  
Для цього виконаємо (відповідно до виразу (3.31)) перетворення (3.33), у 
результаті чого отримаємо наступні значення НЧ з числовими еквівалентами: 
1~ DRT =(0; 0; 12,67; 28,92)LR, 2~ DRT = (16,38; 28,96; 48,87; 62,37)LR, 3~ DRT  = (44,25; 72,4; 
100; 100)LR. Графічна інтерпретація отриманих еталонів з прогресним типом 
розподілу НЧ приведена на рис. 3.12. 
 
Рис. 3.12. Терми еталонних значень з прогресним розподілом НЧ для  
ЛЗ DR при (3)~ DRT  
Приклад 4 – регресний тип розподілу. Реалізуємо перетворення НЧ, які 














1~ DRT = (0; 0; 20; 37)LR,  
2~ DRT = (20; 37; 52; 65)LR,  
3~ DRT = (52; 65; 76; 85)LR,  
4~ DRT = (76; 85; 92; 97)LR,  
5~ DRT = (92; 97; 100; 100)LR (див. табл. 3.1 в п. 3.1).  
Для цього виконаємо перетворення (3.33) відповідно до (3.31). У результаті 
отримаємо такі значення НЧ з числовими еквівалентами: 
1~ DRT =(0; 0; 27,6; 55,75)LR,  
2~ DRT = (37,63; 51,13; 71,04; 83,62)LR,  
3~ DRT  = (71,08; 87,33; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів з регресним типом розподілу 
НЧ приведена на рис. 3.13. 
 
Рис. 3.13. Терми еталонних значень з регресним розподілом НЧ для ЛЗ DR  














Таким чином, з метою підвищення ефективності роботи систем АОР ІБ 
запропоновано метод n-кратного зниження числа термів, який, за рахунок 
модифікації n-кратним розширенням функції зниження термів на один порядок, 
дозволяє формалізувати процес еквівалентного трансформування числа еталонних 
термів ЛЗ на -n порядків без залучення експертів відповідної предметної галузі. 
Для удосконалення систем АОР слід розглянути можливості часткового 
розширення бази, наприклад, для трикутних НЧ. 
Метод n-кратного декрементування числа термів ЛЗ на трикутних НЧ 
Відомі методи аналізу та оцінювання ризиків ІБ [3, 7, 8], які ґрунтуються на 
судженнях експертів, як правило, вимагають залучення методів і засобів, що 
дозволяють обробляти нечіткі вихідні дані [4], наприклад, представлені в 
лінгвістичній формі. На основі цих методів була розроблена система [3], в якій 
оцінювання реалізовано на основі ЛЗ, що базуються на еталонних параметричних 
трапецієподібних НЧ з різною кількістю визначених термів [3].  
У п. 3.2 був представлений метод n-кратного зниження числа термів ЛЗ на 
основі першого часткового розширення бази (для трапецієподібних НЧ). 
Ефективність практичного використання системи аналізу та оцінювання 
ризиків залежить від її можливостей обробляти інші типи НЧ, на основі яких 
здійснюється визначення ЛЗ та від оперативності варіювання кількістю термів без 
залучення експертів відповідної предметної галузі [9]. Розширити можливості 
зазначеної системи [3] можна шляхом використання додаткового типу 
параметричних НЧ – трикутних. У зв'язку з цим, можна удосконалити роботу 
системи АОР [8] за допомогою методів, що дозволяють перевизначати число 
термів (з різним типом НЧ) ЛЗ на n порядків. 
Здійснимо розробку методу n-кратного зниження числа термів ЛЗ, що 
базуються на еталонних параметричних трикутних НЧ для розширення 
функціональних можливостей систем АОР ІБ. Це сприятиме подальшому 
розвитку методів трансформування термів (п. 3.1) і розширить їхні можливості 
шляхом використання трикутних НЧ. Виконаємо перетворення за допомогою 
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методу, в основі якого закладена аналітична функція, що дозволяє здійснювати n-
кратне зниження (еквівалентне перетворення) числа термів ЛЗ.  
Метод складається з трьох етапів, пов'язаних з формуванням, розширенням і 
частковим розширенням бази (див. п. 3.2). Два перші етапи є основою для n-
кратного зниження порядку з використанням будь-яких типів НЧ. Для 
удосконалення систем АОР розглянемо третій етап щодо можливості розширення 
бази для трикутних НЧ. 
Таким чином, якщо в (3.30) із п. 3.2 прирівняємо bj=b1j=b2j, 1,j m= , то 
отримаємо інший тип параметричних НЧ – трикутні, і тоді для них вираз (3.30) 
можемо представити у вигляді 
( )
1 1 1 2 2 2
1 1 1
( )
1 1 1 2 2 2
1 1 1
(( , , ), ( , , ),...,
( , , ), ( , , ))
( (( , , ), ( , , ),...,
( , , ), ( , , ))).
m n
m n m n m n m n m n m n
n m
m m m m m m
a b c a b c
a b c a b c
FT a b c a b c
a b c a b c
−






   (3.37) 
За аналогією з п. 3.2, формулу (3.23) назвемо другим частковим 
розширенням бази. 
Розглянемо роботу методу на конкретному прикладі, при цьому покладемо 
в основу формулу (3.37), тобто друге часткове розширення бази. В якості 
початкових даних, з урахуванням можливості подальшої верифікації, будемо 
використовувати еталонні трикутні НЧ з рівномірним, нерівномірним, 
прогресним та регресним типом розподілу при m=5 (див. табл. 3.4 в п. 3.1). Так як 
реалізація функції 1 ( )( )mFT − DR  розглядалася в п. 3.1, то можна здійснити 
відповідні перетворення при n = 2,3. 
Нехай n=2, тоді (3.37) набуває вигляду: 
(3)
1 1 1 2 2 2 3 3 3
2 (5)
1 1 1 2 2 2
3 3 3 4 4 4 5 5 5
(( , , ), ( , , ),( , , ))
( (( , , ), ( , , ),
( , , ),( , , ),( , , )).
a b c a b c a b c
FT a b c a b c
a b c a b c a b c
−
=DR
DR      (3.38) 
Для подальших перетворень на основі заданої функції скористаємося 
аналітичними виразами (див. (3.14–3.16)) в п. 3.1.  
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T −  – 
( 2) ( 2) ( 1) ( 1) ( 2)
1 1 1 2( ) / 2
m m m m ma k a a А− − − − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
1 2 1 2( ) / 2
m m m m mb k b b B− − − − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
1 1 1 2( ) / 2






T −  –  
( 2) ( 2) ( 1) ( 1) ( 2)
1 1( ) / 2
m m m m m
j j ja k a a А
− − − − −
+= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 1( ) / 2
m m m m m
j j jb k b b B
− − − − −
+= + − ,    (3.39) 
( 2) ( 2) ( 1) ( 1) ( 2)
1 1( ) / 2
m m m m m
j j jс k с с A
− − − − −










−  –  
( 2) ( 2) ( 1) ( 1) ( 2)
2 1 2 1( ) / 2
m m m m m
m m ma k a a А
− − − − −
− − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 2 2 1( ) / 2
m m m m m
m m mb k b b B
− − − − −
− − −= + − , 
( 2) ( 2) ( 1) ( 1) ( 2)
2 1 2 1( ) / 2
m m m m m
m m mс k с с A
− − − − −
− − −= + − , 
де ( 2) ( 1) ( 1) ( 2)1 2 12 / ( )
m m m m
dr m mk c c c A
− − − −
− −= + − ; 
( 2) ( 1) ( 1)
1 2
m m mA a a− − −= +   
( drc =drmax; аj, сj – абсциси нижньої основи);  
( 2) ( 1) ( 1) ( 2)
2 2 12 / ( )
m m m m
dr m mk b b b B
− − − −
− −= + − ; 
( 2) ( 1) ( 1)
1 2
m m mB b b− − −= +  ( drb =drmax; bj – абсциса 
вершини трикутника, а 1,j m= , m – кількість термів). 
Для реалізації переходу від m-термів до m–2 реалізуємо підстановку у (3.39) 
значень ( 1) ( 1) ( 1)1 1 1, ,
m m ma b c− − − та ін. із п. 3.1 (див. (3.14-3.16)). Після нескладних 












( ) ( ) ( ) ( ) ( ) ( )
1 2 3 1 2 3
( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
2 2 ,
2 2
m m m m m m
drm m m m m m
m m m
a a a a a a c
a a a c c c− −
− − − + + +





( ) ( ) ( ) ( ) ( ) ( )
1 2 3 1 2 3
( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
2 2 ,
2 2
m m m m m m
drm m m m m m
m m m
b b b b b b b
b b b b b b− −
− − − + + +





( ) ( ) ( ) ( ) ( ) ( )
1 2 3 1 2 3
( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
2 2 ;
2 2
m m m m m m
drm m m m m m
m m m
a a a c c c c
a a a c c c− −
− − − + + +










( ) ( ) ( ) ( ) ( ) ( )
1 2 3 1 2
( ) ( ) ( ) ( ) ( ) ( )




m m m m m m
j j j
drm m m m m m
m m m
a a a a a a
c
a a a c c c
+ +
− −
− − − + + +





( ) ( ) ( ) ( ) ( ) ( )
1 2 3 1 2
( ) ( ) ( ) ( ) ( ) ( )




m m m m m m
j j j
drm m m m m m
m m m
b b b b b b
b
b b b b b b
+ +
− −
− − − + + +
− − − + + +




( ) ( ) ( ) ( ) ( ) ( )
1 2 3 1 2
( ) ( ) ( ) ( ) ( ) ( )




m m m m m m
j j j
drm m m m m m
m m m
a a a c c c
c
a a a c c c
+ +
− −
− − − + + +

















( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
2 2 ,
2 2
m m m m m m
m m m
drm m m m m m
m m m
a a a a a a c
a a a c c c
− −
− −
− − − + + +








( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
2 2 ,
2 2
m m m m m m
m m m
drm m m m m m
m m m
b b b b b b b
b b b b b b
− −
− −
− − − + + +








( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
( ) ( ) ( ) ( ) ( ) ( )
1 2 3 2 1
2 2 ,
2 2
m m m m m m
m m m
drm m m m m m
m m m
a a a c c c c
a a a c c c
− −
− −
− − − + + +
− − − + + +
 
( drc =drmax; 1,j m= , m – кількість термів; аj, сj – абсциси нижньої основи; drb
=drmax; bj – абсциса вершини трикутника). 
Приклад 1 – рівномірний тип розподілу. Наприклад, нехай для даної ЛЗ 
при m = 5 НЧ приймають значення: 
1~ DR
T = (0; 0; 22,22)LR, 
2~ DR
T = (11,11; 25; 
44,44)LR,  
3~ DR
T = (33,33; 50; 66,66)LR, 
4~ DR
T = (55,55; 75; 88,88)LR, 
5~ DR
T = (77,77; 100; 100)LR.  
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З огляду на зазначені дані і (3.40), виконаємо згідно (3.38) відповідні 
перетворення. 
У результаті зниження кількості термів ЛЗ на 2 порядки, отримаємо, 










{«Ступінь ризику порушення ІБ низький» (РН), 
«Ступінь ризику порушення ІБ середній» (РС), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
числові еквіваленти яких для 
1~ DR
T  інтерпретуються як (3)1a =0, 
(3)
1b =  0, 
(3)
1с =  
42,39, тобто 
1~ DR
T =(0; 0; 42,39) LR, а 
2~ DR
T  = (26,92; 50; 73,08)LR та 
3~ DR
T  = (57,69; 100; 
100)LR.  
Якщо провести порівняння отриманих результатів та наведених в п. 3.1. 
(див. табл. 3.6), то можна зробити висновок про коректність реалізованих 
перетворень щодо зниження порядку. 
Графічна інтерпретація отриманих еталонів рівномірно розподілених 
трикутних НЧ приведена на рис. 3.14. 
 
Рис. 3.14. Терми еталонних значень рівномірно розподілених трикутних НЧ для  














Аналогічним чином реалізуємо зниження на 3 порядки. Для реалізації 
заданої функції скористаємося виразами з п. 3.1 (див. (3.14–3.16)). 
З урахуванням здійснення перетворення при n=3 ці вирази можна 







−  – 
( 3) ( 3) ( 2) ( 2) ( 3)
1 1 1 2( ) / 2
m m m m ma k a a А− − − − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 2)
1 2 1 2( ) / 2
m m m m mb k b b B− − − − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
1 1 1 2( ) / 2
m m m m mс k с с A− − − − −= + − ; 
… 
для ( 3)~ j
m
DRT
−  –  
( 3) ( 3) ( 2) ( 2) ( 3)
1 1( ) / 2
m m m m m
j j ja k a a А
− − − − −
+= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
2 1( ) / 2
m m m m m
j j jb k b b B
− − − − −
+= + − ,       (3.41) 
( 3) ( 3) ( 2) ( 2) ( 3)
1 1( ) / 2
m m m m m
j j jс k с с A
− − − − −








−  –  
( 3) ( 3) ( 2) ( 2) ( 3)
3 1 3 2( ) / 2
m m m m m
m m ma k a a А
− − − − −
− − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
3 2 3 2( ) / 2
m m m m m
m m mb k b b B
− − − − −
− − −= + − , 
( 3) ( 3) ( 2) ( 2) ( 3)
3 1 3 2( ) / 2
m m m m m
m m mс k с с A
− − − − −
− − −= + − , 
де ( 3) ( 2) ( 2) ( 3)1 3 22 / ( )
m m m m
dr m mk c c c A
− − − −
− −= + − ; 
( 3) ( 2) ( 2)
1 2
m m mA a a− − −= +   
( drc =drmax; 1,j m= , m – кількість термів; аj, сj – абсциси нижньої основи); 
( 3) ( 2) ( 2) ( 3)
2 3 22 / ( )
m m m m
dr m mk b b b B
− − − −
− −= + − ; 
( 3) ( 2) ( 2)
1 2
m m mB b b− − −= +   
( drb =drmax; bj – абсциса вершини трикутника, а 1, ,j m=  m – кількість термів). Для 
здійснення переходу від m-термів до m–3 виконаємо відповідну підстановку у 
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вираз (3.41) значень ( 2) ( 2) ( 2)1 1 1, ,
m m ma b c− − −  та ін. (див. (3.40)). Після нескладних 











( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3 4
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
drm m m m m m m m
m m m m
a a a a a a a a c
a a a a c c c c− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3 4
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
drm m m m m m m m
m m m m
b b b b b b b b b
b b b b b b b b− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3 4
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ;
3 3 3 3
m m m m m m m m
drm m m m m m m m
m m m m
a a a a c c c c c
a a a a c c c c− − −
− − − − + + + +
− − − − + + + +
 
… 
для ( 3)~ j
m
DRT
− –  
( -3)m
ja =
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3
,
3 3 3 3
m m m m m m m m
j j j j
drm m m m m m m m
m m m m
a a a a a a a a
c
a a a a c c c c
+ + +
− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3
,
3 3 3 3
m m m m m m m m
j j j j
drm m m m m m m m
m m m m
b b b b b b b b
b
b b b b b b b b
+ + +
− − −
− − − − + + + +





( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 1 2 3
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3
;
3 3 3 3
m m m m m m m m
j j j j
drm m m m m m m m
m m m m
a a a a c c c c
c
a a a a c c c c
+ + +
− − −
− − − − + + + +














( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
m m m m
drm m m m m m m m
m m m m
a a a a a a a a c
a a a a c c c c
− − −
− − −
− − − − + + + +








( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
m m m m
drm m m m m m m m
m m m m
b b b b b b b b b
b b b b b b b b
− − −
− − −
− − − − + + + +








( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2 3 4 3 2 1
3 3 3 3 ,
3 3 3 3
m m m m m m m m
m m m m
drm m m m m m m m
m m m m
a a a a c c c c c
a a a a c c c c
− − −
− − −
− − − − + + + +
− − − − + + + +
 
( drc =drmax; 1,j m= , m – кількість термів; аj, сj – абсциси нижньої основи; drb
=drmax; bj – абсциса вершини трикутника). 
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Скористаємося початковими даними з попереднього прикладу та 
виконаємо, відповідно до (3.37), перетворення (3.42). У результаті зниження 











{«Ступінь ризику порушення ІБ низький » (РН), 
«Ступінь ризику порушення ІБ високий» (РВ)}, 
а числові еквіваленти для 
1~ DR
T  інтерпретуються як 
(2)





mс − =60,53, 
тобто 
1~ DR
T = (0; 0; 60,53) LR і 
2~ DR
T  = (39,47; 100; 100)LR. Графічна інтерпретація 
отриманих еталонів НЧ приведена на рис. 3.16. 
При порівнянні отриманих результатів та наведених в п. 3.1 (див. табл. 3.6) 
прослідковується їх повний збіг. Виходячи з цього, можна зробити висновок про 
коректність реалізованих перетворень щодо зниження порядку. 
 
Рис. 3.16. Терми еталонних значень рівномірно розподілених НЧ для  














Приклад 2 – нерівномірний тип розподілу. Розглянемо роботу методу на 
прикладі нерівномірно розподілених за віссю dr трикутних НЧ з наступними 
значеннями: 
1~ DR
T = (0; 0; 20)LR, 
2~ DR
T = (12; 27; 39)LR,  
3~ DR
T = (30; 52; 59)LR,  
4~ DR
T = (56; 74; 78)LR,  
5~ DR
T = (70; 100; 100)LR (див. табл. 3.4 в п. 3.1).  
Для цього виконаємо, відповідно до (3.38), перетворення (3.40). У 
результаті для DR(3) отримаємо терми, числові значення яких для 
1~ DR
T  
інтерпретуються як (3)1a =  0, 
(3)
1b =  0, 
(3)
1с =  39,46, тобто 
1~ DR
T = (0; 0; 39,46) LR, а 
2~ DR
T = (28,35; 51,03; 69,35)LR, 
3~ DR
T  = (60,54; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів нерівномірно розподілених НЧ, 
приведена на рис. 3.17. 
 
Рис. 3.17. Терми еталонних значень нерівномірно розподілених НЧ  














При порівнянні отриманих результатів та наведених в п. 3.1 (див. табл. 3.6) 
видно їх повний збіг. Виходячи з цього, можна зробити висновок про коректність 
реалізованих перетворень щодо зниження порядку.  
Приклад 3 – прогресний тип розподілу. Покажемо роботу представленого 
методу для НЧ, які мають прогресний тип розподілу за віссю dr з наступними 
значеннями: 
1~ DR
T = (0; 0; 10)LR, 
2~ DR
T = (5; 10; 25)LR,  
3~ DR
T = (20; 30; 45)LR, 
4~ DR
T = (40; 60; 70)LR,  
5~ DR
T = (65; 100; 100)LR (див табл. 3.4 в п. 3.1). 
Для цього виконаємо, відповідно до (3.38), перетворення (3.40). У 
результаті отримаємо такі значення НЧ з числовими еквівалентами – 
1~ DR
T =(0; 0; 
29,41)LR, 
2~ DR
T = (21,57; 40; 60,78)LR, 
3~ DR
T  = (52,97; 100; 100)LR. Графічна 
інтерпретація отриманих еталонів з прогресним типом розподілу НЧ приведена на 
рис. 3.18.  
 
Рис. 3.18. Терми еталонних значень з прогресним розподілом НЧ для  
ЛЗ DR при (3)~ DRT  
Приклад 4 – регресний тип розподілу. Реалізуємо перетворення НЧ, які 















T = (0; 0; 30)LR,  
2~ DR
T = (30; 40; 55)LR,  
3~ DR
T = (50; 70; 75)LR,  
4~ DR
T = (75; 90; 90)LR,  
5~ DR
T = (90; 100; 100)LR (див. табл. 3.4 в п. 3.1).  
Для цього виконаємо, відповідно до (3.38), перетворення (3.40). В результаті 
отримаємо такі значення трикутних НЧ з числовими еквівалентами:  
1~ DR
T =(0; 0; 41,67)LR, 
2~ DR
T = (41,67; 60; 75)LR, 
3~ DR
T  = (75; 100; 100)LR.  
Графічна інтерпретація отриманих еталонів з регресним типом розподілу 
НЧ приведена на рис. 3.19. 
 
Рис. 3.19. Терми еталонних значень з регресним розподілом НЧ для  














Порівняння отриманих результатів в прикладах 3 та 4 з наведеними в п. 3.1 
(див. табл. 3.6), показує їх повну ідентичність, що говорить про коректність 
реалізованих перетворень щодо зниження порядку. 
Таким чином, з метою удосконалення роботи систем АОР ІБ 
запропонований метод n-кратного зниження числа термів з використанням 
другого часткового розширення бази, в якому, за рахунок модифікації n-кратним 
розширенням функції зниження термів на один порядок, розширюється 
можливість формалізації процесу еквівалентного трансформування числа 
еталонних термів ЛЗ на n-порядків без залучення експертів відповідної 
предметної галузі. 
3.3. Методи інкрементування числа термів лінгвістичних змінних 
Метод інкрементування числа термів ЛЗ на трапецієподібних НЧ 
Існують засоби АОР ІБ, які ґрунтуються на нечіткій логіці [3], 
використовують ЛЗ з фіксованою кількістю терм-множин, визначених експертами 
на етапі ініціалізації базових величин при налаштуванні системи.  
Для підвищення ефективності таких засобів в [9, 10] (п. 3.2) були 
представлені методи n-кратного декрементування числа термів ЛЗ для 
трапецієподібних та трикутних НЧ, які дозволяють зменшувати порядок ЛЗ без 
залучення експертів відповідної предметної галузі. При практичному 
використанні даних систем виникає необхідність трансформувати еталони ЛЗ 
таким чином, щоб область їх визначення розширилася на більшу кількість термів.  
Для цього слід використовувати нові експертні оцінки із залученням 
фахівців відповідної предметної галузі. Цей процес досить трудомісткий і 
створює додаткове навантаження на власника системи.  
Для вирішення завдання інкрементування числа термів ЛЗ (на основі оцінок 
експертів, які використовувалися на етапі налаштування системи) пропонується 
метод трансформування еталонів за допомогою одноразового інкрементування 
(збільшення на один порядок) числа термів ЛЗ. Це підвищить ефективність 
відповідних систем АОР ІБ і сприятиме подальшому їх удосконаленню та 
розширенню функціональних можливостей. 
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Для вирішення поставленого завдання скористаємося ЛЗ DR – «СТУПІНЬ 






DRT  = (а1










 = (аm(m); bim(m); bim(m); сm(m))LR), 


















+  = (аm+1(m+1); bim+1(m+1); bim+1(m+1); сm+1(m+1))LR) ( 1,j m= , 1,2i = ), 
тоді функцію трансформування ЛЗ на плюс один порядок (інкрементування) 
позначимо через 1FT + (ЛЗ). Наприклад, збільшення DR(m) на один порядок 
дозволить розширити можливості використання зазначеної функції [9] за 
допомогою реалізації відповідної операції трансформування на +1: 
( 1)m+DR  = 1FT +  ( ( )mDR ).    (3.43) 
Так як ЛЗ DR(m) представляється НЧ з різними ФН µ(dr) [4], а для цілей 
компактного опису такі ФН зручно відображати трапецієподібними НЧ виду ~ jDRX
 = (аj, b1j, b2j, сj)LR, де аj, сj і b1j, b2j відповідно абсциси нижньої та верхньої основи 
трапеції [4] (при 1,j m= ), то (3.43) представимо у вигляді: 
( 1)
1 11 21 1 2 12 22 2
1 2 1 1 1 2 1 1
1 ( )
1 11 21 1 2 12 22 2
1 2
(( , , , ), ( , , , ),...,
( , , , ), ( , , , ))
( (( , , , ), ( , , , ),...,
( , , , ))).
m
m m m m m m m m
m
m m m m
a b b c a b b c
a b b c a b b c
FT a b b c a b b c
a b b c
+





   (3.44) 
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Реалізацію функції (3.44) здійснимо шляхом трансформування еталонів за 
рахунок вбудовування додаткового терму. Цей процес забезпечується 
запропонованим методом за 4 етапи. 
Етап 1. Пошук коригувальних параметрів. Для реалізації одноразового 
інкрементування числа термів, які були попередньо визначені експертним 
шляхом, необхідно, відповідно для абсцис верхньої та нижньої основи 
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      (3.46) 
( 1) ( 1) ( 1)
1 2 ,




mk + ( 1)2 ,
mk + ( 1)mk +  і 
( 1)
1 ,
ml +  
( 1)
2 ,
ml +  
( 1)ml +  – коригувальні параметри відповідно для 
абсцис верхньої та нижньої основи трапеції, а m – кількість вихідних терм-
множин. 
Етап 2. Визначення номера опорної вершини. Тут, необхідно знайти 
опорну вершину, тобто таке jx  ( 1, )j m= , за яким визначається позиція 
вбудовування додаткового терму. Реалізація цього етапу здійснюється за 
допомогою виразу визначення опорної вершини ( ) ( )2 1
m m
j j jx b b= −  ( 1, )j m= , номер 
якої ( j ) буде відображатися змінною s.  
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Таким чином, пошук номера опорної вершини здійснюється за допомогою 
визначення значення s згідно виразу (3.47): 
( ) ( )( 1) ( 1)1 1 1 1m mj j j js j при x k x або x k x+ ++ += ≤ ≤ ≥ ≥ ,     (3.47) 
де ( 1)1
mk +  – коригуючий параметр, що визначається за допомогою (3.45).  
Етап 3. Обчислення значень абсцис. Після знаходження номера опорної 
вершини необхідно визначити значення абсцис нижньої ja , jc  і верхньої 1 jb , 2 jb  
основи трапецієподібних НЧ вигляду ~ jDRX = ( ja , 1 jb , 2 jb , jc )LR при 1, 1j m= + , 
тобто здійснити їх перевизначення з урахуванням додаткового терму. Реалізацію 
цього етапу будемо здійснювати за допомогою таких виразів: 
( )
1
( 1) ( ) ( 1)
1 2 1 2











b при j s
b b k при j s
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+ > +
 1, ,j m=   (3.48) 
( )
( 1) ( 1) ( 1)
2 1











a при j s
a c l при j s
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′ = + =

+ >
 1, ,j m=     (3.49) 
де m – кількість вихідних терм-множин. 
Етап 4. Нормування еталонів. Для завершення процесу однократного 
інкрементування необхідно здійснити нормування отриманих на етапі 3 
еталонних значень. Даний етап виконується за допомогою 2-х кроків. Відзначимо, 
що після реалізації етапів 1 та 2, абсциси верхньої і нижньої основи трапеції були 
перевизначені за допомогою (3.48) та (3.49), при цьому вони вийшли за межі 
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визначення еталонів. Для нормування отриманих результатів необхідно визначити 
відповідні коефіцієнти. 





























,     (3.51) 
де drb  та drc  відповідно максимальні значення абсцис верхньої і нижньої основи 
трапеції. 
Крок 2. Нормування абсцис еталонних значень здійснюється за допомогою 
( 1)
3
mk +  і ( 1)3
ml +  з використанням (3.52) і (3.53), тобто: 
( 1) ( 1) ( 1)
3 ,
m m m
ij ijb b k
+ + +′= ×  1,2i = , 1,j m= ;   (3.52) 
( 1) ( 1) ( 1)
3
m m m
j ja a l
+ + +′= × ,  ( 1) ( 1) ( 1)3
m m m
j jc c l
+ + +′= × , 1,j m= .  (3.53) 
Для ілюстрації роботи методу скористаємося конкретним прикладом, де за 
початкові дані, з урахуванням можливості подальшої верифікації, 
використовуються еталонні трапецієподібні НЧ з рівномірним, нерівномірним, 
прогресним та регресним типом розподілу при m=4 (див. табл. 3.7). З 
урахуванням цього, (3.43) приймає вигляд: 
1 2 3 4 5 1 2 3 4
(5) 1 (4)
~ ~ ~ ~ ~ ~~ ~ ~
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{ }~ ~ ~~, , ,РН РС РВ ГР , 1,4,j =      (3.54) 
а РН – «Ступінь ризику порушення ІБ низький», РС – «Ступінь ризику порушення 
ІБ середній», РВ – «Ступінь ризику порушення ІБ високий», ГР – «Граничний 
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{ }~ ~~ ~ ~, , , ,НР РН РС РВ ГР ,      (3.55) 
а НР – «Незначний ризик порушення ІБ», РН – «Ступінь ризику порушення ІБ 
низький», РС – «Ступінь ризику порушення ІБ середній», РВ – «Ступінь ризику 
порушення ІБ високий», ГР – «Граничний ризик порушення ІБ». 
Як видно, при одноразовому інкрементуванні перевизначаються не тільки 
числові, а й лінгвістичні еквіваленти. У прикладі видно, що додалося значення НР 
(див. (3.55)). 
Так як трапецієподібні НЧ зручно описувати у вигляді ~ jDRX = ( ja , 1 jb , 2 jb , jc
)LR, де ja , jc  і 1 jb , 2 jb  відповідно абсциси нижньої і верхньої основи трапеції [4] 
(при 1,j m= ), то вираз (3.44) представимо у вигляді: 
(5)
1 11 21 1 2 12 22 2 3 13 23 3
4 14 24 4 5 15 25 5
1 (4)
1 11 21 1
2 12 22 2 3 13 23 3 4 14 24 4
(( , , , ), ( , , , ),( , , , ),
( , , , ),( , , , )
( (( , , , ),
( , , , ),( , , , ),( , , , ))).
DR a b b c a b b c a b b c
a b b c a b b c
FT DR a b b c





Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR(4) визначається 
термами в (3.54). Для ініціалізації початкових значень ,
~ jDR
T  1,4j =  скористаємося 
даними з табл. 3.7 з рівномірним типом розподілу НЧ, тобто для яких буде 
істинним умова рівномірності (див. (3.6) в п. 3.1): 
рΩ =  (b21 – b11 = b22 – b12) Λ (b22 – b12 = b23 – b13) Λ (b23 – b13 = b24 – b14) Λ (b12 – b21 
= b13 – b22) Λ (b13 – b22 = b14 – b23) = (14,29 – 0 = 42,87 – 28,58) Λ (42,87 – 28,58 = 
71,45 – 57,16) Λ (71,45 – 57,16= 100,03 – 85,74) Λ (28,58 – 14,29 = 57,16 – 42,87) Λ 
(57,16 – 42,87 = 85,74 – 71,45) = 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 
Як видно, умова рівномірності істинна ( рΩ =1), то НЧ ЛЗ DR
(4) відповідає 



















(0; 0; 14,29; 
28,58)LR 
(14,29; 28,58; 42,87; 
57,16)LR 
(42,87; 57,16; 71,45; 
85,74)LR 
(71,45; 85,74; 100; 
100)LR 
Нерівномірний (0; 0; 12,9; 38,71)LR 
(12,9; 38,71; 54,84; 
67,74)LR 
(54,84; 67,74; 77,42; 
90,32)LR 
(77,42; 91,61; 100; 
100)LR 
Прогресний (0; 0; 6,45; 15,48)LR 
(6,45; 15,48; 27,1; 
41,29)LR 
(27,1; 41,29; 58,06; 
77,42)LR 
(58,06; 77,42; 100; 
100)LR 
Регресний (0; 0; 22,58; 41,94)LR 
(22,58; 41,94; 58,71; 
72,9)LR 
(58,71; 72,9; 84,52; 
93,55)LR 
(84,52; 93,55; 100; 
100)LR 
Для реалізації (3.44) виконаємо одноразове інкрементування заданої в (3.56) 
ЛЗ DR(4) за допомогою виконання необхідних етапів. 
Етап 1. Для визначення коригувальних параметрів використаємо (3.45) і 
(3.46), тобто:  
(5)
1k = ( )(4) (4) (4) (4) (4) (4) (4) (4)21 11 22 12 23 13 24 14 / 4b b b b b b b b− + − + − + − =  (14,29 – 0 + 42,87 – 28,58 + 
71,45 – 57,16 + 100,03= – 85,74) / 4 = 14,29;  
(5)
2k = ( )(4) (4) (4) (4) (4) (4)12 21 13 22 14 23 / 3b b b b b b− + − + − =  (28,58 – 14,29 + 57,16 – 42,87 + 85,74 – 
71,45)/3 = 14,29;  
(5) (5) (5)
1 2k k k= + =  14,29 + 14,29 = 28,58; 
(5)
1l = ( )(4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c− + − + − + − =  (14,29 – 0 + 43,87 – 28,58 + 
71,45 – 57,16 + 100,03 – 85,74) / 4 = 14,29;  
(5)
2l = ( )(4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a− + − + − = (28,58 – 14,29 + 57,16 – 42,87 + 85,74 – 
71,45)/3 = 14,29;  
(5) (5) (5)
1 2l l l= + =  14,29 + 14,29 = 28,58. 
Етап 2. Визначення номера опорної вершини здійснимо за допомогою 
(3.47), тобто: 
(4) (4)
1 21 11x b b= − = 14,29 – 0 = 14,29;  
(4) (4)
2 22 12x b b= −  = 42,87 – 28,58=14,29;  
(4) (4)
3 23 13x b b= −  = 71,45 –57,16 = 14,29;  
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(4) (4)
4 24 14x b b= −  = 100,03 – 85,74 = 14,29.  
Як видно, s=1 при ( )(5)1 1 2x k x≤ ≤  => (14,29 ≤ 14,29 ≤ 14,29), s=2 при 
( )(5)2 1 3x k x≤ ≤  => (14,29 ≤ 14,29 ≤14,29), і т.д.  
Оскільки тип розподілу НЧ рівномірний, то опорних вершин буде кілька, і 
таким чином, як s можна використовувати будь-яку з j  ( 1,4)j = . Виходячи з 
цього, наприклад, вбудовування додаткового терму здійснимо після першої 
вершини, тобто між першим і другим термом (4)~ DRT .  
Етап 3. Згідно (3.48) та (3.49), обрахуємо значення абсцис верхньої і 
нижньої основи трапеції, тобто: 
(5) (4)
11 11b b′ =  = 0 при 1 < 2;  
(5) (4)
21 21b b′ =  = 14,29 при 1 < 2;
  (5) (4) (5)
12 21 2b b k′ = +  = 14,29 + 14,29 = 28,58 при 2 = 2;
  (5) (5) (5)
22 12 1b b k′ ′= +  = 28,58 + 14,29 = 42,87 при 2 = 2;
  (5) (4) (5)
13 12b b k′ = +  = 28,58 + 28,58 = 57,16 при 3 > 2;
  (5) (4) (5)
23 22b b k′ = +  = 42,87 + 28,58 = 71,45 при 3 > 2;
  (5) (4) (5)
14 13b b k′ = +  = 57,16 + 28,58 = 85,74 при 4 > 2;
  (5) (4) (5)
24 23b b k′ = +  = 71,45 + 28,58 = 100,03 при 4 > 2;
  (5) (4) (5)
15 14b b k′ = +  = 85,74 + 28,55 = 114,32 при 5 > 2;
  (5) (4) (5)
25 24b b k′ = +  = 100,03 + 28,58 = 128,61 при 5 > 2.
 Аналогічно обчислимо абсциси нижньої основи, тобто:
  (5) (4)1 1a a′ =  = 0 при 1 < 3;
  (5) (4)
2 2a a′ =  = 14,29 при 2 < 3; 
 
(5) (4) (5)
1 2 2c a l′ = +  = 14,29 + 14,29 = 28,58 при 1 = 1;
  (5) (4) (5)




2 1c c l′ = +  = 28,58 + 28,58 = 57,16 при 2 > 1;
  (5) (4) (5)
4 3a a l′ = +  = 42,87 + 28,58 = 71,45 при 4 > 3;
  (5) (4) (5)




5 4a a l′ = +  = 71,45 + 28,58 = 100,03 при 5 > 3;
  (5) (4) (5)
4 3c c l′ = +  = 85,74 + 28,58 = 114,32 при 4 > 1;
  (5) (4) (5)
5 4c c l′ = +  = 100,03 + 28,58 = 128,61 при 5 > 1.
 Етап 4. За допомогою виразів (3.50) – (3.53) на основі двокрокової 
послідовності (при drb = drc =100) реалізуємо нормування отриманих еталонних 
значень. 
Крок 1. Обчислюємо нормуючі коефіцієнти за допомогою (3.50) і (3.51): 
(5) (5)
3 25/drk b b ′= =  100 / 128,61 = 0,78;  
(5) (5)
3 5/drl c c ′= =  100 / 128,61 = 0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за допомогою 
(3.52) і (3.53):  
(5) (5) (5)
11 11 3b b k′= ×  = 0 × 0,78 = 0;  
(5) (5) (5)
21 21 3b b k′= ×  = 14,29 × 0,78 = 11,11;  
(5) (5) (5)
12 12 3b b k′= ×  = 28,58 × 0,78 = 22,22;  
(5) (5) (5)
22 22 3b b k′= × = 42,87 × 0,78 = 33,33;  
(5) (5) (5)
13 13 3b b k′= ×  = 57,16 × 0,78 = 44,44;  
(5) (5) (5)
23 23 3b b k′= ×  = 71,45 × 0,78 = 55,55;  
(5) (5) (5)
14 14 3b b k′= ×  = 85,74 × 0,78 = 66,66;  
(5) (5) (5)
24 24 3b b k′= ×  = 100,03 × 0,78 = 77,77;  
(5) (5) (5)
15 15 3b b k′= ×  = 114,32 × 0,78 = 88,88;  
(5) (5) (5)
25 25 3b b k′= ×  = 128,61 × 0,78 = 100; 
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(5) (5) (5)
1 1 3a a l′= ×  = 0 × 0,78 = 0;  
(5) (5) (5)
2 2 3a a l′= ×  = 14,29 × 0,78 = 11,11;  
(5) (5) (5)
3 3 3a a l′= ×  = 42,87 × 0,78 = 33,33;  
(5) (5) (5)
4 4 3a a l′= ×  = 71,45 × 0,78 = 55,55;  
(5) (5) (5)
5 5 3a a l′= ×  = 100,03 × 0,78 = 77,77,  
(5) (5) (5)
1 1 3c c l′= ×  = 28,58 × 0,78 = 22,22;  
(5) (5) (5)
2 2 3c c l′= ×  = 57,16 × 0,78 = 44,44;  
(5) (5) (5)
3 3 3c c l′= ×  = 85,74 × 0,78 = 66,66;  
(5) (5) (5)
4 4 3c c l′= ×  = 114,32 × 0,78 = 88,88;  
(5) (5) (5)
5 5 3c c l′= ×  = 128,61 × 0,78 = 100. 
В результаті трансформування термів ЛЗ отримаємо, наприклад, для (5)~DRT  
лінгвістичні значення (3.56) з відповідними числовими еквівалентами, значення 
яких визначені на кроці 2 етапу 4 і занесені в таблицю 3.8. 
Таблиця 3.8 
















(0; 0; 11,11; 
22,22)LR 








Нерівномірний (0; 0; 9,97; 29,91)LR 
(9,97; 29,91; 42,38; 
56)LR 
(42,38; 56; 65,1; 
75,07)LR 




Прогресний (0; 0; 5,02; 12,04)LR 








Регресний (0; 0; 17,57; 32,63)LR 








Далі визначимо умову рівномірності для (5)
~DR
T : 
рΩ = (11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 22,22 = 55,55 – 44,44) Λ (55,55 – 44,44 = 
77,77 – 66,66) Λ (77,77 – 66,66 = 100 – 88,88) Λ (22,22 – 11,11 = 44,44 – 33,33) Λ 
(44,44 – 33,33 = 66,66 – 55,55) Λ (66,66 – 55,55 = 88,88 –77,=77) = 1. 
4~DRT
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Як бачимо (5)~DRT , так як і 
(4)
~DRT  має 1рΩ = , що говорить про еквівалентність 
виконаних перетворень. 
Графічна інтерпретація початкових і перетворених еталонів рівномірно 
розподілених НЧ (4)~DRT  і 
(5)
~DRT  наведена на рис. 3.20.  
Приклад 2 – нерівномірний тип розподілу. Нехай ЛЗ DR(4), так як і в 
прикладі 1, визначається термами в (3.54). Розглянемо роботу методу на прикладі 
нерівномірно розподілених за віссю dr НЧ з їх числовими еквівалентами ,
~ jDR
T  
1,4j =  з табл. 3.7, тобто для яких буде істинною умова нерівномірності (див. (3.9) 
в п. 3.1):  
нΩ = (b21 – b11 ≠ b22 – b12) ∨  (b22 – b12 ≠ b23 – b13) ∨  (b23 – b13 ≠ b24 – b14) + (b12 – b21 
≠ b13 – b22) ∨  (b13 – b22 ≠ b14 – b23) = (12,9 – 0 ≠ 54,84 – 38,71) ∨  (54,84 – 38,71 ≠ 
77,42 – 67,74) ∨  (77,42 – 67,74 ≠ 100 – 91,61) + (38,71 – 12,9 ≠ 67,74 – 54,84) ∨  
(67,74 – 54,84 ≠ 91,61 – 77,42) = 1 ∨1 ∨  1 + 1 ∨  1 = 1. 
  
Рис. 3.20. Терми еталонних значень рівномірно розподілених НЧ 
для ЛЗ DR при (4)~DRT  та 
(5)
~DRT  
Як бачимо, умова нерівномірності істинна ( нΩ =1), що говорить про 
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виконаємо, відповідно до етапів 1-4, одноразове інкрементування ЛЗ DR(4) за 
допомогою (3.44). 
Етап 1. Здійснюємо пошук коригувальних параметрів за виразами (3.45) і 
(3.46), тобто: 
(5)
1k =  11,78; 
(5)
2k =  17,63; 
(5)k =  29,41;  
(5)
1l =  11,78; 
(5)
2l =  17,63; 
(5)l = 29,41. 
Етап 2. Тут реалізуємо визначення номеру опорної вершини за формулою 
(3.47), тобто: 
1x =  12,9; 2x =  16,13; 3x =  9,68; 4x =  8,39, 
тоді s=2 при ( )(5)2 1 3x k x≥ ≥ =>(16,13≥11,78≥9,68).  
У цьому прикладі вбудовування додаткового терму здійснюватимемо після 
другої вершини, тобто між другим і третім термом (4)~DRT . 
Етап 3. Реалізуємо обчислення значень абсцис верхньої і нижньої основи 
трапеції за допомогою (3.48) і (3.49), тобто: 
(5) (4)
11 11b b′ =  = 0;  
 = 12,9;  
(5) (4)
12 12b b′ =  = 38,71;  
(5) (4)
22 22b b′ =  = 54,84;  
(5) (4) (5)
13 22 2b b k′ = +  = 72,47;  
(5) (5) (5)
23 13 1b b k′ ′= +  = 84,25;  
(5) (4) (5)
14 13b b k′ = +  = 97,15;  
(5) (4) (5)
24 23b b k′ = +  = 106,83;  
(5) (4) (5)
15 14b b k′ = +  = 121,02;  
(5) (4) (5)
25 24b b k′ = +  = 129,41; 
(5) (4)
1 1a a′ =  = 0;  
(5) (4)
21 21b b′ =
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(5) (4)
2 2a a′ =  = 12,9;  
(5) (4)
3 3a a′ =  = 54,84;  
(5) (5) (5)
4 2 1a c l′ ′= +  = 84,25;  
(5) (4) (5)
5 4a a l′ = +  = 106,83,  
(5) (4)
1 1c c′ =  = 29,91;  
(5) (4) (5)
2 3 2c a l′ = +  = 72,47;  
(5) (4) (5)
3 2c c l′ = +  = 97,15;  
(5) (4) (5)
4 3c c l′ = +  = 121,02;.  
(5) (4) (5)
5 4c c l′ = +  = 129,41. 
Етап 4. Використовуючи (3.50) – (3.53), за 2 кроки здійснимо нормування 
отриманих значень. 
Крок 1. Знаходимо нормуючі коефіцієнти за допомогою формул (3.50) і 
(3.51): 
(5)
3k =  0,77; 
(5)
3l =  0,77. 
Крок 2. Реалізуємо нормування отриманих еталонів, відповідно до (3.52) і 
(3.53), тобто: 
(5)
11b =  0; 
(5)




22b =  42,38; 
(5)
13b =  56; 
(5)
23b =  65,1; 
(5)
14b =  75,07; 
(5)
24b =  82,55; 
(5)
15b =  93,52; 
(5)
25b =  100; 
(5)
1a =  0; 
(5)
2a =  9,97; 
(5)
3a =  42,38; 
(5)
4a =  65,1; 
(5)
5a =  82,55;  
(5)
1c =  29,91; 
(5)
2c =  56; 
(5)
3c =  75,07; 
(5)
4c =  93,52; 
(5)
5c =  100. 
У результаті однократного інкрементування отримаємо, наприклад, для (5)~DRT  
значення термів в (3.55), а їх числові еквіваленти відобразимо в табл. 3.8. 
Після проведених перетворень обчислимо нΩ  для 
(5)
~DRT :  
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нΩ = (9,97 – 0 ≠ 42,38 – 29,91) ∨  (42,38 – 29,91 ≠ 65,1 – 56) ∨  (65,1 – 56 ≠ 82,55 – 
75,07) ∨  (82,55 – 75,07 ≠ 100 – 93,52) + (29,91 – 9,97 ≠ 56 – 42,38) ∨  (56 – 42,38 ≠ 
75,07 – 65,1) ∨  (75,07 – 65,1 ≠ 93,52 – 82,54) = 1.  
Умова нерівномірності для (5)~DRT  так, як і для 
(4)
~DRT є істинною ( 1)нΩ = , що 
говорить про еквівалентність виконаних перетворень. 
Графічна інтерпретація вихідних і перетворених еталонів нерівномірно 
розподілених НЧ (4)~DRT  та 
(5)
~DRT  наведена на рис. 3.21. 
  
Рис. 3.21. Терми еталонних значень нерівномірно розподілених НЧ 
для ЛЗ DR при (4)~DRT  та 
(5)
~DRT  
Приклад 3 – прогресний тип розподілу. Покажемо роботу представленого 
методу для ЛЗ DR(4) з термами (3.54), числові значення яких ,
~ jDR
T  1,4j =  з табл. 
3.7 мають прогресний тип розподілу за віссю dr, тобто умова прогресії є істинною 
(див. (3.10) в п. 3.1): 
вΩ = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b23 – b13 < b24 – b14) Λ (b12 – b21 
< b13 – b22) Λ (b13 – b22 < b14 – b23) = (6,45 – 0 < 27,1 – 15,48) Λ (27,1 – 15,48 < 
58,06 – 41,29) Λ (58,06 – 41,29 < 100 – 77,42) Λ (15,48 – 6,45 < 41,29 – 27,1) Λ 
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Як видно, умова 1вΩ =  істинна, що говорить про відповідність НЧ ЛЗ DR
(4) 
прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ виконаємо, 
відповідно до етапів 1-4, перетворення (3.56). 
Етап 1. Реалізуємо пошук коригувальних параметрів за виразами (3.45) та 
(3.46), тобто: 
(5)
1k =  14,36; 
(5)
2k =  14,19; 
(5)k =  28,55;  
(5)
1l =  14,36; 
(5)
2l =  14,19; 
(5)l =  28,55. 
Етап 2. Тепер визначимо номер опорної вершини за формулою (3.47), 
тобто: 
1x =  6,45; 2x =  11,62; 3x =  16,77; 4x =  22,58, 
тоді s=2 при ( )(5)2 1 3x k x≤ ≤  => (11,62 ≤ 14,36 ≤ 16,77).  
Тут вбудовування додаткового терму здійснюватимемо після другої 
вершини, тобто між другим і третім термом (4)~DRT . 
Етап 3. За допомогою (3.48) та (3.49), реалізуємо обчислення значень 
абсцис верхньої і нижньої основи трапеції, тобто: 
(5)
11b ′  = 0; 
(5)
21b ′  = 6,45; 
(5)
12b ′  = 15,48; 
(5)
22b ′  = 27,1; 
(5)
13b ′  = 41,29; 
(5)
23b ′  = 55,65;  
(5)
14b ′  = 69,84; 
(5)
24b ′  = 86,61; 
(5)
15b ′  = 105,97; 
(5)
25b ′  = 128,55; 
(5)
1a ′  = 0; 
(5)
2a ′  = 6,45; 
(5)
3a ′  = 27,1; 
(5)
4a ′  = 55,65; 
(5)
5a ′  = 86,61,  
(5)
1c ′  = 15,48; 
(5)
2c ′  = 41,29; 
(5)
3c ′  = 69,84; 
(5)
4c ′  = 105,97;. 
(5)
5c ′  = 128,55. 
Етап 4. Нормуємо отримані результати за допомогою (3.50) – (3.53) в два 
кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.50) та (3.51)):  
(5)
3k =  0,78; 
(5)
3l =  0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.52) і (3.53)):  
(5)
11b =  0; 
(5)




22b =  21,08; 
(5)
13b =  32,12;  
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(5)
23b =  43,29; 
(5)
14b =  54,33; 
(5)
24b =  67,37; 
(5)
15b =  82,43; 
(5)
25b =  100; 
(5)
1a =  0; 
(5)
2a =  5,02; 
(5)
3a =  21,08; 
(5)
4a =  43,29; 
(5)
5a =  67,37;  
(5)
1c =  12,04; 
(5)
2c =  32,12; 
(5)
3c =  54,33; 
(5)
4c =  82,43; 
(5)
5c =  100. 
У результаті обчислень, для (5)
~DR
T  (див. (3.54)) отримаємо значення термів, 
числові еквіваленти яких занесені в таблиці 3.8 (див. рис. 3.22). 
  
Рис. 3.22. Терми еталонних значень з прогресним типом розподілу НЧ для  




Далі перевіримо умову прогресії для (5)
~DR
T :  
вΩ  = (5,02 – 0 < 21,08 – 12,04) Λ (21,08 – 12,04 < 43,29 – 32,12) Λ (43,29 – 32,12 < 
67,37 – 54,33) Λ (67,37 – 54,33 < 100 – 82,43) Λ (12,04 – 5,02 < 32,12 – 21,08) Λ 
(32,12 – 21,08 < 54,33 – 43,29) Λ (54,33 – 43,29 < 82,43 – 67,37) = 1 Λ 1 Λ 1 Λ 1 Λ 1 
Λ 1 Λ 1 = 1. 
Як бачимо, значення 1вΩ =  для 
(5)
~DR
T  істинне, що говорить про адекватність 
виконуваних перетворень. 
Приклад 4 – регресний тип розподілу. Реалізуємо трансформування НЧ 
ЛЗ DR(4), які приймають значення (3.54) з їх числовими еквівалентами в табл. 3.7 і 
мають регресний тип розподілу за віссю dr, тобто для яких істинною є умова 
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уΩ = (b21 – b11 > b22 – b12) Λ (b22 – b12 > b23 – b13) Λ (b23 – b13 > b24 – b14) Λ (b12 – b21 
> b13 – b22) Λ (b13 – b22 > b14 – b23) = (22,58 – 0 > 58,71 – 41,94) Λ (58,71 – 41,94 > 
84,52 – 72,9) Λ (84,52 – 72,9 > 100 – 93,55) Λ (41,94 – 22,58> 72,9 – 58,71) Λ (72,9 
– 58,71 > 93,55 – 84,52) = 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова уΩ =1 істинна, отже, НЧ ЛЗ відповідає регресному типу 
розподілу. 
Реалізуємо відповідно до етапів 1-4 однократне інкрементування (3.44) ЛЗ 
DR(4). 
Етап 1. Визначимо коригувальні параметри за виразами (3.45) і (3.46), 
тобто: 
(5)
1k =  14,36; 
(5)
2k =  14,19; 
(5)k =  28,55;  
(5)
1l =  14,36; 
(5)
2l =  14,19; 
(5)l =  28,55. 
Етап 2. Знайдемо номер опорної вершини за формулою (3.47), тобто: 
1x =  22,58; 2x =  16,77; 3x =  11,62; 4x =  6,45, 
тоді s=2 при ( )(5)2 1 3x k x≥ ≥  => (16,77 ≥ 14,36 ≥ 11,62).  
У цьому прикладі так само, як при нерівномірному типі розподілу, 
вбудовування додаткового терму здійснюватимемо після другої вершини, тобто 
між другим та третім термом (4)~DRT . 
Етап 3. Обчислимо значення абсцис верхньої і нижньої основи трапеції за 
допомогою (3.49) та (3.49), тобто: 
(5)
11b ′  = 0; 
(5)
21b ′  = 22,58; 
(5)
12b ′  = 41,94; 
(5)
22b ′  = 58,71; 
(5)
13b ′  = 72,9; 
(5)
23b ′  = 87,26;  
(5)
14b ′  = 101,45; 
(5)
24b ′  = 113,07; 
(5)
15b ′  = 122,1; 
(5)
25b ′  = 128,55; 
(5)
1a ′  = 0; 
(5)
2a ′  = 22,58; 
(5)
3a ′  = 58,71; 
(5)
4a ′  = 87,26; 
(5)
5a ′  = 113,07,  
(5)
1c ′  = 41,94; 
(5)
2c ′  = 72,9; 
(5)
3c ′  = 101,45; 
(5)
4c ′  = 122,1;. 
(5)
5c ′  = 128,55. 
Етап 4. Нормуємо отримані результати за допомогою виразів (3.50) – (3.53) 
в два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і (3.51): 
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(5)
3k =  0,78; 
(5)
3l =  0,78. 
Крок 2. Нормуємо отримані еталони за допомогою (3.52) і (3.53): 
(5)
11b =  0; 
(5)




22b =  45,67; 
(5)
13b =  56,71; 
(5)
23b =  67,88;  
(5)
14b =  78,92; 
(5)
24b =  87,96; 
(5)
15b =  94,98; 
(5)
25b =  100; 
(5)
1a =  0; 
(5)
2a =  17,57; 
(5)
3a =  45,67; 
(5)
4a =  67,88; 
(5)
5a =  87,96;  
(5)
1c =  32,63; 
(5)
2c =  56,71; 
(5)
3c =  78,92; 
(5)
4c =  94,98; 
(5)
5c =  100. 
У результаті перетворень, для (5)
~DR
T  (див. (3.55)) отримаємо значення термів, 
числові еквіваленти яких занесені до таблиці 3.8 (див. рис. 3.23). 
  
Рис. 3.23. Терми еталонних значень з регресним типом розподілу НЧ  




Перевіримо умову регресії для (5)
~DR
T : 
уΩ = (17,57 – 0 > 45,67 – 32,63) Λ (45,67 – 32,63 > 67,88 – 56,71) Λ (67,88 – 56,71 > 
87,96 – 78,92) Λ (87,96 – 78,92 > 100 – 94,98) Λ (32,63 – 17,57 > 56,71 – 45,67) Λ 
(56,71 – 45,67 > 78,92 – 67,88) Λ (78,92 – 67,88 > 94,98 – 87,96) = 1 Λ 1 Λ 1 Λ 1 Λ 1 
Λ 1 Λ 1 = 1. 
Як видно, значення 1уΩ =  для 
(5)
~DR
T , як і для (4) ,~DRT  є істинним, що дозволяє 
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Представлений метод реалізації функції трансформування еталонів ЛЗ 
дозволить підвищити ефективність роботи системи АОР ІБ. Це здійснюється за 
допомогою вирішення завдання інкрементування числа термів трапецієподібних 
НЧ без залучення експертів відповідної предметної галузі.  
Для розширення можливостей функції щодо реалізації процесу 
трансформування термів, потрібно здійснити розробку відповідних методів, які 
використовують інші класи параметричних НЧ, наприклад, трикутних. 
Метод інкрементування числа термів ЛЗ на трикутних НЧ 
У п. 3.3 вище був запропонований метод реалізації функції 
трансформування еталонів для трапецієподібних НЧ. Цей метод дозволяє 
здійснювати однократне інкрементування числа термів на основі оцінок експертів 
відповідної предметної галузі, які були виконані на етапі налаштування системи. 
Розширити можливості зазначених систем можна шляхом використання 
додаткового типу параметричних НЧ, наприклад, трикутних. 
Для реалізації поставленої задачі використаємо формулу (3.44), де 
прирівнюємо bj=b1j=b2j, 1,j m=  і отримаємо інший тип параметричних НЧ – 
трикутні. Для таких чисел вираз (3.44) можемо представити в наступному вигляді: 
( 1)
1 1 1 2 2 2 1 1 1
1 ( )
1 1 1 2 2 2
(( , , ), ( , , ),...,( , , ), ( , , ))
( (( , , ), ( , , ),..., ( , , ))).
m
m m m m m m
m
m m m
a b c a b c a b c a b c







де аj, сj  і bj, ( 1,j m= ) відповідно абсциси нижньої та верхньої основи трикутних 
НЧ [4]. 
Для реалізації заданої функції (3.56) пропонується метод, який дозволяє 
трансформувати еталони за рахунок вбудовування додаткового терму в ЛЗ, що 
базуються на параметричних трикутних НЧ. Метод містить 4 етапи. 
Етап 1. Пошук коригувальних параметрів.  
Для реалізації однократного інкрементування числа термів, які були раніше 
сформовані експертним шляхом необхідно, відповідно для абсцис верхньої і 
нижньої основ, визначити коригувальні параметри.  
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mk +  і 
( 1)
1 ,
ml +  
( 1)
2 ,
ml +  
( 1)ml +  – коригувальні параметри відповідно для абсцис 
верхньої і нижньої основи трикутних НЧ, m – кількість вихідних терм-множин, а 
drb  – максимальне значення абсциси верхньої основи трикутних НЧ. 
Етап 2. Визначення номера опорної вершини.  
Тут, необхідно знайти опорну вершину, тобто таке jx  ( 1, 1)j m= − , за яким 
визначається позиція вбудовування додаткового терму. Реалізація цього етапу 
здійснюється за допомогою виразу визначення опорної вершини ( ) ( )1
m m
j j jx b b+= −  
( 1, 1)j m= − , поточний номер якої ( j ) буде відображатися змінною s. Таким 
чином, пошук номера опорної вершини здійснюється за допомогою визначення 
значення s відповідно до (3.59): 
( )( 1) ( 1)1 1 1 11 ( )m mj j j js j при x k x або x k x+ ++ += + ≥ ≥ ≤ ≤ ,  (3.59) 
де ( 1)1
mk +  – коригуючий параметр, що визначається через (3.57).  
Етап 3. Обчислення значень абсцис.  
Після знаходження номера опорної вершини необхідно визначити значення 
абсцис нижньої ja , jc   і верхньої jb  основи трикутних НЧ виду ~ jDRX =( ja , jb , jc
)LR, при 1, 1j m= + , тобто здійснити їх перевизначення з урахуванням додаткового 
терму.  
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де m – кількість вихідних терм-множин. 
Етап 4. Нормування еталонів. Для завершення процесу однократного 
інкрементування необхідно здійснити нормування отриманих на етапі 3 
еталонних значень. Даний етап виконується за допомогою 2-х кроків. Відзначимо, 
що після реалізації етапів 1 та 2 абсциси верхньої і нижньої основи трикутних НЧ 
були перевизначені за допомогою виразів (3.60) і (3.61). У результаті цього вони 
вийшли за межі визначення початкових еталонів. Для нормування отриманих 
результатів необхідно визначити відповідні коефіцієнти. 
Крок 1. Формування нормуючих коефіцієнтів здійснюється за виразами 




























,     (3.63) 
де drb  і drc  відповідно максимальні значення абсцис верхньої і нижньої основ 
трикутних НЧ. 
Крок 2. Нормування абсцис еталонних значень здійснюється за допомогою 
( 1)mk +  і ( 1)3
ml +  за виразами (3.64) і (3.65), тобто: 
( 1) ( 1) ( 1) ,m m mj jb b k
+ + +′= ×  ( 1, )j m= ;   (3.64) 
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( 1) ( 1) ( 1)
3
m m m
j ja a l
+ + +′= × ,  ( 1) ( 1) ( 1)3
m m m
j jc c l
+ + +′= × , ( 1, )j m= .  (3.65) 
Для ілюстрації роботи методу скористаємося конкретним прикладом, де в 
якості вихідних даних, з урахуванням можливості подальшої верифікації, будемо 
використовувати еталонні трикутні НЧ з рівномірним, нерівномірним, 
прогресним та регресним типом розподілу при m=4 (див. табл. 3.10). 
З урахуванням цього (3.56) набуває вигляду: 
1 2 3 4 5 1 2 3 4
(5) 1 (4)
~ ~ ~ ~ ~ ~~ ~ ~
( , , , , ) ( ( , , , )),DR DR DR DR DR DR DR DR DRT T T T T FT T T T T
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{ }~ ~ ~~, , ,РН РС РВ ГР ,  (3.66) 
а РН – «Ступінь ризику порушення ІБ низький», РС – «Ступінь ризику порушення 
ІБ середній», РВ – «Ступінь ризику порушення ІБ високий», ГР «Граничний ризик 
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{ }~ ~ ~ ~~, , , ,НР РН РС РВ ГР ,     (3.67) 
а НР – «Незначний ризик порушення ІБ», РН – «Ступінь ризику порушення ІБ 
низький», РС – «Ступінь ризику порушення ІБ середній», РВ – «Ступінь ризику 
порушення ІБ високий», ГР – «Граничний ризик порушення ІБ ». 
Як видно, при одноразовому інкрементуванні перевизначаються не тільки 
числові, а й лінгвістичні еквіваленти. У прикладі видно, що додалося значення НР 
(див. (3.67)). 
Так як трикутні НЧ зручно описувати у вигляді ~ jDRX = ( ja , ,jb  jc )LR, де  
ja , jc   і jb  відповідно абсциси нижньої і верхньої основи при 1,j m= , то вираз 
(3.56) представимо у вигляді: 
(5)
1 1 1 2 2 2 3 3 3 4 4 4 5 5 5
1 (4)
1 1 1 2 2 2 3 3 3 4 4 4
(( , , ), ( , , ),( , , ),( , , ),( , , )
( (( , , ), ( , , ),( , , ),( , , ))).
DR a b c a b c a b c a b c a b c





Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR(4) задається 
термами з (3.66). Для визначення числових значень 
~ jDR
T  ( 1,4)j =  скористаємося 
даними з табл. 3.10 з рівномірним типом розподілу НЧ, тобто для яких буде 
істинна умова рівномірності (див. (3.17) в п. 3.1), тобто: 
рΩ =  (b2 – b1 = b3 – b2) Λ (b3 – b2 = b4 – b3) = (33,33 – 0 = 66,66 – 33,33) Λ (66,66 – 
33,33 = 99,99 – 66,66) = 1 Λ 1 = 1.  
Як видно, рΩ =1, то ЛЗ DR
(4) відповідає рівномірному типу розподілу. 
Для реалізації (3.56) за допомогою необхідних етапів розробленого методу 
виконаємо одноразове інкрементування заданої в (3.68) ЛЗ DR(4). 
Таблиця 3.10 













T  4~DRT  
Рівномірний (0; 0; 25)LR (8,3; 33,3; 58,3)LR (41,7; 66,6; 91,7)LR (75; 100; 100)LR 
Нерівномірний (0; 0; 39)LR (10; 22; 70)LR (45; 66; 92)LR (78; 100; 100)LR 
Прогресний (0; 0; 15,48)LR (5; 5; 41,29)LR (18; 20; 77,42)LR (52; 100; 100)LR 
Регресний (0; 0; 41,94)LR (22,58; 60; 72,9)LR (58,71; 90; 93,55)LR (84,52; 100; 100)LR 
Етап 1. Для визначення коригувальних параметрів скористаємося (3.57) і 
(3.58), тобто: 
(5)
1k = / 3drb =  100/3 = 33,33;  
(5)
1l = ( )(4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c− + − + − + − =  (8,3 – 0 + 41,7 – 25 + 75 – 
58,3 + 100 – 91,7)/4 = 12,5;  
(5)
2l = ( )(4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a− + − + − = (25 – 8,3 + 58,3 – 41,7 + 91,7 – 75)/3 = 
16,67;  
(5) (5) (5)
1 2l l l= + =  12,5 + 16,67 = 29,17. 
Етап 2. Визначення номеру опорної вершини здійснимо за допомогою 
(3.59), тобто: (4) (4)1 2 1x b b= − = 33,33 – 0 = 33,33; 
(4) (4)
2 3 2x b b= −  = 66,66 – 33,33 = 
33,33; (4) (4)3 4 3x b b= −  = 99,99 –66,66 = 33,33.  
1~DRT
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Як видно: s=1+1=2 при ( )(5)2 1 1x k x≥ ≥  => (33,33 ≥ 33,33 ≥ 33,33); s=2+1=3 
при( )(5)3 1 2x k x≥ ≥  => (33,33 ≥ 33,33 ≥ 33,33), і т.д.  
Оскільки тип розподілу НЧ рівномірний, то опорних вершин буде декілька 
і, таким чином, за s можна використовувати будь-яку з j  ( 1,3)j = . Виходячи з 
цього, наприклад, вбудовування додаткового терму здійснимо після другої 
вершини, тобто між другим і третім термами (4)
~DR
T . 
Етап 3. Згідно (3.60) і (3.61), обчислимо значення абсцис верхньої та 
нижньої основ трикутних НЧ, тобто: 
(5) (4)
1 1b b′ =  = 0 при 1 < 2;  
(5) (4)
2 2b b′ =  = 33,33 при 2 = 2;  
(5) (4) (5)
3 2 1b b k′ = +  = 33,33 + 33,33 = 66,66 при 3 > 2;  
(5) (4) (5)
4 3 1b b k′ = +  = 66,66 + 33,33 = 99,99 при 4 > 2;  
(5) (4) (5)
5 4 1b b k′ = +  = 99,99 + 33,33 = 133,32 при 5 > 2.  
Таким чином, визначені абсциси верхньої основи і аналогічно обчислимо 
для нижньої, тобто: 
(5) (4)
1 1a a′ = =0 при 1 < 4;  
(5) (4)
2 2a a′ = = 8,33 при 2 < 4;  
(5) (4)
1 1c c′ =  = 25 при 1 < 2;  
(5) (4)
3 3a a′ =  = 41,66 при 3 < 4;  
(5) (4) (5)
2 3 2c a l′ = +  = 41,66 + 16,67 = 58,33 при 2 = 2;  
(5) (4) (5)
4 2 1a c l′ = +  = 58,33 + 12,5 = 70,83 при 4 = 4;  
(5) (4) (5)
3 2c c l′ = + = 58,33 + 29,17 = 87,50 при 3 > 2;  
(5) (4) (5)
5 4a a l′ = +  = 75 + 29,17 = 104,16 при 5 > 4;  
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(5) (4) (5)
4 3c c l′ = +  = 91,7 + 29,17 = 120,83 при 4 > 2;  
(5) (4) (5)
5 4c c l′ = +  = 100 + 29,17 = 129,16 при 5 > 2. 
Етап 4. За допомогою (3.62) – (3.65) на основі двокрокової послідовності 
(при drb = drc =100) здійснимо нормування отриманих еталонних значень. 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.62) і (3.63), 
тобто: 
(5) (5)
5/drk b b ′= =  100 / 133,32 = 0,75;  
(5) (5)
3 5/drl c c ′= =  100 / 129,16 = 0,77. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за допомогою 
виразів (3.64) і (3.65), тобто:  
(5) (5) (5)
1 1b b k′= ×  = 0 × 0,75 = 0;  
(5) (5) (5)
2 2b b k′= ×  = 33,33 × 0,75 = 25;  
(5) (5) (5)
3 3b b k′= ×  = 66,66 × 0,75 = 50;  
(5) (5) (5)
4 4b b k′= × = 99,99 × 0,75 = 75;  
(5) (5) (5)
5 5b b k′= ×  = 133,32 × 0,75 = 100; 
(5) (5) (5)
1 1 3a a l′= ×  = 0 × 0,77 = 0;  
(5) (5) (5)
2 2 3a a l′= ×  = 8,33 × 0,77 = 6,45;  
(5) (5) (5)
3 3 3a a l′= ×  = 41,66 × 0,77 = 32,26;  
(5) (5) (5)
4 4 3a a l′= ×  = 70,83 × 0,77 = 54,84;  
(5) (5) (5)
5 5 3a a l′= ×  = 104,16 × 0,77 = 80,65;  
(5) (5) (5)
1 1 3c c l′= ×  = 25 × 0,77 = 19,35;  
(5) (5) (5)
2 2 3c c l′= ×  = 58,33 × 0,77 = 45,16;  
(5) (5) (5)
3 3 3c c l′= ×  = 87,5 × 0,77 = 67,74;  
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(5) (5) (5)
4 4 3c c l′= ×  = 120,83 × 0,77 = 93,55;  
(5) (5) (5)
5 5 3c c l′= ×  = 129,16 × 0,77 = 100. 
У результаті інкрементування порядку вихідної ЛЗ (3.66) отримаємо, 
наприклад, (5)
~DR
T  з лінгвістичними значеннями в (3.67) і відповідними числовими 
еквівалентами, значення яких визначаються на кроці 2 етапу 4. Результуючі 
значення, отримані в процесі обчислення, занесені в табл. 3.11. 
Таблиця 3.11 























































Далі обчислимо умову рівномірності для (5)
~DR
T :  
рΩ = (25 – 0 = 50 – 25) Λ (50 – 25 = 75 – 50) Λ (75 – 50 = 100 – 75) =1. 
Як бачимо, (5)
~
,DRT  так як і 
(4)
~
,DRT  має 1рΩ = , що говорить про еквівалентність 
виконаних перетворень. Графічна інтерпретація вихідних і перетворених еталонів 
рівномірно розподілених НЧ (4)
~DR
T  і (5)
~DR
T приведена на рис. 3.24. 
Приклад 2 – нерівномірний тип розподілу. Нехай вихідна ЛЗ DR(4)  також, 
як і в прикладі 1, визначається термами з (3.66). Розглянемо роботу методу на 
прикладі нерівномірно розподілених НЧ з відповідними числовими еквівалентами 
~ jDR
T  ( 1,4)j =  із табл. 3.10, тобто для яких буде істинною умова нерівномірності 
(див. (3.18) в п. 3.1):  
193 
нΩ = (b2 – b1 ≠ b3 – b2) ∨  (b3 – b2 ≠ b4 – b3) = (22 – 0 ≠ 66 – 22) ∨  (66 – 22 ≠ 100 – 
66) = 1 ∨1 = 1.  
  
Рис. 3.24. Терми еталонних значень рівномірно розподілених НЧ для  
ЛЗ DR при (4)
~DR
T  і (5)
~DR
T  
Як видно, нΩ =1, НЧ ЛЗ DR
(4) відповідають нерівномірному типу розподілу. 
Далі виконаємо, відповідно до етапів 1-4, одноразове інкрементування ЛЗ 
DR(4) за виразом (3.68). 
Етап 1. Реалізуємо пошук коригувальних параметрів на основі (3.57) і 
(3.58), тобто: 
(5)
1k =  33,33; 
(5)
1l =  8; 
(5)
2l =  22,67; 
(5)l = 30,67. 
Етап 2. Здійснюємо визначення номеру опорної вершини за формулою 
(3.59), тобто: 
1x =  22; 2x =  44; 3x =  34, 
тоді s=2 при ( )(5)2 1 1x k x≥ ≥ =>(44 ≥ 33,33 ≥ 22).  
У цьому прикладі вбудовування додаткового терму здійснюватимемо після 
другої вершини, тобто між другим і третім термами (4)
~DR
T . 
Етап 3. Реалізуємо обчислення значень абсцис верхньої і нижньої основи 
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(5) (4)
1 1b b′ =  = 0;  
(5) (4)
2 2b b′ =  = 22;  
(5) (4) (5)
3 2 1b b k′ = +  = 55,33;  
(5) (4) (5)
4 3 1b b k′ = +  = 99,33;  
(5) (4) (5)
5 4 1b b k′ = +  = 133,33;  
(5) (4)
1 1a a′ =  = 0;  
(5) (4)
2 2a a′ =  = 10;  
(5) (4)
3 3a a′ =  = 45;  
(5) (5) (5)
4 2 1a c l′ ′= +  = 75,67;  
(5) (4) (5)
5 4a a l′ = +  = 108,67; 
 (5) (4)1 1c c′ =  = 39;  
(5) (4) (5)
2 3 2c a l′ = +  = 67,67;  
(5) (4) (5)
3 2c c l′ = +  = 100,67;  
(5) (4) (5)
4 3c c l′ = +  = 122,67;. 
(5) (4) (5)
5 4c c l′ = +  = 130,67. 
Етап 4. На основі (3.62) – (3.65) та за допомогою 2-х кроків здійснимо 
нормування отриманих значень. 
Крок 1. Знаходимо нормуючі коефіцієнти за допомогою (3.62) і (3.63), 
тобто:  
(5)k =  0,75; (5)3l =  0,77. 
Крок 2. Реалізуємо нормування отриманих еталонів відповідно до (3.64) і 
(3.65), тобто: 
(5)
1b =  0; 
(5)




4b =  74,5; 
(5)
5b =  100;  
(5)
1a =  0; 
(5)
2a =  7,65; 
(5)
3a =  34,44; 
(5)
4a =  57,91; 
(5)
5a =  83,16;  
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(5)
1c =  29,85; 
(5)
2c =  51,79; 
(5)
3c =  77,04; 
(5)
4c =  93,88; 
(5)
5c =  100. 
У результаті однократного інкрементування отримаємо, наприклад, для (5)
~DR
T  
конкретні значення термів (3.67), а їх числові еквіваленти відобразимо в табл. 
3.11. Після проведених перетворень обчислимо нΩ  для 
(5)
~DR
T :  
нΩ = (16,5 – 0 ≠ 41,5 – 16,5) ∨  (41,5 – 16,5 ≠ 74,5 – 41,5) ∨  (74,5 – 41,5 ≠ 100 – 
74,5) = 1.  
Умова нерівномірності (5)
~DR
T , так як і 
(4)
~
,DRT  істинна 1нΩ = , що говорить про 
еквівалентність виконаних перетворень. Графічна інтерпретація вихідних і 
перетворених еталонів нерівномірно розподілених НЧ (4)
~DR
T  та (5)
~DR
T  наведена на 
рис. 3.25. 
  
Рис. 3.25. Терми еталонних значень нерівномірного розподілу НЧ  
для ЛЗ DR при (4)
~DR
T  та (5)
~DR
T  
Приклад 3 – прогресний тип розподілу. Покажемо роботу представленого 
методу для ЛЗ DR(4) з термами (3.66), числові значення яких 
~ jDR
T  ( 1,4j = ) з табл. 
3.10 мають прогресний тип розподілу, тобто для яких істинною є умова прогресії 
(див. (3.19) в п. 3.1): 
вΩ = (b2 – b1 < b3 – b2) Λ (b3 – b2 < b4 – b3) = (5 – 0 < 20 – 5) Λ (20 – 5 < 100 – 20) = 
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Як видно, умова 1вΩ =  істинна, що говорить про відповідність НЧ ЛЗ DR
(4) 
прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ зробимо, 
відповідно до етапів 1-4, перетворення (3.68). 
Етап 1. Реалізуємо пошук коригувальних параметрів за виразами (3.57) і 
(3.58), тобто: 
(5)
1k =  33,33; 
(5)
1l =  10,2; 
(5)
2l =  19,73; 
(5)l =  29,93. 
Етап 2. Визначимо номер опорної вершини за формулою (3.59), тобто: 
1x =  5; 2x =  15; 3x =  80, 
тоді s=3 при ( )(5)3 1 2x k x≥ ≥  => (80 ≥ 33,33 ≥ 15).  
Тут вбудовування додаткового терму здійснюватимемо після третьої 
вершини, тобто між третім і четвертим термами (4)
~DR
T . 
Етап 3. За допомогою (3.60) та (3.61) реалізуємо обчислення значень абсцис 
верхньої і нижньої основи трикутних НЧ, тобто: 
(5)
1b ′  = 0; 
(5)
2b ′  = 5; 
(5)
3b ′  = 20; 
(5)
4b ′  = 53,33; 
(5)
5b ′  = 133,3;  
(5)
1a ′  = 0; 
(5)
2a ′  = 5; 
(5)
3a ′  = 18; 
(5)
4a ′  = 52; 
(5)
5a ′  = 87,62;  
(5)
1c ′  = 15,48; 
(5)
2c ′  = 41,29; 
(5)
3c ′  = 71,73; 
(5)
4c ′  = 107,35;.
(5)
5c ′  = 129,93. 
Етап 4. За два кроки нормуємо отримані результати за допомогою (3.62) – 
(3.65). 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.62) і (3.63)), тобто:  
(5)k =  0,75; (5)3l =  0,77. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.64) і (3.65)), тобто: 
(5)
1b =  0; 
(5)




4b =  40; 
(5)
5b =  100;  
(5)
1a =  0; 
(5)
2a =  3,85; 
(5)
3a =  13,85; 
(5)
4a =  40,02; 
(5)
5a =  67,44;  
(5)
1c =  11,91; 
(5)
2c =  31,78; 
(5)
3c =  55,21; 
(5)
4c =  82,62; 
(5)
5c =  100. 
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У результаті перетворень для (5)
~DR
T  (див. (3.67)) отримаємо значення термів, 
числові еквіваленти яких занесені в таблиці 3.11 (див. рис. 3.26). 
 
 
Рис. 3.26. Терми еталонних значень з прогресним типом розподілу НЧ для ЛЗ DR 
при (4)
~DR
T  і (5)
~DR
T  
Далі перевіримо умову прогресії для (5)
~DR
T :  
вΩ  = (3,75 – 0 < 15 – 3,75) Λ (15 – 3,75 < 40 – 15) Λ (40 – 15 < 100 – 40) = 1 Λ 1 Λ 
1 = 1.  
Як бачимо, значення 1вΩ =  для 
(5)
~DR
T  є істинним, що говорить про 
адекватність виконуваних перетворень. 
Приклад 4 – регресний тип розподілу. Реалізуємо трансформування НЧ 
ЛЗ DR(4), які приймають значення (3.66) з їх числовими еквівалентами в табл. 3.10 
і мають регресний тип розподілу, тобто для яких істинним є умова регресії (див. 
(3.20) в п. 3.1): 
уΩ = (b2 – b1 > b3 – b2) Λ (b3 – b2 > b4 – b3) = (60 – 0 > 90 – 60) Λ (90 – 60 > 100 – 
90) = 1 Λ 1 = 1.  
Як бачимо, умова уΩ =1 істинна, значить НЧ ЛЗ DR
(4) відповідають 
регресному типу розподілу. 

























НР РН РС РВ ГР
198 
Етап 1. Визначимо коригувальні параметри за виразами (3.57) і (3.58), 
тобто: 
(5)
1k =  33,33; 
(5)
1l =  14,36; 
(5)
2l =  14,19; 
(5)l =  28,55. 
Етап 2. Здійснюємо пошук номера опорної вершини за формулою (3.59), 
тобто: 
1x =  60; 2x =  30; 3x =  10, 
тоді s=2 при ( )(5)2 1 1x k x≤ ≤  => (30 ≤ 33,33 ≤ 60).  
У цьому прикладі так само, як при нерівномірному типі розподілу, 
вбудовування додаткового терму здійснюватимемо після другої вершини, тобто 
між другим і третім термами (4)
~DR
T . 
Етап 3. Обчислимо значення абсцис верхньої і нижньої основи трикутних 
НЧ за допомогою (3.60) і (3.61), тобто: 
(5)
1b ′  = 0; 
(5)
2b ′  = 60; 
(5)
3b ′  = 93,33; 
(5)
4b ′  = 123,33; 
(5)
5b ′  = 133,33;  
(5)
1a ′  = 0; 
(5)
2a ′  = 22,58; 
(5)
3a ′  = 58,71; 
(5)
4a ′  = 87,26; 
(5)
5a ′  = 113,07;  
(5)
1c ′  = 41,94; 
(5)
2c ′  = 72,9; 
(5)
3c ′  = 101,45; 
(5)
4c ′  = 122,1;. 
(5)
5c ′  = 128,55. 
Етап 4. Нормуємо отримані результати за допомогою (3.62) – (3.65) за два 
кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.62) і (3.63), 
тобто:  
(5)k =  0,75; (5)3l =  0,78. 
Крок 2. Нормуємо отримані зразки за допомогою формул (3.64) і (3.65), 
тобто: 
(5)
1b =  0; 
(5)
2b =  45; 
(5)
3b =  70; 
(5)
4b =  92,5; 
(5)
5b =  100;  
(5)
1a =  0; 
(5)
2a =  17,57; 
(5)
3a =  45,67; 
(5)
4a =  67,88; 
(5)
5a =  87,96;  
(5)
1c =  32,63; 
(5)
2c =  56,71; 
(5)
3c =  78,92; 
(5)
4c =  94,98; 
(5)
5c =  100. 
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У результаті обчислень для (5)
~DR
T  (див. (3.67)) отримаємо значення термів, 
числові еквіваленти яких занесені до таблиці 3.11 (див. рис. 3.27). 
Перевіримо умову регресії для (5)
~DR
T :  
уΩ = (45 – 0 > 70 – 45) Λ (70 – 45 > 92,5 – 70) Λ  
(92,5 – 70 > 100 – 9,52) = 1 Λ 1 Λ 1 = 1. 
  
Рис. 3.27. Терми еталонних значень з регресним типом розподілу НЧ  
для ЛЗ DR при (4)
~DR
T  і (5)
~DR
T  
Як видно, значення уΩ  для 
(5)
~DR
T  так, як і для (4)
~DR
T  є істинним, що дозволяє 
зробити висновок про адекватність перетворень. 
Таким чином, з метою вдосконалення роботи системи АОР ІБ, 
запропоновано метод інкрементування порядку ЛЗ, у якому, за рахунок 
модифікації функції одноразового інкрементування, розширюється можливість 
формалізації процесу еквівалентного трансформування еталонних ЛЗ, з 
параметричними трикутними НЧ, на один порядок без залучення експертів 
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3.4. Методи n-кратного інкрементування числа термів лінгвістичних 
змінних 
В [9, 10] та п. 3.2 були представлені методи n-кратного декрементування 
(зниження) числа термів ЛЗ для трапецієподібних та трикутних НЧ, які 
дозволяють зменшувати порядок ЛЗ без залучення експертів відповідної 
предметної галузі. Також були розроблені методи інкрементування числа термів 
на один порядок для трапецієподібних та трикутних НЧ.  
Подальший розвиток цих методів дасть можливість узагальнити процес 
інкрементування числа термів, що дозволить удосконалити відповідні системи 
ОР. Виходячи з цього, розробимо метод, який дозволяє еквівалентно 
перевизначати порядок (число термів) ЛЗ за допомогою n-кратного 
інкрементування.  
Метод складається з трьох етапів, пов'язаних з формуванням, розширенням і 
частковим розширенням бази. 
Етап 1 – Формування бази. Для досягнення поставленої мети будемо 
використовувати метод n-кратного інкрементування числа термів ЛЗ на основі 
функції її трансформування на плюс один порядок (див. п. 3.1), яка позначається 
як 1FT + (ЛЗ).  
За вихідну ЛЗ використаємо DR – «СТУПІНЬ РИЗИКУ» [3]. Для виведення 
базової формули скористаємося послідовністю з n-членів підвищення DR(m) [11] 
(m – кількість терм-множин) на один порядок, тобто: 
( 1) 1 ( )
( 2) 1 ( 1)
( 3) 1 ( 2)





























    (3.69) 
Виконуючи відповідні підстановки у формулі (3.69), отримаємо: 
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( 2) 1 1 ( )
( 3) 1 1 1 ( )
( ) 1 1 1 1 ( )
( ( ));
( ( ( )));
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FT FT FT FT
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  (3.70) 
Позначимо через nFT +  n-кратну послідовність реалізації функції 
інкрементування ЛЗ 1FT + , тоді (3.70) представимо у наступному вигляді: 
( 2) 2 ( )
( 3) 3 ( )























    (3.71) 
Таким чином, останній запис у (3.71) представимо як 
( ) ( )( )m n n mFT+ +=DR DR      (3.72) 
та визначимо як базову формулу (або базу) для інкрементування ЛЗ на n-й (+n) 
порядок. 
Етап 2 – Розширення бази. З урахуванням того, що ЛЗ (DR(m)) складається 
з множини термів [3], то (3.69) можна представити у наступному вигляді: 
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Виконавши відповідні підстановки у (3.73), отримаємо: 
1 2 1 2 1 2 1
1 2 2 3 1 2 1
1 2
( 2) 2 ( )
( 3) 3 ( )
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DR    
(3.75) 
визначимо як розширення базової формули (3.72). 
Етап 3 – Часткове розширення бази. Так як ЛЗ DR(m) представляється НЧ з 
різними ФН µ(dr) [4], а для цілей компактного опису такі ФН зручно описувати 
трапецієвидними НЧ виду ~ DR jX = (аj, b1j, b2j, сj)LR, де аj і сj  – абсциси нижньої 
основи, а b1j та b2j – абсциси верхньої основи трапеції [4] (при 1,j m= ), то (3.75) 
представимо у вигляді: 
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
( )
1 11 21 1 2 12 22 2
1 1 1 2 1 1 1 2
(( , , , ), ( , , , ),...,
( , , , ), ( , , , ))
( (( , , , ), ( , , , ),...,
( , , , ), ( , , , )))
m n
m n m n m n m n m n m n m n m n
n m
m m m m m m m m
a b b c a b b c
a b b c a b b c
FT a b b c a b b c
a b b c a b b c
+
+ − + − + − + − + + + +
+




   (3.76) 
і назвемо його першим частковим розширенням бази. 
Розглянемо роботу методу на конкретному прикладі, при цьому покладемо 
в основу перше часткове розширення бази. За вихідні дані, з урахуванням 
можливості подальшої верифікації, будемо використовувати еталонні 
трапецієподібні НЧ з рівномірним, нерівномірним, прогресним та регресним 
типом розподілу при m = 3 (див. табл. 3.12). 
Так як реалізація функції 1 ( )( )mFT + DR  розглядалася в п. 3.3, то можна 
здійснити відповідні перетворення при n = 2,3. 
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Оскільки обчислити узагальнену функцію досить складно, то реалізуємо 
такі перетворення у вигляді ітерацій. З цих позицій доцільно скористатися 
виразом (3.70). 
Таблиця 3.12 
Приклад еталонних трапецієподібних НЧ при m=3 











Рівномірний (0; 0; 20; 40)LR (20; 40; 60; 80)LR (60; 80; 100; 100)LR 
Нерівномірний (0; 0; 18; 35)LR (18; 35; 60; 85)LR (60; 85; 100; 100)LR 
Прогресний (0; 0; 3; 16)LR (3; 16; 33; 65)LR (33; 65; 100; 100)LR 
Регресний (0; 0; 28; 51)LR (28; 51; 71; 87)LR (71; 87; 100; 100)LR 
Нехай n=2, а m=3 (m – кількість термів в ЛЗ), тоді (3.70) набуває вигляду: 
(5) 1 1 (3)( ( )),FT FT+ +=DR DR  
а (3.75) буде мати наступний вигляд: 
1 2 3 4 5 1 2 3
(5) 1 1 (3)
~ ~ ~ ~ ~~ ~ ~
( , , , , ) ( ( ( , , ))),DR DR DR DR DR DR DR DRT T T T T FT FT T T T
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{ }~ ~~, ,РН РС РВ , 1,3,j =  (3.77) 
а РН – «Ступінь ризику порушення ІБ низький», РС – «Ступінь ризику порушення 













 1 2 3 4 5~~ ~~ ~





{ }~ ~~ ~ ~, , , ,НР РН РС РВ ГР ,     (3.78) 
а НР – «Незначний ризик порушення ІБ», РН – «Ступінь ризику порушення ІБ 
низький», РС – «Ступінь ризику порушення ІБ середній», РВ – «Ступінь ризику 
204 
порушення ІБ високий», ГР – «Граничний ризик порушення ІБ». Виходячи із 
цього, (3.76) можна представити у наступному вигляді: 
(5)
1 11 21 1 2 12 22 2
3 13 23 3 4 14 24 4 5 15 25 5
1 1 (3)
1 11 21 1
2 12 22 2 3 13 23 3
(( , , , ), ( , , , ),
( , , , ),( , , , ),( , , , ))
( ( (( , , , ),
( , , , ),( , , , )))).
a b b c a b b c
a b b c a b b c a b b c
FT FT a b b c




DR   
(3.79) 
Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR(3) визначається 
термами із (3.77). Для ініціалізації числових значень ,
~ jDR
T  1,3j =  скористаємося 
даними в табл. 3.12 з рівномірним типом розподілу НЧ, тобто для яких буде 
істинною умова рівномірності (див. (3.6) в п. 3.1): 
рΩ =  (b21 – b11 = b22 – b12) Λ (b22 – b12 = b23 – b13) Λ (b12 – b21 = b13 – b22)  = (20 – 0 = 
60 – 40) Λ (60 – 40 = 100– 80) Λ (40 – 20= 80 – 60) = 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова рівномірності істинна ( рΩ =1), відповідно НЧ ЛЗ DR
(3)  
відповідає рівномірному типу розподілу (див. рис. 3.28, а, б і табл. 3.12, 3.13)). 
Для реалізації функції (3.76) за допомогою виконання необхідних етапів 
(див. п. 3.3) можна здійснити n-кратне інкрементування заданої в (3.79) ЛЗ DR(3) 
при n=2. Інкрементування на 2 порядки здійснюватимемо за допомогою 2-кратної 
ітерації. 
Етап 1. Для визначення коригувальних параметрів скористаємося виразами 
(3.45) і (3.46) в п. 3.3. 
Перша ітерація: 
(4)
1k = ( )(3) (3) (3) (3) (3) (3)21 11 22 12 23 13 / 3b b b b b b− + − + − =  (20 – 0 + 60 – 40 + 100 – 80) / 3 = 20,  
(4)
2k = ( )(3) (3) (3) (3)12 21 13 22 / 2b b b b− + − = (40–20 + 80 – 60)/2 = 20,  
(4) (4) (4)
1 2k k k= + =  20 + 20 = 40, 
(4)
1l = ( )(3) (3) (3) (3) (3) (3)2 1 3 1 3 2 / 3a a a c c c− + − + − =  (20 – 0 + 60 – 40 + 100 – 80) / 3 = 20,  
(4)
2l = ( )(3) (3) (3) (3)1 2 2 3 / 2c a c a− + − = (40 – 20 + 80 – 60)/2 = 20,  
(4) (4) (4)




Рис. 3.28. Терми еталонних значень рівномірно розподілених НЧ  
для ЛЗ DR: а) (3)
~ DR
T ; б) (5)
~ DR
T  
Друга ітерація:  
(5)
1k = ( )(4) (4) (4) (4) (4) (4) (4) (4)21 11 22 12 23 13 24 14 / 4b b b b b b b b− + − + − + − =  (14,29 – 0 + 42,86 – 28,57 + 
71,43 – 57,16 + 100,0 – 85,71) / 4 = 14,29,  
(5)
2k = ( )(4) (4) (4) (4) (4) (4)12 21 13 22 14 23 / 3b b b b b b− + − + − =  (28,57 – 14,29 + 57,14 – 42,86 + 85,71 – 
71,43)/3 = 14,29,  
(5) (5) (5)
1 2k k k= + =  14,29 + 14,29 = 28,58, 
(5)
1l = ( )(4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c− + − + − + − =  (14,29 – 0 + 42,86 – 28,57 + 
71,43 – 57,14 + 100,0 – 85,71) / 4 = 14,29,  
(5)
2l = ( )(4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a− + − + − =  (28,57 – 14,29 + 57,14 – 42,86 + 85,71 – 
71,43)/3 = 14,29,  
(5) (5) (5)
1 2l l l= + =  14,29 + 14,29 = 28,58. 
Етап 2. Визначення номера опорної вершини здійснимо за допомогою 
(3.47) в п. 3.3, тобто: 
перша ітерація – 
(3) (3)
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(3) (3)
2 22 12x b b= −  = 60 – 40=20,  
(3) (3)
3 23 13x b b= −  = 100 –80 = 20.  
Як видно, s=1 при ( )(4)1 1 2x k x≤ ≤  => (20 ≤ 20 ≤ 20), s=2 при( )(4)2 1 3x k x≤ ≤  => 
(20 ≤ 20 ≤ 20), і т.д. 
Оскільки тип розподілу НЧ рівномірний, то опорних вершин буде декілька 
і, таким чином, в якості s можна використовувати будь-яку з  ( 1,3).j =  Виходячи 
з цього, наприклад, вбудовування додаткового терму здійснимо після першої 
вершини, тобто між першим і другим термами (3)
~ DR
T ; 
друга ітерація –  
(4) (4)
1 21 11x b b= − = 14,29 – 0 = 14,29,  
(4) (4)
2 22 12x b b= −  = 42,86 – 28,57=14,29,  
(4) (4)
3 23 13x b b= −  = 71,43 –57,14 = 14,29,  
(4) (4)
4 24 14x b b= −  = 100,0 – 85,71 = 14,29.  
Як видно, s=1 при ( )(5)1 1 2x k x≤ ≤  => (14,29 ≤ 14,29 ≤ 14,29), s=2 при
( )(5)2 1 3x k x≤ ≤  => (14,29 ≤ 14,29 ≤14,29), і т.д.  
За аналогією з першою ітерацією в якості s можна використовувати будь-
яку з  ( 1,4)j = . Виходячи з цього, наприклад, вбудовування додаткового терму 
здійснимо після першої вершини, тобто між першим і другим термами (4)
~DR
T .  
Етап 3. Відповідно до (3.48) і (3.49) в п. 3.3, обчислимо значення абсцис 
верхньої та нижньої основи трапеції, тобто: 
перша ітерація – 
(4) (3)
11 11b b′ = = 0 при 1 < 2,  
(4) (3)
21 21b b′ =  = 20 при 1 < 2,
  (4) (3) (4)






22 12 1b b k′ ′= +  = 40 + 20 = 60 при 2 = 2,
  (4) (3) (4)
13 12b b k′ = +  = 40 + 40 = 80 при 3 > 2,
  (4) (3) (4)
23 22b b k′ = +  = 60 + 40 = 100 при 3 > 2,
  (4) (3) (4)
14 13b b k′ = +  = 80 + 40 = 120 при 4 > 2,
  (4) (3) (4)
24 23b b k′ = +  = 100 + 40 = 140 при 4 > 2. 
Аналогічно обчислюються абсциси нижньої основи, тобто:  
(4) (3)
1 1a a′ =  = 0 при 1 < 3,
  (4) (3)
2 2a a′ =  = 20 при 2 < 3,
  (4) (3) (4)
1 2 2c a l′ = +  = 20 + 20 = 40 при 1 = 1,
  (4) (4) (4)
3 1 1a c l′ ′= +  = 40 + 20 = 60 при 3 = 3, 
 
(4) (3) (4)
2 1c c l′ = +  = 40 + 20 = 60 при 2 > 1,
  (4) (3) (4)
4 3a a l′ = +  = 60 + 40 = 100 при 4 > 3,
  (4) (3) (4)




4 3c c l′ = +  = 100 + 40 = 140 при 4 > 1; 
друга ітерація –  
(5) (4)
11 11b b′ =  = 0 при 1 < 2,  
(5) (4)
21 21b b′ =  = 14,29 при 1 < 2,
  (5) (4) (5)
12 21 2b b k′ = +  = 14,29 + 14,29 = 28,58 при 2 = 2,
  (5) (5) (5)
22 12 1b b k′ ′= +  = 28,58 + 14,29 = 42,87 при 2 = 2, 
 
(5) (4) (5)
13 12b b k′ = +  = 28,58 + 28,58 = 57,16 при 3 > 2,
  (5) (4) (5)
23 22b b k′ = +  = 42,87 + 28,58 = 71,45 при 3 > 2,
  (5) (4) (5)
14 13b b k′ = +  = 57,16 + 28,58 = 85,74 при 4 > 2,
  (5) (4) (5)





15 14b b k′ = + = 85,74 + 28,55 = 114,32 при 5 > 2, 
 
(5) (4) (5)
25 24b b k′ = +  = 100,03 + 28,58 = 128,61 при 5 > 2. 
Аналогічно обчислимо абсциси нижньої основи, тобто:  
(5) (4)
1 1a a′ =  = 0 при 1 < 3,
  (5) (4)
2 2a a′ =  = 14,285 при 2 < 3,
  (5) (4) (5)
1 2 2c a l′ = +  = 14,285 + 14,285 = 28,57 при 1 = 1,
  (5) (4) (5)
3 1 1a c l′ = +  = 28,57 + 14,29 = 42,86 при 3 = 3,
  (5) (4) (5)
2 1c c l′ = +  = 28,57 + 28,57 = 57,14 при 2 > 1, 
 
(5) (4) (5)
4 3a a l′ = +  = 42,86 + 28,57 = 71,43 при 4 > 3,
  (5) (4) (5)
3 2c c l′ = +  = 57,14 + 28,57 = 85,71 при 3 > 1,
   (5) (4) (5)
5 4a a l′ = +  = 71,43 + 28,57 = 100,0 при 5 > 3,
  (5) (4) (5)
4 3c c l′ = +  = 85,71 + 28,57 = 114,29 при 4 > 1,
  (5) (4) (5)
5 4c c l′ = +  = 100,00 + 28,57 = 128,57 при 5 > 1. 
Етап 4. За допомогою (3.50) – (3.53) в п. 3.3 на основі двокрокової 
послідовності (при drb  = drc = 100)  здійснимо нормування отриманих еталонних 
значень. 
Перша ітерація: 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і (3.51): 
(4) (4)
3 24/drk b b ′= =  100 / 140 = 0,71,  
(4) (4)
3 4/drl c c ′= =  100 / 140 = 0,71. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за допомогою 
(3.52) і (3.53): 
(4) (4) (4)
11 11 3b b k′= ×  = 0 × 0,71 = 0,  
(4) (4) (4)
21 21 3b b k′= ×  = 20 × 0,71 = 14,29,  
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(4) (4) (4)
12 12 3b b k′= ×  = 40 × 0,71 = 28,57,  
(4) (4) (4)
22 22 3b b k′= × = 60 × 0,71 = 42,86,  
(4) (4) (4)
13 13 3b b k′= ×  = 80 × 0,71 = 57,14,  
(4) (4) (4)
23 23 3b b k′= ×  = 100 × 0,71 = 71,43,  
(4) (4) (4)
14 14 3b b k′= ×  = 120 × 0,71 = 85,71,  
(4) (4) (4)
24 24 3b b k′= ×  = 140 × 0,71 = 100, 
(4) (4) (4)
1 1 3a a l′= ×  = 0 × 0,71 = 0,  
(4) (4) (4)
2 2 3a a l′= ×  = 20 × 0,71 = 14,29,  
(4) (4) (4)
3 3 3a a l′= ×  = 60 × 0,71 = 42,86,  
(4) (4) (4)
4 4 3a a l′= ×  = 100 × 0,71 = 71,43, 
(4) (4) (4)
1 1 3c c l′= ×  = 40 × 0,71 = 28,57,  
(4) (4) (4)
2 2 3c c l′= ×  = 80 × 0,71 = 57,14,  
(4) (4) (4)
3 3 3c c l′= ×  = 120 × 0,71 = 85,71,  
(4) (4) (4)
4 4 3c c l′= ×  = 140 × 0,71 = 100. 
Друга ітерація: 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і (3.51): 
(5) (5)
3 25/drk b b ′= =  100 / 128,57 = 0,78,  
(5) (5)
3 5/drl c c ′= =  100 / 128,57 = 0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за допомогою 
(3.52) і (3.53): 
(5) (5) (5)
11 11 3b b k′= ×  = 0 × 0,78 = 0,  
(5) (5) (5)
21 21 3b b k′= ×  = 14,29 × 0,78 = 11,11,  
(5) (5) (5)
12 12 3b b k′= ×  = 28,57 × 0,78 = 22,22,  
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(5) (5) (5)
22 22 3b b k′= × = 42,86 × 0,78 = 33,33,  
(5) (5) (5)
13 13 3b b k′= ×  = 57,14 × 0,78 = 44,44,  
(5) (5) (5)
23 23 3b b k′= ×  = 71,43 × 0,78 = 55,55,  
(5) (5) (5)
14 14 3b b k′= ×  = 85,71 × 0,78 = 66,66,  
(5) (5) (5)
24 24 3b b k′= ×  = 100,00 × 0,78 = 77,77,  
(5) (5) (5)
15 15 3b b k′= ×  = 114,29 × 0,78 = 88,88,  
(5) (5) (5)
25 25 3b b k′= ×  = 128,57 × 0,78 = 100, 
(5) (5) (5)
1 1 3a a l′= ×  = 0 × 0,78 = 0,  
(5) (5) (5)
2 2 3a a l′= ×  = 14,29 × 0,78 = 11,11,  
(5) (5) (5)
3 3 3a a l′= ×  = 42,86 × 0,78 = 33,33,  
(5) (5) (5)
4 4 3a a l′= ×  = 71,43 × 0,78 = 55,55,  
(5) (5) (5)
5 5 3a a l′= ×  = 100,0 × 0,78 = 77,77,  
(5) (5) (5)
1 1 3c c l′= ×  = 28,57 × 0,78 = 22,22,  
(5) (5) (5)
2 2 3c c l′= ×  = 57,14 × 0,78 = 44,44,  
(5) (5) (5)
3 3 3c c l′= ×  = 85,71 × 0,78 = 66,66,  
(5) (5) (5)
4 4 3c c l′= ×  = 114,29 × 0,78 = 88,88,  
(5) (5) (5)
5 5 3c c l′= ×  = 128,57 × 0,78 = 100. 
У результаті трансформування термів ЛЗ отримаємо, наприклад, для (5)
~DR
T  
лінгвістичні величини (див. (3.78)) з відповідними числовими еквівалентами, 
значення яких визначені на кроці 2 етапу 4 і занесені в таблицю 3.13. 




(див. (3.6) з п. 3.1): 
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рΩ =  (11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 22,22 = 55,55 – 44,44) Λ (55,55 – 44,44 = 
77,77 – 66,66) Λ (77,77 – 66,66 = 100 – 88,88) Λ (22,22 – 11,11 = 44,44 – 33,33) Λ 
(44,44 – 33,33 = 66,66 – 55,55) Λ (66,66 – 55,55 = 88,88 –77,77) = 1. 
Таблиця 3.13 
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T  так, як і 
(3)
~DR
T  має 1рΩ = , що говорить про еквівалентність 
виконаних перетворень. Графічна інтерпретація вихідних і перетворених еталонів 
рівномірно розподілених НЧ (3)
~DR
T  і (5)
~DR
T  приведена на рис. 3.28 (а, б). 
Приклад 2 – нерівномірний тип розподілу. Нехай ЛЗ DR(3) так, як і в 
прикладі 1, визначається термами в (3.77). Розглянемо роботу методу на прикладі 
нерівномірно розподілених за віссю dr НЧ з їх числовими еквівалентами ,
~ jDR
T  
1,3j =  (див. табл. 3.12), тобто для яких буде істинною умова нерівномірності 
(див. (3.9) в п. 3.1): 
нΩ = (b21 – b11 ≠ b22 – b12)  (b22 – b12 ≠ b23 – b13) + (b12 – b21 ≠ b13 – b22) =  
(18 – 0 ≠ 60– 35)  (60 – 35 ≠ 100 – 85) + (35 – 18 ≠ 85 – 60) = 1 1 + 1 = 1.  
Як бачимо, умова нерівномірності істинна ( нΩ =1). Це говорить про 
відповідність НЧ ЛЗ DR(3) такому типу розподілу як нерівномірний. 
Далі виконаємо, відповідно до етапів 1-4 (див. п. 3.3), n-кратне 




Етап 1. Реалізуємо пошук коригувальних параметрів за виразами (3.45) і 
(3.46), тобто: 
перша ітерація – 
(4)
1k =  19,33, 
(4)
2k =  21, 
(4)k =  40,33,  
(4)
1l =  19,33, 
(4)
2l =  21, 
(4)l =40,33; 
друга ітерація –  
(5)
1k =  13,78, 
(5)
2k =  14,96, 
(5)k =  28,74,  
(5)
1l =  13,78, 
(5)
2l =  14,94, 
(5)l = 28,74. 
Етап 2. Тут можна здійснити визначення номеру опорної вершини за 
формулою (3.47), тобто: 
перша ітерація – 1x =  18, 2x =  25, 3x =  15, тоді s=2 при ( )(4)2 1 3x k x≥ ≥
=>(25≥19,33≥15).  
У цьому прикладі вбудовування додаткового терму здійснюватимемо після 
другої вершини, тобто між другим і третім термами (3)
~DR
T ; 
друга ітерація – 1x =  12,83, 2x =  17,81, 3x =  13,78, 4x =  10,69, тоді s=1 при 
( )(5)1 1 2x k x≤ ≤ =>(12,83≤13,78≤17,81).  
Тут вбудовування додаткового терму здійснюватимемо після першої 
вершини, тобто між першим і другим термами (4)~DRT . 
Етап 3. Реалізуємо обчислення значень абсцис верхньої та нижньої основи 
трапеції за допомогою (3.48) і (3.49), тобто: 
перша ітерація – 
(4) (3)
11 11b b′ =  = 0,  
(4) (3)
21 21b b′ =  = 18,  
(4) (3)
12 12b b′ =  = 35,  
(4) (3)
22 22b b′ =  = 60,  
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(4) (3) (4)
13 22 2b b k′ = +  = 81,  
(4) (4) (4)
23 13 1b b k′ ′= +  = 100,33,  
(4) (3) (4)
14 13b b k′ = +  = 125,33,  
(4) (3) (4)
24 23b b k′ = +  = 140,33, 
(4) (3)
1 1a a′ =  = 0,  
(4) (3)
2 2a a′ =  = 18,  
(4) (3)
3 3a a′ =  = 60,  
(4) (4) (4)
4 2 1a c l′ ′= +  = 100,33,  
(4) (3)
1 1c c′ =  = 35,  
(4) (3) (4)
2 3 2c a l′ = +  = 81,  
(4) (3) (4)
3 2c c l′ = +  = 125,33,  
(4) (3) (4)
4 3c c l′ = +  = 140,33; 
друга ітерація –  
(5) (4)
11 11b b′ =  = 0,  
(5) (4)
21 21b b′ =  = 12,83,  
(5) (4)
12 12b b′ =  = 27,79,  
(5) (4)
22 22b b′ =  = 41,57,  
(5) (4) (5)
13 22 2b b k′ = +  = 53,68,  
(5) (5) (5)
23 13 1b b k′ ′= +  = 71,50,  
(5) (4) (5)
14 13b b k′ = +  = 86,46,  
(5) (4) (5)
24 23b b k′ = +  = 100,24,  
(5) (4) (5)
15 14b b k′ = +  = 118,05,  
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(5) (4) (5)
25 24b b k′ = +  = 128,74, 
(5) (4)
1 1a a′ =  = 0,  
(5) (4)
2 2a a′ =  = 12,83,  
(5) (4)
3 3a a′ =  = 42,76,  
(5) (5) (5)
4 2 1a c l′ ′= +  = 71,50,  
(5) (4) (5)
5 4a a l′ = +  = 100,24,  
(5) (4)
1 1c c′ =  = 24,94,  
(5) (4) (5)
2 3 2c a l′ = +  = 57,72,  
(5) (4) (5)
3 2c c l′ = +  = 86,46,  
(5) (4) (5)
4 3c c l′ = +  = 118,05,  
(5) (4) (5)
5 4c c l′ = +  = 128,74. 
Етап 4. На основі (3.50) – (3.53) за 2 кроки здійснимо нормування 
отриманих значень. 
Крок 1. Знаходимо нормуючі коефіцієнти за допомогою (3.50) і (3.51): 
перша ітерація – 
(4)
3k =  0,71, 
(4)
3l =  0,71; 
друга ітерація – 
(5)
3k =  0,78, 
(5)
3l =  0,78. 
Крок 2. Реалізуємо нормування отриманих еталонів відповідно до виразів 
(3.52) і (3.53), тобто: 
перша ітерація – 
(4)
11b =  0, 
(4)




22b =  42,76, 
(4)
13b =  57,72,  
(4)
23b =  71,5, 
(4)
14b =  89,31, 
(4)
24b =  100, 
(4)
1a =  0, 
(4)
2a =  12,83, 
(4)
3a =  42,76, 
(4)
4a =  71,5, 
(4)
1c =  24,94,  
(4)
2c =  57,72, 
(4)
3c =  89,31, 
(4)
4c =  100, 
друга ітерація –  
(5)
11b =  0, 
(5)






13b =  41,7,  
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(5)
23b =  55,54, 
(5)
14b =  67,16, 
(5)
24b =  77,86, 
(5)
15b =  91,7, 
(5)
25b =  100, 
(5)
1a =  0, 
(5)
2a =  9,96, 
(5)
3a =  33,21, 
(5)
4a =  55,54, 
(5)
5a =  77,86,  
(5)
1c =  19,37, 
(5)
2c =  44,83, 
(5)
3c =  67,16, 
(5)
4c =  91,7, 
(5)
5c =  100. 
У результаті інкрементування отримаємо, наприклад, для (5)
~DR
T  відповідні 
значення термів (див. 3.78), а їх числові еквіваленти відобразимо в табл. 3.13. 




нΩ =  (9,96 – 0 ≠ 32,29 – 21,59) ∨  (32,29 – 21,59 ≠ 55,54 – 41,7) ∨  (55,54 – 41,7 ≠ 
77,86 – 67,16) ∨  (77,86 – 67,16 ≠ 100 – 91,7) + (21,59 – 9,96 ≠ 41,7 – 32,29) ∨  (41,7 
– 32,29 ≠ 67,16 – 55,54) ∨  (67,16 – 55,54 ≠ 91,7 – 77,86) = 1.  
Умова нерівномірності (5)
~DR
T  так , як і 
(3)
~DRT є істинною 1нΩ = , що говорить про 
еквівалентність виконаних перетворень. 
Графічна інтерпретація вихідних і перетворених еталонів нерівномірно 
розподілених НЧ (3)~DRT  і 
(5)
~DR
T  наведена на рис. 3.29 (а, б). 
  
а) б) 
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Приклад 3 – прогресний тип розподілу. Покажемо дію представленого 
методу для ЛЗ DR(3) з термами в (3.77), числові значення яких ,
~ jDR
T  1,3j =  з табл. 
3.12 мають прогресний тип розподілу за віссю dr, тобто для якого істинною є 
умова прогресії (див. (3.10) в п. 3.1): 
вΩ = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b12 – b21 < b13 – b22) = (3 – 0 < 
33 – 15,48) Λ (33 – 16 < 100 – 65) Λ (16– 3 < 100 – 65) = 1 Λ 1 Λ 1 = 1.  
Як видно, умова 1вΩ =  істинна, що говорить про відповідність НЧ ЛЗ DR
(3) 
прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ зробимо, 
відповідно до етапів 1-4 (див. п. 3.3), перетворення (3.76). 
Етап 1. Реалізуємо пошук коригувальних параметрів за виразами (3.45) і 
(3.46), тобто: 
перша ітерація – 
(4)
1k =  18,33, 
(4)
2k =  22,5, 
(4)k =  40,83,  
(4)
1l =  18,33, 
(4)
2l =  22,5, 
(4)l =  40,83; 
друга ітерація – 
(5)
1k =  13,02, 
(5)
2k =  15,98, 
(5)k =  28,99,  
(5)
1l =  13,02, 
(5)
2l =  15,98, 
(5)l =  28,99. 
Етап 2. Тепер визначимо номер опорної вершини за формулою (3.47), 
тобто: 
перша ітерація – 1x =  3, 2x =  17, 3x =  35, тоді s=2 при ( )(4)2 1 3x k x≤ ≤  => (17 
≤ 18,33 ≤ 35).  
Тут вбудовування додаткового терму здійснюватимемо після другої 
вершини, тобто між другим і третім термами (3)~DRT ; 
друга ітерація – 1x =  2,13, 2x =  12,07, 3x =  13,02, 4x =  24,85, тоді s=2 при 
( )(5)2 1 3x k x≤ ≤  => (12,07 ≤ 13,02 ≤ 13,02).  
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Тут вбудовування додаткового терму здійснюватимемо після другої 
вершини, тобто між другим і третім термами (4)~DRT . 
Етап 3. За допомогою (3.48) і (3.49) реалізуємо обчислення значень абсцис 
верхньої і нижньої основ трапеції, тобто: 
перша ітерація – 
(4)
11b ′  = 0, 
(4)
21b ′  = 3, 
(4)
12b ′  = 16, 
(4)
22b ′  = 33, 
(4)
13b ′  = 55,5,  
(4)
23b ′  = 73,83, 
(4)
14b ′  = 105,83, 
(4)
24b ′  = 140,83, 
(4)
1a ′  = 0, 
(4)
2a ′  = 3, 
(4)
3a ′  = 33, 
(4)
4a ′  = 73,83, 
(4)
1c ′  = 16,  
(4)
2c ′  = 55,5, 
(4)
3c ′  = 105,83, 
(4)
4c ′  = 140,83; 
друга ітерація –  
(5)
11b ′  = 0, 
(5)
21b ′  = 2,13, 
(5)
12b ′  = 11,36, 
(5)
22b ′  = 23,43, 
(5)
13b ′  = 39,41,  
(5)
23b ′  = 52,43, 
(5)
14b ′  = 68,4, 
(5)
24b ′  = 81,42, 
(5)
15b ′  = 104,14, 
(5)
25b ′  = 128,99, 
(5)
1a ′  = 0, 
(5)
2a ′  = 2,13, 
(5)
3a ′  = 23,43, 
(5)
4a ′  = 52,43, 
(5)
5a ′  = 81,42,  
(5)
1c ′  = 11,36, 
(5)
2c ′  = 39,41, 
(5)
3c ′  = 68,4, 
(5)
4c ′  = 104,14,. 
(5)
5c ′  = 128,99. 
Етап 4. Далі нормуємо отримані результати за допомогою (3.50) – (3.53) в 
два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.50) і (3.51) в п. 3.3): 
перша ітерація –  
(4)
3k =  0,71, 
(4)
3l =  0,71; 
друга ітерація –  
(5)
3k =  0,78, 
(5)
3l =  0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.52) і (3.53) в п. 3.3):  
перша ітерація –  
(4)
11b =  0, 
(4)




22b =  23,43,  
(4)
13b =  39,41, 
(4)
23b =  52,43, 
(4)
14b =  75,15, 
(4)
24b =  100, 
(4)
1a =  0, 
(4)
2a =  2,13, 
(4)
3a =  23,43, 
(4)
4a =  52,43,  
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(4)
1c =  11,36, 
(4)
2c =  39,41, 
(4)
3c =  75,15, 
(4)
4c =  100; 
друга ітерація –  
(5)
11b =  0, 
(5)




22b =  18,17, 
(5)
13b =  30,55,  
(5)
23b =  40,64, 
(5)
14b =  53,03, 
(5)
24b =  63,12, 
(5)
15b =  80,73, 
(5)
25b =  100, 
(5)
1a =  0, 
(5)
2a =  1,65, 
(5)
3a =  18,17, 
(5)
4a =  40,64, 
(5)
5a =  63,12,  
(5)
1c =  8,81, 
(5)
2c =  30,55, 
(5)
3c =  53,03, 
(5)
4c =  80,73, 
(5)
5c =  100. 
Для (5)
~DR
T  (див. (3.78)) отримаємо значення термів, числові еквіваленти яких 
занесені в таблицю 3.13 (див. рис. 3.30 а, б). 
  
а) б) 
Рис. 3.30. Терми еталонних значень з прогресним типом розподілу НЧ  
для ЛЗ DR: а) (3)
~DR
T ; б) (5)
~DR
T  
Далі перевіримо умову прогресії для (5) .
~DR
T  Процес n-кратного 
інкрементування передбачає додавання додаткових термів і формування їх на тих 
судженнях експертів, які вже існують, тому значення додаткових термів можуть 












































T –  
вΩ =  (b21 – b11 ≤ b22 – b12) Λ (b22 – b12 ≤ b23 – b13) Λ (b23 – b13 ≤ b24 – b14) Λ (b24 – b14 ≤ 
b25 – b15) Λ (b12 – b21 ≤ b13 – b22) Λ (b13 – b22 ≤ b14 – b23) Λ (b14 – b23 ≤ b15 – b24)  = (1,65 
– 0 ≤ 18,17 – 8,81) Λ (18,17 – 8,81 ≤ 40,64 – 30,55) Λ (40,64 – 30,55 ≤ 63,12 – 53,03) Λ 
(63,12 – 53,03 ≤ 100 – 80,73) Λ (8,81 – 1,65 ≤ 30,55 – 18,17) Λ (30,55 – 18,17 ≤ 53,03 – 
40,64) Λ (53,03 – 40,64 ≤ 80,73 –63,12) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1.  





є істинним, що говорить про 
адекватність виконаних перетворень. 
Приклад 4 – регресний тип розподілу. Реалізуємо трансформування НЧ 
ЛЗ DR(3), які приймають значення з (3.77) і мають числові еквіваленти з табл. 3.12 
та регресний тип розподілу за віссю dr, тобто для яких істинним є умова регресії 
(див. (3.11) в п. 3.1), тобто: 
уΩ =  (b21 – b11 > b22 – b12) Λ (b22 – b12 > b23 – b13) Λ (b12 – b21 > b13 – b22) = (28 – 0 > 
71 – 51) Λ (71 – 51 > 100 – 87) Λ (51 – 28 > 87 – 71)  = 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова уΩ =1 істинна, значить НЧ ЛЗ DR
(3) відповідає 
регресному типу розподілу. Реалізуємо у відповідність з етапами 1-4 (див. п. 3.3) 
n-кратне інкрементування (3.44) ЛЗ DR(3). 
Етап 1. Визначимо коригувальні параметри за виразами (3.45) і (3.46), 
тобто: 
перша ітерація – 
(4)
1k =  20,33, 
(4)
2k =  19,5, 
(4)k =  39,83,  
(4)
1l =  20,33, 
(4)
2l =  19,5, 
(4)l =  39,83; 
друга ітерація – 
(5)
1k =  14,54, 
(5)
2k =  13,95, 
(5)k =  28,49,  
(5)
1l =  14,54, 
(5)
2l =  13,95, 
(5)l =  28,49. 
Етап 2. Здійснюємо пошук номера опорної вершини за формулою (3.47), 
тобто: 
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перша ітерація – 1x =  28, 2x =  20, 3x =  13, тоді s=1 при ( )(4)1 1 2x k x≥ ≥  => (28 
≥ 20,33 ≥ 20). У цьому прикладі так само, як при нерівномірному типі розподілу, 
вбудовування додаткового терму здійснюватимемо після першої вершини, тобто 
між першим і другим термами (3)~DRT ; 
друга ітерація – 1x =  20,02, 2x =  14,54, 3x =  14,3, 4x =  9,3, тоді s=1 при 
( )(5)1 1 2x k x≥ ≥  => (20,02 ≥ 14,54 ≥ 14,54). Тут вбудовування додаткового терму 
здійснюватимемо після першої вершини, тобто між першим і другим термами 
(4)
~DRT . 
Етап 3. Обчислимо значення абсцис верхньої і нижньої основи трапеції за 
допомогою (3.48) і (3.49), тобто: 
перша ітерація – 
(4)
11b ′  = 0, 
(4)
21b ′  = 28, 
(4)
12b ′  = 47,57, 
(4)
22b ′  = 67,83, 
(4)
13b ′  = 90,83,  
(4)
23b ′  = 110,83, 
(4)
14b ′  = 126,83, 
(4)
24b ′  = 139,83, 
(4)
1a ′  = 0, 
(4)
2a ′  = 28, 
(4)
3a ′  = 67,83, 
(4)
4a ′  = 110,83, 
(4)
1c ′  = 47,5,  
(4)
2c ′  = 90,83, 
(4)
3c ′  = 126,83, 
(4)
4c ′  = 139,83; 
друга ітерація –  
(5)
11b ′  = 0, 
(5)
21b ′  = 20,02, 
(5)
12b ′  = 33,97, 
(5)
22b ′  = 48,51, 
(5)
13b ′  = 62,46,  
(5)
23b ′  = 77, 
(5)
14b ′  = 93,44, 
(5)
24b ′  = 107,75, 
(5)
15b ′  = 119,19, 
(5)
25b ′  = 128,49, 
(5)
1a ′  = 0, 
(5)
2a ′  = 20,02, 
(5)
3a ′  = 48,51, 
(5)
4a ′  = 77, 
(5)
5a ′  = 107,75,  
(5)
1c ′  = 33,97, 
(5)
2c ′  = 62,46, 
(5)
3c ′  = 93,44, 
(5)
4c ′  = 119,19,. 
(5)
5c ′  = 128,49. 
Етап 4. Нормуємо отримані результати за допомогою (3.50) – (3.53) в два 
кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.50) і (3.51): 
перша ітерація – (4)3k =  0,72, 
(4)
3l =  0,72; 
друга ітерація – (5)3k =  0,78, 
(5)
3l =  0,78. 
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Крок 2. Нормуємо отримані еталони за допомогою (3.52) і (3.53): 
перша ітерація – 
(4)
11b =  0, 
(4)




22b =  48,51, 
(4)
13b =  64,96,  
(4)
23b =  79,26, 
(4)
14b =  90,7, 
(4)
24b =  100, 
(4)
1a =  0, 
(4)
2a =  20,02, 
(4)
3a =  48,51, 
(4)
4a =  79,26, 
(4)
1c =  33,97,  
(4)
2c =  64,96, 
(4)
3c =  90,7, 
(4)
4c =  100; 
друга ітерація –  
(5)
11b =  0, 
(5)




22b =  37,76, 
(5)
13b =  48,61,  
(5)
23b =  59,93, 
(5)
14b =  72,73, 
(5)
24b =  83,86, 
(5)
15b =  92,76, 
(5)
25b =  100, 
(5)
1a =  0, 
(5)
2a =  15,58, 
(5)
3a =  37,76, 
(5)
4a =  59,93, 
(5)
5a =  83,86,  
(5)
1c =  26,44, 
(5)
2c =  48,61, 
(5)
3c =  72,73, 
(5)
4c =  92,76, 
(5)
5c =  100. 
У результаті обчислень для (5)
~DR
T  (див. (3.78)) отримаємо значення термів, 
числові еквіваленти яких занесені в таблиці 3.13 (див. рис. 3.31 а і б). 
  
а) б) 
Рис. 3.31. Терми еталонних значень з регресним типом розподілу НЧ  
для ЛЗ DR: а) (3)
~DR
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Перевіримо умову регресії для (5)
~DR
T . Тут за аналогією з прогресним типом 
















∧  (b1j+1-b2j≥b1j+2-b2j+1), 
відповідно для (5)
~DR
T –  
уΩ =  (b21 – b11 ≥ b22 – b12) Λ (b22 – b12 ≥ b23 – b13) Λ (b23 – b13 ≥ b24 – b14) Λ (b24 – b14 ≥ 
b25 – b15) Λ (b12 – b21 ≥ b13 – b22) Λ (b13 – b22 ≥ b14 – b23) Λ (b14 – b23≥ b15 – b24) = (15,58 
– 0 ≥ 37,76 – 26,44) Λ (37,76 – 26,44 ≥ 59,93 – 48,61) Λ (59,93 – 48,61 ≥ 83,86 – 72,73) 
Λ (83,86 – 72,73 ≥ 100 – 92,76) Λ (26,44 – 15,58 ≥ 48,61 – 37,76) Λ (48,61 – 37,76 ≥ 
72,73 – 59,93) Λ (72,73 – 59,93 ≥ 92,76 – 83,86) =  
1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 = 1. 
Як видно, значення 1уΩ =  для
(5)
~DR
T , як і для (3)
~DR
T є істинним, що дозволяє 
зробити висновок про адекватність перетворень. 
Таким чином, представлений метод реалізації функції трансформування 
еталонів ЛЗ дозволить підвищити ефективність роботи відповідних систем АОР 
ІБ. Це здійснюється за допомогою вирішення завдання n-кратного 
інкрементування числа термів трапецієподібних НЧ без залучення експертів 
відповідної предметної галузі. При здійсненні n-кратного інкрементування 
реалізується додавання n-термів на основі суджень експертів, сформованих 
раніше. Таким чином, на відміну від однократного інкрементування, процес n-
кратного – передбачає вбудовування додаткових термів і формування їх на тих 
судженнях експертів, які вже існують, тому значення додаткових термів можуть 
збігатися, отже, при перевірці умов прогресії і регресії були сформовані їх окремі 
випадки. Для розширення можливостей функції з реалізації процесу 
трансформування термів потрібно здійснити розробку відповідних методів, які 
використовують інші класи параметричних НЧ, наприклад, трикутних. 
Метод n-кратного інкрементування числа термів ЛЗ на трикутних НЧ 
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Розроблені засоби АОР ІБ [3], які використовують нечітку логіку та ЛЗ на 
еталонних параметричних трапецієподібних НЧ з фіксованою кількістю терм-
множин, визначених експертами на етапі ініціалізації базових величин при 
налаштуванні відповідних систем. У п. 3.4 та [12] був представлений метод n-
кратного інкрементування числа термів ЛЗ на основі першого часткового 
розширення бази (для трапецієподібних НЧ). Ефективність практичного 
використання системи аналізу та оцінювання ризиків залежить від її можливостей 
обробляти інші типи НЧ (на основі яких здійснюється визначення ЛЗ) і від 
оперативності варіювання кількістю термів (без залучення експертів відповідної 
предметної галузі). Розширити можливості зазначених систем [3] можна шляхом 
використання додаткового типу параметричних НЧ – трикутних. 
Для цього здійснимо відповідні перетворення за допомогою методу, в 
основі якого закладена аналітична функція, що дозволяє здійснювати n-кратне 
інкрементування числа термів ЛЗ на трикутних НЧ.  
Метод складається з трьох етапів, пов'язаних з формуванням, розширенням 
та частковим розширенням бази [12]. Два перші етапи є основою для n-кратного 
інкрементування порядку з використанням будь-яких типів НЧ. Удосконалення 
систем АОР пов'язано з третім етапом можливості розширення бази для 
трикутних чисел. 
Так, якщо у (3.76) прирівняємо bj=b1j=b2j, 1,j m= , то отримаємо інший тип 
параметричних НЧ – трикутних. У цьому випадку для таких чисел вираз (3.76) 
можемо представити у вигляді: 
( )
1 1 1 2 2 2
1 1 1
( )
1 1 1 2 2 2
1 1 1
(( , , ), ( , , ),...,
( , , ), ( , , ))
( (( , , ), ( , , ),...,
( , , ), ( , , ))),
m n
m n m n m n m n m n m n
n m
m m m m m m
a b c a b c
a b c a b c
FT a b c a b c
a b c a b c
+





DR    
 (3.80) 
де аj, сj  і bj, відповідає абсцисами нижньої і верхньої основи трикутника [4] (при
1,j m= ). За аналогією формулу (3.80), назвемо другим частковим розширенням 
бази. 
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Розглянемо роботу методу на конкретному прикладі, при цьому покладемо 
в основу формулу (3.80), тобто друге частковим розширення бази. За початкові 
дані, з урахуванням можливості подальшої верифікації, будемо використовувати 
еталонні трикутні НЧ з рівномірним, нерівномірним, прогресним і регресним 
типом розподілу при m=3 (див. табл. 3.14). Так як реалізація функції 1 ( )( )mFT DR+  
розглядались в п. 3.3, то здійснимо відповідні перетворення при n = 2,3. 
Нехай n=2, тоді вираз (3.76) набуває вигляду: 
(5)
1 1 1 2 2 2 3 3 3 4 4 4 5 5 5
1 1 (3)
1 1 1 2 2 2 3 3 3
(( , , ), ( , , ),( , , ),( , , ),( , , ))
( ( (( , , ), ( , , ),( , , )))).
a b c a b c a b c a b c a b c
FT FT a b c a b c a b c+ +
=DR
DR  
  (3.81) 
Таблиця 3.14 
Приклад еталонних трикутних НЧ при m=3 











Рівномірний (0; 0; 40)LR (20; 50; 80)LR (60; 100; 100)LR 
Нерівномірний (0; 0; 35)LR (18; 61; 85)LR (60; 100; 100)LR 
Прогресний (0; 0; 16)LR (3; 40; 65)LR (33; 100; 100)LR 
Регресний (0; 0; 51)LR (28; 70; 87)LR (71; 100; 100)LR 
Для подальших перетворень на основі заданої функції скористаємося 
запропонованими аналітичними виразами (див. (3.77, 3.78))). 
Приклад 1 – рівномірний тип розподілу. Нехай ЛЗ DR(3) визначається 
термами в (3.77). Для визначення числових значень ,
~ jDR
T  1,3j =  скористаємося 
даними з табл. 3.14 з рівномірним типом розподілу НЧ, тобто для яких буде 
істинною умова рівномірності (див. (3.17) в п. 3.1): 
рΩ =  (b2 – b1 = b3 – b2) = (50 – 0 = 100 – 50) = 1 . 
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Як бачимо, умова рівномірності істинна ( рΩ =1), відповідно ЛЗ DR
(3) 
відповідає рівномірному типу розподілу (див. рис. 3.32, а, б і табл. 3.14, 3.15)). 
Для реалізації функції (3.80) за допомогою виконання необхідних етапів 
(див. п. 3.3) можна здійснити n-кратне інкрементування заданої в (3.80) ЛЗ DR(3) 
при n=2. Інкрементування здійснюватимемо за допомогою 2-кратної ітерації. 
  
а) б) 
Рис. 3.32. Терми еталонних значень рівномірно 




T ; б) (5)
~ DR
T  
Етап 1. Для визначення коригувальних параметрів скористаємося (3.57) і 
(3.58): 
– перша ітерація – 
(4)
1k = / 2drb =  100/2 = 50;  
(4)
1l = ( )(3) (3) (3) (3) (3) (3)2 1 3 1 3 2 / 3a a a c c c− + − + − =   
(20 – 0 + 60 – 40 + 100 – 80)/3 = 20;  
(4)
2l = ( )(3) (3) (3) (3)1 2 2 3 / 2c a c a− + − = (40 – 20 + 80 – 60)/2 = 20;  
(4) (4) (4)
1 2l l l= + =  20 + 20 = 40; 
– друга ітерація –  
(5)
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(5)
1l = ( )(4) (4) (4) (4) (4) (4) (4) (4)2 1 3 1 4 2 4 3 / 4a a a c a c c c− + − + − + − =   
(14,29 – 0 + 42,86 – 28,57 + 71,43 – 57,14 + 100 – 85,71)/4 = 14,29;  
(5)
2l = ( )(4) (4) (4) (4) (4) (4)1 2 2 3 3 4 / 3c a c a c a− + − + − =  
(28,57 – 14,29 + 57,14 – 42,86 + 85,71 – 71,43)/3 = 14,29;  
(5) (5) (5)
1 2l l l= + =  14,29 + 14,29 = 28,57. 
Етап 2. Визначення номера опорної вершини здійснимо за допомогою 
(3.59), тобто: 
– перша ітерація – 
(3) (3)
1 2 1x b b= − = 50 – 0 = 50, 
(3) (3)
2 3 2x b b= −  = 100 – 50 = 50 
Як видно, s=1+1=2 при ( )(4)2 1 1x k x≥ ≥  => (50 ≥ 50 ≥ 50) або ( )(4)2 1 1x k x≤ ≤  => 
(50 ≤ 50 ≤ 50). 
Оскільки тип розподілу НЧ рівномірний, то опорних вершин буде кілька і, 
таким чином, за s можна використовувати будь-яку з j  ( 1,2)j = . 
Виходячи з цього, наприклад, вбудовування додаткового терму здійснимо 
після другої вершини, тобто між другим і третім термами (3)~DRT ; 
– друга ітерація – 
(4) (4)
1 2 1x b b= − = 33,33 – 0 = 33,33;  
(4) (4)
2 3 2x b b= −  = 66,66 – 33,33 = 33,33;  
(4) (4)
3 4 3x b b= −  = 99,99 –66,66 = 33,33 
Як видно, s=1+1=2 при ( )(5)2 1 1x k x≥ ≥  => (33,33 ≥ 33,33 ≥ 33,33); s=2+1=3 
при( )(5)3 1 2x k x≥ ≥  => (33,33 ≥ 33,33 ≥ 33,33), і т.д. 
За аналогією з першою ітерацією, за s можна використовувати будь-яку з j  
( 1,4)j = . Виходячи з цього, наприклад, вбудовування додаткового терму 




Етап 3. Використовуючи вирази (3.60) і (3.61) з п. 3.3, обчислимо значення 
абсцис верхньої і нижньої основи трикутних НЧ, тобто: 
– перша ітерація – 
(4) (3)
1 1b b′ =  = 0 при 1 < 2;  
(4) (3)
2 2b b′ =  = 50 при 2 = 2;
  (4) (3) (4)
3 2 1b b k′ = +  = 50 + 50 = 100 при 3 > 2;
  (4) (3) (4)
4 3 1b b k′ = +  = 100 + 50 = 150 при 4 > 2. 
Аналогічно обрахуємо абсциси нижньої основи, тобто:
  (4) (3)1 1a a′ =  = 0 при 1 < 4;
  (4) (3)
2 2a a′ =  = 20 при 2 < 4;
  (4) (3)
1 1c c′ =  = 40 при 1 < 2;
  (4) (3)
3 3a a′ =  = 60 при 3 < 4;
  (4) (3) (4)
2 3 2c a l′ = +  = 60 + 20 = 80 при 2 = 2;
  (4) (4) (4)
4 2 1a c l′ ′= +  = 80 + 20 = 100 при 4 = 4;
  (4) (3) (4)
3 2c c l′ = +  = 80 + 40 = 120 при 3 > 2;
   (4) (3) (4)
4 3c c l′ = +  = 100 + 40 = 140 при 4 > 2, 
– друга ітерація –  
(5) (4)
1 1b b′ =  = 0 при 1 < 2;  
(5) (4)
2 2b b′ =  = 33,33 при 2 = 2;
  (5) (4) (5)
3 2 1b b k′ = +  = 33,33 + 33,33 = 66,66 при 3 > 2;
  (5) (4) (5)
4 3 1b b k′ = +  = 66,66 + 33,33 = 99,99 при 4 > 2;
  (5) (4) (5)
5 4 1b b k′ = +  = 99,99 + 33,33 = 133,32 при 5 > 2.  
Аналогічно обчислимо абсциси нижньої основи, тобто:




2 2a a′ = = 14,29 при 2 < 4; 
 
(5) (4)
1 1c c′ =  = 28,57 при 1 < 2;
  (5) (4)
3 3a a′ =  = 42,86 при 3 < 4;
  (5) (4) (5)
2 3 2c a l′ = +  = 42,86 + 14,29 = 57,14 при 2 = 2;
  (5) (4) (5)
4 2 1a c l′ = +  = 57,14 + 14,29= 71,43 при 4 = 4;
  (5) (4) (5)
3 2c c l′ = + = 57,14 + 28,57 = 85,71 при 3 > 2;
  (5) (4) (5)
5 4a a l′ = +  = 71,43 + 28,57 = 100 при 5 > 4;
  (5) (4) (5)
4 3c c l′ = +  = 85,71 + 28,57 = 114,29 при 4 > 2;
 (5) (4) (5)
5 4c c l′ = +  = 100 + 28,57 = 128,57 при 5 > 2. 
Етап 4. За допомогою виразів (3.62) – (3.65) в п. 3.3, на основі двокрокової 
послідовності (при drb  = drc = 100) здійснимо нормування отриманих еталонних 
значень. 
– перша ітерація: 
Крок 1. Обчислюємо нормуючі коефіцієнти за (3.62) і (3.63): 
(4) (4)
4/drk b b ′= =  100/150 = 0,67;  
(4) (4)
3 4/drl c c ′= =  100/140 = 0,71. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за допомогою 
(3.64) і (3.65):  
(4) (4) (4)
1 1b b k′= ×  = 0 × 0,67 = 0;  
(4) (4) (4)
2 2b b k′= ×  = 50 × 0,67 = 33,33;  
(4) (4) (4)
3 3b b k′= ×  = 100 × 0,67 = 66,66;  
(4) (4) (4)
4 4b b k′= × = 150 × 0,67 = 100, 
(4) (4) (4)
1 1 3a a l′= ×  = 0 × 0,71 = 0;  
(4) (4) (4)
2 2 3a a l′= ×  = 20 × 0,71 = 14,29;  
229 
(4) (4) (4)
3 3 3a a l′= ×  = 60 × 0,71 = 42,86;  
(4) (4) (4)
4 4 3a a l′= ×  = 100 × 0,71 = 71,43;  
(4) (4) (4)
1 1 3c c l′= ×  = 40 × 0,71 = 28,57;  
(4) (4) (4)
2 2 3c c l′= ×  = 80 × 0,71 = 57,14;  
(4) (4) (4)
3 3 3c c l′= ×  = 120 × 0,71 = 85,71;  
(4) (4) (4)
4 4 3c c l′= ×  = 140 × 0,71 = 100. 
– друга ітерація: 
Крок 1. Обчислюємо нормуючі коефіцієнти за (3.62) і (3.63): 
(5) (5)
5/drk b b ′= =  100/133,33 = 0,75,  
(5) (5)
3 5/drl c c ′= =  100/128,57 = 0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталонні значення за допомогою 
(3.64) і (3.65):  
(5) (5) (5)
1 1b b k′= ×  = 0 × 0,75 = 0;  
(5) (5) (5)
2 2b b k′= ×  = 33,33 × 0,75 = 25;  
(5) (5) (5)
3 3b b k′= ×  = 66,66 × 0,75 = 50;  
(5) (5) (5)
4 4b b k′= × = 99,99 × 0,75 = 75;  
(5) (5) (5)
5 5b b k′= ×  = 133,32 × 0,75 = 100; 
(5) (5) (5)
1 1 3a a l′= ×  = 0 × 0,78 = 0;  
(5) (5) (5)
2 2 3a a l′= ×  = 14,29 × 0,78 = 11,11;  
(5) (5) (5)
3 3 3a a l′= ×  = 42,86 × 0,78 = 33,33;  
(5) (5) (5)
4 4 3a a l′= ×  = 71,43 × 0,78 = 55,55;  
(5) (5) (5)
5 5 3a a l′= ×  = 104,16 × 0,78 = 77,77;  
(5) (5) (5)
1 1 3c c l′= ×  = 28,57 × 0,78 = 22,22;  
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(5) (5) (5)
2 2 3c c l′= ×  = 57,14 × 0,78 = 44,44;  
(5) (5) (5)
3 3 3c c l′= ×  = 85,71 × 0,78 = 66,66;  
(5) (5) (5)
4 4 3c c l′= ×  = 114,29 × 0,78 = 88,88;  
(5) (5) (5)
5 5 3c c l′= ×  = 128,57 × 0,78 = 100. 
У результаті трансформування термів ЛЗ отримаємо, наприклад, для (5)
~DR
T  
лінгвістичні величини (3.78) із відповідними числовими еквівалентами, значення 
яких визначені на кроці 2 етапа 4 і занесені в таблицю 3.15. 
Далі, визначимо умову рівномірності для (5)
~DR
T  (3.17) із п. 3.1: 
рΩ =  (25 – 0 = 50 – 25) Λ (50 – 25= 75 – 50) Λ (75 – 50 = 100 – 75)=1. 
Як бачимо, (5)
~DR
T  так, як і 
(3)
~DR
T  має 1рΩ = , що говорить про еквівалентність 
виконаних перетворень. Графічна інтерпретація вихідних і перетворених еталонів 
рівномірно розподілених НЧ (3)
~DR
T  і (5)
~DR
T  наведена на рис. 3.32 (а, б).  
Таблиця 3.15 























































Приклад 2 – нерівномірний тип розподілу. Нехай ЛЗ DR(3) так, як і в 
прикладі 1, визначається термами в (3.67). Розглянемо роботу методу на прикладі 
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нерівномірно розподілених за віссю dr НЧ з їх числовими еквівалентами ,
~ jDR
T  
1,3j =  із табл. 3.14, тобто для яких буде істинною умова нерівномірності (див. 
(3.18) в п. 3.1): 
нΩ = (b2 – b1 ≠ b3 – b2) = (61 – 0 ≠ 100 – 61) = 1. 
Як бачимо, умова нерівномірності істинна ( нΩ = 1). Це говорить про 
відповідність НЧ ЛЗ DR(3) такому типу розподілу, як нерівномірний. 
Далі виконаємо, відповідно до етапів 1-4, n-кратне інкрементування порядку 
ЛЗ DR(3) за виразом (3.80). 
Етап 1. Реалізуємо пошук коригувальних параметрів за виразами (3.57) і 
(3.58), тобто: 
– перша ітерація – (4)1k =  50, 
(4)
1l =  19,33, 
(4)
2l =  21, 
(4)l =40,33; 
– друга ітерація – (5)1k =  33,33, 
(5)
1l =  13,78, 
(5)
2l =  14,96, 
(5)l = 28,74.  
Етап 2. Тут можна здійснити визначення номеру опорної вершини за 
формулою (3.59), тобто: 
– перша ітерація – 1x =  61, 2x =  39, тоді s=2 при ( )(4)2 1 1x k x≤ ≤
=>(39≤50≤61). У цьому прикладі вбудовування додаткового терму 
здійснюватимемо після другої вершини, тобто між другим і третім термами (3)~DRT ; 
– друга ітерація – 1x =  33,33, 2x =  40,67, 3x =  26, тоді s=2 при ( )(5)2 1 1x k x≥ ≥
=>(40,67≥33,33≥33,33).  
Тут вбудовування додаткового терму здійснюватимемо також після другої 
вершини, тобто між другим і третім термами (4)~DRT . 
Етап 3. Реалізуємо обчислення значень абсцис верхньої і нижньої основи 
трикутних НЧ з допомогою (3.60) і (3.61): 
– перша ітерація – 
(4) (3)
1 1b b′ =  = 0;  
(4) (3)
2 2b b′ =  = 61;  
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(4) (3) (4)
3 2 1b b k′ = +  = 111;  
(4) (4) (4)
4 3 1b b k′ ′= +  = 150, 
(4) (3)
1 1a a′ =  = 0;  
(4) (3)
2 2a a′ =  = 18;  
(4) (3)
3 3a a′ =  = 60;  
(4) (4) (4)
4 2 1a c l′ ′= +  = 100,33;  
(4) (3)
1 1c c′ =  = 35;  
(4) (3) (4)
2 3 2c a l′ = +  = 81;  
(4) (3) (4)
3 2c c l′ = +  = 125,33;  
(4) (3) (4)
4 3c c l′ = +  = 140,33; 
– друга ітерація –  
(5) (4)
1 1b b′ =  = 0;  
(5) (4)
2 2b b′ =  = 40,67;  
(5) (4) (5)
3 2 1b b k′ = +  = 74;  
(5) (5) (5)
4 3 1b b k′ ′= +  = 107,33;  
(5) (4) (5)
5 4 1b b k′ = +  = 133,33, 
(5) (4)
1 1a a′ =  = 0;  
(5) (4)
2 2a a′ =  = 12,83;  
(5) (4)
3 3a a′ =  = 42,76;  
(5) (5) (5)
4 2 1a c l′ ′= +  = 71,50;  
(5) (4) (5)
5 4a a l′ = +  = 100,24;  
(5) (4)
1 1c c′ =  = 24,94;  
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(5) (4) (5)
2 3 2c a l′ = +  = 57,72;  
(5) (4) (5)
3 2c c l′ = +  = 86,46;  
(5) (4) (5)
4 3c c l′ = +  = 118,05;. 
(5) (4) (5)
5 4c c l′ = +  = 128,74. 
Етап 4. За допомогою (3.62) – (3.65) (див. п. 3.3) за 2 кроки здійснимо 
нормування отриманих значень. 
Крок 1. Знаходимо нормуючі коефіцієнти за допомогою (3.62) і (3.63): 
– перша ітерація – (4)k =  0,67, (4)3l =  0,71; 
– друга ітерація – 
(5)k =  0,75, (5)3l =  0,78. 
Крок 2. Реалізуємо нормування отриманих еталонів відповідно виразам 
(3.64) і (3.65) із п. 3.3, тобто:  
– перша ітерація –  
(4)
1b =  0, 
(4)




4b =  100, 
(4)
1a =  0, 
(4)
2a =  12,83, 
(4)
3a =  42,76, 
(4)
4a =  71,5, 
(4)
1c =  24,94,  
(4)
2c =  57,72, 
(4)
3c =  89,31, 
(4)
4c =  100; 
– друга ітерація –  
(4)
1b =  0, 
(4)




4b =  80,5, 
(4)
5b =  100, 
(5)
1a =  0, 
(5)
2a =  9,96, 
(5)
3a =  33,21, 
(5)
4a =  55,54, 
(5)
5a =  77,86,  
(5)
1c =  19,37, 
(5)
2c =  44,83, 
(5)
3c =  67,16, 
(5)
4c =  91,7, 
(5)
5c =  100. 
У результаті інкрементування отримаємо, наприклад, для (5)
~DR
T  значення 
умов (3.78), а їх числові еквіваленти відобразимо в табл. 3.15. 
Після проведених перетворень обчислимо нΩ  для 
(5)
~DR
T :  
нΩ =  (30,5 – 0 ≠ 55,5 – 30,5) ∨  (55,5 – 30,5 = 80,5 – 55,5) ∨  (80,5 – 55,5 ≠ 100 – 




T  так, як і 
(3)
~DR
T  є істинною ( 1нΩ = ), що говорить 
про еквівалентність виконаних перетворень. 
Графічна інтерпретація вихідних і перетворених еталонів нерівномірно 
розподілених НЧ (3)
~DR
T  і (5)
~DR




Рис. 3.33. Терми еталонних значень нерівномірно  
розподілених НЧ для ЛЗ DR: а) (3)
~DR
T ; б) (5)
~DR
T  
Приклад 3 – прогресний тип розподілу. Покажемо роботу представленого 
методу для ЛЗ DR(3) з термами із (3.77), числові значення яких ,
~ jDR
T  1,3j =  із 
табл. 3.14 мають прогресний тип розподілу за віссю dr, тобто для якого істинною 
є умова прогресії (див. (3.19) в п. 3.1): 
вΩ = (b2 – b1 < b3 – b2) = (40 – 0 < 100 – 40) = 1. 
Як бачимо, умова 1вΩ =  істинна, що говорить про відповідність НЧ ЛЗ 
DR(3) прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених НЧ виконаємо, 
відповідно до етапів 1-4 перетворення (3.80). 
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– перша ітерація – (4)1k =  50, 
(4)
1l =  18,33, 
(4)
2l =  22,5,  
(4)l =  40,83; 
– друга ітерація – (5)1k =  33,33, 
(5)
1l =  13,02,  
(5)
2l =  15,98, 
(5)l =  28,99. 
Етап 2. Тепер визначимо номер опорної вершини за (3.59): 
– перша ітерація – 1x =40, 2x = 60, тоді s=2 при ( )(4)2 1 1x k x≥ ≥ =>(60≥50≥ 40).  
Тут вбудовування додаткового терму здійснюватимемо після другої 
вершини, тобто між другим і третім термами (3)~DRT . 
– друга ітерація – 1x =  26,67, 2x =  33,33, 3x =  40, тоді s=2 при ( )(5)2 1 1x k x≥ ≥  
=> (33,33 ≥ 33,33 ≥ 26,67).  
Тут вбудовування додаткового терму також здійснюватимемо після другої 




Етап 3. За допомогою (3.60) і (3.61) реалізуємо обчислення значень абсцис 
верхньої і нижньої основи трикутних НЧ, тобто: 
– перша ітерація – 
(4)
1b ′  = 0; 
(4)
2b ′  = 40; 
(4)
3b ′  = 90; 
(4)
4b ′  = 150, 
(4)
1a ′  = 0; 
(4)
2a ′  = 3; 
(4)
3a ′  = 33; 
(4)
4a ′  = 73,83;  
(4)
1c ′  = 16; 
(4)
2c ′  = 55,5; 
(4)
3c ′  = 105,83; 
(4)
4c ′  = 140,83; 
– друга ітерація –  
(5)
1b ′  = 0; 
(5)
2b ′  = 26,67; 
(5)
3b ′  = 60; 
(5)
4b ′  = 93,33; 
(5)
5b ′  = 133,33, 
(5)
1a ′  = 0; 
(5)
2a ′  = 2,13; 
(5)
3a ′  = 23,43; 
(5)
4a ′  = 52,43; 
(5)
5a ′  = 81,42;  
(5)
1c ′  = 11,36; 
(5)
2c ′  = 39,41; 
(5)
3c ′  = 68,4; 
(5)
4c ′  = 104,14;. 
(5)
5c ′  = 128,99. 
Етап 4. Далі нормуємо отримані результати за допомогою (3.62) – (3.65) за 
два кроки. 
Крок 1. Обчислюємо нормуючі коефіцієнти (див. (3.62) і (3.63) в п. 3.3): 
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– перша ітерація – 
(4)k =  0,67, (4)3l =  0,71; 
– друга ітерація – 
(5)k =  0,75, (5)3l =  0,78. 
Крок 2. Нормуємо отримані на етапі 3 еталони (див. (3.64) і (3.65) в п. 3.3): 
– перша ітерація – 
(4)
1b =  0; 
(4)




4b =  100, 
(4)
1a =  0; 
(4)
2a =  2,13; 
(4)
3a =  23,43; 
(4)
4a =  52,43; 
(4)
1c =  11,36;  
(4)
2c =  39,41; 
(4)
3c =  75,15; 
(4)
4c =  100; 
– друга ітерація –  
(5)
1b =  0; 
(5)




4b =  70; 
(5)
5b =  100, 
(5)
1a =  0; 
(5)
2a =  1,65; 
(5)
3a =  18,17; 
(5)
4a =  40,64; 
(5)
5a =  63,12;  
(5)
1c =  8,81; 
(5)
2c =  30,55; 
(5)
3c =  53,03; 
(5)
4c =  80,73; 
(5)
5c =  100. 
Для (5)
~DR
T  (див. (3.78)) отримаємо значення термів, числові еквіваленти яких 




Рис. 3.34. Терми еталонних значень з прогресним типом розподілу НЧ 
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Далі перевіримо умову прогресії для (5) .
~DR
T  Процес n-кратного 
інкрементування передбачає вбудовування додаткових термів і формування на їх 
основі суджень експертів, які вже існують, тому значення додаткових термів 









∧  (bj+1 – bj ≤ bj+2 – bj+1), 
відповідно для (5)
~DR
T  –  
вΩ =  (20 – 0 ≤ 45 – 20) Λ (45 – 20 ≤ 70 – 45) Λ (70 – 45 ≤ 100 – 70) = 1 Λ 1 Λ 1 = 1. 
Як бачимо, значення 1вΩ =  для 
(5)
~DR
T  є істинним, що говорить про 
адекватність виконаних перетворень. 
Приклад 4 – регресний тип розподілу. Реалізуємо трансформування НЧ 
ЛЗ DR(3), які приймають значення з (3.77) і числовими еквівалентами в табл. 3.14 
та мають регресний тип розподілу за віссю dr, тобто для яких істинним є умова 
регресії (див. (3.20) в п. 3.1), тобто: 
уΩ = (b2 – b1 > b2 – b3) = (70 – 0 > 100 – 70) = 1. 
Як бачимо, умова уΩ =1 істинна, значить НЧ ЛЗ DR
(3) відповідає 
регресному типу розподілу. 
Реалізуємо у відповідності з етапами 1-4 n-кратне інкрементування (3.80) ЛЗ 
DR(3). 
Етап 1. Визначимо коригувальні параметри за виразами (3.57) і (3.58), 
тобто: 
– перша ітерація –  
(4)
1k =  50, 
(4)
1l =  20,33, 
(4)
2l =  19,5, 
(4)l =  39,83; 
– друга ітерація –  
(5)
1k =  33,33, 
(5)
1l =  14,54, 
(5)
2l =  13,95,  
(5)l =  28,49. 
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Етап 2. Зробимо пошук номеру опорної вершини за формулою (3.59), тобто: 
– перша ітерація – 1x =  70, 2x =  30, тоді s=2 при ( )(4)2 1 1x k x≤ ≤  => (30 ≤ 50 ≤ 
70). У цьому прикладі, як і при нерівномірному типі розподілу, вбудовування 
додаткового терму здійснюватимемо після другої вершини, тобто між другим і 
третім термами (3)~DRT ; 
– друга ітерація – 1x =  33,33, 2x =  46,67, 3x =  20, тоді s=2 при ( )(5)2 1 1x k x≥ ≥  
=> (46,67 ≥ 33,33 ≥ 33,33). Тут вбудовування додаткового терму також 
здійснюватимемо після другої вершини, тобто між другим і третім термами (4)~DRT . 
Етап 3. Обчислимо значення абсцис верхньої і нижньої основи трикутних 
НЧ за допомогою (3.60) і (3.61): 
– перша ітерація – 
(4)
1b ′  = 0; 
(4)
2b ′  = 70; 
(4)
3b ′  = 120; 
(4)
4b ′  = 150, 
(4)
1a ′  = 0; 
(4)
2a ′  = 28; 
(4)
3a ′  = 71; 
(4)
4a ′  = 110,83;  
(4)
1c ′  = 51; 
(4)
2c ′  = 90,5; 
(4)
3c ′  = 126,83; 
(4)
4c ′  = 139,83, 
– друга ітерація –  
(5)
1b ′  = 0; 
(5)
2b ′  = 46,67; 
(5)
3b ′  = 80; 
(5)
4b ′  = 113,33; 
(5)
5b ′= 133,33, 
(5)
1a ′  = 0; 
(5)
2a ′  = 20,02; 
(5)
3a ′  = 50,77; 
(5)
4a ′  = 79,26; 
(5)
5a ′  = 107,75;  
(5)
1c ′  = 36,47; 
(5)
2c ′  = 64,72; 
(5)
3c ′  = 93,21; 
(5)
4c ′  = 119,19;.
(5)
5c ′  = 128,49. 
Етап 4. Нормуємо отримані результати за допомогою (3.62) – (3.65). 
Крок 1. Обчислюємо нормуючі коефіцієнти за виразами (3.62) і (3.63): 
– перша ітерація –  
(4)k =  0,67, (4)3l =  0,72; 
– друга ітерація –  
(5)k =  0,75, (5)3l =  0,78. 
Крок 2. Нормуємо отримані еталони за допомогою (3.64) і (3.65): 
239 
– перша ітерація – (4)1b =  0; 
(4)




4b =  100, 
(4)
1a =  0; 
(4)
2a =  20,02; 
(4)
3a =  50,77; 
(4)
4a =  79,26; 
(4)
1c =  36,47;  
(4)
2c =  64,72; 
(4)
3c =  90,7; 
(4)
4c =  100, 
– друга ітерація – (5)1b =  0; 
(5)




4b =  85; 
(5)
5b =  100, 
(5)
1a =  0; 
(5)
2a =  15,58; 
(5)
3a =  39,52; 
(5)
4a =  61,69; 
(5)
5a =  83,86;  
(5)
1c =  28,39; 
(5)
2c =  50,37; 
(5)
3c =  72,54; 
(5)
4c =  92,76; 
(5)
5c =  100. 
У результаті обчислень для (5)
~DR
T  (див. (3.78)) отримаємо значення термів, 
числові еквіваленти яких занесені в табл. 3.15 (див. рис. 3.35 а і б). 
  
а) б) 
Рис. 3.35. Терми еталонних значень з регресним типом розподілу НЧ  




T ; б) (5)
~DR
T  
Перевіримо умову регресії для (5).
~DR
T  Тут, за аналогією з прогресним типом 








∧  (bj+1 – bj ≥ bj+2 – bj+1), 
відповідно для (5)
~DR
T  –  
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Як видно, значення 1уΩ =  
(5)
~DR




є істинним, що дозволяє 
зробити висновок про адекватність перетворень. 
Таким чином, з метою вдосконалення роботи системи АОР ІБ, 
запропоновано метод реалізації функції n-кратного інкрементування числа термів 
з використанням другого часткового розширення бази, у якому, за рахунок 
модифікації n-кратним розширенням функції інкрементування термів на один 
порядок, розширюється можливість формалізації процесу еквівалентного 
трансформування числа еталонних термів ЛЗ на n-порядків без залучення 
експертів відповідної предметної галузі.  
На відміну від одноразового інкрементування, процес n-кратного 
інкрементування так, як і в [12] передбачає вбудовування додаткових термів і 
формування їх на тих судженнях експертів, які вже існують, тому значення 
додаткових термів можуть збігатися, отже, при перевірці умов регресії і прогресії 
були сформовані окремі випадки відповідних умов. 
3.5. Аналітичні вирази верифікації лінгвістичних змінних для систем 
оцінювання ризиків інформаційної безпеки 
Засоби АОР, які ґрунтуються на обробці ЛЗ, зазвичай використовують 
еталонні величини, що базуються на НЧ. Такі еталони, як правило, формуються 
експертами на етапі налаштування системи. Часто при практичному використанні 
цих систем виникає необхідність в корекції або створенні (без залучення 
експертів) необхідних еталонів або здійснення їх імпорту з інших систем. 
Результати подібних перетворень (наприклад, пов'язаних зі збільшенням або 
зменшенням числа термів в ЛЗ [6, 9-22]) повинні бути максимально наближені до 
початкових величин, тобто відображати їх певні початкові властивості. Для 
перевірки еквівалентності властивостей ЛЗ до і після їх функціонального 
перетворення необхідний відповідний інструментарій.  
У зв'язку з цим, необхідно створити аналітичні вирази для верифікації 
еквівалентності функціонального перетворення ЛЗ на трапецієподібних і 
трикутних НЧ. 
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Для цього введемо множину базових бінарних (тобто їх значення може 
відповідати «0» або «1») аналітичних виразів, що характеризують таку 
властивість ЛЗ (сформованих на основі існуючих класів НЧ [4]), як розподіл: 
1 2
1






Ω Ω Ω Ω Ω Ω ,     (3.82) 
де i ⊆Ω Ω  ( 1,i q= ) – підмножина аналітичних виразів, що характеризують 
властивість розподілу ЛЗ для i-го класу НЧ, а q – кількість різних класів НЧ. 
Підмножину iΩ  можемо представити у наступному вигляді: 
, ,1 ,2 , ,
1




i i ta i i i ta i k
ta=
= Ω = Ω Ω Ω Ω

Ω ,   (3.83) 
де ,i ta iΩ ⊆Ω  ( 1, ita k= ) – елементи підмножини iΩ , що відображають аналітичні 
вирази для перевірки еквівалентності перетворень ЛЗ, а ik  – кількість типів 
розподілу ЛЗ для i-го класу НЧ. 
При цьому, якщо ,i taΩ =1, то значення аналітичного виразу істинне, в іншому 
випадку при ,i taΩ =0 – хибне. Іншими словами, якщо аналітичний вираз для 
певного класу НЧ є істинним, то і істинним є його тип розподілу для відповідної 
ЛЗ, а в іншому випадку – хибним. 
Далі, з урахуванням (3.83), вираз (3.82) можна записати у такий спосіб: 
,
1 1 1
{ } { { }}
ikq q
i i ta
i i ta= = =




,1 ,2 , ,
1
{ { , , ..., ..., }}
i
q
i i i ta i k
i=
Ω Ω Ω Ω =
             (3.84)
 
1,1 1,2 1, 1,{{ , , ..., ..., },ita kΩ Ω Ω Ω  22,1 2,2 2, 2,{ , , ..., ..., },...,ta kΩ Ω Ω Ω  
,1 ,2 , ,{ , , ..., ..., }}qq q q ta q kΩ Ω Ω Ω . 
Розглянемо формування відповідних аналітичних виразів на конкретному 
прикладі, при цьому в якості властивостей ЛЗ пропонується ввести чотири типи її 
розподілу щодо осі абсцис – це рівномірний, нерівномірний, прогресний і 
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регресний типи. Далі, нехай q = 2 і 1k = 2k =4, тоді Ω , з урахуванням (3.84), буде 




{ } { { }}
ik
i i ta
i i ta= = =




,1 ,2 ,3 ,4
1
{ { , , , }i i i i
i=
Ω Ω Ω Ω =
    (3.85) 
1,1 1,2 1,3 1,4{{ , , , },Ω Ω Ω Ω   2,1 2,2 2,3 2,4{ , , , }}Ω Ω Ω Ω , 
де при i=1 і i=2 відповідно клас НЧ, що використовується для побудови ЛЗ є 
трапецієподібним і трикутним [4], а елементи ,1iΩ , ,2iΩ , ,3iΩ , ,4iΩ  ( 1,2)i =  
показують бінарні аналітичні вирази, що характеризують відповідно рівномірний, 
нерівномірний, прогресний і регресний тип розподілу ЛЗ для i-го класу НЧ і 
відповідно позначаються ,i рΩ , ,i нΩ , ,i вΩ  та ,i уΩ . Для трапецієподібних НЧ (при 
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де 1,taΩ  (див. (3.85)) – елементи підмножини аналітичних виразів для верифікації 
типів розподілу ЛЗ на трапецієподібних НЧ, тобто (див. (3.85)): 
1 4
1 1, 1,1 1,2 1,3 1,4 1, 1, 1, 1,
1
{ } { , , , } { , , , },
k








а символи «=», «≠», «<» і «>» в підкон'юнктивних і піддиз'юнктивних виразах 
використовуються для відповідної перевірки співвідношень двох різниць, тобто 
якщо співвідношення істинне, то вираз у внутрішніх круглих дужках 
еквівалентний логічній одиниці, в іншому випадку – нулю. 
Наприклад, нехай ЛЗ 
iEP
K  «Рівень оціночного параметра ЕРі» визначається 
m=4 термами, що представлені в табл. 3.16 і на рис. 3.36 з рівномірним типом 
розподілу ЛЗ: 
1 2 3 4
(4) { , },~ ~ ~, ,~i EP EP EP EPi i i iEP K K K K
T T T TK  
де терми 
4





1 2 3 4
,{ , }~ ~ , ~~ EP EP EP EPi i i iK K K K
T T T T =
 ~ ~
{ , ,L M
~ ~
, }H C , а L, M, H і C 
відповідно визначаються як «Низький», «Середній», «Високий» і «Критичний» 
[3, 4]. 
 
Рис. 3.36. Терми еталонних значень трапецієподібних НЧ з рівномірним типом 
розподілу ЛЗ 
iEP
K  при m=4 для ~ EP jiKT ( 1,j m= ) 
Рівномірний тип розподілу ЛЗ (3.86) при k1=4 і ta=1 характерний для 
еталонних значень ЛЗ, всі терми яких відображають однакову перевагу експерта 
щодо зазначеного оціночного параметра. 
На підставі виразу (3.86) здійснимо верифікацію рівномірного типу 














1, рΩ =  ((b21 – b11 = b22 – b12)  (b22 – b12 = b23 – b13)  (b23 – b13 = b24 – b14)  (b24 – 
b14 = b25 – b15))  ((b12 – b21 = b13 – b22)  (b13 – b22 = b14 – b23)) = ((1,43 – 0 = 4,29 – 
2,86)  (4,29 – 2,86 = 7,15 – 5,72)  (7,15 – 5,72 = 10,01 – 8,58))  ((2,86 – 1,43 = 
5,72 – 4,29)  (5,72 – 4,29 = 8,58 – 7,15))= (1  1  1)  (1  1) = 1. 
Як видно з отриманого результату, еталонна ЛЗ на трапецієподібних НЧ з 
табл. 3.16 відповідає рівномірному типу розподілу. 
Таблиця 3.16  
Приклад еталонних трапецієподібних НЧ 




НЧ ~ EP jiK
T
 










(0; 0; 1,43; 
2,86)LR 
(1,43; 2,86; 4,29; 
5,72)LR 
(4,29; 5,72; 7,15; 
8,58)LR 
(7,14; 8,58; 10,01; 
10,01)LR 
Нерівномірний (0; 0; 0,5; 0,9)LR (0,5; 0,9; 1,6; 3)LR (1,6; 3; 6; 8,5)LR (6; 8,5; 10; 10)LR 
Прогресний (0; 0; 0,3;1)LR (0,3; 1; 1,8; 2,8)LR (1,8; 2,8; 4,4; 7)LR (4,4; 7; 10; 10)LR 
Регресний (0; 0; 3,2; 5,2)LR (3,2; 5,2; 6,8; 8,2)LR (6,8; 8,2; 9,2; 9,7)LR (9,2; 9,7; 10; 10)LR 
Нерівномірний тип розподілу ЛЗ (4.5) при k1=4 і ta=2 характерний для 
еталонних значень ЛЗ, в яких хоча б один терм відображає не однакову перевагу 
експерта щодо будь-якого іншого терму конкретного оціночного параметра. 
Наприклад, нехай ЛЗ 
iEP
K , що визначається термами (при m=4), 
представленими в табл. 3.36 і на рис. 3.37 має нерівномірний тип розподілу. 
Використовуючи (3.86), перевіримо нерівномірний тип розподілу ЛЗ при 
k1=4 і ta=2: 
1,нΩ = ((b21 – b11 ≠ b22 – b12)  (b22 – b12 ≠ b23 – b13)  
(b23 – b13 ≠ b24 – b14))  ((b12 – b21 ≠ b13 – b22)  
(b13 – b22 ≠ b14 – b23)) = ((0,5 – 0 ≠ 1,6 – 0,9)  
(1,6 – 0,9 ≠ 6 – 3)  (6 – 3 ≠ 10 – 8,5))  
((0,9 – 0,5≠ 3 – 1,6)  (3 – 1,6 ≠ 8,5 – 6)) = 
(1 1 1)  (1 1) = 1. 
Як бачимо, 1,нΩ = 1, що говорить про відповідність ЛЗ iEPK
 такому типу 
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Рис. 3.37. Терми еталонних значень трапецієподібних НЧ з нерівномірним типом 
розподілу ЛЗ 
iEP
K  при m=4 для ~ EP jiKT ( 1,j m= ) 
Далі, наприклад, нехай ЛЗ 
iEP
K  визначаються термами (при m=4), 
представленими в табл. 3.16 і на рис. 3.38, має прогресний тип розподілу. За 
допомогою виразу (3.86) реалізуємо верифікацію прогресного типу розподілу ЛЗ 
при k1=4 і ta=3: 
1,вΩ = ((b21 – b11 < b22 – b12)  (b22 – b12 < b23 – b13)  (b23 – b13 < b24 – b14))  ((b12 – 
b21 < b13 – b22)  (b13 – b22 < b14 – b23)) = ((0,3 – 0 < 1,8 – 1)  (1,8 – 1 < 4,4 – 2,8)  
(4,4 – 2,8 < 10 – 7))  ((1 – 0,3 < 2,8 – 1,8)  (2,8 – 1,8 < 7 – 4,4)) = (1  1  1)  (1 
 1) = 1.  
 
Рис. 3.38. Терми еталонних значень трапецієподібних НЧ з прогресним типом 
розподілу ЛЗ 
iEP






























Як видно з отриманого результату, 1,вΩ = 1 при k1=4 і ta=3, що говорить про 
відповідність ЛЗ прогресному типу розподілу. 
І, нарешті, нехай ЛЗ 
iEP
K  визначається термами (при m=4), представленими 
в табл. 3.16 і на рис. 3.39, мають регресний тип розподілу. 
 
Рис. 3.39. Терми еталонних значень трапецієподібних НЧ з регресним  
типом розподілу ЛЗ 
iEP
K  при m=4 для ~ EP jiKT ( 1,j m= ) 
Перевіримо за допомогою виразу (3.86) спадний тип розподілу ЛЗ при k1=4 
і ta=4: 
1,уΩ = ((b21 – b11 > b22 – b12)  (b22 – b12 > b23 – b13)  (b23 – b13 > b24 – b14))  ((b12 – 
b21 > b13 – b22)  (b13 – b22 > b14 – b23)) = ((3,2 – 0 > 6,8 – 5,2)  (6,8 – 5,2 > 9,2 – 
8,2)  (9,2 – 8,2 > 10 – 9,7))  ((5,2 – 3,2 > 8,2 – 6,8)  (8,2 – 6,8 > 9,7 – 9,2)) = (1 
 1  1)  (1  1) = 1. 
Як бачимо, 1,уΩ  (4.86) при k1=4 і ta=4 істинні, значить ЛЗ iEPK  відповідає 
регресному типу розподілу. 
Для трикутних НЧ (при і=2) бінарні аналітичні вирази верифікації типу 
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   (3.87) 
де 2,taΩ  (див. (3.85)) – елементи підмножини аналітичних виразів для верифікації 
типів розподілу ЛЗ на трикутних НЧ, тобто: 
2
2 2, 2,1 2,2 2,3 2,4 2, 2, 2, 2,
1
{ } { , , , } { , , , },
k
ta р н в у
ta=
= Ω = Ω Ω Ω Ω = Ω Ω Ω Ω

Ω  
а символи «=», «≠», «<» і «>» виконують функції за аналогією з (3.86). 
Наприклад, нехай ЛЗ 
iEP
K  «Рівень оціночного параметра ЕРі» визначається 
термами при m=4, представленими в табл. 3.17 і на рис. 3.40 з рівномірним типом 
розподілу. 
За допомогою (3.87) здійснимо верифікацію рівномірного типу розподілу 
ЛЗ при k2=4 і ta=1:  
2, рΩ =  (b2 – b1 = b3 – b2)  (b3 – b2 = b4 – b3) = (3,33 – 0 = 6,66 – 3,33)  (6,66 – 3,33 
= 9,99 – 6,66) = 1  1 = 1. 
Таблиця 3.17 
Приклад еталонних трикутних НЧ 
Тип розподілу  
ЛЗ  
НЧ ~ EP jiKT  = (аj, bj, сj)LR ( 1,4j = ) 










Нерівномірний (0; 0; 1)LR (1; 3; 3)LR (2; 8; 9)LR (6; 10; 10)LR 
Прогресний (0; 0; 1)LR (0,3; 1; 2,8)LR (1,8; 4; 7)LR (4,4; 10; 10)LR 








Рис. 3.40. Терми еталонних значень трикутних НЧ з рівномірним типом розподілу 
ЛЗ 
iEP
K  при m=4 для ~ EP jiKT ( 1,j m= ) 
Як бачимо, 2, рΩ = 1 (значення істинне), отже, ЛЗ iEPK  має рівномірний тип 
розподілу. 
Перевіримо за допомогою (3.87) нерівномірний тип розподілу ЛЗ (див. табл. 
3.17 та рис. 3.41) при k2=4 і ta=2:  
2,нΩ = (b2 – b1 ≠ b3 – b2) ∨  (b3 – b2 ≠ b4 – b3) = (3 – 0 ≠ 8 – 3) ∨  (8 – 3 ≠ 10 – 8) = 1 
∨1 = 1. 
 
Рис. 3.41. Терми еталонних значень трикутних НЧ з нерівномірним типом 
розподілу ЛЗ 
iEP


























Із результатів обчислення видно, що воно істинне ( 2,нΩ =  1) і це говорить 
про відповідність ЛЗ 
iEP
K  такому типу розподілу як нерівномірний. 
Перевіримо прогресний тип розподілу (рис. 3.42) ЛЗ із табл. 3.17 при k2=4 і 
ta=3:  
2,вΩ = (b2 – b1 < b3 – b2)  (b3 – b2 < b4 – b3) = (1 – 0 < 4 – 1)  (4 – 1 < 10 – 4) = 1  
1 = 1. 
 
Рис. 3.42. Терми еталонних значень трикутних НЧ з прогресним типом розподілу 
ЛЗ 
iEP
K  при m=4 для ~ EP jiKT ( 1,j m= ) 
Тут, 2,вΩ =1 – істинне, що підтверджує відповідність ЛЗ прогресному типу 
розподілу. 
Здійснимо відповідну перевірку при k2=4 і ta=4 регресного типу розподілу 
ЛЗ на трикутних НЧ (див. табл. 3.17 і рис. 3.43):  
2,уΩ = (b2 – b1 > b3 – b2) Λ (b3 – b2 > b4 – b3) = (5 – 0 > 9 – 5) Λ (9 – 5 > 10 – 9) = 1 
Λ 1 = 1.  
Як видно, 2,уΩ =1, тобто (3.87) при k2=4 і ta=4 істинне, то ЛЗ iEPK  відповідає 
регресному типу розподілу. 
Таким чином, в роботі запропоновано базові аналітичні вирази [23], які, за 
рахунок комбінації арифметичних і логічних операцій з операціями порівняння 















рівномірності, нерівномірності, прогресії і регресії ЛЗ до і після їх 
функціонального перетворення [6, 9-22]. 
 
Рис. 3.43. Терми еталонних значень трикутних НЧ з регресним типом розподілу 
ЛЗ 
iEP
K  при m=4 для ~ EP jiKT ( 1,j m= ) 
Аналогічно можна сформувати конкретні аналітичні вирази для інших 
класів НЧ з можливими типу розподілу. 
3.6. Висновки до третього розділу 
1) Для забезпечення адаптивності систем ОР були розроблені методи 
декрементування порядку ЛЗ які за рахунок використання відповідних 
аналітичних функцій однократного зменшення числа термів, дозволяють 
здійснювати еквівалентне перетворення ЛЗ за допомогою створення еталонів 
параметрів з можливістю варіювання числом термів трапецієподібних та 
трикутних НЧ. 
2) Розроблені методи декрементування порядку ЛЗ які за рахунок 
однократного зменшення числа термів та їх модифікацій повним n-кратним 
розширенням, дозволяють розширити математичну базу теорії нечітких множин 
для реалізації процедур трансформування базових еталонів параметрів на 
трапецієподібних та трикутних НЧ без залучення експертів відповідної 














3) Запропоновані методи інкрементування порядку ЛЗ які за рахунок 
використання відповідних аналітичних функцій однократного збільшення числа 
термів, дозволяють здійснювати еквівалентне перетворення ЛЗ. 
4) Для забезпечення адаптивності систем ОР були розроблені методи 
інкрементування порядку ЛЗ які за рахунок використання відповідних 
аналітичних функцій однократного збільшення числа термів та їх модифікацій 
повним n-кратним розширенням, дозволяють розширити математичну базу теорії 
нечітких множин для реалізації процедур трансформування базових еталонів 
параметрів на трапецієподібних та трикутних НЧ без залучення експертів 
відповідної предметної галузі.  
5) Для перевірки еквівалентності функціонального перетворення ЛЗ за 
допомогою запропонованих функцій інкрементування та декрементування 
розроблені базові аналітичні вирази верифікації трансформованих ЛЗ, які за 
рахунок відповідної комбінації арифметичних і логічних операцій з операціями 
порівняння над ключовими значеннями складових певних класів НЧ, дозволяють 
розширити математичну базу теорії нечітких множин та перевіряють властивості 
рівномірності, нерівномірності, прогресії та регресії ЛЗ на трапецієподібних та 
трикутних НЧ до і після її функціонального перетворення. 
6) Отримані результати дозволили сформувати функціонально повний базис 
методів модифікації порядку ЛЗ для реалізації процедури трансформування 
базових еталонів параметрів, заснованих на трапецієподібних та трикутних НЧ. 
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Розділ 4. 
МЕТОДИ ЕФЕКТИВНОЇ РЕАЛІЗАЦІЇ ПРОЦЕСУ ОЦІНЮВАННЯ 
РИЗИКІВ БЕЗПЕКИ РЕСУРСІВ ІНФОРМАЦІЙНИХ СИСТЕМ 
4.1. Метод перетворення інтервалів в нечіткі числа 
Запропонвані методи АОР ІБ [1], в яких для відображення загального 
результату оцінки використовується ЛЗ «СТУПІНЬ РИЗИКУ» (DR), яка 










 для кожного з яких визначається відповідний інтервал значень [dr1; 
dr2[, …, [drj; drj+1[,…, [drm; drm+1] [1]. Інтерпретація інтервалів реалізується 
експертами на основі своїх висновків. На практиці виникають ситуації, коли така 
інтерпретація (в подальшому АОР) може призвести до неточностей при розрахунку 
кінцевих результатів через неузгодженість думок або помилки експертів. Тому, 
автоматизацію цього процесу для мінімізації такого роду помилок, пропонується 
здійснити за допомогою розробки методу перетворення інтервалів в НЧ, який в 
подальшому дозволить підвищити ефективність такого процесу трансформації і 
зведе до мінімуму вплив людського чинника. 
Так як в зазначених системах [1] найчастіше для реалізації процесу АОР 
використовуються трапецієподібні НЧ, реалізуємо перетворення інтервалів в НЧ 
виду ~ jT  
= (аj; b1j; b2j; сj), де ~ jT  
– терм-множини ( 1,j m= , m – кількість термів); а, 
с і b1j, b2j – відповідно абсциси нижньої і верхньої основи трапецієподібного НЧ. 
Роботу методу щодо перетворення інтервалів представимо у вигляді 
виконання послідовності наступних етапів: 















– числові значення інтервалів для ОР ( 1, ).j m=  
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Етап 2 – Обчислення значень абсцис НЧ:  
j j ja k h′ = − ; 
1j j jc k h+′ = + ; 
1 j j jb k h′ = + ; 
2 1j j jb k h+′ = − . 
(4.2) 
Етап 3 – Визначення базового значення зсуву і поправка термів:  
11 1sf b k′= − , (4.3) 
 
j ja a sf′′ ′= − ; 
j jc c sf′′ ′= − ; 
1 1j jb b sf′′ ′= − ; 
2 2j jb b sf′′ ′= − , 
(4.4) 
де sf  - параметр зсуву 
Етап 4 – Нормування результуючих НЧ: 
1 2( ) /j j m ma a k b+′′ ′′= × ; 
1 2( ) /j j m mc c k b+′′ ′′= × ; 
1 1 1 2( ) /j j m mb b k b+′′ ′′= × ; 
2 2 1 2( ) /j j m mb b k b+′′ ′′= × , 
(4.5) 
де 1,j m= . 




∀ ( ja , 1 jb , 2 jb , jc ) < 0, 




∀ ( ja , 1 jb , 2 jb , jc ) > 1mk + , 
відповідно ja = 1 jb = 2 jb = jc = 1mk + . 
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Розглянемо роботу методу на конкретному прикладі. Як вихідні дані з 
урахуванням можливості подальшої верифікації, будемо використовувати 
інтервали з рівномірним, нерівномірним, прогресним і регресним типом розподілу 
при m=5 (див. таблицю 4.1). 
Таблиця 4.1 
Приклади інтервалів значень при m=5 
Тип розподілу 
[dr1; dr2[, …, [drj; drj+1[,…, [drm; drm+1] 
]dr1; dr2[ [dr2; dr3[ [dr3; dr4[ [dr4; dr5[ [dr5; dr6] 
Рівномірний ]0; 20[ [20; 40[ [40; 60[ [60; 80[ [80; 100] 
Нерівномірний ]0; 18[ [18; 35[ [35; 58[ [58; 85[ [85; 100] 
Прогресний ]0; 3[ [3; 16[ [16; 33[ [33; 65[ [65; 100] 
Регресний ]0; 28[ [28; 51[ [51; 71[ [71; 87[ [87; 100] 
Приклад 1 – рівномірний тип розподілу 
Нехай ЛЗ DR визначається інтервалами із таблиці 4.1. Для визначення 
числових значень ,
~ jDR
T  1,5j =   скористаємось даними із табл. 4.1 з рівномірним 
типом розподілу НЧ, тобто для яких буде істинною умова рівномірності (див. 
п. 3.5): 
рΩ =  (dr2 – dr1 = dr3 – dr2) Λ (dr3 – dr2 = dr4 – dr3) Λ (dr4 – dr3 = dr5 – dr4) Λ (dr5 – 
dr4 = dr6 – dr5) = (20 – 0 = 40 – 20) Λ (40 – 20 = 60– 40) Λ (60 – 40= 80 – 60) Λ (80 – 
60= 100 – 80) = 1 Λ 1 Λ 1 Λ 1= 1.  
Як бачимо, умова рівномірності істинна ( рΩ =1), отже, інтервали DR 
відповідають рівномірному типу розподілу. 
Для реалізації трансформування представлених інтервалів, здійснюється 
перетворення згідно (4.1) - (4.5). 
Етап 1. 
За допомогою (4.7) отримаємо значення коригувальних параметрів при m = 
5, 2 11 4
k kh −= = (20-0) / 4 = 5; 2h =5; 3h = 5; 4h =  5; 5h = 5. 
Етап 2.  
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Обчислимо значення абсцис за формулою (4.2):  
1 1 1a k h′ = − = 0 - 5= -5; 2 2 2a k h′ = − = 15;  
3 3 3a k h′ = − = 35; 4a′ = 55; 5a′ =75;  
1 2 1c k h′ = + =25; 2c′ = 45; 3c′ =65; 4c′ = 85; 5c′ =  105;  
11 1 1b k h′ = + =5; 21 2 1b k h′ = − =15; 12b′ = 25; 22b′ = 35; 13b′ = 45; 23b′ =55; 14b′ = 65; 24b′ = 75; 
15b′ = 85; 25b′ = 95. 
Етап 3.  
Визначимо базові значення зсуву за допомогою (4.3) 11 1sf b k′= − = 5 - 0 = 5 і 
далі виконаємо поправку термів з врахуванням sf  і застосування (4.4), тобто  
1 1a a sf′′ ′= − = -5–5 = -10; 2a′′ = 10; 3a′′=30; 4a′′ = 50; 5a′′=70;  
1 1c c sf′′ ′= − =20; 2c′′ = 40; 3c′′=60; 4c′′ = 80; 5c′′=  100;  
11 11b b sf′′ ′= − =0; 21b′′ =10; 12b′′ = 20; 22b′′ = 30; 13b′′ = 40; 23b′′ =50; 14b′′ = 60; 24b′′ = 70; 15b′′ = 80;
25b′′ = 90. 
Етап 4.  
Реалізуємо нормування результатів на основі (4.5):  
1 1 6 25( ) /a a k b′′ ′′= × = -11; 2a = 11; 3a =33,33; 4a = 55,55; 5a =77,77;  
1 1 6 25( ) /c c k b′′ ′′= ×  = 22,22; 2c =  44,44;  
3c =66,66; 4c = 88,88; 5c =111,111;  
11 11 6 25( ) /b b k b′′ ′′= × = 0; 21 21 6 25( ) /b b k b′′ ′′= ×  = 11,11 і т.д.  
За умовою із (4.5) а1 =0, а с5 =100. Всі отримані в результаті обчислення 
значення занесемо в таблицю 4.2. 
Для перевірки рівномірності НЧ скористаємось умовою рівномірності із 
п. 3.5 для (5)
~DR
T :  
рΩ =  (11,11 – 0 = 33,33 – 22,22) Λ (33,33 – 22,22 = 55,55 – 44,44) Λ (55,55 – 44,44 = 
77,77 – 66,66) Λ (77,77 – 66,66 = 100 – 88,88) Λ (22,22 – 11,11 = 44,44 – 33,33) Λ 




НЧ перетворених із інтервалів 
Тип розподілу 
НЧ 
НЧ  = ( , , , )LR ( ) 
       
Рівномірний 
(0; 0; 11,11; 
22,22)LR 
(11,11; 22,22; 33,33; 
44,44)LR 
(33,34; 44,44; 55,55; 
66,66)LR 




Нерівномірний (0; 0; 9,81; 19,62)LR 
(10,08; 19,35; 28,61; 
37,88)LR 
(26,96; 39,51; 52,04; 
64,58)LR 




Прогресний (0; 0; 1,66; 3,32)LR 
(0; 6,08; 13,26; 
20,44)LR 
(12,16; 21,55; 30,94; 
40,33)LR 




Регресний (0; 0; 15,6; 31,2)LR 
(16,99; 29,81; 42,62; 
55,43)LR 
(43,45; 54,6; 65,74; 
76,88)LR 








має рΩ =1, що говорить про еквівалентність виконаних 
перетворень. Графічна інтерпретація сформованих рівномірно розподілених НЧ 
(5)
~DR
T  наведена на рис. 4.1. 
 
Рис. 4.1. Терми значень сформованих рівномірно розподілених НЧ  
для ЛЗ DR (5)
~DR
T  
Приклад 2 – нерівномірний тип розподілу 
Розглянемо роботу методу на прикладі нерівномірно розподілених за віссю 
dr інтервалів з їх числовими еквівалентами в табл. 4.1, тобто для яких буде 
істинною умова нерівномірності (див. п. 3.5): 
нΩ  = (dr2 – dr1 ≠ dr3 – dr2) ∨  (dr3 – dr2 ≠ dr4 – dr3) ∨  (dr4 – dr3 ≠ dr5 – dr4) ∨  (dr5 – 
dr4 ≠ dr6 – dr5) = (18 – 0 ≠ 35– 18) ∨  (35 – 18 ≠ 58 – 35) ∨  (58 – 35 ≠ 85 – 58) ∨  (85 
– 58 ≠ 100 – 55)= 1 ∨1 ∨1 ∨1 = 1.  
~ jDRT ja 1 jb 2 jb jc 1,5j =
1~DRT 2~DRT 3~DRT 4~DRT 5~DRT
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Як бачимо, умова нерівномірності істинна ( нΩ =1). Це говорить про 
відповідність інтервалів DR такому типу розподілу як нерівномірний. Далі 
виконаємо, у відповідності із етапами 1-4, перетворення інтервалів в НЧ. 
Етап 1. 
У відповідності із (4.1) отримаємо значення коригувальних параметрів, 1h =  
4,5; 2h =4,25; 3h = 5,75; 4h =  6,75; 5h = 3,75. 
Етап 2.  
Визначимо значення абсцис НЧ за допомогою (4.2): 
1a′ =–4,5; 2a′ = 13,75; 3a′ =29,25; 4a′ = 51,25; 5a′ =81,25;  
1c′ =22,5; 2c′ = 39,25; 3c′ =63,75; 4c′ = 91,75; 5c′ =103,75;  
11b′ =4,5; 21b′ =13,5; 12b′ = 22,25; 22b′ = 30,75; 13b′ = 40,75;  
23b′ =52,25; 14b′ = 64,75; 24b′ = 78,25; 15b′ = 88,75; 25b′ = 96,25. 
Етап 3.  
Знаходимо базове значення зсуву за формулою (4.3):  
11 1sf b k′= − = 4,5 
і далі виконаємо поправку значень абсцис із врахуванням sf  за допомогою (4.14): 
1a′′=–9; 2a′′ = 9,25; 3a′′=24,75; 4a′′ = 46,75;  
5a′′=76,75;  1c′′=18; 2c′′ = 34,75; 3c′′=59,25; 4c′′ = 87,25; 5c′′=99,25;  
11b′′ =0; 21b′′ =9; 12b′′ = 17,75; 22b′′ =  26,25; 13b′′ = 36,25; 23b′′ =47,75;  
14b′′ = 60,25; 24b′′ = 73,75; 15b′′ =  84,25; 25b′′ = 91,75. 
Етап 4.  
Реалізуємо нормування результатів на основі (4.5):  
1a =–9,8; 2a = 10,08; 3a =  26,97; 4a = 50,95; 5a =  83,65; 1c =19,62; 2c = 37,88; 3c =
 64,58; 4c = 95,09; 5c =108,17; 11b =  0; 21b =9,81 і т.д.  
За умовою (4.5) а1 =0, а с5 =100. Всі отримані результати занесемо до 





(див. п. 3.5):  
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нΩ =  (9,81 – 0 ≠ 28,61 – 19,35) ∨  (28,61 – 19,35 ≠ 52,04 – 39,51) ∨  (52,04 – 39,51 ≠ 
80,38 – 65,67) ∨  (80,38 – 65,67 ≠ 100 – 91,83) + (19,35 – 9,81 ≠ 39,51 – 28,61) ∨  
(39,51 – 28,61 ≠ 65,76 – 52,04) ∨  (65,67 – 52,4 ≠ 91,83 – 80,38) = 1.  
Умова нерівномірності (5)
~DR
T  істинна ( 1нΩ = ), що говорить про 
еквівалентність виконаних перетворень. Графічна інтерпретація сформованих 
нерівномірно розподілених НЧ (5)
~DR
T  наведена на рис. 4.2. 
 
Рис. 4.2. Терми значень сформованих нерівномірно розподілених НЧ  
для ЛЗ DR (5)
~DR
T  
Приклад 3 – прогресний тип розподілу 
Покажемо роботу представленого методу для інтервалів, числові значення 
яких ,
~ jDR
T  1,5j =  із табл. 4.1 мають прогресний тип розподілу за віссю dr, тобто 
для якого істинним є умова прогресії (див. п. 3.5):  
вΩ = (dr2 – dr1 < dr3 – dr2) Λ (dr3 – dr2 < dr4 – dr3) Λ (dr4 – dr3 < dr5 – dr4) Λ (dr5 – 
dr4 < dr6 – dr5) = (3 – 0 < 16 – 3) Λ (16 – 3 < 33 – 16) Λ (33 – 16 < 65 – 33) Λ (65 – 
33 < 100 – 65) = 1 Λ 1 Λ 1 Λ 1= 1.  
Як видно, умова 1вΩ =  істинна, що говорить про відповідність інтервалів 
прогресному типу розподілу. 
За аналогією з прикладом для рівномірно розподілених інтервалів значень 
здійснимо, у відповідності з етапами 1-4, необхідні перетворення. 
Етап 1. 
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За допомогою (4.1) визначимо значення коригувальних параметрів h1 = 
0,75; h2 =3,25; h3 =4,25; h4 = 8; h5 =8,75. 
Етап 2.  
Далі визначимо значення абсцис НЧ за допомогою (4.2):  
1a′ =–0,75; 2a′  = –0,25; 3a′ =11,75; 4a′ = 25; 5a′ =56,25; 
1c′ =3,75; 2c′ = 19,25; 3c′ =37,25; 4c′ = 73; 5c′ =  108,75;  
11b′ =0,75; 21b′ =2,25; 12b′ = 6,25; 22b′ = 12,75; 13b′ = 20,25; 23b′ =28,75; 14b′ = 41; 24b′ = 57; 
15b′ = 73,75; 25b′ = 91,25. 
Етап 3.  
Визначимо базові значення зсуву на основі (4.3):  
11 1sf b k′= − = 0,75 
і далі з урахуванням sf  виконаємо поправку значень абсцис за допомогою (4.4), 
тобто 
1a′′=–1,5; 2a′′ = –1; 3a′′=11; 4a′′ = 24,25; 5a′′=  55,5;  
1c′′=3; 2c′′ = 18,5; 3c′′=36,5; 4c′′ =  72,25; 5c′′=  108;  
11b′′ =0; 21b′′ =1,5; 12b′′ =  5,5; 22b′′ =  12; 13b′′ = 19,5; 23b′′ =28;  
14b′′ =  40,25; 24b′′ = 56,25; 15b′′ =  73; 25b′′ = 90,5. 
Етап 4.  
Здійснимо нормування результатів за виразом (4.5):  
1a =–1,66; 2a = –1,1; 3a =12,16; 4a = 26,8; 5a =61,33; 1c =3,32; 2c = 20,44; 3c =40,33; 
4c = 79,83; 5c =119,33; 11b =  0; 21b =1,66 і т.д.  
За умовою із (4.5) а1 = а2 =0, а с5 =100. Всі отримані результати занесемо до 
таблиці 4.2 (рис. 4.3). 
Далі перевіримо умову зростання для (5)
~DR
T  (див. п. 3.5):  
вΩ = (b21 – b11 < b22 – b12) Λ (b22 – b12 < b23 – b13) Λ (b23 – b13 < b24 – b14) Λ (b24 – b14 
< b25 – b15) Λ (b12 – b21 < b13 – b22) Λ (b13 – b22 < b14 – b23) Λ (b14 – b23 < b15 –b24) = 
(1,66 – 0 < 13,26 – 6,08) Λ (13,26 – 6,08 < 30,94 – 21,55) Λ (30,94 – 21,55 < 62,16 – 
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44,48) Λ (62,16 – 44,48 < 100 – 80,66) Λ (6,08 – 1,66 < 21,55 – 13,26) Λ (21,55 – 
13,26 < 44,48 – 30,94) Λ (44,48 – 30,94 < 80,66 – 62,16) = 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 Λ 1 
= 1.  
Як бачимо, значення 1вΩ =  для 
(5)
~DR
T  є істинним, що говорить про 
адекватність виконаних перетворень. 
 
Рис. 4.3. Терми значень сформованих НЧ з прогресним типом розподілу  
для ЛЗ DR (5)
~DR
T  
Приклад 4 – регресний тип розподілу 
Реалізуємо трансформування інтервалів, які приймають значення з табл. 4.1 
і мають регресний тип розподілу за віссю dr, тобто для яких істинною є умова 
регресії (див. п. 3.5): 
уΩ = (dr2 – dr1 > dr3 – dr2) Λ (dr3 – dr2 > dr4 – dr3) Λ (dr4 – dr3 > dr5 – dr4) Λ (dr5 – 
dr4 > dr6 – dr5) = (28 – 0 > 51 – 28) Λ (51 – 28 > 71 – 51) Λ (71 – 51 > 87 – 71) Λ (87 
– 71 > 100 – 87) = 1 Λ 1 Λ 1 Λ 1 = 1.  
Як бачимо, умова уΩ =1 істинна, значить інтервали відповідають 
регресному типу розподілу. 
Реалізуємо у відповідності з етапами 1-4 перетворення інтервалів в НЧ. 
Етап 1. 
За допомогою (4.1) розрахуємо значення коригувальних параметрів h1 = 7; 
h2 = 5,75; h3 = 5; h4 = 4; h5 = 3,25. 
Етап 2.  
Далі визначимо значення абсцис НЧ за допомогою (4.2):  
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1a′ =–7; 2a′  = 22,25; 3a′ =46; 4a′ = 67; 5a′ =83,75;  
1c′ =35; 2c′ = 56,75; 3c′ =76; 4c′ = 91; 5c′ =  103,25;  
11b′ =7; 21b′ =21; 12b′ = 33,75; 22b′ = 42,25; 13b′ = 56; 23b′ =66;  
14b′ = 75; 24b′ =  83; 15b′ = 90,25; 25b′ = 96,75. 
Етап 3.  
Реалізуємо визначення базового значення зсуву за формулою (4.3):  
11 1sf b k′= − = 7 
і далі з урахуванням sf  виконаємо поправку термів за допомогою (4.4), тобто  
1a′′=–14; 2a′′ = 15,25; 3a′′=39; 4a′′ = 60; 5a′′=  76,75;  
1c′′=28; 2c′′ = 49,75; 3c′′=  69; 4c′′ =  84; 5c′′=  96,25;  
11b′′ =0; 21b′′ =14; 12b′′ =  26,75; 22b′′ =  38,25; 13b′′ = 49; 23b′′ =59;  
14b′′ =  68; 24b′′ = 76; 15b′′ =  83,25; 25b′′ = 89,75. 
Етап 4.  
Тут нормуємо результати за виразом (4.5):  
1a =–15,6; 2a = 16,99; 3a =  43,45; 4a =  66,85; 5a =  85,52; 1c =31,2; 2c = 55,43; 3c =
 76,88; 4c = 93,59; 5c =107,34; 11b =  0; 21b =15,6 і т.д.  
За умовою із (4.5) а1 =0, а с5 =100. Всі отримані результати занесемо до 
таблиці 4.2 (рис. 4.4). Перевіримо умову регресії для (5)
~DR
T  (див. п. 3.5), тобто:  
уΩ = (15,6 – 0 > 42,62 – 29,81) Λ (42,62 – 29,81 > 65,74 – 54,6) Λ (65,74 – 54,6 > 
84,68 – 75,77) Λ (84,68 – 75,77 > 100 – 92,76) Λ (29,81 – 15,6 > 54,6 – 42,62) Λ 
(54,6 – 42,62 > 75,77 – 65,74) Λ (75,77 – 65,74 > 92,76 – 84,68) = 1 Λ 1 Λ 1 Λ 1 Λ 1 
Λ 1 Λ 1 = 1. 





є істинним, що дозволяє зробити 
висновок про адекватність перетворень. 
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Рис. 4.4. Терми значень сформованих НЧ з регресним типом розподілу  
для ЛЗ DR (5)
~DR
T  
Таким чином, запропонований метод перетворення інтервалів в НЧ [11], в 
якому, за рахунок реалізації процедур коригування параметрів, формування нових 
значень абсцис, визначення базового значення зсуву, поправки термів і 
нормування результуючих НЧ дозволяє формалізувати процес формування 
еталонів без участі експертів відповідної предметної галузі. Для розширення 
можливостей представленого методу, можна здійснити трансформування 
інтервалів в інші класи параметричних НЧ, наприклад, трикутних. 
4.2. Інтегрований метод аналізу та оцінювання ризиків інформаційної 
безпеки 
Як зазначалося, в процесі АОР виникають ситуації, при яких експерт не 
завжди чітко може оцінити ту чи іншу загрозу ІБ. Для вирішення такого роду 
завдань застосовуються детермінований або нечіткий методи АОР, на основі яких 
були розроблені відповідні системи [1]. Вони застосовуються для АОР в різних 
умовах, наприклад, в детермінованому середовищі використовують Det-АОР 
систему, а в нечіткому – Fuz-АОР [1, 2, 12]. На практиці бувають ситуації, коли 
необхідно провести оцінювання з комбінацією підходів інтерпретування суджень 
експерта, як щодо його можливостей чітко детермінувати значення отриманих 
оціночних параметрів, так і при його невизначеності в однозначності своїх 
пріоритетів. 
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В існуючих системах, розглянутих у розділі 1, не реалізуються зазначені 
інтегровані можливості. У зв'язку з цим, пропонується інтегрований метод АОР, 
який дозволить реалізувати оцінювання в детермінованих і нечітких середовищах. 
В основу методу покладено розробки, проведені в роботі [1, 12-15], і можливості 
здійснення трансформування еталонних терм-множин розглянутих в розділі 3. 
Пропонований інтегрований метод містить 10 кроків. Розглянемо детально його 
роботу. 
Крок 1 (Визначення множини загроз) 
На першому кроці експертами, згідно ідентифікованим ІР, визначається 
множина їх загроз. Для створення цієї множини в якості основи використовуємо 
модель параметрів інтегрованого представлення ризиків [1], де { } ( 1, )aA a n∈ =A  – 
множина дій, елементи якої можуть привести до множини подій порушення ІБ 
{ }( 1,7)eE e∈ =E  – наприклад, Е відображається значенням Е7= «ПКЦД», а при 
n=5 експерти можуть ідентифікувати, наступні { } ( 1,5)aA a∈ =A : А1= «Крадіжка 
документів про договірні відносини»; А2= «Крадіжка серверу з конфіденційною 
інформацією»; А3= «Випадкове видалення співробітником відділу бази даних або 
файлів з серверу»; А4= «Порушення атомарності транзакцій»; А5= «Руйнування 
програмного забезпечення». 
Крок 2 (Визначення множини параметрів для оцінювання ризику) 
Для відображення загального результату АОР скористаємося ЛЗ «СТУПІНЬ 
РИЗИКУ» (DR), яка була описана в п. 1.2 (крок 1 методу DetM). Також, за 
аналогією з кроком 1 методу DetM (п. 1.2), визначається повна множина 
оціночних компонент, вводиться ЛЗ «РІВЕНЬ ОЦІНОЧНОГО КОМПОНЕНТУ 
ЕКi» ( )iEKK , яка була описана на кроці 1 методу DetM. Для відображення значень 
оціночних компонентів скористаємося табл. 1.15, представленої на кроці 5 в описі 
FuzM методу (п. 1.2). 
Крок 3 (Визначення кількості терм-множин) 
Для еквівалентного перетворення m-мірних термів НЧ ЛЗ DR(m) в DR(m-n) або 
DR(m+n) і ( )
і
m









+K  пропонується скористатися методами 
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T  = (а1(m); b11(m); b21(m); с1(m))LR, … , ( )~ j
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T  = (а1(m); b11(m); b21(m); с1(m))LR, … , ( )~ j
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T −  = (а1(m-1); b11(m-1); b21(m-1); с(m-1))LR,…, ( 1)~ j
m
EK
T −  = (аj(m-1);bij(m-1);bij(m-1); сj(m-








−  = (аm-1(m-1); bim-1(m-1); bim-1(m-1); сm-1(m-1))LR} ( 1,j m= , 1,2i = ), тоді 
функцію трансформування ЛЗ на мінус один порядок позначимо через 1FT − (ЛЗ). 
Так, наприклад, зменшення DR(m)  і ( )
і
m
ЕКK  на один порядок можна відповідно 
представити як 








Даний метод може реалізуватись з різним типом розподілу НЧ за віссю dr 
(див. розділ 3). 
Кроки 4, 6, 7 і 9 відповідно взаємопов’язані з кроками 3, 4, 6 і 8 DetM (див. 
п. 1.2), а кроки 5, 8 і 10 відповідно корелюються з кроками 5, 7 і 9 FuzM (див. 
п. 1.2) 
Розглянемо на конкретному прикладі роботу запропонованого методу. 
Нехай експерти визначили ІР для АОР 1IР =  «Файловий сервер». 
Крок 1. 
Щодо цього ресурсу були ідентифіковані загрози { } ( 1,5)aA a∈ =A :  
А1= «Крадіжка документів про договірні відносини»;  
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А2= «Крадіжка серверу з конфіденційною інформацією»;  
А3= «Випадкове видалення співробітником відділу БД або файлів з серверу»;  
А4= «Порушення атомарності транзакцій»;  
А5= «Руйнування програмного забезпечення» і т.д. 
Крок 2. 
Для оцінювання ризику визначені наступні множини DR, ,
iEK
K  а саме, 
множина оціночних компонент з шістнадцятковим кодом 3Ch, тоді EK3Ch∈
{EKi}={EK1, EK2, EK3, EK4}={P, F, L, D}. 
Крок 3.  
Визначимо кількість необхідних терм-множин для АОР. Визначимо, що 
m=5. 
Крок 4.  
Оцінку LS здійснимо за формулою (1.3), тобто. 1/i g=LS  = 0,25 ( 1,4)i = . 
Крок 5 і 6. 
Розглянемо випадок, коли експерти визначили для оцінювання базові терм-










{«Незначний ризик порушень ІБ» (НР), 
«Ступінь ризику порушень ІБ низький» (РН), 
«Ступінь ризику порушень ІБ середній» (РС), 
«Ступінь ризику порушень ІБ високий» (РВ), 









{«Дуже низький» (ДН), «Низький» (Н), 
«Середній» (С), «Високий» (В), «Дуже високий» (ДВ)} (див. табл. 1.16 і 1.17). 
Крок 7. 
Поточний стан ІБ ІР1 характеризується значеннями оціночних компонент ek 
за кожним А, які визначаються на основі експертних суджень.  
Для здійснення подальших розрахунків будуть використовуватися дані, 
представлені в табл. 4.3. 
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Таблиця 4.3 
Визначення поточних значень оціночних компонент 









P, (i=1) 76 59 66 75 62 
F, (i=2) 0,76 0,59 0,66 0,75 0,62 
L, (i=3) 0,23 0,33 0,12 0,4 0,2 
D, (i=4) 5,4 6 2,2 9 5,5 
Крок 8.  
Далі проводиться класифікація поточних значень Aiek  за формулою (1.8), а 
результати заносяться до табл. 4.4. 
Таблиця 4.4 
Класифікація поточних значень компонент 
ЕKi 
Значення λ для { } ( 1,5)aA a∈ =A  
1( )A
ijλ  для ~ EK miKT   
( 1, 4i = , 1,5)j =  
2( )A
ijλ  для ~ EK miKT  
( 1, 4i = , 1,5j = ) 
3( )A
ijλ  для ~ EK miKT  
 ( 1,4i = , 1,5j = ) 
4( )A
ijλ  для ~ EK miKT   
( 1,4i = , 1,5j = ) 
5( )A
ijλ  для ~ EK miKT   
( 1,4i = , 1,5)j =  
P 0 0 0 0,4 0,6 0 0 0,1 0,9 0 0 0 0 1 0 0 0 0 0,5 0,5 0 0 0 1 0 
F 0 0 0 0,4 0,6 0 0 0,1 0,9 0 0 0 0 1 0 0 0 0 0,5 0,5 0 0 0 1 0 
L 0 0,4 0,6 0 0 0 0 0,4 0,6 0 0,6 0,4 0 0 0 0 0 0 1 0 0 1 0 0 0 
D 0 0 0,6 0,4 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0,5 0,5 0 
Крок 9. 
Зробимо обчислення показника ступеня ризику порушення ІБ за формулою 
(1.5), де m = 5, 1,5j = , 1,4i = , 1,5a = , dr1=10, dr2=30, dr3=50, dr4=70, dr5=90. 
Крок 10. 
За допомогою (1.9) формуються ( )аАSP :  
1 1
4
( ) ( )
~
( ; )А A DRSP dr T=  = (66; РВ),  
2 2
4
( ) ( )
~
( ; )А A DRSP dr T=  = (67; РВ), 
3( )АSP = (47; РС), 4( )АSP = (80; ГР), 
5 5
3
( ) ( )
3~
( ; ( ( );А A DRSP dr T drµ=  4 4~ ( ( )))DRT drµ = (57,5; РС(0,25); РВ(0,75)), 
де, наприклад, (66; РВ) словесно інтерпретується, як – ступінь ризику високий з 
числовим еквівалентом 66, а (57,5; РС (0,25); РВ (0,75)), як – ступінь ризику з 
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числовим еквівалентом 57,5 межує між середнім і високим ризиком з упевненістю 
експерта по границі РС – 0,25 і РВ – 0,75.  
Також для даного ІР на основі виразу з п. 1.2 можна обчислити середнє 
значення ступеня ризику ( )срdr = (66 + 67 + 47 + 80 + 57,5)/ 5 = 63,5 і сформувати 
для нього ( )срSP = (63,5; РВ).  
Аналогічно (з метою верифікації методу) виконаємо обчислення при m=4 
НЧ. Для цього виконаємо у відповідності з виразами представленими у розділі 3 
декрементування порядку ЛЗ, тобто DR(4)= 1FT − (DR(5)) і (4)
іЕК
K  = 1FT − ( (5)
іЕК
K ). У 














{«Ступінь ризику порушень ІБ низький» (РН), 
 «Ступінь ризику порушень ІБ середній» (РС), 
«Ступінь ризику порушень ІБ високий» (РВ), 
«Граничний ризик порушень ІБ» (ГР)}, 
числові еквіваленти яких приведені в табл. 4.20, а для 
iEK
K  в результаті 










{«Дуже низький» (ДН), «Середній» (С),  
«Високий» (В), «Дуже високий» (ДВ)}, 
числові еквіваленти, яких приведені в табл. 4.5. 
Таблиця 4.5 
Приклад еталонних трапецієподібних НЧ при m=4 
НЧ ЛЗ  
НЧ 
~ DR j
T  = (а j, b1j, b2j, с j)LR ( 1, 4j = ) і  
~ KEK ji

















DR (0; 0; 13,33; 29,41)LR (17,65; 26,67; 40; 52,94)LR (41,18; 53,33; 66,67; 76,47)LR (64,71; 80; 100; 100)LR 
P (0; 0; 13,33; 29,41)LR (17,65; 26,67; 40; 52,94)LR (41,18; 53,33; 66,67; 76,47)LR (64,71; 80; 100; 100)LR 
F (0; 0; 0,13; 0,29)LR (0,18; 0,27; 0,4; 0,53)LR (0,41; 0,53; 0,67; 0,76)LR (0,65; 0,8; 1; 1)LR 
L (0; 0; 0,1; 0,18)LR (0,12; 0,17; 0,23; 0,29)LR (0,24; 0,3; 0,37; 0,41)LR (0,35; 0,43; 0,5; 0,5)LR 
D (0; 0; 1,33; 2,94)LR (1,76; 2,67; 4; 5,29)LR (4,12; 5,33; 6,67; 7,65)LR (6,47; 8; 10; 10)LR 
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На основі отриманих даних після трансформації реалізуємо АОР. 
Скористаємося аналогічним ІР та ідентифікованими загрозами. 
Сформуємо інтервали значень й µj при m=4 для DR та iEKK , а результати 
відобразимо в табл. 4.6 і 4.7 відповідно. 
Таблиця 4.6 
Приклад значень інтервалів µj(dr) при m=4 


































Для визначення поточних значень оціночних компонент скористаємося 
табл. 4.4. Зробимо класифікацію поточних значень за формулою (1.8), а отримані 
результати занесемо в таблицю 4.8. 
Реалізуємо оцінку показника ступеня ризику порушення ІБ за формулою 
(1.5), 
 де m = 4, 1,4j = , 1,4i = , 1,5a = , dr1=10, dr2=37, dr3=63, dr4=90, тоді  
1( )Adr = 64,7, 2( )Adr =63,3, 3( )Adr =40,2,  
4( )Adr =79,3, 5( )Adr =56,7. 
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За допомогою (1.9) формуються ( )аАSP :  
1 1
3
( ) ( )( ; )А A DRSP dr T= =(64,7; РВ),  
2 2
3
( ) ( )( ; )А A DRSP dr T=  = (63,3; РВ),  
3 3
2
( ) ( )( ; )А A DRSP dr T= =(40,2; РС),  
4( )АSP = (79,3; ГР), 5( )АSP = (56,7; РВ). 
Таблиця 4.7 
Приклад значень інтервалів µj( aAiek ) ( 1,4i = , 1,4j = ) 
Інтервали для ЕKi Терми µj( aAiek ) 
P F L D ~ EK jiKT  µj ( )aiAek  µj ( )2 aAek  µj ( )3 aAek  µj ( )4 aAek  
[0;13,33[ [0;0,13[ [0;0,1[ [0;1,33[ 1~ EKiKT
 µ1 ( )aiAek  =1 µ1 ( )2 aAek  =1 µ1 ( )3 aAek  =1 
µ1 ( )4 aAek  
=1 
[13,33;26,67[ [0,13;0,27[ [0,1;0,17[ [1,33;2,67[ 
1~ EKiKT
 
µ1 ( )aiAek  = 
(29,41 - 
1
aAek ) / 10 
µ1 ( )2 aAek  = 
(0,27 - 2 aAek ) 
* 10 
µ1 ( )3 aAek  = 
(0,17 - 3 aAek ) 
* 20 






µ2 ( )aiAek  
=1-  
µ1 ( )aiAek  
µ2 ( )2 aAek  
=1-  
µ1 ( )2 aAek  
µ2 ( )3 aAek  
=1-  
µ1 ( )3 aAek  
µ2 ( )4 aAek  
=1-  
µ1 ( )4 aAek  
[26,67;40[ [0,27;0,4[ [0,17;0,23[ [2,67;4[ 2~ EKiKT
 µ2 ( )aiAek  =1 µ2 ( )2 aAek  =1 µ2 ( )3 aAek  =1 
µ2 ( )4 aAek  
=1 
 [40;53,33[ [0,4;0,53[ [0,23;0,3[ [4;5,33[ 
2~ EKiKT
 
µ2 ( )aiAek  = 
(53,33 - 
1
aAek ) / 10 
µ2 ( )2 aAek  = 
(0,53 - 2 aAek ) 
* 10 
µ2 ( )3 aAek  = 
(0,3 - 3 aAek ) 
* 20 





 µ3 ( )aiAek  =1-  
µ2 ( )aiAek  
µ3 ( )2 aAek  
=1-  
µ2 ( )2 aAek  
µ3 ( )3 aAek  
=1-  
µ2 ( )3 aAek  
µ3 ( )4 aAek  
=1-  
µ2 ( )4 aAek  
[53,33;66,67[ [0,53;0,67[ [0,3;0,37[ [5,33;6,67[ 3~ EKiKT
 µ3 ( )aiAek  =1 µ3 ( )2 aAek  =1 µ3 ( )3 aAek  =1 
µ3 ( )4 aAek  
=1 
[66,67;80[ [0,67;0,8[ [0,37;0,43[ [6,67;8[ 
3~ EKiKT
 
µ3 ( )aiAek  = 
(80 - 1 a
Aek ) / 
10 
µ3 ( )2 aAek  = 
(0,8 - 2 a
Aek ) 
* 10 
µ3 ( )3 aAek  = 
(0,43 - 3 a
Aek ) 
* 20 
µ3 ( )4 aAek  = 
(8 - 4 aAek ) 
4~ EKiKT
 µ4 ( )aiAek  =1-
µ3 ( )aiAek  
µ4 ( )2 aAek  
=1-µ3 ( )2 aAek  
µ4 ( )3 aAek  
=1-µ3 ( )3 aAek  
µ4 ( )4 aAek  
=1-µ3
( )4 aAek  
[80;100[ [0,8;1[ [0,43;0,5[ [8;10[ 4~ EKiKT
 µ4 ( )aiAek  =1 µ4 ( )2 aAek  =1 µ4 ( )3 aAek  =1 
µ4 ( )4 aAek  
=1 
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Також для даного ІР на основі виразу із п. 4.3 можна обчислити середнє 
значення ступеня ризику: ( )срdr =(64,7+63,3+40,2+79,3+56,7)/5=60,84 і сформувати 
для нього ( )срSP = (60,84; РВ). 
Таблиця 4.8 
Класифікація поточних значень компонент 
ЕKi 
Значення λ для { } ( 1,5)aA a∈ =A  
1( )A
ijλ  для ~ EK miKT   
( 1,4i = , 1, 4j = ) 
2( )A
ijλ  для ~ EK miKT   
( 1,4i = , 1, 4j = ) 
3( )A
ijλ  для ~ EK miKT   
( 1,4i = , 1, 4j = ) 
4( )A
ijλ  для ~ EK miKT   
( 1,4i = , 1, 4j = ) 
5( )A
ijλ  для ~ EK miKT   
( 1, 4i = , 1, 4j = ) 
P 0 0 0,4 0,6 0 0 1 0 0 0 1 0 0 0 0,5 0,5 0 0 1 0 
F 0 0 0,4 0,6 0 0 1 0 0 0 1 0 0 0 0,5 0,5 0 0 1 0 
L 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0,6 0,4 0 1 0 0 
D 0 0 1 0 0 0 1 0 0,47 0,53 0 0 0 0 0 1 0 0 1 0 
Як видно на рис. 4.5, при зміні кількості терм-множин m=5 на m=4 середнє 
значення ступеня ризику залишається на рівні «РВ».  
З метою спрощення розрахунків ризиків і удосконалення методів в роботі 
розглядається інтегрований метод АОР, який, на відміну від відомих (див. розділ 
1), надає можливість оперувати одночасно чіткими і нечіткими параметрами з 
вибором необхідної кількості терм-множин (див. рис. 4.5), а зміна терм-множин 
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Рис. 4.5. Порівняння результатів АОР при m = 5 і m = 4 
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4.2. Якісно-кількісний метод оцінювання ризиків 
Часто при АОР не завжди є можливість залучення відповідних фахівців, а 
також виникають ситуації, при яких експерт не завжди однозначно може оцінити 
ту чи іншу уразливість РІС. Для цього пропонується використовувати відповідні 
БД уразливостей (в яких представлені їх кількісні оцінки), наприклад, такі як 
National Vulnerability Database (NVD), Open Sourced Vulnerability Database 
OSVDB), IBM X-Force, US-CERT VND, SecurityFocus та ін. (див. розділ 1, п. 1.4). 
Базовою складовою таких БД є CVSS – показники, які можна використовувати за 
альтернативу оцінкам експертів. 
На зазначеній основі здійснемо розробку методу ОР, який дозволить 
реалізувати альтернативне ОР з використанням відомих БД без залучення 
експертів відповідної предметної галузі. 
В основу такого методу покладені дослідження, проведені в [1, 2]. 
Запропонований метод ґрунтується на 11 кроках. 
Крок 1 (Визначення повної множини ідентифікаторів РІС і 
уразливостей) 











 ( 1, )rs r= , 
де r  – кількість всіх ресурсів (і відповідно їх ідентифікаторів), а також повна 









V  ( 1, )uz n= , 
де n  – кількість всіх уразливостей (і відповідно їх ідентифікаторів). На основі 
RIS  та V експерти можуть визначати множини РІС та уразливостей за об'єктом 
оцінювання. Для створення відповідних множин (як основи), наприклад, може 
використовуватися відома БД уразливостей NVD (див. п. 1.5). 
Крок 2 (Визначення множини ідентифікаторів РІС і уразливостей для 
об'єкта оцінювання) 
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Тут, на основі множини RIS  для конкретного об'єкта оцінювання 
експертами визначається необхідна множина РІС (і відповідно їх ідентифікаторів) 









RISO =  ( 1, ),rs ro=  
де ro  – кількість оцінюваних РІС на об'єкті. Далі відносно всіх rsRISO  


















 ( 1, ,rs ro=  1, ),rsuz n=  
де rsn  – можлива кількість ідентифікованих уразливостей rs - того оцінюваного 
РІС )( rsRISO . 
Крок 3 (Визначення множини параметрів оцінювання ризику) 










LR 1{ , ...,LR  }rsLR  ( 1, )rs ro= . 
Також для ОР по кожній уразливості, відображеної ідентифікатором ,rs uzV , 

















 ( 1, ,rs ro= 1, )rsuz n= , 
де ,rs uzLRV  – кількісна оцінка ризику по кожній uz - тій уразливості rs - того РІС на 
об'єкті. 
Для відображення результату ОР скористаємося ЛЗ «СТУПІНЬ РИЗИКУ» 
(DR), представленої в п. 1.2. 
Далі, для забезпечення процесу оцінювання беруться за основу показники 
CVSS [3] з NVD (див. п. 1.4). Для цього визначимо необхідні множини параметрів 








EP  1 2{ , ,...,EP EP= }gEP , 
де g – кількість множин таких параметрів. 
Відмітимо, наприклад, що для версії 2 оцінок CVSS (при g=3) [3] можуть 







EP  { }1 2 3, ,EP EP EP  = { ,B  ,T  E }, ( 1,3 )i = , 
де:  











B  ( 1, )rsuz n= , 
члени якої визначаються за допомогою групи множин параметрів 
,uzAV ,uzAC ,uzAU ,uzC ,uzI uzA  ( 1, ),rsuz n=  
де:  









AV = { },1 ,2 ,3, ,uz uz uzAV AV AV= = { }, ,L A N  
( 1, , 1,3),rsuz n av= =  де: L – «Локальний доступ» = 0,395; A – «Сполучена мережа» 
= 0,646; N – «Мережа» = 1,  









{ },1 ,2 ,3, ,uz uz uzAC AC AC= { }, ,H M L=  
( 1, , 1,3),rsuz n ac= =  де: H – «Висока» = 0,35; M – «Середня» = 0,61; L – «Низька» = 
0,71,  










AU ,1 ,2{ , ,uz uzAU AU ,3}uzAU =  { }, ,M S N  
( 1, ,rsuz n=  1,3),u =  де: М – «Багаторазова» = 0,45; S – «Одноразова» = 0,56; N – 
«Відсутня» = 0,704,  
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C ,1 ,2{ , ,uz uzC C ,3}uzC = { }, ,N P C  
( 1, ,rsuz n= 1,3)c = , де: N – «Відсутній» = 0; P – «Частковий» = 0,275; C – «Повний» 
= 0,66,  










I = ,1{ ,uzI ,2 ,uzI ,3}uzI { }, ,N P C=  
( 1, ,rsuz n= 1,3)in = , де: N – «Відсутній» = 0; P – «Частковий» = 0,275; C – 
«Повний» = 0,66,  










A = ,1{ ,uzA ,2 ,uzA ,3}uzA = { ,N  , }P C  
( 1, ,rsuz n= 1,3)ai = , де: N – «Відсутній» = 0; P – «Частковий» = 0,275; C – 
«Повний» = 0,66;  











T  ( 1, )rsuz n= , 
члени якої визначаються за допомогою групи множин параметрів: 
,uzEX ,uzRL uzRC  ( 1, ),rsuz n=  
де  










EX = { },1 ,5, ...,uz uzEX EX = { }, , , ,U POC F H X  
(uz = 1, ,rsn  1,5)ex = , де: U – «Теоретична (немає доказів)» = 0,85; POС – 
«Експериментальна» = 0,9; F – «Функціональна» = 0,95; H – «Висока» = 1; Х – 
«Невизначена» = 1,  
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uzRL  – рівень виправлення (показник ступеню готовності рішення) 










RL = { },1 ,5, ...,uz uzRL RL = { ,OF ,TF , , }W U X  
( 1, ,rsuz n= 1,5)rl = , де: OF – «Офіційний патч» = 0,87; TF – «Тимчасове рішення» 
= 0,9; W – «Рішення на основі порад та рекомендацій» = 0,95; U – «Відсутній» = 1; 
Х – «Невизначений» = 1,  
uzRC  – достовірність звіту (показник ступеню достовірності інформації), 









RC = { },1 ,4, ...,uz uzRC RC= = { ,UC , , }UR C X  
( 1, ,rsuz n= 1,4)rc = , де: UC – «Носить гіпотетичний характер» = 0,9; UR – «Не 
працює» = 0,95; C – «Підтверджена» = 1; Х – «Не визначена» = 1,  
E  – метрики середовища оточення (Environmental), що представлені у 











E  ( 1, ),rsuz n=  
члени якої представляються через групи множин параметрів:  
,uzCDP ,uzTD ,uzCR ,uzIR uzAR  (uz =  1, ),rsn  
де  











{ },1 ,6, ...,uz uzCDP CDP = { , , ,N L LM , , }MH H X  
( 1, ,rsuz n= 1,6)cdp = , де: N – «Відсутній» = 0; L – «Низький» = 0,1; LM – «Низький – 
середній» = 0,3; MH – «Середній – Високий» = 0,4; H – «Високий» = 0,5; Х – «Не 
визначений» = 0, 











TD ,1{ ,uzTD ..., ,5}uzTD { }, , , ,N L M H X=  
( 1, ,rsuz n= td =1,5) , де: N – «Відсутній» = 0; L – «Низький» = 0,25; M – «Середній» 
= 0,75; H – «Високий» = 1; Х – «Невизначений» = 1,  










CR = { },1 ,4, ...,uz uzCR CR = { }, , ,L M H X  
( 1, ,rsuz n=  1,4)sr = , де: L – «Низькі» = 0,5; M – «Середні» = 1; H – «Високі» = 
1,51; Х – «Невизначені» = 1,  










IR = ,1{ , ...,uzIR ,4}uzIR = { }, , ,L M H X  
( 1, ,rsuz n= 1,4)ir = , де: L – «Низькі» = 0,5; M – «Середні» = 1; H – «Високі» = 1,51; 
Х – «Невизначені» = 1,  










AR = { },1 ,4, ...,uz uzAR AR = { }, , ,L M H X  
( 1, ,rsuz n=  ar = 1,4) , де: L – «Низькі» = 0,5; M – «Середні» = 1; H – «Високі» = 
1,51; Х – «Невизначені» = 1. 
Введемо ЛЗ «РІВЕНЬ ОЦІНОЧНОГО ПАРАМЕТРА iEP » ( iEPK ), яка 
визначається за аналогією з методом DetM (див. крок 1 п. 1.2). 
Далі, за допомогою розробленого методу [4] (див. п. 4.1) здійснимо 
перетворення інтервалів в НЧ – ~ EP jiKT  
= (аij; bi1j; bi2j; сij). 
Оцінка значущості iEP  виконується за допомогою параметрів із множини
{ } ( 1, )iLS i g∈ =LS  (див. п. 1.2 крок 3), а оцінка поточного значення оціночного 
параметра – за допомогою множини  
,{ }uz iep∈ep  ( 1, , 1, )rsuz n i g= = . 
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Крок 4 (Визначення кількості терм-множин) 
Визначається кількість терм-множин, які будуть використовуватися в 
процесі ОР. При необхідності можна змінити початкову кількість терм-множин. З 
цією метою для еквівалентного перетворення m-мірних термів НЧ ЛЗ DR(m) в 
DR(m-n) (див. п. 3.2) або DR(m+n) (див. п. 3.4) і ( )
i
m









+K  пропонується 
скористатися методами реалізації функції трансформування еталонів ЛЗ 
(див. розділ 3). 
Крок 5 (Оцінювання рівня значущості оціночних параметрів) 
Збігається з кроком 3 методу DetM (п. 1.2). 
Крок 6 (Визначення еталонних значень ступеня ризику) 
На цьому кроці визначаються еталонні значення для ЛЗ DR, тобто задається 
кількість термів в базовій терм-множині ~ DRT , де їм у відповідність ставиться 
заданий інтервал значень, що лежить в діапазоні від drmin до drmax. 
Крок 7 (Визначення еталонних значень оціночних параметрів) 
Експертами проводиться визначення еталонних значень для ЛЗ EPiK , тобто 
визначається кількість термів в терм-множині ~ EPiK
T . Для перетворення інтервалів 
в НЧ скористаємося запропонованим в [4] методом (див. п. 4.1). Для зручності 
відображення оціночних параметрів через НЧ використовуємо табл. 4.9.  
Таблиця 4.9 
Визначення значень НЧ оціночних параметрів 
iEP  
НЧ ~ EP jiKT = (аj, b1j, b2j, сj)LR для 1~ EPiKT  – ~ EP miKT , ( 1,j m= ) 
1~ EPiK
T  … ~ EP jiKT  … ~ EP miKT  
1EP  (а11; b111; b121; с11) … (а1j; b11j; b12j; с1j) … (а1m; b11m; b12m; с1m) 
… … … … … … 
iEP  (аi1; bi11; bi21; сi1) … (аij; bi1j; bi2j; сij) … (аim; bi1m; bi2m; сim) 
… … … … … … 
gEP  (аg1; bg11; bg21; сg1) … (аgj; bg1j; bg2j; сgj) … (аgm; bg1m; bg2m; сgm) 
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За допомогою (4.19) див. п. 4.4) для інтервалів iEP  можна сформувати 
значення µj ,( )uz iep . 
Крок 8 (Оцінка поточних значень параметрів) 







EP  { }1 2 3, , =EP EP EP { ,B  ,T  E } ( 1 3)i ,=  
експерти відповідної предметної галузі визначають ,uz iep  для всіх ,rs uzV  ( 1, ,rs ro=
1, rsuz n= ), тобто  
,{ }uz iep  = { ,uzep B , ,uzep T , ,uzep E }. 
Значення кожного з параметрів можна імпортувати з відомих баз даних [5] 
або визначити за відповідними описами [3]: 
(0,6 0,4 1,5) ( ),uz uz uz uzB round IM EXb f IM= + −  
де: round ( ) – функція округлення до одної десятої;  
, , ,10,41(1 (1 )(1 )(1 ));uz uz c uz in uz aiIM C I A= − − − −  
,uz cC , ,uz inI  і ,uz aiA  визначаються на кроці 3 методу;  
, , ,20uz uz av uz ac uz uEXb AV AC AU= ⋅ ⋅ ; 










, , ,( )uz uz uz ex uz rl uz rcT round B EX RL RC= ⋅ ⋅ ⋅ ; 
,uz exEX , ,uz rlRL  і ,uz rcRC  формуються на кроці 3 методу; 
, ,(( (10 ) ) ),uz uz uz uz cdp uz tdE round AT AT CDP TD= + −  
де:  
, , ,( )uz uz uz ex uz rl uz rcAT round AB EX RL RC= ⋅ ⋅ ⋅  
при  
uzAB = ((0,6 )uzround AIM (0,4 )uzEXb+ 1,5)− ( )uzf AIM  
і  
min(10;10,41uzAIM = (1− , ,(1 )uz c uz crC CR− ⋅  
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,(1 uz inI− ⋅ , )uz irIR , ,(1 )))uz an uz arA AR− ⋅ , 
а  










Зазначимо, що uzE  – коригуючий оціночний параметр, який перевизначає 
uzB  і uzT . 
Крок 9 (Класифікація поточних значень) 
Співпадає з кроком 7 методу FuzM (п. 1.2). Для наочності результати 
виконаних обчислень заносяться в табл. 4.10, де ,uz ijλ  – рівень належності носія 
,uz iep  нечіткій підмножині ~ EP jiKT
.  
Аналогічні перетворення здійснюються для всіх ,rs uzV . 
Таблиця 4.10 
Класифікація поточних значень оціночних параметрів 
iEP  
,uz ijλ  для ~ EP jiKT
 ( 1, ,rsuz n= 1,i g= , 1,j m= ) 
1~ EPiK
T  … ~ EP jiKT
 … ~ EP miKT  
1EP  ,11uzλ  … ,1uz jλ  … ,1uz mλ  
… … … … … … 
iEP  , 1uz iλ  … ,uz ijλ  … ,uz imλ  
… … … … … … 
gEP  , 1uz gλ  … ,uz gjλ  … ,uz gmλ  
Крок 10 (Оцінка ступеня ризику) 
На цьому кроці проводиться обчислення показників ступеня ризику для 






rs uz lr i uz ij
j i
















+ +  
– коефіцієнт нормування, ,uz ijλ  
( 1, ,rsuz n= 1,i g= , 1, ,j m= ) визначається за виразом (1.8) (див. п. 1.2) для кожної 
,rs uzV  ( 1, ,rs ro= 1, )rsuz n= , а LSi, ( 1, )i g=  в залежності від значущості параметра 
обчислюється за формулою (1.2) або (1.3) (див. п. 1.2). 
Крок 11 (Формування структурованого параметру ризику) 
На підставі обчисленого значення ,rs uzLRV  і побудованих еталонів формуємо 
структурований параметр ступеня ризику SP за виразом (4.7) 
1
, ,
, , 1 ,
, 1 ,
( ; ) ( ) 1;~
( ; ( ( )); ( ( )))~ ~
( ) 1 ( ) 1,
j
j j
rs uz j rs uzDR
uz rs uz j rs uz j rs uzDR DR
j rs uz j rs uz
LRV T при LRV













 ≠ ∧ ≠
     
(4.7) 
де ,( ; )~ jrs uz DRLRV T  словесно інтерпретуються як – «Ступінь ризику ~ jDRT  з числовим 
еквівалентом ,rs uzLRV », а ,( ;rs uzLRV ,( ( ));~ j j rs uzDRT LRVµ 1 1 ,( ( )))~ j j rs uzDRT LRVµ+ + , як – 
«Ступінь ризику з числовим еквівалентом ,rs uzLRV , який межує з ~ jDRT  і 1~ jDRT +  по 
границі ~ jDRT – ,( )j rs uzLRVµ  і 1~ jDRT + – 1 ,( )j rs uzLRVµ + ». 
За допомогою SP можна отримати як числове значення ступеня ризику, так і 
його лінгвістичну інтерпретацію. 










∑ .     (4.8) 




Визначаються повні множини всіх РІС та уразливостей при r = BDr  і n = 























V  ( 1, )uz n= , 
де BDr  і NVDn  – кількість РІС, наприклад, в державних або приватних БД та 
кількість уразливостей в NVD (див. п. 1.4) відповідно. 
Крок 2. 
За допомогою множини RIS  експерти визначають вміст RISO  для 









 1 5{ , ..., }RISO RISO
 
( 1,5),rs =  
де, наприклад,  
1RISO =  «Файловий сервер»,  
2RISO =«Банк даних»,  
3RISO =«Архів даних»,  
4RISO =«Маршрутизатор»,  
5RISO = «Web-сервер».  
Далі, відносно ,RISO  наприклад, при 1n  = 5, 2n  = 3, 3n  = 7, 5n  = 4, 6n  = 2, 












 , 1,1 1,2 1,3 1,4 1,5
1





V V V V V V
=
=
 2,1 2,2 2,3{ , , },V V V
3,1 3,2 3,3 3,4 3,5 3,6 3,7 4,1 4,2 4,3 4,4{ , , , , , , },{ , , , },V V V V V V V V V V V 5,1 5,2{ , }}.V V  
Далі, наприклад, при rs = 1 реалізуємо ОР відносно 1RISO , для якого 
експертами ідентифіковано наступні уразливості: 
1,1V  = «CVE-2013-1324» – на основі стека переповнення буферу в Microsoft 
Office 2003 SP3, 2007 SP3 2010 SP1 і SP2, 2013 і 2013 RT уразливість дозволяє 
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віддаленому зловмисникові виконати довільний код за допомогою файлу 
створеного WordPerfect документа (.wpd), також відомий як «Word Stack Buffer 
Overwrite Vulnerability». Оцінка CVSS Severity (v2) = 9,3 (HIGH); 
1,2V  = «CVE-2015-2516» – уразливість в журналах Windows в Microsoft 
Windows Vista SP2, Windows Server 2008 SP2 і R2 SP1, Windows 7 SP1, Windows 
8, Windows 8.1, Windows Server 2012 Gold і R2, Windows RT Gold і 8.1 і Windows 
10 дозволяє віддаленому зловмисникові викликати відмову в сервісі (втрата 
даних) за допомогою створеного JNT-файлу, також відомий як «Windows Journal 
DoS уразливості». Оцінка CVSS Severity (v2) = 4,3 (MEDIUM); 
1,3V  = «CVE-2016-2386» – уразливість SQL-ін'єкцій сервера UDDI в SAP 
NetWeaver J2EE Engine 7.40 дозволяє віддаленому зловмисникові виконати 
довільні команди SQL за допомогою невизначених векторів (SAP Security Note 
2101079). Оцінка CVSS Severity (v2) = 7,5 (HIGH); 
1,4V  = «CVE-2015-1830» – каталог обходу уразливості в завантаженні файлу 
сервера/завантаження функціональності для Blob повідомлень в Apache ActiveMQ 
5.x до 5.11.2 для Windows, дозволяє віддаленим зловмисникам створювати JSP-
файли в довільних каталогах за допомогою невизначеного вектора. Оцінка CVSS 
Severity (v2) = 5,0 (MEDIUM); 
1,5V  = «CVE-2016-0497» – незазначена уразливість в компоненті Oracle Agile 
Engineering – управління даними в Oracle Supply Chain Products Suite, 6.1.2.2, 
6.1.3.0 і 6.2.0.0 дозволяє віддаленому зловмисникові вплинути на цілісність за 
допомогою невідомих векторів, пов'язаних з веб-клієнтом. Оцінка CVSS Severity 
(v2) = 4,3 (MEDIUM). 
Крок3.  
Далі, наприклад, визначимо множину параметрів ОР при rо = 1 (тобто для 








 1,1{ ,LRV 1,2 ,LRV 1,3,LRV 1,4 ,LRV 1,5}}LRV ). 
Відображення результатів ОР для 1LR  і 1,uzLRV  ( 1,5)uz =  при m = 5 виконаємо за 










{«Незначний ризик порушень ІБ» (НР), 
«Ступінь ризику порушень ІБ низький» (РН), 
«Ступінь ризику порушень ІБ середній» (РС), 
«Ступінь ризику порушень ІБ високий» (РВ), 
«Граничний ризик порушень ІБ» (ГР)}.  
В послідовності для кожного
1~ DRT , 2~ DRT , 3~ DRT , 4~ DRT , 5~ DRT  визначаються 
інтервали з використанням модифікованої шкали Харрінгтона [1, 6] тобто [dr1; 
dr2[, [dr2; dr3[, [dr3; dr4[, [dr4; dr5[ і [dr5; dr6] будуть відповідно набувати значень 
[0; 20[, [20; 40[, [40; 60[, [60; 80[ і [80; 100]. 
Далі скористаємося множиною оціночних параметрів 
=EP  { ,B  ,T  E }. 
Визначимо для ЛЗ 
iEP








{«Відсутній» (N), «Низький» (L), 
«Середній» (M), «Високий» (H), «Критичний» (C)}. 










T  оціночних 
параметрів [1] визначимо інтервали [ 1EPik ; 2EPik  [, [ 2EPik ; 3EPik  [, [ 3EPik ; 4EPik [, [ 4EPik ; 5EPik [, 
[ 5EPik ; 6EPik ], яким будуть відповідати значення [1, 7] – [0; 0,1[, [0,1; 4[, [4; 7[, [7; 9[, 
[9; 10]. 
Крок 4.  
Отримаємо кількість необхідних терм-множин для ОР ЛЗ DR(m) і ( )
i
m
EPK , при 
m=5 (див. табл. 411 і 4.12 відповідно).  
У разі необхідності можемо за допомогою методів розділу 3 реалізувати 




Визначення еталонних значень (DR) (приклад) 
ЛЗ 
НЧ ~ jDRX = (аj, b1j, b2j, сj)LR для 1~ DRT  ÷ 5~ DRT , ( 1,5j = ) 
1~ DRT  
(а1; b11; b21; 
с1) 
2~ DRT  
 (а2; b12; b22; с2) 
3~ DRT  
(а3; b13; b23; с3) 
4~ DRT  
 (а4; b14; b24; с4) 
5~ DRT  
 (а5; b15; b25; 
с5) 











Таблиця 4.12.  
Визначення еталонних значень (НЧ) оціночних параметрів В, Т, Е (приклад) 
iEP  
НЧ ~ EP jiKT = (аj, b1j, b2j, сj)LR для 1~ EPiKT  ÷ 5~ EPiKT , ( 1,5j = , 1, )i g=  
1~ EPiK
T   
















 (аi5; bi15; bi25; 
сi5) 









На цьому кроці визначимо значущість оціночних параметрів. Так як для 
всіх оціночних параметрів, на думку експертів, справедливе відношення порядку 
1 2LS LS≥ 3LS≥  (1.2), то оцінку LS здійснимо за допомогою (1.3), тобто 
1 2 1 / 1LS (g i ) (g )g= − + −  
= 2 3 1 1 / 3 1 3( ) ( )− + −  = 1; 
2 2 3 2 1 / 3 1 3LS ( ) ( )= − + − = 0,67; 
3 2 3 3 1 / 3 1 3LS ( ) ( )= − + − = 0,33, ( 1,3)i = . 
Крок 6. 
Сформуємо еталонні значення для ЛЗ DR. За допомогою (4.1) - (4.5) (див. п. 
4.1 [4]) представимо для ~ jDRT  
= (аj; b1j; b2j; сj) числові значення, які заносяться в 
таблицю 4.11. Їх графічна інтерпретація відображена на рис. 4.6. 
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Рис. 4.6. Приклад еталонних НЧ для ЛЗ DR 
Крок 7. 
Далі визначимо еталонні значення для ЛЗ EPiK . Перетворення інтервалів в 
НЧ ~ EP jiK
T
 
= (аij; bi1j; bi2j; сij) реалізуємо за допомогою чотирьох етапів 
запропонованого в п. 4.1 [4] методу. 
Етап 1. За допомогою (4.1) (див. п. 4.1 [4]) отримаємо значення 
коригувальних параметрів: 
1 2 1( ) / 4i ii EP EPh k k= −  = (0,1 – 0) / 4 = 0,025;  
2 3 2( ) / 4i ii EP EPh k k= −  = (4 – 0,1) / 4 = 0,975;  
3 4 3( ) / 4i ii EP EPh k k= −  = (7 – 4) / 4 = 0,75;  
4 5 4( ) / 4i ii EP EPh k k= −  = (9 – 7) / 4 = 0,5;  
5 6 5( ) / 4i ii EP EPh k k= − =(10 – 9) / 4 = 0,25. 
Етап 2. Обчислимо значення абсцис НЧ за формулою (4.2) (див. п. 4.1 [4]):  
1 1 1i
i iEPa k h′ = − =0 – 0,025 = –0,025;  
2 2 2i
i iEPa k h′ = −  = –0,875;  
3 3 3i
i iEPa k h′ = −  = 3,25;  
4ia′ =  6,5;  














НР РН РС РВ ГР
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1 2 1i
i iEPc k h′ = +  = 0,125;  
2 3 2i
i iEPc k h′ = +  = 4,975;  
3ic′ =  7,75;  
4ic′ =  9,5;  
5ic′ =  10,25,  
11 1 1i
i iEPb k h′ = +  = 0,025;  
21ib′ = 2iEPk  1ih− = 0,075;  
12ib′ =  1,075;  
22ib′ =  3,025;  
13ib′ =  4,75;  
23ib′ =  6,25;  
14ib′ =  7,5;  
24ib′ =  8,5;  
15ib′ =  9,25;  
25ib′ =  9,75. 
Етап 3. За виразом (4.3) (див. п. 4.1 [4]) визначимо базове значення зсуву 
isf = 11ib′ 1iEPk− =  0,03 – 0 = 0,03 і реалізуємо поправку термів за формулою (4.4) 
(див. п. 4.1 [4]):  
1 1i i ia a sf′′ ′= −  = –0,025 – 0,025 = –0,05;  
2ia′′ =  –0,9;  
3ia′′ =  3,225;  
4ia′′ =  6,475;  
5ia′′ = 8,725;  
1 1i i ic c sf′′ ′= −  = 0,1;  
2ic′′ =  4,95;  
3ic′′ =  7,725;  
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4ic′′ =  9,475;  
5ic′′ =  10,225;  
11 11i i ib b sf′′ ′= −  = 0;  
21ib′′ =  0,05;  
12ib′′ =  1,05;  
22ib′′ = 3;  
13ib′′ =  4,725;  
23ib′′ =  6,225;  
14ib′′ =  7,475;  
24ib′′ =  8,475;  
15ib′′ = 9,225;  
25ib′′ =  9,725. 
Етап 4. Реалізуємо нормування результатів за виразом (4.5) (див. п. 4.1 [4]): 
1 1 6 25( ) /ii i iEPa a k b′′ ′′= ⋅  = –0,051;  
2ia =  –0,925;  
3ia =  3,316;  
4ia =  6,658;  
5ia =  8,972;   
1 1 6( ) /ii i EPc c k′′= ⋅ 25ib′′  = 0,103;  
2ic =  5,09;  
3ic =  7,943;  
4ic =  9,743;  
5ic =  10,514;  
11 11 6 25( ) /ii i iEPb b k b′′ ′′= ⋅  = 0;  
21 21 6( ) /ii i EPb b k′′= ⋅ 25ib′′  = 0,051 і т.д.  
291 
Далі за умовою (4.5) (див. п. 4.1 [4]) 1 2i ia a= =  0, а 5ic =  10. Всі отримані в 
результаті обчислення значення занесені в таблицю 4.12, а їх графічна 
інтерпретація відображена на рис. 4.7. 
Крок 8. 
Поточний стан 1RISO  характеризується значеннями оціночних параметрів 
,uz iep  для кожного ,rs uzV , які визначаються за допомогою оцінок CVSS 
представлених на сайті NVD (див. п. 1.4). 
Оскільки не завжди всі значення оціночних параметрів уразливостей 
містяться в базі NVD, то для отримання тих, яких не вистачає скористаємося 
формулами з кроку 7. 
 
Рис. 4.7. Приклад еталонних НЧ для  
оціночних параметрів uzB , uzT , uzE , ( 1,5)uz =  
Розрахунок для 1,1V  = «CVE-2013-1324»:  
− для 1B , виходячи з того, що величинам 1,3AV , 1,2AC , 1,3AU , 1,3C , 1,3I  і 1,3A  
відповідають певні значення «N», «M», «N», «C», «C» і «C», то 1,3AV  = 1, 1,2AC = 
0,61, 1,3AU  = 0,704, 1,3C  = 0,66, 1,3I  = 0,66 і 1,3A  = 0,66. На основі цього обчислимо  
1EXb  = 1,320AV ⋅ 1,2AC ⋅ 1,3AU = 20·1·0,61·0,704 = 8,6, 
1IM =10,41 (1− 1,3(1 )C− 1,3 1,3(1 )(1 ))I A− − = 10,41(1 – (1 – 0,66)(1 – 0,66)(1 – 0,66)) = 
10 і тоді 1( )f IM = 1,176, а  


















− для 1T  в базі NVD відсутні конкретні значення, тому, наприклад, на 
основі суджень експертів визначимо значення для 1,3EX = «F», 1,1RL = «OF», 1,3RC  
= «C» і тоді 1,3EX = 0,95, 1,1RL  = 0,87, 1,3RC  = 1,  
1 1 1,3 1,1 1,3( )T round B EX RL RC= ⋅ ⋅ ⋅ = round(9,3·0,95·0,87·1)=7,7; 
− для 1E , за аналогією з 1T , значення також визначаються за допомогою 
експертів. Якщо 1,4CDP  = «MH», 1,2TD = «L», 1,2CR = «M», 1,2IR = «M» і 1,2AR  = «M», 
то 1,4CDP  = 0,4, 1,2TD  = 0,25, 1,2CR  = 1, 1,2IR  = 1 та 1,2AR  = 1. На основі цього 
знаходимо 
1 min(10;10,41AIM = 1,3 1,2(1 (1 )C CR− − ⋅ 1,3 1,2(1 )I IR− ⋅ 1,3 1,2(1 )))A AR− ⋅  = min(10; 
10,41 (1 – (1 – 0,66·1) (1 – 0,66·1) (1 – 0,66·1)) = 10, 
1AB = 1((0,6 )round AIM 1(0,4 )EXb+ 11,5) ( )f AIM− = round((0,6·10)+ (0,4·10) – 1,5) 
1,176 = 10, 
1AT = 1(round AB ⋅ 1,3 1,1 1,3)EX RL RC⋅ ⋅ =round(10·0,95·0,87·1) = 8,3, 
1E =  1((round AT + 1(10 )AT− 1,4 )CDP 1,2 )TD =round((8,3 + (10 – 8,3) 0,4)) 0,25) = 2,2. 
Отримане значення 1E  скорегувало параметри 1B  та 1T .  
Розрахунок для 1,2V  = «CVE-2015-2516»: 
− для 2B  визначені наступні значення 2,3AV  = «N», 2,2AC  = «M», 2,3AU  = 
«N», 2,1C  = «N», 2,1I  = «N», 2,2A  = «P», тоді 2,3AV = 1, 2,2AC  = 0,61, 2,3AU  = 0,704, 
2,1C  = 2,1I  = 0, 2,2A  = 0,275. Обчислимо 2EXb  = 20·1·0,61· 0,704 = 8,6,  
2IM =10,41 (1 – (1 – 0) (1 – 0) (1 – 0,275)) = 2,9  
і тоді ( )f IM = 1,176,  
2B =  round(0,6·2,9 + 0,4·8,6 – 1,5) 1,176 = 4,3; 
− для 2T  в базі NVD відсутні конкретні значення, тому, наприклад, на 
основі суджень експертів визначимо значення для 2,1EX  = «U», 2,2RL  = «TF», 2,1RC  
= «UC» і тоді 2,1EX  = 0,85, 2,2RL  = 0,9, 2,1RC  = 0,9,  
2T =  round(4,3·0,85·0,9·0,9) = 3; 
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− для 2E , за аналогією з 2T , значення також визначаються за допомогою 
експертів, якщо 2,4CDP  = «MH», 2,3TD  = «M», 2,2CR  = «M», 2,2IR  = «M», 2,3AR  = 
«H», то 2,4CDP = 0,4, 2,3TD  = 0,75, 2,2CR  = 1, 2,2IR  = 1, 2,3AR  = 1,51.  
На основі цього обчислимо 
2AIM =  min(10; 10,41(1–(1 – 0·1) (1 – 0·1) (1 – 0,275·1,51)) = 4,3,  
2AB =  round((0,6·4,3) + (0,4·8,6) – 1,5) 1,176 = 5,3,  
2AT =  round(5,3·0,85·0,9·0,9) = 3,7,  
2E =  round((3,7 + (10 – 3,7) 0,4)) 0,75) = 4,6.  
Отримане значення 2E  скорегувало параметри 2B  та 2T . 
За аналогією з попередніми уразливостями для 1,3V =«CVE-2016-2386»,  
1,4V =«CVE-2015-1830», 1,5V =«CVE-2016-0497» також були сформовані оціночні 
параметри (див. рис. 4.8).  
Їх значення занесені в таблицю 4.13. 
Таблиця 4.13 
Визначення поточних значень (НЧ) оціночних параметрів (приклад) 
iEP  1,iep  2,iep  3,iep  4,iep  5,iep  
B , (i=1) 9,3 4,3 7,5 5 4,3 
T , (i=2) 7,7 3 6,8 3,8 3,5 
E , (i=3) 2,2 4,6 8,8 1,7 1,2 
Крок 9. 
Здійснимо класифікацію поточних значень ,uz iep  за формулою (1.8) при 
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Крок 10.  
Обчислимо показник ступеня ризику порушення ІБ за формулою (4.6), де 
m=5, 1,5j = , 1,3i = , 1 1,5n = ,  
1lr








K =90, ks =  0,5  
і тоді  
1,1LRV =  71,95, 1,2LRV =39,94,  
1,3LRV =62,25, 1,4LRV =41,57, 1,5LRV =36,75. 
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Таблиця 4.14 
Класифікація поточних значень оціночних параметрів (приклад) 
iEP  






V , ( 1,5)uz =  
1,ijλ  для  
1~ EPiK
T   
( 1,3i = , 1,5j = ) 
2,ijλ  для  
2~ EPiK
T   
( 1,3i = , 1,5j = ) 
3,ijλ  для  
3~ EPiK
T   
( 1,3i = , 1,5j = ) 
4,ijλ  для  
4~ EPiK
T   
( 1,3i = , 1,5j = ) 
5,ijλ  для  
5~ EPiK
T   
( 1,3i = , 1,5j = ) 
B  0 0 0 0,43 0,64 0 0,39 0,64 0 0 0 0 0,29 0,82 0 0 0 1 0 0 0 0,39 0,64 0 0 
T  0 0 0 1 0 0 1 0 0 0 0 0 0,74 0,14 0 0 0,64 0,31 0 0 0 0,79 0,12 0 0 
E  0 1 0 0 0 0 0,24 0,83 0 0 0 0 0 0,92 0 0 1 0 0 0 0 1 0 0 0 
Крок 11.  
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Рис. 4.8. Результати визначення числових значень  
для оціночних параметрів  
Далі за допомогою (4.7) формуються uzSP :  
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4
1 1,1 4 1,1( ; ( ( )))~ DRSP LRV T LRVµ=  = (71,95; РВ),  
2SP = 1,2( ;LRV
2
2 1,2( ( ));~ DRT LRVµ 3~ DRT 3 1,2( ( )))LRVµ =(39,94; РН(0,41); РС(0,59)),  
3 1,3( ;SP LRV=
3~ DRT 3 1,3( ( ));LRVµ 4 4 1,3( ( )))~ DRT LRVµ  = (62,25; РC(0,4); РВ(0,6)),  
4SP = 1,4( ;LRV  
2
2 1,4( ( ));~ DRT LRVµ  3~ DRT 3 1,4( ( )))LRVµ =(41,57; РН(0,26); РС(0,74)),  
5SP = 1,5( ;LRV
2~ DRT 2 1,5( ( ));LRVµ  3 3 1,5( ( )))~ DRT DRVµ =(36,75; РН(0,69); РС(0,31)),  
де, наприклад, (62,25; РC (0,4); РВ (0,6)) словесно інтерпретується як – «Ступінь 
ризику з числовим еквівалентом 62,25 межує з середнім і високим ризиками на 
границі РС – 0,4 і РВ – 0,6». Також для даного 1RISO  на основі (4.24) можна 
обчислити середнє значення ступеня ризику:  
1LR =(71,95 + 39,94 + 62,25 + 41,57 + 36,75) / 5 = 50,5 
і сформувати для нього  
SP = (50,5; РС). 
Для верифікації представленого методу здійснимо моделювання декількох 
станів середовища оцінювання: 
1-й стан – встановимо показники параметрів, що характеризують 
середовище оточення з меншим рівнем загроз щодо поточного стану значення 
всіх оціночних параметрів (див. табл. 4.15 і 4.16); 
2-й стан – встановимо показники параметрів, що характеризують 
середовище оточення з більшим рівнем загроз щодо поточного стану значення 
всіх оціночних параметрів (див. табл. 4.17 і 4.18). 
Приклад 2 (1-й стан) 
Відповідно до 1-го стану, при m=5 оціночні параметри для відповідних 
значень відображені в табл. 4.15. Реалізуємо класифікацію величин ,uz iep  за 




1-й стан значень оціночних параметрів 
iEP  1,iep  2,iep  3,iep  4,iep  5,iep  
,B  (i=1) 8,3 3,3 6,5 4 3,3 
,T  (i=2) 6,7 2 5,8 2,8 2,5 
,E  (i=3) 1,2 3,6 7,8 0,7 0,2 
Виконаємо обчислення показника ступеня ризику порушень ІБ за формулою 
(4.6), де m = 5, 1,5j = , 1,3i = , 1 1,5n = , а  
1lr
K  = 10, 
2lr
K = 30, 
3lr
K = 50, 
4lr
K = 70, 
5lr
K = 90, ks =  0,5 і тоді  
1,1LRV = 54,46, 1,2LRV = 30,2,  
1,3LRV = 51,98, 1,4LRV = 32,37,  
1,5LRV = 24,34.  
Використовуючи (1.7), обчислимо 1,( )j uzLRVµ  ( 1,5)uz =  і за допомогою (4.7) 
формуємо uzSP :  
1 1,1( ;SP LRV=  
3
3 1,1( ( )))~ DRT LRVµ  = (54,46; РC),  
2 1,2( ;SP LRV=  2 2 1,2( ( )))~ DRT LRVµ  = (30,2; РН),  
3 1,3( ;SP LRV=  3 3 1,3( ( )))~ DRT LRVµ  = (51,8; РC),  
4 1,4( ;SP LRV=  2 2 1,4( ( )))~ DRT LRVµ  = (32,37; РН),  
5 1,5( ;SP LRV=  2 2 1,5( ( )))~ DRT LRVµ  = (24,34; РН). 
Далі, на основі (4.8) для 1RISO  обчислюємо середнє значення ступеня 
ризику, тобто 1LR = 38,64, і формуємо для нього  
SP = (38,64; РН(0,52); РС(0,48)). 
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Таблиця 4.16 
Класифікація 1-го стану значень оціночних параметрів 
iEP  






V , ( 1,5)uz =  
1,ijλ  для 
1~ EPiK
T   
( 1,3i = , 1,5j = ) 
2,ijλ  для 
2~ EPiK
T   
( 1,3i = , 1,5j = ) 
3,ijλ  для 
3~ EPiK
T  
 ( 1,3i = ,
1,5)j =  
4,ijλ  для 
4~ EPiK
T   
( 1,3i = , 1,5j = ) 
5,ijλ  для  
5~ EPiK
T  ( 1,3i = ,
1,5j = ) 
B  0 0 0 1 0 0 1 0 0 0 0 0 0,94 0 0 0 0,54 0,44 0 0 0 0,89 0 0 0 
T  0 0 0,81 0,04 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 
E  0 1 0 0 0 0 0,74 0,18 0 0 0 0 0 1 0 0 0,65 0 0 0 0 0,19 0 0 0 
Приклад 3 (2-й стан) 
Згідно 2-го стану, при m=5 оціночні параметри для відповідних значень 
відображені в табл. 4.17. 
 
Таблиця 4.17 
2-й стан значень оціночних параметрів 
iEP  1,iep  2,iep  3,iep  4,iep  5,iep  
B , (i=1) 10 5,3 8,5 6 5,3 
T , (i=2) 8,7 4 7,8 4,8 4,5 
E , (i=3) 3,2 5,6 9,8 2,7 2,2 
Класифікуємо значення ,uz iep  за формулою (1.7) і (1.8), результати якої 
занесені до табл. 4.18. 
Таблиця 4.18 
Класифікація 2-го стану значень оціночних параметрів 
iEP  






V , ( 1,5)uz =  
1,ijλ  для  
1~ EPiK
T   
( 1,3i = , 1,5j = ) 
2,ijλ  для  
2~ EPiK
T   
( 1,3i = , 1,5j = ) 
3,ijλ  для 
3~ EPiK
T   
( 1,3i = ,
1,5)j =  
4,ijλ  для  
4~ EPiK
T   
( 1,3i = , 1,5j = ) 
5,ijλ  для  
5~ EPiK
T   
( 1,3i = , 1,5j = ) 
B  0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 
T  0 0 0 1 0 0 0,54 0,44 0 0 0 0 0 1 0 0 0,14 0,96 0 0 0 0,29 0,77 0 0 
E  0 0,94 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 
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Далі, аналогічно першому стану, обчислимо показник ризику порушення ІБ 
за допомогою (4.6), тобто 1,1LRV  =73,1, 1,2LRV  =46,05, 1,3LRV  =73,3, 1,4LRV  =47,44, 
1,5LRV  = 45,76. Використовуючи (1.7) знайдемо 1,( )j uzLRVµ  ( 1,5),uz =  а за виразом 
(4.7) сформуємо uzSP :  
1SP =  1,1( ;LRV  4 4 1,1( ( )))~ DRT LRVµ  = (73,1; РВ),  
1,2( ;LRV  3 3 1,2( ( )))~ DRT LRVµ  = (46,05; РС),  
3SP =  1,3( ;LRV  4 4 1,3( ( )))~ DRT LRVµ  = (73,3; РВ),  
4SP =  1,4( ;LRV  3 3 1,4( ( )))~ DRT LRVµ  = (47,44; РС),  
5SP =  1,5( ;LRV  3 3 1,5( ( )))~ DRT LRVµ  = (45,76; РС). 
На основі (4.8) обчислимо середнє значення ступеня ризику 1LR = 57,13 і 
сформуємо для нього SP = (57,13; РС (0,86); РВ (014)). Графічне представлення 
отриманих результатів відображено на рис. 4.9. і рис. 4.10. 
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Рис. 4.10. Результати обчислення значень для 1LR  
при різних станах 
Як видно з отриманих результатів, пропонований метод адекватно реагує на 
зміни вихідних значень оціночних параметрів, тобто при їх покращені показники 
ступеня ризику зменшуються, а при погіршенні – збільшуються. 
Таким чином, представлений якісно-кількісний метод ОР ІБ [16] за рахунок 
модифікації процедур визначення множини параметрів ОР і оцінки поточних 
значень параметрів з можливістю інтеграції (як альтернатива оцінок експертів) 
значень CVSS показників, які представлені у відповідних БД, дозволяє 
автоматизувати процес оцінювання уразливостей без залучення експертів 
необхідної предметної галузі. 
4.4. Метод оцінювання ризиків інформаційної безпеки на основі 
відкритих баз даних уразливостей 
Проблема, що пов’язана з ефективною реалізацією процесу АОР ІБ, 
відповідно до вимог міжнародних або державних стандартів [8, 9]. Частково 
вирішується за допомогою методів ОР (див. пп. 4.2, 4.3 і [1, 13, 16]), які 
ґрунтуються на експертних оцінках. Часто при ОР не завжди є можливість 
залучення експертів відповідної предметної галузі. На практиці, наприклад, 
можуть виникати ситуації, при яких необхідно реалізовувати оперативне 
оцінювання та моніторинг (в реальному часі) ризиків без залучення зазначених 
0 10 20 30 40 50 60
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стані значень оціночних параметрів
Середнє значення ступеня ризику при 
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стані значень оціночних параметрів
Середнє значення ступеня ризику
1LR
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експертів, а доступні методи і засоби ОР (див. розділ 1, пп. 4.2, 4.3 і [1, 13, 16]) не 
дають такої можливості. 
Для цього (як і в п. 4.3) пропонується використовувати відповідні відкриті 
БД уразливостей РІС (див. розділ 1, п. 1.4), в яких представлені їх кількісні 
оцінки. 
Розробимо метод ОР, який дозволить здійснити оцінювання ризиків в 
реальному часі з використанням відкритих БД без залучення експертів відповідної 
предметної галузі. 
В основу такого методу покладено дослідження, проведені в пп. 4.2, 4.3 і [1, 
13, 16]. Розглянемо детально його роботу, яка ґрунтується на 11 кроках. 
Крок 1 (Визначення повної множини ідентифікаторів РІС і 
уразливостей) і Крок 2 (Визначення множини ідентифікаторів РІС і 
уразливостей для об'єкту оцінювання)  
Реалізуються аналогічно якісно-кількісному методу ОР ІБ описаному в 
п. 4.3. 
Крок 3 (Визначення множини параметрів оцінювання ризику) 
Тут введемо множину оцінок ризику LR  для визначеного на другому кроці 









LR∃ 1{ , ...,LR }rsLR . 
Так, для ОР по кожній уразливості, відображеній ідентифікатором ,rs uzV  


















де ,rs uzLRV  – кількісна оцінка ризику за кожною uz-тою уразливістю rs-того РІС на 
об'єкті. Для відображення результату ОР скористаємося ЛЗ «СТУПІНЬ РИЗИКУ» 
(DR), представленою у вигляді кортежу (див. п. 4.3 [16]). 
Далі для забезпечення процесу оцінювання беруться за основу показники 
CVSS [10] з NVD (див. п. 1.4). Для цього визначимо необхідні множини 
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EP 1 2{ , ,...,EP EP= }gEP , де g – кількість множин таких параметрів. 
Відзначимо, що для версії 3 оцінок CVSS [10], в якій, на відміну від версії 
2.0, метрики експлуатування (АС, AV, PR, UI) розраховуються для уразливого 
компонента, а метрики впливу (С, І, А) для атакуючого. Це дає можливість 
розрізнити уразливий і атакуючий компоненти, наприклад, при g = 3 можуть бути 







EP { }1 2 3, ,EP EP EP ={ ,B  ,T  E }  ( 1,3 )i = , 
де:  
B  – базові (Base) оцінки, які, відповідно до визначень (див. п. 4.6), 











B  ( 1, )rsuz n= , 
члени якої формуються на основі групи множин параметрів ,uzAV ,uzAC ,uzPR
,uzS ,uzUI  ,uzC ,uzI uzA  ( 1, ),rsuz n=  де:  









AV = { },1 ,4, ...,uz uzAV AV= = { }, , ,N A L P   
( 1, , 1,4)rsuz n av= = , де: N – «Мережа» = 0,85; A – «Сполучена мережа» = 0,62; L – 
«Локальний доступ» = 0,55; P – «Фізичний доступ» = 0,2,  









{ },1 ,2,uz uzAC AC= { },L H=   
( 1, , 1,2)rsuz n ac= = , де: L – «Низька» = 0,77; H – «Висока» = 0,44,  











PR ,1 ,2{ , ,uz uzPR PR ,3}uzPR =  { }, ,N L H   
( 1, ,rsuz n=  1,3)pr = , де: N – «Відсутня» = 0,85;  




















{ },1 ,2,uz uzS S= { },U C=   
( 1, , 1,2)rsuz n s= = , де: U – «Без змін»; С – «Змінюється»);  




















{ },1 ,2,uz uzUI UI= { },N R=   
( 1, , 1,2)rsuz n ui= = , де: N – «Немає потреби» = 0,85; R – «Є потреба» = 0,62,  










C ,1 ,2{ , ,uz uzC C ,3}uzC = { }, ,N L H   
( 1, ,rsuz n= 1,3)c = , де: N – «Відсутній» = 0; L – «Низький» = 0,22; H – «Високий» = 
0,56,  










I = ,1{ ,uzI ,2 ,uzI ,3}uzI { }, ,N L H=   
( 1, ,rsuz n= 1,3)in = , де: N – «Відсутній» = 0; L – «Низький» = 0,22; H – «Високий» 
= 0,56,  











A = ,1{ ,uzA ,2 ,uzA ,3}uzA = { }, , ,N L H   
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( 1, ,rsuz n= 1,3)ai = , де: N – «Відсутній» = 0; L – «Низький» = 0,22; H – «Високий» 
= 0,56;  














( 1, )rsuz n= , 
члени якої визначаються за допомогою групи множин параметрів: ,uzEX ,uzRL
uzRC  ( 1, ),rsuz n=  де:  










EX = { },1 ,5, ...,uz uzEX EX = { }, , , ,X U POC F H   
(uz = 1, ,rsn  1,5)ex = , де: Х – «Немає даних» = 1; U – «Теоретична (немає доказів)» 
= 0,91; POС – «Експериментальна» = 0,94; F – «Функціональна» = 0,97; H – 
«Висока» = 1,  
uzRL  – рівень виправлення (показник ступеня готовності рішення), що 










RL = { },1 ,5, ...,uz uzRL RL = { , ,X OF ,TF , }W U   
( 1, ,rsuz n= 1,5),rl =  де: Х – «Немає даних» = 1; OF – «Офіційний патч» = 0,95; TF – 
«Тимчасове рішення» = 0,96; W – «Рішення на основі порад та рекомендацій» = 
0,97; U – «Відсутнє» = 1,  










RC = { },1 ,4, ...,uz uzRC RC= = { , ,X U , }R C   
( 1, ,rsuz n= 1,4),rc =  де: Х – «Немає даних» = 1; U – «Невизначена» = 0,92; R – 
«Обґрунтована» = 0,96; C – «Підтверджена» = 1;  
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Е – метрики середовища оточення (Environmental), що представлені 











E  ( 1, ),rsuz n=  
члени якої визначаються за допомогою групи множин параметрів: ,uzCR ,uzIR
,uzAR  uzMS , uzMAV , uzMAC , uzMPR , uzMUI , uzMC , uzMI , uzMA  (uz =  1, ),rsn  де:  










CR = { },1 ,4, ...,uz uzCR CR = { }, , ,X L M H   
( 1, ,rsuz n=  1,4),cr =  де: Х – «Невизначені» = 1; L – «Низькі» = 0,5; M – «Середні» 
= 1; H – «Високі» = 1,5,  










IR = ,1{ , ...,uzIR ,4}uzIR = { }, , ,X L M H   
( 1, ,rsuz n= 1,4),ir =  де: Х – «Невизначені» = 1; L – «Низькі» = 0,5; M – 
«Середні»= 1; H – «Високі» = 1,5,  










AR = { },1 ,4, ...,uz uzAR AR = { }, , ,X L M H  
( 1, ,rsuz n=  ar = 1,4),  де: Х – «Невизначені» = 1; L – «Низькі» = 0,5; M – «Середні» 
= 1; H – «Високі» = 1,5,  










{ },1 ,2 ,3, ,uz uz uzMS MS MS= { }, ,X U C=   
( 1, , 1,3),rsuz n ms= =  де: Х – «Невизначена»; U – «Без змін»; С – «Змінюється», 











MAV = { },1 ,5, ...,uz uzMAV MAV= = { }, , , ,X N A L P  
( 1, , 1,5)rsuz n mav= = , де: Х – «Невизначений» = 1; N – «Мережа» = 0,85; A – 
«Сполучена мережа» = 0,62; L – «Локальний доступ» = 0,55; P – «Фізичний 
доступ» = 0,2,  










{ },1 ,2 ,3, ,uz uz uzMAC MAC MAC { }, ,X L H=  
( 1, , 1,3)rsuz n mac= = , де: Х – «Невизначена» = 1; L – «Низька» = 0,77; H – 
«Висока» = 0,44,  













,1 ,2{ , ,uz uzMPR MPR ,3 ,4, }uz uzMPR MPR =  { }, , ,X N L H  
( 1, ,rsuz n=  1,4)mpr = , де: Х – «Невизначена» = 1; N – «Відсутня» = 0,85;  
































{ },1 ,2 ,3, ,uz uz uzMUI MUI MUI= { }, ,X N R=  
( 1, , 1,2)rsuz n mui= = , де: Х – «Невизначена» = 1; N – «Немає потреби» = 0,85; R – 
«Є потреба» = 0,62,  
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,1 ,2{ , ,uz uzMC MC ,3 ,4, }uz uzMC MC = { }, , ,X N L H  
( 1, ,rsuz n= 1,4)mc = , де: Х – «Невизначений» = 1; N – «Відсутній» = 0; L – 
«Низький» = 0,22; H – «Високий» = 0,56,  










MI = ,1{ ,uzMI ,2 ,uzMI ,3 ,4, }uz uzMI MI { }, , ,X N L H=  
( 1, ,rsuz n= 1,4),min =  де: Х – «Невизначений» = 1; N – «Відсутній» = 0; L – 
«Низьке» = 0,22; H – «Високе» = 0,56,  












,1{ ,uzMA ,2 ,uzMA ,3 ,4, }uz uzMA MA = { }, , ,X N L H  
( 1, ,rsuz n= 1,4),mai =  де: Х – «Невизначений» = 1; N – «Відсутній» = 0; L – 
«Низький» = 0,22; H – «Високий» = 0,56. 
Далі введемо ЛЗ «РІВЕНЬ ОЦІНОЧНОГО ПАРАМЕТРУ iEP » ( iEPK ), яка 
визначається кортежем [1, 2] <
iEP
K , ~ EPiK
T , 
iEP
X >, де базові терм-множини 
ініціалізуються m-термами 








T , для яких відповідно визначають свої 
інтервали значень за кожним iEP , ( 1, )i g=  – 1[ EPik ; 2EPik [, [ 2EPik ; 3EPik [, …, [ 1EP jik − ; 
[,EP jik  [ EP jik ; 1[,EP jik + …, [ ;EP mik  m 1EPik + ]. 
З метою зручності відображення оціночних параметрів через інтервали 
допустимих значень скористаємося табл. 4.9 (див. п.4.3). 
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Далі за допомогою відповідного методу (див. п. 4.1) [4], який реалізується за 





(аij; bi1j; bi2j; сij). 
Для цього за допомогою наступних перевизначень модифікуємо вираз (4.5) 
методу (див. п. 4.1 [4]): 2j ja b= , 1j jc b= , де 1,j m= , (m – кількість терм-множин) 
1 11a b= =0 і 2m mc b= = 1mk + . 
Оцінка значущості iEP  виконується за допомогою параметрів із множини 
{ } ( 1, )iLS i g∈ =LS , а оцінка поточного значення оціночного параметру – за 
допомогою множини ,{ }uz iep∈ep  ( 1, , 1, )rsuz n i g= = . 
Крок 4 (Визначення кількості терм-множин), Крок 5 (Оцінка рівня 
значущості оціночних параметрів) і Крок 6 (Визначення еталонних значень 
ступеня ризику). Зазначені кроки взаємопов’язані з аналогічними кроками 
методу, описаного в п. 4.3 [16]. 
Крок 7 (Визначення еталонних значень оціночних параметрів) 
Експерти проводять визначення еталонів параметрів для ЛЗ EPiK , тобто 
задається кількість термів в терм-множині 
~ EPiK
T . 
Для перетворення інтервалів в НЧ скористаємося запропонованим в п. 4.1 
[4] методом, який реалізується за допомогою чотирьох етапів з урахуванням 
модифікації виразу (4.5) з п. 4.1 [4] описаного на кроці 3. Для зручності 
відображення оціночних параметрів через НЧ використовуємо табл. 4.9. 
Наприклад, якщо iEP  представляються трапецієподібними НЧ з ФН µ1
,( )uz iep , …, µj ,( )uz iep , …, µm ,( )uz iep , то вони відповідно обчислюються за 
допомогою (1.7) (див. п. 1.2), що для інтервалів iEP  дозволяє сформувати 
значення µj ,( )uz iep . 
Крок 8 (Оцінка поточних значень параметрів) 








EP  { }1 2 3, , =EP EP EP { ,B  ,T  E } ( 1 3)i ,=  
визначаються ,uz iep  ,rs uzV∀ , ( 1, ,rs ro= 1, rsuz n= ), тобто ,{ }uz iep  = { ,uzep B , ,uzep T , 
,uzep E }.  
Значення кожного з параметрів можна взяти з відомих БД (див. п. 1.4) або 
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де 1roundUp ( ) – функція округлення до першого знаку після коми (наприклад, 
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ISC ISC при S C
=
=  − − − =
 
де  
, , ,1 ((1 )(1 )(1 ))uz uz c uz in uz aiISC C I A= − − − − , 
значення ,uz sS , ,uz cC , ,  отримуємо на основі кроку 3 цього методу, а  
, , , ,8,22uz uz av uz ac uz pr uz uiEXb AV AC PR UI= , 
1 , , ,( )uz uz uz ex uz rl uz rcT roundUp B EX RL RC= , 
де значення ,uz exEX , ,uz rlRL  і ,uz rcRC  також отримуємо на основі кроку 3 методу; 
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MISC при MS U
MIM
MISC MISC при MS C
=
=  − − − =
а 
,8,22uz uz mavMEXb MAV= ,uz macMAC , ,uz mpr uz muiMPR MUI  і  
, ,min[(1 (1 )uz uz mc uz crMISC MC CR= − − , ,(1 )uz min uz irMI IR− , ,(1 )),uz mai uz arMA AR− 0,915] , 
при цьому значення ,uz msMS , ,uz mavMAV , ,uz macMAC , ,uz mprMPR , ,uz muiMUI , ,uz mcMC , 
,uz crCR , ,uz minMI , ,uz irIR , ,uz maiMA , ,uz arAR  попередньо визначені на кроці 3 даного 
методу. Тут uzE  є коригуючим оціночним параметром, що визначає uzB  та uzT . 
Крок 9 (Класифікація поточних значень), Крок 10 (Оцінка ступеня 
ризику) і Крок 11 (Формування структурованого параметра ризику)  
реалізуються аналогічно методу в п. 4.3. 
Розглянемо роботу запропонованого методу на конкретному прикладі. 
Приклад 1 
Крок 1. 
Визначаються повні множини всіх РІС і уразливостей, при BDr  і NVDn  (див. 
п. 4.3). 
Крок 2. 
На цьому кроці за допомогою множини RIS автоматично (на основі 
перебору даних відповідних баз) або експертним шляхом визначається вміст 









 1 5{ , ..., }RISO RISO
 
( 1,5),rs =  
де, наприклад,  
1RISO =  «Файловий сервер»,  
2RISO =  «Банк даних»,  
3RISO =  «Архів даних»,  
4RISO =  «Маршрутизатор»,  
5RISO =  «Web-сервер». 
311 
Далі, відносно RISO, наприклад, при n1 = 5, n2 = 5, n3 = 7, n4 = 4, n5 = 2, 
автоматично або експертним шляхом за допомогою NVD (див. п. 1.4) 












 , 1,1 1,2 1,3 1,4 1,5
1





V V V V V V
=
=
 2,1 2,2 2,3 2,4 2,5{ , , , , },V V V V V
3,1 3,2 3,3 3,4 3,5 3,6 3,7 4,1 4,2 4,3 4,4{ , , , , , , },{ , , , },V V V V V V V V V V V 5,1 5,2{ , }}.V V  
Далі, наприклад, при rs=2 реалізуємо ОР для RISO2, для якого експертами 
ідентифіковані наступні уразливості: 
2,1V = «CVE-2016-5849» – уразливість Siemens SICAM PAS до версії 8.07 
дозволяє локальним користувачам отримати доступ до конфіденційної інформації 
про конфігурацію за рахунок використання події зупинки БД. Оцінка CVSS 
Severity (v2) = 1,9 (LOW) і (v3) = 2,5 (LOW); 
2,2V = «CVE-2016-5703» – уразливість SQL-ін'єкцій в бібліотеках/ 
центральних стовпцях (.lib.php) в PhpMyAdmin версій 4.4.x ÷ 4.4.15.7 і 4.6.x ÷ 
4.6.3 дозволяє віддаленому зловмисникові виконати довільні команди SQL за 
допомогою створеного імені БД, використовуючи помилку в запиті центрального 
стовпчика. Оцінка CVSS Severity (v2) = 7,5 (HIGH) і (v3) = 9,8 (CRITICAL); 
2,3V = «CVE-2016-0298» – уразливість обходу каталогів в IBM Security 
Guardium Database Activity Monitor версій 10 ÷ 10.0p100 дозволяє здійснювати 
віддаленим користувачам перевірку достовірності і читати довільні файли за 
допомогою сформованого URL. Оцінка CVSS Severity (v2) = 4,0 (MEDIUM) і (v3) 
= 6,5 (MEDIUM); 
2,4V = «CVE-2016-5705» – уразливість множинного міжсайтового скриптингу 
(XSS) в PhpMyAdmin версій 4.4.x ÷ 4.4.15.7 і 4.6.x ÷ 4.6.3 дозволяє віддаленому 
зловмисникові впровадити довільний веб-скрипт або HTML за допомогою 
векторів, що включають поля: (1) дані сервера-привілеїв – сертифікат про привілеї 
користувача сторінки, (2) повідомлення про помилки «недійсні JSON» в консолі 
помилок, (3) ім'я БД, (4) ім'я групи. Оцінка CVSS Severity (v2) = 4,3 (MEDIUM) і 
(v3) = 6,1 (MEDIUM); 
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2,5V = «CVE-2016-4328» – уразливість передопераційної системи управління 
інформацією MEDHOST (так званої PIMS або VPIMS) до 2015R1, має чітко 
прописані облікові дані, що робить її більш доступною для віддаленого 
зловмисника під час отримання доступу до конфіденційної інформації за 
допомогою прямих запитів до сервера БД додатків. Оцінка CVSS Severity (v2) = 
10 (HIGH) і (v2) = 9,8 (CRITICAL). 
Крок 3.  
Визначимо множину параметрів ОР, наприклад, при rо = 2 (тобто для 2LR ) і 







LRV 2,1{ ,LRV 2,2 ,LRV 2,3,LRV 2,4 ,LRV 2,5}}LRV ).  
Відображення результатів ОР для 2LR  і 2,uzLRV , ( 1,5)uz =  при m = 5 






 (див. п. 4.3), які можуть бути відображені 
на універсальній множині XDR ∈{0, maxDR}. Як наслідок, для кожного терму 
визначаються інтервали з використанням модифікованої шкали Харрінгтона [1, 6] 
(див. п. 4.3). 
Далі скористаємося множиною оціночних параметрів EP= {B, T, E}. 
Визначимо для ЛЗ 
iEP
K  при m = 5 наступні терми – 
5






«Низький» (L), «Середній» (M), «Високий» (H), «Критичний» (C)}, які в 
лінгвістичній формі характеризують рівень оціночного параметра. Далі, для 
кожного терму оціночних параметрів [4] визначимо інтервали [ 1EPik ; 2EPik  [, [ 2EPik ; 
3EPi
k  [, [ 3EPik ; 4EPik [, [ 4EPik ; 5EPik [, [ 5EPik ; 6EPik ], яким будуть відповідати значення [1, 7, 
17] – [0; 0,1[, [0,1; 4[, [4; 7[, [7; 9[, [9; 10]. 
Крок 4. 
Визначимо кількість необхідних терм-множин для ОР ЛЗ DR(m) і ( )mEPiK  при 
m = 5 (див. табл. 4.11 і 4.19 відповідно). У разі необхідності можемо за допомогою 
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методів, описаних в розділі 3, реалізувати інкрементування або декрементування 
відповідних терм-множин. 
Таблиця 4.19  




T = (аj, b1j, b2j, сj)LR  для  
1~ EPiK
T  ÷ 
5~ EPiK
T , ( 1,5j = , 1, )i g=  
1~ EPiK
T   
(аi1; bi11; bi21; 
сi1) 
1~ EPiK
T   
(аi1; bi11; bi21; 
сi1) 
1~ EPiK
T   
(аi1; bi11; bi21; 
сi1) 
1~ EPiK
T   
(аi1; bi11; bi21; 
сi1) 
1~ EPiK
T   




(0;0;0,1;1,1) (0,1;1,1;3,1;4,9) (3,1;4,9;6,4;7,7) (6,4;7,7;8,7;9,5) (8,7;9,5;10;10) 
Крок 5. 
Здійснюємо оцінку значущості оціночних параметрів. Оскільки для всіх 
оціночних параметрів (наприклад, на думку експертів) справедливе відношення 
порядку 1 2LS LS≥ 3LS≥  (див. (1. 2)), то оцінку LS здійснимо за формулою (1. 3) 
(див. п. 1.2) тобто:  
1 2 1 / 1LS (g i ) (g )g= − + −  
= 2 3 1 1 / 3 1 3( ) ( )− + −  = 1;  
2 2 3 2 1 / 3 1 3LS ( ) ( )= − + − = 0,67;  
3 2 3 3 1 / 3 1 3LS ( ) ( )= − + − = 0,33, ( 1,3)i = . 
Крок 6. Визначаємо еталонні значення для ЛЗ DR. За допомогою (4.1) - 
(4.5) (див. п. 4.1 [4]) представимо для ~ jDRT  
= (аj; b1j; b2j; сj) числові значення, які 
заносяться в таблицю 4.11. Їх графічна інтерпретація відображена на рис. 4.6. 
Крок 7. Сформуємо еталонні значення для ЛЗ EPiK . Перетворення 
інтервалів в НЧ 
 ~ EP jiK
T = (аij; bi1j; bi2j; сij) реалізуємо за допомогою чотирьох етапів 
запропонованого в п. 4.1 [4] методу і поправок, прийнятих на етапі 3. 
Етапи 1 та 3. Використаємо результати з аналогічного прикладу, 
наведеного в п. 4.3. 
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Етап 4. Реалізуємо нормування результатів за виразом (4.5) (див. п. 4.1 [4]) 
з урахуванням модифікації: 
11 11 6 25( ) /ii i iEPb b k b′′ ′′= ⋅  = 0,  
21 21 6( ) /ii i EPb b k′′= ⋅ 25ib′′  = 0,051 і т.д. (див. табл. 4.19),  
2 21i ia b= , 3 22i ia b= , 4 23i ia b= , 5 24i ia b= ,  
1 12i ic b= , 2 13i ic b= , 3 14i ic b= , 4 15i ic b= .  
Відповідно до (4.5) (див. п. 4.1 [4]), 1 11i ia b= =  0, а 5 25i ic b=  = 10. Всі отримані 
в результаті обчислення значення занесені в таблицю 4.19, а їх графічна 
інтерпретація відображена на рис. 4.11. 
 
Рис. 4.11. Приклад еталонних НЧ для оціночних параметрів  
Buz, Tuz, Euz ( 1,5)uz =  
Крок 8. Поточний стан RISO2 характеризується значеннями оціночних 
параметрів , ,uz iep  ,rs uzV∀ , які визначаються за допомогою оцінок CVSS версії 3, 
представлених на сайті NVD (див. п. 1.4). Оскільки не завжди всі значення 
оціночних параметрів уразливостей визначені в базі NVD, то для отримання 
необхідних складових скористаємося формулами з кроку 7. 
Розрахунок для 2,1V  = «CVE-2016-5849»:  
− для 1B , виходячи з того, що величинам 1,3AV , 1,2AC , 1,2PR , 1,1S , 1,1UI , 1,2C , 
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«N», то 1,3AV  = 0,55, 1,2AC = 0,44, 1,2PR  = 0,62, 1,1UI =0,85, 1,2C  = 0,22, 1,1I  = 0 і 1,1A  = 
0. На основі цього обчислимо  
1 1,2 1,1 1,11 ((1 )(1 )(1 ))ISC C I A= − − − − =  
1 – ((1 – 0,22)(1 – 0)(1 – 0)) = 0,22,  
1IM =6,42 1ISC = 1,4124, 1EXb =8,22  
1,3AV 1,2AC 1,2PR 1,1UI = 
8,22 · 0,55 · 0,44 · 0,62 · 0,85 = 1,0483, а  
1B = 1 1[min(roundUp IM + 1),10]EXb =  
1roundUp [min(1,4124 + 1,0483),10] = 2,5; 
− для 1T  (аналогічно 1B ) відповідно величини і їх значення ініціалізуються 
за допомогою NVD, а, наприклад, експертним шляхом, так для 1,2EX = «U», 1,2RL = 
«OF», 1,4RC  = «C», і тоді 1,2EX = 0,91, 1,2RL  = 0,95, 1,4RC  = 1, а  
1 1 1 1,2 1,2 1,4( )T roundUp B EX RL RC= =  
1roundUp  (2,5 · 0,91 · 0,95 · 1)=2,2; 
− для 1E , за аналогією з 1T , значення також можуть бути визначенні за 
допомогою БД або експертним шляхом, так, наприклад, якщо 1,4MAV = «L», 
1,3MAC = «H», 1,3MPR = «L», 1,2MUI = «N», 1,2MS = «U», 1,3MC = «L», 1,2MI = «N», 
1,2MA = «N», 1,3CR  = «M», 1,2IR = «L» и 1,2AR  = «L», тоді 1,4MAV =0,55, 1,3MAC = 0,44, 
1,3MPR = 0,62, 1,2MUI = 0,85, 1,3MC =0,22, 1,2MI =0, 1,2MA =0, 1,3CR  = 1, 1,2IR  = 0,5 і 
1,2AR  = 0,5. На основі цього заходимо 
1 1,3 1,3 1,2 1,2 1,2 1,2min[(1 (1 )(1 )(1 )),0,915]MISC MC CR MI IR MA AR= − − − − = min[(1 – (1 – 
0,22 · 1) (1 – 0 · 0,5) (1 – 0 · 0,5)), 0,915] = 0,22, 1 16,42MIM MISC=  = 6,42 · 0,22 = 
1,4124, 1 1,4 1,3 1,3 1,28,22MEXb MAV MAC MPR MUI= = 
8,22 · 0,55 · 0,44 · 0,62 · 0,85 = 1,0483 і  
1E =  1 1 1 1,1 1,1 1,4(min[ ) ,10])roundUp MIM MEXb EX RL RC+ =  
1roundUp (min[1,4124 + 1,0483) 0,91 · 0,95 · 1, 10]) = 2,2. 
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Отримане значення 1E  скоригувало параметри 1B  і 1T . 
Розрахунок для 2,2V  = «CVE-2016-5703»: 
− для 2B  визначені значення 2,1AV  = «N», 2,1AC  = «L», 2,1PR  = «N», 2,1UI  = 
«N», 2,1S = «U», 2,3C  = «H», 2,3I  = «H», 2,3A  = «H» і тоді 2,1AV = 0,85, 2,1AC  = 0,77, 
2,1PR  = 0,85, 2,1UI  = 0,85, 2,3C  = 2,3I  = 2,3A  = 0,56. 
Обчислимо 
2ISC =  1 – ((1 – 0,56)(1 – 0,56)(1 – 0,56)) = 0,915, 
2IM =  6,42·0,915 = 5,87, 
2EXb  = 8,22·0,85·0,77· 0,85 ·0,85 = 3,89,  
2B =  1roundUp (min[5,87 + 3,89), 10]) = 9,8; 
− для 2T  в базі NVD відсутні певні значення, тому, наприклад, експертним 
шляхом визначимо значення для 2,5EX  = «H», 2,1RL  = «X», 2,1RC  = «UC», і тоді 
2,5EX  = 1, 2,1RL  = 1, 2,1RC  = 1,  
2T =  1roundUp (9,8·1·1·1) = 9,8; 
− для 2E , за аналогією з 2T , значення визначаються також експертним 
шляхом. Якщо 2,2MAV = «N», 2,2MAC = «L», 2,2MPR = «N», 2,2MUI = «N», 2,2MS = 
«U», 2,4MC = «H», 2,4MI = «H», 2,4MA = «H», 2,4CR  = «H», 2,4IR = «H» і 2,4AR  = «H», 
то 2,2MAV =0,85, 2,2MAC = 0,77, 2,2MPR = 0,85, 2,2MUI = 0,85, 2,4MC = 2,4MI = 2,4MA
=0,56 і 2,4CR  = 2,4IR  = 2,4AR  = 1,5.  
На основі цього знаходимо  
2MISC =  min[(1 – (1 – 0,56 · 1,5) (1 – 0,56 · 1,5) (1 – 0,56 · 1,5)), 0,915] = 0,915,  
2MIM =  6,42 · 0,915 = 5,8743,  
2MEXb =  8,22 · 0,85 · 0,77 · 0,85 · 0,85 = 3,887 і  
2E =  1roundUp (min[(5,8743 + 3,887) 1 · 1 · 1, 10]) = 9,8. 
Отримане значення 2E  скоригувало параметри 2B  і 2T . 
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За аналогією з попередніми уразливостями для 2,3V = «CVE-2016-0298», 2,4V
= «CVE-2016-5705» і 2,5V = «CVE-2016-4328» також були сформовані оціночні 
параметри. Їх значення занесені до таблиці 4.20. 
Таблиця 4.20 
Визначення поточних значень оціночних параметрів (приклад 1) 
ЕРі 1,iep  2,iep  3,iep  4,iep  5,iep  
B, (i=1) 2,5 9,8 6,5 6,1 9,8 
T, (i=2) 2,2 9,8 6 5,4 8,7 
E, (i=3) 2,2 9,8 7,7 4,1 8,7 
Крок 9. 
Класифікуємо поточні значення ,uz iep  за відповідною формулою у 
вищерозробленому методі (див. п. 4.3), а результати заносяться в табл. 4.21. 
Крок 10. 
Обчислимо показник ступеня ризику порушення ІБ за формулою (4.6) (див. 
п. 4.3), де m = 5, 1,5j = , 1,3i = , 1 1,5n = , 1lrK  =10, 2lrK =30, 3lrK =50, 4lrK =70, 5lrK =90, 
ks =  0,5, і тоді 2,1LRV =  30, 2,2LRV = 90, 2,3LRV = 54,1, 2,4LRV = 48,55, 2,5LRV = 80. 
Крок 11. 
За аналогією з кроком 8, відповідно до п. 4.3, обчислимо 2,( )j uzLRVµ  
( 1,5)uz = . 
Далі за допомогою (4.7) (див. п. 4.3) формуються uzSP :  
2
1 2,1 2 2,1( ; ( ( )))~ DRSP LRV T LRVµ=  = (30; РН),  
2SP = 2,2( ;LRV
5
5 2,2( ( )))~ DRT LRVµ  = (90; ГР),  
3 2,3( ;SP LRV=
3~ DR
T 3 2,3( ( )))LRVµ  = (54,1; РC),  
4 2,4( ;SP LRV=
3~ DR
T 3 2,4( ( )))LRVµ  = (48,55; РC),  
5SP = 2,5( ;LRV
4~ DR
T 4 2,5( ( ));LRVµ
5
5 2,5( ( )))~ DRT DRVµ  = (80; РВ(0,8); ГР(0,2)),  
318 
де, наприклад, (80; РВ(0,8); ГР(0,2)) лінгвістично інтерпретується, як «Ступінь 
ризику з числовим еквівалентом 80 знаходиться між високим і граничним 
ризиком на межі РВ – 0,8 і ГР – 0,2». 
Таблиця 4.21 
Класифікація поточних значень оціночних параметрів (приклад 1) 
ЕРі 






V , ( 1,5)uz =  
1,ijλ  для 
1~ EPiK
T   
( 1,3i = ,
1,5j = ) 
2,ijλ  для 
2~ EPiK
T   
( 1,3i = ,
1,5j = ) 
3,ijλ  для  
3~ EPiK
T   
( 1,3i = , 
1,5j = ) 
4,ijλ  для  
4~ EPiK
T   
( 1,3i = , 
1,5j = ) 
5,ijλ  для 
5~ EPiK
T   
( 1,3i = ,
1,5j = ) 
B 0 1 0 0 0 0 0 0 0 1 0 0 0,92 0,08 0 0 0 1 0 0 0 0 0 0 1 
T 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 
E 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0,44 0,56 0 0 0 0 0 1 0 
Також для даного RISO2 на основі (4.8) (див. п. 4.3), можна обчислити 
середнє значення ступеня ризику:  
2LR =(30 + 90 + 54,1 + 48,55 + 80) / 5 = 60,53, 
і сформувати для нього SP= (60,53; РС(0,55); РВ(0,45)). 
За аналогією з прикладом в п. 4.3, для верифікації представленого методу 
змоделюємо 1-й (див. табл. 4.22 і 4.23) і 2-й стан (див. табл. 4.24 і 4.25) 
середовища оцінювання. 
Приклад 2 (1-й стан) 
Згідно 1-го стану, при m=5 оціночні параметри приймають значення, які 
відображені в табл. 4.22. 
Таблиця 4.22 
1-ий стан значень оціночних параметрів (приклад 2) 
ЕРі 1,iep  2,iep  3,iep  4,iep  5,iep  
B, (i=1) 1,5 8,8 5,5 5,1 8,8 
T, (i=2) 1,2 8,8 5 4,4 7,7 
E, (i=3) 1,2 8,8 6,7 3,1 7,7 
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Реалізуємо класифікацію значень ,uz iep  за формулою (1.7) і (1.8) (див. 
п. 1.2), результати якої занесені в табл. 4.23. 
Зробимо обчислення показника ступеня ризику порушення ІБ за формулою 
(4.6) (див. п. 4.3), де m = 5, 1,5j = , 1,3i = , 1 1,5n = , 1lrK  = 10, 2lrK = 30, 3lrK = 50, 4lrK
= 70, 
5lr
K = 90, ks =  0,5 і тоді 2,1LRV = 30, 2,2LRV = 74, 2,3LRV = 50,76, 2,4LRV = 44,82, 
2,5LRV = 72. 
Обчислимо 2,( )j uzLRVµ , ( 1,5)uz = , а використовуючи (4.7) формуються uzSP :  
1 2,1( ;SP LRV=  2 2 2,1
( ( )))~ DRT LRVµ  = (30; РН),  
2 2,2( ;SP LRV=  4 4 2,2
( ( )))~ DRT DRVµ  = (74; РВ),  
3 2,3( ;SP LRV=  3 3 2,3
( ( )))~ DRT LRVµ  = (50,76; РC),  
4 2,4( ;SP LRV=  3 3 2,4
( ( )))~ DRT LRVµ  = (44,82; РС),  
5 2,5( ;SP LRV=  4 4 2,5
( ( )))~ DRT LRVµ  = (72; РВ). 
На основі виразу (4.8) (див. п. 4.3) для RISO2 можна обчислити середнє 
значення ступеня ризику, тобто 2LR = 54,32 і сформувати для нього SP = (54,32; 
РС). 
Таблиця 4.23 
Класифікація 1-го стану значень оціночних параметрів (приклад 2) 
ЕРі 






V  ( 1,5)uz =  
1,ijλ  для 
1~ EPiK
T   
( 1,3i = ,
1,5j = ) 
2,ijλ  для 
2~ EPiK
T   
( 1,3i = , 
1,5j = ) 
3,ijλ  для 
3~ EPiK
T   
( 1,3i = , 
1,5)j =  
4,ijλ  для 
4~ EPiK
T   
( 1,3i = , 
1,5j = ) 
5,ijλ  для 
5~ EPiK
T   
( 1,3i = , 
1,5j = ) 
B 0 1 0 0 0 0 0 0 0,89 0,13 0 0 1 0 0 0 0 1 0 0 0 0 0 0,89 0,13 
T 0 1 0 0 0 0 0 0 0,89 0,13 0 0 1 0 0 0 0,28 0,72 0 0 0 0 0 1 0 
E 0 1 0 0 0 0 0 0 0,89 0,13 0 0 0,77 0,23 0 0 1 0 0 0 0 0 0 1 0 
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Приклад 3 (2-й стан) 
Згідно 2-го стану, при m=5 оціночні параметри приймають значення, які 
відображені в табл. 4.24. 
Таблиця 4.24 
2-й стан значень оціночних параметрів (приклад 3) 
ЕРі 1,iep  2,iep  3,iep  4,iep  5,iep  
B, (i=1) 3,5 10 7,5 7,1 10 
T, (i=2) 3,2 10 7 6,4 9,7 
E, (i=3) 3,2 10 8,7 5,1 9,7 
Здійснимо класифікацію ,uz iep  за допомогою (1.7) і (1.8), результати якої 
занесені в табл. 4.25. 
Таблиця 4.25 
Класифікація 2-го стану значень оціночних параметрів (приклад 3) 
ЕРі 






V  ( 1,5)uz =  
1,ijλ  для 
1~ EPiK
T   
( 1,3i = , 
1,5j = ) 
2,ijλ  для 
2~ EPiK
T   
( 1,3i = , 
1,5j = ) 
3,ijλ  для 
3~ EPiK
T   
( 1,3i = , 
1,5)j =  
4,ijλ  для 
4~ EPiK
T   
( 1,3i = , 
1,5j = ) 
5,ijλ  для 
5~ EPiK
T   
( 1,3i = , 
1,5j = ) 
B 0 0,77 0,22 0 0 0 0 0 0 1 0 0 0,15 0,86 0 0 0 0,46 0,54 0 0 0 0 0 1 
T 0 0,94 0,06 0 0 0 0 0 0 1 0 0 0,54 0,47 0 0 0 1 0 0 0 0 0 0 1 
E 0 0,94 0,06 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 
Далі, аналогічно першому стану, обчислимо показник ступеня ризику 
порушення ІБ, залучивши (4.6), тобто 
2,1LRV  = 32,65, 2,2LRV  = 90, 2,3LRV  = 65,47,  
2,4LRV  = 55,4, 2,5LRV  = 90. 
Обчислимо 2,( )j uzLRVµ  ( 1,5),uz =  а залучивши (4.7) сформуємо uzSP :  
1SP =  2,1( ;LRV  2 2 2,1
( ( )))~ DRT LRVµ  = (32,65; РН),  
2SP =  2,2( ;LRV 5 5 2,2
( ( )))~ DRT LRVµ  = (90; ГР),  
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3SP =  2,3( ;LRV  3 3 2,3
( ( )))~ DRT LRVµ ; 4 4 2,3
( ( )))~ DRT LRVµ  = (65,47; РС(0,11); РВ(0,89)),  
4SP =  2,4( ;LRV  3 3 2,4
( ( )))~ DRT LRVµ  = (55,4; РС),  
5SP =  2,5( ;LRV  5 5 2,5
( ( )))~ DRT LRVµ  = (90; ГР). 
На основі (4.8) обчислимо середнє значення ступеня ризику 2LR  = 66,7 і 
сформуємо для нього SP = (66,7; РВ). 
Графічне представлення отриманих результатів відображено на рис. 4.12. і 
рис. 4.13. 
 
Рис. 4.12. Результати обчислень значень для 2,uzLRV  
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Як видно з отриманих результатів, запропонований метод адекватно реагує 
на зміни вихідних значень оціночних параметрів, тобто при їх покращені ступінь 
ризику зменшуються, а при погіршені – збільшуються. 
Таким чином, представлений метод оцінювання ризиків ІБ на підставі 
відкритих БД уразливостей [17] за рахунок модифікації процедур визначення 
множини параметрів ОР і оцінки поточних значень параметрів з можливістю 
інтеграції (як альтернатива оцінок експертів) значень показників CVSS (версії 
3.0), які представлені в NVD, дає можливість розрізнити уразливий і атакуючий 
компоненти, а також дозволяє реалізовувати оперативне оцінювання та 
моніторинг (в реальному часі) ризиків без залучення експертів відповідної 
предметної галузі. 
4.5. Висновки до четвертого розділу 
1) Розроблено метод перетворення інтервалів у трапецієвидні НЧ, який за 
рахунок реалізації процедур коригування параметрів, формування нових значень 
абсцис, визначення базового значення зсуву, поправки термів і нормування 
результуючих НЧ, дозволяє формалізувати процес формування еталонних 
величин без участі експертів відповідної предметної галузі. 
2) Розроблено інтегрований метод ОР, з метою створення ефективних 
засобів ОР та удосконалення існуючих методів, який, на відміну від відомих, за 
рахунок інтеграції детермінованого і нечіткого підходу оцінювання, АСКМ, 
методів модифікації порядку ЛЗ, дозволяє оперувати одночасно чіткими і 
нечіткими величинами з варіативним числом терм-множин. 
3) Розроблено якісно-кількісний метод ОР безпеки РІС, з метою створення 
ефективних засобів ОР, який, за рахунок модифікації процедур визначення 
множини параметрів ОР і оцінки поточних значень параметрів з можливістю 
інтеграції (як альтернатива оцінок експертів) значень CVSS (версій 2.0) 
показників у відповідних БД, АСКМ, методів модифікації порядку ЛЗ, дозволяє 
автоматизувати та реалізувати в реальному часі відповідний процес ОР. 
4) Розроблено метод ОР безпеки РІС на основі відкритих БДЗ/У, який за 
рахунок модифікації процедур визначення множини параметрів ОР і оцінки 
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поточних значень параметрів з можливістю інтеграції (як альтернатива оцінок 
експертів) значень CVSS (версій 3.0) показників у відповідних БД, дозволяє 
автоматизувати відповідний процес ОР та реалізувати їх моніторинг у реальному 
часі. 
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Розділ 5. 
СИСТЕМИ ОЦІНЮВАННЯ РИЗИКІВ  
ІНФОРМАЦІЙНОЇ БЕЗПЕКИ 
Відомо, що методологічний базис є найважливішим компонентом теорії 
захисту інформації [1], який складається із сукупності методів і моделей, 
необхідних та достатніх для досліджень проблеми захисту і вирішення 
практичних завдань відповідного призначення. На сьогоднішній день розроблені 
методи ОР безпеки РІС (див. розділ 4), які дозволяють реалізувати оцінювання в 
детермінованих і нечітких умовах середовища оцінювання за участю і без участі 
експертів відповідної предметної галузі. Ці методи дозволяють оперувати 
одночасно чіткими і нечіткими параметрами з можливістю варіювання порядком 
ЛЗ (див. розділ 3), а також реалізовувати оперативне оцінювання та моніторинг (у 
режимі реального часу) ризиків без залучення експертів відповідної предметної 
галузі (див. пп. 4.3 і 4.4). Для цього, наприклад, можна використовувати значення 
показників ІБ CVSS (версії 2.0 і 3.0), отримані на підставі відкритих БД 
уразливостей (в якості альтернативи оцінок експертів). 
Сьогодні відомий методологічний базис для синтезу наступних систем: 
оцінювання рівня захищеності державних ресурсів від соціотехнічних атак [2]; 
аналізу стану комплексу технічного захисту інформації [3]; виявлення аномалій, 
породжених кібератаками [4]; оцінювання шкоди національній безпеці у сфері 
охорони державної таємниці [5]; аналізу та оцінки ризиків втрат інформаційних 
ресурсів [6] і т.д. Остання методологія пов'язана з актуальним завданням ОР 
безпеки РІС, однак, вона не вирішує проблему забезпечення вона не вирішує 
проблему забезпечення відповідними функціональними властивостями засобів 
оцінювання ризиків безпеки щодо РІС за рахунок розробки узагальненої 
методології забезпечення процесу ОР ІС, а запропоновані методи і моделі ОР [4] 
не використовуються в єдиній стратегії досліджень в галузі управління ризиками і 
ефективної побудови відповідних систем ІБ. У зв'язку з цим, для вирішення 
зазначеної проблеми необхідно інтегрувати запропоновані розробки і застосувати 
їх з відповідних системних позицій [6]. 
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5.1. Методологія синтезу адаптивних систем оцінювання ризиків 
безпеки ресурсів інформаційних систем 
Для вирішення проблеми неспроможності існуючих методів та засобів ОР 
адаптуватись під різні потреби користувача необхідна методологія, яка б 
дозволила підтримувати процес побудови таких систем ОР безпеки РІС, які могли 
б відповідати сучасним вимогам. 
На підставі проведених досліджень, пов'язаних з розробкою 
функціонального повного базису методів модифікації порядку ЛЗ, який, за 
рахунок використання відповідних аналітичних функцій інкрементування і 
декрементування числа термів та їх модифікацій повним n-кратним розширенням 
(n-кратне інкрементування та декрементування), а також базових аналітичних 
виразів верифікації модифікованих ЛЗ, дозволяє реалізовувати процедуру 
трансформування базових еталонів параметрів на трапецієподібних і трикутних 
НЧ без залучення експертів відповідної предметної галузі та розширити 
математичну базу теорії нечітких множин, пов’язаною з операціями над ЛЗ щодо 
перевірки властивостей рівномірності, нерівномірності, прогресії та регресії ЛЗ на 
трапецієподібних та трикутних НЧ до і після їх відповідного функціонального 
перетворення, баз даних уразливостей, пропонується відповідна узагальнена 
методологія з поліморфними властивостями щодо підтримки процесу ОР безпеки 
РІС, структурно-аналітичне відображення якої представлене на рис. 5.1. Основу 
методології складають десять базових етапів: 
1) визначення базових параметрів; 
2) вибір методу ОР; 
3) вибір БД РІС (БДРІС) і загроз / уразливостей (БДЗ / У); 
4) ідентифікація РІС, загроз / уразливостей; 
5) формування множини параметрів ОР; 
6) формування еталонів; 
7) вибір методу трансформування термів; 
8) верифікація ЛЗ; 
9) визначення оціночних параметрів (фазифікація); 
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Рис. 5.1. Структурно-аналітичне відображення розробленої методології синтезу 
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10) оцінювання та інтерпретація СР (дефазифікація). 
Опишемо більш детально кожен з етапів запропонованої методології. 
1. Визначення базових параметрів.  
Для подальшої ефективної реалізації процесу оцінювання СР необхідно, на 
основі СК 1 2, , ..., devST ST ST  (див. п. 2.1) та за допомогою методу його 
формування (див. п. 2.2) визначити всі необхідні базові параметри, які повинні 
використовуватись при ОР. В результаті реалізації цього етапу формуються базові 
множини параметрів для ОР EPi={EP1, EP2,. EPg} ( 1, )i g= . 
2. Вибір методу ОР. 
На основі сформованої на першому етапі множини EPi здійснюється вибір 
методу ОР безпеки РІС в залежності від джерела і формату початкових даних. 
До зазначених джерел відносяться дані про можливі оціночні параметри в 
СК. У відповідність з цим, методологія дозволяє проводити ОР безпеки РІС на 
основі множини альтернативних методів ОР Мmet (де met – кількість можливих 
методів ОР).  
Для кожного методу визначаються оціночні параметри EPi і їх кількість 
1 2
( 1, , 1, ,..., 1, )
metM M M
i g i g i g= = = . 
Наприклад, М1 – інтегрований метод ОР (див п. 4.2), для якого при 1,4i =  
iEP  може мати вигляд EPi={EP1, EP2, EP3, EP4} = { ,D ,F ,L P } (див. пп. 4.3-4.5), 
М2 – якісно-кількісний метод ОР (див. п. 4.3) і М3 – метод ОР ІБ на основі 
відкритих БД уразливостей (див. п. 4.4), де в якості оціночних параметрів можуть 
використовуватися VA – оцінки CVSS (див. пп. 2.1, 4.3 та 4.4), а при 1,3i =  
EPi={EP1, EP2, EP3} = { ,B ,T E } і т.д. Залежно від кінцевого рішення щодо 
вибору методу, в подальшому на наступних етапах методології, формуються 
відповідні інтервали значень для ЛЗ. 
3. Вибір БДРІС та БДЗ/У.  
Залежно від обраного методу ОР (див. етап 2 методології) здійснюється 











RIS  ( 1, )rs r=  









V  ( 1, )uz n= . У якості таких БД 
можуть служити, наприклад, загальнодоступні (через інтернет) БДЗ/У (див. 
пп. 4.2-4.4) або БД, що зберігаються на відповідних серверах і містять в собі, 
наприклад, необхідні для реалізації ОР статистичні дані, отримані на підприємстві 
за певний проміжок часу. 
4. Ідентифікація РІС та З/У. 
Для ОР здійснюється ідентифікація РІС і З/У (в залежності від обраного 
методу ОР (див. розділ 4)). Для цього, відповідно до обраного об'єкта оцінювання, 
визначаються множини РІС  







RISO  ( 1, )rs ro=  


















 ( 1, ,rs ro=  1, )rsuz n=  
за допомогою необхідних БД (множини визначених rs ⊂RISO RIS  та rs ⊂V V ) 
(див. пп. 4.3, 4.4), обраних на етапі 3 методології. Наприклад, в результаті 
проходження цього етапу на виході можемо отримати наступні РІС: 
1RISO = «Веб-сервер»,  
2RISO = «Операційна система»,  
3RISO = «Мережевий файл-сервер» та ін.,  
а при n=3 для 1RISO = «Веб-сервер» були ідентифіковані наступні 
{ } ( 1,3)aA a∈ =A :  
А1= «Апаратні збої і відмови»;  
А2= «Диверсії»;  
А3= «Перевантаження». Всі ідентифіковані на цьому етапі РІС та У/З будуть 
у подальшому використанні на етапах 9 та 10. 
5. Формування множини параметрів ОР. 
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Цей етап орієнтований на визначення множини всіх LR  і rsLRV  ( 1, )rs ro=  
(див. п. 4.3), а також ЛЗ «СТУПІНЬ РИЗИКУ» (DR), що відповідає кортежу (див. 












 ( 1,j m= , де m – кількість термів) та ЛЗ «РІВЕНЬ ОЦІНОЧНОГО 
ПАРАМЕТРА (РОП) iEP » ( iEPK ) з кортежем (див. розділ 4) < iEPK , ~ EPiK
T , 
iEP
X >, де 
базові терм-множини визначаються m-термами 
1








T . Сформовані 
інтервали ЛЗ DR та 
iEP
K  використовуються на етапі 6 для формування НЧ, а при 
необхідності трансформування термів і верифікації отриманих перетворених 
еталонів на етапах відповідно 7 і 8. Також зазначені ЛЗ використовуються на 
етапі 10 при формуванні структурованого параметру. 
6. Формування еталонів. 
Сформованим на етапі 5 ЛЗ DR та 
iEP
K , для кожного із термів 
1~ DRT ,…, ~ jDRT
,…, ~ mDRT  відповідно визначається свій інтервал значень [dr1; dr2[, …, [drj; 








, ~ EP jiKT
, …, ~ EP miKT
 по 
кожному iEP  ( 1, )i g=  – 1[ EPik ; 2EPik [, [ 2EPik ; 3EPik [, …, [ 1EP jik − ; EP jik [, [ EP jik ; 1[,EP jik + …, [
;EP mik  m 1EPik + ].  
Далі отримані інтервали за допомогою розробленого методу (п. 4.1) 
перетворюються в НЧ – 1 2( );  ;~ ;   j j jDR j j LRа b b сT =  і ~ EP jiKT  = 1 2( , , , )i i i iEP j EP j EP j EP j LRa b b c . 
Сформовані інтервали значень, а також терми НЧ з ФН для РОП будуть 
використовуватися в якості еталонів на етапах 9 – при оцінюванні СР, та 10 – при 
формуванні структурованого параметру. 
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7. Вибір методу трансформування термів.  
На 5 етапі визначена кількість терм-множин, які будуть використовуватися 
в процесі ОР. При необхідності користувач за допомогою цього етапу здійснює 
зміну початкового порядку лінгвістичних еталонів без участі експертів 
відповідної предметної галузі. З цією метою для еквівалентного перетворення m-
мірних термів НЧ ЛЗ 
DR(m) в ( )m n+ =DR  ( )( )n mFT + DR  або ( ) ( )( )m n n mFT− −=DR DR  і ( )
i
m
EPK  – 
( ) ( )( )
i i
m n n m
EP EPFT
+ +=K K  або ( ) ( )( )
i i
m n n m
EP EPFT
− −=K K  
пропонується скористатися методами інкрементування або декрементування 
порядку ЛЗ (див. розділ 3). Після проходження цього етапу в якості вихідних 
даних формуються перетворені ЛЗ DR і 
iEP
K . 
8. Верифікація ЛЗ. 
На базі перетворених (на етапі 7) в процесі інкрементування або 
декрементування порядку ЛЗ DR та 
iEP

















 ,1 ,2 , ,
1
{ { , , ..., ..., }}
i
q
i i i ta i k
i=
Ω Ω Ω Ω

 
(див. п. 3.5) та отриманих нових термів 1 2( );  ;~ ;   j j jDR j j LRа b b сT =  і ~ EP jiKT  
= 
1 2( , , , )i i i iEP j EP j EP j EP j LRa b b c  здійснюється верифікація сформованих нових еталонів 
ЛЗ, які в подальшому використовуються для ОР в якості альтернативних значень 
початкових еталонів, визначених на етапі 5. 
9. Визначення оціночних параметрів (фазифікація). 
Проводиться визначення рівня значущості оціночних параметрів. Тут, на 
підставі EРi, сформованому на основі СК (див. пп. 4.3, 4.4), кожному параметру 
ставитися у відповідність рівень його значущості LSi ( 1,i g= ). Отримані 
результати щодо LSi  будуть використовуватися на етапі 10 при оцінюванні СР. 
Також за кожним визначеним оціночним параметром EРi ( 1 )i ,g=  з 
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використанням сформованих інтервалів і термів 
iEP
K  експерти відповідної 
предметної галузі визначають iep  для всіх Аа/ rsV  ( 1, , 1,a n rs ro= = ), 
ідентифікованих на 4 етапі. Поточні значення оціночних параметрів /а rsA Viep  
формуються, наприклад, на підставі переваг експертів, статистичної інформації, 
отриманих CVSS метрик (див. пп. 4.3, 4.4) та ін. даних. Далі, здійснюється процес 
фазифікації, який пов'язаний з визначенням належності /а rsA Viep  заданим 
інтервалам значень ЛЗ ( )
i
m
EPK  і формуванням 
( / )а rsA V
ijλ .  
Аналогічні перетворення здійснюються для всіх Аа / rsV . Отримані дані LSi і 
( / )а rsA V
ijλ  використовуються на етапі 10 при оцінювання СР. 
10. Оцінювання та інтерпретація СР (дефазифікація). 
Тут здійснюється оцінка СР, для цього використовуються LSi і ( / )а rsA Vijλ . Далі, 
за формулою (4.6), в п. 4.3 визначається показник СР порушення ІБ ( )аAdr  або 
,rs uzLRV  для кожного Аа/ rsV  і за допомогою (4.8) (див. п. 4.3) його середнє 
значення dr(ср) або rsLR  за РІС. Потім здійснюється процес дефазифікації, який 
пов'язаний з формуванням структурованого параметра СР uzSP  за допомогою (4.7) 
(див. 4.3), що дозволяє отримати числові значення ( )аAdr / ,rs uzLRV  і dr
(ср)/ rsLR , а 
також їх лінгвістичну інтерпретацію. Вхідними даними для формування uzSP  є 
сформовані інтервали та НЧ ЛЗ на етапах 5, 6, 7 та ідентифіковані РІС та У/З на 
етапі 4. 
Вихідні дані представляються, як в лінгвістичній формі, так і в числовій. 
Далі формується звіт, в якому відображають результати основних процесів, 
виконаних на етапах 4 - 10. 
Отримані дані у вигляді сформованого документа можуть бути використані 
при побудові СМІБ або КСЗІ. 
Таким чином, вперше розроблена методологія з поліморфними 
властивостями щодо процесу синтезу систем ОР безпеки РІС, яка, за рахунок 
використання запропонованого теоретично-методологічного базису, дозволяє 
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формалізувати та забезпечити процес створення інструментальних засобів 
(систем) з властивостями адаптивності, оперативності, функціональності та 
надійності при ОР безпеки РІС.  
Під адаптивністю визначається властивість, яка забезпечується 
можливістю системи підлаштуватися під потреби користувача у створенні різних 
еталонних величин або здійснення експорту-імпорту існуючих еталонів без 
залучення експертів відповідної предметної галузі. Ця властивість підтримується 
етапами 7 та 8 методології.  
Під оперативністю визначається властивість, яка забезпечується 
можливістю системи реалізовувати оперативне оцінювання та моніторинг ризиків 
у режимі реального часу без залучення зазначених експертів. Властивість 
підтримується етапом 3 методології.  
Під функціональністю визначається властивість, яка забезпечується 
можливістю системи проводити ОР при різних середовищах оцінювання, а саме 
детермінованому та нечіткому. Ця властивість підтримується етапом 9 
методології.  
Під надійністю визначається властивість, яка забезпечується можливістю 
системи проводити ОР на основі різних наявних оціночних параметрів, 
наприклад, якщо в наявності вхідних даних є тільки один оціночний параметр, то 
система зберігає адекватність оцінювання. Властивість підтримується етапами 9 
та 10 методології. 
На підставі запропонованої методології [9, 10] можна будувати як 
програмні, так і програмно-апаратні системи, призначені для ефективного ОР 
безпеки РІС, які використовують в якості вхідних даних різні множини оціночних 
параметрів, представлених як в детермінованому, так і в нечітко визначеному 
слабоформалізованому середовищі. 
5.2. Інтегрована адаптивна система оцінювання ризиків безпеки 
ресурсів інформаційних систем 
На базі запропонованої методології синтезу (див. п. 5.1) [9, 10], яка 
заснована на логіко-лінгвістичному підході, запропонованих методах 
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(див. розділ 4) та АСМ (п. 2.1), розроблена інтегрована адаптивна система ОР ІБ 
РІС (ІАОР). Така система дозволить здійснювати оцінювання при різних вихідних 
величинах, що враховують можливості експерта чітко детермінувати оціночні 
параметри і його невпевненість в своїх судженнях, а також імпортувати з інших 
баз та трансформувати еталонні величини без участі експертів відповідної 
предметної галузі. 
Структурне рішення адаптивної інтегрованої обчислювальної системи ОР 
містить (рис. 5.2) [11] підсистеми формування вхідних даних (ПФВД) і їх обробки 
(ПОД), а також модулі формування структурованого параметру (МФСП) і 
генерації звіту (МГЗ). Система одночасно оперує чіткими і нечіткими 
параметрами з можливістю варіювання порядку ЛЗ, а зміна кількості терм-
множин в нечітких вхідних даних дозволяє здійснювати адекватне ОР. 
 
Рис. 5.2. Структурне рішення системи ІАОР  
Опишемо склад і функціональне призначення кожної з підсистем. Побудова 
ПФВД здійснюється відповідно до розробленої методології (див. етапи 2-5 в п. 
5.1). Підсистема служить для підготовки вхідних даних (заснованих на судженнях 
експертів) в ПОД і складається з БД РІС (БДР), загроз БДЗ і результатів 
оцінювання ризиків (БДО), а також модуля ініціалізації базових характеристик 
(МІБХ) і модуля формування ключових даних (МФКД) . 
Згідно [7], БДР містить відповідні списки ресурсів з множини 
{ } ( 1, )hI h r∈ =R IR  
335 
(де h – покажчик (номер) поточного ідентифікатора РІС, а r – кількість РІС), БДЗ 
включає списки загроз і порушень базових характеристик ІБ, визначених 
відповідно множинами { } ( 1, )a a n∈ =A A  (де a – показник (номер) поточного 
ідентифікатора загрози (див. п. 4.2), а n – кількість загроз) і { } ( 1,7)e e∈ =E E  (де е 
– покажчик (номер) поточного ідентифікатора порушення базових характеристик 
ІБ), а БДО містить списки оцінок ризику, визначених множиною. 
{ }p∈AR AR  ( 1, )p c=  
(де р – покажчик (номер) поточного ідентифікатора оцінки ризику, а с – їх 
кількість). Остання змінна призначена для зберігання в окремих таблицях 
результатів, отриманих від попередніх ОР, які використовуються при черговому 
оцінюванні та можуть, наприклад, мати орієнтовну структуру, представлену на 
рис. 5.3. При формуванні БДР, наприклад, можна імпортувати необхідні дані 
скориставшись класифікацією ресурсів в CRAMM для профілю Commercial, а при 
формуванні БДЗ – класифікацією з п. 1.4. 
Модуль МІБХ призначений для вибору з БДР і БДЗ, відповідно характерні 
для об'єкта оцінки IR, Аа і Ее 
Модуль МФКД формується відповідно до етапів 2 і 6 методології (п. 5.1) і 
призначений для отримання множини параметрів ОР у вигляді таких ЛЗ, як 
«СТУПІНЬ РИЗИКУ» (DR) і «РІВЕНЬ ОЦІНОЧНОГО КОМПОНЕНТА ЕРi» 
( )
iEP
K . На основі цього модуля за допомогою СК , , ,AES CA D  , , , ,E F L P V  
(п. 2.1) здійснюється вибір необхідних оціночних компонент. В результаті 
перетворень на вихід ПФВД надходять {EРi}, а також ЛЗ DR і iEPK . 
 
Рис. 5.3. Приклад таблиці в БДО 
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Далі в ПОД формуються дані для подальшої оцінки СР. Вона містить: 
модуль оцінювання значень оціночних компонент (МОК), який утворюється 
відповідно до етапів 8 і 9 методології (див. п. 5.1) і використовується для 
визначення (за допомогою суджень експертів) поточних значень аAiep  (тобто 








Pep ,  a
A
Vep }, де { } , 1,5)a a∈ =A A  і рівня значущості 
оціночних компонент LSi, 1, ;i g=  модуль формування еталонних значень і їх 
візуалізації (МФЕВ), який призначений для побудови ФН еталонних НЧ на 
підставі використовуваного експертами порядку ЛЗ (згідно етапу 6 методології 
п. 5.1); модуль класифікації поточних значень (МКПЗ), в якому формуються 
величини ( )аAijλ  ( 1, , 1, )j m i g= = ; модуль оцінки значення СР (МСР), в якому 
безпосередньо реалізується ОР. 
У МФЕВ на підставі методу, що використовує судження експертів 
визначаються еталонні НЧ для ЛЗ DR і EPiK  щодо інтервалів значень, які залежать 
від числа використовуваних термів. В результаті роботи модуля формуються ЛЗ 
DR і EKiK . Тут (відповідно до етапу 7 методології п. 5.1), реалізуються методи 
інкрементування і декрементування ЛЗ, тобто за допомогою відповідних функцій 
утворюються еквівалентні ЛЗ, що відрізняються від вихідних порядком і вмістом 
термів, але зберігають свої початкові властивості, які відображають початкові 
судження експертів. Дані методи працюють з різними типами розподілу НЧ за 
віссю dr. Всі вихідні, перетворені або імпортовані з інших БД еталони можуть 
візуалізуватись. 
Модуль МКПЗ (сформований відповідно до етапу 10 методології (п. 5.1)) 
призначений для генерування значень ( )аAijλ  (див. (4.20) в п. 4.3) за допомогою 
отриманих в МОК величин аAiep . 
У МСР (див. рис. 5.4) для кожної ідентифікованої Аа ( 1, )a n=  здійснюється 
оцінка СР ( )aAdr  за формулою (1.5) в п. 1.2 і розрахунок його середнього значення 
dr(ср)  по кожному РІС (див. (1.7) в п. 1.2) з урахуванням результатів класифікації 
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оціночних компонент ( )аAijλ  і відповідного рівня значущості LSi. Дані з МСР 
надходять в МФСП, де на підставі обчислених значень ( )aAdr , dr(ср) і побудованих 
еталонів за допомогою (1.9) в п. 1.2 визначається структурований параметр ( ) ,аАSP  
який дозволяє отримати не тільки числові значення СР, але і лінгвістичну 
інтерпретацію рівня впевненості експерта (що враховується методом формування 
поточних значень оціночних компонент з подальшою їх класифікацією за 
допомогою параметра ( )aAijλ ). 
 
Рис. 5.4. Приклад інтерфейсу МСР 
За допомогою МГЗ, з урахуванням результатів роботи ПФВД і ПОД, 
генеруються звіти за оцінками СР, які містять всі ідентифіковані IRh, Аa і Ee, 
результати оцінки ( )aAdr , dr(ср) і їх лінгвістичні еквіваленти. 
Розроблена система (див. рис. 5.2), відповідно до алгоритму (див. рис. 5.5), 
функціонує наступним чином. 
Згідно умови (вершина 1) визначається режим оцінювання, тобто 
здійснюється ініціалізація створення нового процесу ОР (вершини 2-3) або 
відкриття існуючого з наявними в БДО даними (вершини 4-5). Далі в МІБХ з БДР 
і БДЗ надходять ВД IRh, Аa і Ee, які заздалегідь визначаються особою, яка 
відповідає за реалізацію процесу ОР (вершина 6).  
Тут використовуються три БД під управлінням СУБД MySQL, перша з яких 
(resources) містить РІС, друга (threat) – перелік загроз і третя (assessment) – ОР. 





T ( 1, )j m= ,  
~ EPiK
T  ( 1, )i g=  і оціночними інтервалами. 
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та {EРi} із МФКД надходять на МФЕВ і МОК.  
У МФЕВ (вершина 8) відповідно до потреби особи, яка відповідає за процес 
ОР, можуть трансформуватися еталони. Також передбачена візуалізація 
отриманих і перетворених еталонів. 
Отримані дані передаються в МКПЗ (вершини 9-10), де проводиться 
класифікація значень ai
Aep  за допомогою вихідних з МФКД і МФЕВ значень. 
Також в МКПЗ здійснюється порівняння нечітких еталонів з поточними 
значеннями і формуються ( )aAijλ . Далі отримані результати заносяться в БДО. З 
МКПЗ сформовані ( )aAijλ  надходять в МСР (вершина 11), де для кожного Аа 
визначається ( )aAdr  і dr(ср) для зазначеного набору IRh, Аa і Ee. Далі ВД 
передаються на МФСП, де визначається ( )аАSP . 
 
Рис. 5.5. Базовий алгоритм роботи системи ІАОР безпеки РІС 
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В МГЗ (вершина 12) формується результуючий звіт за даними з МСР, 
МФСП і МІБХ із зазначенням всіх IRh, Аa і Ee, отриманих ( )aAdr  і dr(ср) в числовій 
і лінгвістичній формі, після чого всі дані записуються в БДО. Приклад 
сформованого звіту МГЗ системи ІАОР представлений на рис. 5.6. Всі необхідні 
дані (включаючи результати) заносяться у відповідну БД і для забезпечення 
більшої надійності резервуються. Зазначена БД дозволяє оперативно змінювати 
ВД без модифікації програмного коду і структури системи.  
На основі розробленого структурного рішення системи ІАОР [11] створено 
програмний засіб, для якого (на відміну від відомих див. розділ 1) 
використовують в якості вхідних даних різні множини оціночних параметрів з 
можливістю трансформування порядку ЛЗ. Система ІАОР, використовує та 
динамічно визначає різні низки оціночних компонент, що забезпечує 
адаптивність, надійність, функціональність її використання як в детермінованому, 
так і в нечіткому, слабоформалізованому середовищі без залучення експертів 
відповідної предметної галузі. 
 
Рис. 5.6. Приклад згенерованого звіту 
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5.3. Система оцінювання ризиків інформаційної безпеки – «РИЗИК-
КАЛЬКУЛЯТОР» 
Ризики ІБ, що виникають в результаті інформаційної діяльності, можна 
моніторити за допомогою їх оцінювання в процесі функціонування ІС. Це 
дозволить визначити коректні, фінансово безпечні шляхи реалізації бізнес-
процесів на підприємстві, в якому функціонує ІС. 
Однак, сьогодні для більшості існуючих систем ОР ІБ потрібна підтримка 
експерта, що пов'язано з додатковими фінансовими і часовими витратами. Тому 
важливим є розробка систем, які дозволять автоматизувати процес ОР ІБ, 
наприклад, шляхом використання необхідних для роботи параметрів з 
відповідних БД, наприклад, CVSS метрик [8].  
На базі розробленої методології синтезу систем ОР безпеки РІС в п. 5.1 
пропонується відповідна система ОР ІБ, яка називається «РИЗИК–
КАЛЬКУЛЯТОР» [12], яка, за рахунок використання поліморфних властивостей 
відповідної методології (див. п. 5.1), структурних компонентів підсистем 
формування первинних та вторинних даних, а також складових їх модулів 
ініціалізації вхідних даних, формування і перетворення еталонних значень, 
зважування оціночних параметрів та їх коригування, оцінювання СР і генерації 
звіту, в яких реалізовані запропоновані методи (якісно-кількісний, оцінювання на 
основі баз даних уразливостей, модифікації порядку ЛЗ), дозволяє забезпечити 
визначені властивості адаптивності та оперативності при ОР безпеки РІС у 
режимі реального часу. Така система, використовуючи CVSS метрики, дозволяє 
здійснювати ОР у режимі реального часу, а також за запитом користувача 
трансформувати еталонні ЛЗ без залучення фахівців відповідної предметної 
галузі. Крім цього, система надає функцію редагування зазначених метрик, 
використовуючи вбудований CVSS-калькулятор версії 3.0 [8]. 
Структурне рішення запропонованої системи (рис. 5.7) складається з двох 
базових компонент, що відображають підсистеми обробки первинних (ППОД) і 
вторинних даних (ПВОД). Опишемо склад кожної з підсистем, побудова яких 
здійснюється відповідно до відомої методології (п. 5.1) за допомогою етапів 3-10. 
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Підсистема ППОД призначена для первинної обробки початкових величин і 
включає в себе модуль ініціалізації вхідних даних (МІД), а також модулі 
формування (МФЕ) і перетворення (МПЕ) еталонних значень. 
Підсистема ПВОД, використовуючи CVSS метрики, здійснює перетворення 
первинних параметрів, що надходять з ППОД з метою формування остаточних 
оцінок СР. Вона складається із модуля зважування оціночних параметрів (МЗП) і 
їх коригування (МКП), а також модулів оцінки СР (МСР) і генерації звіту (МГЗ). 
Розглянемо функціональне призначення кожного з модулів підсистем. Так, 
МІД (відповідно до етапів 3 і 4 методології п. 5.1) призначений для формування та 
ідентифікації множини РІС і уразливостей об'єкта оцінювання.  
Тут на основі множини RIS  (п. 4.3) для зазначеного об'єкта експертами 






RISO = RISO  ( 1, ),rs ro=  де ro  – кількість оцінюваних РІС на об'єкті.  

















   ( 1, ,rs ro=  1, ),rsuz n=  де rsn  – можлива кількість ідентифікованих 
уразливостей rs -того оцінюваного РІС )( rsRISO .  
В якості вхідних даних для МІД можуть використовуватися, наприклад, 
результати роботи програми для перевірки системи на проникнення (Penetration 
test).  
Таке ПЗ, як правило, виконує аналіз зазначеного об'єкта, здійснюючи пошук 
уразливостей його РІС в кіберпросторі (згідно ISO/IEC 27032:2012 року під 
кіберпростором можемо розуміти складну сутність, яка реально існує у вигляді 
глобальної сукупності процесів взаємодії людей, ПЗ і сервісів Інтернет в мережах 
(включаючи підключене до них технологічне обладнання), але яка при цьому ніяк 
не проявляється в будь-якій відомій, матеріальній формі). 
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Рис. 5.7. Структурне рішення системи ОР ІБ – 
 «РИЗИК–КАЛЬКУЛЯТОР» 
Таким чином, формується список у вигляді множини уразливостей РІС 
досліджуваного об'єкта. Для отримання множини РІС і множини відповідних 
уразливостей в МІД виконується обробка отриманого зі спеціалізованого 
програмного забезпечення (рівня – Penetration test) відповідного звіту, який 
містить в собі інформацію про РІС і уразливості з зазначеними CVSS метриками. 
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Далі, здійснюється ініціалізація списку уразливостей і РІС, для подальшої 
передачі в МФЕ. В результаті роботи МІД на вхід МФЕ надходять всі 
ідентифіковані rsRISO , rsV  і їх CVSS метрики. 











( 1, )rs ro= , де rsLR  – кількісна оцінка ризику rs − того РІС 


















 ( 1, ,rs ro=  1, ),rsuz n=  де ,rs uzLRV  
– кількісна оцінка ризику для кожної uz − тої уразливості rs − того РІС на об’єкті 
(використовується для ОР для кожної уразливості, відображеної ідентифікатором 
,rs uzV );  
− DR, де ЛЗ «СТУПІНЬ РИЗИКУ» представляється у вигляді відповідного 
кортежу (див. розділ 4) <DR, ~ DRT , XDR> (використовується для відображення 







EP  ( 1, )i g= , де g – кількість множин оціночних параметрів 




K , де ЛЗ «РІВЕНЬ ОЦІНОЧНОГО ПАРАМЕТРА iEP » визначається 
кортежем (див. розділ 4) <
iEP
K , ~ EPiK
T , 
iEP
X > (використовується для відображення 
результатів оцінювання з використання метрик CVSS). 
Сформовані ЛЗ DR та 
iEP
K  передаються на вхід МПЕ, де (згідно етапам 6-8 
методології п. 5.1) для кожного з термів 
1~ DR
T ,…, ~ jDR
T ,…, ~ mDR











T , …, 
~ EP miK
T  реалізується перетворення (див. п. 4.2) відповідно до 
заданого інтервалу значень [dr1; dr2[, …, [drj; drj+1[,…, [drm; drm+1] і 1[ EPik ; 2EPik [, [
2EPi
k ; 3EPik [, …, [ 1EP jik − ; EP jik [, [ EP jik ; 1[,EP jik + …, [ ;EP mik  m 1EPik + ] в НЧ. Також в МПЕ 
реалізована процедура варіювання порядком ЛЗ. Так, для еквівалентного 
перетворення m-мірних термів НЧ ЛЗ DR(m) в DR(m–n) або DR(m+n) і ( )
i
m










+K  в МПЕ використовуються методи трансформування еталонів ЛЗ (див. 
розділ 3). В результаті перетворень на вихід ППОД надходять rsRISO , rsV  і їх 
CVSS метрики, EРi, ЛЗ DR і iEPK , а також сформовані множини LR  і rsLRV  для 
ОР. 
У МЗП ПВОД (формується відповідно до етапу 9 методології п. 5.1) 
визначаються рівні значущості оціночних параметрів iLS  ( 1, )i g=  і їх поточні 







EP  { }1 2 3, ,EP EP EP = { ,B  ,T  E }  
( 1,3 )i =  (див. пп. 4.3 та 4.4).  
Далі за допомогою еталонних значень здійснюється процес фазифікації, 
який пов'язаний з визначенням належності ,uz iep  заданому НЧ, за яким 
формуються значення ,uz ijλ . Також в МЗП здійснюється графічна інтерпретація 
оціночних параметрів B, T і E (див. рис. 5.8). 
У разі необхідності можливе корегування CVSS метрик за допомогою МКП, 
в якому реалізується їх перевизначення за рахунок вбудованого CVSS-
калькулятора (див. рис. 5.8). скориговані параметри B’, T’ та E’ передаються 
назад в МЗП. 
Дані із МЗП ,iLS  ,uz iep  і ,uz ijλ  надходять в МСР, де (на основі етапу 10 
методології п. 5.1) для кожної уразливості, відображеної ідентифікатором ,rs uzV , 
реалізується оцінювання СР ,rs uzLRV , а також обчислюється середнє значення rsLR  
для РІС.  
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Рис. 5.8. Вмонтований CVSS-калькулятор  
із графічною інтерпретацією CVSS метрик 
Далі, на підставі обчисленого значення ,rs uzLRV , rsLR  і побудованих 
еталонів в ППОД, здійснюється процес дефазифікації, який пов'язаний з 
формуванням структурованого параметра СР uzSP , що дозволяє отримати числові 
значення СР і його лінгвістичну інтерпретацію. 
На основі МГЗ, з урахуванням результатів роботи ППОД і ПВОД, 
генерується звіт за оцінками СР (див. рис. 5.9), який містить ,rsRISO  rsV , ,rs uzLRV , 
rsLR , їх лінгвістичні еквіваленти і графічну інтерпретацію результатів. 
 
Рис. 5.9. Приклад згенерованого звіту 
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Запропонована система ОР ІБ – «РИЗИК-КАЛЬКУЛЯТОР», наприклад, 
може бути реалізована програмно і працювати на основі запропонованого 
базового алгоритму (рис. 5.10). 
 
Рис. 5.10. Базовий алгоритм роботи системи ОР ІБ 
Відповідно до цього алгоритму, робота системи починається з ініціалізації 
списку уразливостей і CVSS оцінок (вершина 1) за допомогою спеціалізованої 
програми перевірки системи на проникнення (Penetration test).  
Дана процедура в програмній реалізації може, наприклад, виконуватися за 
рахунок функції OpenXMLFile (), яка відкриває файл у форматі XML і реалізує 
його парсинг. Парсинг XML файлу використовується для того, щоб здійснити 
ініціалізацію (наповнення) полів класу Vulnerability з наступною структурою: 
class Vulnerability 
    { 
        public string Id { get; set; } 
        public string Description { get; set; } 
        public string VulClass { get; set; } 
        public string vectorCVSS { get; set; } 
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        public Metrics metrics; 
        public Vulnerability() 
        { 
            metrics = new Metrics(); 
        }}. 
Після ідентифікації чергової уразливості (клас Vulnerability) її характеристики 
заносяться в контейнер List, в результаті чого утворюється структура – List 
<Vulnerability>. Далі, після генерації списку уразливостей (вершина 2) його вміст 
записується в компонент ListBox з rsRISO , rsV  і їх CVSS оцінками. 
Далі, в циклі (вершина 3) здійснюється вибір уразливостей (вершина 4) з 
ListBox (Select Vul) і їх графічна інтерпретація (вершина 5) CVSS метрик (рис. 
5.8). Цей процес забезпечує відповідний обробник події – функція lbVul CVSS_ 
SelectedIndexChanged. У момент, коли відбувається зміна індексу виділеного 
елемента компонента ListBox, виникає подія SelectedIndexChanged. Функція 
lbVulCVSS_SelectedIndexChanged виконує графічне відображення CVSS метрик 
на основі бібліотеки LiveChart. Відображення CVSS метрик здійснюється у 
вигляді стовпчастої діаграми (див. рис. 5.8), що досягається за допомогою 
наступного блоку програмного лістингу: 
сhartCVSS.Series.Add(new ColumnSeries() 
            { 
                Title = vulList[lb.SelectedIndex].Description, 
                Values = new ChartValues<ObservableValue>() 
                { 
                    new 
ObservableValue(vulList[lb.SelectedIndex].metrics.baseVector.CommonScore), 
                    new 
ObservableValue(vulList[lb.SelectedIndex].metrics.tempVector.CommonScore), 
                    new 
ObservableValue(vulList[lb.SelectedIndex].metrics.envirVector.CommonScore) 
                }, 
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                DataLabels = true}); 
Далі, за допомогою зумовленого процесу (вершина 6) здійснюється 
формування ЛЗ 
iEP
K  і DR, а також ініціалізуються множини для наступних оцінок 
LR  та rsLRV .  
Після формування необхідних лінгвістичних термів виконується 
перетворення заданих інтервалів в НЧ, утворюються лінгвістичні еталони і 
реалізується їх графічна інтерпретація (вершина 7). Для наочності отримані CVSS 
метрики по кожній уразливості виводяться на графіку з еталонними значеннями 
EРi (див. рис. 5.11).  
Представлення термів ЛЗ 
iEP
K  в графічному вигляді (у відповідність з 
програмною реалізацією системи) забезпечується структурою TrapezeCreator, яка 
може мати, наприклад, такі поля: 
struct Trapeze 
    { 
        public string degreeRisk; 
        public double a { get; set; } 
        public double b11 { get; set; } 
        public double b21 { get; set; } 
        public double c { get; set; } 
    }. 
Інтервали, які будуть використані для перетворення в НЧ, описуються 
структурою Interval, що складається з наступних полів: 
struct Interval 
    { 
        public double a { get; set; } 
        public double b { get; set; } 
    }. 
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Рис. 5.11. Графічна інтерпретація отриманих CVSS метрик і  
еталони оціночних параметрів 
Графічна інтерпретація отриманих результатів (відповідно до 
запропонованої програмної реалізації) здійснюється за допомогою функції List 
<Trapeze> CreateTrapezeList (double lengthAsixX, int countTrap, params double [] 
intervalArr). Далі, за допомогою підпрограм Interval, IncrementTerm, 
DecrementTerm і умовних вершин (вершини 8-13), які використовуються для 
контролю необхідності в додатковій обробці даних, тобто перетворенні заданих 
інтервалів в НЧ, здійснюється реалізація процесу декрементування і 
інкрементування порядку ЛЗ. 
Ініціалізація нового інтервалу в програмі реалізується за допомогою 
наступного блоку програмного лістингу (вершини 8-9): 
double[] interval = new double[intervalList.Count * 2]; 
for (int i = 0, k = 0; i < interval.Length; i++, k++) 
            { 
                interval[i] = intervalList[k].a; 
                interval[++i] = intervalList[k].b;}. 
Інтервали утворюються з попередньо сформованого списку intervalList, що 
має тип List <Interval>, і заповнюються за допомогою наступного блоку 
програмного лістингу: 
private void bSetInterval_Click(object sender, EventArgs e) 
        { 
            string[] arrInterval = interval.Split(':'); 
            double a = Convert.ToDouble(arrInterval[0]); 
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            double b = Convert.ToDouble(arrInterval[1]); 
            intervalList.Add(new Interval() { a = a, b = b });}. 
Процедура інкрементування (вершини 10-11) або декрементування 
(вершини 12-13) може здійснюватися, наприклад, за допомогою розроблених 
функцій List <Trapeze> IncrementTrapezeList (List <Trapeze> trapList, double 
lengthAsixX) або List <Trapeze> DecrementTrapezeList (List <Trapeze > trapList, 
double lengthAsixX).  
На підставі отриманих CVSS метрик реалізується (вершина 14) оцінка iLS  і 
класифікація ,uz ijλ отриманих ,uz iep  (фазифікація). 
При необхідності (вершина 15) здійснюється коригування CVSS метрик B, 
T і E (вершина 16). Далі, за допомогою (1.2) в п. 1.2 та отриманих даних iLS  і  
,uz ijλ , оцінюється СР ,rs uzLRV  (вершина 17) для кожної уразливості, відображеної 
ідентифікатором ,rs uzV , а також обчислюється середнє значення rsLR . Тут, на 
основі отриманих ,rs uzLRV , rsLR  і побудованих еталонів в ПОД, формується 
структурований параметр СР uzSP  (дефазифікація).  
В результаті проведених розрахунків за якісно-кількісним методом ОР ІБ 
(див. п. 4.3) (вершина 18) формується звіт за оцінками СР (рис. 5.9), який містить 
rsRISO , rsV , ,rs uzLRV , rsLR , їх лінгвістичні еквіваленти, а також здійснюється 
графічна інтерпретація (вершина 19) результатів (рис. 5.8). Для верифікації 
роботи розробленого ПЗ (див. рис. 5.12), було проведено відповідне 
експериментальне дослідження [13-19]. 
 
Рис. 5.12. Фрагмент інтерфейсу програмної системи – «РИЗИК–КАЛЬКУЛЯТОР» 
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Для тестування об'єкта оцінювання на проникнення використано ПЗ 
перевірки системи на уразливості – «Netsparker» (рис. 5.13). 
 
Рис. 5.13. Інтерфейсна частина програми перевірки на уразливості «Netsparker» 
В результаті сканування був сформований XML файл зі списком РІС і їх 
уразливостей (рис. 5.14) для подальшого використання в якості вхідних даних 
розробленої системи ОР ІБ. 
 
Рис. 5.14. XML-файл зі списком уразливостей 
Далі, здійснюється ініціалізація вхідних даних у вигляді списку 
уразливостей в ListBox. 
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На рис. 5.15 і рис. 5.16 відповідно візуалізовані приклади реалізації функції 
трансформування порядку ЛЗ DR, яка виконується за запитом користувача за 
допомогою активізації процесу інкрементування та декрементування. 
 
Рис. 5.15. Результат інкрементування порядку ЛЗ DR 
 
Рис. 5.16. Результат декрементування ЛЗ DR 
На підставі отриманої інформації про оціночні компоненти і уразливості 
система реалізує обчислення (вершина 17) СР для кожної уразливості і за 
допомогою підпрограми (вершина 18), що реалізує функції МГЗ, здійснює 
графічну інтерпретацію належності уразливості відповідному терму ЛЗ DR при 




Рис. 5.17. Результат обчислення СР для ідентифікованих уразливостей  
на об'єкті оцінювання 
Таким чином, розроблено структурне рішення системи ОР ІБ – «РИЗИК-
КАЛЬКУЛЯТОР», яке, за рахунок структурних компонент підсистем формування 
первинних і вторинних даних, а також складових їх модулів ініціалізації вхідних 
даних, формування і перетворення еталонних значень, зважування оціночних 
параметрів і їх коригування, оцінювання СР і генерації звіту, в яких реалізовано 
запропоновані методи (якісно-кількісний (п. 4.3), оцінювання на основі баз даних 
уразливостей (п. 4.4), модифікації порядку ЛЗ (див. розділ 3)), дозволяє 
забезпечити визначені властивості адаптивності та оперативності при ОР безпеки 
РІС у режимі реального часу. 
Також на основі запропонованого структурного рішення розроблено 
базовий алгоритм і відповідне ПЗ оцінювання у вигляді прикладної програмної 
системи – «РИЗИК-КАЛЬКУЛЯТОР» [12], яка (на відміну від відомих пп. 1.1, 1.2) 
використовує значення CVSS (версій 2.0 і 3.0) показників, представлених у 
відповідних БД, і дозволяє реалізовувати оцінювання ризиків безпеки РІС у 
режимі реального часу. 
5.4. Висновки до п’ятого розділу 
1) Розроблена методологія з поліморфними властивостями щодо процесу 
синтезу систем ОР, яка дозволяє формалізувати процес створення 
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інструментальних засобів (систем) з властивостями адаптивності, оперативності, 
функціональності та надійності при ОР безпеки РІС. 
2) На основі запропонованої методології розроблено структурне рішення 
інтегрованої адаптованої системи ОР безпеки РІС, яка дозволяє реалізувати 
процес формування та перетворення величин, як в якісній, так і в кількісній 
інтерпретації з можливістю трансформування еталонів параметрів без залучення 
експертів відповідної предметної галузі. 
3) На базі структурного рішення розроблено алгоритмічне забезпечення, 
інтегровані БД для реалізації відповідного ПЗ ОР безпеки РІС, а саме ІАОР – 
інтегрованої адаптивної системи ОР, яка використовує та динамічно визначає 
різні низки оціночних компонент, що забезпечує адаптивність, надійність, 
функціональність її використання, як в детермінованому, так і в нечіткому, 
слабоформалізованому середовищі без залучення експертів відповідної 
предметної галузі. 
4) На основі запропонованої методології розроблено структурне рішення 
системи ОР ІБ – «РИЗИК-КАЛЬКУЛЯТОР», яка дозволяє забезпечити визначені 
властивості адаптивності та оперативності при ОР безпеки РІС у режимі 
реального часу. 
5) На базі запропонованого структурного рішення розроблено алгоритмічне 
забезпечення для реалізації відповідного ПЗ ОР безпеки РІС – прикладну 
програмну систему ОР – «РИЗИК-КАЛЬКУЛЯТОР», яка використовує значення 
CVSS (версій 2.0 та 3.0) показників, представлених у відповідних БД (як 
альтернатива оцінок експертів), що забезпечує адаптивність і оперативність при 
ОР безпеки РІС (у режимі реального часу без залучення експертів відповідної 
предметної галузі). 
6) З метою верифікації розроблених методів, методології, структурних 
рішень обчислювальних систем та відповідного ПЗ, виконано перевірку, щодо 
експериментальних досліджень можна зазначити, що результати моделювання 
показали адекватність реагування розробленого ПЗ на зміну агресивності 
середовища оточення, а саме при його посиленні або ослаблені відповідно 
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збільшується або зменшується значення СР, а зміна порядку ЛЗ не впливає на 
результат обчислень і при гомоморфних вхідних параметрах він залишається 
адекватним. 
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ВИСНОВКИ 
У ході виконання дисертаційної роботи вирішена актуальна науково-
прикладна проблема, що полягає у розробці ефективного методологічного 
забезпечення процесу оцінювання ризиків безпеки ресурсів інформаційних 
систем. Зазначена проблема обумовлюється високою інерційністю і затратною 
експертною підтримкою функціональних можливостей існуючих засобів. 
Відсутність аналогічних вітчизняних та закордонних рішень робить здобутки 
досліджень пріоритетними. Отримані наукові результати мають фундаментальне 
теоретичне та практичне значення для забезпечення інформаційної безпеки і 
можуть бути використанні при розробці відповідних систем захисту інформації. 
У ході розв’язання поставлених задач були отримані такі результати: 
1. Проведений аналіз існуючих засобів, методів, методик аналізу та 
оцінювання ризиків інформаційної безпеки дозволив визначити низку базових 
характеристик ризиків, які представлені у вигляді кортежу для кожного 
аналізованого засобу. Встановлено, що, в основному, для оцінювання ризиків 
безпеки ресурсів інформаційних систем використовується ймовірносні механізми. 
Це, в свою чергу, обумовлює необхідність певних статистичних даних щодо 
загроз інформаційної безпеки, які формуються далеко не у всіх організаціях. Як 
слідство, для роботи з такими засобами існує необхідність у залученні експертів 
відповідної предметної галузі. Також проведено дослідження існуючих відкритих 
баз даних уразливостей, за результатами якого визначені критерії, які можна 
використовувати для здійснення порівняльного аналізу таких баз та обрати 
найбільш доцільні для побудови різних засобів оцінювання стану інформаційної 
безпеки, наприклад, систем оцінювання ризиків в режимі реального часу або 
ризик-калькуляторів. Крім того, визначено, що ні в одній з представлених баз 
даних не закладена бажана процедура оцінювання ризиків. 
2. Розроблено механізм формування множини параметрів, який дозволяє 
організовувати процес вибору існуючих інструментальних засобів для побудови 
ефективних методів і системи оцінювання ризиків безпеки ресурсів 
інформаційних систем. Зазначений механізм спрощує та забезпечує ефективність 
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прийняття рішення при виборі необхідного засобу оцінювання і множини 
параметрів для створення відповідних засобів. 
3. Розроблено функціонально повний базис методів модифікації порядку 
лінгвістичних змінних, який дозволяє реалізовувати процедуру трансформування 
базових еталонів параметрів на трапецієподібних і трикутних нечітких числах без 
залучення експертів відповідної предметної галузі та розширити математичну 
базу теорії нечітких множин, пов’язаною з операціями над лінгвістичними 
змінними щодо перевірки властивостей рівномірності, нерівномірності, прогресії 
та регресії лінгвістичних змінних до і після їх відповідного функціонального 
перетворення. Використання зазначених методів для побудови систем оцінювання 
ризиків забезпечує їм властивість адаптивності, а базові аналітичні вирази 
верифікації типу розподілу дозволяють перевірити адекватність реалізованих 
модифікацій. 
4. Розроблено метод перетворення інтервалів у нечіткі числа для систем 
оцінювання ризиків безпеки ресурсів інформаційних систем, який дозволяє 
формалізувати процес формування еталонних величин без участі експертів 
відповідної предметної галузі. Використання методу забезпечує автоматизацію 
процесу трансформування і мінімізує вплив людського чинника. 
5. Удосконалено інтегрований метод оцінювання ризиків безпеки ресурсів 
інформаційних систем, який дозволяє проводити одночасну обробку чітких, 
нечітких і комбінованих величин та забезпечити адаптивність щодо різних умов 
оцінювання і еталонів параметрів. Використання методу дає змогу провести 
оцінку з комбінацією підходів до інтерпретації суджень експерта, як щодо його 
можливостей чітко визначити значення отриманих оціночних параметрів, так і 
щодо його невизначеності в однозначності своїх пріоритетів. 
6. Удосконалено методи оцінювання ризиків безпеки ресурсів 
інформаційних систем, які дозволяють здійснювати якісно-кількісну обробку 
різних типів початкових величин та автоматизувати процес оцінювання ризиків 
без залучення експертів відповідної предметної галузі. Використання методів 
також дає можливість реалізувати моніторинг ризиків в режимі реального часу. 
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7. Розроблено узагальнену методологію з поліморфними властивостями 
щодо оцінювання ризиків безпеки ресурсів інформаційних систем, яка дозволяє 
формалізувати та забезпечити підтримку процесу створення інструментальних 
засобів (систем) з властивостями адаптивності, оперативності, функціональності 
та надійності при оцінюванні ризиків безпеки ресурсів інформаційних систем. 
Застосування методології дає можливість використовувати розроблені методи і 
моделі в єдиній стратегії досліджень в галузі управління ризиками та ефективно 
будови відповідні системи оцінювання з розширеними функціональними 
можливостями. 
8. Розроблено комплекс структурних рішень обчислювальних систем 
оцінювання ризиків безпеки ресурсів інформаційних систем, який дозволяє 
забезпечити розроблювальним засобам визначену множину властивостей щодо 
адаптивності, функціональності, надійності та оперативності. Застосування таких 
систем дає змогу здійснювати оцінювання при різних початкових величинах, 
мінімізувати участь експерта та автоматизувати процес формування необхідних 
для оцінювання параметрів. 
9. Розроблено, на базі запропонованої методології і структурних рішень, 
алгоритмічне забезпечення та прикладні програмні системи оцінювання ризиків 
безпеки ресурсів інформаційних систем, які наділені визначеними властивостями 
адаптивності, оперативності, функціональності і надійності. Зазначені системи 
можуть використовуватися автономно або, як розширювачі функціональних 
можливостей сучасних засобів інформаційної безпеки, наприклад, баз даних 
уразливостей. 
10. Експериментальні дослідження програмного забезпечення систем 
оцінювання ризиків проведені з метою підтвердження достовірності теоретичних 
положень та практичних розробок дисертаційного дослідження, а також 
впровадження і успішне практичне використання зазначених розробок 
підтвердили достовірність теоретичних гіпотез і висновків дисертаційної роботи.  
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    struct Interval 
    { 
        public double a { get; set; } 
        public double b { get; set; } 
    } 
    struct Trapeze 
    { 
        public string degreeRisk; 
        public double a { get; set; } 
        public double b11 { get; set; } 
        public double b21 { get; set; } 
        public double c { get; set; } 
    } 
    class TrapezeCreator 
    { 
        public List<Trapeze> CreateTrapezeList(double lengthAsixX, int countTrap, 
params double [] intervalArr) 
        {             
            // Если массив с интервалами не передавался, значит нужно построить 
равномерные трапеции. 
            if(intervalArr.Length == 0) 
            { 
                return CreateConstTrapezeList(lengthAsixX, countTrap);} 
            // Список интервалов определяющих размер трапеции. 
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            List<Interval> intervalList = new List<Interval>(); 
            for (int i = 0; i < intervalArr.Length; i++) 
            { 
                intervalList.Add(new Interval() { a = intervalArr[i], b = intervalArr[++i]}); 
            } 
            // Этап 1 – Определение корректирующих параметров. 
            // Массив корректирующих параметров. 
            double[] h = new double[countTrap]; 
            // Нахождение корректирующих параметров. 
            for (int i = 0; i < countTrap; i++) 
            { 
                h[i] = (intervalList[i].b - intervalList[i].a) / (intervalList.Count+2); 
            } 
            // Этап 2 - Вычисление абсиц нечетких чисел. 
            // Список трапеций. 
            List<Trapeze> trapList = new List<Trapeze>(); 
            for (int i = 0; i < countTrap; i++) 
            { 
                trapList.Add(new Trapeze() 
                { 
                    a = intervalList[i].a - h[i], 
                    c = intervalList[i].b + h[i], 
                    b11 = intervalList[i].a + h[i], 
                    b21 = intervalList[i].b - h[i] 
                }); 
            } 
            // Этап 3 – Определение базового значения сдвига и поправка термов. 
            // Определение сдвига. 
            double sf = trapList[0].b11 - intervalList[0].a; 
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            // Список поправленных термов. 
            List<Trapeze> corrTrapList = new List<Trapeze>(); 
            // Поправка термов. 
            for (int i = 0; i < countTrap; i++) 
            { 
                corrTrapList.Add(new Trapeze() 
                { 
                    a = trapList[i].a - sf, 
                    b11 = trapList[i].b11 - sf, 
                    b21 = trapList[i].b21 - sf, 
                    c = trapList[i].c - sf 
                }); 
            } 
            // Этап 4 – Нормирование результирующих НЧ. 
            List<Trapeze> resTrapList = new List<Trapeze>(); 
            double n = lengthAsixX; 
            for (int i = 0; i < countTrap; i++) 
            { 
                double a = (corrTrapList[i].a * n) / corrTrapList[countTrap - 1].b21; 
                double b11 = (corrTrapList[i].b11 * n) / corrTrapList[countTrap - 1].b21; 
                double b21 = (corrTrapList[i].b21 * n) / corrTrapList[countTrap - 1].b21; 
                double c = (corrTrapList[i].c * n) / corrTrapList[countTrap - 1].b21; 
                resTrapList.Add(new Trapeze() 
                { 
                    a = a < 0 ? 0 : a > n ? n : a, 
                    b11 = b11 < 0 ? 0 : b11 > n ? n : b11, 
                    b21 = b21 < 0 ? 0 : b21 > n ? n : b21, 
                    c = c < 0 ? 0 : c > n ? n : c 
                }); 
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            } 
            return resTrapList; 
        } 
        private List<Trapeze> CreateConstTrapezeList(double lengthAsixX, int 
countTrap) 
        { 
            // Список трапеций. 
            List<Trapeze> trapList = new List<Trapeze>(); 
            // Определение сдвига для равномерного распределения. 
            double shift = (lengthAsixX / (countTrap + countTrap - 1)); 
            // Создание первой трапеции. 
            trapList.Add(new Trapeze() 
            { 
                a = 0, 
                b11 = 0, 
                b21 = shift, 
                c = shift * 2 
            }); 
            // Цикл создания оставшихся трапеций. 
            // Вычисление их абсцис. 
            for (int i = 0; i < countTrap - 1; i++) 
            { 
                double a = trapList[i].b21; 
                double b11 = a + shift; 
                double b21 = b11 + shift; 
                double c = (b21 + shift) > lengthAsixX ? lengthAsixX : (b21 + shift); 
                trapList.Add(new Trapeze() 
                { 
                    a = a, 
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                    b11 = b11, 
                    b21 = b21, 
                    c = c 
                }); 
            } 
            return trapList; 
        } 
        private bool IsUniformInterval(List<Trapeze> trapList) 
        { 
            // Является ли интервал равномерным. 
            bool isUniformInterval = true; 
            // Цикл проверки условия равномерности. 
            for (int i = 0; i < trapList.Count; i++) 
            { 
                if (i + 1 == trapList.Count) 
                    break; 
                double d1 = Math.Round(trapList[i].b21 - trapList[i].b11, 4); 
                double d2 = Math.Round(trapList[i + 1].b21 - trapList[i + 1].b11, 4); 
                // Если интервал неравномерный, выходим из цикла. 
                if ( d1 != d2) 
                { 
                    isUniformInterval = false; 
                    break; 
                } 
            } 
            return isUniformInterval; 
        } 
        public List<Trapeze> IncrementTrapezeList(List<Trapeze> trapList, double 
lengthAsixX) 
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        { 
            // Если интервал равномерный. 
            if(IsUniformInterval(trapList)) 
            { 
                return CreateConstTrapezeList(lengthAsixX, trapList.Count + 1); 
            } 
            // Иначе - интервал неравномерный, производим инкрементирование 
трапеций (термов). 
            int trapCount = trapList.Count; 
            double sum = 0; 
            for (int i = 0; i < trapCount; i++) 
            { 
                sum += trapList[i].b21 - trapList[i].b11; 
            } 
            double k1 = sum / trapList.Count; 
            sum = 0; 
            for (int i = 1; i < trapCount; i++) 
            { 
                sum += trapList[i].b11 - trapList[i - 1].b21; 
            } 
            double k2 = sum / (trapCount - 1); 
            double k = k1 + k2; 
            sum = 0; 
            for (int i = 2; i < trapCount; i++) 
            { 
                sum += trapList[i].a - trapList[i - 2].c; 
            } 
            sum += trapList[1].a - trapList[0].a + trapList[trapCount - 1].c - 
trapList[trapCount - 2].c; 
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            double l1 = sum / trapCount; 
            sum = 0; 
            for (int i = 1; i < trapCount; i++) 
            { 
                sum += trapList[i - 1].c - trapList[i].a; 
            } 
            double l2 = sum / (trapCount - 1); 
            double l = l1 + l2; 
            // Second step. 
            double[] x = new double[trapCount]; 
            for (int i = 0; i < trapCount; i++) 
            { 
                x[i] = trapList[i].b21 - trapList[i].b11; 
            } 
            // Определяем позицию куда добавится трапеция.  
            int s = 0; 
            for (int i = 0; i < trapCount; i++) 
            { 
                if (i == trapCount - 1) 
                    break; 
                if ((k1 >= x[i] && k <= x[i + 1]) || (k1 <= x[i] && k >= x[i + 1])) 
                { 
                    s = i; 
                } 
            } 
            List<Trapeze> resTrapList = new List<Trapeze>(); 
            for (int i = 0; i < trapCount + 1; i++) 
            { 
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                double b11 = i < s + 1 ? trapList[i].b11 : i == s + 1 ? trapList[i - 1].b21 + k2 : i 
> s + 1 ? trapList[i - 1].b11 + k : 0; 
                double a = i < s + 2 ? trapList[i].a : i == s + 2 ? trapList[i - 2].c + l1 : i > s + 2 
? trapList[i - 1].a + l : 0; 
                double b21 = i < s + 1 ? trapList[i].b21 : i == s + 1 ? trapList[i].b11 + k1 : i > 
s + 1 ? trapList[i - 1].b21 + k : 0; 
                double c = i < s ? trapList[i].c : i == s ? trapList[i + 1].a + l2 : i > s ? trapList[i 
- 1].c + l : 0; 
                resTrapList.Add(new Trapeze() 
                { 
                    b11 = b11, 
                    a = a, 
                    b21 = b21, 
                    c = c 
                }); 
            } 
            // Fourth step. 
            double k3 = trapList[trapCount - 1].b21 / resTrapList[trapCount].b21; 
            for (int i = 0; i < resTrapList.Count; i++) 
            { 
                double b11 = resTrapList[i].b11 * k3; 
                double a = resTrapList[i].a * k3; 
                double b21 = resTrapList[i].b21 * k3; 
                double c = (resTrapList[i].c * k3) > 100 ? 100 : (resTrapList[i].c * k3); 
                resTrapList[i] = new Trapeze { b11 = b11, a = a, b21 = b21, c = c }; 
            } 
            return resTrapList; 
        } 
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        public List<Trapeze> DecrementTrapezeList(List<Trapeze> trapList, double 
lengthAsixX) 
        { 
            if(IsUniformInterval(trapList)) 
            { 
                return CreateConstTrapezeList(lengthAsixX, trapList.Count - 1); 
            } 
            return trapList; 
        } 
    } 
} 
class Vulnerability 
    { 
        public string Id { get; set; } 
        public string Description { get; set; } 
        public string Class { get; set; } 
        public string vectorCVSS { get; set; } 
        public Metrics metrics; 
        public List <double> u { get; set; } 
        public List<double> uz { get; set; } 
        public double lrv { get; set; } 
        public Vulnerability() 
        { 
            metrics = new Metrics(); 
            u = new List<double>(); 
            uz = new List<double>(); 
        } 
    } 
class Metrics 
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    { 
        public BaseVector baseVector; 
        public TemporalVector tempVector; 
        public EnvironmentalVector envirVector; 
        public Metrics() 
        { 
            baseVector = new BaseVector(); 
            tempVector = new TemporalVector(); 
            envirVector = new EnvironmentalVector(); 
        }} 
    class BaseVector 
    { 
        public double CommonScore { get; set; } 
        public double uzB { get; set; } 
        public double AV { get; set; } 
        public double AC { get; set; } 
        public double PR { get; set; } 
        public double UI { get; set; } 
        public double S { get; set; } 
        public double C { get; set; } 
        public double I { get; set; } 
        public double A { get; set; } 
    } 
    class TemporalVector 
    { 
        public double CommonScore { get; set; } 
        public double uzT { get; set; } 
        public double E { get; set; } 
        public double RL { get; set; } 
377 
Продовження додатку Б 
        public double RC { get; set; } 
    } 
    class EnvironmentalVector 
    { 
        public double CommonScore { get; set; } 
        public double uzE { get; set; } 
        public double AV { get; set; } 
        public double AC { get; set; } 
        public double PR { get; set; } 
        public double UI { get; set; } 
        public double S { get; set; } 
        public double C { get; set; } 
        public double I { get; set; } 
        public double A { get; set; } 
        public double CR { get; set; } 
        public double IR { get; set; } 
        public double AR { get; set; } 
    } 
class CalculatorCVSS 
    { 
        Metrics curMetrics; 
        public CalculatorCVSS(Metrics curMetrics) 
        { 
            this.curMetrics = curMetrics; 
        } 
         
        public double CalculateBaseMetrics() 
        { 
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            double IM = 10.41 * (1 - (1 - curMetrics.baseVector.C) * (1 - 
curMetrics.baseVector.I) * (1 - curMetrics.baseVector.A)); 
            double EXb = 20 * curMetrics.baseVector.AV * curMetrics.baseVector.AC * 
curMetrics.baseVector.AU; 
            double fIM = IM == 0 ? 0 : 1.176; 
            double commonBaseScore = Math.Round(((0.6 * IM + 0.4 * EXb - 1.5) * fIM), 
1); 
            curMetrics.baseVector.CommonScore = commonBaseScore; 
            return commonBaseScore; 
        } 
        public double CalculateTemporalMetrics() 
        { 
            double commonBaseScore = CalculateBaseMetrics(); 
            double commonTempScore = Math.Round((commonBaseScore * 
curMetrics.tempVector.EX * curMetrics.tempVector.RL * curMetrics.tempVector.RC), 
1); 
            curMetrics.tempVector.CommonScore = commonTempScore; 
            return commonTempScore; 
        } 
        public double CalculateEnvironmentalMetrics() 
        { 
            double AIM = Math.Min(10, 10.41 * (1 - (1 - curMetrics.baseVector.C * 
curMetrics.envirVector.CR) * 
                                 (1 - curMetrics.baseVector.I * curMetrics.envirVector.IR) * 
                                 (1 - curMetrics.baseVector.A * curMetrics.envirVector.AR))); 
            double fAIM = AIM == 0 ? 0 : 1.176; 
            double EXb = 20 * curMetrics.baseVector.AV * curMetrics.baseVector.AC * 
curMetrics.baseVector.AU; 
            double AB = Math.Round(((0.6 * AIM) + (0.4 * EXb) - 1.5), 1) * fAIM; 
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            double AT = Math.Round((AB * curMetrics.tempVector.EX * 
curMetrics.tempVector.RL * curMetrics.tempVector.RC), 1); 
            double commonEnvirScore = Math.Round(((AT + (10 - AT) * 
curMetrics.envirVector.CDP) * curMetrics.envirVector.TD), 1); 
            curMetrics.envirVector.CommonScore = commonEnvirScore; 
            return commonEnvirScore; 
        } 
    } 
private void bOpenFile_Click(object sender, EventArgs e) 
        { 
            var xml = new XmlDocument(); 
            if (openFileDialogXML.ShowDialog() == DialogResult.OK) 
            { 
                lFileName.Text = openFileDialogXML.FileName; 
                try 
                { 
                    xml.Load(lFileName.Text); 
                } 
                catch (Exception ex) 
                { 
                    MessageBox.Show(ex.Message); 
                    return; 
                }} 
            else 
            { 
                return; 
            } 
            foreach (XmlNode node in xml.DocumentElement) 
            { 
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                Vulnerability v = new Vulnerability(); 
                try 
                { 
                    if (node.Name != "vulnerability") 
                    { 
                        continue; 
                    } 
                    v.Description = node["type"].InnerText; 
                    string vector = null, s1 = null, s2 = null, s3 = null; 
                    foreach (XmlNode item in node["classification"]["CVSS"].ChildNodes) 
                    { 
                        if (item.Name == "vector") 
                        { 
                            vector = item.InnerText; 
                        } 
                        try 
                        { 
                            switch (item["type"].InnerText) 
                            { 
                                case "Base": 
                                    { 
                                        s1 = item["value"].InnerText; 
                                        break; 
                                    } 
                                case "Temporal": 
                                    { 
                                        s2 = item["value"].InnerText; 
                                        break; 
                                    } 
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                                case "Environmental": 
                                    { 
                                        s3 = item["value"].InnerText; 
                                        break; 
                                    } 
                            } 
                        } 
                        catch { /*Ignore.*/ } 
                    } 
                    v.vectorCVSS = vector; 
                    v.metrics.baseVector.CommonScore = Convert.ToDouble(s1, 
System.Globalization.CultureInfo.InvariantCulture); 
                    v.metrics.tempVector.CommonScore = Convert.ToDouble(s2, 
System.Globalization.CultureInfo.InvariantCulture); 
                    v.metrics.envirVector.CommonScore = Convert.ToDouble(s3, 
System.Globalization.CultureInfo.InvariantCulture); 
                    vulList.Add(v); 
                    lbVul.Items.Add(v.Description); 
                } 
                catch { /*Ignore.*/ } 
            } 
            lVulInfo.Text = "Общее кол-во уязвимостей: " + vulList.Count; 
        } 
private void bChart1_Click(object sender, EventArgs e) 
        { 
            pTrap.BringToFront(); 
            chartBTE.Series.Clear(); 
            chartBTE.AxisY.Clear(); 
            chartBTE.AxisX.Clear(); 
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            TrapezeCreator trapCreator = new TrapezeCreator(); 
            trapList = trapCreator.CreateTrapezeList(100.0, 5); 
            List<LineSeries> seriesList = new List<LineSeries>(); 
            foreach (var trap in trapList) 
            { 
                seriesList.Add(new LineSeries() 
                { 
                    Values = new ChartValues<ObservablePoint>() 
                    { 
                        new ObservablePoint(trap.a, 0), 
                        new ObservablePoint(trap.b11, 1), 
                        new ObservablePoint(trap.b21, 1), 
                        new ObservablePoint(trap.c, 0), 
                    }, 
                    LineSmoothness = 0 
                }); 
                i++; 
            } 
            SeriesCollection serCollection = new SeriesCollection(); 
            serCollection.AddRange(seriesList); 
            chartBTE.Series = serCollection; 
            richTextBox1.Text += Environment.NewLine; 
            foreach (var vul in vulList) 
            { 
                chartBTE.Series.Add(new LineSeries() 
                { 
                    Title = vul.Description, 
                    Values = new ChartValues<ObservablePoint>() 
                { 
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                    new ObservablePoint(comScore, 0), 
                    new ObservablePoint(comScore, 1) 
                }, 
                }); 
            } 
            chartBTE.AxisX.Add(new Axis() 
            { 
                MinValue = 0, 
                MaxValue = 100 
            }); 
            chartBTE.AxisY.Add(new Axis() 
            { 
                MinValue = 0, 
                MaxValue = 1 
            }); 
            chartBTE.LegendLocation = LegendLocation.Bottom; 
        } 
 
