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We derive a general expression for obtaining Holographic subregion complexity for asymp-
totically AdS spacetimes, pertubatively around pure AdS using a variational technique. An
essential step in finding subregion complexity is to identify the bulk minimal surface of the
entangling subregion. Our method therefore heavily relies on solutions of an inhomogeneous
version of Jacobi equation, used to study deformations of the entangling surface for pertur-
bations of the bulk metric. Using this method we have obtained the change in complexity
for a strip and a circular disk like subsystem for boosted black brane like perturbations over
pure AdS4. As a corollary, we find that for spherical subsytems in 3 + 1 dimensional bulk,
the linear change of subregion complexity for boosted black brane like perturbations over
pure AdS4 , vanishes.
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2I. INTRODUCTION
In classical computation the notion of complexity is a characterization of how hard a computa-
tional problem is? A sorting problem for example roughly requires N(N − 1) steps to complete,
where N is the no. of elements to be sorted. In the the asymptotic limit this is O(N2) and the
problem is therefore said to be of polynomial complexity. On the other hand a prime divisor prob-
lem is believed to require steps, which grow exponentially with the no. of digits. The problem is
then termed to be of exponential complexity. Another, similar characterization of complexity is
circuit complexity, which is a measure of the number of elementary gates required to go from one
‘classical’ input to a ‘classical’ output. An important corollary of such a finding is the fact that
more complex a problem, the better a computer modeled along that problem, will be.
In the quest for a quantum computer one therefore needs a notion of complexity for quantum
computations. In a quantum computer a classical bit is replaced by a qubit which is a two dimen-
sional Hilbert space. A computation is then the action of a unitary operator on the states of this
Hilbert space. A gate in quantum computation is just a unitary operator acting on a state. The
notion of circuit complexity can then be suitably modified as the number of elementary unitary
operations required to go from a given input state to another output state. An operational defini-
tion for this was given in [1], following which the circuit complexity in quantum field theories was
calculated in [2].
Considering the fact that calculating complexity in QFTs might be a difficult job, one considers
the question of whether a simple gravitational dual of such a quantity exists for states which have
a gravitational dual in the Holographic context. The proposal for such a quantity was first given
in an attempt to establish the ER=EPR paradigm in [3]. A global AdS Schwarzschild black hole
is described by two copies of CFT living on the two asymptotic ends of the geometry. While
each copy of the CFT is in a thermal state, the state can equally be described by a thermofield
double, which is a pure but entangled state in the product of these two Hilbert spaces. One
can then assume that a measurement is done in one of the copies of the two Hilbert spaces. The
complexity of this measurement affecting the state in the other Hilbert space was conjectured to be
the volume of an extremal slice connecting two constant time slices, each in one of the asymptotic
boundaries. This later came to be known as the Complexity = volume conjecture. To avoid
certain shortcomings in the above conjecture the Complexity = action was put forward in [4]. The
conjecture states that complexity is equal to the action evaluated in the domain of dependence (in
the bulk) of the two asymptotic constant time slices. An essential improvement of this over the
3previous one was that it fixes an arbitrary multiplicative constant in the Complexity = volume
conjecture. Recently by identifying the symplectic two form on the phase space of bulk gravity
gravity with that of the symplectic structure on the projective space of states of the boundary field
theory [5] it has been shown that a slight modification of Nielsen’s prescription is indeed dual to
the Complexity = volume prescription [6].
But this prescription holds for the state of the boundary subregion as a whole. A quantum
computation may proceed by acting unitary operators on subregions of the full system. The state
of the full system is then built by such operations performed one at a time. Hence it is sensible
to define an analogous quantity for subregions. A working definition for this was given in [22].
The idea can be elaborated as follows. Suppose one considers a subregion A (defined by a spatial
subregion of the boundary) of the boundary. One then needs to find a minimal co-dimension two
surface S in the bulk that is homologous to ∂A. Recall that the area of this surface is nothing
but the entanglement entropy of A. The subregion complexity is then the volume of a maximal
co-dimension one surface bounded by S and A.
In this paper we will be mainly interested in this Complexity = volume definition for subregion.
It is important to note that there are very few exact solutions for the minimal surface equation of
codimension one/two surfaces in the asymptotically AdS spacetimes. For static spacetimes foliated
by t say, it turns out that both S and Σ lie on a t = constant co-dimension one slice and the problem
is, fairly well, tractable. But once one introduces rotation, the calculation becomes difficult. This
is also the case for time dependent geometries. The reason for the complication is that S and Σ
no more lie on the t = constant (here t is the foliating time for the boundary field theory) slices.
One then resorts to perturbative schemes in which complexity/entanglement entropy is calculated
by studying perturbations over AdS, for which the relevant surfaces are known. There are two
approaches to do this. The first approach is a perturbative one, which requires solving the minimal
surface equation perturbatively in some small approximation [8, 9]. One then uses this approximate
solution to evaluate the area or volume order by order[10–13]. The second approach is a variational
one. It starts by taking the variation of the area and volume functional that incorporates both
changes in embeddings and metric perturbation [14–18]. The changes in the embedding is obtained
by solving an inhomogeneous Jacobi equation, the inhomogeneity of which is sourced by metric
perturbations. It can be shown that in some known cases, the first and second variation of the area
functional, obtained using the variational approach, exactly matches with the first and second order
results, obtained using the perturbative approach [19, 23]. In this paper we extend this variational
approach from area functional to the volume. It turns out that the differential equations that
4one needs to solve, for calculating subregion complexity are all of second degree and second order.
The first for finding out the surface S that determines the entanglement entropy and the other for
finding out the maximal slice Σ (say).
In this paper we provide a general systematic scheme for performing the variational expansion.
Since the definition of subregion complexity requires finding the bulk entangling surface of the
subregion, the scheme heavily relies on finding how the entangling surface deforms under the
perturbation of the bulk geometry. A definite procedure for finding such deformations was given
in [15, 19, 23]. They are given by a vector field which has support on the entangling surface S and
arise as a solution of a linear elliptic differential equation, which is nothing but an inhomogeneous
version of the well known Jacobi equation for minimal surfaces. We find that the first order
change in the holographic subregion complexity is nothing but the integral of a component of this
vector field over S. Using the solutions obtained in [19, 23] we compute the first order changes of
complexity for BTZ like perturbations over AdS2+1 and boosted black brane like perturbations
over AdS3+1.
We also derive general expressions for finding the second variation of complexity. As, such a
calculation requires a separate discussion, we do not explicitly solve any specific examples for this
case. However we do point out the advantages of finding such general expressions. In particular,
how these can be put to use in the context of both holographic complexity as well as entanglement
entropy, is discussed. In fact the general expressions obtained would allow one to calculate the
change in complexity as well as entanglement entropy for variations of the subregion as well, i.e in
cases where the boundary state does not change, rather the boundary subregion is deformed.
II. NOTATIONS AND CONVENTIONS
The theory of perturbation to be used here will essentially be the one in the covariant framework
introduced in [24]. The perturbation of d + 1 dimensional space time (M, g) to another d + 1
dimensional space time (M′, g′) is characterized by a differentiable map Φ : M → M′ which is
however not isometric. (M′, g′) is then called a perturbation over (M, g) if
(1)
P = Φ∗g′− g is a small
perturbation over g.
Consider a surface S isometrically embedded in M and given by the function f : S → M.
Let the coordinates on S be denoted by τa. If S has a boundary ∂S then let its coordinates
be denoted by χA. This will be the general strategy followed in the text. While discussing an
embedded surface, its coordinates will be denoted by τa and the coordinates on its boundary
5will be denoted by χa. The ambient spacetimes coordinates will always be denoted by xµ. The
induced metric on S is given by h = f∗ g, which, in the local coordinates can be written as
hab = g(∂a, ∂b) =
∂xµ
∂τa
∂xν
∂τb
g(∂µ, ∂ν). The quantity
∂xµ
∂τa ∂µ is the push forward of the purely tangential
vector field ∂a to M. ‘hab’ is the first fundamental form on S . One can decompose the tangent
space at the point x ∈ S into the tangent space of S and the space of normal vectors as
TxM = TxS ⊕ T⊥x S . Let the covariant derivative on S be denoted by D : TS ⊗ TS → TS .
Let X,Y ∈ TS . Then the Gauss decomposition allows us to write,
∇XY = DXY +K(X,Y ), (1)
where DXY is purely tangential and K(X,Y ) is a vector in the normal bundle and is the extrinsic
curvature or the second fundamental form. A connection ∇⊥XN⊥ in the normal bundle can be
defined as ∇⊥ : TS ⊗ T⊥S → T⊥S , where X ∈ TS and N⊥ ∈ T⊥S . The shape operator
WN⊥(X) is then defined as,
∇XN⊥ = ∇⊥XN⊥ −WN⊥(X). (2)
The Weingarten equation then relates the shape operator and the extrinsic curvature,
g(WN⊥(X), Y ) = g(N
⊥,K(X,Y )), (3)
where X,Y ∈ TS and N⊥ ∈ T⊥S . The Riemann tensor is defined as,
R(W,U)V := [∇W ,∇U ]V −∇[W,U ]V (4)
Similarly one can define the Riemann tensor on S as,
R(X,Y )Z := [DX , DY ]Z −D[X,Y ]Z (5)
The Gauss and Codazzi equations relates the intrinsic Riemann tensor and the spacetime Riemann
tensor. Let X,Y, Z,W ∈ TS and N⊥ ∈ T⊥S . Then the Gauss equation is given as,
g(R(X,Y )Z,W ) = g(R(X,Y )Z,W )− g(K(X,Z),K(Y,W )) + g(K(X,W ),K(Y,Z)), (6)
and the Codazzi equation as,
g(R(X,Y )N⊥, Z) = g((∇YK)(X,Z), N⊥)− g((∇XK)(Y,Z), N⊥) (7)
Due to the presence of perturbations a variation will have two contributions, one which is a flow
along a vector N ∈ TM, and another variation δg which is purely due to metric perturbations.
6The metric perturbation will be given by,
(δg g)(∂µ, ∂ν) :=
[
Φ∗ g′ − g
]
(∂µ, ∂ν) =
(1)
P (∂µ, ∂ν), (δ
2
gg)(∂µ, ∂ν) = (δg
(1)
P )(∂µ, ∂ν) :=
(2)
P (∂µ, ∂ν)
(8)
where
(1)
P is a symmetric bilinear form on M. Note that δg only acts on the metric and does not
change the vector fields ∂µ. Now suppose there is a covariant derivative ∇′ inM′ compatible with
g′, then for X,Y ∈ TM,
(1)
C(X,Y ) := δg
(
∇XY
)
= ∇˜XY −∇XY, (9)
where ∇˜ = φ∗∇′ is the pullback connection on M . It is important to note that C(X,Y ) is a vector
field on M.
δg
(1)
C(X,Y ) =
(2)
C(X,Y )− 2
(1)
P (
(1)
C(X,Y )), (10)
where
(1)
P (X) is a vector defined as g(
(1)
P (X), Y ) =
(1)
P (X,Y ).
III. VARIATIONS ON GENERAL MINIMAL SURFACES
A. Variation of area
In this section we will calculate the variation of area. These expressions are in general true
for any minimal submanifold. Note that these have been obtained before, but certain boundary
terms have been ignored [15, 19]. We will retain the boundary terms, obtained in the process,
and later see how these boundary terms are useful. Only the first order expressions will be used
to find the perturbative change of holographic subregion complexity for boosted black brane like
perturbations over pure AdS in section (IV). The second order expressions will however not be
evaluated for the examples taken but the usefulness of these expressions in obtaining properties
of subregion complexity and holographic entanglement entropy will be discussed. We will also
discuss the scheme which one must follow in order to evaluate the second order variation, given a
perturbation.
Let us consider a one parameter flow (generated by the vector field N) of the area and an
n-dimensional minimal surface S embedded in a d + 1 dimensional spacetime. First variation of
area of the submanifold is given by,
δNA = −
∫
S
g(N⊥,K(∂a, ∂b))hab)
√
hdnτ +
1
2
∫
S
(1)
P (∂a, ∂b)h
ab
√
h dnτ −
∫
∂S
g(rˆ, NT )
√
γ dn−1χ,
(11)
7where ‘τa’ are coordinates on S and ‘χA’ on ∂S . hab and γAB are the induced metrics on S and
∂S . The unit co-normal to ∂S w.r.t S is denoted by rˆ. K(∂a, ∂b) is the extrinsic curvature of S
in M. ⊥ and T denotes component perpendicular and parallel to S , respectively. Further N has
been taken to commute with ∂a’s. The first term in eq. (11) is however zero for a minimal surface.
While deriving the second variation we will differentiate the above expression rather than the one
obtained after imposing the minimal surface condition. Thus we have,
δ2NA =
∫
S
dnτ
√
h
(
habhcdP (∂b, ∂d)g(N
⊥,K(∂a, ∂c))− habg(C(∂a, ∂b), N⊥)
)
(12)
+
∫
S
dnτ
√
h
[hab
2
(2)
P (∂a, ∂b)− 1
2
hachbd
(1)
P (∂a, ∂b)
(1)
P (∂c, ∂d) +
1
4
habhcd
(1)
P (∂c, ∂d)
(1)
P (∂a, ∂b)
]
−
∫
∂S
dn−1χ
√
γrˆa[h
abhcd
(1)
P (∂c, ∂d)g(N, ∂b)]− 2
∫
∂S
dn−1χ
√
γrˆa[h
ab
(1)
P (N⊥, ∂b)]
−
∫
∂S
dn−1χ
√
γrˆa[h
abg(N⊥,∇⊥∂bN⊥)]−
∫
∂S
dn−1χ
√
γg((∇NN)T , rˆ),
The details of this calculation can be found in appendix B. In section III C we will discuss how to
evalute individual terms in the above expression. In other words we will discuss what decides the
individual terms arising in the above expression. Before delving into such a discussion we will first
derive the second order perturbation equation. This will help us to discuss the origin of terms like
(∇NN)T in the above expression.
B. Second order perturbation equations
1. First order perturbation revisited
Assume that under a perturbation of the ambient metric the minimal surface S deforms to
a minimal surface S ′. Let the deviation be denoted by the vector field N . We will recall the
derivation of the first order inomogeneous Jacobi equation, for S , to facilitate further discus-
sion. Finding the first order Jacobi equation amounts to equating the total variation of the mean
curvature vector H to zero, i.e,
LNH + δgH = 0 (13)
However note that LNH = ∇NH − ∇HN . Since H = 0 on the back-ground one only needs to
calculate ∇NH. We will see that this will also be the case for the second order perturbation equa-
tions. Let us start by calculating ∇N∇∂a∂b. N will be taken to commute with all the ∂a’s. However
8note that neither NT nor N⊥ individually commute with ∂a’s. In fact [NT , ∂a] = −[N⊥, ∂a] and
[NT , ∂a]
⊥ = −[N⊥, ∂a]⊥ = 0. We will rewrite K(∂a, ∂b) as ∇∂a∂b − (∇∂a∂b)T .
hab∇N∇∂a∂b = R(N, ∂a)∂b +∇∂a∇∂bN (14)
The derivative of the tangent part gives,
hab∇N (g(∇∂a∂b, ∂c)hcd∂d) =
(
R(N, ∂a)∂b +∇∂a∇∂bN
)T
+ g(H, (∇∂cN)⊥)hcd∂d + (∇(∇∂a∂b)TN)
⊥
(15)
The ∇NhabK(∂a, ∂b) term gives,
∇NhabK(∂a, ∂b) = −hcdK(∂a, ∂c)
[
g(∇∂bN⊥, ∂d)+g(∂b,∇∂dN⊥)
]
−2haehbf
(
g(∂e, D∂fN
T )
)
K(∂a, ∂b)
(16)
Meanwhile δgH =
(1)
C(∂a, ∂b))
⊥ − hachbdK(∂a, ∂b)
(1)
P (∂c, ∂d). Using the identities in section(II) and
using the above expressions along with the results of appendix (D 2), one can write δNH as,
hab
(
Bab −Dab + C(∂a, ∂b) + Sab − hcdK(∂a, ∂c)P (∂d, ∂b)
)⊥
− g(H, (∇∂cN)⊥)hcd∂d +∇NTH,
(17)
where the quantities Bab, Dab and Sab are given by
Bab := R(N
⊥, ∂a)∂b +∇∂a∇∂bN⊥, Dab := ∇(∇∂a∂b)TN⊥,
Sab := −hcdK(∂a, ∂c)
[
g(∇∂bN⊥, ∂d) + g(∂b,∇∂dN⊥)
]
For convenience we will define one more quantity Lab, which will be useful later and is given as
Lab =
(
Bab −Dab + C(∂a, ∂b) + Sab − hcdK(∂a, ∂c)P (∂d, ∂b)
)
The appearance of the ∇NTH might have have looked obvious but is not quite so. Due the
fact that neither NT nor N⊥ commute with the ∂a’s there could have been terms, depending on
the commutators, surviving. It however turns out that the commutator terms do not contribute
(appendix D 2). Since H = 0 everywhere on S it follows that ∇NTH =0. The resulting form
can then be shown to reproduce the correct form of the Jacobi equation once the minimal surface
condition H = 0 is imposed.
LN⊥ = −C⊥ + H˜. (18)
9where
L(N⊥) = ∆⊥N⊥ +Ric(N⊥) +A(N⊥), (19)
where we have defined ∆⊥N⊥ to be the Laplacian on the normal bundle, given by hab
(
∇⊥∂a∇⊥∂bN⊥−
∇⊥
(∇∂a∂b)TN
⊥
)
, g(R(N⊥, ∂a)∂b, N⊥) has been denoted by Ric(N). A(N) = habK(∂a,WN (∂b)) is
the Simon’s operator. Whereas C⊥ is defined as C⊥ = hab
(1)
C(∂a, ∂b)
⊥ and H˜ =
(1)
P abK(∂a, ∂b). Thus
identifying the Jacobi/Stability operator (L) for minimal surfaces. This equation was derived in
[19] in the context of the co-dimension two entangling surface, but will be applicable our case as well
where the complexity surface is also minimal. In fact this equation is applicable to any embedded
minimal submanifold ( S say ) and the solutions of the above equation N⊥ maps a minimal
submanifold (S ) to another submanifold (S ′ ) which is minimal in a perturbed geometry. Hence,
the superscript ⊥ here implies components normal to S and T implies components tangential to
S .
The form eq. (17) will be taken to perform the second variation. The reason for taking this
and not the known form is the following. Inside a derivative one cannot assume N⊥ to be normal,
hence the term Sab cannot be written in terms of the extrinsic curvature inside a derivative. If one
is dealing with a family of co-dimension two surfaces then taking N⊥ inside a derivative amounts
to making an assumption that N⊥ is normal throughout the foliation. The simple analogue of this
statement is the following. g(N⊥, ∂a) is equal to zero, but its normal derivative ∇N⊥g(N⊥, ∂a)
may not be.
2. Second order perturbation equations
The second order equation is obtained by equation the second total variation of H to zero, i.e,
(LNH + δg)(LNH + δg)H = 0 (20)
One can show that this is nothing but,
(∇NH + δg)(∇NH + δg)H −R(N,H)N −∇[N,H] −∇δgHN −∇HδgN = 0, (21)
where the condition LNH + δgN = 0 condition has been used for the back-ground. It is evident
from the the above expression that on further this condition along with the condition H = 0 on
the back-ground yields the equation,
(∇NH + δg)(∇NH + δg)H = 0 (22)
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Note that the equation H = 0 holds everywhere on S. Therefore ∇NT∇NTH = 0. Further, since
the inhomogeneous Jacobi equation holds everywhere on S, it’s tangent derivative is also zero.
Therefore while finding the second variation one only needs to consider the normal component N⊥
of the deviation vector and not the tangent part. The final expression that needs to be calculated
is therefore (∇N⊥ + δg)
(
L⊥ab
)
. Further note that δgN has been taken to be zero. This is because
had this been taken to be non-zero one would have got an equation for ∇⊥NN⊥+ δgN⊥ rather than
∇N⊥N⊥. Every expression including the area variations would then have contained ∇⊥NN⊥+δgN⊥
rather than ∇N⊥N⊥. Hence δgN is just a gauge redundancy and can be set to zero. Everything
put together given the following equation,
hab
(
∇∂a∇∂bJ⊥ −∇(∇∂a∂b)T J
⊥ +R(J⊥, ∂a)∂b + 2hcdK(∂c, ∂a)g(J⊥,K(∂b, ∂d))
)⊥
+habhcdL⊥ac
[
4g(N,K(∂b, ∂d))− 2P (∂b, ∂d)
]
− 2hab∇(Lab)TN
−habhcdK(∂c, ∂d)
[
2g(R(N, ∂b)N, ∂d) + 2g(∇bN,∇dN)
]
hab
[
4R(N, ∂a)∇∂bN + (∇∂aR)(N, ∂b)N + (∇NR)(N, ∂a)∂b
]
hab
[
2(∇NC)(∂a, ∂b) + 4C(∇∂aN, ∂b)
]
− 4habhcdK(∂a, ∂c)
[
g(C(N, ∂b), ∂d) + P (∇∂bN, ∂d)
]
hab
(2)
C(∂a, ∂b)
⊥ − 2P (C(∂a, ∂b)⊥)− habhcd
(2)
P (∂b, ∂d)K(∂a, ∂c) = 0. (23)
In order to find out the new minimal surface inM′ one needs to find out what N on S is, which is
provided by the solution to eq. (18) and all derivatives of N along N itself, on S. It is precisely this
that these perturbation equations provide. The second order perturbation equation eq. (23) for
example is providing what (∇NN)⊥ is. Further higher order equations can in general be obtained,
but is not useful to our discussion.
C. The perturbation scheme and solution procedure
The scheme for calculating the expressions eq. (11, 12) is the following. The first term in the
first order variation eq. (11) vanishes by equations of motion. Hence, one has to calculate the
second term and the boundary term. The second term can easily be calculated as the embedding
of S and the perturbation
(1)
P (∂a, ∂b) are known. Calculating the boundary term however requires
more information. Mathematically one requires N |∂S . This information is provided by how
the boundary ∂S deforms. Let the vector field η characterise this deviation. Therefore one has
11
N |S= η. The Jacobi equation on S is an expression for N⊥. The boundary conditions for solving
this equation is of the Dirichlet type i.e N⊥ |S is given. It is precisely this boundary condition
that is provided by η⊥, while ηT can be used for calculating the change in volume using eq. (11).
At second order one has to evaluate the terms in eq. (12). All the terms except the last one in
this expression can be obtained using the expressions for N⊥, which are provided by solution of
the first order IJE for S . The last term requires a discussion of the second order IJE. The second
order IJE provides an expression for (∇NN)⊥ the boundary condition for which is fed from ∇ηη
i.e (∇NN)⊥ |∂S= (∇ηη)⊥ while (∇ηη)T is used in eq. (12).
Let us now discuss the solution procedure for the special case we will be dealing with. Note
η is completely uspecified. Now, consider the special case where ∂S is also a minimal surface,
but ofcourse, of one dimesion less than S . Assume that under the perturbation S deform to a
minimal surface S ′ such that ∂S also deforms to a minimal surface ∂S ′. Then it is evident that
η is a solution of an IJE but now for ∂S rather than of S i.e,
LN⊥ = −C⊥ + H˜. (24)
where
L(N⊥) = ∆⊥N⊥ +Ric(N⊥) +A(N⊥), (25)
where we have defined ∆⊥N⊥ to be the Laplacian on the normal bundle of ∂S , given by
γAB
(
∇⊥∂A∇⊥∂Bη⊥ − ∇⊥(∇∂A∂B)T η
⊥
)
, g(R(η⊥, ∂A)∂B, η⊥) has been denoted by Ric(η). A(η) =
γABK(∂A,Wη(∂B)) is the Simon’s operator. Whereas C
⊥ is defined as C⊥ = γAB
(1)
C(∂A, ∂B)
⊥ and
H˜ =
(1)
PABK(∂A, ∂B). All these quantities now refer to ∂S as opposed to S and ⊥ now refers
to perpendicular to ∂S rather than S . Similarly ∇ηη is obtained from the second order IJE eq.
(23) but now written for ∂S rather than for S by making the same changes as done for eq. (24).
IV. PERTURBATIVE CHANGE OF SUBREGION COMPLEXITY
Given an asymptotically AdS spacetime and assuming that it is dual to a CFT, the holographic
entanglement entropy of a subregion A on a fixed time slice in the boundary CFT is given according
to the Ryu-Takayanagi proposal [20], by the area of an extremal (minimal surface in pseudo-
Riemannian geometry 1) co-dimension two surface (S) in the bulk, which is homologous to the
1 From now on we will use extremal and minimal interchangeably.
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boundary ∂A of the subregion A. The holographic complexity is given by the volume (V ) of an
extremal co-dimension one minimal surface (Σ) with S ∪A as its boundary [21].
CV =
V
8piRG
(26)
For a static geometry the t = constant slices (T say) are maximal and hence both S and Σ lie
on T and therefore all the calculations can be done on the T ’s. For non-static or non stationary
bulk spacetimes this may not be the case. In such situations one uses the covariant Hubeny-
Rangamani-Takayanagi (HRT)[25] proposal to calculate the holographic entanglement entropy. It
is known from the variational approach that the contribution from the changes in embedding does
not appear at the first order of metric perturbation [26, 27]. Hence one can work with the same fixed
time slice in non static spacetimes for calculating HEE upto first order. In this section we develop
a similar variational scheme to handle this situation for the volume of subregions. Unlike area the
first variation of the volume functional incorporates the changes in the embeddings. However in
the next section we will see that the information of the deviation from the t = constant time slice
does not appear in the first variation. Hence one can still work with the fixed time slice for the
volume change in non static backgrounds.
Let us denote by S ′ and Σ′ the entangling surface and the complexity surface in a perturbed
geometry. We will be coordinatizing both the primed and the unprimed surfaces by the same
coordinate system. Σ will now play the role of S and S ∪ A the role of ∂S of section III. The
area of S is nothing but the volume (V ) of the spacelike surface Σ. Σ′ can then be characterised
by a deviation vector N between Σ and Σ′. Let the restriction of N to S ∪ A be denoted by η.
Since, the boundary subsytem is not deformed it is evident that η |A= 0. Further η must be such
that it maps the minimal surface S to the minimal surface S′ in the perturbed metric. The change
in volume of the complexity surface is then given by,
δNV = −
∫
Σ
g
(
N,K(Σ↪→M)(∂a, ∂b)
)
hab
√
h ddτ +
1
2
∫
Σ
(1)
P (∂a, ∂b)h
ab
√
h ddτ
−
∫
S ∪ A
g(rˆ, N)
√
γ dd−1χ, (27)
where τa are the coordinates intrinsic to Σ, χA are the coordinates intrinsic to S, K(Σ↪→M)(∂a, ∂b)
is the extrinsic curvature of Σ in M and rˆ is the inward directed co-normal of S w.r.t Σ. Note
that the first term does not contribute since Σ is extremal. Moreover N , in the last term, can be
replaced by its restriction η to S. The component of N perpendicular to Σ, in the above expression,
is obtained by solving the inhomogeneous Jacobi equation (IJE) eq. (18).
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To make things clear we will put another subscript to ⊥ and T (⊥Σ, TΣ for example) to indicate
the surface to which the the components are perpendicular and tangential. As has been emphasized
in section III C, this eq. (18) does not determine the tangential component NTΣ . NTΣ which is
known only at the boundary S ∪ A and is obtained by how S and the subregion A deforms. It
can also be shown that the volume change does not depend on how NTΣ is extended to Σ. It is
clear from the situation at hand that A does not deform and the deformation is non-zero only
on S. However note that both S and S ′ are co-dimension two minimal surfaces in M ans M′.
Hence η := N |S takes a co-dimension two minimal surface in M to one in M′. Therefore, η⊥S
must satisfy an inhomogeneous Jacobi equation (24) for a co-dimension two minimal surface S.
Note that η can be taken to be completely perpendicular to S. This is because the boundary of
S which is nothing but ∂A, does not deform under the perturbation as the boundary subregion is
kept intact. Since the normal bundle of S is two dimensional, there are essentially two independent
components of η. One of the components will be perpendicular to both Σ and S and the other
would be perpendicular to S but tangent to Σ. It is precisely the second component that is along
the co-normal rˆ. Hence,
(
η
)⊥Σ = (η⊥S)⊥Σ := N⊥Σ |S determines the boundary condition for eq.
(18) applied to Σ whereas ηTΣ =
(
η⊥S
)TΣ determines the change in volume in eq. (27). The
solutions η for S was obtained for certain cases in [19, 23]. We will essentially be using these
solutions to determine the change in volume from eq. (27).
In the next few subsections we will be evaluating the expression eq. (11) for several examples,
for which the deviation vector has been calculated in [19, 23]. First we will consider the 2 + 1
dimensional case in which we will be considering rotating BTZ as a perturbation over AdS3 as
an example. Next, for the 3 + 1 dimensional case we will be considering boosted black brane like
perturbations over AdS4.
A. 2+1 dimensional case
Consider the AdS3 metric in the Poincare´ patch as the unperturbed background and consider
the planar rotating BTZ as a perturbation over it. The AdS3, metric is given by
ds2 =
−dt2 + dz2 + dx2
z2
(28)
S in this case is given by a spacelike geodesic in AdS3. The equation for such a geodesic, which is
homologous to an interval on a spacelike slice of the boundary is given by,
z(τ) = z
(0)
∗ sech(τ), x(τ) = z
(0)
∗ tanh (τ), (29)
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. z
(0)
∗ is the AdS turning point. The parameter τ  (−∞,∞) covers the full geodesic. Since
the geodesic is affinely parametrised the metric on S is just identity. The metric on Σ can be
conveniently written in a co-ordinate system that includes τ and another co-ordinate c (say). To
understand how c is defined note that z
(0)
∗ is a constant on a particular geodesic. However this
can be lifted to the coordinate c (say) so that c, τ cover the region bounded by S and A on a
t = constant slice (Σ) 2. In other words we are foliating this region in such a way that, each leaf
is a spacelike geodesic with a particular turning point, given by the value of c on that leaf. The
metric h on Σ is then given by,
hab dτ
adτ b =
dc2 + sech(τ)2 dτ2
c2 sech2 τ
. (30)
The deviation vector η can be calculated by solving an inhomogenous Jacobi equation for the
spacelike geodesic in AdS3. Given the tetrads that are parallely propagated along the geodesic,
eµ0 = (z, 0, 0), e
µ
1 =
0,±z
√√√√1−( z
z
(0)
∗
)2
,
z2
z
(0)
∗
 , eµ2 =
0, z2
z
(0)
∗
,∓z
√√√√1−( z
z
(0)
∗
)2 , (31)
η can be written as ηI eµI , with,
η0 =
1
3
bz
(0)
∗
2
tanh(τ) sech(τ) (32)
η2 = −1
6
az
(0)
∗
2
cosh(2τ) sech(τ)3 (33)
Note that the co-normal rˆ in eq. (27) is nothing but −eµ2 . Hence the last integral in eq. (27)
reduces to integrating η2 over the spacelike geodesic. The integral evaluates to,
∫
g(rˆ, η)
√
h dd−1τ =
pi
4
az
(0)
∗
2
(34)
To evaluate the first term, we will use the τ, c coordinatisation. Then calculating the first term
reduces to calculation the integral.
a
∫ ∞
−∞
∫ z(0)∗
0
c sech3(τ)dc dτ =
pi
4
az
(0)
∗
2
(35)
The total change in volume can then be calculated as,
∆V =
pi
8
az
(0)
∗
2
(36)
2 This follows from the nesting property of entanglement entropy [28]. In other words as one reduces the subregion
size the bulk geodesics do not intersect each and therefore the turning point behaves monotonically and qualifies
for a good coordinate.
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The only question remaining is whether the inhomogenous Jacobi equation for the co-dimension
one minimal surface admit a solution with the boundary conditions given by solutions of the co-
dimension two inhomogeneous Jacobi equation. To see it, let us write down the equation first.
The normalized normal one form of the t = constant slices are given by dtz , and the normal vector
is given by z∂t. Let us denote it by nˆ. Since this is the only normal and is also normalized, it
follows that the ∇⊥a nˆ = 0. Now, assume that the solution is of the form αnˆ. The codimension one
inhomogeneous Jacobi equation, for rotating BTZ like perturabtions reduces to,
z2
(
∂2xα+ ∂
2
zα
)− 2α = 0. (37)
Note that the inhomogeneous term is in fact zero for this case. This can be checked from the
explicit form of
(1)
Cµ νρ given in appendix (A 1). To facilitate imposing boundary conditions on the
entangling surface we will work in coordinates c, τ as explained before.
sech2 τ(y2∂2yα+ y∂yα) + ∂
2
τα+ tanh τ∂τα− 2α = 0 (38)
Boundary conditions,
α(y0, τ) =
b
3
y20 tanh τ sech τ, α(y, τ =∞) = 0, α(y, τ = −∞) = 0 (39)
Unfortunately this equation does not admit a solution by separation of variables. We therefore
try to solve eq. (37) on the disc x2 + z2 = 1 with the first boundary condition only (The actual
solution is however required on the half disc with the full set of boundary condition). If the solution
satisfies the second and the third boundary condition then we can conclude that a solution on the
half disc with full set of boundary conditions does exist. The plots of the solutions are given in fig.
(1). From the figure it is clear that this indeed is the case.
B. 3+1 dimensional case
For the 3 + 1 dimensional case we will consider the Boosted AdS black brane like perturbations
over AdS4. The metric and the asymptotic expansion of the metric is given in appendix A 2. The
choice of the back ground metric is therefore the AdS4 metric in the Poincare´ patch. The AdS
length is set to unity and the metric is given by,
ds2 =
−dt2 + dx2 + dy2 + dz2
z2
(40)
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FIG. 1. Solution of the co-dimension one minimal surface equation with boundary conditions given by
the co-dimension two minimal surface equation. Note that the solution has been obtained by solving the
equation on a disc rather than on a half disc as required. The first figure confirms that the boundary
condition at z = 0 is indeed statisfied. The second figure shows the normal deviation of the minimal surface
from the unperturbed one.
We will now consider a circular disk like subregion and calculate the change in holographic com-
plexity from pure the AdS value.
1. Circular disk subregion
For the case of a circular boundary subregion of radius R, the minimal surface in the AdSd+1
is a d − 1 dimensional hypersphere. Such a surface can be described by the following embedding
functions, which are just a parametric form of the equations obtained in [27, 29],
x = R sin θ cosφ+X, y = R sin θ sinφ+ Y, z = R cos θ, t = constant. (41)
The coordinates θ, φ have ranges, 0 ≤ θ ≤ pi2 and 0 ≤ φ < 2pi. It is also clear from eq.(41) that the
half sphere intersects the AdS4 boundary at θ =
pi
2 . The intrinsic metric on S is then given by,
γAB dχ
AdχB =
dθ2 + sin2 θ dφ2
cos2 θ
, (42)
while the metric on Σ in R, θ, φ coordinates is given by,
hab dτ
adτ b =
dR2 +R2(dθ2 + sin2 θ dφ2)
R2 cos2 θ
(43)
We will set up a local orthonormal basis on this surface to facilitate our calculations. Since the
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surface is space-like, the vectors
e2 = cos θ∂θ, e3 = cot θ∂φ. (44)
provide us with two space like bases. The other two, spanning the normal bundle will provide us
with the other two basis vectors. As a matter of convention we mark the time like normal as e0
and the space like normal as e1.
e0 = z∂t, e1 =
z(x−X)
R
∂x +
z(y − Y )
R
∂y +
z2
R
∂z (45)
The solution to the co-dimesion two inhomogeneous Jacobi equation has been obtained in [19]
and can be represented as the components of the deviation vector in the directions normal to the
co-dimension two surface eq. (41) 3,
η1 =
R3
96
(
3β2γ2 + 2
)
cos2 θ
(
cos 2θ − 5)− R3
64
cos 2φ
(
β2γ2 sin2 2θ
)
(46)
η0 = −1
4
βγ2R3 sin θ cos2 θ cosφ (47)
The third term in eq. (27) is then just the integral of −N1 over S and yields,∫
g(rˆ, η)
√
h dd−1τ =
pi
9z30
R3
(
3β2γ2 + 2
)
(48)
The second term in eq. (27), can be calculated by lifting R to a coordinate r. The expression then
reduces to,
3β2γ2 + 2
z30
∫ R
0
∫ pi
2
0
∫ 2pi
0
r2 sin(θ)dr dθ dφ =
2pi
9z30
R3(3β2γ2 + 2) (49)
The total change in complexity is then given by,
∆C = 0 (50)
Thus the first order correction to the holographic complexity vanishes for a spherical entangling
surface. This is consistent with the result for AdS black brane (β → 0) results obtained in [22, 30].
However, the finite β case has not been dealt with before. Hence, we can conclusively say that even
for a boosted black brane like perturbations over AdS the first order change of subregion comlexity
is zero fro a spherical subregion.
3 The solution given in [19] has an error. The authors missed a factor of 1
2
in the first term of the inhomogeneous
part of eq. (42) of [19].
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2. Thin Strip subregion
Let us now consider a two dimensional strip like subregion on the AdS4 boundary, given by the
region [−L,L] × [− l2 , l2 ] of the x − y plane, where L  l. The minimal entangling surface in this
case, given in [29], can be characterized by the following embedding functions,
x = λ, y(θ) = −z∗E
(
pi − 2θ
4
| 2
)
, z(θ) = z∗
√
sin θ, (51)
where z∗ is the turning point of the minimal surface in AdS4 and E(α, β) is the incomplete elliptic
integral of the second kind. The range of the coordinates are 0 ≤ θ ≤ pi and −L ≤ λ ≤ L. The
intrinsic metric of S therefore takes the form
γAB dχ
AdχB =
z∗2dθ2 + 4 sin θdλ2
4z2∗ sin θ2
. (52)
Further, the turning point z∗ can be written in terms of the width l of the subregion as z∗ =
Γ( 1
4
)l
2
√
piΓ( 3
4
)
.The metric on Σ can be written in a co-ordinate c, λ, θ, where c is obtained by elevating
the constant z∗ to a coordinate. We again choose a tetrad adapted to the S as,
e2 = 2 sin θ∂θ, e3 = z∗
√
sin θ∂λ, e1 = z(sin θ∂z − cos θ∂y), e0 = z∂t (53)
Case A: Strip along ‘x’ boost along ‘x’
The component of the solution that will be important for our case is η1, which is given in [19],
η1 =
C1 cos(θ)√
sin(θ)
+ C2 sin θ 2F1
(
1
4
, 1;
1
2
, cos2 θ
)
− cos(θ)√
sin(θ)
∫ θ [1
4
(
3D +
3C
2
)
z3∗ (sin θ)
1
2 − 7
8
Dz3∗ (sin θ)
5
2
]
(sin θ′)
3
2 2F1
(
1
4
, 1;
1
2
, cos2 θ′
)
dθ′
+ sin θ 2F1
(
1
4
, 1;
1
2
, cos2 θ
)∫ θ [1
4
(
3D +
3C
2
)
z3∗ (sin θ)
1
2 − 7
8
Dz3∗ (sin θ)
5
2
]
cos(θ′)dθ′ (54)
the constants of integration being given by C1 =
piz3∗
16 (2C +D) and C2 = −
Γ( 14)
2
z3∗(2C+D)
16
√
2pi
and
constants C,D are given by C =
(
1
3 + β
2γ2
)
1
z30
, D = 13
1
z30
(appendix A 2). The integral over Σ can
be evaluated in c, λ, θ coordinate. The integral to be evaluated then reduces to,
(23 + β
2γ2)
z30
∫ L
−L
∫ z∗
0
∫ pi
0
c
(
1
2
√
sin θ
√
1− 2 sin2
(
1
4
(pi − 2θ)
)
+
cos θ E
(
1
4(pi − 2θ)
∣∣ 2)
2
√
sin θ
)
dc dθ
=
2Lz2∗
z30
(
2
3
+ β2γ2) (55)
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The surface integral is just the integral of η1 over the co-dimension two minimal surface (S). Let
us evaluate the integrals one at a time. The first term in the homogeneous part can be calculated
easily and gives, ∫ L
−L
∫ pi
0
C1 cos(θ)√
sin(θ)
1
2z∗ sin
3
2 (θ)
dθ dλ = −LC1
z∗
[
1
sin θ
]θ→pi
θ→0
(56)
The second term in the homogeneous part has to be evaluated by an integration by parts. An
integration by parts yields the following expression,∫ L
−L
∫ pi
0
C2 sin θ 2F1
(
1
4
, 1;
1
2
, cos2 θ
)
1
2z∗ sin
3
2 (θ)
dθ =
LC2
z∗
[
− sin 32 θ 2F1
(
1
4
, 1;
1
2
, cos2 θ
)
cos θ
sin θ
]θ→pi
θ→0
+
LC2
z∗
∫ pi
0
d
dθ
(
sin
3
2 θ 2F1
(
1
4
, 1;
1
2
, cos2 θ
))
cos θ
sin θ
dθ (57)
There are divergences in the integrals of both the homogeneous terms. We will therefore not
evaluate it right away, but show how the divergences cancel with the terms arising from the
particular solution. To evaluate the pieces in the particular solution, let us define the function,
f(θ) =
[
1
4
(
3D +
3C
2
)
z3∗ (sin θ)
1
2 − 7
8
Dz3∗ (sin θ)
5
2
]
(sin θ)
3
2 2F1
(
1
4
, 1;
1
2
, cos2 θ
)
(58)
The first term in the particular solutions can then be written as,
−
∫ pi
0
2L
2z∗ sin θ
3
2
cos(θ)√
sin(θ)
∫ θ
0
f(θ′)dθ′ =
L
z∗
[∫ θ
0 f(θ
′)dθ′
sin θ
]θ→pi
θ→0
− L
z∗
∫ pi
0
f(θ)
sin θ
dθ (59)
By virtue of the boundary conditions and consequently the values C1 and C2, the terms diverging
as 1sin θ cancel and we are left with,
LC2
z∗
∫ pi
0
d
dθ
[
sin
3
2 θ 2F1
(
1
4
, 1;
1
2
, cos2 θ
)]
cos θ
sin θ
dθ − L
z∗
∫ pi
0
f(θ)
sin θ
dθ (60)
The first of the above two integrals then evaluates to −Γ(
1
4)
3
Lz2∗(2C+D)
32 Γ( 34)
√
2
4 and the last f(θ)
integral can be calculated easily and is given as −Lz2∗10 (15C + 16D). The integral of the second
particular solution of S gives 2Lz2∗10 (5C + 8D). The total change in complexity therefore turns out
to be,
∆C =
1
8piG
Lz2∗
2z30
(
1 + β2γ2 − piΓ
(
5
4
)2 (
1 + 2β2γ2
)
Γ
(
3
4
)2
)
(61)
This result is consistent with the 4- dimensional result for the ‘strip perpendicular to boost’ case
of [31]. This is because of the different notions of parallel and perpendicular used there.
4 Consider the expression sin
3
2 θ 2F1(
1
4
, 1; 1
2
, cos2 θ) and let cos2 θ = z. Then the expression be-
comes (1 − z) 34 2F1( 14 , 1; 12 , z). Using Euler’s identity, 2F1(a, b; c, z) = (1 − z)c−a−b 2F1(c − a, c −
b; c, z) we have 2F1(
1
4
,− 1
2
; 1
2
, z) = (1 − z) 34 2F1( 14 , 1; 12 , z) Therefore ddθ
(
sin
3
2 θ 2F1(
1
4
, 1; 1
2
, cos2 θ)
)
=
− tan θ
{
2F1
(− 1
2
, 1
4
; 1
2
; cos2 θ
)− (1− cos2 θ)− 14}.
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Case B: Strip along ‘x’ boost along ‘y’
To handle this case we will just change the direction of the boost rather than changing the
orientation of the strip. Therefore, the embeddings, eq. (51) remains intach while A gets replaced
by A˜ and so on. Hence the solution for η1, in this case, is same as that for eq. (54) with C replaced
by C˜ and D by D˜ (appendix (A 2)). The final expression for the change in complexity is obtained
just by making this replacement and is given by.
∆C =
1
8piG
Lz2∗
2z30
(
1 + 2β2γ2 − piΓ
(
5
4
)2 (
1 + β2γ2
)
Γ
(
3
4
)2 ) (62)
This result is consistent with the 4-dimensional result obtained in [31], but now for the ‘strip
parallel to boost’ case.
V. OTHER APPLICATIONS
A. Holographic entanglement entropy
The general expressions found in section III B have many applications when it comes to finding
identities for the change in ‘entanglement entropy’. Consider the case of the change in entanglement
entropy when the boundary subregion is deformed. It may be a spatial deformation of the subregion
or an evolution in time.Some noted works in this direction can be found in [32–34]. The only
contribution to the change then comes from the integration over the boundary of the subsytem
itself 5.
δS = − 1
4G
∫
∂A
g(ξ, rˆ′)
√
ζ dd−3η, (63)
where η are coordinates on the boundary of the subsytem ∂A and rˆ′ is the co-normal of ∂A in
S. Note the integration over A was absent in the previous expressions because the subsytem
was kept fixed. Further, the solution of the homogeneous version of eq.(18) is necessarily not a
trivial solution because of non-trivial boundary conditions. We will demonstrate this for the AdS3
case. Consider the change of enatnglement entropy for a particular deformation of the boundary
subregion. Recall, that the solution of the homogeneous Jacobi equation in this case is given by
[19],
N0 = C1e
τ + C2e
−τ , N1 = B1eτ +B2e−τ , (64)
5 Note that S plays the role of S and ∂A plays the role of ∂S here.
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where τ is the parameter along the space-like geodesic. The tangent component N2 in this case
will be non-zero. However it is completely characterised by it’s boundary value. While the normal
components N0 and N1 are to be obtained by solving the homogeneous Jacobi equation with
boundary conditions determined by nature of deformation of subregion A. The boundary ∂A has
two disjoint points. Let us denote them as ∂A1 and ∂A2. It follows that the deformation vector
X (say) is given by (assuming there is no deformation into the bulk Xz = 0). The deformation
vector field (X = A(x, t)∂t +B(x, t)∂x) is then related to the solutions of the homogeneous Jacobi
equation through the following relations. For the ingoing branch,
g(X, e0) =
A
z∗ sech τ
=⇒ lim
τ→−∞ z∗ sech(τ)N
0 = A
(
− l
2
, t
)
= 2z∗c2, lim
τ→∞ sech(τ)N
0 = A
(
l
2
, t
)
= 2z∗c1
g(X, e2) =
tanh τ
z∗ sech τ
B
=⇒ lim
τ→−∞
z∗ sech τ
tanh τ
N2 = B
(
− l
2
, t
)
= −2z∗b2, lim
τ→∞
z∗ sech τ
tanh τ
N2 = B
(
l
2
, t
)
= 2z∗b1
g(X, e1) =
B
z∗
=⇒ N1 = B
z∗
(65)
For the 2 + 1 dimensionl case the expression for the change of entanglement entropy becomes,
δS =
1
4G
g(T,N)
∣∣∣∣
∂A
δ2S =
1
4G
(
g(∇NN,T ) + 1
2
∇T g(N⊥, N⊥)
) ∣∣∣∣
∂A
(66)
The constants B,C are therefore fixed in terms of the components of the vector deforming
the boundary subregion. For a general asymptotically AdS consider it’s conformal completion
g˜ = Ω2 g. The asymptotic boundary is the given by Ω = 0. The normal is then na = ∇aΩ.
The deformation vector field can then be considered to purely tangential to the Ω = constant
hypersurfaces. On such a hypersurface one has the following decomposition,
∇NN = DNN +K (N,N) + 1
2Ω2
g(N,N)∇Ω2, (67)
where D and K are the intrinsic covariant derivative and extrinsic curvature of a constant Ω
hypersurface. The second variation the reduces to,
δ2S =
1
4G
(
g(DNN +K (N,N), T ) +
1
2Ω2
∇T
(
Ω2g(N⊥, N⊥)
)
+
g(NT , NT )
2Ω2
∇TΩ2
) ∣∣∣∣
∂A
(68)
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The last two terms has to be understood as limits. For the Poincare patch of pure AdS, Ω = z.
The overall variation turns out to be,
∆S =
1
4G
(
2(b1 − b2)2 − 4(c1 − c2)2 − 2
(
B2
z2∗
) ∣∣∣∣
∂A
)
(69)
For a time-like deformation, more specifcally a constant constant time translation of the subregion
could be initiated by X = A∂t. In such a case b1 = b2 = 0 and c1 = c2, which leads to the result
∆S = 0. For a increase in the subsytem size by δl2 on each side, one has, b1 =
δl
4z∗ , b2 = − δl4z∗ . The
change in entropy is then given by,
∆S =
δl2
4G
(70)
While the approach still holds for higher dimensions, unfortunately, it will give divergent results.
This because in higher dimensions the cut off dependent term in entanglement entropy itself de-
pends on the size of the subsytem. Hence any infinitesimall change in the size will give divergent
changes in entanglement entropy. This can however be cured if the integrals in the above approach
is done on a bulk cut-off surface z =  (say).
VI. CONCLUSION
From the information theoretic or computational perspective complexity is an important quan-
tity. It needs to be determined what are the resources needed to perform a particular computational
task. In a quest for quantum computation, it has emerged as highly relevant, when it comes to
determining the states that allow for fast computation. Holographic principles can be effectively
used to calculate the complexity of states that have a dual. This has reduced the daunting task of
calculating complexity in field theories to the calculation of certain geometric quantities. In spite
of this simplification the determination of subregion complexity geometrically amounts to solving
a second order elliptic differential equation. Though, this is possible for a few bulk geometries
which are highly symmetric, for more general space-times solving such an equation is difficult. The
general consensus is then to do it perturbatively around the solutions known for pure AdS.
One of the approaches is to identify a parameter of the bulk space-time and perform an asymp-
totic expansion of the volume integral in terms of the parameter. The asymptotic limit of the
parameter gives the AdS solution. But this is inherently problem specific and the expansion pa-
rameter of-course depends on the bulk. Our approach on the other hand is a variational one that
computes terms in order of the strength of a perturbation, which is conveniently taken to be in
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the Fefferman-Graham gauge. Our approach is in no way advantageous over the previous one in
terms of algebraic simplification. However, the advantage is that it provides universal expressions
applicable to any space-time that is a perturbation over AdS or for that matter any back-ground.
What it does is to cast the problem in a form that might give further insights.
The expression eq. (27) for example refers to a general perturbation P (∂a, ∂b) and the restriction
of the deviation vector N to the boundary ∂S . The restriction of the deviation vector N to the
boundary ∂S , η satisfies a linear elliptic equation. There is considerable amount of literature
in the theory of differential equations of the elliptic type. We hope that various bounds on the
solutions of equations of this type may yield interesting inequalities in the context of complexity
and entanglement entropy.
It is important to note what the ingredients required to calculate the first order change are
and how it compares to the known approaches. It is clear that one requires the pull back of the
perturbation P on Σ and the deviation of S along Σ or the initial constant t slice of pure AdS.
It might therefore seem that even by restricting oneself to a Σ such calculations can be done. In
other words deviations away from the initial constant t slice are redundant and may just consider
a co-dimension one Jacbi equation on Σ . But this may not be completely correct. For example it
is not known whether the component of the deviation vector along rˆ satisfies a co-dimension one
Jacobi equation on Σ itself (and not on the full spacetime M). If the answer is in the negative
then the full co-dimension two Jacobi equation on S must be solved, as has been done in our case,
in order to find the correct component along rˆ. Hence completely restricting oneself to Σ may not
be a good approximation after all.
Finally, we believe that the approach taken by us might have important consequences in the
context of bulk reconstruction. Specifically, in the absence of a perturbation, the solutions of the
Jacobi equation tell us how the minimal surface deforms with the deformation of the boundary
subregion. Hence the Jacobi equation tells us how the bulk is traced as one deforms the boundary
subregion. This might be useful to find the flow of the metric induced on a given minimal surface,
thus reconstructing a region of space-time.
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Appendix A: Fefferman Graham Expansion
1. Asymptotic expansion of BTZ
The rotating BTZ metric is given as,
ds2 = −(r
2 − r2+)(r2 − r2−)
r2
dt2 +
r2
(r2 − r2+)(r2 − r2−)
dr2 + r2
(
dx− r+r−
r2
dt
)2
, (A1)
where r+, r− are the radii of the outer and inner horizon respectively. An asymptotic expansion
of the above metric can be realized by defining coordinate ρ such that dρρ =
dr
r
√
f(r)
. In terms of ρ
this metric becomes,
ds2 =
dρ2
ρ2
+ ρ2
[
(−dt2 + dx2) + 1
ρ2
(
(r2+ + r
2−)
2
dt2 − 2r+r−dtdx+ (r
2
+ + r
2−)
2
dx2
)
+
1
ρ4
(
−(r2− − r2+)2
16
dt2 +
(r2− − r2+)2
16
dx2
)]
(A2)
By writing the metric in coordinates (ρ = 1z ), one can identify the perturbations as,
(1)
hµν =

(r2++r
2
−)
2 0 −r+r−
0 0 0
−r+r− 0 (r
2
++r
2
−)
2 .

The components of Cµ νρ can be obtained with the expressions for
(1)
hµν . Denoting a =
(r2++r
2
−)
2 and
b = −r+r− one has,
(1)
Ct z t = −z a,
(1)
Cx z t = z b,
(1)
Ct t z = −z a,
(1)
Cx t z = z b
(1)
Ct x z = −z b,
(1)
Cx x z = z a, C
t
z x = −z b,
(1)
Cx z x = z a (A3)
2. Asymptotic expansion of Boosted Black brane
The boosted black brane metric in holographic coordinates is of the form
ds2 =
R2
z2
[
−A(z)dt2 + B(z)dx2 + C(z)dtdx+ dx2 + dz
2
f(z)
]
, (A4)
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where,
A(z) = 1− γ2( z
z0
)3, B(z) = 1 + β2γ2( z
z0
)3, (A5)
C(z) = 2βγ2( z
z0
)3, f(z) = 1− ( z
z0
)3 (A6)
z0 is the location of the horizon while 0 ≤ β ≤ 1 is the boost parameter. As usual γ is defined as
1√
1−β2 . The boost here is along x direction. By writing the metric in asymptotic coordinates one
can view this as a perturbation over AdS4. This is achieved by defining a coordinate ρ such that,
dz
z
√
f(z)
=
dρ
ρ
(A7)
Integrating this and setting the integration constant to (ρ0
3 = 4z0
3) we get,
1
z2
=
1
ρ2
(1 + (
ρ
ρ0
)3)
4
3 =
1
ρ2
g(ρ)
4
3 (A8)
Now we expand the metric coefficient upto second order in ( ρρ0 )
3, Substituting this back in the
metric we get
ds2 =
R2
ρ2
[
dρ2 +
(
ηµν + ρ
3γ(3)µν + ρ
6γ(6)µν
)
dxµdxν
]
(A9)
Where
γ(3)µν =

−(13 − γ2)( 1z0 )3 βγ2( 1z0 )3 0
βγ2( 1z0 )
3
(
1
3 + β
2γ2
)
( 1z0 )
3 0
0 0 13(
1
z0
)3
 (A10)
One can check that Tr(γ
(3)
µν ) = 0 and
γ(6)µν =

− (29 + 83γ2) 116z06 −16βγ2( 1z0 )6 0
−16βγ2( 1z0 )6
(
2
9 − 83β2γ2
)
1
16z06
0
0 0 29
1
16z06
 (A11)
The perturbation
(1)
Pµν and
(2)
Pµν can be read off as,
(1)
Pµν = γ
(3)
µν z and
1
2
(2)
Pµν = γ
(6)
µν z4 respectively.
Also, the following notation will be used in the main text C =
(
1
3 + β
2γ2
)
1
z30
, D = 13
1
z30
.
For boost along the y axis,
(1)
P (∂µ, ∂ν) and
(2)
P (∂µ, ∂ν) is of the form,
(1)
Pµν =

A˜ z 0 B˜ z 0
0 C˜ z 0 0
B˜ z 0 D˜ z 0
0 0 0 0

1
2
(2)
Pµν =

A˜′ z4 0 B˜′ z4 0
0 C˜ ′ z4 0 0
B˜′ z4 0 D˜′ z4 0
0 0 0 0

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where C˜ = 13(
1
z0
)3, D˜ =
(
1
3 + β
2γ2
)
( 1z0 )
3, C˜ ′ = 29
1
16z06
, D˜′ =
(
2
9 − 83β2γ2
)
1
16z06
, B = B˜ =
βγ2( 1z0 )
3.
Appendix B: Second order volume variation
In this section we will briefly go through the derivation of the second variation of the area
functional including metric perturbation and deviation of the surface. Starting from the area
functional and computing its second variation gives the following expression,
δ2A =
∫
dnτ (δ
√
h)hab
(
g(∇∂aN, ∂b) +
1
2
(1)
P (∂a, ∂b)
)
︸ ︷︷ ︸
I
+
∫
dnτ
√
h(δhab)
(
g(∇∂aN, ∂b) +
1
2
(1)
P (∂a, ∂b)
)
︸ ︷︷ ︸
II
(B1)
+
∫
dnτ
√
hhabδ
(
g(∇∂aN, ∂b) +
1
2
(1)
P (∂a, ∂b)
)
︸ ︷︷ ︸
III
.
The above expression now has to be restructured so as to extract the first order inhomogeneous
Jacobi equations. In order to achieve this we will first separate this expression into terms with
perturbations and the ones without. We will then separate the terms containing the normal
component of the deviation vector from those containing the tangent component. At the very end
we will isolate the boundary terms from the bulk ones. To carry out this formidable task we mark
the individual terms as I, II and III. Term I in the above expression can be written as,
I =
∫
dnτ
√
hhcdhab
[
g(∇∂cN, ∂d)g(∇∂aN, ∂b)
]
︸ ︷︷ ︸
A1
+
∫
dnτ
√
hhcdhab
[
P (∂a, ∂b)g(∇∂cN, ∂d) +
1
4
habhcdP (∂c, ∂d)
(1)
P (∂a, ∂b)
]
︸ ︷︷ ︸
A2
, (B2)
where we have used the first variation of hab. On using the expression h
achbdP (∂a, ∂b)g(∇∂cN, ∂d) =
P ((∇∂cN)T , ∂a), term II can be written as,
II = −
∫
dnτ
√
h
[
hachbd(g(∇∂cN, ∂d) + g(∇∂dN, ∂c))g(∇∂aN, ∂b)
]
︸ ︷︷ ︸
B1
−
∫
dnτ
√
h
[
2hab
(1)
P ((∇∂aN)T , ∂b) +
1
2
hachbd
(1)
P (∂a, ∂b)
(1)
P (∂c, ∂d)
]
︸ ︷︷ ︸
B2
(B3)
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Similarly term-III can be written as,
III =
∫
dnτ
√
hhab (g(∇N∇∂aN, ∂b) + g(∇∂aN,∇∂bN))︸ ︷︷ ︸
C1
+
∫
dnτ
√
hhab
(
2
(1)
P (∇∂aN, ∂b) + 2g(C(∂a, N), ∂b) +
1
2
(2)
P (∂a, ∂b)
)
︸ ︷︷ ︸
C2
(B4)
From expression of eq. (B2), eq. (B3) and eq. (B4) we can see that we have been successful in
separating terms with perturbation from those without. Now we will try to further simplify these.
Let us consider the terms without perturbation first.
Terms without perturbations
The terms without perturbation have been grouped as A1 , B1 and C1. Their sum is therefore
total contribution from terms not containing perturbation quantities.
A1 +B1 + C1 =
∫
dnτ
√
hhcdhabg(∇∂cN, ∂d)g(∇∂aN, ∂b)︸ ︷︷ ︸
(1)
+
∫
dnτ
√
hhabg(∇∂aN,∇∂bN)−
∫
dnτ
√
h
[
hachbd(g(∇∂cN, ∂d) + g(∇∂dN, ∂c))g(∇∂aN, ∂b)
]
︸ ︷︷ ︸
(2)
+
∫
dnτ
√
hhabg(∇N∇∂aN, ∂b)︸ ︷︷ ︸
(3)
(B5)
For our convenience we have seperated the terms and identified them as (1), (2) and (3). Now let
us first consider the term (2)
habg(∇∂aN,∇∂bN)−
[
hachbd(g(∇∂cN, ∂d) + g(∇∂dN, ∂c))g(∇∂aN, ∂b)
]
= habg((∇∂aN)⊥, (∇∂bN)⊥)− hachbdg(D∂dNT , ∂c)g(D∂aNT , ∂b) + 2habg(D∂aNT ,WN⊥(∂b))
−habg(WN⊥(∂a),WN⊥(∂b)), (B6)
where we have used the decompositions ∇∂aNT = D∂aNT + K(∂a, NT ); ∇∂aN⊥ = −WN⊥(∂a) +
∇⊥∂aN⊥. As described before K(∂a, ∂b) is the extrinsic curvature and WN⊥(∂a) is the shape oper-
ator. They are related by the Weingarten equation g(WN⊥(∂a)) = g(N
⊥,K(∂a, ∂b)). The shape
operator van also be shown to be self adjoint i.e g(WN⊥(∂a), ∂b) = g(WN⊥(∂b), ∂a). Using this we
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can write the above expression as
(2) = hab
(
g(K(∂a, N
T ),K(∂b, N
T )) + 2g(K(∂a, N
T ),∇⊥∂bN⊥) + g(∇⊥∂aN⊥,∇⊥∂bN⊥)
+2g(D∂aN
T ,WN⊥(∂b))− g(WN⊥(∂a),WN⊥(∂b)
)
− hachbdg(D∂dNT , ∂c)g(D∂aNT , ∂b) (B7)
In the above expression we have been able to seperate tangent contributions from normal contri-
butions. Next we consider the term (3) in the expression for δ2NA
(3) = habg(∇N∇∂aN, ∂b) = −[Ric(NT , NT ) + 2Ric(NT , N⊥) +Ric(N⊥, N⊥)]
+hab[g(D∂a(∇NTNT )T , ∂b)− 2g(D∂aWN⊥(NT ), ∂b) + g(D∂a([N⊥, NT ])T , ∂b) + g(D∂a(∇N⊥N⊥)T , ∂b)]
(B8)
A similar exercise for term (1) yields,
∫
dnτ
√
hhcdhabg(∇∂cN, ∂d)g(∇∂aN, ∂b) =
∫
dnτ
√
hhabhcdg(D∂aN
T , ∂b)g(D∂cN
T , ∂d) (B9)
We see that the expression for (1) has contributions only from tangent terms. Adding (1), (2)
and (3) we get the full expression. Note that the equations of motion H = 0 and the Gauss and
Codazzi identities (E) has been used. The full expression δ2NA coming from terms that do not
contain perturbation contributions is,
δ2NA =
∫
dnτ
√
h∇∂a [habg(N⊥,∇⊥∂bN⊥)]−
∫
dnτ
√
hg(L(N⊥), N⊥) (B10)
+
∫
dnτ
√
hhcdg(D∂d [N
Thabg(D∂aN
T , ∂b)], ∂c) +
∫
dnτ
√
hhabg(D∂a([N
⊥, NT ])T , ∂b) (B11)
+
∫
dnτ
√
hhabg(D∂a(∇N⊥N⊥)T , ∂b), (B12)
where L(N⊥) is the Jacobi operator defined in section III B 2. Thus we have achieved the decom-
position of the terms without perturbation in terms of tangent and normal contributions. Next we
consider the terms with perturbations.
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1. Terms containing perturbations
The terms containing perturbations have been grouped together. Thus the contribution to the
area variation from terms containing perturbations are,
δ2PA =
∫
dnτ
√
h
[
2habg(
(1)
C(∂a, N), ∂b) + 2h
ab
(1)
P ((∇∂aN)⊥, ∂b) + hcdhab
(1)
P (∂c, ∂d)g(∇∂aN, ∂b)
]
(B13)
+
∫
dnτ
√
h
[
hab
2
(2)
P (∂a, ∂b)− 1
2
hachbd
(1)
P (∂a, ∂b)
(1)
P (∂c, ∂d) +
1
4
habhcd
(1)
P (∂c, ∂d)
(1)
P (∂a, ∂b)
]
(B14)
Now our objective is to decompose the above expression in terms of tangent and normal contribu-
tions. By using the identities in appendix E we can write the above expression as
δ2PA =
∫
dnτ
√
hhab∇∂a [hcd
(1)
P (∂c, ∂d)g(N, ∂b)]
+
∫
dnτ
√
h
[
2habg(
(1)
C(∂a, N
⊥), ∂b) + 2hab
(1)
P ((∇∂aN⊥)⊥, ∂b)− habhcd
(1)
P (∂c, ∂d)g(N,∇∂a∂b)
]
+
∫
dnτ
√
h
[hab
2
(2)
P (∂a, ∂b)− 1
2
hachbd
(1)
P (∂a, ∂b)
(1)
P (∂c, ∂d) +
1
4
habhcd
(1)
P (∂c, ∂d)
(1)
P (∂a, ∂b)
]
(B15)
Now our task is to decompose the above expression further in terms of bulk and boundary contri-
butions
(∇∂a
(1)
P )(N⊥, ∂b) = g(
(1)
C(∂a, N
⊥), ∂b) + g(
(1)
C(∂a, ∂b), N
⊥) (B16)
Substituting this we get the term containing
(1)
C as
hab(∇∂a
(1)
P )(N⊥, ∂b) + hab
(1)
P ((∇∂aN⊥)⊥, ∂b) = hab∇∂a [
(1)
P (N⊥, ∂b)] + habhcd
(1)
P (∂b, ∂d)g(N
⊥,K(∂a, ∂c))
−hab
(1)
P (N⊥, (∇∂a∂b)T ) (B17)
Now we should note that
∇∂a [
√
hhab
(1)
P (N⊥, ∂a)] =
√
hhab∇∂a [
(1)
P (N⊥, ∂b)]−
√
hhab
(1)
P (N⊥, (∇∂a∂b)T ) (B18)
Which is same as the term
(2)
P . Similarly,
∇∂a [
√
hhabhcd
(1)
P (∂c, ∂d)g(N, ∂b)] =
√
hhab∇∂a
[
hcd
(1)
P (∂c, ∂d)g(N, ∂b)
]
−
√
hhabhcd
(1)
P (∂c, ∂d)g(N,∇∂a∂b)
(B19)
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Which is same as the term
(1)
P . Where we have used the fact that ([∂a, ∂b] = 0). Substituting this
back in the expression for δ2PA we get,
δ2PA =
∫
dnτ ∂a[
√
hhabhcd
(1)
P (∂c, ∂d)g(N, ∂b)] + 2
∫
dnτ ∂a[
√
hhab
(1)
P (N⊥, ∂b)]
+2
∫
dnτ
√
h
(
habhcd
(1)
P (∂b, ∂d)g(N
⊥,K(∂a, ∂c))− habg(
(1)
C(∂a, ∂b), N
⊥)
)
+
∫
dnτ
√
h
[hab
2
(2)
P (∂a, ∂b)− 1
2
hachbd
(1)
P (∂a, ∂b)
(1)
P (∂c, ∂d) +
1
4
habhcd
(1)
P (∂c, ∂d)
(1)
P (∂a, ∂b)
]
(B20)
Thus we have been able to decompose the expression into terms containing normal and tangent
contribution and further we have separated the terms contributing to the boundary and bulk. Next
we will add the contribution from the terms with and without perturbation to obtain the total
variation.
2. Total variation
The expression for the total variation upto second order is obtained by adding eq. (B10) and
eq.(B20). It ontains terms which involve ∇NN . We would however like to write it in terms of
∇N⊥N⊥. This can be done with the following steps,
∇NN = ∇N⊥N⊥ +∇N⊥NT +∇NTN⊥ +∇NTNT (B21)
Note that the third surface term can be written as,
habg(D∂aN
T , ∂b)g(N
T , rˆ) = γABg(D∂AN
T , ∂B)g(N
T , rˆ) + g(∇NTNT , rˆ) (B22)
= γABg(NT ,K(S↪→Σ)(∂A, ∂B))g(NT , rˆ) + g(∇NTNT , rˆ)
Denote by K(S↪→M)(∂A, ∂B) as the extrinsic curvature of S in M. Similarly denote the other
extrinsic curvature. Then from Gauss’s decomposition it follows that,
K(S↪→M)(∂A, ∂B) = K(S↪→Σ)(∂A, ∂B) +K(Σ↪→M)(∂A, ∂B) (B23)
Since S is minimal in M we have,
γABK(S↪→M)(∂A, ∂B) = γABK(S↪→Σ)(∂A, ∂B) = γABK(Σ↪→M)(∂A, ∂B) = 0 (B24)
from which it follows that K(Σ↪→M)(rˆ, rˆ) = 0, since habK(Σ↪→M)(∂a, ∂b) = 0. The following relations
can be obtained by using this constraint.
g([N⊥, NT ], rˆ) = g(∇N⊥NT , rˆ) + g(N⊥,K(Σ↪→M)(rˆ, rˆ))g(NT , rˆ) (B25)
31
g(∇N⊥N⊥, rˆ) = g(∇NN −∇N⊥NT − g(∇NTNT , rˆ) + g(N⊥,K(Σ↪→M)(rˆ, rˆ))g(NT , rˆ) (B26)
Finally putting everything back into the total variation one obtains the following expression. This
expression is more useful because it has been expressed in terms of quantities which are directly
known from boundary conditions or as solutions of the IJEs.
δ2A =
∫
dnτ
√
h
(
habhcd
(1)
P (∂b, ∂d)g(N
⊥,K(∂a, ∂c))− habg(
(1)
C(∂a, ∂b), N
⊥)
)
+
∫
dnτ
√
h
[hab
2
(2)
P (∂a, ∂b)− 1
2
hachbd
(1)
P (∂a, ∂b)
(1)
P (∂c, ∂d) +
1
4
habhcd
(1)
P (∂c, ∂d)
(1)
P (∂a, ∂b)
]
+
∫
dnτ ∂a[
√
hhabhcd
(1)
P (∂c, ∂d)g(N, ∂b)] + 2
∫
dnτ ∂a[
√
hhab
(1)
P (N⊥, ∂b)]
+
∫
dnτ
√
hhabg(D∂a(∇NN)T , ∂b) +
∫
dnτ ∇∂a [
√
hhabg(N⊥,∇⊥∂bN⊥)] (B27)
Appendix C: Second order Jacobi equation
In this appendix we will try to give a brief derivation of the second order Jacobi equation. Since
the first order Jacobi equation is obtained by taking first variation of the mean curvature (H)
and imposing H = 0. Similarly the second order Jacobi equation is obtained by taking a second
variation of the mean curvature. Now the first variation of the mean curvature is given by
(∇N + δP )H = habL⊥ab − g(H, (∇∂cN)⊥)hcd∂d +∇NTH (C1)
Where
Lab = Bab −Dab + S(N)ab = ∇∂a∇∂bN +R(N, ∂a)∂b −∇(∇∂a∂b)TN + 2h
cdK(∂a, ∂c)g(N,K(∂b, ∂d))
(C2)
Note that in general [N⊥, ∂a] 6= 0. However in this appendix for simplicity we are only considering
variation where [N⊥, ∂a] = 0 and assume that N⊥ is perpendicular to the surface S. In appendix
(D) we will show that the commutator terms actually cancel among each other. One can easily
check from eq. (C1) that by using (H = 0)condition we get back the first order Jacobi equation.
Now we need to take a first variation of eq. (C1) to obtain the second order Jacobi equation.
(∇N + δP )
(
habL⊥ab − g(H, (∇∂cN)⊥)hcd∂d +∇NTH
)
= (∇N⊥ + δP )
(
habL⊥ab
)
(C3)
Where we have used the on shell condition (H = 0). Thus our first task is to take the covariant
derivative of the quantities B⊥ab, D
⊥
ab and S
(N)
ab respectively.
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a. Second order Jacobi equation without perturbation
We will drop the superscript from N⊥, to avoid clutter. For convenience let J := ∇NN . First
we will start with Bab = ∇∂a∇∂bN +R(N, ∂a)∂b. Thus
hab∇NB⊥ab = hab∇N (Bab −BTab) = hab∇N (Bab − g(Bab, ∂c)hcd∂d)
= habM⊥ab − habg((Bab)⊥, (∇∂cN)⊥)hcd∂d − (∇GN)⊥. (C4)
Since we can only work with the tangent vectors, the normal part is obtained by subtracting
the tangent part from the whole. The rest of the expression above follows from straight forward
computation of the covariant derivatives. In the above expression the quantities Mab and G are
given below
Mab =
[
4R(N, ∂a)∇∂bN + (∇∂aR)(N, ∂b)N + (∇NR)(N, ∂a)∂b +R(N,∇∂a∂b)N
+∇∂a∇∂bJ +R(J, ∂a)∂b
]
, G = habBTab = h
abg(Bab, ∂c)h
ce∂e. (C5)
In the same manner we can take covariant derivative of Dab = ∇(∇∂a∂b)TN
hab∇ND⊥ab = hab∇N (Dab−DT ab) = habQ⊥ab+hab
(∇LTabN)⊥−habg(D⊥ab, (∇∂cN)⊥)hcd∂d− (∇FN)⊥
(C6)
As before this expression is obtained by subtracting the derivative of the tangent part from
the derivative of the total. In order to achieve this form the following identity has been used
[N, (∇∂a∂b)T ] = LTab. In the above expression the form of Qab and F is given below
Qab = R(N, (∇∂a∂b)T )N +∇(∇∂a∂b)TN, F = h
abDTab = h
abg(Dab, ∂c)h
ce∂e (C7)
The last term is the Simon’s term S
(N)
ab = −hcdK(∂a, ∂c)
[
g(∇∂bN, ∂d) + g(∂b,∇∂dN)
]
this is a
normal vector hence its covariant derivative is obtained directly and the following lengthy expression
is obtained
hab∇NS(N)ab = 2habhcdg(N,K(∂b, ∂d))L⊥ac − habg
(
S
(N)
ab , (∇∂eN)⊥
)
hef∂f + h
abS
(J⊥)
ab
− 2habhcdK(∂a, ∂c)
(
g(R(N, ∂b)N, ∂d) + g(∇∂bJT , ∂d) + g(∇bN,∇dN)
)
(C8)
Following results from eq.(C4), (C6) and eq. (C8) above we see that
hab(∇NL⊥ab) = hab
(
∇NB⊥ab −∇ND⊥ab +∇NSNab
)
= hab
(
M⊥ab −Q⊥ab + S(J
⊥)
ab
)
− 2hab(∇LTabN)⊥
+ 2habhcdg(N,K(∂b, ∂d))L
⊥
ac − 2habhcdK(∂a, ∂c)
(
g(R(N, ∂b)N, ∂d) + g(∇∂bJT , ∂d) + g(∇bN,∇dN)
)
(C9)
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Where we have used the first order Jacobi equation(habL⊥ab = 0) in obtaining the above result. Now
one can further simplify this by using eq(C5),(C7) and the onshell condition (H = 0) to obtain the
following expression
hab(∇NL⊥ab) = hab
(
(∇∂a∇∂bJ)⊥ − (∇(∇∂a∂b)T J)
⊥ + (R(J, ∂a)∂b)⊥ + SJab
)
+ hab
(
4R(N, ∂a)∇∂bN
+(∇∂aR)(N, ∂b)N + (∇NR)(N, ∂a)∂b
)⊥
− 2hab(∇LTabN)⊥ + 2habhcdg(N,K(∂b, ∂d))L⊥ac
−2habhcdK(∂a, ∂c)
(
g(R(N, ∂b)N, ∂d) + g(∇∂bJT , ∂d) + g(∇bN,∇dN)
)
(C10)
Finally one can check that
∇N
(
habL⊥ab
)
= hab(∇NL⊥ab) + (∇Nhab)L⊥ab = habL(J)ab + hab
(
4R(N, ∂a)∇∂bN + (∇∂aR)(N, ∂b)N
+(∇NR)(N, ∂a)∂b
)⊥
− 2hab(∇LTabN)⊥ + 4habhcdg(N,K(∂b, ∂d))L⊥ac
−2habhcdK(∂a, ∂c)
(
g(R(N, ∂b)N, ∂d) + g(∇∂bJT , ∂d) + g(∇bN,∇dN)
)
(C11)
Where we have used eq. (C10) and L
(J)
ab is the first order Jacobi equation satisfied by J = ∇NN .
This is consistent with any second order equation. One will get eq. (C11) as the second order
Jacobi equation when there is no perturbation. Next we will include the effect of perturbations
and check how eq. (C11) changes.
b. Second order Jacobi equation with perturbation
When metric perturbations are included our definition of first order equation changes to Lab =
Bab−Dab+S(N)ab +
(1)
C(∂a, ∂b)+h
cd
(1)
P (K(∂a, ∂b), ∂c)∂d. Naturally, the second order deviation equation
(eq.(C3)) will now include derivatives of perturbations. The new terms will come from derivative
of C(∂a, ∂b)
hab∇N
(1)
C(∂a, ∂b)
⊥ = habU⊥ab − habg(
(1)
C(∂a, ∂b)
⊥, (∇∂cN)⊥)hcd∂d − (∇EN)⊥, (C12)
where E := hab
(1)
C(∂a, ∂b)
T and Uab :=
[
(∇N
(1)
C)(∂a, ∂b)+
(1)
C(∇∂aN, ∂b)+
(1)
C(∇∂aN, ∂b)
]
As before the
derivative of the normal term is obtained by subtracting the derivative of the tangent part from
the derivative of the total term. The covariant derivative of the final term gives,
hab∇N
(
hcdK(∂a, ∂c)
(1)
P (∂b, ∂d)
)
= habhcd
(1)
P (∂b, ∂d)
(
L⊥ac − g
(
K(∂a, ∂c), (∇mN)⊥
)
hmn∂n
)
+hcdhabK(∂a, ∂c)
(
2g(
(1)
C(N, ∂b), ∂d) +
(1)
P (∇∂bN, ∂d) +
(1)
P (∂b,∇∂dN)
)
(C13)
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Now we will provide the effect of action of δp on the terms. First we will check the action on Lab.
We will tabulate the action of δp on various terms contained in Lab such as Bab, Dab etc.
habδPBab =
(1)
C(N,∇∂a∂b) +∇N
(1)
C(∂a, ∂b) =: h
abMab, habδPBTab = habMTab + habP (B⊥ab, ∂c)hcd∂d
(C14)
The variation of the normal component therefore takes the form,
habM⊥ab − habP (B⊥ab, ∂c)hcd∂d. (C15)
Similarly one can obtain the variation of the other terms,
habδPDab = h
abQ⊥ab − habP (D⊥ab, ∂c)hcd∂d, (C16)
where habQab := ∇EN + hab
(1)
C(N, (∇∂a∂b)T ) and E = P (∇∂a∂b, ∂c)hcd∂c + g(
(1)
C(∂a, ∂b), ∂c)h
cd∂c −
hcehdfg(∇∂a∂b, ∂c)P (∂e, ∂f )∂c. The variation of the Sab term is algebraically a bit more tedious to
compute and yields,
habδPSab = −2habhcehdfP (∂e, ∂f )K(∂a, ∂c)g(N,K(∂b, ∂d))
+2habhcd
[
(1)
C(∂a, ∂c)
⊥ − hmnP (K(∂a, ∂c), ∂m)∂n
]
g(N,K(∂b, ∂d))
−habhcdK(∂a, ∂c)
[
2P (∇bN, ∂d) + 2g(C(∂b, N), ∂d)
]
(C17)
The variation of the
(1)
C(∂a, ∂b) term gives
habδP
(1)
C(∂a, ∂b)
⊥ =
(2)
C(∂a, ∂b)
⊥ − 2P (
(1)
C(∂a, ∂b))
⊥ − habP (
(1)
C(∂a, ∂b)
⊥, ∂c)hcd∂d. (C18)
Note that we have introduced a notation
(2)
C(∂a, ∂b) which is nothing but the expression for C(∂a, ∂b)
with
(1)
P (∂a, ∂b) replaced by
(2)
P (∂a, ∂b). The final term yields,
habδP
(
hcdK(∂a, ∂c)P (∂b, ∂d)
)
= hab
[
− hcehdfP (∂e, ∂f )K(∂a, ∂c)P (∂b, ∂d) + hcd
(
(1)
C(∂a, ∂c)
⊥ − P (K(∂a, ∂c), ∂m)hmn∂n
)
P (∂b, ∂d)
+hcdK(∂a, ∂c)
(2)
P (∂b, ∂d)
]
(C19)
The variation of the hab is trivial and gives δPh
abL⊥ab = −haehbfP (∂e, ∂f )L⊥ab. Througout this
calculation we have used identitites given in appendix (E).
Further, we have used the fact that [N, ∂a] = 0. However if we didn’t assume this then several
additional tangent contribution would arise. However it will be clearfrom the next appendix that
these tangent terms won’t contribute to the final equation.
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Appendix D: Tangent Variations
In the following two sections we will derive certain identities for tangent variations of the
extrinsic curvature and mean curvature vector H. These will be used in the main text in section
III B.
1. Tangent variation of extrinsic curvature
Let us start by calculationg the tangent variation of the extrinsic curvature of S . Consider a
vector X ∈ TpS such that [X, ∂a] 6= 0. Note that, S being an integral sub manifold [X, ∂a]⊥ = 0.
After a few algebraic steps it follows that,
∇XK(∂a, ∂b) =
(
R(X, ∂a)∂
⊥
b + (∇∂a∇∂bX)⊥ − (∇∇(∂a∂b)TX)
⊥ + g((∇∂a∂b)⊥, (∇∂cX)⊥)hcd∂d
+K(∂a, [∂b, X]) +K([X, ∂a], ∂b)
)
(D1)
2. Tangent variation of H
From the above expression eq. (D 1), it follows that hab
[
∇∂a∇∂bX+R(X, ∂a)∂b−∇(∇∂a∂b)TX
]⊥
−
2haehbfg(∇eX, ∂f )K(∂a, ∂b) = ∇XH. However there is another elegant way to show it using
Gauss’s equation.
hab
[
∇∂a∇∂bX +R(X, ∂a)∂b −∇(∇∂a∂b)TX
]⊥
− 2haehbfg(∇eX, ∂f )K(∂a, ∂b)
= hab
[
∇⊥∂aK(∂b, X) +K(∂a, D∂bX) +∇⊥XK(∂a, ∂b)−K(∂a,∇X∂b)−K(∇X∂a, ∂b)
−∇⊥∂aK(X, ∂b) +K(X,∇∂a∂b) +K(∇∂aX, ∂b)−K((∇∂a∂b)T , X)
]⊥
− 2habK(∂a,∇∂bX) = ∇XH
(D2)
Appendix E: Further Identities
• The metric variation of the Riemann tensor can be calculated using the above identities and
is given as,
δPR(W,U)V =
(1)
C(W,∇UV ) +∇W
(1)
C(U, V )−
(1)
C(U,∇WV )−∇U
(1)
C(W,V )−
(1)
C([W,U ], V )
(E1)
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• The metric variation of the extrinsic curvature is given by,
habδpK(∂a, ∂b) =
(1)
C(∂a, ∂b)
⊥ (E2)
• The following identity will be useful in the calculation of second order perturbation equation.
hab[N, (∇∂a∂b)T ] = hab[N, g((∇∂a∂b), ∂c)hcd∂d] = hab∇N
[
g((∇∂a∂b), ∂c)hcd
]
∂d
= g(Bab −∇(∇∂a∂b)TN, ∂c)h
cd∂d (E3)
• The Codazzi Identity is given by
Ric(NT , N⊥) = habg((∇NTK)(∂a, ∂b), N⊥)− habg(D∂aWN⊥(NT ), ∂b)
+habg(K(∂a, N
T ),∇⊥∂bN⊥) + habg(D∂aNT ,WN⊥(∂b)) (E4)
• The Gauss equation is given as
−Ric(NT , NT ) + habg(K(∂a, NT ),K(∂b, NT )) = −R¯ic(NT , NT ) (E5)
• An identity for the change in the affine connection
(1)
C is,
2hcdhabg(
(1)
C(∂a, ∂c), ∂d)g(N, ∂b) = h
cdg(
(1)
C(∂c, N
T ), ∂d) (E6)
• To extract a surface term from a
(1)
P dependent term one needs the following identity,
hcdP (∂c, ∂d)g(∇∂aN, ∂b) = ∇∂a [hcdP (∂c, ∂d)g(N, ∂b)]
−hcd
[
2P ((∇∂a∂c)⊥, ∂d) + 2g(
(1)
C(∂a, ∂c), ∂d)
]
g(N, ∂b)− hcdP (∂c, ∂d)g(N,∇∂a∂b) (E7)
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