In [C1] and [C2], E.Cartan studied involutive systems of second order partial differential equations for a scalar function with 2 or 3 independent variables, following the tradition of the geometric theory of partial differential equations developed by Monge, Jacobi, Lie , Darboux, Goursat and others. In fact he investigated the contact equivalence and the integration problems of such involutive systems of second order. In this course, he found out the link between the contact equivalence of involutive systems of second order and the geometry of differential systems (Pffafian systems ) on five dimensional spaces.
Here (x 1 , · · · , x n , z 1 , · · · , z m ) is a coordinate system of M around x o = π(u o ) such that dx 1 ∧ · · · ∧ dx n | uo = 0. Coordinate functions p α i are introduced by
(J(M, n), C) is the (geometric) 1-jet space for n-dimensional submanifolds in M . Let M ,M be manifolds (of dimension m + n) and ϕ : M →M be a diffeomorphism between them. Then ϕ induces the isomorphism ϕ * : (J(M, n), C) → (J(M , n),Ĉ), i.e., the differential map ϕ * : J(M, n) → J(M , n) is a diffeomorphism sending C ontoĈ.
Second Order Contact Manifolds.
Let J be a manifold and C be a (linear) differential system on J of codimension 1. Namely C is a subundle of T (J) of codimension 1. Thus, locally at each point u of J, there exists a 1-form defined around u ∈ J such that C = { = 0}. Then (J, C) is called a contact manifold if ∧ (d ) n forms a volume element of J. This condition is equivalent to the following conditions (1), (2) or (3);
(1) The restriction d | C of d to C(u) is non-degenerate at each point u ∈ J.
(2) There exists a coframe { , ω 1 , . . . , ω n , π 1 , . . . , π n } defined around u ∈ J such that the following holds;
d ≡ ω 1 ∧ π 1 + · · · + ω n ∧ π n (mod )
(3) The Cauchy characteristic system Ch (C) of C is trivial (see §2.3 below).
By the Darboux Theorem, a contact manifold (J, C) of dimension 2n + 1 can be regarded locally as a space of 1-jets for one unknown function. Namely, at each point of (J, C), there exists a canonical coordinate system (x 1 , . . . , x n , z, p 1 , . . . , p n ) such that
Starting from a contact manifold (J, C), we can construct the geometric second order jet space (L(J), E) as follows: We consider the Lagrange-Grassmann bundle L(J) over J consisting of all n-dimensional integral elements of (J, C);
where L u is the Grassmann manifolds of all lagrangian (or legendrian) subspaces of the symplectic vector space (C(u), d ). Here is a local contact form on J. Then the canonical system E on L(J) is defined by
Let us fix a point v o ∈ L(J). Starting from a canonical coordinate system (x 1 , · · · , x n , z, p 1 , · · · , p n ) of (J, C) around u o = π(v o ) such that dx 1 ∧ · · · ∧ dx n | vo = 0, we can introduce a coordinate system (x i , z, p i , p ij ) (1 i j n) by defining coordinate functions p ij as follows;
Then, since v ∈ C(u), we have dz | v = ∑ n i=1 p i (u)dx | v and , since d | v = 0, we get p ij = p ji .
Thus E is defined on this canonical coordinate system by
Let (J, C), (Ĵ,Ĉ) be contact manifolds of dimension 2n + 1 and ϕ : (J, C) → (Ĵ,Ĉ) be a contact diffeomorphism between them. Then ϕ induces an isomorphism ϕ * : (L(J), E) → (L(Ĵ),Ê). Conversely we have (cf. Theorem 3.2 [Y1])
Theorem 2.1. (Bäcklund) Let (J, C) and (Ĵ,Ĉ) be contact manifolds of dimension 2n + 1. Then, for an isomorphism Φ : (L(J), E) → (L(Ĵ),Ê),there exists a contact diffeomorphism ϕ : (J, C) → (Ĵ,Ĉ) such that Φ = ϕ * .
2.3. Derived Systems and Cauchy Characteristic Systems. Now we prepare basic notions for (linear) differential systems (or Pfaffian systems). By a (linear) differential system (M, D), we mean a subbundle D of the tangent bundle T (M ) of a manifold M of dimension d. Locally D is defined by 1-forms ω 1 , . . . , ω d−r such that ω 1 ∧ · · · ∧ ω d−r = 0 at each point, where r is the rank of D; D = { ω 1 = · · · = ω d−r = 0 }.
For two differential systems (M, D) and (M ,D), a diffeomorphism ϕ of M ontoM is called an isomorphism of (M, D) onto (M ,D) if the differential map ϕ * of ϕ sends D ontoD.
For a non-integrable differential system D, we consider the Derived System ∂D of D, which is defined, in terms of sections, by
where D = Γ(D) denotes the space of sections of D.
Furthermore the Cauchy Characteristic System Ch (D) of (M, D) is defined at each point x ∈ M by Ch (D)(x) = {X ∈ D(x) | X dω i ≡ 0 (mod ω 1 , . . . , ω s ) for i = 1,. . . ,s }, where denotes the interior multiplication, i.e., X dω(Y ) = dω(X, Y ) and s = d − r. When Ch (D) is a differential system (i.e., has constant rank), it is always completely integrable.
Moreover Higher Derived Systems ∂ k D are usually defined successively (cf. [BCG 3 ]) by ∂ k D = ∂(∂ k−1 D), where we put ∂ 0 D = D for convention.
On the other hand we define the k-th Weak Derived System ∂ (k) D of D inductively by ∂ (k) D = ∂ (k−1) D + [D, ∂ (k−1) D], where ∂ (0) D = D and ∂ (k) D denotes the space of sections of ∂ (k) D.
2.4. Review of Tanaka Theory. A differential system (M, D) is called regular, if D −(k+1) = ∂ (k) D are subbundles of T (M ) for every integer k 1. For a regular differential system (M, D), we have ( [T2], Proposition 1.1) (S1) There exists a unique integer µ > 0 such that, for all k µ,
where D p denotes the space of sections of D p . (S2) implies subbundles D p define a filtration on M .
Let (M, D) be a regular differential system such that T (M ) = D −µ . As a first invariant for non-integrable differential systems, we now define the symbol algebra m(x) associated with a differential system (M, D) at x ∈ M , which was introduced by N. Tanaka [T2] .
We put g −1 (x) = D −1 (x), g p (x) = D p (x)/D p+1 (x) (p < −1) and
Let π p be the projection of D p (x) onto g p (x). Then, for X ∈ g p (x) and Y ∈ g q (x), the bracket product [X, Y ] ∈ g p+q (x) is defined by
whereX andỸ are any element of D p and D q respectively such that π p (X x ) = X and π q (Ỹ x ) = Y . Endowed with this bracket operation, by (S2) above, m(x) becomes a nilpotent graded Lie algebra such that dim m(x) = dim M and satisfies g p (x) = [g p+1 (x), g −1 (x)] for p < −1.
We call m(x) the Symbol Algebra of (M, D) at x ∈ M .
Furthermore, let m be a FGLA (fundamental graded Lie algebra) of µ-th kind, that is,
is a nilpotent graded Lie algebra such that g p = [g p+1 , g −1 ] for p < −1.
Then (M, D) is called of type m if the symbol algebra m(x) is isomorphic to m at each x ∈ M .
Conversely, given a FGLA m = ⊕ −µ p=−1 g p , we can construct a model differential system of type m as follows: Let M (m) be the simply connected Lie group with Lie algebra m. Identifying m with the Lie algebra of left invariant vector fields on M (m), g −1 defines a left invariant subbundle D m of T (M (m)). By definition of symbol algebras, it is easy to see that (M (m), D m ) is a regular differential system of type m. (M (m), D m ) is called the Standard Differential System of Type m. The Lie algebra of all infinitesimal automorphisms of (M (m), D m ) can be calculated algebraically as the Prolongation g(m) of m ([T1], cf. [Y5] ).
In fact, let m = ⊕ p<0 g p be a fundamental graded Lie algebra of µ-th kind defined over a field K. Here K denotes the field of real numbers R or that of complex numbers C. We put
where g p (m) = g p for p < 0, g 0 (m) is the Lie algebra of all (gradation preserving) derivations of graded Lie algebra m and g k (m) is defined inductively by the following for k 1;
Thus, as a vector space over K, g k (m) is a linear subspace of End (m, m k ) = m k ⊗ m * , where m k = m⊕ g 0 (m)⊕· · ·⊕ g k−1 (m). The bracket operation of g(m) is given accordingly (see [T1] , [Y5] for detail). The structure of the Lie algebra A(M (m), D m ) of all infinitesimal automorphisms of (M (m), D m ) can be described by g(m). Especially A(M (m), D m ) is isomorphic to g(m), when g(m) is finite dimensional.
Let g 0 be a subalgebra of g 0 (m). We define a subspace g k of g k (m) for k 1 inductively by
Then, putting
we see, with the generating condition of m, that g(m, g 0 ) is a graded subalgebra of g(m). g(m, g 0 ) is called the prolongation of (m, g 0 ).
We will recall in §5.1 when g(m) or g(m, g 0 ) becomes finite dimensional and simple.
2.5. Symbol Algebra of (L(J), E). As an example to calculate symbol algebras, let us show that (L(J), E) is a regular differential system of type c 2 (n):
Here V is a vector space of dimension n and the bracket product of c 2 (n) is defined accordingly through the pairing between V and V * such that V and S 2 (V * ) are both abelian subspaces of c −1 . This fact can be checked as follows: Let us take a canonical coordinate system (
It follows that T (L(J)) = ∂ (2) E and the derived system ∂E of E satisfies the following :
These facts provide the proof of Theorem 1 (cf. Theorem 3.2 [Y1] ). Moreover, in terms of the defining 1-forms of E and ∂E around v ∈ L(J), the structure of the symbol algebra c 2 (n) can be described by the following Structure Equation of E. Cartan([C1] , [C2] 
Similarly we see that (J(M, n), C) is a regular differential system of type c 1 (n, m):
where c −2 = W and c −1 = V ⊕ W ⊗ V * for vector spaces V and W of dimension n and m respectively, and the bracket product of c 1 (n, m) is defined accordingly through the pairing between V and V * such that V and W ⊗ V * are both abelian subspaces of c −1 .
Symbols of Second Order Equations.
In view of the Bäcklund Theorem, we will discuss the symbols of second order equations as the first invariants in the Contact Geometry of Second Order.
3.1. Symbol Algebras. Let R be a submanifold of L(J) satisfying the following condition:
(R.0) p : R → J ; submersion, where p = π | R and π : L(J) → J is the projection. This condition implies that the system of equations R of second order contains no equations of first order. We have two differential systems C 1 = ∂E and C 2 = E on L(J). We denote by D 1 and D 2 those differential systems on R obtained by restricting C 1 and C 2 to R. Moreover we denote by the same symbols those 1-forms obtained by restricting the defining 1-forms { , 1 , · · · , n } of . . . , n) . Then it follows from (R.0) that these 1-forms are independent at each point on R and that
Thus D 1 and D 2 are subbundles of T (R) such that ∂D 2 ⊂ D 1 . Hence subbundles D 2 , D 1 and T (R) define a filtration on R. Namely, putting
is the projection. Then the bracket product is defined by
The bracket product [X, Y ] is well-defined for X ∈ s p (v) and Y ∈ s q (v), i.e., is independent of the choice ofX andỸ . In fact, in our case, this can be shown as follows: The defining 1forms , 1 , . . . , n for D 1 and D 2 actually define a basis {A} of s −3 (v) and
Similarly we have d (X 1 , X 2 ) = 0 for X 1 , X 2 ∈ s −1 (v). Thus d (X,Ỹ v ) depends only on
By the description of the bracket operation in s(v) above, since and 1 , . . . , n are the restriction of defining 1-forms of C 1 = ∂E and C 2 = E on L(J), we immediately see that and 1 , . . . , n , at the same time, define bases of g −3 (v) and g −2 (v) of the symbol algebra m
Now we consider the following compatibility condition for R:
is the first prolongation of R. Namely we assume that there exists an n-
Here
, v 2 ] = 0 and the Jacobi identity of s(v). We can check the injectivity of µ as follows:
, we obtain f = 0. Hence, by fixing a basis of s −3 (v) and the brackets in s(v), we obtain
Thus f(v) ⊂ S 2 (V * ) is the first invariant of R under contact transformation. We will first examine f(v) ⊂ S 2 (V * ) in the case dim V = 2 in the next section.
3.2. Case n = 2. When dim V = 2, we have dim S 2 (V * ) = 3. Through the natural pairing of S 2 (V ) and S 2 (V * ) as subspaces of V ⊗ V and V * ⊗ V * , we identify S 2 (V ) with the dual space of S 2 (V * ). For a basis {e 1 , e 2 } of V , we have a basis {e * 1 e * 1 , 2e * 1 e * 2 , e * 2 e * 2 } of S 2 (V * ) and its dual basis {e 1 e 1 , e 1 e 2 , e 2 e 2 } of S 2 (V ), where {e * 1 , e * 2 } is the dual basis of {e 1 .e 2 } and e i e j = 1 2 (e i ⊗ e j + e j ⊗ e i ). For a subspace f of S 2 (V * ), we denote by f ⊥ the annihilator of f in S 2 (V ). Now let us classify subspaces f of S 2 (V * ) under the action of GL(V ).
(1) codim f = 1 In this case dim f ⊥ = 1. Hence we can classify a generator f of f ⊥ as a quadratic form and obtain the following classification into three cases, i.e., there exists a basis of V such that
The third case occurs when we classify over R. Here f is of rank 1, rank 2 (indefinite) and rank 2 (definite) respectively.
(2) codim f = 2
In this case dim f = 1. Hence, similarly as above, we have the following classificasion into three cases, i.e., there exists a basis of V such that
{e 1 e 1 , e 1 e 2 } , {e 1 e 1 , e 2 e 2 } , ( {e 1 e 2 , e 1 e 1 − e 2 e 2 } )
The third case occurs when we classify over R. We note here that, for the prolongation f (1) = f ⊗ V * ∩ S 3 (V * ), we have (f (1) ) ⊥ = {e 1 e 1 e 1 , e 1 e 1 e 2 , e 1 e 2 e 2 , e 2 e 2 e 2 } for the second and third cases (see §3.3). Namely f (1) = {0} for the second and third cases, whereas the first case is involutive.
We can classify the symbol algebra s(v) of R at v ∈ R according to the above classification for f(v) ⊂ S 2 (V * ) under the condition (C). In the case codim R = 1, R is called parabolic, hyperbolic and elliptic at v according as f is of rank 1, rank 2 (indefinite) and rank 2 (definite) respectively, where f is a generator of (f
Now we assume the regularity for the symbol algebras. Namely assume that symbol algebras s(v) of R are locally isomorphic to the fixed symbol s = s −3 ⊕ s −2 ⊕ s −1 where s −3 = R, s −2 = V * and s −1 = V ⊕ f for the fixed f ⊂ S 2 (V * ). Then, for example, the Structure Equation reads as follows:
Thus we see, from (ii), that R admitts a 1-dimensional Cauchy characteristic system in case f ⊥ = {e 1 e 1 , e 1 e 2 } , i.e, in case R is of codimension 2 and f is involutive. In fact, in [C1] , E.Cartan characterized overdetermined involutive system R by the condition that R admitts a 1-dimensional Cauchy characteristic system. We will discuss the case when R admitts a non-trivial Cauchy characteristic system in §4.2 in general. We will encounter the case (iii) in §5.3 as an example of Parabolic Geometry associated with sl (4).
Involutive Symbols.
In general we will consider the case when dim V = n. We identify S 2 (V ) with the dual space of S 2 (V * ) through the natural pairing of S 2 (V ) and S 2 (V * ) as subspaces of V ⊗ V and V * ⊗ V * . Then, for a basis {e 1 , . . . , e n } of V , we have a basis {e * 1 e * 1 , . . . , e * n e * n , 2e * i e * j (1 i < j n) } of S 2 (V * ) and its dual basis
As in §3.2, we can classify codimension 1 subspace f ⊂ S 2 (V * ) as follows; In this case, we can classify a generator f of f ⊥ as a quadratic form and obtain f = e 1 e 1 ± e 2 e 2 ± · · · ± e r e r , for a basis {e 1 , . . . , e n } of V , where r is the rank of f and we have a index when we classify over R. In each case, {e n , . . . , e 1 } forms a regular basis for f and the Cartan characters are given by s i = n − i + 1 for i = 1, . . . , n − 1 and s n = 0. f is always involutive.
For a single equation of second order
we observe the following: From §2.5, we calculate
Next we consider the case when codim f = 2. In this case the involutiveness becomes rather a restrictive condition and, in fact, we have (cf. [C2] and [Y2] ) Proposition 3.1. Let f be a subspace of S 2 (V * ) of codimension 2. Then f is involutive if and only if there exists a basis {e 1 , . . . , e n } of V such that the annihilator f ⊥ of f in S 2 (V ) is generated by e 1 e 2 and e 1 e 3 or by e 1 e 1 and e 1 e 2 .
Proof. Fist we observe that S 2 (V * ) is a involutive subspace of V * ⊗ V * with the Cartan characters σ i = n − i + 1 for i = 1, . . . , n. Let f be a subspace of S 2 (V * ) of codimension 2 and let s 1 , . . . s n be the Cartan characters of f. Then we have s i σ i for i = 1, . . . , n and dim f = s 1 + · · · + s n = σ 1 + · · · + σ n − 2.
Since the Cartan characters have the property
Now assume that f is involutive. Then, from dim f (1) = s 1 + 2s 2 + · · · + ns n , we obtain
This implies that the generator {e 1 f, . . . , e n f, e 1 g, . . . , e n g} of (
Here v 1 and v 2 are linearly independent since f and g are independent. Hence there exists
In case {v 1 , v 2 , v} are independent, there exists a basis {e 1 , . . . , e n } of V such that f = e 1 e 2 and g = e 1 e 3 . In case {v 1 , v 2 , v} are dependent, there exists a basis of V such that f ⊥ is generated by e 1 e 1 and e 1 e 2 . Consequently, in these cases, we have s i = n − i + 1 for 1 i n − 2 , s n−1 = 1 and s n = 0.
In [C2] , E.Cartan, in fact, first classified involutive subspaces f ⊂ S 2 (V * ) when dim V = 3 and immediately wrote the Structure Equation for each involutive system in this case.
However we cannot pursue this line in general by the following facts. By counting the dimensions, we see that the dimension of Gr(S 2 (V * ), r) exceeds the dimension of GL(V ) for n 4 and r, s 2, where r + s = dim Gr(S 2 (V * ), r). Hence we will have a functional moduli if we try to classify r dimensional subspaces f in S 2 (V * ) for n 4 and r, s 2. We suspect this phenomena even if we assume the involutiveness of f.
Thus we need other guide lines to proceed. In this paper, after preparing the structure theory for submanifolds in L(J) in §4, we will utilize Parabolic Geometries to find good classes of second order equations in §5 and §6.
3.4. Typical Symbols. We exhibit here typical examples of involutive symbols in S 2 (V * ), which are the only invariants of the correspondig involutive systems of second order, which were found in [Y4] . Namely we describe here the involutive subspaces f 1 (r), f 2 (r) and f 3 (r) of S 2 (V * ) which have the following property: Let R be an involutive systems of second order, which is regular of type f, i.e., R satisfies the condition (C) such that the symbol
. Then, as in the case of the system of first order partial differential equations of one dependent variable, R can be transformed to the model linear equation by a contact transformation(cf. [Y4] ).
(
We need Reduction Theorems to explain why second order equations with these symbols have the property that their symbols are the only invariants under contact transformations. We will explain this fact for the type f 3 (r) in §6.1 by utilizing the First Reduction Theorem in §4. The other cases will be explained by utilizing the two step reduction procedure in Part II.
P D manifolds of Second Order.
We will here formulate the submanifold theory for (L(J), E) as the geometry of P D manifolds of second order ( [Y1] ) and discuss the First Reduction Theorem. 4.1. Realization Theorem. Let R be a submanifold of L(J) satisfying the following condition:
(R.0) p : R → J ; submersion, where p = π | R and π : L(J) → J is the projection. Let D 1 and D 2 be differential systems on R obtained by restricting C 1 = ∂E and C 2 = E to R. Moreover we denote by the same symbols those 1-forms obtained by restricting the defining 1-forms { , 1 , · · · , n } of the canonical system E to R. Then it follows from (R.0) that these 1-forms are independent at each point on R and that
In fact (R; D 1 , D 2 ) further satisfies the following conditions:
(R.1) D 1 and D 2 are differential systems of codimension 1 and n + 1 respectively.
Here (R.2) follows from d ≡ 0 ( mod , 1 , . . . , n ). (R.3) follows from Ch (D 1 ) = Ker p * = { dz = dx 1 = · · · = dx n = dp 1 = · · · = dp n = 0}. Moreover the last condition follows easily from the Realization Lemma below.
Conversely these four conditions characterize submanifolds in L(J) satisfying (R.0). To see this , we first recall the following Realization Lemma, which characterize submanifolds of (J(M, n), C).
Realization Lemma. Let R and M be manifolds. Assume that the quadruple (R, D, p, M ) satisfies the following conditions :
(1) p is a map of R into M of constant rank.
(2) D is a differential system on R such that F = Ker p * is a subbundle of D of codimension n.
Then there exists a unique map ψ of R into J(M, n) satisfying p = π · ψ and D = ψ −1 * (C), where C is the canonical differential system on J(M, n) and π :
and satisfies
where Ch (D) is the Cauchy Characteristic System of D.
For the proof, see Lemma 1.5 [Y1] .
In view of this Lemma, we call the triplet (R; D 1 , D 2 ) of a manifold and two differential systems on it a P D manifold of secomd order if these satisfy the above four conditions (R.1) to (R.4). Here we note, by (R.2), subbundles D 2 , D 1 and T (R) define a filtration on R. Hence we can form the symbol algebra s
We have the (local) Realization Theorem for P D manifolds as follows: From conditions (R.1) and (R.3), it follows that the codimension of the foliation defined by the completely integrable system Ch (D 1 ) is 2n + 1. Assume that R is regular with respect to Ch (D 1 ), i.e., the space J = R/Ch (D 1 ) of leaves of this foliation is a manifold of dimension 2n + 1 such that each fibre of the projection p : R → J = R/Ch (D 1 ) is connected and p is a submersion. Then D 1 drops down to J. Namely there exists a differential system C on J of codimension 1 such that D 1 = p −1 * (C). From Ch (C) = {0}, (J, C) becomes a contact manifold of dimension 2n + 1. Conditions (R.1) and (R.2) guarantees that the image of the following map ι is a legendrian subspace of (J, C):
Finally the condition (R.4) shows that ι : R → L(J) is an immersion by Realization Lemma for (R, D 2 , p, J). Furthermore we have (Corollary 5.4 [Y1])
Theorem 4.1. Let (R; D 1 , D 2 ) and (R;D 1 ,D 2 ) be P D manifolds of second order. Assume that R andR are regular with respect to Ch (D 1 ) and Ch (D 1 ) respectively. Let (J, C) and (Ĵ,Ĉ) be the associated contact manifolds. Then an isomorphism Φ :
Then it is easy to see thatῑ is a map of R into L(J) satisfying π ·ῑ = p and D 2 = (ῑ * ) −1 (C 2 ). Therefore by the uniqueness of the cannonical immersion ι of R into L(J), we obtain ι =ῑ, i.e.,ι · Φ = ϕ * · ι.
By this theorem, the submanifold theory for (L(J), E) is reformulated as the geometry of P D manifolds of second order.
First Reduction Theorem.
When D 1 = ∂D 2 holds for a P D manifold (R; D 1 , D 2 ) of second order, the geometry of (R; D 1 , D 2 ) reduces to that of (R, D 2 ) and the Tanaka theory is directly applicable to this case. We will treat this case as Parabolic Geometries associated with P D manifolds of second order in §5. Concerning about this situation, we will show the following proposition under the compatibility condition (C) :
(cf. Proposition 5.11 [Y1] ).
Proposition 4.1. Let (R; D 1 , D 2 ) be a P D manifold of second order satisfying the condition (C) above. Then the following equality holds at each point v of R:
In particular D 1 = ∂D 2 holds if and only if Ch (D 2 ) = {0}.
Proof. By the conditon (C), there exists an n-dimensional integral element V of (R,
On the other hand, let us consider the derived system ∂D 2 in terms of the symbol algebra s
When a P D manifold (R; D 1 , D 2 ) admits a non-trivial Cauchy characteristics, i.e.,when rank Ch (D 2 )> 0, the geometry of (R; D 1 , D 2 ) is further reducible to the geometry of a single differential system. Here we will be concerned with the local equivalence of (R; D 1 , D 2 ), hence we may assume that R is regular with respect to Ch (D 2 ), i.e., the leaf space X = R/Ch (D 2 ) is a manifold such that the projection ρ : R → X is a submersion and there exists a differential system D on X satisfying D 2 = ρ −1 * (D). Then the local equivalence of (R; D 1 , D 2 ) is further reducible to that of (X, D) as in the following: We assume that (R; D 1 , D 2 ) satisfies the condition (C) above and Ch (D 2 ) is a subbundle of rank r (0 < r < n). Then, by Proposition 4.1, ∂D 2 is a subbundle of D 1 of codimension r.
By the information of the symbol algebra s(v) of (R; D 1 , D 2 ) at v ∈ R, we can find locally independent 1-forms , i , ω i (i = 1, . . . , n) around v such that
for some 1-foms π α i . This shows that the Cartan rank of (X, ∂D) (see [BCG 3 ] II §4) equals to s = n−r at x = ρ(v) ∈ X, which gives us a necessary condition for a differential system (X.D) to be obtained from a P D manifold (R; D 1 , D 2 ) as X = R/Ch (D 2 ).
From (X, D), at least locally, we can reconstruct the P D manifold (R; D 1 , D 2 ) as follows. First let us consider the collection P (X) of hyperplanes v in each tangent space T x (X) at x ∈ X which contains the fibre ∂D(x) of the derived system ∂D of D.
where m = dim X and r = rank Ch (D 2 ). Moreover D 1 X is the canonical system obtained by the Grassmaniann construction and D 2 X is the lift of D. Precisely, D 1 X and D 2 X are given by
, for each v ∈ P (X) and x = ν(v), where ν : P (X) → X is the projection. Then we have a map κ of R into P (X) given by
for each v ∈ R and x = ρ(v). By Realization Lemma for (R, D 1 , ρ, X), κ is a map of constant rank such that
Thus κ is an immersion and, by a dimension count, in fact, a local diffeomorphism of R into P (X) such that
is a local isomorphism of P D manifolds of second order. Thus (R; D 1 , D 2 ) is reconstructed from (X, D), at least locally, as a part of (P (X); D 1 X , D 2 X ). (Precisely, in general, (P (X), D 1 X , D 2 X ) becomes a P D manifold on an open subset. See Proposition 4.2.) By the construction of (P (X); D 1 X , D 2 X ), an isomorphism of (X, D) naturally lifts to an isomorphism of (P (X); D 1 X , D 2 X ). Summarizing the above consideration, we obtain the following First Reduction Theorem for P D manifolds admitting non-trivial Cauchy characteristics.
Theorem 4.2. Let (R, D 1 , D 2 ) and (R;D 1 ,D 2 ) be P D manifolds satisfying the condition (C) such that Ch (D 2 ) and Ch (D 2 ) are subbundles of rank r (0 < r < n). Assume that R andR are regular with respect to Ch (D 2 ) and Ch (D 2 ) respectively. Let (X, D) and
. Now we will characterize differential systems (X, D), which are obtained by the First Reduction Theorem from P D maifolds (R; D 1 , D 2 ) as X = R/Ch (D 2 ). We already saw that the necessary condition for (X, D) is that ∂D is of Cartan rank s = n − r. We will show that this condition is also sufficient .
Let (X, D) be a differential system satisfying the following conditions; (X.1) D is a differential system of codimension n + 1 such that Ch (D) is trivial. (X.2) ∂D is a differential system of codimension r + 1.
Under the conditions (X.1) and (X.2), Cartan rank of ∂D is less than or equal to s (see the proof of Propositon 4.2 below). Thus (X.3) is a nondegeneracy condition for (X, D).
We form the weak symbol algebra t(x) of (X, D) at x ∈ X as follows:Put t −3 (x) = T x (X)/∂D(x), t −2 (x) = ∂D(x)/D(x) and t −1 (x) = D(x). The subbundles D, ∂D and T (X) give a filtration on X. Hence as in the symbol algebra of PD manifolds, we can introduce the Lie brackets in
so that t(x) becomes a graded Lie algebra. Now let us consider the collection P (X) of hyperplanes v in each tangent space T x (X) at x ∈ X which contains the fibre ∂D(x) of the derived system ∂D of D.
where m = dim X and r + 1 = codim ∂D. Moreover D 1 X is the canonical system obtained by the Grassmaniann construction and D 2 X is the lift of D. In fact, D 1 X and D 2 X are given by
is an open subset of P (X) under the condition (X.3). See below). We denote the restrictions of differential systems D 1 X and D 2 X of P (X) to R(X) by the same symbols. Then we have
is a P D manifold of second order. Proof. By (X.1) and the construction of P (X), it follows that D 1 X and D 2 X are differential systems on P (X) of codimension 1 and n + 1 respectively. Moreover ∂D 2 X ⊂ D 1 X holds on P (X) by construction. Since P (X) is a submanifold of J(X, m − 1), Realization Lemma for (P (X); D 1 X , ν, X) implies
is an open subset of P (X) under the condition (X.3) and Ch (D 1 X ) is a subbundle of D 2 X of codimension n on R(X).
For this purpose, let us take a point v o ∈ P (X). We can find locally independent 1-forms 0 , . . . , r , π 1 , . . . , π s on a neighborhood U of
Here we may assume that v o = { 0 = 0} ⊂ T xo (X). Then we have d i ≡ 0 (mod 0 , . . . , r , π 1 , . . . , π s ) for i = 0, . . . , r.
Hence there exist 1-forms β α i such that
Thus the Cartan rank of ∂D is less than or equal to s. Now let us consider = 0 + λ 1 1 + · · · + λ r r on U . Namely we consider a point v ∈ P (X) such that Here (λ 1 , . . . , λ r ) constitutes an inhomogeneous coordinate of the fibres of ν : P (X) → X. Denoting the pullback on P (X) of 1-forms on X by the same symbol, we have D 1 X = { = 0}, and
By the definition of brackets in the weak symbol algebra t(x), it follows that
Hence we see that codimf(v) = s if and only if
are independent ( mod 0 , . . . , r , π 1 , . . . , π s ) at x ∈ X. Thus R(X) is a non-empty open subset of P (X) under the condition (X.3). Moreover we have , at each v ∈ R(X),
Therefore Ch (D 1 X ) is a subbundle of D 2 X of codimension n on R(X), which completes the proof of Proposition. 4.4. Symbol Subspaces. We will consider the relation between the symbol subspaces
, if and only if there exists an integral element W of (X, D) at x such that t −1 (x) = W ⊕f(v)(= D(x)).
Let us fix a basis oft −3 (v). Then, as in the proof of Proposition 4.2, the basis of s
Here we note that there exists a unique f ∈ f(v) such thatf = ν * (f ) and we obtain, by f(v) ⊂ S 2 (E ⊥ ) and the definition of the brackets of s(v) andt(v),
Namely µ is injective and κ
Moreover, from f(v) ⊂ S 2 (E ⊥ ), we also observe that, for a regular basis 1, . . . , s) and adding a basis {v s+1 , . . . , v n } of E = Ker κ. In fact, in this case, we have κ * 2 (f k ) = f k for k = 1, . . . , s and f k = 0 for k = s, . . . , n.
Summarizing the above discussion, we obtain Proposition 4.3. Notations being as above:
5. Parabolic Geometries associated with P D manifolds of Second Order.
We will here exhibit Parabolic Geometries which directly correspond to the geometry of P D manifolds of second order, following [Y5] and [YY2] .
Differential Systems associated with Simple Graded Lie Algebras (Parabolic Geometries).
We first recall basic materials for simple graded Lie algebras over C and state the Prolongation Theorem. We will work mainly over C in this section for the sake of simplicity.
Let g be a finite dimensional simple Lie algebra over C. Let us fix a Cartan subalgebra h of g and choose a simple root system ∆ = {α 1 , . . . , α } of the root system Φ of g relative to h. Then every α ∈ Φ is an (all non-negative or all non-positive) integer coefficient linear combination of elements of ∆ and we have the root space decomposition of g;
sponding to α ∈ Φ) and Φ + denotes the set of positive roots. Now let us take a nonempty subset ∆ 1 of ∆. Then ∆ 1 defines the partition of Φ + as in the following and induces the gradation of g = ⊕ p∈Z g p as follows:
for p, q ∈ Z. Moreover the negative part m = ⊕ p<0 g p satisfies the following generating condition : g p = [g p+1 , g −1 ] for p < −1
We denote the simple graded Lie algebra g = ⊕ µ p=−µ g p obtained from ∆ 1 in this manner by (X , ∆ 1 ), when g is a simple Lie algebra of type X . Here X stands for the Dynkin diagram of g representing ∆ and ∆ 1 is a subset of vertices of X . Moreover we have
Theorem A. Let g = ⊕ p∈Z g p be a simple graded Lie algebra over C satisfying the generating condition. Let X be the Dynkin diagram of g. Then g = ⊕ p∈Z g p is isomorphic to a graded Lie algebra (X , ∆ 1 ) for some ∆ 1 ⊂ ∆. Moreover (X , ∆ 1 ) and (X , ∆ 1 ) are isomorphic if and only if there exists a diagram automorphism φ of X such that φ(∆ 1 ) = ∆ 1 .
In the real case, we can utilize the Satake diagram of g to describe gradations of g (Theorem 3.12 [Y5] ).
By Theorem A, the classification of the gradation g = ⊕ p∈Z g p of g satisfying the generating condition coincides with that of parabolic subalgebras g = ⊕ p 0 g p of g. Accordingly, to each simple graded Lie algebra (X , ∆ 1 ), there corresponds a unique Rspace M g = G/G (compact simply connected homogeneous complex manifold) (see [Y5] §4.1 for detail). Furthermore, when µ 2, there exists the G-invariant differential system D g on M g , which is induced from g −1 , and the standard differential system (M (m), D m ) of type m becomes an open submanifold of (M g , D g ). For the Lie algebras of all infinitesimal automorphisms of (M g , D g ), hence of (M (m), D m ), we have the following Prolongation Theorem (Theorem 5.2 [Y5] ). Prolongation Theorem. Let g = ⊕ p∈Z g p be a simple graded Lie algebra over C satisfying the generating condition. Then g = ⊕ p∈Z g p is the prolongation of m = ⊕ p<0 g p except for the following three cases.
Here R-spaces corresponding to the above exceptions (1), (2) and (3) are as follows:
(1) correspond to compact irreducible hermitian symmetric spaces. (2) correspond to contact manifolds of Boothby type (Standard contact manifolds), which exist uniquely for each simple Lie algebra other than sl (2, C)(see §5.2 below). In case of (3), (J(P , i), C) corresponds to (A , {α 1 , α i }) and (L(P 2 −1 ), E) corresponds to (C , {α 1 , α }) (1 < i < ), where P denotes the -dimensional complex projective space and P 2 −1 is the Standard contact manifold of type C corresponding to (C , {α 1 }). Here we note that R-spaces corresponding to (2) and (3) are all Jet spaces of the first or second order.
For the real version of this theorem, we refer the reader to Theorem 5.3 [Y5] . Now the Parabolic Geometry is a geometry modeled after the homogeneous space G/G , where G is a (semi-)simple Lie group and G is a parabolic subgroup of G (cf. [Bai] ). Precisely, in this paper, we mean, by a Parabolic Geometry, the Geometry associated with the Simple Graded Lie Algebra in the sense of N. Tanaka ([T4] ).
In fact, let g = ⊕ p∈Z g p be a simple graded Lie algebra over R satisfying the generating condition. Let M be a manifold with a G 0 -structure of type m in the sense of [T4] (for the precise definition, see §2 of [T4] ). In [T4] , under the assumption that g is the prolongation of (m, g 0 ), N. Tanaka constructed the Normal Cartan Connection (P, ω) of Type g over M , which settles the equivalence problem for the G 0 -structure of type m in the following sense: Let M andM be two manifolds with G 0 -structures of type m. Let (P, ω) and (P ,ω) be the normal connections of type g over M andM respectively. Then a diffeomorphism ϕ of M ontoM preserving the G 0 -structures lifts uniquely to an isomorphism ϕ of (P, ω) onto (P ,ω) and vice versa ([T4], Theorem 2.7).
Here we note that, if g is the prolongation of m, a G 0 -structure on M is nothing but a regular differential system of type m (see [T4, §2.2] ). Thus a Parabolic Geometry modeled after G/G is the geometry of P D manifold of second order with the symbol algebra s = s −3 ⊕ s −2 ⊕ s −1 , if g is the prolongation of m and m is isomorphic to s.
Hence, among simple graded Lie algebras g = ⊕ µ p=−µ g p ∼ = (X , ∆ 1 ), we will seek those algebras such that m = ⊕ p<0 g p is isomorphic to the symbol algebra of P D manifolds of second order. Thus a necessary condition for this is µ = 3 and dim g −3 = 1. Then, by the above construction of (X , ∆ 1 ), g 3 should be the highest root space. This forces ∆ θ ⊂ ∆ 1 where (X , ∆ θ ) is the (standard) contact gradation of g (see §5.2 below). These two conditions confine the possibility of (X , ∆ 1 ). In fact, a simple graded Lie algebra (X , ∆ 1 ), which satisfies both µ = 3 and ∆ θ ⊂ ∆ 1 is one of the following: (A , {α 1 , α 
, (E 6 , {α 1 , α 2 }) and (E 7 , {α 1 , α 7 }) up to conjugacy.
In fact, as we will see in §5.3 and §5.4, these simple graded Lie algebras (X , ∆ 1 ) represent the Parabolic Geometries of P D manifolds of second order (of finite type), except for (C , {α 1 , α }), which is one of the exception in Prolongation Theorem and represents the Parabolic Geometry of third order equations of finite type (cf. [YY2] §3 Case (4)).
Furthermore, in §6.2 and §6.3, by utilizing the First Reduction Theorem, we will see more examples of Parabolic Geometry, which is associated with the geometry of (X, D) in §4.3.
Standard Contact Manifolds.
Each simple Lie algebra g over C has the highest root θ. Let ∆ θ denote the subset of ∆ consisting of all vertices which are connected to −θ in the Extended Dynkin diagram of X ( 2). This subset ∆ θ of ∆, by the construction in §5.1, defines a gradation (or a partition of Φ + ), which distinguishes the highest root θ. Then, this gradation (X , ∆ θ ) turns out to be a contact gradation, which is unique up to conjugacy (Theorem 4.1 [Y5] ). Explicitly we have ∆ θ = {α 1 , α } for A type and ∆ θ = {α θ } for other types. Here α θ = α 2 , α 1 , α 2 for B , C , D types respectively and α θ = α 2 , α 1 , α 8 , α 1 , α 2 for E 6 , E 7 , E 8 , F 4 , G 2 types respectively.
Moreover we have the adjoint (or equivalently coadjoint) representation, which has θ as the highest weight. The R-space J g corresponding to (X , ∆ θ ) can be obtained as the projectiviation of the (co-)adjoint orbit of G passing through the root vector of θ. By this construction, J g has the natural contact structure C g induced from the symplectic structure as the coadjoint orbit, which corresponds to the contact gradation (X , ∆ θ ) (cf. [Y5] , §4). Standard contact manifolds (J g , C g ) were first found by Boothby ([Bo] ) as compact simply connected homogeneous complex contact manifolds.
For the explicit description of the standard contact manifolds of the classical type, we refer the reader to §4.3 [Y5] .
In §5.3 and  §5 .4, the model equation (R g , D 2 g ) can be realized as a R-space orbit in L(J g ).
Extended Dynkin Diagrams with the coefficient of Highest Root (cf. [Bu] )
5.3. Classical Type Examples. We will describe here the symbol algebra m = ⊕ p<0 g p of each (X , ∆ 1 ) of the classical type and give the model equations of second order. We refer the reader to §3 of [YY2] for the detailed description of the symbol algebras in matrices form. In this and next subsections, we will discuss in the complex analytic or the real C ∞ category depending on whether K = C or R.
(1) Case of (A , {α 1 , α i+1 , α }) (1 < i + 1 [ +1 2 ]). We have the following matrix representation of (A , {α 1 , α i+1 , α }):
where the gradation is given by subdividing matrices as follows;
where i + j = − 1. Then we have
By calculating [ξ,x] and [[Â,x] ,x], we have
This implies that the model equation of the second order is given by
where z is dependent variable and x 1 , . . . , x −1 are independent variables.
(2) Case of (B , {α 1 , α 2 }) ( 3), (D , {α 1 , α 2 }) ( 4).
Similarly in this case, we have dim f = 1 and f = {e * 1 e * 1 + · · · + e * n e * n } for a basis {e 1 , . . . , e n } of V . Thus we have the following model equation of the second order:
where z is dependent variable and x 1 , . . . , x n are independent variables. This equation is the embedding equation as a hypersurface for the quadric Q n . For the explicit matrix description of the gradation, we refer the reader to Case (5) in §3 of [YY2] .
(3) Case of (D , {α 2 , α }) ( 4). Similarly in this case, we have dim f = 1 2 ( − 1)( − 2) and
a pq (e 1 p ) * (e 2 q ) * | A = (a pq ) ∈ o( − 1)} for a basis {e 1 1 , . . . , e 1 −1 , e 2 1 , . . . , e 2 −1 } of V . Thus we have the following model equation of the second order:
where z is dependent variable and x 1 1 , . . . , x 1 −1 , x 2 1 , . . . , x 2 −1 are independent variables. This equation is the Plücker embedding equation for the Grassman manifold Gr( + 1, 2) (see [SYY] §3). For the explicit matrix description of the gradation, we refer the reader to Case (10) in §3 of [YY2] .
Exceptional Type Examples.
We here only describe the model equation (R g , D 2 g ) of second order in the form of the standard differential system of type m. We refer the reader to §4 of [YY2] for the detailed description of the symbol algebras by the use of the Chevalley basis of g.
(1) Case of (E 6 , {α 1 , α 2 }).
The symbol algebra m = g −3 ⊕ g −2 ⊕ g −1 is described as follows:
Here the standard differential system (M (m), D m ) of type m in this case is given by D m = { = 1 = 2 = · · · = 10 = 0 }, where = dz − p 1 dx 1 − · · · − p 10 dx 10 , 1 = dp 1 + q 5 dx 8 + q 4 dx 9 + q 3 dx 10 , 2 = dp 2 − q 5 dx 5 − q 4 dx 7 + q 2 dx 10 , 3 = dp 3 + q 5 dx 4 + q 4 dx 6 + q 1 dx 10 , 4 = dp 4 + q 5 dx 3 − q 3 dx 7 − q 2 dx 9 , 5 = dp 5 − q 5 dx 2 + q 3 dx 6 − q 1 dx 9 , 6 = dp 6 + q 4 dx 3 + q 3 dx 5 + q 2 dx 8 , 7 = dp 7 − q 4 dx 2 − q 3 dx 4 + q 1 dx 8 , 8 = dp 8 + q 5 dx 1 + q 2 dx 6 + q 1 dx 7 , 9 = dp 9 + q 4 dx 1 − q 2 dx 4 − q 1 dx 5 10 = dp 10 + q 3 dx 1 + q 2 dx 2 + q 1 dx 3 . Here (x 1 , . . . , x 10 , z, p 1 , . . . , p 10 , q 1 , . . . , q 5 ) is a coordinate system of M (m) ∼ = K 26 .
(2) Case of (E 7 , {α 1 , α 7 }) .
Here the standard differential system (M (m), D m ) of type m in this case is given by D m = { = 1 = 2 = · · · = 16 = 0 }, where = dz − p 1 dx 1 − · · · − p 16 dx 16 , 1 = dp 1 + q 10 dx 11 + q 9 dx 12 + q 8 dx 14 + q 7 dx 15 + q 5 dx 16 , 2 = dp 2 − q 10 dx 9 − q 9 dx 10 − q 8 dx 13 + q 6 dx 15 + q 4 dx 16 , 3 = dp 3 + q 10 dx 6 + q 9 dx 8 − q 7 dx 13 − q 6 dx 14 + q 3 dx 16 , 4 = dp 4 − q 10 dx 5 − q 9 dx 7 − q 5 dx 13 − q 4 dx 14 − q 3 dx 15 , 5 = dp 5 − q 10 dx 4 + q 8 dx 8 + q 7 dx 10 + q 6 dx 12 + q 2 dx 16 , 6 = dp 6 + q 10 dx 3 − q 8 dx 7 + q 5 dx 10 + q 4 dx 12 − q 2 dx 15 , 7 = dp 7 − q 9 dx 4 − q 8 dx 6 − q 7 dx 9 − q 6 dx 11 + q 1 dx 16 , 8 = dp 8 + q 9 dx 3 + q 8 dx 5 − q 5 dx 9 − q 4 dx 11 − q 1 dx 15 , 9 = dp 9 − q 10 dx 2 − q 7 dx 7 − q 5 dx 8 + q 3 dx 12 + q 2 dx 14 , 10 = dp 10 − q 9 dx 2 + q 7 dx 5 + q 5 dx 6 − q 3 dx 11 + q 1 dx 14 , 11 = dp 11 + q 10 dx 1 − q 6 dx 7 − q 4 dx 8 − q 3 dx 10 − q 2 dx 13 , 12 = dp 12 + q 9 dx 1 + q 6 dx 5 + q 4 dx 6 + q 3 dx 9 − q 1 dx 13 , 13 = dp 13 − q 8 dx 2 − q 7 dx 3 − q 5 dx 4 − q 2 dx 11 − q 1 dx 12 , 14 = dp 14 + q 8 dx 1 − q 6 dx 3 − q 4 dx 4 + q 2 dx 9 + q 1 dx 10 , 15 = dp 15 + q 7 dx 1 + q 6 dx 2 − q 3 dx 4 − q 2 dx 6 − q 1 dx 8 , 16 = dp 16 + q 5 dx 1 + q 4 dx 2 + q 3 dx 3 + q 2 dx 5 + q 1 dx 7 .
Here (x 1 , . . . , x 16 , z, p 1 , . . . , p 16 , q 1 , . . . , q 10 ) is a coordinate system of M (m) ∼ = K 43 .
The model linear equations in §5.3 (2), (3) and §5.4 (1) and (2) appeared as the embedding equations of the corresponding symmetric spaces into the projective spaces in [SYY] and [HY] (see [SYY] §1). Except for §5.3 (2), these equations have rigidity properties. As is pointed out in §5 of [YY2] , by the vanishing of the second cohomology (cf. Theorem 2.7 and 2.9 [T4], Proposition 5.5 [Y5] ), we observe that Parabolic Geometries associated with (D , {α 2 , α }), (E 6 , {α 1 , α 2 }) and (E 7 , {α 1 , α 7 }) have no local invariant. Thus the model second order equations of these cases is solely characterized by their symbols f ⊂ S 2 (V * ) under the condition (C), as in the case of Typical involutive symbols in §2.4.
Examples of First Reduction Theorem.
Utilizing the First Reduction Theorem, we will discuss the Typical class of type f 3 (r) and exhibit several examples of P D manifolds of second order given through Parabolic Geometries on (X.D).
6.1. Typical Class of Type f 3 (r). Let (R; D 1 , D 2 ) be a P D manifold of second order satisfying the condition (C), which is regular of type f 3 (r) (r n−2). Namely (R; D 1 , D 2 ) is a P D manifold of second order such that symbol algebra s
We refer the reader to §4.2 [Y4] for the detail to obtain a canonical coordinate system of (R; D 1 , D 2 ).
Moreover we observe that (X, D) satisfies three conditions in §4.3,
6.2. G 2 -Geometry. Let (X , ∆ θ ) be the (standard) contact gradation. Then we have ∆ θ = {α θ } except for A type (see §5.2). As we observed in §6.3 in [Y6] , for the exceptional simple Lie algebras, there exists, without exception, a unique simple root α G next to α θ such that the coefficient of α G in the highest root is 3. We will consider simple graded Lie algebras (X , {α G }) of depth 3 and will show that regular differential systems of these types satisfy the conditions (X.1) to (X.3) in §4.3. Explicitly we will here consider the following simple graded Lie algebras of depth 3:
These graded Lie algebras have the common feature with (G 2 , {α 1 }) as follows: In these cases, m = g −3 ⊕ g −2 ⊕ g −1 satisfies dim g −3 = 2 and dim g −1 = 2 dim g −2 . Moreover, in the description of the gradation in terms of the root
Hence, ignoring the bracket product in g −1 , we can describe the bracket products of other part of m, in terms of paring, by
where dim W = 2. Thus let (X, D) be a regular differential system of type m, where m is the negative part of one of the above graded Lie algebras. Then (X, ∂D) is a regular differential system of type c 1 (s, 2). Namely, there exists a coframe { 1 , 2 , π 1 , . . . , π s , π 1 1 , . . . , π s 1 , π 1 2 , . . . , π s 2 } around x ∈ X such that ∂D = { 1 = 2 = 0}, ν(v) . Then, for (λ 1 , λ 2 ) = (0, 0), {λ 1 π i 1 + λ 2 π i 2 (i = 1, . . . , s)} are linearly independent ( mod 1 , 2 , π 1 , . . . , π s ). Thusf(v) ⊂ D(x) is of codimension s at each v ∈ P (X) (see the proof of Proposition 3). Hence we obtain R(X) = P (X) in this case, i.e., R(X) is a P 1 -bundle over X.
In fact, when (X, D) is the model space (M g , D g ) of type (X , {α G }), R(X) can be identified with the model space (R g , E g ) of type (X , {α θ , α G }) as follows (here, we understand α G denotes two simple roots α 1 and α 3 in case of BD types and three simple roots α 1 ,α 3 and α 4 in case of D 4 ): Let (J g , C g ) be the standard contact manifold of type (X , {α θ }). Then we have the double fibration;
Here (X , {α θ , α G }) is a graded Lie algebra of depth 5 and satisfies the following: dimǧ −5 = dimǧ −4 = 1, dimǧ −3 = dimǧ −2 = s and dimǧ −1 = s + 1. In fact, comparing with the gradation of (X , {α G }), we haveΦ
(2) E g = (π g ) −1 * (∂D g ) and ∂E g = (π g ) −1 * (D g ). We put D 1 = ∂ (3) E g and D 2 = ∂E g . Then (R g ; D 1 , D 2 ) is a P D manifold of second order. In fact, we have an isomorphism of (R g ; D 1 , D 2 ) onto (R(M g ); D 1 Mg , D 2 Mg ) by the Realization Lemma for (R g , D 1 , π g , M g ) and an embedding of R g into L(J g ) by the Realization Lemma for (R g , D 2 , π c , J g ). Thus R g is identified with a R-space orbit in L(J g ). Now we will calculate the symbol of (R(X); D 1 X , D 2 X ) by utilizing the model P D manifold (R g ; D 1 , D 2 ) of second order, especially when (X , {α θ , α G }) is of BD types. Let us describe the gradation of (BD , {α 1 , α 2 , α 3 }) or (D 4 , {α 1 , α 2 , α 3 , α 4 }) in matrices form as follows: First we describe Here I k ∈ gl (k, K) is the unit matrix and the gradation is given again by subdividing matrices as follows; 
Then, for X =x +x 1 +x 0 and A =â +â 1 , we calculate
Thus we obtain
In case k > 1, we have f ⊥ = {e 1 e 1 , e i e j (2 i < j k + 1), e 2 e 2 − e k+1 e k+1 , . . . , e k e k − e k+1 e k+1 } ⊂ S 2 (W ), where W = {e 1 , . . . , e k+1 } . Then we see that (f (1) ) ⊥ contains every e i e i e i for i = 1, . . . , k + 1, which implies f is of finite type. We can also check that exceptional cases other than G 2 are of finite type by utilizing R-space orbit (R g ; D 1 , D 2 ), whereas f = S 2 (W * ) is involutive in case of G 2 , where dim W = 1. We will discuss these cases in a uniform way in other occasion. 6.3. Other Examples. We exhibit here two other examples of simple graded Lie algebras g = ⊕ p∈Z g p of depth 3, such that regular differential systems (X, D) of type m satisfy the conditions (X.1) to (X.3) in §4.3, where m = ⊕ p<0 g p . The first example is of type (C , {α 2 , α }). Here we have dim g −3 = 3, dim g −2 = 2( −2) and dim g −1 = 2( − 2) + 1 2 ( − 2)( − 1). Utilizing the calculation in Case (3) of §3 in [YY2] , we have the following description of the standard differential system (M m , D m ) of type m in this case:
Here we put y 12 = y 0 , y 11 = y 1 , y 22 = y 2 and a αβ = a βα for 1 α, β − 2 . Let (X, D) be a regular differential system of type m. Then we have the structure equation of (X, ∂D) as follows;
, we see that (X, D) satifies the condition (X.1) to (X.3) in §4.3 and we obtain R(X) = {v ∈ P (X) | 4λ 1 λ 2 − λ 2 0 = 0}, where (λ 0 , λ 1 , λ 2 ) is the homogeneous coordinate of the fibre ν : P (X) → X.
By the calculation in Case (3) of §3 in [YY2] , we have y pq = 2 ∑ −2 α,β=1 a αβ x α p x β q for 1 p q 2 and a αβ = a βα (1 α, β − 2) so that
where W = {e 1 1 , . . . , e −2 1 , e 1 2 , . . . , e −2 2 } . Thus, assuming λ 0 = 0, we get for α = 1, . . . , − 2, which implies thatf(v) is of finite type. Now let us construct the model equation of second order from the coordinate description of the standard differential system (M m , D m ). We calculate
Then we have
where π 0 1 = 1 , π 0 2 = 2 , π α 1 = α 2 + 2 λ 1 α 1 and π α 2 = α 1 + 2 λ 2 α 2 . Hence we obtain the following model equation of second order :
Our second example is of type (E 7 , {α 6 , α 7 }). Here we have dim g −3 = 10, dim g −2 = 16 and dim g −1 = 16 + 1. Utilizing the calculation in Case (4) of §4 in [YY2] , we have the following description of the standard differential system (M m , D m ) of type m in this case: D m = { 1 = · · · = 10 = π 1 = · · · = π 16 = 0}, where 1 = dy 1 − p 11 dx 1 + p 9 dx 2 − p 6 dx 3 + p 5 dx 4 + p 4 dx 5 − p 3 dx 6 + p 2 dx 9 − p 1 dx 11 , 2 = dy 2 − p 13 dx 1 + p 10 dx 2 − p 8 dx 3 + p 7 dx 4 + p 4 dx 7 − p 3 dx 8 + p 2 dx 10 − p 1 dx 13 , 3 = dy 3 − p 14 dx 1 + p 12 dx 2 − p 8 dx 5 + p 7 dx 6 + p 6 dx 7 − p 5 dx 8 + p 2 dx 12 − p 1 dx 14 , 4 = dy 4 − p 15 dx 1 + p 12 dx 3 − p 10 dx 5 + p 9 dx 7 + p 7 dx 9 − p 5 dx 10 + p 3 dx 12 − p 1 dx 15 , 5 = dy 5 − p 15 dx 2 + p 14 dx 3 − p 13 dx 5 + p 11 dx 7 + p 7 dx 11 − p 5 dx 13 + p 3 dx 14 − p 2 dx 15 , 6 = dy 6 − p 16 dx 1 + p 12 dx 4 − p 10 dx 6 + p 9 dx 8 + p 8 dx 9 − p 6 dx 10 + p 4 dx 12 − p 1 dx 16 , 7 = dy 7 − p 16 dx 2 + p 14 dx 4 − p 13 dx 6 + p 11 dx 8 + p 8 dx 11 − p 6 dx 13 + p 4 dx 14 − p 2 dx 16 , 8 = dy 8 − p 16 dx 3 + p 15 dx 4 − p 13 dx 9 + p 11 dx 10 + p 10 dx 11 − p 9 dx 13 + p 4 dx 15 − p 3 dx 16 , 9 = dy 9 − p 16 dx 5 + p 15 dx 6 − p 14 dx 9 + p 12 dx 11 + p 11 dx 12 − p 9 dx 14 + p 6 dx 15 − p 5 dx 16 , 10 = dy 10 − p 16 dx 7 + p 15 dx 8 − p 14 dx 10 + p 13 dx 12 + p 12 dx 13 − p 10 dx 14 + p 8 dx 15 − p 7 dx 16 , π i = dp i − adx i (i = 1, 2, . . . , 16). π 18 = dp 18 − p 14 dx 1 + p 12 dx 2 − p 8 dx 5 + p 7 dx 6 + p 6 dx 7 − p 5 dx 8 + p 2 dx 12 − p 1 dx 14 , π 19 = dp 19 − p 15 dx 1 + p 12 dx 3 − p 10 dx 5 + p 9 dx 7 + p 7 dx 9 − p 5 dx 10 + p 3 dx 12 − p 1 dx 15 , π 20 = dp 20 − p 15 dx 2 + p 14 dx 3 − p 13 dx 5 + p 11 dx 7 + p 7 dx 11 − p 5 dx 13 + p 3 dx 14 − p 2 dx 15 , π 21 = dp 21 − p 16 dx 1 + p 12 dx 4 − p 10 dx 6 + p 9 dx 8 + p 8 dx 9 − p 6 dx 10 + p 4 dx 12 − p 1 dx 16 , π 22 = dp 22 − p 16 dx 2 + p 14 dx 4 − p 13 dx 6 + p 11 dx 8 + p 8 dx 11 − p 6 dx 13 + p 4 dx 14 − p 2 dx 16 , π 23 = dp 23 − p 16 dx 3 + p 15 dx 4 − p 13 dx 9 + p 11 dx 10 + p 10 dx 11 − p 9 dx 13 + p 4 dx 15 − p 3 dx 16 , π 24 = dp 24 − p 16 dx 5 + p 15 dx 6 − p 14 dx 9 + p 12 dx 11 + p 11 dx 12 − p 9 dx 14 + p 6 dx 15 − p 5 dx 16 , π 25 = dp 25 − p 16 dx 7 + p 15 dx 8 − p 14 dx 10 + p 13 dx 12 + p 12 dx 13 − p 10 dx 14 + p 8 dx 15 − p 7 dx 16 .
Moreover we calculate
where λ = x 25 − x 17 x 24 + x 18 x 23 − x 19 x 22 + x 20 x 21 . Thus we obtain the following model equation of second order :
∂ 2 z ∂x 1 ∂x 11 = − ∂ 2 z ∂x 2 ∂x 9 = ∂ 2 z ∂x 3 ∂x 6 = − ∂ 2 z ∂x 4 ∂x 5 (= a) ∂ 2 z ∂x 1 ∂x 13 = − ∂ 2 z ∂x 2 ∂x 10 = ∂ 2 z ∂x 3 ∂x 8 = − ∂ 2 z ∂x 4 ∂x 7 = x 17 ∂ 2 z ∂x 1 ∂x 11 ∂ 2 z ∂x 1 ∂x 14 = − ∂ 2 z ∂x 2 ∂x 12 = ∂ 2 z ∂x 5 ∂x 8 = − ∂ 2 z ∂x 6 ∂x 7 = x 18 ∂ 2 z ∂x 1 ∂x 11 ∂ 2 z ∂x 1 ∂x 15 = − ∂ 2 z ∂x 3 ∂x 12 = ∂ 2 z ∂x 5 ∂x 10 = − ∂ 2 z ∂x 7 ∂x 9 = x 19 ∂ 2 z ∂x 1 ∂x 11 ∂ 2 z ∂x 2 ∂x 15 = − ∂ 2 z ∂x 3 ∂x 14 = ∂ 2 z ∂x 5 ∂x 13 = − ∂ 2 z ∂x 7 ∂x 11 = x 20 ∂ 2 z ∂x 1 ∂x 11 ∂ 2 z ∂x i ∂x j = 0 otherwise.
One can check that, among simple graded Lie algebras (of depth 3) of class (D) in §5 of [YY2], regular differential systems (X, D) of type m satisfy the condition (X.1) to (X.3) in §4.3 when m is the negative part of one of the simple graded Lie algebras (C , {α i , α }) for i = 2, . . . , − 1, (D , {α i , α }) (2 < i < − 1), when i is even, or (E 7 , {α 6 .α 7 }), whereas the condition (X.3) is not satisfied by the other cases.
