INTRODUCTION
The benefit of employing continuous, and ideally, non-destructive analysis during chemical manufacturing processes is widely recognized as providing very high rates of return to industry. As markets become increasingly more competitive, feedstocks more costly, and environmental issues escalate, the need for robust, stable, and affordable on-line process analysis systems continues to grow. Among the possible technologies employed in these process applications, optical methods are frequently used. The University of Washington Center for Process Analytical Chemistry (CPAC) has had a core effort in the investigation of sensor systems based on optical waveguide technology since its founding in 1984. These efforts have been broadly based, involving both the use of non-invasive direct optical analysis for species or parameter identification and the investigation of minimally invasive extractive approaches utilizing reagent chemistries. This work is further leveraged through strong interactions with another core CPAC program focusing on the development and use of chemometric multivatiate data analysis techniques. The three examples presented below: fiber optic evanescent wave spectroscopy using extractive coatings, the use of integrated grating and waveguide structUft-S, and applications of low coherence high precision reflectometry for process monitoring, represent on-going optical sensor work at CPAC and demonstrate the synergy between this program and chemometrics.
FIBER EVANESCENT SPECTROSCOPY
Considerations such as intrinsic safety, high bandwidth, and relative ease of implementation, especially with the availability of low loss optical fibers, are some of the factors which drive the choice of optical fiber technology for use in process sensors.
Conflicting with these attributes are the spectral window limits imposed by common waveguide materials. The chemical information rich region of the mid-infrared is not accessible using low cost silica fibers, but the near-infrared (NIR) spectra can be exploited using the broad vibrational overtone and combination bands. The high signal-to-noise ratio attainable in the NIR allows subtle spectral differences to be detected using multivariate statistical techniques to extract quantitative information.
This leads to my first example, that of a fiber optic evanescent wave spectroscopic device using the polymeric cladding of an optical fiber as both an extractive sampling element and an optical element (1) . The device consists of 1.5 m of a 3 m fiber optic coiled on a Teflon support with a 1.5 cm bend radius, forming a compact (3 cm x 3 cm) sensor.
The commercially available fiber consists of a fused silica core surrounded by a silicone rubber cladding and a nylon jacket. The nylon was chemically removed from that portion of the fiber wound on the support. Light from a tungsten source was launched into one end of the fiber and collected via an Ff -IR (Perkin-Elmer 1800) modified for use in the NIR. Each spectrum was referenced to the background spectrum of the coil in the air.
Evanescent field spectra were obtained by immersing the coiled sensor in the sample and scanning when the sensor came to full response. The response is reversible. In the examples cited, after each measurement the sensor was removed, rinsed in acetone and allowed to dry, prior to taking another reference spectrum.
The polymer-clad evanescent-field sensor provides refractive index (RI) and absorbance information simultaneously, although both variables are strongly coupled to each other. The evanescent field intensity is dependent upon the RI that surrounds the core (solvent swollen polymer), and the RI is dependent upon the solvent absorption coefficient (anomalous dispersion) at an absorbing wavelength. The latter effect will distort (broaden) absorbance bands and shift the maxima to longer wavelengths but is only important for light propagating near the critical angle. In Figure 2 , the sensor is immersed in hexane (RI :::: 1.375). One of its primary absorbances is in the C-H stretch first-overtone region, although this spectrum scarcely resembles the hexane spectrum obtained by a conventional spectrometer. While the baseline remains flat, the dips (absorbances below baseline) from 1.69 to 1.85 mm arise from the siloxane cladding. Hexane swells and dilutes the polymer, decreasing the polymer background absorbance (vs. the reference in air). The polymer absorbance further drops due to the decrease in RI around the core, which acts to reduce the evanescent field intensity. Figure 3 shows the evanescent-field absorption spectra of chloroform (CHCI 3 , RI::::
1.444) and carbon tetrachloride (CCI4, RI= 1.460) in a simple binary mixture ranging from 100% CHCl 3 (bottom) to 100 % CCl 4 (top). The baseline offset is the result of light being lost through the system due to the high (relative) RI of the solvent swollen polymer. Since CCl 4 has no spectral features in this region, the bands that appear in pure CCl 4 are actually due to an increase in the penetration of the probe light into the surrounding cladding. What this illustrates, without going into the actual data analysis, is that we can take advantage of both the polymer swelling characteristics of different analytes and their spectra to speciate and quantitate mixtures.
In some cases, this system can be used to separate and concentrate the target analyte from the matrix. The potential of this sensor for groundwater monitoring was demonstrated using toluene saturated water (500 mg/cm 3 ). Figure 4 shows the spectrum of toluene taken after the sensor was immersed for 15 minutes and allowed to concentrate in the polymer. The negative values on the y-axis are the result of source drift. Although water vapor interferences are present, no water penetrates the cladding. Without the separation of liquid water from the toluene analyte, its spectrum would be obscured.
INTEGRATED GRATING AND WAVEGUIDE STRUCTURES
In the previous example, the sensitivity of the sensor is directly related to the percentage of optical power in the evanescent wave. One way to enhance sensitivity is to create waveguides that will support only a limited number of propagating modes, with the lower order mode near cutoff. This can be accomplished by creating an asymmetric graded index slab waveguide structure shown in 
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.:::::.. -0.006 Figure 4 easily fabricated in glass substrates by a combined holographic patterning and plasma etch procedure. A major advantage of grating couplers is that source and detector can be located behind the waveguide substrate, thus isolating optical components from the sensing surface in contact with the analytical matrix (e.g., liquids, slurries, or solids).
Light coupled into the waveguide will propagate in resonant modes that are a function of the frequency of the guided radiation and the dimensions and refractive indices of the various interfaces in the guiding structure. As waveguide mode order increases, the resonance condition predicts that the grating diffraction angle for mode coupling will approach the critical angle for the waveguide-cover interface. This means that light coupled into higher order modes must penetrate farther into the graded index guiding layer before sufficient refraction occurs for light confinement. Thus, there is an increase in effective waveguide thickness with increasing mode order. Each mode propagating in the waveguide has approximately the same number of internal reflections. At each point of total internal reflection, the superposition of incident and reflected wave fronts creates a standing electromagnetic wave which is continuous across the interface and gives rise to an evanescent wave which penetrates into the boundary layer. However, the effective path length into the cover solution increases as the mode order increases.
In our experiments (2), a collimated HeNe laser coupled into one of the allowed modes of the waveguide results in population of all modes supported by the waveguide.
Imaging of the multimode output of the waveguide onto a photodetector array allows us to follow the response of each mode. The anionic character of the glass waveguide surface can be enhanced by increasing the cover solution pH. At a pH of approximately 7.6, the waveguide surface interacts strongly with solution phase cations. As a model system for evaluating the interaction of the waveguide glass with surface active species, Pb 2 + was chosen due to its the large molar refractivity and divalent charge. The waveguide response to adsorbed Pb 2 + constitutes a modulation in the waveguide surface refractive index since Pb 2 + has no intrinsic absorbance at the HeNe laser line.
The experiment was conducted in an analogous manner to that described for the glycerollBCG study. The injection volume was reduced to 100 ml and multiple injections :w 
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Figure 8 Refractive Index Response 560  570  580  590  600  610  620  630  640  650  660 Wavelength, nm Figure 11 linearly with changes in the real part of the refractive index and the derivative peak amplitudes exhibit a square-root dependence on absorbance.
Refractive index and absorbance sensitivity to a series of nine ethanoVwater solutions and a series of dye solutions is experimentally verified in Figure 11 , which is a plot of the derivative of the reflection coefficient verses wavelength at one polarization.
Theory predicts that an increase in refractive index will result in a shift in the position of the singularity to longer wavelengths, yielding a peak shift in the derivative plots. The The detected signal is a beat pattern that results from the Doppler frequency difference between the light reflection at the test probe and the reflection from the constant velocity reference mirror. The heterodyne receiver and the beat nature of the signal conuibute to a dynamic range of nine orders of magnitude for a typical OLCR instrument. A very small difference in refractive index between materials is all that is required to cause a detectable reflection at the test probe.
The minimum film thickness that can be determined using this instrument is limited by the coherence length of the 1300 nm center wavelength LED source and the minimum peak width of a reflection peak which is approximately equal to the 10 mm source coherence length. The reflectometer detects two reflections for a single layer free standing film. The time difference between reflections from the front and back surfaces of a polymer film is a function of the film thickness and the refractive index. A 10 mm thick polymer film with a nominal refractive index of 1.5 would have two reflectometer peaks that are centered 15 mm apart and are nominally 10 mm full width at half maximum.
We employed the instrument to demonstrate the applicability to two types of measurements: moving single lay polymer films that represent a continuous process environment, and multilayer film analysis.
In the single layer experiments, film samples were mounted on a rotating wheel in such a way that the surface position varied with up to 1 mm amplitude 'waves' with a period that was from 2 to 10 mm. The probe tip was positioned at 1.5 cm from the rotating film, and 2.5 cm from the center of the film, so the film was moving past the probe tip at 18.8 meters per minute. There are two sources of variance in a measured reflectance profile. For a single film, the position of the peak pair in the reflectance profile pertains to the distance of the film from the probe and the distance between the pair of peaks is proportional to the optical thickness. The distance from the sample to the probe should not affect the measured optical thickness. This extraneous information can be removed by preprocessing sequential scans using the autocorrelation function of the reflectance spectrum for analysis.
As an example, the average optical thickness of a rotating 19. 2.5 microns per data point Figure 13 stationary films, the 19.3 mm film has a predicted thickness of 19.6 mm. This is within the 95% confidence interval of the measured thickness by a IR fringe pattern analysis. A 70.6 mm film has an estimated thickness of 71.4 ± 2.6 mm at the 95% confidence level.
This difference is likewise not statistically significant from the film thickness measured by the IR fringe pattern. Based on these results, work is now underway that will significantly enhance both the precision and accuracy of this technique for film monitoring.
The testing of multilayer polymer films poses a very large challenge for any current on-line technology. The instrument described above was also applied to samples of drug delivery patches as an example of this type application. These tests were done in a static format, but could be developed as a process monitor. Figure 13 shows a scan of such a patch which reveals it structure. From left to right beginning at 100 on the x-axis, the first two peaks represent the optical thickness of a somewhat scattering release liner, followed by a thin drug layer, a membrane, two more drug layers, and the aluminum foil backing layer. It is interesting to note that the two adjacent drug layers are the same material that has been deposited in two steps. There is however, an interface between these two layers that has enough RI contrast to be easily detected. I think it is fair to say that the reflectometer technology provides an accurate means of measuring the thickness of both single and multilayer polymer films and that it shows promise for making these measurements under process conditions.
CONCLUSION
These very brief examples represent a sample of the some of the efforts underway at CPAC in the development of optical process monitoring techniques. They range from moderately invasive to true non-invasive and non-destructive approaches. Whatever approach is taken, clearly there is a benefit from the use of the multivariate data analysis approach, which allows us to extract more usable information than a univariate approach and thus, enhances the reliability of the measured response.
