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Identifying the presence of a gravitational wave transient buried in non-stationary, non-Gaussian
noise which can often contain spurious noise transients (glitches) is a very challenging task. For
a given data set, transient gravitational wave searches produce a corresponding list of triggers
that indicate the possible presence of a gravitational wave signal. These triggers are often the
result of glitches mimicking gravitational wave signal characteristics. To distinguish glitches from
genuine gravitational wave signals, search algorithms estimate a range of trigger attributes, with
thresholds applied to these trigger properties to separate signal from noise. Here, we present the
use of Gaussian mixture models, a supervised machine learning approach, as a means of modelling
the multi-dimensional trigger attribute space. We demonstrate this approach by applying it to
triggers from the coherent Waveburst search for generic bursts in LIGO O1 data. By building
Gaussian mixture models for the signal and background noise attribute spaces, we show that we
can significantly improve the sensitivity of the coherent Waveburst search and strongly suppress the
impact of glitches and background noise, without the use of multiple search bins as employed by the
original O1 search. We show that the detection probability is enhanced by a factor of 10, leading
enhanced statistical significance for gravitational wave signals such as GW150914.
I. INTRODUCTION
The era of gravitational-wave (GW) astronomy began
with the first direct detection of the GW signal observed
on September 14, 2015 [1] by the Advanced LIGO [2] and
Virgo [3] detectors. So far, in the proceeding observing
runs, the LIGO Scientific and Virgo Collaboration have
fourteen confirmed GW detections [1, 4–11], with data
from several further candidate compact binary merger
candidates still being analyzed. In the next few years,
the Advanced LIGO and Virgo detectors will improve in
sensitivity, and additional GW detectors such as KAGRA
[12], and LIGO-India [13] will join the network. The
sensitivity improvement of the GW detector network will
lead to more detections of GWs from different types of
source [14].
With improved detector perfromance, GW detectors
are becoming more sensitive to other disturbances cul-
minating in the observation of a large number of non-
Gaussian noise transients known as glitches [15]. They
originate due to complex instrumental and environmen-
tal effects within GW detectors. Often, they produce
high signal-to-noise ratio (SNR) triggers in GW searches,
increasing false alarm rates and reducing search sensitiv-
ity. Data quality investigations [16] that focus on the
correlation between instrument or environmental effects
with GW data as well as veto techniques have helped to
eliminate some known glitch classes. However, a large
number of unknown noisy transients persist. Different
searches explore different types of glitch rejection meth-
ods [17–20] to improve search sensitivity. Though im-
portant, these methods also increase the computational
burden of existing GW detection algorithms.
The volume of literature on the application of machine
learning methods in GW astrophsyics is rapdily grow-
ing. This includes techniques to improve signal detection,
parameter estimation of transient signals, noise removal
techniques, modeling GW signals as well as source pop-
ulation inference [21–28].
In this work, we propose a supervised machine learn-
ing method using Gaussian mixture models (GMMs)
for use in signal detection where we construct two dis-
tinct models for noise glitches and astrophysical GW
signals. Rather than developing this approach using
time-series data, we instead apply it after the coher-
ent Waveburst (cWB) algorithm has identified triggers
– interesting time instances which could be either po-
tential GW signals or the noisy transients. At present,
the cWB search algorithm has multiple output attributes
and based on the location of the trigger attributes in this
multi-dimentional space, the trigger is classified as a GW
event or noisy event. We propose an alternative to the
existing thresholding procedure on the multi-dimentional
attribute space by folding in the GMM naturally in the
detection problem under the likelihood ratio approach.
The paper is organized as follows : In Sec. II, we dis-
cuss the Gaussian mixture modelling of the multi-modal
data set. In Sec. III we discuss the use of the GMM in the
construction of a log-likelihood based detection statistic.
In Sec. IV we assess the detection performance of the pro-
posed GMM based detection method with respect to the
generic burst algorithm in an all-sky short-duration GW
burst set-up. We apply the algorithm for the coincident
events from the first observing run of advanced LIGO
detectors. Finally, in Sec. V, we discuss our conclusions.
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2II. GAUSSIAN MIXTURE MODEL
Gaussian mixture models (GMMs) are probabilistic
models which use uni-modal Gaussian distributions to
represent a multi-modal data set. Under the GMM ap-
proach, a given data set is modelled as a weighted sum
of a collection of Gaussians.
Let the data vector x be characterized by d number of
attributes. We refer to these data as a d-dimensional data
vector. The corresponding GMM of the data consists of
a superposition of K Gaussian distributions and is given
by
p(x) =
K∑
j=1
wjN (x|µj ,Σj), (1)
where, N (x|µj ,Σj) is a multinomial Gaussian distribu-
tion with d-dimensional mean vector µj and d × d co-
variance matrix Σj and is written as
N (x|µj ,Σj) =
exp
[− 12 (x− µj)TΣ−1j (x− µj)]
(2pi)d/2|Σj |1/2 . (2)
The parameter wj is the weight corresponding to each
Gaussian component normalised such that
∑
j wj = 1.
When the data is believed to contain two distinct pop-
ulations but where each population has complex but dis-
tinct structure within the attribute space, GMMs can be
used to model each population separately. These mod-
els can be then incorporated into a likelihood-ratio test
statistic which can be used to identify events from either
population. This is classed as an supervised machine
learning algorithm.
III. DETECTION METHOD USING GMM
In the GW signal detection problem, signal events
and noisy background events are considered as two dis-
tinct populations. In this section, we describe the use of
GMMs to model these populations and the development
of a detection statistic based on this.
A. Log-Likelihood statistic
Let us consider the data set with n d-dimensional data
points as X = {x1,x2, . . .xn}. We assume that each of
the xi’s are independent and we represent X as an n× d
matrix. The likelihood function can then be written as,
p(X|θ) =
n∏
i=1
p(xi|Θ), (3)
where parameters Θ := wj ,µj ,Σj , {j = 1, ...,K}. Then
the corresponding total log-likelihood is the sum of n
individual log-likelihoods as given below,
lnL =
n∑
i=1
ln(p(xi|Θ)) =
n∑
i=1
ln

K∑
j=1
wjN (xi|µj ,Σj)
 .
(4)
B. Maximum likelihood approach
To estimate the model parameters Θ we can maximize
lnL with respect to each of these parameters. For exam-
ple,
∂ lnL
∂µj
= 0 ⇒ µˆk =
∑n
i=1 rikxi
Nk
, (5)
where
rik =
wkN (xi|µk,Σk)∑
j=1 wjN (xi|µj ,Σj)
and Nk =
n∑
i=1
rik. (6)
Thus the maximum likelihood estimate of the mean µk
of the kth Gaussian is the weighted mean of all the data
points. All the coefficients are implicit functions of µk
via the normal distributions.
Similarly, maximizing lnL with respect to the co-
variance matrix Σk, of the k
th Gaussian, we obtain
Σˆk =
1
Nk
n∑
i=1
rik (xi − µk) (xi − µk)T . (7)
Maximization of Eq.4 over wj under the constrain that
sum of the weights add up to unity can be obtained
through the application of Lagrange multipliers. The
details can be found in Appendix A. This gives the max-
imum likelihood estimate for weights as
wˆk =
∑n
i=1 rik
n
=
Nk
n
. (8)
It is clear from above calculation that it is difficult
to analytically estimate the parameters of the mixture
model as all the estimates given in Eq. 8 are implicit
functions of themselves.
The Expectation maximization (EM) technique [29] is
an iterative algorithm and provides us with a numerical
solution to our maximum likelihood problem. The EM
algorithm has two steps, namely the estimation step and
the maximization step. The first step involves using trial
values for the parameters, then, using these values an
iterative step using Eqs. (5, 7, 8) gives estimates of the
new values of the parameters. Thus, iteratively using
Eqs. (5, 7, 8), the EM algorithm convergences on the
maximum-likelihood parameters Θˆ.
A drawback of the EM algorithm is that it cannot pre-
dict the optimal number of Gaussians required to de-
scribe the underlying structure of the data. Large num-
bers of Gaussians can lead to overfitting of the data. The
3Bayesian information criterion (BIC) includes a penalty
term which compensates this effect and is used in the
model selection.
The BIC as defined in terms of the maximum value of
the likelihood function Lˆ and is given by
BIC = K ln(n)− 2 ln(Lˆ). (9)
where the first term in Eq. 9 is the desired penalty term.
The lowest BIC score provides the optimum number of
Gaussians Kˆ for a given data set.
C. GMM based detection statistic
Once all the model parameters Θ are optimally chosen
and the optimum number of Gaussians are fixed following
the minimum BIC criterion detailed in the previous sub-
section, we write the maximum log-likelihood statistic as
W = ln(Lˆ)|Kˆ .
Since our data consists of two distinct classes, signals
(s) and noisy background glitches (g), we can calculate a
detection statistic, T , for each trigger such that
T = Ws −Wg . (10)
GMM based models each for the signal and noise are
required to determine Ws and Wg respectively. In line
with tuning and training procedures for cWB and other
transient searches, the characterisation and optimisation
of the GMM performance is done a prior on training data,
prior to the search for gravitational wave candidates. To
calculate Wg, we first construct a GMM model using the
noise background data. The noise background data are
divided into a training data set, which is used to con-
struct the GMM model, and a validation data set. Simi-
larly, for Ws, we construct a GMM model using simulated
signals which are also divided into training and validation
sets. We compute the test statistic T for the validation
noise set and validation simulation trigger set and we as-
sess the performance of the GMM models by comparing
the detection probability against the false alarm proba-
bility. Note that the validation data set allows us to check
that the GMM model is overfitting the signal parameter
space since it is vital for a generic transient search to be
sensitive to a wide range of signal morphologies.
IV. SHORT DURATION GW BURST SEARCH
WITH GMM
A large variety of GW transients fall into the cat-
egory of short duration bursts e.g., GWs from super-
novae, merger of binary black holes etc. In fact, the
first observed GW signal from a binary black hole merger
(GW150914) was indeed first detected by a generic burst
search algorithm coherent Waveburst (cWB) [4]. Typi-
cally, the cWB burst search method finds interesting and
potential GW events at an initial analysis stage which
we refer as triggers. To obtain an estimate of the noise
background and assign each trigger a statistical signif-
icance, the cWB analysis is performed on data that is
time-shifted so that it is unphysical for a gravitational
wave signal be detected in coincidence between detectors.
The noise background rate is determined by the number
of triggers observed in the time-shifted data. Triggers ob-
served in data in the absence of an unphysical time shift
are considered event candidates. These event candidates
may be GW signals though further analysis is often re-
quired before any declaration of signal detection can be
made.
To reduce the impact of noise background triggers,
thresholds for various trigger attributes such as its es-
timated signal strength or duration are applied. To opti-
mise the chance of detecting a GW signal, these thresh-
olds are tuned a priori, using triggers from the time-
shifted noise background and simulated signals. After
applying appropriate thresholds on the trigger attributes
pertaining to the search, if a given trigger emerges with
high significance then it is considered a GW event. Such
a thresholding procedure, though ad-hoc, is the crucial
ingredient of the signal detection algorithm which helps
in reducing the unwanted noisy features and select the
most significant events (those with very low associated
false alarm rate (FAR)) in the data set.
Here, we introduce GMMs to address this multi-
dimensional attribute thresholding problem where a
GMM is constructed for the signal set (and noise
set) defining the characteristic features in the multi-
dimentional attribute space for signal (or noise). Cast-
ing this in the log-likelihood based detection problem
as outlined in Sec. III gives a natural map from this
multi-dimentional approach to the scalar log-likelihood
ratio. Thus, by applying a single threshold based on
the test statistic across the entire multi-dimensional at-
tribute space, we can address the ad-hoc individual at-
tribute thresholding problem in a more systematic way.
We henceforth refer to this signal detection approach as
cWB plus GMM.
A. Coherent Waveburst algorithm
For our data sets we consider burst-search triggers from
the coherent waveburst (cWB) algorithm – a generic
multi-detector, all sky burst algorithm used in GW
searches that is sensitive to short duration signals [30–33].
This algorithm projects the multi-detector data into the
wavelet (time-frequency map) domain using the Wilson-
Daubechiers-Meyer transformation and identifies a col-
lection of coherent time-frequency-scale pixels with ex-
cess power and clusters them based on the time-frequency
information. Each burst trigger is represented by a coher-
ent cluster and associated with a set of attributes. The
attribute set contains those which characterise the signal
as well as veto attributes used to help distinguish between
4signal and noise triggers. The complete set include esti-
mated strain of the trigger hs, the central frequency f0,
the duration of the trigger τ , the network coherent signal-
to-noise ratio ηc , the network correlation coefficient cc
which measures the correlation between the detectors,
quality factor of the event Qveto, the residual noise en-
ergy measure ζ2, the ratio between the reconstructed en-
ergy and the total energy Nnorm, the energy dis-balance
of the event between the detectors NED, and Lveto which
measures the localization of event in the time-frequency
map.
The cWB algorithm generates a trigger list that is as-
sociated to the time-frequency clusters with high network
correlation cc as well as cWB SNR ηc. Based on the type
of the GW signal, the actual threshold values applied
to these two parameters may vary. Following that, the
cWB algorithm uses the additional thresholds on trigger
attributes to veto out noisy triggers. All cWB thresh-
olds are determined by tuning and testing on noise back-
ground and simulated signals prior before being used to
generate a list of gravitational wave candidates.
B. Data set
To demonstrate our method, we consider cWB triggers
obtained from simulated astrophysical short-duration
burst signals added to data from the first advanced detec-
tor observing run O1 [34]. Here, cWB triggers are those
time-frequency clusters with ηc > 8.45 and cc > 0.5. The
19 types of short duration signals simulated in the O1
data are Gaussian pulses (GP) characterized by duration
τ , sine-Gaussian wavelets (SGW) - sinusoids within a
Gaussian envelope and characterized by the frequencyf0
and a quality factor Q, and White noise bursts (WNB)
- bursts with a Gaussian envelope described by flow, fre-
quency bandwidth ∆f , and duration τ . The simulated
signal parameter values used our study is listed in Ta-
ble I. The signals are uniformly distributed over the sky
and with a range of selected discrete strain amplitudes
from 0.5 × 10−21-10−20. The initial phase is distributed
uniformly over the range [0, 2pi] and the time of arrival of
the signal which depends on the sky location in relation
to the detector positions is also distributed uniformly.
The final GW event list is obtained with the standard-
cWB after applying thresholds on the cWB attributes
and ranking them based on level of significance (ascend-
ing value of inverse false alarm rate (IFAR)). For more
details on the search see [34].
C. Attribute choice
Each trigger has eleven attributes as defined in
Sec. IV B. Here, we use the exhaustive attribute
set {cc0, cc2, ηc, f0, hs, Nnorm, ζ2, NED, Qveto, Lveto} to de-
velop a GMM in the multi-dimentional feature attribute
space and use the minimum BIC method to obtain the
optimal attribute set which we use to construct the GMM
for both noise as well as signal data triggers.
For a collection of n ∼ 105 signal triggers from the data
set, we consider the maximum number of Gaussian com-
ponents to be 100. We carry out an exhaustive study to
build the signal model. We consider various combinations
of trigger attributes starting from a set of two attributes
all the way to a set of eleven attributes with a varying
number of Gaussian components. We compute the lowest
BIC score for a given number of attributes. For example,
there are 55 combinations of pairs of attributes selected
from a set of 11, 165 sets of 3 attributes selected from 11,
etc. We construct the BIC for all possible combinations
and choose the minimum value amongst them for a given
attribute count.
This is done for each attribute count ranging from 2
to 11.
FIG. 1: Plot of BIC value vs the number attributes for
a given signal data set. The specific choice of attributes
for each set is defined in the legend.
Figure 1 shows a plot of the minimised BIC value as
a function of the attribute count for the signal model.
The combination of attributes shown in the legend cor-
responds to the minimum BIC combination for that at-
tribute count. We note that the minima of this minimum
BIC curve corresponds to the attribute set [ζ2, Nnorm, hs,
τ , cc0, cc2,
1 Qveto]– a seven attribute set which captures
the signal triggers. In addition, we note that each set of
p optimal attributes contains within it the set of (p− 1)
optimal attribute set. We use the attribute set corre-
sponding to the global BIC minima to construct both
the signal and noise trigger GMMs.
1 Both cc0 and cc2 are network correlation coefficients and capture
signal correlation between the detectors.
5FIG. 2: The T value distribution for O1 noise and three different signal morphology events with GMM models. Plot
contains four curves, red curve for noise, blue curve for GP, green curve for SWG and orange curve for WNB. The
inset plot shows the T distribution around zero.
D. Training models
As described in Sec. IV B, the simulated signal injec-
tions span a variety of signal classes that model short
bursts with a wide range of frequencies. We aim to de-
velop a GMM for these signals that is robust against the
variation in frequency and duration of the burst. To do
so, we develop a minimal model which broadly captures
the burst-like signals with a frequency range of 70− 360
Hz and different short durations. Thus, we choose a
waveform subset from the simulation set given in table. I
which cover the broad class of burst-like signals for model
building and test the robustness of this model against
the remaining waveform set. With the above rationale,
our choice is a set of five burst waveforms; SGW with
f0 = 70Hz & Q = 3, SGW with f0 = 235Hz & Q = 9,
SGW with f0 = 361Hz & Q = 9, SGW:f0 = 70Hz &
Q = 100 and GP τ = 1s as tabulated in the Table I.
We choose 50% of the five selected types of burst sig-
nal triggers for training and building the GMM. The re-
maining signal triggers (comprising all waveform types)
are used for validation, to check that the signal model is
robust against varying signal morphologies. We consider
80% of noise triggers for training and building the corre-
sponding noise GMM. The rest of the noise triggers are
used for validation. This leads to the number of noise
triggers for training being ∼ 105 and signal triggers for
training as ∼ 8× 104.
E. Search sensitivity improvement
In this section, we assess the improvement in search
sensitivity by comparing signal recovery with the
standard-cWB algorithm and the cWB plus GMM based
detection algorithm.
After constructing the GMMs for signal and for noise
triggers, Fig. 2 shows the distribution of the detection
statistic T for noise and signal testing data computed us-
ing Eq. 10. The plot shows four curves, noise (red), GP
signals (blue), SWG signals (green), and WNB signals
(orange). We observe that the majority of noise triggers
have negative T value and similarly most signal triggers
have positive T value. There is a corresponding clear sep-
aration between the signal and the noise triggers at the
T = 0 boundary. Very small overlap exists between the
T distributions for signal and noise triggers. This clearly
indicates that the GMM based proposed likelihood ratio
statistic has the potential to discriminate between the
two classes of triggers.
To compare the performance between the standard-
cWB and the cWB plus GMM based detection approach,
we construct Receiver Operating Characteristic (ROC)
curves. ROC curves relate the detection probability and
the false alarm probability as the threshold on the test
statistic is changed. For the standard-cWB analysis, this
means recording the fraction of simulated signals and
noise triggers for varying threshold values on ηc, while
for cWB plus GMM, it is the threshold on T that is
varied. We use ∼ 3 × 104 noise triggers and 105 signal
triggers to create the ROC curves shown in Fig. 3.
6FIG. 3: ROC curves: false alarm probability vs detection probability using the cWB plus GMM algorithm (dashed
lines) compared to the standard-cWB pipeline (solid lines) for the simulation waveforms detailed in Table.I. We
present the ROC curves in four panels by dividing the simulation sets in different types. For the cWB plus GMM
analysis, the detection probability is close to 0.9 or more for almost all simulated signals, even at false alarm
probabilities of 10−6.
We note that cWB plus GMM based detection algo-
rithm significantly enhances the signal detection prob-
ability when compared to the standard-cWB detection
alone. The detection probability using the cWB plus
GMM varies between 0.9 and 1 for most of the wave-
form models. The performance for SWG waveform with
f0 = 849Hz and Q = 100. (see panel c in Fig. 3) appears
to have dropped a little compared to other waveforms.
This is primarily because the cWB plus GMM approach
is sensitive to the parameter distributions used within
the training data and we have chosen to use burst wave-
forms with frequency values up to 350 Hz and short du-
rations. For high frequency signals, although we do not
get as spectacular performance as the other cases, we do
achieve significantly improved performance compared to
the standard-cWB settings.
F. Application of cWB plus GMM to the O1 data
We apply the cWB plus GMM algorithm to the co-
incident data from O1. The GMM signal model is al-
ready trained using the all-sky short duration cWB trig-
gers obtained from simulations as detailed in Sec.IV E.
The GMM noise model is also trained on the time-shifted
cWB background triggers from the O1 all-sky short du-
ration search. We compare the results after applying the
cWB plus GMM algorithm with the standard-cWB re-
sults obtained by the all sky short duration burst search
reported in [34].
For the O1 all-sky short duration search, a total of
10 cWB triggers are observed when no time shift is ap-
plied to the data. For the standard-cWB algorithm, ad-
ditional thresholds are applied on the cWB trigger at-
tributes to further reject the noise triggers. The ad-
ditional threshold requirements used in the standard-
cWB used for the O1 all-sky short duration search are
7Sine-Gaussian Burst (SGW)
No. f0 (Hz) Q - Training Validation
1 70 3 - Y Y
2 70 9 - N Y
3 70 100 - Y Y
4 100 3 - N Y
5 153 9 - N Y
6 235 3 - N Y
7 235 9 - Y Y
8 235 100 - N Y
9 361 9 - Y Y
10 554 9 - N Y
11 849 3 - N Y
12 849 9 - N Y
13 849 100 - N Y
White-Noise Burst (WNB)
flow (Hz) ∆f (Hz) τ (s) Training Validation
14 100 100 0.1 N Y
15 300 100 0.1 N Y
Gaussian Pulse (GP)
- - τ (s) Training Validation
16 - - 0.1 N Y
17 - - 1 Y Y
18 - - 2.5 N Y
19 - - 4 N Y
TABLE I: List of generic burst waveforms and their
characteristic parameters using in training and
validation the GMM signal model.
cc0 > 0.7, 48Hz< f0 < 998Hz, Qveto > 0.3 and ζ
2 < 0.5.
A total of 6 coincident events survive these threshold cri-
teria [34]. We draw these events as red hollow circles in
Fig. 4.
Instead of applying various thresholds on individual
trigger attributes, we consider the cWB plus GMM based
detection approach on the triggers. We compute the T
statistic for each cWB trigger and select events with T >
2.5 (corresponding to an IFAR of 15 years) as candidate
events denoted by large black hollow circles in Fig. 4. For
the IFAR estimation, we consider the entire background
trigger set.
Figure 4 shows ηc vs T , with color corresponding to cc0
for all cWB triggers (ηc > 8.45 and cc0 > 0.5). The inset
plot shows ηc vs T for the events clustered below ηc = 8.9.
We show all 10 cWB triggers as filled circles with the
colour indicating the value of cc0. We notice that 5 events
are common in both the searches. In addition, the cWB
plus GMM identifies three events which were rejected by
the standard-cWB analysis and one event from standard-
cWB is rejected by cWB plus GMM.
Both standard-cWB and cWB plus GMM observe
GW150914 to be the most significant event, which is
indicated by a star in Fig. 4. For cWB plus GMM,
FIG. 4: The network coherent SNR ηc vs the GMM
detection statistic T , with color corresponding to cc0 for
all 10 cWB triggers. Large black hollow circles
correspond to detected cWB with GMM events (with
T > 2.5 equivelent to IFAR> 15years) and smaller red
hollow circles correspond to the standard-cWB events.
The black star corresponds to the GW150914 event
GW150914 is observed with T ∼ 41. With no back-
ground events having that T value or greater, the cWB
plus GMM analysis detects GW150914 with an IFAR of
greater than 1000 years. We note that the standard-cWB
analysis for O1 detects GW150914 with an IFAR of∼ 350
years, even after the analysis of O1 data was split into 3
classes to isolate chirp-like signals into a single class to
separate them from spurious noise transients [34]. The
remaining four common events also show higher signif-
icance in cWB plus GMM compared to the standard-
cWB. The two additional events observed by the cWB
plus GMM have network correlation just below 0.7 and
hence went undetected by the standard cWB.
V. CONCLUSION
Detection of transient GWs in non-stationary and non-
Gaussian noise poses a massive challenge in the advanced
laser interferometric gravitational wave detectors. A
number of approaches are used to combat spurious noisy
triggers and to allow the detection of astrophysical GW
transients with high significance. The standard-cWB
GW burst search first makes a list of triggers – interest-
ing time instances which could be either potential GW
signals or background noise transients – and then applies
a list of thresholds on the attributes to reject the noisy
triggers. Although this thresholding approach is guided
8by extensive simulations and hence is largely successful,
it is still ad-hoc in nature and relies on analysts intu-
ition to optimise the thresholding process. In this work,
we propose a supervised machine learning method us-
ing GMMs trained on cWB triggers. This training is
applied using the O1 all-sky search triggers from the
cWB search for short duration GW bursts to develop
two distinct models for noise triggers and astrophysical
GW burst triggers. We use these models to construct a
log-likelihood based test statistic. We demonstrate that
this approach gives improved performance as compared
to the standard-cWB approach by improved signal de-
tection probability at any FAR. We also obtain a sig-
nificantly improved detection significance for GW150914
(the first ever GW merger event) with the cWB plus
GMM detection approach. With this example, we clearly
demonstrate that our more systematic GMM based sig-
nal detection approach can improve the detection perfor-
mance as compared to the thresholding approach in the
multi-dimensional attribute space.
It is worth noting that, like most GW search algo-
rithms, the GMM approach is sensitive to simulation pa-
rameters used to train the signal model. Here, for com-
parison with standard-cWB, we have used the population
of simulated signals that were generated for the O1 all-
sky short duration burst search. The simulated data set
was designed to provide an estimate of the search sen-
sitivity to an ad-hoc population of signals and was not
drawn from an astrophysical population. For example,
the simulated data did not uniformly span the frequency
band of the detectors. If we had included frequency as
one of the parameters for the GMM, then the resulting
test statistic would favour signals with frequencies cor-
responding to the simulated population which is not a
desirable feature for unmodelled burst searches.
By applying the GMM to cWB trigger attributes, we
are relying on cWB to efficiently capture all characteris-
tics of an interesting event in these attributes. The cWB
algorithm has undergone almost two decades of develop-
ment and much effort has been put into the development
and characterisation of the algorithm. Nonetheless, it
may be possible to find more efficient ways to encode GW
data for more effective GMM signal and noise model con-
struction. For example, neural networks can be used to
map GW strain data into a reduced number of parame-
ters which are then used as inputs into the corresponding
GMM.
In the near term, we plan to test this GMM approach
using data from the second advanced detector observing
run which contains a large variety of noisy triggers. The
method is general enough and is not limited to short du-
ration bursts triggers. We plan to extend this approach
to GW searches for intermediate mass binary black hole
mergers as such signals can be very difficult to distinguish
from spurious noise transients, especially with increasing
black hole mass.
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Appendix A: Analytical Maximization of log
likelihood
Here, we analytically maximize the log-likelihood func-
tion given in Eq. 4 under the constraint of
∑K
j=1 wj = 1.
To estimate the weights w1, w2, . . . , wK , we apply the
method of Lagrange multipliers. Thus, we maximize
L′ = ln(p(X|Θ)) + λ
 K∑
j=1
wj − 1
 (A1)
with respect to wk. This gives,
∂L′
∂wk
=
n∑
i=1
N (~xi|µk,Σk)∑K
j=1 wjN (~xi|µk,Σk)
+ λ = 0 (A2)
Multiplying the above equation by wk and summing over
k we get,
n∑
i=1
∑K
k=1 wkN (~xi|µk,Σk)∑K
j=1 wjN (~xi|µk,Σk)
+ λ
K∑
k=1
wk = 0.
Summing over i we obtain λ = −n. Substituting λ in
Eq. (A2) and multiplying by wk we obtain,
nwk =
n∑
i=1
rik ⇒ wk = Nk
n
(A3)
Therefore, the weight wk for the k
th Gaussian compo-
nent is given by the the average contribution of Nk.
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