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Abstract
We develop a general formalism for multiple moduli and their associated modu-
lar symmetries. We apply this formalism to an example based on three moduli
with finite modular symmetries SA4 , S
B
4 and S
C
4 , associated with two right-handed
neutrinos and the charged lepton sector, respectively. The symmetry is broken by
two bi-triplet scalars to the diagonal S4 subgroup. The low energy effective theory
involves the three independent moduli fields τA, τB and τC , which preserve the
residual modular subgroups ZA3 , Z
B
2 and Z
C
3 , in their respective sectors, leading to
trimaximal TM1 lepton mixing, consistent with current data, without flavons.
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1 Introduction
The discovery of neutrino mass and mixing implies that the Standard Model (SM) must
be extended somehow. An elegant possibility remains the original type Ia seesaw mecha-
nism [1–7] involving right-handed neutrinos, which, when integrated out, yield the Wein-
berg operators HuHuLiLj, where Hu = H is the Higgs doublet of the SM and Li is a
lepton doublet of the ith family 4. The minimal type Ia seesaw mechanism supplements
the particle content of the SM by just two right-handed neutrinos (2RHN) [9, 10], and
this approach will be followed in the present paper. However, to explain the observed ap-
proximate tri-bimaximal lepton mixing, one must go beyond the seesaw mechanism and
consider a non-Abelian discrete family symmetry [11,12]. For example, S4 has been used
to account for trimaximal TM1 lepton mixing [13, 14], enforced by a residual Z
SU
2 sym-
metry in the neutrino sector, and a residual ZT3 in the charged lepton sector
5. However
such realistic models typically involve many flavons.
The origin of such non-Abelian discrete family symmetry might be due to a continuous
non-Abelian gauge symmetry [15–22]. Alternatively, it could be due to extra dimensions
[23–34]. With extra dimensions, it could either arise as an accidental symmetry of the
orbifold fixed points (for recent discussion with two extra dimensions, see [31, 35–37])
or as a subgroup of the symmetry of the extra dimensional lattice, known as modular
symmetry [38], arising from superstring theory [39, 40] 6. Indeed, it has been suggested
that a finite subgroup of the modular symmetry group, when interpreted as a family
symmetry, might help to provide a possible explanation for the neutrino mass matrices
[43,44], and this will be the approach followed here.
Recently it has been suggested that finite modular symmetry might be the origin of flavour
mixing with neutrino masses as modular forms [45], leading to constraints on the Yukawa
couplings. This has led to a revival of the idea that modular symmetries are symmetries
of the extra dimensional spacetime with Yukawa couplings determined by their modular
weights [46]. The finite modular groups Γ2 ' S3 [47, 48], Γ3 ' A4 [45, 46, 48–51], Γ4 '
S4 [52,53] and Γ5 ' A5 [54,55] have been considered, in which special Yukawa structures
are consequences of the modular forms. Compared with traditional neutrino models of
flavour symmetry, only a minimal set of flavon fields (or no flavons at all) need to be
introduced in the new framework 7, making such an approach very attractive.
Within the framework of finite modular symmetry outlined above, only a single modulus
field τ is usually considered, corresponding to a single finite modular symmetry ΓN . It
has been pointed out that particular modular forms, corresponding to special values of
τ , preserve a residual subgroup of the finite modular symmetry ΓN . For example, such
residual symmetries are considered in [51] as subgroups of the modular A4 symmetry.
With the help of two moduli with different residual symmetry Z3 in the charged lepton
sector and Z2 in the neutrino sector, it was shown how trimaximal TM2 lepton mixing may
4 Recently an alternative type Ib seesaw mechanism has been proposed yielding the new Weinberg op-
erators HuH˜dLiLj , where H˜d is a charge conjugated second Higgs doublet with opposite hypercharge [8].
5We adopt the standard presentation of the S4 generators S, T, U where S
2 = T 3 = U2 = (ST )3 =
(SU)2 = (TU)2 = (STU)4 = I [11].
6The geometric connection between the origin of the family symmetry due to modular symmetry and
the orbifolding method with two extra dimensions has recently been discussed, e.g., in [41,42].
7Extension to the quark flavour mixing is given in [48,50,56].
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be realised [51]. Also brief discussion on residual symmetry after modular S4 symmetry
breaking is given in [53]. However, the formalism for having two or more moduli fields
(as necessary for such a scheme) has not so far been developed, providing one of the main
motivations for the present paper.
In the present paper, we shall extend the formalism of finite modular symmetry to the case
of multiple moduli fields τJ (J = 1, . . .M) associated with the finite modular symmetry
Γ1N1×Γ2N2×· · ·×ΓMNM . As an example, we shall then present the first consistent example
of a flavour model of leptons with multiple modular S4 symmetries interpreted as a
family symmetry. The considered model involves three finite modular symmetries SA4 ,
SB4 and S
C
4 , associated with two right-handed neutrinos and the charged lepton sector,
respectively, broken by two bi-triplet scalars to their diagonal subgroup 8. The low energy
effective theory consists of a single S4 modular symmetry with three independent modular
fields τA, τB and τC , which preserve the residual modular subgroups Z
A
3 , Z
B
2 and Z
C
3 ,
in their respective sectors 9, leading to trimaximal TM1 lepton mixing, consistent with
current data, without requiring any flavons.
The remainder of the paper is organised as follows. In section 2 we show how the formal-
ism of finite modular symmetry with a single modulus field can be extended to include
multiple moduli and an extended finite modular group. In section 3 we have focussed on
the case of the single finite modular S4 symmetry, and have analysed its stabilisers and
resulting remnant symmetries. In section 4 we have proposed a model based on three
moduli fields associated with a high energy finite modular group S34 , which is broken to a
single diagonal S4 with three independent moduli fields at low energies, whose stabilisers
leads to different remnant symmetry in the different sectors, which may be used to enforce
trimaximal TM1 mixing, leading to good numerical fits to the data, once right-handed
neutrino mixing is taken into account. Section 5 concludes the paper.
2 From single to multiple modular symmetries
2.1 A single modular symmetry
The modular group Γ acting on the complex modulus τ (Im(τ) > 0) as linear fractional
transformations:
γ : τ → γτ = aτ + b
cτ + d
, (1)
8The idea of using multiple non-Abelian discrete symmetries with di-multiplet fields to explain flavour
mixing was first introduced in the littlest mu-tau seesaw model [57], whereas [58] also features di-multiplet
fields of non-Abelian continuous family symmetries.
9Having a separate residual symmetry associated with each of the two right-handed neutrinos and
the charged lepton sector was also assumed in the tridirect CP approach [59, 60], although here we do
not assume any (generalised) CP symmetry. An extension of modular symmetry to include general CP
symmetries was given in [61].
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where a, b, c, d are integers and satisfy ad − bc = 1. It is convenient to represent each
element of Γ by a two by two matrix 10. Then, Γ is expressed as
Γ =
{(
a b
c d
)
/(±1) , a, b, c, d ∈ Z, ad− bc = 1
}
. (2)
This group is isomorphic to the projective special linear group PSL(2,Z) = SL(2,Z)/Z2.
The modular group has two generators, Sτ and Tτ , which satisfy S
2
τ = (SτTτ )
3 = 1. They
act on the modulus τ and take the following forms
Sτ : τ → −1
τ
, Tτ : τ → τ + 1 , (3)
respectively. Representing them by two by two matrices, we obtain
Sτ =
(
0 1
−1 0
)
, Tτ =
(
1 1
0 1
)
. (4)
Γ is a discrete but infinite group. By requiring a, d = 1 (mod N) and b, c = 0 (mod N),
N = 2, 3, 4, · · · , i.e.,
a = kaN + 1 , d = kdN + 1 , b = kbN , c = kcN . (5)
where ka, kb, kc and kd are integers, we obtain a subset of Γ which is also an infinite
group and is labelled as
Γ(N) =
{(
a b
c d
)
∈ PSL(2,Z),
(
a b
c d
)
=
(
1 0
0 1
)
(mod N)
}
. (6)
The quotient group Γ/Γ(N), labelled as ΓN , is a finite group, also called the finite modular
group. The finite modular group ΓN can be also obtained by imposing an additional
condition for Tτ , T
N
τ = 1, which can be achieved to identify τ = τ + N in the upper
complex plane 11. For N taking some small number, ΓN is isomorphic to a permutation
group, in particular, Γ2 ' S3, Γ3 ' A4, Γ4 ' S4 and Γ5 ' A5 [44].
In a theory satisfying the ΓN modular symmetry, any chiral superfield φi, as a function
of τ (but does not need to be modular forms), non-linearly transforms as [39],
φi(τ)→ φi(γτ) = (cτ + d)−2kiρIi(γ)φi(τ) , (7)
where −2ki with ki an integer is the modular weight of φi, Ii is the representation of φi
and ρIi(γ) denotes a unitary representation matrix of γ with γ an element of ΓN .
Considering an N = 1 supersymmetric model in the finite modular symmetry, the action
in general takes the form [39,40]
S =
∫
d4xd2θd2θK(φi, φi; τ, τ) +
[∫
d4xd2θW (φi; τ) + h.c.
]
, (8)
10Note that it need not be a unitary matrix.
11Note that once τ = τ +N is imposed, τ ′ = −1τ =
−1
τ+4 =
−τ
4τ−1 is automatically satisfied.
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where h is a positive constant. The Ka¨hler potential K can be changed at most by a
Ka¨hler transformation under ΓN , and the superpotential W is required to be invariant,
i.e.,
K(φi, φi; τ, τ) → K(φi, φi; τ, τ) + f(φi, τ) + f(φi, τ) ,
W (φi; τ) → W (φi; τ) . (9)
An example of the Ka¨hler potential satisfying the Ka¨hler transformation takes the fol-
lowing form,
K(φi, φi; τ, τ) = −h log(−iτ + iτ) +
∑
i
φiφi
(−iτ + iτ)2ki , (10)
After τ gets a vacuum expectation value (VEV), the Ka¨hler potential leaves kinetic terms
for the scalar components of the supermultiplets φi and the modulus field as
12
h
〈−iτ + iτ〉2∂µτ∂
µτ +
∑
i
∂µφi∂
µφi
〈−iτ + iτ〉2ki . (11)
The superpotential W (φi; τ) is in general a function of the modulus τ and superfieds
φi. Under the modular transformation, the superpotential should be invariant under the
modular transformation [39]. Expanding the superpotential W (φi; τ) in powers of φi, we
obtain
W (φi; τ) =
∑
n
∑
{i1,··· ,in}
∑
IY
(YIY φi1 · · ·φin)1 , (12)
Here, YIY represents a collection of coefficients of the relevant couplings. It transforms
as a multiplet modular form of weight 2kY and representation IY ,
YIY (τ)→ YIY (γτ) = (cτ + d)2kY ρIY (γ)YIY (τ) , (13)
where kY = ki1 + · · · + kin is required to be a non-negative integral. Its representa-
tion and weight are required for the invariance of the operator under the ΓN modular
transformation.
2.2 Multiple modular symmetries
All lepton flavour models based on finite modular symmetries in the literature so far have
been limited to the case of a single modulus field. No theoretical approach or model has
so far managed to include more than one modulus fields in a self-consistent approach,
although the latter case has been briefly mentioned in some references, e.g. [53]. In this
subsection, we will discuss how to include multiple moduli fields consistently.
12The scalar component of φi may gain a non-zero VEV, and this VEV also contributes to the kinetic
term of τ . We ignore such a contribution by assuming vφi 
√
h.
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We start from the modular transformation as a series of modular groups Γ
1
, Γ
2
, ..., Γ
M
,
where the modulus field for each modular symmetry Γ
J
for J = 1, ...,M is denoted as τJ .
Following Eq. (1), any modular transformation γJ in Γ
J
takes the form as
γJ : τJ → γJτJ = aJτJ + bJ
cJτJ + dJ
. (14)
A series of finite modular groups ΓJNJ for J = 1, 2, ...,M can be obtained by modding out
an integer NJ by following the discussion in the former section. Note that NJ does not
need to be identical to NJ ′ for J 6= J ′.
For any finite modular transformations γ1, ..., γM in Γ
1
N1
× Γ2N2 × · · · × ΓMNM , the chiral
superfield φi, as a function of τ1, ..., τM , now transforms as
φi(τ1, ..., τM) → φi(γ1τ1, ..., γMτM)
=
∏
J=1,...,M
(cJτJ + dJ)
−2ki,J
⊗
J=1,...,M
ρIi,J (γJ)φi(τ1, τ2, ..., τM) , (15)
where ki,J and Ii,J are the weight and representation of φi in Γ
J
NJ
, respectively, and
⊗
represents the outer product of the representation matrices for ρIi,1 , ρIi,2 , ..., ρIi,M .
For an N = 1 supersymmetric model in a series of modular symmetries, the action is
extended to the form
S =
∫
d4xd2θd2θK(φi, φi; τ1, ..., τM , τ 1, ..., τM) +
∫
d4xd2θW (φi; τ1, ..., τM) + h.c. , (16)
where h is a positive constant. The superpotential W is required to be invariant under
all modular transformations and that the Ka¨hler potential K can be changed at most by
Ka¨hler transformations.
Including multiple modulus fields, the Ka¨hler potential can be written as,
K(φi, φi; τ1, ..., τ2, τ 1, ..., τM) = −
∑
J=1,...,M
hJ log(−iτJ + iτJ)
+
∑
i
φiφi∏
J=1,...,M
(−iτJ + iτJ)2ki,J
, (17)
where all hJ are positive constants. Since each modular symmetry is independent from
each other, one modulus field getting a VEV leaves the rest of the Ka¨hler potential still
satisfying the other modular symmetries. For example, after τ1 gets a VEV, the Ka¨hler
potential is left with
−
∑
J=2,...,M
hJ log(−iτJ + iτJ) +
∑
i
1
〈−iτJ + iτJ〉2ki,1
φiφi∏
J=2,...,M
(−iτJ + iτJ)2ki,J
. (18)
Once all modulus fields get VEVs, the Ka¨hler potential gives rise to kinetic terms for the
scalar components of the supermultiplets φi and the modulus fields as∑
J=1,...,M
hJ
〈−iτJ + iτJ〉2∂µτJ∂
µτJ +
∑
i
∂µφi∂
µφi∏
J=1,...,M
〈−iτJ + iτJ〉2ki,J
. (19)
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In this example, the scalar component of each modulus field performs as a scalar field of
vanishing weight in the remaining modular symmetries.
The superpotential W (φi; τ1, ..., τM) is in general a function of the modulus fields τ1 to
τM and superfields φi. Under the modular transformation, the superpotential should be
invariant under the modular transformation [39]. Expanding the superpotential W in
powers of φi, we obtain
W (φi; τ1, ..., τM) =
∑
n
∑
{iI ,··· ,in}
(
Y(IY,1,...,IY,M )φi1 · · ·φin
)
1
, (20)
the weights of Y(IY,1,...,IY,M ) are given by kY,J = k1,J + · · · kn,J for J = 1, ...,M . And the
modular form Y(IY,1,...,IY,M ) transforms as
Y(IY,1,...,IY,M )(τ1, ..., τM)→ Y(IY,1,...,IY,M )(γ1τ1, ..., γMτM)
=
∏
J=1,...,M
(cJτJ + dJ)
2kY,J
⊗
J=1,...,M
ρIY,J (γJ)Y(IY,1,...,IY,M )(τ1, ..., τM) .(21)
3 Modular S4 symmetry and its remnant symmetries
In this section, we temporarily return to the case of a single modular symmetry, fo-
cussing on the case of a single modular S4 symmetry and its remnant symmetries, before
generalising the results to the case of multiple S4 symmetries in the next section.
3.1 Modular S4 symmetry
S4 is a permutation group of four objects. In the framework of modular symmetry, the
S4 modular group is obtained in the series of ΓN by fixing N = 4. In other word, its
generators satisfy S2τ = (SτTτ )
3 = T 4τ = I. In previous works, it is common to use three
generators S, T and U , which satisfy S2 = T 3 = U2 = (ST )3 = (SU)2 = (TU)2 =
(STU)4 = I [11], to generate S4. These traditional generators are related to the modular
generators Sτ and Tτ as
S = T 2τ , T = SτTτ , U = TτSτT
2
τ Sτ , (22)
which provides a useful dictionary to relate the two types of generators. In the upper
complex plane with the requirement τ = τ + 4, S, T and U can be represented by two
by two matrices such as
S =
(
1 2
0 1
)
, T =
(
0 1
−1 −1
)
, U =
(
1 −1
2 −1
)
. (23)
Due to the identification in Eq. (5), these representation matrices are not unique. Us-
ing Eq. (23), we write out another three elements of S4, namely TS = SτT
−1
τ , ST =
TτSτT
−1
τ Sτ and STS = T
−1
τ SτTτSτ , which are order-three elements of S4 which will
appear in our later discussion,
TS =
(
0 1
−1 1
)
, ST =
(
2 −1
3 −1
)
, STS =
(−2 −1
3 1
)
. (24)
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Modular forms of even weights in a modular S4 symmetry can be explicitly constructed
in terms of the Dedekind eta function η(τ) ≡ q1/24∏∞n=1(1− qn), with q = e2piiτ [52]. At
lowest weight 2k = 2, there are five independent modular forms. By defining
Y (a1, · · · , a6|τ) = d
dτ
[
a1 log η
(
τ +
1
2
)
+ a2 log η (4τ) + a3 log η
(τ
4
)
+a4 log η
(
τ + 1
4
)
+ a5 log η
(
τ + 2
4
)
+ a6 log η
(
τ + 3
4
)]
,(25)
with a1 + · · ·+ a6 = 0, these five independent modular forms can be constructed to be
Y1(τ) = Y (1, 1, ω, ω
2, ω, ω2|τ) ,
Y2(τ) = Y (1, 1, ω
2, ω, ω2, ω|τ) ,
Y3(τ) = Y (1,−1,−1,−1, 1, 1|τ) ,
Y4(τ) = Y (1,−1,−ω2,−ω, ω2, ω|τ) ,
Y5(τ) = Y (1,−1,−ω,−ω2, ω, ω2|τ) , (26)
where ω = e2pii/3. These five independent modular forms at lowest weight 2k = 2 form a
doublet 2 and a triplet 3′ of S4,
Y
(2)
2 =
(
Y1
Y2
)
, Y
(2)
3′ =
Y3Y4
Y5
 . (27)
Modular forms with higher even weights (2k = 4, 6, · · · ) can be constructed from these
five modular forms. In general, the dimension of the linear space formed by the modular
forms of weight 2k and level 4 is 4k + 1 [45]. Namely, the nine independent modular
forms of weight 2k = 4, which form one 1, one 2, one 3 and one 3′. Among them, the
two triplet modular forms are given by
Y
(4)
3 =
Y1Y4 − Y2Y5Y1Y5 − Y2Y3
Y1Y3 − Y2Y4
 , Y (4)3′ =
Y1Y4 + Y2Y5Y1Y5 + Y2Y3
Y1Y3 + Y2Y4
 . (28)
At weight 2k = 6, there are 13 independent forms. They form one 1, one 1′, one 2, one
3 and two 3′s of S4. Here we only interested in the two 3′s of S4. They are given by
Y
(6)
3 =
−Y 21 Y5 + Y 22 Y4−Y 21 Y3 + Y 22 Y5
−Y 21 Y4 + Y 22 Y3
 , Y (6)3′1 =
Y 21 Y5 + Y 22 Y4Y 21 Y3 + Y 22 Y5
Y 21 Y4 + Y
2
2 Y3
 , Y (6)3′2 = Y1Y2
Y3Y4
Y5
 .(29)
These modular forms will be used for our model building in the next section. For modular
forms with weights up to 10, a full list can be found in [52].
Extension from a single S4 modular symmetry to a series of modular S4 symmetries is
straightforwardly achieved by following the procedure in section 2.2 with all levels fixed
at NJ = 4. In each S
J
4 , we denote their generators S, T and U by SJ , TJ and UJ , where
the subscript is only used to distinguish groups. Modular forms with weights kY,1, ..., kY,M
are multiplets of multiple moduli, namely of of τ1, ..., τM .
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3.2 Stabilisers and residual symmetries of modular S4
Although a brief discussion on residual symmetry after modular S4 symmetry breaking
has been given in [53], we note that the essential correlation between the modular field and
its residual symmetries has not been discussed. In this section, we will give a thorough
analysis of this case, uncovering some new results along the way.
We begin by introducing and reviewing the notion of stabilisers of the symmetry which
will play a crucial role in residual symmetries. Given an element γ in the modular group
S4 ' Γ4, a stabiliser of γ corresponds to a fixed point τγ in the upper complex plane which
satisfies γτγ = τγ. Once the modular field τ gains a VEV at such a stabiliser, 〈τ〉 = τγ,
an Abelian residual modular symmetry generated by γ is preserved. It is obvious that
acting γ on a modular form at its stabiliser leaves the modular form invariant, i.e.,
γ : YI(τγ)→ YI(γτγ) = YI(τγ) . (30)
Following the standard transformation property in Eq. (13), we obtain
ρI(γ)YI(τγ) = (cτγ + d)
−2kYI(τγ) . (31)
This equation lead us to the following important properties for the stabiliser and the
modular form:
• A modular form at a stabiliser YI(τγ) is an eigenvector of the representation matrix
ρI(γ) with respective eigenvalue (cτγ + d)
−2k.
• The stabiliser τγ satisfies |cτγ+d| = 1 since (cτγ+d)−2k is an eigenvalue of a unitary
matrix.
A special case is that when (cτγ + d)
−2k = 1 is satisfied, ρI(γ)YI(τγ) = YI(τγ), and we
recover the residual flavour symmetry generated by γ. In general, the eigenvalue does
not need to be fixed at 1 in the framework of modular symmetry.
In the follow-up of this subsection, we will consider the following stabilisers,
τS = i∞ , τT = ω = −12 + i
√
3
2
, τU =
1
2
+ i
2
,
τTS = −ω2 = 12 + i
√
3
2
, τST =
1
2
+ i
2
√
3
, τSTS = −12 + i2√3 . (32)
Although τT and τTS have been discussed in [52] (identified with τL and τR therein,
respectively), τS, τU and τST as stabilisers in the S4 modular symmetry are discussed
here for the first time. Here we apply this notation to take the advantage of modular
residual symmetries generated by S, T , U , TS, ST and STS, respectively. Following
Eq. (23), it is straightforward to check that these stabilisers are invariant under the
corresponding modular transformations respectively, i.e.,
S : τS → SτS = τS + 2 = τS ,
T : τT → TτT = −1
τT + 1
= τT ,
U : τU → UτU = τU − 1
2τU − 1 = τU ,
8
TS : τTS → TS τTS = 1−τTS + 1 = τTS ,
ST : τST → ST τST = 2τST − 1
3τST − 1 = τST ,
STS : τSTS → STS τSTS = −2τSTS − 1
3τSTS + 1
= τSTS , (33)
It is worthy noting that these stabilisers are some typical examples but not the full list
of stabilisers of S4.
At the stabiliser, the multiplets formed by the modular form may specify interesting
directions. We will discuss how the triplet modular forms Y
(2k)
3 or Y
(2k)
3′ (for k = 1, 2, 3)
gain these directions based on the symmetry argument in Eq. (31).
We begin our discussion from modular forms at the stabiliser γS. We know that Y
(2k)
3(′) (τS)
is the eigenvector of ρ3(′)(S) with respective eigenvalue 1
−2k ≡ 1,
ρ3(′)(S)Y
(2k)
3(′) (τS) = Y
(2k)
3(′) (τS) (34)
for any weight 2k. Given the well-known representation matrix for S in 3 or 3′,
ρ3(′)(S) =
1
3
−1 2 22 −1 2
2 2 −1
 , (35)
Three eigenvalues are given by 1, −1 and −1. The eigenvector corresponding to the
eigenvalue 1 is always fixed at (1, 1, 1)T up to an overall factor. Therefore, we conclude
that Y
(2k)
3(′) (τS) always takes the form
Y
(2k)
3(′) (τS) = y
(2k)
3(′),S
11
1
 . (36)
Here, y
(2k)
3(′),S is a overall factor determined by the weight and representation. By taking
τS = i∞ into the exact modular form Yi(τ) in Eq. (26), we obtain q = 0 and Y1(τS) =
Y2(τS) = i3pi/8, Y3(τS) = Y4(τS) = Y5(τS) = ipi/4. For the weight 2k = 2, y
(2)
3′,S = ipi/4
for 3′. For 2k = 4, y(4)3,S = 0 and y
(4)
3′,S = −3pi2/16. For 2k = 6, y(6)3,S = 0, y(6)3′1,S = 2y
(6)
3′2,S
=
−i9pi3/128. At the stabiliser τS, since the eigenvalue is always fixed at 1 regardless of
the weight, the residual ZS2 modular symmetry is identical to the residual Z
S
2 flavour
symmetry.
We perform a similar discussion for modular forms at the stabiliser τT . Eq. (31) is
simplified into
ρ3(′)(T )Y
(2k)
3(′) (τT ) = (−τT − 1)−2kY
(2k)
3(′) (τT ) = ω
2kY
(2k)
3(′) (τT ) . (37)
Thus, the selected eigenvector corresponds to the eigenvalue ω2k, which is weight-dependent.
In the T -diagonal basis we use in the paper, representation matrix for T is given by
ρ3(′)(T ) =
1 0 00 ω2 0
0 0 ω
 . (38)
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The triplet form, as an eigenvalue of T , takes a very simple form
Y
(2)
3′ (τT ) = y
(2)
3′,T
01
0
 , Y (4)
3(′)(τT ) = y
(4)
3(′),T
00
1
 , Y (6)
3(′)(τT ) = y
(6)
3(′),T
10
0
 , (39)
where the overall factors are also determined by the weight and representation. These
results can be checked numerically by taking τT into exact formulas of modular forms.
It is straightforward to obtain Y1(τT ) = Y3(τT ) = Y5(τT ) = 0, and we are left with only
two non-zero modular forms, Y2(τT ) = 2.11219i and Y4(τT ) = −2.43895i. Taking them
to Eqs. (27), (28) and (29), we arrive at the same above result with y
(2)
3′,T = −2.43895i,
y
(4)
3,T = −y(4)3′,T = −5.15151, and y(6)3,T = y(6)3′1,T = 10.881i, and y
(6)
3′2,T
= 0. In this typical
example, only the third direction, i.e., (1, 0, 0)T , corresponding to modular forms with
weights 2k = 0 (mod 3), preserves the residual flavour symmetry generated by T . The
other two vectors do not satisfy the residual flavour symmetry, but only the residual
modular symmetry.
In the framework of flavour symmetry, the residual symmetry generated by U is usually
called µ-τ symmetry. We discuss the modular form at the stabiliser of U . Y
(2k)
3(′) (τU) is the
eigenvalue of ρ3(′)(U) with respective eigenvalue (2τU − 1)−2k = (−1)k. Representation
matrices for U are different in 3 and 3′,
ρ3(U) =
1 0 00 0 1
0 1 0
 , ρ3′(U) = −
1 0 00 0 1
0 1 0
 . (40)
ρ3(U) has one eigenvalue −1 and the other two degenerate eigenvalues +1. The eigen-
vector with respective eigenvalue −1 is fixed at (0, 1,−1)T without considering an overall
factor. The eigenvector with respective eigenvalue +1 is in principle a linear combina-
tion of two independent vectors (2,−1,−1)T and (1, 1, 1)T . For odd and even k, we can
express Y
(2k)
3 (τU) as
Y
(2k)
3 (τU) = y
(2k)
3,U
 01
−1
 for an odd k ,
Y
(2k)
3 (τU) = y
(2k)
3,U
 2−1
−1
+ y(2k)′3,U
11
1
 for an even k . (41)
The coefficients are determined by the weight. Numerically, Y1(τU) = −Y2(τU) = 2.84287i,
Y3(τU) = −(2
√
2 + i)a, Y4(τU) = Y5(τU) = (
√
2 − i)a with a = 1.09422. We obtain
y
(4)
3,U =
√
2Y1(τU)a, y
(4)′
3,U = −i2Y1(τU)a for 2k = 4, and y(6)3,U = 3
√
2Y 21 (τU)a for 2k = 6. In
3′ representations, ρ3′(U) has one eigenvalue +1 and the other two degenerate eigenvalues
−1. For an even k the direction of Y (2k)3′ (τU) is fixed along (0, 1,−1)T , while for an odd
k Y
(2k)
3′ (τU) is a linear combination of (2,−1,−1)T and (1, 1, 1)T ,
Y
(2k)
3′ (τU) = y
(2k)
3′,U
 2−1
−1
+ y(2k)′3′,U
11
1
 for an odd k ,
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Y
(2k)
3′ (τU) = y
(2k)
3′,U
 01
−1
 for an even k . (42)
Specifically, for 2k = 2, we have y
(2)
3′,U = −
√
2a, y
(2)′
3′,U = −ia. For 2k = 6, we have y(6)31,U =√
2Y 21 (τU)a, y
(6)′
31,U
= −i2Y 21 (τU)a; and y(6)3′,U =
√
2Y 21 (τ)a, y
(6)′
3′,U = iY
2
1 (τ)a, respectively.
And for 2k = 4, keeping the (0, 1,−1)T , we have y(4)3′,U = 3
√
2Y1(τU)a. We would like to
mention that although the direction (0, 1,−1)T is realised in both 3 and 3′ representations,
(0, 1,−1)T in 3′ preserves a µ-τ flavour symmetry, but that in 3 preserves not a µ-τ flavour
symmetry, but a µ-τ modular symmetry.
In addition, we would like to consider stabilisers for the elements TS, ST and STS. These
elements are order-3 elements and stabiliser for each element preserves a Z3 symmetry.
The representation matrices of TS, ST and STS take the forms
ρ3(′)(TS) =
1
3
−1 2 22ω2 −ω2 2ω2
2ω 2ω −ω
 ,
ρ3(′)(ST ) =
1
3
−1 2ω2 2ω2 −ω2 2ω
2 2ω2 −ω
 ,
ρ3(′)(STS) =
1
3
−1 2ω 2ω22ω −ω2 2
2ω2 2 −ω
 . (43)
They all have three eigenvalues given by 1, ω and ω2. The corresponding eigenvectors for
TS are (−1, 2ω, 2ω2)T , (2ω, 2ω2,−1)T and (2ω2,−1, 2ω)T , respectively; the corresponding
eigenvectors for ST are (−1, 2ω2, 2ω)T , (2ω2, 2ω,−1)T and (2ω,−1, 2ω2)T , respectively;
and the corresponding eigenvectors for STS are (−1, 2, 2)T , (2, 2,−1)T and (2,−1, 2)T ,
respectively. Y
(2k)
3(′) (τTS) corresponds to the eigenvalue (1 − τTS)−2k = ωk. Thus, we
directly arrive at
Y
(2)
3′ (τTS) = y
(2)
3′,TS
 2ω2ω2
−1
 , Y (4)
3(′)(τTS) = y
(4)
3(′),TS
2ω2−1
2ω
 , Y (6)3 (τTS) = y(6)3(′),TS
−12ω
2ω2
 .(44)
Taking the explicit formulas of modular forms into account, we obtain the overall factors
to be y
(2)
3′,TS = −Y5(τTS) = 0.81298i, y(4)3,TS = y(4)3′,TS = −Y1(τTS)Y5(τTS) = −1.71717,
y
(6)
3,TS = −y(6)3′1,TS = −Y
2
1 (τTS)Y5(τTS) = −3.62699i, and y(6)3′2,TS = 0. We turn to the
modular forms at stabilisers τST . Y
(2k)
3(′) (τST ) are obtained by exchanging the second and
the third entries of the above expressions but with care due to different weights
Y
(2)
3′ (τST ) = y
(2)
3′,ST
2ω2−1
2ω
 , Y (4)
3(′)(τST ) = y
(4)
3(′),ST
 2ω2ω2
−1
 , Y (6)3 (τST ) = y(6)3(′),ST
−12ω
2ω2
 ,(45)
where y
(2)
3′,ST = 2.43895i, y
(4)
3,ST = −y(4)3′,ST = −15.4545, y(6)3,ST = y(6)3′1,ST = −97.9287i and
y
(6)
3′2,ST
= 0. They correspond to eigenvectors of ρ3(′)(ST ) with respective eigenvalues
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(3τST − 1)−2k = ω2k. Finally, we list modular forms at stabilisers τSTS. Y (2k)3(′) (τSTS) are
given by
Y
(2)
3′ (τSTS)=y
(2)
3′,ST
 22
−1
 , Y (4)
3(′)(τSTS)=y
(4)
3(′),STS
 2−1
2
 , Y (6)3 (τSTS)=y(6)3(′),STS
−12
2
 ,(46)
where y
(2)
3′,STS = −2.43895i, y(4)3,STS = y(4)3′,STS = −15.4545, y(6)3,STS = −y(6)3′1,STS = −97.9287i,
and y
(6)
3′2,STS
= 0. They correspond to eigenvectors of ρ3(′)(ST ) with respective eigenvalues
(3τSTS + 1)
−2k = ωk.
We summarise directions of triplet (3 and 3′) modular forms for lower weights (2k =
2, 4, 6) at stabilisers (τ = τS, τU , τT , τTS, τST , τSTS) in Table 1.
All the above discussion in this subsection is based on a single modular S4 with a single
modulus field. Extending to the case of multiple modular symmetries may allow the the-
ory to have several different residual modular symmetries. Namely, the different moduli
fields may take different values at different stabilisers. In the next section, we will apply
this property to model building.
τ
weight 2 weight 4 weight 6
3′ 3 3′ 3 3′1 3
′
2
τS
11
1
 11
1
 11
1
 0
11
1
 11
1

τU
 01
−1
  2− i√2−1− i√2
−1− i√2
  01
−1
  01
−1
 2√2 + i−√2 + i
−√2 + i
  2− i√2−1− i√2
−1− i√2

τT
01
0
 00
1
 00
1
 10
0
 10
0
 0
τTS
 2ω2ω2
−1
 2ω2−1
2ω
 2ω2−1
2ω
 −12ω
2ω2
 −12ω
2ω2
 0
τST
 2ω−1
2ω2
 2ω22ω
−1
 2ω22ω
−1
 −12ω2
2ω
 −12ω2
2ω
 0
τSTS
 22
−1
  2−1
2
  2−1
2
 −12
2
 −12
2
 0
Table 1: Triplet (3 and 3′) representations of S4 modular forms of low weights (2k = 2, 4, 6)
at typical stabilisers τS = i∞, τU = 12 + i2 , τT = − 12 + i
√
3
2 , τTS =
1
2 + i
√
3
2 , τST =
1
2 +
i
2
√
3
and τSTS = − 12 + i2√3 . Here, we have ignored the overall factor if it is non-zero. 0 represents
a vanishing modular form, namely, the one which has a zero overall factor.
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4 A model with three modular S4 symmetries
Field SA4 S
B
4 S
C
4 2kA 2kB 2kC
L 1 1 3 0 0 0
ec 1 1 1 0 0 −6
µc 1 1 1 0 0 −4
τ c 1 1 1 0 0 −2
N cA 1 1 1 −6 0 0
N cB 1 1 1 0 −4 0
ΦAC 3 1 3 0 0 0
ΦBC 1 3 3 0 0 0
Yuk/Mass SA4 S
B
4 S
C
4 2kA 2kB 2kC
Ye(τC) 1 1 3 0 0 6
Yµ(τC) 1 1 3 0 0 4
Yτ (τC) 1 1 3 0 0 2
YA(τA) 3 1 1 6 0 0
YB(τB) 1 3 1 0 4 0
MA(τA) 1 1 1 12 0 0
MB(τB) 1 1 1 0 8 0
MAB(τA, τB) 1 1 1 6 4 0
Table 2: Transformation properties of leptons, Yukawa couplings Y and right-handed neutrino
masses M in SA4 × SB4 × SC4 .
Combining the results of the previous two sections, we see that the extension from one
single modular field to multiple moduli fields, as discussed in section 2, opens a window
into a new type of modular model building, in which several moduli fields can appear,
with each one having a different modular form with a different residual symmetry, of the
kind discussed in section 3.
4.1 A modular S34 model
As a concrete example, we will show how the results of the previous sections can lead to
a consistent model of trimaximal TM1 mixing, analogous to the traditional approach [13,
14]. At high energies, the model in Table 2 is based on three modular symmetries, SA4 ,
SB4 and S
C
4 , with moduli fields labelled by τA, τB and τC , respectively. After the moduli
fields gain different VEVs, different textures of mass matrices are realised in charged
lepton and neutrino sectors.
The transformation properties of the leptons are given in Table 2. We arrange that
each lepton has no more than one non-vanishing modular weight in either SA4 , S
B
4 or
SC4 . We note that: 1) The lepton doublets L form a triplet of S
C
4 with zero weight;
2) the right-handed leptons ec, µc and τ c are singlets of SC4 but have different weights
2kC = −6,−4,−2, respectively; 3) We introduce only two right-handed neutrinos N cA
and N cB, which are all singlets but have weights 2kA = −6 and 2kB = −4 in SA4 and SB4 ,
respectively. It is in principle possible to arrange one field with non-vanishing weights in
more than one modular symmetry, so our choice here is just for simplicity.
In addition, we introduce two scalars ΦAC and ΦBC . These scalars are assumed to be
bi-triplets in the flavour space, arranged in SA4 × SB4 × SC4 as ΦAC ∼ (3,1,3) and ΦBC ∼
(1,3,3) with zero weights. As bi-triplets, they transform as
ΦAC → ρ3(γA)⊗ ρ3(γC)ΦAC ,
ΦBC → ρ3(γB)⊗ ρ3(γC)ΦBC . (47)
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for any elements γA, γB and γC of S
A
4 , S
B
4 and S
C
4 , respectively. These scalars are
introduced to connect three S4’s together as shown in the superpotential below,
w` =
1
Λ
[LΦACYA(τA)N
c
A + LΦBCYB(τB)N
c
B]Hu
+ [LYe(τC)e
c + LYµ(τC)µ
c + LYτ (τC)τ
c]Hd
+
1
2
MA(τA)N
c
AN
c
A +
1
2
MB(τB)N
c
BN
c
B +MAB(τA, τB)N
c
AN
c
B , (48)
where the leptonic superpotential includes the terms responsible for generating lepton
masses.
To be invariant under the modular transformation, Ye,µ,τ are 3-plet modular forms in the
modular space SC4 with weight 2kC = 2, 4, 6, respectively, YA and YB are 3-plet modular
forms in the modular space SA4 , S
B
4 with weights 2kA = 6 and 2kB = 4, respectively. A
term, e.g., LΦACYA(τA)N
c
A is explicitly written as
LΦACYA(τA)N
c
A = L1 [(ΦAC)11(YA)1 + (ΦAC)21(YA)3 + (ΦAC)31(YA)2]N
c
A
+ L2 [(ΦAC)13(YA)1 + (ΦAC)23(YA)3 + (ΦAC)33(YA)2]N
c
A
+ L3 [(ΦAC)12(YA)1 + (ΦAC)22(YA)3 + (ΦAC)32(YA)2]N
c
A ,
= (L1, L2, L3)P23
(ΦAC)11 (ΦAC)12 (ΦAC)13(ΦAC)21 (ΦAC)22 (ΦAC)23
(ΦAC)31 (ΦAC)32 (ΦAC)33
T P23
(YA)1(YA)2
(YA)3
N cA ,
(49)
where Lα, (ΦAC)iα and (YA)i are entries of L, ΦAC and YA, respectively, for i, α = 1, 2, 3,
and P23 is the (2,3) row/column-switching transformation matrix. MA and MB are singlet
modular forms in the modular space SA4 , S
B
4 with weights 2kA = 12 and 2kB = 8,
respectively. The cross mass term between NA and NB, MAB, is not forbidden. It takes
both non-trivial weights in SA4 and S
B
4 , 2kA = 6 and 2kB = 4. The general formulae for
MA, MB and MAB are given by
MA(τA) = mAY
2
1 (τA)Y
2
2 (τA) ,
MB(τB) = mB,1[Y
6
1 (τB) + Y
6
2 (τB)] +mB,2Y
3
1 (τB)Y
3
2 (τB) ,
MAB(τA, τB) = mAB[Y
3
1 (τA) + Y
3
2 (τA)]Y1(τB)Y2(τB) , (50)
where mA, mB,1, mB,2 and mAB are complex free parameters with a mass dimension.
4.2 Symmetry breaking of S34 to the diagonal S4 subgroup
The modular symmetries are broken after the bi-triplet scalars τA, τB and τC gain VEVs.
Unlike the flavons introduced in most flavour models in the literature, the VEVs of
these scalars are not responsible for special Yukawa textures for leptons, but rather their
purpose is to break three modular S4’s to a single modular S4 symmetry, identified as
the diagonal subgroup and denoted as SD4 ,
SA4 × SB4 × SC4 → SD4 , (51)
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as depicted in Fig. 1.
The VEVs of ΦAC and ΦBC take the following forms
〈ΦAC〉iα = vAC(P23)iα , 〈ΦBC〉mα = vBC(P23)mα . (52)
Here again, P23 represents the (2,3) row/column-switching transformation matrix, and
α = 1, 2, 3 corresponds the entries of the triplet of SC4 , while i = 1, 2, 3 (m = 1, 2, 3)
corresponds to those of SA4 (S
B
4 ). These VEV structures are not arbitrarily assumed, but
can be simply achieved following the standard driving field method. They are essentially
related to the group structure of S4 and its explicit form is basis-dependent
13. For details
of how to derive them without loss of generality, we refer the reader to Appendix B.
Although SA4 , S
B
4 and S
C
4 are broken by these VEVs, the diagonal subgroup S
D
4 survives
below the symmetry breaking scale, corresponding to the associated transformation γA =
γB = γC . In more detail, the S
D
4 survives since, given any γA of S
A
4 , there always exists
an element γC of S
C
4 which is identical to γA, and the VEV of ΦAC is invariant under
this “contravariant” transformation. Furthermore, there also exists an element γB of S
B
4
which is identical to γC , and the VEV of ΦBC is also invariant under the transformation.
Thus, the modular SD4 symmetry corresponds to a universal transformation.
 AC  BC
⌧A, ⌧B , ⌧C
SD4
SC4 , ⌧C
SA4 , ⌧A S
B
4 , ⌧B
Figure 1: Illustration of the breaking of SA4 × SB4 × SC4 → SD4 , identified as the diagonal
subgroup, via the VEVs of ΦAC and ΦBC .
13Explicit forms of scalar VEVs are dependent upon the basis of S4 we use. As shown in Appendix A,
we work in the T -diagonal basis in Table 4, where the trivial singlet contraction for two triplets is
(ab)1 = a1b1 + a2b3 + a3b2. If we had worked in the real basis in Table 5, where the singlet contraction
can be simply given by (a˜b˜)1 = a˜1b˜1 + a˜2b˜2 + a˜3b˜3, the VEVs of ΦAC and ΦBC would have been
proportional to the identity matrix, 〈Φ˜AC〉iα = vACδiα, 〈Φ˜BC〉mα = vBCδmα, following the discussion in
Appendix B.
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4.3 The effective low energy theory with modular S4 symmetry
The effective low energy superpotential, below the S34 breaking scale, involves only a
single surviving modular S4 symmetry, and may be written as,
weff` =
[vAC
Λ
LYA(τA)N
c
A +
vBC
Λ
LYB(τB)N
c
B
]
Hu
+ [LYe(τC)e
c + LYµ(τC)µ
c + LYτ (τC)τ
c]Hd
+
1
2
MA(τA)N
c
AN
c
A +
1
2
MB(τB)N
c
BN
c
B +MAB(τA, τB)N
c
AN
c
B , (53)
where terms such as e.g., LYA(τA)N
c
A may be explicitly written as
LYA(τA)N
c
A = [L1(YA)1 + L2(YA)3 + L3(YA)2]N
c
A , (54)
which is straightforwardly obtained from Eq. (49). This superpotential involves only the
single residual SD4 , and three modular fields τA, τB and τC at the same time.
The above superpotential may be taken as a starting point for models based on a single
modular S4 symmetry, where the three moduli fields introduced in an ad hoc way and
taken to be independent fields. However, we have shown that such a model can consis-
tently arise from a high energy model involving three modular groups S34 . The key point
of such a model is that, in the low energy effective theory, the three moduli transform
under the same SD4 , i.e., for any γD ∈ SD4 , τA, τB and τC transform in the following way,
γD : τJ → γDτJ = aDτJ + bD
cDτJ + dD
, (55)
for J = A,B,C. We also write out transformation properties of leptons
L → L(γD) = ρ3(γD)L ,
αc(τC) → αc(γDτC) = (cDτC + dD)−2kααc(τC) ,
N cA(τA) → N cA(γDτA) = (cDτA + dD)−6N cA(τA) ,
N cB(τB) → N cB(γDτB) = (cDτB + dD)−4N cB(τB) , (56)
and those for modular forms
Yα(τC) → Yα(γDτC) = (cDτC + dD)2kαρ3(γD)Yα(τC) ,
YA(τA) → YA(γDτA) = (cDτA + dD)6ρ3(γD)YA(τA) ,
YB(τB) → YB(γDτB) = (cDτB + dD)4ρ3(γD)YB(τB) ,
MA(τA) → MA(γDτA) = (cDτA + dD)12MA(τA) ,
MB(τB) → MB(γDτB) = (cDτB + dD)8MB(τB) ,
MAB(τA, τB) → MAB(γDτA, γDτB) = (cDτA + dD)6(cDτB + dD)4MAB(τA, τB) , (57)
where α = e, µ, τ and ke,µ,τ = 3, 2, 1.
To summarise, we have derived a low energy effective flavon-less leptonic flavour model
with one modular S4 symmetry and three independent moduli fields. The importance
of this for model building is that, as we shall see shortly, by making use of the different
moduli fields, we can access different sets of triplet modular forms, corresponding to
having different residual symmetries in different sectors of the theory. This is similar to
the traditional approach to model building based on S4, but of course is achieved now
without having to introduce flavons with certain vacuum alignments.
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4.4 Flavour structure in the charged lepton sector
In the charged lepton sector, only SC4 plays a role. We assume the VEV of τC fixed at
〈τC〉 = τT = ω. Following Eq. (39), we obtain
Ye(〈τC〉) =
10
0
 , Yµ(〈τC〉) =
00
1
 , Yτ (〈τC〉) =
01
0
 , (58)
for weights 2kC = 6, 4, 2, respectively. These modular forms will lead to diagonal Yukawa
couplings for the charged leptons, where all lepton mixing arises from the neutrino sec-
tor. Although the diagonal Yukawa couplings are independent, we do not gain any
understanding of the charged lepton mass hierarchy in this model.
4.5 Flavour structure in the neutrino sector
In the neutrino sector, by selecting 〈τA〉 = τTS = 12 + i
√
3
2
and 〈τB〉 = τU = 12 + i2 we
have residual modular symmetries ZTS3 and Z
U
2 , respectively. Following the discussion in
section 3.2, we obtain the modular form for the Yukawa coupling
YA(〈τA〉) =
−12ω
2ω2
 , YB(〈τB〉) =
 01
−1
 , (59)
by selecting the modular weights of N cA and N
c
B in S
A
4 and S
B
4 to be 2kA = −6 and
2kB = −4, respectively. YA(〈τA〉) and YB(〈τB〉) give rise to the 3× 2 Dirac neutrino mass
matrix M ′D. MA, MB and MAB all takes non-zero values at 〈τA〉 = τTS and 〈τB〉 = τU .
Thus, we obtain a 2× 2 Majorana matrix for N cA and N cB,
MN =
(
MA MAB
MAB MB
)
. (60)
Here, we still useMA, MB andMAB to represent values ofMA(τA), MB(τB) andMAB(τA, τB)
at the relevant VEVs. MN can be diagonalised by a unitary matrix V via V
TMNV =
diag{M1,M2}, with
V = eiα3
(
cˆR sˆ
∗
R
−sˆR cˆ∗R
)
, (61)
where cˆR ≡ cos θReα1 and sˆR ≡ sin θReiα2 . The Dirac mass matrix MD in the basis where
charged lepton and right-handed neutrino mass matrices are diagonal is obtained through
V acting on the right of M ′D, which mixes the columns:
MD = e
iα3
 −cˆR −sˆ∗R2ω2cˆR + sˆR 2ω2sˆ∗R − cˆ∗R
2ωcˆR − sˆR 2ωsˆ∗R + cˆ∗R
 . (62)
Applying seesaw formula, we obtain
Mν = (µ1cˆ
2
R + µ2sˆ
∗2
R )
 1 −2ω2 −2ω−2ω2 4ω 4
−2ω 4 4ω2
+ (µ1sˆ2R + µ2cˆ∗2R )
0 0 00 1 −1
0 −1 1

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+(µ1cˆRsˆR − µ2cˆ∗Rsˆ∗R)
 0 −1 1−1 4ω2 2i√3
1 2i
√
3 −4ω
 , (63)
where µ1 and µ2 are real inspect of an overall phase. There are five physical parameters
µ1, µ2, θR, α1 and α2.
The PMNS matrix is obtained by diagonalising the neutrino mass matrix, UTMνU =
diag{0,m2,m3}. Since both YA and YB are orthogonal to (2,−1,−1)T , we directly arrive
at the TM1 form of lepton mixing matrix [62–65],
UTM1 =

2√
6
− −
− 1√
6
− −
− 1√
6
− −
 . (64)
TM1 lepton mixing implies three equivalent relations:
tan θ12 =
1√
2
√
1− 3s213 or sin θ12 =
1√
3
√
1− 3s213
c13
or cos θ12 =
√
2
3
1
c13
(65)
leading to a prediction θ12 ≈ 34◦, in excellent agreement with current global fits, assuming
θ13 ≈ 8.5◦. By contrast, the corresponding TM2 relations imply θ12 ≈ 36◦ [64], which
is on the edge of the three sigma region, and hence disfavoured by current data. TM1
mixing also leads to an exact sum rule relation relation for cos δ in terms of the other
lepton mixing angles [64],
cos δ = − cot 2θ23(1− 5s
2
13)
2
√
2s13
√
1− 3s213
. (66)
4.6 Numerical Fit
As described in previous subsections, we obtain through the use of modular symmetries a
flavon-less effective theory which fulfils TM1 lepton mixing. In this section, we make use
of the above analytical sum rules for TM1 lepton mixing as well as the diagonalisation of
the 2× 2 symmetric matrices which result from the rotation of the neutrino mass matrix
by the TB mixing matrix, following the analytic methods presented in [66]. We are thus
able to express each observable (the 3 mixing angles, the squared mass ratio and the CP-
violating phase δ) in terms of the model parameters ({x}) = ({α1, α2, θR, µ1, µ2}), i.e.
the phases α1 and α2, the angle parametrizing the rotation originating from RH neutrino
sector, and the parameters governing the contribution from YA and YB, µ1 and µ2. These
formulas are somewhat complicated and not particularly illustrative, but enable us to
easily run a numerical minimisation procedure on a χ2 function:
χ2 =
∑(Pi({x})− BFi
σi
)2
(67)
where Pi are the model predictions, BFi the current best-fit values, and the errors σi
correspond here to the average of the 1σ ranges for each observable. We use the best-
fit values and 1σ ranges from NuFit 4.0 [67, 68]. The minimisation runs over model
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BF
Para.
χ2 α1 α2 θR µ1 µ2
0.74 64.53◦ 20.38◦ 43.01◦ 0.00633 eV 0.0114 eV
Obs.
θ12 θ13 θ23 δ m2 m3 mee
34.33◦ 8.61◦ 49.6◦ 290◦ 0.00860 eV 0.0502 eV 0.00206 eV
B1
Para.
χ2 α1 α2 θR µ1 µ2
1.6 70.16◦ 16.62◦ 43.51◦ 0.00651 eV 0.0135 eV
Obs.
θ12 θ13 θ23 δ m2 m3 mee
34.33◦ 8.62◦ 48.6◦ 285◦ 0.00860 eV 0.0502 eV 0.00188 eV
B2
Para.
χ2 α1 α2 θR µ1 µ2
55 358.73◦ 338.89◦ 24.65◦ 0.00533 eV 0.0114 eV
Obs.
θ12 θ13 θ23 δ m2 m3 mee
34.34◦ 8.56◦ 41.5◦ 254◦ 0.00860 eV 0.0502 eV 0.00319 eV
Table 3: Model parameters (Para.) and respective observables (Obs.) for the best-fit point
(BF) and two other benchmark points (B1, B2).
parameters and the observables tested are the 3 PMNS mixing angles, the phase δ, and
the absolute masses obtained from the square roots of the squared mass differences (taking
into account that we have only 2 RH neutrinos and normal mass ordering, m1 = 0).
The obtained best-fit point (BF) corresponds to a χ2 = 0.74, with the model parameters
shown in Table 3, together with the respective predictions for the observables, includ-
ing mixing parameters, neutrino masses, and the effective neutrino mass parameter in
neutrino-less double beta decay mee = |µ1cˆ2R + µ2sˆ∗2R |. These observables (predicted by
the analytical formulas for the specific point in parameter space) completely match with
the values obtained by performing an entirely numerical diagonalisation for the same
point in parameter space. For the best-fit point the observables are all within the 1σ
range except δ = 290◦.
For comparison we present also two other benchmark points. In Benchmark 1 (B1), the
observables are all within the 1σ range except δ, which is slightly smaller (285◦) than in the
best fit point. Conversely, θ23 deviates slightly from its best-fit point. The total χ
2 = 1.6
is slightly worse. In Benchmark 2 (B2), δ = 254◦ is within the 1σ range. Conversely,
θ13 is slightly deviated from its best fit point and θ23 = 41.5
◦ is strongly deviated from
its best-fit point and is indeed outside the 1σ range. The total χ2 = 55 is much worse,
although we note that this value is somewhat spurious, given that the expression in
Eq. (67) is based on Gaussian distributions, which is not the case for θ23, which for B2
contributes 0.99 of the total χ2. We are taking the best-fit point for θ23 = 49.6
◦ from
NuFit 4.0 [67,68].
It is worth emphasizing that these predictions originate from the special directions YA
and YB obtained from the fixed points in the respective modular symmetries. The best-fit
point observables all lie within the 1σ range except δ, which nevertheless lies within its
3σ range and takes a value close to maximal (290◦).
19
5 Conclusion
In this paper we have considered, for the first time, leptonic flavour models based on
multiple moduli fields with an extended finite modular symmetry. We reviewed the case
of a single modular symmetry Γ with a single modulus field τ and N = 1 supersymmetry,
then extended the formalism to include a series of modular groups Γ
1
, Γ
2
, ..., Γ
M
, where
the modulus field for each modular symmetry Γ
J
is denoted as τJ , where J = 1, ...,M ,
resulting in the finite modular symmetry Γ1N1 × Γ2N2 × · · · × ΓMNM .
We then returned to the case of a single modular symmetry, focussing on the case of
modular S4 symmetry and its remnant symmetries, exploring relations of stabilisers of
modular transformations, residual symmetries and modular forms in the framework of
finite modular symmetry. In the case of modular S4 symmetry, several new stabilisers of
residual symmetries were identified, where each stabiliser preserves a Z2 or Z3 residual
symmetry. We discovered a strong correlation between the modular transformation and
the modular form at its stabiliser, namely that a modular form at a stabiliser of any
modular transformation is an eigenvector of the representation matrix of the modular
transformation. Based on this correlation, we were able to determine some new types of
modular forms without knowing exact expressions for those modular forms.
As an application of the preceding results, we constructed a flavour model of leptons
involving two right-handed neutrinos and three finite modular symmetries SA4 ×SB4 ×SC4 .
Here, SA4 and S
B
4 are modular symmetries for two right-handed neutrinos, respectively,
while SC4 is the modular symmetry in charged lepton sector. They are connected by
two bi-triplet scalars. After they gain VEVs, three S4’s are broken to a single S
D
4 , i.e.,
SA4 × SB4 × SC4 → SD4 . Independent fixed points in the extra dimensions associated
with SA4 and S
B
4 specify (flavon-less) special directions that preserve subgroups of the
respective symmetries, whereas a scalar transforming as a triplet of both SA4 and S
C
4 and
another scalar transforming one of both as a triplet of both SB4 and S
C
4 acquire vacuum
expectation values that break SA4 ×SB4 ×SC4 to its diagonal subgroup SD4 . We emphasise
that these scalars do not carry any information about flavour.
After the three S4’s are broken, we arrive at an effective low energy flavour mixing model
with a single S4 modular symmetry but three independent modular fields τA, τB and τC .
The independence of these modular fields allows us to assign different VEVs for them
which determine the flavour structure. We fix the VEV of τC at a stabiliser which satisfies
a modular ZC3 symmetry. A diagonal charged lepton mass matrix is obtained. VEVs of
τA and τB are fixed at other two stabilisers which preserve a different Z
A
3 symmetry
and a ZB2 symmetry respectively. The residual modular symmetries justify the special
directions that lead to TM1 mixing. This is similar to the traditional approach to model
building based on S4, but of course is achieved now without having to introduce flavons
with certain vacuum alignments.
Finally, we performed an analysis of the predictions of the model taking into account
the existence of RH neutrino mixing (in the model-building basis). When this is taken
into account, the 5 observables depend on 4 real model parameters, and we obtain an
excellent fit to experiment, with all 3 mixing angles and the squared mass ratio within
1σ of their experimental values and a near-maximal value for δ = 290 degrees. Having
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two right-handed neutrinos, the model predicts the absolute neutrino mass scale m1 = 0.
In conclusion, we have developed a general formalism for multiple modular symmetries,
analysed the residual symmetries of modular S4 symmetry, and proposed a realistic model
based on modular S34 symmetry, which yields the successful trimaximal TM1 lepton mix-
ing, without requiring any flavons.
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A Group theory of S4
S4 is the permutation group of 4 objects, see e.g. [69]. The Kronecker products between
different irreducible representations can be easily obtained:
1′ ⊗ 1′ = 1, 1′ ⊗ 2 = 2, 1′ ⊗ 3 = 3′, 1′ ⊗ 3′ = 3,
2⊗ 2 = 1⊕ 1′ ⊕ 2, 2⊗ 3 = 2⊗ 3′ = 3⊕ 3′,
3⊗ 3 = 3′ ⊗ 3′ = 1⊕ 2⊕ 3⊕ 3′, 3⊗ 3′ = 1′ ⊕ 2⊕ 3⊕ 3′ . (68)
ρ(T ) ρ(S) ρ(U)
1 1 1 1
1′ 1 1 −1
2
(
ω 0
0 ω2
) (
1 0
0 1
) (
0 1
1 0
)
3
 1 0 00 ω2 0
0 0 ω
 1
3
 −1 2 22 −1 2
2 2 −1
  1 0 00 0 1
0 1 0

3′
 1 0 00 ω2 0
0 0 ω
 1
3
 −1 2 22 −1 2
2 2 −1
 −
 1 0 00 0 1
0 1 0

Table 4: The representation matrices for the S4 generators T , S and U used in the main text,
where ω is the cube root of unity ω = e2pii/3.
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The generators of S4 in different irreducible representations are listed in Table 4, in the
basis we used in the main text. This basis is widely used in the literature since the
charged lepton mass matrix invariant under T is diagonal in this basis. The following
basis-dependent property is satisfied, ρT
3(′)(γ)P23 = P23ρ3(′)(γ
−1) for any γ of S4. The
products of two 3 dimensional irreducible representations a and b can be expressed as
(ab)1i = a1b1 + a2b3 + a3b2 ,
(ab)2 = (a2b2 + a1b3 + a3b1, a3b3 + a1b2 + a2b1)
T ,
(ab)3i = (2a1b1 − a2b3 − a3b2, 2a3b3 − a1b2 − a2b1, 2a2b2 − a3b1 − a1b3)T ,
(ab)3j = (a2b3 − a3b2, a1b2 − a2b1, a3b1 − a1b3)T , (69)
where
1i = 1 , 3i = 3 , 3j = 3
′ for a ∼ b ∼ 3 , 3′ ,
1i = 1
′ , 3i = 3′ , 3j = 3 for a ∼ 3 , b ∼ 3′ . (70)
The products of two doublets a = (a1, a2)
T and b = (b1, b2)
T are divided into
(ab)1 = a1b2 + a2b1 , (ab)1′ = a1b2 − a2b1 , (ab)2 = (a2b2, a1b1)T . (71)
ρ˜(T ) ρ˜(S) ρ˜(U)
1 1 1 1
1′ 1 1 −1
2
(
ω 0
0 ω2
) (
1 0
0 1
) (
0 1
1 0
)
3
 0 0 11 0 0
0 1 0
  1 0 00 −1 0
0 0 −1
  1 0 00 0 1
0 1 0

3′
 0 0 11 0 0
0 1 0
  1 0 00 −1 0
0 0 −1
 −
 1 0 00 0 1
0 1 0

Table 5: The representation matrices for the S4 generators T , S and U used for vacuum
alignments.
In Appendix B, we apply another basis to calculate the vacuum alignment. Both bases
are widely used and have no physical difference. However, we apply this basis because it
is simpler to carry out the respective calculations. Representation matrices for generators
in this basis are listed in Table 5. Representation matrix for any γ of S4 satisfies ρ˜
T
3(′)(γ) =
ρ˜3(′)(γ
−1). Basis transformation between the first and second basis are given by
ρ˜3(′)(γ) = Uωρ3(′)(γ)U
†
ω (72)
for any γ ∈ S4, where
Uω =
1√
3
1 1 11 ω2 ω
1 ω ω2
 . (73)
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Fields SA4 S
B
4 S
C
4 2kA 2kB 2kC
χAC 3 1 3 0 0 0
χBC 1 3 3 0 0 0
χA 3 1 1 0 0 0
χB 1 3 1 0 0 0
Table 6: Symmetry and field content according to sector (scalar and driving sectors), for fields
responsible for vacuum alignment.
Irreducible products of two triplet representations a˜ and b˜ are simply written as
(a˜b˜)1i =
∑
i=1,2,3
a˜ib˜i ,(
(a˜b˜)2
)
i
=
∑
j=1,2,3
ωi(j−1)a˜ib˜i for i = 1, 2 ,(
(a˜b˜)3i
)
i
=
∑
j,k=1,2,3
|ijk|a˜j b˜k for i = 1, 2, 3 ,(
(a˜b˜)3j
)
i
=
∑
j,k=1,2,3
ijka˜j b˜k for i = 1, 2, 3 , (74)
where 1i, 3i and 3j are given the same as in Eq. (70).
B Vacuum alignments
Vacuum alignments for the di-triplet scalars ΦAC and ΦBC can be realised following the
general way in most supersymmetric flavour models. We introduce four driving fields
χAC , χA and χBC , χB,
χAC ∼ (3,1,3) , χA ∼ (3,1,1) ,
χBC ∼ (1,3,3) , χB ∼ (1,3,1) (75)
of SA4 × SB4 × SC4 . The superpotential for vacuum alignment is given by
wd = ΦACΦACχAC + MAΦACχAC + ΦACΦACχA ,
+ ΦBCΦBCχBC + MBΦBCχBC + ΦBCΦBCχB , (76)
where MA and MB are mass-dimensional coefficients. Minimisation of the superpotential
gives rise to conditions for ΦAC and ΦBC VEVs. In order to give a better illustration, we
present the derivation of ΦAC in the second basis as (Φ˜AC)iα =
∑
j,β(Uω)ij(Uω)αβ (ΦAC)jβ.
With the help of the Clebsch-Gordan coefficients in Eq. (74), these conditions are explic-
itly written as∑
j,k=1,2,3;
∑
β,γ=1,2,3
|ijk||αβγ|(Φ˜AC)jβ(Φ˜AC)kc + MA(Φ˜AC)iα = 0 for i = 1, 2, 3, α = 1, 2, 3 ,∑
j,k=1,2,3;
∑
α=1,2,3
|ijk|(Φ˜AC)jα(Φ˜AC)kα = 0 for i = 1, 2, 3 . (77)
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The full solution for the above equation is not hard to obtained. There are 24 solutions
in total. It is convenient to write them as 3× 3 unitary matrices,
〈Φ˜AC〉 =

 1 0 00 1 0
0 0 1
 ,
 1 0 00 −1 0
0 0 −1
 ,
 −1 0 00 −1 0
0 0 1
 ,
 −1 0 00 1 0
0 0 −1
 ,
 1 0 00 0 −1
0 −1 0
 ,
 1 0 00 0 1
0 1 0
 ,
 0 0 −10 −1 0
1 0 0
 ,
 0 0 −10 1 0
−1 0 0
 ,
 0 0 −1−1 0 0
0 1 0
 ,
 0 0 −11 0 0
0 −1 0
 ,
 0 0 10 −1 0
−1 0 0
 ,
 0 0 10 1 0
1 0 0
 ,
 0 0 1−1 0 0
0 −1 0
 ,
 0 0 11 0 0
0 1 0
 ,
 0 −1 00 0 −1
1 0 0
 ,
 0 −1 00 0 1
−1 0 0
 ,
 0 −1 0−1 0 0
0 0 1
 ,
 0 −1 01 0 0
0 0 −1
 ,
 0 1 00 0 −1
−1 0 0
 ,
 0 1 00 0 1
1 0 0
 ,
 0 1 0−1 0 0
0 0 −1
 ,
 0 1 01 0 0
0 0 1
 ,
 −1 0 00 0 −1
0 1 0
 ,
 −1 0 00 0 1
0 −1 0
 vAC .
(78)
The matrices in Eq. (78) are identical to the 3-plet representation matrices of the 24
elements of S4 in basis in Table 5. Using the basis transformation, we obtain solutions
for 〈ΦAC〉iα =
∑
j,β(U
†
ω)ij(U
†
ω)αβ〈Φ˜AC〉jβ in the basis used in the main text, i.e., that in
Table 4. With the help of U †ω = UωP23, we can express these solutions as
〈ΦAC〉 = ρ3(γ)P23vAC (79)
with γ any element of S4.
In the main text, we achieved the breaking of modular symmetry SA4 ×SC4 to the flavour
symmetry SD4 by assuming the VEV 〈ΦAC〉iα = (P23)iαvAC (corresponding to the first
solution in Eq. (78), 〈Φ˜AC〉iα ∝ δiα). We comment in the following that this VEV is not
special and any VEV with the form ρ3(γ)P23vAC can lead to the breaking of two S4’s to
a single S4.
To see this feature more clearly, let us pick up the second solution in Eq. (78) as an
example. This solution is represented as a 3× 3 matrix to be 〈ΦAC〉 = ρ3(S)P23vAC , i.e.,
corresponding to the element S. The operator LΦACYAN
c
AHu, for instance, after ΦAC
gains the VEV ρ3(S)P23vAC , is effectively expressed as
L〈ΦAC〉YAN cAHu = (L1, L2, L3)P23ρ3(S)
(YA)1(YA)2
(YA)3
N cAHuvAC . (80)
For any element γD of S
D
4 , which leads to (L1, L2, L3) → (L1, L2, L3)ρT3 (γD), with the
help of basis-dependent property ρT3 (γD)P23 = P23ρ3(γ
−1
D ), one can always require the
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transformation properties for YA and N
c
A in the following,
YA → (cDτA + dD)6ρ3(S−1γDS)YA ,
N cA → (cDτA + dD)−6N cA , (81)
such that the effective operator L〈ΦAC〉YANAHu is invariant in SD4 . The transformation
property for YA is equivalent to the following transformation property for [ρ3(S)YA],
[ρ3(S)YA]→ (cDτA + dD)6ρ3(γD)[ρ3(S)YA] . (82)
Similarly, SB4 ×SC4 can be broken to SD4 by the VEV 〈ΦBC〉mα = (P23)mαvAC . Eventually,
we realise the breaking of three S4’s to a single S4.
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