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Résumé
Les calculs eﬀectifs sur les p-adiques ont de nos jours de nombreuses applications. L’une des plus
célèbre est leur usage pour divers algorithmes de comptage de points sur des courbes déﬁnies sur
des corps ﬁnis. Cependant, par essence, il n’est en général pas possible de manipuler numériquement
les nombres p-adiques autrement qu’à précision ﬁnie. En pratique, cela revient à travailler avec
des quantités de la forme a+O(pn) (et éventuellement dans Qdp, des quantités de cette forme sur
chaque coordonnée). La précision p-adique s’intéresse au suivi de la précision de ces approximations.
Nous proposons un nouveau modèle pour étudier et suivre la précision, qui consiste, plutôt qu’à
regarder des O(pn) sur chaque coordonnée, à considérer des Zp-réseaux dans Qdp. Nous avons alors
le résultat suivant : étant donnée une approximation x+H d’un élément x ∈ Qdp par un réseau H,
assez petit, la précision sur f(x+H) est essentiellement donnée par l’approximation de Taylor de f
au premier ordre : f(x+H) = f(x) + f ′(x) ·H. Ceci permet de ramener le suivi de la précision
de manière qualitative à un simple calcul de diﬀérentielle. De plus, en connaissant les normes des
dérivées d’ordre supérieur de f , nous pouvons préciser quantitativement quand le réseau H est
assez petit.
Aﬁn de rendre ce résultat eﬀectif, nous fournissons une méthode, dite méthode adaptative, pour
atteindre le comportement de la précision donnée par l’approximation au premier ordre. Nous
illustrons ces méthodes sur divers exemples tirés de l’algèbre linéaire ou des équations diﬀérentielles
p-adiques.
Une autre question naturelle autour de Qp, et des systèmes polynomiaux qui peuvent être déﬁnis
sur Qp, est celle de savoir quelles bases de Gröbner peuvent être calculées. Nous proposons une
réponse en trois temps.
Dans un premier temps, nous donnons une condition, Zariski ouverte, sur les systèmes polynomiaux
(non surdéterminés) pour qu’une base de Gröbner puisse être calculée, grâce à une adaptation de
l’algorithme F5-Matriciel. Ceci nous permet d’obtenir la diﬀérentiabilité du calcul d’une base de
Gröbner sur les ouverts correspondant et nous estimons son module de continuité. Cette condition
ouverte est dense pour grevlex modulo la conjecture de Moreno-Socias.
Dans un second temps, nous nous intéressons au changement d’ordre monomial. Grâce à l’algo-
rithme FGLM, légèrement adapté, il est possible de passer, pour des idéaux de dimension zéro, d’une
approximation d’une base de Gröbner pour un ordre monomial à une autre pour un second ordre
monomial. La perte de précision est donnée par les facteurs invariants de la matrice de changement
de base dans l’anneau de coordonnées correspondant.
Enﬁn, dans un troisième temps, nous ajoutons une approche tropicale aux réponses précédentes.
Il s’agit de travailler avec une déﬁnition de base de Gröbner tropicales issue de la géométrie tropicale
et prenant en compte la valuation. Nous montrons que de telles bases peuvent être calculées par
une version adaptée de l’algorithme F5-Matriciel. De plus, à précision ﬁnie, elles sont calculables
grâce à cet algorithme sur un ouvert plus gros et toujours dense des systèmes polynomiaux avec
degrés bornés et non surdéterminés. Pour des idéaux de dimension zéro, il est possible d’utiliser un
algorithme FGLM pour passer d’une base de Gröbner tropicale à une base de Gröbner classique.
Ceci permet, en dimension zéro, de donner une dernière réponse au problème du calcul de base
de Gröbner à précision ﬁnie : si F = (f1, . . . , fn) est une suite régulière de polynômes homogènes
de Qp[X1, . . . , Xn] connue à une précision suﬃsante, alors on peut calculer une base de Gröbner
tropicale de 〈F 〉, puis en déduire une base de Gröbner classique de 〈F 〉. Le caractère suﬃsant
est donné par des mineurs de matrices de Macaulay et des facteurs invariants de matrices de
changements de base. Ce résultat s’adapte naturellement au cas où F = (f1, . . . , fn) est telle que
ses composantes homogènes de plus haut degré (fh1 , . . . , f
h
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“This book was written using 100 %
recycled words.”
Terry Pratchett, Wyrd Sisters
"The truth will always find a way to
make itself known. The only thing we
can do is to fight with the knowledge
we hold and everything we have.
Erasing the paradoxes one by one. . .
It’s never easy. . . We claw and
scratch for every inch. But we will
always eventually reach that one
single truth. This I promise you."
Miles Edgeworth, Phoenix Wright :
Ace Attorney : Justice For All
Contexte
On déﬁnit classiquement le calcul formel comme le domaine des mathématiques qui s’intéresse aux
calculs et algorithmes sur des objets mathématiques à travers des représentations ﬁnies et exactes
de ceux-ci. Comme exemple de tels objets, nous pouvons citer les nombres entiers, qui peuvent être
représentés par leur écriture en base 2. Étant donnés deux tels nombres, le calcul formel s’intéresse
au calcul de leur somme, ou de leur produit, diﬀérence, ou encore division euclidienne du premier
par le deuxième, avec le résultat écrit selon la représentation choisie. 7 Autant que possible, on
souhaite pouvoir tester l’égalité de deux objets qui peuvent être donnés par des représentations
distinctes. Étant donné un algorithme portant sur de tels objets, en calcul formel, on s’intéresse
à montrer qu’il termine en temps ﬁni et qu’il renvoie bien la représentation de l’objet attendu.
On peut aussi s’intéresser à la complexité de l’algorithme, en particulier en estimant le nombre
d’opérations élémentaires eﬀectuées, ce qui permet d’évaluer le temps de calcul de cet algorithme.
Hélas, il est des objets mathématiques sur lesquels on pourrait souhaiter faire des calculs mais
qui ne peuvent admettre de représentations ﬁnies et exactes. Il n’est pas besoin de chercher très
loin pour trouver des exemples de tels objets : les nombres réels sont de ceux-là. Ceux-ci possèdent
tous une représentation unique en base b de la forme ±∑i≤l aibi avec les ai ∈ J0, b− 1K (et ai ne
stationne pas en b − 1). En conséquence, pour des raisons de non-dénombrabilité, presque tout
nombre réel est non calculable, au sens où il n’existe pas d’algorithme (ou de machine de Turing)
permettant de donner ses chiﬀres dans son écriture en base b. 8 Malgré cela, diverses stratégies sont
développées pour pouvoir tout de même faire des calculs sur les réels. La plus classique est l’usage
des nombres ﬂottants, qui constitue l’un des fondements de ce qu’on appelle le calcul scientiﬁque.
Pour une précision ﬁxée n, il s’agit de se restreindre à travailler avec des nombres de la forme
s ×m × be, où s ∈ {−1,+1} est le signe, b est la base d’écriture, e est un entier, et m un entier
naturel plus petit que bn. Ces nombres approchent tous les réels, et le nombre de chiﬀres de m
dans l’écriture précédente correspond à la précision de l’approximation eﬀectuée. Néanmoins, divers
7. Pour citer d’autres objets d’intérêt classiques du calcul formel, on pourrait parler, par exemple, des nombres
rationnels, des corps de nombres, des corps ﬁnis, mais aussi des polynômes, des fractions rationnelles (et de leurs
intégrales), des matrices . . . tous ces derniers étant pris sur un corps où l’on peut faire du calcul formel.
8. Cela ne dépend pas de b.
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phénomènes, lorsqu’on atteint les bornes ﬁxées sur la précision, ou dus aux arrondis font que les
calculs sur les ﬂottants sont à prendre avec précaution : le nombre ﬂottant pris comme résultat
de la somme de deux d’entre eux n’est pas forcément une approximation aussi bonne du réel qu’il
cherche à approcher que ne le sont les deux nombres ﬂottants pris comme termes. Par exemple,
1001× 23+(−1000× 23) donne 1× 23, nombre sur lequel on ne dispose plus que d’un seul chiﬀre de
précision. Ainsi, après une succession d’opérations élémentaires (somme, soustraction, multiplication,
division), il est possible d’obtenir comme résultat des nombres ﬂottants de la forme s × 1 × be
ou 0, autrement dit sans chiﬀre de précision. La diﬃculté lorsqu’on s’intéresse à des algorithmes
sur ce type d’objet est alors d’en évaluer la stabilité : si on donne en entrée de l’algorithme des
approximations des nombres réels, est-ce que la sortie de l’algorithme est bien une approximation
raisonnable de ce que l’algorithme donnerait de manière formelle ?
Une autre stratégie, plus sophistiquée, est celle de l’arithmétique d’intervalles. Elle consiste à
approcher un réel x par un couple de ﬂottants (xinf , xsup), avec x ∈ [xinf , xsup]. Les opérations
usuelles s’écrivent alors comme des opérations sur les couples de ﬂottants. Par exemple, l’addition
s’écrit (xinf , xsup) + (yinf , ysup) := (xinf +inf yinf , xsup +sup ysup) avec +inf l’addition de ﬂottants
avec arrondis par défauts, et +sup celle avec arrondis par excès. Cette stratégie permet un bien
meilleur contrôle de la qualité des approximations qui sont faites. Elle peut néanmoins se trouver
limitée lorsqu’il s’agit de travailler en dimension plus grande que 1. Elle aboutit aussi souvent à des
encadrements trop grossiers.
Depuis quelques décennies, un besoin pour des calculs sur un autre type d’objets ne pouvant
être représentés de manière ﬁnie et exacte est apparu. Il s’agit des nombres p-adiques (pour p
un nombre premier donné), et ce sont ceux-ci qui vont nous intéresser au cours de ce manuscrit.
Au premier abord, ils partagent beaucoup de similarités avec les nombres réels. Par exemple, le
corps des nombres p-adiques, Qp peut se déﬁnir de la même manière que celui des réels, R, comme
complétion du corps des rationnels Q (mais pour une métrique diﬀérente de la métrique usuelle sur




avec ai ∈ J0, p− 1K, et en conséquence, pour les même raisons de non-dénombrabilité, presque tout
nombre p-adique est non calculable. Cependant, pour ce qui est des calculs, plutôt que l’usage d’une
adaptation des ﬂottants, c’est l’équivalent de l’arithmétique d’intervalles qui est le plus souvent
utilisé. En eﬀet, ce sont des quantités de la forme xpk+O(pl) qui sont d’usage le plus fréquent, avec
x ∈ N et O(pl) = {y =∑i≥l aipi, ai ∈ J0, b− 1K}. Dans Qp, les O(pl) sont les boules centrées en
zéro, d’où la ressemblance avec l’arithmétique d’intervalle. Par ailleurs, par rapport à cette dernière,



















+ O(pl) sous la forme zpk
′′
+ O(pl). Néanmoins, la remarque importante que nous
pouvons faire est que cette somme est connue à la même précision O(pl), et ce, quelle que soit
le calcul de xpk + ypk
′
. Cette égalité nous permet de dire que les retenus vont du "bon côté" des
O(pl), et ainsi, ne font jamais perdre (en elle-même) de précision. D’autres objets mathématiques
intéressants admettent une représentation et un comportement tout à fait semblable, comme par
exemple les séries formelles de QJXK ou de FpJXK. Malgré ces propriétés très agréables dans la
gestion de la précision, celle-ci reste (en général) ﬁnie 9, et la plus grande diﬃculté en précision ﬁnie,
celle du test à zéro reste présente. 10
Cette thèse s’intéresse à l’étude et aux applications des calculs sur ces objets. En particulier, nous
nous intéressons au comportement de la précision lors de calculs non-élémentaires 11 ou au cours de
l’exécution d’algorithmes. Parmi ceux que nous étudierons ﬁgurent le calcul d’une décomposition
LU, d’une base de Gröbner, et bien d’autres. Pour cela, nous tâcherons autant que possible d’utiliser
9. Par exemple, on travaille en ne connaissant que les premiers chiﬀres du développement en base p.
10. Avec plus de détails, il s’agit du fait qu’il n’est pas possible de savoir si un O(pl) obtenu comme résultat d’un
calcul est une approximation de 0 ou d’un nombre qui lui est congru modulo pl. Bien sûr, augmenter la précision
du calcul ne permet pas de régler cette question si la quantité que l’on considère se trouve eﬀectivement être une
approximation de zéro.
11. Par opposition à ce que sont, par exemple, addition, multiplication, soustraction et division.
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du mieux possible les propriétés très particulières de la topologie, non-archimédienne, qui intervient
naturellement lorsque l’on travaille dans un contexte p-adique ou sur des séries formelles. 12
Un peu d’histoire
Nombres p-adiques
La première déﬁnition des nombres p-adiques a maintenant plus d’un siècle, remontant à l’article
fondateur de Hensel Über eine neue Begründung der Theorie der algebraischen Zahlen
[Hen97]. 13 Les motivations de celui-ci étaient déjà de nature algorithmique puisqu’après une
déﬁnition des nombres p-adiques était déjà introduit le fameux lemme de Hensel 14 pour résoudre
des systèmes polynomiaux. Le but était d’obtenir des racines entières à partir de racines modulo p
en passant par les nombres p-adiques. Ainsi, les liens très forts des nombres p-adiques avec à la
fois l’arithmétique, en étant très proche de Z et de Z/pZ, et du calcul numérique transparaissent
dès leur première apparition, avec l’objectif clair de combiner ces deux aspects en appliquant des
méthodes numériques pour obtenir des résultats sur les entiers.
Depuis, leur étude s’est développée dans de très nombreuses directions. Un des premiers résultats
marquant est le théorème de Hasse-Minkowski qui prouve que les formes quadratiques sur les
rationnels vériﬁent un principe local-global, le principe de Hasse : elles admettent un zéro non-trivial
sur Q si et seulement si elles en admettent un dans toutes les complétions de Q, i.e. dans R et dans
tous les Qp (p premier).
Dans une autre direction, l’analyse p-adique s’est attachée, avec les travaux de Robba, Amice,
Christol et bien d’autres, à partir des années 1970 à l’étude d’objets de nature analytique sur les p-
adiques, comme l’étude de fonctions, distributions, équations diﬀérentielles,. . . Un des aboutissements
de ces méthodes est la preuve de la rationalité des fonctions ζ des variétés déﬁnies sur des corps
ﬁnis par Dwork [Dwo60].
Dans le même temps, les nombres p-adiques sont devenus cruciaux dans le développement de
la géométrie arithmétique, où l’on applique des méthodes issues de la géométrie algébrique à des
problèmes de nature arithmétique. L’un des achèvements les plus marquants de ce domaine (et peut-
être l’un des plus marquant du vingtième siècle) est la preuve par Deligne des conjectures de Weil,
grâce à la construction de bonnes théories cohomologiques à coeﬃcients dans Ql, dans [Del74] [Del80],
qui étendent le résultat de Dwork précédemment cité. Nous pouvons aussi cite la démonstration du
théorème de Fermat-Wiles (anciennement grand théorème de Fermat), dont la preuve utilise de
manière cruciale l’étude de certaines représentations galoisiennes p-adiques (voir l’article de Taylor
et Wiles [TW95]).
Depuis, les nombres p-adiques ont atteint nombres d’autres domaines des mathématiques, comme
la théorie des systèmes dynamiques, la théorie de Lie, ou la cryptographie, et il serait sans doute
trop long d’en dresser une liste exhaustive. 15 Parmi ceux-ci, les applications qui vont nous intéresser
sont celles qui concernent le calcul et l’algorithmique.
Algorithmique et p-adiques
Dès le commencement de l’avènement de l’algorithmique, le potentiel du calcul sur les p-adiques
apparaissait. En eﬀet, ses applications peuvent s’établir naturellement selon deux voies distinctes :
— une première voie est l’usage des nombres p-adiques pour étendre certains calculs eﬀectués
sur Z/pZ ou Q à Qp, et ainsi, de proﬁter des bonnes propriétés de Qp (caractéristique nulle,
complétude, ultramétricité) avant de revenir à Z/pZ ou Q ;
— une seconde voie vient elle de l’existence d’algorithmes qui sont p-adiques par nature. Autrement
dit, leur conception est nécessairement sur Qp, et n’aurait pas de sens sur Z/pZ ou Q.
12. En particulier, en dimension supérieure à 1, il y a d’autres objets intéressants pour représenter la précision que
les boules O(pl).
13. Certaines idées sur l’étude d’anneaux de valuations discrète étaient cependant déjà présentes un peu plus tôt
chez Kummer.
14. Ce dernier est une variante de la méthode de Newton.
15. Et ceci, sans même parler des possibles applications en physique.
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Nous présentons ici quelques exemples d’algorithmes utilisant les p-adiques de manière décisive
et appartenant à l’une ou l’autre de ces deux catégories. Une remarque importante cependant est
que pour chacun de ces algorithmes, qu’il soit ou non purement p-adique, le contrôle et le suivi
de la précision y est vital, autant pour ce qui est de la correction (quelle précision en entrée est
suﬃsante pour que le calcul soit correct) que de la complexité (quelle est la plus petite précision à
laquelle travailler tout en restant correct) puisque plus la précision est élevée, plus les opérations
sont coûteuses.
Passage par les p-adiques
p-adiques et arithmétique élémentaire Dès le début du développement de l’algorithmique eﬀective,
accompagnant l’essor du calcul numérique, l’apport possible des nombres p-adiques dans les
algorithmes sur les entiers et les corps ﬁnis est apparu clair. Déjà dans Knuth [Knu69], l’idée
d’eﬀectuer des opérations arithmétiques sur Qp à précision ﬁnie, puis de revenir dans Q par un
algorithme de reconstruction rationnelle était proposée. L’intérêt étant d’éviter en même temps
l’explosion des coeﬃcients que l’on pourrait subir en travaillant dans Q et les pertes de précision
trop importantes qui pourraient apparaître en travaillant dans R (avec des nombres ﬂottants).
Ces idées ont été raﬃnées par la suite et appliquées en algèbre linéaire, notamment pour la
résolution de systèmes linéaires, par Krishnamurthy, Rao et Subramanian dans [KMRS75] et [Kri75]
en 1975. Il y est en particulier discuté du choix p = 2 pour l’arithmétique. Par la suite, Dixon a
proposé en 1982 dans [Dix82] une méthode de résolution des systèmes linéaires à coeﬃcients entiers
qui passe par Z/pZ puis Zp et, enﬁn, par un algorithme de reconstruction rationnel. Cette méthode
est aujourd’hui encore considérée comme l’une des plus eﬃcaces pour résoudre ce problème.
Quelques années plus tard, Limongelli (et divers co-auteurs) ont proposé d’améliorer ces techniques
en parallélisant les calculs : envoyer les rationnels considérés dans plusieurs Qp pour diﬀérents p, de
manière parallèle, puis appliquer le théorème des restes chinois et un algorithme de reconstruction
rationnel pour revenir dans Q. Ceci permet de limiter la taille des calculs à eﬀectuer dans chacun
des Qpi puisqu’il suﬃt essentiellement que le produit des précisions p
ni
i sur chaque composante soit
assez grand. Un autre avantage de cette technique est de proﬁter d’une parallélisation très facile
puisqu’il n’y a aucune communication nécessaire entre les calculs dans les Qpi distincts : seuls les
résultats ﬁnaux sont à mettre en commun. Citons [Lim93] et [LP94] comme articles présentant
cette approche. Une variante modernisée a été proposée dans [LL14] en 2014.
p-adiques et polynômes Au-delà de l’étude des opérations élémentaires et de l’algèbre linéaire,
l’intérêt d’utiliser des méthodes comme le lemme de Hensel pour des calculs dans Q[X] comme la
recherche de racine et la factorisation est apparu clair dès 1969 avec l’algorithme de Berlekamp-
Zassenhaus (voir [Zas69]). Pour obtenir une factorisation d’un polynôme f ∈ Q[X], on débute à
partir d’une factorisation modulo p. Ensuite, on la remonte modulo pn (i.e. dans Zp à précision n)
pour un n assez grand, puis quitte à recombiner les facteurs obtenus, on en déduit une factorisation
sur Q. La dernière étape n’était pas la plus aisée, et a été simpliﬁée par Van Hoeij dans [VH02] en
2002.
p-adiques et équations diﬀérentielles Une des applications principales des nombres p-adiques en
algorithmique est qu’ils permettent, du fait que leur caractéristique est nulle, d’étendre naturellement
des opérations qui ne seraient pas possibles sur Z/pZ. Par exemple, dans Z/pZJXK, si la dérivation
est possible, intégrer Xp−1 ne l’est pas. Ceci peut être gênant lorsque l’objet sur Z/pZ qui nous
intéresse est caractérisé par une équation diﬀérentielle. La résoudre numériquement sur Z/pZ ne
parait pas toujours raisonnable, alors que passer par Zp et Qp (où l’on peut intégrer sans souci)
pour revenir en ﬁn de calcul à Z/pZ est souvent plus pratique.
C’est en particulier la voie choisie dans [BGVPS05] où, pour calculer des produits et sommes
composées de polynômes, on passe par les sommes de Newton et l’on résout une équation diﬀérentielle
de la forme y′ = g(X)y dans ZpJXK avant de projeter la solution obtenue numériquement dans
Z/pZJXK.
De manière similaire, pour calculer des isogénies normalisées entre courbes elliptiques, Lercier et
Sirvent sont amenés à résoudre dans ZpJXK une équation diﬀérentielle de la forme y′2 = g(X)h(y)
avant de projeter la solution obtenue numériquement dans Z/pZJXK.
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Algorithmes p-adiques par nature
p-adiques et comptage de points Compter le nombre de points qu’une variété a sur un corps
ﬁni est l’un des problèmes importants de la géométrie arithmétique. À la suite des techniques
développées dans la preuve des conjectures de Weil par Deligne qui lient ce nombre de points à
l’action du Frobenius sur de bons espaces de cohomologie et à un polynôme caractéristique associé,
de nombreuses méthodes sont apparues pour compter des points. Parmi celles-ci les plus importantes
sont celles de Kedlaya [Ked01] et de Lauder [Lau04]. Elles ont pour point commun de devoir à
chaque fois eﬀectuer leurs calculs sur des espaces de cohomologie à coeﬃcients p-adiques.
Deux dernières applications Nous n’avons pas nécessairement souhaité être exhaustif dans l’énu-
mération des applications algorithmiques des nombres p-adiques. Cependant, nous pouvons ajouter
deux derniers exemples aux algorithmes qui sont p-adiques par nature.
En théorie des codes correcteurs, des codes fondés sur l’usage des p-adiques, particulièrement Z2
ont été développés. Nous pouvons citer [CS95] comme article fondateur dans cette direction.
En cryptographie, nous citons une dernière application avec l’usage de relevés en 2-adique pour
obtenir des courbes de genre 2 dans [GHW+06].
Théorie des bases de Gröbner
Apparues pour la première fois de manière eﬀective dans les travaux de Buchberger (voir [Buc65]),
les bases de Gröbner se sont depuis développées jusqu’à pouvoir apporter une réponse à la plupart
des questions eﬀectives sur des idéaux dans des anneaux de polynômes. En particulier, calculer
une base de Gröbner pour l’ordre lexicographique de l’idéal déﬁni par un système d’équations
polynomial permet de ramener la résolution de ce système à celle d’un système (souvent réduit à
une seule équation) en une seule variable.
En conséquence, le problème, du calcul eﬀectif d’une base de Gröbner de l’idéal engendré par une
famille ﬁnie de polynômes se pose naturellement. Dans le cas général, il s’agit d’un problème diﬃcile
du point de vue de la complexité, avec des travaux, à la suite de [MM82], montrant notamment une
complexité doublement exponentielle en le nombre de variables.
Heureusement, dans des cas génériques, comme celui d’un système donné par une suite régulière,
ou de dimension zéro, divers algorithmes comme les algorithmes F5 et F5-Matriciel de Faugère
(voir [Fau02] ou [EF14]) ou encore l’algorithme FGLM (de Faugère, Gianni, Lazard et Mora,
voir [FGLM93]) permettent d’obtenir une complexité polynomiale en les degrés des entrées. Ces
derniers ont permis de rendre le calcul de bases de Gröbner accessibles pour des applications très
variées comme la cryptologie, la théorie des codes, la théorie des jeux, les statistiques et bien
d’autres.
Cependant, tous les algorithmes que nous venons de citer pour le calcul de bases de Gröbner sont
par essence pensés pour le calcul formel (e.g. pour des systèmes déﬁnis sur Q ou sur des corps ﬁnis).
Leur comportement sur des corps sur lesquels on ne peut travailler qu’à précision ﬁnie (réels ou
p-adiques) n’est pas évident à prévoir. Ceci n’a pas empêché la conception de plusieurs algorithmes
où l’on calcule des bases de Gröbner suivant la première voie d’applications des p-adiques : les calculs
sont eﬀectués sur Qp avant de revenir à Q. Nous pouvons citer dans cette voie [Win88], [Arn03]
et [RY06]. Remarquons cependant qu’aucun de ces travaux ne s’intéresse au calcul des bases de
Gröbner p-adiques pour elles-mêmes.
Géométrie tropicale
De naissance plus récente que les précédents, le dernier domaine qui nous intéresse dans cette thèse
est celui de la géométrie tropicale. Il s’intéresse aux problèmes géométriques déﬁnis à partir du semi-
corps tropical (R∪{−∞},min,+). 16 Il est possible de déﬁnir des polynômes sur (R∪{−∞},min,+)
et ainsi, avec une déﬁnition adaptée, des variétés. Celles-ci ont un lien très fort avec les variétés sur
des corps valués (dont font partie Qp ou Qp). En eﬀet, lorsque V est une variété incluse dans K× n
avec K un corps muni d’une valuation val, alors (modulo quelques hypothèses), val(V ) est une
variété tropicale. On peut imaginer les variétés tropicales comme un pendant plus combinatoire
16. L’adjectif tropical dans le nom vient de la nationalité, brésilienne, d’Imre Simon, fondateur du domaine.
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aux variétés classiques. Il se trouve eﬀectivement que, par exemple, les courbes tropicales dans
R2 sont une union ﬁnie de segments et de demi-droites. Le problème de calculer eﬀectivement
une représentation de ces variétés tropicales vient alors naturellement. Plusieurs méthodes ont été
développées. Dans [BJS+07] , [Jen] et [Cha13], les auteurs développent des méthodes fondées sur
des calculs de bases de Gröbner et d’éventails de Gröbner, tandis que dans [JLY14], il s’agit de
méthodes plus numériques, fondées sur la continuation de l’homotopie.
La géométrie tropicale a eu des applications diverses et variées depuis son apparition, notamment
en optimisation, en géométrie algébrique énumérative ainsi qu’en géométrie non-archimédienne
(voir [MS15] et [Man06]). Récemment une nouvelle motivation pour l’étude de la géométrie tropicale
est apparue. En eﬀet, une des voies suivies en théorie du corps à un élément est tropicale, avec
notamment la remarque que ({−∞, 0},min,+) est le seul semi-corps ﬁni qui ne soit pas un corps
(voir par exemple [CC15], [Con15]).
Contributions
Deux axes structurent les travaux que nous présentons dans cette thèse. Le premier a trait au
suivi de la précision dans un contexte p-adique, d’une manière théorique comme pratique. Le second
lui concerne le calcul de bases de Gröbner dans un contexte p-adique, et étudie la question suivante :
quels calculs de bases de Gröbner sont possibles sur Qp ?
Précision p-adique
Présentation de la problématique
La gestion de la précision est un problème central dans toutes les méthodes et algorithmes utilisant
des p-adiques, que ces derniers soient utilisés pour étendre des calculs sur Q ou Z/pZ ou soient
p-adiques par essence. Ceci est inhérent à la nature nécessairement non ﬁniment représentable des
éléments de Qp. Jusqu’à présent, lorsqu’on souhaitait suivre la précision lors d’un calcul ou au cours
d’un algorithme, la méthode principale était d’utiliser des formules du type de
(a+O(pn)) + (b+O(pm)) = (a+ b) +O(pmin(n,m)).
Si celles-ci sont optimales lorsqu’on les applique pour une seule opération élémentaire, en appliquer
plusieurs consécutivement conduit en général à des estimation de pertes de précision plus grandes
que de raison. Elles peuvent parfois être compensées lorsque l’on dispose d’invariants de l’algorithme,
comme par exemple le fait que tous les nombres considérés sont des entiers ou que les vecteurs
en sortie sont dans un certain sous-module dont on aurait une présentation à précision inﬁnie.
Hélas, tous les algorithmes ne possèdent pas nécessairement de tels invariants. De plus, suivre un
algorithme en appliquant de telles formules produit une estimation sur la précision du résultat
en sortie qui dépend directement de l’algorithme suivi. Ainsi, lorsqu’un objet peut être calculé de
diﬀérentes manière, cette méthode ne donne pas de réponse déﬁnitive sur ce qui serait optimal du
point de vue de la perte de précision.
Une première réponse théorique
Avec Xavier Caruso et David Roe, nous fournissons un résultat donnant de manière claire le
comportement qualitatif de la précision dans un contexte où le calcul que l’on fait est celui d’un
objet qui dépend de manière suﬃsamment régulière des entrées.
Pour cela, nous déﬁnissons la notion de réseau de précision. Il s’agit dans un contexte p-adique 17,
en particulier en dimension plus grande que 1, de remplacer un suivi coordonnée par coordonnée
par un suivi global avec des réseaux.
Par exemple, dans Qdp, nous considérons tous les Zp-réseaux de Q
d
p et non seulement les données
de précision de la forme (O(pn1), . . . , O(pnd)), qui constituent les réseaux diagonaux. 18 L’avantage
décisif de ce choix est que l’ensemble des Zp-réseaux de Qdp est stable par action de Mn(Qp). En réel,
17. Le contexte d’un espace de Banach ultramétrique fonctionnerait aussi.
18. Remarquons en particulier que les boules centrées en zéro sont bien sûr des réseaux.
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plutôt que des réseaux, cela correspondrait à regarder des ellipsoïdes au lieu de prendre seulement
des boules. Cependant, le résultat suivant montre que le comportement des réseaux de Qdp sous
l’action d’applications diﬀérentiables les rend bien plus pratiques que les ellipsoïdes. En voici un
énoncé :
Théorème A (Lemme 2.2.4). Soit n,m ∈ N∗ et f : U → Qmp une application déﬁnie sur un ouvert
U de Qnp . Supposons que f est diﬀérentiable
19 en un point v0 ∈ U et que la diﬀérentielle f ′(v0) est
surjective.
Alors, pour tout ρ ∈]0, 1], il existe un réel positif δ tel que, pour tout r ∈]0, δ[, pour tout réseau H
compris entre les boules BQnp (0, ρr) et BQnp (0, r), nous avons :
f(v0 +H) = f(v0) + f ′(v0) ·H.
Ainsi, le comportement de la précision au voisinage de v0 est entièrement dicté par f ′(v0). En
particulier, si H est un réseau vériﬁant les conditions de l’hypothèse, alors f ′(v0) ·H est aussi un
réseau (qui reste ouvert).
Ceci permet de donner une réponse claire au comportement de la précision pour le calcul d’objets
déﬁnis par une fonction diﬀérentiable (dont sont les fonctions polynomiales).
Par exemple, en calculant la dérivée de la fonction qui à M associe sa décomposition LU , nous
pouvons donner explicitement le comportement de la précision sur la décomposition LU d’une
matrice M étant donnée une précision initiale sur M . Ceci donne un résultat qui est indépendant
de l’algorithme que l’on utiliserait pour calculer cette décomposition LU .
Le résultat précédent ne donne que le comportement de la précision de manière asymptotique
et qualitative : il ne donne pas de borne explicite à partir de laquelle un réseau H est assez
petit pour vériﬁer f(v0 + H) = f(v0) + f ′(v0) · H. Cependant, ce problème peut être résolu de
manière eﬀective lorsque la fonction f qui nous intéresse est analytique en v0. En eﬀet, si f s’écrit
f(v0 + h) =
∑
n≥0 fn(h), avec fn polynôme homogène de degré n, au voisinage de v0, nous avons
alors le résultat suivant :
Théorème B (Corollaire 2.3.12). Soit f : Qnp → Qmp s’écrivant f(v0+h) =
∑
n≥0 fn(h) au voisinage
de v0 comme précédemment. Nous supposons donné un C ∈ R>0 tel que BQmp (0, 1) ⊂ f1(BQnp (C)).
Notons NP ((fn)n≥2) le polygone de Newton déﬁni par les points (n,− log ‖fn‖), pour n ≥ 2 et soit
NP ((fn)n≥2)∗ sa transformée de Legendre. Soit ν tel que :
NP ((fn)n≥2)∗(ν) < ν − log(C).
Alors la conclusion du Théorème A est satisfaite pour δ = eν .
Ainsi, il est possible de savoir précisément quand est-ce que nous sommes dans la situation
où f(v0 + H) = f(v0) + f ′(v0) · H : il suﬃt pour cela de calculer les normes des fn dans le
développement en série de f en v0. 20 Nous appliquons ces résultats à divers exemple comme le
calcul de la décomposition LU ou le calcul des termes de la suite récurrente SOMOS-4, suite
récurrente apparaissant dans le calcul de la suite (P + nQ)n∈N où P et Q sont des points sur une
certaine courbe elliptique.
Par ailleurs, les résultats précédents se généralisent très naturellement au cas de variétés sur Qp.
Ceci peut être agréable lorsqu’on travaille sur des variétés projectives ou algébriques telles que des
courbes elliptiques.
Nous appliquons les méthodes précédentes sur divers exemples en algèbre linéaire ainsi que sur les
polynômes univariés. Nous fournissons quelques applications numériques montrant que l’utilisation
des réseaux permet un bien meilleur contrôle de la précision que les méthodes directes. Par exemple,
pour un produit de mille matrices carrées 2× 2 aléatoires à coeﬃcient dans Zp, la perte de précision
constatée par des méthodes directes est en moyenne d’environ 160 chiﬀres signiﬁcatifs, contre
seulement 8 en utilisant un suivi de précision par les réseaux.
19. Voir la Déﬁnition 2.2.1 pour ce que nous appelons précisément être diﬀérentiable.
20. En fait, une majoration peut suﬃre.
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Une seconde réponse pratique
Les résultats précédents permettent, lorsqu’on s’intéresse à un calcul ou au résultat d’un algorithme,
de savoir numériquement et précisément quelle est la précision déﬁnie sur la sortie par la précision
sur les entrées. Cependant, ils ne donnent pas de manière d’atteindre dans les faits cette précision
théorique sur la sortie. Souvent, en eﬀet, des gains de précision ne sont pas constatés lorsque le
calcul est implémenté en machine et eﬀectué à précision ﬁnie. Dans ce cas, la précision obtenue
directement en pratique est nettement moins bonne que celle que les résultats précédents donnent.
Ceci est particulièrement visible sur l’exemple du calcul des termes de la suite récurrente SOMOS-
4. Il est facile, vu les résultats connus sur cette suite, de montrer que la connaissance de ses termes
initiaux à précision O(pn) déﬁnit tous ses termes à la même précision. Pourtant, une implémentation
naïve en machine ne le fait pas apparaitre, perdant rapidement tous les chiﬀres de précision.
Nous proposons une méthode, dite adaptative, pour atteindre le comportement de la précision
prédit par le Théorème A. Celle-ci repose sur l’idée suivante : si le calcul en machine perd des
chiﬀres de précision de manière indue (à cause de gains ou de simpliﬁcations que ce calcul ne peut
faire apparaitre), il suﬃt d’ajouter avant chaque opération suﬃsamment de chiﬀres de précision,
arbitraires, pour absorber la perte de précision indue donnée par cette opération. Ces chiﬀres de
précision arbitraire servent, en quelque sorte, de tampon pour absorber la perte de précision indue.
Grâce au fait que nous nous plaçons dans un contexte ultramétrique, ces chiﬀres de précisions
arbitraires (sans lien avec les donnés initiales dont sont données des approximations, et qui seront
lorsque possible pris tous nuls) ne modiﬁent pas le résultat ﬁnal une fois réduit à la précision donnée
par le Théorème A.
Pour donner une première idée, nous donnée l’exemple suivant : lors du calcul du déterminant
d’une matrice de Mn(Zp) dont tous les coeﬃcients sont donnés à la même précision O(pl), on sait
par l’expression explicite du déterminant en fonction des coeﬃcients que celui-là est dans Zp et est
connu au moins à cette même précision O(pl). Cependant, appliquer un calcul par la méthode de
Gauss entraine une perte de précision due aux divisions par les pivots. Une manière d’appliquer
une méthode adaptative 21 serait d’augmenter arbitrairement la précision de O(pl) à O(pl+m) où
m est une majoration de la valuation du déterminant de la matrice considérée (ce qui peut se lire
directement sur les coeﬃcients dans ce contexte ultramétrique).
L’utilisation combinée de l’étude théorique diﬀérentielle et d’une telle méthode adaptative permet
d’obtenir la précision théorique optimale donnée par le Théorème A. C’est par exemple le cas pour
le calcul des termes de la suite SOMOS-4.
Un exemple complet
Enﬁn, nous appliquons et illustrons les résultats et méthodes précédents sur plusieurs exemples
complets. Nous avons déjà évoqué la suite récurrente SOMOS-4.
Notre autre exemple majeur est celui de la résolution d’équations diﬀérentielles de la forme
y′ = f(x)h(y). Il s’agit d’un travail en commun avec Pierre Lairez. Soit f, h ∈ ZpJtK. Nous nous
intéressons à l’équation diﬀérentielle suivante :{
y′ = g · h(y),
y(0) = 0.
(A)
Supposons que g et h sont telles que l’équation précédente ait une solution dans ZpJtK. En
appliquant les Théorèmes A, B et une méthode adaptative, nous obtenons le résulat suivant :
Théorème C (Théorème 5.1.2). Soit m et n deux entiers positifs, tels que m ≥ 2 logp(n+1)+ 2p−1 .
Notons E la fonction partie entière sur Z. Alors, étant donnés des approximations modulo (pm, tn)
de g et h, on peut calculer une approximation modulo (pm−E(logp(n)), tn+1) de la solution y de (A).
De plus nous donnons une estimation précise de la complexité nécessaire à ce calcul.
Ce résultat donne une nouvelle interprétation de l’estimation de perte de précision dans le cas
particulier où (A) est une équation diﬀérentielle linéaire, qui est traité dans [BGVPS05] et [GvdHL15].
Il améliore aussi les résultats connus sur le cas de l’équation diﬀérentielle y′2 = g · h(y), pour p 6= 2,
qui est traité dans [LS08].




Présentation de la problématique
À la question de savoir quelles bases de Gröbner peuvent être calculées à précision ﬁnie dans A =
Qp[X1, . . . , Xn], il est possible de donner une première réponse très directe : pour F = (f1, . . . , fs)
des polynômes de A connus à une précision O(pN ), très supérieure aux valuations des coeﬃcients
non nuls qui apparaissent lors du calcul d’une base de Gröbner de 〈F 〉 par un algorithme donné,
et que l’on néglige tous les termes de la forme O(pk)Xα qui apparaitraient dans le calcul, alors
l’exécution de l’algorithme choisi serait la même qu’à précision inﬁnie, et l’on obtiendrait bien une
approximation d’une base de Gröbner de 〈F 〉.
Néanmoins, ceci n’est pas satisfaisant pour plusieurs raisons. Tout d’abord, ce raisonnement ne
donne aucun contrôle sur la précision nécessaire pour que le calcul se passe eﬀectivement comme
à précision inﬁnie. Celle-ci dépend des polynômes rencontrés au cours de l’algorithme, et il n’est
pas évident d’estimer leurs coeﬃcients a priori. Plus grave, en suivant une telle méthode où l’on
néglige les O(pk)Xα, même si la précision en entrée est très grande devant celle qui serait nécessaire
pour assurer que le calcul se passe bien comme en précision inﬁnie, il n’est pas directement possible
d’assurer que le calcul s’est eﬀectivement eﬀectué de cette manière. En eﬀet, lorsque la précision
est ﬁnie, il n’est pas possible de déterminer si, en supposant que Xα > Xβ pour l’ordre monomial
considéré,
((1 +O(pn))Xα + (2 +O(pn))Xβ)− ((1 +O(pn))Xα) = O(pn)Xα + (2 +O(pn))Xβ
a pour monôme de tête Xα ou Xβ . À précision ﬁnie, il n’est pas possible de décider si la précision
est insuﬃsante pour montrer si O(pn)Xα est bien nul, dû à une compensation entre coeﬃcients,
auquel cas le terme de tête est (2 + O(pn))Xβ ou si la précision manque pour montrer que son
coeﬃcient est non nul, et le terme de tête devrait être O(pn)Xα. Il s’agit du bien connu problème
en calcul numérique du test à zéro.
Hélas, de telles compensations 22 sont monnaie courante lors de calcul de bases de Gröbner. Il
suﬃt de considérer l’algorithme de division par une famille de polynôme (g1, . . . , gt) : si le reste est
nul à précision inﬁnie, lors d’un calcul à précision ﬁnie, on n’obtiendra en général que des O(pk)Xα
avec Xα non divisible par un LM(gi).
En conclusion, est-on alors condamné à ne pouvoir qu’espérer que la précision sur nos calculs est
suﬃsante pour distinguer les zéros qui apparaitraient à précision inﬁnie des coeﬃcients non nuls ?
Est-on ainsi condamné à ne pas pouvoir certiﬁer quels sont les monômes de tête ? Nous allons voir
que dans des cas particuliers, qui peuvent être génériques ou conjecturalement génériques, il est
possible de fournir une réponse satisfaisante.
Approche directe
Aﬁn de répondre à la problématique précédente, nous nous intéressons à l’application (f1, . . . , fs) 7→
(g1, . . . , gt) qui à une famille de s polynômes de Qp[X1, . . . , Xn] associe la base de Gröbner ré-
duite de 〈f1, . . . , fs〉, pour un ordre monomial donné ω, et étudions leur lieu de continuité et de
diﬀérentiabilité.
Notons Ad l’espace vectoriel des polynômes homogènes de degré d dans Qp[X1, . . . , Xn]. Nous
déﬁnissons un ouvert de Zariski U ⊂ Ad1 × · · · ×Ads formé des s-uplets qui sont une suite régulière
et qui vériﬁent une hypothèse supplémentaire de généricité par rapport à ω 23 Cette ouvert est
dense lorsque ω est l’ordre grevlex si la conjecture de Moreno-Socias est vériﬁée. En étudiant
une adaptation de l’algorithme F5-Matriciel de Faugère (voir [Fau02], [BFS14]), nous montrons le
résultat suivant :
Théorème D (Proposition 7.3.1). Soit a ∈ U . Il existe un voisinage ouvert Va de a, 24, et d et
r tels que l’application qui à v ∈ Va associe la base de Gröbner réduite de 〈v〉 pour ω s’écrive
Ψ : Va → Ar≤d et soit diﬀérentiable. De plus, son module de continuité est contrôlé par les mineurs
des matrices de Macaulay déﬁnies par a.
22. En anglais, on utiliserait certainement cancellation.
23. Pour être précis, il s’agit que les idéaux 〈f1, . . . , fi〉 sont faiblement-ω.






Il est ainsi possible de calculer une base de Gröbner approchée de a+O(pN ) dès que N est assez
grand pour que B(0, 1
pN
) ⊂ Va par une adaptation de l’algorithme F5-Matriciel. Sur un tel Va, il
nous est aussi possible de calculer explicitement Ψ′ :
Théorème E (Théorème 7.3.2). Soit M ∈ Qp[X1, . . . , Xn]s×r tel que Ψ(a) = a×M. Alors, pour
tout δf ∈ Ad1 × . . . Ads , nous avons :
Ψ′(a) · δf = δf ×M mod Ψ(f). 25
Enﬁn, les résultats précédents s’étendent naturellement au cas aﬃne : si l’ordre ≤ considéré
raﬃne le degré, et si (f1, . . . , fs) sont tels que leurs composantes homogènes de plus haut degré
(fh1 , . . . , f
h
s ) sont dans l’ouvert U ⊂ Ad1 × · · · ×Ads , alors LM(
〈




) = LM(〈(f1, . . . , fs〉)
et ainsi, il est possible de calculer une base de Gröbner approchée de (f1, . . . , fs) en appliquant ce




La déﬁnition de l’ouvert précédent requiert des conditions diﬃciles à contrôler. Elles ne sont au
mieux que conjecturalement générique pour l’ordre grevlex, et parfois vides pour certains ordres
monomiaux (dont l’ordre lexicographique). Dans ce cas, l’étude précédente montre qu’un calcul
direct par l’algorithme F5-Matriciel n’est pas stable au sens où il n’y est pas possible de discerner
les termes de têtes (pour un tel ordre) à précision ﬁnie. Cependant, si (f1, . . . , fs) est tel que’il est
possible d’en calculer une base de Gröbner par un algorithme F5-Matriciel pour l’ordre grevlex,
alors est-ce qu’un algorithme de changement d’ordre monomial pourrait permettre d’en déduire une
base de Gröbner pour l’ordre lexicographique ?
Avec Guénaël Renault, nous fournissons une réponse positive à cette question lorsque l’idéal
concerné est de dimension zéro grâce à une étude puis une adaptation de l’algorithme FGLM. Nous
obtenons le résultat suivant :
Théorème F (Théorème 8.1.6). Soit G une base de Gröbner approchée à précision O(pN ) d’un
idéal I de A = Qp[X1, . . . , Xn] pour un ordre monomial ≤. Supposons que l’idéal I est de dimension
0 et de degré δ. Soit ≤2 un second ordre monomial. Soit M la matrice de changement de base entre
les bases canoniques de A/I pour ≤ et ≤2, et soit σδ la plus grande valuation d’un de ses facteurs
invariants.
Alors, si N > σδ, nous pouvons calculer, par un algorithme FGLM, une base de Gröbner approchée
de I pour ≤2, et ses coeﬃcients seront connus à précision O(pN−2σδ ) au moins. Le temps de calcul
est en O(nδ3) opérations sur Qp à précision N .
Lorsque l’on souhaite passer de grevlex à lex et que l’idéal I admet une base de Gröbner avec
variables en position générale 26, il est possible d’adapter les variantes plus rapides de l’algorithme
FGLM (issues, entre autres, de [FM11] et [FGHR14]) pour obtenir la même perte de précision, mais
un temps de calcul en O(nδ2) +O(δ3) opérations dans Qp, à précision N .
Une approche tropicale
Lorsqu’on s’intéresse aux problèmes de géométrie tropicale sur des corps non trivialement valués,
une notion d’ordre sur les termes et de base de Gröbner tropicale prenant en compte la valuation
du corps apparait naturellement. Par exemple, dans A = Qp[X1, . . . , Xn], si w ∈ Rn, il est possible
d’ordonner les termes de A en comparant, pour cαXα, les val(cα) +
∑n
i=1 wiαi. L’hypersurface
tropicale déﬁnie par un f ∈ A est alors l’adhérence des points w ∈ Rn tel que le maximum parmi
les termes de f , selon l’ordre sur les termes déﬁni par w, est atteint par au moins deux des termes
de f . Ceci s’étend à d’autres variétés que des hypersurfaces via une déﬁnition naturelle de base de
Gröbner tropicale qui s’obtient après ajout d’un ordre monomial classique pour briser les égalités
entre termes pour l’ordre précédent.
Chan et Maclagan ont décrit un algorithme, adapté de l’algorithme de Buchberger, dans [CM13]
pour calculer de telles bases de Gröbner tropicales pour des idéaux homogènes.
25. Ici, le mod est le reste dans la division par Ψ(a)
26. shape position est le terme en anglais
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Nous montrons que, dans le même contexte, après quelques adaptations sur la manière de réduire
les matrices, le critère F5 et un algorithme F5-Matriciel tropical sont applicables pour calculer des
bases de Gröbner tropicales.
De plus, lorsque l’on doit travailler à précision ﬁnie, nous avons le résultat suivant :
Théorème G. Soit (d1, . . . , ds) ∈ N∗s et A = Qp[X1, . . . , Xs]. Soit w ∈ Rn et ≤ un ordre monomial.
Soit U l’ouvert de Ad1 × · · · ×Ads formé des suites régulières. Alors, si a ∈ U , il existe un voisinage
Va de a dans U 27, tel qu’un algorithme F5-Matriciel tropical calcule des bases de Gröbner tropicales
approchées de a.
Remarquons que l’ouvert U est dense dans Ad1 × · · · ×Ads et toujours strictement plus gros que
celui qui apparait dans le Théorème D. Ainsi, calculer des bases de Gröbner tropicales approchées
est plus facile lorsque la valuation est non triviale que calculer des bases de Gröbner, au sens que
seul la régularité des polynômes en entrée et une précision suﬃsante suﬃsent.
En outre, si nos motivations ne sont pas forcément de nature tropicale, mais plutôt de choisir
le poids w pour calculer une base de Gröbner tropicale avec le moins de perte de précision, nous
recommandons le poids w = (0, . . . , 0) qui au moins sur les exemples que nous avons considéré, est
celui qui entraîne le moins de perte de précision pour l’algorithme F5-Matriciel tropical. 28
Enﬁn, lorsque l’on s’intéresse à des idéaux de dimension zéro, il est naturel de se demander s’il est
possible de calculer une base de Gröbner à partir d’une base de Gröbner tropicale. Avec Guénaël
Renault, nous avons alors le résultat suivant :
Théorème H (Propositions 9.3.13 et 9.3.14). Soit G une base de Gröbner tropicale approchée à
précision O(pN ) d’un idéal homogène I de A = Qp[X1, . . . , Xn] pour un ordre sur les termes ≤
donné par un poids w et un ordre monomial ≤1. Supposons que l’idéal I est de dimension 0 et de
degré δ. Soit ≤2 un ordre monomial classique. Soit M la matrice de changement de base entre les
bases canoniques de A/I pour ≤ et ≤2, et soit σδ la plus grande valuation d’un de ses facteurs
invariants.
Alors, si N > σδ, nous pouvons calculer, par un algorithme FGLM, une base de Gröbner approchée
de I pour ≤2, et ses coeﬃcients seront connus à précision O(pN−2σδ ) au moins. Le temps de calcul
est en O(nδ3) opérations sur Qp à précision N .
Ceci nous amène à nos deux derniers résultats pour conclure sur le calcul de bases de Gröbner en
dimension zéro :
Théorème I (Proposition 9.3.13). Soit F = (f1, . . . , fn) une suite régulière de polynômes homogènes
de A = Qp[X1, . . . , Xn]. Soit ≤ un ordre monomial sur A. Alors si la précision sur les coeﬃcients
des fi est assez grande 29, il est possible de calculer une base de Gröbner de F pour ≤ en suivant la
méthode suivante :
1. Calculer une base de Gröbner Gtrop de 〈F 〉 pour l’ordre tropical donné par w = (0, . . . , 0) et
≤ grâce à un algorithme F5-Matriciel tropical ;
2. Calculer une base de Gröbner G de 〈F 〉 pour ≤ grâce à Gtrop et un algorithme FGLM.
Lorsqu’on ne se trouve pas dans le cas homogène, nous avons ﬁnalement le résultat suivant :
Théorème J (Théorème 9.4.1). Soit F = (f1, . . . , fn) des polynômes de A = Qp[X1, . . . , Xn] tels
que leurs composantes homogènes de plus haut degré Fh = (fh1 , . . . , f
h
n ) forme une suite régulière de
polynômes homogènes de A = Qp[X1, . . . , Xn]. Soit ≤ un ordre monomial sur A. Supposons que
≤ ne raﬃne pas le degré. Alors si la précision sur les coeﬃcients des fi est assez grande 30, il est
possible de calculer une base de Gröbner de F en suivant la méthode suivante :




pour l’ordre tropical donné par w = (0, . . . , 0) et
≤ grâce à un algorithme F5-Matriciel tropical ;
27. Va est donné par les mineurs des matrices de Macaulay déﬁnies par a.
28. Il est aussi celui pour lequel nous pouvons donner les meilleures bornes sur les pertes de précision.
29. Ce qui est donné par des mineurs des matrices de Macaulay déﬁnis par F et les facteurs invariants d’une
matrice de changement de base de A/ 〈F 〉 .
30. Ce qui est donné par des mineurs des matrices de Macaulay déﬁnis par Fh, les facteurs invariants de matrice




et A/ 〈F 〉, et les valuations des termes de tête de G0.
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grâce à Ghtrop et un algorithme FGLM ;
3. Grâce à l’écriture des éléments de Gh0 en fonction de ceux de F
h 31, en déduire une base de
Gröbner G0 de 〈F 〉 pour grevlex ;
4. Grâce à l’algorithme FGLM, en déduire une base de Gröbner de 〈F 〉 pour ≤ .
Lorsque ≤ raﬃne le degré, il est possible de remplacer grevlex par ≤ et de s’arrêter à l’étape 3.
Ceci montre en particulier la continuité (et même la diﬀérentiabilité) du calcul de bases de
Gröbner en dimension zéro au voisinage de polynôme dont les composantes homogènes de plus haut
degré forment une suite régulière, ce qui est une condition Zariski-ouverte et non vide.
Publications
L’essentiel des Chapitres 2 et 4, qui est un travail en commun avec Xavier Caruso et David Roe, a
fait l’objet d’une publication lors de la Conférence ANTS XI, dans le LMS Journal of Computation
and Mathematics, Volume 17 - Special Issue A (Algorithmic Number Theory Symposium XI) -
2014, [CRV14].
Les Sections 3.2 et 3.3 du Chapitre 3, travail en commun avec Xavier Caruso et David Roe, ont
fait l’objet d’une publication en un article lors de la conférence ISSAC 2015, [CRV15].
La majeure partie du contenu du Chapitre 7 a fait l’objet d’une publication lors de la conférence
ISSAC 2014, [Vac14].
Les Sections 9.1 et 9.2 du Chapitre 9 ont fait l’objet d’une publication en un article lors de la
conférence ISSAC 2015, [Vac15].





Ce manuscrit est divisé en deux parties, selon les deux axes de cette thèse : l’étude de la précision
diﬀérentielle, puis celle des systèmes polynomiaux, et des bases de Gröbner correspondantes, sur un
corps complet discrètement valué à précision ﬁnie.
Première partie : Précision diﬀérentielle
Chapitre 1 Ce chapitre s’attache à exposer les méthodes classiques de suivi de la précision sur
des corps complets discrètement valués à précision ﬁni, tel que Qp ou QJT K. Nous montrons que la
méthode, dite directe, où l’on attache des O(πk) à chaque coeﬃcient, permet de traiter plusieurs
calculs en algèbre linéaire, comme l’échelonnement en lignes ou le calcul de la forme normale de
Smith. Néanmoins, nous illustrons que cette méthode n’est vraiment pas toujours satisfaisante.
Chapitre 2 Dans ce chapitre, nous introduisons l’outil essentiel de la précision diﬀérentielle, les
réseaux, et avec cet outil, nous montrons les Théorèmes A et B. Enﬁn, nous généralisons ce résultat
au cadre des variétés.
Chapitre 3 Ce chapitre s’intéresse à diverses applications des Théorèmes A et B, principalement
en algèbre linéaire et sur les polynômes. Nous traitons explicitement ces exemples et donnons,
autant que possible, le comportement qualitatif et quantitatif de la précision grâce aux méthodes
du chapitre précédent.
Chapitre 4 Dans ce chapitre, nous présentons une méthode pour atteindre en pratique les com-
portements sur la précision prédits par les méthodes précédentes. Il s’agit de compenser les pertes
de précisions indues causées par un calcul en machine eﬀectué de manière trop directe.
Chapitre 5 Ce dernier chapitre de la première partie traite d’un exemple, celui de la résolution de
certaines équations diﬀérentielles sur QpJtK, de manière complète : calcul de la dérivé, estimation
de la précision nécessaire pour que son comportement soit dicté par le premier ordre, mise en place
d’une méthode adaptative pour atteindre ce comportement.
Seconde partie : Systèmes polynomiaux
Chapitre 6 Nous débutons cette seconde partie par un chapitre fournissant une brève introduction
à la théorie des bases de Gröbner, ainsi que la présentation des diﬀérents algorithmes pour les
calculer qui nous intéresserons dans les chapitres suivants : F5-Matriciel, FGLM, et leurs diverses
variantes.
Chapitre 7 Ce chapitre s’intéresse au calcul direct d’une base de Gröbner lorsque la précision est
ﬁnie. Il donne une réponse positive, ainsi qu’un algorithme adapté de l’algorithme F5-Matriciel, sur
une partie ouverte des systèmes de polynômes ayant degrés bornés et n’étant pas sur-déterminés.
Celle-ci est conjecturalement dense pour grevlex.
Chapitre 8 Dans ce chapitre, nous étudions l’algorithme FGLM de changement d’ordre monomial
lorsque la précision est ﬁnie, et montrons que, à quelques adaptations près, celui-ci est stable.
Chapitre 9 Aﬁn de palier à la non-densité des ouverts vus en Chapitre 7 sur lesquels les bases de
Gröbner peuvent être calculés à précision ﬁnie, et aussi pour des raisons de géométrie tropicale, nous
nous intéressons aux bases de Gröbner tropicales. Nous montrons que celles-ci peuvent bien être
calculées par une adaptation de l’algorithme F5-Matriciel, sur des ouverts denses. Nous montrons
ensuite que lorsque l’on est en dimension zéro, il est possible d’appliquer un algorithme FGLM pour









Dans cette partie, nous présentons un nouveau modèle pour étudier et suivre la précision dans un
contexte p-adique, qui consiste, plutôt qu’à regarder des O(pn) sur chaque coordonnée, à considérer
des Zp-réseaux dans Qdp. Nous avons alors le résultat suivant : étant donnée une approximation
x+H d’un élément x ∈ Qdp par un réseau H, assez petit, la précision sur f(x+H) est essentiellement
donnée par l’approximation de Taylor de f au premier ordre, f(x+H) = f(x) + f ′(x) ·H. Ceci
permet de ramener le suivi de la précision de manière qualitative (ou asymptotique) à un simple
calcul de diﬀérentielle. De plus, en connaissant les normes des dérivées d’ordre supérieur de f , nous
pouvons préciser de manière eﬀective quand le réseau H est assez petit.
Des calculs naïfs en machine sur les p-adiques ne permettent pas toujours d’observer en pratique
la précision prédite par une estimation au premier ordre. Pour y remédier, nous proposons une
méthode, dite méthode adaptative, pour atteindre ce comportement de la précision donné par
l’approximation au premier ordre.
Nous illustrons ces deux méthodes sur divers exemples : opérations sur les polynômes, opérations
sur les matrices et en algèbre linéaire. Enﬁn, nous proposons un exemple d’application traité de




Soit K un corps muni d’une valeur absolue | · | : K → R≥0. Nous supposons que la métrique
induite est ultramétrique (i.e. |x+y| ≤ max(|x|, |y|)) et que K est complet pour cette métrique. Par
exemple, nous pouvons prendre K = Qp avec la valeur absolue p-adique ou K = k((t)) avec valeur
absolue t-adique. Nous notons OK pour l’anneau {x ∈ K : |x| ≤ 1} et supposons que K contient
un sous-anneau dense eﬀectif Reff ⊂ K [Rab60]. Cette hypothèse est vériﬁée pour K = Qp et
K = Fp((t)) en prenant Reff = Z[ 1p ] ou Reff = Q dans le cas où Qp et Reff = Fp[t, t
−1] ou Reff = Fp(t)
pour Fp((t)).
Si E est un K-espace vectoriel, possiblement de dimension inﬁnie, alors une norme ultramétrique
sur E est une application ‖ · ‖ : E → R+ satisfaisant :
(i) ‖x‖ = 0 si et seulement si x = 0 ;
(ii) ‖λx‖ = |λ| · ‖x‖ ;
(iii) ‖x+ y‖ ≤ max(‖x‖, ‖y‖).
Un K-espace de Banach est K-espace vectoriel normé complet. Nous pouvons remarquer que tout
K-espace vectoriel normé de dimension ﬁnie est automatiquement complet et toutes les normes sur
cette espace sont équivalentes. Un réseau dans un K-espace de Banach E est un sous-OK -module de
E ouvert borné. Nous soulignons que tout réseau H de E est aussi fermé puisque son complémentaire
est l’union des ensembles a+H (avec a 6∈ H) qui sont tous ouverts. Pour un K-espace de Banach
E et r ∈ R≥0, nous noterons les boules de rayon r de la manière suivante :
BE(r) = {x ∈ E : ‖x‖ ≤ r}, B−E (r) = {x ∈ E : ‖x‖ < r}.
Remarquons que BE(r) et B−E (r) sont toutes deux des réseaux. Nous posons aussi BE(∞) =
B−E (∞) = E.
Cas des CDVF à précision ﬁnie
Dans certains cas, nous allons restreindre le cadre précédent au cas de ce que nous appelons des
CDVF à précision ﬁnie. Nous les noterons ainsi. Soit K un corps muni d’une valuation val. Nous
demandons que K soit complet par rapport à la norme déﬁnie par val. Nous notons R = OK son
anneau des entiers, mK son idéal maximal et kK = OK/mK son corps résiduel. Nous noterons CDVF
(complete discrete-valuation ﬁeld, corps complet discrètement valué) un tel corps. Nous renvoyons à
Corps Locaux, de Serre [Ser79], pour une introduction à ces derniers. Soit π ∈ R une uniformisante
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de K et soit SK ⊂ R un système de représentants de kK = OK/mK contenant 0. Tout élément de K




l ∈ Z, et des ak ∈ SK.
Plus particulièrement, le cas qui nous intéresse est celui où K n’est pas nécessairement un corps
eﬀectif, mais où son corps résiduel kK l’est (i.e. nous disposons d’algorithmes pour toutes les
opérations de corps et pour tester l’égalité entre deux éléments de kK). Ainsi, des calculs formels, ou
à précision inﬁnie, peuvent être eﬀectués sur des troncatures de développement π-adiques d’éléments
de K. 32 Nous appelons CDVF à précision ﬁnie un tel corps, et CDVR à précision ﬁnie pour son
anneau des entiers. Des exemples classiques de CDVF à précision ﬁnie sont K = Qp, avec valuation
p-adique, et Q[[X]] ou Fq[[X]] avec valuation X-adique. Nous supposerons dans cette partie que K
est un CDVF à précision ﬁnie.
Dans un tel cas, les éléments de K peuvent être manipulés symboliquement à une troncation près de




des approximations des nombres de K, où O(πd) est une notation pour πdR.
Définition 0.0.1. Pour étudier le comportement de la précision sur les approximations de nombres
de K, nous déﬁnissons l’ordre (ou la précision absolue) de x =∑d−1i=k aiπi +O(πd) comme d. Nous




i 6= 0 et 0 sinon.
Modèle de complexité
Aﬁn de rendre plus explicites les estimations que nous allons donner pour les algorithmes que
nous étudierons, nous précisons la manière avec laquelle nous exprimons les temps de calcul.
Lorsque nous étudierons des algorithmes sur un corps dans le contexte de la précision inﬁnie, les
temps de calcul seront exprimés en nombre d’opérations sur le corps de base.
Lorsqu’il s’agira d’algorithmes sur un CDVF à précision ﬁnie K, nous compterons le nombre
d’opérations sur des éléments de K avec une borne sur la précision.
La traduction d’une telle complexité en nombre d’opérations binaires dépend alors du corps
considéré. Par exemple, il est bien connu (voir [VZGG13] Section 8.3), que multiplier deux entiers p-
adiques connus à précision O(pN ), ce qui se ramène essentiellement à la multiplication de deux entiers
modulo pN , est en pratique en O(pN log pN log log pN ) opérations binaires. De même, l’inversion
d’un entier p-adique connu à précision O(pN ) est en O(pN log pN log log pN ) opérations binaires. Le
comportement est similaire pour ce qui est de la multiplication de séries formelles de Z/pZJXK. Pour
des résultats théoriques plus précis sur la complexité de ces opérations, nous renvoyons pour plus de
détails à [Für09], [DKSS13] et ﬁnalement [HvdHL14b] et [HvdHL14a] qui obtiennent une complexité
pour multiplier deux entiers de taille n en O(n logn8log
∗ n) et deux polynômes de degrés au plus n
dans Z/pZ[X] en O(n logn8log
∗ n log p). Si l’on s’intéresse à des séries formelles à coeﬃcients dans
un anneau où les opérations sont plus coûteuses, il faut bien sûr aussi tenir compte du coût des
opérations dans cet anneau pour pouvoir estimer la complexité en nombre d’opérations binaires.
Contexte
Comme nous l’avons vu précédemment, l’algorithme p-adique a maintenant une longue histoire.
Néanmoins, à chaque fois que l’on souhaite l’utiliser se pose naturellement deux questions : comment
gérer la précision, et quelle manière de représenter les nombres p-adiques.
Nombres p-adiques, algorithmique et précision
Ne pouvant, par essence, pas être manipulés autrement qu’à précision ﬁnie, le problème de la
gestion de la précision apparait directement dès lors que l’on souhaite manipuler des nombres
p-adiques.
32. En pratique, dans le cas général, pour avoir des formules explicites pour ces opérations, il faut prendre pour
SK des représentants de Teichmüller et travailler avec des vecteurs de Witt.
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Par exemple, dans l’algorithme de factorisation dans Z[X] de Berlekamp-Zassenhaus, pour
factoriser un polynôme f ∈ Z[X], on débute par choisir un p adapté à notre polynôme. Un critère
raisonnable est de prendre p premier avec le discriminant de f . Ensuite, on factorise f ∈ Z/pZ[X]
et on remonte ses facteurs dans Z/pnZ[X] grâce à un lemme de Hensel. Dès que n est assez grand
et quitte à recombiner les facteurs obtenus, on en déduit une factorisation de f sur Z[X]. Ainsi, le
problème de la précision ici apparait avec la question : quand est-ce que n est assez grand ? Une
réponse a priori peut être donnée grâce à la borne de Mignotte, qui estime la taille des coeﬃcients
des facteurs de f en fonction des coeﬃcients de f .
Un autre exemple est celui des algorithmes à la Kedlaya pour le comptage de points sur des courbes
déﬁnies sur des corps ﬁnis. Ici, la réponse est obtenue grâce au calcul du polynôme caractéristique
d’un endomorphisme Φ d’un espace de cohomologie adéquat de la courbe considéré donné par le
morphisme de Frobenius. Cette espace de cohomologie est de dimension ﬁnie et à coeﬃcients de
nature p-adique. Pour estimer la précision nécessaire pour pouvoir lire le nombre de points recherché
sur ce polynôme caractéristique, on utilise des estimés précis des valeurs propres de l’endomorphisme
Φ donnés par la preuve de Deligne des conjectures de Weil. Là encore, une étude assez ﬁne a priori
est nécessaire.
Représentation classique et méthode directe de suivi de la précision
Classiquement, on représente les éléments de Qp en machine avec des appoximations de la forme





étant dense dans Qp, tout élément
x de Qp s’approche bien par un élément de la forme pka+O(pl). On pourrait aussi dire que k et a
s’obtiennent en tronquant le développement de Hensel de x. Une telle représentation est en quelque
sorte l’analogue de celle choisie par l’arithmétique d’intervalles dans le cas réel.
Cette représentation étant choisie, il convient alors de s’intéresser au comportement de la précision,
i.e. les O(pl), au cours de l’exécution d’un algorithme. Comme il existe des formules explicites pour
connaître la précision sur le résultat d’une somme, diﬀérence, multiplication, ou division en fonction
de ses entrées, il est possible d’appliquer ces formules les unes après les autres, ce que nous appelons




b+O(pl)) = (pka+ pk
′
b) +O(pl),
dont est tiré le célèbre adage suivant : « les erreurs ne se cumulent pas en p-adique.»
Hélas, nous allons voir que les choses ne sont pas aussi idylliques dès que l’on s’intéresse à des
calculs qui ne sont pas qu’une suite d’additions, diﬀérences, multiplications ou divisions, mais le
calcul d’un objet plus complexe, ou encore dès que l’on s’intéresse à des calculs en dimension plus
grande que 2.
Implémentations classiques p-adiques
La représentation précédente est celle qui est choisie par défaut en [S+11], sous le nom de "capped
relative precision", et avec la contrainte supplémentaire d’avoir une borne sur la précision relative
(le nombre de chiﬀres signiﬁcatifs), sauf éventuellement pour 0, qui est connu à précision inﬁnie.
Une autre possibilité en [S+11] est celle de "capped absolute precision", où l’on travaille avec une
majoration sur les N pouvant apparaitre dans un O(pN ).
Enﬁn, une dernière possibilité en [S+11] est celle de "ﬁxed modulus", où l’on travaille comme dans
Zp/pNZp mais avec la possibilité de faire des divisions sans tenir compte de la précision. Ce dernier
choix peut amener des calculs plus rapides, mais sans garantie aucune sur la quantité de chiﬀres
justes donnés sur le résultat.
Un autre logiciel ayant une implémentation importante des p-adiques est Magma [BCP97]. Dans
celui-ci, deux modèles sont proposés pour travailler : the ﬁxed precision model et the free precision
model. Le premier est très similaire à la représentation "ﬁxed modulus" de Sage, tandis que le second
correspond plus à l’idée de la représentation "capped relative precision" de Sage, mais sans borne
sur la précision relative.
Une dernière implémentation méritant d’être mentionnée est celle de Pari [BBB+13]. Celle-ci
correspond essentiellement à la représentation "capped relative precision" de Sage.
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Pour toutes ces implémentations, les opérations basiques sur les matrices, polynômes, . . . sont
disponibles 33. Néanmoins, le calcul n’est pas nécessairement optimisé du point de vue de la perte
de précision. 34
Algorithmique détendue et en-ligne
Une représentation alternative des p-adiques a été développée récemment, en parallèle de la
précédente. Il s’agit de l’approche de l’algorithmique détendue et en-ligne.
On peut déﬁnir un algorithme en-ligne sur les p-adiques comme un algorithme qui prenant en
entrée des p-adiques, lit au plus les coeﬃcients d’ordre n dans le développement de Hensel des
entrées pour pouvoir écrire les coeﬃcients d’ordre n+ 1 de sa sortie. Cette notion est due à [Hen66].
Les algorithmes détendus, développés dans le sillage des travaux de Van der Hoeven publiés à la
suite de [vdH97] et [vdH02] pour le cas des séries formelles, sont des algorithmes en-ligne qui, en un
certain sens, minimisent le coût global du calcul. L’algorithmique détendue a été appliquée aux
p-adiques dans [BvdHL11].
Ce nom d’algorithmique détendue a été choisi en opposition à deux autres types d’algorithmiques,
les algorithmiques zélées et paresseuses. Sur les p-adiques, la première correspond aux calculs
que l’on ferait directement selon la représentation classique présentée précédemment. La seconde,
quant à elle, est une algorithmique en-ligne qui cherche à minimiser pour chaque n le nombre
d’opérations à eﬀectuer pour obtenir le n-ème coeﬃcient de la sortie. Ceci peut occasionner une
grande augmentation du temps de calcul entre ce qui est nécessaire pour calculer le n-ème coeﬃcient
et ce qui l’est pour le (n+ 1)-ème.
En opposition à ces méthodes, l’algorithmique détendue est en-ligne mais cherche, en faisant
éventuellement quelques calculs supplémentaires par rapport au cas paresseux, à anticiper les
calculs nécessaires pour obtenir le coeﬃcient d’ordre n+ 1 dès le calcul du coeﬃcient d’ordre n. En
conséquence, ceci entraîne un temps de calcul global, pour calculer tous les coeﬃcients jusqu’à un
N donné, moins important que dans l’algorithmique paresseuse. Nous renvoyons à [vdH02] pour
plus de détails.
Dans le cas des p-adiques, l’algorithmique détendue s’applique particulièrement bien aux nombres
p-adiques récursifs. Il s’agit essentiellement du sous-corps de Qp formé des coeﬃcients des solutions
d’équations de point ﬁxe de la forme Y = Φ(Y ) dans Qdp, avec Φ algébrique, ou éventuellement
rationnelle. Multiplication et division entre p-adiques récursifs peuvent être eﬀectuées de manière
détendue.
Une des grandes forces de l’algorithmique détendue sur les p-adiques récursifs est alors la suivante :
une fois qu’un tel nombre est déﬁni en machine, il vient avec un algorithme en-ligne donnant ses
coeﬃcients. En particulier, c’est l’utilisateur qui ﬁxe le nombre le nombre de chiﬀres de précision
qu’il souhaite obtenir, et l’algorithme les lui fournit.
En conséquence, ici, le problème de la gestion de la précision est laissé à l’implémentation et à la
machine. Ceci peut être particulièrement confortable pour l’utilisateur qui n’a pas à se préoccuper
d’estimer a priori la précision nécessaire pour que le calcul qui l’intéresse se passe correctement.
Néanmoins, ceci ne dispense pas d’un suivi de la précision si l’on s’intéresse aux performances de
son calcul. En eﬀet, estimer la précision requise pour un algorithme est nécessaire pour pouvoir
majorer le temps de calcul de cet algorithme.
33. En particulier, la forme normale de Smith l’est.
34. Notons aussi, pour la forme normale de Smith que seules des formes normales de Smith approchées sont, pour
l’instant, renvoyées.
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1. Méthode directe, applications et limites
“Thank you Mario ! But our Princess
is in another castle !”
Super Mario Bros
Introduction
Dans ce chapitre, nous allons introduire et illustrer les méthodes classique de suivi direct de la
précision sur des CDVF à précision ﬁnie. Pour cela, nous débutons, en Section 1.1 par présenter les
formules de précision sur les opérations élémentaires, et illustrons les conséquences de l’absence
d’erreur d’arrondi. Grâce à ces formules, nous illustrons en Section 1.2 la puissance du suivi direct de
la précision sur l’exemple du calcul d’une forme échelonnée d’une matrice. Ceci nous servira dans le
Chapitre 7 pour l’étude du calcul de bases de Gröbner sur des CDVF à précision ﬁnie. Ensuite, nous
fournissons une nouvelle illustration de la puissance de cette méthode en Section 1.3 en étudiant
le calcul de la forme normale de Smith sur des CDVF à précision ﬁnie. Ceci permet de donner
une première solution au problème de la stabilité des systèmes linéaires, et nous l’appliquons au
célèbre cas des matrices de Hilbert. Enﬁn, en Section 1.4, nous montrons les limites de ces méthodes
directes à travers divers exemples, dont la suite récurrente SOMOS-4, qui nous accompagnerons
tout au long de cette partie.
1.1. Suivi direct de la précision
1.1.1. Précision sur un CDVF à précision ﬁnie
Sur un CDVF à précision ﬁni, il est assez aisé de suivre le comportement de la précision lorsqu’on
eﬀectue des opérations élémentaires comme l’addition ou la multiplication. En eﬀet, soit n0 < m0,
n1 < m1 des entiers, et ε =
∑m0−n0−1
j=0 ajπ
j , µ =
∑m1−n1−1
j=0 bjπ
j , avec aj , bj ∈ SK , et a0, b0 6= 0.
Il est bien connu que :
(επn0 +O(πm0)) + (µπn1 +O(πm1)) = επn0 + µπn1
+O(πmin(m0,m1)).
En conséquence, l’addition de deux nombres connus à précision n est connue à précision n. Nous
pouvons donner des formules aussi précises pour les autres opérations :
Proposition 1.1.1 (multiplication).
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En conséquence, nous pouvons déjà voir pourquoi les CDVF à précision ﬁnie ont un comportement
très diﬀérent de celui des nombres ﬂottants : il n’y a pas d’erreur d’arrondi. Nous pourrions même
être plus enthousiastes et énoncer que les erreurs ne s’additionnent pas. Nous verrons dans la suite
de ce chapitre ce qu’il en est plus précisément.
Nous appellerons méthode directe de suivi de la précision le fait d’utiliser pas à pas les formules
précédentes pour suivre la précision lors d’un calcul complexe ou pour étudier un algorithme.
1.1.2. Comparaison qualitative avec les réels
Les formules précédentes montrent bien qu’il y a déjà une diﬀérence de nature fondamentale
entre la gestion de la précision sur les réels et sur les CDVF à précision ﬁnie : il n’y a pas d’erreurs
d’arrondis lors de calculs sur des CDVF. Pour donner une idée des conséquences de cette diﬀérence,
nous illustrons les eﬀets des erreurs d’arrondis sur un exemple classique dans l’étude de la précision
sur les réels.
Soit f = 8∗x∗ (1+x)2 ∗ (1+2x)∗ (x2+3)2 ∈ Q[x] un polynôme. Nous pouvons calculer sa dérivée
formellement et obtenir f ′ = 128∗x7+280∗x6+768∗x5+1240∗x4+1344∗x3+1224∗x2+576∗x+72.
Cependant, on peut souhaiter aussi estimer numériquement la valeur de cette dérivée en x0 = 0, 2 =
1/5 par calcul d’un taux d’accroissement : f(x0+h)−f(x0)h , pour h dont on espère que le prendre petit
donnera une bonne estimation de f ′(x0). 1
Nous déﬁnissons alors la fonction Erreur par Erreur(h) = | f(x0+h)−f(x0)h − f ′(x0)|. Nous avons
estimé, sur la ﬁgure 1.1 (page 36) le comportement d’Erreur(h), en coordonnées logarithmiques,
pour des nombres réels à précision relative 50 sur Sage. Nous remarquons que sur ce graphique,
il y a alors trois phases. La première correspond aux valeurs de h comprises entre 10−20 et 10−3,
et log(Erreur(h)) semble y croître linéairement avec log(h). Dans le vocabulaire de l’étude de
la précision réelle, cela correspond au moment où les erreurs de troncature sont prédominantes,
celles déﬁnies par h. La deuxième correspond à celles où h est entre environ 10−35 et 10−20, et
log(Erreur(h)) semble y décroître linéairement avec log(h). Dans le vocabulaire de l’étude de la
précision réelle, cela correspond au moment où les erreurs d’arrondi puis les erreurs dues au nombre
de chiﬀres signiﬁcatifs insuﬃsant sont prédominantes. La dernière phase, pour h inférieur à 10−35
correspond au moment où les chiﬀres signiﬁcatifs sur h absorbent toute précision sur la sortie.
Figure 1.1. – log(Erreur(h)) en fonction de log(h), pour Erreur(h) = | f(x0+h)−f(x0)h − f ′(x0)|,
sur R à précision relative 50.
Nous pouvons tester le même calcul sur Q2, avec là encore, précision relative prec = 50 sur Q2
en Sage. Nous avons estimé, sur la ﬁgure 1.2 (page 37) le comportement de log(|Erreur(h)|), en
fonction de log |h|. Nous remarquons que sur ce graphique, il n’y a cette fois que deux phases. La
1. Il existe bien sûr des méthodes plus eﬃcaces et plus stables pour évaluer numériquement une dérivée, notamment
en symétrisant le taux d’accroissement.
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première est représentée pour |h| entre 2−25 et 2−3, et log(|Erreur(h)|) y croît linéairement avec
log |h|. Ceci correspond à nouveau au moment où les erreurs de troncature sont prédominantes,
celles déﬁnies par h. La seconde est représentée pour |h| entre 2−60 et 2−25, et log(|Erreur(h)|) y
décroît linéairement avec log |h|. Ceci correspond exactement au moment où les chiﬀres signiﬁcatifs
sur h absorbent peu à peu la précision en sortie. Contrairement à la précision réelle, il n’y a pas de
palier une fois que tous les chiﬀres signiﬁcatifs sont absorbés par la précision sur h. Nous remarquons
que le changement de pente sur la ﬁgure correspond exactement à la moitié de la précision. Ceci
correspond exactement au fait qu’il n’y a pas d’erreurs d’arrondis. Nous remarquons aussi que pour
une même précision relative prec, travailler sur Q2 fournit ici jusqu’à deux fois plus de chiﬀres
signiﬁcatifs que travailler sur R. Nous remarquons enﬁn que faire varier p ne change ici rien de
signiﬁcatif numériquement à la courbe.
Figure 1.2. – log(|Erreur(h)|) en fonction de log |h|, pour Erreur(h) = | f(x0+h)−f(x0)h − f ′(x0)|,
sur Q2 à précision relative 50.
Pour continuer l’étude qualitative, on peut vouloir comparer les deux courbes avec la Figure 1.3
(page 37).
Figure 1.3. – Comparaison de log(|Erreur(h)|) en fonction de log |h|, pour Erreur(h) =
| f(x0+h)−f(x0)h − f ′(x0)|, avec h pris dans Q2 à précision relative 50 ou dans R
à précision relative 50.
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1.2. Application de cette méthode : le cas de l’échelonnement
en lignes
Dans cette Section, nous appliquons l’étude classique de la perte de précision exposée précédem-
ment, et plus précisément la Proposition 1.1.2 pour analyser un algorithme d’échelonnement en
lignes par élimination gaussienne. Calculer un échelonnement en lignes est outil crucial en algèbre
linéaire, et cette étude nous servira directement lors du Chapitre 7. Nous appliquerons cette méthode
de la même manière pour obtenir une analyse de la précision lors du calcul d’une forme normale de
Smith, ce qui permettra de donner une estimation suﬃsante de la perte de précision pour pouvoir
résoudre des systèmes linéaires.
1.2.1. Algorithme d’échelonnement en lignes par élimination gaussienne
Nous commençons par expliciter ce que veut dire être sous forme échelonnée pour une matrice, et
nous présentons l’algorithme d’échelonnement par élimination gaussienne que nous allons étudier.
Définition 1.2.1. Soit M une matrice de Mn,m(K). Soit indM : {1, r} → Z≥0 ∪{∞} l’application
qui envoie i sur l’indice de la colonne du premier coeﬃcient non-nul de la ligne i de M. Alors M est
dite sous forme échelonnée (en lignes) si indM est une application strictement croissante.
M est dite sous forme échelonnée à permutation près s’il existe une matrice de permutation
P ∈Mn(K) telle que PM est sous forme échelonnée.
M ′ est une forme échelonnée de M si M ′ est sous forme échelonnée et s’il existe P ∈ GLn(K)
telle que M ′ = PM. On déﬁnit la notion d’être une forme échelonnée à permutation près d’une
matrice M de la même manière.
Exemple 1.2.2. La matrice dans M4,5(Q) suivante est sous forme échelonnée (en lignes) :
1 3 4 3 2
0 0 2 4 3
0 0 0 1 7
0 0 0 0 0
 .
L’algorithme suivant permet le calcul d’une forme échelonnée à permutation près d’une matrice à
coeﬃcients dans K valué :
Algorithme 1.2.3 : Échelonnement en lignes gaussien
entrée :M , une matrice n×m.
sortie : M˜ , une forme échelonnée (en lignes) de M à permutation près.
début
M˜ ←M ;
si ncol = 0 ou nrow = 1 ou M n’a pas de coeﬃcient non nul alors
Retourner M˜ ;
sinon
Trouver la ligne i du coeﬃcient Mi,1 sur la première colonne qui a la valuation la plus
petite ;
Permuter les lignes 1 et i ;
Par pivot avec la première ligne, éliminer les coeﬃcients sur la première colonne des
lignes qui ne sont pas la première ;
Procéder récursivement sur la matrice M˜i≥2,j≥2 ;
Retourner M˜ ;
Nous avons en eﬀet la proposition suivante :
Proposition 1.2.4. Soit M ∈Mnl,nc(K) une matrice. Alors l’Algorithme 1.2.3 calcule une forme
échelonnée à permutation près de M . Le temps de calcul est en O(nlnc ×min(nl, nc)).
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La propriété précédente est vraie lorsqu’on considère un corps sans prendre en compte la précision.
Si nous travaillons sur un CDVF à précision ﬁnie K, nous insistons sur le fait que lors de l’élimination
par pivot, nous devons mettre des vrai zéros sur la colonne sur laquelle nous pivotons, et non des
O(πk). Dans le cas contraire, la matrice en sortie n’est pas sous forme échelonnée (à permutation
près) mais seulement sous forme échelonnée approchée. La Sous-Section suivante explique comment,
sous certaines hypothèses, nous pouvons procéder pour pivoter de façon à ce que l’algorithme
précédent renvoie bien une forme échelonnée, même sur une matrice dont les coeﬃcients sont connus
à précision ﬁnie.
1.2.2. Comment pivoter
Nous étudions ici comment éliminer des coeﬃcients sur une colonne avec le pivot, et l’eﬀet que
cette action a sur la précision.







aj , bj ∈ SK, et a0, b0 6= 0.
Pour mettre un vrai zéro sur le coeﬃcient Mi,j = επn1 +O(πn), lors de l’exécution de l’Algorithme
1.2.3, nous l’éliminons avec le pivot piv =M(i, i)µπn0 +O(πn) sur la ligne L. Ceci est eﬀectué par
l’opération suivante sur la i-ème ligne Li :
Li ← Li − Mi,j
piv
L = Li + (εµ−1πn1−n0 +O(πn−n0))L,
avec en même temps l’opération symbolique Mi,j ← 0.
Démonstration. L’opération symbolique Mi,j ← 0 est simplement une partie de l’opération
symbolique Li ← Li − Mi,jpiv L. Cependant, pour tout autre coeﬃcient de Li, nous ne connais-
sons pas le résultat de l’opération avec précision inﬁnie, et à précision ﬁnie, ce qui est fait est
Li + (εµ−1πn1−n0 +O(πn−n0))L.
En eﬀet, nous montrons que Mi,jpiv = εµ
−1πn1−n0 +O(πn−n0).
C’est une conséquence directe de la Proposition 1.1.2 : Mi,jpiv =
επn1+O(πn)
µπn0+O(πn) , et ainsi
Mi,j
piv =
εµ−1πn1−n0 +O(πn−n0), puisque min(n+ n1 − 2n0, n− n0, n+ n− 2n0) = n− n0.
1.2.3. Calcul de la forme échelonnée
Nous sommes maintenant capables de suivre la perte de précision lorsque l’on utilise l’Algorithme
1.2.3 pour calculer une forme échelonnée en lignes d’une matrice. Le résultat est le suivant :
Théorème 1.2.6. Soit M une matrice n×m (0 ≤ n ≤ m) avec coeﬃcients dans R tous connus à
la précision k ≥ 0 et tels que le mineur principal ∆ = det((Mi,j)1≤i≤n,1≤j≤n) satisfait val(∆) < k.
Alors, la perte de précision maximale lors de calcul de l’échelonnement en lignes de M est majorée
par val(∆).
Démonstration. Pour prouver ce résultat, nous étudions d’abord le procédé d’élimination par pivot,
et nous concluons par récurrence sur le nombre de lignes.
Lorsqu’on calcule l’échelonnement matriciel par l’Algorithme 1.2.3, la première étape est de cher-
cher le coeﬃcient sur la première colonne Mi,1 avec plus petite valuation. Ensuite, par permutation
de lignes, nous le plaçons sur la première ligne, L1. Appelons piv ce coeﬃcient et n1 sa valuation.
Comme dans la Proposition 1.2.5, nous éliminons ensuite les coeﬃcients sur les lignes Li (i 6= 1)
par l’opération suivante Li ← Li − Mi,jpiv L1. Appelons M (1) la matrice que l’on obtient ainsi. Alors,
les coeﬃcients de la sous-matrice M (1)26i6n, 26j6m sont connus à précision O(π
n−n1).
Nous pouvons alors précéder récursivement sur la sous-matrice M (1)26i6n, 26j6m.
Le résultat que nous souhaitons montrer est clair pour une matrice avec n = 1 lignes. Nous
pouvons aussi remarquer que dans l’échelonnement de la première colonne, les opérations eﬀectuées
sur les lignes ne change la valeur du mineur principal que d’un signe. Nous avons ∆ = ±piv ×
detM (1)26i6n, 26j6n. Ceci ne modiﬁe pas sa valuation.
En conséquence, le résultat est clair par récurrence sur le nombre de colonnes.
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1.2.4. Un résultat plus précis
Le résultat suivant, utilisant de manière cruciale le fait d’être sur un CDVF, permet d’estimer la
perte de précision lorsqu’on est de rang plein. De plus, il nous montre l’optimalité, en un certain
sens, du choix des pivots eﬀectué par l’Algorithme 1.2.3
Proposition 1.2.7. Soit M une matrice n×m (0 ≤ n,m) avec coeﬃcients dans R tous connus
avec la même précision k ≥ 0. Soit l ≤ m tel qu’il existe un l-mineur sur les l-premières colonnes
C1, . . . , Cl, avec valuation strictement inférieure à k.
Soit ∆ le produit des pivots obtenus lors du calcul de la forme échelonnée de M par l’Algorithme
1.2.3 jusqu’à la colonne l.
Alors, la perte de précision maximale observée lors du calcul de la forme échelonnée (en lignes)
de M jusqu’à colonne l, est majorée par val(∆) et de plus, val(∆) est la plus petite valuation d’un
l-mineur sur les l premières colonnes de M .
Démonstration. Ceci vient du fait suivant : dans l’anneau des entiers d’un corps complet de valuation
discrète, un idéal I est engendré par n’importe lequel de ses éléments qui atteint min (val(I)) .
Notons (C1, . . . , Cl) les l premières colonnes de M . Nous déﬁnissons Il−mineurs comme l’idéal de
R engendré par les l-mineurs sur (C1, . . . , Cl), alors Il−mineurs reste inchangé par les opérations
sur les lignes eﬀectuées lors du calcul de la forme échelonnée par élimination de Gauss. En eﬀet,
ces opérations correspondent à multiplier à gauche par une matrice inversible, ce qui conserve
clairement Il−mineurs.
Une fois que le calcul de la forme échelonnée jusqu’à la l-ème colonne est ﬁni, il ne reste qu’un
seul mineur non-nul sur les l-premières colonnes. Il correspond à une matrice triangulaire supérieure
dont les coeﬃcients diagonaux sont les pivots utilisés lors de l’échelonnement. La valeur de ce
mineur est ainsi ∆ et on a Il−mineurs = 〈∆〉 .
En conclusion, ∆ engendre Imineur et sa valuation atteint donc min (val(I)) . Ceci conclut la
preuve.
En conséquence, le calcul d’une forme échelonnée par élimination gaussienne sur une matrice M
jusqu’à la colonne l fournit un choix de pivot qui engendre la plus petite perte de précision que l’on
pourrait obtenir par échelonnement.
Remarque 1.2.8. Nous pourrions étendre l’étude précédente au calcul d’une forme échelonnée réduite
(i.e. où il n’y a qu’un coeﬃcient non nul par colonne où l’on prend un pivot). Cela sera fait, dans
un contexte tropical au Chapitre 9.
1.3. Résolution de systèmes linéaires et forme normale de Smith
Le but de cette Section est d’étudier par des méthodes classiques quelle est la perte de précision
lors de la résolution d’un système matriciel Y = AX où A est une matrice inversible. Nous allons
voir qu’avec un calcul adapté de la forme normale de Smith de A, on peut obtenir une perte de
précision bien moindre que ce que l’on obtiendrait avec un échelonnement réduit. L’étude de formes
normales de Smith (approchées) sur des corps valués n’est pas nouvelle. Elle est déjà présente
dans [DSV01] pour le calcul de formes normales de Smith sur Z via un calcul dans le localisé Z(p).
Elle l’est aussi dans [AKR09] pour le calcul d’une majoration du co-rang d’une matrice dont les
coeﬃcients sont connus à précision O(πm)
1.3.1. Forme normale de Smith
Nous commençons par donner une déﬁnition, sous forme de proposition, de la forme normale de
Smith d’une matrice dans Mn,m(K) :
Proposition 1.3.1. Soit M ∈ Mn,m(K) une matrice. Il existe P ∈ GLn(OK), detP = ±1,
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avec a1 ≤ · · · ≤ as, et tels que M = P∆Q.
∆ est unique, et est appelé la forme normale de Smith de M , et on dit que P,∆, Q réalisent
la forme normale de Smith de M . ∆ est un invariant des orbites de Mn,m(K) sous l’action de
GLn(OK)×GLm(OK) donnée par (A,B)·M = AMB−1, et les ai sont appelés les facteurs invariants
de M. Nous noterons σi(M) = val(ai) pour tout i ∈ J1,min(n,m)K.
Remarque 1.3.2. Par rapport à la forme normale de Smith déﬁnie classiquement sur un anneau
principal, la principale diﬀérence consiste en le choix a priori d’une forme canonique pour les
facteurs invariants, déﬁnie par le choix d’une uniformisante.
1.3.2. Calcul de la forme normale de Smith
Dans cette Sous-Section, nous allons donner puis étudier un algorithme pour calculer une
réalisation d’une forme normale de Smith. Nous allons montrer que, sous certaines hypothèses, il
est possible de calculer la forme normale de Smith d’une matrice dont les coeﬃcients dans R sont
connus à précision ﬁnie. Cependant, contrairement au cas du calcul d’une forme échelonnée par
pivot de Gauss, nous n’allons pas procéder directement pour calculer la forme normale de Smith,
mais plutôt calculer d’abord une forme approchée, et ensuite la forme normale de Smith. Ceci
permettra de ne pas accumuler les erreurs dues aux divisions.
Matrices des opérations élémentaires
Aﬁn de pouvoir exprimer explicitement l’algorithme de calcul de la forme normale de Smith d’une
matrice, nous déﬁnissons les matrices des opérations élémentaires sur les lignes et les colonnes que
nous eﬀectuerons.
Définition 1.3.3. Nous déﬁnissons la matrice Ei,j,n pour n ∈ N∗ et i, j ≤ n comme la matrice
de Mn(K) dont le coeﬃcient d’ordre (u, v) est δu,iδv,j . Nous pouvons alors déﬁnir les matrices des
opérations élémentaires, pour i, j, n comme précédemment :
— Permutation : Permn(i, j) = Idn + Ei,j,n + Ej,i,n − Ei,i,n − Ej,j,n.
— Transvection : pour x ∈ K, Transvecn(i, j, x) = Idn + xEj,i,n.
— Dilatation : pour x ∈ K×, Dilatn(i, x) = Idn + xEi,i,n − Ei,i,n.
L’eﬀet sur les lignes d’une matrice M de la multiplication XM où X est l’une de ces matrices est
bien connu. De même pour l’eﬀet sur les colonnes de M pour MX.
Calcul d’une forme normale de Smith approchée
Pour ce faire, nous déﬁnissons d’abord ce que nous appelons une forme normale de Smith
approchée.
Définition 1.3.4. Soit M ∈Mn,m(K), connue à précision O(πl). Nous appelons décomposition
de Smith approchée de M une factorisation
M = U∆V
avec U ∈Mn(R), V ∈Mm(R) de déterminant ±1 connus à précision O(πl) et ∆ ∈Mn,m(K) tel que
∆ = ∆0+O(πl), où ∆0 ∈Mn,m(K) dont les seuls coeﬃcients non-nuls sont diagonaux. Nous deman-
dons de plus que les coeﬃcients diagonaux de ∆0 soit ∆0[1, 1] = πα1 , . . . ,∆0[min(n,m),min(n,m)] =
παmin(n,m) avec α1 ≤ · · · ≤ αmin(n,m). αi = +∞ est possible.
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Pour calculer une forme normale de Smith approchée, nous pouvons utiliser l’algorithme suivant :
Algorithme 1.3.5 : SNFApprochee : Calcul de forme normale de Smith approchée
entrée :M , une matrice n×m, connue à précision O(πl), P ∈Mn(R) et Q ∈Mm(R).
sortie :U,∆, Q avec (U,∆, V ), connus à précision O(πl), réalisant une forme normale de
Smith approchée de M , M = U∆V
début
M˜ ←M ;
si Si M est vide ou tous les coeﬃcients de M sont des O(πl) alors
Retourner M˜ ;
sinon
Trouver i, j tel que le coeﬃcient Mi,j atteigne mink,l val(Mk,l) (si égalité, prendre le
plus petit indice pour l’ordre lexicographique) ;
Écrire aπα +O(πl) =Mi,j (avec val(Mi,j) = α) ;
M˜ := Permn(1, j) · M˜ ;
P := P · Permn(1, j);
M˜ := M˜ · Permm(1, j);
Q := Permm(1, j) ·Q;
M˜ := Dilatn(1, a−1) · M˜ ;
P := P ·Dilatn(1, a);
pour i de 2 à n faire
Écrire bπk = M˜i,1 ;
M˜ := Transvecn(1, i, bπk−α) · M˜ ;
P := P · Transvecn(1, i,−bπk−α);
pour j de 2 à m faire
Écrire bπk = M˜1,j ;
M˜ := M˜ · Transvecn(j, 1, a−1bπk−α);
Q := Transvecn(j, 1,−a−1bπk−α) ·Q;
Récursivement : (P ′,∆′, Q′) := SNFApprochee(M˜i≥2,j≥2, Idn−1, Idm−1) ;
Augmenter P ′ en une matrice n× n ;
Augmenter Q′ en une matrice m×m ;
Augmenter ∆′ en une matrice ∆ de taille n×m avec ∆[1, 1] = πα +O(πl) ;
Retourner P · P ′,∆, Q′ ·Q ;
Remarque 1.3.6. Soit A ∈ Mn(K) une matrice. Nous disons que nous augmentons A en A′ ∈








C’est ce qui est utilisé dans la dernière partie de l’Algorithme 1.3.5.
Nous avons alors la proposition suivante :
Proposition 1.3.7. Prenant en entrée M , une matrice n × m, connue à précision (O(πl) et
P = Idn et Q = Idm, l’algorithme SNFApprochee termine et renvoie U,∆, V réalisant une forme
normale se Smith approchée de M . U,∆ et V sont connus à précision O(πl). Le temps de calcul est
en O(min(n,m)max(n,m)2).
Démonstration. Contrairement au cas du calcul de la forme normale de Smith sur un anneau
euclidien, le fait que l’on travaille sur un corps discrètement valué amène qu’après la phase
d’élimination (approchée) par pivot sur la première colonne et la première ligne, tous les coeﬃcients
de M˜i≥2,j≥2 sont de valuation plus grande que val(M˜ [1, 1]). Ceci explique que contrairement au
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cas où l’on veut calculer la forme normale de Smith sur un anneau euclidien, il n’est pas nécessaire
après élimination de chercher à nouveau un pivot sur tout M˜ qui atteint la plus petite valuation.
Le fait que l’algorithme termine et calcule bien une forme normale de Smith approchée est clair.
Le seul point à vériﬁer est que les opérations de transvections mettent bien des coeﬃcients O(πl)
lorsqu’elles éliminent un coeﬃcient, et que les matrices P et Q sont toujours connues à précision
O(πl), mais ceci est direct avec la Proposition 1.1.1.
Déduction de la forme normale de Smith
Nous montrons ici comment déduire la forme normale de Smith d’une forme normale de Smith
approchée, et estimons la perte de précision totale pour le calcul de cette forme normale. Pour cela,
nous utilisons l’algorithme suivant :
Algorithme 1.3.8 : SNFPrecisee : Passage d’une forme approchée à la forme normale de Smith
entrée :M , une matrice n×m de rang plein, connue à précision (O(πl), et (U,∆, V ), connus à
précision O(πl), réalisant une forme normale de Smith approchée de M , M = U∆V .
On suppose que pour tout i, val(∆[i, i]) < l.
sortie : ∆0 une matrice diagonale tel que val(∆0[1, 1] ≤ · · · ≤ val(∆0(min(n,m),min(n,m)),
avec k = maxi val(∆i,i), et U ′, V ′ connus à précision O(πl−k) tels que M = U ′∆0V ′.
début
∆0 ← ∆ ;
t := min(n,m) ;
pour i de 1 à t faire
Écrire πai +O(πl) := ∆0[i, i] ∆0 := Dilatn(i, πai/∆0[i, i]) ·∆0;
P := P ·Dilatn(1, πai/∆0[i, i]);
si t = m alors
pour j de 1 à n, j 6= i faire
∆0 := Transvecn(j, i,∆0[j, i]/πai) · M˜ ;
P := P · Transvecn(j, i,∆0[j, i]/πai);
sinon
pour j de 1 à m, j 6= i faire
∆0 := M˜ · Transvecn(i, j,∆0[i, j]/πai);
Q := Transvecn(i, j,∆0[i, j]/πai) ·Q;
Retourner ∆0, P,Q ;
Proposition 1.3.9. Étant donnés M , une matrice n × m de rang plein, connue à précision
O(πl), et (U,∆, V ), connus à précision O(πl), réalisant une forme normale de Smith approchée
de M , M = U∆V , avec pour tout i, val(∆[i, i]) < l, l’Algorithme 1.3.8 calcule U ′,∆0, V ′ avec
M = U ′∆0V ′, ∆0 la forme normale de Smith de M. De plus, si b est la plus grande valuation des
facteurs invariants de M , alors U ′ et V ′ sont connus à précision O(πl−b). Le temps de calcul est
en O(max(n,m)2).
Démonstration. La preuve est tout à fait similaire à celle de la Proposition 1.2.5 : les dilatations
sont sans eﬀet sur la précision (avec la proposition 1.1.2) et concernant les transvections, celles sur
∆0 éliminent (de manière symbolique) les coeﬃcients non-diagonaux, et sont vus comme ajouter
des O(πl−ai) hors du coeﬃcient à éliminer ou lorsqu’elles sont eﬀectuées sur P et Q. Le résultat est
alors clair. Pour ce qui est du temps de calcul, nous pouvons remarquer que tout l’algorithme peut
se résumer à modiﬁer la précision sur coeﬃcients des matrices P,Q et ∆, d’où le résultat.
En conclusion, nous pouvons énoncer le résultat suivant concernant le calcul de la forme normale
de Smith (d’une matrice de rang plein) :
Théorème 1.3.10. Soit M une matrice n×m de rang plein, connue à précision O(πl). Soit b la
plus grande valuation des facteurs invariants de M . Supposons que l > b. Alors, en appliquant les
Algorithmes 1.3.5 puis 1.3.8, nous calculons P,Q,∆ avec M = P∆Q et ∆ forme normale de Smith
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de M . De plus, les coeﬃcients de P et Q sont connus à précision O(πl−b). Le temps de calcul est
en O(max(n,m)2min(n,m)).
Proposition 1.3.11. Dans le contexte du théorème précédent, soit P et Q les matrices fournies par
les Algorithmes 1.3.5 puis 1.3.8 tels que M = P∆Q. Alors on peut modiﬁer les Algorithmes 1.3.5 et
1.3.8 pour obtenir les inverses de P et Q à précision O(πl−b). En conséquence, si M ∈Mn(K) est
inversible, nous pouvons déduire l’inverse M−1 de M en écrivant :
M−1 = Q−1∆−1P−1.
La perte (ou le gain) de précision est donné par la plus grande valuation d’un facteur invariant de
M .
Démonstration. Il suﬃt de faire les calculs des inverses de P et Q itérativement. Cela peut se
faire en eﬀectuant à chaque multiplication du P en construction par une matrice de dilatation,
transvection ou permutation, la multiplication du P−1 en construction par l’inverse de la matrice
correspondante. De même pour Q.
Remarque 1.3.12. D’un point de vue de la précision, la Proposition précédente est plus eﬃcace
pour M ∈Mn(OK) ∩GLn(K) qu’appliquer naïvement la formule M−1 = 1detAtcom(A). En eﬀet, si
∆ = Diag(πa1 , . . . , πan) est la forme normale de Smith de M , val(det a) =
∑n
i=1 ai ≥ an.
Un exemple
Exemple 1.3.13. Soit M =
 2 +O(26) 4 +O(26) 4 +O(26) 6 +O(26)−6 +O(26) 6 +O(26) 12 +O(26) O(26)
10 +O(26) −4 +O(26) −16 +O(26) 6 +O(26)
 une matrice de
M3,4(Q2) dont les coeﬃcients sont connus à précision O(26). 2 Après application de l’Algorithme
d’échelonnement approché 1.3.5, nous obtenons : P =
 1 0 01/3 1/9 0
1 −4/3 −1
 , Q =

1 −2 2/3 −1
0 1 −4/3 −1
0 0 1 0




2 +O(26) O(26) O(26) O(26)O(26) 2 +O(26) O(26) O(26)
O(26) O(26) 4 +O(26) O(26)

tels que PMQ = ∆.
Nous appliquons alors l’Algorithme de calcul de forme normale de Smith approchée pour
obtenir P =
 1 +O(25) 0 01/3 +O(25) 1/9 +O(25) 0
1 +O(24) −4/3 +O(24) −1 +O(24)
 , Q =

1 −2 2/3 −1
0 1 −4/3 −1
0 0 1 0
0 0 0 1
 et ∆ =
2 0 0 00 2 0 0
0 0 4 0
 tels que PMQ = ∆. Ainsi, nous avons bien calculé la forme normale de Smith de
M ainsi qu’une réalisation de celle-ci.
Remarquons qu’il est possible de mener le calcul d’une forme normale de Smith approchée
directement en Sage, Magma ou Pari. Par contre, à notre connaissance en 2015, la déduction
d’une forme normale de Smith exacte à partir d’une forme normale de Smith approchée n’y
est pas implémentée. Nous renvoyons les lecteurs intéressés pour une implémentation en Sage à
la page suivante : http://perso.univ-rennes1.fr/tristan.vaccon/fglm.sage, où une version
(non optimisée) est disponible.
2. Même si nous travaillons ici dans Q2, nous avons choisi de garder dans nos exemples l’écriture décimale ou
fractionnaire pour des raisons de place.
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1.3.3. Résolution de systèmes linéaires.
Grâce aux résultats de la Sous-Section précédente, nous pouvons estimer quelle est la perte de
précision lors de la résolution d’un système linéaire :
Théorème 1.3.14. Soit M ∈Mn(K) une matrice inversible. Soit M = P∆Q la forme normale de
Smith de M . Soit l ∈ N∗ tel que l > b = max1≤i≤n val(∆[i, i]). Supposons que les coeﬃcients de
M soient connus à précision O(πl). Soit Y ∈ Kn connu à précision O(πl). Alors, on peut résoudre
Y =MX et X est connu à précision O(πl−2b).
Démonstration. Pour résoudre Y =MX, il suﬃt d’avoir Y = P∆QX. Or, d’après la proposition
1.3.11, on connaît P−1 et Q−1 à précision O(πl−b) et ∆ est connu à précision inﬁnie, donc ∆−1
aussi. On a alors X = Q−1∆−1P−1Y où Y connu à précision O(πl), P−1, Q−1 connus à précision
O(πl−b) et ∆−1 qui amène une multiplication par π−b de la dernière ligne de P−1Y . En conclusion,
avec la Proposition 1.1.1, X est connu à précision O(πl−2b).
Lorsque M n’est pas carré, mais que nous pouvons assurer que Y ∈ Im(M), alors nous avons la
variante suivante :
Proposition 1.3.15. Soit M ∈ Mn,m(K) une matrice de rang plein. Soit M = P∆Q la forme
normale de Smith de M . Soit l ∈ N∗ tel que l > b = max1≤i≤min(n,m) val(∆[i, i]). Supposons que
les coeﬃcients de M soient connus à précision O(πl). Soit Y ∈ Kn connu à précision O(πl) tel que
Y ∈ Im(M). Alors, on peut obtenir X, connu à précision O(πl−2b), tel que Y =MX. Si Y ∈ Rn,
les coeﬃcients de X sont de valuation au moins −b.
Démonstration. L’idée de démonstration est essentiellement la même que pour le Théorème 1.3.14,
mais cette fois-ci ∆ n’est pas inversible. En conséquence, remarquons que si Y ∈ Im(M), alors
P−1Y ∈ Im(∆). Ceci implique que les coeﬃcients de P−1Y d’indice strictement plus grand que
min(n,m) sont nuls. Il est alors possible d’écrire P−1Y = ∆X0 avec X0 connu à précision O(πl−2b),
P−1Y étant connu à précision O(πl−b). Si Y ∈ Rn, les coeﬃcients de X0 sont de valuation au
moins −b. Finalement, X = Q−1X0 est connu à précision O(πl−2b) et convient.
1.3.4. Application aux matrices de Hilbert
Nous présentons ici une application de la méthode de calcul d’inverse développée en Proposition
1.3.11 à l’étude d’une famille de matrices particulière, les matrices de Hilbert.
Présentation de l’étude des matrices de Hilbert
Nous commençons par donner une déﬁnition :





i+j−1 pour tout 1 ≤ i, j ≤ n.



















































Ces matrices ont été introduites par David Hilbert pour l’étude de problèmes d’approximation,
au sens des moindres carrés, de fonctions par des polynômes. Celles-ci ont par ailleurs, l’intérêt
de fournir un exemple complètement explicite de matrice dont le conditionnement sur R pour la
norme subordonnée à la norme ‖ ‖2 est grand, et croît exponentiellement avec la dimension n
(voir [Tod54]).
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Leur étude est cependant aisée grâce au fait qu’il s’agit de matrices de Cauchy. En particulier,
l’inverse de H(n), que nous noterons H(n)−1 est donnée explicitement par :
H
(n)−1





n+ j − 1
n− i
)(




pour 1 ≤ i, j ≤ n (voir : [Cho83]).
En particulier, H(n)−1 ∈ Mn(Z). Ainsi, les matrices H(n) fournissent un exemple de matrices
dont on peut calculer explicitement et formellement les coeﬃcients de l’inverse, mais dont le calcul
numérique (approchée) de l’inverse est diﬃcile du fait de leur grand conditionnement.
Aﬁn d’illustrer ce résultat, nous avons demandé à Sage [S+11] de calculer l’inverse de H(20) en
prenant ses coeﬃcients comme des nombres réels ﬂottants avec double précision. Pour le coeﬃcient
d’indice (1, 1) de l’inverse, la réponse pour le calcul numérique est xR,num = 148, 7 + O(10(−2)),
tandis que la réponse exacte est xexact = 400. En d’autres termes, |xR,num − xexact|R > 250.
Comportement p-adique
Nous allons maintenant voir que les calculs numériques en p-adique sur les matrices de Hilbert
sont bien plus aisés qu’en réel, et le problème du conditionnement n’a plus lieu. En eﬀet, nous
pouvons écrire le lemme suivant :
Lemme 1.3.17. Nous avons l’encadrement suivant sur les valuations des facteurs invariants de
H(n) :
− logp(2n) = σ1(H(n)) ≤ σn(H(n)) ≤ 0.
Démonstration. La minoration sur σ1 est claire. La majoration sur σn vient du fait que H(n)−1 ∈
Mn(Z).
Vue la Proposition 1.3.11, nous pouvons en déduire que le calcul de l’inverse de H(n) en passant
par Qp produit un gain de précision de −σn(H(n)). Ainsi, alors que le calcul de l’inverse de H(n)
par des méthodes numériques réelles est instable du fait du conditionnement de H(n), le calcul par
des méthodes numériques p-adiques produit même un gain de précision (absolue).
Par exemple, pour le calcul de l’inverse de H(20) en prenant ses coeﬃcients dans Q2 avec précision
absolue O(220), nous obtenons pour le coeﬃcient d’indice (1, 1) de H(20)−1 xQ2,num = 400+O(2
24).
Ainsi, |xQ2,num − xexact|Q2 ≤ 1224 .
Si l’on applique un algorithme de reconstruction rationnelle (voir [VZGG13] Section 5.10) à
xQ2,num, on retrouve évidemment le coeﬃcient xexact = 400. Pour p = 2 et H
(20), nous avons
constaté qu’il suﬃsait à Sage d’une précision 130 pour que la reconstruction rationnelle retrouve
tous les coeﬃcients de H(20)−1. Pour p = 11, une précision 60 suﬃt.
Perspectives
Une conséquence de l’étude précédente est qu’il parait tout à fait raisonnable, lorsqu’on s’intéresse
à des opérations comme l’inversion de matrices à coeﬃcients rationnels, d’eﬀectuer les calculs dans
Qp puis d’appliquer un algorithme de reconstruction rationnelle. De manière informelle, pour une
matrice M donnée, peu de p impliquent un σn(M) grand. Génériquement (en un certain sens),
même pour des matrices dont le conditionnement réel est grand, l’inversion se fait de manière stable.
Une telle approche est développée, par exemple dans [LL14]. Les auteurs de cet article proposent
de plus d’eﬀectuer les calculs en parallèle pour plusieurs p diﬀérents, puis de combiner théorème des
restes chinois et reconstruction rationnelle. Ainsi, même les p induisant une valuation σn(L) grande
ne posent plus de problème, et de tels calculs avec plusieurs p ont l’avantage d’être totalement
indépendants, donc très eﬃcacement et facilement parallélisables.
1.4. Les limites des méthodes directes
Malgré les résultats positifs que peuvent apporter le suivi pas à pas avec les Propositions 1.1.1 et
1.1.2, cette méthode n’est pas optimale, et produit souvent des résultats très décevants par rapport
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à ce que l’on pourrait théoriquement être en droit d’espérer. Nous présentons dans cette Section
quelques exemples illustrant les échecs de cette méthode de suivi direct pas à pas. Ceci constituera
une motivation pour l’introduction de méthodes plus puissantes de suivi de la précision.
1.4.1. Un exemple naïf
Considérons la fonction f : Q2p → Q2p envoyant (x, y) sur (x + y, x − y) et le problème du
calcul de f ◦ f en (a+O(pn), b+O(pm)). En appliquant f consécutivement deux fois, et suivant





côté, f ◦ f(x, y) = (2x, 2y), donc il est possible de calculer le résultat plus précisément comme
(2a+O(pn), 2b+O(pm)) (et même une meilleure précision si p = 2).
Cette exemple est le symbole de deux travers qui gênent le suivi pas à pas de la précision :
— le premier est que le suivi pas à pas ne sait pas ce qu’il calcule : beaucoup d’information est
perdue lorsqu’on applique quatre fois la formule sur la précision d’une somme sans savoir que
ce que l’on calcule est f ◦ f.
— le suivi pas à pas n’est pas bon pour gérer des ordres de grandeurs diﬀérents, en particulier en
dimension supérieur ou égal à 2. C’est en particulier sur cet exemple où si l’on prenait n = 1
et m = 10, le suivi pas à pas nous donnerait une précision O(p1) sur les deux composantes,
contre une précision O(p10) qui peut être attendue sur la seconde.
1.4.2. D’autres exemples
Le déterminant
Le calcul du déterminant fournit un bon exemple pour montrer qu’un suivi pas à pas naïf peut ne
pas fournir de réponse satisfaisante. En eﬀet, soit M ∈Mn(Zp) une matrice dont les coeﬃcients sont
tous connus avec précision O(pm) : si nous appliquons le Théorème 1.2.6, nous pouvons montrer
qu’il est possible de calculer un déterminant grâce à un échelonnement en ligne, et que la perte de
précision dans ce calcul est donnée par la valuation de ce déterminant.
Si nous appliquons maintenant, le calcul d’une forme normale de Smith approchée par l’Algorithme
1.3.5, la Proposition 1.3.7 nous donne que nous pouvons calculer detM à précision au moins O(pm)
(et certainement mieux, mais cela sera précisé en Sous-Section 3.2.2). Ce résultat pourrait aussi




ε(σ)Miσ(i). Notons par ailleurs qu’il existe des algorithmes polynomiaux et sans
division pour calculer le déterminant (voir [Ber84]), ce qui aurait permis de retrouver directement
le fait que dans ce cas, la précision sur le déterminant est au moins O(pm).
La suite SOMOS-4
Cet exemple accompagnera toute notre étude de la précision p-adique. Il constitue un exemple jouet
non-trivial où une approche naïve n’est pas suﬃsante et où toutes nos constructions s’appliquent
directement. 3





Cette relation apparait lorsqu’on applique une formule d’addition dans une certaine courbe
elliptique. Nous nous intéresserons spéciﬁquement au cas où les coeﬃcients initiaux u0, u1, u2 et u3
sont dans Z×p et connus à précision O(p
N ).
Regardons tout d’abord ce qu’il advient de la précision lorsqu’on applique la formule de récurrence
pour calculer un à partir de un−4, . . . , un−1. Comme on eﬀectue deux multiplications et une addition,
puis une division par un−4, la Proposition 1.1.2 nous donne que si les un−4, . . . , un−1 sont connus à
précision O(pl), alors un est connu à précision O(pl−val(un−4)). Ainsi une telle analyse pas à pas
3. À notre connaissance, ce sont Buhler et Kedlaya, avec des exposés à diverses conférences, qui ont les premiers
montrés l’intérêt de cet exemple pour le suivi de la précision p-adique.
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nous donne pour le calcul de un par applications successives de la formule de récurrence en partant
de u0, u1, u2 et u3 dans Z×p et connus à précision O(p
N ) :
O(pN−vn) avec vn = val(u0) + · · ·+ val(un−4). (1.1)
D’un autre côté, il est possible de montrer, et ceci demande des outils combinatoires avancés, que la
suite SOMOS-4 satisfait ce que l’on nomme le phénomène de Laurent [FZ02] : pour tout entier n ∈ N,
il existe un polynôme Pn dans Z[X±1, Y ±1, Z±1, T±1] (et pas seulement dans Q(X,Y, Z, T ) !)tel
que un = Pn(u0, u1, u2, u3).
De cette formule et de notre hypothèse de départ que u0, u1, u2 et u3 sont inversibles dans Zp
connus à précision O(pN ), il vient directement que tous les un sont connus au moins à la même
précision, O(pN ). Ainsi, le vn que nous avons déﬁni dans (1.1) ne reﬂète pas le comportement
intrinsèque de la précision sur cet exemple mais plutôt une instabilité numérique qui apparait
lorsqu’on suit la précision pas à pas.
Remarque 1.4.2. À partir de la discussion précédente, il est possible de déduire un algorithme stable
de calcul des termes de la suite SOMOS-4 :
1. calculer les polynômes Pn en utilisant la formule de récurrence, dans l’anneau Z[X±1, Y ±1, Z±1, T±1]
2. évaluer Pn au point (u0, u1, u2, u3).
Cependant, le calcul des Pn est bien sûr très coûteux en temps, puisqu’il demande une division
dans un anneau de polynômes en 4 variables, et la taille des coeﬃcients de Pn peut exploser lorsque
n croît.
Dans la Sous-Section 4.3.1, nous produirons un algorithme pour calculer les termes de la suite
SOMOS-4 qui est à la fois eﬃcace concernant la complexité et numériquement stable.
Remarque 1.4.3. Bien d’autres exemples pourraient être donnés. Citons par exemple le cas de la
décomposition LU des matrices, où dans [Car12], l’auteur montre que selon le choix d’algorithme
(échelonnement sans choix du pivot ou algorithme plus subtil et stabilisé) les pertes de précision
diﬀérent.
Le nombre d’arrangements
Nous présentons ici un exemple jouet où la perte de précision donnée par les méthodes directes
ne correspond pas à celle que l’on devrait trouver. Il s’agit de calcul d’une liste de nombres
d’arrangements.
Définition 1.4.4. Soit n ∈ N et k ∈ N. Nous déﬁnissons le nombre d’arrangements Akn par n!(n−k)!
si n ≥ k et 0 sinon. Il correspond au nombre d’applications injectives d’un ensemble de cardinal k
vers un ensemble de cardinal n.
De par la déﬁnition, nous pouvons déduire la formule de récurrence suivante sur les nombres
d’arrangements :
Lemme 1.4.5. Soit n ∈ N∗ et k ∈ N∗ avec n ≥ k. Nous avons
Akn+1 =
n+ 1
n− k + 1A
k
n.
Le problème qui nous intéresse est le suivant : pour un k ∈ N et un m ∈ N donnés, nous souhaitons
calculer tous les termes de la liste [Ak0 , . . . , A
k
m]. Nous ajoutons une contrainte de plus : les entiers
plus grands que k ne nous sont donnés qu’à précision O(pN ) pour un certain p premier et N ∈ N∗.
Avec cette condition, nous voulons donc calculer les [Ak0 , . . . , A
m
0 ] à la meilleure précision (p-adique)
possible.
Remarque 1.4.6. Cette question s’applique naturellement au contexte suivant : on souhaite calculer
la dérivée k-ème d’un polynôme de Zp[X] degré m dont les coeﬃcients sont connus à précision
O(pN ), et tel que m est très grand devant k, lui même grand devant 1.
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À partir de la formule Akn =
n!
(n−k)! , il est clair qu’il est possible de connaître A
k
n dans ce contexte
à une précision au moins O(pN ). Cependant, appliquer cette formule pour chacun des Akn à calculer
veut dire k multiplications d’entiers de taille log(n), ce qui amène un temps de calcul que l’on
souhaite éviter.
En conséquence, nous allons plutôt chercher à appliquer la formule de récurrence du Lemme
1.4.5. Mais si nous appliquons directement les Propositions 1.1.1 et 1.1.2, nous obtenons le résultat
suivant :





En particulier, dès que val(e) < val(b), de la précision absolue est perdue sur l’opération précédente.
Ce lemme a la conséquence suivante, dès que val(n + 1) < val(n − k + 1), de la précision est
perdue lors du calcul de Akn+1 à partir de A
k
n. C’est un phénomène que l’on peut constater en
pratique : si l’on implémente le calcul par récurrence avec des i + O(2N ) en Sage [S+11], nous
trouvons que pour N = 12, A319 apparait connu seulement à précision O(2
9).
Nous verrons par la suite qu’il est possible d’adapter le calcul par récurrence des Akn pour éviter
ces phénomènes de perte de précision.
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2. Le lemme de précision
"WELCOME TO WARP ZONE !"
Super Mario Bros
“It’s super effective !”
Pokémon
Ce chapitre présente un travail commun avec Xavier Caruso et David Roe (voir [CRV14]). Dans
celui-ci, nous présentons le contexte et les outils qui fondent la précision diﬀérentielle. Les premiers
d’entre eux sont les réseaux, et l’objet de la Section 2.1 est de présenter et de motiver ces objets
comme modèle de précision. La Section 2.2 présente elle notre lemme principal : il montre que pour
des réseaux assez petits, travailler au premier ordre est suﬃsant pour pouvoir suivre la précision.
La Section 2.3 fournit des outils de nature analytique pour estimer précisément quand le premier
ordre est suﬃsant pour suivre la précision. La Section 2.4 présente plusieurs idées pour mettre en
place en pratique le suivi de précision présenté dans les Sections précédentes. Enﬁn, la Section 2.5
montre que le cadre précédent, d’abord exprimé dans des espaces aﬃnes, est aussi disponible sur
des variétés.
2.1. Les réseaux comme modèle de précision
2.1.1. Réseaux
L’une des idées principales défendues dans cette partie sur la précision p-adique est que la notion
de réseau est la bonne pour ce qui est de la gestion de la précision. Il y a plusieurs raisons à cette
opinion. La première est, déjà, que toutes les boules (centrées en zéro) dans un espace vectoriel
ultramétrique sont des réseaux, et ainsi les réseaux ne font que généraliser la notion de boule. Cette
généralisation a, cependant, un avantage décisif : l’image d’une boule par une application linéaire
(inversible) n’est pas nécessairement une boule, tandis que l’image d’un réseau est bien un réseau.
Ainsi, si l’on ne prend que des boules (centrées en zéro) comme donnée de précision, et même
éventuellement une par composante, beaucoup d’information est perdue lorsque pour A ∈Mn(Zp)
et x ∈ Znp , on veut calculer A · (x1 +O(pN1), . . . , xn +O(pNn)) et ainsi, on doit donner une réponse
sous la forme (y1 +O(pM1), . . . , yn +O(pMn)) (voir l’exemple en Sous-Section 1.4.1). Enﬁn, une
troisième raison à l’utilisation de réseaux est qu’elle est particulièrement bien adaptée au travail en
dimension inﬁnie, en particulier sur des espaces de séries comme QpJT K.
Avec ces motivations, rappelons que nous avons déﬁni dans nos notations un réseau dans un
K-espace de Banach E comme un sous-OK-module de E ouvert borné. Nous rappelons que tout
réseau H de E est aussi fermé puisque son complémentaire est l’union des ensembles a+H (avec
a 6∈ H) qui sont tous ouverts.
Aﬁn de se donner une première idée de ce à quoi ressemblent les réseaux dans un K-espace
de Banach, nous en présentons une famille particulière qui est remarquable : celle des réseaux
diagonaux. Ils sont déﬁnis lorsque E possède une base de Banach. Soit I un ensemble. Une
famille libre (xi)i∈I ⊂ E est une base de Banach pour E si tout élément x ∈ E peut être écrit
x =
∑
i∈I αixi pour des scalaires αi ∈ K avec αi → 0 (suivant le ﬁltre complémentaire des parties
ﬁnies), et ‖x‖ = supi∈I |αi|. Notons que si I est ﬁni, la condition αi → 0 est vide.
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αixi : |αi| ≤ ri
}
,
B−E ((xi), (ri)) =
{∑
i∈I
αixi : |αi| < ri
}
sont des réseaux précisément lorsque les ri sont bornés. Nous les appelons réseaux diagonaux





Supposons que E est un K-espace de Banach ayant pour base (xi)i∈I .
Définition 2.1.1. — Un élément x ∈ E est dit exact s’il existe un sous-ensemble J ⊆ I et des





— Un élément approché est un couple (x,H) où x ∈ E est un élément exact et H est un réseau
de E.
Le couple (x,H) représente un élément indéterminé de l’ensemble x+H. Nous noterons souvent
x+O(H) pour insister sur le fait que H représente l’incertitude sur la valeur de l’élément approché.
Dans le cas particulier de E = K = Qp, nous retrouvons la notion classique déjà introduite de
a+O(pn) pour un élément approché p-adique. Remarquons que l’ensemble des éléments exacts est
dense dans E, ainsi, tout élément de de E peut être approché.
Réseaux et calcul eﬀectif
Supposons que E ≃ Kd est de dimension ﬁnie. Alors si H ⊂ E est une réseau, il existe a, b ∈ Q>0
avec
BK(a)d ⊂ H ⊂ BK(b)d. (2.2)
Notons r = ab et Rr = OK/BK(r). Alors un réseau H satisfaisant (2.2) est uniquement déterminé
par son image sur le quotient BK(b)d/BK(a)d ≃ Rdr . Comme R ∩ OK est dense dans OK , les
éléments de Rr peuvent être représentés exactement. Ainsi, H peut être représenté comme une
matrice (d×d) avec coeﬃcients dans Rr. Par exemple, lorsque K = Qp, l’anneau Rr est simplement
(Z/pnZ) pour n = ⌊− logp r⌋.
2.1.2. Séparer précision et approximation
La Déﬁnition 2.1.1 contient les deux principales thèses de ce chapitre concernant la représentation
des espaces vectoriels, matrices, polynômes et séries sur K :
1. Separer approximation et précision,
2. Les objets appropriés pour représenter la précision sont les réseaux.
Ces choix ont de nombreux avantages.
Remarquons tout d’abord qu’utiliser des réseaux pour représenter la précision sur des éléments
approchés peut réduire la perte de précision en comparaison de stocker séparément la précision sur
chaque coeﬃcient αi de (2.1). Reprenons l’exemple de la Sous-Section 1.4.1 f : (x, y) 7→ (x+y, x−y),









(a+ b, a− b), BE
(
(e1 + e2, e1 − e2), (p−n, p−m)
))
. Pour
p 6= 2, en appliquant f à nouveau, nous obtenons ((2a, 2b), BE((e1, e2), (p−n, p−m))). Ainsi, utiliser
des réseaux élimine complètement la perte de précision vue en Sous-Section 1.4.1. Nous verrons
dans la Section suivante qu’un phénomène similaire se produit aussi pour des applications qui ne
sont pas linéaires.
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En plus de permettre des représentations plus souples de la précision sur un élément, séparer
la précision de l’approximation a aussi d’autres avantages. Si la précision est encodée avec une
approximation, certains algorithmes deviennent inutilisables du fait de leur instabilité numérique.
Par exemple, l’algorithme de Karatsuba pour la multiplication de polynômes [KO62] peux perdre
plus de précision qu’il ne devrait lorsqu’il est utilisé sur des polynômes à coeﬃcients inexacts.
Cependant, il fonctionne parfaitement sur des approximations qui sont des éléments exacts, laissant
la question de la précision sur le produit être traitée séparément. Ainsi, en séparant la précision de
l’approximation, plus d’algorithmes peuvent être utilisés.
2.1.3. Types de précision : quelques réseaux particuliers
Dans ce chapitre, nous allons voir qu’utiliser des réseaux pour suivre la précision lors de calculs
sur des éléments approchés permet de diminuer les pertes de précision lors de ces calculs et ainsi,
de permettre pour une même précision en sortie, une précision plus faible au cours des calculs
intermédiaires, ce qui diminue le coût des calculs. Cependant, travailler avec des réseaux de manière
exacte, bien que possible, peut coûter plus cher en espace. Par exemple, l’espace nécessaire pour
stocker un réseau de précision pour une matrice n× n dont les coeﬃcients sont connus à précision
O(pN ) est O(Nn4 · log p). D’un autre côté, l’espace nécessaire pour décrire que toutes les entrées
sont connues à précision O(pN ) est de seulement O(logN).
Pour pallier à ce problème, on peut vouloir choisir de se restreindre à une famille de réseaux
particulière, pour laquelle représentation et calculs seraient moins coûteux que dans le cas général.
Définition 2.1.2. Supposons que E est un K-espace de Banach, et écrivons Lat(E) pour l’ensemble
des réseaux de E. Nous déﬁnissons un type de précision pour un K-espace de Banach E comme un
ensemble T ⊆ Lat(E) avec une application de projection projT : Lat(E)→ T telle que :
(∗) Pour tout réseau H ∈ Lat(E), le réseau projT (H) est un plus petit majorant, dans T , de H
pour l’ordre déﬁni par l’inclusion : H ⊆ projT (H) et si T ∈ T est tel que T ( projT (H) alors
H 6⊆ T .
En fonction des problèmes rencontrés, diﬀérents types de précision peuvent naturellement appa-
raître. Par exemple, lors de la dernière étape de l’algorithme de Kedlaya pour le calcul de fonctions
zeta de courbes hyperelliptiques (voir [Ked01]*§4 : Step 3), on calcule le polynôme caractéristique
de la matrice déﬁnie par l’action du morphisme de Frobenius sur un espace de cohomologie p-adique.
Obtenir des chiﬀres de précision supplémentaires sur les entrées de la matrice demande un long
calcul, donc on souhaite travailler avec un type de précision qui ne nous en fait pas trop perdre
lorsqu’on projette sur lui. On souhaite ainsi que le type de précision soit adapté aux réseaux que
l’on manipule au cours de cet algorithme.
La liste suivante donne quelques exemples de types de précisions utiles.
— La précision avec les réseaux, utilisant tous les réseaux, correspond à T = Lat(E).




base de Banach donnée (ei) dans E). Ceci correspond à traiter avec des O(πki) sur chaque
composante dans l’écriture en fonction des ei.
— Pour le type de précision plat, T est constitué des réseaux BE(r). Autrement dit, on ne
considère que les réseaux de la forme
⊕
i π
kei (pour une base de Banach donnée (ei) dans
E). Ce type de précision peut être utile car il est très peu coûteux en espace et permet des
calculs faciles. Par contre, on peut perdre beaucoup en projetant sur lui : projT (H) est la
plus grande boule centrée en zéro contenant H.
— Si E = K<d[X] est l’espace des polynômes de degré strictement moins que d, le type de
précision de Newton est constitué des réseaux de la forme BE((Xi), (ri)) avec − log ri une
fonction convexe de i. Ceci correspond à travailler seulement avec des polygones de Newton.
Ceci est adapté si l’on pense aux polynômes comme des fonctions : une précision supplémentaire
sur les coeﬃcients des monômes strictement au-dessus du polygone de Newton ne modiﬁe pas
la précision connue sur l’évaluation.
— Si E =Mm×n(K), le type de précision colonne est constitué des réseaux qui, individuellement,
ont la même image selon les projections pri : E → Km envoyant une matrice sur sa i-ème
1. Nous avions utilisé le terme jagged dans [CRV14]
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colonne. Il est alors approprié lorsqu’on s’intéresse à des applications linéaires l’image de
chaque vecteur d’une base est connu à la même précision selon les réseaux.
— Si E = QpJXK, le type de précision de Pollack-Stevens est constitué des réseaux de la
forme HN := BE((Xi), (pmin(i−N,0))) [PS11]*§1.5. Ces réseaux sont stables sous l’action de
certains opérateurs de Hecke, ce qui est nécessaire pour calculer des symboles modulaires
surconvergents.
Remarquons que dans certains cas, il est possible de connaître le réseau de précision sur le
résultat ﬁnal a priori, en utilisant les méthodes de ce chapitre. Ce sera le cas sur les exemples
des Chapitres 3 et 5. Connaître ce résultat permettra de minimiser les pertes de précision indues,
et ce même lorsqu’on travaille avec des types de précision assez grossiers comme les types plats
ou diagonaux. Séparer la précision de l’approximation rend aussi plus facile l’implémentation
d’algorithmes capables de manipuler plusieurs types de précision diﬀérents. Il suﬃt dans ce cas de
gérer l’arithmétique sur les approximations séparément de celle sur la précision.
2.1.4. Diﬀusion de la précision
Dans ce qui suit, en particulier au Chapitre 3, nous comparons l’usage de réseaux pour suivre
la précision par rapport à la méthode classique de suivi direct coordonnée par coordonnée. La
déﬁnition suivante sera alors utile pour mesurer la diﬀérence entre ces deux méthodes. Supposons
que E est muni d’une base (e1, . . . , en) et écrivons πi : E → Kei pour les projections. Remarquons
tout d’abord que suivre la précision coordonnée par coordonnée ne permet de considérer que des
données de précision de la forme
∑n
i=1Biei où les Bi sont des réseaux en dimension 1, i.e. des
boules. En conséquence, ces données correspondent à des réseaux que nous pouvons qualiﬁer de
diagonaux. Déﬁnissons alors le nombre de chiﬀres de précision diﬀusés :
Définition 2.1.3. Si H ⊂ E est un réseau, soit
H0 = π1(H)⊕ · · · ⊕ πn(H).
Soit k = logp([H0 : H]). Alors nous disons que H a k chiﬀres de précision diﬀusés.
Si H représente la précision eﬀective sur un objet, alors H0 est la meilleure approximation dans
le formalisme coordonnée par coordonnée de H. Avec le formalisme de la section précédente, H0 est
le projeté sur le type de précision diagonal. Il s’agit en eﬀet du plus petit réseau diagonal contenant
H. k représente alors bien le nombre de chiﬀres de précision perdus lorsqu’on se restreint à ne
considérer que des réseaux diagonaux, ce que fait le cadre classique du suivi direct coordonnée par
coordonnée.
Grâce aux méthodes présentées dans ce chapitre, nous allons voir au Chapitre 3 que le nombre
de chiﬀres de précision diﬀusés peut parfois être loin d’être négligeable.
2.2. Lemme principal : réseaux du premier ordre et précision
2.2.1. Applications diﬀérentiables
Notre but dans cette Section est de relier l’image d’un réseau par une application diﬀérentiable à
celle de son image par sa dérivée. Nous verrons que pour des réseaux assez petits, les deux sont
directement liées. Pour cela, nous choisissons la déﬁnition suivante de diﬀérentiabilité, issue de
l’analyse ultramétrique. Nous renvoyons à Schneider [Sch11] pour une introduction plus complète à
ce domaine.
Définition 2.2.1. Soit E et F deux K-espaces de Banach, soit U un ouvert de E et soit f : U → F
une application. Alors f est dit diﬀerentiable en v0 ∈ U s’il existe une application linéaire continue
f ′(v0) : U →W telle que pour tout ε > 0, il existe un voisinage ouvert Uε ⊂ U contenant v0 tel que
‖f(v)− f(w)− f ′(v0) (v − w) ‖ ≤ ε‖v − w‖.
pour tout v, w ∈ Uε. L’application linéaire f ′(v0) est appelée la diﬀérentielle de f en v0.
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Remarque 2.2.2. Cette notion de diﬀérentiabilité est parfois appelée stricte diﬀérentiabilité. Elle
implique que la fonction x 7→ f ′(x) est continue sur U .
Cette notion de diﬀérentiabilité est mieux adapté à l’analyse dans un contexte ultramétrique que
la déﬁnition classique, réelle ou complexe, à partir de taux d’accroissements. En eﬀet, en prenant
cette dernière, on trouve des exemples de fonctions de Qp dans Qp qui sont injectives, diﬀérentiables
et de diﬀérentielle nulle ! Ce type de problème n’apparait pas avec la déﬁnition que nous avons
choisie. Nous renvoyons à [Rob00] pour plus de détails sur les diﬀérentes notions de diﬀérentiation
dans un contexte ultramétrique.
La Déﬁnition 2.2.1 implique toutes les propriétés usuelles que l’on attend d’une dérivation : unicité,
composition, correspondance avec la dérivée formelle sur les polynômes ou les séries convergentes,
etc (voir [Sch11] et [Rob00]).
2.2.2. Images de réseaux par des applications diﬀérentiables
Définition 2.2.3. Soit E et F deux K-espaces de Banach, f : U → F une fonction déﬁnie sur un
ouvert U de E et v0 un point de U . Un réseau H de E est appelé un réseau du premier ordre pour
f en v0 si v0 +H ⊂ U et que l’on a l’égalité suivante :
f(v0 +H) = f(v0) + f ′(v0)(H). (2.3)
Nous insistons sur le fait que nous demandons à l’égalité (2.3) d’être une égalité, et pas seulement
une inclusion ! Avec cette déﬁnition, nous pouvons énoncer notre lemme principal :
Lemme 2.2.4. Soit E et F deux K-espaces de Banach et f : U → F une application déﬁnie sur un
ouvert U de E. Nous supposons que f est diﬀérentiable en un point v0 ∈ U et que la diﬀérentielle
f ′(v0) est surjective.
Alors, pour tout ρ ∈]0, 1], il existe un réel positif δ tel que, pour tout r ∈]0, δ[, tout réseau H tel
que B−E (ρr) ⊂ H ⊂ BE (r) est un réseau du premier ordre pour f en v0.
Démonstration. Sans perdre en généralité, nous pouvons supposer que v0 = 0 et f(0) = 0. Comme
f ′(0) est surjective, le théorème de l’application ouverte fournit un C > 0 tel que BF (1) ⊂
f ′(0)(BE(C)). Soit ε > 0 tel que εC < ρ, et soit Uε ⊂ E donné comme dans la Deﬁnition 2.2.1
par le fait que f soit diﬀérentiable en v0. Nous pouvons supposer que Uε = BE(δ) pour un certain
δ > 0.
Soit r ∈]0, δ[. Soit H un réseau tel que B−E (ρr) ⊂ H ⊂ BE (r). Nous voulons montrer que f envoie
H surjectivement sur f ′(0)(H). Nous montrons d’abord que f(H) ⊂ f ′(0)(H). Supposons que x ∈ H.
En vertu de la diﬀérentiabilité de f en 0, ‖f(x)− f ′(0)(x)‖ ≤ ε‖x‖. Posons y = f(x)− f ′(0)(x),
nous avons ‖y‖ ≤ εr. La déﬁnition de C implique que BF (εr) ⊂ f ′(0)(BE(εrC)). Ainsi, il existe
x′ ∈ BE(εrC) tel que f ′(0)(x′) = y. Comme εC < ρ, nous obtenons x′ ∈ B−E (ρr) ⊂ H et alors
f(x) = f ′(0)(x− x′) ∈ f ′(0)(H).
Prouvons maintenant la surjectivité. Soit y ∈ f ′(0)(H). Soit x0 ∈ H tel que y = f ′(0)(x0). Nous
construisons par récurrence deux suites, (xn) et (zn) telles que :
— zn ∈ E satisfait f ′(0)(zn) = y − f(xn) et ‖zn‖ ≤ C · ‖y − f(xn)‖ (un tel élément existe par
déﬁnition de C), et
— xn+1 = xn + zn.
Nous posons de plus x−1 = 0 et z−1 = x0. Nous montrons que les suites (xn) et (zn) sont bien
déﬁnies et prennent leurs valeurs dans H. Nous pouvons le faire par récurrence : ce fait est vrai
pour x−1 = 0 et z−1 = x0, et si xn−1 et xn appartiennent à H, nous montrons qu’il en est de même
de zn et xn+1. Remarquons en eﬀet que :
y − f(xn) = f(xn−1) + f ′(0)(zn−1)− f(xn)
= f(xn−1)− f(xn)− f ′(0)(xn−1 − xn).
(2.4)
En utilisant la diﬀérentiabilité, nous en déduisons que ‖y − f(xn)‖ ≤ ε · ‖xn − xn−1‖. Comme
nous avons supposé que xn−1 et xn sont dans H ⊂ BE(r), nous obtenons ‖y − f(xn)‖ ≤ εr. Ainsi
‖zn‖ ≤ C · εr < ρr et donc zn ∈ H. Puisque xn+1 = xn + zn, nous en déduisons ﬁnalement que
xn+1 ∈ H.
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En utilisant (2.4) et la diﬀérentiabilité en 0 une fois de plus, nous obtenons
‖y − f(xn)‖ ≤ ε · ‖zn−1‖ ≤ εC · ‖y − f(xn−1)‖,
pour tout n > 0. En conséquence, ‖y − f(xn)‖ = O(an) et ‖zn‖ = O(an) pour a = εC < ρ ≤ 1.
Ceci montre que (xn) est une suite de Cauchy, et donc qu’elle converge puisque E est complet.
Notons x la limite de (xn). Nous avons x ∈ H puisque H est fermé. De plus, f est continue sur
H ⊆ Uε puisque diﬀérentiable, et ainsi y = f(x). Ceci conclut la démonstration.
Nous concluons cette Sous-Section avec une remarque concernant la surjectivité de f ′(v0) que
nous avons pris en hypothèse du Lemme 2.2.4. Tout d’abord, nous devons insister sur le fait que
cette hypothèse est bien nécessaire. En eﬀet, le lemme montrerait dans le cas contraire que l’image
de f est localement contenue dans un sous-espace vectoriel strict au voisinage de chaque point
où la diﬀérentielle de de f n’est pas surjective, ce qui n’est bien sûr pas vrai. Il suﬃt de regarder
f : Qp → Qp, déﬁnie par x 7→ x2, en 0.
Néanmoins, nous pouvons utiliser le Lemme 2.2.4 pour prouver un résultat plus faible dans le
contexte où f ′(v0) n’est pas surjective. Pour cela, choisissons un sous-espace vectoriel fermé W de
F tel que W + f ′(v0)(E) = F . Notons prW pour la projection canonique de F sur F/W . Alors la
composée prW ◦f est diﬀérentiable en v0 avec une diﬀérentielle surjective. Pour un réseau donné H,
il y a beaucoup de choix de W pour lesquels le Lemme 2.2.4 s’applique. Pour un tel W ,
f(v0 +H) ⊂ f(v0) + f ′(v0)(H) +W, (2.5)
et on peut prendre l’intersection des membres de droite pour diﬀérents W , et ainsi, obtenir une
borne supérieur sur f(v0 +H).
2.3. Caractérisation analytique des réseaux du premier ordre
2.3.1. Le cas des fonctions localement analytiques
Polygones de Newton et condition suﬃsante
Cette Section est consacrée à rendre le δ du Lemme 2.2.4 explicite, sous l’hypothèse supplémentaire
que f est localement analytique. Nous étendons la déﬁnition de telles fonctions des K-espaces
vectoriels de dimension ﬁnie dans [Sch11] §6 aux K-espaces de Banach.
Définition 2.3.1. Soit E et F deux K-espaces de Banach. Soit U un ouvert de E et soit x ∈ U .
Une fonction f : U → F est dite localement analytique en x s’il existe un ouvert Ux ⊂ E contenant
x et des applications n-linéaires continues Ln : En → F pour tout n ≥ 1 tels que
f(x+ h) = f(x) +
∑
n≥1
Ln(h, . . . , h)
pour tout h tel que x+ h ∈ Ux. 2
Remarque 2.3.2. Une fonction f qui est localement analytique en x est a fortiori diﬀérentiable en x,
avec dérivée donnée par L1.
Dans le reste de cette Section, nous supposons que K est algébriquement clos. Comme dans la
Déﬁnition 2.3.1, nous considérons deux K-espaces de Banach E et F et une famille d’applications






n fn(h) converge, nous notons par f(h) sa somme. Nous noterons aussi f =∑
n≥0 fn. Nous pouvons supposer que f est déﬁnie sur un voisinage de 0. Sous ces hypothèses, la
2. En particulier, nous demandons à la série dans le membre de droite d’être convergente.
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donnée de f détermine uniquement les fn (une conséquence de la Proposition 2.3.5 plus bas). À









si f est déﬁni sur B−E (e
v),
+∞ sinon.
Le lemme suivant s’obtient directement, et est laissé au lecteur.
Lemme 2.3.3. Soit f =
∑
n≥0 fn et g =
∑
n≥0 gn deux séries comme précédemment. Alors
Λ(f + g) ≤ max(Λ(f),Λ(g)),
Λ(f × g) ≤ Λ(f) + Λ(g),
Λ(f ◦ g) ≤ Λ(f) ◦ Λ(g).
Remarque 2.3.4. En appliquant le Lemme 2.3.3, nous pouvons obtenir aisément une majoration sur
Λ(f) à partir d’une formule qui décrirait explicitement f .
La fonction Λ(f) que nous venons de déﬁnir est liée de près au polygone de Newton de f .
Rappelons que le polygone de Newton de f est l’enveloppe convexe inférieure dans R2 des points
(n,− log‖fn‖) pour n ≥ 0, et du point (0,+∞). Nous notons NP(f) : R→ R ∪ {+∞} la fonction
convexe dont l’épigraphe est le polygone de Newton de f .
Nous rappelons que la transformée de Legendre d’une fonction convexe ϕ : R→ R ∪ {+∞} est la




pour v ∈ R. Nous remarquons que l’application ϕ 7→ ϕ⋆ est une involution renversant l’ordre :
(ϕ⋆)⋆ = ϕ et ϕ⋆ ≥ ψ⋆ dès que ϕ ≤ ψ. Si nécessaire, nous étendons ϕ⋆ à R ∪ {+∞} par continuité
à gauche. Nous renvoyons à [Roc97] pour une introduction plus complète à la transformée de
Legendre.
Proposition 2.3.5. Gardant les notations précédentes, nous avons Λ(f) = NP(f)⋆.
Démonstration. Remarquons tout d’abord que les applications Λ(f) et NP(f)⋆ sont toutes deux
continues à gauche. Il est alors suﬃsant de prouver qu’elles coïncident en-dehors de l’ensemble des
pentes de NP(f), i.e. sur un sous-ensemble dense de R.
Soit v un nombre réel qui n’est pas une pente de NP(f). Nous supposons d’abord que NP(f)⋆(v)
est ﬁni. Nous posons u = NP(f)∗(v). La fonction m 7→ NP(f)(m)− vm+ u a alors les propriétés
suivantes :
1. elle est aﬃne par morceaux et partout positive (ou nulle) ;
2. elle n’admet pas 0 comme pente ;
3. elle s’annule en x = n pour un certain entier n et u = vn+ log ‖fn‖.
Nous pouvons déduire de ces faits qu’il existe un c > 0 tel que
vm− u ≤ − log‖fm‖ − c · |n−m|
pour tout m ≥ 0. Comme vm− u = vm− vn− log‖fn‖, nous obtenons
−vn− log‖fn‖+ c · |n−m| ≤ −vm− log‖fm‖.
Alors, pour tout x ∈ BE(ev) et m ≥ 0, nous avons
‖fm(x)‖ ≤ e−c·|n−m| · ‖fn‖ · evn ≤ ‖fn‖ · evn.
Ainsi, la série
∑
m≥0 fm(x) converge et ‖f(x)‖ ≤ ‖fn‖ · evn. Nous obtenons alors :
Λ(f)(v) ≤ log (‖fn‖evn) = vn+ log ‖fn‖ = u. (2.6)
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Par ailleurs, il suit de la déﬁnition de ‖fn‖ et du fait que |K×| est dense dans R (K est algébriquement
clos) qu’il existe une suite (xi)i≥0 de B−E (e
v) telle que limi→∞ ‖fn(xi)‖ = ‖fn‖ · evn. Puisque
‖fm(xi)‖ ≤ e−c·|n−m| · ‖fn‖ · evn pour tout m et i, nous obtenons ‖fm(xi)‖ < ‖fn(xi)‖ pour i
assez grand. Pour un tel i, nous avons alors ‖f(xi)‖ = ‖fn(xi)‖. En passant à la limite sur i, nous
trouvons Λ(f)(v) ≥ u. En comparant avec (2.6), nous obtenons Λ(f)(v) = u = NP(f)⋆(v).
Nous supposons maintenant que NP(f)⋆(v) = +∞. La fonction x 7→ NP(f)(x)− vx n’est alors
pas minorée. Comme elle est convexe, elle tend vers −∞ lorsque x tends vers +∞. Vue la déﬁnition
de NP(f), l’expression vn+ log ‖fn‖ tend vers l’inﬁni quand n tend vers l’inﬁni. Il est alors suﬃsant
de montrer le résultat suivant :
∀n ∈ N, Λ(f)(v) ≥ vn+ log ‖fn‖ − log 2. (2.7)
Soit n ∈ N∗. Si ‖fn‖ = 0, il n’y a rien à montrer. Sinon, soit xn ∈ B−E (ev) tel que ‖fn(xn)‖ ≥
1
2‖fn‖ · evn. Si la série
∑
m≥0 fm(xn) diverge, alors Λ(f)(v) = +∞ par déﬁnition et l’équation (2.7)
est satisfaite. D’un autre côté, si cette série converge, la suite ‖fm(xn)‖ tend vers 0 quand m tend
vers l’inﬁni. Ainsi, elle atteint son maximum, M , un nombre ﬁni de fois. Notons I ⊂ N l’ensemble
des indices correspondant. Pour tout λ ∈ OK ,la série déﬁnissant f(λxn) converge et
f(λxn) ∈ BF (M) and f(λxn) ≡
∑
m∈I
λmfm(xn) (mod B−F (M)).
Le quotient BF (M)/B−F (M) est un espace vectoriel sur le corps résiduel kK de K. Comme kK est
inﬁni, il existe λ ∈ OK tel que
∑
m∈I λ
mfm(xn) ne s’annule pas sur BF (M)/B−F (M). Pour un tel λ,
nous avons ‖f(λxn)‖ =M ≥ 12‖fn‖ · evn. L’équation (2.7) est alors vériﬁée. Ceci conclut la preuve
de cette proposition.
Remarque 2.3.6. Il découle de la Proposition 2.3.5 que Λ(f) est une fonction convexe.
Nous étudions maintenant l’eﬀet de la troncation sur les séries : étant donné f comme précédem-




fn = f − (f0 + f1 + · · ·+ fn0−1).
Par ailleurs, étant donné une fonction convexe ϕ : R → R ∪ {+∞} et un nombre réel v, nous





La fonction ϕ≥v est le maximum en chaque point parmi les fonctions ϕ′ avec ϕ′ ≤ ϕ et x 7→ ϕ′(x)−vx
croissante. Lorsque v est ﬁxé, l’application ϕ 7→ ϕ≥v est croissante au sens suivant : si ϕ et ψ sont
deux fonctions convexes telles que ϕ ≤ ψ alors ϕ≥v ≤ ψ≥v.
Proposition 2.3.7. Avec les notations précédentes, nous avons Λ(f≥n0) ≤ Λ(f)≥n0 pour tout
n0 ∈ N.
Démonstration. Ceci est une conséquence directe de la Proposition 2.3.5 et du fait que les pentes
de la transformée de Legendre d’une fonction convexe aﬃne par morceaux f sont exactement les
abscisses des points où f n’est pas diﬀérentiable.
Nous fournissons maintenant deux conditions suﬃsantes pour reconnaître de manière eﬀective les
réseaux du premier ordre.
Proposition 2.3.8. Soit f =
∑
n≥0 fn une fonction comme précédemment. Soit C ∈ R>0 tel que
BF (1) ⊂ f1(BE(C)). Soit ρ ∈]0, 1] et ν ∈ R tel que





Alors la conclusion du Lemme 2.2.4 est satisfaite pour δ = eν .
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Remarque 2.3.9. Sur un voisinage de −∞, la fonction x 7→ Λ(f)≥2(x)− x est aﬃne de pente 1. Ceci
implique que, pour tout ρ ∈]0, 1], il existe ν satisfaisant (2.8). De plus, si ρ est assez proche de 0,
alors on peut prendre δ = eν comme une fonction linéaire de ρ.
Remarque 2.3.10. Dans l’énoncé de la Proposition 2.3.8, nous pouvons bien sûr remplacer la fonction
Λ(f) par n’importe quelle fonction convexe ϕ avec ϕ ≥ Λ(f). Si f est donnée par une formule ou
un algorithme, un telle fonction ϕ peut être obtenue grâce à la Remarque 2.3.4.
Démonstration. Prenons ε dans l’intervalle ouvert ]eΛ(f)≥2(ν)−ν , ρC [. En revenant à la preuve du
Lemme 2.2.4, nous observons qu’il est suﬃsant de montrer que
‖f≥2(x)‖ ≤ ε · ‖x‖. (2.9)
pour tout x ∈ BE(δ). Cette inégalité est une conséquence des Propositions 2.3.5 et 2.3.7 appliquées
à la fonction x 7→ Λ≥2(x)x .
Remarque 2.3.11. Il suit de la preuve que la Proposition 2.3.8 reste vraie siK n’est pas algébriquement
clos. En eﬀet, les fonctions fn, et ainsi f , s’étendent à une clôture algébrique K¯ de K et (2.9) est
satisfaite sur K¯, ce qui suﬃt pour obtenir le résultat.
Corollaire 2.3.12. Nous conservons les notations de la Proposition 2.3.8 et considérons de plus
une suite (Mn)n≥2 telle que ‖fn‖ ≤ Mn pour tout n ≥ 2. Soit NP(Mn) la fonction convexe dont
l’épigraphe est l’enveloppe convexe inférieure dans R2 des points de coordonnées (n,− logMn) pour
n ≥ 2 et du point (0,+∞).
Soit ρ ∈]0, 1] et ν ∈ R tels que





Alors la conclusion du Lemme 2.2.4 est satisfaite pour δ = eν .
Remarque 2.3.13. Si K est de caractéristique 0 et que les espaces vectoriels E et F sont de dimension









conviennent. Ici fi signiﬁe la i-ème coordonnée de f , la notation n est prise pour les (dimF )-uplets
d’entiers positifs et |n| est la somme des coordonnées de n.
Un cas particulier
Nous énonçons ici une interprétation des résultats précédents dans le cas des fonctions polynomiales
entières. Une fonction f : E → F est dite polynomiale entière si elle est donnée par un polynôme
multivarié à coeﬃcients dans OK dans un (ou de façon équivalente dans tout) système de coordonnées
associé à une OK-base de BE(1).
Proposition 2.3.14. Avec les notations du Lemme 2.2.4 et en supposant de plus que f est
polynomial entier, soit C ∈ R>0 tel que BF (1) ⊂ f ′(v0)(BE(C)). Alors la conclusion du Lemme
2.2.4 est satisfaite avec δ = C · ρ−1.
Démonstration. Nous appliquons le Corollaire 2.3.12. Pour cela, nous pouvons prendre Mn = 1 du
fait de la supposition que les coeﬃcients de f sont dans OK . Ceci nous donne NP (Mn) qui est la
demi-droite d’équation y = 0 pour x ≥ 2. Sa transformée de Legendre est alors NP (Mn)∗ d’équation










et ν ≤ 0. D’où le résultat.
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2.3.2. Caractérisation par une équation diﬀérentielle
Dans les chapitres suivants, nous allons calculer la diﬀérentielle de certaines opérations classiques
(déterminant, décomposition LU, . . .), et nous obtiendrons souvent une expression simple de cette
diﬀérentielle en fonction de l’entrée et de la sortie de la fonction considérée. En d’autres termes, si f
est la fonction correspondant à l’opération considérée, f vériﬁera souvent une équation diﬀérentielle
de la forme f ′ = g ◦ (f, id) où g est une fonction donnée, dont l’étude n’est, on l’espère, pas trop
diﬃcile. Le but de cette Sous-Section est d’étudier une telle équation diﬀérentielle et d’en déduire
des bornes sur la fonction Λ(f), et ainsi, sur le rayon à partir duquel la conclusion du Lemme 2.2.4
est satisfaite. Nous supposerons ici que K est de caractéristique nulle.
Soit E,F et G des espaces vectoriels normés de dimension ﬁnie, avec U ⊆ E, V ⊆ F et W ⊂ G
des ouverts. En généralisant le contexte précédent, nous nous intéressons à l’équation diﬀérentielle
suivante :
f ′ = g ◦ (f, h). (2.10)
Ici g : V ×W → Hom(E,F ) et h : U → W sont des fonctions localement analytiques données et
f : U → V est la fonction localement analytique inconnue. Dans ce qui suit, nous supposerons que
V et W contiennent 0, que f(0) = 0, h(0) = 0 et g(0) 6= 0. Ces hypothèses n’entraînent pas de
perte de généralité. En eﬀet, nous pouvons, d’une part, toujours faire une translation sur f et h (et
sur g en conséquence) de manière à ce qu’ils s’annulent tous en 0, et d’autre part, aﬁn de pouvoir
appliquer la Proposition 2.3.14 la dérivée f ′(0) doit être surjective, et donc a fortiori non-nulle.
Nous supposons que sont aussi données deux fonctions croissantes et convexes Λg et Λh telles
que Λ(g) ≤ Λg et Λ(h) ≤ Λh. Nous supposons de plus qu’il existe ν tel que Λg est constante sur
l’intervalle ]−∞, ν] 3. Nous introduisons les fonctions τν et Λf déﬁnies par :
τν(x) = x si x ≤ ν
= +∞ sinon
et Λf (x) = τν ◦ (id + Λg ◦ Λh)(x+ α)
où α ∈ R satisfait ‖n!‖ ≥ e−αn pour tout n. Si p est la caractéristique du corps résiduel, une valeur
possible pour α est α = − pp−1 · log ‖p‖ si p > 0 et α = 0 si p = 0. La proposition suivante sera
montrée dans la Sous-Section 2.3.3.
Proposition 2.3.15. Nous avons Λ(f) ≤ Λf .
La Figure 2.1 illustre la Proposition 2.3.15. En trait bleu continu est représenté le graphe de la
fonction Λf . Un calcul rapide montre que, sur un voisinage de −∞, cette fonction est donnée par
Λf (x) = x+ α+ µ où µ est la valeur prise par Λg sur l’intervalle ]−∞, ν]. La Proposition 2.3.15
énonce que le graphe de Λ(f) est sous la ligne brisée en trait bleu continu. De plus, nous remarquons
que le développement de Taylor de f(z) en 0 commence par g(0)z. Ainsi, sur un voisinage de −∞,
nous avons Λ(f)(x) = x+ log ‖g(0)‖. En utilisant la convexité, nous obtenons :
Λ(f)(x) ≥ x+ log ‖g(0)‖,
pour tout x ∈ R. En d’autres termes, le graphe de Λ(f) se situe au-dessus de la droite en marron. En
outre, nous savons que les pentes de Λ(f) sont toutes entières puisque f est localement analytique.
Ainsi, Λ(f) ne peut pas être au-dessus du trait bleu en pointillé déﬁni par la droite de pente 2
passant par le première point de non-diﬀérentiabilité du trait bleu continu, qui est de coordonnées
(y0 − α− µ, y0) avec y0 = min(Λ−1h (ν) + µ, ν). En conclusion, nous avons montré que le graphe de
Λ(f) coïncide avec la droite en marron jusqu’à ce qu’il rencontre le trait en pointillé bleu, et ensuite,
le graphe de Λ(f) doit rester dans la région en vert.
Reprenons les notations de la Sous-Section 2.3.1 : si ϕ est une fonction convexe et v ∈ R, nous
avions déﬁni




Il s’agit de la plus grande fonction convexe telle que ϕ≥v ≤ ϕ et ϕ′≥v ≥ v. Nous pouvons ﬁnalement
en déduire la proposition suivante :
3. Nous pouvons remarquer que cette hypothèse est remplie si l’on prend Λg = Λ(g) puisque nous avons supposé
que g(0) n’est pas nul.
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Figure 2.1. – Région admissible pour le graphe de Λ(f)
Proposition 2.3.16. En conservant les notations précédentes, nous avons :
Λ(f)≥2(x) ≤ 2(x+ α+ µ)−min(Λ−1h (ν) + µ, ν)
pour tout x ≤ min(Λ−1h (ν)− α, ν − µ− α).
Démonstration. L’inégalité est due au fait que y = 2(x+ α+ µ)− y0 est l’équation de la droite en
pointillé bleu.
C’est cette dernière proposition qui pourra par la suite être combinée à la Proposition 2.3.8 pour
pouvoir appliquer le Lemme 2.2.4.
Remarque 2.3.17. Dans certains cas, il est possible que la fonction f étudiée soit solution d’une
équation diﬀérentielle plus simple, de la forme f ′ = g ◦ f . Si c’est le cas, la Proposition 2.3.16 nous
donne la majoration suivante Λ(f)≥2(x) ≤ 2(x+ α+ µ)− ν pour x ≤ ν − µ− α.
Nous pouvons aussi modiﬁer l’équation précédente en choisissant une norme sur F particulière
‖x‖′F = eµ · ‖x‖F (x ∈ F ) et en prenant h : (F, ‖ · ‖F ) → (F, ‖ · ‖′F ) qui est l’identité de F . La
fonction Λ(h) : R→ R envoie alors x sur x+ µ et nous pouvons choisir Λh = Λ(h).
2.3.3. Démonstration de la Proposition 2.3.15
Dans cette Sous-Section, nous montrons la Proposition 2.3.15 dans le contexte, plus général, des
K-espaces de Banach.
Composée de fonctions localement analytiques
Soit U , V etW trois ouverts des K-espaces de Banach E, F et G, respectivement. Nous supposons
que 0 ∈ U , 0 ∈ V . Soit f : U → V et g : V →W deux fonctions localement analytiques au voisinage
de 0, avec f(0) = 0. La composition h = g ◦ f est alors elle aussi localement analytique au voisinage
de 0. Soit f =
∑
n≥0 fn, g =
∑
n≥0 gn et h =
∑
n≥0 hn les développements analytiques de f , g et h.
Ici fn, gn et hn sont les restrictions à la diagonale de formes n-linéaires symétriques Fn, Gn et Hn,
respectivement. Le but de ce paragraphe est de montrer le résultat intermédiaire suivant :
Proposition 2.3.18. Avec les notations précédentes, nous avons
‖hr‖ ≤ sup
m,(ni)
‖gm‖ · ‖fn1‖ · · · ‖fnm‖
pour tout entier positif r, où le sup est pris sur tous les couples (m, (ni)) où m est un entier positif
et (ni)1≤i≤m est une suite de longueur m d’entiers positifs tels que n1 + . . .+ nm = r.
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Nous pouvons développer g ◦ f pour obtenir :∑( m
k1 · · · kℓ
)






= m!k1!...kℓ! est le coeﬃcient multinomial et la somme parcourt :
(a) toutes les suites ﬁnies (ki) d’entiers positifs de longueur (resp. somme) notée ℓ (resp. m), et
(b) toutes les suites ﬁnies (ni) d’entiers positifs de longueur ℓ.
En outre, en argument de Gm, la variable fni est répétée ki fois.
Le degré de Gm(fn1 , . . . , fn1 , . . . , fnℓ , . . . , fnℓ) est r = k1n1 + . . .+ kℓnℓ et ainsi contribue à hr.
En conséquence, hr est égal à (2.11) où la somme est restreinte aux suites (ki), (ni) telles que
k1n1 + . . .+ kℓnℓ = r. La Proposition 2.3.18 est alors conséquence du lemme suivant :
Lemme 2.3.19. Soit E un K-espace vectoriel normé. Soit ϕ : Em → K une forme m-linéaire
symétrique et ψ : E → K déﬁnie par ψ(x) = ϕ(x, x, . . . , x). Étant donné des entiers positifs
k1, . . . , kℓ dont la somme est m et x1, . . . , xℓ ∈ E, nous avons∥∥∥( mk1 k2 ··· kℓ) · ϕ(x1, . . . , x1, . . . , xℓ, . . . , xℓ)∥∥∥
≤ ‖ψ‖ · ‖x1‖k1 · · · ‖xℓ‖kℓ
où, dans le membre de gauche, la variable xi est répétée ki fois.
Démonstration. Il suﬃt de montrer que∥∥∥( m
k1 k2 · · · kℓ
)
· ϕ(x1, . . . , x1, . . . , xℓ, . . . , xℓ)
∥∥∥ ≤ ‖ψ‖
en supposant que les xi sont de norme au plus 1. Nous procédons par récurrence sur ℓ. Le cas ℓ = 1
est une conséquence directe de la déﬁnition de ‖ψ‖. Prenons maintenant (ℓ+ 1) entiers k1, . . . , kℓ+1
dont la somme est m, et (ℓ + 1) éléments x1, . . . , xℓ+1 de la boule unité de E. Introduisons une
nouvelle variable λ, prise dans OK . Nous posons x′i = xi, k′i = ki où i < ℓ et x′ℓ = xℓ + λxℓ+1 et
k′ℓ = kℓ + kℓ+1. Par hypothèse de récurrence, nous savons que l’inégalité∥∥∥( m
k′1 · · · k′ℓ
)
· ϕ(x′1, . . . , x′1, . . . , x′ℓ, . . . , x′ℓ)
∥∥∥ ≤ ‖ψ‖
est vraie pour λ ∈ K. En outre, le membre de gauche de l’inégalité est un polynôme P (λ) de degré
k′ℓ dont le coeﬃcient en λ
j est(
m










k1 · · · kℓ−1 j
)
· ϕ(xj)
avec xj = (x1, . . . , x1, . . . , xℓ+1, . . . , xℓ+1) où xi est répété ki fois si i < ℓ et xℓ (resp. xℓ+1) est
répété j fois (resp. k′ℓ − j fois). Puisque ‖P (λ)‖ ≤ ‖ψ‖ pour tout λ dans la boule unité, la norme de
chacun de ses coeﬃcients est aussi au plus ‖ψ‖. En regardant le coeﬃcient de λkl , le résultat est
obtenu.
Majoration de Λ(f)
Nous revenons au cadre de la Proposition 2.3.15. Soit f =
∑
n≥0 fn, g =
∑
n≥0 gn et h =
∑
n≥0 hn
le développement analytique de f , g et h. Ici fn, gn et hn sont la restriction à la diagonale de formes
n-linéaires symétriques Fn, Gn et Hn, respectivement. Nous rappelons que Λ(f) est la transformée
de Legendre du polygone de Newton de NP(f) déﬁni en Sous-Section 2.3.1, et que α est un nombre
réel tel que ‖n!‖ ≥ e−αn pour tout n ∈ N.
Lemme 2.3.20. Avec les notations précédentes, si (a, b) satisfait b ≥ a+Λ(g)(max(b, Λ(h)(a)))
alors b ≥ Λ(f)(a− α).
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f ′n : U → L(E,F ), x 7→
(
h 7→ n · Fn(h, x, x, . . . , x)
)
.
En prenant h = x, nous trouvons ‖f ′n‖ ≥ ‖nfn‖ = ‖n‖ · ‖fn‖. En combinant ce fait avec la
Proposition 2.3.18, nous obtenons






pour tout entier positif r, où le sup est pris sur tous les couples (m, (ni)) où m est un entier positif
et (ni)1≤i≤m une suite de longueur m d’entiers positifs tels que n1 + . . .+ nm = r. Nous posons






max(uni , ‖ni!hni‖) (2.12)





est un entier, et donc, de norme au plus 1. Soit maintenant
deux réels a et b satisfaisant l’hypothèse du lemme. Soit d = Λ(h)(a). En utilisant la déﬁnition de
Λ(h) et de la transformée de Legendre, nous obtenons ‖hn‖ ≤ e−an+d pour tout n. De la même
manière, avec l’hypothèse faite sur (a, b), nous obtenons ‖gm‖ ≤ e−max(b,d)·m+b−a pour tout m.
Nous pouvons maintenant prouver que ur ≤ e−ar+b par récurrence sur r. Lorsque r = 0, le résultat








= eb−a−ar = e−a(r+1)+b.
De par la déﬁnition de ur, nous obtenons ‖fr‖ ≤ ur ·‖r!‖−1 ≤ e−(a−α)r+b. Ainsi b ≥ Λ(f)(a−α).
Nous pouvons maintenant conclure la preuve de la Proposition 2.3.15 comme suit. Soit a ∈ R
et b = a + Λg ◦ Λh(a), et prouvons que Λ(f)(a − α) ≤ b lorsque b ≤ ν. Grâce à la Proposition
2.3.15, il est suﬃsant de vériﬁer qu’un tel couple (a, b) satisfait l’hypothèse du Lemme 2.3.20.
Clairement, b ≥ a + Λ(g) ◦ Λ(h)(a) puisque Λg ≥ Λ(g), Λh ≥ Λ(h) et Λg est croissante. En
outre, puisque b ≤ ν, nous obtenons Λg(b) = minx∈R Λg(x) ≤ Λg ◦ Λh(a), dont nous déduisons
a+ Λg(b) ≤ a+ Λg ◦ Λh(a) = b.
2.4. Premières idées de mise en œuvre en pratique
Considérons une fonction f qui prend en entrée un élément approché dans un ouvert U d’un
K-espace de Banach E et renvoie en sortie un autre élément approché dans un ouvert V d’un autre
K-espace de Banach F . Dans les applications, cette fonction modèle une fonction mathématique
continue f : U → V : si f est appelée avec en entrée x + O(H), elle retourne x′ + O(H ′) avec
f(x+H) ⊆ x′+H ′. Nous disons que f préserve la précision si l’inclusion précédente est une égalité.
Comme nous l’avons vu dans la Section 1.4, c’est loin d’être toujours le cas.
Supposons maintenant que f est localement analytique sur U et que f ′(x) est surjective. La
Proposition 2.3.8 nous donne alors une condition suﬃsante simple pour décider si un réseau donné
H est un réseau du premier ordre pour f en x. Pour un tel réseau, par déﬁnition, nous avons
f(x+H) = f(x)+f ′(x)(H) et ainsi f doit retourner f(x)+O(f ′(x)(H)) si elle préserve la précision.
Dans cette section, nous étudions comment, sous les hypothèses précédentes, travailler avec f de
manière à ce qu’elle retourne toujours une sortie avec la précision optimale.
2.4.1. Calcul en un passage
L’exécution de la fonction f engendre une factorisation :
f = fn ◦ fn−1 ◦ · · · ◦ f1
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avec les fi correspondant à chaque étape élémentaire du calcul (e.g. addition, multiplication ou
création de nouvelles variables). Ces étapes sont toutes localement analytiques. Pour tout i, soit Ui
le codomaine de fi. Bien sûr, Ui doit contenir toutes les valeurs possibles pour toutes les valeurs des
variables qui sont déﬁnies dans le programme après exécution de la i-ème étape. Mathématiquement,
nous supposons que Ui est un ouvert dans un K-espace de Banach Ei. Nous avons Un = V et
le domaine de déﬁnition de fi est Ui−1 avec par convention, U0 = U . Pour tout i, nous posons
gi = fi ◦ · · · ◦ f1 et xi = gi(x).
Lorsque nous exécutons la fonction f sur l’entrée x+O(H), nous appliquons d’abord f1 à cette
entrée, pour obtenir de cette manière un premier résultat x1 +O(H1) et ensuite continuons avec
f2, . . . , fn. À chaque étape, nous obtenons un résultat intermédiaire que nous noterons par xi+O(Hi).
Une manière de garantir que la précision est préservée est de vériﬁer que Hi = f ′i(x)(Hi−1) =
g′i(x)(H) à chaque étape. Ceci peut être réalisé en calculant avec les f
′
i en même temps qu’avec les
fi et en appliquant f ′i à Hi−1.
Il y a néanmoins un problème avec cette approche : aﬁn de pouvoir appliquer le Lemme 2.2.4,
nous devons connaître a priori les valeurs exactes de tous les xi pour connaître les diﬀérentielles
en ces points, et ce n’est bien sûr pas possible ! En supposant que g′i(x) est surjective pour tout
i, nous pouvons procéder comme suit. Pour tout i, nous ﬁxons un réseau du premier ordre H˜i
pour gi en x. Sous ces hypothèses, de tels réseaux existent toujours et peuvent être calculés grâce
à la Proposition 2.3.8 et au Lemme 2.3.3 (voir aussi la Remarque 2.3.4). Maintenant, l’égalité
gi(x+ H˜i) = xi + g′i(x)(H˜i) signiﬁe que toute perturbation de xi par un élément dans g
′
i(x)(H˜i)
est induit par une perturbation de x par un élément dans H˜i ⊂ H. Ainsi, nous pouvons librement
calculer xi modulo g′i(x)(H˜i) sans modiﬁer le résultat ﬁnal. Puisque g
′
i(x)(H˜i) est un réseau de Ei,
cette remarque rends possible le calcul de xi.
Remarque 2.4.1. Dans certains cas, il est en fait possible de déterminer par des arguments ma-
thématiques des réseau H˜i convenables, ains que leurs images par g′i(x) (ou, au moins, de bonnes
approximations de celles-ci) avant de débuter le calcul. Si possible, ceci peut beaucoup aider. Nous
verrons aux Chapitres 4 et 5 une méthode pour travailler dans ce cadre, puis des exemples (suite de
Somos-4, certaines équations diﬀérentielles à séparation des variables).
2.4.2. Calcul en deux passages
L’approche précédente fonctionne seulement si les g′i(x) sont toutes surjectives. Malheureusement,
cette hypothèse n’est en général pas satisfaite. En eﬀet, la dimension de Ei correspond essentiellement
au nombre de variables utilisées à l’étape i. Si toutes les g′i(x) étaient surjectives, cela signiﬁerait
que la fonction f n’initialise jamais de nouvelle variable ! Dans ce qui suit, nous proposons une autre
solution qui ne suppose pas la surjectivité des g′i(x).
Pour i ∈ {1, . . . , n}, nous déﬁnissons hi = fn ◦ · · · ◦ fi+1, de manière à avoir f = hi ◦ gi. Sur les
diﬀérentielles, nous avons f ′(x) = h′i(xi) ◦ g′i(x). Puisque f ′(x) est surjective (par hypothèse), nous
en déduisons que h′i(xi) est surjective pour tout i. Soit H
′
i un réseau de Ei tel que :










(b) H ′i est un réseau du premier ordre pour hi en xi.




i) ⊂ xn + f ′(x)(H). En conséquence, si l’on
modiﬁe les valeurs intermédiaires xi par un élément de H ′i, alors à la i-ème étape d’exécution de f,
le résultat reste inchangé. En d’autres mots, il est suﬃsant de calculer xi modulo H ′i.
Il n’est néanmoins pas évident de mettre ces idées en practique puisque lorsque l’on entre dans la
i-ème étape de l’exécution de f, nous n’avons pas encore calculé hi, et ainsi, nous ne sommes a
priori pas capable de déterminer un réseau H ′i satisfaisant aux hypothèses (a) et (b) précédentes.
Une solution possible à ce problème est de précéder en plusieurs étapes de la manière suivante :
(1) Pour i de 1 à n, nous calculons xi, f ′i(xi−1) à une precision petite (mais suﬃsante pour la seconde
étape) en même temps qu’une borne supérieure pour la fonction Λ(h 7→ fi(xi−1+h)−fi(xi−1)) ;
(2) pour i de n à 1, nous calculons h′i(xi) et déterminons un réseau H
′
i satisfaisant (a) et (b) ;





Si l’on utilise l’algorithmique détendue pour les calculs sur les éléments de K (cf [vdH02], [vdH07],
[BvdHL11]), nous pouvons réutiliser à l’Étape (3) les calculs déjà eﬀectués lors de l’Étape (1). La
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méthode de calcul en deux passages que nous venons de présenter n’est alors probablement pas
beaucoup plus coûteuse que la méthode en un passage, mais est cependant plus diﬃcile à mettre en
pratique.
Nous concluons cette section en remarquant que la méthode en deux passages semble particu-
lièrement bien adaptée à des calculs paresseux ou détendus sur les p-adiques. En eﬀet, dans ce
contexte, une précision en sortie est ﬁxée et c’est l’implémentation qui détermine automatiquement
la précision nécessaire sur les entrées pour atteindre cette précision. Pour cela, elle calcule d’abord le
squelette du calcul (i.e. elle détermine les fonctions fi et éventuellement les xi à une petite précision
suﬃsante lorsque des points de branchement apparaissent et qu’il faut choisir quelle branche suivre)
et ensuite travaille avec ce squelette en remontant vers les entrées pour déterminer (une majoration)
de la précision nécessaire à chaque étape.
2.4.3. Remarques sur la surjectivité
Depuis le début, nous avons supposé que f ′(x) est surjective. Nous discutons ici de ce qui peut
arriver lorsque cette hypothèse est relâchée. Comme il est expliqué après la preuve du Lemme 2.2.4,
la première chose que nous pouvons faire est de projeter sur diﬀérents quotients, i.e. travailler avec
des compositions prW ◦f pour une famille assez large de sous-espaces vectoriels fermés W ⊂ F tels
que W + f ′(x)(E) = F . Si F a un système de coordonnées naturel, nous pouvons généralement
prendre les prW comme les projections sur chaque coordonnée. En faisant ainsi, nous obtenons une
précision sur chaque coordonnée, individuellement. En outre, nous avons la garantie que la précision
sur chaque coordonnée est optimale, et ce même si le réseau diagonal que l’on peut construire à
partir d’elles ne l’est pas. Ceci revient à projeter sur le type de précision diagonal.
Illustrons la discussion précédente sur un exemple : supposons que nous voulons calculer avec la
fonction f : (Kn)n →Mn(K) qui envoie une famille de n vecteurs sur leur matrice de Gram. La
diﬀérentielle de f n’est clairement jamais surjectives puisque f prends ses valeurs dans le sous-espace
constitué des matrices symétriques. Néanmoins, pour toutes paires (i, j) ∈ {1, . . . , n}2, on peut
considérer la composition fij = prij ◦f où prij :Mn(K)→ K envoie une matriceM sur sa (i, j)-ème
entrée. Les applications fij sont diﬀérentiables et leurs diﬀérentielles sont surjectives en générales
(dès qu’elles sont non nulles). Soit M une matrice connue à une précision ﬁnie donnée, telle que
f ′ij(M) 6= 0 pour tout (i, j). Nous pouvons alors appliquer un calcul en un ou deux passages et
obtenir fij(M) ainsi que sa précision. Au total, nous pouvons ainsi reconstituer la matrice complète
f(M) ainsi qu’une donnée de précision optimale sur chaque coordonnée.
L’étude de cet exemple suggère par ailleurs une autre solution pour le problème de la non
surjectivité. En eﬀet, nous remarquons que la fonction f donnée en exemple n’a pas une diﬀérentielle
surjective parce que son codomaine est trop gros. En le remplaçant par le K-espace vectoriel
Sn(K) des matrices symétriques n × n sur K, nous rendons f ′ surjective. Même si l’image par
une application f : E → F est rarement un sous-espace vectoriel de F , elle est souvent une
sous-K-variété de F . Nous pouvons alors appliquer les résultats de la Section 2.5 pour étudier
f : U → f(U), qui a de meilleures chances d’avoir une diﬀérentielle surjective.
2.5. Généralisation aux variétés
Beaucoup d’objets p-adiques naturels ne vivent pas dans des espaces vectoriels : des points dans
un espace projectif ou sur une courbe elliptique, des sous-espaces vectoriels d’un espace vectoriel
donné (qui vivent dans une grassmannienne), des classes d’isomorphismes de certaines courbes
(qu’on peut voir vivre dans divers espaces de modules), . . . Dans cette Section, nous étendons le
formalisme développé dans la Section 2.2 à un cadre plus général : nous considérons le cas des
variétés diﬀérentiables localement modelées sur des K-espaces de Banach ultramétriques. Ce cadre
recouvre bien tous les exemples que nous venons de citer.
2.5.1. K-variétés diﬀérentiables
La théorie desK-variétés diﬀérentiables de dimension ﬁnie est, par exemple, présentée dans [Sch11]
Ch. 8-9. Dans cette Section, nous travaillerons avec une notion légèrement diﬀérente de variété,
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qui permet de manipuler des K-espaces de Banach possiblement de dimension inﬁnie. Comme
espaces de Banach de dimension inﬁnie, nous pouvons citer certains espaces de séries convergentes
ou sur-convergentes. Il peut être particulièrement agréable de pouvoir travailler dans ce cadre si l’on
s’intéresse aux géométries rigides ou non-archimédiennes. Précisons notre déﬁnition : pour nous,
une K-variété diﬀérentiable (ou simplement K-variété pour simpliﬁer) est la donnée d’un espace
topologique V avec un recouvrement ouvert V =
⋃
i∈I Vi (où I est un ensemble donné) et, pour
tout i ∈ I, un homéomorphisme ϕi : Vi → Ui où Ui est un ouvert d’un K-espace de Banach Ei tel
que pour tout i, j ∈ I pour lesquels Vi ∩ Vj est non-vide l’application composée
ψij : ϕi(Vij)
ϕ−1
i−→ Vij ϕj−→ ϕj(Vij) (avec Vij = Vi ∩ Vj) (2.13)
est diﬀérentiable. Nous rappelons que les applications ϕi ci-dessus sont appelés des cartes. Les ψij
sont des applications de transition. La collection des ϕi et des ψij est appelée un atlas de V . Dans
la suite, nous supposerons de plus que le recouvrement ouvert V =
⋃
i∈I Vi est localement ﬁni,
ce qui signiﬁe que chaque point x ∈ V appartient à un nombre ﬁni de Vi. Un exemple trivial de
K-variété est un K-espace de Banach.
Si V est une K-variété et x un point de V , nous déﬁnissons l’espace tangent TxV de V en x
comme l’espace Ei pour un certain i tel que x ∈ Vi. Nous remarquons que si x est à la fois dans
Vi et Vj , l’application linéaire ψ′ij(ϕi(x)) déﬁnit un isomorphisme entre Ei et Ej . En outre ces
isomorphismes sont compatibles de manière évidente. Ceci implique que la déﬁnition de TxV donnée
plus haut ne dépend pas (à un isomorphisme canonique près) de l’indice i tel que x ∈ Vi et est ainsi
bien déﬁnie.
Comme on le fait habituellement, nous pouvons déﬁnir la notion de diﬀérentiabilité (en un point)
pour une application continue entre deux K-variétés en passant par les cartes. Une application
diﬀérentiable f : V → V ′ induit une application linéaire sur l’espace tangent f ′(x) : TxV → Tf(x)V ′
pour tout x dans V . Elle est appelée la diﬀérentielle de f en x.
2.5.2. Données de précision
Déﬁnition
Revenons à notre problème de précision. Étant donné V une K-variété comme déﬁni plus haut,
nous aimerions pouvoir donner du sens à ce que nous appellerions des éléments approchés de V à
une précision donnée, qui seraient des expressions de la forme x+O(H) où x est dans une partie
dense calculable de V et H est une donnée de précision. Pour cela, ﬁxons une K-variété V . Nous
utiliserons librement les notations I, Vi, ϕi, . . . introduites dans la Sous-Section 2.5.1.
Définition 2.5.1. Soit x ∈ V . Une donnée de precision en x est un réseau dans l’espace tangent
TxV tel que pour tout indices i et j avec x ∈ Ui ∩ Uj , l’image de TxV dans Ei est un réseau du
premier ordre pour ψij en ϕi(x) (cf Déﬁnition 2.2.3).
Remarque 2.5.2. La déﬁnition de donnée de précision en x dépend non seulement de x et de la
variété V où il se trouve, mais aussi de l’atlas choisi sur V .
Heureusement, nous montrons que cette déﬁnition ne dépend pas de la carte :





ne dépend pas de l’indice i tel que x ∈ Vi.
Démonstration. Soit i et j deux indices tels que x appartienne à Vi et Vj . Soit xi = ϕi(x) ∈ Ei et









est clairement équivalente à ψij(xi +Hi) = ψij(xi) + ψ′ij(xi)(Hi) et la dernière est vraie puisque
Hi est un réseau du premier ordre pour ψij en xi.
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Nous pouvons ainsi déﬁnir x+O(H) :





pour un (ou de manière équivalente, pour tout) i tel que x ∈ Vi.
Changement de point de base
Aﬁn de pouvoir nous restreindre à regarder des x vivant dans une partie calculable dense de V ,
nous avons besoin de comparer x0 + O(H0) et les x + O(H) lorsque x et x0 sont assez proches.
Regardons d’abord ce qu’il advient lorsque nous avons une carte ﬁxée donnée : nous choisissons
un i ∈ I et prenons deux éléments x0 et x dans Vi. Nous considérons de plus un réseau H˜0 dans
Ei (que nous pouvons penser être ϕ′i(x0)(H0)) et nous souhaitons construire un réseau H˜ tel que
ϕi(x0) + H˜0 = ϕi(x) + H˜. Bien sûr, H˜ = H˜0 convient dès que ϕi(x)− ϕi(x0) ∈ H˜0. Maintenant,
remarquons que les espaces tangents Tx0V et TxV sont tous deux isomorphes à Ei via les applications
ϕ′i(x0) et ϕ
′







Avec ce choix, x+O(H) = x0 +O(H0) pourvu que x et x0 soient assez proches au sens suivant :
la diﬀérence ϕi(x)− ϕi(x0) vit dans le réseau ϕ′i(x0)(H0). Nous avons de plus indépendance par
rapport à i.
Proposition 2.5.5. Soit x0 ∈ V et H0 une donnée de précision en x0. Alors, pour tout x suﬃ-
samment proche de x0,
(i) le réseau H déﬁni par (2.14) ne dépend pas de i et est une donnée de précision en x, et
(ii) nous avons x+O(H) = x0 +O(H0).
Démonstration. Nous prouvons d’abord (i). Pour un indice i tel que x, x0 ∈ Vi, notons par fi :
Tx0V → TxV la composée ϕ′i(x)−1 ◦ϕ′i(x0). Étant donné un indice j satisfaisant la même hypothèse,
la diﬀérence fi − fj tend vers 0 lorsque x tend vers x0 (voir la Remarque 2.2.2). Puisque H0 est
ouvert dans Tx0V , ceci implique que (fj − fi)(H0) contient fi(H0) et fj(H0) si x et x0 sont assez
proches. Maintenant, prenons w ∈ fj(H0) et écrivons w = fj(v) avec v ∈ H0. Alors w est égal à
fi(v) + (fj − fi)(v) et ainsi appartient à fi(H0) puisque c’est le cas de chaque terme de la somme.
Ainsi, fj(H0) ⊂ fi(H0). L’inclusion réciproque est prouvée de la même manière. Le fait que H est
une donnée de précision en x est facile et laissé au lecteur. Finalement, si x est assez proche de x0,
il suﬃt de vériﬁer (ii) dans les cartes, mais cela a déjà été fait.
2.5.3. Généralisation du lemme principal
Avec les déﬁnitions précédentes, le Lemme 2.2.4 s’étend aux variétés. Pour le montrer, nous
devons d’abord déﬁnir une norme sur l’espace tangent TxV (où V est une K-variété donnée et x
un point de V ). Il n’y a en général pas de choix canonique pour cela. En eﬀet, considérons une
K-variété V recouverte par des cartes Ui (i ∈ I) qui sont des ouverts de K-espaces de Banach Ei.
Si x est un point de V , l’espace tangent TxV est par déﬁnition isomorphe à Ei pour chaque indice
i tel que x ∈ Vi. Une norme naturelle sur TxV serait alors celle obtenue par tiré en arrière de la
norme sur Ei. Cependant, comme les applications de transition ne sont pas supposées être des
isométries, cette norme dépend du choix de i. Elles sont néanmoins toutes équivalentes puisque les
applications de transition sont supposées être continues.
Pour le lemme suivant, nous choisissons n’importe laquelle des normes proposées ci-dessus pour
TxV .
Lemme 2.5.6. Soit V et W deux K-variétés. Supposons que nous disposons d’une application
diﬀérentiable f : V →W , et d’un point x ∈ V tel que f ′(x) : TxV → Tf(x)W est surjective.
Alors, pour tout ρ ∈]0, 1], il existe un réel δ ∈ R>0 tel que, pour tout r ∈]0, δ[, tout réseau H dans
TxV tel que B−TxV (ρr) ⊂ H ⊂ BTxV (r) est un réseau du premier ordre pour f en x.
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Démonstration. Appliquer le Lemme 2.2.4 dans les cartes.
Remarque 2.5.7. La constante δ qui apparait dans le lemme dépend (à une constante multiplicative
près) de la norme choisie sur TxV . Cependant, une fois cette norme choisie, et en supposant de
plus que V et W sont des K-variétés localement analytiques et que l’application f est localement
analytique elle aussi, la constante δ peut être rendue explicite en utilisant les méthodes de la Section
Sous-Section 2.3.1.
2.5.4. Un premier exemple
Nous illustrons la théorie développé dans cette Section avec l’exemple des courbes elliptiques.
D’autres exemples suivront au Chapitre 3, en particulier concernant les grassmanniennes, en Section
3.3.
Dans cet exemple, pour raison de simplicité, nous supposons que K n’est pas de caractéristique 2.
Soit a et b deux éléments de K tels que 4a3 + 27b2 6= 0 et soit E le sous-ensemble de K2 composé
des couples (x, y) satisfaisant l’équation y2 = x3 + ax+ b. Soit prx : E → K (resp. pry : E → K)
l’application qui envoie un couple (x, y) sur x (resp. sur y).
Nous supposons d’abord que a et b vivent dans le sous-anneau R des éléments exacts. Pour
chaque point P0 = (x0, y0) de E excepté peut-être un nombre ﬁni d’entre eux, l’application prx
déﬁnit un diﬀéomorphisme d’un ouvert contenant P0 vers un ouvert de K ; la même chose est vraie
pour pry. De plus, autour de chaque P0 ∈ E, au moins l’une de ces projections satisfait la condition
précédente. Ainsi, les applications prx et pry déﬁnissent ensemble un atlas de E, lui conférant une
structure de K-variété.
Soit P0 un point dans E autour duquel prx et pry déﬁnissent tous deux des cartes. Le Lemme
2.5.3 nous dit alors qu’une donnée de précision sur x détermine une donnée de précision sur y et
réciproquement. En eﬀet, dans un voisinage de P0 nous pouvons écrire y =
√
x3 + ax+ b (pour
un certain choix de racine carré) et obtenir la précision sur y à partir de la précision sur x en
appliquant le Lemme 2.2.4. Nous pouvons aller dans l’autre direction de la même manière en écrivant
x localement comme une fonction de y. Une donnée de précision en P0 n’est alors qu’une donnée de
précision sur la coordonnée x ou sur la coordonnée y, en gardant à l’esprit que chacune détermine
l’autre. Voir une donnée de précision en P0 comme un réseau dans l’espace tangent est une bonne
manière de rendre ce choix canonique, mais en pratique, il suﬃt de choisir une des coordonnées et
de suivre la précision sur celle-ci.
Nous concluons l’étude de cet exemple en présentant une méthode simple pour transformer une
donné de précision sur x en une donnée de précision sur y et réciproquement. En diﬀérentiant
l’équation de la courbe elliptique, nous obtenons :
2y · dy = (3x2 + a) · dx. (2.15)
Dans l’équation ci-dessus, dx et dy peuvent être pensées comme de petites perturbations de x et y
respectivement. L’équation (2.15) donne alors une relation linéaire entre la précision sur x (qui est
représentée par dx) et celle sur y (représentée par dy). Cette relation correspond exactement à celle
donnée par le Lemme 2.2.4.
Finalement, considérons le cas où a et b sont eux-même connus à précision ﬁnie et E n’est pas
complètement déterminée. Nous ne pouvons alors pas la voir directement comme une K-variété et la
discussion précédente ne s’applique pas directement. Néanmoins, nous pouvons toujours considérer
la sous-variété de K4 donnée par les points (a, b, x, y) satisfaisant y2 = x3 + ax+ b. Les projections
sur les hyperplans a = 0, b = 0, x = 0 et y = 0 respectivement déﬁnissent des cartes pour cette
K-variété. À partir de là, nous pouvons voir qu’une donnée de précision sur une courbe elliptique
non-déﬁnie à précision inﬁnie E est une donnée de précision sur un triplet de trois variables parmi
a, b, x et y.
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"After all, it could only cost you your
life, and you got that for free !"
Earthbound
Le but du présent chapitre est de fournir dans des cadres divers des exemples d’applications du
formalisme développé au chapitre précédent. Il s’agit d’un travail en commun avec Xavier Caruso et
David Roe. Autant que possible, nous nous attacherons à exposer les conséquences pratiques de ces
applications. Nous débutons avec l’étude en Section 3.1 des applications de la précision diﬀérentielle
aux calculs classiques sur les polynômes : pgcd, factorisation, évaluation, . . .
Ensuite, nous nous intéressons à l’algèbre linéaire, d’abord en Section 3.2 où nous étudions les
calculs matriciels tels que la multiplication ou le calcul d’une factorisation LU. Nous clôturons ce
chapitre avec en Section 3.3 une présentation du calcul, à précision ﬁnie, sur les grassmanniennes,
et de ses conséquences lorsqu’on s’intéresse au calcul de l’intersection ou de la somme d’espaces
vectoriels.
3.1. Polynômes
Pour tout entier d, notons K<d[X] l’ensemble des polynômes de K[X] de degré strictement
inférieur à d. C’est un espace vectoriel de dimension d. L’espace aﬃne Xd +K<d[X] des polynômes
unitaires de degré d sera noté Kd[X].
Évaluation et interpolation
Après la somme et le produit, qui peuvent être traités par les méthodes déjà vues précédemment,
deux opérations de base sur les polynômes sont l’évaluation et l’interpolation. L’évaluation correspond
à la fonction (P, x) 7→ P (x), où P est un polynôme et x ∈ K. En diﬀérentiant, nous obtenons :
(P + dP )(x+ dx) = P (x+ dx) + dP (x+ dx) = P (x) + P ′(x)dx+ dP (x). (3.1)
Ici, P ′ est la dérivée de P . La diﬀérentielle de l’évaluation en P est alors l’application linéaire
(dP, dx) 7→ P ′(x)dx+ dP (x).
Pour ce qui est de l’interpolation, nous ﬁxons un entier positif d et voulons étudier l’application
f : K2d → K<d[X] qui envoie (x1, y1, . . . , xd, yd) sur le polynôme P de degré au plus d − 1 tel
que P (xi) = yi pour tout i. Un tel polynôme P existe et est unique dès que les xi sont deux
à deux distincts. Nous déﬁnissons alors la fonction f sur l’ouvert correspondant. En outre, si
(x1, y1, . . . , xd, yd) est un point de cet ouvert et P correspond au polynôme interpolé, l’équation
(3.1) montre que dyi = P ′(xi)dxi + dP (xi) pour tout i. En conséquence, il est possible d’obtenir
dP (xi) à partir de dxi et dyi et ainsi, d’obtenir ﬁnalement dP par interpolation. Il pourrait être
intéressant alors de considérer le cadre de la Sous-Section 2.3.2 pour étudier plus précisément le
comportement de la diﬀérentielle.
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Division euclidienne
Soit A et B deux polynômes avec B 6= 0. Le problème de la division euclidienne de A par B
consiste à trouver Q et R tels que A = BQ+ R et degR < degB. En diﬀérentiant cette égalité,
nous trouvons :
dA− dB ·Q = B · dQ+ dR,
ce qui implique que dQ et dR sont respectivement obtenus comme quotient et reste de la division
euclidienne de dA− dB ·Q par B. Ceci nous donne la diﬀérentielle. Là encore, son étude rentrerait
dans le cadre de la Sous-Section 2.3.2.
Nous remarquons aussi que la discussion précédente s’adapterait tout fait à l’étude de division
sur des anneaux de séries convergentes (voir aussi [CL14]).
PGCD et coeﬃcients de Bézout
Soit n et m deux entiers positifs avec n ≥ m. Nous considérons la fonction f : Kn[X]×Km[X]→
(K≤n[X])3 qui envoie le couple (A,B) sur le triplet (D,U, V ) où D est le PGCD (unitaire) de A
et B, et U et V sont les coeﬃcients de Bézout, de degré minimaux et calculés par l’algorithme
d’Euclide étendu. La non-annulation du résultant de A et B déﬁnit un ouvert de Zariski V0 où la
fonction pgcd prend une valeur constante égale à 1. En-dehors de V0, pgcd(A,B) est un polynôme
de degré strictement positif. Puisque V0 est dense, f n’est pas continu en-dehors de V0. Par contre,
f est diﬀérentiable, et même localement analytique sur V0.
Bien sûr, sur V0, la première composante de f , D, est constante et nous avons dD = 0. Pour
calculer dU et dV , nous diﬀérentions simplement la relation de Bézout AU + BV = 1. Nous
obtenons :
A · dU +B · dV = −(dA · U + dB · V )
d’où nous déduisons que dU (resp. dV ) s’obtient comme le reste dans la division euclidienne de
U ·dX par B (resp. de V ·dX par A) où dX = −(dA · U + dB · V ).
Aﬁn de diﬀérentier f en-dehors de V0, nous déﬁnissons le sous-ensemble Vi de Kn[X]×Km[X]
comme le lieu ou le pgcd a degré i. La théorie des sous-résultants montre que Vi est localement
fermé pour la topologie de Zariski. En particulier, Vi est une K-variété au sens de la Section 2.5, et
la restriction de f à Vi est diﬀérentiable. Pour calculer cette diﬀérentielle, nous procédons comme
précédemment en diﬀérentiant la relation AU+BV = D. Nous obtenons ainsi A ·dU+B ·dV −dD =
dX avec dX = −(dA · U + dB · V ). Dans cette relation, les deux premiers termes, A·dU et B·dV
sont divisibles par D alors que dD a un degré strictement inférieur à i. Ainsi, si dX = D · dQ+ dR
est la division euclidienne de dX par D, nous devons avoir AD · dU + BD · dV = dQ et dD = −dR.
Ces relations, avec les bornes sur les degrés de U et V , impliquent que dU (resp. dV ) est égal au
reste dans la division euclidienne de U ·dQ par BD (resp. de V ·dQ par AD ).
Nous pouvons discuter de quelques enseignement du paragraphe précédent. Si nous devons calculer
le pgcd de deux polynômes A et B connus à précision ﬁnie, nous devons d’abord déterminer son
degré. Hélas, la fonction degré n’est pas continue (elle est seulement semi-continue supérieurement),
et ainsi, ne peut être déterminée à partir de A et B, à moins que les approximations de (A,B) soit
contenues dans V0.
Une hypothèse supplémentaire doit être alors faite. La plus naturelle est de prendre pgcd(A,B)
du plus grand degré possible. La raison principale pour cette convention est que si les polynômes
qui nous intéressent, A,B ∈ K[X], ont un pgcd de degré i, alors il existe une précision à partir
de laquelle ce degré maximal sera i. Une fois cette hypothèse faite, le calcul est réalisable et il
est possible d’appliquer le Lemme 2.2.4 pour déterminer la précision sur le résultat. Remarquons
qu’avec cette convention, le pgcd de A et A est A lui-même, et ce bien qu’il existe des couples de
polynômes premiers entre eux dans tout voisinage de (A,A).
Factorisation
Soit P0 ∈ Kd[X] un polynôme qui s’écrit P0 = A0B0, avec A0 et B0 unitaires et premiers entre
eux. Le lemme de Hensel implique qu’il existe un voisinage U de P0 dans Kd[X] tel que tout
P ∈ U se factorise de manière unique en P = AB avec A et B unitaires et proches de A0 et B0
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respectivement. Ainsi, nous pouvons considérer l’application f : P 7→ (A,B) déﬁnie sur U ⊂ Kd[X].
Nous souhaitons diﬀérentier f en P0. Pour cela, nous diﬀérentions l’égalité P = AB en P0 pour
obtenir :
dP = A0 · dB +B0 · dA, (3.2)
avec dP , dA et dB de degré au plus degP − 1, degA − 1 et degB − 1 respectivement. Nous
pouvons remarquer que la matrice de cette application est la bien connue matrice de Sylvester. Si
A0U0 +B0V0 = 1 est une relation de Bézout entre A0 et B0, nous déduisons de (3.2) que dA (resp.
dB) est le reste dans la division euclidienne de V0·dP par A0 (resp. de U0·dP par B0).
Recherche de racines
Un cas particulier important apparait dans l’étude précédente lorsque A0 est de degré 1, c’est-à-
dire A0(X) = X − α0 pour un certain α0 ∈ K. Ceci correspond bien sûr à la recherche de racine
de A0. L’application P 7→ A consiste donc en suivre la racine simple α0. Ceci peut être fait grâce
à l’étude précédente sur la factorisation. Néanmoins, nous pouvons donner une expression plus
directe de la diﬀérentielle concernée en développant l’équation : (P0 + dP )(α0 + dα) = 0, ce qui
donne P ′0(α0)dα+ dP (α0) = 0. Puisque α0 est une racine simple, P
′
0(α0) ne s’annule pas et nous
trouvons :
dα = −dP (α0)
P ′0(α0)
.
Nous pouvons maintenant étudier le cas d’une racine multiple. Soit P0 un polynôme unitaire
de degré d et α0 ∈ K une racine de P0 de multiplicité m > 1. Du fait de sa multiplicité, il n’est
plus possible de suivre directement la racine α0 sur un voisinage de P0. Cependant, nous pouvons
tout de même nous restreindre aux polynômes qui ont une racine de multiplicité m au voisinage de
α0. Plus précisément, soit Vm l’ensemble des polynômes unitaires de degré d ayant une racine de
multiplicité au moins m. Il s’agit d’un fermé de Kd[X] pour la topologie de Zariski, et il contient, par
hypothèse, le polynôme P0. En outre, les composantes irréductibles de Vm qui rencontrent P0 sont
en bijection avec l’ensemble des racines de P0 de multiplicité ≥ m. En particulier, α0 correspond à
l’une de ces composantes irréductibles. Notons-là Vm,α0 . La variété algébrique Vm,α0 est a fortiori
une K-variété. En outre, il existe une fonction diﬀérentiable f qui est déﬁnie sur un voisinage de P0
dans Vm,α0 et suit la racine α0, i.e. f(P0) = α0 et pour tout P tel que f(P ) est déﬁni, α = f(P ) est
une racine de multiplicité (au moins) m de P . L’existence de f suit du lemme de Hensel appliqué à
la factorisation P0(X) = (X − α0)mB0(X) où B0(X) est un polynôme qui est premier avec X − α0.
Nous pouvons donc ﬁnalement calculer la diﬀérentielle de f en P0 (selon Vm,α0) par diﬀérentiation







Le calcul précédent a des conséquences intéressantes pour ce qui est de la précision p-adique.
Par exemple, si l’on considère le polynôme unitaire P (X) = X2 +O(p2N )X +O(p2N ) (où N est
un entier grand) et que l’on souhaite calculer sur ordinateur une de ses racines, quelle réponse
peut-on attendre ? Nous remarquons que, si α est un nombre p-adique divisible par pN , alors parmi
X2 + O(p2N )X + O(p2N ), on trouve X2 − α2 dont les racines sont ±α. Réciproquement, nous
pouvons prouver que les deux racines de P sont nécessairement divisibles par pN . Ainsi, une bonne
réponse est certainement O(pN ). Néanmoins, si nous avons l’information supplémentaire que P a
une racine double, disons α, alors, nous pouvons écrire P (X) = (X − α)2 et en identiﬁant α avec le
coeﬃcient en X, nous obtenons α = O(p2N ) si p > 2 et α = O(p2N−1) si p = 2. Il s’agit exactement
du résultat que nous obtenons en appliquant le Lemme 2.2.4 et en utilisant (3.3) pour simpliﬁer
l’écriture de la diﬀérentielle.
Ce phénomène est vrai en général : si P est un polynôme sur Qp connu à précision ﬁnie O(pN ),
une racine α de P ayant possiblement une racine de multiplicité m (i.e. P (α), P ′(α), . . . , P (m−1)(α)
sont nuls à la précision donnée) peut être calculée à précision environ O(pN/m). Cependant, si nous
avons l’information supplémentaire que la multiplicité est exactement m, nous pouvons calculer
cette racine à précision O(pN−c) avec c une constante dépendant de P et de α mais pas de N .
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Division multivariée
Nous étudions l’anneau K[X] = K[X1, . . . , Xn] des polynômes en n variables sur K et choisissons
un ordre monomial sur K[X]. Nous renvoyons à la Section 6.1 pour plus de détails sur de telles
notions.
Il existe alors une notion de division sur K[X] : si f, f1, . . . , fs sont des polynômes dans K[X],
alors il est possible d’écrire f comme
f = q1f1 + · · ·+ qsfs + r
où q1, . . . , qs, r ∈ K[X] et aucun monôme de r n’est divisible par le monôme de tête d’un fi
(1 ≤ i ≤ s). Nous disposons d’un algorithme pour calculer cette division, qui est décrit dans
l’Algorithme 6.1.9. Par ailleurs, si l’on suppose que (f1, . . . , fs) est une base de Gröbner 1 de
l’idéal engendre par (f1, . . . , fs), le polynôme r est uniquement déterminé et appelé le reste dans
la division de f par la famille (f1, . . . , fs). L’application (f, f1, . . . , fs) 7→ r est alors bien déﬁnie
et nous pouvons calculer sa diﬀérentielle : nous trouvons que dr est le reste dans la division de
f − (q1 · df1 + · · ·+ qs · dfs) par (f1, . . . , fs).
3.2. Matrices
Dans cette section, nous nous intéressons à diverses opérations sur les matrices à coeﬃcients dans
K : multiplication, calcul du déterminant, du polynôme caractéristique et calcul de la décomposition
LU. Nous y étudierons plus précisément l’intérêt qu’apporte l’utilisation de réseaux comme donnée
de précision comparé à une approche naïve.
3.2.1. Multiplication
Pour commencer, nous étudions le comportement de la précision lorsqu’on eﬀectue des multipli-
cations matricielles. Soit r, s et t trois entiers strictement positifs. On suppose que l’on souhaite
multiplier une matrice A ∈Mr,s(K) par une matrice B ∈Ms,t(K). Cette opération est, bien sûr,
donnée par une fonction polynomiale entière :
Pr,s,t : Mr,s(K)×Ms,t(K) → Mr,t(K)
(A,B) 7→ AB.
D’après la Proposition 2.2.4, le comportement de la précision lorsqu’on calcule AB est donné par
P ′r,s,t(A,B), l’application linéaire qui envoie le couple (dA, dB) sur A · dB + dA ·B.
Pour simpliﬁer, supposons que les coeﬃcients de A et B sont tous dans OK et connus à la même
précision O(πN ). Aﬁn d’appliquer les Propositions 2.2.4 et 2.3.14, nous avons besoin de calculer
l’image du réseau standard L0 = Mr,s(OK) ×Ms,t(OK) par P ′r,s,t(A,B). Il est bien sûr contenu
dans Mr,t(OK). Ceci reﬂète le fait évident que chaque entrée du produit AB est connu à précision
au moins O(πN ). Néanmoins, il peut arriver que l’inclusion précédente soit stricte, ce qui signiﬁe
que l’on gagne de la précision dans ces cas.
Posons ai = σi(A) et bi = σi(B) (valuation du i-ème facteur invariant), et déﬁnissonsMr,t((ai), (bj))
comme le sous-réseau de Mr,t(OK) formé de matrices M = (Mi,j) telles que val(Mi,j) ≥ min(ai, bj)
pour tout (i, j). Écrivons a(m) (resp. b(m)) pour le nombre de ai (resp. bi) qui sont au moins m.
Proposition 3.2.1. Avec les notations précédentes, nous avons :










1. Un choix canonique pour r existe même sans cette hypothèse, donné par exemple par le résultat de l’Algorithme
6.1.9, mais il n’est pas clair que le calcul que nous eﬀectuons de la diﬀérentielle s’étende à ce cadre.
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Démonstration. Écrivons A · dB + dA ·B = UA ·M · VB avec
M = ∆A · VA · dA · V −1B + U−1A · dB · UB ·∆B .
Lorsque dA varie dans Mr,s(OK) il en va de même pour VA · dA · V −1B et ainsi, le premier terme
dans l’écriture ci-dessus de M varie dans le sous-espace de Ma,s(OK) formé des matrices dont la
i-ème ligne a valuation au moins ai. Avec un argument similaire pour le second terme de la somme
nous en déduisons le résultat de la première partie de la proposition. La seconde partie est laissée
au lecteur.
Du point de vue de la précision, la deuxième formule de la Proposition 3.2.1 veut dire que le
calcul de AB augmente la précision absolue de
∑∞
m=1 a
(m)b(m) chiﬀres 2 dès que N > min(ar, bt)
(cf. Proposition 2.3.14). Cependant, beaucoup de ces chiﬀres sont diﬀusés au sens de la Déﬁnition
2.1.3. Nous pouvons faire un changement de bases aﬁn de visualiser cette augmentation de précision
en coordonnées : écrivons AB = UA · P · VB avec P = ∆A · VA · UB ·∆B. Si l’on suit la précision
de manière classique, le coeﬃcient d’indice (i, j) de P est connu à précision O(πN+min(ai,bj)). Les
multiplications par UA et VB diﬀusent alors la précision sur les coeﬃcients de AB.
Nous allons maintenant considérer l’impact d’un suivi précis de cette précision diﬀuse. Bien que
le bénéﬁce n’est pas substantiel pour un unique produit de matrices, il s’accumule si l’on fait un
nombre important de multiplication de matrices. Nous illustrons ce phénomène avec l’exemple
simple suivant :
Algorithme 3.2.2 : Exemple de produits
Entrée : une liste (M1, . . . ,Mn) de matrices carrées de taille d, avec coeﬃcients connus à
précision O(πn).




P reçoit la matrice identité de taille d ;
pour j = 1, . . . , n faire
Faire P = PMi ;
Retourner le coeﬃcient (1, 1) de P ;
Le tableau en Figure 3.1 en page 74 compare le nombre de chiﬀres signiﬁcatifs en précision relative
que nous perdons en sortie de l’Algorithme 3.2.2 lorsque l’on utilise d’un côté un suivi de précision
classique, coordonnée par coordonnée, et de l’autre côté une méthode fondée sur les réseaux.
Dans le premier cas, nous utilisons l’implémentation classique du produit et des p-adiques en
Sage. Dans le second cas, à la matrice P de l’Algorithme 3.2.2 est attaché un réseau dP dans
Md(K), et lorsque nous mettons à jour P avec P ·Mi, nous faisons de même pour dP en posant
dP ← dP ∗Mi +Md(pn ∗ OK) ∗ P . Ceci est évidemment plus coûteux en temps de calcul par
un facteur constant, mais nous allons voir que le gain en terme de précision peut être loin d’être
négligeable.
Nous observons que, dans le premier cas, le nombre de chiﬀres perdus semble croître linéairement
avec le nombre de multiplications eﬀectuées (ici notée n), tandis que dans le second cas, cette
croissance semble n’être que logarithmique. Nous apprécierions de connaître une formulation plus
précise et une preuve de cette heuristique.
Remarque 3.2.3. S’intéresser à un produit de matrices aléatoires n’est pas anodin. Il s’agit de l’objet
d’étude central de la théorie des marches aléatoires sur des espaces homogènes, qui peuvent en
particulier être de nature p-adique, voire S-adique (S ⊂ ∞∪ {p, p premier} ﬁni). Nous renvoyons
à [BQ12] de Benoist et Quint pour une introduction à ce domaine. Être capable d’estimer nu-
mériquement de manière précise et eﬃcace des exposants de Lyapunov grâce à des variantes de
l’Algorithme 3.2.2 et l’usage de réseaux pour suivre la précision peut alors y être particulièrement
utile.
2. Nous notons néanmoins que la valuation des entrées de AB peuvent augmenter, ce qui veut dire que nous
pouvons perdre des chiﬀres signiﬁcatifs, si l’on raisonne en terme de précision relative.
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d n
Perte de précision moyenne
Suivi par coordonnées Suivi par réseaux
2 10 2, 8 2, 4
2 100 16, 7 5, 0
2 1000 157, 8 7, 9
3 10 2, 2 1, 9
3 100 12, 8 4, 0
3 1000 122, 5 7, 0
Résultats pour un échantillon de 1000 entrées aléatoires dans Md,d(Z2)n
Figure 3.1. – Perte de précision moyenne dans l’Algorithme 3.2.2
3.2.2. Déterminant
Le calcul de la diﬀérentielle de l’application déterminant det :Mn,n(K)→ K est classique : en
un point M , il s’agit de l’application linéaire
det ′(M) : dM 7→ Tr(Com(M) · dM),
où Com(M) est la comatrice de M , qui correspond à det(M)M−1 lorsque M est inversible. Si M
est de rang n ou n− 1, alors Com(M) est de rang n ou 1 respectivement, et det ′(M) est surjective.
Si rang(M) ≤ n− 2, alors Com(M) = 0 et det ′(M) est nulle, donc a fortiori non surjective et nous
ne pourrons pas appliquer le Lemme 2.2.4. Ainsi, nous supposons que rang(M) ≥ n− 1 dans cette
Sous-Section.
Comme pour le cas de la multiplication de matrices, nous calculons d’abord l’image du réseau
standard L0 =Mn,n(OK) par det ′(M).
Proposition 3.2.4. Posons v = σ1(M) + · · ·+ σn−1(M), nous avons det ′(M)(L0) = πvOK .
Démonstration. Avec la description explicite de det ′(M), nous voyons directement qu’il suﬃt de
montrer que le coeﬃcient de Com(M) de plus petite valuation a valuation v, ou, de manière
équivalente, que l’idéal de OK engendré par les mineurs de M de taille (n− 1) est πvOK . Ceci est
dû au fait suivant : cet idéal est inchangé lorsqu’on mutiplie à gauche ou à droite par une matrice
de GLn(OK). Ainsi, nous pouvons supposer que M = ∆M , et le résultat est alors clair.
Du point de vue de la précision, la Proposition 3.2.4 implique que si M est connue à précision
uniforme en entrée O(πN ) avec N > v, alors det(M) est connu à précision O(πN+v). Ainsi, nous
gagnons v chiﬀres de précision absolue, ou de manière équivalente, perdons σn(M) chiﬀres de
précision relative (ce qui peut être =∞ lorsque detM = 0 . . .). En outre, il est possible de calculer
det(M) à cette précision optimale en calculant d’abord une réalisation d’une forme normale de
Smith approchée de M par l’Algorithme 1.3.5, M = P∆MQ avec les coeﬃcients de P et Q connus
à précision O(πN ). Comme de plus, detP = detQ = ±1, et que ∆M est sous forme diagonale à
O(πN ) près, nous pouvons lire le résultat directement sur ∆M .
Exemple 3.2.5. Nous adaptons l’exemple 1.3.13 en étudiant
M =
 2 +O(26) 4 +O(26) 4 +O(26)−6 +O(26) 6 +O(26) 12 +O(26)
10 +O(26) −4 +O(26) −16 +O(26)
 .
En développant directement, on obtient detM = −144 +O(26) = 3 ∗ 24 +O(26). Cependant, nous
obtenons par l’Algorithme 1.3.5
∆M =
2 +O(26) O(26) O(26)O(26) 2 +O(26) O(26)
O(26) O(26) 4 +O(26)
 ,
avec PMQ = ∆M et detP = − 19 et detQ = 1, ce qui donne detM = −9 ∗ 24 + O(28) =




Écrivons char : Mn,n(K) → K[X] pour noter le polynôme caractéristique, et K<n[X] ⊂ K[X]
pour le sous-espace constitué des polynômes de degré strictement inférieur à n. Alors la diﬀérentielle
de char au point M est
char′(M) : dM 7→ Tr(Com(X −M) · dM).
L’image de Mn,n(K) par char
′(M) est le K-espace vectoriel engendré par les coeﬃcients de
Com(X−M), qui est clairement inclus dans K<n[X]. Plus précisément, l’image est égale à K<n[X]
dès que M n’a pas deux blocs de Jordan pour une même valeur propre.




loppe convexe inférieure des points (i, val(ai)) et le polygone de Newton NP(M) d’une matrice
M est NP(char(M)). Le polygone de Hodge de M est l’enveloppe convexe inférieure des points
(i,
∑n−i
j=1 σi(M)). Pour une matrice M , le polygone de Newton est au-dessus du polygone de Hodge,
voir [Ked10] Thm. 4.3.11.
Nous avons déjà vu que de tels polynômes apparaissent naturellement lorsque l’on s’intéresse
à la précision, voir par exemple 2.3.1. Un tel polygone P engendre un réseau LP dans K<n[X]
formé des polynômes dont le polygone de Newton se trouve au-dessus de celui de P . Ce réseau est
engendré par les monômes aiXi, avec val(ai) la partie entière supérieure de la hauteur de P à i.
Il est possible d’utiliser ces polygones pour faire un certain type de suivi de la précision sur les
coordonnées, donnant une borne sur le réseau de précision image de char′ :
Définition 3.2.6. Le polygone de précision PP(M) de M est l’enveloppe convexe inférieure des
polygones de Newton des coeﬃcients de Com(X−M).
Il est clair, vu la déﬁnition, que LPP(M) ⊂ char′(M)(L0) où L0 est le réseau standard Mn,n(OK).
Plus précisément PP(M) est le plus petit polygone P pour lequel l’inclusion LP ⊂ char′(M)(L0)
est satisfaite. Par le Lemme 2.2.4, le polygone de précision détermine la perte de précision minimale
que l’on peut déterminer en regardant des polygones.
Il se trouve que le polygone de précision est lié aux polygones de Hodge et de Newton. Si un
polygone P a pour sommets (xi, yi), soit Tn(P ) le translaté par n du polygone, avec pour sommets
(xi − n, yi).
Proposition 3.2.7. Le polygone de précision PP(M) se trouve entre T1(HP(M)) et NP(M).
De plus, PP(M) et T1(HP(M)) coïncident en 0 et n−1.
Démonstration. Les coeﬃcients de char(M) peuvent être exprimés comme trace de puissances
extérieurs : le coeﬃcient de Xi est Tr(Λi(M)), qui est Tr(Λi(UM )Λi(∆M )Λi(VM )). En calculant
Λi(∆M ), nous obtenons la première partie de la Proposition. Pour i = 1, nous trouvons de plus que
PP(M) s’annule pour l’abscisse n−1. Par déﬁnition, c’est aussi le cas de T1(HP(M)). Le fait que
PP(M) et T1(HP(M)) coïncident pour l’abscisse 0 est conséquence de la Proposition 3.2.4.
Il reste à comparer avec le polygone de Newton. Posons f = char(M), mi,j le coeﬃcient d’indice
(i, j) deM , fi,j le coeﬃcient d’indice (i, j) Com(X−M) et µi,j = val(mi,j). Nous notons f [k] pour la
valuation du coeﬃcient de Xk dans f , et posons f [−1] = +∞. L’équation (X−M) ·Com(X−M) =
f · I implique, pour tout i et k,
f [k] ≥ inf(fi,i[k−1], µi,0 + f0,i[k], . . . , µi,n + fn,i[k])
≥ inf(fi,i[k−1], fj,i[k]),
avec le minimum pris sur j. En prenant l’enveloppe convexe inférieure et en remarquant que
PP(M) est décroissant, ce qui suit de la comparaison avec le polygone de Hodge, nous obtenons le
résultat.
Remarque 3.2.8. Diverses expériences numériques nous suggèrent le fait, plus fort, que PP(M) est
borné supérieurement par T1(NP(M)).
Pour beaucoup de matrices, PP(M) = T1(HP(M)). Pour 500 tirages de matrices aux coeﬃcients
pris aléatoirement dans Z2, le polygone de précision 2-adique est égal au polygone de Hodge dans
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99.5% des cas en dimension 4, et dans 99.1% en dimension 8. Sur Z3, ce pourcentage monte à
99.98%, sans dépendance claire sur la dimension. Empiriquement, PP(M) semble avoir le plus
de chance de diﬀérer de T1(HP(M)) en 1, correspondant à la précision sur le terme linéaire du
polynôme caractéristique.
Bien sûr, le réseau de précision E = char′(M)(L0) peut contenir de la précision diﬀuse qui ne
serait pas contenue dans PP(M). Pour 500 tirages, de la précision diﬀuse apparait dans 11% des cas
en dimension 3, jusqu’à 15% des cas en dimension 8. Ce pourcentage augmente lorsque val(det(M))
décroit, atteignant 34% en dimension 9 pour les matrices ayant la contrainte d’avoir un determinant
de valuation 2-adique 12. En outre, il est possible de construire des exemples avec arbitrairement
autant de précision diﬀuse que souhaité. Supposons que σi(M) soit grand. Alors la Proposition
3.2.7 implique que E est contenu dans OK,<n[X] avec indice au moins
∑n−1
i=1 σk(M). Le réseau de
précision de 1 +M est obtenue à partir de E avec la transformation X 7→ 1 +X, mais nous avons
PP(1 +M) qui est aplati, de hauteur 0.
En conclusion, pour des matrices choisies aléatoirement, approcher E en utilisant le polygone
de Hodge amène une perte de précision par rapport au réseau de précision assez faible, mais non
nulle. Il est possible que cette perte puisse s’accumuler lorsqu’on eﬀectue des opérations sur les
polynômes. Par ailleurs, si les σi(M) sont connus pour être assez grand ou si M est le translaté
d’une telle matrice, utiliser le réseau de précision peut être utile pour estimer la perte de précision.
3.2.4. Décomposition LU
Dans cette Sous-Section, nous noterons par ‖ · ‖ une norme sur Mn(K) subordonnée à une norme
‖ · ‖ sur Kn. Pour un réel C, nous notons B(C) la boule fermée de Mn(K) centrée en 0 et de rayon
C. Nous considérerons aussi les sous-ensembles suivants de Mn(K) :
— On est l’ouvert des matrices dont les mineurs principaux sont non nuls (nous rappelons que
cette condition implique existence et unicité de la décomposition LU) ;
— Un est le sous-espace vectoriel de Mn(K) formé des matrices triangulaires supérieures ;
— L0n (resp. L
u
n) le sous-espace aﬃne de Mn(K) formé des matrices triangulaires inférieures
nilpotentes (resp. unipotentes).
Analyse et précision
Nous choisissons de normaliser la décomposition LU en demandant que L soit unipotente et nous
notons D : On → Lun × Un la fonction correspondant à cette décomposition sur l’ouvert On. Pour
M ∈ On avec D(M) = (L,U), l’application linéaire D′(M) est donnée par :
dM 7→ (L · low(dX),up(dX) · U) avec dX = L−1 · dM · U−1
avec low (resp. up) qui est la projection canonique de Mn(K) sur L0n (resp. Un). Il est facile de
montrer que D′(M) est bijective, d’inverse donnée par (A,B) 7→ AU + LB.
Nous souhaitons maintenant appliquer la Proposition 2.3.16 aﬁn d’obtenir un résultat complè-
tement eﬀectif sur la précision. Nous supposons ici que K est de caractéristique 0. Soit M0 ∈
On et posons D(M0) = (L0, U0). Nous considérons la fonction translatée f envoyant M sur
D(M0+M)−D(M0). Nous avons alors f(0) = 0 et f ′(M) = D′(M0+M). En utilisant une description
explicite de l’inverse de D′(M0+M), nous trouvons B(1) ⊂ f ′(0) ·B(C) pour C = max(‖U0‖, ‖L0‖).
En outre, f satisfait l’équation diﬀérentielle f ′ = g ◦ f avec g donné par :
g(A,B)(X) =
(
(L0 +A) · low(Y ),up(Y ) · (U0 +B)
)
avec Y = (L0 +A)−1 ·X · (U0 +B)−1.
(3.4)
Soit κ(S) = ‖S‖ · ‖S−1‖ le conditionnement de la matrice S. Remarquons que ‖S + T‖ = ‖S‖ si
‖T‖ < ‖S‖ et ‖(S + T )−1‖ = ‖S−1‖ si ‖T‖ < ‖S−1‖−1. Nous déduisons de (3.4) que
‖g(A,B)‖ ≤ max (κ(L0)‖U−10 ‖, κ(U0)‖L−10 ‖)
dès que ‖A‖ < ‖L−10 ‖−1 et ‖B‖ < ‖U−10 ‖−1. En combinant ceci avec les Propositions 2.3.16 et 2.3.8,
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nous trouvons ﬁnalement que Eq. (2.3) est satisfaite dès que
ρ
r
> ‖p‖− 2pp−1 ·max(‖L0‖, ‖U0‖) ·max(‖L−10 ‖, ‖U−10 ‖) ·
max
(




Soit Bn = (Ei,j)1≤i,j≤n la base canonique de Mn(K). Elle peut naturellement être aussi vue
comme une base de L0n × Un. Pour un M ∈ On donné, nous abuserons des notations et écrirons
D′(M) pour la matrice de l’application linéaire dans cette base. Une remarque intéressante est que
D′(M) est triangulaire inférieure dans cette base 3. En projetant D′(M) sur chaque coordonnée,
nous obtenons que la meilleure perte de précision que l’on peut obtenir en suivant la perte de




Nous comparons cette quantité à val(det(D′(M))), qui est la perte de précision que l’on obtient
en suivant la perte de précision par les réseaux. Le nombre de chiﬀres de précision diﬀusé de
D′(M)(Mn,n(OK)) est alors la diﬀérence entre ces deux nombres. Le tableau en Figure 3.2 page
77 consigne moyenne et écart-type obtenus sur un échantillon de 2000 matrices aléatoires dans
Md,d(Z2).
Perte de précision dans la décomposition LU
taille des suivi par coordonnées suivi par réseaux
matrices
moyenne écart-type moyenne écart-type
2 3, 0 5 1, 5 1, 4
3 9, 4 11 2, 3 2, 3
4 20 20 3, 8 3, 1
Résultat pour un échantillon de 2000 matrices
Figure 3.2. – Perte de précision dans la décomposition LU
3.3. Espaces vectoriels
Les espaces vectoriels sont généralement représentés comme des sous-espaces de Kn pour un
certain n, et ainsi, apparaissent naturellement comme des points sur des grassmanniennes. Ainsi,
il est possible d’utiliser le cadre développé dans la Section 2.5 pour étudier la précision dans ce
contexte.
3.3.1. Géométrie des grassmanniennes
Étant donné E, un espace vectoriel de dimension ﬁni sur K, et d, un entier dans J0,dimEK, nous
notons Grass(E, d) pour la grassmannienne de dimension d de E. Il est bien connu que Grass(E, d)
a naturellement une structure de K-variété. Le but de cette Sous-Section est de rappeler quelques
propriétés de sa géométrie. Dans ce qui suit, nous posons n = dimE et choisissons une base
préférentielle pour E.
Description et espace tangent
Soit V un sous-espace vectoriel de E de dimension d. La grassmannienne Grass(E, d) peut être
vue comme le quotient de l’ensemble des applications linéaires injectives f : V →֒ E modulo
3. Il est possible de s’en convaincre en regardant la manière dont fonctionne l’algorithme classique de calcul de la
décomposition LU par échelonnement en lignes sans choix du pivot : il apparait clairement que certains coeﬃcients
de L ou U sont indépendants de certains coeﬃcients de M . Par exemple, ceux de la première ligne de L sont
indépendants de la dernière ligne de M .
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l’action (par pré-composition) de GL(V ) : l’application f représente son image f(V ). Il suit de
cette description que l’espace tangent de Grass(E, d) est canoniquement isomorphe à
Hom(V,E)/End(V ) ≃ Hom(V,E/V ).
Cartes
Soit V et V ′ deux sous-espaces supplémentaires de E (i.e. V ⊕ V ′ = E). Nous supposons que V
a dimension d et noterons par π la projection E → V correspondant à la décomposition précédente.
Soit UV,V ′ l’ensemble de toutes les injections f : V →֒ E telles que π ◦ f = idV . Clairement, il s’agit
d’un sous-espace aﬃne de Hom(V,E) dont la partie linéaire est isomorphe à Hom(V, V ′). En outre,
nous pouvons l’inclure dans Grass(E, d) en envoyant f ∈ UV,V ′ sur son image. De cette manière,
UV,V ′ apparait comme un sous-espace ouvert de Grass(E, d) formé exactement des sous-espaces
vectoriels W de E de dimension d tels que W ∩ V ′ = 0. En conséquence, l’espace tangent en un tel
W devient isomorphe à Hom(V, V ′). L’identiﬁcation Hom(V, V ′)→ Hom(W,E/W ) est donnée par
du 7→ (du ◦ f−1) mod W où f : V ∼→W est donnée par l’application linéaire déﬁnissant W .
Lorsque le couple (V, V ′) varie, les sous-espaces ouverts UV,V ′ recouvrent la grassmannienne et
déﬁnissent un atlas. Lorsqu’on représente les espaces vectoriels sur ordinateurs, il est courant de
se restreindre au sous-atlas constitué des cartes de la forme (VI , VIc) où I parcourt la famille des
sous-espaces de {1, . . . , n} de cardinal d et VI est le sous-espace engendré par les ei avec i ∈ I.
Un sous-espace W ⊂ E appartient alors a au moins un UVI ,VIc et, pour une famille donnée de
générateurs de W , nous pouvons déterminer un tel I en même temps qu’une inclusion f : VI →֒ E
en faisant un échelonnement en lignes de la matrice des générateurs de W .
Une variante
D’une autre manière, il est aussi possible de décrire Grass(E, d) comme l’ensemble des applications
linéaires surjectives f : E → E/V modulo l’action (par post-composition) de GL(E/V ). Cette identi-
ﬁcation permet d’écrire l’espace tangent en un point V comme le quotient Hom(E,E/V )/End(E/V ) ≃
Hom(V,E/V ). Étant donnée une décomposition en somme directe E = V ⊕ V ′ comme plus haut,
nous posons U⋆V,V ′ pour l’ensemble des applications linéaires f : E → V ′ dont la restriction à V ′ est
l’identité. Il s’agit d’un sous-espace aﬃne de Hom(E, V ′) de partie linéaire Hom(V, V ′) et qui peut
être identiﬁé à un ouvert de Grass(E, d) via l’application f 7→ ker f .
Il est aisé de voir que UV,V ′ et U⋆V,V ′ déﬁnissent le même ouvert de Grass(E, d). En eﬀet, étant
donné f ∈ UV,V ′ , nous pouvons écrire f = idV + h avec h ∈ Hom(V, V ′) et déﬁnir le morphisme
g = idE −h ◦π ∈ U⋆V,V ′ . L’application f 7→ g déﬁnit alors une bijection UV,V ′ → U⋆V,V ′ qui commute
avec les inclusions dans la grassmannienne.
Dualité
Si E est un espace vectoriel de dimention ﬁnie sur K, nous utiliserons la notation E⋆ pour son
dual (i.e. E⋆ = Hom(E,K)). Si nous avons aussi un sous-espace V ⊂ E, nous noterons par V ⊥ le
sous-espace de E⋆ formé des application linéaires qui s’annulent sur V . Nous rappelons que le dual
de V ⊥ (resp. E⋆/V ⊥) est canoniquement isomorphe à E/V (resp. V ). Pour tout d, l’application
V 7→ V ⊥ déﬁnit un morphisme continu ψE : Grass(E, d)→ Grass(E⋆, n− d). L’action de ψE sur
les espaces tangents peut se décrire aisément, et en particulier, la diﬀérentielle de ψE en V n’est
rien d’autre que l’identiﬁcation canonique entre Hom(V,E/V ) et Hom(V ⊥, E⋆/V ⊥) induite par la
transposition. En outre, nous remarquons que ψE respecte les cartes que nous avons déﬁnies plus
haut au sens suivant : il envoie bijectivement UV,V ′ sur U⋆V ⊥,(V ′)⊥ ≃ UV ⊥,(V ′)⊥ .
3.3.2. Calcul diﬀérentiel
Dans cette Sous-Section, nous allons calculer la diﬀérentielle de diverses opérations sur les espaces
vectoriels. Par souci de concision, nous n’estimerons pas à partir de quel rayon la conclusion du
Lemme 2.2.4 est vériﬁée (ceci pourrait être fait en utilisant la Proposition 2.3.16) et nous supposerons




Soit E et F deux K-espaces vectoriels de dimension n et m, respectivement. Soit d un entier
de J0, nK. Nous nous intéressons à l’application image directe, DI, déﬁnie sur M = Hom(E,F )×
Grass(E, d) et qui envoie un couple (f, V ) sur f(V ). Puisque la dimension de f(V ) peut varier,
l’application DI ne prend pas ses valeurs dans une grassmannienne ﬁxe. Nous choisissons donc de
stratiﬁer M de la manière suivante : pour tout entier r ∈ J0, dK, soit Mr ⊂M le sous-ensemble des
couples (f, V ) pour lesquels f(V ) est de dimension r. Les Mr sont localement fermés dans M et
sont donc des sous-variétés. De plus, DI induit des fonctions diﬀérentiables DIr :Mr → Grass(F, r).
Nous souhaitons diﬀérentier DIr en un point (f, V ) ∈Mr. Pou cela, nous utilisons la première
description des grassmanniennes donnée précédemment : nous voyons les points de Grass(E, d)
(resp. Grass(F, d)) comme des inclusions V →֒ E (resp. W →֒ F ) modulo l’action de GL(V ) (resp.
GL(W )). Le point V ∈ Grass(E, d) est alors représenté par l’injection canonique v : V → E tandis
qu’un représentant w deW satisfait w◦ϕ = f ◦v où ϕ : V →W est l’application linéaire induite par
f . Les relations précédentes son encore vériﬁées si (f, v) est remplacé par un couple (f ′, v′) ∈Mr
suﬃsamment proche de (f, v). En diﬀérentiant et en passant au quotient nous obtenons tout d’abord




(df ◦ v + f ◦ dv) mod W ) ∈ Hom(V, F/W )
se factorise à travers ϕ (i.e. s’annule sur kerϕ = V ∩ ker f). Ensuite, la diﬀérentielle de DIr
en (f, V ) est l’application linéaire envoyant (df, dv) comme précédemment sur le seul élément
dw ∈ Hom(W,F/W ) tel que dw ◦ ϕ = dw˜.
Images réciproques
Nous considérons maintenant l’application image réciproque II (pour inverse image) envoyant
un couple (f,W ) ∈ W = Hom(E,F ) × Grass(F, d) sur f−1(W ). Comme précédemment, cette
application ne prend pas ses valeurs dans une seule grassmannienne et nous devons stratiﬁer W
aﬁn d’obtenir des applications diﬀérentiables. Pour chaque entier r ∈ [0, n], nous introduisons la
sous-variété Ws de W formée des couples (f,W ) tels que dim f−1(W ) = s. Pour tout s, II induit
une fonction continue IIs :Ws → Grass(E, s). Prenons (f,W ) ∈ Ws. Soit V = f−1(W ) et notons
par w : F → F/W la projection canonique. De la même manière que pour les images directes,
nous pouvons montrer que l’espace tangent à Ws en un point (f,W ) ∈ Ws est le sous-espace de
Hom(E,F )×Hom(W,F/W ) formé des couples (df, dw) tels que dv˜ = (w◦df+dw◦f)|W se factorise
par l’application linéaire ϕ : E/V → F/W induite par f . En outre, IIs est diﬀérentiable en (f,W )
et sa diﬀérentielle est l’application linéaire qui associe à (df, dw) comme précédemment l’unique
élément dv ∈ Hom(V,E/V ) satisfaisant ϕ ◦ dv = dv˜.
Images directes et images réciproques sont liés par la dualité de la manière suivante : si f : E → F
est une application linéaire et W est un sous-espace de F , alors f⋆(W⊥) = f−1(W )⊥. Nous pouvons
en déduire les diﬀérentielles de DIr par celles de IIs et réciproquement.
Remarque 3.3.1. Un cas particulier intéressant d’images réciproques est, bien sûr, celui des noyaux.
Sommes et intersections
Soit d1 et d2 deux entiers positifs. Nous considérons la fonction Σ déﬁnie sur la variété C =
Grass(E, d1) × Grass(E, d2) par Σ(V1, V2) = V1 + V2. Comme précédemment, aﬁn d’étudier Σ,
nous stratiﬁons C selon la dimension de la somme : pour chaque entier d ∈ J0, d1 + d2K, nous
déﬁnissons Cd comme la sous-variété de C formée des couples (V1, V2) tels que dim(V1 + V2) = d.
Nous obtenons ainsi une application bien déﬁnie Cd → Grass(E, d) dont la diﬀérentielle peut être
calculée comme précédemment. L’espace tangent de Cd en un point (V1, V2) est formé des couples
(dv1, dv2) ∈ Hom(V1, E/V1)×Hom(V2, E/V2) tels que dv1 ≡ dv2 (mod V1 + V2) sur l’intersection
V1∩V2 et la diﬀérentielle de Σr en (V1, V2) envoie (dv1, dv2) sur dv ∈ Hom(V,E/V ) (avec V = V1+V2)
déﬁni par dv(v1 + v2) = dv1(v1) + dv2(v2) (v1 ∈ V1, v2 ∈ V2).
En utilisant la dualité, nous pouvons obtenir un résultat similaire pour l’application (V1, V2) 7→
V1 ∩ V2.
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3.3.3. Implémentations et expériences
Représentations standard d’espaces vectoriels
Nous avons vu que l’on représente les sous-espaces de Kn en utilisant les cartes UVI ,VIc (où I est
un sous-ensemble de {1, . . . , n}) introduites plus haut. Plus concrétement, un sous-espace V ⊂ Kn
est représenté par l’espace vectoriel engendré par les lignes de la matrice GV , avec la propriété
supplémentaire suivante : il existe un I ⊂ {1, . . . , n} telle que la sous-matrice de GV obtenue en
gardant seulement les lignes dont l’indice est dans I soit la matrice identité. Nous rappelons qu’une
telle représentation existe toujours, et dès que l’ensemble d’indices I est ﬁxé, au plus un GV satisfait
la condition précédente. Étant donnée une famille de générateurs de V , il est possible de calculer
GV et I comme précédemment en eﬀectuant un échelonnement en lignes. En choisissant le premier
pivot
n’est pas eﬀectif, choisir le pivot de norme maximal fournit un algorithme plus stable.
La représentation duale
Bien sûr, il est aussi possible de travailler dans les cartes U⋆VI ,VIc . Concrètement, ceci veut dire
que nous représentons V comme le noyau à gauche d’une matrice HV ayant la propriété suivante :
il existe I ⊂ {1, . . . , n} telle que la sous-matrice de HV obtenue en supprimant les lignes ayant leur
indice dans I soit la matrice identité. Comme précédemment, nous pouvons alors calculer I et HV
en faisant une réduction sur les colonnes.
Notons que changer de représentation est rapide et stable. En eﬀet, si I = {1, . . . , d} avec
d = dimV et Id la matrice identité de taille d, la matrice GV est de la forme (Id G′V ). On peut




. Une formule similaire peut être écrite
pour tout I.
Opérations sur les espaces vectoriels
La première représentation que nous avons donnée est adaptée aux calculs d’images directes et
de sommes. Par exemple, pour calculer f(V ), nous pouvons appliquer f aux lignes de GV , pour
obtenir une famille de générateurs de f(V ), et ensuite faire un échelonnement en lignes. De manière
duale, la seconde représentation fonctionne bien pour calculer des images réciproques, par exemple
des noyaux et des intersections. Puisque passer d’une représentation à l’autre est aisé, nous en
déduisons directement des algorithmes adaptés utilisant chacune des représentations.
Quelques expériences
Considérons l’exemple du calcul donné par l’algorithme suivant :
Algorithme 3.3.2 : Opérations aléatoires sur des sous-espaces vectoriels
Entrée : Deux entiers n et N .
Sortie : Ln, obtenu par n opérations aléatoires à précision initiale O(2N)
début
Soit L0 = 〈(1 +O(2N ), O(2N ), O(2N ))〉 ⊂ Q32 ;
pour i = 0, . . . , n− 1 faire




) ∩ (γ(Li) + δ(Li)) ;
Retourner Ln ;
L’expression dite de grande précision devant N veut dire que α, β, γ et δ sont choisis à une
précision suﬃsamment grande pour ne pas aﬀecter la précision sur Li+1. Avec le tableau en Figure
3.3 page 81, on voit que les pertes de précision lorsqu’on eﬀectue l’Algorithme 3.3.2 avec des entrées
n variées (l’entrée N est toujours choisie pour être suﬃsamment grande pour ne pas aﬀecter le
comportement de la précision). La colonne nommée Coordonnée correspond à la manière classique
de suivre la précision. D’un autre côté, dans les deux dernières colonnes, la précision est suivie avec




Perte de précision moyenne
Coordonnées Réseaux
méthode Projetée Diﬀusée
10 7, 3 2, 7 −2, 4× 2
20 14, 8 5, 5 −4, 7× 2
50 38, 6 13, 1 −12, 0× 2
100 78, 1 26, 5 −23, 5× 2
Résultats pour un échantillon de 1000 exécutions (avec N ≫ n)
Figure 3.3. – Perte de précision dans l’Algorithme 3.3.2
être comparée au suivi par coordonnée. Le fait que seulement des nombres négatifs apparaissent
veut dire que l’on gagne toujours de la précision dans ce modèle ! Finalement, la colonne nommée
Projetée donne la perte de précision en projetant le réseau de précision sur ses coordonnées.
81

4. Précision en pratique : méthodes
adaptatives
"Men that are trapped by the chains
of “maybe” can never reach their
dreams !"
Godot, Phoenix Wright : Ace
Attorney : Trials and Tribulations
“Give a man a fire and he’s warm for
a day, but set fire to him and he’s
warm for the rest of his life.”
Terry Pratchett, Jingo
Le chapitre précédent, bien que présentant des bornes et des résultats explicites concernant la
gestion de la précision p-adique n’explique pas comment gérer les calculs en pratique. Nous allons
voir que les résultats précédents ne sont pas directement suﬃsants pour une approche eﬀective.
Cependant, nous proposons une méthode, dite "adaptative", pour atteindre la perte de précision
déﬁnie dans le Lemme 2.2.4 de manière eﬃcace. Il s’agit, là encore, d’un travail en commun avec
Xavier Caruso et David Roe [CRV14].
Nous débutons en Section 4.1 par illustrer comment les calculs eﬀectués en pratique ne reﬂètent
pas nécessairement l’étude théorique eﬀectuée dans le contexte de la précision diﬀérentielle. En
conséquence, nous proposons en Section 4.2 ce que nous appelons une méthode adaptative pour
atteindre en pratique le comportement de la précision prédit par l’étude diﬀérentielle de la précision.
En Section 4.3, nous revenons sur les échecs traités en Section 4.1 pour montrer comment notre
méthode a bien les performances souhaitées.
4.1. Échecs de certains calculs directs
Aﬁn d’illustrer le fait que l’on n’atteint pas nécessairement naïvement les pertes de précision
déﬁnies par le Lemme 2.2.4, nous revenons sur deux exemples traités en Section 1.4.
4.1.1. Retour sur la suite de SOMOS-4
Nous avons vu en Sous-Sous-Section 1.4.2 que, du fait que la suite de SOMOS-4 vériﬁe le
phénomène de Laurent, connaître x0, . . . , x3 (inversibles) à précision O(pn) implique que tous les
xi sont déﬁnis à précision O(pn). Cependant, si nous écrivons naïvement dans Sage la formule de





, et que nous calculons les termes de la suite itérativement
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avec cette formule, nous obtenons les résultats suivants :
x0 = 1 +O(520),
x1 = 1 +O(520),
x2 = 1 +O(520),
x3 = −1 + 5 +O(520),
x4 = 4 ∗ 5 + · · ·+O(520),
x8 = 4 + · · ·+O(519),
x40 = 4 + · · ·+O(513).
Remarquons que les quatre premiers termes sont bien pris comme étant inversibles, que tous
les xi obtenus sont bien dans Zp mais que certains, comme x4 ou x8 ne sont pas inversibles. Ces
résultats correspondent avec l’étude naïve de pas à pas de la précision. En un certain sens, il semble
que des gains de précisions, qui devraient compenser les divisions par p qui apparaissent dans la
formule de récurrence, ne sont pas vus par Sage. Ainsi, les calculs directs ne sont pas suﬃsant pour
atteindre la perte de précision intrinsèque.
Nous remarquons que l’algorithmique détendue n’apporte pas de changement à cet état de
fait. En eﬀet, une implémentation directe de la formule de récurrence de la suite SOMOS-4 en
Mathemagix [vdHLM+12] nous montre que pour obtenir 20 chiﬀres sur x40, Mathemagix en utilise
27 sur x0, x1, x2 et x3, soit la même perte de précision indue de 7 chiﬀres.
4.1.2. Retour sur les arrangements
Revenons rapidement à l’exemple de la Sous-Sous-Section 1.4.2. Rappelons que nous souhaitons
calculer tous les nombres d’arrangements Akn pour k ﬁxé et n jusqu’à un certain m ∈ N donné, avec
la contrainte supplémentaire de ne disposer des entiers qu’à précision O(pN ) pour un p premier
et un N ∈ N∗ donné. Nous souhaitons obtenir alors ces nombres d’arrangements avec la meilleure




i=n−k+1 i, le calcul qui
nous intéresse est Fn(1, . . . , n) avec Fn =
∏n
i=n−k+1Xi ∈ Q[X1, . . . , Xn]. Il est clair, en développant
Fn(1+O(pN ), . . . , n+O(pN )) que ce produit est déterminé à précision O(pN+valp(A
k
n)−maxi(valp(i)))
dès que N > maxi(valp(i)), et qu’il s’agit de la précision donnée par le premier ordre. C’est aussi
ce que nous aurait donné une application de la Proposition 2.3.14.




Fn, évaluée en les i+O(pN ). Nous avons cependant vu que nous perdons
de la précision lors de l’application de cette formule. Ainsi, ici encore, le calcul direct n’amène pas à
la précision prévue théoriquement. Nous allons voir comment y remédier.
4.2. Une méthode adaptative
Malgré les échecs des calculs directs de la Section précédente, nous allons voir qu’il est possible
de proposer une méthode pour atteindre la perte de précision prédite par le Lemme 2.2.4.
4.2.1. Illustration du problème
Tout d’abord, nous tentons de diagnostiquer ce qui est arrivé sur les exemples précédents. Ceci
correspond à l’illustration suivante où nous nous intéressons au calcul de f(x) connaissant seulement
x à précision B 1 ainsi que le comportement de f ′(x). Le cadre est le suivant. Soit E,F deux
K-espaces de Banach et f : E → F une application diﬀérentiable en x ∈ E. Supposons que f ′(x)
est surjective et que B est un réseau du premier ordre pour f en x. Soit f˜ une implémentation en
machine de f . La situation qui nous intéresse est illustré par ce qui suit.
1. Connaître x à précision B veut dire connaître x+B et B. On ne connaît pas x exactement, et n’importe quel
point y de x+B déﬁnit le même y +B = x+B.
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x+O(pN ) ? + f ′(x) ·O(pN )
f˜(x) +O(pM )
En troisième ligne de cette illustration, nous avons l’étude théorique de la diﬀérentielle, qui nous
dit comment la diﬀérentielle transforme la donnée de précision B, représentée par un cercle rouge,
en f ′(x) ·B, représenté par une ellipse rouge.
Cette étude théorique nous dit quelle est la précision sur f(x) déﬁnie par B : f ′(x) ·B (au moins
si B est assez petit). Le Lemme 2.2.4 nous dit en eﬀet que f(x+B) = f(x) + f ′(x) ·B. Néanmoins,
et c’est ce qui est représenté en deuxième ligne, ceci ne nous dit pas où attacher cette donnée de
précision f ′(x) ·B puisque f(x) n’est bien sûr pas connu !
En marron est représenté ce que donnerait le calcul direct (par exemple donné par l’application de
formules sur la multiplication ou la division) : il envoie x+B sur le gros rectangle marron f(x)+C.
Celui-ci peut contenir plusieurs y + f ′(x) ·B et ainsi, nous n’atteignons pas la précision attendue.
Enﬁn, la première ligne correspond simplement à l’analogue en dimension 1, sur Qp de la discussion
précédente.
4.2.2. Illustration d’une solution
Nous allons maintenant illustrer la solution que nous proposons pour résoudre le problème



















) ⊂ f(x) + f ′(x) ·O(pN )
Là encore, la troisième ligne de l’illustration correspond à la gestion théorique de la précision
par la diﬀérentielle de f . Nous expliquons sur la deuxième ligne notre méthode. Il s’agit d’ajouter
arbitrairement de la précision autour d’un point de x+B, disons x′+D, et de calculer son image en
machine, en utilisant les formules d’addition, multiplication, division. On obtient un certain y +D′
représenté à droite sur la deuxième ligne par un rectangle marron. Si D est assez petit et qu’ainsi
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D′ ⊂ f ′(x) ·B, nous pouvons conclure. En eﬀet, pour un point a et un réseau L, si b ∈ a+ L, alors
a+ L = b+ L, et en conséquence, si B est un réseau, alors y + f ′(x) ·B = f(x) + f ′(x) ·B. Ainsi,
le calcul (numérique) de y +D′ combiné avec le calcul théorique de f ′(x) ·B sont suﬃsant dès que
D′ ⊂ f ′(x) ·B.
En dimension 1, cf première ligne, ceci correspond à y + O(pM
′
) ⊂ f(x) + O(pN ′) et ainsi
y +O(pN
′
) = f(x) +O(pN
′
) (avec N ′ = N + val(f ′(x))). Géométriquement ceci correspond à la
remarque classique que sur Qp, tout point d’une boule est un centre de cette boule.
Nous remarquons que le x′ +D n’a pas besoin de vériﬁer que x ∈ x′ +D, ou autrement dit, il ne
correspond pas à une meilleure approximation du x initial dont on cherche à calculer l’image. Il
doit néanmoins vériﬁer que x′ +D ⊂ x+B.
Avec la discussion précédente, nous pouvons énoncer notre méthode de la manière suivante :
Lemme 4.2.1. Soit E,F deux K-espaces de Banach et f : E → F une application diﬀérentiable
en x ∈ E. Supposons que f ′(x) est surjective et que B est un réseau du premier ordre pour f en x.
Soit f˜ une implémentation en machine de f . La méthode suivante permet de déterminer f(x+B)
grâce à f˜ et f ′(x) ·B, et ce, même si f˜(x+B) ) f(x+B).
1. Déterminer f ′(x) ·B.
2. Prendre x′ +D ⊂ x+B avec D assez petit.
3. Calculer f˜(x′ +D) = y +D′ de manière directe.
4. Si D′ ⊂ f ′(x) ·B (i.e. D était assez petit) alors y + f ′(x) ·B = f(x) + f ′(x) ·B.
Bien sûr, il est possible d’appliquer cette méthode en ne connaissant seulement qu’un C tel que
f ′(x) ·B ⊂ C et de même, seulement une majoration de f˜(x′ +D).
4.3. Applications
Nous allons maintenant appliquer explicitement cette méthode sur nos deux exemples précédents
que sont la suite de SOMOS-4 et les nombres d’arrangement.
4.3.1. Conclusion sur SOMOS-4
Présentation de l’algorithme stabilisé
Nous avons vu en Sous-Sous-Section 1.4.2 que la suite de SOMOS-4 satisfait le phénomène de
Laurent et qu’ainsi, si u0, u1, u2, u3 ∈ Z×p sont connus à précision O(pN ), alors tous ses termes
un ∈ Zp pour n ∈ N sont connus à précision O(pN ). Nous proposons avec l’Algorithme 4.3.1 un
moyen d’atteindre cette précision en pratique, modulo une hypothèse raisonnable sur la valuation
des coeﬃcients un.
Algorithme 4.3.1 : SOMOS(a, b, c, d, n,N)
Entrées : a, b, c, d — les quatres termes initiaux de la suite SOMOS-4 (un)n≥0
Entrées : n,N — deux entiers
Hypothèse : a, b, c et d sont dans Z×p et connus à précision O(p
N ).
Hypothèse : Aucun des ui (0 ≤ i ≤ n) n’est de valuation plus grande que N.
Sortie : un à précision O(pN )
début
prec ← N ;
pour i de 1 à n− 3 faire
prec ← prec+ vp(bd+ c2);
Remonter b, c et d arbitrairement à la précision O(pprec);
prec ← prec− 2 vp(a);
e ← bd+c2a ; // e est connu à précision O(pprec)




La ligne débutant par Remonter correspond, dans le contexte de la Section 4.2 à la création
du rectangle marron x′ + C ⊂ x+ B. Deux diﬃcultés sont présentes pour montrer la correction
de l’algorithme. La première est de montrer que l’on a bien x′ + C ⊂ x + B. Ceci n’est en eﬀet
pas évident puisque le réseau B n’est pas connu explicitement. La seconde est de montrer que le
f˜(x′ + C) = y + C ′ est bien tel que C ′ ⊂ f ′(x) ·B.
Correction de l’algorithme
Nous prouvons maintenant que l’algorithme est correct. Pour cela, nous allons noter notre fonction
de récursion f : Q×p × Q3p → Q4p déﬁnie par f(a, b, c, d) = (b, c, d, bd+c
2
a ). Pour tout i, nous avons
(ui, ui+1, ui+2, ui+3) = fi(u0, u1, u2, u3) où fi = f ◦ · · · ◦ f (i fois). Clairement, f est diﬀérentiable
sur Q×p ×Q3p et sa diﬀérentielle s’écrit (dans la base canonique de Q4p) selon la matrice jacobienne
suivante :
D(a, b, c, d) =

0 1 0 0
0 0 1 0
0 0 0 1
− bd+c2a2 da 2ca ba

dont le déterminant est bd+c
2
a2 .
Ainsi, si le (i + 4)-ème terme de la suite de SOMOS-4 est bien déﬁni, l’application fi est
diﬀérentiable en (u0, u1, u2, u3) et sa diﬀérentielle ϕi = f ′i(u0, u1, u2, u3) est donnée par la matrice
Di = D(ui−1, ui, ui+1, ui+2) · · ·D(u1, u2, u3, u4) ·D(u0, u1, u2, u3). Grâce au phénomène de Laurent,






3 ], est donc ϕi stabilise le réseau
Z4p. Nous allons maintenant prouver par récurrence sur i (pour i ≤ n− 3) que, à la ﬁn du i-ème
passage dans la boucle pour de l’algorithme, nous avons prec = N + vp(detDi) et
(a, b, c, d) ≡ (ui, ui+1, ui+2, ui+3) (mod pNϕi(Z4p)). (4.1)
L’initialisation est évidente. Montrons l’hérédité en supposant le résultat vrai pour le i − 1-ème
passage dans la boucle (i.e. le calcul de ui+2) et montrons-le pour le i-ème, avec i < n− 3. Tout
d’abord, l’hypothèse que val(uj) ≤ N pour tout j ≤ n nous garantit que la division par a dans cette
i-ème boucle n’introduira pas une erreur de division par zéro (ou plutôt par O(pprec)). Maintenant,
la demonstration du premier point, sur prec, est facile. Puisque Di = D(ui−1, ui, ui+1, ui+2)Di−1,
nous en déduisons que detDi = detDi−1 · ui+3ui−1 . Comme entre le début et la ﬁn de la boucle i, prec
reçoit prec+ val(ui+3ui−1 ), le résultat est clair. Montrons maintenant que l’équation (4.1) est vériﬁée.
Pour éviter toute confusion, nous noterons par a′, b′, c′, d′ et prec′ les valeurs prises par a, b, c, d
et prec, respectivement, au début du i-ème passage dans la boucle pour, et nous conserverons les
notations a, b, c, d et prec pour leur valeur à la sortie de cette boucle. Par hypothèse de récurrence,
ou par déﬁnition si i = 1 (avec ϕ0 = Id), nous avons :
(a′, b′, c′, d′) ≡ (ui−1, ui, ui+1, ui+2) (mod pNϕi−1(Z4p)). (4.2)
De plus, nous avons vu que le déterminant de ϕi−1 est de valuation val(Di) = prec′ − N .
Di(u0, . . . , u3) est une matrice à coeﬃcient dans Zp, donc (quitte à utiliser la formule de la
comatrice), nous en déduisons que pprec
′
Z4p est inclus dans p
Nϕi−1(Z4p). En conséquence, l’équation
(4.2) reste vraie si a′, b′, c′ and d′ sont remplacés par toute autre valeur qui leur serait congruente
modulo pprec
′
. En particulier cette équation reste vraie si a′, b′, c′ et d′ prennent les valeurs de a, b,
c et d après l’exécution de la ligne commençant par Remonter. Ceci correspond dans le contexte
précédent, à avoir x′ + C ⊂ x+B. En appliquant le Lemme 2.2.4 et la Proposition 2.3.8 à ϕi−1 et
ϕi (au point (u0, u1, u2, u3)), nous obtenons :
f
(
(ui−1, ui, ui+1, ui+2) + pNϕi−1(Z4p)
)
= (ui, ui+1, ui+2, ui+3) + pNϕi(Z4p).
En eﬀet, par déﬁnition et dérivée de la composée, ϕi = f ′(fi−1)ϕi−1. Par la discussion précé-
dente, cette équation implique en particulier que f(a′, b′, c′, d′) appartienne à (ui, ui+1, ui+2, ui+3)+
pNϕi(Z4p). Nous pouvons alors conclure en remarquant que (a, b, c, d) ≡ f(a′, b′, c′, d′) (mod pprecZ4p)
par construction et qu’à nouveau pprecZ4p ⊂ pNϕi(Z4p).
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Finalement, l’équation (4.1) appliquée pour i = n− 3 avec le fait que ϕi stabilise Z4p implique
que, lorsque l’on sort de la boucle, la valeur de d est congrue à un modulo pN . Remarquons en
particulier que dans le contexte précédent, ceci correspondait à montrer que C ′ ⊂ f ′(x) ·B. Pour
conclure, notre algorithme retourne bien la bonne valeur.
Quelques mots sur la complexité
Nous achevons notre étude en remarquant que l’Algorithme 4.3.1 eﬀectue ses calculs à précision
au plus O(pN+v) où v est le maximum de la somme des valuations de cinq termes consecutifs parmi
les n premiers de la suite de SOMOS-4 considérée. En pratique, des exemples aléatoires montrent
que la valeur de v semble varier comme c · logn où c est une constante. En supposant que nous
utilisons un algorithme comme la transformée de Fourier rapide pour calculer les produits d’entiers,
la complexité de l’Algorithme 4.3.1 est alors espérée être en O˜(Nn) où la notation O˜ signiﬁe à
facteur logarithmique près.
Nous pouvons comparer ce résultat avec la complexité d’un algorithme plus naïf consistant à
augmenter la précision sur les termes initiaux u0, u1, u2, u3 suﬃsamment, avec une borne donnée
par une étude pas à pas, pour pouvoir eﬀectuer des calculs directs des termes ui de la suite. Ceci
correspond grosso modo à ce que ferait de lui-même Mathemagix [vdHLM+12]. Dans ce contexte,
la précision requise en début de calcul est O(pN+v
′
) avec v′ la somme des valuations des ui pour i
entre 0 et n. Des tests ont montré que v′ se comporte comme c′ · n logn (avec c′ une constante),
ce qui amène une complexité en O˜(Nn+ n2). Notre approche est alors intéressante lorsque n est
grand comparé à N : sous cette hypothèse, nous gagnons, environ, un facteur n.
4.3.2. Conclusion sur les arrangements
En accord avec les méthodes développées précédemment, nous proposons un algorithme pour
calculer des approximations des nombres d’arrangements à précision O(pN ). Pour cela, si N est ﬁxé
et si k ∈ N, nous notons k pour l’entier dans J0, pN − 1K tel que k = k mod pN .
L’idée de l’algorithme est alors d’adapter la méthode adaptative. Dans ce cas, k+O(pN ) correspond
à ce que nous avons noté x + B. Nous avons bien k ∈ x + B et nous allons travailler avec des
k + O(pN+N
′
) qui tiendrons lieu de x′ + D. Comme nous avons déjà estimé f ′(x) · B, cela sera
suﬃsant pour conclure.2
Algorithme 4.3.2 : Liste des arrangements, stabilisé
Entrée : m, k, p,N des entiers naturels, avec p premier.
Sortie : La liste des Akn pour n de 0 à m, à une précision au moins O(p
N ).
début
l← [0, . . . , 0] (liste de k zéros) ;
u← k! +O(pN+valp(k!)) ;
l.Ajouter(u) ;










Nous avons alors le résultat suivant :
Proposition 4.3.3. Étant donnés m, k, p,N des entiers naturels, avec p premier, tels que N >







n de 0 à m.
Démonstration. En appliquant les formules directes des Propositions 1.1.1 et 1.1.2, il est clair
que l’algorithme calcule les Fn(1, . . . , n) à la précision O(pN+valp(Fn(1,...,n))). Comme pour tout
k ∈ J0,mK nous avons k − k = O(pN ), nous en déduisons grâce à notre étude sur la diﬀérentielle en
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Aﬁn de pouvoir évaluer le temps de calcul, nous pouvons donner l’estimation suivante sur la
valuation de Akn :
Lemme 4.3.4. Nous avons pour tout k ∈ N∗, n ∈ N∗, n > k :
valp(Akn) ≤
1
p− 1 (k − 1 + (p− 1) log(n− k)) .
Démonstration. Dans ce contexte, valp(Akn) = valp(n!)− valp((n− k)!). En appliquant la formule
de Legendre, nous obtenons valp(Akn) =
1
p−1 (n− Sp(n)− (n− k) + Sp(n− k)) , avec pour tout
i ∈ N, Sp(i) la somme des chiﬀres en base p de i. En majorant Sp(n− k) par (p− 1) logp(n− k) et
en minorant Sp(n) par 1, nous obtenons le résultat.
Ceci permet de conclure concernant la complexité de l’Algorithme 4.3.2 :
Lemme 4.3.5. L’Algorithme 4.3.2 a une complexité inférieure à celle de 2∗m opérations à précision
N + 1p−1 (k − 1 + (p− 1) log(m− k)).
Nous remarquons que pour k grand, ceci est bien plus eﬃcace que les km opérations à précision
allant jusqu’à N + 1p−1 (k − 1 + (p− 1) log(m− k)) que demanderait une évaluation directe pour
chaque n de la formule déﬁnissant Akn.
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5. Un exemple complet : résolution
d’équations diﬀérentielles
"You can’t give up now ! There ain’t
no gettin’ off of this train we on !"
Barret Wallace, Final Fantasy 7
“It’s still magic even if you know how
it’s done.”
Terry Pratchett, A Hat Full of Sky
Ce chapitre, qui clôt la première partie de cette thèse, est un travail en commun avec Pierre Lairez.
Il a pour objectif de présenter un exemple traité du début à la ﬁn selon les méthodes développées
lors des chapitres précédents.
Pour cela, après une présentation du problème qui nous intéresse en Section 5.1, nous appliquons
l’étude diﬀérentielle de celui-ci en Section 5.2. Il s’agit d’abord de faire l’étude au premier ordre
puis d’appliquer les techniques analytiques pour obtenir un suivi quantitatif et au premier ordre de
la précision.
En Section 5.3, nous appliquons une méthode adaptative pour atteindre eﬀectivement le compor-
tement de la précision décrit pour l’étude au premier ordre.
Enﬁn, en Section 5.4, nous discutons des applications pratiques des résultats développés lors des
Sections précédentes.
5.1. Présentation du problème
5.1.1. Introduction et résultats principaux
Nous étudions ici le calcul d’une série formelle à coeﬃcients p-adiques qui est solution d’une
équation diﬀérentielle du premier ordre avec séparation des variables. Soit g, h et y des séries de
ZpJtK telles que h(0) = 1 et g(0) 6= 0. L’équation diﬀérentielle qui nous intéresse est la suivante :{
y′ = g · h(y),
y(0) = 0.
(E)
Plus précisément, étant données des approximations de g et h, nous cherchons des approximations
des coeﬃcients de y, la solution de (E). L’équation (E) a toujours une solution dans QpJtK, mais
dans cette étude, nous nous restreindrons au cas où la solution est dans ZpJtK. 1 Le cas d’une
condition initiale plus générale y(0) = c se réduit au nôtre par le changement de fonction de h(t) en
h(t+ c). Un cas qui nous intéresse particulièrement est celui de l’équation linéaire y′ = g · y, avec
y(0) = 1. Il peut s’écrire y′ = g · (1 + y) avec la transformation y 7→ y − 1, et ainsi, s’écrit bien sous
la forme : z′ = g · h(z) et z(0) = 1 (et h(0) = 1).
1. Nous pourrions bien sûr faire notre étude sur KJtK où K est un CDV F à précision ﬁnie de caractéristique
nulle, et l’hypothèse serait l’existence d’une solution dans OKJtK. Les résultats seraient identiques si la caractéristique
du corps résiduel est non-nulle, mais par contre pourraient être grandement améliorés dans le cas contraire. Le
premier cas contient en particulier le cas des extensions ﬁnies de Qp, dont font partie les extensions non-ramiﬁées qui
intéressaient les auteurs de [GvdHL15].
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Quoi qu’il en soit, la condition y(0) = 0 est choisie pour pouvoir assurer que la composition h(y)
a bien du sens lorsque h est une série formelle quelconque. Elle pourrait être généralisée à toute
condition permettant la composition h(y) et assurant que h(y) ∈ ZpJtK×, e.g. h = t et y(0) = 1
comme plus haut dans le cas linéaire. Nous présentons ici plus précisément ce que nous entendons
par approximation :
Définition 5.1.1. Soit ε ∈ R+ et n ∈ N, nous appelons approximation modulo (ε, tn) d’une série
formelle f ∈ ZpJtK toute série formelle f¯ ∈ ZpJtK telle que |f¯k−fk| ≤ ε, pour tout k < n. Autrement





Comme suggéré par la forme de l’équation diﬀérentielle, l’opération de composition des séries
formelles, h(f), est importante. Soit Ch(ε, n), le nombre d’opérations binaires nécessaire pour
calculer une approximation modulo (ε, tn) de h(f) étant donnée une approximation modulo (ε, tn)
de la série formelle f . En général, h est facile à évaluer : il s’agit d’une fraction rationnelle dont
le numérateur et le dénominateur sont de petit degré, ou une racine d’une telle fonction, de
telle manière que Ch(ε, n) est en O(M(n) |log ε|). Dans tous les cas, Kedlaya et Umans ont prové
dans [KU11] que





Bien sûr, Ch(ε, n) est en Ω(n |log ε|), ce qui correspond à la taille binaire de la sortie.
Notre résultat principal est alors le suivant :
Théorème 5.1.2. Soit α et n deux entiers positifs, et soit ρ = p
2
1−p . Soit ε > 0 un réel tel
que ε ≤ ρ(n+1)2 . Alors, étant donné des approximations modulo (ε, tn) de g et h, on peut calculer
une approximation modulo (nε, tn+1) de la solution y de (E) en utilisant
O (M(n) |log ε|+ Ch(ε, n))
opérations binaires.
Ce résultat a déjà été montré dans le cas linéaire dans [BGVPS05] grâce à une preuve astucieuse
utilisant les sommes de Newton, ainsi que dans [GvdHL15] (où le cas des extensions non-ramiﬁées
de Qp est aussi traité). Dans le cas non-linéaire, il était seulement connu dans [LS08] qu’une
approximation modulo (nlog2 nε, tn) pouvait être calculée à partir d’approximations modulo (ε, tn)
de g et h.
Notre preuve se fait en deux étapes. Tout d’abord, nous analysons la perte de précision intrinsèque
dans la résolution de notre équation diﬀérentielle. Ceci veut dire que nous étudions quelle information
il est possible d’obtenir sur y étant données des approximations de g et h. Nous utilisons le cadre et
les méthodes développées dans le Chapitre 2. Dans un second temps, nous analysons un algorithme
fondé sur une version adaptative d’une méthode de Newton pour calculer une approximation de y.
Nous utilisons les méthodes du Chapitre 4 et montrons qu’il atteint la perte de précision optimale.
5.1.2. Applications
Sommes de Newton
Il s’agit du problème original, étudié dans [BGVPS05]. Soit f ∈ Zp[t] un polynôme unitaire de
degré d, et soit νn la n-ème somme de Newton de f . Si α1, . . . , αd sont les racines de f dans Qp,
alors νn est la somme αn1 + · · · + αnd . Nous avons νn ∈ Zp. Le problème qui nous intéresse est
d’obtenir f lorsque l’on connaît les sommes de Newton ν0, . . . , νd. Soit g le polynôme xdf(1/x),
et Nf la fonction génératrice Nf (t) =
∑
n≥0 νn+1t
n. Alors nous avons g′ = −Nfg, et ainsi g est
solution d’une équation diﬀérentielle linéaire du premier ordre. Ainsi, connaître une approximation
modulo (ε, td) de Nf permet d’obtenir les coeﬃcients de g (et ainsi de f) à la précision d× ε.
Une application intéressante est le calcul sur Fp de produits composés, qui est traitée dans
[BGVPS05]. Soit f et g deux polynômes unitaires de Fp[t] de degrés d et e respectivement, et de
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racines (αi)1≤1≤d et (βj)1≤j≤e dans Fp respectivement. Nous déﬁnissons le produit composé de f
et g comme :
f ⊗ g =
∏
i,j
(t− αiβj) = res
y
(ypf(t/y), g(y)).
Il s’agit bien d’un polynôme de Fp[t], de degré p+ q. Nous remarquons alors que Nf⊗g est le produit
d’Hadamard des séries formelles Nf et Ng. Ceci nous donne une stratégie pour calculer eﬃcacement
f ⊗ g :
1. Remonter f et g en des polynômes de Zp[t], notés f¯ et g¯. Le produit composé f¯ ⊗ g¯ est un
polynôme de Zp[t] et coïncide avec f ⊗ g modulo p.
2. Calculer des approximations modulo ((d + e)−1, td+e) de Nf¯ et Ng¯, puis, avec un produit
d’Hadamard, une approximation modulo ((d+ e)−1, td+e) de Nf¯⊗g¯.
3. Calculer une approximation modulo (1, td+e+1) de f¯ ⊗ g¯ en utilisant le Théorème 5.1.2, et en
déduire f ⊗ g en réduisant modulo p.
D’autres applications peuvent être trouvées dans [GvdHL15], notamment pour des calculs de
transformées de Graeﬀe et la recherche de racines d’un polynôme sur un corps ﬁni.
Notre travail n’améliore pas le résultat donné dans [BGVPS05] mais donne, nous l’espérons, une
preuve plus simple du résultat, ainsi qu’une compréhension un peu plus profonde de la perte de
précision dans la résolution de ces équations diﬀérentielles.
L’algorithme de Lercier-Sirvent
Pour calculer des isogénies normalisées entre courbes elliptiques, Bostan, Morain, Salvy et
Schost [BMSS08] et Lercier et Sirvent [LS08] ont étudié l’équation diﬀérentielle
y′2 = g · h(y), (5.1)
où g et h sont des séries dans ZpJtK, avec l’hypothèse supplémentaire d’avoir une solution à coeﬃcient
dans ZpJtK. Comme dans l’exemple précédent, il s’agit d’une problème de remontée puis descente









h sont encore dans ZpJtK, et ainsi nous pouvons appliquer le Théorème 5.1.2.
Nous obtenons alors que pour calculer n coeﬃcients, à precision 1, de la solution de l’équation
diﬀérentielle 5.1, il suﬃt de connaître g et h à précision n2ρ (où ρ = p
2
1−p ), ce qui améliore la
borne nlog2 n donnée dans [LS08].
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Dans cette Section, nous appliquons les méthodes du Chapitre 2 pour étudier la perte de précision
dans la résolution de l’équation diﬀérentielle (E). À cet eﬀet, nous calculons d’abord la diﬀérentielle
de l’application Yn qui envoie (g≤n, h≤n) sur le n-ème coeﬃcient de la solution de (E). La norme
de cette diﬀérentielle nous donnera un premier résultat qualitatif sur la perte de précision dans le
calcul de Yn. Pour donner des résultats quantitatifs, nous estimons les normes des diﬀérentielles
d’ordre supérieur de Yn, puis appliquons le Corollaire 2.3.12.





m ∈ QpJtK une série. Si n ∈ N, nous noterons f≤n pour le polynôme∑n
m=0 amt
m et f<n pour
∑n−1
m=0 amt




aussi [f ]≤n pour le n+ 1-uplet (a0, . . . , an) des coeﬃcients de f≤n, et de même pour [f ]<n. Enﬁn,
[f ]n = an.
Définition 5.2.1. Soit n ∈ N, nous déﬁnissons Yn : Qp[t]
2
≤n → Qp
(g≤n, h≤n) 7→ yn, ou yn est le co-
eﬃcient en tn de la série y, unique solution de l’équation diﬀérentielle (E). Nous noterons alors
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déﬁnissons Y<n de manière analogue.
Calcul explicite
La première étape dans le suivi diﬀérentiel de la précision est le calcul de la dérivée de l’application
dont la perte de précision nous intéresse. Dans notre cas, ceci revient à résoudre explicitement
l’équation diﬀérentielle du première ordre satisfaite par Yn.
La diﬀérentielle de Yn en un point (g<n, h<n) sera notée d(g,h)Yn. Maintenant, pour g et h














Démonstration. Nous diﬀérentions y′ = g(t)h(y) pour obtenir au premier ordre :
y′ + d(g,h)Y
′ = g(t)h(y) + gh′(y)d(g,h)Y + gdh(y) + h(y)dg.
En conséquence :
d(g,h)Y
′ = gh′(y)d(g,h)Y + gdh(y) + h(y)dg. (5.2)
Cette dernière équation est une équation du premier ordre aﬃne en d(g,h)Y . Avec la condition initiale
d(g,h)Y (0) = 0, due à l’équation diﬀérentielle (E), l’équation diﬀérentielle 5.2 peut se résoudre
directement dans QpJtK pour obtenir le résultat. Il suﬃt de vériﬁer que la formule donnée fonctionne.























Le résultat s’en déduit directement.
Norme de la diﬀérentielle
Grâce à la forme explicite obtenue pour d(g,h)Y dans la Proposition 5.2.2, nous pouvons poursuivre
notre étude selon le cadre de la précision diﬀérentielle avec l’étude de la norme des d(g,h)Yn+1. Ceci
donnera une première idée qualitative au premier ordre du comportement de la perte de précision
au voisinage de g et h déﬁnissant une solution à (E) dans ZpJtK. Le résultat est le suivant :
Proposition 5.2.3.
‖d(g,h)Yn+1‖∞ ≤ n+ 1.







, le coeﬃcient de d(g,h)Yn+1 dans dgi ou dhi peut être écrit
1
p−E(logp(n+1))
P ([y0]≤n+1, [g0]≤n+1, [h0]≤n+1)
avec E la partie entière et P ∈ Z(p)[y≤n+1, g≤n+1, h≤n+1] de degré total au plus n + 1. En eﬀet,





i+1 . En conséquence, la plus petite valuation qui puisse apparaître sur
un terme de d(g,h)Yn+1 est −E(logp(n+ 1)), d’où le résultat.
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5.2.2. Réseaux du premier ordre
Pour poursuivre l’application du cadre du Chapitre 2 l’étape suivante est de déterminer à quelle
précision sur les entrées le premier ordre dirige la précision. À cet eﬀet, nous suivons la Sous-Section
2.3.1, qui explique à quelle précision sur les entrées les termes issus des diﬀérentielles d’ordre
supérieur sont absorbés par la précision au premier ordre.
La preuve est eﬀectuée en trois étapes.
Étape 1 : Surjectivité et constante C
Nous allons prouver directement la surjectivité de d(g,h)Yn et trouver une constante C comme
dans le Corollaire 2.3.12.
Lemme 5.2.4. Pour C = 1, nous avons BQp(1) ⊂ d(g,h)Yn ·BQ2n+2p (C).














. Si a ∈ BQp(1), soit dh = 0 et dg = a(n − 1)tn−1. Comme
h(0) = 1 et y(0) = 0, nous en déduisons que dans ce cas, d(g,h)Yn = a. Or, a(n− 1) ∈ BQp(1). Le
résultat s’en déduit directement.
En conséquence, nous prenons C = 1.
Étape 2 : Bornes sur les nomes des diﬀérentielles d’ordre supérieur
La deuxième étape consiste en le contrôle des termes du reste d’ordre 1 dans le développement de
Taylor de Yn en (g, h). Pour cela, nous majorons directement la norme de la diﬀérentielle d’ordre k
de Yn en (g, h) déﬁnissant une solution dans ZpJtK.
Proposition 5.2.5. Dans ces conditions, nous avons : ‖dk(g,h)Yn‖∞ ≤ (n+ 1)k.
1
|k!|p
‖dkYn‖∞ ≤ ek log p(logp(n+1)+ 1p−1 ).
Démonstration. Nous prouvons par récurrence sur k que pour tout α, β tels que |α|+ |β| = k, le




≤n est de la forme
1
pkE(logp(n+1))
Qα,β([y]≤n+1, [g]≤n+1, [h]≤n+1) avec
Qα,β ∈ Z(p)[[y]≤n+1, [g]≤n+1, [h]≤n+1]. Nous rappelons que Z(p) = S−1Z avec S = Z \ (p) le localisé
de Z par rapport à son idéal premier (p). Ce fait est clair pour k = 1, vue la Proposition 5.2.3. Main-
tenant, si α, β sont tels que |α|+ |β| = k et que l’on note le coeﬃcient de dk(g,h)Y en dgα≤ndhβ≤n par
1
pkE(logp(n+1))
Qα,β([y]≤n+1, [g]≤n+1, [h]≤n+1) avec Qα,β ∈ Z(p)[[y]≤n+1, [g]≤n+1, [h]≤n+1], nous pou-
vons regarder ce que l’on obtient en dérivant ce coeﬃcient par rapport à gi ou fj . Nous pouvons nous






≤n+1. Rien de remar-
quable ne se passe lorsqu’on dérive l’un des deux derniers facteurs (en [g]≤n+1 ou [h]≤n+1) par rapport
à un gi ou un hj . Par contre, lorsqu’on dérive [y]
γ
≤n+1 par rapport à gi, nous obtenons grâce à la Propo-





avec Pl ∈ Z(p)[y≤n+1, g≤n+1, h≤n+1], γ − γ′ = (0, . . . , 0, 1, 0, . . . , 0) (1 en l-ème position), et
l ∈ J0, n+ 1K. Il en est de même lorsqu’on dérive par rapport à hj .
Ainsi, nous en déduisons directement que si pour tout α, β tels que |α| + |β| = k, le coef-







Qα,β([y]≤n+1, [g]≤n+1, [h]≤n+1) avec Qα,β ∈








Qα′,β′([y]≤n+1, [g]≤n+1, [h]≤n+1) avec
Qα′,β′ ∈ Z(p)[[y]≤n+1, [g]≤n+1, [h]≤n+1],
ce qui clôt la récurrence.
La première inégalité suit directement de ce résultat.
Pour la seconde formule, il suﬃt d’appliquer la formule de Legendre. Pour rappel, valp(n!) =
n−Sp(n)
p−1 où Sp est la somme des chiﬀres de n écrit en base p.
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5. Un exemple complet : résolution d’équations diﬀérentielles
Étape 3 : polygones de Newton
Dans cette dernière étape, nous étudions les polygones de Newton déﬁnis à partir des normes des
diﬀérentielles d’ordre supérieur de Yn. Nous avons alors le lemme suivant :






. Alors NP ((Yn)≥2)∗(ν) < ν dès que ν < −2m.
Démonstration. D’après la Proposition 5.2.5, la droite donnée par y = −xm se trouve sous le
polygone de Newton NP (f≥2), pour 2 ≤ x. Nous avons représenté cette situation ici :






En conséquence, en utilisant que le passage à la transformée de Legendre est décroissant,NP (f≥2)∗
se trouve au-dessous de la droite donnée par y = 2x+ 2m pour x ≤ −1.
Les droites d’équation y = x et y = 2x + 2m s’intersectent en x = −2m. Nous avons bien
−2m < −1. En conséquence, pour tout ν < −2m, NP ((Yn)≥2)∗(ν) < ν, ce que nous souhaitions
montrer. La situation est représentée ici :
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5.3. Application eﬀective, atteindre la borne
NP (f≥2)∗
−m




5.2.3. Conclusion sur la précision
Nous pouvons maintenant conclure et énoncer le résultat suivant sur le comportement de la
précision sur Yn(g≤n, h≤n) étant données des approximations de g et h :
Proposition 5.2.7. Soit ε < 1(n+1)2 , alors :
Yn(g≤n +O(ε), h≤n +O(ε)) = yn + Y ′n(g≤n, h≤n) · [O(ε)],
Démonstration. Vus les lemmes 5.2.4 et 5.2.6, il nous suﬃt d’appliquer directement le Corollaire
2.3.12 pour conclure concernant la première partie de la proposition.
5.3. Application eﬀective, atteindre la borne
D’un premier abord, notre résultat en Proposition 5.2.7 sur la perte de précision semble seulement
théorique. Cependant, nous montrons dans cette Section qu’il est possible d’atteindre eﬀectivement
la précision énoncée en stabilisant par les méthodes vues dans le Chapitre 4 une itération de Newton.
5.3.1. L’itération de Newton naïve ne suﬃt pas
Étant donnés g, h ∈ QJtK, une idée naturelle pour résoudre l’équation (E) dans QJtK au lieu de
QpJtK est d’appliquer un algorithme de Newton-Hensel, dont l’itération est donné par le lemme
suivant :
Lemme 5.3.1. L’itération de Newton suivante produit une suite convergeant quadratiquement
(dans QJtK) vers la solution de (E) :
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5. Un exemple complet : résolution d’équations diﬀérentielles
u0 = t (5.3)




(g(t)h(ul)− u′l) mod t2
l+1+1, (5.4)
Nous avons pour tout l, g(t)h(ul) = u′l mod t
2l .
Démonstration. Nous montrons le résultat suivant par récurrence sur l : pour tout l ∈ N, ul ∈ QJtK
est bien déﬁni, ul = u0 mod t et g(t)h(ul) = u′l mod t
2l . Pour l = 0, le résultat est clair.
Maintenant, si la propriété est vraie pour un certain l ∈ N, montrons-là pour l + 1. Tout d’abord,
comme ul = u0 mod t, ul(0) = 0 et comme h(0) = 1, h(ul) est bien inversible dans QJtK. En
conséquence, ul+1 ∈ QJtK est bien déﬁni. Comme g(t)h(ul) = u′l mod t2
l
, il est clair que ul+1 = ul
mod t et donc ul+1 = u0 mod t.




(g(t)h(ul)− u′l) mod t2
l+1+1.
Elle nous donne :
u′l+1 = u
′














(gh(u′l) − u′l) + O(t2
l+1
). Or, comme gh(ul) − u′l = O(t2
l
),
nous pouvons appliquer la formule de Taylor pour h en ul pour obtenir :







En conséquence, nous avons bien u′l+1 = gh(ul+1) +O(t
2l+1). Le résultat est donc prouvé.
Cependant, si nous appliquons naïvement sur QpJtK cette itération, nous perdrions E(logp(2
l+1))
chiﬀres de précision à chaque itération du fait de l’intégration. Ceci amènerait une perte totale pour
le calcul de yn en O(nlog2 n), alors que la perte de précision théorique vue en Proposition 5.2.7 est
en O(n).
5.3.2. Stabilisation de la méthode de Newton-Hensel : une méthode
adaptative
Nous proposons une stabilisation de la méthode de Newton-Hensel que nous avons présentée en
utilisant une méthode adaptative, selon les idées du Chapitre 4.
Présentation de l’algorithme
Nous commençons par présenter l’algorithme stabilisé que nous proposons. L’idée principale
est d’augmenter arbitrairement la précision sur u et g avant d’eﬀectuer l’itération de Newton, de
manière à ce que les chiﬀres de précision p-adique additionnels que nous ajoutons agissent comme
tampon par rapport à la précision : ils absorbent la perte de précision due à l’itération de Newton,
et préservent les chiﬀres signiﬁcatifs connus. Nous supposons que h est connu dès le début à une
plus grande précision. Nous procédons de la manière suivante :
Algorithme 5.3.2 : L’algorithme de Newton-Hensel stabilisé
Entrée : n ≥ 0, M < ρ(2n+1)2 , g≤2n +O(M, t2
n+1), h≤2n +O( M2n+1 , t
2n+1);





pour i ∈ J1, nK faire
Remonter u à la précision O(M2i , t
2i−1+1) ;
g<2i−1 ← (u′h(u)−1)<2i−1 ;




Correction : gestion des remontées
Le principal problème lorsqu’on eﬀectue une méthode adaptative est de rester cohérent lorsque l’on
augmente arbitrairement la précision. Plus précisément, dans l’Algorithme 5.3.2 nous augmentons la
précision sur u jusqu’à O(M2i ), et adaptons ensuite l’approximation sur g pour conserver la relation
g(t)h(u)− u′ = 0 mod (M2i , t2
i−1
). 2 Mais il reste la question de savoir comment ces g et u sont liés
au g[0] originel et la solution recherchée y.
Pour cela, nous contrôlons la distance entre le g[i], valeur de g en entrant dans la boucle indexée
par i, et le g[0] originel :




Démonstration. Nous montrons ce résultat par récurrence sur i, en ajoutant à l’hypothèse de
récurrence que u[i] = u[0] mod t. Le résultat est clair pour i = 0. Supposons-le vrai pour un i ∈ N.
Dans ce cas, au début de la boucle indexée par i+1, u[i] est remonté à la précision O(M2i , t
2i−1+1).
Ensuite, g[i+1] est déﬁni par g[i+1]≥2i−1 = g
[0]
≥2i−1 et g<2i−1 ← (u[i]′h(u[i])−1)<2i−1 . Or, u[i]′ = g[i]h(u[i])+
O(M, t2
i−1
). Nous en déduisons que g[i+1]<2i−1 = g
[i]



















il est clair que u[i+1] est bien déﬁni dans ZpJtK et u[i+1] = u[0] mod t.
De plus, en développant comme dans la preuve du Lemme 5.3.1, nous obtenons directement que
u[i+1]′ = g[i+1]h(u[i+1]) +O(M, t2
i
).
En sortie de l’algorithme, u est tel que u′ = g[0]h(u) +O(M, t2
n
).
D’après la Proposition 5.2.7, u+O(M) est alors une approximation modulo O(M2n, t2
n
) de la
solution recherchée. Les chiﬀres p-adiques entre M2n et M ne sont pas nécessairement pertinents.
Ceci achève la preuve du Théorème 5.1.2 hormis la partie complexité.
5.3.3. Complexité
Pour le dernier morceau restant dans la preuve du Théorème 5.1.2, nous étudions la complexité
de l’Algorithme 5.3.2 La i-ème itération de l’algorithme met un jeu additions, multiplications,
inversions et intégrations de séries formelles modulo (ε, t2
i
). La complexité binaire de ces opérations
est en O(M(2i) |log ε|). La i-ème itération de l’algorithme applique aussi une composition avec h,
dont la complexité est par déﬁnition, Ch(2i, ε). Nous en déduisons que l’Algorithme 5.3.2 est bien
en O (M(n) |log ε|+ Ch(ε, n)). La preuve du Théorème 5.1.2 est ainsi achevée.
5.4. Implémentation
Nous avons implémenté cet algorithme dans le système de calcul formel SAGE [S+11]. Nous
avons pu constater en pratique que l’Algorithme 5.3.2 atteint bien la perte de précision attendue.
Nous comparons dans le tableau suivant la précision requise pour le calcul d’isogénies dans [LS08]
et celle requise par le Théorème 5.1.2. En entrée (l, p) du tableau correspond la précision requise
pour le calcul de la solution de y′2 = gh(y) modulo t4l dans ZpJtK, avec g, h tels qu’il existe une
telle solution dans ZpJtK.
2. Ceci constitue un exemple de méthode adaptative où nous n’ajoutons pas seulement des chiﬀres zéros (ou
arbitraires) sur toutes les entrées.
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5. Un exemple complet : résolution d’équations diﬀérentielles
Notre borne sur la précision est présentée dans les colonnes nomées LV, sous la forme x+ y = z
avec x la borne requise sur la précision en entrée et y la plus grande précision additionnelle à laquelle
nous devons remonter durant l’itération de Newton stabilisée. La précision requise dans [LS08] est
présentée dans les colonnes nommées LS.
p 5 7 11
l LS LV LS LV LS LV
67 14 5 + 3 = 8 11 5 + 2 = 7 9 5 + 2 = 7
71 15 7 + 3 = 10 11 5 + 3 = 8 9 5 + 2 = 7
89 15 7 + 3 = 10 13 7 + 3 = 10 9 5 + 2 = 7
97 16 7 + 3 = 10 13 7 + 3 = 10 10 5 + 2 = 7
131 22 7 + 4 = 11 16 7 + 3 = 10 12 5 + 2 = 7







Soit (f1, . . . , fs) ∈ Qp[X1, . . . , Xn]s des polynômes homogènes avec coeﬃcients p-adiques. Un tel
système peut apparaitre, par exemple, en géométrie arithmétique. Cependant, comme Qp n’est pas
un corps eﬀectif, les algorithmes classiques ne peuvent s’appliquer directement. Dans ce contexte de
précision ﬁnie, nous déﬁnissons ce que nous appelons une base de Gröbner approchée par rapport à
un ordre monomial w.
Cette seconde partie est consacrée au calcul de telles bases de Gröbner approchées, selon trois
stratégies pouvant interagir :
1. Un calcul direct par une adaptation de l’algorithme F5-Matriciel ;
2. Un calcul par changement d’ordre à partir d’une première base de Gröbner approchée et d’une
adaptation de l’algorithme FGLM ;
3. Une approche tropicale des deux stratégies précédentes, où la valuation des coeﬃcients est
prise en compte, amenant une plus grande stabilité numérique.
Ces stratégies permettent le calcul de bases de Gröbner approchées dans de nombreux cas :
génériquement ou conjecturalement génériquement, et une étude du comportement de la précision
lors de ces calculs permet d’estimer quelle est la précision nécessaire pour pouvoir mener à bien le
calcul d’une base de Gröbner approchée.
À cette ﬁn, le Chapitre 6 constituera une courte introduction à la théorie des bases de Gröbner,
ainsi qu’aux algorithmes maintenant classiques utilisés pour les calculer F5-Matriciel et FGLM. Le
Chapitre 7 présentera une analyse directe de l’algorithme F5-Matriciel dans le contexte des corps
complets discrètement valués à précision ﬁnie, ainsi que quelques applications de cette analyse à
des calculs sur les rationnels. Le Chapitre 8 est consacré à l’étude de l’algorithme FGLM dans ce
même contexte. Enﬁn, le Chapitre 9 apporte une approche tropicale à l’étude des bases de Gröbner,
l’appliquant aux algorithmes F5-Matriciel et FGLM. Il permettra de déﬁnir une stratégie passant
par un calcul de base de Gröbner tropicale pour obtenir une base de Gröbner classique, lorsque les
composantes homogènes de plus haut degré des polynômes en entrée forment une suite régulière.
Contexte
La question qui structure cette partie est celle-ci : quels calculs de bases de Gröbner sont possibles
sur Qp ? Des questions proches ont déjà été posées et, au moins partiellement, résolues.
Méthodes p-adiques et bases de Gröbner
Historiquement, la première d’entre elles est la suivante : est-ce que passer par Qp lors d’un calcul
de bases de Gröbner sur Q peut accélérer ce calcul ?
L’idée est alors initialement d’appliquer une méthode p-adique classique pour le calcul d’une base
de Gröbner G pour un ordre monomial w d’un système polynomial F à coeﬃcients entiers :





) où F est la réduction modulo p de F .
2. Calculer une base de Gröbner G de F pour w, en même temps qu’une matrice A telle que
G = A · F .
3. Remonter l’égalité G = A · F dans Z/pnZ.
4. Lorsque n est assez grand, en déduire une base de Gröbner G de 〈F 〉, éventuellement par
reconstruction rationnelle des coeﬃcients.
Cette approche rencontre deux écueils majeurs. Le premier est le choix de p, qui doit vériﬁer
la condition LM(〈F 〉) = LM(〈F〉). La terminologie classique est celle d’un p "chanceux", et elle
n’est pas usurpée puisqu’il n’y a pas a priori de moyen de savoir si cette condition est remplie.
Heureusement, pour un F donné, il n’est tout de même pas diﬃcile de voir que seul un nombre ﬁni
de p ne sont pas chanceux.
Le second écueil est de savoir quand est-ce que n est assez grand pour l’on puisse bien reconnaître
les coeﬃcients d’un G qui convient. Il n’y a en eﬀet là encore pas d’estimation a priori suﬃsante.
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Néanmoins, ces écueils ne sont pas nécessairement rédhibitoires. En eﬀet, il est souvent aisé
(voir presque gratuit) de vériﬁer a posteriori que p est chanceux ou que la précision est suﬃsante.
Posséder une bonne estimation a priori de cette précision permet d’optimiser le temps de calcul,
mais tester une borne, même éventuellement grossière, et tester a posteriori peut dans bien des cas
donner des résultats bien suﬃsants.
Nous renvoyons aux travaux de Winkler [Win88], Pauer [Pau92], Gräbe [Grä93], Arnold [Arn03],
et Renault et Yokoyama [RY06] pour plus de détails et des applications de ces méthodes. Nous
remarquons cependant qu’aucun de ces travaux ne s’intéresse aux calculs de bases de Gröbner sur
Qp pour elles-même, mais seulement comme moyen vers des calculs sur Q.
Bases de Gröbner ﬂottantes
Une deuxième question, liée à la notre et qui se pose naturellement est celle de savoir quels calculs
de bases de Gröbner sont possibles sur les ﬂottants. En eﬀet, les calculs polynomiaux apparaissent
dans diverses applications concrètes utilisant les ﬂottants, et pour des raisons de géométrie ou de
résolutions de systèmes, vouloir calculer des bases de Gröbner sur les ﬂottants parait intéressant.
Les ﬂottants étant, de même que les p-adiques, des objets ne pouvant être manipulés qu’à précision
ﬁnie, ce problème n’est pas évident. En eﬀet, il est essentiel dans la plupart des calculs de bases de
Gröbner de réduire des polynômes ou des coeﬃcients à zéro, ce qui est diﬃcile, voire impossible sur
les ﬂottants.
Néanmoins, de nombreux auteurs ont contribué à l’étude de ce problème, notamment Shirayanagi
& Sweedler [SS98], Kondratyev, Stetter & Winkler [KSW04], Nagasaka [Nag09], Stetter [Ste],
Traverso & Zanoni [TZ02], et bien d’autres. Aﬁn de palier au problème de la précision, diverses
techniques y sont proposées, notamment l’ajout d’une nouvelle variable ε (et le fait de travailler dans
R[ε]/ε2). Une très bonne introduction au domaine du calcul des bases de Gröbner numériques est
fournie par Sasaki et Kako dans [SK07], [SK10] et Sasaki dans [Sas11]. Y est notamment introduit
une classiﬁcation des compensations (cancellation) à précision ﬁnie qui peuvent apparaitre lors du
calcul. Certaines sont bien des approximations de vrais zéros, tandis que d’autres sont accidentelles,
et ne sont dues qu’au manque de précision, qui ne permet pas de distinguer qu’un coeﬃcient est
non nul. Diverses méthodes sont proposées pour réduire la quantité de compensation accidentelles,
notamment une réduction par algorithme de Gauss de l’écriture des polynômes considérés en
fonction des polynômes en entrée, aﬁn, en choisissant ses pivots, de minimiser les pertes de précision.
Remarquons cependant que ces travaux prennent toujours pour point de vue celui des ﬂottants,
dont le comportement vis-à-vis de la précision n’est pas identique à celui de corps comme Qp ou
des séries formelles.
Néanmoins, une méthode appelée TSV (Term Substitutions with Variables, remplacement de
termes par des variables) et qui est a priori disponible sur tous corps a été développée par Faugère
et Liang dans [FL07,FL11a,FL11b]. Le principe est le suivant : si après réduction, le coeﬃcient
de tête d’un polynôme lors du calcul d’une base de Gröbner pose un problème de précision, par
exemple pour εx3 + 2y3 pour l’ordre grevlex avec x > y sur Q[x, y], le monôme de tête est remplacé
par une nouvelle variable et un polynôme est ajouté pour tenir compte de la substitution. 3 Dans
l’exemple considéré, εx3 + 2y3 est remplacé par z + 2y3 et x3 − z, et l’ordre monomial utilisé est
alors l’ordre grevlex avec x > y > z sur Q[x, y]. Pour un idéal de dimension zéro, s’il est possible
d’obtenir une base de Gröbner sans ambiguïté après un nombre ﬁni de tels ajouts de variables, alors,
essentiellement, les solutions peuvent être lues sur celles de cette base de Gröbner. Remarquons que
cette méthode est eﬃcace pour trouver les solutions d’un système, mais ne permet pas d’obtenir
une base de Gröbner de l’idéal de départ.
Résolution de systèmes polynomiaux p-adiques
Enﬁn, une dernière questions liée à celle qui nous intéresse est de savoir quels systèmes polynomiaux
peuvent être résolus en p-adiques.
L’école de l’algorithmique p-adique détendue s’est intéressée à cette question, notamment avec
Berthomieu et Lebreton dans [BL12] et Lebreton dans [Leb13]. Dans ces articles, modulo essen-
tiellement une hypothèse de bonne réduction, les auteurs montrent qu’il est possible de remonter
3. En faisant cela, on ajoute un nouveau générateur à la liste courante des générateurs.
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une racine modulo p ou une représentation univarié d’un idéal via le formalisme des p-adiques
récursifs et de l’algorithmique détendue. Ceci est particulièrement intéressant si, étant donné une
représentation rationnelle d’un idéal sur les rationnels, il nous est laissé le choix d’un p donnant
une bonne réduction de la représentation. De cette manière, les racines rationnelles peuvent être
eﬃcacement obtenue par ces méthodes p-adiques. Cependant, celles-ci ne s’appliquent pas forcément
bien pour obtenir des racines p-adiques qui ne se réduiraient pas bien modulo p.
D’autres méthodes de résolution de systèmes polynomiaux existent : méthodes dites de réécritures
comme les bases de bord (voir [MT08]), ou dites d’évaluations comme les représentations de
Kronecker (voir [GLS01], [DS04] et [DL08]) ou univariées rationnelles (voir [Rou99]), et il serait
intéressant d’étudier leur comportement en p-adique à précision ﬁnie, ce que nous ne ferons pas ici.
Notations
Nous présentons ici les notations principales utilisés dans cette partie. Aﬁn de ne pas entraîner
de confusions entre les propositions portant sur des objets de nature théorique et ceux sur lesquels
nous étudions la précision en pratique, nous utiliserons des notations distinctes.
Notations en précision inﬁnie
Dans tout ce qui suit, K est un corps, n ∈ N∗ et A = K [X1, . . . , Xn]. Nous noterons Ad
l’ensemble des polynômes homogènes de degré d de A , A≤d pour les polynômes de A de degré
total inférieur ou égal à d, et A≥d =
⊕
k≥d Ak. Si u = (u1, . . . , un) ∈ Zn≥0, nous écrirons Xu pour
Xu11 . . . X
un
n . Si P ∈ A est un polynôme homogène, nous notons |P | pour son degré. En-dehors du
Chapitre 6, K est muni d’une valuation discrète val qui le rend complet.
Notations en précision ﬁnie
Dans tout ce qui suit, K est un corps, n ∈ N∗ et A = K[X1, . . . , Xn]. De plus, nous supposons que
K est un corps discrètement valué pour une valuation val. Nous demandons que K soit complet par
rapport à la norme déﬁnie par val. Soit Γ = val(K \{0}). Nous notons R = OK l’anneau des entiers
de K, mK son idéal maximal et kK = OK/mK son corps résiduel. Nous noterons CDVF (complete
discrete-valuation ﬁeld) un tel corps. Nous renvoyons à Corps Locaux, de Serre [Ser62], pour une
introduction à de tels corps. Soit π ∈ R une uniformisante de K et soit SK ⊂ R un système de
représentants de kK = OK/mK , avec 0 ∈ SK . Tout élément de K peut s’écrire de manière unique
suivant un développement π-adique de la forme
∑
k≥l akπ
l, avec l ∈ Z, et des ak ∈ SK .
Plus particulièrement, le cas qui nous intéresse est celui où K n’est pas nécessairement un corps
eﬀectif, mais où son corps résiduel kK l’est (i.e. nous disposons d’algorithmes pour toutes les
opérations de corps et pour tester l’égalité entre deux éléments de k). Ainsi, des calculs formels, ou à
précision inﬁnie, peuvent être eﬀectués sur des troncatures de développement π-adiques d’éléments
de K. Nous appelons CDVF à précision ﬁnie un tel corps, et CDVR à précision ﬁnie pour son
anneau des entiers. Des exemples classiques de CDVF à précision ﬁnie sont K = Qp, avec valuation
p-adique, et Q[[X]] ou Fq[[X]] avec valuation X-adique. Nous supposons dorénavant que K est un
CDVF à précision ﬁnie.
De plus, avec A = K[X1, . . . , Xn], nous écrivons aussi B = R[X1, . . . , Xn]. Nous notons Ad pour
l’ensemble des polynômes homogènes de degré d de A, A≤d =
⊕d
k=0Ak, et A≥d =
⊕
k≥dAk. Si
u = (u1, . . . , un) ∈ Zn≥0, nous écrirons Xu pour Xu11 . . . Xunn . Si P ∈ A est un polynôme homogène,
nous notons |P | pour son degré.
Modèle de complexité
Nous renvoyons à la discussion de la partie précédente, à la page 32, et adoptons le même modèle.
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Synthèse des résultats de cette partie
Nous présentons ici plusieurs tableaux résumant les résultats obtenus dans cette partie, ainsi que
quelques schémas illustrant comment les diﬀérents algorithmes peuvent être composés pour calculer
des bases de Gröbner.
Calcul direct direct d’une base de Gröbner
Les Chapitres 7 et 9 s’intéressent au calcul direct, respectivement d’une base de Gröbner et d’une
base de Gröbner tropicale. Nous présentons dans le tableau suivant les résultats du Théorème 7.1.1
et de la Proposition 9.1.2, qui énoncent que sur des ouverts de Zariski (donnés par la condition sur
les polynômes en entrée donnée dans la ligne hypothèse), il est possible de calculer des bases de
Gröbner approchées. Il est précisé (sur les lignes précision puis remarque) comment sont estimées les
pertes de précision, ainsi que le temps de calcul, en nombre d’opérations sur le corps, à la précision
initiale.
F5-Matriciel Faible F5-Matriciel Tropical F5-Matriciel Tropical, w = 0
hypothèse H1 et H2 H1 H1
précision precF5M (F, ω) precF5Mtrop(F,≤, w) precF5Mtrop(F,≤, 0)
remarque mineurs des matrices de Macaulay plus petite valuation des mineurs





















Ici, H1 correspond à une hypothèse de régularité et H2 de généricité, qui est pour l’instant
seulement conjecturalement générique pour l’ordre grevlex. Dans ce tableau, s est le nombre de
polynômes initiaux, n le nombre de variables de l’anneau de polynômes dans lequel ils vivent et le
calcul eﬀectué est celui de D-bases de Gröbner. De plus ω et ≤ sont des ordres monomiaux et w un
poids pour un ordre tropical.
Réduction d’une base de Gröbner
Pour ce qui est de calculer une base de Gröbner réduite à partir d’une base de Gröbner G (pour
un ordre monomial ω), il n’y a pas d’hypothèse autre que sur la précision des polynômes en entrée.
Ce résultat est obtenue au Théorème 7.6.7. La notion de conditionnement ici, cond(G,ω) se lit là
encore sur les pivots sur la matrice de Macaulay déduite de G.
GB vers GB réduite
hypothèse ∅
précision cond(G,ω)
remarque somme des val des LC par degré
temps de calcul (négligeable devant les autres)
Changement d’ordre en dimension zéro
Une fois qu’une base de Gröbner approchée est calculée pour un ordre donné, et si l’idéal
correspondant est de dimension zéro, alors le Théorème 8.1.6 nous montre que nous pouvons en
déduire une base de Gröbner pour n’importe quel autre ordre monomial, dès que la précision est
suﬃsante. Il est raﬃné avec le Théorème 8.2.4 pour les cas particuliers des ordres lexicographiques
et grevlex. Le premier ordre peut en fait être un ordre tropical sur les termes, avec la Proposition
9.3.13.
FGLM FGLM vers lex FGLM grevlex vers lex
hypothèse ∅ position générale généricité + position générale
précision cond≤,≤2 cond≤,lex condgevlex,lex
remarque max des val des facteurs invariants de la matrice de passage
temps de calcul O(nδ3) O(δ3) +O(nδ2)
Ici, n est le nombre de variables de l’anneau de polynômes A concerné, et δ est le degré de l’idéal
I étudié. Les notions de conditionnement (ligne précision) sont données, à chaque fois, par la plus
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grande valuation d’un facteur invariant pour la matrice de changement de base entre les bases
canoniques de A/I pour les deux ordres considérés.
Schémas de calcul d’une base de Gröbner en dimension zéro
Nous pouvons maintenant fournir une vision globale et une comparaison des méthodes développées
dans cette thèse pour le calcul de bases de Gröbner sur des CDVF à précision ﬁnie. Remarquons
que, en un sens que nous préciserons, les hypothèses énoncées forment un ouvert sur lequel le calcul
de base de Gröbner (par les schémas proposés) est continu.
Calcul direct d’une base de Gröbner
Pour le calcul d’une base de Gröbner pour un ordre ≤ de l’idéal engendré par une famille de
polynômes homogènes F satisfaisant les hypothèses H1 et H2 (pour grevlex), et engendrant un
idéal de dimension zéro, le schéma est le suivant :
F5-Matriciel FGLM
F Ggrevlex G≤
éch. en lignes SNF
Si F n’est pas constitué de polynômes homogènes, mais que les composantes homogènes de plus
haut degré de ceux-ci vériﬁent les hypothèses H1 et H2 (pour grevlex), le schéma est le suivant :
F5-Matriciel inter-réduction FGLM
F Ghom,grevlex Ggrevlex G≤
éch. en lignes éch. réduit en lignes SNF
où Ghom,grevlex est une base de Gröbner de l’idéal engendré par les composantes homogènes de
plus haut degré de F.
Calcul d’une base de Gröbner par une méthode tropicale
Si l’on souhaite calculer une base de Gröbner pour un ordre ≤ de l’idéal engendré par une famille
de polynômes homogènes F satisfaisant l’hypothèses H1 et engendrant un idéal de dimension zéro,
on choisit l’ordre sur le termes engendré par w = (0, . . . , 0) et un ordre grevlex, et le schéma est




Finalement, si F n’est pas constitué de polynômes homogènes, mais que les composantes homogènes
de plus haut degré de ceux-ci vériﬁent l’hypothèse H1 et que F engendre un idéal de dimension
zéro, le schéma est le suivant :
F5-Matriciel tropical FGLM inter-réduction FGLM
F Ghom,trop Ghom,grevlex Ggrevlex G≤
≃ SNF SNF éch. réduit en lignes SNF
Bases de Gröbner tropicales en précision inﬁnie
Enﬁn, pour le cas particulier où l’on travaille à précision inﬁnie et que l’on cherche à calculer une
base de Gröbner tropicale d’une suite régulière homogène, grâce à la Proposition 9.1.3, un algorithme
F5-Matriciel Tropical avec signature est disponible, atteignant une complexité comparable à celle
pour le cas classique :
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Ici encore, n est le nombre de variables et D est le degré de troncature (on calcule des D-bases
de Gröbner).
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6. Algorithmes classiques pour le calcul de
bases de Gröbner
"It’s dangerous to go alone ! Take
this.”
Old man, The Legend of Zelda
Le but de ce chapitre est de présenter une courte introduction à la théorie des bases de Gröbner 1,
ainsi qu’aux deux algorithmes classiques, F5-Matriciel et FGLM, dont nous étudierons par la suite
la stabilité à précision ﬁnie. La Section 6.1 s’attache ainsi à fournir une présentation de ce que
sont les bases de Gröbner, ainsi que l’intérêt de leurs calculs. Ensuite, la Section 6.2 présente les
algorithmes de calcul de bases de Gröbner F5-Matriciel et FGLM.
6.1. Bases de Gröbner et applications
6.1.1. Que sont les bases de Gröbner ?
Les bases de Gröbner sont un outil d’algèbre commutative développé par Bruno Buchberger
(voir [Buc65]) dans les années 1960 2. Elles permettent de résoudre algorithmiquement la plupart
des questions et calculs que l’on peut vouloir faire sur des idéaux dans des anneaux de polynômes.
Elles permettent aussi une généralisation multivariée de la division euclidienne sur un anneau de
polynômes en une variable.
Leur important développement ces dernières décennies concorde avec celui du calcul formel, et
elles sont maintenant présentes tant théoriquement qu’eﬀectivement dans des domaines aussi variés
que la géométrie algébrique, la cryptographie, les équations aux dérivées partielles ou l’informatique.
Ordres monomiaux, division et non-euclidianité
Pour pouvoir déﬁnir ce que sont les bases de Gröbner, la première étape est de trouver un moyen
raisonnable d’ordonner totalement les monômes dans un anneau de polynômes.
Définition 6.1.1. Nous appelons ordre monomial de A un ordre total ≤ sur les monômes de A ,
vériﬁant les propriétés suivantes :
1. pour tous monômes xα, xβ , xγ , si xα ≤ xβ alors xαxγ ≤ xβxγ ;
2. Tout ensemble non-vide de monômes admet un plus petit élément.
Deux ordres monomiaux classiques sur A sont l’ordre lexicographique, noté lex, et l’ordre
lexicographique inverse gradué, noté grevlex, dont voici les déﬁnitions :
Définition 6.1.2. L’ordre lexicographique sur A pour X1 > · · · > Xn, noté ≤lex, est déﬁni par :
si xα et xβ sont deux monômes, alors xα ≤lex xβ lorsque le premier coeﬃcient non nul, en partant
de la gauche, de α− β est négatif.
Définition 6.1.3. L’ordre grevlex sur A pour X1 > · · · > Xn, noté ≤grevlex, est déﬁni par : si xα
et xβ sont deux monômes, alors xα ≤grevlex xβ lorsque |xα| < |xβ |, ou |xα| = |xβ | et le premier
coeﬃcient non nul, en partant de la droite, de α− β est positif.
1. Nous renvoyons à [CLO07] pour une introduction bien plus détaillée à cette théorie.
2. Heisuke Hironaka a aussi travaillé de manière indépendante sur des questions similaires à la même époque. Le
mathématicien géorgien N.M.Gjunter a aussi introduit une notion similaire en 1913. Néanmoins, parce qu’il a fourni
le premier algorithme eﬀectif de calcul de ces bases, Buchberger en conserve la paternité dans la littérature.
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L’ordre grevlex est un ordre monomial qui raﬃne le degré, au sens suivant :
Définition 6.1.4. Soit ≤ un ordre monomial sur A . On dit que ≤ raﬃne le degré si, pour xα et
xβ deux monômes de A , |xα| < |xβ | implique xα ≤ xβ .
Comme conséquence du fait qu’un ordre monomial ≤ est total, nous avons que tout ensemble ﬁni
de monômes admet un plus grand élément. Ceci permet de déﬁnir les notions de terme de tête d’un
polynôme :
Définition 6.1.5. Soit f =
∑
α cαx
α ∈ A et ≤ un ordre monomial sur A . Alors, nous déﬁnissons
le monôme de tête, coeﬃcient de tête et terme de tête comme suit :
— LM≤(f) = max≤{xα|cα 6= 0} ;
— LC≤(f) = cα pour le α tel que xα = LM≤(f) ;
— LT≤(f) = LC≤(f)LM≤(f).
Exemple 6.1.6. Dans Q[x, y, z], pour l’ordre lexicographique, LM(x2 + x2yz + y4) = x2yz, tandis
que pour l’ordre grevlex, LM(x2 + x2yz + y4) = y4
Étant donné un idéal, nous pouvons regarder les termes de tête de ses polynômes de la façon
suivante :
Définition 6.1.7. L’idéal de tête d’un idéal I, noté LM≤(I) est déﬁni par :
LM≤(I) = 〈{LM≤(f)|f ∈ I}〉 .
Remarque 6.1.8. Nous noterons parfois LM(f), LC(f), LT (f) et LM(I) lorsqu’il n’y a pas d’ambi-
guïté sur le choix de l’ordre monomial.
Division dans un anneau de polynômes
Les déﬁnitions qui précédent nous permettent de déﬁnir l’algorithme suivant, algorithme de
division d’un polynôme par une famille de polynômes, qui généralise au cas multivarié l’algorithme
de division euclidienne.
Algorithme 6.1.9 : Division d’un polynôme par une famille de polynômes
entrée : f ∈ A , F = (f1, . . . , fs) ∈ A s des polynômes.
sortie : r ∈ A , (q1, . . . , qs) ∈ A s tels que f = r +
∑s
i=1 qifi et aucun monôme de r n’est
divisible par un des LM(fi).
début
h := f ;
i := 1 ;
(q1, . . . , qs) := (0, . . . , 0) ;
tant que h 6= 0 faire
si i ≤ s alors
si LM(fi) divise LM(h) alors




h := h− LT (h)LT (fi)fi ;
i := 1 ;
sinon
i := i+ 1
sinon
r := r + LT (h) ;
h := h− LT (h) ;
i := 1
Retourner r, (q1, . . . , qs) ;
Définition 6.1.10. Nous appelons r le reste dans la division de f par (f1, . . . , fs) et (q1, . . . , qs) le
quotient. Il nous faut remarquer que l’ordre des fi ainsi que le choix de l’ordre monomial inﬂue sur
les valeurs de r et de (q1, . . . , qs). r pourra être noté f mod (f1, . . . , fs).
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Exemple 6.1.11. Dans Q[x, y] muni de l’ordre lexicographique donné par x > y, pour f = xy2 − x
et (f1, f2) = (xy + 1, y2 − 1), nous avons f mod (f1, f2) = −x− y et f mod (f2, f1) = 0.
A n’est un anneau euclidien que si n = 1, et on ne peut espérer que cet algorithme de division dans
un cas multivarié possède d’aussi bonnes propriétés que celui de division euclidienne. Néanmoins,
lorsqu’on divise par une famille de polynôme qui se trouve être une base de Gröbner, nous arrivons
à en retrouver certaines.
Bases de Gröbner
Les déﬁnitions précédentes sont suﬃsantes pour pouvoir déﬁnir la notion de base de Gröbner
d’un idéal :
Définition 6.1.12. Soit I un idéal de A et ≤ un ordre monomial sur A . Une base de Gröbner de
I pour ≤ est un sous-ensemble G ⊂ I tel que LM≤(I) = 〈LM(g)|g ∈ G〉 .
L’algorithme de division permet alors de résoudre le problème de l’appartenance à un idéal :
Proposition 6.1.13. Soit f ∈ A et G = (g1 . . . , gt) ∈ A t des polynômes tels que G forme une
base de Gröbner de I = 〈g1, . . . , gt〉. Alors f ∈ I si et seulement si f mod G = 0.
Parmi les bases de Gröbner, certains sont particulières :
Définition 6.1.14. Soit G une base de Gröbner de l’idéal I pour un ordre monomial ≤. Alors G
est dite minimale si pour tout couple (g, h) dans G, LM(g) divise LM(h) si et seulement si g = h.
Définition 6.1.15. Soit G une base de Gröbner de l’idéal I pour un ordre monomial ≤. Alors G
est dite réduite si, d’une part, pour tout couple (g, h) dans G, avec g 6= h, pour tout xα monôme de
g, LM(h) ne divise pas xα, et d’autre part, pour tout g ∈ G, LC(g) = 1.
Nous avons alors la propriété d’unicité suivante :
Proposition 6.1.16. Soit I un idéal de A et ≤ un ordre monomial sur A . Alors I possède, à
permutation de ses éléments près, une et une seule base de Gröbner réduite pour ≤ .
Pour ce qui est du problème du calcul d’une base de Gröbner d’un idéal, Buchberger a, en premier,
proposé dans [Buc65] un algorithme le résolvant. Il s’agit du bien connu algorithme de Buchberger,
que nous ne rappellerons pas ici car il ne nous sera pas utile. Nous renvoyons néanmoins à [CLO07]
pour plus de détails. Pour toute famille ﬁnie de polynômes F , l’algorithme de Buchberger calcule
une base de Gröbner de l’idéal 〈F 〉 , mais cependant, l’étude de cet algorithme, tant en ce qui
concerne sa complexité que sa stabilité, n’est pas aisée, et c’est pourquoi nous n’en parlerons pas
plus. La Section 6.2 est consacrée à la présentation de quelques algorithmes modernes de calcul de
bases de Gröbner.
6.1.2. Pourquoi calculer des bases de Gröbner ?
Obtenir une base de Gröbner d’un idéal permet de résoudre de nombreux problèmes. Nous avons
choisi d’en présenter quelques-uns dans ce qui suit.
Calculs dans le quotient
Une première application, peut-être l’une des plus naturelles, est que le calcul de bases de Gröbner
permet de travailler dans le quotient par un idéal :
Proposition 6.1.17. Soit I ⊂ A , ≤ un ordre monomial, et G une base de Gröbner de I pour ≤.
Alors :
A → A /I
f 7→ f mod G
est un morphisme surjectif d’anneaux, de noyau I.
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En complément de la proposition suivante, lorsque I est de dimension zéro, B≤ = {xα|xα /∈
〈LM(G)〉} forme une K -base de A /I, appelée base canonique de A /I pour ≤ . Par déﬁnition, la
dimension de A /I est le degré de I, et est aussi le cardinal de B≤. Elle peut donc être déduite de
la connaissance de G.
Élimination
L’une des applications les plus importantes des bases de Gröbner est qu’elles permettent de
réaliser l’élimination de variables.
Définition 6.1.18. Soit I un idéal de A et soit U ⊂ {x1, . . . , xn} une partie des variables de A .
Alors l’idéal d’élimination de I par rapport à U , noté IU est I ∩K [U ].
Un calcul de base de Gröbner permet de calculer les idéaux d’élimination. Pour cela, nous avons
besoin de la notion d’ordre d’élimination.
Définition 6.1.19. Soit U ⊂ {x1, . . . , xn} une partie des variables de A . Alors, ≤ est un ordre
d’élimination pour U lorsque si xα ∈ K [U ] et xβ ∈ A \K [U ] sont deux monômes, alors xα < xβ .
Nous avons alors la proposition suivante pour calculer les idéaux d’élimination :
Proposition 6.1.20. Soit I un idéal de A et soit U ⊂ {x1, . . . , xn} une partie des variables de A .
Soit ≤ un ordre d’élimination pour U et soit G une base de Gröbner de I pour ≤. Alors G ∩K [U ]
est une base de Gröbner de IU = I ∩K [U ].
L’ordre lexicographique fournit un exemple d’ordre d’élimination pour U = {xn} ou même
U = {xk, xk+1, . . . , xn} pour tout k ∈ J1, nK.
Exemple 6.1.21. Soit F = (x2 + y + z − 1, x+ y2 + z − 1, x+ y + z2 − 1) ∈ Q[x, y, z]. Alors on peut
montrer que G = (x+ y + z2 − 1, y2 − y − z2 + z, 2yz2 + z4 − z2, z6 − 4z4 + 4z3 − z2) est une base
de Gröbner pour l’ordre lexicographique (avec x > y > z) de l’idéal I = 〈F 〉 . En conséquence de
la proposition précédente, (z6 − 4z4 + 4z3 − z2) est une base de Gröbner de l’idéal I ∩Q[z]. Ceci
permet de calculer toutes les solutions au système donné par F . Elles se déduisent toutes du cas
univarié et des racines de z6 − 4z4 + 4z3 − z2 3.
Résoudre un système
Une autre application parmi les plus importantes des bases de Gröbner est celle de la résolution
de systèmes polynomiaux. Ceci systématise, en un certain sens, ce qui est développé au paragraphe
précédent. Par exemple, nous verrons dans la Sous-Sous-Section 6.2.2 que beaucoup d’idéaux
de dimension zéro (ceux dit en position générale) admettent une base de Gröbner pour l’ordre
lexicographique qui est de la forme suivante : (x1 − h1(xn), . . . , xn+1 − hn+1(xn−1), hn(xn)), avec
deg(hn) = δ et deg(hi) < δ pour i ∈ J1, n− 1K. Ceci ramène la résolution d’un système générant un
idéal en position générale à celle d’un seul polynôme univarié, hn.
Et bien d’autres choses . . .
Les bases de Gröbner ont de nombreuses autres applications, comme le calcul de la dimension
d’un idéal ou le calcul d’opérations sur les idéaux. Nous en donnons un dernier exemple avec le
calcul de l’intersection :
Proposition 6.1.22. Soit I et J deux idéaux de A . Soit G une base de Gröbner de l’idéal
tI + (1− t)J dans K [X1, . . . , Xn, t] pour un ordre d’élimination pour {X1, . . . , Xn}. Alors G ∩A
est une base de Gröbner de I ∩ J .
3. On peut les injecter dans les équations uniquement en y et z pour déterminer les y possibles (il y a alors une
nouvelle équation univariée à résoudre), puis dans la première pour conclure.
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6.2. Calcul de bases de Gröbner et algèbre linéaire
Maintenant que nous avons présenté ce que sont les bases de Gröbner et leurs applications, il
nous reste à expliquer comment, étant donnée une famille de polynôme F , on peut calculer une base
de Gröbner de l’idéal engendré par F . Comme souvent en mathématiques, une méthode eﬃcace
pour traiter un problème est de le ramener à une question d’algèbre linéaire, domaine plutôt bien
maitrisé. Dans ce qui suit, nous verrons qu’il y a deux moyens naturels de ramener le calcul de
bases de Gröbner à un problème d’algèbre linéaire : travailler dans les gradués de A (les Ad) ou
travailler dans l’anneau quotient, vu comme espace vectoriel. La première idée amène à l’algorithme
F5-Matriciel tandis que la seconde amène à l’algorithme FGLM. 4 Un schéma classique de calcul
des bases de Gröbner,au moins dans le cas où F est homogène et engendre un idéal de dimension
zéro, est alors le suivant :
F5-Matriciel FGLM
F Ggrevlex G≤
éch. en lignes éch. réduit en lignes
avec Ggrevlex une base de Gröbner de 〈F 〉 pour un ordre grevlex et G≤ une correspondant à
l’ordre souhaité.
6.2.1. L’algorithme F5-Matriciel
Dans cette Sous-Section, nous exposons comment, avec les algorithmes de Lazard et F5-Matriciel,
il est possible de ramener le calcul de bases de Gröbner à un simple échelonnement de matrices.
Ceci permettra une analyse simple de la complexité, et plus tard, de la stabilité ou de la continuité
du calcul de bases de Gröbner.
Algorithme de Lazard
La première idée pour aller vers l’algorithme F5-Matriciel est due à Daniel Lazard. Elle peut
s’exprimer avec la remarque suivante : si I ⊂ A est un idéal homogène, engendré par des polynômes
homogènes (f1, . . . , fs), alors, pour tout d ∈ N, on a l’égalité de K -espaces vectoriels I ∩ Ad =
〈xαfi, |α|+ |fi| = d〉 . Cette égalité amène l’implication suivante : degré par degré, on peut exprimer
nos calculs en terme de matrices. Ainsi, nous allons pouvoir ramener notre problème à une étude
matricielle. Pour cela, nous déﬁnissons les matrices de Macaulay :
Définition 6.2.1. Soit Bn,d = (xdi)1≤i≤(n+d−1n−1 ) les monômes de Ad, triés par ordre décroissant
selon l’ordre monomial w. Alors, pour f1, . . . , fs ∈ A des polynômes homogènes, |fi| = di, et pour
d ∈ N, nous déﬁnissons la matrice de Macaulay en degré d (selon w), notéeMacd(f1, . . . , fs), comme
la matrice à coeﬃcients dans K dont les lignes sont les xα1,1f1, . . . , x
α
1,(n+d−d1−1n−1 ) , xα2,1f2, . . . ,
x
α
s,(n+d−ds−1n−1 )fs, écrit dans la base Bn,d. Les xαi,1 < · · · < x
α
i,(n+d−di−1n−1 )’s sont les monômes de
degré n+ d− di − 1. La j-ème colonne de cette matrice correspond aux j-ème monôme de Bn,d,
xdj . Graphiquement, on peut la représenter ainsi :














Nous pouvons remarquer que, en prenant l’image à gauche de Macd(f1, . . . , fs), on a
Im(Macd(f1, . . . , fs)) = I ∩Ad.
4. Cette partie doit beaucoup aux lectures des thèses de Huot [Huo13] et Svartz [Sva14].
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De plus le premier terme non nul de chaque ligne correspond au coeﬃcient dominant (pour w) du
polynôme correspondant à cette ligne.
Cette seconde remarque nous permet de caractériser les bases de Gröbner en termes purement
matriciels
Théorème 6.2.2 (Lazard [Laz83]). Les polynômes homogènes f1, . . . , fs forment une base de
Gröbner de l’idéal I qu’il engendrent si et seulement si, pour tout d ∈ N, Macd(f1, . . . , fs) contient
une base échelonnée de Im(Macd(f1, . . . , fs)).
Pour la notion de base échelonnée, nous utilisons la déﬁnition suivante :
Définition 6.2.3. Soit M ∈ Mn,m(K ) une matrice à coeﬃcients dans K ayant n ∈ N lignes
et m ∈ N colonnes. Un ensemble Lu1 , . . . , Lus de lignes de M , pour des ui ∈ J1, nK, est une base
échelonnée de Im(M) si V ect(Lu1 , . . . , Lus) = Im(M) et que la sous-matrice de M restreinte aux
lignes ui est sous forme échelonnée (en lignes) à permutation près.
Exemple 6.2.4. Les lignes (1, 3) forment une base échelonnée de Im(M) pour la matrice M ∈
Mat3,4(Q) suivante :
M =
0 0 4 00 4 5 2
0 2 0 1
 .
Étant donnée une matrice, l’algorithme d’échelonnement en lignes gaussien 1.2.3 calcule une
forme échelonnée de cette matrice. Il est alors aisé d’imaginer qu’étant donné f = (f1, . . . , fs) des
polynômes homogènes, calculer des formes échelonnées de toutes les matrices de Macaulay Macd(f)
pour d jusqu’à un degré D assez grand serait suﬃsant pour obtenir des bases échelonnées de toutes
ces matrices et ce faisant, une base de Gröbner de l’idéal 〈f〉 . Comme il n’est cependant pas aisé
d’estimer jusqu’à quel degré D il faut échelonner les matrices de Macaulay, on déﬁnit la notion de
D-base de Gröbner.
Définition 6.2.5. Soit I un idéal de A , w un ordre monomial sur A et D un entier. Alors
(g1, . . . , gl) est une D-base de Gröbner de I si pour tout f ∈ I, homogène de degré au plus D, il
existe 1 ≤ i ≤ l tels que, par rapport à w, LM(gi) divise LM(f).
Il est alors naturel d’en déduire l’algorithme de Lazard de calcul de D-bases de Gröbner.
Algorithme 6.2.6 : L’algorithme de Lazard
entrée : F = (f1, . . . , fs) ∈ A s, polynômes homogènes de degré d1 ≤ · · · ≤ ds, et D ∈ N,
un ordre monomial w.
sortie : (g1, . . . , gk) ∈ A k, une D-base de Gröbner de 〈F 〉.
début
G← {} ;
pour d ∈ J0, DK faire
M ←Macd(f1, . . . , fs) ;
Calculer M˜ , une forme échelonnée de M ;
Ajouter à G les polynômes des lignes de M˜ dont le monôme de tête n’est divisible par
aucun monôme de tête d’un élément de G.;
Retourner G ;
Nous pouvons estimer la complexité du calcul d’une D-base de Gröbner par l’algorithme de
Lazard :
Théorème 6.2.7. Si (f1, . . . , fs) ∈ K [X1, . . . , Xn]s, sont des polynômes homogènes de degré
d1 ≤ · · · ≤ ds, et D ∈ N, alors on peut calculer une D-base de Gröbner de 〈f1, . . . , fs〉, pour un







5 opérations dans K
pour D → +∞.
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Démonstration. Nous utilisons le fait (voir Proposition 1.2.4) que l’échelonnement d’une ma-











































, et on peut ﬁnalement








Pour ce qui est du calcul d’une base de Gröbner, il n’est pas aisé d’estimer à partir de quel D une
D-base de Gröbner est une base de Gröbner. Néanmoins, on dispose du résultat suivant lorsqu’on
considère une suite régulière :
Proposition 6.2.8. Si (f1, . . . , fn) ∈ A n est une suite régulière de polynômes homogènes, toutes
les D-bases de Gröbner sont des bases de Gröbner bases dès que D ≥∑i(|fi| − 1) + 1.
Démonstration. Ceci vient du fait que pour (f1, . . . , fn) ∈ A n une suite régulière de polynômes
homogènes, on peut montrer en regardant la série de Hilbert de I = 〈f1, . . . , fn〉 que tout monôme
de degré D est dans I. Nous renvoyons à [BFS14] pour plus de précisions.
Le critère F5
L’algorithme de Lazard fournit une manière plutôt aisée de comprendre et d’analyser le calcul
d’une base de Gröbner. Cependant, la complexité de cet algorithme est souvent trop grande pour
qu’il soit utilisable en pratique. En particulier, une partie importante du temps de calcul est passé
à réduire à zéro des lignes des matrices de Macaulay, dont le rang est souvent petit comparé au
nombres de lignes. Le critère F5 de Faugère fournit une amélioration décisive de l’algorithme de
Lazard en donnant un moyen de supprimer a priori des lignes des Matrices de Macaulay qui se
réduiraient à zéro. Ce critère supprime la plupart de celles-ci, et même toutes dans le cas où les
polynômes en entrée forment une suite régulière. Pour une introduction à ce critère, nous renvoyons
à l’article original de Faugère [Fau02] ou à l’étude d’ensemble des algorithmes fondés sur le critère
F5 eﬀectuée par Eder et Faugère [EF14]. Nous résumons l’énoncé de ce critère avec le théorème
suivant :
Théorème 6.2.9 (Critère F5). Soit (f1, . . . , fs) ∈ A s des polynômes homogènes, et d ∈ N. Si l’on
note pour i ∈ J1, sK, Ii = 〈f1, . . . , fi〉 , alors :
Im(Macd(f1, . . . , fs)) = V ect({xαfk, t.q. 1 ≤ k ≤ s, |xαfk| = d et xα /∈ LM(Ik−1)}).
Démonstration. Notons V = V ect({xαfk, t.q. 1 ≤ k ≤ s, |xαfk| = d et xα /∈ LM(Ik−1)}). Soit
k ∈ J1, sK et xα monôme de degré d− |fk|. Supposons que xα ∈ LM(Ik−1). Alors, il existe r ∈ A
et a1, . . . , ak−1 ∈ A tels que xα + r =
∑k−1
i=1 aifi ∈ Ik−1 et LM(r) < xα. Nous en déduisons que
xαfk = (−r)fk +
∑k−1
i=1 (aifk)fi. Ainsi, x
αfk est combinaison linéaire des xβfk avec xβ < xα et des
xγfi avec i < k. Ceci suﬃt pour montrer le résultat par récurrence.
Nous pouvons alors étudier les sous-matrices de la matrice de Macaulay dont on aurait supprimé
les lignes inutiles par le critère 6.2.9 :
Définition 6.2.10. Soit (f1, . . . , fs) ∈ A s des polynômes homogènes, et d ∈ N. Nous notons
par Macd(f1, . . . , fs) la sous-matrice de Macd(f1, . . . , fs) déﬁnie par les lignes xαfk telles que
xα /∈ LM(Ik−1).
Lorsque les polynômes en entrée (f1, . . . , fs) forment une suite régulière, ces matricesMacd(f1, . . . , fs)
vériﬁent la propriété suivante, qui permettra leur étude ensuite lorsqu’on travaille à précision ﬁnie :
Théorème 6.2.11. Si (f1, . . . , fs) est une suite régulière, alors Macd(f1, . . . , fs) est injective (à
gauche). En d’autres termes, si on l’échelonne en lignes, aucune ligne ne sera réduite à zéro.
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Démonstration. Supposons que la ligne correspondant à xαfk se réduise à zéro lors d’un éche-
lonnement en lignes de Macd(f1, . . . , fs). Dans ce cas, il existe l ∈ J1, sK et a1, . . . , al polynômes
homogènes de degré d − d1, . . . , d − dl tels que al 6= 0 et xαfk =
∑l
i=1 aifi. En conséquence, il
existe un t ∈ J1, sK et b1, . . . , bt polynômes homogènes de degré d − d1, . . . , d− dt tels que bt 6= 0
et
∑t
i=1 bifi = 0. Comme (f1, . . . , ft) est une suite régulière, ft n’est pas diviseur de zéro dans
A / 〈f1, . . . , ft−1〉 . En conséquence, bt ∈ 〈f1, . . . , ft−1〉 et LM(bt) ∈ It−1. Or, du fait du critère F5,
il n’y a pas de ligne LM(bt)ft dans Macd(f1, . . . , fs), et aucune combinaison linéaire sur les lignes
xαfi de Macd(f1, . . . , fs) ne peux donc écrire
∑t
i=1 bifi = 0. Nous montrons donc par l’absurde
qu’en échelonnant Macd(f1, . . . , fs) aucune ligne ne peut être réduite à zéro. Ceci équivaut à
l’injectivité (à gauche) de cette matrice.
Cependant, les théorèmes précédents ne nous disent pas comment construire ces matrices
Macd(f1, . . . , fs). Ce sera fait avec l’algorithme F5-Matriciel.
Un premier algorithme F5-Matriciel
Le but de l’algorithme F5-Matriciel est de permettre l’utilisation du critère F5 lors du calcul
de bases de Gröbner. Une première idée est la suivante : calculer des formes échelonnées des
matrices de Macaulay Macd(f1, . . . , fi) itérativement en d et i, en utilisant le calcul déjà eﬀectué
de ˜Macd−di(f1, . . . , fi−1) pour appliquer le critère F5 lors de la construction de Macd(f1, . . . , fi)
pour ainsi obtenir Macd(f1, . . . , fi).
Le pseudo-code suivant donne une première version de cet algorithme :
Algorithme 6.2.12 : Un premier algorithme F5-Matriciel
entrée : F = (f1, . . . , fs) ∈ K [X1, . . . , Xn]s, polynômes homogènes de degré d1 ≤ · · · ≤ ds, et
D ∈ N,
un ordre monomial w.
sortie : (g1, . . . , gk) ∈ A k, une D-base de Gröbner de 〈F 〉.
début
G← {} ;
pour d ∈ J0, DK faire
M˜d,0 := ∅ ;
pour i ∈ J1, sK faire
Md,i := M˜d,i−1 ;
pour α tel que |α|+ di = d faire
si xα n’est pas le terme de tête d’une ligne de ˜Md−di,i−1 alors
Ajouter xαfi à Md,i ;
Calculer M˜d,i, la forme échelonnée de Md,i ;
Ajouter à G les polynômes des lignes de M˜d,i avec un nouveau monôme de tête ;
/* Ceci correspond aux lignes dont le monôme de tête n’est pas dans 〈LM(G)〉 */
Retourner G ;
Nous avons alors le résultat suivant concernant la correction, la terminaison et la complexité de
cet algorithme.
Proposition 6.2.13. L’algorithme F5-Matriciel prenant en entrée (f1, . . . , fs) ∈ A , d ∈ N et w un















lorsque (f1, . . . , fs) est une suite régulière, lorsque D → +∞. 6
Démonstration. Pour la terminaison, comme on ne considère que des boucles pour, il n’y a rien
à démontrer. Pour ce qui est de la correction, il suﬃt de montrer par récurrence sur d et i que
Im(Md,i) = Ii ∩ Ad. Mais ceci est clair grâce au théorème 6.2.9 et au fait que l’échelonnement










dans les majorations précédentes.
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d’une matrice de Macaulay fournit bien les termes de tête de l’idéal correspondant à ses lignes, au
degré correspondant à la matrice de Macaulay.
Pour ce qui est de la complexité, la preuve est analogue à celle du Théorème 6.2.7 dans le cas
général. Pour le cas régulier, il suﬃt de remarquer que toutes les matrices considérées ont moins de
lignes que de colonnes et sont de rang plein.
Remarque 6.2.14. L’estimation de la complexité dans la proposition précédente est plutôt naïve, et
ne permet pas de comparer correctement les algorithmes de Lazard et F5-Matriciel. La version de
l’algorithme F5-Matriciel donnée dans la Sous-Section suivante donnera une complexité nettement
meilleure.
Exemple 6.2.15. Nous appliquons l’Algorithme 6.2.12 sur F = (f1, f2, f3) ∈ Q[x, y, z] pour grevlex
avec f1 = 2x + z, f2 = x2 + y2 − 2z2 et f3 = 4y2 + yz + 8z2. Nous prenons D = 3, la borne de
Macaulay. Nous partons de G = (f1, f2, f3).
En degré 1, nous obtenons M1,1 = M1,2 = M1,3 qui sont
x y z
f1 2 0 1
et qui est déjà sous forme
échelonnée. 7
En degré 2, M2,1 = M˜2,1 est










f2 1 1 −2
et M˜2,2 est
x2 xy y2 xz yz z2
zf1 2 1
yf1 2 1
xf1 0 −2 1 4
f2 1 1 −2
.
Ainsi, nous ajoutons à G f4 = −2y2 + xz + 4z2.
De même : M2,3 est
x2 xy y2 xz yz z2
zf1 2 1
yf1 2 1
xf1 0 −2 1 4
f2 1 1 −2
f3 4 1 8
et M˜2,3 est
x2 xy y2 xz yz z2
zf1 2 1
yf1 2 1
xf1 0 −2 1 4
f2 1 1 −2
f3 0 1 15
.
À G est ajouté f5 = yz + 15z2.
En degré 3, nous obtenons M3,1 = M˜3,1 qui est la matrice suivante :








7. Remarquons que la convention que nous avons prise pour la notion de forme échelonnée ne demande pas de
normalisation, i.e. que sur chaque ligne, le premier coeﬃcient non nul soit 1.
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Grâce au critère F5, nous pouvons écarter xf2 et seulement ajouter zf2 et yf2 pour déﬁnir
M3,2 qui correspond à







zf2 1 1 −2
yf2 1 1 −2
. Nous obtenons ainsi
M˜3,2 comme ceci :
x3 x2y xy2 y3 x2z xyz y2z xz2 yz2 z3
z2f1 2 1
yzf1 2 1
xzf1 0 −2 1
y2f1 2 1
xyf1 0 −2 1 4
x2f1 2 1
zf2 1 1 −2
yf2 1 1 −2
. À G, nous ajoutons
f6 = −2y3 + xyz + 4yz2 et f7 = −2y2z + xz2.
Enﬁn, à nouveau grâce au critère F5, nous pouvons écarter xf3 et déﬁnir M3,3 comme
x3 x2y xy2 y3 x2z xyz y2z xz2 yz2 z3
z2f1 2 1
yzf1 2 1
xzf1 0 −2 1
y2f1 2 1
xyf1 0 −2 1 4
x2f1 2 1
zf2 1 1 −2
yf2 1 1 −2
zf3 4 1 8
yf3 4 1 8
.
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Finalement, nous obtenons M˜3,3 comme :
x3 x2y xy2 y3 x2z xyz y2z xz2 yz2 z3
z2f1 2 1
yzf1 2 1
xzf1 0 −2 1
y2f1 2 1
xyf1 0 −2 1 4
x2f1 2 1
zf2 1 1 −2
yf2 1 1 −2
zf3 0 0 1 7
yf3 0 0 0 105
.
Ainsi, les derniers polynômes ajoutés à G sont f8 = yz2 + 7z3 et f9 = 105z3. Nous obtenons ﬁnale-
ment comme base de Gröbner minimale (f1, f3, f5, f9), qui, à renormalisation des coeﬃcients de
tête près, est réduite.
Un algorithme F5-matriciel avec signatures
Il n’est pas évident, vu la manière dont nous avons présenté l’algorithme F5-Matriciel précédente,
de savoir s’il gagne en complexité par rapport à l’algorithme de Lazard. Néanmoins, nous allons
voir qu’il est possible d’accélérer ce qui concerne la réduction des matrices en utilisant le fait que
lorsqu’on construit Md,i à partir de M˜d,i−1, cette dernière matrice est déjà sous forme échelonnée.
Ceci nous donnera une version plus rapide de l’algorithme F5-Matriciel.
Étiquettes et signatures À cet eﬀet, nous introduisons les concepts d’étiquette et de signature de
polynômes. Cette dernière servira lors des échelonnements matriciels et suﬃra pour appliquer le
critère F5.
Définition 6.2.16. Soit (f1, . . . , fs) ∈ A s, un polynôme étiqueté est un couple (u, P ) avec u =
(l1, . . . , ls) ∈ A s, P ∈ A et
∑s
i=1 lifi = P . Nous appelons u l’étiquette de ce polynôme étiqueté.
Notons (e1, . . . , es) la base canonique de A s. Si u = (l1, . . . , li, 0, . . . , 0) avec li 6= 0, alors la
signature du polynôme étiqueté (u, p), notée sign((u, p)), est (LM(li), i).
Définition 6.2.17. L’ensemble des signatures {monomes de A } × {1, . . . , s} peux être muni d’un
ordre total déﬁni de la manière suivante : (xα, i) ≤ (xβ , k) si i < k, ou xα ≤ xβ et i = k.
Les signatures sont compatibles avec les opérations usuelles sur les polynômes :
Proposition 6.2.18. Soit (u, p) un polynôme étiqueté, (xα, i) = sign((u, l)) et soit xβ un monôme
de A . Alors
sign((xβu, xβp)) = (xαxβ , i).
Si (v, q) est un autre polynôme étiqueté tel que sign((v, q)) < sign((u, p)), et si µ ∈ K , alors
sign((u+ µv, p+ µq)) = sign((u, p)).
Un algorithme d’échelonnement sans choix du pivot À partir de maintenant et durant toute
cette Sous-Section, nous attachons aux matrices de Macaulay les étiquettes et les signatures de
chaque ligne. Nous demanderons de plus que les lignes soient triées par signature croissante (la
première ligne ayant la plus petite signature). Lorsque nous eﬀectuerons des opérations sur les
lignes d’une matrice de Macaulay étiquetée, les opérations seront répercutées sur les étiquettes et
signatures correspondants. Ce seront ces signatures qui permettront d’appliquer le critère F5. Pour
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cela, nous introduisons un algorithme d’échelonnement en lignes sans choix du pivot qui préserve
les signatures.
Algorithme 6.2.19 : L’algorithme d’échelonnement sans choix du pivot
entrée :M , une matrice de Macaulay avec étiquettes et signatures, de degré d sur A , ayant
nlignes lignes et ncol colonnes. Nous demandons que les lignes soient soient ordonnées
par ordre croissant de signature.
sortie : M˜ , une forme échelonnée à permutation près de M
début
M˜ ←M ;
si M n’a pas de coeﬃcient non-nul alors
Retourner M˜ ;
sinon
Trouver le plus petit i tel que Mi,1 6= 0 ;
Par pivot avec la ligne i, éliminer les coeﬃcients sur la première colonne des lignes sous
la ligne i, et appeler le résultat M˜ ;
Procéder récursivement sur la sous-matrice de M˜j≥2 privée de la ligne i ;
Retourner M˜ ;
Nous remarquons qu’à la sortie de l’algorithme, il existe une matrice unipotente triangulaire
inférieure L, une matrice de permutation P , tels que M˜ = LMP, M˜ est sous forme échelonnée (en
lignes). De plus, comme à chaque ligne Li, nous avons au plus ajouté une combinaison linéaire
de lignes Lj , avec j < i, qui ont une signature strictement plus petite que Li, les signatures sont
conservées. En outre,
Proposition 6.2.20. Pour tout 1 ≤ i ≤ nrow(M), si j est l’indice de la i-ème ligne de M˜ , alors
M˜i,jx
monj est le terme de tête du polynôme correspondant à cette ligne.
Ces remarques justiﬁent le nom d’algorithme d’échelonnement sans choix du pivot, de même
que le fait que cet algorithme calcule les termes de têtes de V ect(Lignes(M)). Enﬁn, comme les
signatures restent inchangées durant le calcul de l’échelonnement sans choix du pivot, il est suﬃsant
de seulement noter les signatures de chaque ligne sur les matrices de Macaulay étiquetées. Ce sera
le choix fait dans toute la suite de cette Sous-Section.
Un algorithme F5-Matriciel plus rapide Nous montrons maintenant qu’il est possible d’appliquer
l’échelonnement sans choix du pivot dans l’algorithme F5-matriciel. Ceci permettra d’utiliser le fait
que lorsqu’on construit les matrices de Macaulay, les lignes déjà échelonnées ne nécessitent plus
aucun travail.
Tout d’abord, le critère F5 avec signature peut être utilisé :
Proposition 6.2.21. Soit (u, f) un polynôme homogène étiqueté de degré d. Supposons que
sign(u) = (xα, i), avec 1 < i ≤ s et xα ∈ Ii−1. Alors,
xαfi ∈ V ect
({
xβfk, |xβfk| = d, et (xβ , k) < (xα, i)
})
.
En conséquence, si (u, f) est un polynôme homogène de degré d avec sign(u) = xαei et xα /∈
LM(Ii−1). Alors f peut s’écrire f = xαfi + g, avec
g ∈ V ect ({xβfk, |xβfk| = d, et (xβ , k) < (xα, i)}) .
Nous pouvons alors appliquer cette version du critère F5 et l’échelonnement sans choix du pivot
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pour proposer l’algorithme F5-Matriciel avec signatures suivant :
Algorithme 6.2.22 : Algorithme F5-Matriciel avec signatures
entrée : F = (f1, . . . , fs) ∈ A s, homogènes de degrés respectifs d1, . . . , ds, et D ∈ N.
sortie : (g1, . . . , gk) ∈ A k, une D-base de Gröbner de 〈F 〉.
début
G← F ;
pour d ∈ J0, DK faire
M˜d,0 := ∅ ;
pour i ∈ J1, sK faire
Md,i := M˜d,i−1 ;
pour L une ligne de M˜d−1,i faire
pour x ∈ {X1, . . . , Xn} faire
(xα, k) := sign(xL) ;
si k = i et xα n’est pas le terme d’une ligne de ˜Md−di,i−1 et Md,i n’a pas
déjà une ligne de signature (xα, i) alors
Ajouter xL à Md,i ;
Trier les lignes de Md,i par signature croissante ;
Calculer M˜d,i, la forme échelonnée sans choix du pivot de Md,i ;
Ajouter à G les lignes avec un nouveau monôme de tête ;
Retourner G ;
Correction La première chose à montrer est que lors de la construction des matrices de Macaulay
lors de l’exécution de l’algorithme, les deux propriétés suivantes sont satisfaites : Im(Md,i) = Ii∩Ad
et pour tout monôme xα de degré d − di tel que xα /∈ LM(Ii−1), Md,i a une ligne ayant pour
signature xαei. Ceci peut se prouver par récurrence sur d et i.
Maintenant, comme l’algorithme d’échelonnement sans choix du pivot calcule une base échelonnée
de Md,i, de même que lors de l’algorithme F5-Matriciel précédent, l’algorithme F5-Matriciel avec
signature calcule une D-base de Gröbner.
Concernant les suites régulières, nous avons à nouveau, et pour les même raisons qu’au Théorème
6.2.11, la propriété suivante :
Proposition 6.2.23. Si (f1, . . . , fs) ∈ A s est une suite régulière de polynômes homogènes. Alors
les Md,i sont injectives.
Complexité La diﬀérence principale du point de vue de la complexité entre les Algorithmes 6.2.12
et 6.2.22 est que dans le second cas, le calcul de la forme échelonnée sans choix du pivot Md,i+1
prend en compte le fait que le calcul a déjà été fait pour Md,i, i.e. les premières lignes de Md,i+1
sont déjà sous-forme échelonnée avec les bons termes de tête, et aucun nouveau calcul n’est à ajouter.
En conséquence, la complexité du calcul d’une D-base de Gröbner (f1, . . . , fs) est la suivante :
Proposition 6.2.24. L’algorithme F5-Matriciel prenant en entrée (f1, . . . , fs) ∈ A , d ∈ N et















Démonstration. Du fait de l’usage de l’algorithme d’échelonnement sans choix du pivot, le coût
des échelonnements des matrices Md,1, . . . ,Md,s est exactement celui de l’échelonnement de















dans le cas régulier. En










dans les majorations précédentes.
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dans le cas régulier, par les même majorations que dans la preuve du Théorème
6.2.7.
Un exemple
Exemple 6.2.25. Nous reprenons l’exemple 6.2.15, en appliquant cette fois un algorithme F5-Matriciel
avec signatures. Nous débutons à nouveau avec G = (f1, f2, f3).
Nous obtenons les résultats suivants. En degré 1, il n’y a pas de diﬀérence.
En degré 2, M2,1 = M˜2,1 reste identique. Ensuite, M2,2 est




f2 1 1 −2
et
alors M˜2,2 est




f2 0 0 1 −1/2 −2
. Nous ajoutons f4 = y2 − 12xz − 2z2 à G.
De même : M2,3 est
x2 xy y2 xz yz z2
zf1 2 1
yf1 2 1
xf1 0 −2 1 4
f2 1 1 −2
f3 4 1 8
et M˜2,3 est




f2 0 0 1 −1/2 −2
f3 0 1 15
.
À G est ajouté f5 = yz + 15z2.
En degré 3, nous obtenons de même M3,1 = M˜3,1 qui est la matrice suivante :








Grâce au critère F5, nous pouvons écarter la signature xf2 et seulement ajouter les mul-
tiples de lignes de M˜2,2 ayant pour signatures zf2 et yf2 pour déﬁnir M3,2 qui correspond à
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zf2 1 −1/2 −2
yf2 1 −1/2 −2
. Remarquons en particulier M˜3,2 s’ob-
tient alors directement sans calcul.
Enﬁn, à nouveau grâce au critère F5, nous pouvons écarter la signature xf3 et déﬁnir M3,3 comme







zf2 1 −1/2 −2
yf2 1 −1/2 −2
zf3 1 15
yf3 1 15
. Finalement, nous obtenons M˜3,3 comme :







zf2 1 −1/2 −2
yf2 1 −1/2 −2
zf3 1 15
yf3 0 0 230.5
. À G est ajouté f6 = 230.5z3.
En conclusion (f1, f3, f5, f6) est la base de Gröbner minimale correspondante, et elle est réduite
à renormalisation des coeﬃcients de tête près.
6.2.2. L’algorithme FGLM
Le principe
L’algorithme de changement de base FGLM a été introduit par Faugère, Gianni, Lazard et Mora
en 1993 dans [FGLM93]. Pour un idéal I ⊂ A de dimension zéro, il permet par des calculs d’algèbre
linéaire dans l’espace vectoriel A /I de calculer une base de Gröbner G2 pour un ordre monomial
123
6. Algorithmes classiques pour le calcul de bases de Gröbner
≤2 connaissant une base G1 pour un premier ordre monomial ≤.
L’idée principale est de considérer les monômes xα de A par ordre croissant selon ≤2, et de
calculer leurs images NF≤(xα) par la projection sur le quotient A /I grâce à G1. Chaque relation
linéaire entre les NF≤(xα) donne un polynôme de I. En calculant dans le bon ordre ces relations,
on obtient une base de Gröbner G2.
Dans toute cette Sous-Section, I est un idéal de dimension zéro, ≤ et ≤2 sont des ordres
monomiaux et G une base de Gröbner de I pour ≤ .
Calculs dans le quotient L’algorithme FGLM utilise de manière essentielle l’arithmétique dans le
quotient A /I. Nous présentons ici une manière eﬃcace de travailler dans celui-ci.
Pour cela, nous déﬁnissons d’abord une présentation adaptée du quotient :
Définition 6.2.26. Nous notons B≤ = {xα|xα /∈ LM≤(I)} la base canonique (par rapport à ≤)
du K -espace vectoriel A /I. Ses éléments sont ordonnés par ordre croissant pour ≤.
Nous pouvons préciser quel est le premier terme de B≤ :
Remarque 6.2.27. Comme I est un idéal de dimension zéro, I est un idéal strict et 1 /∈ I. En
conséquence 1 /∈ LM≤(I) et 1 est le premier monôme de B≤.
Nous déﬁnissons aussi la forme normale d’un polynôme, ou projeté sur A /I.
Définition 6.2.28. Soit P ∈ A . Nous déﬁnissons NF≤(P ), forme normale de P pour I, comme le
reste de P mod I écrit dans la base B≤.
Aﬁn de calculer aisément dans A /I et de calculer aisément les formes normales, nous introduisons
les matrices de multiplication par les variables de A . Elles permettront de calculer la projection
NF≤(P ) d’un P ∈ A par de simples multiplications matrices-vecteurs et additions.
Définition 6.2.29 (Matrices de multiplication). Pour i ∈ J1, nK, nous notons Ti la matrice, écrite
dans la base B≤, de l’endomorphisme de A /I déﬁni par la multiplication par xi. Nous l’appelons
la i-ème matrice de multiplication de A /I.
Si l’on connaît les Ti, nous pouvons en eﬀet calculer dans A /I en utilisant l’algorithme suivant :
Algorithme 6.2.30 : Calcul d’une forme normale par les matrices de multiplication
entrée : Un idéal I ⊂ A de dimension zéro, ses matrices de multiplication T1, . . . , Tn par
rapport à un ordre monomial ≤ et un polynôme f =∑α aαxα ∈ A .
sortie :NF≤(f) la forme normale de f pour I.
début





1 . . . T
αn
n 1 ;
Exemple 6.2.31. Soit I = 〈f1, f2, f3〉 avec f1 = x + z, f2 = x2 + y2 + z2 et f3 = y2 + yz dans
Q[x, y, z]. Pour grevlex, la base de Gröbner réduite de I est (x+ z, y2 + 2z2, yz − 2z2, z3), et ainsi,
Bgrevlex = (1, z, y, z2). Les matrices de multiplications sont alors :
M1 =

0 0 0 0
−1 0 0 0
0 0 0 0




0 0 0 0
0 0 0 0
1 0 0 0




0 0 0 0
1 0 0 0
0 0 0 0
0 1 2 0

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Calcul eﬀectif des matrices de multiplication Pour calculer eﬃcacement les matrices de multipli-
cations, nous avons besoin de mieux comprendre le comportement des monômes et de leurs formes
normales lorsqu’on eﬀectue des multiplications. À cet eﬀet, nous introduisons les concepts d’escalier
et de bord :
Définition 6.2.32. Nous déﬁnissons l’escalier et le bord de I pour ≤ par :
— l’escalier E≤(I) est B≤ ;
— le bord B≤(I) est l’ensemble {xiǫ|i ∈ J1, nK et ǫ ∈ E≤(I)} \ E≤(I).
Dans [FGLM93], une caractérisation est alors donnée pour le bord de I :
Proposition 6.2.33. Soit xα ∈ B≤(I). Alors xα vériﬁe une et une seule des propositions suivantes :
— Pour tout i ∈ J1, nK tel que xi divise xα, xαxi ∈ E≤(I). Ceci arrive si et seulement si xα est
terme de tête d’un élément de la base de Gröbner réduite de I pour ≤ .
— xα peut s’écrire xixβ pour un certain i ∈ J1, nK et xβ ∈ B≤(I).
Ceci va être suﬃsant pour calculer les matrices de multiplication. En eﬀet, pour les calculer, il
suﬃt de calculer tous les NF≤(xiǫ) pour i ∈ J1, nK et ǫ ∈ E≤(I). Soit L la liste de ces xiǫ, triée
par ordre croissant pour ≤ et sans répétition. Alors, pour un élément u ∈ L, il y a seulement trois
possibilités :
1. u ∈ E≤(I) et dans ce cas, il n’y a pas de calcul à faire puisque NF≤(u) = u ;
2. u est terme de tête d’un élément g de la base de Gröbner réduite de I pour ≤ et dans ce cas,
on obtient directement NF≤(u) = u− g ;
3. d’après la Proposition 6.2.33, la seule autre possibilité est qu’il existe v ∈ B≤(I) et i ∈ J1, nK
tels que u = xiv. Dans ce cas, si l’on parcourt L itérativement, NF≤(v) a déjà été calculé,
et il existe des ak ∈ K et ǫk ∈ E≤(I) tels que NF≤(v) =
∑
k akǫk. De plus, nous avons
LM(NF≤(v)) < v. Nous en déduisons que pour tous les k tels que ak 6= 0 dans l’écriture
précédente, xiǫk < u. Ainsi, les NF≤(xiǫk) ont eux aussi déjà été calculés. Nous en déduisons
que dans la base B≤, NF≤(u) =
∑
k akTi[·, ǫk] avec Ti[·, k] la k-ème colonne de Ti (qui par
déﬁnition, est l’écriture de Tiεk dans B≤).
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Nous en déduisons un algorithme de calcul des matrices de multiplication :
Algorithme 6.2.34 : Calcul des matrices de multiplication
entrée : Une base de Gröbner réduite G d’un idéal I ⊂ A de dimension zéro et de degré δ
pour un ordre monomial ≤, B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique de A /I
pour ≤ .
sortie : Les matrices de multiplication Ti pour I et ≤.
début
pour i ∈ J1, nK faire
Ti := 0δ×δ ;
L := [xiǫk|i ∈ J1, nK et ǫk ∈ B≤], triée par ordre croissant et sans répétition ;
pour u ∈ L faire
si u ∈ E≤(I) alors
Ti[u, u/xi] = 1 pour tout i tel que xi|u ;
/* La colonne indexée par u est nulle, sauf pour son coefficient indexé par u/xi */




Ti[·, u/xi] := −t(a1, . . . , aδ) pour tout i tel que xi|u ;
sinon
Trouver le plus petit xj pour ≤ tel que xj |u. ;
Soit v = u/xj ;
Trouver ǫ et l tels que v = xlǫ ;
V := Tl[·, v] (cette colonne contient NF≤(v)) ;
W := TjV (W est le vecteur correspondant à la forme normale
NF≤(xjv) = NF≤(u) );
Ti[·, u/xi] :=W pour tout i tel que xi|u ;
Retourner T1, . . . , Tn ;
Nous avons alors la proposition suivante :
Proposition 6.2.35. Étant donnés une base de Gröbner réduite G d’un idéal de dimension zéro et
de degré δ I ⊂ A pour un ordre monomial ≤, et B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique
de A /I pour ≤, l’Algorithme 6.2.34 calcule les matrices de multiplication dans A /I. La complexité
est en O(nδ3) opérations arithmétiques dans K .
Démonstration. Avec ce qui précède, correction et terminaison sont claires. Pour ce qui est de la
complexité, L contient au plus nδ monômes, et pour chaque passage dans la boucle, au plus une
multiplication matrice-vecteur. Cette dernière coûte O(δ2) opérations dans K . Nous pouvons en
déduire le résultat.
Une première version de l’algorithme Maintenant que nous avons présenté tous les outils néces-
saires pour présenter l’algorithme FGLM, nous pouvons en donner l’idée principale : pour calculer
une base de Gröbner de I pour ≤2, il s’agit de calculer E≤2(I) et B≤2(I), et de déduire cette base
de Gröbner du calcul de B≤2(I). Pour cela, on utilise le fait que les éléments de E≤2(I) forment
une base de A /I tandis que pour les xα ∈ B≤2(I), on a l’alternative issue de la Proposition 6.2.33
suivante : soit xα est monôme de tête dans la base de Gröbner réduite de I pour ≤2 et dans ce cas,
NF≤(xα) ∈ V ect(NF≤(E≤2(I))), soit xα est le multiple d’un monôme de tête d’un élément de la
base de Gröbner réduite de I pour ≤2.
Si l’on regarde les monômes xα par ordre croissant en commençant par 1 (qui n’est pas dans I
puisque I est de dimension zéro), alors pour le cas où xα ∈ B≤2(I), les monômes de E≤2(I) plus
petits que xα suﬃsent à écrire NF≤(xα) dans V ect(NF≤(E≤2(I))), et dans le second cas, si x
α est
le multiple d’un monôme de tête xβ de la base de Gröbner réduite de I pour ≤2 alors xβ ≤2 xα et
xβ aura précédemment été traité selon le premier cas.
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Nous pouvons en déduire l’algorithme suivant, première version, simpliﬁée, de l’algorithme FGLM :
Algorithme 6.2.36 : Algorithme FGLM simpliﬁé
entrée : Une base de Gröbner réduite G1 pour un ordre monomial ≤ d’un idéal I ⊂ A de
dimension zéro et de degré δ, B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique de
A /I pour ≤ .
Un ordre monomial ≤2.
sortie : Une base de Gröbner G2 de I pour ≤2.
début
Calculer les matrices de multiplications T1, . . . , Tn pour I et ≤ avec l’Algorithme 6.2.34 ;
B2 := {1} ; // B2 représente E≤2 , en cours de construction
v[1] := t(1, . . . , 0) ; // v représente les NF≤(xα) pour xα ∈ B2
LT := ∅ ; // LT est B≤2 (I), en construction
G2 := ∅ ;
L := {xiεj |1 ≤ i ≤ n, εj ∈ B2 tels que xiεj /∈ B2 ∪ LT} ;
/* L est le bord de B2, moins LT et ses multiples ; il décrit les monômes pouvant donner un
monôme de tête pour ≤2, et est inclus dans B≤2 ∪ E≤2 */
tant que L 6= ∅ faire
xα := minL par rapport à ≤2 ;
si Il existe xβ ∈ LT tel que xβ divise xα alors
LT := LT ∪ {xα}
sinon
Trouver xi et ε tels que xα = xiε ;
v[xα] := Ti · v[ε] ;
si v[xα] n’est pas dans V ect({v[ε]|ε ∈ B2}) alors
B2 := B2 ∪ {xα} ;
sinon
LT := LT ∪ {xα} ;








L := {xiε|1 ≤ i ≤ n et ε ∈ B2 tels que xiε /∈ B2 ∪ LT} ;
Nous avons alors le résultat suivant :
Proposition 6.2.37. L’Algorithme 6.2.36 termine et calcule bien une base de Gröbner G2 pour
≤2 de l’idéal I donné en entrée.
Démonstration. Pour montrer la correction et la terminaison, nous montrons d’abord qu’à chaque
passage de la boucle Tant que, on a l’invariant suivant : LT ⊂ B≤2(I), B2 ⊂ E≤2(I) et pour tout
ε ∈ B2, v[ε] = NF≤(ε). La troisième partie est claire par l’Algorithme 6.2.30, tandis que les deux
premières sont conséquences directes de la Proposition 6.2.33.
La terminaison est conséquence directe de cet invariant de boucle. En eﬀet à chaque passage dans
la boucle, la valeur de card(B≤2(I) \ LT ) + card(E≤2(I) \B2) décroit strictement.
Ainsi, l’algorithme termine et en sortie, L = B≤2(I), B2 = E≤2(I). La correction est alors une
conséquence de la Proposition 6.2.33.
Bien que cette version simpliﬁée de l’algorithme FGLM permette de comprendre le principe de
l’algorithme, elle ne répond pas aux contraintes eﬀectives sur la manière de tester eﬃcacement si
par exemple, la forme normale v[xα] du monôme xα est dans V ect({v[ε]|ε ∈ B2}). En particulier,
nous ne pouvons pas analyser la complexité de cet algorithme sur cette version simpliﬁée.
Une version eﬀective
Aﬁn de proposer une version eﬀective, implémentable et dont on pourrait analyser le temps de
calcul, nous proposons une version plus précise de l’Algorithme 6.2.36.
Le principe est de regarder la matrice M(≤,≤2) ayant δ lignes et dont les colonnes (en quantité
dénombrable) correspondent aux NF≤(xα), écrits dans la base B≤, triés par ordre croissant pour xα
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selon ≤2. Nous remarquons que déterminer E≤2(I) et B≤2(I) revient à calculer une forme échelonnée
réduite de M(≤,≤2). Pour cela, nous eﬀectuons l’élimination avec pivot colonne par colonne : les
colonnes où l’on trouve un pivot sont celles correspondant aux xα ∈ E≤2(I). Lorsqu’on rencontre
une colonne sans pivot, cela correspond à un xα ∈ LM≤2(I), et la forme échelonnée réduite suﬃt à
trouver un g dont ce serait le monôme de tête. Enﬁn, en ignorant les colonnes correspondant à des
xβ multiples des xα du cas précédent, nous avons traité tous les cas. En particulier, considérer un
nombre ﬁni de colonnes suﬃt.
Voici une manière explicite de réaliser cet algorithme :
Algorithme 6.2.38 : Algorithme FGLM eﬀectif
entrée : Une base de Gröbner réduite G1 pour un ordre monomial ≤ d’un idéal I ⊂ A de
dimension zéro et de degré δ, B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique de
A /I pour ≤ .
Un ordre monomial ≤2.
sortie : Une base de Gröbner G2 de I pour ≤2.
début
Calculer les matrices de multiplication T1, . . . , Tn pour I et ≤ avec l’Algorithme 6.2.34 ;
B2 := {1} ; // B2 représente E≤2 , en cours de construction
v = [t(1, . . . , 0)] ; // v représente les NF≤(xα) pour xα ∈ B2
G2 := ∅ ;
L := {(1, n), (1, n− 1), . . . , (1, 1)} ;
/* Les éléments de L sont des (l, k), représentant le monôme xkB2[l]. Ils correspondent au bord
de B2, moins les multiples des éléments de LM≤2 (G2) ; L décrit les monômes pouvant
donner un monôme de tête pour ≤2, et est inclus dans B≤2 ∪ E≤2 */
Q := Iδ ; // Q est la matrice, en construction, de changement de base de E≤ vers E≤2
tant que L 6= ∅ faire
m := L[1] ; supprimer m de L ;
j := m[1] ; i := m[2] ;
v := Tiv[j] ;
s := card(B2) ;
λ = t(λ1, . . . , λδ) := Qv ;
si λs+1 = · · · = λδ = 0 alors




B2 := B2 ∪ {B2[j]xi} ;
v = v ∪ [v] ;
L := TriCroissant(L ∪ [(s+ 1, l)|1 ≤ l ≤ n],≤2) ;
Enlever les répétitions dans L ;
Q := Update(Q, s, λ) ;
Enlever de L tous les multiples de LM≤2(G2) ;
Retourner G2 ;
Lorsque nous écrivons TriCroissant(L ∪ [(s+ 1, l)|1 ≤ l ≤ n],≤2), nous voulons parler du tri
(par ordre croissant) selon ≤2 des monômes B2[i]xk correspondant aux couples (i, k) du tableau en
argument de TriCroissant.
Dans cet algorithme, nous utilisons une sous-procédure, Update, qui correspond au pas d’échelon-
nement de la nouvelle colonne, dans le cas où elle est indépendante des précédentes. Voici à quoi
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cet algorithme correspond :
Algorithme 6.2.39 : Update, échelonnement partiel
entrée : Un entier s, une matrice Q ∈ K δ×δ et un vecteur λ ∈ K δ tel que
λ[s+ 1 ≤ i ≤ δ] 6= [0, . . . , 0].
sortie : Une matrice PQ où P est tel Pei = ei pour i ∈ J1, sK et PQλ = es+1.
début
l := λ ;
Trouver le plus petit i dans Js+ 1, δK tel que l[i] 6= 0 ;
/* Variante : celui donnant le maximum des |l[i]| */
Q :=MatPerm(s+ 1, i) ·Q ;
l :=MatPerm(s+ 1, i)l ;
Q :=MatDilat(s+ 1, 1/l[s+ 1]) ·Q ;
l :=MatDilat(s+ 1, 1/l[s+ 1])l ;
pour j de 1 à δ en évitant s+ 1 faire
Q :=MatTransv(s+ 1, j, l[j]) ·Q ;
l :=MatTransv(s+ 1, j, l[j])l ;
Retourner Q ;
/* Remarquons que nous écrivons des produits matriciels pour effectuer nos opérations sur les
lignes. On pourrait effectuer ces opérations autrement. */
Lemme 6.2.40. L’Algorithme 6.2.39, prenant en entrée un entier s, une matrice Q ∈ K δ×δ et
un vecteur λ ∈ K δ tel que λ[s+ 1 ≤ i ≤ δ] 6= [0, . . . , 0], calcule une matrice P ∈Mδ(K ) telle que
Pei = ei pour i ∈ J1, sK et PQλ = es+1 et renvoie PQ. Sa complexité est en O(δ2).
Démonstration. Les matrices T des opérations élémentaires que l’on eﬀectue sur Q et l satisfont
bien toutes Tei = ei pour i ∈ J1, sK, et sont choisies pour transformer l en es+1. Le résultat est
alors clair. Comme on eﬀectue δ + 1 opérations élémentaires sur les lignes de Q qui est une matrice
δ × δ, et aussi sur les lignes de l, la complexité est bien en O(δ2).
Nous pouvons maintenant énoncer le théorème suivant concernant une réalisation eﬀective de
FGLM :
Théorème 6.2.41. Soit G1 une base de Gröbner réduite pour un ordre monomial ≤ d’un idéal
I ⊂ A de dimension zéro et de degré δ. Soit B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique
de A /I pour ≤ . Soit ≤2 un ordre monomial. Alors l’Algorithme 6.2.38 appliqué à ces entrées
termine et renvoie une base de Gröbner G2 de I pour ≤2. La complexité est en O(nδ3) opérations
arithmétiques sur K .
Démonstration. L’Algorithme 6.2.38 est essentiellement une variante de l’Algorithme 6.2.36. Cor-
rection et terminaison peuvent se faire de manière similaire.
Nous montrons simplement que la condition λs+1 = · · · = λδ = 0 correspond exactement à
NF≤(B2[j]xi) dans V ect(NF≤(B2)). Pour cela, nous utilisons l’invariant de la boucle tant que
suivant : en chaque entrée dans la boucle, Q est inversible et vériﬁe Qv[j] = ej pour tout j ∈ J1, sK, où
s := card(B2). Cet invariant est une conséquence directe de la preuve de correction de l’Algorithme
6.2.39. Remarquons aussi qu’avec la correction de l’Algorithme 6.2.30, on a aussi comme invariant
de boucle v[j] = NF≤(B2[j]) pour tout j ∈ J1, sK. Mais alors, si NF≤(m) = NF≤(B2[j]xi) ∈
V ect(B2), comme Q(V ect(NF≤(B2))) = V ect({e1, . . . , es}), on en déduit que λs+1 = · · · = λδ = 0.
Réciproquement, si λs+1 = · · · = λδ = 0, Qv ∈ V ect(Q(NF≤(B2))) et comme Q est inversible, le
résultat s’en déduit.
À partir de cet invariant, il est aisé de montrer correction et terminaison comme pour l’Algorithme
6.2.36.
Pour ce qui est du temps de calcul, nous remarquons tout d’abord que l’on passe au plus O(nδ)
fois dans la boucle tant que puisque δ + nδ majore le cardinal de E≤2(I) ∪B≤2(I). Les opérations
arithmétiques eﬀectuées dans une boucle tant que sont au plus des produits matrices-vecteurs
ou eﬀectués dans l’appel à Update, qui est en O(δ2) opérations arithmétiques. En conclusion, la
complexité de l’usage de FGLM est en O(nδ3) opérations arithmétiques sur K .
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Nous illustrons maintenant cet algorithme à travers une continuation de l’exemple 6.2.31.
Exemple 6.2.42. Soit I = 〈f1, f2, f3〉 avec f1 = x + z, f2 = x2 + y2 + z2 et f3 = y2 + yz dans
Q[x, y, z]. Pour grevlex, la base de Gröbner réduite de I est (x+ z, y2 + 2z2, yz − 2z2, z3), et ainsi,
Bgrevlex = (1, z, y, z2). Les matrices de multiplications sont alors M1 =

0 0 0 0
−1 0 0 0
0 0 0 0
0 −1 2 0
 , M2 =

0 0 0 0
0 0 0 0
1 0 0 0
0 2 2 0
 et M3 =

0 0 0 0
1 0 0 0
0 0 0 0
0 1 2 0
. Nous allons construire une base de Gröbner pour I pour
l’ordre lex(z > y > x). En appliquant l’algorithme FGLM, nous trouvons Blex(z>y>x) = (1, x, x2, y),
v =

1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0
 , et Q =

1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0
 .
Illustrons une des étapes de l’algorithme : après l’ajout de y à Blex(z>y>x), v et Q ne seront
plus modiﬁés et L correspond à (xy, x2y, y2, z, xz, x2z, yz). xy est obtenu comme y × x, ou plus


















 . Comme Qv = Id,
nous avons bien Qv dans Im(Qv), et nous obtenons xy + 2x2 dans I.
En sortie de l’algorithme, nous obtenons G2 = (x3, xy+2x2, x2y, z+x, x2+xz, x2z, y2+2x2, yz−
2y2). Ceci permet bien d’obtenir la base de Gröbner réduite de I pour l’ordre lex(z > y > x) :
(x3, xy + 2x2, y2 + 2x2, z + x).
Et si l’on veut résoudre plus rapidement un système polynomial ?
Dans cette Sous-sous-section, nous présentons quelques variantes de l’algorithme FGLM qui ont été
développés avec pour but de diminuer la complexité du calcul d’une base de Gröbner pour un ordre
lexicographique dans certains particuliers (génériques en un certain sens). Pour ceux-ci, la résolution
du système est ramenée complètement à un problème univarié, et nous allons voir que la complexité
peut être abaissée de O(nδ3) jusqu’à O(δ3) + O(nδ2) opérations arithmétiques dans le corps de
base. Ces algorithmes sont d’abord issus des travaux de Faugère et Mou dans [FM11,FM13,Mou13].
Nous n’en présentons qu’une version simpliﬁée, où par exemple, contrairement à ces articles, nous
n’utilisons pas le caractère éventuellement creux des matrices qui apparaissent dans l’algorithme.
D’autres variations sur l’algorithme FGLM ont été écrites dans la continuité des travaux précédents,
avec notamment l’application d’algorithmes rapides en algèbre linéaire et l’étude du cas particulier
du changement d’ordre de grevlex vers lex, voir : [FGHR13,FGHR14,Huo13].
Position générale et représentation univariée Aﬁn d’étudier plus précisément la résolution de
systèmes polynomiaux, la notion d’idéal en position générale 9 et de représentation univariée a été
introduite :
Définition 6.2.43. Un idéal I de A , de dimension zéro et de degré δ est dit mettre les variables
en position générale s’il existe h1, . . . , hn ∈ K [T ] des polynômes, avec deg hn = δ, tels que l’on
ait l’isomorphisme de K -algèbres suivant :
A /I = K [X1, . . . , Xn]/I → K [T ]/ 〈hn〉
X1, . . . , Xn−1 7→ h1(T ), . . . , hn−1(T )
Xn 7→ T.
Nous écrirons parfois simplement que I est en position générale.
9. L’auteur remercie Marc Giusti de lui avoir donné la référence [GH91] pour cette traduction à la notion d’idéal
en shape position.
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Définition 6.2.44. Un idéal I de A , de dimension zéro et de degré δ, admet une représentation
univariée (pour l’ordre lexicographique avec X1 ≥ · · · ≥ Xn) si sa base de Gröbner réduite pour
l’ordre lex est de la forme (X1 − h1(Xn), . . . , Xn+1 − hn+1(Xn−1), hn(Xn)), avec deg(hn) = δ et
deg(hi) < δ pour i ∈ J1, n− 1K. Nous disons que les hi forment une représentation univariée de I.
Il est clair que vues les déﬁnitions précédentes, un idéal de dimension zéro est en position générale
si et seulement si il admet une représentation univariée.
L’intérêt de l’étude de telles représentations est le suivant : étant donnée une représentation
univariée d’un idéal en position générale, le calcul des points de la variété algébrique correspondante
est entièrement déterminé par le calcul des solutions du polynôme univarié hn.
Les idéaux en position générale, souvent appelés en shape position dans la littérature, ainsi
que leur caractérisation ont été abondamment étudiés. Nous renvoyons à [GM89], [LL91], [GH91]
et [BMMT94] pour plus de détails. Citons en particulier le résultat classique suivant sur la manière
de se ramener à un idéal en position générale par changement de variables linéaire :
Proposition 6.2.45. Soit I un idéal de A radiciel, de dimension zéro. Supposons que car(K ) = 0.
Alors, il existe un ouvert de Zariski U ⊂ GLn(K ) tel que pour tout M ∈ U , le changement de
variable linéaire déﬁni par U déﬁnit un idéal M · I en position générale.
Il reste maintenant à expliquer comment calculer eﬃcacement une représentation univariée d’un
idéal en position générale.
Calcul des hi La forme particulière de la base de Gröbner pour l’ordre lexicographique d’un idéal
en position générale permet de simpliﬁer les calculs pour calculer cette base. En eﬀet, nous pouvons
énoncer la proposition suivante :
Proposition 6.2.46. Soit M la matrice dont les colonnes sont les NF≤(1), . . . , NF≤(xδ−1n ) écrits
dans la base B≤. Notons hi(X) = −
∑δ−1
j=0 ai,jX




Alors, si l’on note Ai = t(ai,1, . . . , ai,δ−1) pour 1 ≤ i ≤ n, on a NF≤(xi) =MAi pour 1 ≤ i ≤ n− 1
et NF≤(xδn) =MAn.
Cette proposition est essentiellement une réécriture de ce qui était utilisé dans la section précédente.
Elle suggère une manière eﬃcace de calculer les hi : il suﬃt de calculer les NF≤(xjn) et NF≤(xi) et
de résoudre n systèmes linéaires avec la même matrice.
Nous pouvons remarquer qu’une autre caractérisation de hn était possible :
Remarque 6.2.47. Soit I un idéal de A , de dimension zéro et de degré δ en position générale.
Soit (x1 − h1(xn), . . . , xn+1 − hn+1(xn−1), hn(xn)). Soit ≤ un ordre monomial. Soit T1, . . . , Tn les
matrices de multiplication déﬁnies par ≤. Alors hn = χTn .
Démonstration. Soit I un idéal de A , de dimension zéro et de degré δ en position générale. On a
Elex(I) = (1, xn, . . . , xδ−1n ). Du fait que la famille Elex(I) est libre dans A /I, on déduit que Tn n’a
pas de polynôme annulateur de degré strictement inférieur à δ. En conséquence, nous avons bien
hn = χTn (qui est même le polynôme minimal de Tn).
Modiﬁcation de l’algorithme FGLM En conséquence de la Proposition 6.2.46, nous pouvons
proposer la version suivante de l’algorithme FGLM pour calculer une représentation univariée d’un
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idéal en position générale.
Algorithme 6.2.48 : Algorithme FGLM pour un idéal en position générale
entrée : Une base de Gröbner réduite G1 pour un ordre monomial ≤ d’un idéal I ⊂ A de
dimension zéro et de degré δ, B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique de
A /I pour ≤ .
I est en position générale.
sortie : Une base de Gröbner G2 de I pour ≤lex.
début
Calculer les matrices de multiplications T1, . . . , Tn pour I et ≤ avec l’Algorithme 6.2.34 ;
G2 := ∅ ;
pour i de 1 à n− 1 faire
Calculer y[i] := Ti1 ;
z[0] := 1 ;
pour i de 1 à δ faire
Calculer z[i] = Tnz[i− 1] ;
M :=MatB≤(z[0], . . . , z[δ − 1]) ;
pour i de 1 à n− 1 faire





Trouver U tel que z[δ] = −M · U ;




Retourner x1 − h1(xn), . . . , xn−1 − hn−1(xn), hn(xn) ;
Nous avons alors la proposition suivante concernant correction et terminaison de l’Algorithme
6.2.48 :
Proposition 6.2.49. Ayant en entrée une base de Gröbner réduite G1 d’un idéal I ⊂ A de
dimension zéro et de degré δ pour un ordre monomial ≤, et en supposant que I est en position
générale, alors l’Algorithme 6.2.48 termine et renvoie bien une base de Gröbner G2 de I pour ≤lex.
Le temps de calcul est en O(δ3) +O(nδ2) plus O(nδ3) pour le calcul des matrices de multiplication.
Démonstration. Avec la déﬁnition d’idéal en position générale, la Proposition 6.2.46 et la correction
de l’Algorithme FGLM (voir Algorithme 6.2.36), correction et terminaison sont claires. Nous remar-
querons simplement que la matrice construite M est inversible du fait que E≤lex = (1, xn, . . . , x
δ−1
n ).
Pour ce qui est du temps de calcul, tout d’abord, le calcul des matrices de multiplication est en
O(nδ3). Les produits matrices-vecteurs sont en O(δ2). Pour la résolution des systèmes linéaires, il
suﬃt de calculer une fois l’inverse de la matrice M , ce qui est en O(δ3), puis de faire des produits
matrices-vecteurs. Ainsi, on eﬀectue O(n + δ) produits matrices-vecteurs qui sont en O(δ2). La
complexité totale s’en déduit.
Nous pouvons néanmoins préciser la complexité en remarquant que les calculs des Ti1 (1 ≤ i ≤
n− 1) pourraient en fait être faits sans la connaissance de Ti ni opération arithmétique lorsqu’on
considère un ordre monomial qui raﬃne le degré :
Proposition 6.2.50. Si G est une base de Gröbner réduite d’un d’idéal I pour un ordre monomial
≤ qui raﬃne le degré. Alors pour 1 ≤ i ≤ n− 1, Ti1 peut être obtenu sans opération arithmétique.
Démonstration. Il suﬃt de dissocier les deux cas, selon que xi ∈ LT (I) ou non. Dans le premier cas,
il existe g ∈ G tel que LT (g)|xi. Comme on ne considère que des idéaux propres, on a LT (g) = xi
et on peut lire NF≤(xi) sur g : si g = xi +
∑
α aαx




raﬃne le degré, les xα sont de degré 1. Dans le second cas, NF≤(xi) = xi. Ainsi, en prenant les xi
par ordre croissant selon ≤, nous pouvons bien en déduire les éléments de E≤ de degré 1 et les Ti1.
D’où le résultat.
Cas particulier de grevlex pour ordre monomial initial Dans le cas particulier où le premier ordre
monomial ≤ est un ordre grevlex, ce qui est souvent le cas en pratique, et si l’on est en présence
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d’un idéal générique, au sens que nous allons déﬁnir, alors le calcul des matrices de multiplication
est bien plus aisé. Ceci permettra de ramener la complexité de l’algorithme FGLM pour aller de
grevlex vers lex à O(δ3 + nδ2).
Pour cela nous pouvons nous appuyer sur la proposition suivante, énoncée par exemple dans
[Huo13] (Proposition 4.15 et Corollaire 4.19) :
Proposition 6.2.51. Soit f1, . . . , fs ∈ A s des polynômes homogènes. Soit I = 〈f1, . . . , fs〉, alors
génériquement, si xα ∈ LTgrevlex(I) et xn|xα, on a pour tout k ∈ J1, nK xk xαxn ∈ LTgrevlex(I). De
plus, sur un corps inﬁni, un changement de variable linéaire générique nous ramène à ce cas.
Cette proposition a la conséquence suivante (Théorème 4.16 de [Huo13]) :
Proposition 6.2.52. Génériquement, la matrice de multiplication Tn pour l’ordre grevlex d’un
idéal I peut être obtenue sans opération arithmétique à partir de la base de Gröbner réduite G de I
pour grevlex.
En eﬀet, dans ces conditions, les monômes de la forme xnε avec ε ∈ Bgrevlex(I) sont soit dans
Bgrevlex(I), soit dans LM(G).
Maintenant, avec les Propositions 6.2.52 et 6.2.50, nous pouvons proposer la version suivante de
FGLM, adaptée au calcul d’une base de Gröbner pour l’ordre lexicographique d’un idéal en position
générale à partir d’une base de Gröbner pour l’ordre grevlex s’il satisfait la Proposition 6.2.51.
Algorithme 6.2.53 : Algorithme FGLM pour un idéal en position générale à partir de grevlex
entrée : Une base de Gröbner réduite G1 pour l’ordre grevlex d’un idéal I ⊂ A de dimension
zéro et de degré δ, B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique de A /I pour ≤ .
On exige que I satisfasse la Proposition 6.2.51 I est en position générale.
sortie : Une base de Gröbner G2 de I pour ≤lex.
début
Calculer la matrice de multiplication Tn pour I et grevlex à partir de G (Prop 6.2.52) ;
G2 := ∅ ;
pour i de 1 à n− 1 faire
Grâce à la Prop. 6.2.50 calculer y[i] := Ti1 à partir de G ;
z[0] := 1 ;
pour i de 1 à δ faire
Calculer z[i] = Tnz[i− 1] ;
M :=MatB≤(z[0], . . . , z[δ − 1]) ;
pour i de 1 à n− 1 faire





Trouver U tel que z[δ] = −M · U ;




Retourner x1 − h1(xn), . . . , xn−1 − hn−1(xn), hn(xn) ;
Nous avons alors le résultat suivant :
Proposition 6.2.54. Ayant en entrée une base de Gröbner réduite G1 d’un idéal de dimension
zéro et de degré δ I ⊂ A pour grevlex, en supposant que I est en position générale et satisfait le
résultat de la Proposition 6.2.50, alors l’Algorithme 6.2.53 termine et renvoie bien une base de
Gröbner G2 de I pour ≤lex. Ces hypothèses sont vériﬁées génériquement, à changement de variable
générique près. Le temps de calcul est en O(δ3) +O(nδ2).
Démonstration. Pour ce qui est de la correction et de la terminaison, c’est une conséquence claire
des Propositions 6.2.49, 6.2.50 et 6.2.52. Maintenant, le temps de calcul pour calculer Tn est en
O(1) opérations arithmétiques, et nous n’avons plus besoin des Ti. La complexité s’en déduit.
Version plus avancées Des versions plus eﬃcaces ou plus générales de ces algorithmes sont
disponibles. Outre l’extension à des hypothèses moins restrictives, nous pouvons citer deux types
d’améliorations :
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— Dans [FM11,FM13,Mou13] est étudié le cas où les matrices opérées au cours de l’algorithme
sont creuses, ainsi que l’application d’algorithmes variantes de celui de Berlekamp-Massey
pour le calcul des hi ;
— Dans [FGHR13,FGHR14,Huo13] est étudié de plus le fait que ces algorithmes de Berlekamp-
Massey permettent de se ramener à la résolution de systèmes de Hankel. Or, il existe des
algorithmes rapides adaptés à ces systèmes, permettant de résoudre le problème du changement
d’ordre monomial en un temps sous-cubique.
Nous n’étudierons pas plus en détail ces variantes plus avancées car leur application au cas de
la précision ﬁnie (lorsque cela est possible) n’apparait pas aisée. Ceci est dû au fait, notamment,
qu’elles utilisent beaucoup de conditions d’arrêt reposant sur des tests à zéro, en particulier dans
les algorithmes de type Berlekamp-Massey. L’auteur espère que de futurs travaux s’intéresseront à
cette question.
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"The world ends with you. If you
want to enjoy life, expand your world.
You gotta push your horizons out as
far as they’ll go.”
Hanekoma, The World Ends With
You
"It is well known that a vital
ingredient of success is not knowing
that what you’re attempting can’t be
done."
Terry Pratchett, Equal Rites
Ce chapitre est une version étendue d’un article publié lors de la conférence ISSAC 2014 [Vac14].
Il s’intéresse au problème du calcul direct d’une base de Gröbner par un algorithme F5-Matriciel,
éventuellement modiﬁé.
Nous présentons globalement les résultats de cette partie en Section 7.1. Ensuite, la Section 7.2
introduit avec plus de détails les conditions, ouvertes, que nous énonçons comme suﬃsantes pour
calculer une base de Gröbner (approchée) d’un système polynomial dont les coeﬃcients sont pris
dans un CDVF à précision ﬁnie, ainsi qu’une adaptation d’un algorithme F5-Matriciel pour eﬀectuer
ce calcul. La Section 7.3 présente les conséquences des résultats de la Section précédente du point
de vue de la topologie (continuité, diﬀérentiabilité) et de l’optimalité des hypothèses. La Section
7.4 présente une illustration numériques des résultats précédents, en s’intéressant notamment au
comportement eﬀectif de la précision. Parmi les conséquences des résultats de la Section 7.2, la
Section 7.5 présente un algorithme de remontée modulaire permettant, lorsqu’on augmente la
précision sur les coeﬃcients des polynômes en entrée, d’augmenter eﬃcacement la précision sur les
coeﬃcients d’une base de Gröbner de ces polynômes. Enﬁn, la Section 7.6 traite de l’extension des
résultats précédents aux calculs de bases de Gröbner d’idéaux non-homogènes et aux calculs de
bases de Gröbner réduites.
7.1. Présentation des résultats de cette partie
Soit K un CDVF à précision ﬁnie, par exemple K = Qp ou Fp((t)), et soit R = OK , ce
qui correspond dans les exemples précédents à R = Zp ou Fp[[t]] respectivement. Notons A =
K[X1, . . . , Xn] et B = R[X1, . . . , Xn]. Soit ω un ordre monomial sur K[X1, . . . , Xn] et soit f =
(f1, . . . , fs) ∈ Bs des polynômes homogènes satisfaisant les deux hypothèses suivantes :
— H1 : (f1, . . . , fs) est une suite régulière.
— H2 : les idéaux 〈f1, . . . , fi〉 sont des idéaux faiblement-ω (voir la Déﬁnition 7.2.4).
Ces hypothèses assurent la régularité du calcul d’une base de Gröbner : sur un voisinage de f où les
polynômes satisfont H1 et H2, l’application envoyant une famille ﬁnie de polynômes sur sa base de
Gröbner réduite pour ω est diﬀérentiable (et continue), et nous pouvons calculer explicitement la
diﬀérentielle grâce au Théorème 7.3.2. Ainsi, au voisinage d’un tel f, il est possible de travailler
avec des approximations. Au contraire, si l’on relâche l’une des hypothèses H1 ou H2, la continuité
n’est plus garantie (voir la Section 7.3), ce qui signiﬁe que le calcul peut ne plus être possible à
précision ﬁnie. De manière plus précise, nous rendons explicite une précision
precMF5({f1, . . . , fs} , D, ω),
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donnée par les mineurs des matrices de Macaulay déﬁnies par f, tel que les approximations de f à
précision au moins precMF5 déterminent bien des bases de Gröbner approchées, compatibles avec la
précision et sans ambiguïté sur les termes de tête. Nous fournissons en Déﬁnition 7.2.1 une notion
adaptée de base de Gröbner approchée lorsqu’on travaille à précision ﬁnie. Nous déﬁnissons de même
les D-bases de Gröbner approchées. Pour calculer de telles D-bases de Gröbner, nous déﬁnissons
avec l’Algorithme 7.2.7 un algorithme F5-Matriciel faible, et nous avons le résultat suivant :
Théorème 7.1.1. Soit (f1, . . . , fs) ∈ K[X1, . . . , Xn]s des polynômes homogènes satisfaisant H1 et
H2. Soit (f ′1, . . . , f
′
s) des approximations des fi à précision O(p
m) sur les coeﬃcients. Alors, si m
est assez grand, une D-base de Gröbner approchée de (f ′1, . . . , f
′
s) par rapport à ω est bien déﬁnie.
Elle peut être calculée par l’algorithme F5-Matriciel faible.
De plus, si les fi sont dans R[X1, . . . , Xn], alors m ≥ precMF5 est suﬃsant, et la perte de
précision est majorée par precMF5.







opérations dans R à précision m, lorsque D → +∞.
Nous remarquons alors que la conjecture de Moreno-Socias implique que les suites de polynômes
satisfaisant H1 et H2 pour l’ordre grevlex sont génériques.
Nous expliquons en Section 7.4 pourquoi la borne precMF5 n’est pas optimale, en l’accompagnant
d’exemples numériques.
Si l’on préfère la précision au temps de calcul, nous montrons avec le Théorème 7.2.17 que, sous
les hypothèses H1 et H2 et les fi dans R[X1, . . . , Xn],, nous pouvons abandonner le critère F5 aﬁn
d’obtenir une majoration plus petite de la precision pour calculer une base de Gröbner approchée :







opérations sur R à
précision m, lorsque D → +∞.
En outre, les hypothèses H1 et H2 permettent de remonter des bases de Gröbner : étant donné
G une base de Gröbner approchée de 〈F 〉 et des m, k et M tels que (G+O(pk)) = (F +O(pm)) ·







opérations à précision m+ l une
base de Gröbner approchée de F +O(pm+l). ♯G est ici utilisé pour le cardinal de G. Ceci implique
que pour le calcul de bases de Gröbner réduites de G F = (f1, . . . , fs) ∈ Z[X1, . . . , Xn] satisaisant
H1 et H2, il est suﬃsant d’eﬀectuer d’abord le calcul d’une base de Gröbner approchée avec une
précision en entrée m suﬃsamment grande puis de la remonter dans Q[X1, . . . , Xn]. La complexité














opérations dans Q. En d’autres termes, le coût de l’algèbre linéaire est porté par le calcul à précision
ﬁni sur Zp.
Enﬁn, même si les résultats précédents étaient présentés pour des polynômes en entrée homogènes,
ils peuvent s’étendre au cas général en supposant cette fois les hypothèses H1 et H2 vériﬁées par
leurs composantes homogènes de plus haut degré.
7.2. Algorithme F5-Matriciel et calcul de bases de Gröbner à
précision ﬁnie
7.2.1. Problèmes de précision
Nous nous intéressons maintenant à ce qu’il advient lors du calcul de bases de Gröbner par
l’algorithme F5-Matriciel lorsque les entrées sont connues seulement à précision ﬁnie. À cette ﬁn,
nous donnons une déﬁnition de ce que nous appelons une base de Gröbner approchée :
Définition 7.2.1. Soit fi +
∑
|u|=di
O(πnu,i)Xu, 1 ≤ i ≤ s , des approximations de polynômes
homogènes de A, avec les nu,i dans Z≥0 ∪ {+∞} . Une base de Gröbner approchée, par rapport
à un ordre monomial ω, de l’idéal engendré par les fi +
∑
|u|=di




O(πmu,i)Xu), mu,i ∈ Z≥0 ∪ {+∞} , d’approximations de polynômes tels que : pour
tout au,i ∈ πnu,iR, il existe des bu,i ∈ πmu,iR tels que les gi +
∑
|u|=|gi|
bu,i forment une base de




u’s. De plus, on demande que
si Xu est un monôme de degré |gi| tel que Xu >ω LM(gi), alors mu,i = +∞ (et le coeﬃcient de Xu
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pour gi est zéro). En d’autres mots, on demande que les termes de tête des gi soient indépendants
de l’approximation faite sur les fi.
Comme vu dans 6.2.11, si les polynômes en entrée forment une suite régulière, alors toutes
les matrices considérées dans l’algorithme F5-Matriciel sont injectives. Cependant, cela n’est pas
suﬃsant pour pouvoir garantir quels sont les termes de tête, et ainsi que l’on a bien une base de
Gröbner approchée.
Par exemple, la matrice injective,[
1 +O(π10) 1 +O(π10) 1 +O(π10) 0
1 +O(π10) 1 +O(π10) 1 +O(π10) 1 +O(π10)
]
,
devient, après la première étape de calcul d’une forme échelonnée en lignes :[
1 +O(π10) 0 1 +O(π10) 0
0 O(π10) O(π10) 1 +O(π10)
]
.
Cependant, il n’est pas possible, avec seulement des opérations sur les lignes, de déterminer si le
coeﬃcient d’indice (2, 2) est le premier coeﬃcient non-nul de la seconde ligne, ou s’il s’agit de celui
d’indice (2, 3) ou (2, 4). Ainsi, nous ne pouvons pas savoir quel serait le terme de tête du polynôme
qui correspondrait à cette second ligne si cette matrice était une matrice de Macaulay.
En conséquence, les (f1, . . . , fs) tels que l’algorithme F5-Matriciel puisse donner une réponse
satisfaisante doivent avoir une forme particulière : lorsque l’on calcule une forme échelonnée en
lignes d’une matrice de Macaulay, aucune colonne sans pivot ne doit être rencontrée. Si ω est notre
ordre monomial, un idéal 〈f1, . . . , fs〉 tel que toutes les matrices Macd(f1, . . . , fj) satisfont cette
propriété est appelé un ω-idéal.
Les ω-idéaux ont été étudiés en détail dans le cadre de l’étude des idéaux de tête génériques
(Generic Initial Ideal, ou gin en anglais). Une excellente introduction à ce domaine est la partie
15.9 de [Eis95]. Nous rappelons la déﬁnition d’idéal de tête générique d’un idéal. Elle repose sur la
proposition suivante :
Proposition 7.2.2. Soit I un idéal homogène de A et ω un ordre monomial sur A. Nous supposons
que k est inﬁni. Alors il existe U, ouvert de Zariski non-vide de Gln(k) et I0 idéal monomial de A
tel que pour tout g ∈ U , si l’on note J l’idéal obtenu par changement de variable linéaire avec la
matrice g, on a LM(J) = I0.
Définition 7.2.3. Dans le contexte précédent, nous notons I0 = gin(I), et nous l’appelons l’idéal
de tête générique de I (pour ω).
Pour ce qui est des liens entre idéaux de tête génériques et ω-idéaux, on peut citer [CS05], où
Conca et Sidman prouvent que l’idéal de tête générique d’un ensemble de points génériques dans Pr
est un ω-ideal.
Cependant, ce n’est pas le cas génériquement pour n’importe quel choix de degrés pour les
polynômes homogènes en entrée. Par exemple, Pardue a montré dans [Par10] que l’idéal engendré
par 6 quadriques en 6 variables n’est pas un idéal grevlex.
Heureusement, on peut étudier une condition légèrement plus faible, celle d’idéal faiblement-ω.
Définition 7.2.4. Soit I un idéal de A, et ω un ordre monomial sur A. Alors I est appelé un idéal
faiblement-ω si, pour tout monôme de tête xα de la base de Gröbner réduite de I, par rapport à ω,
pour tout xβ tel que |α| = |β| et xβ >ω xα, xβ appartient à LMω(I).




〉 ∈ K [x, y, z] est un idéal faiblement-grevlex qui n’est pas un grevlex-idéal. En
eﬀet, sa base de Gröbner réduite pour grevlex (x > y > z) est (x, y3). Nous vériﬁons aisément que
tous les monômes de degré 3 plus grands que y3 sont bien dans LM(I). Par contre, en degré 2,
nous avons xy > y2 > xz avec xy, xz ∈ LM(I) mais pas y2.
Moreno-Socias a conjecturé que la propriété d’être faiblement-grevlex était générique au sens
suivant :
137
7. Algorithme F5-Matriciel et stabilité
Conjecture 1 (Moreno-Socias). Si k est un corps inﬁni, s ∈ N, d1, . . . , ds ∈ N, alors il existe un
ouvert de Zariski non-vide U de Ad1 × · · · ×Ads tel que pour tout (f1, . . . , fs) ∈ U , I = (f1, . . . , fs)
est un idéal faiblement-grevlex.
En conséquence, si la conjecture de Moreno-Socias est vériﬁée, les suites satisfaisant les propriétés
H1 et H2 sont génériques. Nous renvoyons à la thèse de doctorat de Moreno-Socias [MS91] ou à
l’article [Par10] de Pardue pour une introduction à cette conjecture.
Remarque 7.2.6. Le choix de grevlex est important : comme on peut le voir dans [Par10], si l’on
prend 3 quadriques (f1, f2, f3) dans Q[X1, . . . , X6], alors génériquement, l’idéal I qu’elles engendrent
n’est ni lex, ni faiblement-lex ! En eﬀet, pour lex donné par X1 > · · · > X6, les termes de tête de I
en degré 2 sont, génériquement, X21 , X1X2 et X1X3. Cependant, en degré 3, on a génériquement
X32 ∈ LM(I) et X1X26 /∈ LT (I) alors que X1X26 > X32 , et X32 n’est le multiple d’aucun des termes
de tête de I en degré 2, X21 , X1X2 et X1X3. Donc, X
3







6 /∈ LT (I). Ainsi, l’idéal engendré par 3 quadriques génériques en 6 variables
n’est ni lex, ni faiblement-lex.
7.2.2. L’Algorithme F5-Matriciel-Faible
Nous fournissons maintenant, avec l’Algorithme 7.2.7 un algorithme que nous appellerons F5-
Matriciel-Faible. L’objectif sera de montrer que si (f1, . . . , fs) est une suite de polynômes homogènes
de A satisfaisant H1 et H2, et si les fi sont connus avec une précision suﬃsamment grande O(πk)
sur leurs coeﬃcients, alors l’algorithme F5-Matriciel-Faible calcule une D-base de Gröbner approchée
de 〈f1, . . . , fs〉 .
Algorithme 7.2.7 : L’algorithme F5-Matriciel-Faible
entrée : F = (f1, . . . , fs) ∈ R[X1, . . . , Xn]s, polynômes homogènes de degré d1 ≤ · · · ≤ ds, et
D ∈ N,
un ordre monomial ω.
sortie : (g1, . . . , gk) ∈ Ak, une D-base de Gröbner de 〈F 〉, ou Erreur si F ne satisfait pas H1,
H2 ou que la précision n’est pas suﬃsante.
début
G← {} ;
pour d ∈ J0, DK faire
M˜d,0 := ∅ ;
pour i ∈ J1, sK faire
Md,i := Md,i−1 ;
pour α tel que |α|+ di = d faire
si xα n’est pas le terme de tête d’une ligne de ˜Md−di,i−1 alors
Ajouter xαfi à Md,i ;
Calculer M˜d,i, la forme échelonnée de Md,i, jusqu’à la première colonne sans pivot
non-nul ;
Remplacer les lignes restantes de M˜d,i par des multiples de lignes de M˜d−1,i, aﬁn
d’obtenir une matrice sous forme échelonnée en lignes M˜d,i ;
si M˜d,i n’a pas pu être complétée alors
Retourner "Erreur, les idéaux ne sont pas faiblement-ω, la suite n’est pas
régulière, ou la précision est insuﬃsante" ;
sinon
Ajouter à G les polynômes des lignes de M˜d,i avec un nouveau monôme de tête;
Retourner G ;
Remarque 7.2.8. Au début de la second boucle pour, l’algorithme F5-Matriciel classique utilise
Md,i := M˜d,i−1 à la place de Md,i := Md,i−1. La première possibilité donne un algorithme plus
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rapide (M˜d,i−1 est déjà sous-forme échelonnée en ligne), mais nous avons choisi la seconde car
l’analyse de la précision y est plus aisée, et plus eﬃcace.
Remarque 7.2.9. Au lieu d’ajouter à G tous les polynômes des lignes de M˜d,i ayant un nouveau
terme de tête, il serait suﬃsant d’ajouter seulement ceux des lignes dont le terme de tête n’est pas
un multiple du terme de tête d’un polynôme de G, ainsi, on obtiendrait directement une (D-)base
de Gröbner minimale en sortie.
Correction
Nous prouvons ici que formellement (i.e. sans considération de précision) l’algorithme F5-Matriciel-
Faible calcule bien des D-bases de Gröbner.
Proposition 7.2.10. Soit (f1, . . . , fs) ∈ Bs = R[X1, . . . , Xn]s une suite de polynômes homogènes
satisfaisant H1 et H2. Alors, pour tout D ∈ Z≥0, le résultat de F5-Matriciel-Faible((f1, . . . , fs), D)
est une D-base de Gröbner de l’idéal I engendré par (f1, . . . , fs). Si (f1, . . . , fs) ne satisfait pas H1
ou H2, une erreur est renvoyée.
Démonstration. Soit (f1, . . . , fs) ∈ Bs, homogènes de degré d1 ≤ · · · ≤ ds et satisfaisant H1 et
H2. Soit Md,i la matrice construite avec le critère F5 au début de la deuxième boucle pour dans
l’Algorithme 7.2.7, et M˜d,i le résultat à la ﬁn de cette même boucle, obtenue à partir de Md,i par
calcul de forme échelonnée et complétion avec M˜d−1,i.
Soit P(d, i) la proposition : Md,i =Macd(f1, . . . , fi), M˜d,i sous forme échelonnée (à permutation
des lignes près), aucune Erreur n’a été levée, et Im(M˜d,i) = Im(Macd(f1, . . . , fi)). Nous prouvons
par récurrence sur d et i que pour tout d ∈ J0, DK et i ∈ J1, sK, P(d, i) est vraie.
Tout d’abord, P(d, i) est clairement vraie pour d < d1 puisque ces matrices sont vides.
Maintenant, soit d ∈ Jd1, DK tel que pour tout 0 ≤ δ ≤ d et i ∈ J1, sK, P(δ, i) est vraie. Nous
prouvons P(d, i) pour tout i ∈ J1, sK.
Cela est clair pour i = 1 puisque l’idéal engendré par f1 est monogène. Soit i ∈ J1, sK tel que pour
tout j ∈ J1, i− 1K, P(δ, i) est vraie.
Alors, par hypothèse de récurrence Md,i−1 = Macd(f1, . . . , fi−1), ˜Md−di,i−1 est sous forme
échelonnée (à permutation des lignes près) et Im( ˜Md−di,i−1) = Im(Macd(f1, . . . , fi−1)). Par
le critère F5 (Proposition 6.2.9), nous avons alors Md,i = Macd(f1, . . . , fi). Ensuite, suivant
l’algorithme, M˜d,i reçoit la forme échelonnée de Md,i jusqu’à la première colonne sans pivot
non-nul.
Nous prouvons maintenant, que le procédé de complétion est eﬀectué sans erreur. Soit xαu , pour





, les monômes de degré d, triés par ordre décroissant selon ω, et soit l l’indice de
la première colonne sans pivot non-nul trouvé durant le calcul de la forme échelonné en ligne par
pivot de Gauss de Md,i. Soit ri, pour i de 1 à l − 1, les l polynômes correspondant aux lignes de
˜Macd(f1, . . . , fs) avec monômes de tête xαi . Leurs monômes de tête sont dans xαu , avec u ≥ l.
Soit (g1, . . . , gr) la base de Gröbner réduite de I par rapport à ω. Alors, puisqu’il n’y a pas
de pivot non nul sur la colonne d’indice l, xαl n’est pas un monôme de LM(I). Par déﬁnition
d’un idéal faiblement-ω (hypothèse H2), ceci implique que si xαu ∈ LM(I) pour un certain
u ≥ l, alors xαu n’est pas l’un des LM(gi). Cela veut dire que xαu ∈ LM(I) avec u ≥ l est un
multiple non-trivial des LM(gi). Ainsi xαu est un multiple d’un monôme de LM(I ∩ Ad−1). En
conséquence, comme Im(M˜d−1,i) = I ∩Ad−1, et M˜d−1,i est sous forme échelonnée (à permutation
près), alors pour tout u ≥ l tel que xαu ∈ LM(I), il existe un polynôme Pu correspondant à une
ligne de M˜d−1,i et ku ∈ J1, nK tel que LM(XkuPu) = xαu . Avec le critère F5 et l’hypothèse H1,
Md,i =Macd(f1, . . . , fi), Md,i est injective et le nombre de ses lignes, m, est exactement le nombre
de monômes dans LM(I ∩ Ad). Ceci implique que le procéde de complétion se passe sans lever
d’erreur.
Soit (tl, . . . , tm) les lignes de M˜d,i obtenues comme multiples des lignes de M˜d−1,i. Alors les
polynômes correspondant aux lignes (r1, . . . , rl−1, tl, . . . , tm) ont des termes de têtes distincts, et
ainsi, M˜d,i est sous forme échelonnée (à permutation des lignes près). Finalement, Im(M˜d,i) ⊂
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I∩Rd = Im(Macd(f1, . . . , fi)) et ont tous les deux la même dimension m sur K. Ainsi, Im(M˜d,i) =
Im(Macd(f1, . . . , fi)).
P(d, i) est donc prouvée. Par récurrence, elle est donc vraie pour tout d ∈ J0, DK et i ∈ J1, sK. En
conséquence, la sortie de l’Algorithme 7.2.7 est bien une D-base de Gröbner de (f1, . . . , fs).
Maintenant, si (f1, . . . , fs) n’est pas régulière ou il existe un i tel que (f1, . . . , fi) n’est pas
faiblement-ω. Dans le premier cas, cela veut dire que certaines lignes des Macd(f1, . . . , fi) se
réduisent à zéro (voir par exemple [Bar04]). Ainsi, le calcul de la forme échelonnée rencontrera une
colonne sans pivot, et la complétion de Md,i en une base échelonnée ne sera pas possible, levant
une erreur. L’étude du deuxième cas est similaire.
Remarque 7.2.11. Comme vu dans la preuve, le procédé de complétion est seulement là pour pouvoir
certiﬁer qu’il ne manque pas de termes de tête et qu’ainsi, on obtient bien une D-base de Gröbner
en sortie. Il ne fournit pas de nouveau polynôme pour la base de Gröbner en cours de calcul. Si K
avait été un corps exact, alors avec l’hypothèse H2, arrêter le calcul de la forme échelonnée en ligne
au moment où la première colonne sans pivot est trouvée est suﬃsant pour obtenir une base de
Gröbner en sortie. Le critère de Buchberger est alors suﬃsant pour certiﬁer qu’il s’agit bien d’une
base de Gröbner.
Terminaison
Comme nous nous restreignons à calculer des formes échelonnées de matrices de Macaulay jusqu’au
degré D, il n’y a pas de problème de terminaison.
Cependant, si l’on veut obtenir en sortie une base de Gröbner, et non juste une D-base de
Gröbner, nous pouvons utiliser le résultat suivant : (voir [BFS14], [Giu84], [Laz83])
Proposition 7.2.12. Soit (fi, . . . , fn) une suite régulière de polynômes homogènes de A. Alors,
après un changement de variables générique, le plus haut degré d’un élément de la base de Gröbner
réduite de 〈f1, . . . , fn〉 pour l’ordre grevlex est majorée par la borne de Macaulay :
∑n
i=1 (|fi| − 1)+1.
Précision
Nous pouvons maintenant prouver le Théorème 7.1.1. Soit (fi, . . . , fs) une suite de polynômes
homogènes de B satisfaisant H1 et H2. Nous déﬁnissons pour cela ∆d,i, qui sera par la Proposition
1.2.7 suﬃsante pour calculer M˜d,i à partir de Md,i.
Définition 7.2.13. Soit ld,i le maximum des l ∈ Z≥0 tels que les l premières colonnes de
Macd(f1, . . . , fi) = Md,i sont linéairement indépendantes. Nous déﬁnissons
∆d,i = min (val ({mineur sur les ld,i-premières colonnes de Md,i})) .
Nous pouvons maintenant déﬁnir precF5M .
Définition 7.2.14. Nous déﬁnissons la précision F5-Matricielle de (f1, . . . , fs) ∈ Bs, homogènes,
par rapport à ω et D comme :
precF5M ((f1, . . . , fs), D, ω) = max
d≤D, 1≤i≤s
(∆d,i) .
Avec la Proposition 1.2.7 et la Proposition 7.2.10, precF5M est une borne supérieure sur la
précision suﬃsante pour calculer les M˜d,i pour d jusqu’à D. En eﬀet, il est suﬃsant de calculer les
formes échelonnées en lignes des matrices Md,i jusqu’à la colonne ld,i et ensuite de compléter ces
matrices avec des multiples de lignes de M˜d−1,i. De cette manière, qu’une ligne de M˜d,i proviennent
de l’échelonnement partiel ou d’un multiple d’une ligne de M˜d−1,i, son terme de tête est déﬁni sans
ambiguïté. Le fait que le procédé de complétion soit eﬀectué avec succès implique nous pouvons
certiﬁer que l’on a bien obtenu une base échelonnée de Im(Md,i).
En conséquence, precF5M ((f1, . . . , fs), D, ω) est suﬃsant pour calculer des D-bases de Gröbner
approchées par l’Algorithme F5-Matriciel faible.
Pour conclure cette preuve, nous remarquons que, aﬁn de faciliter notre étude, nous avons supposé
que les polynômes en entrée (f1, . . . , fl), sont dans B. Cependant, si (f1, . . . , fl), sont dans A, nous
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pouvons toujours nous ramener à avoir des fi dans B en les multipliant par des πli ∈ OK (pour de
bons li) et toujours engendrer le même idéal. Cela n’aﬀecte pas H1 et H2, et nous pouvons ainsi
toujours calculer une base de Gröbner approchée dès que la précision est suﬃsante. Seule notre
borne précise precF5M n’est plus disponible.
Complexité
La complexité du calcul d’une forme échelonnée pour une matrice injective de nlignes lignes et
ncol colonnes est en O(n2rows × ncols) opérations dans K. Nous en déduisons la complexité suivante







opérations dans R, à précision donnée
O(πm), pour D → +∞. Comparé au cas classique (voir 6.2.13) la complexité subit essentiellement
l’ajout d’un facteur s. Ceci vient du fait que que nous avons choisi, pour des raisons de stabilité,
de calculer entièrement la forme échelonnée pour chaque nouveau Md,i. En d’autres termes, on ne
prend pas en compte le fait que lors de la construction de la matrice Md,i, M˜d,i−1 est déjà sous
forme échelonnée.
Un exemple
Nous reprenons l’exemple 6.2.15, à précision ﬁnie :
Exemple 7.2.15. Nous appliquons l’Algorithme F5-Matriciel Faible 7.2.7 sur F = (f1, f2, f3) ∈
Q2[x, y, z] pour grevlex avec les fi connus à précision O(210) : f1 = (2+O(210))x+(1+O(210))z, f2 =
(1+O(210))x2+(1+O(210))y2−(2+O(210))z2 et f3 = (4+O(210))y2+(1+O(210))yz+(8+O(210))z2.
Nous prenons D = 3, la borne de Macaulay.
Alors, le calcul se passe exactement comme dans l’exemple 6.2.15 avec l’Algorithme 6.2.12 à la
diﬀérence suivante : les matrices M2,1 et M3,1 demandent le remplacement de certaines de leurs
lignes puisqu’elles contiennent des colonnes sans pivots.
Nous obtenons in ﬁne : M˜1,3 qui est
x y z
f1 2 +O(210) 0 1 +O(210)
,
M˜2,3 =
x2 xy y2 xz yz z2
zf1 2 1 +O(210)
yf1 2 1 +O(210)
xf1 0 −2 1 4 +O(210)
f2 1 1 −2 +O(210)
f3 1 15 +O(28)
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et
M˜3,3 =
x3 x2y xy2 y3 x2z xyz y2z xz2 yz2 z3
z2f1 2 1 +O(210)
yzf1 2 1 +O(210)
xzf1 0 −2 1 +O(210)
y2f1 2 1 +O(210)
xyf1 0 −2 1 4 +O(210)
x2f1 2 1 +O(210)
zf2 1 1 −2 +O(210)
yf2 1 1 −2 +O(210)
zf3 0 0 1 7 +O(28)
yf3 0 0 0 105 +O(28)
.
Concernant la précision, nous pouvons par exemple, remarquer sur la dernière matrice que,
alors que notre résultat de majoration de la perte de précision sur l’échelonnement d’une matrice
(Proposition 1.2.4) nous majore la perte de précision par 6, nous n’observons, du fait du caractère
creux de la matrice, qu’une perte de précision de 2.
7.2.3. Précision vs complexité
Aﬁn d’atteindre une plus faible perte de précision lors de l’échelonnement des matrices par pivot
de Gauss, nous proposons l’algorithme Matriciel-Faible suivant :
— Calculer les Md,i comme avant, avec le critère F5 ;
— Au lieu de calculer la forme échelonnée de Md,i, nous calculons la forme échelonnée de la
matrice complète Macd(f1, . . . , fi), jusqu’à la première colonne sans pivot non-nul ;
— Ensuite, on construit la matrice M˜d,i en remplissant la matrice M˜d,i en cours de construction
avec des multiples des lignes de ˜Macd−1,i, de manière à obtenir une matrice sous forme
échelonnée.







mineur sur les ld,i-premières
colonnes Macd(f1, . . . , fi)
}))
.
Nous déﬁnissons la précision de Macaulay de (f1, . . . , fs) par rapport à ω et D comme :
precMac({f1, . . . , fs} , D, ω) = max
d≤D, 1≤i≤s
d,i.
En eﬀet, avec la Proposition 1.2.7, precMac((f1, . . . , fs), D, ω) est suﬃsant pour calculer des
D-bases de Gröbner approchées de suites de polynômes homogènes satisfaisant H1 et H2, et
l’Algorithme Matriciel-Faible atteint la meilleure perte de précision que l’échelonnement par pivot
de Gauss sur les matrices de Macaulay peut atteindre. Nous remarquons que precMac ≤ precMF5.
Nous pouvons illustrer sur un exemple comment precMac peut être strictement plus petit que
precMF5 : soit f = (5x, y, 25xy + z2) dans Q5[x, y, z]. Alors precMF5(f, 2, grevlex(x > y > z)) = 3
tandis que precMac(f, 2, grevlex(x > y > z)) = 2.
Cependant, cet algorithme a un prix plus élevé concernant la complexité : échelonner une matrice de
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opérations sur R à précision m, pour








. Pour résumer :
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Théorème 7.2.17. Soit (f1, . . . , fs) ∈ As des polynômes homogènes satisfaisant H1 et H2. Soit
(f ′1, . . . , f
′
s) des approximations des fi avec précision m sur leurs coeﬃcients. Alors, si m est assez
grand, une D-base de Gröbner approchée de (f ′1, . . . , f
′
s) par rapport à ω est bien déﬁnie. Elle peut
être calculée par l’algorithme Matriciel-Faible.
Soit precMac = precMac({f1, . . . , fs} , D, ω). Alors, si les fi sont dans B, les connaître à la








opérations dans R à précision m, pour D → +∞.
7.3. Topologie et optimalité
7.3.1. Continuité et optimalité
Nous pouvons réinterpréter le Théorème 7.1.1 de la façon suivante : l’application Φ : Ad1 × · · · ×
Ads → P(A) qui envoie f = (f1, . . . , fs) sur l’ensemble LM(〈f1, . . . , fs〉) (l’idéal des termes de tête)
est localement constante, et même plus précisément, est constante sur un voisinage de chaque suite
satisfaisant H1 et H2. Ce sont ces propriétés qui permettent d’avoir une stabilité numérique au
voisinage de f. On pourrait montrer qu’un résultat similaire serait aussi vrai pour K = R, mais
dans ce cas, il serait beaucoup plus diﬃcile de trouver un voisinage explicite de f puisque l’on ne
pourrait plus appliquer la Proposition 1.1.2 et le Théorème 1.2.6.
Concernant l’optimalité de ces hypothèses de structure, nous remarquons que sans les hypothèses
H1 ou H2, le fait que les termes de tête de l’idéal des termes de tête soit localement constant
n’est plus nécessairement satisfait. Par exemple, dans K[X,Y, Z], F = (X + Y,XY + Y 2 + Z2)
satisfait H1 et pas H2 pour l’ordre lexicographique, et nous pouvons considérer les approximations
Fn = (X + (1 + πn)Y,XY + (1 − πn)Y 2 + Z2), qui intersectent n’importe quel voisinage de F .
Pour l’ordre lexicographique (avec X > Y > Z), nous avons LM(〈F 〉) = 〈X,Z2〉 , et ainsi, F ne




. Ainsi, pour tout
n, LM(〈Fn〉) 6= LM(〈F 〉). De la même manière, f = (X + Y,X2 +XY ) satisfait H2 et pas H1,
avec le même problème.
7.3.2. Diﬀérentiabilité
Calcul de la diﬀérentielle
Pour essayer d’appliquer les idées de la précision diﬀérentielle, nous allons d’abord calculer la
diﬀérentielle du calcul de bases de Gröbner réduites.
Soit f = (f1, . . . , fs) un élément de Ad1 × · · · ×Ads satisfaisant H1 et H2. Soit U un voisinage
ouvert de f dans Ad1 × · · · ×Ads , donné par exemple par precMac(f). Soit r le cardinal de la base
de Gröbner réduite de 〈f〉 , et d le maximum des degrés d’un élément de cette base de Gröbner
réduite. Nous avons alors le résultat suivant :
Proposition 7.3.1. L’application Ψ qui envoie un élément a de U sur la base de Gröbner réduite
de 〈a〉 est une application diﬀérentiable 1 de U dans Ar≤d.
Nous pouvons maintenant essayer d’appliquer le Lemme 2.2.4. Pour cela, calculons la diﬀérentielle
correspondante :
Théorème 7.3.2. Soit g ∈ Ar≤d la base de Gröbner réduite de 〈f〉 , et M ∈ As×r tel que g =
f ×M. Alors, on peut exprimer la diﬀérentielle de Ψ en f de la manière suivante : pour tout
δf ∈ Ad1 × · · · ×Ads ,
Ψ′(f) · δf = δf ×M mod g.
Démonstration. Nous développons au premier ordre g + δg = (f + δf)× (M + δM). On obtient
δg = δf ×M + f × δM. Si δf est assez petit, e.g. δf est tel que f + δf ∈ U, alors g et g + δg ont
les même termes de tête. Comme g est une base de Gröbner réduite, cela implique qu’aucun des
LM(gi) ne divise un terme de δg. En conséquence,
δg = δg mod g.
1. en coordonnées, elle est même rationnelle.
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En outre, f × δM ∈ 〈f〉 . Ainsi, f × δM = 0 mod g. En conclusion, δg = δf ×M mod g.
Remarque 7.3.3. Même si le calcul de δf ×M mod g fournit une manière assez pratique d’étudier
le calcul de bases de Gröbner au voisinage de f, l’hypothèse de surjectivité du Lemme 2.2.4 semble
diﬃcile à déterminer. Elle reste raisonnable si l’on se ramène à la dimension 1 en se projetant sur
chaque coordonnée.
Illustration
Nous fournissons ici un exemple explicite pour comprendre le Théorème 7.3.2 et ses implications
qualitatives. Soit f = (x, xy2 + y3 + z3) dans Qp[x, y, z]. Alors une base de Gröbner réduite de f






Maintenant, soit δf = (O(p5)x,O(p5)xy2 + O(p5)y3 + O(p5)z3. Alors une base de Gröbner
approchée de f + δf est donnée par (x, y3 + (1 +O(p5))z3). Dans ce cas, δg = (0, O(p5)z3).
En même temps, δf ×M = (O(p5)x,O(p5)xy2 +O(p5)y3 +O(p5)z3). Donc, δf ×M mod g =




Une implémentation jouet en [S+11] des algorithmes précédents est disponible à l’adresse suivante :
http://perso.univ-rennes1.fr/tristan.vaccon/toy_F5.py.
Le but de cette implémentation est le l’étude de la précision. Elle n’est en particulier pas optimisée
du point de vue du temps de calcul.
Nous avons expérimenté l’Algorithme F5-Matriciel-Faible jusqu’au degré D (donné par la borne
de Macaulay) sur des polynômes homogènes f1, . . . , fs, de degrés d1, . . . , ds dans Zp[X1, . . . , Xn],
avec coeﬃcients pris aléatoirement dans Zp avec précision initiale 30. Cette expérience est répétée
nexp fois, avec pour ordre monomial grevlex. max correspond à la perte de précision maximale
observée sur les coeﬃcients des bases obtenues en sortie, en-dehors des cas où la précision était
insuﬃsante. m est la parte de précision moyenne sur ces coeﬃcients, gap est le maximum des
diﬀerences pour une experience entre la perte maximale vue en pratique et la borne théorique
precF5M . f est le nombre d’échecs (précision insuﬃsante ou polynômes en entrée ne vériﬁant pas
H1 ou H2). Nous présentons les résultats dans le tableau suivant :
d D p nexp max m gap f
[3,4,7] 12 2 30 11 .5 141 0
[3,4,7] 12 7 30 2 0 42 0
[2,3,4,5] 11 2 20 25 2.2 349 3
[2,3,4,5] 11 7 20 5 .3 84 0
[2,4,5,6] 14 2 20 28 3.1 581 3
[2,4,5,6] 14 7 20 14 .4 73 0
Ces résultats suggèrent que la perte de précision est moins importante lorsqu’on travaille avec des
nombres premiers p plus grand. Cela semble raisonnable puisque les pertes de précision proviennent
de pivots avec des valuation strictement positives, tandis que, pour la mesure de Haar sur Zp, la
probabilité que val(x) = 0 pour x ∈ Zp est p−1p . De même la perte de précision semble augmenter
avec la taille des matrices de Macaulay considérées dans l’algorithme.
Concernant l’écart entre precF5M et la perte de précision constatée en pratique, nous remarquons
que la majoration donnée par precF5M est obtenue par le Théorème 1.2.6 qui est montré pour des
matrices denses. Une grande valuation pour un pivot se répercute dans precMF5, même si elle ne
générerait pas de perte de précision en pratique si n’il y a pas de coeﬃcient non-nul à éliminer sur
la colonne du pivot. Ainsi, le Théorème 1.2.6 ne tient pas compte du caractère creux des matrices
de Macaulay, ce qui explique qualitativement pourquoi gap est si grand comparé à max.
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7.4.2. De la stabilité
Grâce au Théorème 7.3.2, nous avons maintenant à notre disposition trois manières d’étudier la
perte de précision lors du calcul de bases de Gröbner réduites :
— Calcul direct : dans Zp[X1, . . . , Xn], à travers l’Algorithme 7.2.7, en partant de polynômes
dont les coeﬃcients sont connus avec précision O(pk).
— Méthode des Différences : Calculer les bases de Gröbner réduites g(1) de f (1) ∈ Z[X1, . . . , Xn]s
et g(2) de f (2) = f (1)+df, pour des df ∈ (pkZ[X1, . . . , Xn])s, regarder les valuations p-adiques
des coeﬃcients de g(1) − g(2). Cette méthode ne permet cependant que de se donner une idée
du résultat ;
— Différentielle : Calculer la diﬀérentielle du calcul de la base de Gröbner réduite en f (1) avec
le Théorème 7.3.2.
Nous avons comparé ces trois méthodes dans le même contexte que pour la Sous-Section précédente
(polynômes homogènes de degrés donnés avec coeﬃcients pris aléatoirement et précision initiale 30).
La liste dans la colonne Min montre, pour chacune des nexp expériences le minimum de la précision
soit obtenue sur la base de Gröbner réduite dans le cas directe, soit donnée par l’estimation de la
perte de précision théorique par les méthodes de diﬀérences et diﬀérentielles.
d D p nexp méthode Min
[2,2,3] 5 2 10 directe [28, 24, 6, 15, 25, 27, 22, 22, 26, 22]
[2,2,3] 5 2 10 diﬀérence [30, 25, 6, 18, 25, 30, 28, 24, 27, 22]
[2,2,3] 5 2 10 diﬀérentielle [30, 25, 6, 18, 25, 30, 28, 24, 27, 22]
[2,2,3] 5 7 10 directe [29, 26, 28, 29, 29, 30, 26, 30, 28, 30]
[2,2,3] 5 7 10 diﬀérence [30, 26, 29, 30, 29, 30, 27, 30, 28, 30]
[2,2,3] 5 7 10 diﬀérentielle [30, 26, 29, 30, 29, 30, 26, 30, 28, 30]
[2,3,4] 7 2 10 directe [22, 26, 28, 27, 24, 23, 27, 18, 21, 22]
[2,3,4] 7 2 10 diﬀérence [23, 26, 29, 28, 26, 29, 28, 20, 26, 22]
[2,3,4] 7 2 10 diﬀérentielle [23, 26, 29, 28, 26, 29, 28, 20, 26, 22]
[2,3,4] 7 7 10 directe [30, 28, 28, 30, 28, 30, 28, 28, 26, 30]
[2,3,4] 7 7 10 diﬀérence [30, 29, 29, 30, 28, 30, 28, 28, 26, 30]
[2,3,4] 7 7 10 diﬀérentielle [30, 28, 28, 30, 28, 30, 28, 28, 26, 30]
De ce tableau, nous pouvons suggérer les heuristiques suivantes :
— Même si l’hypothèse de surjectivité n’est pas garantie, la diﬀérentielle donne une estimation
de la perte de précision très proche de ce que donne la méthode des diﬀérences, et ainsi de la
perte de précision intrinséque ;
— Nos calculs directs se révèlent souvent stables, avec numériquement une perte de précision
proche de ce qui est attendu, mais, comme on pouvait s’y attendre, arrivent parfois à des
pertes de précision plus grandes que la perte de précision intrinsèque donnée théoriquement.
7.5. Méthode de remontée sous l’hypothèse H2
7.5.1. Remonter une base de Gröbner
Dans cette Sous-Section, nous considérons le problème suivant : dans la Déﬁnition 7.2.1 d’une
base de Gröbner approchée, nous énonçons que pour toute spécialisation des O(πn) des coeﬃcients
des polynômes en entrée, il y a une spécialisation des O(πn) des coeﬃcients des polynômes de la
base de Gröbner approchée qui est cohérente avec la première spécialisation. En d’autres mots, c’est
une base de Gröbner de l’idéal engendré par les polynômes en entrée. Cependant, si l’on connaît
une base de Gröbner approchée à une certaine précision et que l’on donne de nouveaux chiﬀres de
précision aux polynômes en entrée (une spécialisation), y a-t-il une manière plus intelligente de voir
comment ces nouveaux chiﬀres de précision se répercutent sur la base de Gröbner approchée sans
avoir à refaire le calcul complet d’une base de Gröbner approchée ?
Une première idée naturelle serait d’adapter une méthode de Newton-Hensel. Utiliser une
adaptation du lemme de Hensel pour accélérer le calcul des bases de Gröbner a été proposé pour la
première fois dans [Win88], et cette idée a été poursuivie ou utilisée dans [Pau92], [Arn03] et [RY06].
L’idée principale est qu’étant donné f = (f1, . . . , fs) ∈ Z[X1, . . . , Xn], on calcule d’abord la base de
145
7. Algorithme F5-Matriciel et stabilité
Gröbner réduite g = (g1, . . . , gr) dans Z/pZ[X1, . . . , Xn] de la réduction modulo p de f, et ensuite
une méthode de Newton-Hensel pour obtenir la base de Gröbner réduite de g = (g1, . . . , gr) dans
Z[X1, . . . , Xn] de 〈f〉 . Pour que cette méthode fonctionne, on requiert souvent une hypothèse de
"bonne fortune" 2 sur p, e.g. que g est la réduction modulo p de g. Ces conditions sont en général
très diﬃciles à vériﬁer a priori. Nous montrons dans cette Sous-Section que sous les hypothèses H1
et H2, on peut eﬀectuer directement une méthode de remontée sur une base de Gröbner approchée
(étant donnée l’écriture de ses polynômes en fonction des polynômes en entrée). L’hypothèse de
"bonne fortune" sur p est alors remplacée par une hypothèse de précision suﬃsante.
7.5.2. Remontée à des points satisfaisant H1 et H2
Présentation de l’algorithme
L’objectif principal de l’Algorithme 7.5.2 est le suivant. Nous disposons de la famille de polynômes
homogènes en entrée F ∈ Bs et d’une D-base de Gröbner approchée G ∈ Br avec une matrice,
connue elle aussi de manière approchée, M ∈ Bs×r telle que G = (F +O(πm)) ·M. Nous voulons
alors calculer une D-base de Gröbner approchée pour F +O(πl) avec l > m. Si F peut être connu
à précision inﬁnie (e.g. F ∈ Q[X1, . . . , Xn]s), nous pouvons obtenir par le même algorithme une
D-base de Gröbner de F. Ceci correspond à l = +∞ dans ce qui suit.
Pour cela, nous allons eﬀectuer ce que nous appelons une remontée canonique de M . Par ce terme,
nous voulons dire que nous ajoutons des chiﬀres 0 dans le développement π-adique des coeﬃcients
de M jusqu’à la précision O(πl).
L’idée principale est alors la suivante. Nous eﬀectuons une remontée canonique de M pour
obtenir une matrice M̂ dont les coeﬃcients sont connus à précision O(πl), et nous calculons
H = (F +O(πl)× M̂. La D-base de Gröbner approchée recherchée s’obtient alors en eﬀectuant une
inter-réduction sur H.
Remarque 7.5.1. Dans l’Algorithme 7.5.2, nous utilisons l’Algorithme 7.2.7 avec la simple modiﬁcation
que celui-ci calcule une matrice M telle que G = F ×M en même temps que le calcul de G.
Algorithme 7.5.2 : L’algorithme de Remontée-Faible
Entrée : F = (f1, . . . , fs) ∈ R[X1, . . . , Xn]s, polynômes homogènes de degrés respectifs
d1 ≤ · · · ≤ ds, et D ∈ N,
un ordre monomial ω.
La précision m utilisée dans le premier calcul et la précision l à laquelle eﬀectuer la
remontée.
Sortie : (g1, . . . , gk) ∈ Ak, une D-base de Gröbner approchée de 〈F 〉, ou Erreur si (f1, . . . , fs)
ne satisfait pas H1, H2 ou que la précision n’est pas suﬃsante.
début
G,M ← weak-MF5(F +O(πm)) ; // Nous avons G = (F +O(πm)) ·M
M̂ ← remontée canonique de M jusqu’à la précision O(πl) ;
H ← (F +O(πl)) · M̂ ;
Ĝ← [] ;
pour i ∈ J1, ♯HK faire
Ĝ.Ajouter(H[i] mod Ĝ) ;
/* Nous supposons que les H[i] sont ordonnés degré par degré, et triés par ordre
décroissant à degré fixé selon leurs termes de têtes */
Retourner Ĝ.
Correction
Nous prouvons ici que l’Algorithme 7.5.2 calcule bien une D-base de Gröbner approchée par
remontée.
2. L’auteur s’excuse de n’avoir pas de meilleure traduction à proposer pour "luckiness"
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Soit f = (f1, . . . , fs) ∈ Bd1 × · · · × Bds satisfaisant H1 et H2. Soit n un entier déﬁnissant
une précision suﬃsante sur f. Soit G = (g1, . . . , gr) ∈ Br une D-base de Gröbner approchée
de 〈f +O(πm)〉 , avec M ∈ Bs×r polynômes homogènes, tels que pour un certain l1 > 0, nous
avons g + O(πl1) = (f + O(πm)) × (M + O(πm)). Nous supposons que les gi sont triés de telle
manière que |gi| < |gi+1|, ou |gi| = |gi+1| et LM(gi) > LM(gi+1). La sortie de l’Algorithme 7.2.7,
F5-Matriciel-Faible satisfait cette hypothèse.
Soit l > m, ou l = +∞ dans le cas où f peut être donné à précision inﬁnie. Soit M̂ la remontée
canonique de M +O(πm) jusqu’à la précision O(πl), i.e. M̂ =M +O(πm) et les chiﬀres dans le
développement π-adique des coeﬃcients de M̂ qui sont compris entre πm et πl sont des zéros. Alors
le Lemme suivant montre la correction de l’Algorithme 7.5.2 :
Lemme 7.5.3. Soit H = (f +O(πm))× (M˜ +O(πm)). Alors, pour m et l1 assez grands, Ĝ donné
par la réduction successive des hi par les (ĝ1, . . . , ĝi−1) est une D-base de Gröbner approchée de
〈f +O(πm)〉 . Si G est la sortie de l’Algorithme 7.2.7, alors n > 2precMF5(f) déﬁnit une précision
suﬃsante et l1 = n − precMF5(f). Si G est une base de Gröbner réduite à renormalisation des
coeﬃcients de têtes près, alors il en est de même pour Ĝ.
Démonstration. Nous remarquons tout d’abord que H = G + O(πl1), et H est constituée de
polynômes homogènes car il en est de même pour M̂ et F. Nous prouvons ensuite par récurrence
que pour tout i, LM(ĝi) = LM(gi).
À cause de l’hypothèse H2, LM(g1) est le plus grand monôme de degré |g1|. Puisque h1 = ĝ1 est
homogène du même degré que g1 et ĝ1 = g1 +O(πl1), LM(ĝ1) = LM(g1). Supposons maintenant
que pour un certain i > 0, nous avons pour tout j tel que 1 ≤ j < i, LM(ĝj) = LM(gj). Soit
xβ = LM(gi). Alors, l’hypothèse H2 signiﬁe que pour tout xα > xβ et de degré |gi|, il y a un
LM(ĝj) avec j < i et qui le divise. Ainsi, LM(ĝi) ≤ LM(gi). Néanmoins, les coeﬃcients en xα de
hi, pour xα > xβ et de degré |gi|, sont dant πl1R. En conséquence, il existe un c ≥ 0 tel que, après
réduction de hi par les ĝj , les coeﬃcients en xβ de gi et ĝi sont égaux modulo πl1−c. Ainsi, si l1 est
assez grand, ceci implique que ce coeﬃcient est non-nul et ainsi que LM(ĝi) = LM(gi).
Dans le cas particulier où G est le résultat de l’Algorithme 7.2.7 et n > 2precMF5(f), l1 =
m− precMF5(f), alors c ≤ precMF5 et l1 est eﬀectivement assez grand. Le résultat est donc prouvé.
Pour ce qui est des bases de Gröbner réduites, comme LM(ĝi) = LM(gi) et avec la déﬁnition de
LM(ĝi), le résultat est clair.
Heuristiquement, n et l1 sont assez grands lorsque G peut supporter une deuxième réduction (en
lignes) pour certiﬁer ses monômes de tête. C’est pourquoi, si l’on applique d’abord l’Algorithme
7.2.7, n > 2precF5M est suﬃsant.
Complexité
Nous pouvons maintenant estimer la complexité de l’Algorithme 7.5.2 :















opérations à précision l, pour D → +∞.
Démonstration. Le calcul de M en même temps que g ajoute un facteur s à la complexité








opérations dans K à la précision initiale m. En eﬀet, il est suﬃsant d’ajouter
aux lignes des matrices de Macaulay des étiquettes exprimant le polynôme de chaque ligne en
fonction des polynômes en entrée, et de répercuter les opérations sur les lignes sur ces étiquettes. Ceci
ajoute bien un facteur s à la complexité du calcul d’une opération sur les lignes et ainsi, donne la
















En conséquence, dans l’Algorithme 7.5.2, le coût de l’algèbre linéaire est complétement porté
par l’arithmétique à la précision ﬁnie initiale. En particulier, si l est très grand devant m, la
147
7. Algorithme F5-Matriciel et stabilité






par rapport à D et n, soit moins que lors d’un calcul direct.
7.5.3. Application
Nous remarquons que dans le Lemme 7.5.3, si les entrées peuvent être connues à précision inﬁnie,
alors on peut faire une remontée sur la base de Gröbner approchée jusqu’à une précision inﬁnie.
Ceci implique que si les polynômes en entrée f = (f1, . . . , fs) ont leurs coeﬃcients dans Q, et que f
satisfait H1 et H2, il est alors possible d’appliquer l’Algorithme 7.5.2 en calculant une première
base de Gröbner, approchée, de 〈f〉 à une précision juste suﬃsamment grande, et ensuite en la
remontant une base de Gröbner (à précision inﬁnie). Grâce au fait que l’essentiel de l’algèbre
linéaire est eﬀectuée à précision ﬁnie, ceci amène à une complexité totale qui peut être vue comme
intermédiaire entre le calcul de bases de Gröbner pour des polynômes ayant leurs coeﬃcients dans
un corps ﬁnis et celle de calcul de bases de Gröbner pour des polynômes ayant leurs coeﬃcients
dans Q.
Ce résultat peut aussi être vu comme une réponse au problème du calcul de nombres premiers
"fortunés" 3. Si l’on prend p de taille moyenne, par exemple 7 et que l’on travaille à une précision
faible, comme 11, alors cette précision était suﬃsante pour appliquer l’Algorithme 7.5.2 dans les
20 cas testés pour d = [2, 3, 4, 5] dans la Sous-Section 7.4. Une précision 30 était suﬃsant dans les
20 cas testés pour d = [2, 4, 5, 6], et dans la plupart des cas, seule une précision plus faible était
nécessaire. Nous pouvons aussi prendre un p plus grand, ce qui permet de travailler à précision plus
faible.
En outre, du fait de la continuité dans la Proposition 7.3.1, quitte à ne pas pouvoir certiﬁer le
résultat dans un premier temps, ni avoir une bonne estimation de la perte de précision, l’appel à
l’Algorithme F5-Matriciel-Faible dans l’Algorithme 7.5.2 peut être remplacé par n’importe quel
algorithme de calcul de bases de Gröbner (e.g. les algorithmes F4 ou F5 de Faugère), pour obtenir
une meilleure complexité dans le calcul de le première base de Gröbner approchée.
Enﬁn, nous illustrons cette stratégie sur un exemple explicite. Soit f = (10x, 25xy2+y3+z3) dans
Q[x, y, z]. Nous travaillons d’abord avec f˜ = (10 +O(54))x, (25 +O(54))xy2 + (1 +O(54))y3 + (1 +
O(54))z3) in Q5[x, y, z] à précision initiale 4. Alors l’Algorithme 7.2.7 fournit, après élimination des
lignes sans monôme de tête minimal, la base de Gröbner approchée suivante G = ((10+O(54))x, (1+
O(53))y3 + (1 +O(53))z3), avec M =
[









, qui, avec f, donne H = (10x,−54xy2+y3+ z3). L’Inter-réduction
donne ﬁnalement la base de Gröbner minimale (et réduite à renormalisation des coeﬃcients de tête
près) Ĝ = (10x, y3 + z3).
7.6. Le cas aﬃne et base de Gröbner réduite
7.6.1. Le cas aﬃne
Une des principales restrictions de l’Algorithme F5-Matriciel-Faible 7.2.7 est qu’il demande à
ce qu’en entrée, les polynômes soient homogènes. Or, cette restriction peut être, génériquement,
évitée. En eﬀet, lorsque l’ordre monomial considéré raﬃne l’ordre du degré, il est possible d’étendre
le Théorème 7.1.1 et l’Algorithme 7.2.7 à des polynômes en entrée non-homogènes par une méthode
similaire à celle que l’on peut trouver dans [FSEDV13] or [FGHR14]. Il suﬃt de faire porter
l’hypothèse H1 sur les composantes homogènes de plus haut degré, et de faire le calcul d’une base
de Gröbner de l’idéal engendré par ces composantes homogènes de plus haut degré, et on pourra
ensuite récupérer une base de Gröbner de l’idéal.
Le théorème suivant est en eﬀet bien connu :
Théorème 7.6.1. Soit ω un ordre monomial sur K[X1, . . . , Xn] qui raﬃne l’ordre du degré. Soit
(f1, . . . , fs) ∈ K[X1, . . . , Xn]s des polynômes. Soit fh1 , . . . , fhs leurs composantes homogènes de plus
3. "lucky" primes
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haut degré. Nous supposons que (fh1 , . . . , f
h
s ) satisfait H1 (i.e. est une suite régulière). Alors
LM(〈f1, . . . , fs〉) = LM(
〈





Démonstration. Nous renvoyons à la Proposition 13 de [FGHR14].
Ce théorème est alors suﬃsant pour étendre notre étude au cas aﬃne :
Proposition 7.6.2. Soit ω un ordre monomial sur K[X1, . . . , Xn] qui raﬃne l’ordre du degré. Soit
(f1, . . . , fs) ∈ K[X1, . . . , Xn]s des polynômes. Soit fh1 , . . . , fhs leurs composantes homogènes de plus
haut degré. Nous supposons que (fh1 , . . . , f
h
s ) satisfait H1 et H2. Soit (f
′
1, . . . , f
′
s) des approximations
des fi avec précision m sur leurs coeﬃcients. Alors, si m est assez grand, une D-base de Gröbner
approchée de (f ′1, . . . , f
′
s) par rapport à ω est bien déﬁnie.
De plus, si les fi sont dans R[X1, . . . , Xn], alors m ≥ precF5M (fh1 , . . . , fhs ) est suﬃsant, et la
perte de précision est majorée par precF5M (fh1 , . . . , f
h
s ) ou precMac(f
h
1 , . . . , f
h
s ).
Démonstration. Grâce au Théorème 7.6.1, LM(
〈




) = LM(〈f1, . . . , fs〉). Soit (h1, . . . , hr) ∈
K[X1, . . . , Xn]r une base de Gröbner de
〈




, constituée de polynômes homogènes hi =∑
j ai,jf
h
j , pour quelques ai,j ∈ K[X1, . . . , Xn], homogènes, et r ≥ 0. Soit (g1, . . . , gr) ∈ K[X1, . . . , Xn]r
tel que gi =
∑
j ai,jfj . Alors en conséquence, (g1, . . . , gr) est une base de Gröbner de 〈f1, . . . , fs〉 .
Ceci implique que le calcul d’une base de Gröbner de 〈f1, . . . , fs〉 peut être totalement déterminé
par celui de de
〈




. Il est alors clair qu’il suﬃt d’appliquer le Théorème 7.1.1 ou le
Théorème 7.2.17 à (fh1 , . . . , f
h
s ).
Définition 7.6.3. Nous disons que F = (f1, . . . , fs) une famille de polynômes de K[X1, . . . , Xn]
satisfait H1a si Fh = (fh1 , . . . , f
h
s ), la famille de ses composantes homogènes de plus haut degré
satisfait H1. Nous déﬁnissons de même H2a avec H2 pour Fh.
Remarque 7.6.4. Nous pouvons alors énoncer une conjecture de Moreno-Socias aﬃne : si k est
un corps inﬁni, s ∈ N, d1, . . . , ds ∈ N, alors il existe un ouvert de Zariski non-vide U dans
A≤d1 × · · · × A≤ds tel que pour tout (f1, . . . , fs) ∈ U , I = (f1, . . . , fs) est un idéal faiblement
grevlex. Les conjectures aﬃnes et non-aﬃnes sont clairement équivalentes. En conséquence, la
conjecture de Moreno-Socias implique que les suites (f1, . . . , fs) ∈ A≤d1 × · · · ×A≤ds satisfaisant
H1a et H2a sont génériques.
7.6.2. Calcul de la base de Gröbner réduite
Nous étudions maintenant la perte de précision lors du calcul d’une base de Gröbner réduite,
approchée, à partir d’une base de Gröbner approchée. Pour cela, nous déﬁnissons ce que nous
appellerons le nombre de condition d’une base de Gröbner, et qui code la perte de précision lors de
la division par une base de Gröbner.
Définition 7.6.5. Nous notons cond(G,ω) le nombre de condition d’une base de Gröbner G, dont






avec D le maximum des degrés des éléments de la base de Gröbner minimale déduite de G, et
minvalLC(xα) = min{val(LC(xβg))|g ∈ G et LM(gxβ) = xα}. Si G = (g1, . . . , gt) est tel que les
gi sont dans A, nous notons cond(G,ω) pour cond(G′, ω) avec G′ = (c1g1, . . . , ctgt) où les ci sont
dans R, de plus petite valuation tel que pour tout i cigi ∈ B.
Nous avons alors le résultat suivant :
Proposition 7.6.6. Soit G une base de Gröbner approchée dans A pour un ordre monomial ω.
Alors la perte de précision pour calculer la base de Gröbner réduite de 〈G〉 pour ω est majorée par
cond(G,ω).
Démonstration. Il s’agit simplement d’appliquer la Proposition 1.1.2 lors du calcul de la division
d’un élément g de G par G \ {g}.
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En conséquence, nous pouvons énoncer les résultats suivants concernant la perte de précision lors
du calcul d’une base de Gröbner réduite dans le cas homogène :
Théorème 7.6.7. Soit ω un ordre monomial sur K[X1, . . . , Xn]. Soit (f1, . . . , fs) ∈ K[X1, . . . , Xn]s
des polynômes. Nous supposons que (f1, . . . , fs) satisfait H1 et H2. Soit (f ′1, . . . , f
′
s) des approxi-
mations des fi avec précision m sur leurs coeﬃcients. Alors, si m est assez grand, une D-base de
Gröbner approchée réduite de (f ′1, . . . , f
′
s) par rapport à ω est bien déﬁnie.
De plus, si les fi sont dans R[X1, . . . , Xn], nous pouvons préciser la perte de précision. Soit G
la base de Gröbner approchée obtenue par l’Algorithme 7.2.7. Alors m ≥ precF5M (f1, . . . , fs) +
cond(G,ω) est suﬃsant pour calculer la base de Gröbner approchée réduite de (f ′1, . . . , f
′
s), et la
perte de précision est majorée par precF5M (f1, . . . , fs) + cond(G,ω). En appliquant la Sous-Section
7.2.3, on obtient precMac(f1, . . . , fs) + cond(G,ω).
Ce résultat se généralise naturellement au cas aﬃne :
Théorème 7.6.8. Soit ω un ordre monomial sur K[X1, . . . , Xn] qui raﬃne l’ordre du degré. Soit
(f1, . . . , fs) ∈ K[X1, . . . , Xn]s des polynômes. Soit fh1 , . . . , fhs leurs composantes homogènes de plus
haut degré. Nous supposons que (fh1 , . . . , f
h
s ) satisfait H1 et H2. Soit (f
′
1, . . . , f
′
s) des approximations
des fi avec précision m sur leurs coeﬃcients. Alors, si m est assez grand, une D-base de Gröbner
approchée réduite de (f ′1, . . . , f
′
s) par rapport à ω est bien déﬁnie.
De plus, si les fi sont dans R[X1, . . . , Xn] nous pouvons préciser la perte de précision. Soit
G la base de Gröbner approchée obtenue par l’Algorithme 7.2.7 sur les (fh1 , . . . , f
h
s ). Alors m ≥
precF5M (fh1 , . . . , f
h
s ) + cond(G,ω) est suﬃsant, et la perte de précision est majorée par
precF5M (fh1 , . . . , f
h
s ) + cond(G,ω).
En appliquant la Sous-Section 7.2.3, on obtient precMac(fh1 , . . . , f
h
s ) + cond(G,ω).
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"All your base are belong to us."
Cats, Zero Wing
Ce chapitre est consacré à l’étude sur K un CDVF à précision ﬁni, de l’algorithme FGLM, sous
ses deux principales variantes que nous avons présentés dans la Sous-Section 6.2.2. Il s’agit d’un
travail en commun avec Guénaël Renault. Nous montrons, dans la Section 8.1, qu’étant donnée une
base de Gröbner approchée d’un idéal I de dimension zéro pour un ordre monomial ≤, l’algorithme
FGLM peut être utilisé à précision ﬁnie pour calculer une base de Gröbner approchée de I pour un
autre ordre monomial, ≤2, et la précision nécessaire est donnée explicitement par la matrice de
changement de base de A/I entre les bases canoniques pour ≤ et ≤2. Dans la Section 8.2, nous
montrons que les variantes plus rapides lorsqu’on est dans un cas générique et que l’on part de
grevlex ou va vers lex sont aussi disponibles, avec même condition sur la précision.
8.1. Stabilité de l’algorithme direct
8.1.1. Un algorithme stabilisé
Nous débutons notre étude de l’algorithme FGLM à précision ﬁnie en présentant un algorithme,
que nous appellerons Algorithme FGLM stabilisé, et qui est adapté à la précision ﬁnie. La principale
diﬀérence avec l’algorithme FGLM classique 6.2.38 est que nous remplaçons l’échelonnement en
lignes par un calcul de formes normales de Smith, approchées et exactes, comme déﬁnies en Section
1.3. Ceci permet de conserver la perte de précision plus faible obtenue en passant par cette forme
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normale, ainsi qu’une étude plus aisée de la perte de précision.
Algorithme 8.1.1 : Algorithme FGLM stabilisé
entrée : Une base de Gröbner approchée réduite G1 pour un ordre monomial ≤ d’un idéal
I ⊂ A de dimension zéro et de degré δ, B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base
canonique de A/I pour ≤ .
Un ordre monomial ≤2.
sortie : Une base de Gröbner approchée G2 de I pour ≤2, ou Erreur si la précision est
insuﬃsante.
début
Calculer les matrices de multiplications T1, . . . , Tn pour I et ≤ avec l’Algorithme 6.2.34 ;
B2 := {1} ; v = [t(1, . . . , 0)] ; G2 := ∅ ;
L := {(1, n), (1, n− 1), . . . , (1, 1)} ;
Q1, Q2, P1, P2,∆ := I1, I1, Iδ, Iδ,v ;
tant que L 6= ∅ faire
m := L[1] ; supprimer m de L ;
j := m[1] ; i := m[2] ;
v := Tiv[j] ;
s := card(B2) ;
λ = t(λ1, . . . , λδ) := P1v ;
si on n’a pas de chiﬀres signiﬁcatif sur λs+1, . . . , λδ (i.e. ce sont des O(πv)) alors
Calculer la forme normale de Smith de v à partir de la forme normale de Smith
approchée donnée par ∆, P1, Q1 et leurs inverses P2, Q2, avec l’Algorithme 1.3.8 ;
Trouver W tel que vW = v, grâce à la forme normale de Smith de v, et en
supposant que v ∈ Im(v) (Proposition 1.3.15);




B2 := B2 ∪ {B2[j]xi} ;
v = v ∪ [v] ;
L := TriCroissant(L ∪ [(s+ 1, l)|1 ≤ l ≤ n],≤2) ;
Enlever les répétitions dans L ;
Update(v, s, P1, P2, Q1, Q2,∆) ;
Enlever de L tous les multiples de LM≤2(G2) ;
si card(B2) = δ alors
Retourner G2 ;
sinon
Retourner "Erreur, précision insuﬃsante"
Algorithme 8.1.2 : Update, forme normale de Smith approchée itérée
entrée : Un entier s. Une matrice v de taille δ × s, P1, Q1,∆ des matrices telles que
P1v′Q1 = ∆ réalise une forme normale de Smith approchée de v′ avec v′ la
sous-matrice de v correspondant à ses s− 1 premières colonnes. On dispose de P2, Q2,
supposés être les inverses de P1, Q1.
sortie : P1, P2, Q1, Q2,∆ sont mis à jour de telle manière que P1vQ1 = ∆ réalise une forme
normale de Smith approchée de v, et P2, Q2 inverses de P1, Q1.
début
Augmenter trivialement les matrices Q1, Q2 en des matrices carrés ayant une ligne et une
colonne de plus, inversibles ;
Calculer U1, V1 et ∆′ réalisant une forme normale de Smith approchée de P1vQ1, ainsi que
U2, V2 les inverses de U1, V1 par l’Algorithme 1.3.5 ;
P1 := U1 × P1 ;
Q1 := Q1 × V1 ;
P2 := P2 × U2 ;
Q2 := V2 ×Q2 ;
∆ := ∆′ ;
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Remarque 8.1.3. Pour la résolution de système linéaire, nous utilisons le calcul d’une forme normale
de Smith à partir d’une forme approchée grâce à l’Algorithme 1.3.8, puis la résolution comme dans
la Proposition 1.3.15.
La notion suivante de conditionnement d’un idéal pour un changement d’ordre monomial est la
grandeur qui nous permet de contrôler le comportement de la précision au cours de l’Algorithme
FGLM stabilisé 8.1.1 :
Définition 8.1.4. Soit I ⊂ A de dimension zéro. Soit ≤ et ≤2 deux ordre monomiaux sur A. Soit B≤
et B≤2 les bases canoniques de A/I pour les ordres ≤ et ≤2 . SoitM la matrice dont les colonnes sont
les NF≤(xβ) pour xβ ∈ B≤2 . Nous déﬁnissons le conditionnement de I pour le changement d’ordre
monomial de ≤ vers ≤2, noté cond≤,≤2(I) (ou cond≤,≤2 s’il n’y pas d’ambigüité) comme la plus
grande valuation d’un facteur invariant de M. Nous noterons cond≤,≤2(I)
+ = max(cond≤,≤2(I), 0).
Remarque 8.1.5. La déﬁnition de cond≤,≤2(I)
+ sera utile si l’on souhaite négliger les gains de
précision.
Nous pouvons maintenant énoncer le théorème suivant, concernant le comportement à précision
ﬁnie de l’Algorithme FGLM stabilisé :
Théorème 8.1.6. Étant donnés une base de Gröbner approchée réduite G1, pour un ordre monomial
≤, d’un idéal I ⊂ A de dimension zéro et de degré δ, et un ordre monomial ≤2, soit cond≤,≤2 le
conditionnement de I pour le changement d’ordre monomial de ≤ vers ≤2 . Alors, si les coeﬃcients
des polynômes de G1 sont tous connus à une précision N ∈ N∗, avec N strictement plus grand que
cond≤,≤2 , l’Algorithme FGLM stabilisé 8.1.1 termine et retourne une base de Gröbner G2 de I
pour ≤2. Les coeﬃcients des polynômes de G2 sont connus à précision N − 2cond≤,≤2 .
La preuve de ce théorème est décrite dans la Sous-Section suivante.
8.1.2. Correction, terminaison, précision et complexité
Nous allons montrer le Théorème 8.1.6 qui prouve l’Algorithme 8.1.1. Pour cela, nous commençons
par un lemme pour contrôler le comportement du conditionnement de v au cours de l’algorithme,
puis l’appliquons pour montrer chacune des composantes de la preuve de cette algorithme les unes
après les autres.
Une remarque préliminaire est néanmoins à faire : en précision inﬁnie, correction et terminaison
de l’Algorithme 8.1.1 sont évidentes. En eﬀet, il s’agit simplement de l’Algorithme 6.2.38 avec les
tests d’appartenance linéaire et les résolutions de systèmes eﬀectués grâce à la forme normale de
Smith au lieu d’un échelonnement (réduit) en lignes.
Un résultat de croissance pour la forme normale de Smith
Aﬁn de contrôler le comportement du conditionnement de v au cours de l’algorithme et ainsi,
suivre la précision, nous utilisons le lemme suivant :
Lemme 8.1.7. Soit M ∈ Ms,δ(K) une matrice, avec s < δ des entiers. Soit v ∈ Kδ un vecteur
et M ′ ∈Ms+1,δ(K) la matrice obtenue en ajoutant comme (s+ 1)-ème colonne à M le vecteur v.
Soit c le maximum des valuations des facteurs invariants de M , et c′ celui correspondant pour M ′.
Nous supposons que c, c′ 6= +∞ (autrement dit, les matrices sont de rang plein). Alors c ≤ c′.
Démonstration. Nous utilisons le fait suivant : soit d′s la plus petite valuation atteinte par un mineur
s× s de M ′, et d′s+1 la plus petite valuation atteinte par un mineur (s+ 1)× (s+ 1) de M ′, alors
c′ = d′s+1 − d′s. Ceci est une conséquence directe du fait que pour un idéal I dans un anneau de
valuation discrète V , tout élément de I qui atteint min(val(I)) engendre I, et réciproquement, et
peut être prouvé de manière similaire à la Proposition 1.2.7.
Maintenant, dans le cas qui nous intéresse, soit P,Q,∆ tels que ∆ soit la forme normale de Smith
de M, P ∈ GLδ(R), Q ∈ GLs(R) et PMQ = ∆. Alors, quitte à augmenter trivialement Q en Q′
avec Q′s+1,s+1 = 1, nous pouvons écrire :
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Avec cette écriture, c = as.
De plus, nous pouvons déduire de cette écriture de PM ′Q′ que d′s+1 est de la forme a1 + · · ·+
as + val(wk) pour un certain k > s. En eﬀet, les mineurs (s + 1) × (s + 1) non nuls de PM ′Q′
sont tous de cette forme : ils correspondent au choix de (s+ 1) lignes linéairement indépendantes,
et toutes les lignes d’indices au moins (s+ 1) sont deux à deux liées. Avec ces choix de lignes, le
mineur correspondant est le déterminant d’une matrice triangulaire, dont les coeﬃcients diagonaux
sont πa1 , . . . , πas , wk.
Par ailleurs, a1+ · · ·+as−1+val(wk) est la valuation d’un mineur s×s de PM ′Q′. Par déﬁnition,
on a alors d′s ≤ a1 + · · ·+ as−1 + val(wk). Comme d′s+1 = a1 + · · ·+ as + val(wk) et c′ = d′s+1 − d′s,
nous en déduisons que c′ ≥ as = c, ce que nous souhaitions démontrer.
Remarque 8.1.8. Le résultat peut s’étendre au cas où les matrices ne sont pas nécessairement de
rang plein, mais dans ce cas, il n’est plus forcément très intéressant. En eﬀet, on a alors c′ = +∞ et
nécessairement c ≤ c′ (que M soit de rang plein ou non).
Introduisons maintenant la notation suivante :
Définition 8.1.9. Soit E un R-module et X ⊂ E un ensemble ﬁni. Nous notons V ectR(X) le
R-module engendré par les vecteurs de X.
Alors, le lemme précédent a la conséquence suivante :
Lemme 8.1.10. Soit I,G1,≤,≤2, B≤, B≤2 comme dans l’énoncé du théorème 8.1.6. Soit xβ ∈
B≤2(I). Alors : NF≤(x
β) ∈ π−cond≤,≤2 (I)V ectR({NF≤(xα)|xα ∈ B≤2 , xα < xβ}).
Démonstration. La preuve de correction de l’algorithme FGLM (6.2.36 ou 6.2.38) montre que, si v
est la matrice dont les colonnes sont les NF≤(xα) avec xα ∈ B≤2 et xα < xβ (écrits dans la base
B≤), alors NF≤(xβ) ∈ Im(v).
En appliquant la démonstration de la Proposition 1.3.15, nous obtenons que NF≤(xβ) ∈
π−cond(v)V ectR({NF≤(xα)|xα ∈ B≤2 , xα < xβ}).
Enﬁn, le Lemme 8.1.7 nous dit que cond(v) ≤ cond≤,≤2(I). Le résultat est alors clair.
Correction et terminaison
Nous pouvons maintenant montrer la correction et la terminaison de l’Algorithme 8.1.1 sous
réserve d’avoir une précision suﬃsante en entrée.
Proposition 8.1.11. Soit G1,≤,≤2, B≤, B≤2 comme dans l’énoncé du théorème 8.1.6. Alors en
supposant que les coeﬃcients des polynômes de G1 sont tous connus à une précision O(πN ) pour
un certain N ∈ N∗ assez grand, l’Algorithme FGLM stabilisé 8.1.1 termine et retourne une base de
Gröbner G2 de I pour ≤2.
Démonstration. Notons tout d’abord qu’il n’y a aucun problème, ni perte de précision lors du calcul
des matrices de multiplication : elles sont connues à précision O(πN ).
Soit M la matrice dont les colonnes sont les NF≤(xβ) pour xβ ∈ B≤2 . Soit cond≤,≤2 la plus
grande valuation d’un facteur invariant de M (le conditionnement de I pour le changement d’ordre
de ≤ vers ≤2).
Pour montrer le résultat, nous allons utiliser l’invariant de boucle suivant : lors du début de
chaque passage dans la boucle tant que de l’Algorithme 8.1.1, nous avons (i), B2 ⊂ B≤2 et (ii) si
xβ = B2[j]xi (où (j, i) = m, m pris au début de la boucle), alors tout monôme xα <2 xβ satisfait
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xα ∈ B≤2 ou NF≤(xα) ∈ πN−cond≤,≤2V ectR(NF≤(B≤2)) + O(πN−cond≤,≤2 ). Ici, O(πN−cond≤,≤2 )
est le R-module engendré par les πN−cond≤,≤2 ǫ pour ǫ ∈ B≤.
Nous commençons par montrer que cette proposition constitue bien un invariant de boucle. Elle
est bien vériﬁée lors du premier passage car 1 ∈ B≤2 . En eﬀet, I est supposé zéro-dimensionnel.
Montrons que cet invariant est bien stable par passage dans la boucle. Soit xβ = B2[j]xi où
(j, i) = m. Par construction, xβ est dans le bord de B2 (i.e. multiple non-trivial d’un monôme de
B2). Comme B2 ⊂ B≤2 , nous en déduisons que xβ est soit dans B≤2 , soit dans le bord de B≤2 ,
aussi noté B≤2(I).
Regardons d’abord le second cas. Nous avons alors, par le Lemme 8.1.10,
NF≤(xβ) ∈ π−cond≤,≤2V ectR({NF≤(xα)|xα ∈ B≤2 , xα < xβ}).
À précision ﬁnie, ceci nous indique que λ = P1v = P1NF≤(xβ) n’a que des coeﬃcients s’écrivant
sous la forme O(πl
′
) pour ses coeﬃcients sur les lignes i > s. Ceci correspond à l’appartenance à
l’image de ∆.
Ainsi, le test si est passé, et xβ n’est pas ajouté à B2. Les points (i) et (ii) restent vériﬁés.
Regardons maintenant le premier cas, qui est de xβ ∈ B≤2 . Là encore, nous avons deux possibilités.
La première est la suivante : nous avons assez de précision pour que lorsqu’on calcule λ = P1v où
v = NF≤(xβ), nous puissions prouver la non-appartenance de v à V ect(NF≤(B≤2)). Autrement dit,
nous sommes alors dans le cas du sinon, et xβ est justement ajouté à B2. Les points (i) et (ii) restent
vériﬁés. Il reste alors l’autre possibilité : nous avons pas assez de précision pour que lorsqu’on calcule
λ = P1v où v = NF≤(xβ), nous puissions prouver la non appartenance de v à V ect(B≤2). Autrement
dit, nous obtenons numériquement que NF≤(xβ) ∈ π−cond(vV ectR({NF≤(xα)|xα ∈ B≤2 , xα <
xβ}) + O(πN−cond(v)). Dans ce cas, nous passons le test si, et, comme cond(v) ≤ cond≤,≤2 , les
points (i) et (ii) restent vériﬁés.
Cet invariant de boucle est maintenant suﬃsant pour clore la démonstration. En eﬀet, du fait
d’avoir toujours B2 ⊂ B≤2 , nous en déduisons que L est toujours inclus dans B≤2 ∪B≤2(I), et
comme un monôme ne peut être traité plusieurs fois dans la boucle tant que, il y a au plus nδ
passages dans cette boucle. D’où la terminaison.
Concernant la correction, si nous passons le test si avec card(B2) = δ = card(B≤2), alors, du fait
de l’inclusion déjà montrée, nous avons l’égalité B2 = B≤2 . Dans ce cas, les monômes de têtes qui
ont passé le test si sont alors nécessairement dans le bord B≤2(I), et s’écrivent donc bien dans A/I
en fonction des monômes de B2 plus petits. En d’autres termes, la résolution de système linéaire
avec l’hypothèse d’appartenance linéaire fournit bien un polynôme de I. In ﬁne, G2 est bien une
base de Gröbner de I pour ≤2.
Dans le second cas, celui où nous échouons au test si en ayant card(B2) 6= δ, la précision n’a pas
été suﬃsante.
Le résultat est donc prouvé.
Analyse de la perte de précision
Nous pouvons maintenant analyser la perte de précision lors de l’exécution de l’Algorithme FGLM
stabilisé 8.1.1, et ce faisant, nous estimons la précision nécessaire en entrée pour que son exécution
se passe sans erreur. Pour cela, nous utilisons la notion de conditionnement donnée par la Déﬁnition
8.1.4, et montrons qu’elle contrôle bien le comportement de la précision lors de l’exécution de
l’Algorithme FGLM stabilisé 8.1.1. C’est ce que montre la proposition suivante :
Proposition 8.1.12. Soit I,G1,≤,≤2, B≤, B≤2 comme dans l’énoncé du théorème 8.1.6. Soit
M la matrice dont les colonnes sont les NF≤(xβ) pour xβ ∈ B≤2 . Alors, si les coeﬃcients des
polynômes de G1 sont tous connus à une précision N ∈ N∗, avec N strictement plus grand que
cond≤,≤2 , l’Algorithme FGLM stabilisé 8.1.1 termine et retourne une base de Gröbner approchée
G2 de I pour ≤2. Les coeﬃcients des polynômes de G2 sont connus à précision N − 2cond≤,≤2 .
Démonstration. Lors de l’exécution de l’Algorithme 8.1.1, le moment où la précision utilisée entre
en compte est lors de la résolution du système linéaire, lorsque le nouveau vecteur v est dans Im(v).
Supposons que les coeﬃcients des polynômes de G1 soient tous connus à la même précision N , alors
il en est de même des Ti et ainsi, de v et sa forme normale de Smith approchée. En conséquence, les
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coeﬃcients de v sont aussi connus à précision N . D’après la Proposition 1.3.15, et avec l’hypothèse
d’appartenance de v à Im(v), il suﬃt alors d’une précision N strictement supérieure à la plus
grande valuation c d’un facteur invariant de v pour pouvoir résoudre le système linéaire vW = v,
et les coeﬃcients de W sont déterminés à précision N − 2c. Le lemme 8.1.7, nous permet alors de
conclure qu’à tout moment, c ≤ cond≤,≤2 , d’où le résultat.
Un exemple
Exemple 8.1.13. Nous appliquons l’Algorithme FGLM stabilisé 8.1.1 sur la famille de polynôme de
l’exemple 7.2.15.
Celle-ci est donné par F = (f1, f2, f3) ∈ Q2[x, y, z] avec les fi connus à précision O(210) :
f1 = (2 + O(210))x + (1 + O(210))z, f2 = (1 + O(210))x2 + (1 + O(210))y2 − (2 + O(210))z2 et
f3 = (4 +O(210))y2 + (1 +O(210))yz + (8 +O(210))z2. Nous prenons D = 3, la borne de Macaulay.
Nous calculons d’abord une base de Gröbner réduite pour grevlex avec l’Algorithme 7.2.7, et
obtenons :(
x+ (2−1 +O(28))z, y2 + (2−2 + 2 + 22 + 23 + 24 + 25 +O(26))z2, yz + (1 + 2 + 22 + 23 +O(28))z2, z3
)
.
L’escalier est alors [1, z, y, z2]. Nous appliquons maintenant l’Algorithme FGLM stabilisé 8.1.1
à partir de cette base de Gröbner réduite pour en déduire une pour l’ordre lexicographique avec
z > y > x. Nous obtenons la matrice suivante comme forme normale de Smith de la matrice de
changement de base : 
2−2 0 0 0
0 2−1 0 0
0 0 1 0
0 0 0 1
 .
Le nouvel escalier est [1, x, x2, y]. Nous obtenons alors comme base de Gröbner (rendue minimale)
en sortie :(




Pour conclure la preuve du Théorème 8.1.6, il nous reste à estimer la complexité de l’Algorithme
8.1.1. Pour ce qui est du calcul des matrices de multiplication, il n’y a pas de modiﬁcation du point
de vue de la complexité, et l’essentiel de ce que nous devons prouver dépend du calcul de la forme
normale de Smith itérée. Son comportement est étudié dans le lemme suivant :
Lemme 8.1.14. Soit 1 ≤ s ≤ δ et prec des entiers, k ∈ J1, sK et M,C(k) deux matrices dans
Mδ×s(K). Supposons que les coeﬃcients de M vériﬁent Mi,j = mi,jδi,j + O(πprec) pour des
mi,j ∈ K et que les coeﬃcients de C(k) vériﬁent C(k)i,j = ci,jδj,k +O(πprec) pour des ci,j ∈ K. Soit
CFNS(M + C(k)) le nombre d’opérations sur les lignes et colonnes pour calculer la forme normale
de Smith approchée de M + C(k) à précision O(πprec). Alors CFNS(M + C(k)) ≤ sδ.
Démonstration. Nous montrons ce résultat par récurrence sur s. Pour s = 1, pour tout δ, prec, k,M
et C(k), le résultat est clair.
Supposons que pour un certain s ∈ N∗, on ait pour tout δ, prec, k, et M et C(k) ∈Mδ×(s−1)(K)
comme dans l’énoncé, on ait CFNS(M + C(k)) ≤ (s− 1)δ.
Alors, soit δ ≥ s et k ∈ J1, sK et rec ∈ N. Soit M,C(k) deux matrices dans Mδ×s(K) tels que leurs
coeﬃcients vériﬁent Mi,j = mi,jδi,j + O(πprec), pour des mi,j ∈ K, et C(k)i,j = ci,jδj,k + O(πprec)
pour des ci,j ∈ K. Soit N =M + C(k).
Appliquons l’Algorithme 1.3.5 jusqu’avant l’appel récursif. Supposons que le coeﬃcient utilisé
comme pivot, le coeﬃcient Ni,j qui atteint le min des val(Ni,j), est N1,1. Alors 1 opération sur les
colonnes est eﬀectuée lors du parcours des deux boucles pour consécutives de l’Algorithme 1.3.5.
Le seul autre cas est que ce pivot est un Ni,k pour un certain i. Alors δ− 1 opérations sur les lignes
et 1 opération sur les colonnes sont eﬀectuées.
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La matriceN ′ = N˜i≥2,j≥2 peut alors s’écrireN ′ =M ′+C
′(k) avecM ′ et C
′(k) dansM(δ−1)×(s−1)(K)
de la forme voulue, pour k = s − 1 si le pivot Ni,j est N1,1 et k = i si c’est Ni,s. En appliquant
l’hypothèse de récurrence sur N ′, nous obtenons bien CFNS(M +C(k)) ≤ δ+(δ− 1)× (s− 1) ≤ δs.
Le résultat est donc prouvé par récurrence.
Nous avons donc le résultat suivant concernant la complexité de l’Algorithme 8.1.1 :
Proposition 8.1.15. Soient une base de Gröbner approchée réduite G1 pour un ordre monomial
≤ d’un idéal I ⊂ A de dimension zéro et de degré δ, et un ordre monomial ≤2. Supposons que
les coeﬃcients de G1 sont connus à précision O(πN ) pour un certain N > cond≤,≤2 . Alors, la
complexité de l’exécution de l’Algorithme 8.1.1 est en O(nδ3) opérations dans K à précision absolue
O(πN ).
Démonstration. Tout d’abord, remarquons que le calcul des matrices de multiplication est en
O(nδ3) opérations à précision O(πN ). Maintenant, considérons l’intérieur de la boucle tant que de
l’Algorithme 8.1.1. Les calculs de forme normale de Smith approchée, par la procédure Update,
sont en O(δ2) opérations à précision O(πN ) grâce au Lemme 8.1.14. Les résolutions de système
linéaire grâce à la Proposition 1.3.15 sont elles aussi en O(δ2) opérations à précision O(πN ). Il y a
au plus nδ passages dans cette boucle du fait de la preuve de terminaison en Proposition 8.1.11. Le
résultat est donc prouvé.
Nous rappelons que la complexité de l’algorithme FGLM dans le cas classique proposé par
l’Algorithme 6.2.38 est elle aussi en O(nδ3) opérations sur le corps de base.
8.2. Cas d’un idéal en position générale
Dans cette Section, nous analysons le cas particulier de l’application de l’algorithme FGLM dans
sa principale variante, celle pour le calcul d’une base de Gröbner pour l’ordre lex pour un idéal en
position générale. Nous verrons que la perte de précision s’exprime à nouveau naturellement grâce
au calcul de la forme normale de Smith, et que les gains de complexité obtenus à précision inﬁnie
lors de l’étude dans la Sous-Section 6.2.2 demeurent.
8.2.1. Présentation de l’algorithme
Tout d’abord, nous introduisons, similairement aux Algorithmes 6.2.48 et 6.2.53, deux versions
pour l’algorithme FGLM pour le calcul d’une base de Gröbner pour un idéal en position générale,
selon que l’ordre monomial initial soit grevlex ou non.
Une première version
Nous commençons par un algorithme FGLM pour le calcul d’une base de Gröbner pour un
idéal en position générale à partir d’une base de Gröbner pour un ordre monomial donné. Il s’agit
essentiellement d’adapter l’Algorithme 6.2.48 en eﬀectuant les résolutions de systèmes linéaires
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grâce au calcul d’une seule forme normale de Smith.
Algorithme 8.2.1 : Algorithme FGLM stabilisé pour un idéal en position générale
entrée : Une base de Gröbner approchée réduite G1 pour un ordre monomial ≤ d’un idéal
I ⊂ A de dimension zéro et de degré δ, B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base
canonique de A/I pour ≤ .
I est en position générale.
sortie : Une base de Gröbner approchée G2 de I pour ≤lex.
début
Calculer les matrices de multiplications T1, . . . , Tn pour I et ≤ avec l’Algorithme 6.2.34 ;
G2 := ∅ ;
pour i de 1 à n− 1 faire
Calculer y[i] := Ti1 ;
z[0] := 1 ;
pour i de 1 à δ faire
Calculer z[i] = Tnz[i− 1] ;
M :=MatB≤(z[0], . . . , z[δ − 1]) ;
Calculer ∆ la forme normale de Smith de M avec ∆ = PMQ ;
si le rang de M est bien δ alors
pour i de 1 à n− 1 faire





Trouver U tel que z[δ] = −M · U grâce à P,Q,∆ et le Théorème 1.3.14 ;




Retourner x1 − h1(xn), . . . , xn−1 − hn−1(xn), hn(xn) ;
sinon
Retourner "Erreur, la précision est insuﬃsante"
Cas de grevlex comme ordre monomial initial
Dans le cas particulier où l’ordre monomial initial est grevlex et que l’on souhaite calculer par
l’algorithme FGLM une base de Gröbner pour lex d’un idéal en position générale, nous pouvons
adapter l’Algorithme 6.2.53. Il s’agit de même d’eﬀectuer les résolutions de systèmes linéaires en
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utilisant un calcul de forme normale de Smith.
Algorithme 8.2.2 : Algorithme FGLM stabilisé pour un idéal en position générale à partir de
grevlex
entrée : Une base de Gröbner approchée réduite G1 pour l’ordre grevlex d’un idéal I ⊂ A de
dimension zéro et de degré δ,B≤ = (1 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫδ) la base canonique de A/I
pour ≤ .
On exige que I satisfasse la Proposition 6.2.51.
I est en position générale.
sortie : Une base de Gröbner approchée G2 de I pour ≤lex.
début
Calculer la matrice de multiplication Tn pour I et grevlex à partir de G (Prop 6.2.52) ;
G2 := ∅ ;
pour i de 1 à n− 1 faire
Grâce à la Prop. 6.2.50 calculer y[i] := Ti1 à partir de G ;
z[0] := 1 ;
pour i de 1 à δ faire
Calculer z[i] = Tnz[i− 1] ;
M :=MatB≤(z[0], . . . , z[δ − 1]) ;
Calculer ∆ la forme normale de Smith de M avec ∆ = PMQ ;
si le rang de M est bien δ alors
pour i de 1 à n− 1 faire





Trouver U tel que z[δ] = −M · U grâce à P,Q,∆ et le Théorème 1.3.14 ;




Retourner x1 − h1(xn), . . . , xn−1 − hn−1(xn), hn(xn) ;
sinon
Retourner "Erreur, la précision est insuﬃsante"
Remarque 8.2.3. Si l’idéal I est faiblement grevlex (ou plus fort encore, si les polynômes donnés en
entrée satisfont l’hypothèse H2 du chapitre précédent), alors la Proposition 6.2.51 est satisfaite.
Énoncé du résultat
Nous pouvons maintenant énoncer le théorème suivant concernant le calcul d’une base de Gröbner
par FGLM pour un idéal en position générale :
Théorème 8.2.4. Soit G1 une base de Gröbner approchée réduite pour un ordre monomial ≤
d’un idéal I ⊂ A de dimension zéro et de degré δ. Soit B≤ la base canonique de A/I pour ≤ .
Supposons que les coeﬃcients des polynômes de G1 soient tous connus à précision O(πN ) pour un
certain N ∈ N∗, hormis les coeﬃcients de têtes qui valent exactement 1. Notons m = cond≤,lex(I)
et supposons que m < N . Supposons enﬁn que I est en position générale. Alors l’Algorithme
8.2.1 calcule une représentation univariée de I. De plus, ses coeﬃcients sont connus à précision
O(πN−2m). La complexité est en O(nδ3) opérations dans K (à cause du calcul des matrices de
multiplication). Si ≤ est grevlex et que l’on utilise l’Algorithme 8.2.2, nous avons le même résultat,
pour une complexité en O(δ3) +O(nδ2).
La Sous-Section suivante est consacrée à prouver ce théorème.
8.2.2. Correction, terminaison et précision
Nous pouvons maintenant étudier et prouver ces deux algorithmes. Nous montrons d’abord leur
correction et leur terminaison :
Proposition 8.2.5. Supposons que les coeﬃcients des polynômes de la base de Gröbner approchée
réduite G1 soient connus à précision suﬃsamment grande, et que l’idéal I = 〈G〉 est en position
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générale. Alors l’Algorithme 8.2.1 (et l’Algorithme 8.2.2 dans le cas où l’ordre monomial initial est
grevlex) termine et renvoie une base de Gröbner pour l’ordre lexicographique de I, fournissant une
représentation univariée. Les temps des calcul sont identiques aux cas de précision inﬁnie.
Démonstration. Lorsqu’on peut certiﬁer que le rang deM est bien δ, la dimension de A/I, alors nous
pouvons certiﬁer que I admet bien une base de Gröbner fournissant une représentation univariée.
Correction et terminaison sont alors claires avec les preuves des corrections et terminaisons des
Algorithmes 6.2.48 et 6.2.53.
Il reste alors à analyser la perte de précision. Pour cela nous utilisons de nouveau le conditionnement
de I pour le changement d’ordre de ≤ vers lex :
Proposition 8.2.6. Soit G1 une base de Gröbner approchée réduite d’un idéal de dimension zéro
et de degré δ I ⊂ A, pour un ordre monomial ≤. Soit B≤ la base canonique de A/I pour ≤ .
Supposons que les coeﬃcients des polynômes de G1 soient tous connus à précision O(πN ) pour un
certain N ∈ N∗, hormis les coeﬃcients de têtes qui valent exactement 1. Notons m = cond≤,lex(I).
Supposons que m < N . Supposons enﬁn que I est en position générale. Alors l’Algorithme 8.2.1
calcule une base de Gröbner pour lex qui fournit une représentation univariée de I. De plus, ses
coeﬃcients sont connus à précision O(πN−2m). Le résultat est identique si ≤ est grevlex et que l’on
utilise l’Algorithme 8.2.2.
Démonstration. Il n’y a pas de perte de précision lors des calculs des matrices de multiplica-
tion, que ce soit pour l’Algorithme 8.2.1 ou l’Algorithme 8.2.2, vu que seuls additions et mul-
tiplication de nombres connus à précision O(πl) sont eﬀectués. Le calcul de la matrice M :=
MatB≤(NF≤(1), . . . , NF≤(x
δ−1
n )) se fait de même sans perte de précision. Ensuite, les Algorithmes
8.2.1 et 8.2.2 ne font que résoudre des systèmes linéaires par la matrice M. Le résultat est alors
direct avec le Théorème 1.3.14.
8.3. Implémentation
Une implémentation jouet en Sage [S+11] des algorithmes précédents est disponible sur http:
//perso.univ-rennes1.fr/tristan.vaccon/fglm.sage. Comme le but de cette implémentation
est l’étude de la précision, elle n’est pas nécessairement optimisée pour ce qui est du temps de calcul.
Nous avons appliqué l’algorithme F5-Matriciel à des polynômes homogènes de degrés donnés, ou
son extension au cas aﬃne, et avec des coeﬃcients pris aléatoirement dans Zp (pour la mesure de
Haar) : f1, . . . , fs, de degrés d1, . . . , ds dans Zp[X1, . . . , Xs], connus à précision O(pprec), et pour
l’ordre grevlex, avec D la borne de Macaulay. Nous avons ensuite appliqué un algorithme FGLM,
rapide ou non, sur les bases de Gröbner obtenues pour en déduire une base de Gröbner pour l’ordre
lexicographique.
Cette expérience est réalisé nbtest fois pour chaque choix de paramètres et sont notés la perte de
précision maximale (hors échec), moyenne (hors échec), et le nombre d’échecs. Ce dernier apparait
comme un couple où la première composante est le nombre d’échecs pour la partie F5-Matriciel et la
seconde composante pour la partie FGLM. Les résultats sont consignés dans les tableaux suivant :
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d = nbtest aﬃne fast D p prec perte maximale perte moyenne échecs
[2,3,3] 50 non non 6 2 150 27 1,8 (0,0)
[2,3,3] 50 non non 6 7 150 6 0,4 (0,0)
[2,3,3] 50 oui non 6 2 150 142 50 (0,2)
[2,3,3] 50 oui non 6 7 150 71 12 (0,0)
[2,3,3] 50 oui oui 6 2 150 148 48 (0,1)
[2,3,3] 50 oui oui 6 7 150 79 13 (0,0)
[3,3,3] 20 non non 7 2 150 21 3 (0,0)
[3,3,3] 20 non non 7 7 150 11 0,9 (0,0)
[3,3,3] 20 oui non 7 2 150 150 78 (0,0)
[3,3,3] 20 oui non 7 7 150 150 78 (0,0)
[3,3,3] 20 oui oui 7 2 150 145 65 (0,1)
[3,3,3] 20 oui oui 7 7 150 100 27 (0,0)
[3,3,4] 20 non non 8 2 150 21 3 (0,0)
[3,3,4] 20 non non 8 7 150 5 0,5 (0,0)
[3,3,4] 20 oui non 8 2 150 149 92 (0,5)
[3,3,4] 20 oui non 8 7 150 130 36 (0,0)
[3,3,4] 20 oui oui 8 2 150 150 89 (0,7)
[3,3,4] 20 oui oui 8 7 150 88 22 (0,0)
d = nbtest aﬃne fast D p prec perte maximale perte moyenne échecs
[2,2,2] 50 non non 4 2 150 18 1 (0,0)
[2,2,2] 50 non non 4 7 150 6 0,4 (0,0)
[2,2,2] 50 non non 4 65519 150 0 0 (0,0)
[2,2,2] 50 oui non 4 2 150 66 16 (0,0)
[2,2,2] 50 oui non 4 7 150 21 4.5 (0,0)
[2,2,2] 50 oui non 4 65519 150 0 0 (0,0)
[2,2,2] 50 oui oui 4 2 150 42 14 (0,0)
[2,2,2] 50 oui oui 4 7 150 17 2.7 (0,0)
[2,2,2] 50 oui oui 4 65519 150 0 0 (0,0)
[3,3,3] 20 non non 7 2 150 17 2.4 (0,0)
[3,3,3] 20 non non 7 7 150 6 0,8 (0,0)
[3,3,3] 20 non non 7 65519 150 0 0 (0,0)
[3,3,3] 20 oui non 7 2 150 146 64 (0,1)
[3,3,3] 20 oui non 7 7 150 70 18 (0,0)
[3,3,3] 20 oui non 7 65519 150 0 0 (0,0)
[3,3,3] 20 oui oui 7 2 150 160 70 (0,0)
[3,3,3] 20 oui oui 7 7 150 121 25 (0,0)
[3,3,3] 20 oui oui 7 65519 150 0 0 (0,0)
[4,4,4] 20 non non 7 2 150 28 5.2 (0,0)
[4,4,4] 20 non non 7 7 150 8 1 (0,0)
[4,4,4] 20 non non 7 65519 150 0 0 (0,0)
[4,4,4] 20 oui non 7 2 150 150 118 (0,11)
[4,4,4] 20 oui non 7 7 150 149 62 (0,1)
[4,4,4] 20 oui non 7 65519 150 0 0 (0,0)
[4,4,4] 20 oui oui 7 2 150 156 124 (0,15)
[4,4,4] 20 oui oui 7 7 150 129 47 (0,2)
[4,4,4] 20 oui oui 7 65519 150 0 0 (0,0)
Nous pouvons remarquer que ces résultats suggèrent une diﬀérence d’ordre de grandeur sur la
perte de précision entre le cas homogène et le cas aﬃne. 1 Il parait aussi clair que la perte de
précision décroit avec le choix de p : sur des petites instances comme ici, p = 65519 rend les pertes
de précision très peu probables.
1. Nous laissons à de futurs travaux le soin de donner une explication quantitative à ce fait Qualitativement, nous
pouvons remarquer que, à degrés initiaux donnés, plus de calculs (et en particulier des calculs impliquant une perte
de précision) sont eﬀectués dans le cas aﬃne, du fait de l’étape d’inter-réduction.
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9. Une approche tropicale
“Show me your moves !”
Captain Falcon, Super Smash Bros.
“THAT’S MORTALS FOR YOU,
Death continued. THEY’VE ONLY
GOT A FEW YEARS IN THIS
WORLD AND THEY SPEND
THEM ALL IN MAKING THINGS
COMPLICATED FOR
THEMSELVES. FASCINATING.”
Death, Terry Pratchett, Mort
Au cours de ce dernier chapitre, nous nous intéressons au calcul des bases de Gröbner tropicales.
Nous débutons par présenter en Section 9.1 nos résultats ainsi que quelques raisons, issues de la
géométrie tropicale, de s’intéresser aux bases de Gröbner tropicales. En Section 9.2, nous présentons
deux variantes de l’algorithme F5-Matriciel pour calculer de telles bases, puis étudions l’application
de cet algorithme sur des CDVF à précision ﬁnie. Nous nous intéressons ensuite, avec la Section 9.3,
à la description, à l’étude et aux applications d’un algorithme FGLM pour passer d’une base de
Gröbner tropicale à une base de Gröbner classique en dimension zéro. La Section 9.4 adapte les
idées précédentes au cas d’idéaux de dimension zéro non-homogènes. Enﬁn, la Section 9.5 présente
les résultats numériques obtenus en implémentant les algorithmes précédents.
9.1. Introduction et motivations tropicales
9.1.1. Résultats principaux
Algorithmes F5-Matriciels Soit K un corps muni d’une valuation val. Soit ≥ un ordre sur les
termes de K [X1, . . . , Xn] comme dans la Déﬁnition 9.1.6, déﬁni avec w ∈ Im(val)n et un ordre
monomial ≥1 . En suivant [CM13], nous déﬁnissons des D-bases de Gröbner tropicales comme pour
les bases de Gröbner classiques.
Nous décrivons en l’Algorithme 9.2.3 un algorithme d’échelonnement pour les matrices de Maculay
adapté au contexte tropical, puis nous montrons que le critère F5 reste disponible en tropical. Nous
en déduisons une description d’un algorithme F5-Matriciel tropicale (Algorithme 9.2.8), adaptation
de l’algorithme F5-Matriciel naïf muni de l’algorithme d’échelonnement tropicale. Nous avons alors
le résultat suivant :
Proposition 9.1.1. Soient (f1, . . . , fs) ∈ K [X1, . . . , Xn]s des polynômes homogènes. Alors, l’al-
gorithme F5-Matriciel tropical calcule une D-base de Gröbner tropicale de 〈f1, . . . , fs〉. Le temps de







opérations sur K, lorsque D → +∞. Si (f1, . . . , fs) est régulière,








La borne de Macaulay sur D reste disponible dans le cas tropical. En outre, l’algorithme F5-
Matriciel tropical est applicable lorsque les fi en entrée forment une suite régulière mais que
leurs coeﬃcients ne sont connus qu’à précision ﬁnie. En eﬀet, si K est un CDVF à précision
ﬁnie, soit (f1, . . . , fs) ∈ K[X1, . . . , Xn]s. Nous déﬁnissons une borne sur la précision requise,
precMF5trop ((f1, . . . , fs), D,≥) , et une sur la perte de précision, lossMF5trop ((f1, . . . , fs), D,≥) ,
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qui dépendent explicitement des matrices de Macaulay déﬁnies par les fi, et telles que nous avons
le résultat suivant concernant la stabilité du calcul de bases de Gröbner tropicales :
Proposition 9.1.2. Soit F = (f1, . . . , fs) ∈ K[X1, . . . , Xn]s une suite régulière de polynômes
homogènes. Soit (f ′1, . . . , f
′
s) des approximations de F avec précision O(π
l) sur leurs coeﬃcients,
avec l > precMF5trop(F,D,≥). Alors, par l’Algorithme F5-Matriciel tropical, nous pouvons calculer
g′1, . . . , g
′
t, base de Gröbner approchée de 〈F 〉 pour ≥ à précision O(πl−lossMF5trop(F,D,≥)).
Ceci contraste avec le cas des bases de Gröbner classiques, pour un ordre monomial ω, sur K que
nous avons étudié au Chapitre 7. En eﬀet, l’hypothèse de structure H2 qui requiert que les idéaux
〈f1, . . . , fi〉 soient faiblement-ω n’est plus nécessaire (voir la Sous-Section 9.2.2). Elle est seulement
remplacée par une hypothèse sur la précision initiale qui peut être un peu plus dure que celle que
nous avons déﬁnie au Chapitre 7. Dans le cas particulier du poids w = (0, . . . , 0), la majoration
sur la perte de précision est la meilleure que nous obtenons, et des expériences numériques nous
montrent qu’elle semble en moyenne très faible.
Nous montrons aussi qu’une version plus rapide de l’algorithme F5-Matriciel, où l’on utilise
des signatures pour construire les matrices de Macaulay degré par degré, peut être adaptée au
cas tropical. Pour cela, nous décrivons un échelonnement matriciel, par le calcul de ce que nous
nommons une forme LUP, et qui est compatible avec les signatures. Nous en déduisons un algorithme
F5-Matriciel avec signatures (voir les Algorithmes 9.2.22 et 9.2.25). Nous obtenons alors le résultat
suivant :
Proposition 9.1.3. Soit (f1, . . . , fs) ∈ K [X1, . . . , Xn]s des polynômes homogènes. Alors l’algo-
rithme F5-Matriciel avec signature calcule une D-base de Gröbner tropicale de 〈f1, . . . , fs〉 .














lorsque les polynômes en entrée forment une suite régulière.
Algorithmes FGLM Une fois vu que les bases de Gröbner tropicales constituaient un objet pouvant
se calculer de manière souvent plus stable que les bases de Gröbner classiques, il est intéressant
de se demander s’il est possible de calculer une base de Gröbner à partir d’une base de Gröbner
tropicale.
Nous montrons avec la Proposition 9.3.11, et après s’être intéressé au calcul des matrices de
multiplication, que l’algorithme FGLM s’adapte sans diﬃculté au cas où la base de départ est
tropicale.
Dans le cas de la précision ﬁnie, l’estimation de la perte de précision est identique au cas classique.
Ceci nous permet avec la Proposition 9.3.14 de majorer la précision requise et la perte de précision
pour calculer une base de Gröbner d’une suite régulière en eﬀectuant à la suite un calcul de base de
Gröbner tropicale puis une application de l’algorithme FGLM.
Enﬁn, nous pouvons directement en déduire la version aﬃne du cas précédent, que nous énonçons
au Théorème 9.4.1 : pour F = (f1, . . . , fn) dans A = K[X1, . . . , Xn], tel que les composantes
homogènes de plus haut degré Fh = (fh1 , . . . , f
h
n ) forment une suite régulière, il est possible de
calculer à précision ﬁnie une base de Gröbner approchée de (f1, . . . , fn). Nous majorons la précision
requise et la perte de précision par les mineurs des matrices de Macaulay déﬁnies par (fh1 , . . . , f
h
n )




et A/ 〈F 〉 .
9.1.2. Motivations tropicales
Nous présentons dans cette Sous-Section quelques résultats classiques de géométrie algébrique tro-
picale, ainsi que quelques résultats récents de géométrie algébrique tropicale eﬀective. Ils motiveront
en partie notre étude du calcul des bases de Gröbner tropicales.
Pour cette Sous-Section, nous relâchons les hypothèses suivantes sur K : K est muni d’une
valuation val, mais nous ne demandons pas que la valuation le rende complet ni qu’elle soit discrète.
Γ = val(K ∗).
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Géométrique algébrique tropicale
Variétés tropicales et bases de Gröbner tropicales Soit I un idéal homogène de A , et V (I) ⊂
Pn−1
K
la variété projective déﬁnie par I. Alors la variété tropicale déﬁnie par I, ou le tropicalisé de
V (I), est Trop(I) = val (V (I) ∩ (K ∗)n) (adhérence dans Rn pour la topologie classique). Trop(I)
est un complexe polyédral et peut être vu comme un reﬂet combinatoire de V (I) : de nombreuses
propriétés de V (I) peuvent être vues combinatoirement à partir de Trop(I).
Maintenant, si w ∈ Γn, nous déﬁnissons un ordre sur les termes de A :
Définition 9.1.4. Soit a, b ∈ K et xα, xβ deux monômes de A , nous notons axα ≥w bxβ si
val(a) + w · α ≤ val(b) + w · β. Naturellement, il peut arriver que axα 6= bxβ et val(a) + w · α =
val(b) + w · β.
Pour tout f ∈ A , nous déﬁnissons LT≥w(f) comme le polynôme formé des termes atteignant le
maximum pour ≤w sur les termes de f. Nous déﬁnissons de même LT≥w(I), pour I idéal de A .
Nous remarquons que LT≥w(f) peut très bien être un polynôme avec plus d’un terme. Par
exemple, si nous prenons w = [1, 2, 3] et Q2[x, y, z] (avec la valuation 2-adique), alors
LT≥w
(
x4 + x2y + 2y4 + 2−8z4
)
= x4 + x2y + 2−8z4.
T rop(I) a alors un lien particulier avec LT≥w(I) :
Théorème 9.1.5 (Th. Fondamental de la Géométrie Tropicale). Si K est algébriquement clos,
avec une valuation non-triviale, Trop(I) est l’adhérence dans Rn des points w ∈ Γn tels que LT≥w(I)
ne contient pas de monôme.
Démonstration. Voir le Théorème 3.2.5 du livre de Maclagan et Sturmfels [MS15].
Aﬁn de calculer LT≥w(I), et pour se rapprocher d’algorithmes classiques sur les bases de Gröbner,
nous utilisons un ordre monomial (classique) pour départager les égalités dans le cas où LT≥w(f)
contient plus d’un monôme.
Définition 9.1.6. Soit ≥1 un ordre monomial sur A et w ∈ Γn. Nous déﬁnissons un ordre sur
les termes de A de la façon suivante. Soit a, b ∈ K et xα, xβ deux monômes de A , nous notons
axα ≥ bxβ si val(a) + w · α < val(b) + w · β, ou val(a) + w · α = val(b) + w · β et xα ≥1 xβ .
Maintenant, si f ∈ A et I un idéal de A , nous en déduisons naturellement une déﬁnition de LT (f)
et de LT (I). Nous pouvons remarquer que LT (I) = LT≥1(LTw(I)). Nous déﬁnissons LM(f) comme
le monôme du terme LT (f) et LM(I) de la même manière. Si G = (g1, . . . gs) ∈ A s est tel que
ses monômes de tête (LM(g1), . . . , LM(gs)) engendrent LM(I), nous disons que G est base de
Gröbner tropicale de I.
Nous pouvons ﬁnalement remarquer que pour calculer une partie génératrice de LM≥w(I), il est
suﬃsant de calculer une base de Gröbner tropicale de I.
Comparaison avec les notations dans d’autres travaux Dans [CM13], le corps K est tel qu’il
existe un morphisme de groupes φ : Γ → K tel que pour tout w ∈ Γ, val(φ(w)) = w. Si
x ∈ OK , nous notons x sa réduction modulo mA . Nous déﬁnissons ρ : K ∗ → kK par la formule
ρ(x) = xφ(−val(x)). ρ s’étend naturellement à A \ {0} par ρ(∑u auxu) =∑u ρ(au)xu. ≥1 s’étend
aussi naturellement à C = kK [X1, . . . , Xn]. Soit w ∈ Γn, alors dans [CM13], les auteurs déﬁnissent,
pour tout f ∈ A , inw = ρ(LT≥w(f)) et lm(f) = LM≥1(inw). Soit G = (g1, . . . , gs) ∈ A s. Alors
G est une base de Gröbner tropicale de I = 〈G〉 pour l’ordre sur les termes ≤ si et seulement
si (inw(g1), . . . , inw(gs)) est une base de Gröbner de inw(I) pour ≤1 . En conséquence, calculer
LM(I) ou in(I) fournit les même monômes. Néanmoins, nous préférerons pour la suite travailler
avec LM puisque nos motivations sont les calculs sur des CDVF (et non sur leurs corps résiduels).
Calculs en géométrie algébrique tropicale
Travaux disponibles sur les bases de Gröbner tropicales : Nous renvoyons au livre de Maclagan
et Sturmfels [MS15] pour une introduction à la géométrie algébrique tropicale eﬀective.
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Le calcul de variétés tropicales sur Q avec valuation triviale est disponible à travers le package
Gfan écrit par Anders Jensen (voir [Jen]), en utilisant des calculs de bases de Gröbner classiques.
Cependant, pour le calcul de variétés tropicales sur des corps plus généraux, notamment avec une
valuation non triviale, de telles techniques ne sont pas disponibles. C’est pourquoi Chan et Maclagan
ont développé dans [CM13] une manière d’étendre la théorie des bases de Gröbner prenant en
compte la valuation et qui puissent être calculées. Cette théorie des bases de Gröbner tropicales est
eﬀective et surtout permet, avec un algorithme de division adapté, un algorithme de Buchberger.
L’algorithme de Chan et Maclagan Dans leur article [CM13], Chan et Maclagan prouvent que si
l’on modiﬁe l’algorithme classique de division d’un polynôme par une famille de polynômes avec
une variante de l’algorithme du cône tangent de Mora, alors on peut obtenir un algorithme de
division adapté au calcul de bases de Gröbner tropicales. En eﬀet, ils ont prouvé qu’un algorithme de
Buchberger utilisant cet algorithme de division permet de calculer des bases de Gröbner tropicales.
Les idées principales de cet algorithme de division est de permettre la division par des restes
partiel des divisions partielles déjà eﬀectuées, et d’utiliser une fonction écart pour choisir le polynôme
par lequel diviser.
Problèmes de précision L’algorithme de Chan et Macalagan s’applique, au moins de manière
théorique, sur des CDVF. Par contre, il n’est pas possible de l’utiliser de manière générale sur des
CDVF à précision ﬁnie. En eﬀet, cet algorithme, de même que tous les algorithmes construits à
partir de celui de Buchberger, repose sur des tests à zéro : le critère d’arrêt est celui de Buchberger.
Cela n’est pas compatible avec des calculs à précision ﬁnie. Par exemple, soit F la famille de
polynômes (x2 + xy + y2 + (1 +O(pN ))t2, x2 + 2xy + 4y2 + (1 +O(pN ))t2, t4) ∈ Qp[x, y, t]3, pour
un certain N ∈ N. Alors, l’application de l’algorithme de Chan et Macalagan (e.g. avec w = (0, 0, 0)
et l’ordre grevlex déﬁni par x > y > t) conduit à des S-polynômes se réduisant en des quantités de
la forme O(πN
′
)xyt2, i.e. tels qu’il n’est pas possible de décider si le polynôme est le polynôme nul
ou non. Ce problème de précision a lieu même avec l’usage du critère de Buchberger, et ainsi, il
exclut l’utilisation d’algorithmes comme celui de Buchberger pour des calculs de bases de Gröbner
sur des CDVF à précision ﬁnie.
Dans la Section suivante, nous montrons que pour le calcul de bases de Gröbner tropicales
d’idéaux donnés par des polynômes homogènes, des algorithmes matriciels sont possibles.
9.2. Algorithmes F5-Matriciels tropicaux
Cette Section est consacrée à l’étude d’algorithmes F5-Matriciels pour le calcul de bases de
Gröbner tropicales. Nous suivrons la méthode développée aux Chapitres 6 et 7, en présentant
d’abord des algorithmes matriciels, puis un critère F5 et un premier algorithme F5-Matriciel tropical.
Nous montrerons ensuite la stabilité du calcul de bases de Gröbner tropicales pour des CDVF à
précision ﬁnie. Enﬁn, nous présenterons un algorithme F5-Matriciel avec signature pour le calcul de
bases de Gröbner tropicales en précision inﬁnie.
9.2.1. Un premier algorithme F5-Matriciel tropical
Dans cette Sous-Section, nous travaillons à précision inﬁnie et nous cherchons à adapter au
contexte tropical les algorithmes de Lazard et F5-Matriciel.
Algorithmes matriciels pour des bases de Gröbner tropicales
Suivant le formalisme développé dans la sous-section 6.2.1, nous montrons que des algorithmes
matriciels sont possibles pour calculer des bases de Gröbner. En eﬀet la remarque suivante de
Lazard est toujours valide : I ∩Ad = 〈xαfi, |α|+ |fi| = d〉 . En particulier, il est toujours naturel
d’étudier les matrices de Macaulay.
Nous rappelons que dans les algorithmes matriciels classiques pour calculer des bases de Gröbner,
l’idée principale est de calculer des formes échelonnées (en lignes) des matrices de Macaulay
Macd(f1, . . . , fs) jusqu’à un D ﬁxé au départ. Si D est assez grand, les lignes non nulles de la forme
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échelonnée forment une base de Gröbner de I, et le premier coeﬃcient non nul sur chaque ligne est
le coeﬃcient de tête du polynôme correspondant à cette ligne. Cela étant dit, il n’est en général
pas facile de déterminer jusqu’à quel D échelonner les matrices de Macaulay, dans le cas classique
comme dans le cas tropical. C’est pourquoi nous déﬁnissons les D-bases de Gröbner tropicales :
Définition 9.2.1. Soit I un idéal de A . (g1, . . . , gl) est une D-base de Gröbner tropicale de I pour
≥ si pour tout f ∈ I, homogène de degré au plus D, il existe 1 ≤ i ≤ l tel que LT (gi) divise LT (f).
Calcul de formes échelonnées tropicales
Cette Sous-Sous-Section est consacrée à présenter un algorithme pour calculer LM({f1, . . . , fi})∩
Ad en calculant une forme échelonnée de Macd(f1, . . . , fi). Nous pourrons lire les termes de tête
pour chaque ligne de cette forme échelonnée, et pour cela, nous associons à chaque colonne une
étiquette qui est le monôme correspondant à cette colonne. Ceci permettra de permuter des colonnes
tout en sachant toujours à quels monômes elles correspondent et in ﬁne obtenir les termes de tête
des lignes.
Définition 9.2.2. Nous déﬁnissons une matrice de Macaulay étiquetée de degré d sur A comme un
couple (M,mon) où M ∈ K r×(n+d−1n−1 ) est une matrice, et mon est une liste des (n+d−1n−1 ) monômes
de degré d de A . Chaque colonne correspond au monôme de l’étiquette de même indice.
L’algorithme 9.2.3 sur les matrices de Macaulay étiquetées permet alors de calculer, par pivot, les
termes de tête pour ≥ en degré d de l’idéal engendré par les lignes :
Algorithme 9.2.3 : L’algorithme d’échelonnement tropical
entrée :M , une matrice de Macaulay de degré d sur A = K [X1, . . . , Xn] ayant nlignes lignes
et ncol colonnes.
sortie : M˜ , la forme échelonnée tropicale de M
début
M˜ ←M ;
si ncol = 1 ou nlignes = 0 ou M n’a pas d’entrée non nulle alors
Retourner M˜ ;
sinon
Trouver i, j tels que M˜i,j soit le plus grand terme M˜i,jxmonj (avec plus petit i en cas
d’égalité) ;
Permuter les colonnes 1 et j de M˜ , et les entrées 1 et jde mon ;
Permuter les lignes 1 et i de M˜ ;
Par pivot avec la première ligne, éliminer les coeﬃcients sur la première colonne des
autres lignes ;
Procéder récursivement sur la sous-matrice M˜i≥2,j≥2;
Retourner M˜ ;
Définition 9.2.4. Nous déﬁnissons la forme échelonnée (en lignes) tropicale d’une matrice de
Macaulay étiquetée M comme le résultat du précédent algorithme, et nous la notons M˜. M˜ est
bien échelonnée en lignes.
Correction : ˜Macd(f1, . . . , fi) fournit exactement les termes de tête de {f1, . . . , fi} ∩Ad :
Proposition 9.2.5. Soit F = (f1, . . . , fs) des polynômes homogènes de A . Soit d ∈ Z>0 et
M =Macd(f1, . . . , fs), étiqueté par les monômes correspondant à ses colonnes. Soit I = {F} l’idéal
engendré par les fi.
Soit M˜ la forme tropicale échelonnée de M . Alors les lignes de M˜ forment une base de I ∩Ad
telle que leurs termes de tête correspondent à LT (I) ∩Ad.
Le fait que les lignes de M˜ forment une base de I ∩Ad est clair : elles forment une base échelonnée
(pour la base des monômes donnés dans l’ordre de l’étiquette de M˜). Maintenant, pour ce qui est
des termes de tête de I ∩Ad, le résultat est une conséquence directe du lemme suivant :
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Lemme 9.2.6. Si axα > b1xβ et axα > b2xβ, alors axα > (b1 + b2)xβ.
Conséquence : Pour calculer les polynômes d’une D-base de Gröbner tropicale de 〈f1, . . . , fs〉 , il
suﬃt comme pour l’algorithme de Lazard, de calculer les formes échelonnées tropicales des matrices
de Macaulay (étiquetées)Macd(f1, . . . , fs) pour d de 1 à D. Néanmoins, ces matrices ont un nombre
de lignes et de colonnes qui croît rapidement avec d et n, et nous allons voir que le critère F5 pour
réduire les tailles des matrices vaut encore pour calculer des bases de Gröbner tropicales.
Le critère F5
Nous montrons ici que, comme dans le cas classique, le critère F5 de Faugère est utilisable, et
permet de supprimer la plupart des lignes des matrices de Macaulay Macd(f1, . . . , fs) n’apportant
pas d’information utile pour le calcul de LT (I).
Pour tout j ∈ J1, sK, nous notons Ij l’idéal (f1, . . . , fj). Alors, Faugère a montré dans [Fau02]
que pour un ordre monomial classique, si l’on sait quels monômes xα sont dans LM(Ii−1), alors
on peut supprimer les lignes correspondant aux xαfi des matrices de Macaulay Mac(f1, . . . , fi) et
toujours pouvoir calculer LM(Ii) (voir aussi la sous-section 6.2.1). Nous montrons ici que ce critère
est directement compatible avec notre déﬁnition de LM :
Théorème 9.2.7 (Critère F5). Pour tout i ∈ J1, sK,
Ii∩Ad = V ect({xαfk, t.q. 1 ≤ k ≤ i, |xαfk| = d
et xα /∈ LM(Ik−1)}).
Démonstration. Nous utilisons le fait suivant, qui peut se prouver par récurrence. Soit (f1, . . . , fi)
des polynômes homogènes de A de degré d1, . . . , di. Soit aα1x
α1 , . . . , aαux
αu les termes de têtes des
lignes de ˜Macd−di(f1, . . . , fi−1), triés par ordre décroissant (selon ≤). Soit xβj les autres monômes
de degré d − di (i.e. les monômes qui ne sont pas un monôme de tête de (f1, . . . fi−1) ∩ Ad−di).
Alors, pour tout k, la ligne xαkfi de Macd(f1, . . . , fi) est une combinaison linéaire de lignes de la
forme xαk+k′ fi (k′ > 0), xβjfi et xγfj (j < i) de Macd(f1, . . . , fi).
Ainsi, nous voyons clairement avec le critère F5 quelles lignes supprimer des matrices de Macaulay.
La prochaine sous-section explique comment utiliser eﬀectivement ce critère.
Un premier algorithme F5-Matriciel tropical
Un algorithme F5-Matriciel Nous appliquons le cadre de la Sous-Section 6.2.1 avec l’algorithme
d’échelonnement tropical 9.2.3 et nous obtenons l’algorithme suivant :
Algorithme 9.2.8 : Un premier algorithme F5-Matriciel
entrée : F = (f1, . . . , fs) ∈ A s, homogènes de degrés d1 ≤ · · · ≤ ds, et D ∈ N
sortie : (g1, . . . , gk) ∈ A k, une D-base de Gröbner tropicale de {F} .
début
G← F ;
pour d ∈ J0, DK faire
M˜d,0 := ∅ ;
pour i ∈ J1, sK faire
Md,i := M˜d,i−1 ;
pour α tel que |α|+ di = d faire
si xα n’est pas le terme de tête d’une ligne de ˜Md−di,i−1 alors
Ajouter xαfi à Md,i ;
Calculer M˜d,i, la forme échelonnée tropicale de Md,i par l’Algorithme 9.2.3;
Ajouter à G toutes les lignes avec un nouveau terme de tête. ;
Retourner G ;
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Correction Il suﬃt de prouver que pour tout d ∈ J0, DK et i ∈ J1, sK, Im(Md,i) = Ii ∩Ad. Nous
pouvons le faire par récurrence sur d et i. Nous remarquons qu’il n’y a rien à prouver pour i = 1 et
d quelconque. Maintenant, supposons qu’il existe un i ∈ J1, sK tel que pour tout j tel que 1 ≤ j < i
et pour tout d, on a 0 ≤ d ≤ D, Im(Md,j) = Ij ∩Ad. Alors, pour un tel i, le premier entier d tel
que Md,i 6= Md,i−1 est di. Soit d tel que di ≤ d ≤ D. Alors, avec le Théorème 9.2.7 :
Ii ∩Ad = Im(Md,i−1) + V ect ({xαfi, t.q. xα /∈ LM(Ii−1)}) . (9.1)
De plus, par l’hypothèse de récurrence et la preuve de la correction de l’algorithme d’échelonnement
(Proposition 9.2.5), les termes de tête de Ii−1∩Ad−di sont exactement les termes de têtes des lignes de
˜Md−di,i−1. Ainsi, les lignes que l’on ajoute à M˜d,i−1 pour construire Md,i sont exactement les x
αfi
tels que xα /∈ LM(Ii−1). Enﬁn, nous remarquons que Im(Md,i) = Im(M˜d,i−1). En conséquence,
Im(Md,i) contient les deux termes de la somme vectorielle de (9.1), et comme il est clairement
inclus dans Ii ∩Ad, nous avons prouvé que Ii ∩Ad = Im(Md,i). Pour conclure, nous observons
que, du fait de la correction de l’algorithme de calcul de forme tropicale échelonnée (Proposition
9.2.5), les termes de tête des lignes de M˜d,i correspondent bien aux termes de têtes des polynômes
de Ii ∩Ad.
Suites régulières et complexité
Syzygies principales et régularité Le comportement de l’algorithme F5-Matriciel tropical vis-à-vis
des syzygies principales est le même que celui de l’algorithme F5-Matriciel classique. Il est résumé
dans la proposition suivante et dans son corollaire.
Proposition 9.2.9. Si une ligne se réduit à zéro durant l’exécution de l’algorithme F5-Matriciel
tropical, alors la syzygie qu’elle engendre n’est pas dans le module des syzygies principales.
Démonstration. Soit
∑i
j=1 ajfj avec aj ∈ A une syzygie de (f1, . . . , fi). Si aj 6= 0 et si cette syzygie
est principale, alors ai ∈ Ii−1 et LM(ai) ∈ LM(Ii−1). Grâce au critère F5, il n’y a pas de ligne de
la forme xαfi avec xα ∈ LM(Ii−1) dans la matrice de Macaulay Md,i. Ainsi, une telle syzygie ne
peut être produite durant la réduction de Md,i.
Corollaire 9.2.10. Si la suite (f1, . . . , fs) est régulière, alors aucune ligne des matrices de Macaulay
réduites durant l’exécution de l’algorithme F5-Matriciel tropical n’est réduite à zéro. En d’autres
termes, les matrices Md,i sont injectives (à gauche), et ont au plus autant de lignes que de colonnes.
Démonstration. Pour une suite régulière de polynômes homogènes, toutes les syzygies sont princi-
pales. Nous renvoyons pour plus de détails à [EM07] page 69.
Complexité La complexité du calcul d’une forme échelonnée tropicale de rang r avec nlignes lignes
et ncol colonnes est en O(r × nrows × ncols) opérations dans K . Nous en déduisons les complexités
















opérations dans K , pour D → +∞, dans le cas particulier où (f1, . . . fs)
régulière, du fait du corollaire 9.2.10.
La majoration que nous obtenons est la même que celle que nous obtenons en Sous-Sous-Section 6.2.1
pour l’algorithme F5-Matriciel sans étiquette (6.2.12). Là encore, la complexité subit essentiellement
l’ajout d’un facteur s par rapport à la variante de l’algorithme F5-Matriciel avec signature (6.2.22).
Ceci vient du fait que que nous calculons entièrement la forme échelonnée tropicale pour chaque
nouveau Md,i. En d’autres termes, nous ne tenons pas compte du fait que lors de la construction
de la matrice Md,i, M˜d,i−1 est déjà sous forme échelonnée. Ce choix est motivé par la précision : il
permet de ne pas accumuler des erreurs dues à des pivots de trop grande valuation quand on passe
de i à i+ 1. Nous verrons en Sous-Section 9.2.4 qu’il est possible, lorsqu’on travaille en précision
inﬁnie, de privilégier la vitesse en utilisant eﬀectivement le fait que M˜d,i−1 est déjà sous forme
échelonnée.
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Bornes sur D Pour ce qui est d’avoir une majoration sur le degré D à partir duquel les D-
bases de Gröbner sont des bases de Gröbner, Chan a prové dans [Cha13] (Theorem 3.3.1) que
D = 2(d2/2 + d)2
n−2
, avec d = maxi di, est suﬃsant. Nous remarquons aussi que si (f1, . . . , fn)
est une suite régulière, alors tous les monômes de degré plus grand que la borne de Macaulay∑
i(di − 1) + 1 sont dans LM(I). C’est une conséquence directe du fait que l’on connaît la fonction
de Hilbert d’une suite régulière. Ainsi, nous pouvons énoncer la proposition suivante :
Proposition 9.2.11. Si (f1, . . . , fn) ∈ A n est une suite régulière de polynômes homogènes, toutes
les D-bases de Gröbner sont des bases de Gröbner bases dès que D ≥∑i(|fi| − 1) + 1.
Un exemple Nous reprenons l’Exemple 6.2.15, mais cette fois-ci, dans un contexte tropical :
Exemple 9.2.12. Nous appliquons l’Algorithme 9.2.8 sur F = (f1, f2, f3) ∈ Q[x, y, z] avec valuation 2-
adique, poids w = [0, 0, 0] et l’ordre grevlex pour briser les égalités, et f1 = 2x+z, f2 = x2+y2−2z2
et f3 = 4y2+yz+8z2. Nous prenons D = 3, la borne de Macaulay. Nous partons de G = (f1, f2, f3).
En degré 1, nous obtenons M˜1,1 = M˜1,2 = M˜1,3 qui sont
z y x
f1 1 0 2
.
En degré 2, M˜2,1 est




. Ensuite, M˜2,2 est
x2 xz yz z2 xy y2
zf1 −7 4
yf1 1 2
xf1 1 4 −2
f2 1 −2 1
.
De même : M˜2,3 est
x2 xz yz z2 xy y2
zf1 −7 4
yf1 1 2
xf1 1 4 −2
f2 1 −2 1
f3 −2 60/7
. En degré 3, nous obtenons M˜3,1 qui est
la matrice suivante :





xyf1 1 1 2
x2f1 1 1 2
.
Grâce au critère F5, nous pouvons écarter zf2 et seulement ajouter yf2 et xf2 pour déﬁnir M3,2.
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Nous obtenons ainsi M˜3,2 comme ceci :





xyf1 1 4 −2
x2f1 1 4 −2
zf2 1 −2 1
yf2 1 −2 1
.
Enﬁn, à nouveau grâce au critère F5, nous pouvons écarter zf3 et nous obtenons M˜3,3 comme :





xyf1 1 4 −2
x2f1 1 4 −2
zf2 1 −2 1




9.2.2. Le cas des CDVF à précision ﬁnie
Problèmes de précision
Nous rappelons que dans un CDVF à précision ﬁnie K, nous nous intéressons à des calculs sur




est appelé la précision sur x.
Nous remarquons que si la précision sur les coeﬃcients de f ∈ A n’est pas assez grande, il peut
arriver qu’on ne puisse pas déterminer quel est le terme de tête de f . Par exemple, sur Qp[X1, X2],
avec w = (0, 4) et l’ordre lexicographique, on ne peut pas comparer O(p2)X1 et X2. Cependant, à
part si le premier coeﬃcient est nul, lorsque la précision sur les coeﬃcients est suﬃsamment élevée,
un tel problème n’apparait pas. Dans ce qui suit, nous explicitons une précision suﬃsante sur les
coeﬃcients d’un polynôme donné pour que l’on puisse déterminer quel est son terme de tête.
Proposition 9.2.13. Soit f ∈ A un polynôme homogène et soit aXα son terme de tête. Alors une
précision val(a) + max|β|=d ((α− β) · w) sur les coeﬃcients de f est suﬃsante pour montrer que
aXα est bien le terme de tête de f .
Démonstration. Il suﬃt de remarquer que O(pn)Xβ < aXα si et seulement si n > val(a) + (α−
β) · w.
Calcul de formes échelonnées
Suites régulières : Comme souvent lorsqu’on considère des calculs avec des coeﬃcients connus
avec une précision ﬁnie, on ne peut pas décider si un nombre sans chiﬀre de précision, comme
O(πk), est zéro ou non. Heureusement, grâce au corollaire 9.2.10, lorsque les polynômes en entrée
forment une suite régulière, les matrices mises en jeu dans l’algorithme F5-Matriciel tropical sont
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injectives. Cela signiﬁe que si la précision est suﬃsante, il n’y aura pas de problème pour trouver
les pivots (bien non nuls) lors de la mise sous forme échelonnée tropicale, et nous pourrons bien
déterminer quels sont les termes de tête sur chaque ligne.
Nous pouvons donner une estimation d’un majorant de la précision nécessaire pour pouvoir
calculer une D-base de Gröbner à partir d’une telle suite :
Une précision suﬃsante :
Proposition 9.2.14. Soit M une matrice de Macaulay étiquetée avec coeﬃcients dans R et de
degré d. Soit a1, . . . , au les pivots choisis durant le calcul de la forme échelonnée tropicale. Soit xαk








(αk − β) · w.
Alors, si les coeﬃcients de la matrice sont connus avec une même précision O(πprec), la forme




Démonstration. Nous commençons par considérer une matrice de Macaulay étiquetée M avec
coeﬃcients dans R tous connus à la précision O(πl), et nous supposerons dans un premier temps qu’il
n’y a pas de problème de précision lors de l’échelonnement de la matrice. Ainsi, nous analyserons
d’abord quelle est la perte de précision lorsqu’on pivote et nous pourrons ensuite donner une
estimation d’une précision suﬃsante. Ainsi, pour pivoter, nous souhaitons obtenir un vrai zéro pour
le coeﬃcient Mi,j = επn1 + O(πn), en pivotant avec le pivot piv = µπn0 + O(πn) qui est sur la






k, avec ak, bk ∈ SK , et
a0, b0 6= 0. Nous pouvons remarquer que de par la manière dont sont choisis les pivots, nécessairement,
n0 ≤ n1. Maintenant, nous obtenons ce zéro par l’opération suivante sur la i-ème ligne Li :
Li ← Li − Mi,j
piv
L = Li + (εµ−1πn1−n0 +O(πn−n0))L,
en même temps que l’opération formelle Mi,j ← 0. En eﬀet, Mi,jpiv = επ
n1+O(πn)
µπn+O(πm0 ) , donc
Mi,j
piv =
εµ−1πn1−n0 +O(πn−n0). En conséquence, une fois que le premier pivot est choisi et que les autres
coeﬃcients sur la première colonne ont été réduits à zéro, les coeﬃcients de la sous-matrice M˜i≥2,j≥2
sont connus à précision O(πl−val(a1)). Nous pouvons alors procéder récursivement et prouver qu’une
fois ﬁnie la mise sous forme échelonnée tropicale, les coeﬃcients de M˜ sont connus avec précision
O(πl−val(a1×···×au)). Pour pouvoir déterminer quels sont les pivots lors du calcul de la forme
échelonnée, la Proposition 9.2.13 montre qu’il suﬃt que l − val(a1 × · · ·×, au) soit plus grand que
maxk,|β|=d (α− β) · w. Ainsi, le résultat est prouvé.
Algorithme F5-Matriciel tropical et précision ﬁnie
Nous appliquons cette étude du calcul de la forme échelonnée tropicale dans le cas de la précision
ﬁnie pour prouver la Proposition 9.1.2 concernant l’algorithme F5-Matriciel sur des CDVF à précision
ﬁnie. Pour faciliter cette étude, et seulement dans cette sous-section, l’étape Md,i := M˜d,i−1 dans
l’algorithme 9.2.8 est remplacée par Md,i := Md,i−1. Cela ne pose aucun problème par rapport au
calcul de bases de Gröbner car ces deux matrices ont les mêmes dimensions et la même image. Nous
déﬁnissons d’abord des bornes sur une précision initiale suﬃsante et la perte de précision lors du
calcul. Soit (f1, . . . , fs) ∈ Bs une suite régulière de polynômes homogènes.
Définition 9.2.15. Soit d ≥ 1 et 1 ≤ i ≤ s. Soit xα1 , . . . , xαu les monômes des termes de tête de
〈f1, . . . , fi〉 ∩Ad. Soit ∆d,i le mineur de Md,i sur les colonnes correspondant aux xαl qui, parmi ces
mineurs, atteint la plus petite valuation. Soit
d,i = 2∆d,i + max
k,|β|=d
(αk − β) · w.
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Nous déﬁnissons




lossMF5trop((f1, . . . , fs), D,≥) = max
d≤D,i
∆d,i.
Grâce à la Proposition 9.2.14, ces bornes sont suﬃsantes pour la Proposition 9.1.2.
En outre, nous pouvons préciser le cas particulier où w = 0 :
Proposition 9.2.16. Si w = 0, alors la perte de précision correspond au mineur maximal (en
taille) de Md,i qui atteint la plus petite valuation. En particulier, w = 0 correspond à la plus petite
lossMF5trop. De plus, dans ce cas-ci,
precMF5trop((f1, . . . , fs), D,≥) = 2lossMF5trop((f1, . . . , fs), D,≥).
Ce cas est particulièrement intéressant car les calculs sur les matrices de Macaulay eﬀectués dans
le cas w = 0 sont très similaires à ceux que l’on eﬀectue pour le calcul d’une forme normale de
Smith.
Précision vs Complexité
Nous pouvons remarquer que si nous voulons atteindre la plus petite perte de précision, nous
pouvons décider d’abandonner la suppression de lignes par le critère F5 et utiliser l’algorithme de
calcul de formes échelonnées tropicales directement sur les matrices de Macaulay complète, jusqu’à
ce qu’assez de lignes indépendantes (et échelonnées) soient obtenues. Le rang de ces matrices peut
être calculé grâce au critère F5 et au corollaire 9.2.7 en échelonnement les matrices itérativement
en d et i. De cette manière, nous serons assurés de choisir des pivots générant la plus petite perte
de précision possible (par mise sous forme échelonnée) sur les Macd(f1, . . . , fi) (du fait que ces
choix correspondent au mineur sur les colonnes correspondant à un monôme de tête de plus petite
valuation). Cependant, un tel algorithme serait, bien sûr, plus gourmand en temps à cause de toutes







même pour des suites régulières.
Comparaison avec les bases de Gröbner classiques
Nous pouvons maintenant comparer notre étude de la précision lors du calcul de bases de Gröbner
tropicales avec celle réalisée pour des bases de Gröbner classiques.
Nous rappelons que, d’après le Théorème 7.1.1, pour F ∈ As et sous les hypothèses de régularité
H1 et H2, une précision precF5M (F,D,≥), essentiellement donnée par des mineurs des matrices
de Macaulay, est suﬃsante pour le calcul d’une base de Gröbner de 〈F 〉 pour l’ordre monomial ≥,
par un algorithme F5-Matriciel faible. La perte de précision lors du calcul est aussi majorée par
precF5M (F,D,≥).
Nous remarquons que pour le calcul de bases de Gröbner tropicales l’hypothèse de structure
H2 est, en quelque sorte, compensée par une condition sur la précision qui peut être plus dure :
maxk val(ak) + maxk,|β|=d (αk − β) · w, aﬁn qu’il n’y ait pas de problème de précision dans la
détermination des pivots et des termes de tête des lignes. Ceci amène à une précision suﬃsante
precMF5trop(F,D,≥) qui peut être plus grande que precMF5 mais il n’y a plus de problème de
position des coeﬃcients non nuls, ni de besoin de l’hypothèse H2.
Ainsi, pour calculer des bases de Gröbner tropicales sur un CDVF à précision ﬁnie (avec
valuation non-triviale), la seule hypothèse de structure que l’on demande est la régularité, H1. Cette
dernière est clairement générique, alors que dans le cas classique, H1 et H2 ne sont au mieux que
conjecturalement génériques dans des cas particuliers comme celui de l’ordre grevlex (conjecture de
Moreno-Socias). En conséquence, le calcul de bases de Gröbner tropicale peut, d’un côté, demander
une précision en entrée plus grande que pour des bases de Gröbner classiques, mais d’un autre côté,
ce calcul est génériquement possible, alors que ce n’est pas quelque chose de connu pour les bases
de Gröbner classiques.
Enﬁn, lorsque le poids w est zéro, grâce à la Proposition 9.2.16, nous obtenons la plus petite
majoration de la perte de précision déﬁnie par des mineurs des matrices de Macaulay. Elle est en
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particulier inférieure aux majorations déﬁnies dans le cas classique au Chapitre 7. C’est donc ce
choix de poids que nous préconisons si l’on cherche à calculer une base de Gröbner tropicale en
minimisant la perte de précision.
Exemple 9.2.17. Nous pouvons reprendre l’exemple utilisé pour 6.2.15, 7.2.15 et 9.2.12 en partant de
F = (f1, f2, f3) ∈ Q2[x, y, z] connus à précision O(210). Le comportement de l’algorithme est alors
le même que pour l’exemple 9.2.12, et nous remarquons qu’aucun pivot de valuation strictement
positive n’est utilisé pour éliminer un coeﬃcient. Autrement dit, il n’y a dans les faits aucune perte
de précision, contrairement aux deux chiﬀres perdus lors de l’exemple 7.2.15.
Une autre comparaison intéressante à faire est celle avec la méthode TSV développée par Faugère
et Liang dans [FL07,FL11a,FL11b]. Dans celle-ci, les auteurs remplacent un éventuel terme de
tête εxα avec ε trop petit par εy où y est une nouvelle variable, y < xα et ajoutent au système de
polynômes xα − y. Appliquée plus concrètement à un algorithme F5-Matriciel, cette stratégie a de
similaire avec les méthodes tropicales développées dans ce chapitre le fait qu’elle évite les pivots
sur lesquels la précision est trop faible en ajoutant une variable et en tordant l’ordre monomial
pour que les termes correspondants ne soient plus termes de tête. Par rapport à la méthode TSV,
nous remarquons que le calcul de bases de Gröbner tropicales permet de s’aﬀranchir de l’ajout
de nouvelles variables, ainsi que de l’éventuel borne à fournir sur le nombre de substitutions de
termes par des variables à réaliser. Ceci permet une meilleure estimation a priori de la complexité.
Il serait intéressant de pousser plus en avant la comparaison, notamment concernant la gestion de
la précision dans cette méthode TSV.
9.2.3. Implémentation
Une implémentation jouet en Sage [S+11] des algorithmes précédents est disponible sur http:
//perso.univ-rennes1.fr/tristan.vaccon/toy_F5.py. Comme le but de cette implémentation
est l’étude de la précision, elle n’est pas nécessairement optimisée pour ce qui est du temps de calcul.
Nous avons appliqué l’algorithme F5-Matriciel à des polynômes homogènes de degrés donnés et
avec des coeﬃcients pris aléatoirement dans Zp (pour la mesure de Haar) : f1, . . . , fs, de degrés
d1, . . . , ds dans Zp[X1, . . . , Xs], connus à précision O(p30), avec un poids donné w et l’ordre grevlex
pour les cas d’égalité, et avec D la borne de Macaulay. Cette expérience est réalisé 20 fois pour
chaque choix de paramètres et sont notés la perte de précision maximale, moyenne, et le nombre
d’échecs (i.e. le calcul n’a pas pu être ﬁni du fait d’une précision insuﬃsante). Ces résultats sont
comparés avec ceux donnés par l’algorithme F5-Matriciel Faible 7.2.7 pour grevlex avec les même
paramètres (il s’agit des lignes avec "grevlex" dans le tableau). Les résultats sont consignés dans le
tableau suivant :
d = w D p perte maximale perte moyenne échecs
[3,4,7] grevlex 12 2 9 0.1 0
[3,4,7] [1,-3,2] 12 2 11 0.1 0
[3,4,7] [0,0,0] 12 2 0 0 0
[3,4,7] [1,-3,2] 12 7 3 .02 0
[3,4,7] [0,0,0] 12 7 0 0 0
[2,3,4,5] grevlex 11 2 9 1.6 2
[2,3,4,5] [1,4,1,-1] 11 2 13 0.2 0
[2,3,4,5] [0,0,0,0] 11 2 0 0 0
[2,3,4,5] [1,4,1,1] 11 7 5 0.02 0
Nous pouvons remarquer que ces résultat suggèrent à nouveau que la perte de précision est plus
faible lorsque l’on travaille avec un p plus grand. Cela reste raisonnable puisque la perte de précision
vient de pivot ayant une valuation strictement positive, tandis que la probabilité que val(x) = 0
pour x ∈ Zp est p−1p . Ces résultats conﬁrment aussi le fait que w = [0, . . . , 0] produit des pertes de
précision signiﬁcativement plus faibles (et souvent inexistantes).
9.2.4. Un algorithme F5-Matriciel plus rapide
Dans cette Sous-Section, nous montrons qu’il est possible de réaliser dans un contexte tropical une
adaptation de l’algorithme classique F5-Matriciel avec signature 6.2.22. Cette variante de l’algorithme
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F5-Matriciel est caractérisé par l’usage du fait que M˜d,i−1 est déjà sous forme échelonnée lorsque
l’on construit Md,i.
À cet eﬀet, nous introduisons les concepts d’étiquette et de signature de polynômes, ainsi que
le calcul d’une forme LUP tropicale qui donnera les termes de têtes des lignes des Matrices de
Macaulay sans modiﬁer les signatures.
Nous n’étudions cet algorithme que du point de vue de la précision inﬁnie. Il n’est en eﬀet pas
particulièrement adapté à la précision ﬁnie car, par exemple, on n’y choisit pas ses pivots.
Étiquettes et signatures
Définition 9.2.18. Soit (f1, . . . , fs) ∈ A s. Un polynôme étiqueté est un couple (u, P ) avec
u = (l1, . . . , ls) ∈ A s, P ∈ A et
∑s
i=1 lifi = P . u est appelé l’étiquette de ce polynôme étiqueté.
Nous notons (e1, . . . , es) la base canonique de A s. Si u = (l1, . . . , li, 0, . . . , 0) avec li 6= 0, alors la
signature du polynôme étiqueté (u, p), notée sign((u, p)), est (HM(li), i), en suivant la déﬁnition
suivante : HM(li) est le plus grand monôme, selon ≤, qui apparaît dans li avec coeﬃcient non-nul.
Remarque 9.2.19. Nous remarquons que dans la déﬁnition de signature, nous ne prenons pas en
compte les valuations des coeﬃcients dans l’étiquette. C’est pourquoi nous avons choisi la notation
HM(li) plutôt que LT (li) ou LM(li). HM(li) n’est pas, en général, le monôme du terme de tête
de li.
Définition 9.2.20. L’ensemble des signatures {monômes de R}× {1, . . . , s} peux être munie d’un
ordre total déﬁni de la manière suivante : (xα, i) ≤ (xβ , k) si i < k, ou xα ≤ xβ et i = k.
Les signatures sont compatibles avec les opérations usuelles sur les polynômes :
Proposition 9.2.21. Soit (u, p) un polynôme étiqueté, (xα, i) = sign((u, l)) et soit xβ un monôme
de A . Alors
sign((xβu, xβp)) = (xαxβ , i).
Si (v, q) est un autre polynôme étiqueté tel que sign((v, q)) < sign((u, p)), et si µ ∈ K , alors
sign((u+ µv, p+ µq)) = sign((u, p)).
Calcul d’une forme LUP préservant la signature
À partir de maintenant et durant toute cette Sous-Section, nous associons aux matrices de
Macaulay étiquetées les étiquettes et les signatures de chaque ligne. Nous demandons de plus que
les lignes soient triées par signature croissante (la première ligne ayant la plus petite signature).
Lorsque nous eﬀectuerons des opérations sur les lignes d’une matrice de Macaulay étiquetée, les
opérations seront répercutées sur les étiquettes et signatures correspondants.
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L’algorithme : L’algorithme suivant calcule la partie U de ce que nous appellerons une forme
LUP tropicale. Elle suﬃt pour déterminer l’idéal de tête des lignes tout en préservant les signatures.
Algorithme 9.2.22 : L’algorithme LUP tropical
entrée :M , une matrice de Macaulay de degré d sur A , ayant nlignes lignes et ncol colonnes.
sortie : M˜ , le U d’une forme LUP tropicale de M
début
M˜ ←M ;
si M n’a pas de coeﬃcient non-nul alors
Retourner M˜ ;
sinon
pour i = 1 jusqu’à nlignes faire
Trouver j tel que M˜i,j ait le plus grand terme M˜i,jxmonj de sa ligne ;
Permuter les colonnes 1 et j de M˜ , et les entrées 1 et j de mon ;
Par pivot avec la première ligne, éliminer les coeﬃcients sur la première colonne des
autres lignes ;
Procéder récursivement sur la sous-matrice M˜i≥2,j≥2 ;
Retourner M˜ ;
Nous remarquons qu’à la sortie de l’algorithme, il existe une matrice unipotente triangulaire
inférieure L, une matrice de permutation P , tels que M˜ = LMP, M˜ est sous forme échelonnée (en
lignes). De plus, comme à chaque ligne Li, nous avons seulement ajouté une combinaison linéaire
de lignes Lj , avec j < i, qui ont une signature strictement plus petite que Li, les signatures sont
conservées. En outre,
Proposition 9.2.23. Pour tout 1 ≤ i ≤ nrow(M), si j est l’indice de la i-ème ligne de M˜ , alors
M˜i,jx
monj est le terme de tête du polynôme correspondant à cette ligne.
Ces remarques justiﬁent le nom d’algorithme LUP tropical, de même que le fait que cet algorithme
calcule les termes de têtes de V ect(Lignes(M)). Enﬁn, comme les signatures restent inchangées
durant le calcul de la forme LUP, il est suﬃsant de seulement noter les signatures de chaque ligne
sur les matrices de Macaulay étiquetées.
Un algorithme F5-Matriciel utilisant les signatures
Nous montrons qu’il est possible d’appliquer le calcul de la forme LUP dans l’algorithme F5-
matriciel. Ceci permettra d’utiliser le fait que lorsqu’on construit les matrices de Macaulay, les
lignes déjà échelonnées ne nécessitent plus aucun travail.
Tout d’abord, le critère F5 avec signature peut être utilisé :
Proposition 9.2.24. Soit (u, f) un polynôme homogène étiqueté de degré d. Supposons que
sign(u) = xαei, avec 1 < i ≤ s et xα ∈ Ii−1. Alors,
xα ∈ V ect ({xβfk, |xβfk| = d, et (xβ , k) < (xα, i)}) .
En conséquence, si (u, f) est un polynôme homogène de degré d avec sign(u) = xαei et xα /∈
LM(Ii−1). Alors f peut s’écrire f = xαfi + g, avec
g ∈ V ect ({xβfk, |xβfk| = d, et (xβ , k) < (xα, i)}) .
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Un algorithme F5-Matriciel plus rapide : Nous pouvons maintenant présenter un algorithme
F5-Matriciel tropical avec signatures :
Algorithme 9.2.25 : Algorithme F5-Matriciel tropical avec signatures
entrée : F = (f1, . . . , fs) ∈ A s, homogènes de degrés respectifs d1, . . . , ds, et D ∈ N.
sortie : (g1, . . . , gk) ∈ A k, une D-base de Gröbner tropicale de 〈F 〉, si D est assez grand.
début
G← F ;
pour d ∈ J0, DK faire
M˜d,0 := ∅ ;
pour i ∈ J1, sK faire
Md,i := M˜d,i−1 ;
pour L une ligne de M˜d−1,i faire
pour x ∈ {X1, . . . , Xn} faire
xαek := sign(xL) ;
si k = i, xα n’est pas le terme d’une ligne de ˜Md−di,i−1, et Md,i n’a pas déjà
une ligne de signature xαei alors
Ajouter xL à Md,i. ;
Calculer M˜d,i, le U de la forme LUP tropicale de Md,i ;
/* Md,i est déjà en partie sous forme échelonnée tropicale par les calculs précédents
*/
Ajouter à G les lignes avec un nouveau monôme de tête ;
Retourner G ;
Correction Cet algorithme calcule une D-base de Gröbner tropicale. La première chose à montrer
est que lors de la construction des matrices de Macaulay lors de l’exécution de l’algorithme, les
deux propriétés suivantes sont satisfaites : Im(Md,i) = Ii ∩Ad et pour tout monôme xα de degré
d− di tel que xα /∈ LM(Ii−1), Md,i a une ligne ayant pour signature xαei. Ceci peut se prouver
par récurrence sur d et i.
Maintenant, comme l’algorithme LUP tropical calcule une base échelonnée de Md,i, de même
que lors de l’algorithme F5-Matriciel tropical précédent, l’algorithme F5-Matriciel avec signature
calcule une D-base de Gröbner.
Complexité La diﬀérence principale du point de vue de la complexité entre les Algorithmes 9.2.8
et 9.2.25 est que dans le second cas, le calcul de la forme LUP tropicale de Md,i+1 prend en compte
le fait que le calcul a déjà été fait pour Md,i, i.e. les premières lignes de Md,i+1 sont déjà sous forme
échelonnée avec les bons termes de tête, et aucun nouveau calcul n’est à ajouter. En conséquence,
la complexité du calcul d’une D-base de Gröbner tropicale de (f1, . . . , fs) est la même que lors de







opérations dans K , pour D → +∞.








Un exemple Nous reprenons l’Exemple 9.2.12 en lui appliquant l’algorithme 9.2.25.
Exemple 9.2.26. Nous appliquons l’Algorithme 9.2.25 sur F = (f1, f2, f3) ∈ Q[x, y, z] avec valuation
2-adique, poids w = [0, 0, 0] et l’ordre grevlex pour briser les égalités, et f1 = 2x+z, f2 = x2+y2−2z2
et f3 = 4y2+yz+8z2. Nous prenons D = 3, la borne de Macaulay. Nous partons de G = (f1, f2, f3).
En degré 1, nous obtenons M˜1,1 = M˜1,2 = M˜1,3 qui sont
z y x
f1 2 0 1
.
177
9. Une approche tropicale
En degré 2, M˜2,1 est




. Ensuite, M˜2,2 est






De même : M˜2,3 est






. En degré 3, nous obtenons M˜3,1 qui est
la matrice suivante :








Grâce au critère F5, nous pouvons écarter zf2 et seulement ajouter yf2 et xf2 pour déﬁnir M3,2.
Nous obtenons ainsi M˜3,2 comme ceci :










Enﬁn, à nouveau grâce au critère F5, nous pouvons écarter zf3 et nous obtenons M˜3,3 comme :
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9.3. Un algorithme FGLM tropical
Dans cette Section, nous étudions l’usage d’une base de Gröbner tropicale comme point de départ
pour déﬁnir une forme normale et appliquer les algorithmes FGLM. Nous remarquons que ceux-ci
s’adaptent directement et qu’ainsi, nous pouvons partir d’une base de Gröbner tropicale avec un
poids w = (0, . . . , 0) (dont nous avons vu précédemment que c’était le choix entraînant le moins
de perte de précision par l’algèbre linéaire), pour ensuite calculer une base de Gröbner pour un
ordre monomial classique par un algorithme FGLM. La première étape est de déﬁnir et calculer les
matrices de multiplication.
9.3.1. Calcul des matrices de multiplication
Une première approche
Aﬁn de calculer les matrices de multiplication dans le quotient A /I, nous rappelons les déﬁnitions
suivantes :
Définition 9.3.1. Soit w ∈ Γn et ≤1 un ordre monomial, et soit ≤ l’ordre sur les termes corres-
pondant. Nous notons B≤ = {xα|xα /∈ LM≤(I)} la base, que nous appelons canonique par rapport
à ≤, du K -espace vectoriel A /I. 1 Ses éléments sont ordonnés par degré croissant puis par ordre
croissant pour ≤.
Nous déﬁnissons aussi la forme normale d’un polynôme, ou projeté sur A /I.
Définition 9.3.2. Soit P ∈ A . Nous déﬁnissons NF≤(P ), forme normale de P pour I, comme le
projeté de P dans A /I (ou encore le reste de P mod I) écrit dans la base B≤.
Aﬁn de calculer aisément dans A /I et de calculer aisément les formes normales, nous introduisons
à nouveau les matrices de multiplication par les variables de A . Elles permettront à nouveau de
calculer la projection NF≤(P ) d’un P ∈ A par de simples multiplications matrices-vecteurs et
additions.
Définition 9.3.3 (Matrices de multiplication). Pour i ∈ J1, nK, nous notons Ti, la matrice de
la multiplication par xi dans A /I écrite dans la base B≤. Nous l’appelons i-ème matrice de
multiplication.
La caractérisation donnée pour le bord de I dans [FGLM93] et la Proposition 6.2.33 sont encore
vériﬁées. Néanmoins, ceci n’est pas suﬃsant pour appliquer à nouveau l’Algorithme 6.2.34. En eﬀet,
dans le troisième cas de la boucle pour de cet algorithme (le second sinon), il n’est a priori pas
vrai que pour tous les monômes xβ de NF≤(v) on a déjà calculé Tixβ .
1. Elle est bien sûr génératrice, et libre puisque toute relation donnerait un nouveau terme de tête pour I.
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Matrices de Macaulay étiquetées échelonnées réduites tropicalement
Néanmoins, nous allons pouvoir calculer les matrices de multiplication à partir des matrices de
Macaulay étiquetées échelonnées réduites tropicalement jusqu’au degré D, avec D plus petit degré
d tel que I ∩Ad = Ad.
Définition 9.3.4. Soit (M,mon) une matrice de Macaulay étiquetée. Elle est dite sous forme
échelonnée réduite tropicale si :
— pour chaque ligne, le premier coeﬃcient non nul correspond au monôme de tête du polynôme
correspondant à cette ligne ;
— pour chaque monôme apparaissant comme monôme de tête d’une ligne, il n’y a qu’une seule
ligne ayant un coeﬃcient non-nul pour la colonne correspondant à ce monôme.
Supposons que M ∈Mk,l(K) et soit (M ′,mon) avec M ′ ∈Mk,l(K ). (M ′,mon) est dite être une
forme échelonnée réduite tropicale de (M,mon) si (M ′,mon) est sous forme échelonnée réduite et
il existe P ∈ GLk(K ) tel que M ′ = PM.
L’algorithme suivant calcule une forme échelonnée réduite à partir du U de la forme LUP ou à
partir de la forme échelonnée tropicale d’une matrice de Macaulay étiquetée.
Algorithme 9.3.5 : Calcul d’une forme échelonnée réduite tropicale
entrée : (M,mon) une matrice de Macaulay, résultat du calcul du U d’une forme LUP ou de
la forme échelonnée tropicale d’une matrice de Macaulay étiquetée.
sortie : (M ′,mon), une forme échelonnée réduite tropicale de (M,mon).
début
nrow := le nombre de lignes de M ;
ncol := le nombre de colonnes de M ;
pour j de ncol à 1 faire
si il existe i tel que le premier coeﬃcient non nul de la ligne i est celui de la colonne j
alors
En pivotant avec la ligne i, éliminer tous les coeﬃcients non nuls hors de la ligne i
sur la colonne j ;
Proposition 9.3.6. Soit (M,mon) une matrice de Macaulay, résultat du calcul du U d’une forme
LUP ou de la forme échelonnée tropicale d’une matrice de Macaulay étiquetée. Alors l’Algorithme
9.3.5 calcule une forme échelonnée réduite tropicale de (M,mon). La complexité est en r × n2col
opérations arithmétiques dans K , avec r le rang de M et ncol son nombre de colonnes.
Si les coeﬃcients de M sont connus à précision ﬁnie, alors la perte de précision est la valuation
du produit des pivots.
Démonstration. Le résultat est clair, vu par exemple la démonstration du Théorème 1.2.6.
Exemple 9.3.7. Nous reprenons les matrices apparaissant dans l’exemple 9.2.12 avec le cadre de la
précision ﬁnie de l’exemple 9.2.17. En particulier, nous avons M˜2,3 qui est :
x2 xz yz z2 xy y2
zf1 1017 4 +O(210)
yf1 1 2 +O(210)
xf1 1 4 1022 +O(210)
f2 1 1022 1 +O(210)
f3 1022 740 +O(210)
.
Alors, après application de l’Algorithme 9.3.5, nous obtenons la matrice de Macaulay réduite
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suivante :
x2 xz yz z2 xy y2
zf1 1017 4 +O(210)
yf1 1 740 +O(210)
xf1 1 878 +O(210)
f2 1 585 +O(210)
f3 1022 740 +O(210)
.
Calcul des matrices de multiplication par les matrices de Macaulay
Maintenant, étant données les matrices de Macaulay échelonnées réduites tropicalement pour
un système de polynômes donné engendrant un idéal de dimension zéro, nous avons l’algorithme
suivant pour calculer les matrices de multiplication :
Algorithme 9.3.8 : Calcul des matrices de multiplication dans le cas tropical
entrée : F = (f1, . . . , fs) engendrant un idéal I ⊂ A de dimension zéro et de degré δ pour un
ordre sur les termes ≤. G une base de Gröbner tropicale de I. B≤ = (ǫ1, ǫ2 ≤ . . . , ǫδ)
la base canonique de A /I pour ≤ . Les matrices de Macaulay étiquetées échelonnées
réduites (tropicalement) M˜acd(F ) pour d de 1 jusqu’à D avec D tel que I ∩AD = AD.
sortie : Les matrices de multiplication Ti pour I et ≤.
début
pour i ∈ J1, nK faire
Ti := 0δ×δ ;
L := [xiǫk|i ∈ J1, nK et ǫk ∈ B≤], triée par degré puis par ordre croissant, sans répétition ;
pour d de 1 à D − 1 faire
Soit mond la liste des monômes correspondant aux colonnes de M˜acd(F ) ;
pour u ∈ mond en partant du monôme correspondant à la dernière colonne de M˜acd(F )
faire
si u ∈ E≤(I) alors
Ti[u, u/xi] := 1 pour tout i tel que xi|u et xα ∈ E≤(I) ∩Ad ;
sinon si u ∈ L alors




α, avec les xα qui sont dans E≤(I) ∩Ad ;
Ti[xα, u/xi] := cαc pour tout i tel que xi|u et xα ∈ E≤(I) ∩Ad ;
pour u ∈ L ∩AD faire
Ti[·, u/xi] := 0 pour tout i tel que xi|u ;
Retourner T1, . . . , Tn ;
Proposition 9.3.9. Soit F = (f1, . . . , fs) engendrant un idéal I ⊂ A de dimension zéro et de
degré δ et ≤ un ordre sur les termes. Soit G une base de Gröbner tropicale de I, et nous supposons
données les matrices de Macaulay étiquetées échelonnées réduites (tropicalement) M˜acd(F ) pour
d de 1 jusqu’à D avec D tel que I ∩AD = AD. Alors, l’Algorithme 9.3.8 calcule les matrices de
multiplication de A /I pour ≤. Ceci est fait sans opération arithmétique.
Démonstration. Pour les éléments de L ∩ A<D, tout est clair avec la déﬁnition de matrices de
Macaulay étiquetées échelonnées réduites (tropicalement), déﬁnition 9.3.4. Pour les éléments de
L ∩A≥D, comme I ∩A≥D = A≥D, leur forme normale est nulle, d’où le résultat.
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9.3.2. Application aux algorithmes FGLM
Une présentation d’un algorithme FGLM tropical
À partir du calcul des matrices de multiplication, nous pouvons travailler dans le quotient avec
l’Algorithme 6.2.30, et alors, toutes les variantes de l’algorithme FGLM sont disponibles directement.
Nous présentons une manière de procéder avec l’algorithme suivant :
Algorithme 9.3.10 : Algorithmes FGLM tropicaux
entrée : F = (f1, . . . , fs) engendrant un idéal I ⊂ A de dimension zéro et de degré δ pour un
ordre sur les termes ≤. D une majoration du degré de régularité de I. ≤2 un ordre
monomial.
sortie : Une base de Gröbner G pour ≤2 de l’idéal I.
début
Appliquer l’Algorithme F5-Matriciel tropical avec signature (9.2.25) pour F , ≤ et D ;
Calculer avec l’Algorithme 9.3.5 des formes échelonnées réduites tropicales des matrices de
Macaulay considérées lors de l’étape précédente ;
À partir de ces matrices de Macaulay sous forme échelonnée réduite tropicale, calculer
T1, . . . , Tn les matrices de multiplication de A /I pour ≤ avec l’Algorithme 9.3.8 ;
si ≤2 est un ordre lex et que I est en position générale alors
Appliquer l’Algorithme 6.2.48 avec les matrices de multiplication T1, . . . , Tn pour
obtenir G base de Gröbner de I pour ≤2 ;
sinon
Appliquer l’Algorithme 6.2.38 avec les matrices de multiplication T1, . . . , Tn pour
obtenir G base de Gröbner de I pour ≤2 ;
Le comportement de cet algorithme est alors donné par la proposition suivante :
Proposition 9.3.11. Soit F = (f1, . . . , fs) engendrant un idéal I ⊂ A de dimension zéro et de
degré δ pour un ordre sur les termes ≤ et ≤2 un ordre monomial. Alors l’Algorithme 9.3.10 calcule









pour l’algorithme F5-Matriciel avec signature plus le calcul de la forme







dans le cas d’une suite régulière, ;
— O(1) pour le calcul des matrices de multiplication ;
— O(nδ3) pour l’algorithme FGLM, ou O(δ3 + nδ2) dans le cas d’un idéal en position générale.
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Étude à précision ﬁnie
Le cadre précédent s’adapte très bien à la précision ﬁnie en remplaçant les algorithmes utilisés
par leur version stabilisée. Nous présentons avec l’algorithme suivant une manière de procéder :
Algorithme 9.3.12 : Algorithmes FGLM tropicaux numériques
entrée : F = (f1, . . . , fs) engendrant un idéal I ⊂ A de dimension zéro et de degré δ pour un
ordre sur les termes ≤. D une majoration du degré de régularité de I. ≤2 un ordre
monomial.
sortie : Une base de Gröbner G pour ≤2 de l’idéal I.
début
Appliquer l’Algorithme F5-Matriciel tropical (9.2.8) pour F , ≤ et D ;
Calculer avec l’Algorithme 9.3.5 des formes échelonnées réduites tropicales des matrices de
Macaulay considérées lors de l’étape précédente ;
À partir de ces matrices de Macaulay sous forme échelonnée réduite tropicale, calculer
T1, . . . , Tn les matrices de multiplication de A/I pour ≤ avec l’Algorithme 9.3.8 ;
si ≤2 est un ordre lex et que I est en position générale alors
Appliquer l’Algorithme 8.2.1 avec les matrices de multiplication T1, . . . , Tn pour obtenir
G base de Gröbner de I pour ≤2 ;
sinon
Appliquer l’Algorithme 8.1.1 avec les matrices de multiplication T1, . . . , Tn pour obtenir
G base de Gröbner de I pour ≤2 ;
La déﬁnition de conditionnement pour le changement d’ordre vu en Déﬁnition 8.1.4 s’étend très
naturellement au cas tropical. Nous avons alors le résultat suivant :
Proposition 9.3.13. Soit F = (f1, . . . , fn) une suite régulière engendrant un idéal I ⊂ A de
dimension zéro et de degré δ pour un ordre sur les termes ≤ et ≤2 un ordre monomial. Alors, si
la précision sur les coeﬃcients des polynômes de F est suﬃsante, l’Algorithme 9.3.12 calcule une









pour l’algorithme F5-Matriciel tropical plus le calcul de la forme échelonnée
réduite tropicale ;
— O(1) pour le calcul des matrices de multiplication ;
— O(nδ3) pour l’algorithme FGLM, ou O(δ3 + nδ2) dans le cas d’un idéal en position générale.
Proposition 9.3.14. Dans le cadre de la proposition précédente, une précision suﬃsante est donnée
par :
precMF5trop(F,D,≤) + lossMF5trop(F,D,≤) + cond+≤,≤2 .
La perte de précision est alors majorée par :
2× lossMF5trop(F,D,≤) + 2cond≤,≤2 .
Démonstration. L’étude de la précision est donnée ainsi :
— besoin de precMF5trop(F,D,≤) pour exécuter l’algorithme F5-Matriciel tropicale, et perte de
lossMF5trop(F,D,≤) lors de son exécution ;
— perte de lossMF5trop(F,D,≤) pour le calcul des formes échelonnées réduites tropicales des
matrices de Macaulay ;
— perte de 2condw+≤,≤2 pour l’application de l’algorithme FGLM stabilisé. Nous nous restrei-
gnons à utiliser cond+≤,≤2 car les éventuels gains de précision ne peuvent compenser une trop
faible précision en entrée de la partie FGLM de cet algorithme.
Un exemple
Exemple 9.3.15. Nous appliquons l’Algorithme FGLM tropical 9.3.12 sur la famille de polynôme de
l’exemple 7.2.15.
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Celle-ci est donné par F = (f1, f2, f3) ∈ Q2[x, y, z] avec les fi connus à précision O(210) :
f1 = (2 + O(210))x + (1 + O(210))z, f2 = (1 + O(210))x2 + (1 + O(210))y2 − (2 + O(210))z2 et
f3 = (4 +O(210))y2 + (1 +O(210))yz + (8 +O(210))z2. Nous prenons D = 3, la borne de Macaulay.
Nous calculons d’abord une base de Gröbner tropicale réduite pour w = (0, 0, 0) et grevlex avec
l’Algorithme 9.2.8, et obtenons notamment comme premier escalier [1, x, y, y2]. Nous appliquons
maintenant l’Algorithme FGLM tropical numérique 9.3.12 à partir des matrices de Macaulay
réduites obtenues pour en déduire une base de Gröbner pour l’ordre lexicographique avec z > y > x.
Nous obtenons la matrice suivante comme forme normale de Smith de la matrice de changement de
base : 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Le nouvel escalier est [1, x, x2, y]. Nous obtenons alors comme base de Gröbner (rendue minimale)
en sortie : (
x3, xy + (482 +O(29))x2, y2 + (1017 +O(210))x2, z + (2 +O(210))x, x2z
)
. 2
Remarquons que par rapport au calcul mené lors de l’exemple 8.1.13, nous obtenons deux chiﬀres
(en base 2) de plus sur le coeﬃcient en x2 du troisième polynôme.
9.4. Méthode tropicale pour des calculs de bases de Gröbner
classiques
Grâce aux résultats précédents, nous pouvons conclure quant au calcul de bases de Gröbner en
dimension zéro avec le résultat suivant :
Théorème 9.4.1. Soit F = (f1, . . . , fn) des polynômes de A = Qp[X1, . . . , Xn] tels que leurs
composantes homogènes de plus haut degré Fh = (fh1 , . . . , f
h
n ) forme une suite régulière de polynômes




. Soit δ le degré de l’idéal engendré par F . Soit
≤ un ordre monomial sur A. Supposons que ≤ ne raﬃne pas le degré. Alors si la précision sur les
coeﬃcients des fi est assez grande, il est possible de calculer une base de Gröbner de F en suivant
la méthode suivante.




pour l’ordre tropical donné par w = (0, . . . , 0) et
grevlex grâce à un algorithme F5-Matriciel tropical. Obtenir l’écriture des éléments de Ghtrop
en fonction de ceux de Fh. ;




grâce à Ghtrop et un algorithme FGLM ;
3. Grâce à l’écriture des éléments de Gh0 en fonction de ceux de F
h 3, en déduire une base de
Gröbner G0 de 〈F 〉 pour grevlex ;
4. Grâce à l’algorithme FGLM, en déduire une base de Gröbner de 〈F 〉 pour ≤ .
Lorsque ≤ raﬃne le degré, il est possible de remplacer grevlex par ≤ et de s’arrêter à l’étape 3.
Ceci correspond au schéma suivant :




≃ SNF SNF éch. réduit en lignes SNF









2. Nous avons utilisé l’écriture en base 10 plutôt qu’en base 2 par concision.
3. Ceci peut s’obtenir grâce aux polynômes Ghtrop et leur écriture en fonction de F
h.
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opérations dans K à la précision initiale (en négligeant les éventuels gains de précision). La précision
nécessaire est majorée par
precMF5trop(Fh, D,≤) + lossMF5trop(Fh, D,≤) + 2cond+w+grevlex,grevlex(Ih)
+cond(G0, grevlex) + cond+grevlex,≤(I).
La perte de précision est alors majorée par :
2lossMF5trop(Fh, D,≤) + 2cond+w+grevlex,grevlex(Ih) + cond(G0, grevlex) + 2cond+grevlex,≤(I).
Démonstration. Avec ce qui précède, tout est clair hormis l’étape 3 du théorème et l’estimation du
temps de calcul. Autrement dit, il reste à expliquer comment écrire les éléments de Gh0 en fonction
de ceux de Fh et quel est le sur-coût de ce calcul par rapport à un algorithme F5-Matriciel classique.
L’idée est la suivante : lors du calcul de Ghtrop, on utilise des matrices de Macaulay tropicales avec
étiquettes. Autrement dit, à chaque ligne d’une matrice de Macaulay est attachée une étiquette,
l’écriture du polynôme correspondant à cette ligne en fonction de F . Lorsqu’on construit la matrice,
il suﬃt d’attacher à la ligne xαfi le n-uplet (0, . . . , 0, xα, 0, . . . , 0) (xα en i-ème position). Ensuite,
on répercute les opérations eﬀectuées sur les lignes sur leurs étiquettes.
En sortie de l’algorithme F5-Matriciel tropical, on obtient bien ainsi l’écriture de Ghtrop en fonction
de Fh. Notons Macred les matrices de Macaulay échelonnées réduites tropicales, avec étiquettes,
utilisées lors du calcul.
Maintenant, une fois calculée Gh0 base de Gröbner de I
h pour grevlex grâce à l’Algorithme FGLM
stabilisé, nous écrivons les éléments de Gh0 en fonction de F
h. Pour cela, il suﬃt de réduire les
éléments de Gh0 par les matrices de Macaulay réduites Macred. Une réduction à la manière d’un
échelonnement en ligne suﬃt. Il n’y a pas de problème de test à zéro : si gh ∈ Gh0 , une fois éliminé
les monômes de gh qui sont monôme de tête d’une ligne de la matrice de Macaulay réduite du même
degré Macred|g|, le fait que gh ∈ Ih et que l’on connaisse tous les monômes pouvant apparaitre
comme monôme de tête de Ih ∩ A|gh| implique que le reste est nul. En répercutant la réduction





En conséquence nous pouvons écrire g =
∑n
i=1 agh,ifi ∈ I. Ceci nous permet de déﬁnir G0 qui
a les mêmes termes de tête que Gh0 . Grâce au Théorème 7.6.1, LMgrevlex(I) = LMgrevlex(I
h), et
donc G0 est bien une base de Gröbner de I pour grevlex.
Concernant le temps de calcul, il suﬃt d’estimer le coût du travail avec des étiquettes lors du
calcul de Ghtrop. Ce coût peut être majoré par celui qui consisterait à travailler avec des matrices de
Macaulay ayant (s+ 1) fois plus de colonnes. Ceci explique le facteur supplémentaire s par rapport
à l’estimation de complexité en Sous-Sous-Section 9.2.1.
Ce résultat montre en particulier la continuité (et même la diﬀérentiabilité) du calcul de bases de
Gröbner en dimension zéro au voisinage de polynômes dont les composantes homogènes de plus
haut degré forment une suite régulière, condition qui déﬁnit un ouvert de Zariski non vide.
Exemple 9.4.3. Nous appliquons la méthode précédente sur une famille de polynôme dont les
composantes homogènes de plus haut degré sont celles de l’exemple 7.2.15.
Notre famille est donnée par F = (f1, f2, f3) ∈ Q2[x, y, z] avec les fi connus à précision O(210) :
f1 = (2+O(210))x+(1+O(210))z+1, f2 = (1+O(210))x2+(1+O(210))y2− (2+O(210))z2+x+z
et f3 = (4 +O(210))y2 + (1 +O(210))yz + (8 +O(210))z2 + y − z + 2. Nous souhaitons calculer une
base de Gröbner de 〈f1, f2, f3〉 pour l’ordre lexicographique z > y > x. 4
Nous prenons D = 3, la borne de Macaulay. Nous calculons d’abord une base de Gröbner tropicale
réduite pour w = (0, 0, 0) et grevlex avec l’Algorithme 9.2.8 sur les composantes homogènes de
plus haut degré, Fh et obtenons notamment comme premier escalier [1, x, y, y2]. Nous n’avons pas
constaté de perte de précision sur cette étape.
Nous appliquons ensuite l’Algorithme FGLM tropical numérique 9.3.12 à partir des matrices
de Macaulay réduites obtenues pour en déduire une base de Gröbner pour l’ordre grevlex avec
4. Nous n’avons pas pris x > y > z pour avoir des calculs plus intéressants dans FGLM.
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x > y > z. Nous obtenons la matrice suivante comme forme normale de Smith de la matrice de
changement de base : 
1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 4
 .
Le nouvel escalier est [1, z, y, z2]. Nous obtenons alors comme base de Gröbner (rendue minimale)
en sortie pour Fh :
x+ (2−1 +O(28))z,









Nous en déduisons alors la base de Gröbner réduite pour 〈F 〉 pour grevlex :
x+ (2−1 +O(28))z + 2−1 +O(28),
yz + (15 +O(28))z2 + y + (251 +O(28))z + 3 +O(28),
y2 + ( 5054 +O(2
7))z2 + z + 5114 +O(2
7),
z3 + (117 +O(29))z2 + (884 +O(210))y + 19z + 123 +O(29).
Enﬁn, nous appliquons l’Algorithme 8.1.1 pour en déduire une base de Gröbner de 〈F 〉 pour lex






Le résultat ﬁnal est :
x4 + x3 + ( 4374 +O(2
7))x2 + (52 +O(26))x+ 352 +O(2
5),
y + (125 +O(28))x3 + (125 +O(28))x2 + (381/4 +O(27))x,
z + (2 +O(210))x+ 1 +O(29).
9.5. Implémentation
Une implémentation jouet en Sage [S+11] des algorithmes précédents est disponible sur http:
//perso.univ-rennes1.fr/tristan.vaccon/fglm.sage. Comme le but de cette implémentation
est l’étude de la précision, elle n’est pas nécessairement optimisée pour ce qui est du temps de
calcul. Pour les lignes renseignant non dans la colonne aﬃne, nous avons appliqué l’algorithme
F5-Matriciel tropical à des polynômes homogènes de degrés donnés pour w = (0, . . . , 0) et grevlex
pour briser les égalités. Nous avons ensuite appliqué un algorithme FGLM pour en déduire une base
de Gröbner pour l’ordre lexicographique. Nous avons pris ces polynômes homogènes en tirant des
coeﬃcients aléatoirement dans Zp (pour la mesure de Haar) : nous obtenons f1, . . . , fs, de degrés
d1, . . . , ds dans Zp[X1, . . . , Xs], connus à précision O(pprec). Nous posons D la borne de Macaulay.
Cette expérience est réalisé nbtest fois pour chaque choix de paramètres et sont notés la perte de
précision maximale (hors échec), moyenne (hors échec), et le nombre d’échecs. Ce dernier apparait
comme un couple où la première composante est le nombre d’échecs pour la partie F5-Matriciel
tropical et la seconde composante pour la partie FGLM.
Pour les autres lignes, nous avons fait les expériences avec les même paramètres pour des
polynômes non-supposés homogènes avec bornes d1, . . . , ds sur les degrés. Pour ceux-ci, nous avons
appliqué un algorithme F5-Matriciel Tropical sur leur partie homogène (w = (0, . . . , 0) et grevlex
pour briser les égalités), puis un algorithme FGLM vers grevlex sur le résultat pour en déduire une
base de Gröbner pour grevlex de l’idéal engendré par les polynômes initiaux. Enﬁn, nous appliquons
un dernier algorithme FGLM pour obtenir cette fois une base pour l’ordre lexicographique. Le
nombre d’échecs est cette fois-ci représenté par un triplet, où chaque composante représente le
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nombre d’échec à l’une des trois étapes du calcul. Les résultats sont consignés dans les tableaux
suivant :
d = nbtest aﬃne D p prec perte maximale perte moyenne échecs
[2,3,3] 50 non 6 2 50 13 1 (0,0)
[2,3,3] 50 non 6 7 50 4 0,2 (0,0)
[2,3,3] 50 oui 6 2 100 142 71 (0,0,0)
[2,3,3] 20 oui 6 7 100 85 17 (0,0,0)
[3,3,3] 20 non 7 2 50 17 1 (0,0)
[3,3,3] 20 non 7 7 50 4 0,2 (0,0)
[3,3,3] 20 oui 7 2 100 115 51 (0,0,1)
[3,3,3] 20 oui 7 7 100 49 20 (0,0,1)
[3,3,4] 20 non 8 2 50 15 2 (0,0)
[3,3,4] 20 non 8 7 50 4 0,3 (0,0)
[3,3,4] 20 oui 8 2 100 156 60 (0,0,0)
[3,3,4] 20 oui 8 7 100 98 30 (0,0,0)
d = nbtest aﬃne D p prec perte maximale perte moyenne échecs
[2,2,2] 50 non 6 2 50 21 1 (0,0)
[2,2,2] 50 non 6 7 50 6 0,2 (0,0)
[2,2,2] 50 non 6 65519 50 0 0 (0,0)
[2,2,2] 50 oui 6 2 100 62 14 (0,0,0)
[2,2,2] 20 oui 6 7 100 24 2,7 (0,0,0)
[2,2,2] 20 oui 6 65519 100 0 0 (0,0,0)
[3,3,3] 20 non 7 2 50 18 2 (0,0)
[3,3,3] 20 non 7 7 50 2 0,2 (0,0)
[3,3,3] 20 non 7 65519 50 0 0 (0,0)
[3,3,3] 20 oui 7 2 100 101 55 (0,0,3)
[3,3,3] 20 oui 7 7 100 89 16 (0,0,0)
[3,3,3] 20 oui 7 65519 100 0 0 (0,0,0)
[4,4,4] 20 non 8 2 50 22 2,2 (0,0)
[4,4,4] 20 non 8 7 50 4 0,2 (0,0)
[4,4,4] 20 non 8 65519 50 0 0 (0,0)
[4,4,4] 20 oui 8 2 100 100 76 (0,0,9)
[4,4,4] 20 oui 8 7 100 99 43 (0,0,0)
[4,4,4] 20 oui 8 65519 100 0 0 (0,0,0)
Nous pouvons remarquer que ces résultats suggèrent, là encore, une diﬀérence d’ordre de grandeur
sur la perte de précision entre le cas homogène et le cas aﬃne.
Nous remarquons aussi que passer par un ordre tropical permet, à précision donnée, plus de
calculs de bases de Gröbner menés à terme que de passer directement par grevlex et lex, dans le cas
homogène comme dans le cas aﬃne.
Enﬁn, il est clair la perte de précision décroit avec le choix de p : sur des petites instances comme
ici, p = 65519 rend les pertes de précision très peu probables.
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Perspectives et questions ouvertes
“Why do you build, knowing
destruction is inevitable ? Why do
you yearn to live, knowing all things
must die ?”
Kefka Final Fantasy VI
"So much universe, so little time"
Terry Pratchett, The Last Hero
Dans le prolongement des travaux de cette thèse, diverses directions et questions apparaissent
naturellement :
1. Le Chapitre 3 peut se poursuivre avec une étude plus approfondie de la précision diﬀérentielle
pour des opérations sur les polynômes. De même, de nombreux problèmes en algèbre linéaire
restent à traiter, comme par exemple la recherche de valeurs propres.
2. Un projet intéressant serait de combiner l’usage des réseaux comme modèle de précision, notre
lemme principal 2.2.4 et la diﬀérentiation automatique. Ceci permettrait d’avoir, même dans
un contexte où l’on ne comprend pas bien le calcul que l’on souhaite faire, une idée de la
diﬀérentielle et ainsi, du comportement de la précision.
3. Notre étude des équations diﬀérentielles dans le Chapitre 5 ne permet pas de traiter l’équation
y
′2 = g(x)h(y) dans le cas p = 2. Numériquement, il semble cependant que pour de telles
équations diﬀérentielles issues du calcul d’isogénies normalisées entre courbes elliptiques, le
comportement pour p = 2 de la précision est le même que dans le cas général. Ceci n’est pas
directement apparent sur la diﬀérentielle calculée. Ainsi, comprendre ce comportement reste
un problème, à notre connaissance, ouvert.
4. Nous n’avons pas pu utiliser toute la puissance des variantes de l’algorithme FGLM développées
dans [FM11,FM13,Mou13,FGHR13,FGHR14,Huo13] pour le cas de la précision ﬁnie lors de
notre étude au Chapitre 8. Il serait intéressant de voir lesquelles peuvent être adaptées, et
pour quel eﬀet sur la précision et la complexité.
5. Comparer les bases de Gröbner tropicales étudiées au Chapitre 9 et les bases de bord semble
naturel. Étudier le comportement de la précision lors du calcul d’une base de bord dans un
contexte p-adique, et comparer la perte de précision avec celle du calcul d’une base de Gröbner
(éventuellement tropicale) apporterait certainement quelque chose à ces deux théories.
6. De la même manière, il serait certainement intéressant de comparer plus précisément la
méthode TSV (voir [FL11a]) avec les méthodes tropicales.
7. Une extension naturelle à l’étude de l’algorithme F5-Matriciel dans le cas tropical eﬀectuée au
Chapitre 9 serait d’adapter l’algorithme F5. Ceci permettrait certainement une implémentation
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"If you have enough book space, I
don’t want to talk to you"
Terry Pratchett, unsourced
"Everything not saved will be lost."
Nintendo “Quit Screen” message,
cited in The End Games, by
T.Michael Martin
"Thank you for playing"
Nintendo
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