ABSTRACT. Dealing with large volumes of data, OLAP data cubes aggregated values are often spoiled by errors due to missing values in detailed data
Introduction
Like many other large companies, Electricité de France develops a strong need for the use of OLAP (On-Line Analytical Processing) systems. The multidimensional model of data is easily understandable by decision-makers who can become direct end-users of the corresponding new commercial software. The fact that decision-makers are now end-users of such systems has interesting benefits:
(1) decision-makers can directly interact with data instead of relying on intermediate analysts, (2) the development cost of computer-based decision systems decreases since end-users build interactively the reports they desire. But there is a major drawback: decision-makers are not aware of the impact of data quality as analysts are, so wrong decisions can be made in this case. The goal of this paper is to propose an approach for providing right answers from multidimensional databases, even in presence of poor quality data, i.e. when some data are missing. We do not consider here poor quality caused by erroneous data, i.e. when some values exist but are not the right ones.
In multidimensional databases, the basic data structure is a data cube which contains a set of numerical values observed in a multidimensional space of dimensions. In practice, a data cube is built from a single large table which contains the most detailed data along with the way data can be aggregated. More precisely, we assume that the structure of this underlying large detailed table is the following:
Where D 1 , D 2 , …, D p are called dimension attributes and will form the dimensions of the data cube, M 1 , M 2 , …, M q are called measure attributes and will form the measures, and W is the weight of each tuple (usually 1) which will be used for building the counting measure. Tuples of this detailed table are called individuals.
As an example within our company, we consider the following detailed In particular, we do not consider errors corresponding to the following problems: (a) present but false values in dimension attributes, (b) missing or false values in measure attributes.
When errors corresponding to cases 1 and 2 occur, querying the data cube may become dangerous or inadequate.
In case 1 where some individuals are missing, querying the cube may lead to bad decisions. For instance, if the user draws a bar chart representing percentages of customers for each type of heating, these percentages reflect the repartition of observed individuals, but not the whole population of customers one. The real and observed percentages may be quite different since observed individuals may constitute a biased sample of the population.
In case 2 where some dimension values are missing, the standard way of dealing with this problem is to introduce a special value in dimension attributes, representing that the dimension value is missing. In this case, if the user asks for a bar chart representing the percentages of customers for each type of heating, one special bar shows the percentage of customers whose type of heating is unknown. The need of the end-user is then to be able to have an idea of the percentages within the whole population, i.e. removing the 'missing value bar' and distributing it correctly among the different types of heating.
The solution we propose for both cases 1 and 2 is to integrate standard survey analysis calibration techniques into multidimensional databases. This is done by introducing weights associated with each individual. The weights are computed using external metadata in case 1, but can be computed directly from the detailed table in case 2. Furthermore, we show that introduction of weights preserves the additive property of measures which is necessary within the multidimensional database context.
In Section 2, we describe related work in the field of databases. In Section 3, we recall the principles of the calibration method we have selected for solving this problem.
Section 4 is devoted to the presentation of the solution we propose for case 1, i.e. when some individuals are missing in the detailed table. This is the simplest case.
In Section 5, we study how solutions can be given when some dimension attributes show missing values (case 2). The solution in this case is more complex, since in theory almost every query on the data cube would need the computation and storage of a different weighting system. We split queries into two classes: legal queries for which a calibration is statistically significant, and illegal queries for which calibration is not statistically significant. In this latter case, we say that no robust calibrated answer can be given. Then, among legal queries, we show that some weighting systems can be derived from some others: it is possible to define a small number of weighting systems which are stored in the data cube and which can be used to provide answers for all legal queries. This small set of weighting systems is determined by an original algorithm (called the ROWN method) which is an adaptation of Agrawal's Apriori algorithm for retrieving frequent item sets in a large database (see Agrawal & Srikant (1994) ).
Section 6 briefly describes how this approach has been implemented for internal needs in our company: a prototype software has been developed using the ORACLE EXPRESS software.
Finally, we conclude this work and suggest several directions of further work.
Related work
First, our work is clearly situated within the scope of multidimensional databases (also called OLAP systems), as defined in the following references: Codd (1993) , Chaudhuri and Dayal (1997) , and Vassiliadis (1999) .
Multidimensional databases users are decision-makers: they need accurate results with good response time, even if the volume of data is very high. Much work has been done recently to speed up queries in this context. The first way of improving response time is to do consolidation, i.e. to pre-compute some aggregates which are stored as redundant information. This approach is already available in commercial systems. Another way is to perform sampling and to answer aggregate queries using the sample in place of the whole database (see Gibbons and Matias (1998) , Chaudhuri et al. (1999) , Manku et al. (1999) , Chaudhuri et al. (2001) ). In this case, query answers are approximative in the sense they give an estimation of the result instead of the exact result. The precision is shown to be largely enough in practice. This work relies on some older work, for instance from Olken (1993) , who studied how large databases can be sampled efficiently.
The approach we propose also takes advantage of sampling theory, but in a quite different context. In our case, we assume that only a sample of the data is available in the database, unlike previously cited work where a sample is built from the database especially to speed up queries. We try to give accurate answers with available (already sampled) data, without being able to design the way data are sampled.
Our study is also related to work which has been done in the field of databases about uncertainty in data. In Dyreson (1997) , a comprehensive bibliography is proposed, including different aspects, from the use of null values in relational databases to models based on fuzzy sets or possibility theory. Most of this work has been done within the framework of relational databases, but in Dyreson (1996) and Pedersen et al. (1999) approaches have been specially designed for multidimensional databases. In Dyreson (1996) , a framework is proposed to deal with missing data in a data cube. The solution is to identify when a query cannot be computed and propose alternative queries, not showing missing data, that can be of interest to the user. Our approach differs from this work, in the sense we give an estimation of the result of the query, using a calibration of available data. In Pedersen et al. (1999) , the goal is different since the assumption is that the data is uncertain in its nature. In our case, data does not show uncertainty but part of the data is missing.
Our work can also be related to the field of data cleaning (see for instance Galhardas et al. (2001) ). This field is very active these days in the context of data warehouses, because companies have to face data quality problems when building their data warehouses. In this field, the aim is to detect and repair errors in databases. Our work differs from this approach since we try to give answers to queries based on missing data without repairing the database.
Finally, our work is related to the field of random sampling and survey design in statistics (see for instance Cochran (1977) , Deville (2000) ). We borrow from these fields standard techniques and apply them to the context of multidimensional databases. Main results of sampling and calibration theory we use in this study are developed in the next section. To our knowledge, missing values calibration within multidimensionnal databases has not been adressed by databases community.
Calibration theory
Sampling techniques have been developed for designing surveys (see Cochran (1977) ). The basic idea is that it is possible to infere information about a whole population from a sample of it (the survey), provided that some assumptions hold. Different types of samples can be defined. The standard ones are the simple random sampling and the stratified random sampling. The simple random sampling designs survey data to be a random sample from the whole population. In stratified random sampling, the population is first divided into nonoverlapping subpopulations, forming together the whole population. The subpopulations are called strata. Then, a simple random sampling is performed separately within each stratum. Stratification is necessary for instance if more detail is wanted within specific subpopulations or if the administration of the survey is easier when performed within each stratum. When a stratified random sampling is performed, inference from survey data to the whole population has to be done by taking into account the fact that proportions of individuals of every stratum may differ in the survey and in the whole population. In this case, a weight is associated with each individual, and used to compute the value of any measure on the whole population from the value of the measure within all strata in the survey.
More precisely, let us consider M a measure (numerical value) associated with each individual of the population. Let us define the stratum indices from 1 to H, where H is the total number of strata. For stratum h, we note n h the number of individuals in stratum h in the survey, and N h the number of individuals in stratum h in the whole population. We note n the size of the survey and N the size of the whole population.
Then, the mean of measure M is estimated for the whole population using the following formula:
where h M is the mean of M observed in the survey within stratum h.
This formula can also be written as follows:
where ih M is the value of M for element i of stratum h in the survey.
Thus, we can consider that each survey individual is associated with a weight equal to h h n N , which depends only on the stratum it belongs to. Using this weight, we can compute from survey data an estimation of the mean (resp. the sum if not divided by N ) of any measure M for the whole population. We do not discuss here in detail the precision of this estimation: it is usually admitted that every stratum should be reasonably large in the survey, say more than 20.
These weights can also be used for estimating the number of individuals of any particular subset of the whole population: to do so, individuals from the survey belonging to this subset are selected and their weights are summed up to give the counting estimation.
In survey analysis, the standard use of this formula is to derive information on the whole population from a survey, when a stratified random sampling has been designed. Another use of this formula, called 'poststratification', is the following. Let us assume a sample has been collected from the population but is biased because it has not been drawn completely randomly or shows missing data (see Deville (2000) ). The (post)stratification is defined to calibrate collected data using weights. Strata have to be chosen carefully to reflect the main characteristics of the population. For instance in official statistics, such stratifications are often based on cross-products of age, sex, and educational levels (commonly called auxiliary attributes).
Dealing with missing individuals
In this section, we deal with case 1 where some individuals are missing in the detailed table which is used for building the data cube. Querying the cube returns values describing the set of individuals which are present in the detailed table. This may be enough for many applications.
We propose here to consider that individuals which are present in the detailed table form a sample of the whole population. We introduce a new querying approach for the data cube, which consists in providing answers to queries as if they were submitted to the whole population. Calibration is used to weight present individuals so that queries give an estimation of counting or measure sums/means on the whole population.
As seen in the previous section, doing this requires the definition of a stratification and the knowledge of associated values n h and N h for all strata h. In the case of missing individuals, there is no other way than considering that this information is available as metadata. So, we assume these metadata are available, for instance from official statistics, or from some other aggregated databases in the company.
Recalling the example presented in the introduction, we define a stratification based on general customer characteristics regarding to their relationship with the company. This stratification is based on a cross-product between tariff, power level, and a rural/urban indicator. Each stratum represents a subset of customers having the same tariff, the same power level, and living in a place of the same type (rural/urban). So the necessary metadata are the knowledge of the size of each stratum both within the database and within the whole population of customers. The stratum sizes (n h ) in the database can be computed directly from the database, while the sizes (N h ) for the whole population need to be extracted from another source of information, for instance from an aggregated national database if the data cube is constructed on a local database.
The attributes used to define the stratification may be present in the detailed table (and then form some dimensions of the data cube), but this is not necessary. Weights are calculated from metadata and each individual is associated in the detailed table with the weight of its stratum (all individuals of the same stratum have the same weight).
Then, for each query addressed to the datacube, we distinguish two cases:
− The query asks for countings (or proportions).
− The query asks for an aggregation on a measure M.
In the case of counting, we need to add the weight column as an additional measure in the data cube. Then, for each query, countings are computed as the sum of weights instead of the total number of individuals. Sum of weights is an additive measure which allows consolidation 1 to be done.
In the case of measures, the creation of the following data cube measures is necessary:
− W which corresponds to the weights, aggregated by the sum operator, Let us now consider the following query to the datacube: number of customers living in a house and using tariff1. The answer to this query is obtained by summing up the WEIGHT column for individuals with CONTRACT='Tariff1' and DWELLING='House'. Of course, the sum will not be in general an integer: it is necessary to round it to the next integer as it is an estimation of the number of individuals in the whole population. Note a better answer would be to give a confidence interval of integers, but this approach is not developed in this paper.
Let us consider the following query: sum of sales with tariff 1. The answer to this query is obtained by summing up the W.SALES column on individuals having CONTRACT='tariff1'. If average sales are asked instead of the sum, it is necessary to divide the calculated sum of sales by the sum of weights, i.e. the sum of the WEIGHT column.
As we can see, columns WEIGHT and W.SALES are both additive and consolidation can be done easily on these measures.
We now give the general formulae for computing countings and measures when providing estimated answers on the whole population. We note SEL any subset of the whole population defined by a positive 2 selection on attributes D 1 , D 2 , …, D p . We note sel the set of individuals in table DETAIL which satisfy the same selection.
Estimation of #(SEL) is given by
Estimation of the proportion of SEL in the whole population is given by:
Estimation of the sum of measure M j on SEL is given by:
2. A selection is said to be positive if it contains only positive predicates to select one or more values of the dimension attribute domains.
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Estimation of the mean of measure M j on SEL is given by:
where M ij is the value of measure M j for individual i in table DETAIL.
Dealing with missing values in dimension attributes
In this section, we focus on case 2, where the whole population is present in table DETAIL, but some values in dimension attributes may be missing. So, the number of tuples in table DETAIL is now equal to N. We recall that we assume that measure attributes do not show any missing value.
Missing values within one dimension attribute
We first consider the case where missing values may appear within only one dimension attribute, say D 1 . This dimension is said to be sparse as opposed to dimensions showing no missing values which are called full dimensions.
We define table DETAIL * as the subset of table DETAIL containing tuples showing no missing values on attribute D 1 . So, table DETAIL represents the whole population with N individuals, while DETAIL * represents 'survey data' as defined in Section 3, containing n individuals. This survey data will also be called the sample in the rest of paper.
Unlike in Section 4, we now assume that information necessary to find the stratum of each individual is present in table DETAIL. This may be done by assuming that strata are defined by the cross-product of a subset of the dimension attributes. Without loss of generality, a simpler way is to assume that one dimension attribute of table DETAIL, denoted S, does the job (attribute S must not contain any missing value). So, we assume that S is the strata attribute with H categories noted 1, 2, …, h, …, H. So, we have: In practice, it may be difficult to manage different weights for queries of type Q1 and queries of type Q2. It is possible to use weight W even for queries of type Q1: this means that even if complete data is available, answers to queries can be given by an estimation which uses only the contents of table DETAIL * .
Let us recall our example. Comparing the two preceding tables, we can see that calibration shows less electrical heating than gas both in houses and flats, while it is the contrary without calibration. Table 5 shows missing values as possible values. But in some cases, end-users remove missing values to compute the percentages: the interpretation of the results is then very misleading.
As for precision of the result, we recall here that we do not discuss this problem in this paper, but consider that standard assumptions hold, i.e. every strata contains a minimum of number of individuals, for instance 20. Note that the threshold condition applies to the number of individuals retrieved by the query in all strata. If this condition is not met, the query is considered to be illegal and no answer is given.
Missing values within several dimension attributes
We now consider the case where there may be more than one sparse dimension (i. 
We generalize this notion of support to any cross-product of sparse dimensions. For instance, for the cross-product of dimensions D 1 and D 2 , the support is given by:
We say a sparse dimension is eligible iff its support is greater than a minimum fixed threshold denoted by s 0 . This condition is not equivalent to the condition on the minimum number of individuals in every strata (see Section 5.1), but is closely related and will be shown to be much more practical. In our applications, s 0 was set to 10%. This approach can be easily extended to the case of m sparse dimensions. Supports of all possible cross-products can be computed and filtered to keep only those exceeding s 0 .
But the search for these valid cross-products may become very time consuming and lead to a large number of weighting systems to be stored in the data cube. The ROWN method, standing for "Reduction Of Weight Number", finds quickly all cross-products satisfying the minimum support condition, and integrates some other improvements which are described below.
The main idea is that for each cross-product with support greater than s 0 , weights of this cross-product can be used for any projection on this cross-product. For instance, weights for D 1 × D 2 can be used either for D 1 or D 2 . The estimation on D 1 (resp. D 2 ) will be less accurate than working on sample DETAIL * 1 (resp. DETAIL 
The confidence level of D 1 × D 2 in relation to D 2 is defined similarly. Then we say that the sample (or equivalently the weighting system) for D 1 can be substituted for the one of
× is greater than a threshold noted c 0 . The same holds for D 2 . In our experiments we have considered a value equal to 75% for c 0 . The introduction of the confidence level enables to perform a tradeoff between the accuracy of exact samples and the storage complexity.
Recalling the configuration of Figure 2 , Table 6 draws a substitution table for samples to be used. The ROWN method generalizes this approach in the case of m sparse dimensions: it searches for a minimum number of weighting systems to store in the data cube, taking into account the minimum support level (to allow only legal queries) and the confidence level (to reduce the number of stored weighting systems). It is described in the next section.
Reducing the number of weights: the ROWN method
The two notions of support and confidence levels are very similar to those used in mining association rules from transaction data (see Agrawal and Srikant (1994) ). Agrawal and Srikant have developed the Apriori algorithm to extract association rules from a very large dataset of transactions. Their approach consists in generating all association rules that have a support and a confidence level greater than a defined threshold. We use the same notations as in Agrawal's original paper.
Efficiency of the ROWN algorithm is based on following remark. If the support of a sparse dimension is smaller than s 0 , it is useless to cross it with another sparse dimension. This condition is given by the following property:
The main part of the method is adapted from the Apriori algorithm. To transpose this algorithm to our specific search of a minimum set of samples, we use the following notations and recall some definitions.
Definitions:
− a k-subset is used for a cross-product of k elements from the set of sparse dimensions (example of a 3-subset from 6 sparse dimensions:
− a k-subset is said to be with valid support if the support of the crossproduct of its k dimensions is greater than a fixed value noted s 0 (here s 0 =10%), − the confidence of a k-subset in relation to a (k-j)-subset is defined as the ratio of their respective supports (as in Section 5.2). The confidence level condition is said to be satisfied if it is greater than a fixed value noted c 0 (here c 0 =75%). If so, the weighting system based on the (k-j)-subset can be substituted for the one based on the k-subset.
Notations:
− C k the set of all possible k-subsets (for 1 > k , these k-subsets depend on the valid (k-1)-subsets), − L k the set of k-subsets with valid support, − nupmax the maximum number of dimension attributes occurring in a cross-product.
The algorithm has three major steps: − selection of all samples with valid support, − for each sample, find if possible one or more smaller substitute samples if the confidence level condition is satisfied, − select a minimum number of weighting systems.
First step: selecting samples
There are two phases: an initialisation phase and a heredity one.
Initialisation phase:
L 1 is created as the set of all 1-subsets with valid support.
Heredity phase:
Suppose that the current step is the k th step. We look for all valid k-subsets.
From L k-1 , table C k of all candidate k-subsets is created in two steps:
− construction of C k as the cartesian product of L k-1 by itself without using the permutation of elements.
− deletion from C k of elements whose at least one of their (k-1)-subsets
Finally, table L k is the result table of selecting all valid k-subsets in table C k by testing the threshold condition.
Algorithm break:
Two criteria end the algorithm:
− when L k is empty, − when L k does not have enough elements to consider a further step.
Indeed, L k must contain at least k+1 elements to proceed to the k+1 th step.
The two following steps find for each sample the list of possible substitutes satisfying the confidence level condition, and then selects only one substitute for each cross-product.
Second step: find all candidate substitutes
For each valid k-subset l (k = 1, …, nupmax), we determine all valid (k-i)-subsets of l (i = 1, … , k -1) where dimensions of the (k-i)-subsets belong to the k-subset l. Let us note a one of them. Subset l is defined as a candidate substitute of a if it satisfies the confidence condition:
. As in the A-priori algorithm, this procedure is performed in a recursive depth first fashion. Results of this step are stored in tables remp i p j , containing for each isubset the list of candidate substitute j-subsets (i < j).
Third step: find the minimum number of weighting systems
The algorithm of the third step uses a heuristic to find a minimum number of weighting systems. It takes advantage of the fact that several i-subsets may share the same substitute j-subsets. Such j-subsets are chosen to minimize the total number of weighting systems. In case of equality, those with the larger support are selected. Time complexity is reduced thanks to a transitivity property among weighting systems valid cross-product: if an i-subset is not in remp i p j , then it cannot be in tables remp i p k , for k > j.
Implementation in ORACLE EXPRESS
The case of missing individuals described in Section 4 does not require any specific development in ORACLE EXPRESS since only one weighting system is necessary. In the following, we consider the case of missing values in dimension attributes, as described in Section 5.
Consider five dimension attributes where D 1 , D 2 are full dimensions and D 3 , D 4 , D 5 are sparse 3 . We study a data cube without any numerical measure: only proportions will be available for queries.
3. Note that for pratical reasons, full dimensions must appear before sparse ones in the ORACLE EXPRESS. That is why notations are reversed compared to Section 5.2, where sparse dimensions appeared first in the list of dimensions.
Assume that the result of the ROWN algorithm is the one given in Table 7 . A facsimile of the ORACLE EXPRESS schema is shown in Figure 3 .
Figure 3. Example of Oracle Express schema
At this step, it is necessary to define which weight variable to use for each query, i.e. for each cross-product. This is achieved by defining an additional dimension (Profil in the facsimile) and an additional variable (Point_prof in the facsimile). Then, a system of formulae determines the weight variable to use for each crossproduct, according to the rules described in Table 7 .
At the end, formula Disp_proportion returns the calibrated proportions, using the relevant weighting system depending on the cross-product underlying the query.
Conclusion and further work
In the area of statistical and relational databases, much work deals with the integration of sampling theory in query context. The use of samples instead of the whole set of tuples enables either to optimize or to speed up queries. But little attention has been given to introducing sampling theory in order to extrapolate multidimensional aggregate results from a sample set of detailed data.
In this paper, we addressed the problem of missing tuples and missing values in dimensions in the OLAP data cube context. We adopted a unified point of view, dealing with some missing detailed data tuples or some missing values on dimension attributes -then called sparse dimensions. The solution we proposed is based on the introduction of a weighting attribute measure, which is derived from poststratified sampling theory. While this approach is quite simple in the case of missing individuals or in the case of just one sparse dimension, computation complexity occurs when facing several sparse dimensions. We presented the ROWN method which enables to bypass the exponential increase of the number of weighting attributes. It consists in reducing the number of necessary weighting attributes, by using properties of significant and alternative samples. An interesting global feature of the approach is that additivity of measures is preserved when introducing weighting attributes.
A first ORACLE EXPRESS implementation of 'calibrated' data cubes has been done and constitutes a proof of concept. But much work remains to be done following this paper, for instance:
− Studying the precision of estimations given by calibrated data cubes. This includes: (1) defining more precisely which queries are legal and which ones are illegal, (2) giving a confidence interval to answers of queries, (3) connecting the condition based on the support of dimensions and the standard assumption for poststratification to be accurate (more than 20 individuals within each stratum). − Defining precisely how consolidation is handled in the presence of calibration in data cubes.
− Introducing hierarchies in dimension attributes.
