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Introduction
Laplacian smoothing is used in a variety of applications as a simple yet effective method for data denoising. Assuming that each data point has a well-defined neighborhood, each iterative Laplacian smoothing step updates the data points by weighted averages of their neighborhoods. Since neighborhood relations are naturally described by graphs with their edges connecting neighboring points, Laplacian smoothing is often described as an operator acting on graphs, smoothing the values of a function defined over the graph's vertices.
In graphics applications, Laplacian smoothing, applied either globally or locally, is often used for smoothing discrete surfaces, especially triangle meshes. In cases of global mesh smoothing in particular, higher quality results are obtained by using more sophisticated variants of the fundamental technique, such as the HC-Laplacian smoothing [18] , the curvature flow smoothing [5] , or the Taubin smoothing [15] . The latter, which will be used in our experiments, is based on the alteration between a smoothing step with a positive weight w 1 and an anti-smoothing step with a negative weight w 2 .
Since Laplacian smoothing is simple, general and well-understood, it is often the technique of choice when a smoothing or noise suppression algorithm needs to be incorporated into a general mesh processing framework [10] , or into a more complex algorithm, as for example the machine learning algorithm for surface reconstruction in [1] , or the Boundary Element Method based evolutionary structural optimization in [17] .
In image processing applications, weighted neighborhood averaging, usually referred as Gaussian smoothing, is a fundamental technique at the heart of classic edge detection algorithms, or more sophisticated variants of them such as the bilateral edge preserving smoothing in [16] , a technique which has been extended to triangle meshes [7] . Bilateral filtering has been studied through the spectrum of the graph Laplacian in [8] .
Several curve and surface subdivision algorithms can defined as combined operators with at least one Laplacian smoothing component. The classic LaneRiesenfield algorithms [11] apply Laplacian smoothing on a very simple graph, i.e. a graph with the connectivity of a polygon, while in some recent generalizations the smoothing step corresponds to the Laplacians of more dense graphs [3] .
In this paper we compare three implementations of Laplacian smoothing, depending on the order in which vertices are updated. In the first implementation we consider, L sync , each step updates all graph vertices synchronously. This implementation, which is ubiquitous in practical applications, has the major advantage that we do not have to define a specific order in which the vertices are updated, thus do not have to arbitrarily impose such an order.
In the second implementation, L exp , every vertex carries an independent exponential clock and is updated when that clock rings. L exp has several similarities with the discrete operators called voter processes, which are a major modeling and simulation tool. They have been traditionally employed on regular grid settings [4] to model physical phenomena, and recently on irregular graph settings to model social interactions, e.g. spread of influences on social media, or consumer behavior [12, 19] . In the latter cases, the basic voter processes are usually augmented with special features that allow them to capture the complexity of social interactions. As an advantage of the L exp operator, we note that it is more natural than L sync in the sense that it does not assume instant interaction between the parts of the system, here the vertices of the graph, and as a result it can avoid the problem of non-convergence which appears when L sync is applied on bipartite graphs. Moreover, it has a trivial memory efficient implementation since, unlike L sync , it does not require to retain the existing values of the function until the end of the current iteration. One potential disadvantage is that the outcome in non-deterministic, something that in several applications can be unacceptable.
In between L sync and L exp , we also consider an operator L perm , which updates the vertices one by one as in L exp , but following a random permutation of the vertex set rather than using independent exponential clocks. In L perm , no vertex will be updated twice before all vertices have been updated once, allow-ing for a clear distinction between the iterative steps of the smoothing process, similarly to L sync . This is particularly convenient when Taubin smoothing is applied and thus, we alternate between two distinct Laplacian smoothing steps. Nevertheless, L perm seems to be less interesting than L sync and L perm from a theoretical point of view and here will only be studied experimentally. Contribution and Limitations: The main contribution of the paper is the demonstration of theoretical and practical shortcomings of the synchronous implementation of the Laplacian smoothing, which have been largely overlooked in the relevant literature. As the main limitation of the paper we note that given the theoretical and practical shortcomings of the two randomized implementations we tested, a conclusive case for their use instead of the ubiquitous synchronous implementation can only be made in the context of a specific application scenario, as for example a specific mesh processing pipeline or a specific grid simulation. The latter however is beyond the scope of this paper. Overview: In Section 2, we describe the three implementations of Laplacian smoothing in detail, and review the theoretical properties of L sync and L exp . In Section 3, we test all three implementations on regular height maps and 3D triangle meshes, using Laplacian smoothing or Taubin smoothing as appropriate. We briefly conclude in Section 4.
Theoretical properties of L sync and L exp
First, we review the convergence properties of the usual synchronous Laplacian smoothing. While the convergence or not of L sync is a direct consequence of wellknown spectral properties of the Laplacian matrix, to the best of our knowledge, bipartite graphs have not been identified in the relevant literature as the class of graphs where L sync , generally, does not converge.
Let G = (V, E) be a connected graph with N vertices and let f n be a real function defined over the vertex set V , which can also be written as a vector
One iterative step of the synchronous Laplacian smoothing L sync updates f n by
where the Laplacian matrix L, indexed by the vertices of G, is given by
where d i is the valence of the vertex v i . Regarding the spectral properties of L, see for example [2] , its eigenvalues satisfy
that is, all the eigenvalues are in the interval [1,-1] and the largest is equal to 1 and has multiplicity one. Moreover, λ N −1 = −1 if and only if G is bipartite, that is, when its vertices can be split into two subsets, let say the white and the black vertices, such that only vertices in different subsets are connected with an edge. In that case, the spectrum of L is symmetric about the origin and thus λ N −1 also has multiplicity one [2] . Let v i for i = 0, . . . , N − 1 be an orthonormal basis of R N consisting of eigenvectors of L. The initial function f 0 of vertex values can be written in that basis as
which, on bipartite graphs, for large number of iterations n converges to
From Eq. 7 we see that L sync does not converge if the graph G is bipartite and a N −1 = 0, i.e., the initial vertex values f 0 contain a non-zero component of v N −1 .
The eigenvector v N −1 of bipartite graphs has a quite simple form, namely, it has values +1 on white vertices and -1 on black. On the other hand, for any graph G, bipartite or not, we have
and simple computations show that if f n converges to a function f then
where a 0 is the coefficient of the eigenvector v 0 when we write f 0 in the basis of the eigenvectors of L. Relevance: Bipartite graphs appear often in practice. Open polygons are bipartite, as well as regular quadrilateral grids and regular cubic grids. While triangle meshes are not bipartite, regular hexagonal meshes are bipartite. Regarding general polygonal meshes, the graph with vertex set the vertices and the faces of the mesh, and edges from the vertex-vertices to the incident face-vertices and the face-vertices to the incident vertex-faces, is bipartite. Thus, if we smooth attributes defined on both vertices and faces, e.g. normals, colors or material properties, by updating the vertices by the mean of the incident faces and the faces by the mean of the incident vertices, then the process would generally not converge.
L exp smoothing and voter processes
Since L exp is a probabilistic process we cannot study it through the spectral properties of the Laplacian matrix. Instead, we will study it through its relation to voter processes, which can be seen as the discrete counterparts of L exp . While voter processes are well-understood and have already found numerous applications, to the best of our knowledge their connection with the L exp implementation of the Laplacian smoothing has not been studied. Next we will make this connection explicit, essentially formalizing the following simple intuitive argument; under L exp smoothing, the values of the function f on the graph vertices correspond to opinion expectations in a voter process.
The L exp smoothing process: Following the standard terminology on voter processes, each vertex of G carries an independent exponential clock of rate 1. Each time a clock rings the value on its vertex is updated, becoming the mean of the values of its 1-ring neighborhood. In matrix notation, this is equivalent to multiplication by the matrix L k derived from the identity matrix by substituting its k-th row with the k-th row of the Laplacian matrix. That is,
where
Let t 0 , t 1 , ...., t n be the sequence of vertex indices in the order they rang during the smoothing process. We have
which, by writing f 0 in the natural base becomes
where f i 0 is i-th coordinate of f 0 and e i is the vector with 0's everywhere and 1 at the i-th coordinate. From Eq. 13 we see that for large values of n the behavior of L exp depends on the limit of
The corresponding voter process: In its standard form, a voter process is defined on a graph whose vertices carry a value from the set {0, 1}, commonly called the opinion. Each vertex carries an independent exponential clock and upon ringing that vertex will choose with uniform random probability one of its neighbors and adopt its opinion. To each vertex i we associate the binary random variable X i with
and the set of vertices V is associated to the vector of binary random variables
Let the vector of the probability distributions of the opinions at step n be
From Eq. 13, it suffices to study the behaviour of the process for initial opinion vector e i , in which case we have
and the initial expectation vector is E(X) = e i . Assuming that the clocks at the vertices of the graph ring in the order t 0 , t 1 , . . . , t n , we have
and by linearity, the expectation vector at step n is
For any graph, including bipartite graphs, the above voter process reaches consensus with high probability [6] . That is, for any > 0, after a sufficiently large number of steps, all the vertices will have the same opinion with probability at least 1 − . Moreover, the probability for the consensus being at opinion 1 is equal to the sum of the valences of the vertices with initial opinion 1 divided by the sum of all valences, which is twice the number of edges |E|. For the initial opinions corresponding to the basis vector e i , the expectation vector under the condition that consensus has been reached is
Remark: [9] studies a voter process where all vertices update simultaneously, i.e., in the fashion of L sync rather than L exp . The main result is that consensus is reached with high probability for all non-bipartite graphs. In [13] , these two voter processes are compared and the main result is that the asynchronous process reaches consensus faster than the synchronous. The latter result is reflected in our experiments regarding the speed of the smoothing processes in Section 3.
The L perm smoothing process: In-between L sync and L exp we define a third process L perm where the graph vertices are updated one by one, according to a random permutation of them. Since there is no much literature on the theoretical properties of L perm , we will only study it experimentally, generally expecting a behavior similar to L exp . The motivation for including L perm in our investigations is two-fold. Firstly, as L exp is different from L exp in that all vertices are updated the same number of times, a comparison between the two methods can reveal the affect on L exp of the fact that some vertices may be updated significantly fewer times than the average. Secondly, L perm is similar to L sync in that a single iteration of the process is clearly defined, i.e. when all vertices have been updated once. This is particularly convenient when we alternate between different steps of Laplacian smoothing, as for example in the case of Taubin smoothing.
Experimental results
In our examples we use two graph types. First, graphs with the connectivity of a regular 2D grid and a real-valued function f : V → R defined over its vertices. Secondly, irregular graphs with a vector valued function f : V → R 3 defined on the vertex set. In the first case, f would typically be a spatially regular sample of measurements of a physical quantity and will often be visualized as a 2.5D height map. In the second case, f would typically represent the spatial coordinates of the vertices of a polygonal mesh embedded in 3D and the Laplacian smoothing process will be applied on each coordinate separately.
In Fig. 1 we applied the three Laplacian operators on a 50 × 50 regular grid with values f (x, y) = sin(2πx) + sin(2πy).
Random uniform noise from the interval [-1,1] was added on the interior vertices. In all three cases the boundary of the grid is fixed and we apply the smoothing operators on the interior vertices only. After 50 iterations of the L sync , the artifact related to the non-convergence of the operator on bipartite graphs is clearly visible, even though the fixed boundary means that eventually the result will be smooth as the boundary values slowly propagate towards the interior.
Next, we applied the operator L exp until one vertex had been updated for 50 times and as expected, the result was smooth. Notice that applying L exp until one vertex has been updated for 50 times means that all other vertices are updated fewer than 50 times. However, as L exp updates vertices on the fly, it mixes vertex values faster than L sync . Finally, we notice that, as expected, L perm yielded results similar to L exp . The next figures show results on triangle meshes. The Fandisk model was chosen for its flat areas and sharp edges, while the Eight model was chosen for the absence of sharp edges and its non-trivial topology. The subdivided Dipyramid was chosen for its rotational symmetry and its highly regular connectivity which produce artifacts when Laplacian smoothing is applied. Fig. 2 shows the results of applying L exp on noisy Fandisk and Eight models. We notice that while most of the noise has been removed from both models, the edges of the Fandisk have not been preserved and there is more residual noise compared to L sync and L perm , see Figs. 3 and 4. The smoothed Eight model exhibits again some residual noise, but avoids the medium frequency artifacts created by L sync and L perm for the given edge preserving choice of parameters w 1 and w 2 , see Fig. 3 . We note that the larger amount of residual noise in L exp is due to the fact that some mesh vertices are smoothed a few times only and that it can be a serious limitation in certain graphics applications. Fig. 3 compares L perm and L sync on Taubin smoothing. We notice that while L sync and L perm can produce results that visually are very similar to each other, the values of certain algorithmic variables such as the number of iterations, or the weights of the Taubin smoothing, are not directly comparable. In particular, for given Taubin smoothing weights, L perm requires fewer iterations than L sync . That was expected since L perm updates the mesh vertices on the fly and thus, the new value of a vertex starts propagating immediately, rather than after the iteration is complete. We also note that in our basic Matlab implementation, a single iteration of L perm runs faster than a single iteration of L sync . This is because L sync stores the updated vertex values in a temporary array which has to be copied at the end of each iteration. Fig. 4 compares L perm and L sync on the range of acceptable Taubin smoothing weights. We notice that the L perm accepts a wider range of weights than L sync and in particular, the anti-smoothing weight w 2 can be significantly larger in absolute value than the smoothing weight w 1 . Finally, in Fig. 5 we apply the three processes on a linearly subdivided dipyramid. We notice that surface artifacts, as have been studied in [14] , appear in all three cases and are very similar to subdivision artifacts. A possible explanation for this is that several subdivision schemes can be described as a combination a linear subdivision step followed by a weighted Laplacian smoothing step. 
Conclusions
We compared three different implementations of Laplacian smoothing, depending on the order in which the graph vertices are updated. We reviewed their theoretical properties, focusing on their different behaviors over bipartite graphs. Our tests showed that these theoretical differences are visually significant when Laplacian smoothing is applied on regular grids.
As we noticed in the literature review in Section 1, Laplacian smoothing is most often applied in the form of several consecutive iterations of weighted Laplacian smoothing, rather than as direct application of the Laplacian matrix in Eq. 3. Moreover, it is often applied locally rather than globally and it is often just one step of a more complex mesh processing algorithm. In such settings, the results in Section 3 do not provide any compelling evidence against current practice of using L sync as the default implementation of Laplacian smoothing. In the future, we plan to compare these three different implementations of Laplacian smoothing in the context of a specific 3D modeling problem, in particular, machine learning based surface reconstruction as, for example, in [1] .
