Abstract
Introduction
The falling cost of both communication and mobile terminals (laptop computers, personal digital assistants, handheld computers, etc.) has made it possible for mobile users to access various kinds of services at any time any place. To effectively support wireless data access, many wireless data dissemination mechanisms have been proposed [1, 9, 10, 15] .
Broadcasting has been shown to be an effective data dissemination technique for wireless networks in many studies [1, 2, 10] . It can scale up to a large number of clients and the bandwidth requirement is low. However, since a data item may contain a large volume of data (especially in the multimedia era), the data broadcast cycle may be long. Hence, the clients have to wait for a long time before getting the required data. Caching frequently accessed data items at the £ This work was supported in part by the National Science Foundation CAREER Award CCR-0092770.
client side is an effective technique to improve performance in mobile computing systems. With caching, the data access latency is reduced since some data access requests can be satisfied from the local cache, thereby obviating the need for data transmission over the scarce wireless links. To further improve the cache hit ratio, prefetching techniques can be used. As the server broadcasts the data items through a wireless broadcast channel, clients can prefetch the interested data without increasing the bandwidth consumption. More importantly, if the clients later query these prefetched data, query delay and bandwidth consumption can be reduced since the clients do not need to send uplink requests for the data. However, prefetching consumes energy, and hence should not be done aggressively since power conservation is very important in wireless networks. On the other hand, if the prefetched data are used in the future, prefetch can actually save power since, otherwise, the client needs to send uplink request and download the data again. Thus, it is essential to identify which data to prefetch. Also, the prefetch policy should be power-aware; that is, the system should be able to dynamically adjust the prefetch policy based on the remaining energy level. Unfortunately, most of the prefetch techniques used in the current cache management schemes [6, 8] do not consider the power constraints of the mobile clients and other factors such as the size of the data items, the data access rate, and the data update rate.
In this paper, we address these issues by proposing a power-aware prefetch scheme, called value-based adaptive prefetch (VAP) scheme, for mobile environments. The proposed scheme makes prefetch decisions based on the assigned value of each data item, which is calculated based on the current remaining power level, the access rate, the update rate, and the data size. As stretch [1, 14] is widely adopted as a performance metric for variable-size data requests, we show by analysis that the VAP scheme can indeed achieve the optimal performance in terms of stretch when power consumption is considered. Extensive simulations are provided and used to justify the analysis. Compared to previous schemes, the proposed scheme can reduce the energy consumption and improve the system per-formance in terms of stretch under various scenarios.
The rest of the paper is organized as follows. In Section 2, we look at previous work on prefetching in cache management. Section 3 describes the system model. In Section 4, we present the value-based adaptive prefetch (VAP) scheme. Section 5 evaluates the performance of the VAP scheme. Section 6 concludes the paper.
Related Work
Prefetching has been widely used to reduce the response time in the Web environment. Most of these techniques [11] concentrate on estimating the probability of each file being accessed in the near future. They are designed for the point-to-point communication environment, which is different from the broadcasting environment in mobile computing systems. Recently, prefetching has been used in many cache management schemes [4, 8] to reduce the query latency and the bandwidth consumption. In Grassi's scheme [8] , a pure data broadcast system without uplink request is considered. In their prefetch scheme, each data item is assigned a calculated value Ú µ, which is a function of the access rate of item . A data item with larger value will be prefetched into the cache to replace the data item with smaller value. This prefetch scheme fails to address a number of issues. First, all data items in the database are considered to be of equal size. If the scheme is extended to a database with different data sizes, it may not work efficiently. Second, this scheme does not consider the update rates of the data items. Third, the scheme is not adaptive; prefetching will continue at the same rate even when the energy left in the system becomes very low.
In [5] , Cao proposed an adaptive prefetch scheme. In the scheme, clients record how many times a cached data item has been accessed and prefetched, respectively. The client calculates the prefetch access ratio (PAR), which is the number of prefetches divided by the number of accesses, for each data item. If PAR is less than 1, prefetching the data is useful since the prefetched data may be accessed multiple times. When power consumption becomes an issue, the client marks those cache items which have È Ê ¬ as non-prefetch, where ¬ ½ is a system tuning factor. The value of ¬ can be dynamically changed based on the power consumption requirements. The author proposed to change the value of ¬ dynamically based on the energy consumption. This makes the prefetch scheme adaptable, and it is computationally less intensive than the previous schemes.
However, no clear methodology as to how and when ¬ should be changed. This scheme, like the previous one [8] , does not consider varying data sizes and the data update rate. In this paper, we address these issues by proposing the VAP scheme to only prefetch those data items which have a high access probability, low update rate, small size, and a long access delay. Further, the VAP scheme is adaptable based on the remaining energy level.
System Model
Frequently accessed data items are cached on the client side. Data consistency is one of the important issues when cache is used [13] . To ensure cache consistency, a cache invalidation protocol is used. The cache invalidation protocol is similar to the one proposed by Barbara and Imielinski [2] . In this approach, the server periodically broadcasts an invalidation report (IR) in which the changed data items are indicated. Rather than querying the server directly regarding the validation of cached copies, the client can listen to these IRs over wireless channels and use the information to invalidate its local cache. More formally, the server broadcasts an IR every Ä seconds. The IR consists of the current timestamp Ì and a list of tuples´ Ü Ø Ü µ such that Ø Ü ´Ì Û £ Äµ, where Ü is the data item , Ø Ü is the most recent update timestamp of Ü , and Û is the invalidation broadcast window size. In other words, IR contains the update history of the past Û broadcast intervals. However, any client who has been disconnected longer than Û IR intervals cannot use the report, and it has to discard all cached items even though some of them may still be valid.
To maintain strong consistency, the client need to wait the next IR to invalidate its cache before serving a query. Thus the query latency may be long if the IR window is long. In order to reduce the query latency, Cao [6] proposed to replicate the IRs Ñ times; that is, the IR is repeated everý ½ Ñ µ Ø of the IR interval. As a result, a client only needs to wait at most´½ Ñ µ Ø of the IR interval before answering a query. Hence, latency can be reduced to´½ Ñ µ Ø of the latency in the previous schemes (when query processing time is not considered). Since the IR contains a large amount of update history information, replicating the complete IR Ñ times may consume a large amount of broadcast bandwidth.
In order to save the broadcast bandwidth, after one IR, Ñ ½ updated invalidation reports (UIRs) are inserted within an IR interval. Each UIR only contains the data items that have been updated after the last IR was broadcasted. In this way, the size of the UIR becomes much smaller compared to that of the IR. In this paper, we will apply the UIR-based approach to reduce the query delay of the IR-based cache invalidation model.
The commonly used performance metric is based on the response time of a request, i.e., the time between sending a request and receiving the reply by a client. In heterogeneous settings, response time alone is not a fair measure given that the individual requests significantly differ from one another in their service time. In this paper, we adopt an alternate performance measure, namely the stretch of a request, defined to be the ratio of the response time of a request to its service time. Note that the service time is the time to complete the request if it were the only job in the system. The rationale for this choice is based on our intuition; i.e., clients with larger jobs should be expected to wait longer than those with smaller requests. The drawback of minimizing the response time for heterogeneous workloads is that it tends to improve system performance for large jobs (since they contribute the most to the response time). Minimizing stretch, on the other hand, is more fair for all job sizes.
The Value-based Adaptive Prefetch (VAP) Scheme
Since prefetch also consumes power, it is essential to identify which item to prefetch. It is obvious that data item with high access rate, low update rate, small size and high access cost is more important than others. Based on this intuition, we propose our value-based scheme that take these factors into account to identify the value of a data item.
The Value-based Prefetch Scheme
In this subsection, we present a value-based function that would allow us to gauge the worth of a data item when making a prefetch decision. The following notations are used in the presentation:
C : the cache size at the client side n : the number of data items in the database D : the set of all the data items in the databasē u : the mean update arrival rate for data item ī a : the mean access arrival rate for data item i The idea of the VAP scheme is to find a way to identify the items that are to be prefetched after, say, the Ø access. We observe that the ideal data item for prefetching should have a high access probability, low update rate, small size, and a long retrieval delay. Equation (1) incorporates these factors to calculate the value of a data item , which is referred to as the d-value of item .
The d-value function is similar to the gain function derived in [14] . Different from the gain function [14] , the dvalue function is used for prefetch. The VAP scheme tries to prefetch È items which have the highest d-value. As to how many data items with maximum d-value should be prefetched will be discussed in Section 4.3.
Analysis of the Maximum Value Policy
In this subsection, we will prove that the value-based prefetch scheme can reduce the access cost to a minimum given that the number of prefetches is limited. The analysis adopts the method used in [14] . We assume that the arrivals of data access and update on a data item follow Poisson process. Then, the inter-arrival time (Ø ) of data access for data item i, and the inter-arrival time (Ø Ù ) of the updates follow exponential distributions with means of and Ù . The stretch of the Ø access can be defined as:
The update event (Í ) for a data item during the period from the current time to the arrival time of the next query for data item can be probabilistically described as:
Equation (2) can be expanded to consider two cases and be written as:
The second term of equation (4) describes the case when there is a cache miss. In case of a cache hit, there are two cases, namely, a cache hit with an up-to-date copy and a cache hit with an obsolete copy. This can be represented in equation (5) as:
The access latency Ð for these three cases are Ú · , v
and . Combining equations (3) and (5), we get 
Note that we cannot control
cause the cost is due to server update. Equation (6) implies that the cost can be reduced by prefetching those items that can maximize This proves that the proposed scheme can minimize the cost among all prefetch schemes that prefetch the same number of items.
The Value-based Adaptive Prefetch (VAP) Scheme
Due to limitations of the battery technology, the energy available to a wireless device is limited and must be used prudently. Prefetching consumes power and we cannot guarantee that the prefetched data item will be accessed in the future. However, if the prefetched data item is not accessed or is invalidated before it is accessed, the energy spent on downloading this data item is wasted. To avoid wasting power, it is important that we only download those items that have high d-value. However, such a strict policy may adversely affect the performance of the system and increase the query delay. Based on the above reasoning, we should design an adaptive prefetch policy which can limit the amount of prefetches allowed when the energy available is low, and allow a more liberal and aggressive policy when the energy available is high. The following is a description of our value-based adaptive prefetch (VAP) policy.
Let AE Ô denote the number of items marked for prefetching. By reducing the number of items marked for prefetching, we can reduce the number of prefetches. Let be the percentage of the energy left at the client. It is desired to reduce the amount of prefetches to some percent ( ´ µ) of the original when drops to a threshold. In this paper, we define ´ µ to be a discrete function as follows:
Our VAP scheme works in this way: at regular intervals, the client re-evaluates the energy level . If drops to a threshold value, AE Ô AE Ô ¡ ´ µ. The client only marks the first AE Ô items, which have the maximum d-value, as prefetch. In this way, the number of prefetches can be reduced to prolong the system running time.
Parameter Estimation
In the actual implementation,
, and Ù are usually not constant. Various effective methods [12] have been proposed to estimate the parameters in similar environments.
In the following, we show techniques used to estimate the value of these parameters. We use the exponential aging method, which is adopted in TCP to estimate the round-trip time, to estimate . It combines both the history data and the current observed value to estimate the parameters. Periodically, is recalculated as following:
We can not simply use the above aging technique to estimate and Ù since the access rate and the update rate should be "aged" in the absence of access to a data item. We apply similar techniques used in [12] to estimate and Ù (Note that Ù is estimated at the server side and piggybacked to the clients when data are broadcasted). This method uses Ã most recent samples to estimate and Ù as follows. Ã Ì Ì ´Ãµ Ù Ã Ì Ì Ù ´Ãµ where Ì is the current time, Ì ´Ãµ and Ì Ù ´Ãµ are the time of the Ã Ø most recent access and update. If there are fewer than Ã samples, all the available samples are used to estimate the value. As shown in [12] , the best performance can be achieve with small values of K (2 or 3). We set Ã ¾ in our implementation so as to minimize the spatial overhead to store samples.
Performance Evaluation

Simulation Model and Parameters
To evaluate the performance of the proposed methodology, we compare the VAP approach with the UIR approach [6] under various workload and system settings. The simulation model is similar to that employed in [6, 14] , where a server and 100 clients are modeled. ¼ , it becomes the uniform distribution.
The Client Model
The Server Model
The server broadcasts IRs and UIRs periodically to the clients. The IR interval is set at 20s and the UIR is replicated 4 times within each interval. The other messages are served on a first-come-first-serve basis. Should the server be in the middle of a transmission when an IR or UIR has to be sent, the IR/UIR broadcast is deferred till the end of the current packet transmission. There are Ò data items at the server side. The size (× ) of item grows linearly from × Ñ Ò to × Ñ Ü as increases. As a result of joint distribution of access pattern and data size, the item with smaller size will be accessed more frequently than bigger ones. This has been commonly observed in experimental studies on traces [3] . The server generates a single stream of updates separated by an exponentially distributed update interval time. ¼± of the updates are randomly distributed inside the hot data set. The rest of the updates are randomly distributed in the cold data set. It is assumed that the bandwidth is fully utilized for broadcasting IRs and UIRs and serving client data requests. The server processing time is considered to be negligible. Most of the system parameters and their default values are listed in Table 1 .
We develop an energy consumption model which is similar to the model used in [7] . For the wireless network interface card, the transmit power dissipation is 0.5 watt and the receive power dissipation is 0.2 watt. In order to focus on the energy consumption of data transmission and receiving, we do not consider the energy consumed by other components. In order to better understand the overall performance of the system, we introduce a new metric called energy-stretch, which is defined as 
energy-stretch = stretch £ energy-consumed
The energy-stretch value gives a better indication of the system performance because it factors two important parameters: energy consumption and stretch.
Simulation Results
Different workloads and system settings are used during the simulation. The performance analysis presented here is designed to compare the effects of different parameters such as the mean update arrival time and the cache size on the relative performance of the VAP approach and the UIR approach. Figure 1 shows the effects of the the mean update arrival time on the energy consumption, the average stretch, and the energy-stretch. We compare the UIR approach with the VAP approach when AE Ô is assigned different values. As we know, the number of prefetches increases as AE Ô increases. As a result, the energy consumption increases, but the average stretch drops. This has been verified by the simulation results in Figure 1(a) and (b) , which shows the tradeoff between performance and power. The AE Ô ½¼ approach has the lowest power consumption, but it has the highest stretch. Figure 1 Compared to the UIR approach, the VAP approach saves a large amount of power. Since the cache size is 2000* 20% = 400 items, the UIR approach can prefetch as much as 400 items. As a result, the UIR approach consumes more energy than the VAP approaches. From Figure 1(a) , we can also see that four approaches have similar energy consumption when Ì ÙÔ Ø ½¼¼¼¼×. As the mean update arrival time drops, many data items are updated, and then the number of prefetches increases. As a result, the energy consumption increases. However, the increasing trend is different. The UIR approach has the largest energy consumption increase whereas VAP (AE Ô ½ ¼ ) has the lowest. This is due to the fact that VAP (AE Ô ½ ¼ ) limits the number of items which can be prefetched to 10.
The Effects of the Mean Update Arrival Time
From Figure 1(b) , we can see that the UIR approach does not follow the same trend as other VAP approaches. When the mean update arrival time is low, UIR has lower stretch than VAP (AE Ô = 10) and VAP (AE Ô ¼) since it allows aggressive prefetching, while VAP does not allow such aggressive prefetching. VAP only prefetches those data elements which have a very high access rate and relatively low update rate (based on d-value). When the update arrival time is low, data items become invalid very fast. Due to aggressive prefetch, UIR can achieve better average performance, but it is at the cost of high energy consumption as shown in Figure 1(a) . As the mean update time increases, the performance of VAP becomes better than UIR. We also notice that the stretch for VAP decreases at a much higher rate than UIR. This can be attributed to the features of VAP, which prefetches the elements that have a high d-value. Note that VAP (AE Ô ¾¼¼) always has lower stretch than the UIR approach, since it allows more prefetches and prefetches smartly. When considering both stretch and power consumption, VAP always outperforms UIR as shown in Figure 1 (c). Figure 2 shows the effects of the cache size on the average stretch and the energy consumption for the UIR approach and the VAP scheme. As can be seen from Figure 2 (a) , the UIR approach and the VAP approach have similar energy consumption when the cache size is small. However, as the cache size increases, the UIR approach consumes more energy whereas the VAP approach consumes less energy. This can be explained as follows. When the cache size increases, there are more invalid items in the cache. As a result, the number of prefetches increases in the UIR approach. However, since AE Ô is fixed in the VAP approach, the number of items which can be prefetched is limited. Moreover, when the cache size increases, the cache hit ratio increases, and then more queries can be served from the cache without sending requests and receiving data. Thus, the amount of energy per query will actually drop. This explains why the energy consumption per query in the VAP approach drops as the cache size increases. On the other hand, due to aggressive prefetching, the average stretch of the UIR approach drops below that of the VAP approach when the cache size increases to 30%. When considering both stretch and power consumption, VAP always outperforms UIR as shown in Figure 2 (c). Figure 3 shows the effects of the mean query generate time on energy consumption. As can be seen, the energy consumption of the UIR approach and the VAP approach both increase with the mean query generate time. This can be explained as follows. When the mean query generate time increases, if other parameters do not change, the update rate within the time of two query interval increases. In other words, increasing the mean query generate time without changing the update arrival time should have the same effect of reducing the update arrival time without changing the mean query generate time. As explained in Section 5.2.1, the energy-stretch will increase if the update arrival time drops, and then the energy-stretch will increase as the mean query generate time increases.
The Effects of the Cache Size
The Effects of the
Adaptation
This subsection investigates the impact of reducing the prefetch rate when the energy level is low. In Section 4.3, a policy for reducing the energy consumption by reducing the prefetch rate was explained. Periodically, we calculate the value of energy left in the system. When the energy level becomes less than a threshold, the prefetch rate is reduced. We can have different threshold levels and different reduction factors for the prefetch rate. When the energy level becomes critically low, the prefetch rate is reduced significantly. By reducing the prefetch rate, energy can be saved. The saved energy can be used to support the system for a longer time. Figure 4 compares the energy level and the system performance of three schemes: UIR, VAP without adaptation and VAP with adaptation after the clients are assigned 5000 joule initially. The VAP without adaptation is the VAP scheme which assumes that ´ µ ½¼¼±, whereas the VAP scheme assumes that ´ µ follows the discrete function defined in Equation 7 . From Figure 4 , we can see that the UIR approach has a high prefetch rate and consumes more energy. The VAP approaches, however, have low prefetch rate and low energy consumption. Due to the energy saving, the VAP approaches lasts more than 60% longer than the UIR approach.
The two VAP schemes have the same amount of energy consumption when there are abundant energy available. As the energy level falls below a certain threshold, VAP with adaptation reduces the prefetch rate (as shown in Figure 4 (b) ). This reduction, in the number of items that are prefetched, leads to a decrease in energy consumption. From the figure, it can be seen that without adaptation, VAP continues to use more energy and eventually runs out of power sooner than the VAP with adaptation. On the other hand, this power saving is at the cost of increasing the average stretch. As shown in Figure 4 (c), the average stretch of the VAP with adaptation is higher than that of the VAP without adaptation.
The Effects of the Access Pattern Variation
In practice, the client access pattern may change. To model such environments, we make the following changes. The data access distribution is shifted one data item every AE IR intervals. More specifically, suppose item is the data to be accessed according to Zipf distribution. An offset ¡ is added to after each AE IR intervals so that · ¡ is the actual data item that will be accessed. ¡ is initialized to 0, and it is increased by one every AE IR intervals. The smaller AE is, the faster the access pattern changes. To make it reasonable, we also apply the same offset to the update so that the items with high update rate still have high access rate. Figure 5 shows the performance when the access pattern changes. If the access pattern changes rapidly, the average energy consumption is very high because clients need to spend more energy to prefetch and request data items from the server. The average stretch is lower as the result of prefetching. It can be seen that the VAP approach always outperforms the UIR approach due to prudent prefetches, even when the access pattern changes rapidly.
Conclusion
Prefetching is a very effective technique to reduce the query latency. However, prefetching consumes power. In a mobile environment where power is limited, it is essential to correctly identify the data items to prefetch in order to provide better performance and reduce the energy consump- tion. In this paper, a value-based prefetch scheme was proposed. The proposed scheme evaluates the cost of prefetching a data item by taking into account various factors such as the data item size, the access rate, the update rate, and the cache validation delay. In addition to making smarter prefetch decisions, the scheme is designed to be adaptive, adjusting the prefetch rate based on the current energy level. Simulation results verified that the proposed scheme can reduce the energy consumption and improve the system performance in terms of stretch compared to the UIR approach under various system conditions.
