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ABSTRACT
In this thesis, we present the Nonlinear Control Systems Laboratory set up for the 
Electrical ancl Computer Engineering Department at the University of Dayton. The 
laboratory consists of experiments such as position control of DC servo motor, ball 
ancl beam experiment, inverted pendulum, self erecting inverted pendulum, flexible 
joint, flexible link, magnetic levitation and process control experiment. We present 
the linear controller designs for all the experiments and nonlinear controller designs 
for the position control of DC motor, ball and beam, inverted pendulum and the self 
erecting inverted pendulum experiments. We also present the hardware set up for all 
these experiments in detail.
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CHAPTER 1
INTRODUCTION
The department of Electrical & Computer Engineering (ECE) at the University 
of Dayton has embarked upon establishing a new “Nonlinear Control Systems” labo­
ratory with the sole aim of providing its students hands-on experience with nonlinear 
controller designs for real-time systems. This laboratory will be used by undergrad­
uate seniors, graduate students and also for research. The laboratory provides an 
appropriate and absorbing environment for instruction, research and independent 
learning. The laboratories are located in Kettering Labs in rooms KL 351C and
351D.
Controller design methods can be classified as classical and modern control. There 
are limitations for both classical and modern control which are experienced in the real 
world. Classical controllers [1], which use the transfer function based approach, are 
fairly simple and are designed using the traditional linear system control techniques 
such as Bode plots, root locus and the Nyquist criterion. These control techniques 
can also be used for controller design of nonlinear systems about an operating point. 
The design becomes more complex as the complexity, i.e., the number of states in the 
system increases.
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On the other hand, modern control [2, 3] uses the state space approach and other 
nonlinear techniques such as adaptive control. The state feedback controller and linear 
quadratic regulator (LQR) are based on the state space approach. These controllers 
can be applied to nonlinear systems, which can be linearized about an operating 
point. Though these are LQR controllers based on linearized models, it is rather easy 
to design a state feedback controller or an LQR for a complex system, i.e., with more 
number of states when compared to classical controllers. Purely nonlinear controller 
design techniques use the nonlinear dynamics of the plant, which ensures that control 
is achieved over a certain region of interest when compared to a certain operating 
point in linear controllers and robust control can easily be achieved.
This laboratory, through its experiments, effectively demonstrates the merits and 
disadvantages of both classical and modern controller design techniques. The con­
troller designed is implemented on the physical plant with the aid of a digital com­
puter. The real-time control using a digital computer requires a good understanding 
of data acquisition from the physical plants, Analog to Digital & Digital to Analog 
Converters (ADC’s & DAC’s), encoders, sampling time requirements of the controller 
and different kinds of interrupts associated with the real-time operating system. This 
laboratory gives an introduction to all these elements as a part of the course work.
The selection of the experiments is primarily based on the criteria that these ex­
periments should be representative of current issues in control systems engineering. 
The experiments present in the laboratory cover control issues from various fields 
such as electro-mechanics, electro-magnetics and process control. The controller de­
sign for these experiments can be done using both the classical and modern control
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approaches. These experiments have fairly simple configurations requiring applica­
tion of simple proven control concepts while allowing the introduction of features that 
require the most advanced techniques for successful control system design.
The controller design techniques that can be designed and tested on the real time 
plants are, among others,
1. Classical control
(a) Proportional control
(b) Proportional plus Derivative (PD) control
(c) Proportional plus Integrator (PI) control
(cl) Proportional, Integrator plus Derivative (PID) control.
2. Modern control
(a) State feedback control
(b) Feedback linearizing control
(c) Fuzzy control and neural networks
(d) Indirect and direct adaptive control
Both the classical and modern controls are implemented on the plant and the students 
are required to analyze the benefits and limitations of these controllers. This type 
of laboratory experience gives the students a good insight into the design of a good 
controller given the plant’s physical constraints, actuator constraints, etc.
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1.1 Literature Overview
Teaching control systems theory with a real time control laboratory has a long 
past. Until the advent, of computers, control design implementation has been done 
with operational amplifiers and different electronic devices. The electronic circuits 
are simple for the implementation of classical controllers such as proportional, pro­
portional integral, proportional integral derivative and on-off controllers. Tuning the 
parameters is always necessary and needs lot of experience. But complex nonlinear 
control design using conventional electronic circuits would be a hectic task. With 
the advent of microprocessors and computers, the control design implementation has 
reduced to simple programming.
Paper [4] emphasizes the requirement of teaching control theory with the aid 
of a microcomputer based control laboratory. This gives a provision to study the 
efficiency of different control algorithms thus allowing the theoretical concepts to be 
immediately applied to a real time system.
The real time control of DC servo motor using a TM990 microcomputer has been 
addressed in [5]. The program is written in “Basic.” There are two categories of 
practical content [6] that is missing in the control engineering courses offered at 
universities. One is the practical knowledge which is rarely treated in modern text 
books. They are learned on the job and possibly by making mistakes. The second 
category is the new practical knowledge which has emerged recently as a result of 
applied research by industrial and academic control system designers.
In the control engineering course curriculum, the emphasis is primarily on math­
ematical analysis and design. This does not address the practical issues such as
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1. to what extent does the designed mathematical model of the system represent 
the original plant;
2. how well does the designed controller work on the real plant;
3. what is the region over which the controller works;
4. implementation problems of the designed controller on the real plant.
The analysis and rules which are covered in the books give only a general and basic 
idea before implementing the design on real plant.
In the control systems course work, computer simulation has become a good al­
ternative for the hardware based laboratory work. It has become an integral part 
of the practical control design engineer’s life. A controller is designed based on the 
mathematical model of the plant and this controller along with the plant dynamics 
is simulated in the computer. But the parameters in the real time plant may change 
with time so that the controller parameters may have to be adjusted as time passes. 
Also, the plant parameters may not be well known, and may be different from the 
simulation values. These issues are not addressed in the computer simulation.
Some of the practical constraints and physical plant limitations such as maximum 
input voltage into the actuator, the frequency of the controller output, may not be big 
issues in computer simulation. But we cannot ignore these issues while implementing 
the designed controller on the physical plant because ignoring them may damage 
the plant. So it is believed that “hardware-in-loop” experience is a vital part of the 
control engineer’s training and education.
The emphasis of choosing experiments for the controls lab representing the pro­
totype of dynamical systems from various branches of control system engineering is
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presented in paper [7]. The areas covered are fluid-level regulation, engine speed 
regulation, material-transport systems. This paper also gives weight to the instru­
mentation and different control designs for dynamical systems such as three-term 
control for coupled tanks and phase advanced control for ball and beam.
Paper [8] presents a systematic procedure for teaching control systems concepts 
with control laboratory at Purdue University over a period of three years. The first 
course deals with modelling and analysis of physical systems. The second course 
emphasizes dynamic system concepts, concentrating on instrumentation and mea­
surement. The final course ties together the modelling, analysis and instrumentation 
concepts to feedback control of dynamic system. Every course has its own laboratory
work.
Teaching multi-variable control as a part of final year undergraduate and gradu­
ate control course is addressed in [9] with two input and two output coupled drive 
apparatus where the control objective is the simultaneous control of belt speed and 
tension. A new control laboratory course at the Ohio State University, where the stu­
dents executes a series of nonlinear controllers such as fuzzy control, adaptive control 
and other intelligent control techniques, is addressed in [10].
1.2 Laboratories in Some American Universities
The experiments present in controls laboratory at the University of Notre Dame 
are ball and beam balancing, control of inverted pendulum, double pendulum and 
effects of data networking in control. The control design techniques used are Linear 
Quadratic Regulator (LQR) and pole placement. The effects of data networking 
in feedback control such as network induced-delay, time-spaced measurements and
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bandwidth restrictions are demonstrated with the ball and beam setup. A novel way 
to reduce these effects is explained and tested.
The control systems at the Ohio State University have the experiments such as 
modeling and system identification of DC servo, PID control of DC servo, LQR for 
flexible link, hierarchical and distributed control for a multi-zone temperature control 
problem and 2D0F helicopter. The controllers developed are nonlinear based fuzzy 
and adaptive control. Hierarchical, distributed, network based controllers are also 
used for experiments like multi-zone temperature control experiments.
Control concepts such as modelling, observer design, feedback control design, con­
trol design using root locus and frequency techniques are implemented on a single DC 
servo motor at the University of Kentucky control systems laboratory. The follow up 
digital controls systems course gives an insight into the same concepts in discrete
domain.
The control systems lab of chemical engineering at the University of Tennessee has 
process control experiments such as pressure, level and flow control. Simple classical 
controllers are designed. The university introduced a new web lab from where the 
students can design their controllers and implement on the real experiments and get 
the results online without physically performing the experiment in the laboratory. 
At Wright State University, the experiments present are servo motor, rectilinear and 
torsional plane. Classical and modern control concepts are dealt with.
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1.3 Overview of the Laboratory
1.3.1 Software
The laboratory is equipped with four computers in KL 351C and KL 351D. The 
computers in KL 351C serve the Quanser servo experiments and the magnetic levita­
tion experiment, and the computers in KL 351D serve the process control, inverted 
wedge experiment and other simulation work. All the computers have a configuration 
of 2.4GHz Intel Pentium-4 processor, 512 MB RAM and 30 GB hard drive space and 
are connected to the internet. The softwares primarily used in this laboratory, Matlab 
6.5, Simulink 5.0 and dSPACE release 3.4, are installed on all the computers.
Matlab, released by the Mathworks, is a powerful high-level language with com­
prehensive mathematical and graphic tools for data analysis, visualization, algorithm 
and application development. It provides a high-performance technical computing 
environment. It has separate tool boxes for control systems, signal processing, image 
processing and many more allowing it to be used in a variety of fields. Simulink, used 
in conjunction with Matlab, is a model-based, system-level design tool. It provides a 
simulation and prototyping environment for modeling, simulating and analyzing real- 
world, dynamic systems. Simulink provides a block diagram interface that is built on 
the core of Matlab numeric, graphics and programming functionality.
dSPACE solutions for control provides the real-time interface between the physical 
plant and Matlab/Simulink. It provides solutions for development processes with real­
time systems for rapid control prototyping, code generation and hardware-in-the-loop 
tests. For working on dSPACE, refer to [11, 12, 13, 14, 15].
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1.3.2 Hardware
The hardware consists of Quanser CPI 104 and dSPACE dsll04 data acquisition 
boards (DAQ). Both the DAQ boards have ADC’s, DAC’s, analog & digital encoders, 
digital I/O, RS232, etc. For pin out diagram of dsll04 refer to [11] and for pin out 
diagram of CP 1104 refer to [16] .
1.3.3 Experiments
The laboratory currently consists of eight experiments. Out of these eight, six are 
Quanser based.
Position Control of DC Servo Motor:
The objective of this experiment is to control the position of a Quanser servo 
motor, SRV-02, output shaft. The motor has two configurations, high gear and low 
gear. The controllers designed for this experiment are proportional derivative and 
fuzzy controller.
Ball and Beam Balancing:
The SRV-02 drives a lever arm which is coupled to a track upon which a rolling 
ball rests. The objective is to control and track the ball position. The experiment 
is done in high gear configuration. A conventional proportional derivative and direct 
adaptive controllers are developed. These have two controller loops, one for motor 
angle control and the other for ball position control.
Rotary Inverted Pendulum:
An inverted pendulum is mounted at the end of a flat arm attached to the SRV- 
02. The aim is to balance the pendulum vertically upright and the arm to track a
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reference angle. The controllers implemented are state feedback controller and direct 
adaptive controller.
Self Erecting Rotary Inverted Pendulum:
This experiment is the same as balancing the inverted pendulum but the pen­
dulum starts from vertically “down” position, swings itself up and has to maintain 
the vertically upright position. The controller comprises of swing up control, mode 
control and balance control. This experiment is also known as the Furuta pendulum.
Rotary Flexible Joint:
This is a prototype for a robot arm. It consists of a flexible arm attached to 
the SRV-02. The objective is to design a controller which controls the base and arm 
position. A state feedback controller is developed and implemented.
Rotary Flexible Link:
This is the same as the flexible joint but, instead of an arm, a link is attached to 
the SRV-02. The objective is to reduce the undamped oscillations of the tip while 
commanding the tip to a desired position. A state feedback controller is developed.
Magnetic Levitation:
The experiment consists of a ball resting on a vertical post facing an electromagnet. 
This whole set up is encased in a rectangular enclosure. The objective is to levitate 
the ball from the post and track a desired vertical trajectory in the air. A two loop 
proportional integral and proportional integral derivative controller is developed.
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Process Control Experiment:
The process control experiment is designed for level control of a liquid. For the 
level control, liquid is pumped from one tank to the other until a desired level is 
attained. Classical controllers like on-off, proportional, proportional derivative, pro­
portional integral derivative and feedback linearizing controllers are developed.
1.4 Thesis Outline
In this thesis, we are going to explain the different experiments that are present in 
the laboratory and their linear and nonlinear controller analysis and design. This the­
sis is organized into nine chapters. In chapter 2, the controller design for the position 
control of a DC servo motor is explained. First, a linear PD controller is developed 
and then a nonlinear fuzzy controller is designed and a comparison is made between 
these controllers. In chapter 3, the design of a linear and an adaptive controller for 
the ball and beam experiment is discussed and the superiority of the adaptive con­
troller over the linear controller is explained. In chapter 4, a state feedback controller 
and an adaptive controller are designed for the inverted pendulum. In addition to 
that, a weight is attached to the pendulum and the efficacy of the adaptive controller 
for changes in the parameters is discussed. In chapters 5, 6 and 7, state feedback 
controller design for the self erecting inverted pendulum, flexible joint and flexible 
link is explained. In chapter 8, a two loop PD ancl PID controller design is discussed 
for the magnetic levitation experiment. In chapter 9, an on-off, proportional, pro­
portional derivative and feedback linearizing controller design for the process control 
experiment is discussed.
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CHAPTER 2
POSITION CONTROL OF DC SERVO MOTOR
The position control experiment is based on the Quanser rotary servo plant SRV- 
02. This is a single input and single output (SISO) model experiment. The block 
diagram of the servo motor is shown in Figure 2.1 (a). It consists of a DC servo 
motor with a built in gear box whose ratio is 14:1. The output of the gear box drives 
a potentiometer and an independent output shaft to which a load can be attached. 
The purpose of the experiment is to design a controller for the position of the output 
shaft that tracks a reference trajectory. The output shaft is in two configurations: 
low gear and high gear as shown in Figure 2.1 (b). In the low gear configuration, all 
the three gears that drive the load have the same number of teeth, i.e., 72 teeth. In 
the high gear configuration the three gears have different number of teeth, i.e., one 
with 24 teeth, one with 72 teeth and the other with 120 teeth. This experiment is 
carried out in high gear configuration.
2.1 Mathematical Model
Let Km be the motor torque constant, be the angular velocity of the motor 
shaft, and Kg be the gear ratio. By performing an electrical analysis we obtain the
12
DC motor equations as
^in — "b
where Vin, Rm and Im are the voltage input, armature resistance of the motor ancl 
current, respectively. Since cjm = Kgw\, we have
Vin — An-^m ~h (2-1)
where uq is the angular velocity of the output shaft. Let Trn be the torque generated 
by the motor, to be the torque at the output after the gear box, Jm be the motor 
inertia and Ji be the load inertia. By performing a mechanical analysis we have
To KgTm
— + i/l )
^9
~ + Jldq
= + Ji)
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But we have rm = KmIm. Hence
t ___ J~m
Km
- T°
KmKg
. K2Jm + Ji
= CJi ——----
Km,Kg
^}.Jeq
Km K g
where Jeq = K2Jm + is the equivalent inertia seen at the output of the gear box. 
Hence by substituting this in equation (2.1), we obtain
vm = + KmKgUl (2.2)
KmKg
Since angular velocity, cui = 3 and uq = 3 where d, 3 and 3 are the angle, velocity 
and acceleration outputs at the output shaft, respectively, equation (2.2) becomes
Vin = + KmKg0 (2.3)
Let 3 = x\ such that
(2-4)
Idn KmKgX%
R-m Jeq/KmKg
The corresponding state space representation is
z'l 0 1 xv +
I
c° .
.1
T2 0 RmJeq Rm Jeq
(2.5)
and the output equation is given by,
z/ = 0 = aq (2-6)
14
Taking the transfer function of equation (2.3), we get
K„(s) + KmKg)
where 9 is the angle output at the output shaft. Substituting the system parameters
(see Appendix A) in equation (2.7), we get
= 1 f2 8) 
C„(s) s(0.0093s + 0.5369) v ’
The open loop step response of the system is shown in Figure 2.2 (a).
(a) (b)
Figure 2.2: (a) Servo motor open loop step response (b) Closed loop step response
2.2 Control System Design
2.2.1 Proportional Derivative Controller
The open loop step response of the DC motor is unstable due to the presence of 
a pole at the origin. It is desired to design a proportional-derivative (PD) controller. 
Let 9d be the desired angle. The controller equation [1] is given by
Vin = Kp(9d — 9) — Kd9 (2.9)
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which tracks the desired angle. The feedback proportional gain Kp and derivative 
gain Kd are used to design the response of the closed loop system. Substituting the 
controller equation (2.9) into the open loop transfer function equation (2.8) we obtain
0(s)_ =____________ Kp____________
Ofis) 0.0093s2 + (0.5369 + /Q)s + K
The system is designed to have a peak time tp = 0.05 sec with damping
ratio £ = 0.7. The desired characteristic polynomial is s2 + 2(/uos + ca2. Solving this 
equation, we get Kp = 72.08 and Kd = 0.61. The closed loop step response of the 
system with the PD controller is shown in Figure 2.2 (b). These gains are implemented 
in the simulation and also in the experiment with a reference position as a square 
wave input of frequency 0.5 Hz ancl amplitude of 0.5 radians. The simulation step size 
is set to 0.001 sec. The simulation and the experimental results are shown in Figures 
2.3 (a) and 2.3 (b) respectively. The output shaft tracks the reference square wave 
in simulation and also in the experiment. There is an overshoot and the response 
time in the experiment is more when compared to the simulation. A small amount 
of tuning is required.
2.2.2 Fuzzy Controller
The fuzzy controller schematic [17] is shown in Figure 2.4 (a). The inputs to 
the preprocessing block are the crisp measurements from the measuring instrument. 
These crisp measurements are quantized and filtered in this block and are sent into 
the fuzzy controller. The inputs to the fuzzy system are the error, e = — r and
the change in error, e — — r where aq, aq are the angle ancl velocity at the output
shaft and r, f are the reference and first derivative of the reference respectively. In 
the fuzzification block, e ancl e are multiplied with gains pi = 0.5 ancl g? = 0.2 such
16
Figure 2.3: (a) Servo motor simulation result with PD controller (b) Experimental 
result
that it matches the input data with the conditions of the rules to determine how well 
the condition of each rule matches that particular input instance.
The rule base [18, 19] is generated from a set of IF-THEN rules. Typically, this set 
of rules is developed heuristically based on the knowledge of the plant. An example
of the IF-THEN rule could be
IF e is positive-large AND e is positive-large then u is negative-large
In this experiment, we use linguistic variables “positive-large”, “positive-medium, 
“zero”, “negative-medium”, “negative-large” to quantify the error and the change in 
error. To quantify what exactly is “positive”, etc., we use Gaussian membership 
functions defined by = exp[—(^yp1)2] where x is the independent variable in the 
universe, is the center and cr is the standard deviation of the Gaussian as shown 
in Figure 2.4 (b). The universe of discourse is normalized to cover a range of [—1,1]. 
e, e after multiplied by gains gi and g2, are saturated such that these values fit into 
the normalized range. The rule base for this experiment is shown in Table 2.1 where
17
Figure 2.4: (a) Fuzzy controller schematic (b) Gaussian function
Table 2.1: Rule base for the fuzzy controller of position servo
force
u
change in error,e
-1 -0.5 0 0.5 1
error, e
-1 1 1 1 0.5 0
-0.5 1 1 0.5 0 -0.5
0 1 0.5 0 -0.5 -1
0.5 0.5 0 -0.5 -1 -1
1 0 -0.5 -1 -1 -1
“negative-large” is referenced as -1, “negative-medium” is referenced as -0.5 and so 
on. The total number of rules we can produce from the rule base is p = 52 = 25. We 
quantify the meaning of the rule base using fuzzy sets and fuzzy logic. The rule base, 
using fuzzy set theory, can be expressed as a set of fuzzy implications as
R[ : If (F* and ... and F^) Then G1
Rp : If (Fp and ... and F£) Then Gp
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where n is the number of inputs and
F- = : Xi G 9?}
gp = {fe, mgAz/)) -y £
are the fuzzy sets. The inference engine is given by the “product” rule defined as 
Hj(x) = p,F j * ... ★ /dp,j(x). To develop a crisp output from the fuzzified inputs, 
“center average defuzzification" is employed which is defined as
u — F{x} — E'.'=i* /OU
where bj are the centers of the membership functions. The crisp value is the resulting 
controller output. For more details on Fuzzy control refer [19, 3]. The designed fuzzy 
controller is used in the simulation and in the experiment with the same reference 
input, frequency and amplitude. The controller successfully tracks the reference input 
with no overshoot and less response time as shown in Figure 2.5 (a) and 2.5 (b)
Figure 2.5: (a) Servo motor fuzzy controller simulation result (b) Fuzzy controller 
experimental result
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2.3 Comparative Results
From the comparative results shown in Table 2.2, we can see that the control 
energy, settling time and overshoot are considerably reduced using fuzzy control when 
compared to the PD controller.
Table 2.2: Comparative results of PD and fuzzy controller for servo motor
Average control energy Settling time Over shoot
PD controller 2.8 x IO-6 volts 0.15 seconds 20%
Fuzzy controller 7.8 x 10-6 volts 0.1 seconds 0
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CHAPTER 3
BALL AND BEAM
The ball and beam experiment is based on the Quanser rotary servo plant SRV- 
02. The output of the gear box drives a potentiometer and an independent output
shaft to which a ball and beam module can be attached. The motor drives a lever
arm which is coupled to a track, upon which a rolling ball rests. Figure 3.1 shows 
the ball and beam module. The objective of this experiment is to design a controller 
that regulates the position of the ball along the track by manipulating the angular 
position of the servo. The experiment is carried out with output shaft in high gear 
ratio configuration.
Figure 3.1: Ball and beam module
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3.1 Mathematical Model
3.1.1 Servo Motor
Let Km be the motor torque constant, cjm be the angular velocity of the motor 
shaft, ancl Kg be the gear ratio. By performing an electrical analysis we obtain the 
DC motor equations as
where Vin, Rrn ancl Im are the voltage input, armature resistance of the motor ancl 
current respectively. Since cdm — KguJi, we have
Cn — RRm + KmKg<^l (3.1)
where uq is the angular velocity of the output shaft. Let rm be the torque generated 
by motor, to be the torque at the output after the gear box, Jm be the motor inertia 
and Ji be the load inertia. By performing a mechanical analysis we have
— R(Rm
-Kg^Jm&m d~ jy- )
.V
= + Jldq
= Di( JmK g + Jl)
But we have rm = KmIm. Hence
m ~ TT
- T°
= KmKg
. K2gJm + Ji 
KmKg
~ KmKg
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where Jeq — K2Jm + A is the equivalent inertia seen at the output of the gear box. 
Hence by substituting this in equation (3.1), we obtain
vm = :A + KmKgu, (3.2)
Taking the transfer function of equation (3.2), we get
<?(s) =_______ 1
'-(>!
where 9 is the angle of output shaft. The load inertia of the lever arm attached is 
A = 0.001. Substituting the plant parameters (see Appendix A), we get
ifil = 1 (3 3)
Vm(s) s(0.01406s + 0.5407) v ' 7
3.1.2 Ball and Beam
The rolling ball dynamic equation can be derived from the Lagrangian equation
as follows:
(—| + m)x + mg sin(a) — mxa2 = 0 (3-4)
where = jrar2 is the moment of inertia of the ball, r is the radius of the ball, x is 
the ball position from the center of the beam which is attached to the output gear, 
g is the gravitational force constant, o is the angle of the beam. Substituting the 
mass of the ball, m = 0.068 Kg, radius of the ball, r = 0.025 m and linearizing the 
equation about the beam angle, a = 0, such that sin(o:) = a and neglecting d2 term, 
we obtain the simplified dynamic equation,
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(a)
Figure 5.2: (a) Simulation result of self erecting inverted pendulum with state feed­
back controller (b) Experimental result
(b)
state feedback controller results, there is not much difference between them. If the 
pendulum is added a weight, there should have been a difference. The weight used 
in the rotational inverted pendulum could not be used because of its added weight. 
During the swing up, since the rod, at the gear arrangement is slender, it would be 
hazardous to the motor. So we could not perform the adaptive controller with weight 
experiment.
(a)
Figure 5.3: (a) Simulation result of self 
controller (b) Experimental result
recting inverted pendulum with adaptive
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Applying Laplace transform, we get
s2rr = —~ga
x(s) 5g 
7s2 (3-5)
The angle of the beam, a is a function of the servo plant angle 3. This relationship 
is nonlinear but can be approximated as, a = ~3 where I is the length of the beam 
ancl rq is the radius of the output gear. From equation (3.2), since angular velocity 
uq = 3 and (hi = 3 where (9, 3 and 3 are the angle, velocity, acceleration outputs at 
the output shaft, respectively, equation (3.2) becomes
= ej^.
m-^g' (3-6)
such that
and from equation (3.4),
g _  Vin
Rm Jeq/ Rm Rg
mxa2 — m^sin(a)
(3-7)
(3-8)X — 4 + m
since a = ^0,
-^-xO2 — m^sin(y^)
(3-9)+ m
Let x = Zi, x = Z2, 3 = 23, 3 = z$, such that the state space representation of the 
above equations can be obtained as
21 = z2
Z2 = az\z^2 — 6 sin (023)
23 = 24
24 — —c/24 + eVin (3.10)
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where a
zz2 t/2
m9 r — ry rl _ Arn.Ag 
J c u Rm Je
e _ AmA„ output equation forri-m Jeq
this system is given by
, b =
7/ = a; = Zi (3.H)
The linearized state space equation can be given as
A '0 10 o'
^2 0 0-60
4 0 0 0 1 ^3
A 0 0 0 —d Z4
3.2 Control System Design
3.2.1 Proportional Derivative Controller
The controller designed for this system is a two loop controller as shown in Figure 
3.2. The inner loop ensures that the servo angle 3 tracks a desired angle 3d- A
0
Figure 3.2: Ball and beam proportional derivative controller schematic
proportional-derivative controller is designed which is given by
Vm = Kp(ed -e)- Kde (3-12)
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Substituting the control equation (3.12) in the open loop transfer function equation 
(3.4), we obtain
6d 0.0141s2 + (0.5407 + Kd)s + Kp v ' 7
The servo angle controller is designed to have a peak time tp = ..... T—— =0.2 sec
and damping ratio £ = 0.7. The desired characteristic polynomial is s2 + 2(cvos + cu2. 
Solving this equation we get Kp = 6.9347 v/rad and Kd = —0.0993 vsec/rad.
The outer loop is the ball controller. A proportional-derivative controller is de­
signed for this loop which is given by
a = Kbp(x - xd) + Kbdx (3-14)
where xd is the desired ball position. Substituting this control equation (3.14) in the 
ball control dynamic equation (3.5), we obtain
37 (s) 7Kbp
xd{^s^ T 7 Kbps T 7Kbp
and 9d can be computed from the equation 9d = -~a. The value of is 17. The
ball position loop controller is designed to have a peak time tp = ---- A----- = 3 sec
and clamping ratio £ = 0.7. The desired characteristic polynomial is s2 + 2(^cvos Ten2. 
Solving for Kbp and Kbd we get Kbp = 0.3132 rad/m and Kbd = 0.2911 radsec/m. 
The equivalent values on deg and cm scale are Kp = 0.121 v/deg, Kd — —0.00173 
vsec/deg, Kbp = 0.179 deg/cm and Kbd — 0.171 degsec/cm. The important aspect 
of this design approach is that the inner loop must be considerably faster than the 
outer loop so that the servo plant dynamics do not affect the ball controller dynamics. 
Keeping this in mind, the servo plant controller is designed to have a peak time of 0.2 
seconds while the ball controller is designed to have a peak time of 3 seconds. The
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simulation result ancl experimental result with a square wave input of 5 cm amplitude 
ancl frequency of 0.05 Hz are shown in Figures 3.3 (a) ancl 3.3 (b). The simulation 
step size is set to 0.001 sec. In the experiment a digital filter is used to reduce the 
measurement noise from the ball position sensor. Changing the bandwidth of the 
filter will alter the closed loop response. At the start of the experiment, the ball 
position must be near the origin because the relationship between a ancl 3 is linear 
about the linearizing point, a = 0.
(a) (b)
Figure 3.3: (a) Ball ancl beam PD controller simulation result (b) PD controller 
experimental result
3.2.2 Direct Adaptive Controller
The direct adaptive controller as described in [3] is designed for the ball position 
control using feedback linearizing controller as a known controller ancl the propor­
tional derivative controller is retained for the servo motor position control as shown 
in Figure 3.4. The ball position dynamics are given by equation (3.8). Let x = rcn,
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Figure 3.4: Ball and beam direct adaptive controller model
± = x12 and q, the reference angle for the motor to be the control output, such that
±n = rci2
±12 = arcnd2 — frsince (3.15)
with y — rrn as output. Differentiating the output twice,
2/ = ±n = ®12
1/ = ±12 = mend2 — bsina (3.16)
The system has well-defined strong relative degree of 2. Though the system has a well- 
defined relative degree [20], the system is not in the standard form of ± — f(x)+g(x)a. 
The control input, a enters into the equation (3.16) in a nonlinear fashion which makes 
the controller design challenging. Design of an adaptive controller using conventional 
techniques present in [21, 20] is not possible. The standard form can be obtained by 
linearzing equation (3.15) about a = 0 such that d2 = 0 and since = ce, equation 
(3.15) becomes
±12 = (3-17)
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which is in the form of x — f(x) + g(x)a. From equation (3.17) we define the feedback 
linearizing control law as
where e is a signal that will be defined later. Defining a stable manifold for tracking 
the reference, rn and its derivative, fn, we take the error signal of the states as, 
e = ki(xu — rn) + (j?i2 — rn) such that e = ki(x12 — bi) — rn — ba where ki is the 
gain and rn, rn are set to zero for tracking a square wave input reference. Defining 
X = ki{x12 ~ Di) ~ Di, we get
e — x — ba (3.19)
From this equation, the feedback linearizing controller can be obtained as
®fl = _t(_X ~ &e) (3.20)b
where e = ~x — ke and k > 0, such that e = — ke which is asymptotically stable. In 
order to design a direct adaptive controller, the system input-output equation (3.17) 
is assumed to be (i) minimum-phase, (ii) g(x) is bounded by two finite constants, 
tyo ancl gx such that —oo < gi < g(x) < gQ < 0 and (iii) for some B(x) < 0, 
|p(rr)| < B(x) < oo. For the ball position equations, since g(x) is a constant, taking 
go = — 5 and gi = —10 will satisfy the second property and setting B(x) = 10, the 
third assumption satisfied.
Let it* be an unknown ideal controller, which we will try to approximate. The ideal 
controller is assumed to be a feedback controller of the form u* = ^y(—/(rr) —y —/ce). 
In general it is possible to express u* in the form of u* = B(x, e, 0*) + Ufc + wu(z, e) 
where x = [xn, x12]T, is a function approximator like a fuzzy system or a neural 
network, 0* is a vector of unknown parameters, is a known controller and wu(.) is
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the approximation error for which we assume |wu(z,e)| < wu where we let wu = 0.01, 
a guessed value, which is taken as the smallest possible approximation error for the 
ideal adaptive controller. We will try to search for n* using
= W(a, e,#u) + (3-21)
where JF(a, e, — $({£(a)e, du E K125 is the parameter estimate which will be 
updated online, £(a) E 5ft125 is a vector of radial basis functions, and us is the 
stabilizing control term. The parameter estimation is obtained using a fuzzy system 
with 3 inputs and using 125 rules. The inputs to the fuzzy system are an, x^ and 
e. The membership functions used for this experiment are Gaussian functions of 
the form, — eap[—(^£i)2], where x is the independent variable in the universe 
(here an,ai2,e), c.j is the center and cp is the standard deviation of the Gaussian as 
shown in Figure 3.5. £(a) can be calculated from, £(a) = ■ The adaptation
Figure 3.5: Input membership functions
law is chosen in such a way that the output error converges asymptotically to zero, 
and the parameter error remains at least bounded and is given by 0u = ^(x^e, 
where 7 = 0.1 is the adaptation constant. The stabilizing term, us is obtained as
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us = —sgn(e)(wu + ^p|e|) and the known controller used is ~ ke)- For
a detailed derivation of adaptive controller (see Appendix B). The simulation and 
experimental results of the direct adaptive controller are shown in Figures 3.6 (a) and 
3.6 (b). The simulation step size is chosen to be 0.001 sec.
(a) (b)
Figure 3.6: (a) Ball and beam adaptive controller simulation result (b) Adaptive 
controller experimental result
3.3 Comparative Results
The comparative results are shown in Table 3.1. The steady state error value
Table 3.1: Comparative results of adaptive and PD controller for ball and beam 
experiment
Steady state error Average control energy
PD controller 0.5 cm 0.098 volts
Adaptive controler 0.1 cm 0.14 volts
is considerably reduced in the adaptive controller though the control energy used is 
slightly more than the PD controller.
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CHAPTER 4
ROTARY INVERTED PENDULUM
The rotary inverted pendulum experiment is based on the Quanser rotary servo 
plant SRV-02. This is a single input and dual output experiment. The output of the 
gear box drives a potentiometer to which a flat arm, with a hinge, is attached. The 
pendulum is mounted on the hinge as shown in Figure 4.1. An encoder fixed to the 
hinge measures the angle of the pendulum and an encoder fixed to the servo motor 
gears measures the arm angle. The objective of the experiment is to design a feedback 
control system that maintains the pendulum upright as well as track a desired arm 
position. The experiment is performed in high gear configuration.
4.1 Mathematical Model
Let mp be the mass of pendulum, lp be the length of the pendulum, Ji, be the 
moment of the base, 6 be the angle of the base with respect to the horizontal, a be the 
angle of the pendulum with respect to the arm, g be the acceleration due to gravity, 
t be the motor torque, and r be the length of the arm. The kinetic and potential
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Pendulum
Figure 4.1: Simplified model of rotational pendulum
energies of pendulum and base are given by
PEpen = mpglp cos a
KEpen = ^mp[(3r + d/pcosQ:)2 + (d/p sin a)2]
KEbase ~
The Lagrangian is given by
L = (KEpen + EEbase) ~ PE.pen
— (jmpVfr + d/pcosa)2 + (d/psincv)2] + ~ Tnpglp cos a
The generalized Lagrangian formulation for equations of motion is given by
d sdL\ dL 
dt\dg) 93 
d_(dL\ 
dt\da) da
(4T)
(4-2)
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a^
ar
de
d f^L\
dt I 93 / 
aa
a<a
ai
da 
d /9L\
Solving the above equations, we get
dL 0
mpr(0r + alp cos a) + Jb3 
mpr20 — mprlpa2 sin a + mprlpd cos a + Rd 
mpglp sin a — mprlpdd sin a
mplp cos a(3r + alp cos a) + rapdZp2sin2 a 
mplpr3 cos a + mplp2a — mplpraO sin a
Substituting the above solved equations in the Lagrangian formulation equations (4.1) 
and (4.2), we obtain the differential equations of the system as
(mpr2 + Jb)3 — mprlpd2 sin a + mprlpd cos a = t (4.3)
mplpr3 cos a + mplp2d — mpglp sin a = 0 (4.4)
The torque generated by a servo motor can be obtained as follows: Let V be the 
voltage input, I be the armature current, Rm be armature resistance, Km be the 
back EMF constant, cvm be the angular velocity of the motor shaft. Then
E — I Rrn T Kmcjm
Since = Kgcj, where ca is the 
IRm + KmKgoj. Thus
I
But t — KgTm = KgKmI. Then
T =
angular velocity of the output shaft, we get V —
V _ KmKg
Rm Rin
UJ
KmK _ KmKg
(4-5)UJR, R„
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where rm is the torque generated by motor, t is the torque generated at the output 
after the gear box. Solving for 9 and d, from equation (4.3)
-(mpr2 + Jb)9 4- mprlpa2 sin cv + )#
mplpr cos a
Substituting equation (4.6) in equation (4.4), we obtain
„ mpgr cos asin a — mplpa2r sin a — (A^Ag)V + ()fl 
mpr2 cos2 a — (mpr2 + Jb)
From equation (4.4), we get
•• mpg sin a — mplpa 
mpr cos a
Substituting equation (4.8) in equation (4.7), we get
mpr2a2lp cos a sin a — [mpr2 + Jt)p sin a + (A™A^rcosa) V — (A^/VCOSQ 
d — ---------------------------------------------------------------- 222------------------ ----------
[mpr2 cos2 a — (mpr2 + Jb)]lp
(4-9)
Writing the equations (4.7) and (4.9) in state space form with the state variables, 
[9,a,9,a]T = [aq, z2, ^3, £4]7, we get the state equations as
(4-6)
(4-7)
(4-8)
±1 = x3
x2 = x4
mpgr cos x2 sin x^ — mplprx42 sinx2 + (--g )x3 — (Kg/<g)V
3 mpr2 cos2 x2 — (mpr2 + J5)
mpz/2/px42 cos x2 sin x2 - (mpr2 + J6)^sina:2 - (AmA^COS3?2 )rr3 + (A",Agr cosaq)!/ 
Zp(rapr2 cos2 X2 - (mpr2 + Jb))
(4.10)
Linearizing the system about zero of the pendulum angle, a = x2 = 0, i.e., about the 
vertically upright position, such that sin(rr2) — x2 and cos(rc2) = 1, a — x4 and its 
higher order terms (t2,^,...) equal to 0, we get the linear state equations in state
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space form as below:
aq
X3
X4
0
0
-mprg
Jb
Jb+rripr
lpJb
1
0
-K2K' 2
RmJb
KrrSKg2!
RmJblp
Xy 0
x2 0+ R m-Rg
Xa
Rm Jb KmRgT
RmlpJb]
V
ancl the output equation is given as
y = Zi(t) = a = x2 (4.11
Substituting the system parameters, shown in Table 4.1 ancl Appendix A, into the 
matrix equation, we get
x'l
^2
^3
Ah
0 
0
0 —62 
0 136
1 0 
0 1
-26 0 
33 0
aq
a:2
rr4
0
0
49
-61
V
4.2 Control System Design
4.2.1 State Feedback Controller Design
It is desired to design a state feedback controller. The state feedback controller
will be of the form
Fn — —(kiXi + A:2^2 T k3x3 + Aqaq)
The values K = [ki, k2, k3, A*4] can be arbitrarily chosen such that the closed loop 
system, Ac = A — BK, of a continuous-time state-space model x = Ax + Bu, has 
its poles in the left half of s-plane. The K matrix can also be obtained by using the 
Linear Quadratic Regulator (LQR) design. The conditions that must be satisfied for 
the LQR design are that the pair (A, £) must be stabilizable. The LQR design [22] 
is based on optimization of a quadratic cost function (performance index) of the form 
J — / (x7 Qx + uTRu)dt
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The choice of Q must be such that it is a. positive definite matrix, i.e., the eigenvalues 
of Q must be positive and R > 0. The LQR design can be done using the Matlab 
command K = lqr(A, B, Q, R) such that u = —Kx is the control input. Choosing 
Q = ffiap([25, 5, 0.2, 0.2]) and R = 25, the optimal gains obtained are given by /< = 
[—1, —16.5, —1.4, —2.9] volts/radians. The simulation and experimental results with 
a square wave input reference of 0.1 Hz with an amplitude of 0.5 radians given to 
the arm are shown in Figures 4.2 (a) and 4.2 (b). The step size is set to be 0.001 
seconds. In the simulation, the arm not only tracks the reference input but also 
maintains the pendulum upright. In the experiment, the arm tracks the reference 
input reasonably well while maintaining the pendulum vertically up. In reality, since 
the pendulum tries to fall to one side, the arm continuously has to move that way to 
balance the pendulum which requires the arm to move a bit more that the reference 
arm angle. Before the experiment is started, the pendulum has to be held vertically 
upright with the motor turned off which will be registered as “zero” of the pendulum 
by the encoder fixed to it. If the pendulum is not vertically up before the start of 
the experiment, the registered “zero” will not be perfectly vertically up such that the 
balancing the pendulum will become difficult.
37
(b)
Figure 4.2: (a) Rotational inverted pendulum state feedback controller simulation 
result (b) State feedback controller experimental result
4.2.2 Adaptive Controller
Differentiating the output equation (4.11), we get
y = = ^4
mpz'2/p.r;42 cosx2 sinx2 — (mpr2 + Jb)psin;r2 - (AmAf,rc°532 )x3
i/ = ;------ 2----- 2--------- 7------ r; ruz---------- ~---------[mpr2 cos2 x2 — (mprz + Jb)\lp
KmKgr cos x2RmV—I— ---------------------- --— ----------
[mpr2 cos2 x2 - (mpr2 + Jb)]lp
= f(x)+g(x)u (4-12)
Thus, the inverted pendulum has a strong relative degree, n = 2. Since the total 
states are 4 and n = 2, number of unobservable states d — 2. The system has two 
unobservable states that form the internal dynamics of the system. It is possible to
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find a diffeomorphism, T(x) such that
T^x)
Td(x)
h(x')
L'j {h(x)
is the new state variable representation of the system where q E 5ft2 represents the 
internal dynamics of the system, x E 5ft2, h(x) is the output equation (4.11) and 
L1J~1h(x) — dLff(x) where Lfh(x) — |^/(rc). Ti(x) can be chosen such that 
^g(x) = 0 where
x3
£4
mpgr cos X2 sin X2—mplprx42 sin X2 + (- 4^3
and
mpr2 cos2 X2 — (mpr2+Jt,) 
mpr2lpX42 cosx2 sinx2-(mpr2+Jb)gsinx2 — (- 4^3
lp(mpr2 cos2 X2-(mpr2-i-Jb))
0
0
____________KmKy____________
Rm(jnpr2 cos2 X2 — (rnpr2+Jby) 
KmKgT COS X2
Rm.(mPr2 cos2 X2-(mpr2 +Jb)) _
Solving for = T\(x) and q2 = ^(rc), the new state space representation can be
obtained as
Qi = T\(x) = Xi
<?2 = T2(x) = rx3 cos + lpx4 
2l = T3(x) = X2 
z2 = T3(x) = x4
= =
/W
=
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with output y = Z\.
For the system to be feedback linearizable, the zero-dynamics [20, 21] of the system 
must be asymptotically stable. The zero dynamics of the system can be obtained by 
setting a?2 = aq = 0, i.e., Zi = = 0 in the new state space form. The simplified
form of the zero dynamics with the above conditions can be found to be,
9i = 92
92 = 0
It can be seen that the zero-dynamics of the system are unstable. This causes the 
two states aq and a? 3 of the original state equation, i.e., the arm angle and its ve­
locity to become unbounded under feedback linearization control. The state space 
representation for zx and z2 using equation (4.12) would be,
Zi = ±2 = -?2
_ . _ mpr2Zpz22 cos sin - (mpr2 + J6)p sin - (^^^)(^^)
[mpr2 cos2 Zi — (mpr2 + Jb)]lp 
Km Kg 1 COS Z\ Rm V_)----------------i-----------------------
[mpr2 cos2 zx - (mpr2 + Jb)]lp
= + g(z)u (4.13)
Since enters into the above equation which is an unstable zero-dynamics state, 
designing a pure feedback linearizing controller will eventually fail to control because, 
in the feedback linearizing control, zero dynamics are not taken into consideration. 
We wish to design an adaptive controller [23] which provides good control in such 
situations. In order to design a direct adaptive controller, the system input-output 
equation (4.13) is assumed to be (i) minimum-phase, (ii) g(x) is bounded by two 
finite constants, p0 unci pi such that pi < p(a?) < p0 < 0 and (iii) for some B(a?) < 0,
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|p(^)| < B(j:) < For this experiment, cy0 = —200 ancl = —400 and B = 
300. From equation (4.13), the ideal feedback linearizing controller, which is not a 
stabilizing control, can be obtained as
*U/Z
1
mW (-/M + E (4-14)
where /(z) and g(z) are the same as in equation (4.13), k > 0 and x and e are defined 
as follows: Defining a stable manifold for tracking the reference and its derivative, 
r and r, we take the error signal of the states, e = ki(zi — r) + (z% — r) such that 
e = Aq(22 — r) — e + /(<z) + g(z)u where ki is the gain and r, r are set to zero for 
tracking a reference square wave input, v = r + ge + koe where r/ = 3 and ko — 1 are 
chosen for this experiment. The values are chosen such that the poles of the resultant 
error transfer function poles are at s = — 1 and s = — 2.
In general it is possible to express Up in terms of a Takagi-Sugeno fuzzy system 
[21], as Up — zuT+ Uk + wu(x) where is a known controller, |wu(x)| < wu, is 
taken as the smallest possible approximation error between the fuzzy representation 
and Up where which is chosen as 0.01, a guessed value, and
ZU —
1
Zl
Z2
-3
a(l,0) a(l,l) 
a(2,0) a(2,1)
<z(l, 777 — 1) 
n(2, 777 — 1)
[Mi • M2 • • • • • Mp]
where zp(rr) fc = l,
a(p, 0) a(p, 1) a(p, 777 — 1)
.., 777 — 1 are the states of the system. We intend to search
- 1
for Up using
H — Zu Au(^u T 77p (4-15)
41
In this experiment we use zu = [1,rcj,rr2,rr3,rc4]T, the states of the system, C,u E 4?5, 
the fuzzy system is designed with p = 5 rules and the membership functions are 
Gaussian functions /q = exp\— (Qp1)2], where x is the independent variable in the 
universe, is the center and cr is the standard deviation of the Gaussian as shown in 
Figure 4.3. An example of the IF-THEN rule could be
Figure 4.3: Membership functions for inverted pendulum
If :r3 is Fi Then q = fi(z), i = 1,..., 5
and the Au E 9ft5A 5 is updated online. Here we initialize the Au matrix with the LQR 
values,
0 0 0 0 0
-1 -1 -1 -1 -1
-16.5 -16.5 -16.5 -16.5 -16.5
-1.4 -1.4 -1.4 -1.4 -1.4
-2.9 -2.9 -2.9 -2.9 -2.9
The known controller term, uk is set to zero. The direct adaptive control law is given 
by u — u + usd + Ubd where u is as defined in equation (4.15), uSfj is a sliding mode 
control term and Ubd is a bounding control term. The sliding mode control term is 
given by usd = —sgn(e)(J^+wu') and the bounding control term, uu = spn(e)(—|u| —
+ 4(-r)+H) if e > R/e and Ubd — o otherwise. In practical implementation, Ubd
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yielded almost- zero voltage. The adaptation law is chosen such that the output error 
converges to zero asymptotically, and the parameter error remains at least bounded. 
The adaptation law is given by,
X(t) = -Q^z^e
where Q_1 = 0.01 is. The designed algorithm is implemented in simulation and on 
the experiment-. The simulation step size is set to 0.001 seconds. The simulation and 
experimental results are shown in Figures 4.4 (a) and 4.4 (b). There is not much
(a) (b)
Figure 4.4: (a) Rotational inverted pendulum adaptive controller simulation result 
(b) Adaptive controller experimental result
difference observed in the controller using LQR and the direct adaptive fuzzy control 
(DAFC) controller results. But the DAFC is designed to adapt itself to the changes 
in the parameter values of the system. A float ball with water in it, is attached to 
the pendulum so that there would be a change in the mass of the pendulum. Also, 
when the arm, trying to balance the pendulum moves, water in the float ball moves 
which produces a disturbance to the set up which adaptive control has to take care
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of. When this set up is used with the LQR, it fails to balance the pendulum and the 
arm rotates continuously. When the same set up is used with the adaptive controller, 
it successfully balances the pendulum as shown in the Figure 4.5. The pendulum is 
also given a disturbance at t = 16 seconds. The arm tries to balance the pendulum so 
t hat it has to move to -0.6 radians and then when the pendulum is balanced, the arm 
movement is maintained about the origin which shows that the pendulum is balanced
under the disturbance.
Figure 4.5: Rotational inverted pendulum adaptive controller experimental result 
with weight attached to it
4.3 System Parameters
The servo motor parameters are shown in Appendix A. The arm and pendulum 
module parameters are shown in Table 4.1.
4.3.1 Calculation of Moment of Inertia
1. The moment of inertia of the gears is A = A20 + 2 x A2 + Au
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Table 4.1: Arm ancl pendulum module parameters
Parameter Label Value Units
Arm weight ma 0.252 Kg
Arm length r 0.15 m
Length of pendulum lp 0.165 m
mass of pendulum mp 0.125 Kg
2. The equivalent moment of inertia of the hub seen at the output of the gear box 
is •//} — J\ + Jm-
3. The total inertia of the base is Jb — J/,. +
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CHAPTER 5
SELF ERECTING ROTARY INVERTED PENDULUM
The self erecting rotary inverted pendulum experiment is based on the Quanser 
rotary servo plant SRV-02. This is a single input and dual output experiment. It 
consists of a DC servo motor with a built-in gear box whose ratio is 14:1. The output 
of the gear box drives a potentiometer to which a flat arm,with a hinge is attached. 
The inverted pendulum is mounted to the hinge. Measurement, of the pendulum 
angle is obtained from an encoder attached to the arm as shown in Figure 5.1. The 
pendulum does not have any physical stops. It can move 360 degrees. The objective of 
the experiment is to design a feedback control system that starts with the pendulum 
in down position, swings the pendulum up and maintains it vertically upright. The 
experiment is done in high gear ratio configuration.
5.1 Mathematical Model
Let mp be the mass of the pendulum, r be the length of the arm, Jb be the 
moment of inertia of the base, 3 be the angle subtended by the arm to the horizontal, 
a be the angle subtended by the pendulum with the vertical and lp be length of the 
pendulum from the its center of gravity, i.e., half of the total length of the pendulum, 
g be the gravitational constant and t be the torque input from motor. The nonlinear
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Figure 5.1: Simplified model of self erecting inverted rotational pendulum
differential equations will be the same as inverted pendulum except that the pendulum 
stars from the vertically down position a + tt. So the differential equations would
become
(mpr2 + Jb)6 — mprlpa2 sin(7r + a) + mprlpa cos(-7r + o) = t (5.1)
mplpr6cos(7r + a) + mplp2a — mpglp sin(7r + a) = 0 (5.2)
The derivation of the differential equations of motion will be the same as that of the 
rotational inverted pendulum. The torque generated at the output after the gear box 
is given by
KmK,'■g
Rr
K2 K2rn g
Rm
(jj (5-3)T V
where V is the voltage input, Rm is armature resistance, Km is the back emf constant 
and u is the angular velocity of the arm. Substituting equation (5.3) in equations 
(5.1) and (5.2) and simplifying, we get the differential equations in state-space form.
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Let the state variable vector be [3, a, 3, d]T = [aq, :r2, £3, ^r]7,
f ] = a?3
t2 = x4
mpgr cos(7? + rc2) sin(7r + t2) - mplprx^ sin(7r + x2) + (K,^y )x3 - 
mpr2 cos2(7r + x2) — (mpr2 + J;,)
mpr2/px42 cos(7? + x2) sin(7r + x2) - (mpr2 + Jb)g sin(7r + x2) - ^K.mKsr^7V+X2^X3
4 [mpr2 cos2(7r + x2) - (mpr2 + Jb)]lp
KmKgr cos(tt+X2) y
_)---------------------- -------- -----------------
[mpr2 cos2(7T + x2) - (mpr2 + Jb)]lp
Linearizing the system about zero of the pendulum angle, a = x2 — 0, i.e., about
vertically upright position, such that sin(a;2) = x2 and cos(x2) = 1, d = rc4 and its 
higher order terms (a;2,x4,...) equals to 0, we get the linear state equations in state
space form as below:
aq
b2 _
f3
f4
with output
0 0 1
0 0 0
n —mprg -Km2K92
Jb Rm.Jb
n Jb+mpr2 K,n2Kg2r
U R lpJb RmJblP
aq
x2
+
0
0
KmKv
x4
Rm Jb 
KmKgr
Rrn Ip ’J b
y = a = X2
Substituting system parameters shown in Appendix A and Table 4.1 into the matrix 
equation, we get
The zero position is defined as the pendulum vertically up. A positive angle in the 
pendulum is defined for a fall to the right when looking at the pendulum from the 
motor shaft. A positive rotation of the arm is defined as clockwise when looking at
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the pendulum from the motor shaft. The zero position for all the above equations is 
defined as pendulum being vertically up.
5.2 Control System Design
5.2.1 State Feedback Controller
The controller designed consists of two main parts. One will be the “swing-up" 
controller while the second is the “balance’' controller. The swing up controller will 
make the arm oscillate until it has built enough energy in the pendulum such that 
it is almost vertically up, at which point the “balance” controller is turned on and is 
used to maintain the pendulum vertically up.
Swing-Up Control
The arm has to be destabilized from the vertically “down” position for a swing up 
to occur. Assume the arm position can be commanded via an arm angle command, 
6d- Then the feedback command
dd — Pa + Da
can be made to destabilize the system with proper choice of gains P and D. This 
means that we want to command the arm based on the the position a and the rate of 
the pendulum, a. The arm is made to move back and forth to bring up the pendulum. 
The values are chosen experimentally as P = 0.5 and D = 0.001. For the servo arm 
to track the desired position, a proportional derivative (PD) controller is designed 
which is given by
V = Kp(dd -6) + Kd6 (5.4)
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where Kp is the proportional gain, Jvj is the derivative gain and V is the voltage 
applied to the motor. This is the position control loop that controls the voltage 
applied to the motor so that angle of the arm, d, tracks the desired angle of the arm, 
dd- By limiting 3d, we ensure that the arm does not get into collision with the table. 
Let V be the voltage applied to the motor, Im be the current in the motor, Km be 
the back emf constant, 3 be the angle of the output shaft, cum be the angular velocity 
of the shaft, and Kg the gear ratio. The servo motor transfer function is given by
1
K,(s) + A'mA's)
Substituting the servo parameters shown in Appendix A, we get
AT =________ 1______  (5 5)
Kn(s) 5(0.021s + 0.5369) v J
Substituting the controller equation (5.4) in the open loop transfer function equation 
(5.5), we obtain
3 47KP
¥d ~ s2 - (-25 + 477<d)s + 47Wp
We need to select the damping ratio and peak time to obtain Kp and Kd. The 
natural period for small oscillations of pendulum is given by T = 2%-^/^. The arm 
must react to these movements. So the arm should move considerably faster than 
the natural frequency of pendulum. Substituting the system parameters, the natural 
period was obtained to be 0.8 seconds. The natural frequency, cup — ^4=7 rad/sec. 
The frequency is chosen to be cjo = = 42 and clamping constant, (/ = 0.707. The
peak time can be calculated using the formula, tp =---- -A----- . Solving this equation
we get Kp = 0.55 v/deg and 7Q = —0.01 vsec/deg
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Balance Control
When the pendulum is vertically upright, the following linearized state space 
equation is valid.
t’i
£2
X3
X4
'0
0
0
0 9
0
0
—mprg
Jb , 
Jb+mPr
IpJb
1
0
-Km2Kg2
Rrn Jb 
Km2Ky2r 
RrnJblp
X3
X4
0
0
KmKQ
KmKgr
RmlpJb
V
A state feedback controller can be designed to maintain the pendulum vertically 
upright using the Iqr command in Matlab. The state feedback law is given by:
bin — — (AS$ + A20 + K36 + A4A)
The optimal gains obtained are A' = [—1,—16.5,—1.5,—2.9] v/rad.
Mode Control
The mode controller is designed to determine when to switch between the swing 
up and the balance controllers. The issue in this experiment is that the controller is 
a linear controller which works in a certain region only. Experimental values show 
that the pendulum stabilizes when the angle, a < 15 deg from vertical, the rate of 
the pendulum, a < 200 deg/sec ancl arm position, 3 < 40 deg. This is controlled by 
adjusting the P and D in the swing up controller.
Pendulum Up/Down Measurements
Remember that the experiment, is started with the pendulum vertically down. 
Then the vertically up position will be 7r rad. But we designed the state feedback 
controller using the linearized state equation about the pendulum angle, o = 0. Since 
the vertically up position is 7r rad, the linearization is no longer valid. So we have to
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convert the angles according to our requirements. This can be done by dividing the 
pendulum angle measurement into two measurements, the up and down positions. 
The operation au = — sin"1 [sm(o)] will give the vertically up measurement and
— tun2-1[szn(a), cos(a)] will give the vertically down measurement. This can 
be verified easily as follows. When the pendulum is vertically down, the encoder 
measurement is zero and also Oj = 0 and when the pendulum is vertically up, the 
encoder measurement is 7T, but au = 0 such that the linearization becomes valid and 
the designed state feedback controller works well. The simulation and experimental 
results are shown in Figures 5.2 (a) and 5.2 (b). Initially the swing up controller 
will be active such that the pendulum starts swinging up and when the pendulum 
angle is about 15 deg, the mode controller switches to state feedback controller which 
maintains the pendulum vertically upright. As seen in the simulation, it takes 15 
seconds for the swing up. To speed up the process, a few large initial movements 
must be given until the amplitude of the oscillations is large enough and then switch 
to a smaller command amplitude that will slowly bring the pendulum up. In the 
experiment, the simulation step size is chosen to be 0.001 sec. Practically, maintaining 
the pendulum vertically up at zero encoder measurement is impossible. But as shown 
in Figure 5.2 (b), when the pendulum tilts away form the zero position, the arm 
quickly moves in the that direction and brings the pendulum to zero position.
5.2.2 Adaptive Controller
The adaptive controller designed for rotational inverted pendulum in the previous 
chapter is used here with the swing up controller as it is and the simulation and 
experimental results are shown in Figure 5.3 (a) and 5.3 (b). When compared to the
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(a) (b)
Figure 5.2: (a) Simulation result of self erecting inverted pendulum with state feed­
back controller (b) Experimental result
state feedback controller results, there is not much difference between them. If the 
pendulum is added a weight, there should have been a difference. The weight used 
in the rotational inverted pendulum could not be used because of its added weight. 
During the swing up, since the rod, at the gear arrangement is slender, it would be 
hazardous to the motor. So we could not perform the adaptive controller with weight 
experiment.
(b)
Figure 5.3: (a) Simulation result of 
controller (b) Experimental result
erecting inverted pendulum with adaptive
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CHAPTER 6
ROTARY FLEXIBLE JOINT
The rotary flexible joint experiment is based on the Quanser rotary servo plant 
SRV-02. This is a single input and dual output experiment. The module consists of a 
base and an arm. The arm is fixed to the axis of the base. Joint flexibility is attained 
with two identical springs which are anchored to the base and the arm as shown in 
Figure 6.1 (a). This whole set up is fixed onto the axis of the SRV-02. Joint stiffness 
can be varied by changing the springs or the anchor points. A small arm can be 
attached to the end of the main arm thus allowing a change in the load inertia. The 
purpose of this experiment is to design a control system which commands a desired 
tip angle position of the arm. The output is the tip angle of the load with respect to 
the fixed inertial frame. Thus the tip angle is the angle of the motor plus the joint 
twist. The experiment is done in high gear configuration.
6.1 Mathematical Model
Consider the diagram shown in Figure 6.1 (b). The arm is moved away from zero 
such that spring #1 is stretched to length L\ and spring #2 is stretched to length 
1/2- Let r be the distance from the joint to the joint anchor points, R be the distance 
from the joint to the arm anchor point, a be the angle subtended by the arm with
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Figure 6.1: (a) Simplified flexible joint model (b) System geometry
the base. The length of each spring can be derived using Figure 6.1 (b) as follows
LYx = r — 7?sin (a) 
Lly = 7i>cos(q;) — d 
L^x = r + Hsin(a) 
Z/2y — /?cos(<a) — d
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Let L be the initial unstretched length of the spring, then each spring is generating 
a force pulling from the arm towards the body which is given by
F, = K(L, -L) + Fr 
F2 = K(L2 - F) + Fr
where Fj is the force exerted on the spring of length Fb F2 is the force exerted on 
the spring of length F2, and Fr is the restoring force on each spring. Note that it is 
assumed that two springs have identical stiffness K and restoring force Fr. The force 
generated by each spring can be decomposed into their x and y components as
n, = n(^)
F2t = F2(Li)
-^2
F2„ = f2(Lq 
-^2
The restoring moment due to these components is given by
M = R cos a(F2x - Flx) - Rsina(Fly - F2y)
To find the restoring moment, A/, a Maple program is written. The obtained equation
M is nonlinear and can be linearized about a = 0 to obtain a linear estimate of the
joint stiffness which is given by
- ga |a=0
The linearized equation is
K,tiff = + (p3/2d - DLd + Rr2L}K\
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where D = r2 + (R — d)2. The value of the Kstiff obtained with the given system 
parameters is 1.61 Nm/rad. The dynamic equations can be derived using Euler and 
Lagrange formulations as follows: Let 3 be the servo plant’s output angle and a be the 
relative angle of the arm to the plant output. This means that a is the measurement 
of the angular deflection of the arm. The total output angle is a + 3. The total inertia 
at the motor output is given by Jbub and the total inertia of the arm is given as Jioad 
and the spring stiffness is given as Kstifj. The kinetic and potential energies in the 
system are given by:
The total kinetic energy and potential energies are
E — KEhub + K Eioad
and the Lagrangian is given by
L = T — V
Developing the equations of motion using the generalized Lagrangian formulation:
d dL dL
dt dd da 
d dL dL 
dt~d3 ~ ~d3
which results in
Jloadd T Jload.3 T E stif — 0 
[Jhub T Jioad/3 T Jloadd — T
(6.1)
(6-2)
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The torque, t generated by the SRV-02 is given by
T =
KmK,
Rm
K2 K2m g 
Rm
(6.3)-K O)
where Km is the motor torque constant, Kg is the gear ratio, Rm is the armature 
resistance, cv is the angular velocity ancl Vj,n is the voltage applied to the motor. 
Substituting the torque equation (6.3), in the equation (6.2) ancl transforming it into 
state space form, we get
"0 0 1 O' ‘ 0 ‘
"d" 0 0 0 1 'd' 0
a a
e — 0 K stiff q 6
+
KmKy
d Jhub hub a R J hub
KmKg
0 ^hub^load RJhub 0 RJhub “
(6-4)
with the output equation
y = ot + 6
Substituting the system parameters,
(6-5)
"d" '0 0 1 0" 'd' 0
d 0 0 0 1 a 0
d — 0 766.7 -52.8 0 e + 98.3
_d 0 -1040.5 52.8 0 a -98.3
(6-6)
6.2 Control System Design
The controller designed is a state feedback controller obtained from the Iqr com­
mand in the Matlab. The state feedback law is given as
Idn = — (Rid + 4^2^ + K%3 + KM)
The optimal gains are given by K = [10, —13.7,1.2132,0.4194] volts/(rad/sec). The 
above gains are implemented in the controller with the body anchor points as the
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second hole and also the arm anchor points as the second hole. The reference input 
to the base is taken as a square wave of amplitude 0.5 radians and a frequency of 
0.3 Hz. The simulation step size is chosen to be 0.001 sec. The simulation and 
experimental results are shown in Figure 6.2 (a) and 6.2 (b). When the base deflects 
from one position to another, by virtue of the spring, the arm oscillates and the 
oscillations die out after a long time. The designed controller is expected to deflect 
the base to a reference position as well as dampen the oscillations in a quick time. 
The controller successfully tracks the input and reduces the oscillations reasonably 
well. If the controller values A”2 and W4, are set to zero, i.e., the arm is not given a
Figure 6.2: (a) Simulation result of flexible joint with deflection feedback (b) Exper­
imental result
(a) (b)
deflection feedback, as shown in Figure 6.3 (a) and 6.3 (b), the arm oscillates arid the 
oscillations do not die out.
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(a)
Figure 6.3: (a) Simulation result of flexible joint without deflection feedback (b) 
Experimental result
Time (seconds)
(b)
6.3 System Parameters
The SRV-02 parameters are the same as in Appendix A. The parameters of the 
joint module are shown in Table 6.1.
Table 6.1: Flexible joint module parameters
Parameter Value Units
Mass of main arm 0.1 Kg
Mass of short arm 0.03 Kg
Length of short arm 0.12 m
Distance of arm furthest from joint 0.42 m
Distance of arm from center 0.38 m
Distance of arm closest to joint 0.35 m
6.3.1 Calculation of Moment of Inertia
1. The moment of inertia of the gears is Jx — J120 + 2 x J72 + J24-
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2. The moment of inertia of the plates of flexible joint module is -7p = mp(J2-\-bp)/12 
where mP = 0.1 Kg is the mass of the plate, lp = 0.1 m is the length of the 
plate and bp = 0.075 m is the width of the plate.
3. The moment of inertia of the total hub is J^ub — J\ + K2Jm + 2 x Jp.
4. The moment of inertia of the bar load is Jioad = ml2/3
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CHAPTER 7
ROTARY FLEXIBLE LINK
The rotary flexible link experiment is based on the Quanser rotary servo plant 
SRV-02. This is a single input and dual output experiment. It consists of a DC 
servo motor with a built-in gear box whose ratio is 14:1. The flexible link module 
consists of a link which is clamped to a strain gauge. This whole set up is fixed to the 
servo plant. The strain gauge is calibrated to measure the deflection of the tip. The 
purpose of this experiment is to design a control system which reduces the undamped 
oscillations of the tip while commanding the tip to a desired position. The simplified 
model of flexible link is shown in Figure 7.1.
►
lull
Figure 7.1: Simplified model of flexible link
d
m
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7.1 Mathematical Model
The lumped parameter model for the system can be derived using a simple ap­
proach:
1. Obtain the natural frequency of the link with the base clamped. This is obtained 
experimentally to be fc = 4 Hz. Then the angular deflection of the tip, with 
respect to the clamped frame is given by
2a = —cjca
where a is the angle made by the link to the horizontal.
2. Estimate the stiffness of the clamped joint, Kstiff- Since cjc = , then
A'sW = (2O2(J,)
where 7/ is the moment of inertia of the link. Assuming the link to be a rigid 
body, we have 7/ = jra/2 where m is the mass of the link and I is the length of 
the link. The value of Kstiff obtained is 2.
Let 3 be the angle subtended by the base with the horizontal and let a be the relative 
angle subtended by the link with the base. The potential and kinetic energies in the 
system are given by
HEnnk stiff
KE^ - 2Jbase0 
HEn^ La)
63
The total kinetic energy and potential energies are
7^ -Ebase T E Eiink
V = P Ennk
and the Lagrangian is given by L = T — V. Developing the equations of motion using 
the generalized Lagrangian formulation
d dL dL _
dt dd 9a 
d dL dL
dt dd dO
Jlinkd T PinkO T Egfaffa — 0
(Ease T J link) @ T J link®- T
The torque, t, generated by the servo motor is given by
'2 7z-2
results in
(7.1)
(7-2)
E m Eg Em E g
Cd (7-3)
Pm Pr..
where Km is the motor torque constant, Kg is the gear ratio, Rm is the armature 
resistance, cd is the angular velocity and Vin is the voltage applied to the motor. 
Substituting equation (7.3) in equation (7.2) and solving for accelerations, we obtain 
the state space representation
'0 0 1 O'
' 0 '
'O' 0 0 0 1 'O' 0
a a
6 — 0 Kstiff 0 0 + KmKg
a a ^■Jbase
0 K stif f (Jlink + Jba.se)
K2 K2
0Jba.se Jlink JtJbase L RJbase -*
V (7-4)
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with output, equation
y = a + 3 (7-5)
The measurement that is obtained from the strain gauge is the deflection, which is 
given by, d = al such that cc = 7 radians as shown in Figure 7.1. Substituting the 
system parameters in equation (7.4), we obtain the state space description of the 
system as
V '0 0 1 o' 'd' 0
d 0 0 0 1 d 0
d — 0 1060.9 -57.6 0 e + 107.3
_d_ 0 -14652 57.6 0 d -107.3
(7-6)
7.2 Control System Design
The controller designed is a state feedback controller obtained from the Iqr com­
mand in Matlab. The state feedback law is given by
Idn — —(7Fi$ + + A7jd)
The optimal gains obtained are K = [17.3205,-24.73,1.7164,0.5007] v/rad. The 
above gains are implemented in the simulation and the experiment. The reference 
input is a square wave of amplitude 0.8 radians and frequency of 0.5 Hz. The simu­
lation step size is set to 0.001 seconds. The simulation and experimental results are 
shown in Figures 7.2 (a) and 7.2 (b). The controller successfully tracks the input and 
reduces the oscillations reasonably well. If the controller values K% and A"4 are set 
to zero, i.e., the arm is not given a deflection feedback, the arm oscillates and the 
oscillations do not die out as shown in Figures 7.3 (a) and 7.3 (b)
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(a) (b)
Figure 7.2: (a) Simulation result of flexible link with deflection feedback (b) Experi­
mental result
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Figure 7.3: (a) Simulation result of flexible link without deflection feedback (b) Ex­
perimental result
7.3 System Parameters
The parameters for the motor are the same as in Appendix A. The flexible link 
module parameters are
1. Mass of the ruler, mi = 0.065 Kg
2. Length of the ruler, I = 0.38 meters
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3. Moment of inertia of the ruler is Jnnk — 'y-
4. Moment of inertia of the base is Jbase = 2 x J72 + J120 + J24 + JmKg
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CHAPTER 8
MAGNETIC LEVITATION
The magnetic levitation experiment consists of an electromagnet encased in a 
rectangular enclosure. One electromagnet pole faces a black post upon which a 2.54 
cm steel ball rests. The ball elevation from the post is measured using an optical 
sensor embedded in the post. The post is designed such that the ball at rest on its 
surface is 14 mm from the face of the electromagnet. The objective of the experiment 
is to design a controller that levitates the ball from the post and tracks a desired 
trajectory. The research work on this experiment can be seen in [24, 25].
8.1 Mathematical Model
Let L be the inductance and R\ be resistance of the electromagnetic coil. In the 
actual system, a resistor, Rs, is connected in series with the coil. The voltage applied 
to the coil results in a current, z, governed by the differential equation
V = + fls) + T- (8.1)
The state equation for the current is given by
i r Ri+r„ O' i ’1‘— L + L1 °J 0
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where £ = i. The reason why we take £ = i will be explained in the controller design. 
Let m be the mass of the ball and g, the acceleration due to gravity. From Newton’s 
laws, the electromagnetic force, F, experienced by the ball can be expressed as
F = mg — mx (8-3)
where x is the distance of the ball from the face of the electromagnet. The electro­
magnetic force produced by current i is given bv
F = -
F dL 
2 dx
(8-4)
If Ti is the inductance of the coil without the ball and Lq is the incremental induc­
tance with the ball and Xq is the reference position, then the total inductance of the 
electromagnetic coil is L\ = L + Fko. Substituting this in equation (8.4), we get
r, Gi2 , ,
F = (8-5)
where G = Lqxq is the magnetic force constant of the electromagnet/ball pair at xq. 
Since the ball position influences the inductance of the coil, the changes are nonlinear. 
In addition, the balance point between electromagnetic force and gravity is inherently 
unstable. To solve the above problem, the nonlinear electromagnetic force equation 
(8.5) must be linearized about an equilibrium point (zo,^o) where F is the current 
when the ball is at Xq. The linearized force equation at the equilibrium point will be
as follows
F = G(—)2 + 
= /o + /i +
2Gz0 --- ^—2 —
2Gi2
(8-6)
X + . .
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When the electromagnetic force balances the gravitational force of the ball, the ac­
celeration, x of the ball becomes zero such that equation (8.3) becomes
2
™ 9 = fo = G (8-7)
Then G can be calculated as G = —p2 where rro and z0 are predefined for a particular
reference position. Substituting equation (8.6) in equation (8.3) and neglecting the 
higher order terms, we get
/o + /i = mg - mx (8-8)
Since /0 = mg when the ball is balanced, the control force which keeps the ball 
balanced, /i, is given by
2Gz0. 2Gi2Q
= —mx = —y i------
such that
2Gz0
mx^ (8-9)
which in state space form becomes
X " 0 1 o" X ' 0 '
X — 2Gig 0 0 X + 2Gip2
„c.
."Eg 771
1 0 0 .c. 0
where £ = x. The reason why we take an extra state, (, = x will be explained in the 
controller design section and the output equation is given by
(8-11)
8.2 Control System Design
In order to control the ball position, we need to control the current in the elec­
tromagnet. Substituting the values, from Table 8.1, for 7?i, Rs and L in the state
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equation(8.2), we get
I 
1
•‘co 
‘
1__________
l
=
' -26.6
1 o o
1__
__
__
__
__
_
1
1 
1
ZY
v co.
i__
__
__
__
__
_i
+
' 2.42 ' 
0
The controller designed for the current loop is a proportional integral controller given 
by the equation
V = Kpl(i - ic) + Kn J(i - ic) (8.12)
where Kpl is the proportional gain, is the integral gain, i is the coil current and 
ic is the command current which can be obtained from the electromagnet loop. The 
controller can be designed using Iqr command in Matlab. When we design a PI 
controller using Iqr, we need to have an integrator state in the state equation to get 
the integral gain. That is the reason why we take £ = z in equation(8.2). The gains 
obtained are Kpl = 60.6 and = 22.3. Substituting the ball parameters, shown in 
Table 8.1, in equation (8.10), the state space equation form becomes
X 0 1 0 ' X 0
X = 2800 0 0 X + -19600 i
1 0 0 0
A proportional integral derivative (PID) controller is designed for this part. When 
we design a PID controller using Iqr, we need to have the three states proportional, 
derivative and integral such that the gains obtained corresponds to those states. This 
is why we take an extra integral term £ = x in the state equation (8.10). The 
controller equation can be defined as
A = Kp2(x - rcc) + Kd2(x) + Ki2 J(x - xc) (8.13)
where x is the ball position and xc is the commanded ball position. This loop generates 
a commanded current ic for the current control loop given by equation (8.12). The
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controller is designed using the Iqr command in Matlab and the obtained gain values 
are /<P2 = —0.2978, — —0.0055 and Ki2 = —0.3162. The simulation and the
experimental results with a reference sine trajectory of amplitude 9 mm and frequency 
0.5 rad/sec are shown in Figures 8.1 (a) and 8.1 (b). The ball gets levitated to 
the midway due to the electro-magnetic held and tracks the sinusoidal input. The 
simulation step size is set to 0.001 sec. When the experiment starts, the ball has 
to be held with the hand such that it does not sway sideways and fall down. Once 
the initial swaying is overcome, the ball then gets levitated in the air and tracks the 
reference trajectory. The nonlinear feedback linearizing controller design is shown in
Time (seconds) Time (seconds)
(a) (b)
Figure 8.1: (a) Simulation result of magnetic levitation with sinusoidal wave input 
(b) Experimental result
Appendix D.
8.3 System Parameters
The system parameters for the magnetic levitation experiment are shown in Table
8.1.
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Table 8.1: Magnetic levitation system parameters
Parameter Label Value Units
Coil inductance L 0.4125 henry
Coil resistance R 10 id
Current sense resistor Rs 1 id
Magnetic force constant G, 3.2654e-005 Nm2/Amp2
Mass of the ball m 0.068 Kg
Diameter d 2.54 cm
Ball sensor range 0 to +5 volts
Travel distance 14 mm
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CHAPTER 9
PROCESS CONTROL EXPERIMENT
The process control experiment is designed to emulate systems present in chemical 
process control industries. This is a single input and multiple output (SIMO) system. 
The presence of significant delays, several noise sources, and many nonlinearities 
make the control problem challenging. The purpose of the experiment is to control 
the liquid volume. Research on this work can be found in [26].
9.1 Experimental Setup
The volume control experiment consists of two tanks as shown in Figure 9.1 (a).
The first tank is called fill tank and the second one is called reservoir tank. Both
tanks have the same capacity of 10 gallons. The liquid is pumped from the reservoir 
tank to the fill tank. The objective of this experiment is to control the volume of 
the liquid in the fill tank. The volume of this tank is proportional to the liquid level 
because of the tank’s geometry. The liquid level in the fill tank is denoted by Lf. 
The reference level, i.e., the desired level of liquid is denoted as Lj. Liquid is pumped 
between the tanks with the aid of two variable-rate direct current (DC) pumps and 
one alternating current (AC) pump. One DC pump (denoted as Pr) is used to pump 
water from the reservoir tank into the fill tank. One AC pump (denoted as Py) is used
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to pump water from the fill tank back into the reservoir tank. This pump can only be 
turned on or off. The other DC pump (denoted as P^) is used to create a disturbance 
in the fill tank by pumping water from the fill tank back in to the reservoir tank. 
The liquid level is measured by a potentiometer. A positive voltage turns on the fill 
pump, Pr, while a negative voltage turns on the discharge pump, Pf. The physical 
setup is interfaced to the computer through PWM circuit and dSPACE CPI 104 data 
acquisition board.
(a) (b)
Figure 9.1: (a) Process control experiment (b) Representation of the mathematical 
model
9.2 Hardware
9.2.1 Level Sensor
The liquid level measurement is done with the use of potentiometer. A poten­
tiometer is fixed at the pivot point of a rotating rod with a styrofoam ball at the 
other end. The styrofoam ball sits in the liquid and hence the resistance is propor­
tional to the level of the liquid in the tank. As the level increases the ball rises up
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and turns the knob of the potentiometer such that the resistance varies, which causes 
a change in the voltage across the potentiometer output terminals. This voltage is 
proportional to the liquid level in the tank which in turn is proportional to the liquid
volume.
9.2.2 AC Pump
The AC pump is attached to the fill tank in order to pump water from the fill tank 
back into the reservoir tank if the liquid level in the fill tank exceeds the reference 
value denoted by Ly. The AC pump can only turned on or off. The AC pump is 
connected to the power supply via a solid state relay as shown in Figure 9.2 (a).
9.2.3 DC Pump
One DC pump is a 12VDC, 10A Simer BW-30 pump and the other is 12VDC, 
10A Proven DC pump. Each pump has its own PWM circuit to control both the 
voltage to the pumps and isolate the high current in the pumps from the computer. 
The PWM circuit consists of a LM741 op-amp, UC 1637J switched mode control for 
DC motor drive, N-channel enhancement niosfet with a diode. This can be seen in 
Figure 9.2 (b).
9.2.4 Other hardware Components
For easy reference and completeness, the following is a list of other hardware 
components and their use.
1. LM741 operational amplifier, used for voltage amplification of the input analog 
voltage.
2. UC1637J switched mode controller for DC motor drive.
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0^0
120 VAC
Solid state relay
DC pump
(a) (b)
Figure 9.2: (a) AC pump schematic (b) DC pump schematic
3. Potentiometer to measure the liquid level.
4. Motorola 4N25A NPN-output DC-input optocoupler, used for optical isolation
of the DC motor from the PWM circuit.
5. IRF130 N-channel enhancement MOSFET, used for DC motor to turn on and 
off if the voltage exceeds the threshold voltage of the mosfet.
6. CRYDOM TD1225 solid state relay, used in the AC pump circuit to convert 
the DC input voltage from the DAC of CPI 104 into an AC output voltage for
the AC motor.
9.3 Mathematical Model
Using some basic modeling ideas, it has been found that a reasonably good model 
of the experiment is given by
Lf = ar(u) — af (9.1)
where ay is a disturbance caused by pump Pj (one created by the user), ar(u) repre­
sents the combined effects of the pumps Pf and Pr, rz is a voltage input (with values
77
between -8.5 volts and 10.0 Volts) which control pumps Pf and Pr, and Lf is the 
liquid level in the fill tank. Also,
(9-2)
(9.3)
ar(u) = R(u)
and
{
-0.0333 ifx<-5
0.0000 if -5.0 < a: < 4.3
0.0058a: - 0.0092 if 4.3 < a: < 10.0
0.0488 if 10.0 < x
where R(x) represents the flow rate of the pumps as shown in Figure 9.1 (b). The DC 
pump Pr turns on when an input signal of 4.3 volts or higher is used and gets saturated 
at 10 volts so the flow rate never goes beyond 0.0488 gallons/sec. The AC pump 
Pf turns on when a voltage of -5.0 volts or lower is applied. The disturbance pump 
is a DC pump which pumps out 0.03 gallons/sec at 3.47 volts. The volume of the 
liquid in t he tank can be obtained from the potentiometer readings using the equation 
—83a:2+64. la;—2.39, determined experimentally, where x is the potentiometer reading.
9.4 Control System DesignThe controllers designed for this experiment are on-off and proportional controller.
9.4.1 On-Off Controller
This controller follows the simple control law,
10 if Lf < Ld
(9-4)u = -10 if Lf > Ld
where Lf is the measured liquid volume and Ld is the desired liquid volume. The 
controller is easy to develop and turned out to be effective. The only drawback is 
that it used most control energy and caused chattering in the control input to a high
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degree. Due to the chattering the pumps will age out rapidly. The simulation and the 
experimental results are shown in Figure 9.3 (a) and Figure 9.3 (b) respectively. The 
reference for the simulation and experiment, is a pulse wave which switches between 
1 and 2 gallons at a frequency of 0.005 Hz. The simulation step size is set to 0.25 
volts. The chattering can be seen in the experimental result. The volume fluctuates 
so rapidly that the AC pump and the DC pump turns on and off very fast which will 
be a threat for the pumps in the long run.
JBI
1OO 150 200 250 300 350
(a) (b)
Figure 9.3: (a) Process control simulation result with on-off control (b) Experimental 
result
9.4.2 Proportional Controller
The control law is given by
u = Kp(Ld - Lf) (9.5)
where Kp is the proportional gain which is determined experimentally as 500 in sim­
ulation. In the experiment, the value for Kp is taken to be 300. The simulation and
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3.2-------1--------------- :-------------- 1------- 1------- 1----- --I-.......... j 3.2
input volume 
output volume
1 % 20 40 60 80 100 120 140 160 180 200 1 g
time (seconds) 0 50 100 150
(a) (b)
Figure 9.4: (a) Process control simulation result with proportional control (b) Exper­
imental result
experimental results are shown in Figures 9.4 (a) and 9.4 (b). The experiment is 
also done with two DC pumps, i.e., one is used for pumping liquid into the fill tank 
and the other is used to pump out the liquid form fill tank to the reservoir tank. 
The on-off controller did well. But one of the pumps failed during the proportional 
controller operation. It pumped air bubbles into the pipe which lowered the pumping 
capacity and introduced noise which resulted in a poor operation. The experimental 
results are shown in Figures 9.5 (a) and 9.5 (b). We can see, from the different slopes 
during the pumping in and pumping out, that one of the pumps failed.
9.4.3 Feedback Linearizing Controller
For a system represented by equation (9.1), if there is no disturbance, ay, design 
of a feedback linearizing controller would merely result in a proportional controller 
as above. To get the essence of feedback linearizing controller, we introduce a distur­
bance into the system model. We assume that we fully know the disturbance. We 
could introduce a disturbance which is dependant on the level of the liquid, Ly, but
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3.2
2.6- \
/W /R
150 200 250 300 350
Time (seconds)
(a)
f
50 100 150 200 250 300 350
Time (seconds)
(b)
Figure 9.5: (a) Process control experimental result with onoff control with two DC 
pumps (b) Experimental result with proportional controller
clue to the constraints of the DC pump, we introduced a constant disturbance. The 
disturbance pump, pumps out 0.03 gallons/sec at 3.47 volts. We take this as dis­
turbance and assume that R(x) = 0.0058rc — 0.0092 which is a valid condition in the 
range of 5 — 10 volts of the DC pump operation. The system model with disturbance 
can be represented by
Lf = 0.0058u - 0.0092 - 0.03 (9.6)
The feedback linearizing control law can be derived from equation (9.6) as
“= o558(0'0092 + 0'03 + /<p(i‘i_£/)) (9'7)
The value of Kp is taken as 300 in the simulation and 100 in experiment. The 
simulation and experimental results are shown in Figures 9.6 (a) and 9.6 (b).
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Figure 9.6: (a) Process control simulation result with feedback linearizing control (b) 
Experimental result
9.5 Comparative Results
The comparative results of all these controllers is shown in Table 9.1. From the 
results it can be seen that the on-off controller requires more voltage and the feedback 
linearizing takes less and the steady state error is also considerably reduced.
Table 9.1: Comparative results of on-off, proportional and feedback linearizing con­
troller
Steady state error Average control energy
On-off controller 0.2 gallons 9 volts
Proportional controller 0.1 gallons 7.4 volts
Feedback linearizing controller 0.08 gallons 6.9 volts
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CHAPTER 10
CONCLUSIONS AND FUTURE DIRECTIONS
In this thesis, we presented the establishment of a Nonlinear Control Systems 
Laboratory with eight experiments, set up with software and hardware. We showed 
linear controller designs on all the experiments which act as the baseline controllers. 
We also have shown the nonlinear controller designs such as feedback linearization, 
fuzzy and adaptive controllers on some of the experiments and their superiority over 
the linear controllers. In the future, there will be other controller designs such as 
backstepping, sliding mode controllers, etc., implemented on these and the rest of the 
experiments. Some new experiments will also be added to the laboratory.
A manual [16] has been produced as an aid for classes where the laboratory is used. 
The manual includes a tutorial on the use of the dSPACE hardware and software, 
as well as a detailed description of each experiment, its usage, pitfalls and baseline 
controller design. Finally, for each experiment a software “shell” has been created 
where students need only to provide a controller, with the interface to the experiment 
provided for their use.
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Appendix A
For the SRV-02 Quanser servo motor, the parameters are
Parameter Label Value Units
Motor Torque Constant Af ,Am 0.00767 N ■ m/amp
Back EMF Constant Kb 0.00767 volt/{rad/sec)
Efficiency eff 0.9
Armature Resistance Am 2.6 Q
Armature Inductance Lm 0.18 m ■ Henry
Maximum Voltage Knox 6 volts
Internal Gear Ratio Kg> 14:1
External Gear Ratio(Low) Rge 1:1
External Gear Ratio(High) Rge 5:1
Gear Ratio Rg Kgi * A ge 14:1 (Low), 70:1 (High)
Load Inertia Disc Ji 0.00003 Kg ■ m2
Load Inertia Arm At Center Ji 0.000275 Kg ■ m2
Load Inertia Arm At End Ji 0.001 Kg ■ m2
120 Tooth Gear Inertia ^120 2.09e-5 Kg ■ m2
72 Tooth Gear Inertia ^72 2.63e-6 Kg ■ m2
24 Tooth Gear Inertia J24 4.03e-7 Kg ■ m2
Armature Inertia Jm 3.87e-7 Kg • m2
Potentiometer Resistance Rs 10 k-tt
Calculation of Moment of Inertia: Moment of Inertia at the output of the gears 
in high gear configuration can be calculated as J/, = Ji20 + 2 x J72 + J24 and for low 
gear configuration, Ji = J72 + J72 + J72.
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Appendix B
A detailed derivation of direct adaptive controller design is as follows. Let the 
system be defined by
z =
and using the diffeomorphism, z = jT(rc), we transform it into canonical form
2i = ^2
^2 = ^3
4 = /W +
and assume that the system is state feedback linearizable. Let r — [r, r,..., r^] 
where r, r,... are the reference, first derivative of the reference and so on. Let
e = A:i(2i - r) + k2(z2 - r) + ... + (zn - r(n_1))
such that
e = /ci(z2 - r) + k2(z3 - r) + ... + kn-^Zn - - r(n) + f(z) + g(z)u
Define x — ki(z2 — f) + k2(zs — kn-i(zn — such that e =
X + /(z) + g(z)u. The ideal feedback linearizing controller Ufi* is
- X - ^e)
= 7r(2,f, 6>;) + wtt(2,r)
where 0* E is an unknown vector of ideal parameters, wu is the smallest approx­
imation error. Let 0u be the parameter estimate which will be updated online. The
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control input u can be expressed as u = 7?(2,r,d(t) + us where us a the stabilizing 
term. Since e = % + f(z) + g(z)u,
e = X + f(z) + A + us)
Adding and subtracting the above equation with d*), we get
e = X + f(z) + p(^)(77(z, r, 9U) + us) + ^(2, f, d*) - ^(2, r, 9*u)
Note that 9U = 9U — 9*u is the parameter error, such that the above equation becomes,
e = X + f(z) + f, 9U) + us + u*fl - wu)
since Up = 7?(2, r, d*) + wu. But J~(z, r, du) can be expressed as 9^ £(2, r) and substi­
tuting Up in the above equation, it becomes
e = —ke + g(9^(z, f) -wu + us)
Taking the Lyapunov candidate as
V = —e2 + —& 
2g 27 “
where 7 > 0, we have
V = be - Tje2 + -6TJ 
a ?g2 7
= -L2 + 0^ue + - W„)e - ^|je2 +
From the above equation, the adaptation law can be given as
9 = ~xCue
Using the above adaptation law, V becomes
tv 2 / \ g ?V = —e2 + (us - wu)e - -^e2
g 2g2
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Finding the upper bound for V,
' ri q . (J
V < —e + I + Rze + Use 
g %g2
< —e2 + (—^e] + wu)|e| + use 
9 2go
From the above equation, the stabilizing term can be obtained as,
B
= -spn(e)(wu + 7^2 |e|)
such that
V < --e2 
9
k 9<-----e2 < o
9i
where gi is the upper bound of g(z). By LaSalle’s theorem we can prove that e(t) 
converges to 0 asymptotically, and the parameter error 9(t) is bounded.
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Appendix C
Feedback Linearizing Controller for Ball and Beam Experi­
ment
In this section, we design a feedback linearizing controller for the ball and beam 
experiment. Proceeding from 3.10 and 3.11 and taking the successive differentiation
on 3.11
V = z4
£/(1) = Zl = z2
y^ = z2 — a(ziZ42) — bsin{cz^
y^ = Z3 = az2242 — 2adz4z42 — bcz4 cos^cz^) + 2ezeziZ4V^ = f(z) + T(z, u)
From the above equations, it is seen that the ball and beam system has a relative 
degree of 3. Since the number of states are 4 and degree is 3, we need to find the 
diffeomorphism and verify whether the zero dynamics are stable. The diffeomorphism 
[3, 20, 27] can be derived as
q = Z3
T\(z) = z4 
T2(z) = z2
T^z) = a(z4z42) — bsin(cz3)
From the above diffeomorphism we can show that the zero dynamics of this system 
are unstable for z4 = z2 = Z3 — 0. Due to this we cannot design a perfect feed­
back linearization controller. Instead, we use the approximate feedback linearization 
technique [28, 29] in which we take 4/(2, rz) = 2ae2i24 = 0 about a singular state
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i.e., origin. Neglecting ty(z,u) and differentiating further, we get the below set of 
equations.
zi = ii
= z2 = z2
z2 = a(ziZ42) — bsin^cz^) = z3
z3 — az2^42 — 2ndziZ42 — bcz4 cos(cz3) — z4
z4 — 4nd2z1z42 — 4udz2Z42 + n2ZiZ44 — abz42sin{cz3) + be2 z42 sin{cz3) + bcdz4 cos(cz3) 
+ (2nez2Z4 — 4ndeziZ4 — bcecos(cz3y)Vin
which is in the form of z4 — f(z) + g(z)u. From the above equations, we see that 
the relative degree of the system is 4. Now we can design a feedback linearization 
controller,
rz = (-/(z) - r(4) - fc4(r(3) - z4) - A:3(r(2) - z3) - A;2(r(1) - z2) - fa(r - zj)
ff(z)
where k\,k2... are chosen such that s4 + Aqs3 + k3s2 + k2s + Aq is a Hurwitz poly­
nomial. This control law achieves approximate output tracking. The simulation and 
experimental results are shown in Figure C-l.
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time (seconds) time (seconds)
(a) (b)
Figure C-l: (a) Simulation result of Ball and beam with feedback linearization con 
troller regulating to zero (b) Experimental result of ball and beam
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Appendix D
Feedback Linearization Controller for Magnetic Levitation Ex­
periment
From equations 8.1 and 8.9, the nonlinear system representation of the magnetic
levitation can be obtained as
x
i
The research work can be seen in
representation becomes
GI2
= g------- 2mxz
= V Ri + Rs 
L L
[30]. Let x — Z\ and 1 = Z3 such that the system
Zl = Z2
GzJ
= g
Z3 =
mzR 
Ri + R& 
L ^+LV
with output y — z^. Differentiating the output successively,
= zi = Z2y (i)
Gz^
mzx2
2G/Z32(Ri + Rs) 
m \ Lzi2 +
2G
mL
V
which is of the form y^ = f(z) + g(z)u. The relative degree is 3 in the region 
{z E 5R3/zi 7^ 0,23 0}. The conventional feedback linearization [20] techniques can
be applied. The control equation,
u = 1
g(z)
(-/(-) r(3) + k3(r^ - z3) + A:2(r(1) - z2) + J<i(r - zA)) (10.1)
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where r is tire reference signal and ... are its derivatives and are
chosen such that s3 + k3s2 + k^s + ki is a Hurwitz polynomial. The poles here are 
chosen to be placed at —52, —55, —26. The simulation are shown in Figure D-l.
9 10
Figure D-l: Simulation result of maglev with feedback linearization controller with a 
reference position of 9 mm
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