This study explores a multidisciplinary design optimization method for the conceptual design of hypersonic aircraft. By integrating analysis methods into the optimization problem, the design of the aircraft and its flight trajectory are successfully optimized. In addition, the use of approximation models to accelerate time-consuming analyses without losing accuracy is proposed. Moreover, because aerodynamic heating is expected to be significantly higher during high-speed flights, the heating effects of the hypersonic aircraft are evaluated. Finally, the characteristics of the optimal solution are investigated, and the effectiveness of the proposed multidisciplinary optimization is confirmed.
Introduction
Multidisciplinary design optimization (MDO) is a numerical tool used in many engineering design applications to find the optimal solution to given design problems involving more than one discipline. Though a design optimization approach in each discipline does not always provide a desirable design for the entire system, the optimization method of multidisciplinary analysis, MDO, can consider the interactions between the various disciplines during the optimization process. The use of an MDO approach is of particular importance in the field of aircraft design because of the multidisciplinary and complex nature of aircraft (e.g., aerodynamics, structure, propulsion, trajectory, controls, cost and operations). The applications of MDO techniques have offered a great advantage in the conceptual design of unconventional aircraft, 1) space planes, 2, 3) and hypersonic vehicles [4] [5] [6] [7] because of the inadequateness of conventional rendering techniques for their design. The conceptual design of these vehicles pushes the limitations of current technologies. Therefore, it is indispensable to apply optimization techniques.
In 2005, the Japan Aerospace Exploration Agency (JAXA) articulated its long-term vision for the next 20 years. The vision includes demonstrating technologies for hypersonic aircraft that cruise at Mach 5 and can cross the Pacific Ocean within two hours. JAXA has been researching and developing a precooled turbojet (PCTJ) engine that can reach approximately Mach 6. 8) We have studied the performance analysis of the PCTJ engine, and the proof-ofconcept experiments have already been conducted. Our next step is to examine the engine in an actual flight environment, and one of our plans is a test flight of a hypersonic experimental aircraft equipped with the PCTJ engines. The aircraft should be capable of taking off and landing horizontally using the PCTJ engines. The purpose of the test flight is to examine the performance of the engines and obtain the flight characteristics. In this paper, we employ the MDO method for the conceptual design of the hypersonic aircraft.
In a previous work in the area of the MDO techniques for the hypersonic aircraft design, a survey paper by McNamara and Friedmann 4) provides the status of research in the areas of hypersonic aeroelasticity and aerothermoelasticity. These areas are indispensable for the design of hypersonic vehicles because they operate over a broad range of Mach numbers and must withstand extreme aerodynamic heating. However, the selection of aircraft sizes relies on the flight missions, and flight trajectory analysis is indispensable to consider whether the performance can be realized. In a paper by Grant et al., 5) the aerodynamics and trajectory analyses of hypersonic missions are analyzed using the MDO method. Though trajectory optimization is applied, only the hypersonic condition is considered and the weight and propulsion analyses are neglected, which are both necessary for optimizing the aircraft configurations. Moreover, all these anal-Ó 2014 The Japan Society for Aeronautical and Space Sciences yses are adapted in the research by Bowcutt et al., 6) but only the hypersonic condition is considered. In our previous work, 7) all flight speed regimes, subsonic to hypersonic, are considered, and the problem of the MDO method, in which simultaneous optimization of both configurations and trajectories of the hypersonic experimental vehicles occurs, is solved. Trajectory analysis is the most timeconsuming calculation because the time-dependent dynamic variables must be discretized. Therefore, in this paper, we employ a computationally efficient method for trajectory analysis, and implement an MDO system that deals with subdisciplines (e.g., aircraft definition/weight, aerodynamics, propulsion and trajectory) for the conceptual design of the hypersonic aircraft. In addition, we introduce a sizing optimization tool for weight analysis using approximation models to accelerate the time-consuming tool. The purpose of this study is to calculate the optimal aircraft size and flight trajectory that meet with required constraint conditions. Specifically, a flight mission is set, and the gross weight is minimized. Moreover, when a supersonic or hypersonic aircraft is designed, it is necessary to consider the influence of aerodynamic heating of the aircraft, which is very high during high-speed flight. Since conventional aluminum alloys cannot withstand very high aerodynamic heating, heat assessment is conducted for the optimal solution. One of the solutions is to consider a leading edge on the nose, where the heat effect is the most severe.
The paper is organized as follows. Section 2 presents the analytical tools in an MDO system: the aircraft definition and analyses of aerodynamics, weight, propulsion and trajectory. In section 3, a design optimization problem and heating evaluation are formulated. In section 4, we define the optimal solution, and the effectiveness of the MDO system is illustrated. Finally, conclusions and future research directions are provided in section 5.
Analytical Methods Used in an MDO System
As shown in Fig. 1 , the subdisciplines (aircraft definition/weight, aerodynamics, propulsion and trajectory) are incorporated into an MDO framework and an optimization method is applied. Each analysis calculates the output values from the design variables and input values obtained from other analyses. An objective function is minimized to meet several constraint conditions in each discipline. These will be discussed in detail in section 3. In this section, we first introduce the analysis methods applied in each discipline, and thereafter we propose the use of approximation models to accelerate time-consuming analyses (weight and aerodynamics analyses) without losing accuracy.
Aircraft definition
The hypersonic aircraft used for this optimization is equipped with four PCTJ engines, and is defined by 13 geometric design variables. The basic airframe configuration and geometric design variables are shown in Fig. 2 . Table 1 shows the constraints imposed on the geometric design variables to be optimized. The aircraft has a shape similar to that of NASA's X-43A. Four PCTJ engines are installed on the undersurface of the fuselage, parallel to the body axis. The undersurface is flat to deliver air uniformly to the intakes of the engines. The profile of the wing and two tails is NACA0005. An elevon (control surface that combines the functions of an elevator and aileron) comprises 25% of the wing chord and 90% of the exposed wing semispan. The area of the tails is 13% that of the wing area.
Weight analysis
The weight analysis estimates the weight of the aircraft components and amount of propellant (liquid hydrogen, LH2) required on the basis of the geometry design variables. On the basis of the weight estimates and allocations of com- ponents, the position of the center of gravity (CG) at the dry condition is computed. For simplicity, regardless of the filling ratio, the CG position of propellant is assumed to be the same as that of the tank. A sizing optimization software 9) is used for the weight estimation of the fuselage, wing and tail. To estimate the weight of the other components, a slightly modified version of HASA 10) is applied. The following modifications are also made to the original HASA. The original HASA classifies subsystems into four components: actuator, avionics, electrical system and equipment. Since the subsystem weights are overestimated for a small-scale aircraft such as the one in this study, the weights are not estimated with high accuracy. In addition, HASA indicates that the subsystem weights are 5-10% of the gross weight for most aircraft. In this study, the subsystems weigh 10% of the gross weight, and their CGs are assumed to coincide with the CG of the aircraft. Furthermore, the weight of the PCTJ engines, which is not included in HASA, is estimated by a simplified design calculation provided by JAXA.
In the HASA program, the aircraft is assumed to be mainly composed of aluminum alloys. The internal structure of the aircraft is not considered because of using statistical equations. Therefore, in this study, we employ the sizing optimization tool into the MDO framework. We used Siemens PLM Software's Femap with NX Nastran (Nastran), a finite element method (FEM) software, and Collier Research Corporation's HyperSizer for stress analysis and sizing optimization of metallic and composite structures. They are not only able to analyze detailed stress conditions but also have the ability to choose the construction materials and structural elements. The procedure for the weight analysis is explained as follows.
First, the aerodynamic analysis programs are applied, and the aerodynamic load is computed. Here we consider the aerodynamic load at the cruise condition (Mach number 5.0, angle of attack 15 deg, elevon deflection 0 deg, altitude 25 km, and dynamic pressure 32 kPa). The inputs for Nastran are the panelized surface data of the airframe and the loading conditions of the aircraft's weight and aerodynamic load. The internal pressure and aerodynamic heating are not considered as inputs for Nastran. Next, the stress distribution of the aircraft is calculated by finite element analysis using Nastran. The stress distribution is used as the input for HyperSizer, and the optimized structures are calculated to withstand the loads under the given structural conditions; i.e., type of materials and sizes of each structural element. These conditions are described in the following subsection. Finally, the equivalent physical properties are calculated, and the stress distribution is computed again with Nastran by using the values of the equivalent physical properties. By iterating the above calculations for the convergence of these equivalent physical properties and stress distribution, the optimized structures are computed. Thus, we obtain the optimized weights of fuselage, wing and tail of the given airframe.
The sizing optimization software mentioned above is incorporated into the MDO framework. However, using these methods directly in the MDO system is computationally laborious because numerous analyses are required for the iterative optimization process. Therefore, an approximate model of the weight analysis is applied in the MDO system.
Structures for weight analysis
In this study, the primary structures are designed by determining the four parameters (the construction material, form of panels, fuselage structure and number of frames) given in Table 2 . Structural elements such as skins, bulkheads, wing support structures, spars and ribs are considered to be panels, whereas frames and stiffeners are dealt with as beams, specifically I-beams. Spars and ribs are considered single panels. Analyzing representative shapes of aircraft while changing these parameters for the structural analysis provided the combination of the following primary structures.
9)
. Construction material: CFRP (sheet), titanium alloy (honeycomb core) . Form of panels: Honeycomb sandwich . Fuselage structure: Monocoque construction (skin, frame) . Number of frames: 200 By selecting a composite material (CFRP or C/C composite) as the primary construction material, we are able to reduce the weight. We also consider that ceramic tiles are affixed over the aircraft's skin similarly to those in the space shuttle orbiter as the thermal protection system (TPS). Therefore, because the main material is not required to be a high-temperature material to withstand aerodynamic heating, CFRP is used as the primary construction material instead of C/C composite. In addition, the honeycomb core material is not required to be a high-temperature material for the same reason, and titanium alloy is chosen because it is less expensive than Inconel. The sandwich panels allow for a reduction in the weight while maintaining the buckling strength. Moreover, the honeycomb sandwich panel is more lightweight than the foam sandwich panel because it retains more rigidity in the thickness direction. For the fuselage structure, the monocoque and semi-monocoque construction can reduce the weight while efficiently restraining the fuselage deformation due to external pressure because of the existence of internal frames. In this study, the fuselage does not have a bending moment due to the weight of the aircraft because the shape of the aircraft is a lifting body type and the dynamic pressures are distributed over the undersurface. Therefore, the stiffeners are considered to be weaker compared with most existing airplanes that are developed with the semi-monocoque construction. Finally, the number of frames is set to 200 to be able to analyze various shapes of the aircraft. The number of frames inside the fuselage is limited by the frame height (the maximum frame height is set to 150 mm). 9) The height can be made shorter by increasing the number of frames.
Aerodynamics analysis
The 11) which is a high-order panel method. The tangent cone method 12) and the PrandtlMeyer expansion flow theory 13) are applied for hypersonic aerodynamic analysis. The tangent cone method is applicable in impact flow regions, whereas the Prandtl-Meyer expansion flow theory computes the static pressure on a surface panel in shadow flow regions.
In addition, skin friction drag and base drag are calculated because parasitic drag is not considered by the above methods. Skin friction drag is computed by integrating the friction coefficients of the surface panels estimated by the Van Driest method, which calculates a friction coefficient of compressible fluid flowing on a flat plate. 14) To calculate the base pressure of the aircraft, the empirical equations of the aerodynamic preliminary analysis system 15) are applied. These methods are less accurate but have a lower cost than recent computational fluid dynamics (CFD) approaches that solve the Euler or Navier-Stokes equations. The aerodynamic methods mentioned above are incorporated into the MDO system. However, using these methods directly in the MDO framework consumes considerable computation time because the iterative optimization process requires numerous aerodynamic analyses. Therefore, an approximate model of the aerodynamic analysis is applied in the MDO system, similar to that of the weight analysis.
Propulsion analysis
For the propulsion analysis, the engine thrust and specific impulse of the PCTJ engines are calculated from the width of the engine intake area c e , flight altitude and Mach number calculated from the trajectory analysis. JAXA provides the performance of thrust per intake area and specific impulse in response to altitude and Mach number.
8) The propulsion model is generated on the basis of these data including ram drag on the intake and pressure loss in the precooler. Thrust generated by one engine is proportional to the intake area, which is the square of the width of the engine intake area c e .
Trajectory analysis
The following equations of motion for a point mass are used for the trajectory analysis. The equations consist of five state variables (altitude h, geometric angle , velocity v, flight path angle and mass m) and three control variables (angle of attack , elevon deflection e and thrust T).
The flight trajectory is optimized with other design variables. The trajectory analysis must deal with time-dependent dynamic variables (the state and control variables), whereas other design variables are static and independent of time. In our previous study, we employed a direct collocation method. 7) However, because the direct collocation method discretizes both state and control variables, it incurs too much computational cost. Therefore, in this study, to reduce computational time, we employ a direct shooting method 16) that discretizes the control variables. The trajectory consists of ascent, cruise and descent phases, and Eqs. (1)-(5) are integrated numerically using the fourthorder Runge-Kutta method. In Eqs. (1)-(5), control variables are determined at each time by deriving the trajectory constraint conditions as follows.
As shown in Fig. 3 , the trajectory is defined by altitude and velocity, and divided into six phases; i.e., first ascent, 50-kPa constant dynamic pressure ascent, second ascent, cruise, first descent and second descent. These are represented by five trajectory design variables shown in Table 3 . The constant dynamic pressure of 50 kPa is the constraint of the maximum dynamic pressure for the PCTJ engines. The higher the dynamic pressure, the better the engine performs. Therefore, the flight trajectories include the 50-kPa constant dynamic pressure ascent phase, which was also present in the optimal ascent trajectories of our previous study. 7) In addition, we are also able to decrease the number of trajectory design variables when including the constant dynamic pressure phase because the link points between each phase are determined by only altitudes, except for the cruise point.
With respect to each phase, each trajectory is determined by a cubic spline curve (input: velocity v, output: altitude h) based on the trajectory design variables of both ends, and the gradient dh=dv is derived from the cubic spline curve. Then, at each time, the angle of attack , one of the control variables, is determined by Eq. (6), which is derived from Eqs. (1) and (3) . The elevon deflection e , another control variable, is given by Eq. (7) and is a constraint of longitudinal static trim being satisfied (i.e., pitching moment is constantly zero). If thrust T is below the necessary thrust T min at the minimum angle of attack, the trajectory calculation process is stopped because of an impossible flight. However, if thrust is above the available maximum thrust T max at the maximum angle of attack, thrust is adjusted to meet with Eq. (6).
First and second ascent phases: Setting an initial angle of attack as 10 deg, the available takeoff velocity (takeoff point) is determined. Thereafter, two spline curves are created to link the takeoff point to altitude h 1 for the first ascent phase and altitude h 2 to the cruise point for the second ascent phase. These spline curves and a curve of 50-kPa constant dynamic pressure come in contact with each other at an altitude of h 1 and h 2 , respectively. By calculating the gradient dh=dv of the spline curves, the control variables are produced by Eqs. (6) and (7) at each time instance.
Constant dynamic pressure ascent phase: The trajectory in this phase from h 1 to h 2 is characterized by a constant dynamic pressure of 50 kPa because we consider the constraint that the maximum dynamic pressure for the PCTJ engines is 50 kPa. dh=dv is determined by the following equation at each time. 
At each time, the control variables are also given by Eqs. (6) and (7). Cruise phase: In the cruise phase, the aircraft cruises at constant altitude h 3 and velocity v 3 until leaving 5% of the total propellant weight as a margin. and T are determined by Eqs. (9) and (10) to satisfy the cruise conditions of constant altitude and velocity. e is also given by Eq. (7).
First and second descent phases: Two spline curves are created to link the cruise point to altitude h 4 for the first descent phase and altitude h 4 to the landing point for the second descent phase, where the landing point is the same as the takeoff point. To decrease the number of trajectory design variables, these spline curves and a curve of 50-kPa constant dynamic pressure come in contact with each other at h 4 . By calculating dh=dv of the spline curves, the control variables are determined by Eqs. (6) and (7) at each time instance. Within these descent phases, thrust is constantly zero.
Response surface method
For the approximation model, the response surfaces are constructed before the optimization process. For the response surface model in this study, the radial basis functions network (RBFN) 17) is employed. In this model, sample points s 1 ; . . . ; s n s (n s is the number of the sample points) of the input variables are chosen. Then, using the results of the aerodynamics or weight analysis on the sample points, the relationship between the input variables p 2 R n p (n p is the number of the input variables) and the results of the aerodynamic or weight analysis f ðpÞ 2 R are approximated by a linear combination of the Gaussian function.
where w i is the weight parameter and j is the radius of the Gaussian.
To attain a robust approximation performance, the arrangement of the sample inputs s i and the values of w i and j are optimized on the basis of the algorithms proposed in the paper by Yokoyama et al. Table 4 shows the representative flight conditions from which the approximation model of the aerodynamic analysis is generated. Three aerodynamic characteristics ðC L ; C D ; C M Þ are computed at each of these 45 flight conditions, resulting in the construction of 135 response surfaces. As described in section 2.4, C M is the coefficient of pitching moment acting on the reference point. The input variables of the response surfaces are the geometry design variables without the tank positions tk lxf and tk lxr , width of the engine intake area c e , and fuselage length b ll , by fixing the fuselage length to be 30 m because of their scaling relationship. The response surfaces are constructed by preparing 300 sampling points for attaining the normalized mean squared error (MSE). This is the MSE of the approximation normalized by the variance of the analysis, which is less than 0.01. The average and worst MSE values are 0.003 and 0.01, respectively. Figure 4 indicates the approximate accuracy of the response surface of the worst MSE value, which provides C L at a Mach number of 0.3, an angle of attack of 5 deg, and an elevon deflection of À10 deg. In this figure, the values are normalized using the maximum and minimum values, and each dot relates an output of the original analysis and an output f ðpÞ of the response surface model. A good agreement suggests that the constructed response surface model has good approximation accuracy. The aerodynamic coefficients for a given flight condition (Mach number, angle of attack and elevon deflection) are calculated from the response surfaces' outputs for the geometry design variables' inputs. The equations of the aerodynamic coefficients are approximated as quadratic functions of the angle of attack and elevon deflection. First, we calculate the coefficients of the polynomials that yield the aerodynamic coefficients in each sampling Mach number. We then proceed with the interpolation of the equations obtained while sampling the Mach numbers, which yields the aerodynamic coefficients in the given Mach number, angle of attack and elevon deflection.
To generate the approximation model for the weight analysis, we also construct three response surfaces (the weight of the fuselage, wing and tail) by preparing 55 different sampling points to attain a normalized MSE value of less than 0.01. The input variables of the response surfaces are the same as those of the approximate model of the aerodynamic analysis; i.e., the geometry design variables without the tank positions tk lxf and tk lxr , width of the engine intake area c e , and fuselage length b ll . As shown in Fig. 4 , the worst MSE value; i.e., the case of the response surface of the tail weight, is 0.002, which is small enough to suggest that the constructed response surfaces have excellent approximation accuracy. The weights for each given shape of the aircraft are calculated from the outputs of the response surfaces for inputs of the geometry design variables. In the approximation model of the weight analysis, the weights are proportional to the cube of the fuselage length ratio.
Optimization Problem
The MDO system integrates the disciplines mentioned in section 2, and an optimization method is applied to optimize both the configurations and trajectories of the hypersonic aircraft. The hypersonic aircraft used for optimization is with four PCTJ engines. The design variables are 13 geometry variables and five trajectory variables. Setting a mission, the gross weight is minimized to meet several constraint conditions in each discipline.
Constraint conditions
We impose geometric constraint conditions on the geometry design variables to achieve proper aircraft shape. Moreover, the trajectory constraint and longitudinal stability conditions are considered. For the trajectory constraint conditions, the angle of attack must be between 0 and 10 deg, the elevon deflection must range between À10 and 10 deg, and the dynamic pressure must be less than 50 kPa. Equation (7) expresses the longitudinal stability condition, and always satisfies the trim condition that the pitching moment is zero. The static stability condition that the CG is always in front of the aerodynamic center must also be satisfied. The aerodynamic center x ac is defined by the following equation.
where C M is the differential coefficient of C M with respect to ; C L is the differential coefficient of C L with respect to ; C D0 is the constant term of C D . These three coefficients ðC M ; C L ; C D0 Þ are calculated from the response surface models because the aerodynamic coefficients are approximated as quadratic functions of and e , as described in section 2.7.
Heating evaluation
When the hypersonic aircraft is designed, the heating effects of the aircraft must be considered. This is because aerodynamic heating is extremely high during high-speed flight and at Mach 5, and conventional materials such as aluminum alloy are not able to withstand the heating. Therefore, heating assessment is conducted for the optimal solution. The heating effects on the leading edge of the nose are evaluated, and this location is predicted to have the most severe heating effect. The heating effects of the aircraft are mainly because of aerodynamic heating and radiative cool- ing. Therefore, we consider the balance between these two effects, and the wall temperature is estimated and evaluated. Based on the characteristic geometry of the aircraft, an estimation method 18) that mainly calculates the aerodynamic heating of the wing leading edge is employed. The nose is the leading edge of the aircraft and is assumed to be columnar with the radius r n , and the aerodynamic heating rate _is described by the following equation.
The radiative cooling rate _rad is given by the following equation.
The C/C composite material is designed for use at the leading edge of the nose to protect it from aerodynamic heating, and the emissivity is set to 0.8. 19) To evaluate the heating effect, Eqs. (13) and (14) are considered equal, and the wall temperature T w is calculated.
Implementation
The MDO framework is constructed using Dassault Systemes Simulia Corporation's iSIGHT, a computer aided optimization tool, for process integration and design optimization. The Pointer technique, which is one of the optimization methods in iSIGHT, is applied to an optimization problem of the conceptual design for the hypersonic aircraft. This method consists of a complementary set of optimization algorithms such as linear simplex, sequential quadratic programming (SQP), downhill simplex and genetic algorithms (GA).
Simulation Results
This section shows the optimal solutions where two cases are considered with respect to the flight missions.
. Case 1: 2,500 km range mission . Case 2: 5,000 km range mission Table 5 shows the specifications of the optimal solutions, and Fig. 5 illustrates the shapes of the optimal solutions. Both optimal aircraft are approximately 34 m in total length, and the gross weight is approximately 14 tons in case 1 and 30 tons in case 2. Although the total length of both optimal aircraft is not much different, the gross weight in case 1 is approximately half of that of case 2. Since the flight range is shorter, it naturally allows for a reduction in the necessary amount of propellant and the required size of the PCTJ engines. Over half of both gross weights is the weight of the PCTJ engines and propellant. However, the required amount of propellant in case 2 is about three times more than that of case 1, as shown in Table 5 . This is because the size of the PCTJ engines in case 2 is larger than in case 1 and the propellant consumption of case 2 is greater than that of case 1. In addition, the flight time of the ascent phases in case 2 is much longer than that in case 1, which will be discussed in detail later in this section. Therefore, the required amount of propellant in case 2 is much larger than On the other hand, the weights of gears and subsystems completely depend on the gross weight, and the thrust structure weight is related to the size of the PCTJ engines. Thus, the weights involved in case 2 are heavier than those in case 1, and the tank weight also increases with the amount of propellant required. The weight of the TPS, fuselage, wing and tail is related to the size of the aircraft, and these weights in case 2 are heavier than those in case 1. With respect to the airframe configuration, the size of the wing in case 2 is larger than that in case 1 because the gross weight of case 2 is significantly greater and it is necessary to increase the lift forces. Both fuselages are long and slender. From an aerodynamics perspective, a long and slender fuselage has lower drag and higher lift-to-drag ratio. In addition, with the sizing optimization tool, the sensitivity of the fuselage width determination is significantly greater than other geometry design variables, 9) and the lower ratio of the fuselage width to length is essential in reducing the fuselage weight. The slender fuselage allows for a considerable reduction in weight. However, there is a geometric constraint between the fuselage width and width of the intake areas of the four PCTJ engines. As Table 5 indicates, the fuselage width in case 1 reaches the width of the intake areas. To reduce the weight under the geometric constraint, the more slender the fuselage, the longer the fuselage length. However, a longer fuselage increases the weight. The optimal fuselage size for case 1 is thus decided on the basis of the tradeoff relationship between the fuselage width and length. This results in the fuselage width in case 1 reaching the width of the intake areas. On the other hand, in case 2, to increase the lift forces, the fuselage width is a little longer than the width of the intake areas of the four PCTJ engines. Moreover, the tank length of case 1 is about a quarter of the total length, and the tank length is short compared with the fuselage length. In case 2, the tank length is approximately two thirds of the total length. To enlarge the tank size, it is not necessary to extend the fuselage length, and the tank size can be enlarged inside the fuselage. Consequently, the total length of case 2 is almost the same as that of case 1, and both optimal aircraft have a long and slender fuselage.
Figures 6-10 show the optimal flight trajectories. The takeoff speeds are 104.0 m/s in case 1 and 129.0 m/s in case 2. Since the gross weight of case 2 is greater than that of case 1, the takeoff speed in case 2 is faster than in case 1. Each aircraft accelerates to approximately Mach 3.9 at full throttle, as shown in Fig. 8 . It is difficult for aircraft with smallscale engines to both accelerate and climb against drag divergence in the transonic regime. Therefore, the dynamic pressure is lowered by gaining altitude at an almost constant speed to reduce the drag. Following this, the aircraft breaks sonic speed by diving. Such a trajectory is often detected in optimal ascent trajectories of hypersonic vehicles. 7) In this study, however, the trajectory is determined by the cubic spline curves, excluding a supersonic dive. As a result, to deal with drag divergence in the transonic regime, the required size of the PCTJ engines is large and their gross weight is increased. The supersonic dive phase has a possibility of reducing the gross weight; however, we will consider the potential for hypersonic transport in future research. Therefore, trajectories without a dive phase are more suitable for payloads and passengers.
In the supersonic and hypersonic regions, each aircraft flies along the dynamic pressure limit of 50 kPa, and then flies to the cruise altitude, which has a lower dynamic pressure with increasing angles of attack, as shown in Fig. 9 . However, there is a difference between the second ascent phases in case 1 and case 2. As shown in Fig. 7 , in case 2, the optimal aircraft both accelerates and climbs gradually at altitudes over 27 km. Accordingly, the downrange and flight time for the ascent phases in case 2 are approximately 2,100 km and 2,000 s, respectively. On the other hand, for the ascent phases in case 1, the downrange and flight time are approximately 500 km and 600 s, respectively. In case 2, it is difficult for the aircraft to both accelerate and climb to the cruise point because the gross weight in case 2 is significantly greater. Therefore, the angle of attack has a high value at altitudes over 27 km, and the optimal aircraft can accelerate and climb to the cruise point gradually while consuming propellant and reducing the aircraft weight. After reaching the cruise point, each aircraft flies at a constant velocity and altitude. As the aircraft weight is decreasing while consuming propellant, the required lift and thrust forces are reducing. Therefore, the angles of attack are also gradually reducing, and at the same time, the elevon deflections are increasing to trim the aircraft, as shown in Figs. 9 and 10. As shown in Figs. 8 and 9 , the values of thrust during the cruise phase in case 2 are larger than those in case 1 and the values of the angle of attack in case 2 are generally larger than those in case 1. This is because the gross weight in case 2 is greater than that in case 1, and it is necessary to increase the thrust and lift forces. In the descent phases, each aircraft shuts down all engines and glides to the landing point. The cruise Mach number is approximately 3.9. Both aircraft accelerate and climb while reaching a higher cruise Mach number in the ascent phases; therefore the aircraft consume more propellant. This is because the cruise Mach numbers are not sufficiently high to minimize the gross weights. The flights of the optimal aircraft in cases 1 and 2 have similar features. The longer the flight range, the larger the required aircraft size and greater the gross weight. Therefore, the aircraft accelerate and climb to the cruise point gradually while consuming propellant and reducing the aircraft weight for a much longer time.
Finally, we evaluate the aerodynamic heating of the optimal solutions. The nose radius r n of the leading edge is assumed to be 0.001 m or 0.0001 m. Figure 11 shows the wall temperature of the nose leading edge. The maximum values of the wall temperature are approximately 850-900 K, and these values are generally low for the C/C composite material. Since the cruise Mach number is approximately 3.9, which is not a very high speed, the values of the wall temperature are also not very high. The chosen material can withstand aerodynamic heating during the entire flight. 
Conclusion
The multidisciplinary design optimization problem for the conceptual design of hypersonic aircraft was formulated and solved to obtain the smallest aircraft that can accomplish the mission requirements. This study aimed to consider the optimal aircraft sizes and flight trajectories with respect to their flight missions. First, the following analysis methods were provided and integrated into the MDO framework: aircraft definition, weight analysis, aerodynamic analysis, propulsion analysis and trajectory analysis. Thereafter, the design of the aircraft and its flight trajectories were successfully optimized simultaneously for two cases, the 2,500 and 5,000 km range missions. With the sizing optimization tool, the sensitivity of the fuselage width was much stronger than other geometry design variables; thus, both optimal aircraft were approximately 34 m in total length, and the gross weight was approximately 14 tons in the 2,500 km range mission and 30 tons in the 5,000 km range mission. The fuselages of the optimal aircraft were long and slender. The airframe configurations and optimal trajectories had specific features, and the cruise Mach number was approximately 3.9. Consequently, we determined that aerodynamic heating was low for the C/C composite material. Through this study, we confirmed the effectiveness of the proposed multidisciplinary optimization method for the conceptual design of hypersonic aircraft. In the future, we will employ higher precision analysis methods such as highly accurate CFD tools to improve the conceptual design of our proposed hypersonic aircraft.
