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Abstract
Ab initio density functional theory calculations are performed to investigate the electronic struc-
ture of MoS2 armchair nanoribbons in the presence of an external static electric field. Such nanorib-
bons, which are nonmagnetic and semiconducting, exhibit a set of weakly interacting edge states
whose energy position determines the band-gap of the system. We show that, by applying an exter-
nal transverse electric field, Eext, the nanoribbons band-gap can be significantly reduced, leading to
a metal-insulator transition beyond a certain critical value. Moreover, the presence of a sufficiently
high density of states at the Fermi level in the vicinity of the metal-insulator transition leads to the
onset of Stoner ferromagnetism that can be modulated, and even extinguished, by Eext. In the case
of bi-layer nanoribbons we further show that the band-gap can be changed from indirect to direct by
applying a transverse field, an effect which might be of significance for opto-electronics applications.
Keywords: MoS2, Nanoribbons, Two-Dimensional Nanostructures, Magnetism, Electric Field Effect, Spin
crossover
Over the past several years one dimensional (1D)
nanostructures, such as nanotubes, wires, rods, belts
and ribbons have attracted a growing interest from re-
searchers keen to investigate the wide array of photo-
physical, photochemical and electron-transport proper-
ties that are unique to their dimensionality.1,2 The study
of these nanostructures has also been facilitated by re-
cent advances in nano-lithographic techniques,3 such as
electron beam or focused-ion-beam (FIB) writing4,5 and
X-ray or extreme-UV lithography,6 whereby such 1D sys-
tems can be readily fabricated in the research laboratory.
From a nanotechnology perspective, 1D structures offer
a range of potential applications that are different from
those provided by their 2D and 3D counterparts.1,7
While carbon nanotubes (CNTs) remain the most
widely studied 1D nanostructures to date, nanowires
(NWs) and nanoribbons (NRs) have lately received in-
creasing attention as possible alternatives. In particu-
lar the fact that the electronic structure of NRs can be
modified by manipulating their edges, which usually are
more reactive than the bulk, offers a powerful tool for cus-
tomizing such nanostructures to a particular application.
For this reason recent times have witnessed an explosion
of theoretical and experimental studies on NRs. Primar-
ily these have been devoted to graphene NRs (GNRs),8–10
but many other materials have been either made or pre-
dicted in the NR form. These include BC3,
11,12 BN,13–15
ZnO,16–18 Si,19,20 etc. Intriguingly for some of these a
magnetic18,20 or even a half-metallic ground state has
been predicted.21
This work investigates MoS2 NRs, which represent
one of the several low-dimensional structures that can
be made from transition-metal dichalcogenides. Layered
transition-metal dichalcogenides are particularly inter-
esting because of the large variety of electronic phases
that they can exhibit,22,23 namely metallic, semiconduc-
tor, superconductor and charge density wave. Bulk MoS2
has a prototypical layered structure where Mo is cova-
lently bonded to S with a trigonal prismatic coordina-
tion. Each S-Mo-S sandwich layer is tightly bound inter-
nally and interacts weakly with the neighboring sandwich
only through van der Waals forces.24 Because of such a
structure the fabrication of ultrathin crystals of MoS2 is
possible by micro- mechanical cleavage25 or exfoliation.26
Therefore, like graphene,27 single layers of MoS2 can be
extracted repeatedly one by one from bulk materials and
deposited on substrates for further studies.28
From the parental MoS2 single-layer crystal several
nanostructures can be made. These have been tradi-
tionally studied in the context of catalysis for desulfu-
rization processes29,30 and as thermoelectric materials.31
Here we explore a different aspect, namely how the elec-
tronic properties of MoS2 armchair nanoribbons (ANRs)
can be manipulated by the application of an external elec-
tric field, Eext. In particular we look at the possibility of
inducing a metal-insulator transition in the nanoribbons,
and at the associated magnetic moment formation via
the Stoner mechanism in the search for a large magneto-
electric effect. Our study thus complements those already
reported in the literature for graphene,32 BN,13 BC3
11
and AlN.33
The paper is organized as follows. In the next section
we present a description of the various structures inves-
tigated. The calculated electronic properties of bulk and
single layer MoS2 as well as several ANRs are discussed in
the following section. First we analyze single layer MoS2
ANRs and present results from non spin-polarized calcu-
lations including an applied static electric field. These
are explained by means of a simple tight-binding model.
Then the electronic structure and the electric field re-
sponse of bilayer and multi-layer ANRs are presented.
Finally we show results obtained from spin-polarized cal-
culations investigating magneto-electric effects in single
layer MoS2-ANRs and, before concluding, we consider
the effects that different edge terminations have on the
electric field driven magnetism.
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2NANORIBBONS STRUCTURE
Bulk MoS2 has a hexagonal crystal structure with
space group P63/mnc (D
4
6h) and it is the 2D template
for constructing the NRs. Similarly to C nanotubes,34
MoS2 NRs may be described by the 2D primitive lattice
vectors ~a and ~b of the parental 2D structure and two
integer indices (n,m),35 so that the chiral vector is de-
fined as ~Ch = n~a + m~b. Three types of NRs can thus
be identified: zig-zag for n = m, armchair for n 6= 0,
m = 0, and chiral for n 6= m. MoS2 ANRs are nonmag-
netic semiconductors irrespective of their size, whereas
the zig-zag nanoribbons (ZNRs) are predicted metallic
and magnetic.36 Since our goal is that of describing an
electric-field induced metal-insulator transition our start-
ing point must consist in NRs with an insulating ground
state. As such we consider only ANRs. As a matter
of notation, following several previous studies,13,36,37 we
identify the different sized MoS2 ANRs as n-ANR, where
n is the number of dimer lines across the terminated di-
rection of the 2D MoS2 layer, i.e. across the non-periodic
dimension of the nanoribbon (see Fig. 1). The multilayer
ribbons are constructed by placing single layer ribbons on
top of each other with an ABA stacking.38
RESULTS AND DISCUSSION
Electronic properties
Our systematic study begins with calculating the elec-
tronic properties of MoS2 in its bulk form. The optimized
bulk MoS2 unit cell parameters are a = b = 3.137 A˚,
c/a = 3.74, while the S-Mo-S bonding angle is 82.64◦.
These values are in good agreement with previous theo-
retical calculations39 and also with the experimental ones
of a = b = 3.16 A˚, c/a = 3.89.40 The Mo-S bond length in
bulk MoS2 is found to be 2.42 A˚, again in close agreement
with the experimental value of 2.41 A˚40 and to the earlier
theoretical estimate of 2.42 A˚.22 Bulk MoS2 is a semicon-
ductor and we predict an indirect band gap of 0.64 eV be-
tween the Γ point and a point half way along the Γ-K line.
Our calculated band-gap is smaller than the experimen-
tal one of 1.23 eV,39,40 but it is in good agreement with
existing density functional theory (DFT) calculations at
the local spin density approximation (LSDA) level.39,41
It is well known that the LSDA systematically underesti-
mates the band-gap, so that such result is not surprising.
However, we note here that the LSDA underestimation
affects our results only at a marginal quantitative level.
Next we move to study the electronic properties of a
single MoS2 layer. Our optimized lattice constant, a = b,
is now 3.132 A˚, i.e. it is slightly smaller than that in the
bulk. Such value is in close agreement with the experi-
mentally observed one of 3.15 A˚.42 Our calculations show
that as the number of layers is decreased from the bulk
to a few layers, the minimum of the lowest unoccupied
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FIG. 1: (Color online) The optimized structure of a MoS2
10-ANR. The ribbon is periodic along the y direction. Color
code: grey (dark grey) = Mo, yellow (light grey) = S.
band shifts from half way along the Γ-K line to K, with
a single MoS2 layer exhibiting a direct band-gap at K.
In this context, recent experiments43,44 have shown that
as the thickness of layered MoS2 samples decreases from
the bulk towards the monolayer limit, photoluminescence
emerges, indicating the transition from an indirect to a
direct band-gap. A similar conclusion was reached by
comparing scanning photoelectron microscopy to DFT
calculations.45 Both for the bulk and the single layer the
band structure around the Fermi level, EF, is derived
mainly from Mo-4d orbitals, although there are smaller
contributions from the S-3p via hybridization within the
layer.
In Fig. 1 the optimized geometry of a MoS2 10-ANR
is shown (the periodicity is along the y-direction). For
symmetric ANRs (n odd) the two edges have mirror re-
fection symmetry, while this is not the case for the an-
tisymmetric ones (n even). Our calculations show that
the two possible ribbon configurations are essentially en-
ergetically degenerate, meaning that the total energy per
atom scales with the ribbon size but does not depend on
the ribbon symmetry. We have then checked that the
electronic properties and their dependence on the exter-
nal electric field are insensitive to the ribbon geometry
and here we present data only for the asymmetric case.
In order to determine the ground state of the different
n-ANRs, we have first carried out both spin-unpolarized
and spin-polarized total energy calculations including ge-
ometry optimization. We take the case of a 10-ANR as an
example and we use its electronic structure to discuss the
general properties of such a NRs class. From the band-
structure [shown in Fig. 2(a)], it is clear that a 10-ANR
is a non-magnetic semiconductor with a direct (LSDA)
band-gap of 0.45 eV at the Γ point. This is in agreement
with previous calculations.36 The local density of states
(LDOS) of the conduction band (CB) and valence band
(VB) [shown in Fig. 2(a)] indicates that the electronic
states around EF are completely localized at the ANR’s
edges. The CB and the VB originate from a hybridized
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FIG. 2: (Color online) Electronic structure of a 10-ANR as a
function of an external transverse electric field, Eext. In (a)
we present: (left) the band structure and (right) the LDOS
respectively of the CB (top) and VB (bottom) for Eext = 0. In
(b) the same quantities are shown for Eext = 1.4 V/nm. The
LDOS are taken over the energy range indicated by the red
(dark gray) and green (light gray) boxes respectively above
and below the Fermi level (see band-structure). Note that in
both cases the CB and VB are characterized by states located
at the NR edges.
mix of Mo-4d and S-3p orbitals with the hybridization
being stronger in the VB than in the CB.
Such results are relatively independent of the ribbon
size, and unlike graphene NRs, all the MoS2 ANRs are
semiconducting. For the smaller n-ANRs (n ≤ 24), the
band-gap oscillates in magnitude with increasing n and
finally converges to a constant value of around 0.52 eV
for larger sized ribbons (n > 24). The same oscillatory
behaviour has been observed in earlier calculations36 and
it is quite similar to that predicted for BN-ANRs.14 As
n increases we also observe oscillations in the equilib-
rium lattice constant, which slowly approaches a constant
value of ∼ 3.132 A˚, similar to that calculated for the infi-
nite MoS2 single layer. We thus note that the calculated
band-gaps for all n-ANRs are much smaller than that of
the infinite MoS2 single layer (1.90 eV), while the lattice
constants deviates only marginally. The reason for such
a difference is rooted in the fact that both the VB and
CB of the ribbons are formed by states strongly localized
at the two edges. Indeed these states do not exist in the
0 2 4 6 8 10 12 14
E
ext  (V/nm)
0
0.1
0.2
0.3
0.4
0.5
B
an
dg
ap
  (e
V)
10-ANR
16-ANR
24-ANR
FIG. 3: (Color online) Variation of the elementary LSDA
band-gap with the applied transverse electric field, Eext,
for 10-ANR (black circles), 16-ANR (red squares), 24-ANR
(green diamonds).
case of the infinite MoS2 single layer and they are simply
a consequence of the different wave-function boundary
conditions.
Response of a MoS2-ANR to Eext
We now discuss the response of the electronic structure
of the MoS2-ANRs to a static external electric field, Eext.
As mentioned earlier, the size of the ribbon band-gap
is determined by the energy position of the edge states
forming the CB and the VB. Thus any change in the
ANR band-gap under an applied field would be mainly
determined by the response of its edge states. It is worth
noting that for Eext = 0, both the CB and VB are dou-
bly degenerate as there are two states in each band cor-
responding to the two edges of the ribbon (this means
that the electron density corresponding to either the CB
or the VB is equally distributed over the two opposite
edges). We find no gap modulation when Eext is per-
pendicular to the the plane of ribbon, indicating that a
planar MoS2 nano-structure with a longitudinal gate will
not be electronically responsive. In contrast a significant
modulation of the band-gap can be obtained by means of
a transverse field. This is applied along the z-direction
according to the geometry of Fig. 1. In practice in our
calculations a periodic sawtooth-type potential perpen-
dicular to the ribbon edge is used to simulate the trans-
verse electric field in the supercell so that the potential
remains homogeneous along the ribbon edges.46
As the transverse Eext is applied the band-gap de-
creases monotonically while remaining direct at Γ [see
Fig. 2(b) and Fig. 3]. Such a behaviour can be under-
stood by assuming little interaction between the electron
densities at the two edges. Under this assumption the
only effect produced by a transverse electric field is that
of creating an electrostatic potential difference across the
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FIG. 4: (Color online) Non-spin polarized band-structure of a
MoS2 10-ANR in presence of a transverse field of magnitude
close to that needed for the gap closure: Eext = 8.9 V/nm
(left) and Eext = 13.3 V/nm (right). The smaller figures are
a zoom around the Fermi level (a is the lattice constant).
ribbon. As a consequence, the band manifold (either be-
longing to the VB or the CB) localized at the edge kept
at the higher external potential moves upwards in en-
ergy, while that kept at the lower potential moves in the
opposite direction. Hence, the new band-gap of the sys-
tem in the presence of an external electric field is formed
between the CB manifold localized at the lower poten-
tial edge and the VB manifold localized at the oppo-
site one. The edge degeneracy is thus broken. As the
field strength increases the band-gap reduces further and
eventually vanishes for a critical field, Ec, characteris-
tic of the specific nano-ribbon. Note that such a Stark-
driven gap modulation has been previously reported for
C nanotubes47 and for nano-ribbons made of different
materials such as graphene,32 BN,13,14,49 AlN,33 etc. No-
tably, in the case of MoS2 and in contrast to some other
compounds such as BN,49 the gap closure is independent
from the field polarity, reflecting the perfect mirror sym-
metry of the ribbon’s edges.
Figure 3 shows the evolution of the band-gap as a func-
tion of the external electric field for three selected nano-
ribbons, respectively 10-ANR, 16-ANR and 24-ANR. In
general we observe that the band-gap drops more rapidly
with Eext as the size of the n-ANRs gets larger. Such a
width dependence can be easily rationalized by assum-
ing again little interaction between the two ribbon edges.
In this case the potential difference between the edges
necessary to close the gap is the same regardless of the
ribbon size. If one now assumes that the potential drop
inside the ribbon is approximately uniform (linear), we
will conclude that larger ribbons necessitate smaller elec-
tric fields to sustain the same potential difference at the
edges. As such the critical field, Ec, decreases with the
ribbon width and already for a 24-ANR it assumes a
value around 4 V/nm.
Interestingly our calculated values for the critical field
Ec are quite similar to those obtained before for BN
49 and
AlN,33 despite the fact that the band-gaps in these mate-
rials are much larger. Such a fact however should not be
surprising. In fact, the band-gap closure occurs because
of the almost rigid shift of the edge-localized ribbon CB
and VB when the field is applied. As such, the condi-
tion for gap closure is that the external field produces a
potential difference, ∆V , at the nano-ribbon edges that
matches the ribbon band-gap, ∆Eg, i.e. e∆V = ∆Eg,
where e is the electron charge. Under the assumption
of a linear potential drop (constant electric field) inside
the ribbon, we obtain the relation e∆V = eEext
d
κ , where
κ is the ribbon dielectric constant along the transverse
direction and d is the ribbon width. The critical field for
the gap closure then simply reads
∆Eg = e∆V = Ec
ed
κ
→ Ec ∝ 1
ed
, (1)
where the second equality follows from the fact that
the dielectric constant is approximately inversely propor-
tional to the material band-gap. The equation (1) brings
two important consequences. On the one hand, it tells us
that the critical field for the gap closure is approximately
materials independent. On the other hand, it establishes
a 1/d decay of Ec with the ribbon width.
Before the band-gap closes completely with increasing
Eext an interesting effect is observed in small sized ANRs
(for example in 10-ANR), namely that the gap remains
direct but it moves away from Γ towards Y in the 1D
Brillouin zone. This shift occurs simultaneously with the
band-gap reduction and it is seen to become more pro-
nounced as Eext gets larger. Such an effect can be ob-
served in Fig. 4 where the band-structure of the 10-ANR
is plotted for two different values of the electric field. The
band-gap shift away from Γ appears because of the inter-
action between the two edges of the ribbon and can be
explained with the help of a simple tight-binding model,
which we develop next.
As already mentioned before, the CB and VB are ex-
tremely localized at the edges of the ANR, so that their
dispersion is solely determined by the longitudinal di-
mension. Then we can model their electronic structure
by considering a simple nearest-neighbour tight bind-
ing model for two linear chains (mimicking the two 1D
edges). For the sake of simplicity, we take only s orbitals
in the model and the CB and VB are simply character-
ized by two different on-site energies, respectively L and
R (L and R stand for left and right-hand side edge).
This is of course a rather crude model, as both p and
d orbitals are excluded. However, the band-gap closure
and the formation of a magnetic moment both originate
from the one-dimensional nature of the edge states and
not from the details of their orbital composition. As such
our simple model captures the essential features of this
problem, while further details related to edge specific na-
ture will be discussed later in the paper.
The two edges of a nanoribbon interact with each other
in two possible ways. On the one hand, electrons can tun-
nel between the two edges with a probability given by the
hopping integral t. This is expected to decrease as the
ribbon width becomes larger. On the other hand, upon
the application of an external field, the bond-charges at
the two ribbon edges will interact electrostatically. Such
50 1
k  (pi/a)
En
er
gy
   
(ar
b. 
un
it)( E  − U/2 )L
R( E  + U/2 )
2t
1t
E
e
x
t
t  = 0.5, t  = 0.4, U = U21 1
0 1
k (pi/a)
En
er
gy
   
(ar
b. 
un
it)L( E  − U/2 )
1t
t
R( E  + U/2 )
2t
E
e
x
t
1U   < U   < U2 3
t’ = 0.07, U=U3
t = 0.15, U=U
t = 0.15, U=U1
2
FIG. 5: (Color online) The band-structure of two linear chains
calculated by using a simple tight-binding model. In the top
panel the interaction between the chains is assumed to van-
ish, while in the bottom one there is an additional hopping
matrix element between atoms belonging to different chains
(the chains are arranged on a square lattice). The horizontal
dotted line in the lower panel corresponds to the Fermi level.
an interaction is taken into account by the dielectric re-
sponse of the ribbon, which is described by the trans-
verse component of the dielectric constant κ. As such,
the potential difference between the ribbon edges, ∆V ,
is related to the external field simply as ∆V = Eext
d
κ .
The 1D band-structures for the two edges are simply
EkL = L−2t1 cos k and EkR = R+2t2 cos k, where t1 > 0
and t2 > 0 are the hopping integrals respectively of the
left- and right-hand side chain, and k is the 1D adi-
mensional wave-vector (see Fig. 5). Let us assume that
L > R so that the left-hand side edge corresponds to the
CB and the right-hand side one to the VB (the band-gap
is at Γ). Let us also assume for the moment that there
is no inter-chain interaction, i.e. that the hopping inte-
gral between the two chains vanishes, t = 0. Clearly, if
|L− R| > 2(t1 + t2) there will be a gap between the CB
and VB. The presence of an electric field simply shifts
the on-site energy of the two bands. Thus the new on-
site energies will be respectively L −U/2 and R +U/2,
with U = e∆V . This simple model then predicts that the
band-gap will close for U = L− R−2(t1 + t2). For elec-
tric fields exceeding such value the ribbon will appear as
a semi-metal, i.e. it will present coexisting electron and
hole pockets at the Γ point.
Let us now investigate the situation in which there is
inter-chain interaction, i.e. t 6= 0 between atoms local-
ized on different chains (the atoms are assumed to be
arranged on a square lattice). The new band-structure
now takes the form
Ek± =
EkL + E
k
R
2
± 1
2
√
[EkL − EkR − U ]2 + 4t2 , (2)
where the “+” sign is for the CB and the “−” one is for
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FIG. 6: (Color online) The variation of the k-vector, kex,
corresponding to position of the energy band-gap as a function
of applied bias for different n-ANRs. Here Uext = Eextd,
where d is the nano-ribbon width.
the VB. Clearly inter-chain hopping opens up a band-
gap (of size 2t) at the point along the Γ-Y line, where
the two bands would otherwise cross for t = 0 (as shown
in Fig. 5). It also indicates that, if the applied electric
field increases further (U gets larger), the k-point where
the direct band-gap appears will shift towards Y, but the
value of the band-gap itself will remain constant. It then
follows that the band-gap closure occurs only if t is re-
duced simultaneously as Eext is increased (see the curve
in Fig. 5 for t′ < t). This essentially suggests that the
polarization of the edge state wave-functions under the
influence of Eext occurs in such a way as to reduce the
effective interaction between the two edges of the rib-
bon. Notably the position in k-space of the band-gap,
kex, can be found by minimizing Eq. (2). This gives
us kex = cos
−1
[
U0−U
2(t1+t2)
]
, with U0 = L − R. Such a
qualitative picture agrees quite well with our DFT cal-
culated kex, which is presented in Fig. 6 for small ANRs
(n < 10). From the figure it is also worth noting, again in
agreement with our simple model, that kex is practically
independent from the ribbon size once the curve is plot-
ted as a function of the external potential at the ribbon
edges Uext = Eextd.
Finally, to conclude this section we make a number of
addition observations, which further validate our model.
Firstly we note that, as expected, the interaction be-
tween the ribbon’s edges gets stronger as the ribbon gets
smaller. This means that the band repulsion at the band-
gap along the Γ-Y direction strengthens for small nano-
ribbons. As a consequence the gap-closure occurs for rel-
atively larger fields than those expected by a simple rigid
band shift (see figure 3). Secondly, the position in k-space
of the gap immediately before its closure, kc, moves to-
wards Γ as the ribbon becomes wider. This essentially
indicates that the inter-edge interaction, parameterized
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FIG. 7: Variation of the band-gap ∆Eg as a function of the
n-ANR width, n. Results are plotted for an applied external
potential, Uext = 12 V, which is sufficient to shift the band-
gap away from Γ. In this condition ∆Eg is a direct measure
of the inter-chain hopping integral t. The red dashed line is
an exponential fit of the calculated data.
with t, is reduced for large nano-ribbons. In order to
prove such a fact in Fig. 7 we plot the band-gap as a func-
tion of the nano-ribbon size n. This is calculated for an
external electrostatic potential, Uext = 12 Volt, sufficient
to move the band-gap away from Γ for all the ribbons
investigated. In this situation the band-gap is a direct
measure of the inter-edge hopping t, ∆Eg ∼ 2t. Notably
the decay is rather severe indicating that already for rel-
atively small ribbons (n > 14) the inter-edge interaction
becomes almost negligible.
Finally we look at the charge density polarization in-
duced in the ANRs by the external electric field. In fig-
ure 8 we plot the field-induced charge density distribu-
tion, ∆ρ, as a function of the position across the ribbon
(z-coordinate, see Fig. 1). Here ∆ρ is the difference be-
tween the charge density calculated in an applied field
ρ(Eext) and that in no field, ρ(Eext = 0). Also note that
all the densities are averaged over the xy plane. No-
tably there is charge accumulation at the positive po-
tential edge and a corresponding depletion at the nega-
tive one. As such, a transverse field induces an electrical
dipole across the ribbon, which effectively behaves as a
capacitor.
The accumulated charge can be calculated by sim-
ply integrating ∆ρ(z) from one of the edge positions,
zL, to the ribbon mid-point, zm, which is (∆ρacc =∫ zm
zL
∆ρ(z)dz. This quantity is presented next in Fig. 9 as
a function of Eext and for different ANRs. Clearly ∆ρacc
is found to increase linearly with the field. This is the
behaviour expected from a parallel plate capacitor. A
second important observation, also consistent with view-
ing the ribbon as a parallel plate capacitor, is that the
slope of the ∆ρacc-Eext curve is almost independent from
the ribbon width. Minor variations can be attributed to
our somehow arbitrary definition of the ribbon mid-point
(this is defined in terms of the planar average of ∆ρ(z)
as the point where ∆ρ(z) = 0) and to the fact that as
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FIG. 9: (Color online) Charge density accumulation (∆ρacc =∫ zm
zL
∆ρ(z) dz as a function of the external electric field for n-
ANRs of different width. Note the linear dependence with an
almost ribbon-independent slope.
the field increases and the ribbon band-gap is reduced,
the dielectric constant changes.
In summary the evolution of the electronic properties
of MoS2 armchair nano-ribbons as a function of an exter-
nal transverse electric field can be understood in terms of
the ribbon dielectric response, which is indeed consistent
with that of a linear dielectric. These findings are rather
general and can be easily transferred to other materials
with different band-gaps. Next we examine the effects of
stacking multiple MoS2 nano-ribbon layers.
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with the conduction band minimum positioned along the Γ-Y
direction. The horizontal dashed line denotes the position of
the Fermi level.
Bi-layer and multi-layer MoS2-ANR
In 2D layered compounds the tiny inter-layer interac-
tion is often sufficient to change drastically the electronic
properties of the material. A prototypical example is
graphene, where the weak pi-pi interaction is able to turn
the linear band-dispersion into parabolic.50 It becomes
therefore natural to investigate how the results of the
previous section get modified in multi-layered ribbons.
In order to keep the computational costs reasonable we
consider here only the case of 8-ANRs, whose electronic
band-structure in both a bi- and tri-layer form is pre-
sented in Fig. 10. As for bulk MoS2 also multi-layered
nano-ribbons display an indirect band-gap, which is po-
sitioned along the Γ-Y direction in the 1D Brillouin zone.
We have extended our calculations to ANRs comprising
up to five layers and, for comparison, to an infinite (peri-
odic) nano-ribbon stacking. We notice that the band-gap
turns indirect already for a bi-layer and then it remains
indirect for any other structure. Furthermore, the band-
gap decreases monotonically with increasing the num-
ber of layers. However, at variance with their parental
2D counterparts and similarly to the single-layer ribbons,
also in multi-layered ANRs both the CB and the VB are
localized over the ribbon edges. This fact is rather robust
with respect to the interlayer-separation, in contrast to
what happens to the fine details of the electronic struc-
ture of the infinite 2D multi-layers,51 so that the explicit
inclusion of van der Waals interaction in the present con-
text is not crucial. The localization of CB and VB at
the edges means that, as in the single-layer case, also the
multi-layers are sensitive to a transverse electric field.
Such a sensitivity is examined next for the case of the
8-ANR bi-layer in Fig. 11. In general the response to
Eext is qualitatively similar to that of the single layers as
it is determined by the electrostatic potential shift at the
nano-ribbon edge. Thus as Eext gets larger the energy
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FIG. 11: The band-structure of a MoS2 8-ANR bi-layer in the
presence of a transverse electric field. For Eext = 2.3 V/nm
(left) the band-gap is indirect, while it becomes direct at Γ
for the larger field of Eext = 6.9 V/nm (right).
shift of both the CB and VB localized at opposite edges
results in a band-gap reduction. There is however a dif-
ference with respect to the single layer case, namely that
the inter-layer interaction lifts the edge-band-degeneracy
for Eext = 0. As a consequence the band-dispersion
around the band-gap changes in a non-trivial way with
the electric field. For instance for the case of the bi-layer
8-ANR first the CB minimum moves towards Y, thus
strengthening the indirect nature of the gap and then,
for larger fields, is reverts back to Γ and eventually the
band-gap becomes direct. This is an intriguing feature
as it demonstrates that in multi-layers the nature of the
band-gap can be manipulated by an external transverse
field. As such one may expect, for instance, that the
optical activity of such ribbons may be electrically mod-
ulated.
As a final observation we note that the critical fields
for closing the gap in multi-layer ANRs are significantly
smaller than those needed for the corresponding single-
layer ones. Furthermore, for a fixed external field the
band-gap is found to be inversely proportional to the
number of layers, although a more precise dependence is
difficult to establish. Such an inverse dependence is ex-
pected if the different layers in the multi-layer ribbon be-
have effectively like capacitors in parallel, although such
an analogy cannot be pushed much further based on our
DFT results.
Electrically driven magnetism
As the VB and the CB of a MoS2-ANR approach each
other under the influence of Eext a high DOS is gen-
erated at the Fermi level on the verge of the insulator
to metal transition. Such high DOS originates from the
Van Hove singularities at the band edges owing to the
quasi-1D nature of the NRs. For Eext = 0 the ANRs
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FIG. 12: (Color online) Variation of the magnetic moment per
ribbon cell, m, as a function of the external electric field Eext
for 16-ANR (green triangles), 20-ANR (red circles) and 24-
ANR (blue diamonds). We also report data for the symmetric
23-ANR (black squares). R1 and R3 (R2 and R4) define the
regions of Eext where the 24-ANR is in its diamagnetic (mag-
netic) state.
are non-magnetic semiconductors. Thus, for any fields
smaller than the critical one for the band closure the sys-
tem remains semi-conducting and no spin-polarized cal-
culations are needed. However, at and beyond the onset
of the metallic phase both spin polarized and non-spin
polarized calculations have been performed in order to
establish whether the ground state is stable against the
formation of a finite magnetic moment. In general, we
have found that at the critical electrical field, Ec, where
the bandgap closes there is a sufficiently high DOS at
the (non-magnetic) Fermi level to drive the formation of
a magnetic moment according to the Stoner criteria for
ferromagnetism.
Figure 12 displays the evolution of the ribbon mag-
netic moment (per ribbon cell), m, as a function of Eext
for three different ANRs. For example, one can clearly
see that a 24-ANR becomes magnetic for Eext = 4 V/nm,
which is the critical field to close the gap completely.
Such a transition from a diamagnetic to a magnetic
ground state is driven by the Stoner criterion, which
reads IρF > 1, where I is the Stoner parameter (the
exchange constant) and ρF is the DOS at the Fermi
level.52,53 The Stoner parameter can be estimated from
our DFT calculations, since the magnetic exchange split-
ting, ∆, of the bands is given by Im¯,54 where m¯ is the
magnetic moment in units of the Bohr magneton µB. For
instance, in the case of the 24-ANR at Eext = 4.5 V/nm
we find that ∆ = 0.14 eV and m = 0.27 µB/unit cell,
so that the estimated value of the Stoner I parameter
is ∼ 0.5 eV and the required DOS at the Fermi level
necessary to satisfy the Stoner instability condition is
ρF ≥ 1/0.5 = 2 eV−1.
Also in Fig. 12 it can be observed that the critical field
for the diamagnetic to magnetic transition corresponds
exactly to Ec, i.e. it coincides with the onset of metallic-
ity (see Fig. 3). This is true for both the 20-ANR and the
24-ANR and for any larger ribbon. The situation how-
ever is different for the 16-ANR for which the magnetic
transition occurs at a field smaller then Ec. As noted
previously, for small ribbons non-spin polarized calcula-
tions reveal that the inter-edge interaction creates a band
anti-crossing, so that the critical field for the band-gap
closure is larger than that needed for shifting rigidly the
CB and the VB by the band-gap. Thus the metallic
phase occurs at an Ec larger than the one necessary to
simply shifting the bands. In contrast, we find that once
spin-polarization is allowed in the calculation, the semi-
conducting to metallic transition occurs virtually with
the band edges of the VB and the CB touching at the
Γ point. This suggests that the exchange energy gained
by spin-polarizing the system is sufficiently large to over-
come the inter-edge interaction. Total energy calcula-
tions indeed confirm that the spin polarized ground state
is energetically more favorable than the diamagnetic one.
Hence, the 8-ANR undergoes a magnetic transition at a
smaller Eext that the Ec calculated from the LDA.
It is also interesting to look at what happens when the
electric field is increased beyond the value needed for the
first magnetic transition. Taking the case of the 24-ANR
as an example we notice in Fig. 12 that there are differ-
ent magnetic regions depending on Eext. In particular
we observe two diamagnetic regions (R1 and R3) and
two magnetic ones (R2 and R4). R1 corresponds to the
semi-conducting ground state of the ribbon and therefore
it is non-magnetic. At the boundary between R1 and
R2 the ribbon becomes metallic and the Stoner mecha-
nism drives the electronic structure in a magnetic state.
Further increase of Eext, however, destroys the magnetic
moment, which returns to zero in R3. Such a return of
the diamagnetic phase can be understood by looking at
Fig. 13, where we present the band-structure for the 24-
ANR at four representative electric field strengths, cor-
responding respectively to the four regions. In R3 the
field is strong enough to further shift the CB and VB in
such a way that the Van Hove singularities are removed
from EF. Now the electronic structure of the ribbon is
that of a non-magnetic semi-metal with both an electron
and a hole pocket at the Fermi level. As EF cuts now in
a region where the bands have relatively large dispersion
(small DOS) the Stoner criterion is no longer satisfied and
the magnetic moment disappears. A further increase of
the external field drives the system into R4, where now a
new band from the CB manifold crosses the Fermi level
and it is spin split by the Stoner exchange. The same
mechanism works for the 20-ANR, while anomalies ap-
pear for the 16-ANR, again because of the more subtle
inter-edge interaction.
Finally we wish to note that, as previously observed,
the fact that the ribbon has inversion symmetry about
its axis is irrelevant for the magnetic moment formation.
This is demonstrated again in Fig. 12, where for com-
pleteness we report data for the 23-ANR as well. Clearly
the 23-ANR and the 24-ANR display an almost identical
pattern of magnetic moment formation with Eext, except
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FIG. 13: (Color online) The band-structure of the 24-ANR plotted for different Eext. In particular we select four representative
field strengths corresponding to the four regions defined in Fig. 12.
for minor details in the various critical positions for the
on-set of the magnetism, which are mainly due to the
slightly different confinement in the two structures.
Edge termination
We finally move to discuss the effects that the differ-
ent edge terminations have on the onset of the electric
field driven magnetism. Experimentally it was reported
that MoS2 single layer clusters present a well defined
edge structure.29 In particular it was shown that clusters
above a certain critical size (about 1 nm) all display 100%
rich Mo edges, i.e. the ones investigated so far through-
out our work. This broadly agrees with earlier density
functional theory calculations,55 which however pointed
out that alternative edge structures can form depending
on the clusters growth environment. In particular it was
reported that under hydrodesulfurization conditions S-
terminated edges become more stable. It becomes then
meaningful and intriguing to explore whether the results
presented so far are robust against sulfurization of the
edges.
Towards this goal we have repeated our calculations for
the 24-ANR by replacing either one or both of the Mo
edges with a different termination. In particular we have
looked at three different cases, namely: 1) single 50%
S-passivated edge, 2) single 100% S-passivated edge, 3)
double 100% S-passivated edges. Furthermore for com-
pleteness, we have explored whether hydrogen passiva-
tion, alternative to the S one, produces any qualitative
change.
In general we have found that, regardless of the ter-
mination, the valence and the conduction bands of the
nanoribbon are always made of edge states, while their
band dispersion and the actual bandgap do depend on the
chemical nature of the edges. These two features suggest
that the evolution of the bandgap in an external electric
field should present similar qualitative features to those
discussed previously, as the gap closure is simply dom-
inated by the shift in the electrostatic potential at the
ribbon edges. In contrast the formation of the magnetic
moment, which depends on the band dispersion through
the density of states and on the exchange interaction of
the edge wave-function, may be sensitively affected by
the details of the edge structure.
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FIG. 14: (Color online) Evolution of the bandgap in an exter-
nal electric field of a 24-ANR with different edge terminations.
In some cases, labelled as “one edge”, the new termination
is only over one of the two edges, while the other remains in
the unsaturated configuration discussed throughout this work
(Mo edge). In this case we plot the gap as a function of field
for both the field polarities.
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Fig. 14 shows the value of the bandgap as a function of
the external electric field for all the terminations investi-
gated. Note that, as some ribbons present different edges,
the gap depends not only on the electric field intensity
but also on its polarity. As such for these ribbons we plot
results for both positive and negative Eext. In general the
figure confirms the intuitive picture presented above, i.e.
for all the terminations studied we observe gap closure
as a function of the electric field. The critical fields are
also rather similar ranging between 4 V/nm (the same
critical field for the case of two 100% Mo rich edges) to
approximately 6 V/nm.
More intriguing is the influence of the edge termination
on the formation of the magnetic moment. Here we find
that some edges do not display any Stoner instability so
that no magnetism is induced by the external field. This
can be appreciated by looking at Fig. 15, where we plot
the magnetic moment per cell as a function of Eext. From
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FIG. 15: (Color online) Magnetic moment as a function of
the external electric field for a 24-ANR with different edge
terminations.
the figure it appears that ANRs with either 50% or 100%
S-rich edges can sustain a magnetic moment. However
the figure refers to a 24-ANR in which only one edge has
such termination, while the other still displays the Mo
one. A closer look at the density of state reveals that the
magnetic moment in this case forms only at the Mo edge,
but not at the S-rich one. This brings the interesting
consequence that the moment formation occurs only for
one specific polarity of the electric field, which is the one
necessary to bring the band associated to the Mo edge at
the Fermi level. A second consequence is that when the
sulfurization is at both edges no magnetic moment ever
develops.
We then conclude that in S-rich edges the Stoner con-
dition is not met, either because the density of states is
not large enough or because the additional S contributes
to reduce the Stoner parameter of the edge states. Inter-
estingly H passivation does not seem to be detrimental to
the magnetism. As suggested in Ref. [56] we have inves-
tigated two types of passivations differing by whether the
double passivation is only at the Mo site (this is labelled
in Fig. 14 and Fig. 15 as “H-Mo”) or both at the Mo
and the S ones (labelled as “H-MoS”). In this case the
magnetic moment forms at both edges as soon as Eexp
is large enough to close the gap, i.e. H-passivated edges
behave identically to the unpassivated Mo ones.
Finally we conclude with some comments on the pos-
sible effects of disorder. Throughout this paper we have
investigated only perfect edges, which is justified given
the experimental observation of large clusters with per-
fect edges.29 However these clusters count at most ap-
proximately 20 sites per side and it is very unlikely that
much larger nanoribbons can maintain such structural
perfection. Defects and inhomogeneities of course break
translational invariance so that the one-dimensional na-
ture of the edge states will certainly be affected. One
should then expect a general broadening of the edge-
related bands with a consequent reduction of the average
density of states. As such, because the magnitude of the
density of states determines the Stoner condition, it is
reasonable to expect that the formation of the magnetic
moment will be rather sensitive to edge defects. In con-
trast the gap closure in an electric field should be more
robust. This in fact depends only on the ability of cre-
ating a potential different between the edges, a feature
that should not be affected too much by disorder.
CONCLUSIONS
In summary, we have investigated the ground state
electronic structure and the electrical field response of
MoS2 nano-ribbon structures. Our first principle calcu-
lations show that MoS2 ANRs are insulators with a direct
band-gap regardless of the width. Importantly the band-
gap in these systems is primarily determined by a pair
of edge states and it may be tuned by applying an exter-
nal transverse electric field. This can eventually drive a
metal-insulator transition. It is important to note that
the critical electric field for the transition can be reduced
to a practical range with increasing ribbon width. Also
it is interesting to remark that, as the dielectric constant
is approximately proportional to the inverse of the band-
gap, the critical fields for the gap closure are expected to
be relatively materials independent.
The presence of localized edge states that can be
moved to the Fermi level suggests that the system can be
driven towards magnetic instability. Our spin-polarized
calculations show that this indeed happens and that at
a certain critical electric field a diamagnetic to magnetic
transition occurs. This follows directly from the Stoner
criterion as the Van Hove singularities associated to the
edge states have a large density of states. Intriguingly
the magnetic phase can be further tuned by the external
field and different alternating diamagnetic and magnetic
regions can be accessed.
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METHODS
Electronic structure calculations are performed by
using density functional theory (DFT)57,58 and the
Ceperly-Alder parametrization59 of the local spin den-
sity approximation (LSDA) to the exchange and corre-
lation functional. In particular we employ the Siesta
code.60 A double-ζ polarized61 numerical atomic or-
bital basis set for Mo and S is used together with
the Troullier-Martins scheme for constructing norm-
conserving pseudopotentials.62 The pseudopotentials are
generated by treating the following electronic states as
valence: Mo: 5s15p04d54f0; S: 3s23p43d0. An equiva-
lent plane wave cutoff of 250 Ry is chosen for the real
space grid and the Brillouin zone is sampled by using a
(1 × 100 × 1) Monkhorst-Pack grid. Periodic boundary
conditions have been included and a vacuum layer of at
least 15 A˚ is placed at the edges of the ribbon both in
plane and out of plane in order to suppress the inter-
action between the ribbon periodic images. Conjugate
gradient is used to obtain optimized geometries, where
all the atoms in the unit cell are allowed to relax under
the action of the external electric field until the forces on
each atom are less than 0.03 eV/A˚.
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