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Abstract
Highly accurate interval forecasting of electricity demand is fundamental to the success of reducing the risk when making power system planning and operational decisions by providing a range rather than point estimation. In this study, a novel modeling framework integrating bivariate empirical mode decomposition (BEMD) and support vector regression (SVR) 
Introduction
To supply high quality electric energy to the customer in a secure and economic manner, an electricity operator faces many technical and economical problems in operation, planning, control and reliability management of an electric power system.
In achieving this goal, accurate forecast of electricity demand is the first prerequisite.
According to extent literature investigation, it is not hard to find that a wide variety of methodologies and techniques have been used for electricity demand forecasting with many degrees of success, such as exponential smoothing models [1] , regression models [2] , fuzzy logic approach [3] , fuzzy inference system [4] , grey-based approaches [5] , wavelet transforms and adaptive models [6] , kernel-based method [7] , artificial neural networks [8, 9] , support vector machines [10] , semi-parametric method [11] and hybrid model [12, 13] . The reader is referred to [14] for a recent survey of the presented methodologies and techniques employed for electricity demand forecasting. However, an important point to note from past studies mentioned above is their preoccupation with point forecasting rather than interval one.
An interval forecasting of electricity demand has the advantage of taking into account the variability and/or uncertainty so as to reduce the amount of random variation relative to that found in classic single-valued load time series. As
García-Ascanio and Maté [15] pointed out, the interval-valued time series forecasting (ITS) methods as a potential tool that will lead to a reduction in risk when making power system planning and operational decisions. To date, several suitable tools for managing ITS have been developed (see [16] for a recently review), such as interval 1 Holt's exponential smoothing methods [17] , interval multi-layer perceptrons (iMLP) [18] , vector autoregressive (VAR) model [15] , vector error correction (VEC) model [19] , etc. Most of the conventional methodologies available for ITS in the literature propose the use of computational methods or modeling schema, accounting for the capability of dealing with interval-valued data. For instance, neural networks are an area that has recently witnessed substantial improvements in interval analysis.
Notable earlier work on interval analysis using neural networks includes that of Simoff [20] , while Beheshti, Berrached [21] developed a multi-layer perceptron (MLP) in which inputs, weights, biases, and outputs are intervals, and proposed an algorithm so as to obtain the optimal weights and biases. Recently, Roque, Maté [18] proposed and analyzed a new model of MLP (named iMLP in [18] ) based on interval arithmetic that facilitates handling input and output interval-valued data, but where weights and biases are single-valued and not interval-valued.
Our study focuses on extending the EMD-based time series modeling framework to adapt to the scenario of interval forecasting of electricity demand. Following the philosophy of 'divide and conquer', EMD-based time series modeling framework has been recently well-established and well-justified in energy market [22] [23] [24] [25] , tourism management [26] , hydrology [27] , and transportation research [28] . 4 This produces an interval-valued time series where each observation is formed by an interval that collects, as its lower bound, the minimum value of the electricity demand and, as its upper bound, the maximum value of the electricity demand for a specific hour, month and year.
This paper is structured as follows. In Section 2, we provide brief introduction of BEMD and illustrate the data representation of interval-valued electricity demand time series analysis. Afterwards, the proposed BEMD-based SVR modeling framework are discussed in detail in Section 3. Section 4 details the research design on data process and preliminary analysis, accuracy measure, methodologies implementation, and experimental procedure. Following that, in Section 5, the experimental results are discussed. Section 6 finally concludes this work.
BEMD with interval-valued electricity demand time series
In this section, the overall formulation process of the BEMD for interval-valued electricity demand time series forecasting is presented. First, the data representation of interval-valued electricity demand time series is illustrated. Then the BEMD for the obtained ITS is formulated in details.
Constructing interval-valued electricity demand time series
Classical statistics and data analysis deal with individuals who can be described by a classic variable that takes as its value either a real value (for a quantitative variable) or a category (for a nominal variable). However, observations and estimations in the real world are usually incomplete to represent classic data exactly.
In the electricity market, for instance, electricity demand has its daily (or weekly, or 
The 
 or the center (mid-point) and radius Table 1 , the interval-valued in every month of the hourly spot electricity demand in Pennsylvania-New Jersey-Maryland (PJM) Interconnection in MWh per day and per hour in 2011 is showed.
<Insert Table 1 
Decomposing with BMED
Empirical mode decomposition (EMD), first proposed by Huang, Shen [37] , is an empirical, intuitive, direct and self-adaptive time series analysis tool, with which any signals can be decomposed into a finite number of independent and nearly periodic intrinsic mode function (IMFs) components and a residue based purely on the local characteristic time scale. Ensemble empirical mode decomposition (EEMD)
proposed by Wu and Huang [38] is an improved version of EMD. It is proposed to overcome intrinsic drawbacks of mode mixing in EMD.
Since the seminal works of Huang, Shen [37] and Wu and Huang [38] were published, EMD and EEMD have been widely used for time series analysis, which 7 indicating the superiority EMD/EEMD-based modeling framework for time series forecasting by decomposing single-valued time series using EMD/EEMD, particularly in the energy market analysis [22] [23] [24] [25] . However, traditional EMD/EEMD is only suitable for one-dimensional single-valued signals. Currently, the most common extensions of EMD to the field of complex numbers have rely on bivariate EMD [31] which operate directly in complex space  making it suitable in practical applications [39] . Hence, BEMD is adopted in this study for simultaneously processing interval-valued electricity demand data based on the intuition that the lower and upper bounds of monthly electricity demand per hour do not drift apart over time.
It is worth to note that BEMD was not specially developed for interval-valued time series analysis purposes. Hence, we first construct the complex-valued signal suitably processed by BEMD using the considered interval-valued electricity demand series. Given an interval-valued electricity demand series [ ]
as shown in Fig. 2 , where n denotes the number of intervals of the time series and 2 t Y ∈  represents the th t interval. The data are expressed in log scale. We need a mapping 2 →  to process the information with BEMD. One such mapping for each interval of the interval-valued electricity demand series can be done by the following transformation:
where ( )
are the lower and upper bounds of considered interval-valued electricity demand series, respectively, and 1 i = − . In other words, a complex-valued signal can be constructed by considering the lower and upper bounds of interval-valued signal as the real (imaginary) and imaginary (real) parts of the complex-valued signal, respectively. This kind of complex-valued signals construction has been widely used in the field of signal processing, e.g., real-valued fast Fourier transform algorithms [40] . Afterwards, the BEMD is applied on both the lower and upper bounds simultaneously because interval-valued electricity demand have a mutual dependence, e.g., cointegration (the empirical evidences are given in Section 4.1), between the lower and upper bounds. Detailed discussions on the BEMD can be found in [31] , but a brief introduction about formulation is provided here. BEMD is similar to EMD in calculation except in modifications of extrema detection and envelop definition. Its algorithm can be described as follows [31] [32] [33] . Step 1:
Step 2: Project the complex-
where {} R ⋅ denotes the real part of a complex-valued signal, Step 4: Interpolate (using spline interpolation) the set ( ) { } Step 5: Compute the mean of all envelop curves Step 6: Record the obtained IMF and remove it from t C , i.e.
where 1 t g denotes the first IMF. 10 where t r denotes the residual.
Step 7: Repeat above procedure to the residual t r to obtain all the IMFs.
Step 8: Once all IMFs contained in t C have been obtained, the original complex-valued t C may be expressed as
where I indicates the total number of IMFs, , 1, 2, ,
 denote the IMFs, and t r denotes the residual.
The proposed BEMD-SVR modeling framework
In this section, the proposed BEMD-based SVR modeling framework is formulated and corresponding steps involved in this implementation are presented in details.
Given there is an interval-valued electricity demand series [ ] As shown in Fig. 4 , the proposed BEMD-based SVR modeling framework is generally composed of the following four main steps:
Step 1: Complex-valued signal construction. The original interval-valued
by considering the lower and upper bounds as the real and imaginary parts of the complex-valued signal, 11 respectively, where
Step 2: Decomposition. The resulting complex-valued signal ( ) Step 3: Single forecast: SVR is used as single forecasting tool to independently model the extracted components (IMFs and residual) of the lower and upper bounds series, respectively. Accordingly, the corresponding prediction results for all components of lower and upper bounds series can be obtained, respectively.
Step hybrid model, based on the 'decomposition and ensemble' strategy.
In order to verify effectiveness of the proposed BEMD-SVR model, the classical EMD-SVR model employed as a univariate technique [25] and three well-established 12 interval-valued time series methods, including interval Holt's exponential smoothing [17] , vector error correction (VEC) model [19] and iMLP [18] , are implemented for interval-valued electricity demand forecasting herein. The computational algorithm of these benchmark methods have been presented in many papers, so will not be repeated here to keep this paper concise. For detailed introduction to these methods, please refer to [17] [18] [19] 25 ].
Research design
This section provides details about the research design on data process and preliminary analysis, accuracy measure, methodologies implementation, and experimental procedure. The further experimental results and discussions are reported in the next section.
Data process and preliminary analysis
In the current study, interval-valued data do not come from noise assumptions, but rather from the aggregation of the high-frequency sample data in electricity The forecasts are then compared to the hold-out sample to evaluate the performance of each model. Note that only one-step-ahead forecasting is considered in this study.
Here, we conduct the preliminary analysis using the example of monthly results at 5% levels of significance (not reported here for brevity but available on request) confirm that these series are non-stationary in levels but stationary in first differences. These results call for a formal test of cointegration between Thus, the Johansen test is used to investigate if there are any cointegrated relations between the variables. The Bayesian criterion is used to select the lag parameter p .
According to both maximum eigenvalue and trace statistics, the null hypothesis of no cointegration is rejected at 5% levels of significance (see Table 2 ). Further, there is no evidence that there exists more than one cointegrating vector. We thus set the dimension of the cointegration space to 1, that is, the lower and upper bounds series of monthly electricity demand H5 of year 2000 to 2009 are considered to be CI(1,1).
More importantly, Table 2 shows that when the coefficient of U t Y is scaled to 1, the estimated cointegrating vector is (1, -0.99867), which is very close to (1, -1 
Accuracy measures for ITS
In this paper, the performances of examined models are evaluated based on a well-known classical error measurement, which has been recently adapted in [17] for ITS problems: the interval U of Theil statistics (
where n denotes the number of fitted intervals, The iMLP is adopted here for interval-valued time series as it was done in [15, 18] , but the source code is not free. Based on the formulation of iMLP presented by Roque, Maté [18] , iMLP is implemented in Matlab computing environment. For minimizing the cost function formulated in [18] , the BFGS quasi-Newton method and backpropagation procedure are applied. An iMLP with 15 neurons in hidden layer is trained with estimation sample. To prevent over-fitting, we use the common practice of fivefold cross validation in iMLP modeling.
Experimental procedure
The monthly interval-valued electricity demand per hour is split into the estimation sample and the hold-out sample firstly. Then, the optimal five examined models for estimation sample are determined. Afterwards, obtained five models are used for interval-valued electricity demand forecasting for hold-out sample and the accuracy measures are computed. We repeat the previous modeling process 100 times yielding 100 accuracy measures. Upon the termination of this loop, performances of the examined models are judged in terms of the mean of each accuracy measure of 100 replications for hold-out samples. Analysis of variance (ANOVA) test procedures 18 are used to determine if the means of performance measures are significantly different among the five models for each hour. If so, Tukey's honesty significant difference (HSD) tests [43] are then used to further identify the significantly different prediction models in multiple pair-wise comparisons.
Results
This section demonstrates the usefulness of the models through statistical evaluations in experiments using interval-valued electricity demand series. The experiments are detailed below.
The aim of this evaluation is to highlight the advantages of using the proposed For each row of the Table 3 below, the entry with the smallest value is set in boldface and marked with an asterisk, and the entry with second smallest value is heighted in bold. Several observations can be drawn from Table 3.   19 <Insert Table 3 here>
Overall, the top three models across 24 hours turn out to be BEMD-SVR, then iMLP, and then VEC. It is clear that the proposed BEMD-SVR model is with position within top two. Indeed, the BEMD-SVR produces the most accuracy forecasts at 20
hours and obtains the second best forecasts at the remaining 4 hours. It is conceivable that the reason for the superiority of the proposed BEMD-SVR model is that decomposition strategy does effectively improve prediction performance of ITS.
As far as the comparison between the proposed BEMD-SVR and classical EMD-SVR, the BEMD-SVR is consistently the best performing model for ITS forecasting, this attests to the value which is added by decomposing simultaneously both the lower and upper bounds of interval-valued electricity demand series using BEMD technique.
Concerning the comparison between the interval artificial intelligence models (i.e., BEMD-SVR model and iMLP) and the traditional statistic models (i.e., Holt I and VEC), it is clear that the BEMD-SVR and iMLP outperform the Holt I and VEC, particularly in the period from 10 to 24 h. As it is known, the hourly electricity power demand is influenced by various factors, such as temperature, day of the week, etc, exhibiting strong nonlinearity. Fig. 5 shows an hourly average demand curve comparing the summer period vs. the winter period for 2011. Looking at Fig. 5 , it is clear that in the period from 10 to 24 h, the demand shows the highest variability, as it is behavior differs considerably from summer to winter due to the temperature effect.
In contrast, the demand curve from 1 to 9 h is relatively stable in both seasons due to 20 the majority of companies and factories are closed and most of people are asleep.
According to the variability of the demand in both seasons and the superiority of the BEMD-SVR and iMLP from 10 to 24 h, thus, we can conclude that the interval artificial intelligence methods are more efficient than the traditional statistic methods for forecasting the interval-valued time series with highly variability. According to the obtained results in Table 4 , one can deduce the following observations. First, the BEMD-SVR significantly outperforms the counterparts for the 22 overwhelming majority of hours. Second, the iMLP ranks the first at 2, 7, 11, and 15
h, but the superiority of iMLP at these hours is not significant. Third, the difference in prediction performance between iMLP and VEC is not significant (with the exception of the 4, 10, and 14 h). Fourth, the EMD-SVR performs significantly worse than the counterparts for the majority of hours. Fifth, the difference of prediction performance between two transformations (Eq. (1) and Eq. (2)) is not significant at 0.05 level.
Finally, concerning the traditional statistic models, the difference in prediction performance between VEC and Holt I is not significant at the 0.05 level (with the exception of the 12 and 21 h).
<Insert Table 4 here> 
Conclusions
Interval forecasting of electricity demand plays an increasingly important role in the electricity industry, as it could prove to be a potential tool for both power generators and consumers to make their plans. Following the philosophy of the 'divide and conquer', this study proposes a novel BEMD-based SVR modeling framework for monthly interval-valued electricity demand per hour forecasting in PJM Interconnection. The experimental study shows that the proposed modeling framework can improve prediction performance significantly and outperform statistically some well-established counterparts in terms of forecast accuracy measure and equality of accuracy of competing forecasts test. This indicates that the proposed BEMD-based SVR modeling framework is a promising tool for interval forecasting of electricity demand.
Besides electricity demand, the proposed BEMD-based SVR modeling framework might be used for other tough interval-valued time series forecasting task in energy market such as electricity price, which appeals further evidence.
Furthermore, this study restricts attention exclusively to one-step-ahead forecasting, multi-step-ahead forecasts are of greater value to decision-makers than one-step-ahead forecasts in energy market. We will look into these issues in the future research. 
……
Step Tables   Table 1 Interval- given under the columns 'EIGENV' and 'TRACE.' 'r=0' corresponds to the null hypothesis of no cointegration and 'r=1' corresponds to the hypothesis of one cointegration vector. The no-cointegration null is rejected and the hypothesis of one-cointegration vector is not rejected. 'U' and 'L' identify the Q-statistics associated with the monthly upper and lower bound series equations. All the Q-statistics are insignificant. The rows labeled 'C' give cointegrating vectors with the coefficient of the upper bound series normalized to one. 'LAG' the lag parameters used to conduct the test. 
