Abstract. Let f be a polynomial of degree n having only real zeros and none in (−1, 1) . We look for a sharp upper bound for |f (z)| at an arbitrary point of the complex plane C in terms of the supremum norm on [−1, 1] .
Introduction
Let P n be the class of all polynomials of degree at most n. As usual, we denote by T n the n-th Chebyshev polynomial of the first kind. According to a classical result of P.L. Chebyshev (see [5] or [6] ), if f ∈ P n and |f (x)| ≤ 1 for −1 ≤ x ≤ 1, then
In (1) equality holds at some point x 0 ∈ R \ [−1, 1] if and only if f (z) ≡ e iγ T n (z) for some real γ. It was noted by S. Bernstein [2] that if f (z) is real for real z, then |f(z)| ≤ |T n (z)| for |z| ≥ 1 ,
even if |f | is bounded by 1 only at the n + 1 points cos νπ n , ν = 0, 1, . . . , n, which are the extrema of T n in [−1, 1]. Bernstein's paper went unnoticed, and his result was rediscovered by P. Erdös [4] .
The polynomial T n is extremal for several other problems. For example, it was proved by A. Markov (see [5] or [6] ) that if f ∈ P n and |f (x)| ≤ 1 for −1 ≤ x ≤ 1, then
|T n (x)|. (3) All the zeros of T n are real and lie in the open interval (−1, 1). This suggests that the above inequalities can be considerably improved if the zeros of f are all real but none of them lies in (−1, 1). As regards (3), P. Erdös [3] ; see in particular the second half of p. 311 proved the following result.
Theorem A. Let f ∈ P n be such that |f (x)| ≤ 1 for −1 ≤ x ≤ 1. If the zeros of f are all real and lie on R \ (−1, 1), then
The inequality becomes an equality for polynomials of the form
Here we obtain a result which may be seen as an analogue of (2) for polynomials with zeros restricted as in Theorem A.
For each positive integer n and k = 0, 1, . . . , n let η n,k := −1 + 2k n . Denote by P n,R,1 the family of all polynomials f in P n which have only real zeros, none of which lies in (−1, 1), and satisfy |f (x)| ≤ 1 for all x ∈ F n := {η n,k : 0 ≤ k ≤ n} . Furthermore, for k = 0, 1, . . . , n , let
Note that max −1≤x≤1 |q n,k (x)| = q n,k (η n,k ) = 1 for each k. We prove
Theorem 1. Let Ω be the union of the open disks
and
Remark 1. Our proof of the theorem will show that except when z = ±i √ 3 and n = 1, strict inequality holds in (5) unless f (z) ≡ e iγ q n,k (z) for some k and γ ∈ R.
If n = 1, then |f(±i √ 3)| is also maximized by each constant of modulus 1.
Proof of Theorem 1
There is nothing to prove for z = ±1. Besides, for reasons of symmetry, it is enough to prove (5) for all
The result is obtained in several steps.
Step 1. Given any point ζ ∈ E, let σ ζ := sup f ∈P n,R,1 |f (ζ)| . There exists a polynomial g ∈ P n,R,1 such that |g(ζ)| = σ ζ . For this we observe that if
.
From this it follows that the polynomials in P n,R,1 are uniformly bounded on every compact subset of C, and so they form a normal family [1, p.216] . Consequently, there exists a polynomial g ∈ P n such that |g (η n,k )| ≤ 1 for k = 0, 1, . . . , n and |g(ζ)| = σ ζ . Obviously, g cannot be identically zero. So by a well-known theorem of Hurwitz [1, p.176 ] it must belong to P n,R,1 . We call such a polynomial extremal.
Step 2. Let
It is clear that if g ∈ E ζ , then max 1≤k≤n |g (η n,k )| must be equal to 1. Besides, it must be of degree n unless n = 1 and ζ = i √ 3. Indeed, if a polynomial g ∈ P n,R,1 is of degree n − j < n, then
also belongs to P n,R,1 , and
, and so g cannot be extremal for any ζ ∈ E except possibly for ζ = i √ 3. Now let n ≥ 2 and suppose that a polynomial g ∈ P n,R,1 of degree n − j < n is extremal for ζ = i √ 3 . Without loss of generality we may assume g to be positive on (−1, 1) . Since f (z) := 1 − z 2 belongs to P n,R,1 for n ≥ 2 and |f (i √ 3)| = 4 > 1, it follows that g(z) cannot be identically equal to 1, i.e. g cannot be of degree 0. Next we note that g cannot attain its maximum on the set {η n,k : k = 0, 1, . . . , n} at both −1 and +1. If it did, it would have at least three critical points between the largest zero in (−∞, −1] and the smallest zero in [1, ∞). But that is not possible since the zeros of g are all real.
Step 3. In order to prove the theorem we need to show that if g ∈ E ζ and g(α) = 0, then α is either +1 or −1. First of all we show that α cannot lie in (−∞, −1) .
Let us agree to denote by A, B, P and X the points of the complex plane which represent the numbers −1, +1, ζ and α , respectively. Assume that α ∈ (−∞, −1). It is easily seen that in this situation
Hence, the polynomial
belongs to P n,R,1 , but |g 1 (ζ)| > |g(ζ)|, contradicting the assumption that g ∈ E ζ . It remains to show that if g ∈ E ζ and g(α) = 0 , then α cannot lie in (1, ∞).
Step 4. For each ϕ ∈ (0,
and by H ϕ that half-plane bounded by L ϕ which contains the infinite interval [−1, ∞). Let
and consider the half-lines
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Take any point P on L + ϕ , i.e. P represents ζ = ζ(t) = −1 + te iϕ , where t ≥ t 1 . Take another point Q on the same half-line such that P is an interior point of the line segment AQ.
Before we go on, we need to take a point C on the positive real axis and draw three half-lines Λ 1 , Λ 2 , Λ 3 contained in H ϕ with P as initial point. The half-lines are drawn so that Λ 1 makes with P B an angle equal to AP B , Λ 2 makes with P B an angle equal to P BC , and Λ 3 makes with P Q an angle equal to AP B .
At this stage the reader will find it useful to note that the chord AB subtends an angle except possibly when ζ is of the form −1 + t e iϕ , where 0 < ϕ < π 3 and t 1 ≤ t < 4 cos ϕ .
Since b(ζ) = +∞ for ζ ∈ E \ {x + iy : x > 1, y > 0}, we trivially have For each ϕ ∈ 0, π 4 there exists a number t 2 (ϕ) ∈ (max {t 1 (ϕ) , 2 sec ϕ} , 4 cos ϕ)
whereas c −1 + t e iϕ < b −1 + t e iϕ or c −1 + t e iϕ > b −1 + t e iϕ according as t 1 (ϕ) ≤ t < t 2 (ϕ) or t > t 2 (ϕ) , respectively. Indeed, for ζ = −1 + t e iϕ ∈ L + ϕ the angles AP B, P BC decrease as t increases; so there is one and only one ζ ∈ L + ϕ corresponding to which AP B + P BC = π − AP B , and this occurs for 
Step 6. We are finally ready to prove that if g ∈ E ζ and g(α) = 0 , then α cannot lie in (1, +∞) .
I. Let α ∈ (1, c] if c < +∞; otherwise let α ∈ (1, +∞) . It is clear that 
belongs to P n,R,1 and |g 2 (ζ)| ≥ |g(ζ)| , where the inequality is strict unless c(ζ) < +∞ and α = c(ζ) . So the assumption g ∈ E ζ is contradicted except in such a situation. Since c(i √ 3) = +∞, we may hereafter assume ζ = i √ 3 . II. Now let α ∈ [a, b). There exists a point X 1 in (−∞, −1) such that X 1 P B = BP X . Denote by −α 1 the corresponding real number. The function
is easily seen to belong to P n,R,1 . Besides,
belongs to P n,R,1 and
where the inequality is strict unless α = a(ζ) . So, we get a contradiction except when α = a(ζ) . III. Next, let b < +∞ and α ≥ b . The polynomial
belongs to P n−1,R,1 , and
where the inequality is strict unless α = b(ζ) . But there is really no extremal polynomial of degree less than n, since ζ = i √ 3 . This is a contradiction. Summarizing the above conclusions, we see that we have got a contradiction except when c(ζ) < +∞ and α = c(ζ) or when α = a(ζ) . Comparing parts I, II and III, we see that α = c(ζ) and α = a(ζ) are covered if a(ζ) < c(ζ) . All that remains is the case α = a(ζ) = c(ζ) < +∞ . But this occurs only when ζ = ζ 1 := −1+t 1 e iϕ , where 0 < ϕ < π 3 , i.e. ζ lies on the circle z −
. In that case we introduce the polynomial
First we note that g must vanish at −1. If not, the polynomial g(−z) would have all its zeros in (−∞, −1], and |g(−ζ)| would be larger than |g(ζ)|, contrary to the assumption that g ∈ E ζ . Next we note that
decreases from 1 to 0 as x increases from −1 to +1 . This means that max x∈Fn |g(x)| and max x∈Fn a(ζ)+1 x−a(ζ)
are not attained at the same point of F n . Hence
where µ ∈ (0, 1) . We get a contradiction with the fact that if g 5 ∈ E ζ then max {|g 5 (η n,k )| : k = 0, 1, . . . , n} must be equal to 1. It remains to consider points ζ ∈ (1, +∞) . Clearly g(ζ) cannot be zero. So we have to consider two possibilities, namely, α ∈ (ζ, +∞) and α ∈ (1, ζ). In the first case, we may consider g 4 (z) := α−1 α−z g(z) to see that g cannot belong to E ζ if g(α) = 0 . In the second case, g 2 (z) = ≤ k ≤ n, we have |q n,k (z)/q n,n−k (z)| ≥ 1. Hence
where, as usual, 0 0 = 1. Examining its logaritmic derivative, we see that ρ(t) is strictly increasing on [0, n − 1]. Hence
Furthermore, it is easily checked that
It is clear that if z = 1 and w(z) := Besides, |q n,k+1 (z)| = |q n,k (z)| only if |w(z)| = ρ(k) . Because of (7), it follows that for each integer j such that n ≥ j ≥ where |q n,j (z)| = |q n,k (z)| only if k = j + 1 and |w(z)| = ρ(j) . Thus, setting ρ(n) = +∞, we see that for each integer j such that n ≥ j ≥ n+1 2 , max 0≤k≤n, k =j |q n,k (z)| < |q n,j (z)| if ρ(j − 1) < |w(z)| < ρ(j) .
It may be added that if |w(z)| = ρ(j − 1) , then |q n,j (z)| = |q n,j−1 (z)| . Thus, for any given z belonging to the closed right half-plane, Θ(z) is attained by |q n,j (z)| alone if ρ(j−1) < |w(z)| < ρ(j); it is also attained by |q n,j−1 (z)| if |w(z)| = ρ(j−1) . Each point z belonging to the closed right half-plane H + is covered, since for each such z there exists, in view of (8) and (9), an integer j in , n such that
