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Abstract
Title: Improving Usability: Evaluating the effect of changing environmental factors
on Cognitive Load
Author: Robin J. Deegan

Mobile devices arc now truly ubiquitous. Their pervasiveness in all facets of our lives
brings many advantages. Principle to these advantages is the notion that mobile devices
can be used “Anytime, Anywhere”. The size, portability, battery life and computational
power of mobile devices mean that they can be used for a diverse range of uses in an
equally diverse range of environments.

Usability is primarily concerned with “ease of use” and “leamability”. Mobile devices are
challenging this notion of Usability as they are used in new ways. Firstly mobile devices
arc used in complex distracting environments and these distractions interfere with the
user’s cognitive resources. Secondly mobile devices arc becoming advanced and
powerful and this allows more sophisticated applications to be used on them. An example
of this type of application is a learning application. Such an application is cognitively
demanding and when the mobile device is used in a distracting environment this leads to
scenarios where the user’s cognitive resources become overloaded.

Cognitive Load Theory explains how the human mind interacts with instructional
materials and has several guidelines that are used to assist in the design of instructional
material used for learning. This material should be focused on learning and should not
contain distracting elements. This work investigates whether Cognitive Load Theory can
be adopted into Usability Engineering to address the issues of environmental distractions
affecting users learning on mobile devices.

Two major obstacles to this adoption were discovered. 1. The theory has ill-defined
elements and 2. Cognitive load is difficult to measure. An experiment was conducted that
gave insight into these obstacles and a new usability heuristic was developed, “Allow and
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expect the user to learn”. This heuristic is based on Cognitive Load Theory and can be
added to existing usability heuristics to help guide in the design and evaluation of
learning software.
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Chapter 1 - Introduction

Chapter 1 - Introduction
Computing has evolved over recent years at an exponential rate. Computers were
originally large, slow, cumbersome machines which helped humans to solve complex
problems. From the early days of computing, scientists realised that there were noticeable
differences in performance when the methods of interaction between humans and the
computer were considered. How information was entered by the human and presented by
the computer made obvious changes to the effectiveness and performance of those
working with the computers. These early observ'ations led to the development of a branch
of computing called human-computer interaction.

Human-computer interaction (HCI) is the study of the interaction between humans and
computers. HCI is a broad and complex multidisciplinary field of science. It draws on
theory and models from diverse areas such as computer science, cognitive science,
psychology, engineering, philosophy, and ergonomics to name but a few. Traditionally
computers suffered from a poor ease of use i.c. users found computers difficult to use. It
is fair to say that a large number of users still feel this is the case. HCI addresses these
issues in many ways. In more recent years the study of HCI has moved from ergonomics
to more diverse considerations for user interactions. Aspects such as culture, nationalism,
or society are used to better understand how humans interact with computers. However
the core of HCI still remains the usability of a system.

Usability
Usability is defined by the ISO as “//?<? effectiveness, efficiency and satisfaction with
which specified users can achieve specified goals in particular environments." (ISO
9241, 1998). The ISO document’s section on usability standards provides guidance for
the application of usability to software. In addition to the ISO definition there are five
attributes to usability:
•

A system should be easy to learn, this means that for a novice user, learning to use
a system correctly should be as efficient as possible. The following attributes
describe the ease of use of a system:
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•

A system should be easy to remember; this means that intermittent and infrequent
users are not inhibited by forgetting complex or difficult to remember commands
and functions.

•

A system should be efficient to use; this means that an expert user will be capable
of completing a task efficiently without any waste of time or resources.

•

A system should have a low error rate; this means that the system will protect the
user from making errors by using good interaction design that reduces the
possibility of errors through error prevention techniques.

•

A system should be enjoyable; specifically this means that it should not be
arduous to use by any level of user. Enjoyment in this regard is subjective.

These attributes describe the components of usable software.

The ISO usability metrics are based upon criteria such as the effectiveness, efficiency and
satisfaction in the user’s use of the system. In order to determine measurements of
usability via these criteria it is critical to fully understand the user’s goals. User goals
describe the intention of the user as they interact with a system. Two separate users may
have completely separate goals when they use identical systems. For example, security
issues arc a growing concern for software developers. When using banking software a
goal for one user may be task-efficiency and complex security measures may make the
software difficult to use for this user, whereas another user may see security as a more
important goal than efficiency and they may deem the software usable.

When considering the usability of a system, there arc several characteristics that need to
be studied rigorously. These characteristics are those of the device, the user, the
environment, and the tasks. These characteristics are referred to as the Context of Use
(CoU) (Maguire, 2001, Kirakowski and Cierlik, 1999). The CoU seeks to explore the
“who, what and where” of the interaction and these inform the overall context within
which the system is used. An exploration of the Context of Use, using mobile learning
software as an example, might yield the following information: the device characteristics
could show that the device is usually held in one hand and has a small touch screen
interface; the user characteristics might characterise the user as being between the ages of
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17-25 and as a full time art student. The task characteristics might show that the student
needs to use this software for 35minutes; the environment characteristics may
demonstrate that the student must use this device in a museum, and highlight the need for
reliance on indoor Wi-Fi instead of outdoor GPS or cellphone network cover. Also the
environment characteristics might demonstrate a need for sound restrictions (given the
nature of a museum).
The CoU together with the user goals are critical in determining the attributes of
usability.

Information Processing Model
In recent years the notion of 'case of use' has been applied to usability where the general
philosophy is based on making things 'easy' for the user. This approach stemmed from
work done by Miller (1956) which determined that human cognitive resources were
limited so that we could only process five to nine (i.e. 1+1- 2) pieces of information at any
one time. Essentially, if the computer can handle as many relevant actions as possible,
then this frees up cognitive resources for the user. Miller's work leads, in part, to the
development of the 'Information Processing Model', a representation of how our brain
processes information that is based on the computer Information Processing Model. The
Information Processing Model describes how our brain interprets sensory information
(sight, touch, sound, taste etc.), processes this information in working/short term memory,
and finally stores this information in long term memory. The Infomiation Processing
Model recognises our sensory inputs as analogous to input from devices on a computer.
The computer processor represents our working memory and the computer storage
represents our long term memory (Wickens and Carswell, 2006).
Cognitive load is the demand for mental resources associated with processing
infonuation m working memory. In the context of the Information Processing Model,
cognitive load refers to the mental resources that working memory must commit to
handling both sensory information, and information from long term memory. For
example the cognitive load on working memory will require the assignment of resources
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to processing a smell that will be different to those required to read a chapter from a
book. Likewise the resources that are assigned to these tasks are dependent on the
knowledge and experience of the individual themselves and so the resources that are
assigned to reading a book will be different from one person to another.

Usability practitioners adopted this model with a view to reducing the inputs that humans
had to process; making things easier meant making things more effective.

It was thought that systems that demonstrated a lowering of cognitive load would ensure
that users were not over-burdened by the system. Computing began to reduce the
cognitive load in an attempt to remove the burden of choice and thought from the user
(Chalmers, 2003). Computer developers could predict human error and began to design
computers that could recover from such events. Partly due to this, humans began to think
less about the consequence of a mistake. For example, to delete an item from a computer
desktop a human needs to just 'click it' and press the 'delete' button. If they erred and did
not realise what they were doing the computer will ask them “are you sure?” If they later
decide that they do not want the item deleted they can just click the 'undo' button. Most
modem computer software also comes with wizards and help functions to make
applications easy to use, without a heavy mental investment.

Computer software is now easier to learn and easier to use and it is in part due to this that
computer users of today generally have low cognitive loads applied to them (Sharp et ai,
2007). This was not the case in the early days of computing. Early computer users needed
to remember hundreds, sometimes thousands of text based commands. (Bashc et al.,
1986). Users then thought through in-depth the consequences of their actions; back then
the cognitive load was very high with computers, and as a consequence, the leamability
and ease of use were very low.
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Cognitive loading
The example above of memorising many complex commands could ultimately lead to
cognitive overload. Cognitive overload refers to a mental state of overload, where our
mental capacity to process information becomes stressed (Kirsh, 2000). Cognitive
overload can be problematic for users of technology. However so also can cognitive
underload. As described in the previous section, computers were becoming complex
machines that required the user to remember hundreds of commands which contributed to
a state of cognitive overload. Usability practitioners, focused purely on ease of use, began
work to reduce this state of overload. This approach led to the countcr-intiiitive notion
that underload was also a problem. Cognitive underload refers to the effect that material
has on cognitive processing in working memory; specifically it describes a mental state
where cognitive resources are “underutilised” and are susceptible to distraction. Paas, et
al, {2004), referred to a theoretical discussion by Teigan (1994) where it was proposed
that overload or underload can equally lead to a poor performance. This position itself
was a reflection of a classic model by Yerkes & Dodson (1908) and has remained mostly
theoretical however some advances have been made experimentally to support this notion of
cognitive underload affecting performance and attention (cf Young and Stanton, 2002).

Not only docs computing affect our cognition, causing our cognitive load to increase or
decrease, we can also voluntarily transfer our cognition to computers. This is called
cognitive

offloading

(Kondor,

2006).

Cognitive

offloading

means

‘offloading’

knowledge, memories or processing outside of humans’ brains and bodies.
Humans had already been using computers for complex cognitive offloading of complex
tasks, but now computers and applications are being designed to handle more mundane
tasks. Computers arc now used to play games, procrastinate, and consume media (music
and video). More recently computers have become truly ubiquitous by invading our
persons in the form of mobile devices. We cognitively offload the completely mundane to
computers now. Computers remember phone numbers for us, we set alarms and
reminders so we will not forget things, computers select the music we listen to, monitor
our heart rate, find our GPS position and tell us where to go, keep us in a constant state of
connection and communication with Wi-Fi, mobile telephony, Facebook, Twitter, email.
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Youtube, etc. Modem mobile devices contain recommender systems (Resnick and Varian,
1997) applications based on artificial intelligence which manipulate and, in some cases,
remove the notion of choice from us. In fact one could argue that they make better
choices for us than we can make ourselves. They recommend which book to buy, what
music to listen to, which holiday to purchase, which college course to take and what car
to drive, among other things. These examples of offloading human cognition are meant to
make computers easier to use and learn but in fact they may be tightening our reliance on
future devices. As we habitually use our devices for the cognitive uses above, technology
will advance and provide even more ways to allow us to offload to technology. For
example, original mobile phones remembered phone numbers; current mobile devices
also remember associated emails along other contact details such as addresses etc. Future
devices could contain a lot more personal information such as blood type, medical history
(perhaps for allergy information), next of kin contact details etc. As convenient and easy
access to this information may be, it will also make the device and our cognitive
associations with it invaluable and thus increase our dependency.

Mobile computing is becoming more and more pervasive. As mobile devices become
smaller and more powerful it becomes apparent that the environments in which these
devices arc used become very important to their usability. The environment in which the
older computers were used was perhaps not given the same importance because the
environment was relatively fixed and controllable. Modern mobile devices are used in
constantly changing environments. Usability practitioners struggle to adequately predict
all potential environments in which the device will be used.

E-learning and M-Iearning
Electronic Learning (c-lcaming) applications have always presented a challenge to
usability. On the one hand the c-lcarning application needs to be developed from a
usability standpoint following usability guidelines i.e. making the software easy to use
and easy to learn. But on the other hand the content is specifically designed to encourage
more efficient and effective learning. Of course usability encourages Icamability; in fact

Page 6

Chapter 1 - Introduction

any novice encountering any new system must learn how to use it, but usability also
encourages case of use. When considering e-leaming applications both Icamability
(making a system easy to learn how to use) and learning (actually learning from the
content) need to be considered. Sometimes making something easy for a user is not
actually what is best for the user. That is, sometimes learning is hard, and not fun. The
user’s goal can sometimes vary from enjoying something like a game to learning
something like a foreign language. In the case of learning a foreign language, this can be
achieved successfully, although the process may not be enjoyable. Designing an eIcaniing application becomes difficult from the point of view of usability as sometimes
the usability guidelines are in direct contrast to the learning. For example, designing an
application which is easy to use might result in cognitive underload, as explained above,
and this may hinder effective learning (Van Nimwegen, 2008).
Cognitive underload may inhibit learning as the learner is not adequately considering the
actions been undertaken by the application on their behalf For example, consider a
training application which is used to train people in the construction of some artefact.
There may be a temptation to let the software simply animate the solution at the click of a
button instead of allowing the learner to move things themselves and so be forced to
think about where components should go. Van Nimwegen (2008) referred to this in his
thesis titled “the paradox of the guided user: assistance can be counter effective”. The
application tries to make things easy for the user by guiding them, and thus reducing the
cognitive load, but by doing so the user has not actually considered the problem deeply
and the resultant learning is perhaps not as effective as it could have been.

Usability issues arc more complex when one considers the combined scenario where
mobile applications are used in e-leaming. This combination is referred to as m-learning.
Deegan and Rothwell (20l()a) classified m-leaming applications and identified several
potential usability problems with the various classes. Firstly the issue of cognitive load
was apparent. It was found that, for certain learning applications, the application
designers should ensure low cognitive load in order to increase usability by making the
application easier to use. For others, the application designers should increase cognitive
load for some aspects of the application in order to force the user to think through those
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aspects and to encourage use of cognitive resources in learning. Secondly the issue of the
environment was seen to present a serious problem for the usability of m-leaming
applications. Mobile devices can and are used in a huge variety of locations. The
environment is constantly changing and this puts a tremendous cognitive burden on the
learners as distractions can overwhelm their cognitive resources making learning
difficult. As already stated, one central tenant of usability is the importance of
determining the 'environmental characteristics' in the Context of Use (CoU). As mobile
devices arc used in such a wide range of environmental scenarios, this causes a weakness
in how the CoU is catered for and therefore a weakness in the usability of the
applications. Finally it was determined that the device itself was a serious constraining
factor when usability was considered. For example, size (device, keyboard and screen,
etc.), computational resources (battery power, processor, etc.) and interaction styles
(touch screen, etc.) arc all examples of limiting features on mobile devices which have a
considerable effect on usability. It was argued that this would inhibit how the user would
view and interact with the learning content.

Essentially the device ergonomics and environment cause cognitive load as much as the
learning content itself, and this cognitive load should be considered and investigated fully
from a usability perspective.

Cognitive Load Theory
Research reported in Swcllcr (1988), Swcllcr and Chandler (1994), Swcllcr et al. (1998),
and Paas et al. (2004) etc. argues that our cognitive load can and will vary depending on
the characteristics of the task and those of the user. One way to study the effect that
cognition has on usability is to investigate Cognitive Load Theory (CLT) which was
developed primarily to help understand how humans learn effectively by considering the
organisation and structure of the learning materials.

Sweller et al. (1998) developed the model of CLT based on the Information Processing
Model’s theories that human working memory is limited and that humans can circumvent
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this limitation with schemata and automation. Schemata are constructs of long term
memory which contain several associated and relevant pieces information. Schemata arc
directly associated with learning and arc formed when something has been learned.
Automation is the unconscious adoption of procedural knowledge such as exhibited in
driving a car or walking. At one stage these tasks had to be learned, but over time they
became automated. Working memory is limited to processing approximately seven pieces
of information. However, if ‘pieces of information’ arc substituted with schemata from
long term memory, then much more information can be processed. For example, instead
of seven pieces of information in working memory perhaps seven schemata can be
processed in working memory. If each schema holds five pieces of information then
working memory can be ‘fooled’ into working with thirty five pieces of information.

CLT posits three types of cognitive load that affect learners: Intrinsic, Extraneous and
Gcnuanc Cognitive Load (Banncrt, 2002, Swcller el al, 1998): Intrinsic Cognitive Load
(ICL) due to the inherent difficulty of the task. Extraneous Cognitive Load (ECL) due to
distractions not directly related to the task and Germane Cognitive Load (GCL) that
results in changes to our long term memory due to the task. Consider the example of a
learner learning a language on a mobile device. Here the actual learning of the language
represents ICL. How the learning content is presented to the learner (e.g. a combination
of text and images) represents the GCL and everything else not relevant to the learning
(the environment, device interface etc.) is considered the ECL. The application interface
relates to mundane issues such as navigation and these are considered ECL e.g. a button
representing a dictionary or search feature. However, the interface can relate directly to
the presentation of the learning tasks, as explained above with the combination of text and
pictures, and this would be considered GCL.

In CLT, specifically relating to computer usability, perhaps GCL is the most interesting.
GCL is associated with changes to long tenn memory. Typically this is schema creation,
manipulation, and assimilation. This activity that leads to changes to long term memory
is directly associated with learning (Sweller et al, 1998). When we leam something new
we make changes to long term memory to reflect this. When we perform a task, changes
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to long term memory usually do not occur (e.g. walking, etc.). CLT actively encourages
designers to increase the load associated with this schema creation (i.c. the GCL) and to
reduce ECL in order to best use the learner’s limited cognitive resources and thus
improve performance. Usability practitioners’ focus on increasing the ease of use of
applications is, in CLT terminology, actually a focus on the reduction of ECL.

So CLT can been seen to encourage designers to both increase and decrease cognitive
bad depending on the load type. In contrast, usability practice tends only to encourage a
reduction in all cognitive load to make the application easier to use. Van Nimwegen
(2008) refers directly to this paradox: he questions the assumption that indiscriminately
increasing the ease of use necessarily results in better applications. He determines that for
certain types of applications it is actually beneficial to make the users’ task activities
more difficult because this results in deeper thought processes and thus increased learning
performance. This notion is as much about the users’ goals as it is about usability. The
goal of the user in this case is to learn, even if that means that aspects of the usability are
balanced with other aspects such as learning. That is, designing the application not solely
to be easy to use, but challenging the user to think and Icam effectively. CLT helps to
address these paradoxes in learning by focusing instructional designers on circumstances
and criteria where cognitive load can be good (GCL) and where it can be bad (ECL).
Usability could use a similar model to address a similar paradox in usability; as Van
Nimwegen (2008) suggests, sometimes guidance in usability can be counter effective.
The concept of GCL could be used in usability to encourage designers to balance goals of
usability with other cognitively demanding goals e.g. such as learning etc. A similar
notion has already been described and investigated in human factors areas such as safety
critical systems (e.g. aviation, train driving etc.) to encourage the increase in the use of
cognitive resources to maintain a higher level of awareness. In this area the notion of
cognitive underload is a very serious one and the balance between cognitive load and
ease of use is critical.

There are however two types of learning to be considered in an m-leaming application.
There is, firstly, learning to use the application and secondly there is learning from the
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actual content. Up until now CUT has addressed only the learning content but perhaps
CLT can be informed by the more traditional usability notion of leamability (learning to
use the application). Every time a user interacts with a new piece of software they must
first learn how to use it before they can begin to use it efficiently. CLT could be
considered more deeply within usability at this point. Insofar as it may be counter
intuitive to make m-leaming and e-leaming applications easy to use, perhaps it is also
counter intuitive to make all applications easy to learn how to use. Perhaps increasing
cognitive load might result in users learning to use software more efficiently and
effectively.

Complications of integrating CLT into usability
There arc, however, some drawbacks to the integration of CLT into usability. CLT is
extremely difficult to measure. It is possible to determine an approximation of cognitive
load using subjective methods, such as user questionnaires and feedback, and objective
methods such as computer reports and physiological techniques (c.g. eye tracking, heart
rate monitoring, etc.). However it is all but impossible to break down the measurement to
determine the percentages of CL measured that relate to ECL, GCL or ICL. Thus because
it is difficult to measure the individual loads, it is not possible to determine, as CLT
suggests, if you have reduced ECL while simultaneously increasing GCL.
Further problems arise from CLT when one considers what exactly differentiates the three
types of load. Schnotz and Kurschner (2007) have determined that ICL, ECL and GCL
can in fact become interchangeable depending on the learning objective. They make the
argument in the context of a student learning from a piece of text written in legal syntax.
If the student is a science student this syntax is irrelevant and causes an extraneous load.
However, if the student is a law student and is expected to understand this type of text in
the future, it could be considered to be ICL. If the students however arc senior law
students and arc already familiar with this type of syntax, and the syntax serves to
embellish the content to be learned, then it could be considered GCL as it is in fact a part
of the instructional design. What defines the types of cognitive loads is relative (i.e. it is
dependent on the goals of the application designer and the users’ characteristics and
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goals). The problem is further compounded because, even if the goals of the application
designer and the users’ characteristics and goals arc identified and controlled for, there is
still no clear way to discriminate the loads and measure them. That is, the cognitive loads
will almost never appear on their own, they will usually appear all together e.g. in any of
the examples above all three load types will exist together, albeit in a different ratio of
ICL;ECL;GCL. Therefore it will be impossible to detenuine each individual load from
the above examples, even if you can predict how they can change and interact.
Therefore if GCL cannot be accurately measured independently from ECL how is it
possible to determine, from a usability perspective, whether learning has occurred with
the aid of a Germane Cognitive Load or not? A measure of total cognitive load is
possible, but we cannot accurately determine whether this load is due to distractions
(ECL), difficulty (ICE), or learning from the content (GCL). Therefore, again from a
usability perspective, it is impossible to determine the Icarnability. Whilst usability
practitioners and learning content designers may attempt to follow the guidelines of CLT,
it will be difficult to determine whether a load on a learner is coming from learning
(GCL) or from a badly designed interface (ECL). Also, as Van Nimwegen (2008) points
out, sometimes a less 'easy' interface can result in increased learning so it will be difficult
to sec if a less easy to use interface actual confuses the user (and inflicts an ECL) or gives
deeper learning and understanding (and inflicts a GCL) when all that is measured is an
increased overall cognitive load i.c. did ECL or GCL cause it?.

There are also factors related to mobility that complicate the notion of usability of mIcaming applications. There arc considerable cognitive load factors associated with a
changing environment from this perspective. Audible and visual distractions occur with
frequency. The mobile user is subjected to motion and tactile distractions which distract
from the focus they have on the mobile device. Even the lighting may make the mobile
device difficult to use and add to the Extraneous Cognitive Load. It is these factors that
contributed to the research problems.
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Research problems
A clarified Cognitive Load Theory could help to overcome some of the issues outlined
above. The ability to clearly differentiate between the three load types and a method that
allows their accurate measurement would greatly assist in the new usability problems that
face m-lcaming. A more thorough and robust understanding of human cognition and its
relationship to usability would benefit the usability of all applications by further
informing the concepts of leamability and ease of use as used in usability.

Perhaps a sensible approach to adopting CLT into usability is not trying to consider all of
the possible environments in which a computer will be used. This could never be an
exhaustive list. Rather it would be better to consider the cognitive effects that these
environments have on the user. If the software can determine if the user is in a state of
cognitive overload (or underload) perhaps it can adjust its content to suit. This may be
more beneficial than the developer trying to foresee the environments and scenarios in
which the user will be using the software.
Perhaps planning for varying cognitive load can become more beneficial to usability than
planning for all the environmental scenarios. In this case the software could determine the
user’s goal, and the potential cognitive load the user will have to deal with, and, based
upon this potential cognitive load, the software could determine what level of “ease” with
which to present the user to maintain the user goals and not cause a state of over or
underload. The software use will not always be easy to use by default; rather it will adapt
the case of use in line with the user goals and cognitive load.

Based on the issues outlined above, the following work will present two research
questions. It is hoped that in answering these research questions this work will give a
wider understanding to the cognitive load implications of using a mobile device in
changing environments. It will also contribute to a wider understanding of the question
‘to what degree can Cognitive Load Theory be integrated into usability?’
Research Question 1:
How does using a mobile device in a changing environment affect cognition?
Research Question 2:
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Can Cognitive Load Theory be used to guide Usability?

Experiment
This thesis presents the results of an experiment which was designed as follows;
Participants were placed in cognitively demanding scenarios and the effects that the
environment had on their cognitive load was assessed.
Within these scenarios, the users completed a puzzle-based learning game on a handheld
mobile device. This provided a cognitively demanding situation which brought the
participant close to cognitive overload. The participants were placed into separate groups
simulating differing environments.

The results of the experiment were analysed to determine what effect the environment
had on the cognitive load and therefore determine an answer to research question 1.
Discussion of the experiment results and further analysis based on the literature review
helped to give a clearer picture of the answer to research question 2.
These answers arc will help to address some of the problems associated with using
Cognitive Load Theory to guide usability. They will give suggestions on ways in which
usability can inform Cognitive Load Theory and how CLT can inform Usability. Ideally
the answers should help to meld together elements from both to form a more cohesive
theory that can be used to create both instructional material and usable software.

Summary and thesis outline
Complications arising from humans’ increasing reliance on computer technology present
themselves in usability and cognitive dimensions. In usability terms, computers arc
becoming more pcrv'asivc and humans arc using them in new ways in more locations.
This brings many problems, in particular the problems of a constantly changing
environment and the effects this has on the user. Likewise from a cognitive perspective,
cognitive loading and offloading are becoming more prevalent with modem computers,
even for mundane tasks, resulting in a cognitive reliance on computers. As a result of this
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it could be argued that the computers themselves are increasingly influencing human
cognitive functioning, via cognitive loading and unloading.

Cognitive Load Theory is a bridge that can link cognitive science and usability. It is the
link that can help usability professionals understand the cognitive connection that humans
have with technology. With this link computers can be designed to suit a human’s actual
and changing cognition. Software could be designed that could identify, predict, and
adapt to its user’s cognitive state, from underload to overload. Software could therefore
ensure that its content is appropriate for the learner and that it affords optimal
performance in any situation. Software can be designed to be suitable, not simply easy.

The focus of this research is to determine the effect that changing environments have on
the usability of mobile devices specifically from a cognitive perspective and to determine
if CLT can usefully be adopted into Usability. The findings from this research will inform
the usability of mobile and stationary devices by adding to our understanding of the
effects that cognitive load has on usability. This will enable future work to consider
cognition more accurately when working within usability. Cognitively demanding tasks
such as learning, memorising, or planning can be considered within the boundaries of
usability by usability professionals and this can affect the design of software.

Chapter 2, 3 and 4 will provide a thorough literature review of relevant material covering
aspects of Usability (chapter 2), Cognitive Load Theory (chapter 3), and Learning
(chapter 4). Chapter 5 will explore some of the criticisms of Cognitive Load Theory and
take a first look towards integrating CLT with Usability Engineering. Chapter 6 will
further define the problem statement and lead to a methodology for the experiment in
which participants will perform eognitively demanding learning tasks in varying
environments. Chapter 7 will present the results of the experiment and ehapter 8 will
eonclude with an analysis of the experiment and results and discuss the research
problems in light of the literature review, the research questions, and the experiment
results.
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Chapter 2 - Literature review part one, Usability
This ehapter explains the transition from Human Computer Interaetion (HCl) to Usability
to Mobile Usability. It begins with a brief history of HCI, whieh like Cognitive Load
Theory, has a history originating with eognitive seience during the middle of the 20^^
Century. It explains how usability has derived from HCI, and explains some of the key
eoneepts of Usability Engineering sueh as the Context of Use, user goals, measurements
and usability heuristies. Usability heuristics are a set of guidelines that are used when
designing usable systems. These guidelines are applied to all software systems whether
used in stationary or mobile contexts. This research suggests that if Cognitive Load
Theory can be better integrated into Usability Engineering it will be via a set of
guidelines like usability heuristics. Finally this chapter reviews mobile usability and
presents some of the challenges that mobility and specifically a changing environment
present to usability and Cognitive Load Theory.

Human Computer Interaction (HCI) is a broad field of study that covers aspects of
computer science, cognitive science, behavioural science and several other fields of
science that all converge on human beings’ use of technology. HCI is an area of study in
computing which deals with the design of computer systems as usable tools which
support people so that they can carry out their tasks efficiently and safely. Although HCI
is explicitly associated with computers, the findings from this field can be applied to any
artefact or piece of technology such as a hammer or a door with which a user will
generally interact. HCI can also be used to understand subconscious interactions that
users have with artefacts e.g. motion activated lighting. As computers become more
complicated they present increased challenges to the human users. Through exploration
of this human-computer interaction, HCI researchers learn about human traits such as
behaviour, sociology, psychology, physiology, etc. and can apply this to computing and
also other non-computing areas, e.g. ergonomics and design.

The goals of HCI include usability, safety, utility, effectiveness and efficiency. However,
usability itself is usually defined with effectiveness and efficiency. Usability is also
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eonsidered as a standalone diseipline ‘Usability Engineering’ (explained in more detail
below). In either ease, Usability is primarily coneerned with ease of use and learnability
of eomputers or software. Speeifieally Usability prineiples try to make software easy to
learn and easy to use.

Both HCl and Usability have foundations in eognitive seience but, as ean be seen below,
fraetures within these foundations have led to diffusion of some of the eore coneepts. It is
important to understand how these diffusions came about, as it can help explain how
usability and HCI have perhaps moved too far apart and has left an uncertain area in the
middle. Usability could be considered to have moved more towards functional aspects
such as utility and error prevention, at the expense of softer people-orientated aspects.
HCI has moved towards the softer people-orientated aspects such as user experience,
culture and aesthetics, and away from some of the more functional aspects. The notion of
usability for cognitively demanding situations (c.g. learning, or safety critical systems
etc.) falls into this middle space i.c. halfway between functional aspects and peopleorientated aspects. It is important to have well designed systems that do not impose an
unnecessary cognitive load on the user, and if necessary can, through design, add to the
user’s necessary cognitive load e.g. to improve learning. This section will map the origins
of HCI and Usability and progress to modern day usability concerns, specifically with
Mobile Usability.

HCI, a short history
When computers were first invented they were prohibitively expensive to all except
organisations that employed the information technologist or scientist to operate them.
There was little effort to understand the interaction between humans and computers. The
origins of HCI first appeared with Shackel’s (1959) paper on ergonomics of displays. It
wasn’t until the 198()’s that HCI research became more widespread. Personal computers
were developed and manufactured at a reasonable price and their use became more
widespread - mandatory office and laboratory use transformed into discretionary home
use.
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At the same time exeiting developments were occurring in cognitive science, as noted in
the next chapter (cf. Chapter 3 - Literature review part two. Cognition). In the period
from the 1950’s to the 1980’s cognitive science was creating a new focus on areas that
bridged cognitive psychology, artificial intelligence, linguistics, cognitive anthropology
and philosophy (Carroll, 2010).This convergence of science was to become known as
cognitive engineering, an early precursor to HCI.

The 1970’s saw an emergence of a solution to the computing dilemma facing software
engineers. Software engineering was no longer the simple process it had been for
designing functional applications. Graphics, multiple interfaces, and multiple users (no
longer the realm of the scientist or engineer) were increasing the complexity of software.
The solution was to focus on non-functional requirements such as usability and
maintainability. Usability Engineering was established as an engineering method to help
create software applications (this concept is further expanded below).
By the early 1980’s all of these dimensions came together and a new branch of research
called HCI was created with the people, skills, methodologies and knowledge from
cognitive science, human factors and software engineering.
During the 198()’s through to the 199()’s HCI had a very close relationship with cognitive
science. Approaches from cognitive science were adopted in user testing, for example,
and HCI also informed cognitive science with concepts like interface metaphor or mental
images etc. (Carroll 2010).
However beyond this period HCI separated itself from cognitive science. HCI became
synonymous with field studies and moved away from cognitive science’s reliance on
laboratory studies. Also the ‘application’ of HCI was becoming as important to designers
as the research of HCI. HCI practitioners and researchers were working together; this was
not common amongst cognitive science researchers and practitioners. HCI advanced
during this time, expanding its background knowledge and incorporating as much as
possible from many disciplines. Many smaller niche design communities were absorbed
and HCI veered towards design and development more than cognitive science or usability
engineering. Around the same time several groups that were absorbed into HCI began to
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splinter out as sub groups. ‘Interaetion design’ was one of the first of these groups, User
Experienee (UX) another, ete.

Perhaps some of the original eognitive seienee aspeets of HCI were being forgotten as the
modem day practitioners were drifting more towards the aesthetics of UX and Interaction
design, in part due to the domination of the web and website design. Likewise the
functionality of Usability Engineering and its strict set of processes and integration into
software development (e.g. lifecycle model etc.) did not leave much room for cognitive
science considerations. This distance from Cognitive science could be a reason why more
research simultaneously occurring such as Swcllcr’s Cognitive Load Theory w'as not
immediately adopted into HCI.

The first generation (1980-1990's) of HCI scientists were all from different backgrounds,
computer science, mathematics, psychology, etc. The importance of a multidisciplinary
background, which informed and helped build HCI principles, was understood implicitly.
However the second generation (1990's to 2000's) of HCI scientists were from single
disciplinary backgrounds, they had degrees in HCI using HCI relevant methodologies.
This has been the cause of further branching and diversions from the core of HCI, such as
"Interaction Design’ and ‘User Experience design’ (UX design). Another perceived split
amongst the HCI community (although some will argue there never was a unity) was that
of the ‘usability engineers’ and the ‘HCI practitioners’.

Usability Engineering is reliant on a fixed set of methods and principles that need to be
applied and adhered to by usability engineers to ensure their designs are useful and usable
(Carroll 2010). HCI also has methods and principles but the goal was not, perhaps, solely
to make useful and usable designs but to make them satisfying and ‘fun’, to truly
understand the interaction between the users and the technology they use. According to
Carroll, adopting any of these HCI principles would make usability engineering ‘even
more dependent on applied science and even more empirical’. This implied that there was
a need for a fixed set of tools that were required by software engineers to design
software. Too much theory or applied science would have made these tools cumbersome
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or eontradietory in the design proeess whieh was to fit into the very rigid software
development lifecyele.
It ean be seen from the above that as HCI was moving away from eognitive seienee in
one direetion. Usability Engineering was moving in the other. Too mueh theory, not
direetly related to usability goals sueh as utility and funetionality, was seen as eonfusing
to the proeess of designing usable software.

These eomplieations led to further problems. In faet the definition of usability was to
beeome a eritieal point that highlighted the issues within sueh a large multidiseiplinary
field. HCI ineludes the goals of safety, utility, effeetiveness, effieieney and usability. By
the 199()’s the terms HCI and Usability were interehangeable. This interchangeability
was viewed as confusing as a usable artefact, from a HCI perspective, could mean an
artefact that people could use that perhaps lacked other HCI attributes such as safety,
utility etc. (Diaper el al, 2006). However from a Usability Engineering perspective a
usable artefact was one that was efficient, effective and satisfying i.c. depending on the
perspective (HCI or Usability Engineering) usability could mean cither of two things.

Towards the late 1990's the usability engineering community defined Usability as '"the
effectiveness, efficiency and satisfaction with which specified users can achieve specified
goals in particidar environments." (ISO 9241-11, 1998). Essentially this was an
engineering approach for engineers; structured, constrained and clearly defined.
However it can be conceived that the inclusion of satisfaction is recognition of usability’s
foundations in cognitive science, and the human mind. However, satisfaction is
subjective by its very nature. Perhaps it is in part due to difficulties with interpretation of
satisfaction and user goals, by usability practitioners, that led Van Nimwegen (2008) to
the observ ation of the paradox of user guidance. The user may in fact be “satisfied” with
user guidance but ultimately perhaps learning is not effective. Perhaps in that regard,
satisfaction is not always an important part of usability, as sometimes software will not
be satisfying to use.
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HCI in modern times
What is missing from the above definition of Usability is a wider understanding of the
psyehologieal, soeiologieal, eultural and eeonomie aspeets that are present when humans
internet with eomputers. These aspeets are, however, ineluded in the wider field of HCI.
For the Usability Engineering professional, the aim is to improve the produet, but the
goal of HCI researeh is to gain new understanding (Dix, 2010).

The beginning of the 2000’s displayed a very different HCI. Soeial aspeets sueh as
eulture and eonformity had beeome as important to HCI as memory eapaeity was in the
1980’s. HCI, despite its roots as applied eognitive seienee, had transformed even further
into a multidiseiplinary seienee. There were further ealls for the adoption of prineiples
from eeonomies, law, philosophy and arts ete. into HCI (Diaper et ai, 2006).

As human interaetions with eomputers advaneed so did HCI. Perhaps mobile eomputing
was not part of the pereeived seienee of HCI 20 years ago. But as eomputers beeame
mobile, HCI was faeed with a series of ehallenges. Should Mobile HCI be ineorporated
into HCI or should it beeome a subgroup sueh as 'Interaetion Design'? What are the
cultural and social ramifications of mobile phone use? These questions, while important
for the HCI researcher, are not as important for the software engineer. They still used the
same lifecycle models as used to develop desktop computing applications. Their
definition of usability remains as applicable to mobile computing as it docs to desktop
computing.

Cork institute of Technology
HCI today is an eclectic interdisciplinary science combining a wide range of related and
sometimes opposing aspects. It is hard to grasp all of the elements of HCI in one hand
and it can be seen why cognitive science may not be held to be quite as important as it
was 30 years ago. It is still, however, a very critical part.
For the purpose of this work the focus is very much on the ease of use and learnability of
software. So Usability and Usability Engineering are considered to be more appropriate
titles under which to draw specific conclusions and arguments than the more general term
of HCI. The following will present an overview of Usability including important aspects
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sueh as Context of Use, User goals, attributes and heuristies. It will give a elearer pieture
of usability that may later be ealled upon when Cognitive Load Theory is eonsidered.
Following on from an overview of Usability, some aspeets of mobile usability will be
presented and some unique eharacteristies and eoneems will be highlighted that will also
help when eonsidering eonsolidation with Cognitive Load Theory.

Usability
As already stated Usability is defined by the ISO as '’'’the ejfectiveness, efficiency and
safis/action with which specified users can achieve specified goals in particular
environments." (ISO 9241-11, 1998). This standard gives a very elear overview of
usability from the point of view of the user and the software and is a widely aeeepted
definition'.
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1
ISO 9241 is widely accepted and used as the most accurate definition for usability. However there
are many more definitions of usability from the ISO e.g. ISO/IEC 9126-1, 2000, ISO/TR 16982:2002 etc.
2 ISO document (ISO 9241-11 Pg3, 1998)
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This standard also defines the components of usability to include a) The context of use, b)
user goals and c) Usability measures. These components arc encapsulated in Figure 1.

These components are considered to be the most important aspects of usability. Further
breaking these down will reveal a wider series of aspects including Context of Use, User
goals, usability metrics, usability attributes and usability heuristics.
The context of use is used to describe the exact situation in which the software will be
used. In terms of this research this is useful as it is within this context that we can identify
environmental criteria that can contribute to distractions. Environmental distractions are
usually beyond the control of the software designer and therefore not exhaustively
considered. When designing cognitively demanding software these environmental
distractions arc exaggerated. The user goals arc important as they highlight a paradox
which has presented itself within cognitively demanding software. Sometimes user goals
arc in contradiction or competition with each other. For example, a learning game needs
to be fun but it also needs to result in learning. Learning and enjoyment arc both user
goals, but sometimes both need to be compromised or only one can be met. Usability
metrics compound this issue as satisfaction is a subjective measurement and effectiveness
and efficiency arc objective. Finally the attributes of usability arc examined which lead to
the heuristics that arc employed to strive towards these attributes when designing
software. When Cognitive Load Theory and Usability arc combined it makes sense that
any adaptations of Usability Engineering to include Cognitive Load Theory will be added
to the usability heuristics. Thus a solid overview of the usability heuristics is included
below.

Context of Use
The Context of Use (CoU) is critical to usability as it sets out the exact scenario in which
a user will use an artefact. The context of use is primarily concerned with the
characteristics relating to the user, task, equipment and environment. Gathering
information on these characteristics will assist in requirements capture at the design stage
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and also in evaluation. The CoU reveals “Who the users are”, “What their goals in using
the software are” and “Where they plan to use it” (Kirakowski and Cierlik, 1999).

When analysing user eharaeteristies, the goal is to build up a series of profiles of several
types of users who will use the software. What will the user’s role be? Direet (as in an
end user) or indireet (as in technical support)? What kind of education and experience do
they have (third level experience, novices at this sort of software, or have they several
years’ experience using a similar or older product, etc.)? What arc their physical attributes
(age, gender, etc.)? What is their motivation for using the software and their attitude
towards the software? Finally the user analysis asks what arc the user’s job characteristics
(job function, job history, job flexibility, etc.).

When analysing the task characteristics, factors like task execution arc considered (choice
of operations, criticality of task, autonomy, and precision of task, etc.). The task flow is
considered (including starting and finishing conditions, side effects, linked or dependant
tasks, etc). This analysis asks ‘what is the demand on users (task frequency, duration,
complexity)?’ Also ‘what are the task safety characteristics (safe for operators and the
informational environment etc.)?’(Kirakowski and Cierlik, 1999).

Finally the equipment analysis is absorbed into the wider environmental analysis which
focuses on the social environment, the organisational environment, the technical
environment, and the physical environment. The social environment section asks whether
it is a single or multi-user environment, is there support / helpdesk, and what type of
interruptions occur. The organisational environment considers things like the policies,
aims, procedures, culture, and monitoring. The technical environment asks whether any
hardware or software is required. The physical environment considers where the software
will be used, e.g. at home, office, class, or standard office. There is a section at the end of
the physical environment analysis which questions whether the software will be used in
places other than standard environments. It raises questions for consideration such as
unusual locations, auditory, visual, or thermal aspects. It also considers aspects such as
stability, required posture or resources, available space and potential hazards.
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User goals
User goals deseribe the goals and sub-goals that the users have when they interaet with
the software. The goals inelude the objeetives as well as the intention. So, for someone
who wishes to book a flight online, their main goal might be to visit their sister, and this
might eomprise of sub-goals of booking a flight and booking a ear. Again these sub-goals
ean be further broken down. For example, booking a flight can be broken down into
finding a suitable flight booking application, registering on the website (if not already
registered), searching for flights, booking the flight and paying. Using the software itself
can be part of a much larger goal, e.g. booking a flight can be part of the larger user goal
of visiting a sibling.
Usability Metrics
The ISO 9241 standard determines that usability should be measured by effectiveness,
efficiency and user satisfaction.
The effectiveness of software is primarily determined by how well a user can complete
their original goals. In the above example of a flight booking system the user goal is to
book a flight. If the user can accomplish this then the system has been effective. The
effectiveness in this scenario is objective as the task was cither completed or it was not.

The task efficiency of software is measured by determining resources to achieve the user
goals. Efficiency is an objective metric; it is a calculation of resources consumed to
achieve a task. This often means measurement of task completion time.
In the example of the flight booking software perhaps the resources used by the user were
predominately time and effort. Measuring the time that it took the user to achieve her
goals can be used to detennine the task efficiency of the software. However, perhaps
there was a physical effort. Maybe the software was badly designed so that the user was
forced to make a lot of unnecessary or awkward movements. Perhaps there were mental
efforts and the user found it difficult to interpret the text used in the software, or perhaps
the user was expected to use previously learned knowledge or experience to use the
software. Other examples of resources that can determine efficiency can include money,
materials, etc.
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Satisfaetion is defined as “freedom from diseomfort and positive attitudes to the use of
the produet” (ISO 9241-11 pl3) and is a subjeetive metric. In the above example of a
flight booking, system a user might determine satisfaction as completing the booking.
Another user might determine satisfaction as completing the booking at the cheapest cost
with the most convenient departure time. The satisfaction, in usability terms, is
dependent on the user goals. User satisfaction is difficult to measure but there are some
successful methods such as Software Usability Measurement Inventory (SUMI)
(Kirakowski and Corbett, 1993).
Usability attributes
Nielsen (1994b) determines that a system should have the following attributes of
usability: leamability, memorability, efficiency, low error rate and satisfaction.

This

means that a system should be easy to learn, easy to remember, facilitate the performance
of the task in a timely manner, reduce the likelihood of errors and recover well from
errors, and be satisfying to use. Usability professionals arc encouraged to design systems
that can achieve these goals.

These five attributes can be grouped into two categories; leamability and ease of use.
Leamability refers to how easy a system is to learn how to use, this is the first of the five
attributes. This is critical to usability as it determines how quickly a user can begin using
the software correctly. However leamability is usually only relevant to novice users.

Ease of use describes how easy software is to use. Within the category of ease of use are
the other four attributes of usability. Efficiency describes the performance of expert users
i.c. novice users’ rate of efficiency is not a tme reflection of the task efficiency of the
software as they may still be learning to use the software. Memorability refers to the
user’s capacity to remember commands, functions and actions relevant to the successful
use of the software. This attribute refers predominately to intermittent users - it is
assumed that expert users “know” these commands and novice users are not expected to
“know” these commands yet. Intermittent users have already experienced these

Page 26

Chapter 2 - Literature review part one. Usability

eommands but perhaps need to reeall them from their memory. Nielsen suggests a low
error rate is an important attribute of usability. A low error rate indieates that the software
is easy to use. The 'ease of use' of software is inereased by a design that seeks to
minimise the likelihood of errors. Software can have a high error rate due to possible
poor design (e.g. wrong actions chosen because of poor layout, confusing language,
incorrect input format due to poor data elicitation on the User Interface, etc.) which may
lead to errors made by the user. Subjective satisfaction refers to how enjoyable a system
is to use with regard to the user’s goals.
Usability heuristics
When considering the design or evaluation of a system one must consider the usability.
There arc several heuristics that arc used as guidelines when developing a usable product.
A heuristic is a general guideline or “rule of thumb”. Cognitive Load Theory is possibly
not well represented by the current set of usability heuristics. If cognitive load
considerations are to be added to Usability Engineering, adding heuristics based on
Cognitive Load Theory to the already established usability-focused heuristics would
seem sensible.
The attributes of usability arc important aspects to help inform the general notion of
usability i.e. how easy is the system to learn and use. However, more explicit design
guidelines are needed to control the design and evaluation of usable products.
Nielsen (1994a) lists ten Usability heuristics that should be used by usability
professionals when designing or evaluating systems. The below is an updated version of
these heuristics'^.

3

•

Visibility of system status

•

Match between system and the real world

•

User control and freedom

•

Consistency and standards

•

Error prevention

This list of heuristics are taken from Nielsen's website http://ww \v.useit.eoni''Dapers/heuristic/
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Recognition rather than recall
Flexibility and efficiency of use
Aesthetic and minimalist design
Help users recognize, diagnose, and recover from errors
Help and documentation

These heuristics are used as guidelines for usability professionals to design and evaluate
systems. They encourage systems designers to keep the user informed of the status of the
system. The system tells the user what the system is doing with appropriate feedback and
within a reasonable time. An example of this heuristic would be a progress bar showing
the status of a document download.

Systems must reflect the real world as far as possible and they achieve this by
incorporating aspects of the real world into the system. The system should “speak the
users language” avoiding unnecessary or confusing jargon. It should follow real world
conventions that the user is already familiar with such having a telephone number
preceded by an area and country code. To place the area code or country code after the
number would cause confusion. The system must proceed in a natural and logical order
in a way that the user would expect and predict e.g. a volume should increase as the
volume slider is moved up.

A system must allow the user freedom and control. Sometimes a user may not want to
follow a rigid path of operations in order to use a system, they may want to explore or
pause and return. At other times their exploration leads them to places or states in the
system in which they do not want to be and the system must allow for that. It must allow
them to return to the original state with undo or back controls. A system must also make
the next step as clear as possible to the user.

A system must also be consistent within itself, and with similar applications, and should
follow conventions and standards where appropriate. Users build up expectations about
how things will operate from other sources (e.g. other applications or equipment) and it is
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important that a system will meet with these expectations. For example if a new version
of an operating system is released it makes sense that it would be consistent with its
previous versions e.g. the delete or print buttons are in the same place and do the same
thing etc.

The ability to prevent errors is encouraged, or if an error cannot be prevented completely,
measures should be taken to ensure the user is clear about the repercussions of her
actions. An example of this heuristic would be to incorporate affordances in the design
e.g. volume sliders should be designed so that the volume increases when the sliders are
moved to the right or raised up, and lowers when they arc moved down or moved to the
left.

‘Recognition rather than recall’ is a very important heuristic that can greatly change the
usability of a system. Both recognition and recall rely on a user’s memory. In the case of
recognition, if, say, some UI control or information is visible, then a user can more easily
recognise it. If it is not visible a user must consciously recall it from memory. It
encourages the system to be designed in such a way that the user can recognise common
things that will help them to use a system. The system developer must think about the
task and consider the likely actions the user will take. The system developer must then
place controls and information relevant to the user’s actions so that they arc present and
can be recognised. An example of this is the save button in a word processor. The user is
likely to want to save the document they are working on so rather than remembering the
command for the save function, they can recognise the save icon at the top of their
screen.

The heuristic of flexibility and efficiency of use refers to the notion of a system being
flexible in that it can appeal to users with varying levels of expertise (novice to expert)
and still remain effective for all groups. An example of this heuristic is an accelerator e.g.
if you want to copy a portion of text in a word processor a novice user might select the
text, move to the top left hand comer of the screen, click on the edit tab, scroll down and
click copy. This process is relatively intuitive for the novice and they do not have to
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know or reeall any eomplieated arbitraiy eommands. On the other hand an expert user
might easily get frustrated by sueh a series of operations to aeeess a eommonly used
eommand. In this seenario the expert ean use an arbitrary eommand / shorteut
(simultaneously pressing eontrol and the e key on a keyboard). Both the noviee and the
expert may both use the same software in differing ways, and both may have good
usability.

A somewhat subjeetive heuristie is ‘aesthetie and minimalist design’. What is eonsidered
aesthetie or minimalist may very well depend on the designer, or the users involved in the
foeus group informing the design. Essentially this heuristie attempts to eliminate
anything that might elutter or distraet from the aims of the user. Redundant, irrelevant or
distraeting elements should be avoided so as not to reduee the visibility of relevant
elements. An example of this is in how eomputer games are presented. When playing a
eomputer game a user is foeused on game play and only wants speeifie and minimal
information in their game sereen. Perhaps in a shooting game the most pertinent
information is how many bullets the user has left and how mueh health they have left. If
the applieation developer was to inelude statisties sueh as % aeeuraey ete. this would
elutter the display and distraet attention from the user’s main objective.

The ability of a system to help users identify, diagnose and recover from errors can be
useful as it informs users of problems in a way they will notice and in a manner that will
allow them to do something useful about it. The feedback that a system gives to the user
regarding errors must be clear and concise and suggest how the user will recover from
these errors. Likewise a system must provide adequate help and documentation that is
also clear, concise, easy to search and easy to follow.

These heuristics are guidelines that help designers and developers design usable systems.
It is proposed that Cognitive Load Theory is possibly not well represented by the current
set of usability heuristics. This research will explore that proposition.
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This literature review will explore mobile usability and identify aspects based on the
environment that cause distraction, this distraction will be explained in terms of
Cognitive Load Theory and hypotheses will be put forward based on this association. An
experiment will be conducted to test the hypotheses and the experiment analysis will
present advice which will address some of the issues with mobile usability. The next
section will begin with an exploration of mobile usability. As explained above, the
environmental issues will be addressed and these will be explained with Cognitive Load
Theory in the next chapter.

Mobile usability
This section leads on from the discussion of general usability above to discuss what
makes mobile usability different from traditional software usability. Focus is initially
placed on the definition of a mobile device and then on the mobile application. What
separates mobile applications from desktop applications is the context of use. For mobile
devices this context of use is constantly changing as the environment is constantly
changing. One way that modern mobile applications can cater for this scenario is with
context aware computing i.c. mobile applications that are aware of their environment and
can react to the environment. An exploration of the CoU can demonstrate that there arc
cognitive concerns with using a mobile device in distracting and changing environments.
The CoU can capture some of these concerns but current methods of measuring the
usability of mobile applications do not adequately capture these concerns. Mobile
usability measurement is briefly explored to determine if the usability heuristics used to
design mobile applications can be used to assess them and several examples of mobile
specific methods that arc used to capture these issues are presented.
The mobile device
There are many ways of classifying mobile devices. Some classify them as being mobile
(portable), personal and location aware (Kurkovsky et ai, 2006), while others attribute
such characteristics as disconnection, dislocation or disruption (Dourish et ai, 2007).
Still others classify them from the point of view of their connectivity (Sacher and
Loudon, 2002).
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If one looks at these deviees you will see they eome in many shapes and sizes, they will
look different (size, eolour ete), the interaetions will be different (speeeh, keypad,
keyboard, voiee ete.), the proeessing power and eonneetivity will be different also. Some
deviees will be used for eommunieation (as has been the trend with mobile phones)
whilst other deviees will be used for work, foeusing on sueh aspeets as email and offiee
applieations, and a growing number will be used for entertainment foeusing on the
ability to play media. There are also the hybrids that try to offer a little bit of everything.
Convergenee is a term used to deseribe the integration of several teehnologies into an
existing platform to ereate a new variation of the platform. Convergenee is in play on
many mobile devices incorporating RFID, peer to peer communication, Wi-Fi (Cheng et
al., 2005). New technology such as GPS is now also being incorporated in many of the
latest devices as are cameras and video recorders.
Historically the advancement of these devices has been restrained by processing power,
battery size and connectivity (Ryan et al., 2005), but these limitations seem to be losing
their grip on the advancement of mobile technology as they are overcome.
The application
Many software programs run on a mobile device. This includes the system software
(embedded within the device c.g. the operating system) and the software applications.
The system software is, for the most part, difficult to change by the user. The applications
arc customisable by the user, i.c. selectable and downloadable applications. All of this
software may not be used in an environment or context that the developer had anticipated
and this may present usability problems.
Consider the application software. Such applications are layered. A software developer
must first consider what a user wants to achieve. Based on this they can develop a set of
application goals and develop a rudimentary design. It is only at this stage that the
developer must spend a considerable effort trying to figure out all of the different
operating systems and development environments needed to release a mobile application
to as many different device types as possible.
The usability of mobile applications is based on the same sets of guidelines as desktop
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applications e.g. ISO 9241 etc. Mobile applications are usually developed in a desktop
environment and later deployed to a mobile device. This makes it difficult to consider and
design for all the environmental and mobile challenges that this software will encounter.
Neither is it easy to recognise that those users’ needs change dramatically based on
context. Users’ needs and context depends on the current tasks in which a user is engaged
and on the environment within which she finds herself. The user could be walking down
a street using a mobile device, perhaps to find directions to a restaurant and she is
cognitively focused on the result i.c. the meal at the restaurant. This context is impossible
for a developer to accurately consider. They may consider using the mobile device in
rain, or sunshine or whilst moving but they cannot easily determine the cognitive
considerations of the user or the effect the environment will have on them.
The Context of Use (CoU)
The CoU of an application, as previously explained, generally tries to describe who the
user is; what tasks the user is likely to engage in and what technical and environmental
constraints arc to be applied. For applications used on a desktop computer the user
experiences a fixed and controlled environment. However this is not the case for mobile
applications used in a mobile environment. For a mobile application the context of use
should be expected to change regularly, primarily based on the environment changes. The
user’s role may change from business to personal, the task may go from calling a work
colleague to calling a relative, the technical constraints may change from an area with a
good signal to an area with a bad signal, and the physical environment may change from
a quiet office to a busy and loud train. Mobile CoU is far more difficult to ascertain than
desktop computing, but this makes it far more important.
Context Aware
Context awareness refers to the ability of a system (application and/or device) to sense
and make changes to the context. As already stated a context refers to characteristics of
the environment, device, task, and the user. Focus may be placed on user changes, e.g.
personalisation; this is a process/system giving a slightly different service to several
distinct users. Focus can also be placed on contextual or environmental changes. Changes
in the environment could mean a PDA being used both indoors and outdoors. Changes in
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task eould mean the differenee between sending a text message and making a phone eall.
Hummel et al. (2008) deseribes several aspeets of the environment that aflfeet eontext
sueh as light, aeeeleration, sound, temperature and humidity. Ryan et al. (2005) argue that
perhaps the most important aspeets for eontext aware systems are loeation and the
physieal environment. In fact Ryan also points out that substantial differences across a
range of devices, such as input mode, form factor, processing power, battery life, display,
connectivity, and the system run time environment all have a substantial impact on the
system’s context of use.
Bulling (2008) introduces a novel way to determine context via eye tracking using
clcctrooculography. Bulling suggests that via this method mobile devices can identify
several distinct eye movements which can be used to assert control over the device. This
system can also explain user activity, the environment, cognitive process attention,
saliency determination, visual memory and perceptual learning. Essentially eye
movement can be used to show a certain activity or a certain context. Li et al. (2007) also
follows a similar thread as they use head pose tracking and physical gesture recognition
on mobile devices as an important psychological non-verbal communication and context
attribution system. These examples demonstrate the complexity of mobile context
sensing solutions as they attempt to determine the Context of Use including cognitive
context.
Currently there are many different sensors that can help a system understand context.
GPS, Wi-Fi, Bluetooth, cameras, microphones and accelerometers all provide a constant
stream of information that, if interpreted correctly, can let a system understand the
changing contexts. However there arc not many context aware systems that can detect or
adapt to the cognitive workload placed on the user.

Cognitive workload
What is not explicitly stated in the Context of Use is the cognitive workload of the user.
The cognitive workload describes the cognitive load that is being applied to the cognitive
resources and its relationship to the capacity of those resources. The Context of Use
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addresses this in part based on the user eharaeteristics e.g. education, experience etc. This
is because cognitive load is very much dependant on internal aspects such as experience
and knowledge. However, while this is true, the cognitive load is also dependant on other
aspects such as the intrinsic difficulty of the task and environmental distractions, etc.
Looijc et al. (2007) state that mobile devices, when used in diverse conditions and
environments, can influence the cognitive workload of the user. It is not enough to design
an application that works well with one Context of Use in mind; it must work well in all
Contexts of Use. Failure to do so may add to the cognitive workload of the user by
making them work harder to apply previously learned experience in a new environment.
Measuring Usability of Mobile devices
Mobile applications are guided by the same usability goals and heuristics as traditional
desktop applications but there arc additional issues surrounding the use of mobile
applications that arc not present in traditional desktop systems. Mobile applications arc
used in a multitude of different locations and environments. The device is smaller and
more difficult to interact with. Also, as the device can be used in many different
environments, it is far more likely to be used concurrently with other tasks such as
driving or walking. Usability heuristics are important to consider when developing a
system but they arc also good to use when evaluating the usability of a system. What
must be realised however is that the application of usability heuristics to a desktop
application is sometimes different to that of a mobile application.
The following arc a few examples of how current research has attempted to identify some
of the issues of mobile usability, and some of the steps taken to address them.
Lee et al. (2003) describe “7 C's” that need to be applied to the design of mobile
applications;

Context,

Content,

Community,

Customisation

(personalisation).

Communication, Connection, and Commerce. Although these heuristics arc specially
designed for commerce they do serve to show a substantial difference between a desktop
and a mobile platform. Whilst the final C, Commerce, is specifically implied as a
financial transaction it can be interpreted in a wider ‘non-commerce’ sense as a
transaction of information or data and, as such, the 7C's can apply to any mobile
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application where information is being traded that may be valuable in a soeial sense.
Hussain et al. (2008) attempt to review eurrent usability metries and develop one based
on a GQM (Goal Question Metrie) approaeh. They eite Nielsen’s (1994b) deseription of
usability as based on leamability, effieieney, memorability, errors and satisfaetion and
eontinue to talk about the need to measure these aeeurately. They further expand on
Nielsen’s 10 heuristies and eompare them against the goals of Usability as set out by ISO.
By using a GQM approaeh Hussain et al. try to develop speeifie heuristies for eaeh
application based on ISO goals of usability and Nielsen’s heuristies.
Bertini et al (2006) suggest ereating a brand new set of heuristies speeifieally for mobile
deviecs. HCI praetitioners often evaluate usability based partially on task effieieney or
task performanee. This leads to many issues for mobile usability measurement beeau.se
mobiles, by the very nature, are usually used to aid a task in itself and are therefore
always going to find it diflfieult to retain the full attention of users. Bertini et al.
reeognises the widespread sueeess of approaehes sueh as heuristie evaluation and
eognitive walkthrough but identify faults with them and their relianee on their set of
heuristies.
It is not the intention of this researeh to adapt or utilise the above approaehes to mobile
usability. These examples are merely refereneed here as an indieation that there is a
growing awareness of the diffieulties that are presented to mobile usability and mobile
deviee use.
One of the aims of this researeh is to move away from the eurrent trend of adapting
mobile usability to external ehanges to the environment e.g. a eontext aware system
deteeting light and ehanging the display presented to the user. This is a near impossible
task as the number of possible seenarios and eontexts to eonsider is vast. Rather it is
intended that an analysis of the “eognitive effeet” that these eontexts present to the user is
eonsidered instead of or in addition to the aetual eontext. For example, in addition to
deteeting light and suggesting ehanges to the display presented to the user, the eognitive
effeet of a) the environmental ehange and b) the suggested ehange to the display should
also be eonsidered. To this end software does not need to eonsider all environmental
ehanges, but rather it needs to eonsider the ehanges in eognitive demands due to a
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ehanging environment.
As systems beeome more pervasive we forget that it is teehnology that we are interaeting
wi:h and assume direet eommunieation with another user. Soeial networking sites are an
example of this, video ealling another. Cognitive eonsiderations ean be seen to have
greater impaet on usability than previously eonsidered and these eonsiderations need to
be fully eonsidered.

Summary
This ehapter traeed the evolution of HCl to the modem day. It defined usability and
deseribed the eharaeteristies of usability whieh are important when eonsidering the
integration of Cognitive Load Theory with usability. These eharaeteristies ineluded the
eoltext of use, user goals, usability metries, usability attributes and finally the usability
hearisties. It is hoped that any future integrations of usability with Cognitive Load
Theory will be ineluded via the manipulation of or addition to the existing usability
hejristies that usability praetitioners use to address eognitive eoneems. This ehapter then
proeeeded to identify problems speeifie to mobile usability that ean be identified by using
the Context of Use. These problems are eaused by distraetions and ehanging
environments and result in ehanges to the user’s cognitive workload making tasks harder
ani prone to errors. Some of these problems have been addressed with specific guidelines
or heuristics but these arc not based on Cognitive Load Theory. This paves the way for
the next chapter which can fully address the area of cognitive load and seek to address
these issues facing mobile usability.

Page 37

Chapter 3 - Literature review part two. Cognition

Chapter 3 - Literature review part two. Cognition
The previous chapter explored Usability and concluded by identifying certain aspects of
mobile usability that are affected by Cognitive Load Theory. This chapter will continue
with an investigation of Cognitive Load Theory.
Human cognition has significant implications for what is determined to be usable;
specifically what we, as humans, deem easy to use and easy to learn. Cognition
incorporates the processes of knowledge acquisition and understanding and it is this very
understanding and knowledge that we recall when we use an artefact. Past experiences
and memories greatly influence our perception of how usable something is. That is, one
individual may find something to be usable based on their past experiences and memories
however another person may not.
Cognition is important to usability, but to fully understand why it is important it is
necessary to investigate the core of cognition. One prevalent view of cognition is based
on “The Information Processing Model”. This model explains how humans sense
information, process it in working memory, and store it for later use in long term memory
as schemata. It is this information, stored in long term memory, which will later be called
upon to guide the interactions between humans and technology. Central to this model is
working memory. Working memory is limited in capacity and therefore attention must
remain focused on the active cognitive processes. It is this limited capacity that makes
working memory susceptible to distractions. When distractions occur and attention is
diverted from the active cognitive process we become overloaded. Specifically we enter a
state of cognitive overload. Cognitive overload refers to too high a demand on a human’s
cognitive resources i.e. the load applied to working memory while performing a cognitive
process exceeds the capacity of the resources available. When this load exceeds the
limited resources of working memory cognitive overload occurs. Cognitive Load Theory
explains in depth the sources of cognitive load and suggests guidelines for dealing with
and anticipating cognitive load.

This chapter will begin with an overview of the Information Processing Model. The
Information Processing Model is a model of knowledge acquisition and processing and is

Page 38

Chapter 3 - Literature review part two, Cognition
relevant to both Usability and Cognitive Load Theory. The Information Proeessing
Model and Cognitive Load Theory are elosely linked due to their similar histories (ef.
HCI, a short history, pi8). Information is deteeted by attention and pereeived within
working memory. This information will inflict a cognitive load on working memory
which will then assign cognitive resources to manage it. If the cognitive load is related to
learning, then dealing with this load will result in changes to long term memory as
schemata arc created and changed. In the first section working memory and its
limitations, and attention will be explained. This will be followed by a discussion
surrounding long tenn memory, schemata, and their creation. In the next section this
chapter will explore Cognitive Load Theoiy, cognitive load, and the importance of
schemata, and it will present ways in which cognitive load is measured, managed and
balanced. Finally this chapter will discuss cognitive offloading and clement interactivity.

Information Processing Model
Cognitive load is defined as the load that is placed on working memory. Working
memory is also an integral part of The Information Processing Model. Working memory
processes the information that will be stored in long term memory. A good understanding
of information processing and the Information Processing Model is desirable for a
thorough understanding of cognitive load and Cognitive Load Theory. The Information
Processing Model is a model of knowledge identification, acquisition and processing and
IS

based on the model of computer information processing where the keyboard and mouse

represents our sensory inputs, the computer processor represents our working memory (or
short term memory) and the computer storage represents our long term memory (Wickens
et ai, 2006).
The depiction of the Infonnation Processing Model in Figure 2 demonstrates how raw
data (stimuli such as touch, light, sound, smell, temperature, etc.) arc sensed by short
term memory and then perceived by working memory. Working memory interprets this
information and accesses long term memory to draw on previously understood
knowledge. This comprehension and understanding comes from past experiences and
also helps to inform the perception of the situation and stimuli sensed as well as helping
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the decision and response selection. This decision and response selector is informed by
both perception of the stimuli and long term memory accessed and is processed by
working memory. At this stage a suitable response to the stimuli is executed.
Attention plays a critical role in the Information Processing Model. Working memory is
limited in capacity by our available resources and, as figure 2 illustrates, working
memory must simultaneously maintain connections to long term memory, perception and
the decision and response selector. Working memory must do this concurrently as
thousands of sources of stimuli arc sensed every second. Attention affects every aspect of
the model including working memory, perception, decision making and the execution of
responses.

Short-Term
Stimuli

Sensory
Store

I

Perception

Decision
and
Response
Selection

Responses
Response
Execution —

Working
Memory
Long-Term
Memory

Memory

Feedback

Figure 2 Information Processing Model. (Adapted from Wickens et ai, 2006)

Working memory

Working memory is broken down by Baddelcy (1992, 2000) into four parts: the central
executive and three slave systems: visuospatial sketch pad, phonological loop and the
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episodic buffer. The central executive manages and controls all cognitive functions and
can select or inhibit attention, manage various tasks and coordinate tasks across the three
slave systems (described below) that it controls.
The phonological loop will process sound while the visuospatial sketchpad will process
visual information. The episodic buffer is used to combine both audio and visual
components in a manner similar to how a movie combines audio and visual information.
The central executive has overall responsibility for cognitive processes including
attention. In some instances important elements attract attention (c.g. a fire alarm) and
this can overload working memory (e.g. perhaps performing a learning task) and this is
acceptable. However in other circumstances distracting elements (e.g. a dog barking) can
distract attention from working memory (e.g. perhaps performing a learning task) and this
is not acceptable as the information has little value to the 'recipient'. To fully understand
how this happens and how attention affects cognitive load, attention will be addressed in
the next section.

Attention
Attention affects many aspects of the Infomiation Processing Model, including working
memory. Within working memory, the central executive can select several competing
sources of attention. Wickens et al. (2003), through their work on attention in complex
aviation environments, determined that selective attention is dependent on four attributes:
saliency, expectancy, value and effort. They devised a formula for attention based on
those attributes “attention = saliency + expectancy + value - efforf’. ‘Saliency’ describes
how likely it is that an object of attention will stand out from all the other objects - loud
noises or flashing lights are examples of things that may have a high saliency.
‘Expectancy’ refers to established knowledge of the individual which may suggest an
action - like looking at traffic lights knowing they will turn green. ‘Value’ refers to our
ability to assign value to certain sources of information - like how' we focus on the person
with the football during a football match. ‘Effort’ describes the effort required to move
attention - we will be more attentive to things happening in front of us than behind us.
The Saliency is combined with the expectancy and value and effort is subtracted from the
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result. If this formula is applied to several sources of information it should become
clearer which one is most likely to attract attention.
Therefore, when considering how humans can become distracted, it is important to
understand how working memory^’s central executive can select sources of information,
and the most likely source of information to be selected would be based on all four of
these attributes.

The central executive’s ability to select attention is useful when considering a person
trying to identify which source of stimulus on which to focus their attention. But it is less
useful when a person is trying hard to ignore those sources of stimulus. In addition to
selective attention, which determines where attention should move to and rest, focused
attention tries to maintain attention in a specific place. Focused attention is highly
dependent on the visual environment (clutter) and auditory environment (noise) (Wickens
et al 2006) i.c. excessive sound and visual distractions can break focused attention.

When distractions occur in this scenario they are detected by selective attention and may
overload working memory resources.
Broadbent et al. (1982) suggests that any clutter within one degree of focused attention
can disrupt processing of focused attention. This means that focused attention is less
likely to be maintained if clutter is in close proximity to the source of the attended
stimulus. Likewise Banbury et al. (2001) suggests that sounds of a certain range and
frequency can also disrupt focused attention. Beyond these two parameters it is also
possible for salient information to disrupt focused attention.

Learning is a cognitive process. During this cognitive process the learner is also engaged
in many other simultaneous cognitive processes, one of which is attention. Attention in
this scenario comprises of both focused attention (trying to maintain focus on the learning
material) and also selective attention (monitoring the environment for any relevant and
pertinent sources of stimulus such as a fire alarm).
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Attention from this standpoint is eritieal to understanding working memory and the
Information Proeessing Model. However, in order to understand how eritieal attention is
to working memory it is neeessary to investigate the limitations of memory.

Limitations of memory

Miller (1956) determined that working memory is limited and ean hold five plus or minus
two pieees of information. This model can be cheated by storing multiple pieces of
information as chunks e.g. one can only recall five numbers (1,2,3,4,5) however one can
also recall five area codes (021, 023, 028, 061, 051). As each area code is now considered
a chunk of information, one can hold multiple numbers. One can now remember three
times the original number (i.e. 5 versus 15).
Wickens et al. (2006) cites decay rates of less than 20 seconds for auditory and visual
information in working memory if no effort is made to retain them. Huitt (2003) cites
decay rates in sensory memory of 0.5 seconds for visual and 3 seconds for audio
infonnation. These decay rates suggest that working memory is highly susceptible to
sources of distraction. Working memory is limited and when working memory is utilizing
a large degree of its resources it is inevitable that decay of infonnation will occur as the
person deals with distraction and competing sources of attention presenting information
to be processed.
It is widely believed that there is no decay rate in long term memory, i.e. memories arc
stored indefinitely. Specifically this implies distractions and sources of attention do not
affect long term memory. That is, once information is stored in long term memory it is
relatively safe.
However, if working memory suffers a decay of information and stores something
incorrect in long term memory this too can have an adverse effect on cognition and
usability i.e. as incorrect schemata may be applied to using an artefact.

Long term memory and Schemata

As indicated, long term memory is not directly affected by distractions. However
working memory is, and if working memory processes incorrect information then this can

Page 43

Chapter 3 - Literature review part two. Cognition
eompromise long term memory and potentially risk future usability and cognitive
considerations. To fully understand these implications long term memory will now be
explored.

Huitt (2003) suggests information can only be stored as one of three forms of memory;
declarative memory, procedural memory and images. Images are simply pictures and
visual representations, whilst procedural memories are memories related to processes we
follow such as walking, or riding a bike. By far the most important and studied type of
memory is declarative. Declarative memory comprises of all the rules and concepts that
we know. It can be further broken down into semantic memory and episodic memory.
Episodic memory is our autobiographical memory relating to personal events. Semantic
memory on the other hand is our understanding of meaning and concept-based
knowledge relevant to our experiences and incorporates concepts, principles, rules and
strategics.

In terms of drawing past experiences and understanding into working memory for
purposes of cognition and usability, semantic memory is crucial. When we learn
information it is stored in semantic memory, when we interact with new things we draw
on our knowledge and comprehension from semantic memory to offer guidance and
suggestions towards our current scenario and interaction. From a cognitive perspective,
drawing on semantic memory allows us to understand and perceive our current situation
better and also to make better informed future decisions. Perhaps unsurprisingly this is
quite similar from a usability perspective; our semantic memory offers affordanccs that
will determine our perception of case of use and leamability.

A critical part of semantic memory is schemata. Bartlett (1932) suggested the notion of a
schema, which is described as a network of linked information stored in the long temi
memory. These similar to Miller’s later idea of chunks (1956). New information could
be added to or assimilated with a schema. Multiple Schemata could be unified into one
new schema. Schemata could be accessed from long term semantic memory and, if
necessary, manipulated from within working memory and re-assimilated back to long
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term memory as new or modified information. From this viewpoint schemata are
important to understanding cognition and arc an integral aspect of the Information
Processing Model.

The Information Processing Model explains how our mind perceives and processes
information. It addresses how information is sensed, perceived, processed, stored,
retrieved and used to make future decisions and infonn us of our current environment.
Cognitive Load Theory will lead on from the Information Processing Model and explain
how external elements affect our working memory, and how we can manage these
elements.

Cognitive Load Theory
The Information Processing Model explains cognition; how we learn from and
understand our environment. Cognitive Load Theory attempts to advise us how to
measure and manage this learning. Specifically Cognitive Load Theory is defined as
being “concerned with techniques for managing working memory load in order to
facilitate the changes in long term memory associated with schema construction and
automation” (Paas et a/., 2004). Cognitive Load Theory (CLT) is directly linked to
learning. However it can be applied to any cognitive process. This is where its benefits
can be directed towards usability because usability incorporates both leamability and
non-learning related cognitive processes such as perception and judgment.

Usability focuses on ease of use and leamability. Leamability refers to how we learn to
use a product so there is an obvious connection between the usability and Cognitive Load
Theory from the learning perspective. Also, in relation to learning software, leamability
has a second dimension because learning from the aetual educational content of the
software is also considered. Ease of use eomes, in part, from our past experienees of
using similar products so how we learned to use these similar products will also inform
us on how easy to use we may find future products.
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Cognitive seienee is deseribed by Shaffer, et ai, as dealing “with the mental processes
behind learning, memory, and problem-solving” (2003“^). Cognitive science identifies,
among several methods, an information-processing approach to explain how the mind
works. Atkinson and Shiffrin (1968) described a cognitive model of learning that
assumes three memory types: sensory memory, working (or short term) memory, and
long term memory. This approach, based on the Information Processing Model, forms the
backdrop to Cognitive Load Theory.

Cognitive Load Theory was created by John Swcller (1988). Sweller describes cognitive
load as the demands made on working memory when processing information and
attempts to explain how the limited resources of working memory can be affected by
external elements which in turn affect learning.

The following section will give an overview of Cognitive Load Theory by defining and
explaining cognitive load. Subsequently it will describe methods for measuring,
managing and balancing cognitive load. Finally, the concepts of cognitive offloading, and
element interactivity will be introduced and discussed.
Cognitive load
Cognitive load is defined by Swcller (1988) as the demands placed on working memory
when processing information. Cognitive load has become very important in the area of
instructional design where the pedagogical effect of cognitive load is considered when
designing the instructional material (Kirschner, 2002, Mayer and Moreno, 2003, Van
Merrienboer et ai, 2002, Artino, 2008).
CLT is based on two key points: 1) Human memory is limited and 2) we can circumvent
this with schemata and automation (Swcller et ai, 1998). CLT attempts to inform the
process of instructional design by providing an understanding of the demands placed on
cognitive processes. Knowing that working memory is limited to processing about seven
chunks of information (Miller, 1956), CLT helps us to understand how best to present the
infonnation to a learner so that they may learn efficiently and effectively.

4 Shaffer et ai, (2003) p333
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CLT posits three types of cognitive load that affect learners: Intrinsic, Extraneous and
Gcnnanc Cognitive Load (Bannert, 2002, Swellcr et al., 1998).
Intrinsic Cognitive Load (ICL) is the load caused by the difficulty of the learning task.
For example, the more complex the learning task, the greater the Intrinsic Cognitive
Load. Instructional design cannot affect Intrinsic Cognitive Load i.c. a particular learner
will find ‘2+2’ has an intrinsic difficulty that cannot be changed with instructional design.
The same learner will still have the same intrinsic difficulty with ‘2 oranges + 2 oranges’.
The instructional designer must be aware of the potential ICL that the user will
experience and must find other ways to restructure the overall Intrinsic Cognitive Load
and spread it out so the learner does not deal with the difficulty at once (explained in
more detail below).

Extraneous Cognitive Load (ECL) is the cognitive load that is directly caused by the
instructional design. The instructional design should take into account the learning, the
learner, and the learner’s environment. Bad instructional design will complicate or
confuse the learner and lead to a high Extraneous Cognitive Load. The goal here is to
keep extraneous load low. In the example of a learner learning ‘2+2’ above, an example
of Extraneous Cognitive Load may be found by asking them to add two oranges and two
apples. The learner may well spend valuable cognitive resources wondering why they are
not being asked to add multiple values of one type of fruit such as adding two apples to
another two apples. They may wonder if it is conceptually possible to add two different
fruit types and assume that it is a trick question. In fact the learner is wasting their mental
efforts as this is an example of poor instructional design. Had the instructional designer
realised this they could have altered the instructional design and saved the learner undue
ECL.

Germane Cognitive Load (GCL) is the load associated with the schema creation;
essentially learning. It is understood that a high level of GCL would aid learning.
Gcmianc Cognitive Load refers to “relevant” load. GCL is used to re-present the intrinsic
difficulty of the task in a way that can enhance the efficiency and effectiveness of
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learning. This is easily aehieved with instmetional design. Using the example above of a
learner adding ‘2+2’, an instruetional designer might show a pietorial representation of
the task instead of a textual representation, perhaps showing two oranges on the left side
and two oranges on the right side, and finally ask the learner how many oranges are there
in total. The addition of a diagram does not ehange the intrinsie difficulty of the task but
it docs change the way that the user interacts with the instructional design. The cognitive
resources dedicated to understanding the diagram indicate an extra load but it is a load
worth bearing because it serves to enhance the learning. In this sense it is ‘germane’; it is
‘relevant’ to the learning.

Simply put Cognitive Load Theory considers GCL as the ‘good load’ and efforts to
increase this load are encouraged. CLT considers ECL the ‘bad load’ and efforts to
reduce this are also important. And finally CLT considers ICL the invariable load
associated with task complexity that is not changeable.
Schemata within memory
Cognitive Load Theory is specifically interested in Schemata.

Past experience and

knowledge greatly influence how cognitive load is experienced by a learner. It also
determines what is relevant to a learner i.e. what is GCL to one learner may be ECL to
another as the above example of a pictorial representation suggests.
As stated above information stored in long term memory is usually stored as schemata.
Schemata categorise information according to how it will be used. As new information is
processed it is assimilated in existing schemata or new schemata are created for the new
information. Schemata can hold vast quantities of information. At a more evolved level,
existing low level schemata arc assimilated into higher level schemata. This is how skills
arc developed. Once skills have become learned, the procedural knowledge required to
perform these skills becomes automated (Sweller et ai, 1998). This automation reduces
the demands made on cognitive processing. An example of this phenomenon would be to
look at the above example. As a child, learning to add ‘2+2’ was an extremely difficult
task, the problem of addition had an intrinsic difficulty. However as an adult we have an
automated response to these simple problems and when we need to answer what ‘2+2’ is
we automatically draw from memory the answer as opposed to actually applying
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eognitive resources from working memory to solve this problem. This is one example of
how our mind works to adapt and manage cognitive load as well as demonstrating
learning. This also demonstrated that ICL is dependent on the problem itself and the
learning available to the learner.
Managing cognitive load
Poorly managed cognitive load is one of the most fundamental inhibitors to learning. We
must learn but at the same time our mental resources are finite so if the cognitive load we
experience is not well managed then learning will be adversely affected. Intrinsic,
Gcmiane and Extraneous Cognitive Loads are all experienced differently by us, in part
due to our differing memories and experiences, and this makes management difficult.
However there are some methods of managing cognitive load which can be generally
applied to us equally.

Management of cognitive load only seems productive where the infonnation being
learned is highly complex and so has a high intrinsic cognitive load. If there is a high
intrinsic cognitive load and a high Extraneous Cognitive Load, then both loads will fight
for resources. However, it is not enough then for, say, the instructional designer to solely
reduce the Extraneous Cognitive Loads. She must also attempt to increase the germane
cognitive load to replace it. This is because a high Germane Cognitive Load will help
learning. Recent research has led to various methods of managing cognitive load. The
two main methods of managing cognitive load arc external management and internal
management (Bannert, 2002).

External management of cognitive load is where the management is done by a third party,
external to the learner (c.g. a teacher or a learning application developer). Cognitive
loading can be managed externally by attempting to reduce the Extraneous Cognitive
Load (ECL), by increasing the Germane Cognitive Load (GCL) or by restructuring the
Intrinsic Cognitive Load (ICL). These three methods are explained next.

Method 1) Reduction of ECL occurs by elimination of distractions especially those not
directly related to the primary task. Developers can achieve this by good interaction and
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instruetional design and teaehers can achieve this by creating a suitable and non
distracting environment.

Method 2) It is, however, important to maintain a high level of GCL and so instructional
designers are encouraged to increase the GCL. A high Germane Cognitive Load helps the
learner develop schemata that can be accessed by the working memory to process
information more efficiently. Usually, the higher the GCL, the better the actual learning;
developers will need to increase the GCL of the application at design time.

Method 3) ICL cannot be changed; the intrinsic difficulty of a task cannot be altered.
However, ICL can be restructured so as to “spread out the task difficulty” into slightly
less difficult sections. For example, when learning highly complex infonnation, it may
be productive to learn the information in two passes. The first pass breaks down the
complex information into smaller less complex chunks that will be processed serially. By
spreading out the complex information to be learned the learner can focus all the mental
resources on one problem at a time. The second pass involves presenting the whole of the
complex information to the learner and it is assumed that they will learn more effectively
in this manner.

As well as the above examples for externally managing cognitive load there have been
some examples of approaches to structuring instructional material that can also help to
manage cognitive load. Means-end analysis (Sw'eller, 1980), goal free problems (Sweller
and Lcvnic, 1982), worked out examples (Sweller and Cooper, 1985), split attention
affect (Sweller et al., 1990), redundancy effect (Sweller and Chandler, 1994), expert
reversal effect (Kalguya ef al, 2003) etc. are all examples of approaches and principles
that can be used by instructional designers to affect or alter cognitive load.

Internal management of cognitive load refers to the fact that learners themselves often
have or develop their own strategics for dealing with cognitive loading. Banncrt (2002)
showed that presenting learners with a choice of training formats may allow them to pick
the format that will result in the least cognitive load for them. This sort of strategy is
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intuitive from the user’s perspeetive and does not represent formal approaehes to
managing eognitive load. Rather they refleet experienee-based strategies to effeetive
learning which results in reduced cognitive load and increased learning. These strategies
generally result in the avoidance of sources of low ECL and acceptance of sources of
high GCL. An example of such a strategy using the above example of adding ‘2+2’ is for
the learner to take a piece of paper and pencil and rewrite the question in a manner that
suits them. This allows them to use their past experiences and knowledge to apply to the
current task. Unbeknownst to them, by restructuring the question, they arc inadvertently
increasing GCL; i.c. by re-presenting the task in a manner they are more familiar with.
Also they are reducing ECL; i.e. eliminating non-relevant information by re-writing the
task. However, the actual task of rewriting is most likely part of the ECL inflicted by the
original design. The original instructional design was so difficult to understand, that the
user was forced to apply cognitive resources to rewrite it.

Cognitive load can be managed by external sources but it is difficult to determine how
exactly a person will experience cognitive load in advance. In real time there is no option
but for the person to internally manage cognitive load. An ideal solution would be
software that continues to monitor and manage cognitive load before the user needs to
internally manage it. First, however, cognitive loads need to be accurately measured as
without the ability for software (or in fact humans) to accurately measure cognitive load
it may prove futile to attempt to manage it.

Measuring cognitive load
It is extremely difficult to accurately measure cognitive load. If however, cognitive load
can be measured it is then extremely difficult to differentiate between ICL, GCL and
ECL. There are however some common approaches to measuring cognitive load i.e. task
completion time, reaction time, correct solutions, memory retrieval time and correctness,
time estimation, rate of physical activity and speech, spoken disfluencies, multimodal
integration patterns, etc. (Oviatt, 2006) arc all examples of objective methods. Subjective
methods to measure cognitive load such as questionnaires tend to interrupt a person’s
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work and eannot be measured in real time. Physiological measures such as EEC and eye
monitoring, while also objective methods, can impose a strain on the learner and are not
yet good enough for field testing where cognitive loading is most apparent.
One of the most common methods of measuring cognitive load is via a dual task method.
The learner is completing one task such as walking and they are asked to complete a
second task such as using an application on a mobile device. This is a good indication of
cognitive load as it greatly restricts the ability of working memory to work on both tasks.
More novel methods of measuring cognitive load include using a pen input (Ruiz et al.,
2007) , language complexity (Khawaja et al., 2010), and speech pauses (Khawaja et al.,
2008) , etc. to name just a few.

There have been advances in measuring the load as mentioned above. However little
work exists that can accurately measure the different types of load by discriminating
between them. This is particularly interesting to usability and specifically learning
applications where one needs to determine what aspects of cognitive load are aiding or
inhibiting learning i.e. which aspect of instructional design is affecting the ECL or GCL.
When one can successfully identify cognitive load then one must determine the best way
to balance them so that the learner can benefit from maximum GCL without becoming
overloaded.

Cognitive load balancing
Cognitive load balancing is the concept of successfully balancing ICL, GCL and ECL to
encourage successful learning. Overloading and under loading can equally be detrimental
to learning (Paas et al., 2004).

Cognitive overload refers to a mental state of overload, where our mental capacity to
process information becomes stressed (Kirsh, 2000). In the example of adding
‘3,456+77,891 ’, a state of over load may be encountered if a person was asked to perform
this task in their head. The ability to perform what is required may exceed the capacity of
the mental resources. In this instance the person’s cognitive load is exceeded by a high
ICL and there is not much that can be done. Also if the person was asked to add
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‘3,456+77,891’ with the aid of a calculator, that was difficult to use, then the simple task
(adding two numbers with a calculator) can become quite difficult. They have become
overloaded by extraneous elements to do with the calculator use causing a high ECL.

Cognitive underload refers to the effect that cognitive load has on cognitive processing in
working memory; specifically it describes a mental state where cognitive resources are
“underutilised” and are susceptible to distraction (cf. Cognitive Loading, p5). This
implies that Just as we are susceptible to over burdening of our mental resources we arc
equally susceptible to under burdening. This occurs when one’s cognitive resources are
not utilised enough to maintain attention and one becomes distracted. For example if a
person was asked to use an application that would request them randomly to add ‘2+2’ at
some stage in the next hour, they would be required to stare at a blank screen for a
prolonged period of time. At some stage the screen would change and they could
complete the ‘2+2’ task. The person is obviously not over burdened by the task but the
task is not engaging, it is boring and the likelihood that the person will find distraction
more appealing is very high. They may look around the room or stare out a window.
When the task randomly comes up they may in fact miss it altogether and fail.

Overloading and under loading highlight the need for effective management of cognitive
load. The above example shows that it is important to find the correct balance between
the loads, so that cognitive load and mental resources are appropriately suited to the
objective at hand and the person completing the objective.

To further explain cognitive load balancing consider the example of a learner using
learning software on a mobile device. When a learner uses mobile learning applications
they are actually doing several things at once (figure 3). At the highest level they are
learning something - this is the primary objective. At the next level they are interacting
with an application, learning how to use the application, getting it to perform tasks, etc.
Next they are interacting with the system software of the device, and then they arc
interacting with the device hardware. Finally they arc interacting with the environment they may be walking, talking, riding on a bus or meandering through a museum.
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Figure 3 Model of cognitive load sources

At each interaction level there are several possibilities for distraction, whether they are
intentional (e.g. trying to remember ancillary information) or otherwise (e.g. imposed by
the environment). At the learning level there could be intellectual distractions such as
referencing previous learning, etc. At the application interaction level there could be
distractions such as poor usability design (e.g. difficulty in navigation or poor explanation
of task objectives). These distractions add to the Extraneous Cognitive Load. Similarly, at
the system software and device level there could be distractions due to poor usability
design (e.g. battery indicator and ergonomic issues, etc.), and again these are examples of
ECL.
Finally, at the environmental level there can be distractions such as people bumping into
us, a bus going over bumps, or talking to someone, etc. This again would add to the ECL.
Interaction distractions cause excessive cognitive loading and require a specific effort for
cognitive balancing.

What the above suggests is that cognitive load affects learners not just, as the theory
suggests when learning, but rather for any cognitive processes. People bumping into
learners distract them from their tasks providing as much extraneous distraction as badly
designed instructional material. Whilst sources of Intrinsic and Germane Cognitive Load
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may be eonstrained by the instruetional design, sourees of Extraneous Cognitive Load are
various.

This leads to an interesting question. If Cognitive Load Theory, primarily developed for
learning scenarios, can overspill to non-learning scenarios as the above suggests, what
other aspects of CLT can occur beyond learning?
Perhaps a starting point is to return and readdress the internal management of cognitive
load. One example used above for internal management is re-writing ‘2+2’ onto a piece
of paper. This, however, is also an example of cognitive offloading.
Cognitive offloading
Computers were designed, in part, for their ability to allow cognitive offloading (Dror
and Harnad, 2009, Kondor, 2006). Cognitive offloading means ‘offloading’ knowledge,
memories or processing outside of humans’ brains. It is also an example of “internal
management’’ of cognitive load, as explained above, i.c. when our cognitive load
threatens to overburden us with an overload situation we can “cognitively offload” some
of these cognitive loads elsewhere.

Initially computers were designed to handle a very specific task, which was deemed
taxing on, or even beyond, humans’ cognitive resources. One of the first examples of
machines acting in such a manner was the abacus, several thousand years ago. This
machine allowed humans to think more efficiently by offloading cognitive demands onto
an artefact which assisted humans in counting. Not only did it assist humans in counting
by freeing up cognitive resources, it allowed humans more cognitive capacity for other
cognitive processes. In this example, cognitive capacity was used to assist humans and
allow them to perform more complex mathematical operations.

The concept of cognitive offloading helps inform Cognitive Load Theory in that it shows
that cognitive load flows in both directions. It can be applied by the technology to the
user and it can be applied by the user to technology. This is particularly interesting for
usability as it shows there arc implications for Cognitive Load Theory outside of learning
scenarios and this perhaps shows that CLT can be more widely applied to usability.
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At this stage it would be sensible to readdress eognitive loads and look at them from
another perspective, that of ‘clement interactivity’.
Element interactivity

Element interactivity is not a cognitive load as such but more a method of attempting to
explain the loads themselves (Sweller, 2010) and their relationships with each other.
Element interactivity describes the relationships between elements that must be held in
working memory simultaneously so that their relationships can be the focus of conscious
thought. Essentially it means that for a cognitive process to be active in working memory
this process may be comprised of lesser elements and these elements must be held in
working memory simultaneously. These elements may also be comprised of sub elements
and so on. The complexity of the element interactivity is said to be related to the
complexity of the relevant cognitive load. That is, the more complex the clement
interactivity, the more demanding the cognitive load. As such it is used as a guideline for
the measure of complexity of a particular cognitive load.

For instance, to use a non-learning example to demonstrate element interactivity, making
a cup of tea could involve five elements 1) placing a teabag in a cup 2) filling the cup
with boiling water 3) adding milk 4) mixing and 5) removing the tea bag. The same
notion of a task comprising of five elements could be applied to driving a car 1) Place
key in ignition 2) start car 3) put into gear 4) check traffic 5) drive. Both tasks have five
elements but driving a car is far more complex than making tea. For example putting a
car into gear involves a high degree of previous knowledge, experience and practice; e.g.
knowing the location of all the gears without looking, knowing the order of clutch,
gearshift, and release sequence, knowing the biting point of the clutch and the correct
revolutions of the engine suited to the gear. ‘Making tea’ is an example of a task with low
element interactivity and ‘driving a car’ is an example of a task with high element
interactivity.

Using the notion of clement interactivity is a useful way to view cognitive load as it can
show that an overall cognitive load can incorporate many elements and sub elements. It
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also allows the designer to visualise the cognitive load complexity. But perhaps the
notion of element interactivity is too open ended. Does the environment add complexity
to the ultimate task or should we consider this separately? That is, if you consider the
above example of the intrinsic difficulty of driving a car should the environment be
considered an element of the intrinsic difficulty or a separate element causing extraneous
distraetions? Likewise should the complexity of making a cup of tea be the same for an
individual in their kitchen in relative peace and quiet, as that for a flight attendant making
a cup of tea surrounded by passengers whilst experiencing turbulence?

Furthermore, experience plays an important role in element interaetivity. If one drove a
car thousands of times then one’s experience, knowledge and level of task automation
would beeome invaluable. In this case, the perceived complexity of the task is lower and
the perceived ease is higher than for someone with no experience.

As our mind

assimilates certain actions and data to schemata then, in one sense, so too can entire tasks
(e.g. driving a car as in the above example) become assimilated into elements of a greater
task (e.g. travelling to work).

Element interactivity presents cognitive load and Cognitive Load Theory in a slighter
different light. Element interaetivity begins to show that CLT can move beyond learning
and this is a useful part to its integration into Usability.

Summary
This chapter led on from the previous discussion on usability, specifically the issues
centred on cognitive processing that mobile usability presented to the user and usability
professional. This chapter gave a baekground to the Information Processing Model and
discussed working memory, attention, long term memory and sehemata. These elements
are the foundations of both Usability and Cognitive Load Theory. This ehapter laid the
ground for a thorough exploration of Cognitive Load Theory and proceeded to explore
cognitive load and differentiate between ECL, GCL and ICL, before addressing the
importance of schemata within CLT. Next the importance and difficulties presented when
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managing Cognitive Load and the differences between internal and external management
were discussed. The issues surrounding the measurement of cognitive load were
approached and the importance of cognitive load balancing was addressed. Finally
cognitive offloading and element interactivity were introduced to display a different
aspect of Cognitive Load Theory.

This chapter ends with some questions surrounding Cognitive Load Theory. For example,
can Cognitive Load Theory be used in non-learning situations? How can the issues
surrounding the measurement of cognitive load be addressed? These questions will be
addressed in chapter 5 (cf Chapter 5 - Cognitive Load Theory and Usability
Engineering). Before these questions can be addressed, however, it is necessary to
explore the concept of “learning”. Learning plays a pivotal part within Cognitive Load
Theory and it appears prudent to explore this area before digging deeper into the theory,
and its criticisms.
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Chapter 4 - Literature review part three, learning
The previous ehapter explored the Information Proeessing Model and Cognitive Load
Theory. One fundamental aspeet of both the Information Proeessing Model and Cognitive
Load Theory is learning. Also, the review of Usability in ehapter two highlighted the
importanee of learnability when users learn to use a new system. As learning is only one
aspeet of Cognitive Seienee and Usability (albeit an important one), perhaps it is
unavoidable that certain discussions of learning may appear shallow. A thorough review
of learning would enlighten Cognitive Load Theory and Usability as well as helping to
discover aspects that arc common to both that could strengthen the integration bctw'ccn
them.

Chapter two concluded with a discussion surrounding some of the challenges that faced
mobile usability. These included Cognitive Load challenges. This chapter will seek to
address some of those identified challenges and look at them from a pedagogical
perspective to show synergies that can be addressed that would be beneficial to both
Cognitive Load Theory and Usability.

The chapter will begin with an overview of learning and will explore some of the main
theories of learning. It will then look at some of the factors that arc important to learning
such as knowledge transfer and motivation. This will lead to a discussion on learning
environments. This will address aspects such as the types of environment that are
conducive to learning. This will lead the discussion towards the technological
environment conducive to learning. From this discussion on technology within learning,
this chapter will progress into Electronic Learning (e-learning). A brief history of cleaming will be presented to show how fast this area is progressing and this will lead to a
brief description of some of the issues that this fast progression is creating. That is,
technology is constantly advancing and forcing pedagogical theory to adapt. This brings
the e-leaming theory up to the present day with what is called learning 2.0, or technology
enhanced learning (TEL). From here the discussion begins to address some of the issues
highlighted in both Chapters 2 and 3 as the discussion moves towards Mobile Learning
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(learning with a mobile deviee). Mobile learning will be defined and an argument for
elassifying mobile learning applieations will be presented showing eurrently used
elassifieations. This ehapter will eonelude with a new elassifieation of mobile learning
applieations that was ereated for the purposes of this study.

Learning
Learning is eonsidered to be the acquisition and development of memories and
behaviours,

including

skills,

knowledge,

understanding,

values,

and

wisdom.

Specifically, from the perspective of the Information Processing Model, it is the changes
made to long term memory, usually schema creation or automation.
In the twentieth century the predominant model of education could be considered as an
industrial model. Children were seen as products that passed through an assembly line of
education. Basic literacy skills (reading, writing, arithmetic) were taught.

Formal

educational environments were better at selecting talent than developing it (Bloom,
1964). Now in the twenty-first century, not only is high literacy demanded of everyone
but the ability to think and reflect is now a valued attribute in the workplace. People
therefore need much more to succeed than basic literacy skills. "Knowing" has shifted
from being able to remember and repeat information to being able to find and use it
(Simon, 1996).

This industrial model of education still exists today. Curricula emphasise memory rather
than understanding, and this seems at odds with Simon's contention above that
“knowing” is no longer about simply being able to remember. It seems that the current
system of education is unable to deliver knowledge to learners in the form that is required
in society and the workforce. The role of education now should be the development of
intellectual tools and learning strategics needed to acquire that knowledge (Bransford et
ai, 1999). The technological advances of the last 50 years have been adopted into
education and this imbalance between what knowledge is in society and how knowledge
is transferred in educational institutions is being addressed. These technological advances
will be discussed in later sections but now let us look at the fundamental theories of
learning.
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Main Theories of learning
Cognition ean be defined as the proeess of aequiring knowledge or understanding i.e.
learning, thinking or pereeiving. Cognitive seienee approaehed learning from a
multidiseiplinary perspeetive that ineluded anthropology, linguisties, philosophy, and
psyehology (Norman, 1980). It foeused more on what a person thought and felt when
approaehing learning as opposed to how they aeted. When talking about learnability in
Usability or learning in Cognitive Load Theory, it is noted that all users learn differently.
Aeeording to behaviourism, learning was thought to oceur when an aetion or behaviour
was repeated to a point where the result of that aetion beeame expeeted e.g. a similar
manner to how a dog will learn to bark when they hear a bell, they have over time learned
to expect a person at the door when they hear a doorbell (Hull, 1943). Subsequently it
was accepted there was more to learning than behaviourism admitted.
Constructivism (Cobb, 1994) suggests that learners ‘make sense’ of the world around
them. Learners draw on what they already know to assist them when constructing new
knowledge and understanding. The concept of constructivism and constructing new
knowledge out of already established information is important to Usability as it explains
concepts such as affordance and the heuristic “recognition is better than recall”. For
example, when learning to use a new piece of software a user will draw on previous
memories and knowledge related to using similar software to help. Likewise
constructivism is important to Cognitive Load Theory as the type and severity of the
cognitive loads experienced is linked to the learners’ schemata, stored experiences and
memories. Germane Cognitive Load is explicitly linked to constructivist theories as
previous schemata are used to make learning more effective by constructing new
information in a way that they may find familiar, again based on stored experiences and
memories.
Metacognition allows people to take control of their own learning (Veenman et al.,
2006). Metacognition requires the learner to ‘think’ about their learning. Again this is
important for cognitive load as the learner can consider their learning and decide to find a
means to apply a GCL to improve learning.
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There are however many more faetors that affeet learning beyond eognitive seienee
learning theories and they will be addressed next.

Factors of Learning
Knowledge stored in sehemata must be transferred by the learner to new experienees and
problems. Some learners have difficulty transferring already acquired knowledge from
previous experiences to current experiences. This led to some scholars stating that it is
better to “educate” rather than “train”. By this they imply that a deeper understanding of
the context of what is being learned needs to take place when learning, rather than a
shallow memorising of information.

Knowledge transfer depends a great deal on the context of the original learning. Learners
can learn in one context but fail to adequately transfer knowledge to another context.
If a subject is taught in a single context it appears much more difficult to transfer to other
contexts. When the same subject is taught in multiple contexts it appears to afford
transfer to other contexts much better (Bjork and Richardson-Klavhcn, 1989).
Sometimes established experiences are used to create a representation of new situations.
This becomes problematic when a learner will construct a new representation of
information while at the same time misunderstanding that same information.
Knowledge transfer has already been established as critical both to usability (e.g. past
experience will inform a current interaction) and to Cognitive Load Theory (e.g. past
experience can affect what type of cognitive load is felt and the severity.)

Schools differ from normal everyday environments mainly due to the emphasis on
individual work. There is also a notable difference in traditional learning environments
when problems are approached. Educational institutions emphasise “mental work”;
thinking long and hard to solve a specific problem. However, everyday environments use
a variety of tools and strategies to solve problems. Abstract reasoning is also applied in
schools whereas contextualised reasoning is used in everyday situations (Resnick, 1987).
The use of multiple contexts actually helps facilitate the learner’s knowledge transfer to
new contexts. Abstract representations of problems can also help knowledge transfer.
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Beck et al. (1991) determine that automatic and fluent retrieval are important
characteristics of expertise and that a majority of learning institutions fail to adequately
help students reach the fluency needed to perform cognitive tasks.
Many experts are actually ‘adaptive experts’, applying metacognitive principles to
monitor and make improvements to their learning. Adaptive experts approach new
problems flexibly and not only use what they already know, but arc also able to
determine what they will need to know to solve the problem.
Talent is not a characteristic of expertise - both experts and novices require a great deal of
practice to develop their expertise (Ericsson and Simon, 1993). In a similar way that
knowledge transfer is important to Usability and CLT, the efficiency of retrieval of this
knowledge is important and can greatly influence cognitive load and usability.

Motivation directly affects the amount of time people wish to spend learning. Humans
work hard for extrinsic rewards and to avoid extrinsic punishments but they also are
motivated for intrinsic reasons. Challenges must be adequately placed at the level of the
learner; tasks that are too hard exasperate the learner, and tasks that are too menial bore
the learner. But different students may have different motivations; some may be cither
performance or learning orientated (Dweek, 1989). There is also a social aspect to
motivation. Being part of and contributing to a group also helps motivation.

A child’s learning is mainly self-directed and self-motivated, however a child will use
‘guides’, such as parents, teachers, books, television, etc., to play roles in their learning.
As children mature they develop their own learning theories which can influence how
they approach learning scenarios (Bcrcitcr and Scardamalia, 1989).

Motivation is

important when considering any action, be it an interaction in terms of usability or a
source of internal management of cognitive load.

All children do not learn in the same way. This can be understood in terms of multiple
intelligences (Gardener, 1983, 1991, 1997).

Gardner describes eight forms of

intelligence: Linguistic, logical, musical, spatial, bodily, kinaesthetic, interpersonal.
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intrapersonal and naturalistie. Edueational institutions tend to foeus on the development
of the first two forms of intelligenee and pay little attention to the other types. Leading on
from the point above about motivation when interaeting with a usable deviee or internal
management of load, how an interaetion is presented to the user will greatly affeet its
ease of use and leamability. An interaetion that ineorporates instruetional design elements
that eaters to these forms of intelligenee ean greatly affeet the usability and the eognitive
load. For example if a human-eomputer interaetion is built from the perspeetive of soeial
intelligenee like soeial networks sueh as www.faeebook.eom or www.voutube.eom the
resultant motivation may inerease and the usability would appear improved and eognitive
load would deerease.

Learning environments
The environment in whieh learning takes plaee is as important to learning as the learning
theories. The eorreet environment ean foeus attention for the learner and eliminate
distraetions. The importanee of learning environments is similar to usability’s Context of
Use. The aspeet of external environments is not greatly explored in Cognitive Load
Theory (whieh is primarily eoneerned with instructional design), but as the following
shows, there are benefits to learning when the environment is properly considered.

In Latin a ‘curriculum’ was simply a path that guided chariots to an eventual end. This
metaphor is not too far from the ways curriculums arc implemented in schools nowadays.
There are many learning objectives serving as signposts along the way. The student does
not develop skills to use “the environment” to solve problems, rather problems and
solutions are scattered along the path with little deviation allowed to the ‘natural
landscape’ at the periphery. It is within this ‘natural landscape’, that learners really
develop an understanding of the context of both the problems and the solutions (and
ultimately by understanding the problem space, learners can solve the problems better),
as opposed to focusing on recalling a solution from memory (Robinson, 2010).
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During the 19()()’s, as already pointed out, the education system became modelled on the
industrial factory model. Children were raw materials; teachers were the workers who
created the final product - an educated person. One of the main critiques of this approach
is that this favours people of linguistic or logistic intelligence but fails to develop others
adequately. It selected good students as opposed to developing good students.
This form of learning environment remained prevalent until recent times when there has
been a change to environments that nurture and help educate holistically. The move is to
environments that educate in a wide context and not just train for a specific task.

John Dewey (1916) noted that the biggest waste of schools was that children could not
use outside what they learned inside and vice versa. The school becomes an isolated
feature outside of the community most often with large bars/fcnccs on the outer walls
(keeping the students segregated from the community). What Dewey is trying to say is
that rather than learning an abstract concept, education should allow learning a real
concept in a real setting. The environment in which we learn has a critical bearing on our
cognitive process of learning. Returning to the Information Processing Model, here it is
argued that attention (e.g. attending to salient aspects of the environment) can affect
perception, working memory and long term memory. Pedagogy realises the importance
of the environment to learning, as docs Usability. Cognitive Load Theory can benefit
from a similar realisation.

Usability’s Context of Use also considers the technology used to be an important aspect
of the determining the context or environment; so also docs learning. Again this is an area
that Cognitive Load Theory has not focused on to a great degree and a deeper discussion
will take place in the next section.

Technology for learning
As already noted, children (and adults) will often look to guides or roles to help them
with their learning. In many instances these guides are technologically based (e.g.
computers, electronic aids) as opposed to biologically based (e.g. teachers, parents).
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Teehnologies do not, however, guarantee effeetive learning. An eleetronie eireuit board is
inanimate but how it is applied and used ean have great benefit. For years the television
has been used for edueational purposes, but it is also used for non-edueational purposes.
The internet is a great souree of referenee and knowledge but a lot of that knowledge is
irrelevant. As mueh as teehnology ean advanee learning, it ean equally inhibit learning.
Badly designed systems and applieations can waste a learner’s time and frustrate them. In
a similar way badly designed systems can adversely affect usability. Cognitive Load
Theory is predominately concerned with instructional content and design and docs not
focus exhaustively on the technology, such as mobile devices, used to deliver such
content. This is one more aspect that usability could offer to CLT.

Bransford ct al. (1999) noted that there were five ways in which technology could be
used to create better learning environments.
1. Bringing real-world problems into classrooms.
2. Providing technical support to augment what learners can do.
3. Increasing opportunities for feedback.
4. Building local and global communities of teachers and learners.
5. Expanding opportunities for teachers' learning.
These arc quite sensible suggestions for the use of technology. Essentially technology
should be used to make a bridge between inside the classroom and outside in life; the
more seamless this connection the better the learning experiences. The technology can be
used also to provide a near continuous level of feedback to the learners. Feedback will
come from their teachers certainly but also feedback should come from ancillary areas
such as school announcements and communications. Feedback can come also from more
direct means like automated assessments of learning. These aspects of learning can also
be applied with usability to analyse learning and provide feedback that may assist the
cognitive load levels felt by the user. For example, a context-aware learning application
can be used to monitor and react to a learner’s cognitive load.
Such a system would be a bridge between learning, usability and cognitive load, and it
would also be of benefit to the individual fields.
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The whole aspeet of teehnology within learning is relatively new (within the last few
deeades) and, as teehnology advanees, pedagogy is a few steps behind and is eatehing up.
At this stage it is important to eontinue the diseussion on teehnology within learning and
begin to explore eleetronie learning (e-leaming). After this the diseussion will proeeed to
the focus of this thesis, mobile learning.
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E-Learning
Eleetronie learning (e-leaming) is essentially learning with an eleetronie deviee. However
the type of electronic device and the type of learning has lead to some apparent
differences of opinion within the e-leaming community as to what constitutes e-leaming.
This has led to several definitions of e-leaming described below.
Eklund et al. (2003^) describes c-lcaming as “a wide set of applications and processes
which use all available electronic media to deliver vocational education and training.
The term [e-leamingj covers computer-based learning, web-based learning, and the use
of mobile technologies. ”

Antonnen et al. (2006*^) suggest that '‘‘‘e-learning can be learning conducted on a learning
management system, on the public internet or on a closed internet. It can also be blended
learning in a combination with other learning and training methods. ”

Nichols (2008^) has a simpler definition; “E-learning is pedagogy empowered by digital
technology''.

As explained above, e-learning is any learning that is completed with the aid of an
electronic device. E-learning sometimes gets confused with online learning. Online
learning is a subset of e-lcarning that uses the internet as a delivery method but c-lcaming
covers the use of anything electronic that assists the learning process. It is tme that now
the biggest educational technology in play is the internet, but strictly speaking, online
learning is only a small part of e-leaming.

The importance of these varied definitions is to highlight a point made in the previous
concluding section; pedagogy can keep up with the rate of change of technology. The
same holds tme for Cognitive Load Theory. While CLT may have been developed in the

5 Eklund et a!., (2003), p3
6 Antonnen et al, (2006), p9
7 Nichols, (2008), p2
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1980's and was primarily based on text representations in books, the more recent
ubiquitous use of technology is proving difficult for CLT to adapt to and absorb.

To explain this a little better, the following will present a brief history of e-leaming. It is
expected that this can be seen to correlate with how technological advancements could
affect CLT, and how CLT has perhaps struggled to adapt to it.

History
In the late 1960’s in the United Kingdom a plan was created to offer learning
opportunities to the public regardless of their proximity to educational institutions. In
o

1969 The Open University was established and in 1971 the very first televised course
was broadcast. These were the early days of e-learning; learning with the aid of an
electronic device. These days the range of electronic devices keeps changing and
therefore the definitions of c-lcaming and what is understood as ‘c-lcarning’ by the mass
public keeps changing also. It makes sense that CLT's guidelines for instructional design
should also adapt to reflect the different types of medium used in delivery of learning
content.

In a very short space of time learning has moved from the classroom to television, to the
stereo (first with audio tapes then with CD’s), to video and DVD’s, and then to accessing
text material on various media formats (CD’s floppy drives etc). Learning then moved to
accessing text on various private (within an educational facility) and public (internet etc.)
networks, and e-learning progressed from text to audio and video presentations and
lectures. Again there was a move to supplement this with presentation software, word
processing software etc. and the e-lcarning and new media types were added to the vague
domain of e-learning. Despite these advancements in technology the learner still learned
in a stationary position (usually at a desk) as knowledge was taught to them, if not by a
teacher directly, then by a teacher via technology. Due in part to these paradigm changes,
the manner in which the content was created also had to adapt. A learner could now

8 http://www.opcn.ac.uk
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pause, rewind, and listen again to a leeture. This eould be seen to reduee the eognitive
load of the learner. If there was something intrinsieally difficult they could watch it over
and over again, and utilise a method to apparently restructure the ICL by repeating it over
several passes.

As computers and computing infrastructure became more advanced so did the interaction
abilities of the electronic devices; virtual learning environments were introduced,
educational games were created. Learning was seen as occurring anywhere, at any time.
It was possible to learn outside of the learning institution. At home, at a friend’s house,
on your own, in a group, at night or in the morning, learning was freely available to
everyone. It was your choice to learn. Learning was becoming collaborative, and
interactive, and the learner had the power. It would be interesting to discover how these
changes to learning affected CLT and instructional design guidelines in general. Did the
freedom of location, motivation and choice now involved in learning affect the cognitive
load felt by the learners? Did it decrease the cognitive load as they could internally
manage it better (with new technology) or did it increase as they became more
susceptible to the external distraction apparent in the environment? Zhang et al. (2004)
suggested that c-lcaming could make some learners uncomfortable and increase
frustration, anxiety and confusion. These characteristics can all add to cognitive load and
are beyond the scope of “instructional design”. To a certain degree usability can access
and deal with some of these reactions via the Context of Use, and it would be sensible if
CLT had the capacity to observe and react to these kinds of situations.

The classroom had evolved in the space of a short few years, from calculators to mobile
devices and ‘24/7’ connectivity, but it can be argued that the approach to learning has
remained mostly unchanged. What is clear is that pedagogy is adapting to the technology
that it uses and this makes a solid case for the need for CLT to adapt to the technology
being adopted by learning also.
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The following are some eharacteristics and issues associated with learning. They will not
be explored in depth and will just serve to indicate some aspects that can be incorporated
by CLT.
E-learning, characteristics and issues
E-learning may offer many opportunities for learning. Mobile devices aid communication
in general, but do mobile devices aid communication within a learning environment?
How can the support that mobile devices offer learning be defined and measured?
Increased communication, of any kind, will add more channels to be monitored,
supported and maintained as well as adding to the already increasing burden of
information for the student which will pose the threat of infonnation overload. With
information overload also comes cognitive overload and learning will be affected. It is
necessary to know why a piece of educational technology will be of benefit in a learning
environment before its introduction. If the benefit docs not outweigh any negative impact
then its introduction will need to be reconsidered.

As stated, e-learning is learning “anytime, anywhere”. This is its first strength;
accessibility. Learning is no longer restricted to particular geographical locations.
Students can study together from geographically remote locations as if they were in the
same classroom. Indeed students from different countries can use the same c-lcarning
system for greater accessibility. However, this introduces several other concerns such as
different languages, cultural or environmental issues etc.

This concept of “anytime,

anywhere” is one that CLT has yet to consider. Nikolov (2008) suggests that learners
should not receive ready-made knowledge, but rather discover and construct their own.
This can lead to a student learning exactly what they wish to learn when they want to, but
this can also lead to non-uniformity of learning and make similar qualifications difficult
to compare and contrast. Theoretically two students can have the same qualifications,
perhaps have even have studied the same subject matter, but they now have completely
different learning paths, and learning objectives. This makes assessment and
administration of the students and the individual courses difficult. The implications for
instructional design become complex when instructional design considers students with
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different learning styles and the autonomy to pick and choose participants and modules
that they find appealing. This is especially the case for “blended learning” (Wall et al.,
2004). In blended learning the learner is subjected to both traditional classroom learning
and e-learning. It is difficult to see how CLT should react in this instance. There is a
possibility that a learner who picks a subject in which they are interested may find the
intrinsic cognitive load is lower but they may adapt a higher GCL based on past
experiences. However, if they select a course that they arc not interested in they may find
that the ICL is high and they may not have the ability to refer to past experience to
improve learning with GCL. This leads to the notion of choice, and beyond the topic of
internal management of cognitive load, this section has not been exhaustively covered in
CLT research.

When learning goes beyond the classroom it is inevitable that the administration of
learning gets absorbed by the learning institutions. Attempts to develop c-lcarning
solutions from within learning institutions can look amateurish in comparison to solutions
developed from outside of the institutions by professional development companies
(Anttonen et al., 2006). Such e-learning solutions may inadvertently force Extraneous
Cognitive Load onto the learner as the learner must now apply mental resources to using
a badly designed system.
Within e-learning there is also a problem of user acceptance. Eklund et al., (2003)
suggest a cycle of educational technology. That is, educational technologies leverage off
base technologies and lag behind when compared to the maturity of these base
technologies. Essentially Eklund et al. argue that the mainstream technology of today will
become the educational technology of tomorrow. For example, social networks have been
around for a long time and they arc a proven communication tool developed by large
teams of software developers. Most educational institutions do not have similar resources
to build similar systems. Therefore the systems built by educational institutions would be
‘amateurish’. This results in the learner directly and unfavourably comparing the
academic institution’s software to the professional company's software, which they most
likely already use and accept. Unfortunately this ends up with the learner's lack of
acceptance of the educational institution's software, and if they are forced to use it, there
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may be preeoneeived apprehensions and reluctance. Such attitudes must inflict a large
degree of cognitive load that goes beyond the scope of CLT in its current form. However
Usability Engineering can address some of these issues with tools such as competitive
analysis, cognitive walkthrough or a heuristic evaluation and of course the Context of
Use.

Nichols (2008) argues that the greatest barrier to effective c-lcaming is context. By this
he implies that it is not technical complexity that will hinder the advancement of cIcaming, but rather it is the c-learning users’ lack of understanding of the context in
which e-learning should be used, either through ignorance or due to bad previous
experiences.

In the early 1990’s computer assisted c-lcaming consisted of very limited email; tlic
internet was only in its infancy and the c-lcaming tools were basic. Despite that, a
generation of young learners accepted and adopted technology for learning. Perhaps, in
this context, the students themselves became the experts in the use of the technology to
which e-leaming was, in later years, to adapt e.g. tools such as email, or internet fomms.
Eastin et al. (2009) define this problem of “internet sclf-cfficacy” where students enter
tertiary education with a higher level of understanding of the internet and its technologies
and use than do their teachers.

The success and failure of e-leaming and perhaps the success and failure of CLT depend
greatly on the goals of educational institutes. Eklund et al. (2003) suggest that c-leaming
(and learning in general) is being driven by a business model and the goal of e-Iearning is
not to reduce the cost of training but to drive business results. There is certainly no doubt
that businesses have embraced the e-learning phenomena yet some of the best e-learning
solutions are in place in the private business sector and the workplace, and not, as you
would expect, in the educational institutions.
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Niehols (2008^) state that “wt; can’t generalise about the student experience with elearning because so much depends on the pedagogical and technological mix that is used
in each study". It is diffieult to generalise about e-leaming, this is beeause the
teehnologieal and pedagogical mix is equally present in CLT. Therefore, it makes sense
that it is difficult also to generalise about CLT. Possibly even, as Nichols (2008) put it,
the ‘e’ in c-lcaming will be dropped altogether and c-lcaming will just simply be
Teaming’ hence signalling no difference between learning paradigms. Perhaps
classrooms may just become a place to socialise with teachers and students or to have
informal study groups and sessions with teachers and most of the learning will be done
with some sort of electronic device with a teacher acting in more of a facilitator role. The
borders between learning and e-leaming are already becoming a blur. As pointed out by
Punie et al. (2009*^) ""Children and adolescents in modern societies are growing up in a
world where digital technologies are ubiquitous" To them, c-leaming (if the term still
exists) will have a completely different set of connotations. Also what we know of
cognitive load and how it affects the learners today could be very different to how it
affects the learners of tomorrow.
Social computing has begun the spill over from daily life into academic learning; the
boundaries arc blurring (Punic et al, 2009). This presents opportunities for, and threats
to, how cognitive load is perceived and managed as learning spills over to daily life and
vice versa.

Ala-Mutka et al. (2008) reflected on a new phenomenon, ‘Learning2.0’ as the next
advancement of e-leaming using web 2.0 technologies and paradigms. In an apparent
contrast to our understanding and definition of c-lcaming, the future of learning will
move from being technologically-centred (learning with the aid of electronic devices) to
become learner-centred (technology is truly ubiquitous). The focus will be on learning
and not teaching. Self-directed and collaborative learning and assessment will be how
students will learn but we arc still not clear how current academic models, institutions

9 Nichols, (2008), pl8
10 Punie ero/., (2009), pi887
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and organisational models ean adapt to or adopt this paradigm shift. It was also noted that
it is important to take learning opportunities to where the audienee is already,
specifieally, on the web. This may pose the biggest obstaele to CLT. CLT is primarily
focused on instructional design and yet in a future scenario where technology is
ubiquitous so is the learning content i.e. sources of ICL, ECL and GCL will also become
ubiquitous.

It is believed that mobile technology is not yet fully ready to be used in education but in
the near future mobile devices will be the most widely used learning technology (AlaMutka et al., 2008).
If so then the future of learning will be mobile. Pedagogy, mobile usability and CLT will
need to adopt and adapt to this paradigm shift.
The following section will explore Mobile learning in more detail.

IVI-learning
Mobile learning (m-lcaming) has long been on the academic agenda as a new method of
education delivery. Pedagogues and parents on the other hand have been notably cautious
about the introduction of mobile devices to education, as noted by Shuler (2009),
believing them to be more of a distraction to learning than a tool for learning. One of the
restricting forces of the successful integration of m-leaming into mainstream education is
the set of issues associated with the usability of applications designed on these mIcaming devices.

E-learning has traditionally meant learning that takes place at a computer anywhere and
at any time. M-learning is seen as either an extension of e-learning or a completely new
paradigm that lets you learn as you “move” anywhere and at any time. M-leaming is a
term that has many different connotations and definitions. The definitions focus on the
concepts of mobility, ubiquity, and wireless ability. Costabile et aJ. (2008**) define m-

11 Coslabile et a!., (2008), pi45
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learning as ''The combination of e-learning and mobile computing”; Yordanova (2007 )
defines m-leaming as "Learning that is wireless and ubiquitous”, while Wains and
Mahmood (2008*'^) see it as "a type of e-learning which blends wireless and mobile
technology’ for the learning experience ”.
A simple definition is; “Learning with the aid of a Mobile device. ”

Sharpies et al. (2005) eontend that humans learn in any soeial setting, but predominately
w’here humans eonverse. They state that most learning, in its essenee, is eonversational.
Learning takes plaee with the use of teehnology and as new teehnology emerges we must
both adapt the users to the teehnology and adapt the teehnology to the users (Norman,
2007). Mobile deviees provide a unique set of opportunities for learning. However, our
inability to overeome the possible obstaeles to their use, and to build on the benefits that
mobile deviees ean offer, is the predominant reason why mobile deviees are not more
eommon in edueation.
Classifications of m-learning applications
Mobile learning is quite a broad eoneept. Traditional learning was very foeused i.e.
teacher and student in a classroom with some learning content in the forni of books etc.
As the previous section on e-leaming has shown, learning has evolved with the
integration of technology. Learning is now user-centred with learning applications that
serve many different functions. Users can use learning software to view slides from
classes, or they can view actual videos or listen to audio files from classes. In this manner
they are passively consuming educational content. Other educational software can allow
students to interact with other students on various learning activities and tasks, i.e. they
collaborate through the software. There is also educational software which allows
students to monitor and select paths and courses for their own education. What this
implies is that educational software serves many different purposes and caters to many
different user goals.

Whereas once there may have been one ‘English’ course in an educational institution
12 Yordanova, (2007), p23-l
13 Wains and Mahmood, (2008), p31
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there are now hundreds of thousands of available English software applieations that may
or may not be useful to a partieular student. There have been several attempts to elassify
the various applieations of software. Classifieation of these applieations is a very useful
endeavour as it helps to apply guidelines for design or evaluation. Sueh elassifieations are
dependent on the elassifiers’ objeetives. For the purposes of this researeh a elassifieation
was developed whieh was based on usability. This elassifieation grouped similar
applieations together aecording to whieh specifie attributes of usability eould be applied.
For example a elassifieation of eontext eould be used and all learning applieations would
be elassified based on the eontext of use. This refleets Usability’s eoneept of Context of
Use in that eharaeteristies of the user, task, deviee and physical environment would be
considered. However for a mobile device the most changeable aspect of the context of
use would be the environment. Certain guidelines for improving and evaluating usability
of m-lcarning applications could be created to cater specifically for this group c.g.
advising designers to use, where possible, context sensing functionality etc.

Guidance from a usability perspective is however not enough. As Van Nimwegen (2008)
identified, there is sometimes a paradox within usability when learning is considered.
Sometimes what is desired by the user is not necessarily what is actually needed.
Usability should balance ease of use with the user’s goals to address this confusion and
create a useable artefact that achieves the needs of the user. Cognitive Load Theory can
assist this aspect of usability engineering to determine the ultimate usability. That is,
learning can be demanding upon working memory and the understanding of Cognitive
Load Theory can help to identify when the ease of use comes into conflict with a learner
goal of learning. To that end, where possible, the potential usability classifications were
analysed from the perspectives of Usability, Cognitive Load and learning.

There have been some attempts to classify mobile learning applications but these
attempts have not been specifically focused on the usability issues or concerns
highlighted above. This is important as these classifications will partially serve as
guidelines for usability that developers will apply to different types of mobile learning
applications. These guidelines will also be used later to evaluate the same applications.
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Essentially a usability-based elassification would benefit mobile learning software by
identifying methods to design and evaluate the software from a eombined usability and
eognitive load perspeetive.

Some of the previous elassifieations attempted and doeumented in the literature are
diseussed below. These have been developed based on, for example, the learning theory
used or the location in which the application is used. A usability classification would
focus very strongly on the user and the goals of the user, as described above. While
previous classifications serve the purpose for which they were intended, they lack the
user-orientated focus that is required by a usability professional. It is worth noting that
there is no consideration given to a cognitive or cognitive load-based classification.
Cognitive load is heavily influenced by past user experiences and knowledge and
therefore it would be extremely difficult to classify the applications in this manner. That
said. Cognitive Load Theory is very important to the usability of m-lcaming applications
and so Cognitive Load aspects should play an important part in any usability-based
classification.
The following will present a surv'ey of some of the more recent attempts at classifications
of m-lcaming applications.
Pedagogical classifications
Naismith et al. (2004) determined that there are six categories of activities in relation to
mobile learning, and these are all based on pedagogical theories. The categories are;
Behaviourist, Constructivist, Situated, Collaborative, Informal and Lifelong, and
Learning and Teaching Support.
Behaviourist refers to applications that arc based on learning by a repeated action or
behaviour. Constructivist refers to applications that are based on learning by constmeting
new knowledge from prior learning. Situated applications are ones that are based on a
singular environment or context. Collaborative applications are ones where learners are
interacting with other learners. Informal and lifelong learning refer to learning that takes
place outside of a formal learning environment. Learning and teaching support refers to
applications that support learning and related resources.
This classification divides the activities according to their dominant pedagogical theory.
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For example a eonstructivist application would be one where a learner will generate
knowledge and meaning from their experiences. Constructivist learning on mobile
devices can include participatory simulations, for example, using the mobile devices to
track and demonstrate the spread of a virus (Colella, 2()()()). Naismith’s work is beneficial
to a pedagogical reader, but it lacks certain aspects that a usability reader may find
appropriate. Firstly, the classification follows important pedagogical concepts that
explain user activity when interacting with the application but they do not inform the
designer about design characteristics, especially for usability i.c. Context of Use aspects
such as user experience, environment limitations, etc. Secondly, there is a lot of overlap
between categories. The above example of an m-leaming application may be
constructivist but it also has situated and collaborative elements (explained further
below). These categories help to classify m-leaming concepts and theories but they will
not offer a framework to help design usable applications as explained above, in this
section, and in chapter 2.

Contextual classifications
Frohberg (2006) introduced a classification of mobile learning based on ‘context’. He

argued that all mobile learning takes place within a context and so it makes sense to
classify based on this. His categories arc: Free Context, Formalised Context, Digital
Context, Physical Context, and Informal Context.
Free context refers to applications that do not consider the context of the learner.
Formalised context refers to applications where the context is very well defined. Digital
context refers to contexts that arc purely digital with no physical context. Physical
context refers to applications that arc ‘mostly’ physical but may contain some elements of
a digital context (i.e. the application is for a mobile device). Informal context is a
progression beyond physical context that focuses on sources of ‘informal learning’.
This classification approach moves away from the pedagogical concepts and attempts to
classify applications according to the learner’s ‘context’. For Frohberg this ‘context’ is
created out of the learner’s activities, goals, interests and available resources.

This notion of context is very different to the ‘Context of Use’ as used in Usability
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Engineering whieh includes characteristics of the user, task, device and environment
(Kirakowski et ai, 1999) and is explained in detail in Chapter 2.
Context of use analysis in usability is performed with the intention of making manifest
any underlying assumptions about the user, tasks, equipment used and environment of
use. This helps to clarify what is required of the final software product. But, when
Frohberg refers to ‘context’ his motivation is to understand the context in which
‘learning’ takes place and from there a suitable technology can be applied to assist
learning.

Frohberg’s use of Context is, in other ways, similar to Usability Engineering's Context of
Use. Frohberg's Context is learner-centred. It focuses on the learners’ activities and their
goals as does Usability’s Context of Use. However, when everything else is considered
(task, device and environment), Frohberg’s classification combines these aspects without
giving them their individual importance. For example, Frohberg categorises an
application that can be used on a bus or on a beach within the Free Context. From a
Context of Use perspective these are two very different physical environments. And the
approach to designing these applications from a Usability perspective would be very
different.

From the perspective of Cognitive Load Theory, Frohberg's classifications would work,
but only because CLT does not place a strong emphasis on the environment. However
this is not justification to accept this classification. Rather it is a reminder that it is useful
to view things from different perspectives (i.c. learning, usability engineering and
Cognitive Science) as it gives a wider view and shows previously unconsidcred aspects.

Blended Classifications
In 2008, De Jong et al, put forward a classification of m-leaming applications. They
suggested the following dimensions of a reference model; Content, Context, Purpose,
Information Flows, and Pedagogical paradigms. These dimensions would all contribute to
a classification of an application. ‘Content and context’ both focus on the application
itself and how it will be used. ‘Purpose’ focuses on the designer’s goals. ‘Information
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flows’ foeus on the application information architecture (users; one to one, one to many,
many to one, many to many, etc.), and ‘pedagogical paradigms’ focus on the learning
theories contained within the application. The earlier example of a virus game (Colella,
2000) in the pedagogical classification section proves difficult to classify using De Jong
et al. ’s system. The content of this virus game can be either a simulation or a game; the
context can be either individual, time, location, or relations dependant, etc.; the purpose
can be anything from engagement and immersion, to discussion and social interaction;
the infonnation flows can be many to many, one to one, etc.; and the pedagogical
paradigm can be constructivist, situated, collaborative, etc.
From trying to fit the virus game into De Jong et al.'s Blended Classification it becomes
apparent that the blended classification is unclear e.g. what one deems to be the correct
classification may not be the same as what another deems to be the correct classification.
The Virus game can fall under several of the classifications and this subjectivity would
make it difficult to apply generic Usability and Cognitive Load guidelines and concepts
to individual classifications and groups of M-leaming applications.

Application based classification
Roschelle (2003) defines three types of application. They are: Computer response
systems. Participatory simulation, and Collaborative data gathering. Computer response
systems arc computers that arc used within a learning environment to gather responses
from students. Participatory simulations arc computer simulations that arc used to teach
such as Colella’s virus game above. Collaborative data gathering describes the activity of
a group gathering data from the environment independently and collating this information
within one application.
Roschelle’s application-based classification is useful from a usability perspective as
Roschelle classifies the type of application as opposed to the type of learning. Quite
obviously the participatory simulation virus based m-leaming application example above
will fit into the participatory simulation classification. These categories are distinct and
can offer real help to designers. However, they are incomplete and do not include many
m-lcaming application types. Roschelle (2003) stated in a critique that there are
potentially more categories but this is only focused on the most popular classifications at
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that time.

The best application classification
In summary there are already several attempts at elassifieations of mobile learning
applieations and from their authors’ perspectives they are successful in their goals and
objectives. However, they are not ideal for achieving our goals of a better understanding
of the usability issues associated with m-leaming applications as highlighted above. With
that m mind a new classification has been created that better suits needs of usability
(Dccgan and Rothwcll, 2010a). It was observed that m-leaming could be categorised into
five distinct categories: Learning Management, Supportive, Content-based, Contextbased and Collaborative.

Learning management applications refer to applications that have been designed to assist
or manage learning. Supportive applications arc applications which support other
methods of learning. Content-based applications arc ones that focus purely on delivering
content to learners. Context-based applications arc applications that arc designed to adapt
to provide learning based on the learner’s environment. Finally Collaborative learning
applications refer to applications in which the learner is part of a group of learners, the
members of which arc collaborativcly learning via the application. These classifications
will be explained in more detail below.
Learning Management
In m-lcaming there is a trend emerging in the use of the mobile device to remotely
manage the VLE (virtual learning environment). Using a mobile device you may register
for courses, see course schedules, view grades, retrieve homework, submit assignments,
participate in group discussions, and annotate common artefacts, etc. (Roschcllc 2003).
Giving the learner this control is seen as having good motivational effects.
Thcng, et al. (2007) describe how medical students at Wake Forest University School
used PDA’s to access, retrieve, record, and store patients’ information. Thcng et al. also
detail how law students could use a similar application to download legal resources and
organise and manage their schedules. These examples will be categorised as Teaming
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management’.
Learning management applieations are metadata based. That is, they eontain information
about the learning eontent (or material) as opposed to the aetual learning eontent.
Depending on the type of information aeeessed (and its purpose) Theng et uf/.’s Wake
Forest application could also be construed as falling into the context or content-based
categories (see below). For example, the application could be further developed to make
use of the mobile nature of the device by using Radio Frequency Identification (RFID)
tags or barcodes with patients to create a truly context-based application.
Supportive
Mobile devices can be used to support traditional learning (in a classroom or lecture hall),
e-leaming, or distance learning in many ways. There are two strands to these supportive
applications; direct communication between lecturer and student, and the clicker type
work which is used to survey opinion’"^.
The first strand has many alternative media. Voice calls (including conference calls) arc
one of the most basic fonns of supportive mobile learning. SMS (Short Messaging
Service) is a standard technology on all mobile phones, and provides a simple way to
form a feedback loop between teacher and student. It is also a highly effective way to
deliver personalised information in a timely fashion (Wains and Mahmood, 2008). More
novel methods such as video calls, social networking, wcb2.0 applications such as twitter
(httD://twittcr.com/) and instant messaging (IM) can also be used.

SMS feedback has also been used to supplement distance learning where the SMS system
was utilized in real time via TV learning (lectures aired over the television), as described
by Wains and Mahmood (2008). This allowed students to communicate directly with the
teacher. In the same study it was noted that in Japan, English lessons have been delivered
via SMS (Thornton and Houser, 2004) and SMS is already used in distance education in
the Philippines (Angelo, 2005) where SMS is used as a viable means of supporting this
initiative and providing direct communication between teacher and student.

14 http;//cll.vanderbilt.edu/teaching-guides/technology/clickers/
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These forms of supportive learning tools are not without their problems. For example,
Lindquist et al. (2007) studied the use of SMS to reeeive quiz answers. They noted that
the eognitive load was very high: students had to think about eomplex questions while
also trying to enter eomplex answers into a diffieult to use interfaee that was not designed
for eomplex text and symbol entry. These problems resulted in students not abbreviating
eommon terms and henee taking longer to enter the answer and eomplete the task than
was neeessary. This surprised the authors and perhaps suggested the limited resourees of
the working memory were fully oceupied due to exeessive eognitive load and therefore
the ability to reeall meta-information like abbreviations would also limited. Photo MMS
(multimedia message serviee) was also used in the same study (when hand-drawn
formulas were a better representation than a hand-typed SMS) and were found to be more
suited to complex problems than regular SMS.
Another example is the clicker type application. Traditionally clickers have been used to
gather opinion from a classroom (Scornavacca et al, 2009, Roschclle, 2003) but mobile
systems have also been introduced as a viable and cost effective replacement for this
technology*^. Typically a user will text a phone number, this phone will forward the
message to a database, the message will then be interpreted by a computer, and that
interpretation will be displayed on screen during the class. For example, a lecturer can
ask a multiple choice question and the class will answer. The results can then be
displayed as a bar chart to show the overall class opinion. (Similar ideas can be
implemented with internet-enabled mobile devices and IM software or twitter, etc.)

Content-Based
When traditional classroom learning moved to c-lcaming, academics recorded their
classes and users could watch or listen to them from a remote computer. Now content
delivered on mobile phones usually means small versions of what a user can already
access on a desktop.
There are even some moves toward the introduction of TV and Radio services specific to
the mobile device as suggested by Wains and Mahmood (2008). The transition to mobile

15 Altliough Lindquist et al. (2007) have indicated a worry about the costs of SMS amongst students

Page 84

Chapter 4 - Literature review part three, learning
device is becoming less of a problem as screen size, screen resolution, processing power,
memory, and battery life improve. However, it remains the case that content to be
delivered to mobile devices must be different to content that will be delivered to
desktops. In desktop environments you are usually in a quiet room, with a comfortable
chair and you can happily spend an hour or two at the desktop. With mobile content, there
arc numerous usability issues to consider. For example, you must create the content for
use in short bursts of a few minutes and you must also consider the distractions that will
be presented to the learner.
When m-leaming first started to make an appearance attempts were made to directly copy
what was delivered on a desktop computer and present this on a mobile device. These
attempts missed an important point. The reasons users use a mobile phone are different to
those that motivate users to use a desktop. Perhaps a user may be in a location without
access to a desktop, or maybe a user may only need a very short interaction (maybe less
time than it would take to power up a desktop). Therefore not only should we provide
different content due to technical and ergonomic reasons, we must also provide different
content because the user expects it.

Context-Based

Context-Based learning is a true mobile learning environment (MLE). A context-based
learning application will focus learning objectives in the environment in which it is being
used. A student’s learning outcome and learning material can change based on the
environmental context. Sensors (such as thermometers, light sensors, accelerometers,
microphones and GPS sensors etc.) embedded in the mobile device can help to interpret
the environment. This interpreted environment can have an impact on the learning
methodology and content. Moreover, this can be done either without the user’s
participation or the user can assist the process by capturing images (with camera) or
RFID tags to be then interpreted by the device. The user can also manually change the
context by explicitly telling the device about the current context (e.g. multimodal setting
like silent or library mode).
Augmented reality is the combination of real-world and computer-generated data (virtual
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reality), where computer graphics objects are blended into real footage in real time. This
is a great way for mobile devices, having sensed an environment c.g. via a video camera,
to overlay this environment with metadata (data about other data) on perhaps the device
screen. Morrison et al, (2009), described how users of a mobile device can use the
camera function to view a map in real time while the application overlays metadata on
the display (as well as the image of the map) (Morrison et al, 2009).
Schroyen et al., (2008) presented a museum-based game that has the ability to utilise
three types of context (socio-cultural, physical and personal) and integrate them into a
rich user experience. Socio-cultural context is supported by allowing the users to interact
with each other “directly” via VOIP (Voice over IP) and “indirectly” via data sent
between each device in the museum to keep everything and everyone synchronised. The
physical context is supported by localisation modules to interpret localisation information
(E.g. WiFi in this case as GPS does not work well indoors). The personal context
provides different interaction schemes as well as personal avatars to enrich the
experience. Theng et al., (2007), Silva et al., (2008), and Schneider et al, (2009) all
describe a range of software for context-based learning which fit into this classification.

Collaborative
Collaborative learning refers to the notion that a learner is not a passive participant when
learning but takes an active part in the learning process. A learner may collaborate with
other learners, teachers, technology and applications.
Roschcllc (2003) uses participatory simulations, as a type of collaborative learning,
which occurs when a group of students arc equipped with a mobile device that is capable
of data exchange with the other mobile devices. Students may act as agents in simulations
and the students can then become involved in the actual simulation. Examples of
participatory simulations, used in Roschelle's study, include decentralised systems (ants,
traffic jams, and flocking birds), mathematical functions, and tracking the spread of
disease. These types of simulations lead to a much deeper level of engagement in the
subject matter by the students.
Collaborative data gathering is similar to participatory simulations in that a group of
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students are equipped with a mobile deviee. However the students are not involved in a
simulation. The mobile deviees are used as “probes” with whieh to gather live data. The
gathered information is then promptly interpreted and fed baek direetly to the group so
that they ean see immediately the result of their eollaborative work. A typieal task for this
is to take readings from a stream for water quality evaluation where results are
aggregated and fed baek immediately and aecurately (due to multiple probes and
readings).
Blaek and Hawkes (2006) deseribe eollaborative learning as a methodology where
students acquire and build their knowledge base by interacting within a group. Their
studies have shown that students can often learn better in this environment than in a more
traditional classroom setting, as the success of the individual often depends on the
success of the group.
Edutainment refers to the recent phenomenon of Educational Entertainment (games).
Mobile devices arc used as gaming platforms with objectives based on learning
outcomes. Recently there has been a strand of Edutainment that focuses on collaborative
game play between learners. Costabile et al, (2008) created an m-learning game called
‘Explore!’ in which learners visit an archaeological park and learn about the site and
related history by completing a game based on the site and its history.

M-learning application classification discussion
A central concern when designing any interaction between a computer and a human is the
Context of Use. As discussed previously, the term ‘Context of Use’ refers to the
characteristics of the tasks the user will need to perform, the physical environment in
which those tasks arc carried out, the technological equipment employed, and the
characteristics of the user.
Specific to m-leaming there are certain aspects in each section that will demand a
stronger focus. For example, with regard to user characteristics there are challenges of
user experience and acceptance (young people arc very accepting of new technologies
and can envision their potential but older people find it difficult to accept such
technologies in their work and education). A lot can be learned by examining current user
practice on similar devices. In terms of task characteristics the most important are
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pedagogical and cognitive concerns. For example, the need to achieve learning outcomes
while facilitating case of interaction and balancing cognitive load is a crucial balance.

With regard to the characteristics of the physical environment, the main usability
challenges are the number of potential learning environments and the distracting ability
of these devices and the surrounding environments. Mobile devices by their very nature
are used in hundreds of different contexts (m-lcaming related and non-m-lcaming related)
c.g. working at your desk, working in a meeting, waiting for a bus, travelling by car,
sitting in the park. It is practically impossible to design for every potential context. The
physical environment will sometimes be noisy, sometimes quiet; sometimes the user will
be moving, sometimes stationary, etc. Typical issues here are the effects of noise, motion,
length of interactions, and varying user experience.

The device itself has considerable display, input, battery life, storage, memory and
processing constraints in comparison to desktop computers. Also, there are several
categories of device; mobile phone, smart phone, PDA, entertainment device, games
device, netbook, tablet PC, etc. Within these categories there are also hundreds of
variations of device in terms of processing power, connectivity, display, input, operating
system, etc. It is unrealistic to expect to develop a solution application that will work on
every device in the same manner but there needs to be consistency across multiple
devices. Berri et al., (2006) suggest that limited resources available on mobile devices,
specifically related to user interface input (keypad) and output (screen) restrict the ability
of the learner to view and interact properly with learning content.

Attwcll (2005) further describes the difficultly of selecting a suitable technological
approach to mobile devices. Each choice (see figure 4) will change some aspect of the
device’s usability and this must be considered. Similar diagrams could be considered for
tasks, users and environment characteristics.
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Figure 4 Technology Selection for mobile device applications (Attwell, 2005)

Moreover, the problems and solutions will vary according to the category of m-learning
application being designed, not just the technological choice.

This highlights the importance that usability focuses on the human and their cognitive
functioning rather than on technology because the case of use and learning will be
different for each learner even with a focus on technology. Understanding how a learner
learns, how fragile their attention is, how their working memory is affected by cognitive
load will have far greater consequences for mobile learning than focusing on the
technology.

Summary
This chapter has presented an in depth review of learning. It started with a review of the
main learning theories and continued to an overview of the factors that affect learning.
By exploring the learning environments, the effect that technology has on learning and its
importance was discovered. From this an exploration of electronic-learning commenced
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with an overview of e-Leaming history and this lead to a diseussion of some of the issues
that are prevalent within e-Leaming. The future of e-Leaming was diseussed and this led
to a deseription of a new paradigm ealled Learning 2.0. One of the main foeuses of this
paradigm is mobile learning. Mobile learning from this perspeetive aets as an important
link between mobile usability and Cognitive Load Theory and, in part due to this, a
thorough review of mobile learning applieations was presented. This led to a surv'ey of
attempts to elassify mobile learning applieations. Several types of elassifleation of mLeaming applieations were reviewed and with this as eontext, a new elassifleation of mLearning applieation was presented. This elassifleation addresses usability aspeets
speeifle to m-Leaming and ineorporates usability eoneems relevant to learning and
Cognitive Load Theory.

A main researeh question for this thesis is: ‘Can Cognitive Load Theory be integrated
into usability?’ Through this review, moving from learning through e-leaming to mleaming application classification, several new dimensions have been uncovered such as
the importance of the user’s experience and memories to learning. Cognitive Load
Theory and Usability. However, before an experiment can be constmeted that will
address the research questions there arc some concerns with Cognitive Load Theory that
have been highlighted in this and the preceding chapter.
From this review of learning, certain aspects of CLT have been found to lack a wider
reach. For example, the importance of learning environments in learning seems missing
from the instmctional design-focused CLT. Also the importance of the evolution of
technology and its affect on learning arc also missing from CLT. These questions will be
combined with the questions from the previous chapter regarding Cognitive Load Theory
and they will be explored more deeply in the next chapter, which will present a critique
of Cognitive Load Theory.
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Chapter 5 - Cognitive Load Theory and Usability Engineering
Both usability and CLT are based heavily on the Information Processing Model of human
cognition. Both have originated from cognitive science research over the last 50 years.
Both deal specifically with cognitive processes such as learning, attention and perception.
Both deal with the complexity of a task and try to suit this to the user’s level of
experience and knowledge (correct ICL level). Both also deal with eliminating
distractions in an application’s design (reducing ECL). However, here we can see that
while CLT has a third dimension that fosters germane load growth, usability on the other
hand lacks this dimension. Finally, Usability takes a wider look at the task and
environment and the effects these have on cognitive processing, whereas CLT focuses
solely on the task being processed by cognitive resources.

A distinction in this chapter is made between ICL, ECL and GCL as it is useful to
consider cognitive load from these perspectives. However, until such a time as cognitive
load can be reliably measured this discussion can be, at best, considered theoretical.
Cognitive processes play a very important role in usability. Learning, attention, memory,
comprehension, perception etc. arc all examples of cognitive processes. Learning is
important in usability of c-lcarning specifically when learning to achieve specific
educational objectives but also in learning to use the applications in order to achieve
those objectives. In the context of an e-leaming application (e.g. focused on learning the
capital cities of the world) first the learner must learn to use and interact with the system.
This is a secondary task. Next the learner must use the system to complete the actual
learning objectives (learn the capital cities). This is the primary task.
Usability makes a distinction between these types of learning but CLT does not. CLT on
the other hand is almost exclusively dedicated to learning and deals exclusively with
situations of learning. CLT does however use a different classification of learning;
Biologically primary (unconscious learning) and biologically secondary (conscious
learning) (Swcller, 2004). However usability theory docs not recognize this.
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Hollander (2010) says there is no CLT counterpart in HCI for fostering germane load,
perhaps because the goal of HCI is to reduce cognitive load (Sharp, 2007). Also,
approaches to lowering ECL within CLT are perhaps more suited to learning than general
usability. Usability experts have asked for a new model of usability that will cover
learning and perhaps this could include contributions from CLT.

The literature review presented a state of the art review from the fields of usability,
cognitive science and learning. During the course of this review several criticisms arose
that questioned the legitimacy of Cognitive Load Theory. These questions could have a
bearing on the successful integration of CLT to usability so it was deemed critical that
they be explored further. The results of this exploration are outlined below.

Legitimacy of CLT
An issue that surfaced early in the literature review in Chapter 3 (cf. Measuring cognitive
load) was the implication that it may prove difficult to determine an accurate method of
measuring CLT. This was mainly due to problems in identifying each type of load
explained in Chapter 3 (cf. section titled ‘Schemata within Memory’). For example, what
was ECL in one instance became GCL in another. The definitions for the load types were
not clear. Swcllcr (2010*^) recognises the sometimes confusing definition and theoretical
framework that defines cognitive load when he states;
'“'The mechanisms underlying extraneous and germane cognitive load have been
specified in a differential manner for each task to which they are applied hut tend not
to he specified in unified theoretical terms and that omission is beginning to result in
some serious misunderstandings and contradictions concerning the relations
between the categories of cognitive load."

A deeper review of these criticisms concluded that not only were the loads themselves
confusing but the foundation concepts of CLT and learning within CLT, had deep
weaknesses also. The following explains some of these conceptual weaknesses.

16 Swdler, (2010), p. 123
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What exactly is learning in CLT?
In Cognitive Load Theory learning is defined as an inerease in expertise due to an
alteration in long term memory (Sehnotz and Kiirsehner, 2007), speeifieally the ereation
and manipulation of sehemata in long term memory. Early work (Sweller and Chandler,
1994) eharaeterised sehema ereation and learning as eontributing towards ICL whereas
later work, after the introduction of GCL to CLT, highlighted schema creation as
contributing towards GCL (Sweller, 2004). In learning, ICL and ECL arc directly linked
to task difficulty and user expertise. If the ICL of a task is too low for a learner this
implies that not enough cognitive resources arc being utilized by the task and these
‘spare’ cognitive resources are more likely to be used by sources of ECL. Also if the ICL
of a task is too high for a learner this will imply that almost all of the cognitive resources
will be utilised by ICL sources and if a source of ECL is encountered it is more likely to
force a learner into a state of task failure and cognitive overload. Teachers have known
this long before the development of CLT; a student will learn efficiently when the
learning task is appropriate for their level. If the learning task is too simple a learner will
become distracted and if it is too difficult the learner may become frustrated in trying to
make sense of it.
Comprehension is required for task performance but it is sometimes hard to break down a
task into learning objectives and performance objectives. Comprehension and learning
are both cognitive processes (cf Kintsch, 1998) but there is a subtle difference;
comprehension constructs a mental representation in working memory, and does not
always lead to changes in long term memory, whereas learning always leads to long term
memory changes. This distinction helps us to understand differences between the
cognitive loads in terms of learning: GCL is directly associated with learning and ICL
and ECL arc associated with performance. But of course all of these loads arc relative
and based on educational objectives and user experience. This leads to the confusion
suggested above. Sometimes it is difficult to differentiate between learning and
performance.
Sehnotz and Kiirsehner (2007) questioned whether learning can actually take place
without GCL. They describe several studies which give examples of implicit learning that
take place without subconscious processes outside of working memory. They determined
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that the eonstruetion and automation of sehemata are not always eonseious proeesses that
take plaee in working memory. They give an example where the eomplexity of a learning
task is so great that it overwhelms working memory leaving no room for any additive
loads. That is, ICL oeeupies 100% of working memory. They suggest learning ean in faet
take plaee without GCL but GCL ean enhanee learning if added. Essentially germane
eognitive load is the eognitive load assoeiated with learning but leai'iiing ean take place
without it. That is, long term memory can be altered without GCL.

CLT guidelines suggest the following be applied when learning:
1) Apply material that is suitable to learners (cater to intrinsic load),
2) Eliminate material that is not suitable (cater to extraneous load) and,
3) Focus on what leads to deep knowledge (cater to germane load).
Unfortunately these guidelines arc difficult to follow as the instructor essentially has to
make a Judgement call on what exactly is suitable and what leads to deep knowledge as
opposed to shallow knowledge. What is suitable for one learner will not be suitable for
another and likewise what leads to deep knowledge in one learner will not have the exact
same outcome in another. So what exactly are instructional designers meant to take from
the above guidelines? If suitability and relevancy arc determined by the instructor, it
becomes difficult for an instructional designer to apply the guidelines as above. These
guidelines present a “best fit” approach to instructional design; a one size fits all
approach. However, a deeper understanding of the various load types may lead to a more
solid understanding of CLT, which would assist instructional designers and usability
professionals.

ICL or ECL or GCL?

As explained in detail in Chapter 3 (cf Cognitive load), there are three types of cognitive
load; Intrinsic, Extraneous and Germane Cognitive Load. Intrinsic Cognitive Load is due
to the inherent difficulty of the task; Extraneous Cognitive Load is due to distractions not
directly related to the task; and Germane Cognitive Load results in changes to our long
term memory due to the task.
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The explanation of GCL in ehapter 3 seems quite similar to that of ECL and also there
are some strong similarities to ICL. GCL and ECL are both defined with reference to
instructional design and the learners’ established level of knowledge. It would appear
they only differ based on whether schemata are to be developed or not, and whether this
is the goal of the interaction. This implies that what is GCL in one instance may be ECL
in another even if the task and user do not change, but the information to be learned docs
(schema creation).
Consider the following example: parents sometimes send their children to a sports club to
learn the sport. Sometimes the other more disruptive children at that club could be
considered a source of ECL to the goal of learning the sport. But perhaps other parents
send their children to the same sports club not just to learn the same sport but also to
learn social skills and to learn about interacting with the other children. In this case the
disruptive children arc a source of GCL based on the goals of some parents and ECL
based on the goals of other parents. The children and tasks involve the same activities,
but what is extraneous to one learning goal may be germane to another even if what is
learned is the same e.g. both children learned to play football, and both learned social
interaction in both circumstances. This distinction between the load types therefore
becomes unclear and relative.

Schnotz and Kiirschner, (2007) also identify the similarities between ICL and ECL,
stating that they can in fact become interchangeable depending on the educational
objectives and the individuals that are experiencing the load, again highlighting the
unclear distinction between the CL’s. They put forward a case of students reading a piece
of text to understand the content. These students could read and understand the text and
the effort required to comprehend the text was attributable to ICL. If the text was changed
to include legal terminology then the comprehension of the text now included both ICL
and ECL as it makes the comprehension harder. Finally if the same text was presented to
first year legal students the comprehension would revert back to ICL as they would need
to become familiar with the legal terminology in their future. And yet if the same text
was presented to final year legal students familiar with the legal terminology then the
loads would lean towards GCL as the terminology is now known to them and enhances
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the eontent. In the above example there are two paths. The first path is simple text a
reader needs to eomprehend and this eomprehension imposes an ICL on a learner. The
seeond path suggests a mix of the basie text and jargon. If the jargon is not known to the
learner and not relevant to the learning then the jargon imposes an ECL as the jargon will
take resourees away from the initial task of eomprehension of the basic text. If the jargon
is not known to the learner but relevant to the learning then the jargon will impose an ICL
as the jargon will have to be learned ‘with’ the original text. Finally if the jargon is
known to the learner and relevant to the learning then the jargon imposes a GCL as
knowledge of the jargon will ‘enhance’ the learning by embellishing the context of the
original text. Essentially we have three load types (ICL, ECL and GCL) that, based on
instructional design, are interchangeable.
CLT understands that the load types arc theoretically based on the learners themselves
and their experiences and goals. However it is extremely difficult for an observer to
dctcnninc what load types arc active within a learner and how severe they arc. In the
above example it is not as straightforward to say that comprehension of the text only
results in a certain load type for each scenario. In reality all three examples will result in
all three loads being active for the learner in each example. It will be difficult for the
observer to measure and determine what proportion of the total load is attributable to
ICL, ECL or GCL. And it is this confusion that makes the definitions of the cognitive
load types unclear.

Confusion in recent related work

There is some confusion in the recent research within the field of Cognitive Load Theory.
Central to this confusion is the notion of what exactly each load is and how they can be
managed. Below we sec some debate about the longstanding claim that ICL cannot be
altered. Also, similar to the point above about the confusion between the load types, it can
be seen that there is some debate on when the load types are interchangeable. This section
will serve to highlight some of the difficulty of adopting CLT within Usability
Engineering when that theory itself is uncertain.
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Currently it is aeeepted that ICL can only be restructured (complexity spread out into
smaller, more manageable chunks to be completed sequentially) and not reduced
(Swellcr, 2004). For example, learning that ‘2+2=4’ cannot be made intrinsically easier.
However, by first learning ‘1 + 1’, then ‘1+2’ and finally ‘2+2’, the problem becomes
restructured and it appears easier. Schnotz and Kiirschner (2007) questioned the concept
of ICL remaining fixed and suggested that as learning results in schema creation, this in
fact will also reduce element interactivity. With reduced clement interactivity the task
will appear less difficult than previously and it will appear that the ICL is reduced. They
suggest that ICL can indeed be reduced through learning and not solely restructured as
previously believed.
Schnotz and Kiirschner (2007) postulated the notion that a CL can be considered
extraneous or intrinsic depending solely on the learning objectives and the learner’s
expertise. In criticising GCL they also assert that it is in fact tied to ICL (later Swellcr
(2010) will concur with this point).
Paas et al. (2004^^) explain that GCL is somehow connected to ECL
“In some learning environments, extraneous load can he inextricably hound
with germane load. Consequently, the goal to reduce extraneous load and
increase germane load may pose problems for instructional designers. For
instance, in nonlinear hypertext-based learning environments, efforts to
reduce high extraneous load by using linear formats may at the same time
reduce germane cognitive load by dismpting the example comparison and
elaboration processes.
De Jong (2010) agrees with Paas et al. that gcnnanc load can become extraneous in
certain condition circumstances but acknowledges that this can conflict with the given
definitions of ECL and GCL. Dc Jong proceeds to identify some conceptual issues with
CLT specifically what he calls the ‘additivity hypothesis’. The additivity hypothesis is
based on the idea that ICL, ECL and GCL can be added together to give one total value
for the cognitive load. Dc Jong questions this. He argues that ICL and GCL are based on
separate ontological categories. That is, ICL stems directly from instructional material
and GCL comes from cognitive processes. Because of this it is actually impossible to add
17 Paas et al., (2004), p3
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them together. However, he suggests that this may just be a problem with how they are
addressed. That is, if they were both eonsidered to be in the same ontologieal eategory
(e.g. eognitive proeesses) there would not be an issue (De Jong, 2010).

Essentially GCL is needed for ICL - you cannot learn without thinking about the material
and therefore there will be a cognitive load associated with that thinking. However, it is
argued that ICL exists without GCL (Schnotz and Kiirschner, 2007). This raises the
question: ‘can GCL exist without ICL?’ Furthermore, a GCL for one learner may become
ECL for another, so according to this description, ECL and GCL can be considered, in
fact, to be identical depending on the context.
DeLeeuw and Mayer (2008) manipulated intrinsic load (by changing sentence
complexity, sec below) but surprisingly found this affected ECL rather than ICL. So
again we have an overlap between ICL and ECL.
Moreno (2010) agreed there were serious conceptual issues with the current CL theory.
She confirmed that a major concern for this theory was the indistinguishable nature of the
types of load, and how this leads to issues predicting outcomes for learning, performance
and CL overall.

Swcllcr et al. (2011) seem to addresses some of the recent criticisms of CLT. They
reconsider the definition of the loads themselves and therefore attempt to reconstruct the
theory of Cognitive Load. Sweller et al. (2011^^) suggests that GCL is perhaps
inappropriately referred to as a cognitive load and imply that GCL is merely a resource
applied to a cognitive load (i.e. ICL).
”The term 'germane cognitive load' is frequently used to refer to germane
resources although it is probably inappropriate to use the term. Unlike
intrinsic and Extraneous Cognitive Load that are imposed by the nature and
structure of the learning materials, germane cognitive load is not imposed by
the learning materials. Rather it belongs to a different category that can be
better understood as working memory resources that are devoted to

18 Sweller e/a/., (2011), p57
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information that is relevant or germane to learning. Such information
imposes an intrinsic cognitive load. In a similar manner, Extraneous
Cognitive Load, imposed by the instructional design used, must be allocated
working memory resources. Working memory resources devoted to
information that is imposed solely by the instructional design can be referred
to as 'extraneous resources' that must deal with Extraneous Cognitive Load."
The definition above of GCL is a eonsiderable change from the widely accepted
understanding of GCL and this example serv'es to demonstrate how changeable and
confusing Cognitive Load Theory really is.

It seems clear that there are cognitive loads imposed on a learner. Some of these loads
come from the inherent difficulty of the task and some come from the way the task is
presented to the learner. The task can cither be presented in a beneficial or harmful
manner. What is unclear exactly is how to determine each of the three load types in
reliable manner and that is what the majority of the above confounds allude to. However
the problem remains, how can a confusing or unclear Cognitive Load Theory be adopted
into Usability Engineering?

Measuring CL
As suggested above a big problem with the adoption of Cognitive Load Theory into
Usability Engineering is how each Cognitive Load can be determined. To understand
why this might be a problem we now address the measurement of Cognitive Load and
some of the concerns surrounding it.

Regarding CL measurements and performance-based measurements, Schnotz and
Kiirschner (2007) suggest the learner tries to balance all activities at the expense of the
main activity, effectively ruling out the dual task method of measurement as addressed in
chapter 3 (cf Measuring cognitive load). The dual task method of Cognitive Load
measurement relies on the subject completing one task, such as walking, and then being
asked to complete a second task such as using an application on a mobile device, the
main activity. This dual task method is supposed to force the subject to a maximum state
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of eognitive load so that eognitive overload seenarios are more likely and easily
measurable e.g. measurements from the task of walking ean eontribute to the eognitive
load presented by the mobile applieation. Sehnotz and Kiirsehner however argue that the
learner will adopt their own strategy to balanee both activities thereby reducing the
‘apparent’ effect of the cognitive load i.e. the cognitive load is usually only observed and
measured in the second, more obvious, task such as walking.

Also, for subjective ratings, Sehnotz and Kiirsehner doubt the learner’s ability to
articulate or distinguish their load levels; can the learner really assess load in its various
guises?
De Jong (2010) alludes to the relationship between performance and learning; both are
cognitive processes, where learning results in a change in long term memory and
performing a task does not. He quotes Gerjets and Scheiter (2003) who report on a study
where a ‘strong reduction’ in study time did not affect learning. This seems to conflict
with CLT: less study time (not changing the content of the study) will also decrease the
cognitive load but there was no change in learning.
De Jong echoes Sehnotz and Kiirsehner concerns over the measurement of CL and gives
several examples of publications where the measurements arc questionable. He asserts
that for accurate measurement, frequency yields the most accurate results. That is,
multiple measurements of an individual are far better than a single measurement.
He questions a learner’s ability to self-assess. Also he stipulates that the use of
questionnaires is widespread in CL studies but their interpretation is varied. For instance,
if one study found that high learning occurred and resulted in high CL they would
attribute this post hoc to GCL. However, if low learning occurred the same analysis
would,hoc, construe this as ECL.
De Jong also references many studies that found differences in performance but no
difference in CL and also differences in CL but no differences in performance. He finds
that often the unexpected results arc explained away due to external factors such as
motivation etc. A single level measure of CL is far less favourable to more accurate
multi-dimensional rating scales such as NASA-TLX'^.
19 hUp://human-ractors.arc.nasa.^ov/»roiips/I LX''
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De Jong identified three issues with CL measurements: 1) CL measures are always
relative and never explicit 2) Overall levels of CL do not help CLT as it docs not
differentiate types 3) Most measures arc not sensitive to variations over time (see below).
A critical point is that despite measuring cognitive load we are still no closer to
measuring overload or the maximum level of load felt during a task, we can only attempt
to measure the average total load.
Furthermore, measuring cognitive load rarely seems time dependant. Usually the user
will rate an ‘average’ feeling of load but it is very difficult to identify an ‘instantaneous’
load, a peak load or an overall load. Pass et al. (2004) suggest that overall load is suited
to questionnaires while instantaneous load is more suited to physiological measures. De
Jong references Van Gog and Paas (2008) who state that most studies focus on CL
ratings of the learning phase and not the testing phase. They stipulate that CL measures at
the testing phase arc very suited to detecting changes in GCL, whereas measuring load in
the learning phase is more suited to ECL.

These concerns regarding the successful and reliable measurement of cognitive load
serve to address the issues of defining the three different types of cognitive load. Without
a viable method of measuring cognitive load wholly or by the subparts (ICL, GCL and
ECL) proving or justifying the related aspects of CLT is difficult and unclear. And if
CLT is unclear it makes CLT’s adoption into Usability Engineering even more difficult.
Further concerns
Schnotz and Kiirschner (2007) suggest that too large a reduction in GCL or ICL can
lower the likelihood of learning as much as an increase in extraneous load; essentially our
simple rules of thumb are possibly too shallow;
"As our analysis has emphasized, simple rules-of-thumh regarding the reduction of
cognitive load are inadequate for instructional design. The different kinds of cognitive
load are subject to miiltiple constraints, which have to he well balanced in teaching
and learning. Instead of applying simple rules-of-thumh, we need a better
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understanding of how people learn under instructional guidance. ’ /Schnotz and
Kursehner, 2007^®)
Cognitive overload is predieted to oeeur when our eognitive resources become
overburdened and this can damage learning. However, in reality, learners actually have
coping mechanisms (e.g. cognitive offloading; writing down a calculation on paper etc.)
which mean they are actually very unlikely to enter a state of overload. Therefore perhaps
consideration should be given to the amount and duration of the load as well as the
amount alone.

De Jong (2010) identifies three issues with CLT; The conceptual (what exactly are the
different types of load and what makes them different?), the methodological (how can the
load types be measured?) and the external generalisation (can the theory be applied to
learning and pcrfonnancc?). He suggests that, by its very nature, the theory has three
types of load (fixed (ICL), good (GCL) and bad (ECL)) and that they arc all but
indistinguishable. This means that any and every outcome can be verified by the theory.
Moreno (2010^') draws the clear conclusion that there are not “standard, reliable, and
valid measures” for the theory. She explains that cognitive capacity may be fixed; the
cognitive resources allocated to the task also depend on student motivation. But neither
the cognitive capacity nor allocated cognitive resources are regularly measured.

Schnotz and Kiirschner determine that the rules of thumb that are used in CLT are too
shallow. De Jong finds conceptual, methodological and external generalisation problems
with CLT and Moreno determines that there arc no standard, reliable or valid measures
for the theory. It seems apparent that Cognitive Load Theory is flawed. Even if CLT was
adopted into Usability Engineering, would it be any clearer there?

Further cognitive processes within CLT
The cognitive demands of attention and perception could certainly be classified as ECL if
used to deal with distractions. If a student must perceive an irrelevant image (e.g. on a
20 Schnotz and Kiirschner, (2007), p504
21 Moreno, (2010), pi36
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doeument) to understand a learning task (perhaps learning a seientifie eoncept) then the
pereeption task eontributes ECL to the task of learning. However, if a part of the learning
task (again perhaps learning a seientifie eoneept) was enhaneed by the image then the
pereeption eould be understood to eontribute GCL to the learning task. Finally, what if
the learning task ehanged from learning a seientifie eoneept to learning the image itself?
Then, in this ease pereeption eould be eonstrued as ICE.
The same eould be said for the eognitive proeess of attention. Seleetive attention ean be
eonsidered either GCL or ECL depending on the objeetives of the learner or instruetor.
Does the instruetor want the learner to notiee distraetions and learn from them, perhaps as
a tool to inform a eoneept of the current environment? Or does the instructor want the
learner to ignore them completely, and consider the task at hand solely? Likewise, what if
the instructor wants the learner to identify and memorize the distractions, to help focus or
improve attention? In this case attention is considered an ICL.

So are ICL, ECL and GCL separate concepts or different names for the same thing? If a
cognitive process such as perception can contribute load in all three forms (such as ICL,
GCL and ECL) is there really a difference? In some regards the types of cognitive loads
arc all the same. They arc all subjective abstract concepts of a cognitive process (c.g.
attention as discussed above). But in other regards they cannot be the same.

Depending on the way the cognitive loads are interpreted (e.g. usually via user goals and
experiences) there can be distinct differences between attention focused on improving
learning (ICL), attention focused on the environment to improve learning (GCL), and
attention focused on the environment that degrades learning (ECL). The current
understanding of CLT seems shallow enough to cause confusion. A deeper level of
understanding of CLT and the types of cognitive load could greatly assist in addressing
some of the concerns outlined above as well as bringing CLT closer to the Information
Processing Model. A closer connection to the Information Processing Model would also
help incorporate other cognitive processes into CLT, which would result in a deeper
understanding of CLT itself

Page 103

Chapter 5 - Cognitive Load Theory and Usability Engineering
The role of learning in CUT is a troublesome one as well and for similar reasons. The
notion that GCL results in sehema ereation is a eomerstone of CLT but, as shown (ef.
ICL or ECL or GCL?), learning ean also oeeur subeonseiously (outside of working
memory) and ean alter long term memory with sehema adaptation or adoption. Also,
learning ean oeeur that is unrelated to the learning task and the load applied by this
learning eannot be eonsidered a GCL and therefore it must be eonsidered an ECL.
Essentially, although GCL must result in sehema aequisition, that is not to say that ECL
or ICL eannot.
Learning is seen as important to CLT but learning is only one part of the Information
Proeessing Model. Usability is also based on the Information Proeessing Model, but
again the notion of learning used in Usability (learnability) is different. This will possibly
eause eonfusion or distraetion in any attempt to ineorporate CLT into Usability
Engineering.

It would appear that CLT, when applied to usability in learning applieation settings,
demonstrates limited results at best and, as De Jong points out, the measurement of
eognitive load and the interpretation of the results are usually not fully understood. The
goal of the usability professional is to understand fully the eoneept and then apply it
eorreetly.

Usability Engineering incorporating CLT
As outlined in the introduetory paragraph to this ehapter, there are many similarities
between CLT and Usability Engineering. But fundamentally and importantly there are
two differenees:
1. CLT has an aspeet that attempts to inerease the eognitive load assoeiated with
learning and Usability does not.
2. Usability Engineering looks beyond the task or interaetion and ineorporates the
wider environment while CLT foeuses solely on the task.
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There is also another distinetion (also addressed in the opening section of this chapter),
regarding the issue of learning. Cognitive Load Theory identifies conscious and
subconscious learning whereas Usability Engineering can only identify conscious
learning. Also Usability Engineering rarely focuses on learning that will take place with
regard to the actual content of software. Rather Usability Engineering focuses on the
learning required to learn how to use the software. Cognitive Load Theory also does not
make this distinction between learning to use the software and learning from the
software, instead the focus is solely on learning from the software.

Related Work
Hollender et al. (2010) took some tentative first steps towards integrating HCI and CLT
concepts. An exhaustive search of the ACM database was conducted to find works
relating to both concepts. From this work several examples of the integration of CLT
concepts into HCI were found. Oviatt (2006), Sawicka et al. (2008) and Chalmers (2003)
all applied or suggested HCI design guidelines to reduce ECL. Fcinbcrg and Murphy
(2000) discovered that CLT design principles should be applied to GUIs to enhance web
based instruction.

An important work was conducted by Van Nimwegen (2006, 2008) in which he
attempted to incorporate CLT into Usability Engineering. A review of his work is
presented next.
Van Nimwegen (2008) took steps toward discovering a link between GCL and the
usability of applications. Van Nimwegen’s work centres on the concept that sometimes
making computer application interfaces user friendly actually results in a reduced
learning experience.
Central to his hypotheses is the concept of GCL. GCL is not very well understood in
usability and therefore there is generally no consideration given to the benefits of
applying 'excess' and spare cognitive resources to help learn and complete tasks. Van
Nimwegen identifies this shortcoming in usability theory and applies concepts from CLT
to address this. He determines that making applications easy to use may reduce learning.
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He satisfactorily shows that CLT can be applied to usability and that, while this will
make applications harder to use, ultimately it will result in a deeper learning.
However there are some shortcomings to this work. There were no attempts to measure
GCL, or any other type load. Conclusions are made but it is unclear how these
conclusions were reached. For example, “[ijntemalisation results in low extraneous load”
and “ftjhat (Internalisation) corresponds with high germane load” (section 7.2^^). These
types of statement echo De Jong's (2010) concerns, specifically as the individual load
types cannot be accurately measured. It is too easy to attribute the results of an
experiment, post hoc, to whichever load type the results appear to suit. That is not to say
that Van Nimwegen’s results or conclusions are not valid, but rather that they are based
on a theory that is itself questionable, and this will cause complications for any work
deriving from it. Finally, and perhaps for similar reasons. Van Nimwegen’s assumptions
appear confusing and sometimes contradictory when discussing Cognitive Load Theory
itself
Van Nimwegen appears to incorrectly mistake ECL for GCL and vice versa in several
instances. He conducts several experiments all of which are designed on the premise that
one group faces a High GCL/ Low ECL interface (information and rules are internalized
by the user) and the other group faces a low GCL / High ECL interface (the interface
externalizes some of the information). In his example of conference booking software,
the High GCL / low ECL group will see a calendar and a list of presenters. There is a set
of rules (e.g. some lectures can only be booked under certain conditions). A user must
figure out a way to effectively plan all the lectures.
In the Low GCL / High ECL version, the group will sec exactly the same as the other
group and will complete the same task but this time, when a presenter is picked, certain
sections of the calendar will be highlighted to show where the presenter can “fit”. The
hypothesis is that, given that these rules or constraints have been externalized within the
application leading to more options on the screen (high ECL), there will be less need for
cognitive processing (low GCL).

22 Van Nimwegen, (2008), pl34
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In terms of usability the goal is to reduce the cognitive load (and usability rarely
distinguishes between the different types of cognitive load). And this is actually achieved
in the second group by “externalizing” the rules (user does not need to consider the rules
as the application takes care of them). Traditional usability experts would have called this
a low ECL application. That is, you do not need to waste resources thinking about all the
possible solutions, the application has narrowed them down (‘recognition is better than
recall’). Van Nimwegen detcnnincs that this extemalization of information in fact
represents high ECL as the user now has more information to interpret. Van Nimwegen’s
contention is that this means the users do not ‘learn’ the rules. If the goal of the
application was to learn the rules then indeed it would not make much sense to
externalize them because that reduces the chances that the user will learn them. But that
was not the goal. The goal was to book a scries of conference lectures and both groups
completed this without fail and without any performance difference (both took the same
amount of time). If the goal of the application was to learn the rules needed to book a
conference lecture series then another approach would have been used.

A problem with this approach is that essentially the two applications, while appearing
similar, are completely different and this raises questions about the validity of the
comparisons. Basically, one application uses mental effort to solve a problem first and
then to input the solution into the application. The other encourages you to interact with
the application to solve a problem. It is not straightforward to say that one has a higher
load than another; it is more accurate to say that they are two completely different
problems that utilize different cognitive processing. As such, it is very difficult to
compare them.

Van Nimwegen’s results found no difference in task completion time with regard to
either method but he did find that the internalized group (high GCL / Low ECL) made
fewer moves within the application. If you consider the above this makes perfect sense
given that the user firstly solves the problem and then enters the solution into the
application (less moves). Compare this to the extemalization group that actively works
with the application and solves the puzzle concurrently (more moves). Again it could be
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argued that this is not solely a result of eognitive load but rather a refleetion of the
different proeess laid out for the learners.

In summary. Van Nimwegen firstly assumes that the interfaees are either high or low
ECL or GCL and does not give adequate regard to the subjeetive nature of the task
applieations from the learner’s perspeetive. For example, what is a eertain load of eertain
intensity for one user may not hold true for another.

Seeondly, what exaetly eonstitutes the ECL and GCL is eonfusing (and ICL is rarely
mentioned). Van Nimwegen assumes that removing control from the applieation (e.g.
returning the externalised information from the application to be processed in the
subject’s working m.emory), results in lowering ECL, and this is showai convincingly.
However within Usability Engineering externalising information to the interface (e.g.
externalising infonnation from memory ‘to’ the software) results in lowering CL. This
strategy is what is referred to in Nielsen’s ‘recognition rather than recall’ heuristic. This
usability heuristic addresses the notion of externalising infonnation from memory to
software so that a user will recognise it visually rather than be forced to recall it and
thereby use up valuable cognitive resources (cf Usability heuristics).
Essentially in Van Nimwegen’s experiment the rules needed to complete a task were
stored in working memory. The task was completed on a computer and the task inflicted
an ICL on the subject. The interface also inflicted an ECL on the subject. The subject was
applying GCL based on their knowledge of the rules and also GCL was inflicted on them
from the interface. It was assumed that this scenario contained a high GCL and low ECL.
In the next scenario the rules were externalised from the human mind to the computer and
the interface reflected these rules, and the task changed i.c. it appeared less difficult. Van
Nimwegen assumed that this scenario increased the ECL and reduced the GCL of the
given experiment. No indication was given of a change in ICL.
As the problem itself has been changed in the second scenario it is actually likely that
there was also a drop in task complexity as the ICL had been restructured. When the rules
were externalised the ICL would have lowered and also the ECL would have lowered (as
the interface now contained less choice for the user). As GCL exists within the space left
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vacant by ICL and ECL it is now conceivable that the second scenario would have
increased the GCL. This appears to be in contradiction to Van Nimwegen’s assumptions.
This highlights the issues of the unclear definitions and the interchangeable nature of the
cognitive loads leading to confusion.

Finally, direct measurements of cognitive load or its subparts (ICL, GCL or ECL) arc not
made and this makes it difficult to infer results such as “[i]ntcmalisation results in low
extraneous load”.

These criticisms echo what contemporaries such as De Jong, Schnotz and Kiirschner,
Moreno, and Sweller suggest are the shortcomings of CLT, and possibly these are some
of the obstacles that need to be overcome for the successful integration of CLT into
Usability Engineering. Ultimately Van Nimwegen’s work is one of the strongest pieces
that attempts to bridge CLT and usability but it has many deficiencies, perhaps due to the
underlying confounds with Cognitive Load Theory, that restrict his work’s applicability.
A more in-depth understanding of CLT will allow for a more fruitful companionship with
Usability Engineering.

Potential Guidelines
CLT can be adopted into Usability in the future, but perhaps not wholly right now.
Both Usability and CLT arc based on the Infonnation Processing Model. CLT deals with
some of the issues that surround learning. Usability also deals with some of these issues
surrounding learning, along with attention, memory and perception.
In order for CLT to become adopted successfully it will have to be made much clearer.
The distinctions between ICL, GCL and ECL will need to be clarified. Unambiguous
definitions for each type of cognitive load will need to be created and accepted. And with
those definitions will have to come clear, concise and dependable methods for measuring
these types of cognitive load.
The relative aspects of cognitive load will need to be addressed in order to make the
theory less dependent on opinion and more on facts. This includes the subjective aspects
of the learner, of the instmetor and of the acadcmic/rcscarcher.
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Until these eritieisms are addressed CLT eannot beeome fully useful to usability.
However some of the guiding prineiples of CLT ean be adapted to Usability.
Principles such as aiming the task complexity to suit the user (getting the ICL right),
reducing the distracting elements (lowering ECL), and, especially, increasing cognitive
processing where necessary (improve GCL). This latter aspect, while new to the language
of software usability, docs appear in the context of safety critical systems in Human
Factors work.

Within Human Factors, research in safety critical systems recognises the importance of
fostering Germane Cognitive Load. Wickens and Dixon (2007) identified workload as the
demands that are placed onto the human operator; these demands include both physical
and cognitive demands. Part of the role of automation within safety critical systems is to
reduce the physical demands on the operator. However, the technology introduced
imposes cognitive demands (Megaw, 2005). Megaw recognises that personnel in safety
critical areas (e.g. pilots, train drivers, medical personnel, etc.) rely on mental rather than
physical demands and therefore the cognitive demands are greatly increased with
associated newly introduced technology. Endsley and Kiris (1995) suggest that lower
cognitive processing results in passive, as opposed to active monitoring, and this is
problematic because passive monitoring is not as effective in monitoring safety critical
systems as active monitoring. Essentially if technology, and specifically a software
solution, is designed to lower cognitive load for a user, (e.g. only alerting a user to a
problem as it occurs and requesting them to deal with the problem) then the user will
perform these safety critical tasks less effectively than if the technology and software was
designed to increase the cognitive load for the user (e.g. ensuring that the user is actively
engaged in detecting a problem and dealing with the problem as it occurs). This echoes
Cognitive Load Theory's guideline of fostering Germane Cognitive Load and
demonstrates that theories from CLT can be applied to other fields, including Usability
Engineering.
However, there are also problems within this approach in Human Factors work. Megaw
identifies a severe problem with defining what exactly constitutes mental workload. This
is somewhat analogous to the issues that face CLT when attempts are made to define

Page 110

Chapter 5 - Cognitive Load Theory and Usability Engineering
Cognitive Load and demonstrates the need for a more robust and reliable Theory of
Cognitive Load that eould be sueeessfully applied in other fields of researeh sueh as
Usability Engineering.

Within usability there is the initial learning of an interfaee by a noviee user, and there is
also the area of the usability of e-learning and m-leaming applieations where the
application’s content has to be learned. These areas can benefit from applying principles
of CLT to usability. However, for a sincere cross-discipline approach, a deep and
meaningful understanding of CLT itself will yield a much stronger basis for good
usability. Perhaps CLT cannot be absorbed fully into Usability but aspects of it can be
used to some benefit.

CLT could borrow from Usability and Vice versa
At a very basic level the goal of Usability is to allow users the freedom to use artefacts
unhindered. The most typical form of hindrance is the artefact interface (the interaction
between the user and the application). Usability goals and principles attempt to explore
the distractions that a user is presented with irrespective of the task in which they are
engaged. That is, the principles afforded to critical systems (e.g. air traffic controller
systems to reduce distraction) can equally be applied to everyday systems e.g. mobile
phones.
Usability addresses these situations by understanding the ‘Context of Use’; a collection of
information that characterises the associations between the users, the tasks, the
environment and device. One key principle of usability studies is that a user can and will
learn to use interfaces, even difficult ones.

CLT is very similar to usability in theory, and yet there are subtle differences, in that:
a) CLT is focused on the task and ignores the external distraction whereas Usability
Engineering focuses on eliminating all distractions while completing the
interaction effectively and efficiently. The interaction includes interacting with
the interface (e.g. identifying where the buttons arc and what buttons arc pressable etc.) and also interacting with the content (e.g. making sure the content is
Page
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comprehensible, visible etc.). Both CLT and Usability Engineering require certain
cognitive processes and both arc subject to cognitive limitations.
b) CLT looks mainly at the cognitive possessing and addresses ways to minimise its
demands via instructional design and also learner management strategies.
Usability however uses the ‘Context of use’ to investigate the user, the task, the
environment and the device. CLT is very focused on the user but usability
includes a much wider view of the environment.
c) CLT assumes that learning takes place only within the instructional material.
Usability docs not restrict learning to the actual learning from the instructional
material and realises that sometimes learning can take place outside of the
instructional material. The idea of leamability, or learning to use the application,
can be viewed as extraneous to the task of learning from instructional material
within the application.

If CLT was to adopt usability principles that looked beyond the learner towards the
greater environment it would have a far better understanding of what exactly is
extraneous to learning. In its current views it only considers instructional design.
Usability ‘Context of use’ tells us that the weather, lighting, general environment, smells,
any sensory input, etc. all play a significant role in distraction, and these distractivc
elements could help toward a better understanding of CLT.

Learning theories, explained in chapter 4 (cf. Main Theories of learning), tells us that we
arc constantly learning, and making sense of the world. Usability tells us that the
extended environment can affect us cognitively; distractions affect our cognitive
processing and sometimes overload our limited mental resources. Although we do not
intend to learn from these distractions we process them and store them in schemata in
long term memory.
For example, in a library if we arc trying to learn from a text and we hear a sharp squeak
and turn around to see someone moving a chair we associate the noise with the action of
a chair moving. If wc hear the same noise in 20 minutes time we do not have to turn and
it will have become less of a distraction to our main task of learning.
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Even though we are learning with an intrinsic task (e.g. reading from a book in a library)
we have still learned from the extraneous distraction (noise). Therefore if learning from
instructional material results in ICL and if learning from the environment results in ECL,
the cognitive process of learning, and the GCL that is associated with the related schema
creation, cannot be seen as separate but rather as integrated into both the actual
instructional material and the environmental distractions. Specifically there is a GCL that
can be associated with ICL and there is a GCL that can be associated with ECL, as both
ICL and ECL can occur as a result of learning, and this leads to schema creation.
The confusing element here stems from the accepted definition of Germane Cognitive
Load i.e. GCL’s ‘relevancy’ to ICL. In the above example of learning from the
instructional material it is clear that the instruction material presentation will contribute to
GCL and this is controllable by the instructional designer. However what of ECL? If it
can be considered for a moment that learning resulted from the distraction of a squeaking
chair and this learning inflicted an ECL, then the relevant ‘GCL’ load would be
determined by how well we recognised the sound and were able to assimilate or create
suitable schema.

A model of cognitive load should exist in which learning always occurs. We cannot stop
learning; even if we try it is impossible. Perhaps all we can consider is learning that is
relevant to our current objectives (and causes ICL) and learning that is not relevant (and
causes ECL). When we are designing an interface in usability engineering, that will
accomplish a specific task, we should consider five questions/statements to understand
what type of cognitive load a user will experience when completing that task:

1. What arc the task objectives?
What is the task and what are the goals? Are there any sub goals? What is the
element interactivity? Are there subtasks? If so what are they? For each task and
subtask answer the following remaining questions:
2. Docs this cognitive load distract resources from dealing with the task/subtask and
is it not important that the user learn the material that is causing this load?
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If the answer to this is yes, then the load is ECL and efforts should be made to
reduee this cognitive load (drawing on the guidelines of CLT). If the answer is no,
continue to the next question.
3. Does this cognitive load make the task easier to complete and is it important that
the user learn how to do this task/subtask? For example, without this cognitive
load would the task be harder to complete?
If the answer is yes, then the cognitive load is GCL and efforts should be made to
maintain or increase this load and encourage similar types of load (drawing on the
guidelines of CLT). If the answer is no then proceed to the next step. A distinction
here should be made between efficiency of task completion and CL level during
task completion i.e. sometimes a higher CL will provoke a more successful and
deeper learning.
4. The cognitive load is ICL. If the clement interactivity is high, for the task, efforts
should be made to break the task into smaller chunks and spread the load out over
a wider scenario.
5. Generally if one thinks there could be spare capacity that is not being utilised, it is
very important to motivate the user to utilise this capacity themselves and to
foster GCL. Examples of this arc meta-cognition or analysing their cognitive
processes as they perform the task.

These questions should be asked by usability practitioners to help understand the
usability requirements when designing an interface that includes CLT considerations.

Conclusion
This chapter expanded some of the potential problems uncovered during the literature
review. There are issues with the Cognitive Load Theory itself and the definitions for
ICL, ECL and GCL which seem to overlap at times. These concerns arc important for the
general applicability of CLT to Usability Engineering. Measuring overall cognitive load
seems achievable with difficulty but identifying a breakdown of the loads to determine
what proportion of the overall load represents ICL, GCL or ECL seems impossible.
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Overall measurement of CL also appears relative and unelear. Some measurements (such
as multidimensional questionnaires, like the NASA TLX) are better than others but these
still only capture the notion of overall load. These measurements still fail to capture the
actual points of overload or the duration and intensity of CL. It is considered sensible to
take multiple measurements using different methods and also during different times.
Aspects of Cognitive Load Theory were identified that arc not present within Usability
Engineering and would be a welcome addition such as the ability to foster Germane
Cognitive Load and the recognition of Biological primary and Biological Secondary'
learning. Likewise, aspects of Usability Engineering were identified that arc not present
within Cognitive Load Theory and would be a beneficial addition, e.g. the ability to learn
from the wider environment and a greater awareness of the Context of Use.
A review of some recent attempts to incorporate Cognitive Load Theory into Usability
Engineering were investigated and a critical review of Van Nimwegen’s (2008) work, as
an example of the most advanced attempt to integrate CLT into Usability, was
undertaken.
Finally, this chapter looked towards a successful integration of CLT with usability
engineering and developed a series of questions that could be asked to assist usability
practitioners in understanding what types of cognitive load were likely to occur, and how
to deal with them.
This chapter concludes the extended literature review and prepares the groundwork and
landscape on which the experimental hypotheses will be tested.
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Chapters 2, 3 and 4 reviewed the eurrent state of researeh aeross several disciplines;
specifically, usability, cognition and learning. Chapter 5 gave a critical review of
Cognitive Lxiad Theory and also identified areas that may inhibit the successful
integration of Cognitive Load Theory with Usability Engineering.
After identifying these areas it was considered that perhaps a sensible approach to
adopting CLT into usability is not trying to consider all of the possible environments in
which a computer will be used. Instead it would be better to consider the cognitive effects
that these environments have on the user. If the software can detennine if the user is in a
state of cognitive overload (or underload) perhaps this may be more beneficial than the
developer trying to foresee the environments and scenarios in which the user will be
using the software. The software can then adjust its content to suit the user’s cognitive
load rather than constantly changing environments.
The following two research questions were developed that would address this possibility
of software changing content to suit a users cognitive load.
Research Question 1:
How does using a mobile device in a changing environment affect cognition?
Research Question 2:
Can Cognitive Load Theory be used to guide usability?
The remainder of the chapter will explain the process that was undertaken to develop an
experiment that could answer these fundamental research questions. This chapter will
addresses some of these concerns in an exposition of the background theory upon which
the experiment will be based. Specifically this chapter will review the relevant aspects of
Cognitive Load due to the environment and also sound and vision within working
memory. It will address the measurement of Cognitive Load and Learning. From here the
chapter will address the experiment design and present the application used as well as
outline and explain the experimental hypotheses. This chapter will address the selection
of suitable environmental stimuli and experiment settings before finally presenting the
experimental methodology.
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Concerns raised in the Literature review
At the outset it was apparent that there were fundamental coneems regarding Cognitive
Load Theory that would affeet any experiment design. Central to these issues were
problems surrounding the definitions of the eognitive load types themselves e.g. in some
eireumstanees ICL ean be eonsidered as ECL or GCL ete. This would ultimately lead to
issues eoneerning a) identifieation and b) measurement of the various eognitive load
types. This had a substantial impaet on the criteria and methods that would be adopted by
the experiment design.
As was summarised in the opening paragraph from chapter 5 (cf. Chapter 5 - Cognitive
Load Theory and Usability Engineering) one of the main differences between CLT and
Usability is that CLT is focused on the instructional material and Usability caters to the
wider environment via the Context of Use in addition to the instructional material. If CLT
is to be adapted into Usability Engineering the environmental effect on CLT had to be
addressed.
This presented a dilemma to the experiment design; should the identified criticisms of
CLT surrounding the ambiguity of cognitive load definitions be ignored by the
experiment design or should they be accepted and rectified? If the definition issues were
ignored then previous definitions could be adopted and an experiment devised that could
essentially “add on” environmental distractions to a traditional cognitive load experiment
e.g. normally focussed on instructional design. The alternative was to redefine the
cognitive loads (and effectively CLT) and apply environmental distractions to a new
theory in a new experiment setting.
It was decided that the most sensible approach was to accept the definitions, and
ambiguities, as they existed and apply the environmental distractions based on the current
Cognitive Load Theory. Intrinsic Cognitive load was the load applied from the difficulty
of the instructional material. Germane Cognitive Load was the cognitive load that
resulted in schemata creation and Extraneous Cognitive Load was the load associated
with the instructional design. For this experiment, however, ECL would also become the
cognitive load associated with environment, or Context of Use as described in Usability
terms. It was thought that this approach could accurately determine the effect the
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environment had on eognitive load as it eould be direetly related to established work
based on the effeet that instruetional material extraneous to the learning task had on
eognitive load.
Speeifie eoneems relating to the environment and the measurement of eognitive load will
be addressed in the following seetions.

Aspects to he considered
It has already been highlighted that the environment itself plays a erueial role in
Extraneous Cognitive Load (ECL) and the environment cannot be controlled by either the
user or the developer. Of course there are strategics that can be adopted to overcome
problems presented by the environment: the user can move away from the distractions (or
shut it out with concentration) and the developer can make the interface use very smooth
to limit the effect of the environment (e.g. easy navigation, good task analysis) but these
strategies come at a cost. For the learner, they must use physical and mental resources
applying these strategies to counteract the effects of the environment. For the developer
they must create an application that not only serves a function (e.g. to learn), but they
must also consider and cater to the environment within the design, and this consideration
may come at an added cost. For example reducing cognitive load to limit distraction
could result in a passive use of the device (cf. Potential Guidelines) and result in a less
effective objective completion. Therefore it makes sense to investigate ECL fully with a
view to determining whether ECL can be anticipated and controlled by the user or the
software itself. This may prove a sensible focus before consideration is given to Germane
Cognitive Load (GCL) or Intrinsic Cognitive Load (ICL), especially as ECL can be
controlled by environmental factors that can be accurately measured (e.g. sound etc.).
Once a model for ECL can be developed CLT can begin to make its first steps into
Usability Engineering and model can be attempted for ICL and GCL.

The following sections will investigate ECL and Cognitive Load Theory from the point
of view of the environmental distractions that a mobile user will likely encounter, such as
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visual and audio distractions. This investigation will help inform the experiment design
by suggesting what type of environment to apply to the participants.

Cognitive Load due to the environment
"Cognitive Load Theory has been designed to provide guidelines intended to assist in the
presentation of information in a manner that encourages learner activities that optimize
intellectual performance." (Sweller e/uf/., 1998 ').
Much of the focus of Cognitive Load Theory research has been on identifying and
eliminating sources of ECL and increasing sources of GCL. Specifically, instructional
designers will focus their attention on designing and creating instructional content that
will minimise distraction to the learner. The goal in reducing ECL is to ensure that the
learner is not burdened with ECL caused by poor design of the interface delivering the
instructional material. If the ECL is minimised the learner can then be focused on what is
being learned. However, while research has been focused on reducing ECL within
instructional material, very little thought has been given to the sources of ECL that are
external to that instructional material.
In a classroom the teacher can control environmental sources of ECL with intuitive
actions e.g. closing the window to keep the noise out, asking the learners to remain quiet,
or turning on or off lights. With the advent of mobile computing and mobile learning
there is a new, perhaps unthought-of perspective to learning environments; that of the
learner learning while moving between environments. In this scenario the learner usually
docs not have the benefit of a teacher to facilitate and control her learning environment to
ensure maximised performance (e.g. to adjust the ambient sound or lighting.) The learner
would have to muddle on as best she can as her senses arc loaded with changing
environmental stimuli and data that demand cognitive recourses that would otherwise be
given to the learning task.
As a learner moves through an environment there are several sources of distraction
external to the learning task: auditory, visual, tactile, smell / taste. The likelihood of a
2.S Sweller £?/«/., (1998 ),p251
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user beeoming overloaded due to smell or taste based sensory input is very low. Taetile
interaetion with tangible items is more of a possibility but a taetile interaetion (paying for
a bus ride, operating an elevator, walking into a statie object etc.) would stop, or at least
pause, a learning task. There will be a small amount of strain on the cognitive resources
used for learning i.e. if the learning has to pause then there will be a strain on short term
memory (keeping your ‘place’ in mind while dealing with the distraction).
Therefore the most likely source of on-going distraction to a mobile learner would be
auditory or visual.
According to Baddeley and Hitch (1974) and later Baddclcy (2000), working memory
has several components: the phonological loop, the visio-spatial sketchpad, the episodic
buffer and the central executive and these are explained in detail in chapter 3 (cf.
Working memory). The central executive has overall control of cognitive processes
including directing attention, suppressing information (c.g. from sources of distraction)
and controlling actions. As part of the central executive’s responsibilities it also directly
controls its three slave systems, the phonological loop, visio-spatial sketch pad and
episodic buffer. The phonological loop is responsible for and stores auditory information.
The visio-spatial sketch pad stores visual and spatial information and the episodic buffer
stores representations of data from the phonological, visual and spatial information.
When the central executive decides what resources to allocate to the cognitive processes
it consults the three slave systems simultaneously. If any of the slave systems are already
busy with cognitive processing, giving them more cognitive processes will create
problems e.g. causing distraction, or contributing to a state of cognitive overload. This
delicate balance of visual and auditory processing within working memory will be
addressed by the experiment.
The following two sections will identify concerns relating to sound and visual
distractions that will have a bearing on the experiment setup and methodology.
Sound
Sound affects cognition causing the individual to allot more cognitive resources to
interpreting the audible data. The level of the sound does not matter. A sound projected at
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either 48db or 76db (a whisper or a shout respeetively) will invoke a similar distraetion
(Banbury et al, 2001). Also a subjeet’s interpretation or eomprehension of language is
not relevant i.e. reeorded words whether semantieally reeognisable or in a different
language, will all induee a similar distraetion. Also white noise in itself will not eause
notable distraetions. The noise must be, in effeet, ehanging. To further add to eonfusion,
an abundanee of exeessive noise (e.g. white noise) can be seen to cither improve or
reduce performance (Hughes and Jones, 2001) thus leading to an ambiguity surrounding
its effect.
The ‘changing-state effect’ is defined as '’the disruption of short-term memory^ by to-beignored auditory sequences' (Hughes et al, 2007^“^). It refers to a sequence of changing
sounds or acoustics that vary in pitch or timbre. This ‘changing state’ of sound has a
stronger effect on distraction and attention than if the sound did not change (Hughes et
al, 2007, Hughes and Jones, 2001). This effect also suggests that this pitch or timbre
change is more relevant than intensity for distraction. When the degree of change of
sound becomes great, the distraction also becomes great. However, at the upper limit,
disruption diminishes (Banbury et al, 2001).
Further there is a linear correlation between level of distraction and pitch when pitch is
increased between two successive tones. However this correlation begins to diminish
when the difference is increased to 10 semitones (Hughes and Jones, 2001). This is true
for all sounds and acoustics. Essentially, small but noticeable changes in sound result in a
higher level of distraction than a constant loud sound. This is possibly why the ‘quiet
office environment’ with a fixed desk, computer and chair, works so well. When the
number of individual sounds is kept minimal and maintained at the same pitch and
timbre, such as is the case for ambient noise in an office environment, there are few
sources of audio distractions.
Alternatively, when a user is moving through multiple environments, as is common with
mobile devices, the user will experience a wide variety of sounds. This collection of
sounds will come from many different sources and have many different pitches and
timbres. Also every encounter with the same environment may result in a different
24 Hughes et al, (2007), pi050
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ambient colleetion of sounds e.g. today outside the library there may be two people
talking and tomorrow there may be twenty people talking.
Light / visual stimulation
There are few studies on the effect of environmental light and visual stimulation on
learning. Some recent work has shown how learners perform differently with certain
tinted fluorescent lights (Knez and Hygge, 2002, Mangipudy, 2010). Lighting was
determined to affect cognitive performance and mood (Knez and Kers, 2000). Further,
lighting was shown to affect visual discomfort and visual performance as well as
maintaining biological and psychological effects (Mangipudy, 2010).
In a stationary environment with static visual stimuli and lighting these environmental
measures rarely present a distraction to an individual. They arc ignored by the central
executive as it focuses on the task at hand but as the environment changes it will affect
our visual representations. In such circumstances visual stimuli such as patterns and
images require interpretation by working memory. This extra requirement can overload
working memory causing distraction.
Measuring cognitive load
When attempting to measure Cognitive Load subjects should each experience a varying
level of difficulty as they complete a task, for the following experiment a task within a
learning application will be considered. This varying level of difficulty occurs because
the design of the task, and the task itself, may appeal to ‘previously learned knowledge’
or schemata in the long term memory of the participants at differing levels. Therefore the
ICL that the task will inflict on each subject will be different. Likewise each subject will
experience a different GCL associated with the task, also due to previously learned
knowledge and schemata. It is the ‘previously learned knowledge’, which has been
already assimilated into schemata, that is directly associated with learning. Therefore in
order to determine any changes in ECL, first it is necessary to ascertain the level of GCL,
and by extension ICL. This presented a challenge: how is it possible to determine each
individual’s level of ICL and GCL accurately in order to identify any changes in ECL
when they occur? To determine the ECL, it is first necessary to measure and eliminate
GCL and ICL, and then the remaining cognitive load is equal to the Extraneous Cognitive
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Load. If the GCL and ICL cannot be measured accurately perhaps they can be eliminated
by experimental means.
As well as the difficulties associated with identifying GCL and ICL, the actual
measurement of ECL can present some problems. Users will have different ICLs and
GCLs applied to them from the task but unfortunately the ECL will also be different for
all the participants. Again, the ECL will be influenced by previously learned knowledge
and schemata.
If working memory and thus the resources for cognitive processing arc limited, and ICL
and GCL occupy a percentage of those limited resources, then the remainder is allocated
to handling ECL where necessary. It is this ECL that will be measured. However there is
a possibility that the affected environment will overburden total cognitive capacity of
working memory by inflicting too high an ECL. When ECL is too great then one of three
things can happen;
1

The ECL will use the remaining cognitive resources up to, but not beyond, the
point of overload; this is acceptable. The subject will be distracted but will still
complete the learning task and learn effectively and efficiently. An example of
this is scratching your nose while using a mobile application. The distraction is
barely noticeable and the reaction is practically automated requiring little
cognitive resources.

2

The ECL will use what cognitive resources arc available to the point of overload.
At the point of overload the ECL will demand more cognitive resources and
working memory will then displace some of the cognitive resources allocated to
the GCL and allocate them to handling the ECL. This may continue until GCL is
no longer being handled within working memory. This will affect the efficiency of
the learning task i.e. GCL uses schemata already available to assist in the learning
and task completion and if this assistance is removed then the efficiency will be
reduced. An example of this would be listening to a loud conversation next to you
while trying to use a mobile application. The distraction is not enough to stop
what you are doing but it is enough to affect the time it takes to complete the
application. In this example you will redirect cognitive resources that could be
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applied to GCL to dealing with the ECL, whieh eould inelude mentally trying to
ignore or suppress the distraetion.
3

Finally the ECL, having devoured the eognitive resourees working memory had
allocated to GCL, will encroach upon the cognitive resources allocated to
handling ICL. Once this happens there are not enough cognitive resources
available to accurately complete the learning task and the cfFcctivcness is reduced
or eliminated. An example of this would be someone having a conversation with
you directly while completing a mobile application. You cannot use limited
cognitive resources to ignore the distraction, you must completely engage with the
conversation and use cognitive resources to comprehend and consider a response
to the distraction (c.g. conversation).

For this experiment it is assumed that ICL and GCL arc relatively constant and can be
eliminated from any observed changes when environmental distractions arc applied to the
subject. For example, the application will present the user with about 50 short puzzles out
of potentially hundreds of puzzles. There arc two likely outcomes to this scenario. Firstly,
as each puzzle is slightly different there will be a different ICL and GCL applied to each
and therefore the ICL and GCL will remain approximately level. Secondly the puzzles
will be different and therefore the ICL and GCL inflicted by them will also remain
constant. However the user may learn generic problem solving strategics that may be
applied to all puzzles and this may reduce the ICL and GCL slightly. It was deemed
impossible to control or limit the learning in this regard, but by repeating the experiment
three times on each user, any changes in ICL and GCL (if indeed they did occur) could be
identified from the control group and effectively eliminated from the groups exposed to
environmental distractions.
In each of the three scenarios, above, the ECL inflicted on the subject will differ greatly
and so will the reaction of working memory. As identified above, each type of cognitive
load will be experienced by the subject in a different way. The severity of the individual
cognitive loads and the combined ratio of the load types will also be different. By
eliminating ICL and GCL via the control group observations, a relatively accurate
measurement of ECL can be observed.
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Consider subjeet A is eompleting a task on a mobile device. She finds it moderately
difficult and working memory applies 30% of cognitive resources to handle the ICL. She
also recognises the presentation of the problem and can use that stored knowledge to
apply another 30% of working memory to handling a GCL to assist the completion of the
task. The interface of the mobile application is difficult to use and this contributes to an
ECL that requires 10% of cognitive resources from working memory. Subject A is now
using 70% of her total cognitive resources to complete the task on the mobile device.
Suddenly there is an environmental distraction and Subject A becomes distracted. For her
this is a serious distraction and she must divert 50% of working memory to dealing with
the ECL that this distraction presents. Now ECL is consuming 50% of total cognitive
resources. ICL still requires 30% of cognitive resources and there is only 20% left to
handle GCL. This is less than is required to efficiently complete the task so it may take
longer. This is a very simple example and it is assumed that subject A can give the full
20% to handling GCL.
Now consider subject B. Subject B finds the task extremely difficult and needs to apply
80% of working memory to complete the task. Subject B has no previous experience that
he can relate to the task and so cannot apply any cognitive resources to GCL. Subject B is
however not as distracted by the application interface and does not need to apply any
additional cognitive resources to deal with the interface as it does not contribute an ECL.
The same distraction occurs, as with Subject A, but subject B is not as distracted by this
and only needs to apply 30% to the distraction. However this means that subject B is
overloaded and must take 10% of cognitive resources from the cognitive resources
applied to ICL. He becomes confused momentarily, and forgets where he was in the task
and makes a mistake. The effectiveness of the task has been affected, but as GCL was not
present, perhaps the efficiency was not affected. That is, GCL enhances the learning
sometimes by increasing the efficiency; without GCL the learning was not as efficient.
The above examples show that, if the initial states were compared, subject A would be
utilising 70% of her cognitive resources and subject B would be using 80% of his. It
would be almost impossible to break down the ratio of ICL:ECL:GCL. A direct
comparison such as this would not yield much useful information.
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However, if the differenee between both events were ealculated (e.g. total cognitive load
before the distraction occurred and during the distraction) it would show that the
distraction inflicted a 30% increase in cognitive load in subject A and performance and
learning were affected. Likewise it can be seen that subject B experienced a 20% increase
in cognitive load and performance, and learning was affected.
What the above two examples should demonstrate is that given the same task and
environmental distraction all participants will encounter different cognitive load
severities and in different ratios. Therefore it is ineffective to compare the ECL of one
user directly with another. This was one of the reasons that the experiment was repeated
several times on each subject and the difference between the recorded results for that
subject during each session reflected their performance, learning and cognitive load
changes. As the ICL and GCL were consistent (or relatively eliminated via control group
observations) for each subject during each session, any performance, learning, and
cognitive load changes could be directly attributed to the ECL inflicted on the user due to
the environment. When the environmental distraction occurred this caused a change in
the cognitive resources allocated to ECL, and it is this change over the sessions that can
be directly compared to the ECL changes that occurred within the other participants.

Method
An experiment was conceived that would attempt to keep ICL and GCL constant in the
control group. Two other groups would have their ECL sources manipulated to increase
ECL in a controlled and measurable manner. These changes would be observed from the
subject’s performance and TLX data and any differences can be attributed to ECL.
In response to the above work on audio and visual distractions it was decided that the
following distractions would be presented to the participants to demonstrate a changing
environment.

This

changing

environment

would

become

the

varying

ECL.

Environmental audio distractions included the sound of machines, the sound of people
talking and arguing, the sound of animals and music or irregular / random acoustics.
Environmental visual distractions included changes in lighting and visual images (e.g.
students eating lunch and attending classes) and uncommon visual images (e.g. two
people dancing). Two scenarios were created that would apply these environments to the
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learner. The first was to simulate a changing environment. This would be achieved by
creating a video and presenting it to the participants. The second was to apply a natural
environment. This would be achieved by asking the subject to walk through a natural and
real environment.
Participants
An a priori power analysis was been completed to determine the criteria for the
experiment based on the work of Cohen (1992). Cohen determines that statistical power
analysis is based on four factors: the sample size (N), the significance criterion (a - the
probability of a type I error), the population effect size (ES) and the statistical power (p =
(1-p) -- where P is the probability of a type 11 error).
Cohen suggests a of 0.05 and p of 0.2 as widely accepted standards. Cohen also suggests
a methodology to determine the effect size. He stipulates three potentials for effect size;
small (.1), medium (.25) and large (.4), where 0 effect size means there is no difference
and the null hypotheses is accepted. Kirakowski (2010) explains the difference between
the effect sizes as follows; a small effect is difficult to see to the naked eye, medium
effect is visible to a naked eye (or trained eye according to Cohen (1992)) and large effect
size is grossly observable.
An abundance of extraneous stimuli which is planned to invoke confusions, distraction
and elevated cognitive processing is believed to cause a large and noticeable effect. For
that reason the effect size (ES) of 0.4 was used. According to Cohen’s formula the
population needed is N = 63 and thus each group should have 21 participants for a one
way ANOVA. This formula was used as a guide to determine the required participants.
64 participants were chosen at random from a sample population of students and staff at
the Cork Institute of Technology. No prior experience or specific demographic criteria
were sought to ensure as random a population as possible. They were randomly placed in
to the control (n=22), natural (n=21) and simulated (n=21) groups.
Materials
The application 'Brain challenge lite' and the platform ‘iPod Touch’ was used as the basis
for measuring cognitive load, performance and learning. 'Brain challenge lite' asked
learners to complete a ‘daily challenge’ which consisted of five games / tasks. Each task
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gives a series of puzzles the learner must solve in a fixed period of time. The application
focuses on cognitive processes such as memory, visual attention, logic, executive
functions and calculation - all cognitive processes that arc directly affected by
environmental distractions such as audio and visual distractions (Gonzales ei ai, 2008).
There are five tasks that must be completed when using this application.
Task 1; Problem solving - which is heaviest? (Figure 5) The participant had to look at a
series of icons being weighed on weighing scales; they had to decide which was heaviest.
This was particularly taxing as certain pre-existing assumptions were challenged. For
example, the weighing scales may show a cat as heavier than an airplane to confuse the
user, or they may show a feather as heavier than an elephant. In these instances the
correct answer was to choose the heavier item as indicated by the scales (and not as
would be indicated by actual experience); that is, the correct ansv/ers v/ere the cat and the
feather respectively.
Task 2: Arithmetic - what is the missing number? (Figure 6) The user would be given an
equation to complete. These were all very easy primary school-level problems such as
addition, subtraction, simple multiplication and subtraction.
Task 3: Memory - What icon is missing? (Figure 7) For this task, the user was shown a
set of icons which disappeared and re-appeared with an icon missing. The user needed to
select the missing icon.
Task 4: Perception - What is the reflection? (Figure 8) This task shows the user a shape
and a reflective surface and asks the user to ehoose a suitable reflection.
Task 5; Perception - Which ball will bounce the highest? (Figure 9) This task shows the
user several balls in motion at different heights and speeds and the user must decide
which ball will reach the highest point.
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Figure 5 Balance task

Figure 6 Arithmetic task

Figure 7 Memory task
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Figure 8 Reflection task

Figure 9 Perception task

The data gathered from the applieation is perfonnanee related. This can also be used to
indicate cognitive load and learning (over several sessions). Time and groups are the
independent variables. Measured cognitive load and performance related data are the
dependant variables.
The application itself has many available measurements. For this experiment, the
application’s measurements of‘accuracy’ and ‘speed’ were used. Accuracy was obtained
by calculating the percentage of correct answers achieved during the task, this was called
%corrcct. Speed was obtained by calculating the percentage of answers that were
correctly completed at a fast rate (approximately less than 5 seconds) and at a slow rate
(approximately greater than 20 seconds).
These measurements, from the application, were used to determine performance and
learning. They were also used to indicate cognitive load. Raw NASA TLX is a version of
the NASA TLX where the data is not weighted (cf Hart, 2006, for overview) and this was
used as a subjective measurement of cognitive load encountered during the use of the
application (Hart and Staveland, 1998, Deegan and Rothwell, 201 Ob).

Procedure
The participants were asked to complete the tasks three times. Improvements in

Page 130

Chapter 6 - Problem summary. Hypotheses and Methodology
performance scores were regarded as examples of learning; both learning to use the
application and learning to complete the task.
There were three groups; a control group (A) and two test groups (B & C).

Pre - test

Environmental phase

Post - test

Group A

Group B

Group C

Standard application use

Standard application use in

Standard application use in

inlab(Ai)

lab (Bi)

lab (Cl)

Standard application use

Standard application use in

Application used while

in lab (A2)

lab with artificial

walking with natural

environmental Stimuli (B2)

environmental Stimuli (C2)

Standaid application use

Standard application use in

Standard application use in

in lab (Aj)

lab (B3)

lab (C3)

Table 1 Groups and experiment environments

Group A were the control group and used the application every time in a quiet ‘standard’
environmentally controlled lab {Ai A2 A3). Group B were exposed to artificial
environmental stimuli during the second use of the application only (in B2). Group C
were exposed to natural environmental stimuli while walking during the second use of
the application only (in C2).
Hypotheses
The original research questions queried whether using a mobile device in a changing

environment will affect cognition and can CLT be used to guide Usability. Based on the
literature review and investigation into potential problems adopting CLT into Usability
the following hypotheses were framed.

Hypotheses 1) A change in the physical environment will incur a change in Extraneous
Cognitive Load for a stationary learner.
It is expected that cognitive load will be different for each participant as it is likely that
there are substantial differences in intelligence, learning styles and schemata among the
participants. Intrinsic and Germane Cognitive Load is either expected to remain constant
or change slightly. If they change this will be observed in the control group and this
observation will be used to effectively eliminate similar changes in the groups exposed to
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environmental distraetions. Therefore ehanges in eognitive load (or laek of change) are
assumed to be related to Extraneous Cognitive Load. The actual cognitive load change at
A2 can be measured and used to compare against the actual cognitive load change at 62.

Hypotheses 2) Walking in any environment will incur a change in Extraneous Cognitive
Load.
Again, cognitive load will likely be different for each participant because of substantial
differences in intelligence, learning styles and schemata. Intrinsic and Germane Cognitive
Load is either expected to remain constant or change slightly. If they change this will be
observed in the control group and this observation will be used to effectively eliminate
similar changes in the groups exposed to environmental distractions. Therefore changes
in cognitive load (or lack of changes) arc assumed to be related to Extraneous Cognitive
Load. The actual cognitive load change at A2 can be modelled and used to compare
against the actual cognitive load change at C2.

Hypotheses 3) Changing environments and exposure to environmental stimuli will affect
the learning performance.
Once again, the actual performance will likely be different for each participant as there
arc substantial differences in intelligence, learning styles and schemata. However the
changes in performance on subsequent uses of the application should be obvious as the
learning content is universally simple - learning to use the interface and developing
problem solving strategies relevant to the task and puzzles it presents. It is these
performance changes that will be measured for each participant and compared to others.
Intrinsic and Germane Cognitive Load is either expected to remain constant or change
slightly. If they change this will be obscrv'cd in the control group and this observation will
be used to effectively eliminate similar changes in the groups exposed to environmental
distractions. Changes to ICL or GCL will suggest that learning has taken place and
therefore performance increases are in fact due to learning. Therefore the actual
performance change at A3 can be modelled and used to compare against the actual
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performance change at B3 and C3.

Environmental Stimuli
All groups had ‘pre’ and ‘post’ test application use in ‘the lab’. The lab' was a location
where the environmental stimuli could be controlled as much as possible. Efforts were
made to limit changes to audio and visual stimuli. Group A conducted all their tasks in
this environment.
Group B was exposed to artificial stimuli which were designed to accurately reflect
moving through multiple environments. An audio file was played that contained elements
such as vehicles’, people talking and arguing, ambient noise from a shopping centre,
music and animals, etc. and a video of varying content and brightness'^ was shown.
Group C was exposed to natural stimuli encountered while travelling through the college
environment. The group walked through corridors and climbed stairs within the CIT.
There were random interactions with various sources of sound, lighting, visual stimuli
and human interaction.

General design
Participants were assessed in groups of five. The room / lab to be used had one large
display and one large speaker system. Each learner was given an iPod loaded with the
learning software.
They were given a brief introduction and tutorial from the facilitator before the task
began. They were also given a release form and were informed of their rights and
relevant data policies (cf Appendix A; Consent form for experiment subjects).
The participants used the application in a normal lab environment for the first session.
When the task had been completed, the results from the application were recorded while
the participants completed the NASA-TLX questionnaire (cf Appendix B; Nasa Task
Load Index)

25 http://'www.youtube.cora''watch?v=gPxPC3Zl t4a
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Again the participants then completed the task under the environmental stimuli (none,
artificial, or natural) for the second session. The results from the application were
recorded while the participants completed the NASA-TLX questionnaire.

Finally the participants completed the task back in a normal lab environment for the third
session. After the post test use, the results from the application were again recorded while
the participants completed the NASA-TLX questionnaire. Participants were then
debriefed and the experiment concluded for those participants. The iPod learning
software was reset in preparation for the next group.

Summary
This chapter investigated some of the issues surrounding the successful integration of
Cognitive Load Theory with Usability Engineering such as cognitive load becoming
affected by the audio and visual distractions occurring within the environment. It also
addressed issues with the measurement of cognitive load and learning.
Next this chapter outlined the steps taken to construct an experiment that was designed to
inflict these sorts of environmental distractions on a participant completing a learning
application on a mobile device. Specific attention was given to the application used and
measurements that would be taken from the application. A method was also adopted to
measure cognitive load c.g. NASA-TLX. A decision was made to measure the
participants improvements across a number of sessions and compare this to other
participants improvements as it was deemed a more accurate method of comparison that
comparing the individual results. Three hypotheses were developed based on the original
research problems and environmental distractions were decided in which to test these
hypotheses..

Extraneous Cognitive Load is inflicted by distractions occurring from audio and visual
sources within the environment. A participant engaged in a cognitively demanding task
who is subjected to these distractions will have the efficiency and effectiveness of task
Page 134

Chapter 6 - Problem summary, H^^otheses and Methodology
completion reduced. The experiment will determined the effect of these environmental
distractions and the results arc presented in the next chapter.
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Chapter 7 - Results and discussion
Researchers have been using various methods and models for determining statistical
significance of experiments for as long as experiments were conducted. In 1908 a
mathematician named Cosset, who was working at the Guinness Brewery in Dublin,
invented what is now known as ‘Student’s t-test’ (Box, 1987) for analysing variance in
discrete sample sized groups. Student’s t-test is used to compare the mean between two
groups (or one group and a mean identified in the null hypotheses) in order to determine
variance between them.
ANOVA (analysis of variance) is a collection of tools and methods used to determine
variance within a particular set. Student’s t-test falls into the ANOVA group of tools but it
was not until later that the term ANOVA was brought into mainstream use by Sir Ronald
Fisher (Box, 1987, Fisher, 1919). Prior to this, analysis of variance methods had been
used, but the development of ANOVA brought a much larger set of methods that could be
adapted to many different experiments and as such researchers were not limited to only a
few methods.
As stated. Student’s t-test is a valid ANOVA but for experiments that have more than two
groups it becomes more difficult as the t-test must be applied to only two groups at a
time. It also increases the likelihood of a type I error^^. ANOVAs, on the other hand, may
be applied to more than two groups simultaneously to determine significant variance. For
these reasons analysis was completed using variation of an ANOVA.

Accuracy of the application Data
It was not known how accurate the data collected from the application would be in
explaining performance, CL or learning. There arc no previous experiments conducted
with this application and no access to the development team’s algorithms used for the
actual game play or for the calculation of the results. The application developers’ main
focus was on providing a fim and engaging game and not an accurate measurement of
cognitive load nor learning. This was identified as a possible limitation of the experiment.

26 A Type I error occurs when the rejects the null hypotheses, when it is true. A type II error occurs when
one accepts the null hypotheses, when the alternative hypotheses are true. (cf.
http://www'.cs.uni.edu/~campbell/stat/mf5.html)
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However, in spite of this the applieation was still deemed a valuable resouree and souree
of data. The applieation not only reported on the pereentage of eorreet answers but it also
reported on the pereentage of suceessful answers that were eompleted quickly (‘fast’) and
slowly (‘slow’). Because these were very simple counts calculated by the application, and
because it was clear what was being counted, it was assumed that these counts provided a
reasonably dependable set of data from which performance changes could be noted over
successive uses and thus could be used to indicate learning, performance and cognitive
load. Also these counts could be noted and compared to similar counts for the other
participants and groups and used to indicate changes in learning, performance and
cognitive load. Nonetheless it is important to be clear that the experiment does depend on
the accuracy of these assumptions.

Results overview
In the following section the findings of the experiment, carried out to measure the effect
of environmental distractions on a participant completing a learning application on a
mobile device, are presented. For this study the following data were obtained from the
application:
%corrcct - this is the percentage of tasks completed correctly.
%fast - this is the percentage of tasks that were completed correctly at a fast rate.
%slow - this is the percentage of tasks that were completed correctly at a slow rate.

As already stated, the standard NASA TLX questionnaire was used. In this questionnaire
the participant was asked to answer six questions on a rating scale from 0-20. Each
individual score was added and the total for each session was determined.
Finally, observations were recorded by the experiment facilitator if anything exceptional
occurred.
The following figure 10 shows an example record from the experiment. A full table of
collated results can be found in appendix 3.
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Figure 10 Example of facilitator result sheet.

In this example it can be seen that this is the first sitting of the experiment whieh took
plaee on the 8*'’ of November 2010 and the group type was the eontrol group. There were
five partieipants and the results from the applieation were eolleeted (on the left in red, a
separate box for eaeh session) as well as the TLX results (on the right in Navy, a separate
box for eaeh session). There was also the seetion for the facilitator to note any exceptions
that occurred during the experiment.

Results
For this experiment the independent variables were Environment type and Attempt
(time). Each participant completed the experiment three times and in the second attempt
each participant completed the experiment in one of three environments. The dependant
variables were %correct, %fast, %slow and Cognitive load. Given these variables a
Mixed Factorial MANOVA, within participants on the second factor, with unweighted
means, was found to be the best method of analysing the data.
All data was normally distributed. Box’s test of equality of covariance was non
significant. Mauchly’s test of sphericity revealed that %correct, %fast and %slow did not
violate the assumption of sphericity, however cognitive load was shown to violate this
assumption. Therefore cognitive load results are shown corrected with GreenhouseGeisser analysis.
Testing the experiment effect using Pillai’s Trace, there was no observed significant
difference between the groups V=0.16 F(8,l 18)=1.28, p==0.26, ri2 (partial eta
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squared)=().()8, observed power of 0.57. Also using Wilks Lambda, Hostelling’s Trace
and Roy’s Largest Root revealed no significant difference. However, within the attempts,
Pillai’s Trace revealed a significant difference (V=0.91, F(8,54)=69.45 p=0.00 r|2=0.91,
observed power of 1) and also within attempts and “between groups” (V=0.6,
F(16,l 1())=2.95 p=0.00 ri2=0.3 with observed power of 1).
Contrasts revealed that %correct (F( 1,61)= 19.39), %fast (F(l,61)=291.53) and %slow
(F(l,61)=176.53) were all significantly different on each attempt. Cognitive load on the
other hand was found to be not significantly different on each attempt (F(i,6l)=3.69,
p=0.59), although it was close to significance and warranted closer analysis. Furthermore,
contrasts revealed that when considering the interaction between the group and the
attempts only the %correct was significant (F(2,61)=7.69, p=().()l)
Univariate tests revealed that when considering the attempt the %corrcct, %fast, %slow
and cognitive load results all were significantly different with p=0.00 in all cases.
Furthermore, univariate analysis showed that when considering the attempt 'and' the
group only the %correct and cognitive load showed a statistical significance, with p=().()()
in both cases. In this scenario the differences between %fast and %slow were not
significant.
Follow up tests used Lcvcnc’s Test of equality of error variances. Similar to the sphericity
assumption, Lcvcnc’s test proved non significant for all variable data expect for the
cognitive load readings taken during the second and third attempt (p=().()() for each).
Attempts were made to transform this data but they were unsuccessful. Also while a non
parametric analysis could have been used its results could not be integrated into the
greater experiment (e.g. mixed factorial MANOVA). As such the results arc still
presented but with the acknowledgement that the results for cognitive load on the second
and third attempt are questionable.
Pairwise comparisons showed a statistically significant difference between the first and
second attempt (p=0.()()) and the second and third attempt (p=0.0()) for the TLX data.
Surprisingly, pairwise comparisons showed a statistically significant difference between
the first and third attempt (p=0.00) and the second and third attempt (p=0.00) for
%corrcct data. Essentially cognitive load appeared different on the second attempt yet
performance appeared different on the third attempt.
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Results Summary
Generally it appears that there was no differenee between groups. But when the attempts
themselves were eonsidered a differenee was observed within groups. This differenee
was also observed when the groups and attempts were jointly eonsidered within groups.
Follow up tests revealed that all dependant variables showed a signifieant differenee
between attempts but only the %eorreet and eognitive load showed a differenee between
attempts and the groups; however the eognitive load data is questionable.

Discussion
The first and most important point is that Mauehly and Levene’s test both showed
eoneerns for the eognitive load data. Attempts to transform this data were unsueeessful
and non parametrie test were not used as they eould not suitably fit into the overall
experiment analysis. There eould be many reasons for the unreliable eognitive load
results. Most likely is that the sample sizes were too small to understand any significant
model of cognitive load. Future experiments should use much larger sample sizes. Also
RAW NASA TLX was used to measure the cognitive load. Perhaps a more traditional
NASA TLX could have been used with weighted values to give a more accurate result. In
any case both the RAW TLX and traditional TLX arc both examples of multidimensional
reports of effort and as such they arc not explicitly tuned to cognitive load variances,
although they are considered and excellent indication. Future experiments should
consider unidimensional methods of reporting cognitive load or mental effort as
described in Sweller et ai, (2011). Finally it might just be that the reason the data for the
second and third attempt appears non normal is that the experiment worked as expected.
That is, perhaps the effect of the distractions had a non normal effect on the participants
and with a greater sample size this could have become more obvious. As figure 11
(below) shows, the cognitive load for the second attempt if far more apparent for the
natural group as expected. With more participants and a better means of self report, 1
think a better model of the cognitive load could have been realised.
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Estimated Marginal Means of cogjoad
group
- Control
- Simulated
Natural

Figure 11 Cognitive Load per group per attempt.

Interpretation of these results suggests that there is a statistically significant difference
when a participant completes the same task while moving betw'een different
environments. Therefore the hypotheses 2 and 3 can be accepted.
Hypothesis 1, however, is rejected. There is no difference in Extraneous Cognitive Load
when the environment is changed and the participant remained stationary, for this
experiment. That is, the participants in the ‘simulated’ distraction group did not seem to
perform worse when the simulated distractions were in effect. However, there still
remains the question of whether the participants were in fact under-loaded in this
scenario to begin with; perhaps it is possible that the tasks may not have been
intrinsically complex enough to allow any effect to be noticed when the extraneous load
was increased.
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Increased cognitive load
The natural group showed a significant increase in cognitive load when they completed
the second session (under natural environmental conditions walking through the college)
in relation to the first session (Figure 11 above) for both the %correct and TLX data. This
implies that the visual, audio, tactile and motion distractions presented to the participant
proved too resource hungry for the participants’ cognitive resources and as such cognitive
processing was overloaded.
The natural group showed a very interesting discrepancy between the %correct
application data and the TLX data (Figure 12 below). The application data records the
actual performance and the TLX records the subject-perceived cognitive load.
Estimated Marginal Means of correct
group
- Control
- Simulated
Natural

Figure 12 Cognitive Load per group per attempt
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Figure 12 suggests that the eontrol and simulated group improved equally but the natural
group did not. Their performanee was lower than the expeeted rate as determined by the
eontrol group (their performanee was lower on their third attempt than their first).
However the natural group’s TLX (figure 11) shows a differenee to that of the other
groups. The partieipants 'feel' that the third session is less eognitively demanding than the
seeond session, but the actual results from the application suggest that it was not in fact
less cognitively demanding. This could also indicate that the induced cognitive load
remains after the environmental factors arc removed at least from the subjective
assessment of the participants if not from the objective results from the application. For
the cognitive load to remain beyond the actual distraction suggests that the cognitive
processing dealing with ECL has assimilated information from the distraction to long
term memory (i.e. learned from the distraction). This seems to be the only explanation
for the ‘lingering effect’ and this seems to imply that the learner learned from the
Extraneous Cognitive load. If the existence of a Germane Cognitive Load is usually an
indicator that learning is taking place, then this suggests that Extraneous Cognitive Load
can also indicate learning has taken place albeit learning that is not directly related to the
learning tasks or objectives.
A model for Extraneous Cognitive Load
It is assumed that there was little possibility for change in the Intrinsic Cognitive Load

.

Also it was assumed that the Germane Cognitive Load would stay the same c.g. as long
as learning strategies were still required to help complete the task, the participant would
continue to learn them or begin to reduce slightly. For example, as soon as the participant
no longer needed to learn additional strategies, they stopped .

As the participants completed the second session their TLX result shows an increase in
cognitive load in the control group. Also, the simulated group shows a slight increase. It
is not clear what is causing these increased cognitive loads, but it is most likely that the
participants understand the task better and are working harder to solve the tasks. This

27 However given the degree of confusion surrounding what is and is not ICL and whether or not it
changes and how, it is impossible to be certain.
28 Again given the degree of confusion surrounding what is and is not GCL and w'hether or not it changes
and how, it is impossible to be certain.
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effect is reversed in their third attempts with all groups seeing a drop in cognitive load.
This can be attributed to the participants’ apparent reaching of an ‘expert’ level on the
application tasks having completed it for the third time. These changes will be explained
further in the next chapter.
However the natural group showed a large increase in cognitive load between the first
and second attempt. This shows a direct correlation between the environmental stimuli
and the Extraneous Cognitive Load.
Decreased learning
The natural group %corrcct (Figure 12) showed a difference to the other groups
indicating that the learning (performance in the task in relation to the first session)
increase was lower for the natural group.
Here again the TLX data did not agree with the application data. The natural group TLX
results between the first and third attempt showed no difference to the other groups c.g.
all followed a similar trend. Perhaps the participant could only compare the TLX ‘rating’
to the previous ratings; in other words, they cannot remember the first TLX ratings and so
cannot give an adequate rating for cognitive load overall. Further analysis of this
phenomenon should be performed.
As the participants in the control and simulated groups completed each session their
performance (%corrcct) increased slightly. The natural group, however, had a
performance decrease in relation to the control group, and therefore a degradation of
learning in relation to the other groups. The simulated group showed no difference to the
control group but there was a small improvement in performance. This could possibly be
due to the white noise effect (Hughes and Jones, 2001). This possibility is discussed
below in the section on speculative discussion of findings.

Speculative Discussion of Findings
Some results of this experiment were surprising. Although not the focus of the
experiment, the following aspects were observed. These may help to aid interpretation of
the main work and they may help to direct future research.
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The Lingering effect
The application’s data can be used by the experimenter to make a specific calculation in
relation to a subject’s performance (e.g. results from first, second and third sessions can
be compared), but a participant has difficulty recalling a feeling that happened in a
session beyond the previous session (i.e. they can compare from first to second session,
and from second to third, but perhaps not from first to third).
It was noted that TLX data indicates that the natural group participants noticed an
increase in load while completing the second session but a decrease in load while
completing the third session. While the %correct differences between the first and second
attempt from the application data supported their feeling, the %correct differences
between the first and third did not. Perhaps this is because when the participants
completed the third session they rated the load in relation to the second session alone they simply found the overall load ‘easier’ in relation to the second session. Literature
docs not exist on such an application of TLX data on multiple sessions; perhaps the
participants ‘learned’ to use the TLX questionnaire in the same way they ‘learned’ to use
the application but it is also surprising that the TLX data returned to a similar level after
the distraction to what was reported before. Again this should be further studied.
Conversely the application data shows that the cognitive load level actually remained the
same for both the second and third session. This raises the question; if the Extraneous
Cognitive Load due to the walking environment has been removed, what has taken its
place? It seems likely that a new extraneous load has replaced it or it has in fact lingered
in another guise after the event. This seems to support the theory that learning has in fact
taken place due to extraneous load e.g. the extraneous load was handled by working
memory and the related information was being assimilated into schemata as something
learned. When the participant returns for the final session they are still processing this
newly learned information and cannot give the same level of cognitive processing to the
application in the third session as was given in the first session.
So the participant is completing the application albeit with less cognitive resources due to
simultaneously processing the information that they learned from the distraction.
Therefore the participants’ completion of the TLX is accurate in that there arc now no
extraneous distractions occurring that are causing ECL. There is only the ICL and GCL
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present from a) the application and b) the processing of the previous distraction. Perhaps
the learner is still thinking about what they saw or experienced on the walk.
There is also a possibility that the extra cognitive load has induced false memories
(Mather et ai, 1997). Human memory is usually not 100% exact. Schemas recall ideas or
concepts, and rarely exact events. For example, we can usually recall the subject of a
conversation but rarely the actual words or sentences used during that conversation.
When the human mind ‘fills in these gaps’ in schemata it usually infers or assumes things
that may not have occurred. These are what arc referred to as false memories. During this
experiment the participants possibly realised that cognitive load occurred but when filling
out the TLX they possibly could not relate back to the exact occurrence accurately. This
could have disturbed the participants’ ability to accurately rate the TLX. Future research
could address this aspect of subjective questionnaires completed after a cognitive load
has passed.
The control group vs. the simulated group: no difference?
One of the more surprising outcomes of this study was the findings of no observed
difference between the control group and the simulated group. During their second
session the simulated group was subjected to a video designed to distract them but it did
not seem to have that effect.
Visually the participants were focused on the screen of the device and they did not focus
on/sce the projector screen playing the video so it is quite likely that there was little or no
visual distraction and therefore no Extraneous Cognitive Load due to the visual
distraction. Furthermore, Mangipudy (2010) found that for successful distraction causing
Extraneous Cognitive Load, both audio and visual effects must be experienced by the
subject. That is, visual distractions must interfere with the task. This did not happen in
this experiment as the user could simply look away from the projector screen displaying
the video.
In terms of audio, distraction to a subject’s auditory system comes from pitch/frequency
changes (Banbury et ai, 2001). Four audio clips were sourced that, in themselves, were
distracting. They were then combined and added to a video clip to make the video that
was played to the group to simulate a distracting environment. Perhaps this ‘combination’
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amounted to ‘white noise’ which can actually improve performance in some instances
(Hughes and Jones, 2001).
Speed vs. accuracy
Cognitive overload should affect efficiency as well as effectiveness. That is, the task
should take longer and the participant should make more errors.
There was no difference in speed throughout the experiment. The extra load did not seem
to affect the %slow or %fast data in the slightest (all groups showed an equal increase in
%fast and decrease in %slow across each attempt, figure 13 and 14 below) and so it
seems to go against the belief that cognitive load slows down efficiency but does not
affect accuracy (Oviatt, 2006). Also, there was an observed difference in the natural
group for %correct and so it was confirmed that cognitive load affects accuracy by
making the participant more prone to errors.
Estimated Marginal Means of fast
group
- Control
- Simulated
Natural

Figure 13 Cognitive Load per group per attempt
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Estimated Marginal Means of slow
group
- Control
- Simulated
Natural

Attempt

Figure 14 Cognitive Load per group per attempt

Intrinsic and Germane load decreased with every session?
It was originally considered that the overall cognitive load might decrease for the control
group on each session, thus showing that as they performed the task more, their
performance would increase i.e. the task became easier and the load reduced (indicating a
lowering of germane cognitive load in relation to learning).
It now seems that the overall cognitive load increased insignificantly for each session and
a model of change in Intrinsic or Germane Cognitive Load could not be realised. This
was due in part to the application’s design but most likely also to other unknown
elements.
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Summary
This ehapter summarises and diseusses the results of the experiment. The results indieate
that environmental faetors ean and do effeet performanee and learning and they also incur
an elevated level of Extraneous Cognitive Load. Also there were several ill-understood
obser\^ations that were noted and can help to inform future experiments and research.

In this study the Intrinsic and Germane Cognitive Load is assumed to have remained the
same. In the control group it was assumed that the Extraneous Cognitive Load would
remain the same also. The ECL however appeared to vary based on different
environments.
When the participant moves in the natural environment there is an increase in Extraneous
Cognitive Load. In both the control and simulated environments there is also an increase
in cognitive load. It is unclear why this was the case and further research should be
carried out to investigate this.

This study rejected the hypotheses 1; there was no change in Extraneous Cognitive Load
when the environment is changed for a stationary learner.
However it accepted hypotheses 2; there was a change in Extraneous Cognitive Load
when the environment is changed for a learner moving through environments. This study
also accepted hypotheses 3; learning performance was affected by changing
environmental stimuli.

In the control group, during the second session, there was a subject-perceived natural
cognitive loading (from the TLX data) of 12% approx along with a performance increase
(%corrcct) of 1.87%. In the control group the final pcrfonnancc increase after the third
session of 5.22% meant that, all things considered, an average user should show a similar
performance increase on their third session on the application.
If the effect the natural environment has on the mobile learning participant is considered,
it can be seen that using a mobile device while moving through an environment causes an
increase of 28.53% (the natural group TLX A 1,2 - the control group

TLX A 1,2)

Extraneous Cognitive Load (TLX scores being a direct representation of overall
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cognitive load) and a drop of 4.9% in performance (the natural group %correct A 1,2 - the
control group %coiTect Al,2).

In terms of learning, the control group displayed a 1.87% increase in performance
(%correct) in their second session compared to their first session, and a 3.28% increase in
performance in their third session in relation to their second session. This therefore
indicates an overall pcrfonnancc increase (due to learning) of 5.16% from first to third
session.
Again, if the effect that the natural environment has on the mobile learning participant is
considered, it can be seen that using a mobile device while traversing through an
environment causes a 5.96% reduction in learning (the natural group %correct A 1,3 - the
control group %corrcct A 1,3).

The next chapter will combine the results and discussions from this chapter with the
earlier literature review and critique of Cognitive Load Theory and the latter’s possible
integration

with

Usability

Engineering

and
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Cognitive Load Theory and Usability are important to consider when designing a
learning application. Both of these areas include specific and critical aspects, important to
the design of a learning application, that are not included in the other area. Specifically
CLT includes factors that foster Germane Cognitive Load and Usability includes aspects
that incorporate the wider physical environment. Fostering Germane Cognitive load can
assist in the design of usable applications by suggesting where an increased load is
important when developing certain applications. Also considering the wider physical
environment can help to develop Cognitive Load Theory by allowing it to address
important actions and events occurring in the environment and to recognise their impact
on learning.

With these examples above, it seems quite clear that Cognitive Load Theory should be
adopted into Usability Engineering. However, there arc some obstacles to this integration.
Firstly CLT struggles to differentiate between the three cognitive load types. Germane,
Intrinsic and Extraneous Cognitive Load. This is partly due to unclear definitions of the
various loads within the theory itself Secondly, and possibly due to the same unclear
definitions, it is almost impossible to individually measure each individual cognitive load
type and overall measurements of cognitive load arc difficult to obtain.

This final chapter will conclude the work accomplished within this thesis. Specifically,
this chapter will begin by re-exploring the notion of mobile learning and mobile device
use. Challenges within the landscape of mobile learning will be identified and briefly
explained. Cognitive Load Theory will be reviewed along with the fundamental issues
that were identified with the theory. These issues were identified within an extensive
literature review and the experiment conducted gave some insight into these issues also.
This new insight is then presented and the adoption of Cognitive Load Theory into
Usability Engineering is discussed. Several suggestions are made in light of this insight,
in light of prev ious work (Deegan and Rothwell, 2010a, 2010b, 2011), and finally in light
of issues identified in the literature review.
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Following that. Research Question 1 is reviewed with consideration given to the results
of the experiment and the hypotheses tested. Based on these results, the extensive
literature review, and the discussion about Research Question 1, Research Question 2 is
reconsidered and an ultimate conclusion for the question “Can Cognitive Load Theory,
he used to guide usability? ” is reached. Part of this conclusion suggests a new usability
heuristic “Allow and expect the user to learn ”, and a detailed example of the possible use
of this heuristic are presented.
Finally the chapter concludes with a brief outline of an observed limitation and makes
suggestions for future research.

The modern day challenges of learning with mobile technology
Current computers are designed to make things easier for us, their users. They are easier
to use and easier to learn. Mobile devices are prime examples of this and the size and
portability of mobile devices has been a driving factor in their ubiquity.

When first created, mobile phones only allowed us to make and receive phone calls. As
we began to rely on this technology to stay in touch with contacts, the manufactures saw
an opportunity to store our phone numbers within the phone itself. Traditionally we used
a Phonebook that may have been accessible near to the phone itself, but as the phone
became mobile and was frequently used ‘on the go’, we had to remember names and their
associated numbers. It just made sense to include an address book within the mobile
device itself, thus allowing us to offload some memory work to them. This proved a good
idea and the developers began to look for and find what else may be beneficial to include
within mobile devices. Text messages, cameras, internet, infrared, Wi-Fi, GPS etc. are all
options that were adopted by mobile devices. As users we began to exploit these options
i.c. we began to cognitively offload to mobile devices in ways we never did before. For
example, GPS systems on mobile devices now help us to navigate and tell us which way
to go. A whole generation of humans may be growing up without the ability to read maps
to navigate and are becoming dependant on technology for this. This is good in one sense
as it means our minds’ long and short term memory will not become cluttered with this
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information; we can possibly use these 'freed up' cognitive resources for more important
tasks. Or we can admire the scenery and see the world without a preoccupation for
navigation as we are confident in our technology; that is, until it runs out of power, or
suffers some other technological limitation.

However this facility comes at a cost; the ubiquity and mobility of technology is affecting
us by encouraging our use of technology continuously in all locations and environments
at ail times whether convenient for us or not. We no longer necessarily “work” or
perform cognitively demanding tasks in a suitable location. Indeed, sometimes we have
no choice but to use our devices in less than suitable environments (e.g. a park or on a
bus), or in the presence of cognitively demanding environments full of distractions vying
for our limited attention resources. This means that it is harder and more difficult for us
to perfonn these simple tasks equally well in all environments. In quite a few countries
(e.g. Ireland and the U.K. etc.) it is now illegal to operate a mobile phone whilst driving.
This example serves to highlight the very nature of the pervasiveness of technology and
humans’ inability to recognise the cognitive limitations of using this technology in
differing environments. Although using a mobile device while driving can be seen as an
extreme example, it docs show how our society has become dependent on technology and
the need for such laws demonstrate how technology use can affect us cognitively, perhaps
without us realising to what degree.

But there is a second changing element to modern use of ubiquitous technology and that
is the nature of the tasks for which we use that technology. As technology becomes more
powerful and as the communication that drives the technology advances, we will rely
more and more on technology to deliver cognitively demanding activities and content
such as e-leaming or m-learning and highly interactive gaming etc. Mobile devices are no
longer viewed solely as passive sources of one-way content. That is, humans do not only
receive information on their devices (like the early days of WAP and mobile internet) but
they perform cognitively demanding tasks on them, and interact with sophisticated
applications and software, which may serve a much higher goal such as working or
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learning. Humans interact with other people through mobile devices. They leam on
mobile devices and use mobile devices as tools and interfaces for complicated tasks.

In summary, humans are cognitively engaged with technology at a very intense level.
Changes in how we use these devices (for cognitively demanding tasks and in cognitively
demanding situations) will challenge us as users and pose serious problems for how we,
as developers, design future devices.

Cognitive Load Theory and Usability Engineering
Chapter 5 identified major obstacles that will prevent the successful adoption of
Cognitive Load Theory into Usability Engineering. Principle among these obstacles is the
seemingly unclear and interchangeable notions of Intrinsic, Germane and Extraneous
Cognitive Load.

Schnotz and Kiirschncr, (2007) suggest ICL, GCL and ECL arc all variations of the same
thing and are interchangeable. Paas et al, (2004) suggest that GCL is directly linked to
ECL. Swcllcr (2010) argues ECL and GCL arc possibly confused based on the definitions
of them and later Sweller suggests GCL is a resource applied to ICL and not a load at all
(Sweller, 2011). DeLeeuw and Mayer (2008) found that focused attempts to manipulate
ICL resulted in an ECL change. Moreno (2010) suggests that there arc conceptual issues
with CLT stemming from the indistinguishable nature of the load types. Dc Jong (2010)
argues that the current definition of ECL, ICL and GCL make their use confusing or
impossible.
Sweller (2010), the creator of Cognitive Load Theory, recognises problems with the
currently accepted definitions of Intrinsic, Germane and Extraneous Cognitive Load and
goes as far as to suggest that this is resulting in serious misunderstandings and
contradictions in Cognitive Load Theory. Just a year later (Sweller, 2011) he suggests
that Germane Cognitive Load is perhaps an inappropriate term and possibly not a
cognitive load at all. These apparent confounds confirm that the accepted definitions for
the various cognitive load types are not clear enough yet. This lack of clarity is a barrier
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to the successful integration of CLT into Usability Engineering and also prevents
meaningful measurement of the individual loads.

The experiment conducted in this work however did offer some insight into possible
reasons why these confounds exist. As highlighted in chapter 5, CLT focuses directly on
the instructional material. The instructional material inflicts an ICL on the learner and
instructional design can inflict an ECL or GCL on the learner. Usability attempts to
reduce the overall cognitive load of the user via the Context of use. The Context of Use
(cf. Chapter 1 Introduction) addresses the task, user, device and environment
characteristics and uses this information to help reduce the cognitive load inflicted on the
user. Earlier work (Deegan and Rothwell, 2()l()a) highlighted a usability based
classification of mobile learning applications. As a result of this work the need to balance
cognitive load for the mobile learner was identified as a serious concern. This need to
balance cognitive load existed outside of the instructional material and existed firmly in
the environment that the mobile device is used in. As described above CLT does not
consider this wider environment and usability does. Subsequently (Deegan and Rothwell,
201 Ob) presented a model of external sources of cognitive load that are relevant to mobile
learning (figure 15).

Figure 15 Sources of Cognitive load
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This model acknowledged that cognitive load could come from the intrinsic nature of the
learning but suggested other areas that contribute cognitive load and that can affect
learning. Other areas included the learning application interface or instructional material,
the system software itself, the device / hardware and the environment.
At the top of the model is the actual learning and this represents a small portion of likely
cognitive load distractions. The learning application interface or instructional material
refers to the application itself and how the user interacts with the application. An example
of cognitive load from this source is perhaps an application that is difficult to navigate.
The system software itself can also contribute to sources of cognitive load. Examples of
this would include notifications such as when a Wi-Fi signal is detected in the middle of a
difficult learning scenario. The device could also contribute to cognitive load. Perhaps the
device is badly designed or too heavy or the battery life is shorter than the learning task.
Finally, the last section of the model is the cognitive load due to the environment and this
represents the largest category of possible sources of cognitive load. Examples of sources
of cognitive load from this category include people talking, vehicles driving past, ambient
noise etc.

Based on the above observations, the experiment was designed to analyse the effect that
the wider environment had on cognitive load. The extended environment indeed has been
shown to affect cognitive load but what is not clear is how this affects the understanding
of Cognitive Load Theory.

It is now postulated that one of the reasons why it is difficult to differentiate and identify
sources of ICE, GCL and ECL is because the current theory only assumes that these loads
are applicable to one cognitive process at one time. That is, CLT predominately considers
the instructional material and associated learning and does not consider that working
memory is simultaneously handling other cognitive processes. By extension CLT
considers one source of ECL, one source of GCL and one source of ICL at any time and
does not consider other sources of ICL, ECL or GCL.
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During this experiment the eontrol group was presented with a situation where the ICL,
GCL and ECL associated with learning a task were to remain eonstant over three
sessions. Yet despite this assumption the TLX analysis showed a simultaneous rise in CL
across all participants in the seeond session and a drop in the third session. At a loss to
explain the origin of this rise, observed during the seeond session, the aetual learning was
broken down. It was eonsidered that eognitive proeesses cannot be restricted to one
proeess at any given time . Lurthermore it was considered that learning, also a cognitive
proeess, likewise cannot be restrieted to one source at any given time. The tradition view
of CLT is identified in figure 16 below.

Instructional material

In this traditional view of CLT, what is represented are the cognitive loads associated
with the instructional material. The top section corresponds to ECL contained within the
instructional material, the middle seetion corresponds to GCL contained within the
instructional material and the bottom section corresponds to ICL which is related to the
intrinsic difficulty of the instructional. CLT suggests that as working memory is finite
these sourees of cognitive load eannot ehange i.e. there is no room to ehange.
29 Even the attempt to restrict 'a cognitive process' is a cognitive process in itself.
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Using the traditional model of CLT it was difficult to see how an increase in CL occurred
within all participants in the control group during the second session. That is the ECL,
GCL and ICL were kept constant. A possible theory that explained this event was that the
extra cognitive load came from elsewhere. Usability understands that when we encounter
an application we must first learn to use it. Applying this learning to the actual learning
task meant that the cognitive resources were split during the first session. This represents
a different view of CLT (Figure 17).

Cognitive resources - First session
Instructional material

Learnina to use ao

ECL

ECL

GCL

GCL

ICL

ICL

P

Figure 17 Cognitive resources during First session

Figure 13 shows us that, as usability explains, there is learning associated with both
learning to use the application and learning from the content itself During the first
session it is assumed that cognitive resources were split between learning to use the
application and learning from the task. During the first session the participant learned to
use the application and therefore as learning to use the application was not a required
cognitive process during the second session, there were 'spare' cognitive resources. These
'spare' cognitive resources were applied to the actual learning, from the content, as
additional GCL. This explains the additional cognitive load that was observed with the
control group during the second session (Figure 18).
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Also it should be noted that although the majority of cognitive load has been removed
from the cognitive process of learning from the application a small bit remains. That is
because there may be new elements that will be discovered and learned when using the
application later. Perhaps 'expert' levels will be unlocked or perhaps the participant
'missed' an aspect the first time around that will need to be learned later. The participant
has learned the basics of using the application, but that is not to say that they now know
everything about using the application, so a small degree of cognitive resources will still
be applied to learning to use the application.

Cognitive resources - second session
Instructional material

Learning to use app

ECL

ECL

GCL

GCL
ICL

ICL

Figure 18 Cognitive resources during second session

Finally, in the third session, the TLX data reported that overall cognitive load reduced
and it is assumed that this reduction was due in part to learning to use the application and
mostly the actual learning, from the content, itself c.g. problem solving strategies.

As explained in chapter 3 CLT is based on two key points: 1) Human memory is limited
and 2) we can circumvent this with schemata and automation (Sweller et ai, 1998).
When studying or applying CLT the instructional design is primarily considered and
discussions of cognitive load usually tend to assume that all of working memory is
committed to just one process of learning which is affected by instructional design. What
figure 2 and 3 demonstrate is that the cognitive load experienced when one considers
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learning and the associated instructional material, is only part of a particular Cognitive
Load Theory equation i.c. there arc elements missing from CLT which need to be
addressed. Aspects not directly related to the learning content or learning objectives can
interfere as much with the learning as the instructional design. These aspects must be
factored into the Cognitive Load Theory. That is, by accepting Usability's view of the
wider environment. Cognitive Load Theory may find that the ambiguity surrounding the
difficulties in measuring and identifying the various cognitive loads is actually due to
interference of cognitive loads from other sources. Figure 19 shows how a new model of
Cognitive Load Theory could be viewed if the cognitive resources that arc
simultaneously directed to other activities are included. Activities to be included are
activities and distractions occurring m the external physical environment as was
identified with Group C who were exposed to the natural environment and who
experienced the “lingering effect” (explained in more detail below).

Research question 1: How does using a mobile device, in a changing
environment, affect cognition?
The Research questions were devised at the beginning of this work that sought to clarify
two points. The first was how cognition is affected by the environment while using a
mobile device and the second was whether CLT can be applied in usability work.
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Research Question 1: How does using a mobile device, in a changing environment,
affect cognition?
Research Question 2: Can Cognitive Load Theory, be used to guide usability?
Based on these research questions an experiment was devised that sought to test Research
Question 1 with three hypotheses:
Hypotheses 1 A change in the physical environment will incur a change in Extraneous
Cognitive Load.
Hypotheses 2 Walking in any environment will incur a change in Extraneous Cognitive
Load.
Hypotheses 3 Changing environments and exposure to environmental stimuli will affect
the learning performance.

The results of this experiment, when combined with the extended literature review,
addressed Research Question 2 which is presented in the next section.

Learning in the context of hypotheses 3 explicitly means learning from the actual content
and not learning to use the application. It is however noted that learning to use the
application can affect the overall learning, as addressed in chapters 6 and 7 and above in
the previous section. For example, if a participant cannot use the application they may
answer a question incorrectly by accident. However having learned to use the application
correctly they would not make this mistake. In this case learning to use the application is
considered to be a contributing factor to the overall learning observed in this experiment.
However, the likelihood that learning to use the application affected performance is
considered small. This is explained as follows:
If one was to measure the learning achieved from learning to use the application,
efficiency would be a much better determination of learning. However, as shown in the
previous chapter, there were no significant changes to the %fast or %slow data which
would indicate that there was little observed learning in terms of learning to use the
application and therefore this would not have contributed to the actual learning which in
this context is from the content itself
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However an increase in cognitive load was observed with the control group as they
completed the second session. As discussed in the foregoing section, it is assumed that
this increase in cognitive load was due to learning that had taken place when learning to
use the application during the first session. That is, the cognitive resources that were
directed at learning to use the application during the first session were redirected during
the second session to the actual learning that was taking place within the actual content of
the application. Due to this observation it can also be assumed that the participants in
Group B and Group C also experienced the same learning when learning to use the
application and the control group serves to eliminate this bias. The overall and resultant
learning differences are assumed to be directly related to the learning content associated
with the application itself

The experiment was conducted in November 2010 and the results, presented in the
previous chapter, detennined that Hypotheses 1 be rejected. A significant change in ECL
was not observed during the experiment. Hypotheses 2 and 3 were, however, accepted.
ECL increases were noted while walking in changing environments and learning and
performance was observed to degrade.
The experiment determined that the natural environment caused a 28.5% increase in
cognitive load while moving through it (this figure, however, cannot be fully trusted as
the analysis revealed that the sphericity and variance was not normal). It was also
determined that there existed a 4.9% drop in performance and a 5.96% drop in learning in
the same scenario.

Interestingly, the experiment also observed the “Lingering effect” i.e. the cognitive effect
of the environment persisted after the distracting environment was removed. This
challenged the accepted understanding of CLT as it seemed apparent that some learning
had occurred due to an Extraneous Cognitive Load (inflicted by the distracting
environment), and this adaption to long term memory was present and being processed
while back in a normal and non-distracting environment. So it seems, an environmental
event inflicted a cognitive load on working memory while working memory was already
engaged in the learning task. This load forced working memory to give resources to the
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environmental distraction. As the environmental distraction caused a “lingering effect” it
can be assumed that this distraction resulted in schemata creation as the effect remained
after the distraction was removed. This implies that a certain degree of ICL, GCL and
ECL were probably attributed to this distraction. That is, specifically, the participant
learned from this distraction. This leads to the assumption that as a learner is engaged in a
learning task; they are also learning to use the instructional material and learning from
many different sources of distraction in the wider environment. All these sources of
learning afflict ICL, GCL and ECL on working memory. Working memory balances all
these competing sources of cognitive load and redirects cognitive resources where
necessary.

Further conclusions based on these results and observations are continued in the next
section.

Research Question 2: Can Cognitive Load Theory, be used to guide
usability?
Cognitive load plays an integral part in how humans use and interact with technology. As
technology becomes more advanced we will use it for more cognitively demanding tasks
and as technology becomes ubiquitous we will use it to cognitively offload. It is quite
clear that Cognitive Load Theory should have a place in usability but it seems there arc,
currently, just too many unknown or confusing elements in CLT (as explained above) to
truly benefit a complete integration of CLT into Usability.
Specifically, the definitions of Germane, Intrinsic and Extraneous Cognitive Load are not
clear enough and far too liable to be misinterpreted. The determination of the load types
is based on the goals of the user and their experience as is the severity of the load types.
This makes it difficult to truly identify what load is affecting each user and how. It
appears very difficult to accurately measure cognitive load wholly and even harder to
determine what proportion of that load is attributable ECL, GCL or ICL. Finally as
presented above, CLT does not consider the wider environment as Usability Engineering
does.
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However certain elements should be adopted. This research has presented a model of
Extraneous Cognitive Load (cf. CLT could borrow from Usability and Vice versa) that
can be considered when designing m-lcaming (or any cognitively demanding)
applications. Developers and designers will need to consider how and where their
applications will be used. If their applications are to be used on a mobile device in an
environment similar to the natural environment used in this research, then they can expect
increases in cognitive load of approximately 28.53% and decreases to performance and
learning of approximately 4.9% and 5.96% respectively.
A new heuristic for usability engineering
Usability engineering utilises many sets of heuristics that act as guidelines for designing
and evaluating usable products. Nielsen has put forward one such set specifically in the
context of an evaluation technique referred to as ‘heuristic evaluation’ (Nielsen, 1994).
Those ten heuristics, explained in detail in chapter 2 (cf Usability heuristics), cover all
aspects important to usability except learning, or specifically, fostering Germane
Cognitive Load.

As identified in chapter 5 both Usability and CLT are based on the Information
Processing Model and both recognise the difficulty associated with a task (ICL) and the
distracting elements associated with a task. As explained above Usability Engineering's
Context of Use appreciates the wider physical environment while CLT focuses on the
instructional material. Cognitive Load Theory has guidelines that increase the Germane
Cognitive Load, but similar guidelines do not exist in Usability (Hollander, 2010). In fact
usability advocates reducing cognitive load in general. Cognitive Load Theory advocates
restructuring ICL, reducing ECL and increasing GCL. Van Nimwegen (2008) advises
that Usability guidelines associated with reducing cognitive load may result in less
effective learning than if the cognitive load was higher. He argues that Usability should
make efforts to increase Germane Cognitive Load in order to improve learning.

Human factors work recognises the importance of maintaining a heightened cognitive
load (referred to as workload) in order to ensure effective monitoring of safety critical
systems (Endsley and Kiris, 1995). Essentially when these germane workloads arc absent
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in the users engaged in the monitoring of safety eritieal systems, those users enter a
passive state of monitoring. This passive state of monitoring results in less effeetive
monitoring than is observed when in an aetive state of monitoring. This passive state
means that it is likely that important safety eritieal information might be missed.
Teehnology that inflicts a low workload on the user results in this passive state of
monitoring.

From the perspective of usability, comparisons can be made between the Human Factors
work and learning applications. If the cognitive load inflicted by an application is too low
then the user is more likely to passively interact with the application. This may be
acceptable for less cognitively demanding applications but for cognitively demanding
applications such as learning applications, or computer games, this is unacceptable. For
example, if a user is passively engaged with a learning application the likelihood that
they will effectively learn from said application is low. Pass et al, (2004) explain that
when cognitive resources are under utilised the learner is more prone to distraction and
also learning is adversely affected.

In light of this it seems sensible to consider some way in which the fostering of Germane
Cognitive Load can be integrated into Usability Engineering.
It is proposed that designers and developers who intend to make cognitively demanding
applications should consider a new heuristic:
Allow and expect the user to learn
This heuristic will advise usability professionals on the importance of learning when they
consider the usability of an application. This heuristic will also include the usability
attribute Icamability i.e. making applications easy to Icam how to use, but more
importantly this heuristic will mean usability professionals will recognise that users are
constantly learning. As figure 19 demonstrates, learning is not just related to the actual
learning task or the instructional material; it is also related to learning how to use the
application and learning from everything else that goes on in the wider physical
environment.
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The usability professional must allow for this learning and consider how best Germane
Cognitive Load can be applied. That is, they should consider means of fostering GCL
where appropriate.
Usability professionals will need to determine what the users’ goals are in using the
application and take into account that, if these goals are learning related, simply making
the application easy to use may not always achieve these aims. Also the usability
professional will need to consider where else the user is likely to learn. For example, if
the user will be using the application in a controlled environment there is less likelihood
of them learning from the environment than if they were in a distracting environment
such as a park or in a college corridor? The importance of this aspect of the heuristic was
discovered during the experiment when the participants returned to the control
environment from the natural environment and experienced the “lingering effect”.
Essentially the distractions from the natural environment caused increased levels of
cognitive load. However, when these distractions were removed, and the participant
returned to the controlled environment, the cognitive load levels did not return to levels
observed previous to the outing in the natural environment. Fundamentally the cognitive
load “lingered” indicating that working memory was perhaps still processing this
distraction after the distraction was removed.

The importance of this heuristic stems from the fact that that humans cannot consciously
stop learning. Every event that takes place is interpreted and processed by us and in some
cases stored in schemata for later use. Extraneous distractions that lead to Extraneous
Cognitive Load can also have implications for learning. These extraneous distractions
distract the learner while the learner is already engaged in an activity but subsequently
that distraction, even when removed, can still cause Extraneous Cognitive Load, as they
continue to think about, process and learn from this distraction. The “Lingering Effect” of
distractions is one that would be important to understand from a usability perspective
because what affects a human-computer interaction ‘now’ may have occurred minutes
‘previously’.
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Usability currently seems to assume that learning only takes place when learning to use
an application. Usability acknowledges that learning occurs when using learning software
but this learning is not addressed in the core of Usability. Perhaps this aspect can be
sidestepped within Usability to allow pedagogues and Cognitive Load Theorists to
address the issues of instructional design. Unfortunately such a move would present a
disjointed concept of usability. For example, the usability professional should have all the
resources available to design software, including learning software. As Van Nimwegen
(2008) identified, usability’s current heuristics will only help in the design of software
that addresses users’ goals as long as those goals do not include learning.

Finally, Usability should consider that learning takes place continuously. Even when
focused on an important learning task we still learn and remember from distractions and
non-learning related events as they occur. These extraneous interactions should inform
Usability, which should attempt to understand this human aspect in order to improve
human interactions with technology.

An example of the adoption of the heuristic “Allow and expect the user to learn”
Consider a mobile learning application that is used to demonstrate the spread of a virus
(Colclla, 2000). This application allows students in a classroom to demonstrate the spread
of a virus. One student's phone is “infected” with a virus and as this student moves
around the classroom the other student’s phones become “infected” with the virus.
If a usability professional wanted to create such a mobile learning application, the
Context of Use could be used to describe the context in which the application will be
used in. Nielsen’s existing 10 Heuristics could be used to make suggestions for designing
a usable application. However, a usability professional will be missing a very important
consideration that is crucial to this design. They have not considered learning. And there
are two important aspects that need to be considered:
1) Learning from the perspective of the learning objective needs to be considered
and
2) Learning from the perspective of everything else (essentially the distracting
elements) needs to be considered.
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If the usability professional considered the new heuristic “Allow and expect the user to
learn” these aspects would be incorporated into the design.

Firstly, the usability professional would consider what the learning tasks are and how best
to design the application that will foster germane cognitive load. They could use many
guidelines to foster germane cognitive load and increase the effectiveness of learning. For
example the “Redundancy effect” (Chandler and Sweller, 1991, Sweller, 2010) could be
incorporated. The Redundancy effect suggests that multiple sources of redundant
information add unnecessary Extraneous Cognitive Load and reduce the Germane
Cognitive Load. An example of this effect would be if learners were presented with a
visual representation on the screen that suggested they had become infected e.g. perhaps
the screen will flash red. They may also be presented with a text flashing across the
screen that tells them they arc infected. In this example, one of the sources of information
is unnecessary - it is redundant. The usability professional could apply this CLT principle
as part of the usability heuristic “Allow and expect the user to learn” in an effort to both
lower Extraneous Cognitive Load (as is expected in Usability Engineering) and increase
Germane Cognitive Load (as is expected in CLT).

The second aspect of this heuristic comes from Usability Engineering principles
themselves and not directly from CLT. The usability professional must be aware of the
effect that the wider physical environment has on usability and in this case the effect that
the wider physical environment has on learning. It is impossible for humans to devote all
of their cognitive resources to a single cognitive process and it is also improbable that
this would happen. Thus the usability professional must be aware that the possibility
exists that the learner will be simultaneously managing multiple cognitive processes. As
was demonstrated with the experiment, it is quite possible that an extraneous distraction
may occur in a natural environment. Current usability guidelines suggest the ability to
pause and resume applications. This guideline is based on the usability heuristic “User
control and freedom”. Pausing and resuming an application would be a help to the
learner. It would allow the learner to deal with environmental distractions as they can
pause when they feel distracted and resume when they feel the distraction has passed.
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These distractions have been shown to cause an increase in cognitive load and adversely
affect performance and learning. However, as identified from the experiment, sometimes
this distraction will linger even when the distraction has passed. If possible the usability
professional should design an application that can detect these sources of distraction and
also adjust the learning content to suit the increased cognitive load associated with the
distraction. Again, if possible, the usability professional should also ensure that the
lingering effect is considered and that the content remains adjusted after the distraction
has been removed.

Limitation of the study and Future Research
Creation of a simulated environment
In this study an environment was created that attempted to simulate a distracting
environment. It was believed that this environment would prove taxing on the subject’s
cognitive resources and would induce a higher level of Extraneous Cognitive Load. This
was not proven. It is thought that the reason for this was due to the nature of the scenario
devised. Simply put, the simulated distracting environment was an office environment
with a video clip playing in the background. It is thought that because the user was
focused purely on the mobile device, the visual distractions did not in fact have any
distracting effect.
For distractions to become salient both audio and visual elements must be combined
(Wickens et al 2006, Mangipudy 2010). For this experiment a video and audio track were
combined and played on an overhead projector in a dimly lit room. In this scenario the
combination of visual and audio elements did not distract the subject. This is possibly due
to direction of the subject’s gaze i.e. the downward facing orientation of the head. In this
posture the overhead projector was not visible and as discussed in chapter 2, Broadbent
(1982) suggested that, for optimal visual distraction from sources competing for
attention, the distraction should lay within one degree of the current source of attention
i.e. the handheld mobile device.
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Future directions

There are some ways in whieh this researeh eould be extended. Obviously one of the first
would be to address the limitation as identified above. A new experiment eould be
established that eould attempt to sueeessfully ehange the environment for a stationary
learner learning on a mobile deviee in order to apply ECL. To gain a more aecurate
model of ECL the experiment eould be repeated in more ehanging environments to see if
the reported levels of ECL inerease and performanee and learning deereases are
consistent.

Enlarging the number of partieipants and ehanging the method of measuring cognitive
load may also address the issues assoeiated with the cognitive load measurements.

Another sensible approaeh from this researeh would be to repeat the experiment with an
institution’s already established mobile learning software. This would serve two
purposes; Firstly, it would be interesting to address the overlap between learning to use
the application and learning from the content. If all of the partieipants were intermediate
or expert users of an institution’s learning software, then the results of a future
experiment eould be attributed to the learning that oeeurs from the applieation eontent.
Seeondly, as the learning from established learning software is already measured and
assessed accurately and frequently (as is the case with most learning institutions) a wider
and more aceurate pieture of learning and the effeets of ECL on mobile learning eould be
realised.

The speculative findings should be investigated fully to determine their authenticity in
relation to eognitive load and this researeh. For example Oviatt (2006) determined that an
increase in eognitive load will slow down the efficiency of task execution but will not
affect the aeeuraey. In this work the opposite was observed: aeeuraey suffered with the
applieation of ECL and effieieney was unaffeeted. As the effeet of ECL on task
effieiency was not investigated, this work was not in a strong enough position to attempt
to explain these phenomena. Future researeh on this area would be useful.
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Another example of future directions from the speculative findings includes investigating
why the subjective assessment and objective application assessment appeared to have
contradictory results. As many other individual works are based entirely on cither
subjective or objective measurements, it would be sensible to determine why there may
be confusion.

An exciting prospect would be to use this research to inform context aware computing. A
model of ECL was created that determined the effects of a changing environment on a
mobile learner. This model determined that a changing environment could inflict an ECL
on a mobile learner causing a 28.53% increase in cognitive load, a 4.9% drop in
performance, and a 5.96% drop in learning. If context aware functionality were to be
included within mobile learning software then the software itself could detect when a
learner was entering such an environment. In such circumstances the mobile learning
software could adapt the learning context to reduce the cognitive load that the content
was presenting to the learner by an amount equal to that which was being imposed by the
environment.

But perhaps the most interesting future direction would be to explore the “Lingering
Effect” as discussed above. Why exactly docs a cognitive load, caused by a distraction
that is extraneous to a current and active task, remain after the distraction has been
removed'^' If this lingering effect is due to learning, how long does it last? As explained
above this effect is currently explored in neither Cognitive Load Theory nor Usability.
Such a thorough exploration would be of benefit to both areas of study.
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Appendix A: Consent form for experiment participants
Consent to partake in research
Project Title: Improving Usability; Evaluating the effect of changing environmental
factors on Cognitive Load

Investigator: Robin Deegan, PhD Student, CIT

Please read this consent document carefully before you decide to participate in this
study.

Research Purpose: The purpose of this research is to examine the cognitive load issues
students experience while utilising mobile learning technology. If you agree to participate
in this research study, you will be one of approximately 60 participants. This research
project is part of a doctoral study.

Explanation of procedures: Participants will complete one task three times utilising
mobile learning technology. After each session of the task, participants will be given a
questionnaire to complete in which to rate the perceived effort used while completing the
task. The participant will have the procedure explained and hc/shc will be told that this
measure is for research purposes only and when complete it will not be given to a any
third party to review nor will the participants receive a copy. The measurements will be
immediately coded and separated from their name so it will not be possible to match the
measurements with the participant's identity.

Time required: 5 minutes will be spent completing the task (total 15 minutes), 5 minutes
will be spent during the briefing and 5 minutes will be spent completing the
questionnaires. In total this experiment should take no longer than 25 minutes overall.
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Risks: There are no known risks associated with this experiment. You will not encounter
any hamiful or explicit material.

Benefits/Compensation: There will be a raffle for an Apple iPod. All participants will be
entered into this raffle.

Confidentiality: Your identity will be kept confidential. Your information will be
assigned a code number and will be stored separately. When the study is completed and
the data analysed, all test measurements and questionnaires will be destroyed. Your name
will not be used in any report.

Voluntary participation; Your participation is voluntary. There is no penalty for not
participating. Participants do not have to answer any question that hc/shc docs not wish to
answer when partaking in this experiment.

Right to withdraw from the study: You have the right to withdraw from the study at
any time without consequence.

Signature of Participant

Participant Name (please print)

Date

Page 185

Appendix B; NASA Task Load Index

Appendix B: NASA Task Load Index

Hart and Staveland’s NASA Task Load Index (TLX) method assesses work load on five 7-pomt scales.
Increments of high, medium and low estimates for each point result in 21 gradations on the scales. For this
experiment the score from scale was added to give a total score of Cognitive Load.

NAME:

Date;

Mental Demand How mentally demanding was the task?

I I I I I I I I I I ll I I I I I I I I I
Very Low
Physical Demand

Very High
How physically demanding was the task?

Ver>' Low
femporal Demand

Very High
How hurried or rushed was the pace of the task?

Mil
Very Low
Performance

Very High
How successful were you in accomplishing what you were asked to do?

Very Low
Effort

Very High
How hard did you have to work to accomplish your level of performance?

Perfect
Frustration

Failure
How insecure, discouraged, irritated, stressed, and annoyed were you?

M M M M M I I I I M I I I M
Very Low

Very High
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