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Доказательство. Рассмотрим разность ( ) ( )δδ −+−=− ,, nnnn xxxxxx . По доказан-
ному в теореме 1 ∞→→− nxx n ,0 . Покажем, что δ− ,nn xx  можно сделать сходящи-
мися к нулю. Воспользовавшись интегральным представлением самосопряжённого опе-
ратора А, получим =− δ,nn xx  ( ) ( )[ ]( ) =−α+α−−= δ−− yyAEAEEA nn1
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Оценим сверху положительную подынтегральную функцию 
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111  при условии (4). Покажем по индукции, что 
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1g . Предположим, что (5) истинно при n = k, т.е. 
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111  и рассмотрим n = k + 1. Имеем 
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Следовательно, оценка (5) справедлива для любого Nn∈ . Отсюда 
αδ≤− δ nxx nn 2, . Поскольку αδ+−≤−+−≤− δδ nxxxxxxxx nnnnn 2,,  и 
∞→→− nxx n ,0 , то для сходимости процесса (3) достаточно выбрать n в зависи-
мости от δ так, чтобы 0→δn , ∞→n , 0→δ . Теорема 2 доказана. 
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Решается нелинейное уравнение 
 = 0,  ⊂ 
 → 
,  ∈    (1) 
для решения которого предлагаются следующие квазиньютоновские нелокальные нере-
гуляризованные итерационные процессы. 
Метод 1. 
Шаг 1: Решается СЛАУ относительно поправки Δ 
Δ = −,  = 0,1,2… ,  ∈ [10, 10].  (2) 
Шаг 2: Вносится поправка в вектор : 
! =  + Δ.     (3) 
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Шаг 3: Проверяется условие окончания вычислительного процесса: 
если ‖!‖ < %, % ≪ 1, % – параметр останова, то конец расчетов, иначе 
Шаг 4: Вносится поправка в вычисление шаговой длины, если ‖!‖ <‖‖, то ! = 1, иначе – шаговая длина определяется по формуле: 
! = '( )1, *+‖,-+‖‖,-+./‖0+1 , 2 = 
,	    (4) 
Шаг 5: Решается СЛАУ с той же матрицей Якоби относительно поправки Δ! 
Δ! = −!!.    (5) 
Шаг 6: Уточняется вектор !: 
! = ! + Δ!     (6) 
Шаг 7: Проверяется условие окончания вычислительного процесса: 
если ‖!‖ < %, то конец расчетов, иначе 
Шаг 8: Вносится поправка в вычисление шаговой длины, если ‖!‖ <‖!‖, то ! = 1, иначе – шаговая длина определяется по формуле: 
! = '( )1, *+./‖,-+‖‖,-+.4‖0+./1 , 2! = 2
0+./
0+
‖,-+./‖
‖,-+.4‖
, (7) 
И осуществляется переход на Шаг 1. 
Теорема 1. Пусть оператор f в интересующей нас области D удовлетворяет условиям: 
Отображение  является G-дифференцируемым на выпуклом множестве , 
‖‖ ≤ 6 < +∞	∀ ∈ , ‖[]‖ ≤ 9.   (8) 
В  существует решение ∗ уравнения (1), ; = sup-∈‖‖ и 
% = ;9‖‖ < 1. 
Тогда итерационный процесс (2)–(7) сходится к решению уравнения ∗ со сверхлиней-
ной (локально с квадратичной) скоростью, и оценка погрешности n-ого приближения 
имеет вид 
‖ − ∗‖ ≤ ?‖,-@‖A@
+
A@
, B = 1 − 1 − %. 
Доказательство. 
‖!‖ ≤ ‖ + ! − ‖ + supCDC‖ + EΔ −
‖ ‖! − ‖ ≤ F − F + ;9‖‖ = )1 −
1 − %1 ‖‖ = B‖‖,	   (9) 
здесь % = ;9‖‖, B = 1 − 1 − %. 
Нетрудно показать, что имеет место равенство 
‖‖ = !‖!‖     (10) 
Из условий теоремы и (10) следует, что все %G = % и, если  и  таковы, что 
% = ;9‖‖ < 1, то B < 1 и %G = % < 1. Пусть  = 0, тогда из (9) следу-
ет, что 
   ‖	‖ ≤ B‖‖ < ‖‖,    (11) 
и из (10) имеем, что 
‖‖ = ‖‖.    (12) 
Сравнивая (10) и (11), имеем,  <  и B = 1 − 1 − % < 1 −
−1 − % < B. 
 
Применяя метод математической индукции, получим, что последовательность 
HGI ↗ 1, а последовательность HBGI ↘ 0. 
 
Переходя к пределу в (9) при  → ∞, получаем 
  lim→O‖‖ ≤ lim→O∏ BGGQ ‖‖ = 0.   (13) 
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Таким образом, из (13) следует, что HI → ∗ = 0, тем самым сходимость 
итерационного процесса к решению доказана. 
Покажем, что в процесса счета существует номер R, что при ( ≥ R все G = 1 
lim→O ! = lim→O *+‖,-@‖
4
‖,-+./‖40+
= lim→O *+T/‖,-@‖
4
‖,-+./‖40+T/
= ⋯ > +∞. (14) 
Из (14) и (4) следует, что ∃R такое, что для всех ( ≥ R все G = 1. С этого момента 
процесс (2)–(7) переходит в классический метод Ньютона с характерной для него скоро-
стью сходимости. Теорема доказана. 
Метод 2. 
Шаг 1: Решается СЛАУ относительно поправки Δ 
Δ = −,  = 0,1,2… ,  ∈ [10, 10].  (15) 
Шаг 2: Производится уточнение вектора : 
! =  + Δ     (16) 
Шаг 3: Проверяется условие окончания вычислительного процесса: 
если ‖!‖ < %, % ≪ 1, % – параметр останова, то конец расчетов, иначе 
Шаг 4: Вносится поправка в вычисление шаговой длины, если  ‖(!)‖ < ‖()‖, то ! = 1, иначе – шаговая длина определяется по формуле: 
! = '( X1, Y *+‖,(-+)‖0+4‖,(-+./)‖Z , 2 = [,     (17) 
Шаг 5: Решается СЛАУ с той же матрицей Якоби относительно поправки Δ! ()Δ! = −!(!).    (18) 
Шаг 6: Уточняется вектор !: ! = ! + Δ!     (19) 
Шаг 7: Проверяется условие окончания вычислительного процесса: 
если ‖(!)‖ < %, то конец расчетов, иначе 
Шаг 8: Вносится поправка в вычисление шаговой длины, если  ‖(!)‖ < ‖(!)‖, то ! = 1, иначе – шаговая длина определяется по фор-
муле: 
! = '( X1, Y *+./‖,(-+./)‖0+./4‖,(-+.4)‖Z , 2! = 2
0+./4
0+4
‖,(-+./)‖
‖,(-+.4)‖.  (20) 
И осуществляется переход на Шаг 1. 
Относительно итерационного процесса (15)–(20) может быть сформулирована. 
Теорема 2. Пусть оператор f в интересующей нас области D удовлетворяет условиям: 
Отображение  является G-дифференцируемым на выпуклом множестве , ‖()‖ ≤ 6 < +∞ ∀ ∈ , ‖[()]‖ ≤ 9   (21) 
В  существует решение ∗ уравнения (1), ; = sup-∈‖()‖ и      % = ;9‖()‖ < 1. 
Тогда итерационный процесс (15) – (20) сходится к решению уравнения ∗ со сверх-
линейной (локально с квадратичной) скоростью, и оценка погрешности n-ого приближе-
ния имеет вид 
‖ − ∗‖ ≤ ?‖,(-@)‖A@+A@ , B = 1 − (1 − %). 
Доказательство теоремы 2 вполне аналогично доказательству теоремы 1. 
Процедуры, построенные на основе описанных выше двух многошаговых итерацион-
ных процессов, показали высокую эффективность. 
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