Experiments suggest that cerebral cortex gains several functional advantages by operating in a dynamical regime near the critical point of a phase transition. However, a long-standing criticism of this hypothesis is that critical dynamics are rather noisy, which might be detrimental to aspects of brain function that require precision. If the cortex does operate near criticality, how might it mitigate the noisy fluctuations? One possibility is that other parts of the brain may act to control the fluctuations and reduce cortical noise. To better understand this possibility, here we numerically and analytically study a network of binary neurons. We determine how efficacy of controlling the population firing rate depends on proximity to criticality as well as different structural properties of the network. We found that control is most effective -errors are minimal for the widest range of target firing rates -near criticality. Optimal control is slightly away from criticality for networks with heterogeneous degree distributions. Thus, while criticality is the noisiest dynamical regime, it is also the regime that is easiest to control, which may offer a way to mitigate the noise.
A large body of experimental evidence supports the hypothesis that the cerebral cortex operates at, or very near to, a critical regime in which excitation and inhibition are precisely balanced [1] [2] [3] [4] [5] . Consequently, many efforts have been made to identify and understand the functional benefits of operating in this regime [6] , including maximized dynamic range [7] [8] [9] and maximized information transmission and capacity [10] [11] [12] . Both experiments and models have shown that networks operating in the critical regime visit the largest variety of microscopic and macroscopic states [10, 13, 14] . It has been hypothesized that these states could be harnessed by the network to encode and transfer information [15] . In this Letter, we identify a new way that criticality may be beneficial in neural systems. We show that, at criticality, the activity of the system can be controlled with minimal error over the largest range of activity levels. In addition, by analytically treating the network's deviations from linear dynamics, we show that heterogeneity in the network's degree distribution reduces this controllable range considerably. Understanding the controllability of a neural system may be important for designing effective neuroprostetics and other brain-machine interface systems. There has been a significant amount of work in quantifying the controllability of functional brain networks (for a review, see [16] ). However, these previous studies assume linear dynamics and consider a fixed excitation-inhibition balance. In contrast, in this Letter we consider the combined effects of nonlinear dynamical evolution, network heterogeneity, and excitation-inhibition balance.
Following Refs. [7, 13, 14] , we consider a network of N discrete-state excitable nodes. At each timestep t, each node m may be active or inactive, corresponding to a node variable s t m with value 1 or 0, respectively. The * Electronic address: juanga@colorado.edu nodes are coupled via a directed, weighted, and signed network with adjacency matrix A, such that A nm represents the stimulus that an active node m sends to node n. These values are non-negative (non-positive) whenever node m is excitatory (inhibitory), and networks are assumed to consist of 20% inhibitory nodes. In a system with no control, dynamics then autonomously evolve with node n becoming active at timestep t + 1 with probability σ N m=1 A nm s t m , where σ is a piecewise linear transfer function defined as σ(x) = 0 for x < 0, σ(x) = x for 0 ≤ x ≤ 1, and σ(x) = 1 for x > 1. In such systems, the largest eigenvalue λ of the adjacency matrix A determines whether the system is in a regime of low activity (λ < 1), high activity (λ > 1), or a state separating those regimes (λ = 1) characterized by high entropy of the macroscopic network activity S t = 1 N N m=1 s t m [13, 14] . We now introduce control to the dynamics and analyze how its effectiveness depends on the network's topology and principal eigenvalue λ. To this end, we consider a modified evolution equation,
and s t+1 n = 0 otherwise. The term µ n (Ŝ − to a target valueŜ, where b n represents the weight given to node n in the global activity S. Purposefully, this control goal is simpler than those considered in some previous works [16] ; this simplicity allows us to focus on the effects of the nonlinearity, the network's degree distribution, and excitation-inhibition balance. As a first step, we will ignore the nonlinearities of the function σ by assuming that its argument is always between 0 and 1, the regime in which σ(x) = x. Later we will discuss the conditions under which this assumption is valid and consider arXiv:1912.06690v1 [q-bio.NC] 13 Dec 2019 the effects of the nonlinearity.
In this linear regime, the evolution of each node's expected activity p t n ≡ E[s t n ], taken over the stochastic dynamics, is, in steady-state,
where we have introduced vectors m, b, and p with entries µ n , b n , and p n , respectively. This can be solved for p using the Sherman-Morrison inversion formula to get
Equation (3) predicts the steady-state averages of nodal activity p n = E[s t n ] in terms c, and therefore in terms of the network A and the control vector m.
How does control error depend on the network's degree distribution and proximity to the critical point λ = 1?
We first assume that the in-and out-degrees, k out n = N m=1 A mn and k in n = N m=1 A nm , and the largest eigenvalue, λ, are specified. Then, following [17] , we consider an averaged adjacency matrixĀ which preserves the eigenvalue λ and the degree distribution, in the sense that N m=1Ā nm ∝ k in n , N m=1Ā mn ∝ k out n . Such a matrix isĀ = λk in k out /k out k in , which has the eigenvector k in with eigenvalue λ. Using this matrix, we effectively average over the ensemble of networks with largest eigenvalue λ and the desired degree distributions. Replacing A withĀ in the definition of c, and using the Sherman-Morrison inversion formula again, we get
We quantify control error as the expected relative error
This equation makes two key predictions for the control error R, based on the network's degree distribution (k in , k out ), the control vector m, the nodal weights b, and the principal eigenvalue λ. First, Eq. (5) predicts that control error is minimized to R = 0 whenever λ = 1, independent of the targetŜ. Second, Eq. (5) predicts that when λ = 1, the magnitude of the non-zero control error depends on correlations between the in-and outdegrees of the nodes, the weights b, and the nodal control strengths m. We confirm these predictions via simulation by varying both the principal eigenvalue of the network adjacency matrix and the correlation between in-and out-degree sequences. Figure 1A illustrates the effects of λ on dynamics with and without control, with sample time series of network activity S t = N n=1 s t n /N for simulated dynamics with λ = 0.98, 1.0, and 1.02 on directed Erdös-Rényi random networks (simulation details in caption). Figure. 1B shows the accuracy of Eq. (5) (solid lines) compared to simulations (squares and triangles) in which we systematically varied λ between 0.9 and 1.1 for two classes of networks which were designed to maximize and minimize the effects of degree correlations, respectively. To construct such networks, we considered a sequence of target degreesk 1 >k 2 > · · · >k N with N = 2000 sampled from a distribution uniform in [50, 250] . To maximize the term b k in k out m/k out k in , we chose k out n =k n , k in n =k N −n , b ∝ k in , and m ∝ k out ; to minimize that term, we chose k out n = k in n =k n and µ n , b n ∝k N −n . We generated adjacency matrices A by choosing the entries A nm to be 1 with probability k in n k out m / n k out n [18] , and then rescaled the resulting matrices so that they had the desired eigenvalue λ. We emphasize that while the simulations in Fig. 1B were done with specific network realizations, the predictions of Eq. (5) were derived by considering an averaged network.
In the two cases described above, the control error is well described by Eq. (5), but this is not the case if the network's degree distribution is heterogeneous (even mildly). For example, if the degreesk n are sampled from a power-law distribution with minimum degree 50 and exponent γ = 4 (circles in Fig. 1B) , the control error is no longer minimized at λ = 1. As we will see, the assumption that the argument x of the sigmoid function σ(x) is between 0 and 1 is violated when the network's degree distribution is heterogeneous. This assumption allowed us to ignore the nonlinearity of σ and write down the linear equation Eq. (2). To consider the effects of nonlinearity we will assume for simplicity that each node is weighted equally, i.e., b n = 1/N , and consider the evolution of the network activity S t = N n=1 s t n /N . In the absence of control input and nonlinearity, the expected network activity for a homogeneous network with largest eigenvalue λ evolves, given S t , as E[S t+1 ] = λS t ; the largest eigenvalue λ acts as a branching parameter for the fraction of excited nodes. Thus, our linear results above can be understood as follows: when λ = 1, S t diffuses stochastically with no bias, and therefore control can effectively pin it to any value of the targetŜ. When the nonlinearity of the transfer function is taken into account one can still quantify the bias of the stochastic evolution of S t by defining the branching function Λ that, given S t , satisfies E[S t+1 ] = ΛS t :
The branching function Λ(S) can be interpreted as an effective eigenvalue or branching ratio that applies when S t = S: when Λ(S) > 1 [Λ(S) < 1] activity tends to increase [decrease] on average. Alternatively, interpreting the evolution of S t as a random walk, its drift is given by E[S t+1 − S t | S t = S] = Λ(S)(S − 1). Therefore, when the branching function Λ(S) ≈ 1, the network activity S t does not have a tendency to increase or decrease. In
Ref. [13] it was shown that for directed Erdös-Rényi networks, depending on the fraction of inhibitory neurons and the average network degree, the branching function is a decreasing function of S with Λ(S) ≥ λ for small S, Λ(S) ≈ λ for intermediate S, and Λ(S) < λ for S ≈ 1. For networks with λ = 1, S t effectively diffuses in the region where Λ(S) ≈ 1 (Fig. 2 ). If the targetŜ is in this region, S t can be controlled to be at this value with effectively no error. Our goal now is to study how a heterogeneous degree distribution modifies the branching function, and consequently the range of valuesŜ that can be used as targets with no error. From the definition of the branching function and Eq. (1), we obtain
If the number of connections per node is large, then the distribution of This means that the more heterogeneous the in-degree distribution, the more Λ(S) differs from λ. For the case λ = 1, Λ(S) ≈ 1 as long as S < k /k max . Therefore the range of target valuesŜ that can be controlled with zero error is reduced for heterogeneous networks. When b = 1 N 1, the definition of error R is equivalent to S = S + R(λ)Ŝ. Using Λ(S) instead of λ in Eq. (5) gives a heuristic approximation for the value of S as the solution of the implicit equation
from which the relative error can be computed. We illustrate how heterogeneity in the degree distribution modifies the controllable range of targets by considering networks of size N = 5000 generated as before, but using b = 1 N 1, m = 1 2 1, {k n } sampled from either a power-law distribution with exponent γ = 4 with minimum degree k min = 50 or a uniform distribution in [100, 200] , and we choose {k in n }, {k out n } as two independent permutations of the {k n } sequence. (In light of recent discussion [19] , note that we choose power-law degree distributions just as a convenient example of heavy tailed distributions.) Fig. 3a shows branching functions Λ(S) calculated using Eq. (8) for three combinations of λ and degree distributions (see caption). Of the two networks with λ = 1, the most homogeneous network has a branching function which is approximately 1 for a wide range of values of S. For the network with λ = 1.05, the branching function crosses 1 only at a value of S approxi-mately equal to 0.53, effectively reducing the controllable range to a single point. All this is reflected in the error R, plotted as a function of the targetŜ in Fig. 3b . In all cases, the region where the error is approximately zero corresponds to the region where the branching function is approximately one. In addition, the error computed theoretically from Eq. (9) (symbols) agrees qualitatively with the one obtained numerically from simulations of the full system (solid line). Networks with a homogeneous degree distribution and λ = 1 have the largest controllable range. We also find that networks with a more homogeneous degree distribution admit a larger range of control strengths µ before the controlled state becomes unstable. As shown in the Supplemental Material, we find that a condition for stability is
where h ≡ k 2 / k 2 ≤ 1 measures the network's degree heterogeneity. More heterogeneous (smaller h) networks are therefore harder to control. In summary, we studied how two key network properties (excitability and degree distribution heterogeneity) affect the ability to control the macroscopic activity of a network of excitable elements with inhibition. We found that for networks poised at the critical point of a phase transition (λ = 1), there is a relatively large range of macroscopic network activity states that can be stabilized with no error. Heterogeneity in the network's degree distribution reduces this range of target values and the range of control strengths that yield stable control. While heterogeneity can be beneficial for robustness to random node failures [20] , our results suggest that a more homogeneous degree distribution might be preferable for situations where a large range of macroscopic network states needs to be harnessed. A common critique of the hypothesis that the cerebral cortex may operate near criticality is that critical dynamics are too noisy, as reflected in the large fluctuations in Fig 1A. For many aspects of brain function it is easy to imagine that the large fluctuations of criticality would cause trouble. However, our primary result here is that the noisy dynamics of criticality is, in fact, easy to control. This suggests that a brain might be able to take advantage of the other functional benefits of criticality while controlling its own noise to remain at a manageable level.
