Increasing practical interest has been shown in regression problems where the errors, or disturbances, are centred in a way that reflects particular characteristics of the mechanism that generated the data. In economics this occurs in problems involving data on markets, productivity and auctions, where it can be natural to centre at an end-point of the error distribution rather than at the distribution's mean. Often these cases have an extreme-value character, and in that broader context, examples involving meteorological, record-value and production-frontier data have been discussed in the literature. We shall discuss nonparametric methods for estimating regression curves in these settings, showing that they have features that contrast so starkly with those in better understood problems that they lead to apparent contradictions. For example, merely by centring errors at their end-points rather than their means the problem can change from one with a familiar nonparametric character, where the optimal convergence rate is slower than n −1/2 , to one in the super-efficient class, where the optimal rate is faster than n −1/2 . Moreover, when the errors are centred in a non-standard way there is greater intrinsic interest in estimating characteristics of the error distribution, as well as of the regression mean itself.
Introduction
The problem of estimating the end-point and tail shape of a distribution has a distinguished history, not least because it provides important examples of non-regular behaviour for various types of inference. See, for example, Harter and Moore (1965) and Smith (1985) . The problem also has important practical motivations, arising in part from the prevalence of power-law distributions; see Zipf (1941 Zipf ( , 1949 . More recently, end-point This is an electronic reprint of the original article published by the ISI/BS in Bernoulli, 2009, Vol. 15, No. 3, 614-633 . This reprint differs from the original in pagination and typographic detail.
The present paper suggests nonparametric methodology, and describes its properties, in the context of inference about end-point and tail shape functions in nonparametric regression. In this case the errors, or disturbances, in the nonparametric model are centred at their end-points, rather than at their means. The end-points may be assumed to take a convenient value such as zero. Thus, the problem of estimating the nonparametric regression mean becomes that of adaptively estimating the centring function.
Estimation of characteristics of the error distribution is sometimes also of practical interest. This problem can have several forms, depending on the extent of generality required. For example, if the error distribution has a jump discontinuity at its end-point then the height of the jump can be treated nonparametrically, or modelled parametrically, as a function of the explanatory variable. The end-point might be approached in a polynomial way, and then the exponent, or degree, may be one of the subjects of inference. This paper will address those issues, too.
The problem of nonparametric regression with end-point-centred errors also has significant theoretical motivation. In particular, depending on the way in which the end-point is approached, substantially faster convergence rates can be achieved than in conventional settings. For example, suppose we observe Y i = a(X i ) + ε i for 1 ≤ i ≤ n, where the errors ε i are independent and identically distributed with a distribution that has a jump discontinuity at one of its end-points and finite variance and a denotes a twice-differentiable function. The estimator of a given in this paper has root-mean-square convergence rate n −2/3 , which beats even the rate n −1/2 for a parametric setting, let alone the rate n −2/5
for standard nonparametric regression with twice-differentiable functions. We shall show that the rate n −2/3 is minimax optimal. However, it is well known that the rate n −2/5 is also minimax optimal for estimating the same function. How can this be? This paradox can be resolved by noting that the two functions being estimated are not quite identical. They differ by a constant equal to the difference, δ, between the mean and the end-point of the error distribution. The constant cannot be estimated at a faster rate than n −2/5 . However, this explanation is not without its own element of surprise, since it might be thought that estimation of δ would be a semi-parametric rather than a nonparametric problem; if we could observe the errors directly then we could estimate their end-point at rate n −1 and their mean at rate n −1/2 , both expressed in root-mean-square terms.
Methodology

Model
Assume that data (X 1 , Y 1 ), . . . , (X n , Y n ) are generated by the model
where a denotes a smooth function, each X i is a p-vector and each Y i is a scalar. It is supposed that the distribution of the error, or disturbance, ε i , conditional on X i = x, has density f (·|x) with the property that f (u|x) = 0 for u < 0 and
where 0 < d < ∞. The quantities b and c are smooth, strictly positive functions from R p to R. We wish to estimate a, and sometimes also b and c. Taking the view that the locus of points (x, a(x)) represents a boundary, models similar to (2.1) and (2.2) have been treated before, although, with the exception of literature discussed in Section 1, generally only when p = 1. In the latter case, and in the context of statistics, contributions include those of Härdle et al. (1995) , Hall et al. (1997 Hall et al. ( , 1998 , and especially Gijbels and Peng (2000) . There is also a vast econometrics literature in the case p = 1, often including a shape constraint, such as convexity, in addition to smoothness of a. See, for example, Korostelev et al. (1995a Korostelev et al. ( , 1995b , Kneip et al. (1998) and Gijbels et al. (1999) .
Nonparametric estimation of a
Let h > 0 denote a bandwidth. Given x ∈ R p , let S(x, h) be the set of pairs (α, β), where α is a scalar and β is a p-vector, such that
Should there be very few or no indices such that X i − x ≤ h, locally increase h so that a moderate number of X i 's lie in this range. The one-sided nature of inference in this problem raises interesting issues connected with existence of the estimator and edge effects. To appreciate why, consider the case where the points X i , for 1 ≤ i ≤ n, all lie in a p-variate half-space defined by an infinite plane passing through x. Then there exists β such that β T (X i − x) < 0 for 1 ≤ i ≤ n. Since the length of β can be chosen arbitrarily large without altering the sign property, a(x) as defined at (2.3) equals +∞.
Let R denote the support of the common density, g X , of the X i 's, and write ∂R for the boundary of R. If g X is continuous and positive in R, and if x is distant at least sh (where s > 0) from ∂R, then the probability thatã(x) = +∞ converges to zero exponentially fast, as a function of n, as the latter increases. See Section 5.1. However, if x lies exactly on ∂R, then, depending on the shape of the boundary, the probability can equal 1, even for finite n. Details are given in Section 3.1.
Arguably the simplest way of overcoming these difficulties is to set an upper bound, B, on the largest value that a(x) can take and estimate a(x) by averagingã(u) over all values of u for which |x − u| ≤ h 1 and |ã(u)| ≤ B, where h 1 is another bandwidth. We shall discuss this approach in the next paragraph. Another method, more difficult to implement, is to distort the region of radius h centred at x, within which X i must lie in order for (X i , Y i ) to be used to constructã(x), so that the region includes values of X i that are further than h from x and appropriately complement the values of X i that are within h of x.
One form that the averaging ofã(u) can take is based on local linear smoothing. There we chooseα 1 = α 1 ∈ R and β 1 ∈ R p to minimise
where K is a bounded, spherically symmetric probability density supported on the pvariate unit sphere centred at the origin and h 1 is another bandwidth. Then we put a(x) =α 1 . Alternatively, we may defině
where R(x) denotes the set of points u ∈ R p such that x + h 1 u ∈ R, and B is chosen sufficiently large to ensure that the denominator in (2.5) is non-vanishing. Both these approaches also overcome problems caused by discontinuities in the functionã. While both address the issue of boundary effects, the estimatorâ suffers less from boundary bias thanǎ. In bothâ andǎ we may use a soft thresholding approach to inclusion of values of u for which |ã(x + u)| ≤ B, rather than the hard thresholding suggested by (2.4) and (2.5). Sinceâ andǎ are based on local linear rather than local constant smoothing, they enjoy good performance near boundaries; our theoretical analysis in Section 3 will demonstrate this feature. General polynomial optimisation methods can also be employed to estimate a, although at the expense of greater computational labour.
Plug-in methods can be used to choose the bandwidth, h, empirically. However, motivation for that technique requires theory about large sample properties ofã, and so discussion of empirical bandwidth selection is deferred to Sections 2.4 and 3.2.
The local linear estimator introduced in the first paragraph of this section can be viewed as based on a local, functional version of a linear programming algorithm. See Smith (1994) and Portnoy and Jurecková (2000) for related methodologies. The more general estimator, introduced in the paragraph above, requires polynomial programming for implementation.
If c(x) lies in the interval (0, 2) then the rate of convergence of the estimator at (2.3) cannot be improved. If c(x) ≥ 2 then the rate of convergence can be enhanced by using unboundedly many order statistics, where the number employed is a second smoothing parameter (in addition to the bandwidth h) and its optimal choice depends on knowing, or estimating, the main features of the remainder term in (2.2). See, for example, Hall (1982) and Smith (1985) . However, when c(x) ≥ 2 the data are very sparse in the neighbourhood of the boundary, and so inference about the remainder in (2.2) is especially difficult. Therefore, the empirical challenges posed by this approach usually outweigh any performance gains that might be achieved in practice, and so we shall not pursue such methods.
Nonparametric estimation of b and c
In principle, completely nonparametric methods may be used to estimate the functions b and c, although in practice one would often take c to be a constant, rather than a non-degenerate function of x.
When estimating b and c we need not use the numerical value of h employed forã. However, in the brief account below we shall continue to use the notation h. Define the residualsε i = Y i −ã(X i ), and let T (x, h) denote the set ofε i 's for whichε i > 0 and
where r, another smoothing parameter, denotes a threshold. Optimal choice of bandwidth for estimating b and c is a highly complex matter, and will not be treated here. The estimatorsb andĉ can be thought of as local function versions of conditional maximum likelihood estimators suggested by Hill (1975) .
Outline of theoretical properties
We shall show in Section 3 that, when constructing the local linear estimatorã and its smoothed versionsâ andǎ, it is generally optimal to choose h ∼ const .n −1/(p+2c) . In this case the estimators have root-mean-square convergence rate n −2/(p+2c) , when applied to cases where a has two derivatives. For very general choices of the error distribution, this rate is optimal when 0 < c < 2. Even if the functions b and c ∈ (0, 2) take known, constant values, and we know the error distribution exactly (e.g., that it is gamma or Weibull), the rate n −2/(p+2c) cannot be improved upon. However, when c ≥ 2, and we have sufficient information about the error distribution, the convergence rate of estimators of a can be improved by using other approaches. For instance, if b and c are constant, and if the error density f is known, then an estimator of a that is based on maximising a "local" version of log-likelihood can produce an estimator that converges to a at rate n −2/(p+4) , rather than n −2/(p+2c) , when p > 2 and a has two derivatives.
The problem is more awkward when the error distribution is not known. There, the convergence rate n −2/(p+2c) can be close to optimal. In particular, if we know only that the errors have a common density f , with f (u) = bcu c−1 + O(u c+d ) as u ↓ 0, where b, c > 0 are fixed constants, then the minimax optimal convergence rate of estimators of
3. Theoretical properties 3.1. Convergence rates of estimators of a Assume that data (X i , Y i ) are generated by the model at (2.1), where the pairs (X 1 , ε 1 ), (X 2 , ε 2 ), . . . are independent and identically distributed as (X, ε); the density of X is supported in a compact region, R ⊆ R p , and is continuous and non-zero there; P (ε > 0) = 1; the distribution of ε, conditional on X = x, is absolutely continuous with a density, f (·|x), which satisfies (2.2) and, in the notation there, d > 0 is fixed, b and c are Hölder-continuous functions satisfying C 1 ≤ b(x), c(x) ≤ C 2 for all x ∈ R, C 1 and C 2 are constants satisfying 0 < C 1 < C 2 < ∞ and the remainder in (2.2) is of the order stated there, uniformly in x ∈ R; and sup x E(ε 2+η |X = x) < ∞ for some η > 0.
Recall from Section 2 that the one-sided nature of the inference problem means that the estimatorã will often tend not to be defined at the boundary. However,ã may be well-defined very close to the boundary. To elucidate this behaviour we shall consider two types of x, described in (3.2) below. By way of notation, given a point x 0 in the boundary ∂R of R, let v(x 0 ) denote the inward-pointing normal to the tangent plane at x 0 , which is well defined if ∂R has a continuously turning tangent in a neighbourhood of x 0 . Then we ask that: Either x is fixed as an interior point of R, or x = x(n) is within order h of ∂R, in the following sense: Suppose that for some x 0 ∈ ∂R, ∂R is of codimension 1 and has a continuously turning tangent in a neighbourhood of x 0 , and that for some sufficiently small δ > 0,
sh, where x 0 ∈ ∂R, s > 0 and x 0 and s are held fixed.
sh where x 0 ∈ ∂R and s ≥ 1, let U(x) denote the closed, p-variate sphere of unit radius centred at x. If x = x(n) = x 0 + v(x 0 )sh with x 0 ∈ ∂R and 0 < s < 1, take U(x) to be the larger of the two parts of the just-mentioned sphere that are obtained by cutting it by the plane that is perpendicularly distant s from the origin and has its normal in the direction v(x), pointing towards the centre to the sphere.
Letȧ andä denote the p-vector of first derivatives and p×p matrix of second derivatives of the function a and suppose that the function a has two continuous derivatives in R, and if x = x 0 + v(x 0 )sh then ∂R has a continuously turning tangent plane at x 0 .
(3.3)
Assume, too, that for some 0 < η < 1/(2p) and all sufficiently large n,
. . denote independent, exponentially distributed random variables (all with unit mean), write γ for Euler's constant and define
. . be independent and identically distributed random pvectors, independent of the Z j (x)'s and uniformly distributed on U(x). For c 1 , c 2 ≥ 0, define
Note that Q(1, 0|x) is a constant. In Theorem 1, below, this degenerate distribution is a limit in the case whereã(x) − a(x) is asymptotically dominated by bias.
In the statement of Theorem 1 we let x 1 denote x if x is an interior point of R, and
sh. Let w(p) be the content of the p-variate unit sphere (thus, w(1) = 2, w(2) = π), let g X (x) represent the value of the density of the distribution of X at x and put w x = w(p)g X (x 1 ). (To simplify notation we suppress the role of x 1 here.) We use a simpler rule than that in Section 2.2 to take care of cases whereã(x) is infinite. However, the last sentence in the theorem remains true if we defineã(x) to equal zero whenever |ã(x)| > B, provided B > |a(x)|.
Furthermore, if we take the precaution of definingã(x) to equal an arbitrary but fixed constant in cases where it would otherwise be infinite, then second moments converge to those of the limiting distributions.
Proofs of Theorems 1-3 will be given in Section 5. It is crucial, in condition (3.2), that we take s > 0 rather than s ≥ 0. If s = 0 then x lies right on the boundary of R, and in such cases the theorem is false. For example, if R is a convex region with a smooth boundary, such as a sphere, then with probability 1,ã(x 0 ) = ∞ for all x 0 ∈ ∂R. However, it follows from the theorem that for points x that are arbitrarily close to ∂R, on the scale of the bandwidth, without being right on the boundary, the probability that a(x) is finite converges to 1, and in fact the estimatorã(x) attains optimal convergence rates. The main impact of the boundary is to reduce the number of design points used to construct the estimator. This tends to inflate estimator variance, although only by a constant factor (determined by the geometry of the boundary in the vicinity of x). The difficulty can be alleviated by increasing the bandwidth in such places. Asymptotic properties ofâ andǎ are similar, except that the limiting distribution ofâ is more tedious to define. Therefore we shall confine ourselves toǎ. To further abbreviate our treatment we shall restrict attention to the case where x is an interior point of R, h 1 = th for a fixed constant t > 0, and
. . be as at (3.5); for simplicity we drop the argument x. Re-define U 1 , U 2 , . . . to be independent of one another and of the Z j 's and uniformly distributed in the p-variate sphere of radius t + 1 centred at x. Given a p-vector u with u ≤ t, let
denoting the Laplacian operator and ρ ≥ 0 as in (3.6), define
Under conditions (3.1)-(3.6), and taking B > |a(x)| in (2.5), it can be shown that with probability 1 − O(n −C ) for all C > 0, the estimatorǎ(x) at (2.5) satisfieš
Theorem 2 applies with equal validity to the estimators at (2.5) and (3.7). Nevertheless, the estimator on the right-hand side of (3.7) does not enjoy the boundedness property that partly motivatedǎ at (2.5).
Theorem 2. Assume (3.1)-(3.6), and that the kernel K used to defineǎ(x) is a bounded, spherically symmetric probability density supported on the unit sphere centred at the ori-
Furthermore, if in the integrand at (3.7) we take the precaution of definingǎ(x + h 1 u) to equal an arbitrary but fixed constant in cases where it would otherwise be infinite, then the second moment converges to that of the limiting distribution.
Choice of bandwidth
Theorems 1 and 2 imply that, except in pathological cases whereä(x) = 0, the optimal convergence rate ofã(x) andǎ(x) to a(x) is achieved by choosing the bandwidth h so that (nh p ) −1/c(x) and h 2 are of the same size and, in particular, h ∼ const.n −1/{p+2c(x)} .
If x does not lie on the boundary of R, and if (w x nh p ) 1/c(x) h 2 → ρ ∈ [0, ∞), then the asymptotic mean squared error ofã(x) is given by
where U 1 , U 2 , . . . are uniformly distributed on the unit sphere centred at x, Z 1 (x), Z 2 (x), . . . are defined at (3.5) and the U i 's and Z i (x)'s are completely independent. Therefore, if
One technique for estimatingä(x) is to twice numerically differentiate a heavily smoothed version ofã. A simpler approach, if we may make the assumption (A), say, that, for each i, the distribution of ε i does not depend on X i , is to pass a traditional smoother through the data (X i , Y i ) estimates the value of µ(x) = E(Y |X = x). Under (A), this quantity differs from a only by a constant, and soä =μ. The latter function can be estimated using conventional cubic smoothing. This approach is attractive even if the distribution of ε i depends to some extent on X i , since it gives a working empirical approximation toä.
Methods for estimating b(x) and c(x) were discussed in Section 2.3. Substituting these estimators for the true values ofä(x), b(x), c(x) and ρ(h, x) in (3.8), we may compute an estimatorτ (ρ|x) of τ (ρ|x) using a Monte Carlo simulation, which leads to an estimator ρ 0 (x) of ρ 0 (x) at (3.9). The density of X at x, that is, g X (x), can be estimated more conventionally, and thus an estimator w x of w x = w(p)g X (x) can be constructed. An empirical bandwidth selector is then given by
In many circumstances it is feasible to take c(x) to be a constant, not depending on x. Then a global approach to bandwidth choice is possible, as follows: We shall proceed as though the density g X is constant; if it is not, using its average value rather than attempting to accommodate its variation greatly simplifies matters. Thus, we take w to be an estimator of the average value of w x . The mean integrated squared error of a(x) is asymptotic to τ (ρ) = R τ (ρ|x) dx, of which an estimator isτ (ρ) = Rτ (ρ|x) dx, leading to an estimatorρ 0 = arg min ρτ (ρ) of ρ 0 = arg min ρ τ (ρ). A global bandwidth for constructingã is thus h = w −1/(p+2ĉ)ρ 1/(2+p/ĉ) 0 n −1/(p+2ĉ) .
Optimality
We shall show in this section that the convergence rates implied by Theorems 1 and 2, and also lower bounds of the same orders, are available uniformly over classes A of functions a with two bounded derivatives. The possibility that either the proportionality constant, b, or the exponent, c, varies with the design variable, X i , is not relevant to discussion of the lower bound, and for this reason, for simplicity, and since our lower bound results are stronger if we narrow the class of error distributions for which worst-case performance is achieved, we shall take the distribution of ε = ε i to be a single, specific one, say the gamma:
where c > 0 is fixed. (3.11)
In the lower bound calculations, c > 0 will be assumed known. Likewise, we shall treat just one distribution of X = X i and one region R. In particular, writing V(x, r) for the closed sphere centred at x and of radius r > 0, we shall assume that R = V(x 0 , 1) and X is uniformly distributed on R.
(3.12)
Given C > 0, let A = A(C) denote the class of functions a for which first and second derivatives exist and are bounded absolutely by C, letĀ denote the class of bounded functionsā of the data (X 1 , Y 1 ), . . . , (X n , Y n ) (the latter generated as at (2.1)) and let R h be the set of all points in R that are distant at least h from ∂R.
Theorem 3. Assume (3.11) and (3.12) and, when constructingã(x), let h = const . × n −1/(p+2c) , except that we takeã(x) equal to an arbitrary but fixed constant in cases where it would otherwise be infinite. Then,
Together, (3.13)-(3.15) imply that the estimatorã achieves the minimax optimal rate, n −2/(p+2) , uniformly over all functions a ∈ A, and that the optimality can be expressed in either a local or a global sense. Similarly, it may be proved that if A q is taken to be the class of functions a with q + 1 (rather than 2) bounded derivatives, then the qth degree local polynomial approach discussed in Section 2.2 achieves the minimax optimal convergence rate of n −2q/(p+2cq) uniformly over functions in A q . The upper bound (3.13) continues to hold if the class A is increased to include a range of distributions of ε for which the lower tail of the distribution function decreases like u c as u ↓ 0, and a range of distributions of design points for which the density is bounded away from zero on R.
Numerical properties 4.1. Simulations
Consider independent and identically distributed data (X i , Y i ) (1 ≤ i ≤ n) satisfying the model Y i = a(X i ) + ε i given in (2.1). The covariate X i has a uniform distribution on the interval [0, 1]. We consider three models for a(x) (0 ≤ x ≤ 1):
Model 3 : a(x) = a 0 cos(πx), a 0 = 0.25, 0.5. Figure 1 shows the graphs of these six frontier functions. The error ε i is taken from a Gamma distribution:
, where c > 0 and s(x) = 1 + 2x. Note that this density is of the general type (2.2), with b(x) = {cs(x) c Γ(c)} −1 . We carry out two simulation studies. In the first study, we investigate the performance of the estimatorâ(x) and of its data-driven bandwidth selector described in Section 3.2. The simulations are executed based on 100 arbitrary samples of size n = 200 and n = 400. For each sample we estimate a(x) at x = 0.5. The scaling parameter c is chosen to be 0.5, 1 or 1.5. These three values of c are such that, as u ↓ 0, f (u|x) → ∞, Figure 1 . Graphs of the functions a(x) given in (4.1): the left figure shows a(x) for Model 1 (a0 = 0.25 (thin curve) and a0 = 0.50 (thick curve)), the right figure shows a(x) for Model 2 (a0 = 1 (thin solid curve) and a0 = 2 (thick solid curve)) and Model 3 (a0 = 0.25 (thin dashed curve) and a0 = 0.50 (thick dashed curve)).
f (u|x) → s(x)
−1 and f (u|x) → 0, respectively. We use local linear smoothing to obtain bothã(x) andâ(x). The bandwidth h is calculated from formula (3.10) and we have taken h 1 = h. To estimateä(x) we work (as explained in Section 3.2) under the working model that the distribution of ε i does not depend on X i , in which caseä(x) equals the second derivative of the regression function E(Y |X = x). This second derivative is estimated using local cubic smoothing, with bandwidth 0.25. The functions b(x) and c(x) ≡ c are estimated employing the procedure explained in Section 2.3, where r equals the smallest integer larger than 0.90N 1 and the bandwidth for estimating b(x) and c(x) is chosen as 0.25. The kernel used throughout is the biquadratic kernel, K(u) = (15/16)(1 − u 2 ) 2 I(|u| ≤ 1). Tables 1 and 2 show the estimated bias, variance and mean square error (MSE) ofâ(x) at x = 0.5 for each of the considered models as well as the average value of the bandwidth h over the 100 simulation runs obtained using a Monte Carlo simulation of formula (3.10). Note that the functions a(x) considered in this simulation study are neither convex nor concave. In fact, our method imposes neither condition in contradistinction to, for instance, the DEA (data envelopment analysis) estimator, which requires the function a(x) to be convex.
The tables show that the MSE increases when c increases, which is to be expected since the higher the value of c, the smaller the density f (·|x) of the error close to the frontier, and so the harder the estimation of the frontier. These findings also agree with the theoretical results of Section 3. This sparsity of data close to the frontier affects especially the bias of the estimator, since it is clear that the estimatorã(x) tends to overestimate a(x) whenever there are few observations near the boundary. It also affects, as would be expected, the performance of the empirical bandwidth selector. The higher the value of c, the harder it becomes to estimate in an accurate way the optimal bandwidth. Finally, comparing Tables 1 and 2 we see that both the bias and the variance decrease as the sample size increases. In the second simulation study, the estimatorâ(x) is compared with
This estimator has the advantage of being simpler than that developed in Section 2, although it can be shown to have the inferior convergence rate of n −1/(p+c) , rather than n −2/(p+2c) . As for the first study, 100 arbitrary samples of size n = 200 and n = 400 are generated. We set x = 0.5 and c = 0.5, 1 or 1.5. In order to make a fair comparison of the two competitors, the bandwidth h of either method is selected by minimising in a deterministic way (i.e., minimising over the 100 samples) the MSE of each estimator. When constructingâ(x), the choice of h 1 and K and the estimation ofä(x), b(x) and c are done as for the first study. It is found that, in 29 out of the 36 cases treated in Tables 1 and 2 , the mean square error ofâ(x) is less than that ofã # (x), and that the median value of the ratio of mean square errors equals 0.21.
Data analysis
We consider data on 123 American electric utility companies, studied by Christensen and Greene (1976) , Greene (1990) and Hall and Simar (2002) , among others. We focus here on the relation between Y i = − log(C i /P i ) and X i = log(Q i ), where C i is the cost, Q i the output and P i the price of fuel for each company. We fit the model
where it is assumed that the conditional density of the errors ε i satisfies relation (2.2). The scatterplot of the data, together with the estimated frontier curveâ(x), is shown in Figure 2 . We restrict the region of estimation to [4.6, 11.2], to avoid estimation in sparse areas of X. Both the estimation ofã(x) andâ(x) is done using local linear smoothing. At each point of an equispaced grid of 34 values between 4.6 and 11.2 we estimate the bandwidth h = h 1 from formula (3.8), yielding values in the range from 0.77 to 1.31. The bandwidth for estimatingä(x), b(x) and c(x) is chosen as one-fifth of the total range, namely 1.32, whereas to estimate the design density we use kernel estimation based on the normal reference rule. The kernel used throughout is again the biquadratic kernel. Figure 2 suggests that a linear model is appropriate for these data. However, it is particularly satisfying to reach that conclusion using a highly adaptive method that does not impose linearity, or even convexity, as a prior assumption.
Technical arguments
Proof of Theorem 1
To simplify notation we shall assume that w x = 1 throughout; this can always be achieved via a change of scale. For brevity we shall deal only with the case where x is an interior point of R. Put γ α (x) = a(x) − α, a scalar, and γ β (x) = h −1 {ȧ(x) − β}, a p-vector. Let I(x, h) denote the set of indices i such that X i − x ≤ h and for i ∈ I(x, h) define
. In this notation,
where the remainder, R i (x), has the property that
and R(h) → 0 as h → 0. In particular, asking that
where we have dropped the argument from γ α (x), γ β (x),ä(x) and R i (x). Let S 1 (x, h) denote the set of pairs (γ α , γ β ) such that (5.2) holds, and letγ 1 denote the infimum of γ α over (γ α , γ β ) ∈ S 1 (x, h). Then,ã(x) = a(x) −γ 1 . It follows from this result and (5.1) that, defining
and noting that, for any random variable A, essup A is the infimum of constants C for which P (A ≤ C) = 1, we have:
Defining N = N (x, h) = #I(x, h), we may writeγ 2 equivalently as
where
here reflects the fact that the expected number of values X i that lie within h of x is asymptotic to a constant multiple of nh p . The power, 1/c(x), is appropriate because it is the power applied to sample size to describe the scale of the largest value when the sample is drawn from a Pareto-type distribution with exponent c(x).
For each r ≥ 1, the limiting joint distribution of ξ (1) , . . . , ξ (r) and
. . , Z r ) and U 1 , . . . , U r , where the sequence Z 1 , Z 2 , . . . is as defined at (3.5) and, independently of the Z j 's, the U j 's are uniformly distributed in the unit p-variate sphere.
(5.5) (See Hall (1978) .) Moreover, with probability 1, for any interval [a, b] where 0 < a < b < ∞, the suprema over ρ 1 ∈ [a, b] of the values of γ and i ≥ 1 at which the extremum
is achieved are finite and, using (5.5), the same can be proved of the extremum
These properties and (5.5) imply that, if ρ 1 → ρ ∈ (0, ∞) as n → ∞,
in distribution. The part of Theorem 1 pertaining to ρ 1 → ρ ∈ (0, ∞) follows from this property and (5.4).
a constant. Parts (a) and (b) of Theorem 1 are consequences of these properties.
To establish convergence of second moments it suffices, in view of (5.4), to prove that for some η 1 > 0, there exist random variables A 1 and A 2 such that A 1 ≤ (nh p )
1/c(x)γ 2 ≤ A 2 with probability 1, and E(|A j | 2+η1 ) is uniformly bounded for j = 1, 2.
(5.6) A proof of (5.6) is given in a longer version of this paper, obtainable from the authors.
Proof of Theorem 2
(Recall that we assume that w x = 1.) We shall work with the definition (3.7) ofǎ(x). Definingγ 2 (x) as at (5.3), and noting (5.4), we have:
The first integral on the right-hand side,
2 (x + h 1 u) converges weakly to Q 2 (u) ≡ Q 2 (u|x) (see below), whence it follows that the second integral, I 2 (x) on the right-hand side of (5.7), satisfies
To appreciate why the finite-dimensional distributions of S converge to those of Q 2 , consider the marked point process in R d , where the ith point is V i = h −p (X i − x) and the associated mark is ζ i = {nh p (t + 1) p } 1/c(x) ε i . Only the marked points that lie in the disc of radius t + 1, centred at x, contribute toǎ(x), and so we confine attention to those. Define ζ (1) < ζ (2) < · · · to be the ordered values of ζ 1 < ζ 2 < · · ·, and let V (1) , V (2) , . . . be the concomitant values of V 1 , V 2 , . . . . In this new notation, (5.5) continues to hold. From that result it follows, using the argument in the paragraph containing (5.5), that for each finite set u 1 , . . . , u k in the sphere of radius t + 1, centred at x, the joint distribution of S(u 1 ), . . . , S(u k ) converges to that of Q 2 (u 1 ), . . . , Q 2 (u k ). Tightness of the stochastic process S can be proved using the fact that, defining
where the ordering 
Proof of Theorem 3
Derivation of (3.13) is similar to that of the last part of Theorem 1, and so will not be given here. We shall outline proofs of (3.14) and (3.15).
In the case of (3.14), take a(x) = δ 2 ψ(x/δ) where δ = n −1/(p+2c) and ψ is a spherically symmetric function supported on V(0, Y 1 ) , . . . , (X n , Y n ). The likelihood-ratio approach, which in view of the NeymanPearson lemma is optimal, is to decide in favour of model (b) if and only if the ratio
exceeds an appropriate critical point. Here, f is the density at (3.11). If Y i = Ia(X i ) + ε i , where I = 0 or 1 in cases (a) or (b), respectively, then log L = (c − 1)
Hence, the likelihood-ratio rule involves deciding in favour of (b) if and only if the sum ℓ = i log{1 − Y −1 i a(X i )} exceeds a critical point. Asymptotically correct discrimination is readily seen to be impossible if ν ≡ nδ p is bounded; this quantity is of the same order as the number of pairs (X i , Y i ) for 1 ≤ i ≤ n that contain information about a. The theorem will follow if we show that, when ν ≡ nδ p → ∞ but δ = o(n −2/(p+2c) ) along a subsequence, the probability of correct discrimination using the likelihood-ratio rule when cases (a) and (b) above both have prior probability 1 2 converges to 1 2 ; it is assumed that all calculations are done for the subsequence.
We may Taylor-expand ℓ, showing that ℓ/δ 2 = ℓ 1 + (I − i , ψ i = ψ(X i /δ) and, when ν → ∞ and δ = o(n −1/(p+2c) ), the remainder, ℓ 3 , equals o p (|ℓ 1 | + |ℓ 2 |). Using the fact that 0 < c < 2 it may be proved that ν −1/c ℓ 1 has a limiting, symmetric, non-degenerate stable distribution with exponent c, and δ −2 ν −2/c ℓ 2 has a limiting, positive, non-degenerate stable law with exponent c/2. Therefore, if δ = o(n −1/(p+2c) ) then ℓ 2 = o p (ℓ 1 ), from which it follows that the probability of correct classification using the likelihood-ratio rule converges to 1 2 . To obtain (3.15), let W denote the cube of diameter 2 inscribed within V(0, 1), with its sides parallel to the coordinate axes. Place into W a rectangular grid of points, x 1 , . . . , x N with nearest neighbours exactly δ apart and no point distant less than 1 2 δ from the boundary of V(0, 1). We may take N ∼ const.δ −p as δ → 0. Define a I (x) = δ 2 i I i ψ{(x − x i )/δ}, where I = (I 1 , . . . , I N ) is a vector of 0's and 1's. Then a I ∈ A for each choice of I. Since ψ vanishes outside radius 1 2 from the origin, for each x no more than one term in this series is non-zero. Treating the problem of estimating a I on R h as one of discriminating between I i = 0 and I i = 1 for each i such that the sphere of radius 1 2 δ centred at x i intersects R h and arguing as in the proof of (3.14) we may derive (3.15).
Conclusion
We have shown that an alternative "regression" problem, where errors are "positioned" at their end-points, leads to estimators with properties quite different from their coun-terparts in conventional problems. In particular, if the error density is bounded away from zero then relative fast convergence rates are possible, even if the regression mean is known only up to smoothness conditions. Results of this type can be compared with their counterparts in L 1 or L 2 regression, where convergence rates using either method can be faster depending primarily on properties of the error distribution. Particularly if the main object were to obtain an idea of the shape of the regression mean, rather than for formal prediction, it would be appropriate to exploit these dissimilarities and construct a function estimator that enjoyed good convergence rates. Potential future problems of interest include developing adaptive methods for choosing among different regression methods, suitable for different error types, so as to ensure good empirical performance.
