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Abstract 
Previously being within what was a traditionally product driven environment, the last decade 
has seen many businesses change their approach to managing major acquisitions. This has been 
very apparent in the field of military aviation, where contracts are large and extend for many 
decades often covering the full life cycle of the product.  
 
There are some inefficiencies with the previous traditional approach, which separated the 
activities of identifying and acquiring a product, and then finding a contractor to manage or 
operate that product. One inefficiency inherent during long-term operations is the need to 
repeatedly tender for the maintenance and operation of the product, with all the uncertainties 
that entails. Another arises when the user or operator, other than the manufacturer, does not 
have the requisite skill or knowledge of the product. Attempts to overcome this by “back-
contracting” the manufacturer to maintain the product, can lead to an undesirable monopoly 
situation and inevitable cost increases. 
 
As a result there is increasing interest in acquiring an overall capability, in other words the 
tenderer must supply and maintain the product to a specified level of availability that is targeted 
at a capability. 
Research Questions 
The research questions answered in this thesis are divided into two parts and are as follows: 
1) In relation to the tender/acquisition phase of a Performance-Based Contract; how to 
predict the effects of the performance guarantees that are set out for a Performance-
Based Contract, together with existing or predicted aircraft system performance. 
2) In relation to the support life cycle phase of a Performance-Based Contract; how to 
provide visibility of any number of Performance-Based Contracts’ contract 
performance across multiple aircraft platforms. 
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It is important to note that there are two main actors involved with a Performance-Based 
Contract, which is referred to throughout this thesis; Actor 1 being a purchaser and Actor 2 
being a supplier. There are many labels used interchangeably through the thesis, which are 
applied to both Actor 1 and Actor 2. 
 
Actor 1, the purchaser, can also be referred to as the “customer” or the “client” and they are 
the entity whom are purchasing or acquiring the aircraft systems during the tender/acquisition 
phase of a contract, or have purchased or acquired and consequently operating the aircraft 
systems during the support life cycle phase of the contract. Actor 2, the supplier, can also be 
referred to as the “tenderer”, “manufacturer” “prime contractor”, “service provider”, “product 
supplier”, “provider” and “contractor” during both the tender/acquisition and the support life 
cycle phase of the contract. This research takes the Actor 2 point of view as a military aviation 
supplier providing performance-based services. 
 
There are several problems in making the transition from product-driven to performance-based 
contract, and these problems can be experienced by both the purchaser and the supplier; the 
first is ensuring that the supplier has effective foresight of system requirements and 
performance together with the impact of the specific guarantees defined within the contract. 
This aspect forms the basis for the first research question. The second problem arises where 
multiple products, such as aircraft platforms, need to be managed under one or more 
performance-based contracts. This also forms the basis for the second research question.  
 
The effect of these changes is that the product supplier is now increasingly motivated to 
consider the serviceability of the product from design, manufacturing and operations, through 
to the end-of-life. The significance of this change means that contractual capability and/or 
serviceability guarantees can become very costly if they are not met. (1) The terms used to 
describe this shift in contractual mechanism are often referred to as Performance-Based 
Contracting (PBC), Performance-Based Logistics (PBL), Contracting for Availability or 
Outcomes Based Contracting. (2-4) 
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The acquisition and through-life operation of military aircraft can be one of the most expensive 
acquisitions for many nations, and to answer the research questions outlined above this thesis 
(a) examines the existing tools available for PBC, (b) considers the potential for improved 
modelling, and (c) develops a model – a Decision-Support System (DSS) – which will allow 
for more effective management of PBCs.  
 
To answer the questions proposed, a novel model of a Decision-Support System is developed 
for use with PBCs in this research work. The model incorporates a Data Warehouse, two 
Discrete Event Simulation (DES) systems and a Fuzzy Logic model comprising of three Fuzzy 
Inference Systems (FIS). The Fuzzy Logic model developed uses an existing PBC framework 
as a case study for the FISs, a computational intelligence and artificial intelligence technique, 
which has a benefit of automation for the calculation process and decisions within the PBC 
framework. The DES system is used to simulate the PBC framework over the lifecycle of the 
contract for a given fleet of aircraft. Finally a data warehouse is used for the collection, storage 
and reporting of data in relation to the PBC. 
 
Experimentation on this system performed in this research demonstrates clearly the ability to 
predict the cause and effect of the varying performance a fleet of aircraft systems, supporting 
maintenance and logistics network has throughout the lifecycle of a PBC including assessment 
of the contracted performance guarantees. Additionally the model is designed to allow for 
multiple aircraft platforms enabling the user to compare an existing contract performance 
against the predicted performance of another contract.  
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Chapter 1 
 
 INTRODUCTION 
 
Previously being within what was a traditionally product driven environment, the last decade 
has seen the aerospace business rapidly change towards a more capability driven environment. 
The effect of this change is that the product supplier is now increasingly motivated to consider 
the serviceability of the product from design, manufacturing and operations, through to the 
end-of-life. The significance of this change means that contractual capability and/or 
serviceability guarantees can become very costly if they are not met. (1) The terms used to 
describe this shift in contractual mechanism are often referred to as Performance-Based 
Contracting (PBC), Performance-Based Logistics (PBL), Contracting for Availability or 
Outcomes Based Contracting. (2-4) A PBC can be defined as a contract where the supplier is 
held to one, or a set of performance requirements. Its main purpose is to inform the supplier 
with what is important to the purchaser rather than the means and therefore is designed to 
reflect high value outcomes. The other purpose of this scheme is that the outcomes, such as 
systems readiness and supply chain efficiencies, effectively transfer some of the contractual, 
operational and support risk over to the service provider, which motivates the contractor to 
focus on what is important to the customer. (2-4)  
 
It is important to note that there are two main actors involved with a Performance-Based 
Contract, which is referred to throughout this thesis; Actor 1 being a purchaser and Actor 2 
being a supplier. There are many labels used interchangeably through the thesis, which are 
applied to both Actor 1 and Actor 2. 
 
Actor 1, the purchaser, can also be referred to as the “customer” or the “client” and they are 
the entity whom are purchasing or acquiring the aircraft systems during the tender/acquisition 
phase of a contract, or have purchased or acquired and consequently operating the aircraft 
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systems during the support life cycle phase of the contract. Actor 2, the supplier, can also be 
referred to as the “tenderer”, “manufacturer” “prime contractor”, “service provider”, “product 
supplier”, “provider” and “contractor” during both the tender/acquisition and the support life 
cycle phase of the contract. Additional terminology may be used interchangeably with regards 
to a Performance-Based Contract throughout this thesis, such as; “penalty”, “financial penalty”, 
“sanction” and “disincentive”. This research takes the point of view of a military aviation 
supplier providing performance-based services. 
 
One of the most oldest and famous examples of a Performance-Based Service within the 
aeronautic industry is Rolls Royce’s ‘Power by the Hour’® service. Instead of charging 
customers for repairs, maintenance and the provision of spare parts, customers paid a fee per 
hour based on the number of hours of flying time for an engine. (4) Through this innovation, 
Rolls Royce transformed their support and maintenance-contracting model for commercial jet 
engines. The transfer of this concept from the example of Rolls Royce, an engine, to the concept 
of the life-cycle of an entire aircraft system is arguably relatively new to commercial and 
military industries (5, 6) however the concepts and methodologies are not new to differing 
industries globally. (5, 6), (7), (8), (9) The reason it could be argued to be relatively new is due 
to the typical timeframe of an aeronautical acquisition and through-life support contracts and 
the return of experience lag time. Typical timeframes can range approximately from 2 - 5 years 
under acquisition and 5 – 20+ years under through-life support. For example, the acquisition 
of the MRH90 (Australian variant of NH90 by Airbus Helicopters) for the Air9000 project 
with the Australian Defence force occurred over the following timeframe; 
➢ 2002/2003 Requirements released 
➢ 2004/2005 Selection and acquisition contract signature 
➢ 2007 1st Delivery of aircraft 
➢ 2013 last delivery (47th) of Aircraft 
 
In this example, which is the first military aeronautic rotary wing PBC (10) for the Australian 
Defence Force, 10 years having passed between the initial requirements and completion of 
acquisition. A 10 year lag time for lessons learned for both the purchaser and supplier (10) can 
give credit to the statement that the management of PBCs within this industry remains 
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‘relatively new’ to both the purchaser and the supplier. That is not to say however, that the 
implementation of a military PBC is the cause of such a lag time, rather the complex nature of 
such large acquisitions. As indicated by the table below, large acquisitions tend to take a long 
time before maturity independent of whether or not the contract is of a performance type.   
 
Table 1 – Australian Defence Force fixed wing acquisition history (10) 
 
 
The purpose of PBC is to clearly define the needs and objectives of the customer and the 
penalties incurred if guaranteed targets are not met. This relatively new form of contracting 
transfers the risk from the customer and to the supplier. In the case of a PBL military contract 
as described by Mahon (2007) (11), it shifts the US Department of Defence (DoD) from 
purchasing parts to purchasing performance or outcomes. Rather than paying for individual 
support activities such as supply of spares, repairs and technical support, as was often the case 
under traditional contract, the DoD pays for system performance with outcomes more closely 
aligned with their needs and objectives over a defined operational life of the system. The 
contractor is then reimbursed based on the achievement of performance, or financially 
penalised if the achievement does not meet expectations. (12) 
 
The transfer of supplier focus and risk adoption is achieved through measurable outcomes, and 
corresponding, integrated Key Performance Indicators (KPI). Each KPI can be defined as part 
of a negotiation process between the purchaser and the supplier, during both the tender phase 
and the award contract negotiation phase. It is on the point of risk that Mahon (2007) further 
emphasises as a difficulty in the industry’s adoption of PBC, both on the side of the purchaser 
and on the supplier. (11) Would a supplier accept the risk to guarantee support through the life 
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of a system and, if so, at what cost? Alternatively, the type of contract should also motivate the 
supplier to ensure elements contributing to the unavailability of operational readiness are 
minimised, such as reliability, maintainability and supportability. 
 
PBC, as defined in the Aerospace System Division guideline (13), is ‘A product support 
strategy utilised by Program Managers to achieve measurable war-fighter selected performance 
outcomes for a Weapon System or Subsystem’. The United States Department of Defence’s 
preferred terminology is Performance-Based Logistics (PBL) (14), which they define as ‘The 
purchase of support as an integrated, affordable, performance package designed to optimise 
system readiness and meet performance goals for a Weapon System through long-term support 
arrangements with clear lines of authority and responsibility. (14) 
 
The ASD PBC Handbook issued by the Commonwealth of Australia, state that the key 
objectives of the ASD PBC framework are (13); 
a. The transformation of the current culture in contracting of outputs and activities, to one 
that is more focused on outcomes and performance. 
b. Develop a culture of increased cooperation and goal convergence between Defence and 
Through Life Support prime contractors by the alignment of contract rewards to 
Capability Outcomes, and 
c. Drive ‘Best Practice’ in Through Life Support, by encouraging cost-effective and 
sustainable support solutions. 
 
As the preferred product support strategy of the United States Department of Defence (DoD), 
it states that the basis of Performance-Based Logistics is the acquisition of Weapons System 
sustainment as an affordable, integrated package established through output measures such as 
aircraft availability, rather than input measures. (14) To put the policy and strategic changes in 
monitory terms and remaining with the U.S DoD as an example, a report performed by Deloitte 
highlights the growth of Performance-Based Contracts in financial terms, stating that in the 
period from 2001 to 2009, DoD spending on such contracts has more than tripled. In 2001, 
DoD spending was valued at $1.4 billion USD now $5.0 billion USD in 2009 the Deloitte 
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report predicts that growth to 2013 will see a raise in spending to $7.4 billion USD (Fig. 2) 
(15). 
 
Figure 1 - U.S DoD Spending (15) 
 
Switching to PBL is commonly presented as beneficial for both the supplier and the customer 
compared to traditional business contracts for buying and supporting capital-intensive complex 
systems.(16) The transfer of responsibility for the system performance from the customer to 
the supplier increases the supplier’s financial risks due to low system performance (2), (17), 
(18) or due to higher than expected costs to deliver the required performance. The size of the 
supplier's risk therefore depends on its ability to predict costs and performance in the contract 
bidding stage. 
 
The type of risk discussed is the threat of a loss, e.g. financial, timescale, or performance from 
an unwanted event. Uncertainty is the difference between an anticipated or predicted outcome 
(e.g. a cost estimate) and the confirmed outcome (e.g. the actual cost). To be able to handle 
uncertainty, one needs to examine its sources. (19)  
 
Furthermore, by the time cost outcomes become evident in the first year or two of the support 
phase it is difficult to modify the support solution from either the technical or contractual 
viewpoint. (e.g. in the event that it becomes necessary to pre-empt predicted cost overruns). 
Some availability contracts mitigate this problem by means of the 'evergreen renewal' principle 
that permits renegotiation at intervals, e.g. every five years for a thirty-year contract, but this 
is not seen as an ideal solution. Therefore, it is important to address uncertainty in the cost 
estimating of the support phase of availability contracts, and to prepare initial estimates at an 
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earlier phase of the lifecycle than under traditional arrangements where the product solution 
and support solution are decoupled under separate sequential contracts. (19) 
 
1.1 Research Questions and Gaps in Literature 
The gaps identified in the current literature form the basis of the two following research 
questions which are proposed in two interrelated phases of the platform life-cycle, the 
tender/acquisition phase and the platform support life-cycle phase.  
 
The platform tender/acquisition phase of a PBC introduces risk to the supplier through 
uncertainty in terms of system performance and the relation of that system performance to the 
guarantees outlined in the PBC. The ability of the supplier to predict the system performance 
for this phase is a crucial step in quantifying the level of risk exposure the PBC has in relation 
to the performance guarantees. 
 
The second phase, the platform support life cycle phase of a PBC introduces additional risk 
to the supplier though the on-going management of such a contract. The ability to measure, 
monitor and calculate contractual outcomes, KPIs and KSHIs grows more complicated for 
suppliers whom provide more than the one platform to defence departments. 
  
It is these two interrelated aspects that provide the research questions to be investigated for this 
thesis: 
1) In relation to the tender/acquisition phase of a PBC; how to predict the effects of the 
performance guarantees that are set out for a PBC, together with existing or predicted 
aircraft system performance. 
2) In relation to the support life cycle phase of a PBC; how to provide visibility of any 
number of PBCs’ contract performance across multiple aircraft platforms. 
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To elaborate on the research questions proposed, the research gaps at high level can be 
segmented into two phases of the PBC lifecycle, with one phase being related to the platform 
tender and acquisition of the performance contract, and the other being related to the support 
life-cycle of the platform. The transfer of risk, being the key strategic goal of a PBC 
methodology, exposes military aerospace prime contractors with additional risk and 
uncertainty across both of the acquisition and support phases of the contract. The ability to 
identify, predict and quantify such risk is yet to be extensively covered in literature. (19)  
 
The problems with implementing and managing a PBC activity for the military aerospace 
industry are established in recent literature (13, 20-22). The strategy behind PBC/PBL is for 
the purchase of outcomes, not products or services.(14) These outcomes are defined by both 
the Department of Defence (14) and Aerospace System Division (13) as; Availability, 
Reliability, Maintainability, Supportability and Total Ownership cost. Considering the 
differing mission requirements for various platforms, and that PBC is partially defined as a 
negotiation process, each PBC consequently is different. This uniqueness presents problems; 
that being the difficulty in managing, analysing, simulating and optimising the performance of 
each contract. One can envisage the problem growing more complicated for the larger 
organisations that provide and support more than the one platform and thus have more than the 
one PBC to manage.  
 
This shift in strategy, is presenting the aeronautic industry with new unresolved problems, the 
consequences of which greatly effect competitiveness. In accepting the transfer of risk of 
performance and contract profitability, the supplier must have effective foresight of system 
performance together with the impact of the specific guarantees defined within the contract. 
The second part of the problem is formed after a contract agreement, that being how to 
effectively manage one or multiple PBCs across multiple aircraft platforms considering the 
multitude or lack of data behind each platform.  
 
The additional risk is increases the challenge as it varies along the platform life-cycle as 
exemplified by Erkoyuncu (23), however it is during the bidding stage that a higher uncertainty 
is evident due to a lack of data and information about the service solution. (23, 24) Within the 
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aeronautic industry, the bidding process typically is achieved (23) over a short period of time. 
It is during this process that uncertainty influences expectations and drives the confidence level 
in meeting targets.(25) Consequently, insufficient recognition of uncertainty has a significant 
impact for such projects, as typically the type or level of uncertainty changes during the 
acquisition delivery phase after the contract is agreed. (26) 
 
The inclusion of financial rewards and penalties (27), (28), (29) make it clear to suppliers that 
there is a need to have robust estimates, including cost and schedule, that scope the project 
(30), including the need to set realistic targets so that these can be achieved and any potential 
threat to project failure is minimised. (23) Consequently any inability to meet targets may cause 
penalties that can strongly hinder supplier profitability. (23)  
 
Erkoyuncu (2014) concludes that it is necessary to understand further the implications of 
uncertainties on performance targets other than cost (e.g. availability) and how these can be 
measured. (23) Additionally future research is needed to create frameworks and modelling 
capability that can take account of the dynamic nature and interconnections across different 
systems/sub-systems and across the supply chain. 
 
Literature (19) suggests that industry highlighted difficulties in segregating uncertainty and 
risk in cost estimation. This means that risks and uncertainties are incorrectly categorised and 
may cause unreliable cost estimates. Furthermore, this problem does not only occur when risk 
registers are first created at the beginning of projects because they may change their 
categorisation with time. Driven by time constraints during the bidding phase, some suppliers 
find that there is insufficient time to analyse risks and uncertainties sufficiently.  
 
The terms risk and uncertainty have often been used interchangeably (31) , however there is an 
important distinction between the two where the concept risk deals with measurable 
probabilities while the concept uncertainty does not. (32) Furthermore, a reduction in 
uncertainty to zero may cause the risk to increase, but if the uncertainty is balanced, the risk 
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may be acceptable. The reason to this relationship relates to uncertainty being the source of 
risk.  
 
Gaps with existing tools: 
Current literature suggests that there are some tools available to manage the more common 
problems faced by suppliers for aeronautic performance contracting, although usually 
dedicated to specific problems, none thus far attempt to evaluate a contracting framework, the 
involved scoring processes or the risk of such a contracting framework together with the 
predicted performance of a fleet of aircraft. 
 
(27, 33) Tukker (2014) and Goh (2015) find that in terms of Product Service System (PSS) 
conceptualisation and terminology as well as design methodologies provide clear insight into 
some of the challenges of analysing PSS. In particular, "... tools are still lacking, potentially 
leading to a lack of emphasis on requirements that should drive PSS design, how to organise 
co-creation processes" and "It is striking, however, that qualitative research methods... 
analysing quantitative data from case studies are still rarely applied. Such research is 
recommended for the future..." 
 
Within literature, the tools available within the scope of this research generally fall into the 
category of simulation and optimisation. Within simulation, generally the tools utilising 
techniques such as Monte Carlo or DES, and on the side of optimisation, generally heuristic 
technics are employed for more specific optimisation objectives. 
 
Highly specialised systems covered in literature such as DES systems also tend to focus on the 
ability to predict the performance of a system, or an aspects of a system such as the ability of 
a logistics supply chain to meet the demands of scheduled and unscheduled part replacement. 
(34), (35, 36), (37), (38), (39) Currently the literature does not cover well the simulation and 
prediction of the performance of a contract given a set of contract requirements or contracting 
framework.  
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(19) Erkoyuncu provides a relatively recent survey of available tools in literature and industry, 
segregates them into the manufacturing phase and support life-cycle phase, the same phases as 
the proposed research questions for this research work. 
 
In the manufacturing phase of an acquisition typically involves costs such as equipment costs, 
and are associated as non-recurring tasks for unit production. Simulation tools are often 
aggregated at a high level and use techniques such as Monte Carlo or 'commercial off the shelf' 
(COTS) such as RiskHive suite(40), Predict! suite(41), Crystal Ball (42), and others. The 
purpose being for the management of risks associated with this phase of the contract which are 
generally relating to potential time and schedule impacts to program costs. 
 
During the support life-cycle phase, tools are used to simulate the rate of occurrence of 
repeating in-service support costs. These are generally focused within the domains of 
scheduled/unscheduled maintenance and/or related logistics needs. Typical examples include 
Vari-Metric (38), Opus Suite (43),  Siemens PLM software such as Tecnomatrix (44), Enovia 
by Dassault Systemes (45),  amongst others.  
 
Erkoyuncu, (19) also finds that practitioners within both the supplier and customer 
communities tend to prefer COTS tools due to the simplification of the verification and 
validation process during contract tenders. These COTS tools however, are not always able to 
cope with specific circumstances that often arise due to the unique nature of an aeronautic PBC, 
and therefore it is often reported that special-to-purpose models are commonly utilised in 
Microsoft Excel or other specifically developed software packages (46), (39) many of which 
could be considered as 'black box' software as they tend to include corporate intellectual 
property and consequently are not described in full within academic literature. 
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1.2 Approach and Research Contributions 
 
The acquisition and through-life operation of military aircraft can be one of the most expensive 
acquisitions for many nations, and to answer the research questions outlined above this thesis 
(a) examines the existing tools available for PBC, (b) considers the potential for improved 
modelling, and (c) develops a model – a DSS – which will allow for more effective 
management of PBCs. The approach proposed is to utilise a multi-disciplinary methodology 
together with an existing PBC framework as a case study. The multi-disciplinary methodology 
utilises the ASD PBC framework as a case study to design and integrate a DSS. 
 
To answer the two research questions proposed in the previous section, a novel model of a DSS  
is developed for use with PBCs in this research work. The model incorporates a Data 
Warehouse, a DES System and three FISs the architecture of which is represented in Fig. 2 
below. The model developed uses an existing PBC framework as a case study for a FIS, a 
computational intelligence and artificial intelligence technique, which has a benefit of 
automation for the calculation process and decisions within the PBC framework. The DES 
system is used to simulate the PBC framework over the lifecycle of the contract for a given 
fleet of aircraft. Finally a data warehouse is used for the collection, storage and reporting of 
data in relation to the PBC.  
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Figure 2 – Decision-Support System Architecture 
 
 
The second research question is answered through the DWS proposed in this thesis. The DWS 
is developed using proven design methodologies, and captures the data relating to the three 
main Outcomes as defined by the PBC framework. Additional benefits of this design are 
anticipated by lowering the number resources required to analyse and report on metrics 
supplied from the various sources of data and for the management of the overall contract 
performance. A more simplified management process is anticipated along with the 
identification of any key problem areas within the sustainment and support side of the 
Aerospace and Aeronautic industries. This system also provides a single source of information, 
which then enables a consistent and streamlined approach for contract simulation in addition 
to providing an effective means for management of data uncertainty.  
 
The DWS provides an interface to an Analytics System, which is used for the reporting of, 
calculation of and other analytical methods such as ‘drill down’ of KPIs/KSHIs, Availability 
Status, Performance Evaluation etc. or as recommended by the PBC framework. An interface 
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to the Simulation Model is also provided, allowing for the transfer and recording of data from 
both systems. 
 
The first research question is answered through the contribution of the Simulation Model 
proposed. The Simulation Model is comprised of both the combination of a Fuzzy Logic model 
together with a DES System. The Fuzzy Logic model is used to model the performance 
agreements set in a typical PBC and is comprised of three Fuzzy Inference Systems (FIS), with 
this thesis using the ASD PBC Framework as a case study example to model and the 
methodology described. The Fuzzy Logic model is expected to be an enabler for decision 
support during contract performance calculation, and therefore can be considered a Decision-
Support System (DSS). The Fuzzy Logic model can be applied within in two aspects of this 
novel DSS. 
a) In a Simulation layer, to determine potential contract performance for hypothetical 
scenario analysis or future potential contract analysis, and 
b) Within the Extraction, Transformation and Loading layer for the automatic calculation 
of contract performance when loading raw data into the system. 
 
The DES system is used to simulate the PBC framework over the lifecycle of the contract for 
a given fleet of aircraft. The DES system works together with the Fuzzy Logic model to 
simulate and predict the performance of a fleet of aircraft and the impact that performance has 
to the contract performance, whether it is perceived to be good performance or bad. A 
demonstrated benefit of this aspect of the system is that it allows users to identify and quantify 
risk and/or opportunities with the design of their contract as well as the performance of the 
aeronautic system operating under that contract.  
 
 
The novelty of this research work provides the following key contributions: 
• A formalisation of an aeronautic PBC framework as set of fuzzy subsets. 
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• Evaluation methodology and formalisation for comparison of an aeronautic system 
operating versus the same system operating under a PBC. 
• A DES system that simulates a PBC framework over the support life-cycle of the 
contract for fleet of aircraft, with a dynamic fleet and contract length. 
• The DES system utilises a Fuzzy Logic model to simulate and predict the performance 
of a fleet of aircraft and the impact fleet and aircraft performance has to the contracted 
performance. 
• The ability to modify and simulate perceived good performance or bad performance 
periods, and to identify and quantify limitations both in the platform and the design of 
the performance contract. 
• A methodology for decision support incorporating performance contract requirements 
and the platform requirements for the through-life support phase of a contract. 
• A methodology for risk analysis of performance contract requirements together with 
platform performance prediction 
• A methodology for verification and management of continued through-life support for 
suppliers.  
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1.3 Thesis Structure 
The organisation of this thesis is as follows; first a literature survey is conducted, covering the 
various topics relating to PBC within the aeronautic and aerospace industry, followed by an 
overview of the main elements a typical prime contractor within this industry would be exposed 
to; such as reliability and maintenance engineering, supply chain management, risk 
management etc. The literature survey will then move onto topics such as systems engineering, 
information management, data flow analysis and data warehousing, before progressing towards 
simulation and decision support. 
 
A data and requirements analysis of the problem is then performed, and from this set of 
requirements a data warehouse system is designed and developed, followed by the design and 
integration of FIS, Fuzzy Logic Model and DES. Two validation tests were performed in the 
simulation tool using experimental data to demonstrate the capability to simulate and predict a 
PBC. 
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Chapter 2 
 
 LITERATURE REVIEW 
2.1 Introduction 
The purpose of the literature review is to cover topics of benefit to this research work. The 
approach is as follows; first a background is presented on the PBC concept and how it came 
to be within the aeronautic and aerospace military industries. Concepts are covered with a 
focus on the Australian and United States of America defence department strategies, the 
design of a PBC and related KPIs, before moving onto an explanation of these KPIs and the 
general purpose of their use. 
 
Any aerospace military prime contractor is exposed to three areas corresponding to the main 
outcomes of a PBC being; Reliability, Maintainability and Supportability, and therefore we 
also provide some background literature on these topics to display how it links within the 
domain of PBC. Additionally, as PBC can also be considered an initiative for the purpose of 
improving the military aeronautic business and therefore is a business improvement initiative, 
this review also touches on other business improvement initiatives such as, Six Sigma, Lean 
Aerospace Initiative, etc. The intention with this section is not to compare the various 
initiatives, but to show brief overview of the progression of thought for contract management 
within the industry. 
 
As one of the major outcomes of this research is the development of a DSS, with use of three 
FISs and DES, the final third of this chapter deals with Systems, Systems Methodology, 
Information Systems, Data Bases, Fuzzy Systems and Simulation Systems. First we overview 
the methodology of Systems Engineering before moving onto Information Systems, Data 
Base and DWSs. Then the Knowledge Based aspects come into the frame with Data Mining, 
FIS and Simulation.     
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2.2 Performance Based Contracting 
Utilised through a number of industries (7), (8), (9), Performance Based Contracting (PBC) 
essentially is an agreement between the purchaser and supplier, detailing the desired results 
measured by features, services and/or integrated solutions (47). This agreement is usually 
defined to motivate the supplier to meet or even exceed the purchaser’s requirements through 
the use of incentives and disincentives. (47),(11),(14) (48), (49),(13) 
 
“The purchase of support as an integrated, affordable, performance package designed to 
optimise system readiness and meet performance goals for a weapon system through long-term 
support arrangements with clear lines of authority and responsibility” - Performance Based 
Logistics: A Program Manager’s Product Support Guide 2005. (20) 
 
Definitions of actual performance can become a challenge to management in its own right, as 
varying organisations have many and often conflicting goals. (50) Some definitions classify 
goals in quantitative terms, such as positive financial gains or the number of sales achieved, 
whilst others may define them as improvements to customer service. (50) Additionally, the 
process of developing adequate measures for performance definitions can be equally difficult, 
as the quantitative and qualitative or “Hard” and “Soft” measures each have their own strengths 
and weaknesses. 
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2.2.1 United States Department of Defence Performance Based Logistics 
Mandated the 12th of May 2003 through the DoD Directive 5000.1(51), Performance Based 
Logistics (PBL) is directed to be utilised for all new and legacy weapon systems. Over time, 
following this directive, United States DoD PBL has grown across all divisions of its Military. 
(15) 
 
The purpose of U.S. PBL is to move the DoD away from the purchase of parts, over to the 
purchase of performance or outcomes (11), PBL Program Managers guide 2005 (20). The DoD 
now purchases the weapon system performance, with the main outcome being readiness or 
availability whilst reducing the logistics footprint and the support costs. The PBL strategy 
however (20), for any specific program, must be customised to the operational and support 
requirements of the purchaser. For example, a tactical fighter aircraft PBL may end up being 
quite different from a PBL strategy for a ground combat system, which creates a complexity in 
defining a ‘one-size-fits-all’ methodology for PBL. As nearly all of the DoD’s support consists 
of a combination of public and private entities (20) defining an accurate combination of support 
is based on the determination of inherent capabilities as well as the expected compliance with 
policy. 
 
U.S DoD in 2005 released a support guide for management and implementation of PBL 
contracts (20)  . The guide defines the common set of high level metric objectives as: 
a) Operational Availability 
Operational Availability being the amount of time, measured as a percentage, a system 
is available for a mission, or the ability to sustain operations. (20)  
 
b) Operational Reliability 
Operational Reliability is the measure of successful mission objectives which are 
performed by a system. (20) Each system may contain a variety of mission objectives.  
 
c) Cost per Unit Usage 
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Cost per Unit Usage, is the complete operating cost divided by a defined unit of 
measurement. Each system can contain a variety of unit measurements such as airframe 
hours, miles driven etc. (20) 
 
d) Logistics Footprint 
Logistics Footprint is the size of deployed logistics support required for a system, with 
a number of target measures such as, inventory, facilities, transportation etc. (20) 
 
e) Logistics Response Time 
Logistics Response Time is the amount of time from initiation of the logistics demand, 
to the satisfaction of the demand. These demands may be sub-systems, components or 
resources required for support needs. (20) 
 
 
With these outcomes in consideration, the Program support guide recommends that on a high 
level, the performance outcomes and corresponding metrics should retain focus on the needs 
of the weapon system, or more specifically, a weapon system which is operationally available, 
reliable with a minimal logistics footprint and at an ideal cost. (20) 
 
Traditional common management methodology retains focus on risk (52),(53),(54), however 
(55) recommends that it is important to develop and identify the difference between outcome 
measures and processes. Furthermore, whilst the intention of PBL is for the purchase of 
outcomes, (55) acknowledges a great amount of effort continues to be devoted to process 
measurement. A heavy focus upon process measurement can place a significant risk on a PBL 
implementation, through the creation of a large number of measurements resulting in severe 
management overhead. (55),(56) From these findings, the U.S. DoD (20) has a requirement to 
minimise the measurement of processes. 
 
For the management of PBL contracts, the measurements should retain focus on the valued 
outcomes, which are consistent with the outcomes described above; weapon system cost, 
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readiness and agility. (55) (14) Measurements on specific processes should only be utilised in 
circumstances where critical decisions depend upon the status of the process in question. 
 
 
2.2.2 Australian Defence Performance Based Contracting 
The Aerospace System Division (ASD) published a Strategic plan in 2003 highlighting a 
number of ways for addressing potential future monopolistic behaviour (57): 
➢ Appropriate remuneration and incentive arrangements 
➢ Performance assessment based on predetermined Key Performance Indicators 
➢ Appropriate off-ramps for poor performance or contract delivery 
 
The ASD Strategic plan suggests that, unless these points are applied with some level of 
flexibility whilst retaining indifference to specific commercial interests, some of the methods 
risk further additional problems. Furthermore, the ASD Strategic Plan advises an adoption of 
a flexible and ‘light-handed’ (57) regulatory approach to keep clear of the problems associated 
with excessive intervention. To encourage this flexible and ‘light-handed’ approach, a 
framework was proposed to incentivise Prime Contractors to achieve the outcomes required of 
Defence, rather than processes.  
 
ASD (58) define Performance Based Contracting as, “The purchase of support as an integrated 
and ideally affordable, performance allocation which is designed with the purpose of system 
readiness optimisation. More specifically, PBC’s ideology is the purchase of performance, or 
outcomes, rather than some of the more conventional methods of outputs such as repair 
actions.” ASD further highlight the fundamental groundwork to any PBC being; Outcomes, 
Metrics and Payment Rules. 
 
Following along with the recommendation of (55) (14), ASD also strongly recommend 
choosing metrics based on their outcome representation, and that caution is advised specifically 
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when settling on metrics, which rely on integrated processes between the Prime Contractor and 
the Australian Defence Force (ADF). 
 
Remaining aligned with Richard and Jacopino (2007), and the U.S. DoD (48) (20), ASD have 
defined mandated outcomes for all future ASD Through Life Support contracts with (13); 
System Readiness, Mission Success and Assurance of Supply. (28)  
 
2.3 Key Performance Indicators 
A KPI in simple terms is relatively self-descriptive; it is a performance indicator, for example, 
the performance of the process it is measuring should be clearly indicated by the KPI. (59) Said 
to be the most common benchmarking indicator (60) , these measures are also deemed critical 
to the overall success of an organisation. The implication of having performance measurement 
critical to the overall success of an organisation is that the measurement process itself will be 
required to be cost effective. Therefore, they are only useful if the benefits are greater than the 
cost of obtaining them. (60) 
 
Whilst being identified as critical to the overall success of an organisation, most organisations 
tend to construct and implement gradually.  Dwyer, (2008) states that for traditional corporate 
and financial environments the selection of indicators relative to the achievement of corporate 
goals is considered elementary. In a financial environment, such as the revenue for the previous 
quarter, are classically lagged by approximately two months. Continuing with this example; 
typical annual results, can be delayed by a far greater margin. One might say that the obvious 
problem here is how one can accurately determine the appropriate action required to revise the 
direction of the performance. Consequently, any corrective action made on the basis of a Lag 
indicator, could essentially become redundant if the current performance has already changed 
from that which was measured previously. There is significant risk, whilst using lag indicators, 
decisions may result in some form of overcorrection. (60) 
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The identification of KPIs can be from a variety of sources (60) (61), from Industry 
Regulations/Regulators, Quality Improvement teams to Senior Executives/Departmental 
heads. It isn’t uncommon for organisations to ‘drown’ due to the volume and variety of 
measures, as identification can easily become a case of ‘if it moves, measure it’. (61) 
Walsh (1996) Further advises that KPIs should suit the following conditions (61):  
1) Alignment with corporate strategy – KPIs should be aligned with corporate strategic 
goals. 
2) Traceable to key business processes – KPIs should be attached to each key business 
process. 
3) Not too many and not too few – No ‘one size fits all’, but should aim for between six 
and ten major indicators. 
4) Avoidance of ‘turf protection’ – Encourage cross-functional management and KPIs 
against processes rather than functional units. 
5) Relevant to all people – KPIs must reflect the needs of people at different levels of the 
organisation 
 
Whilst Walsh (1996) states that too many organisations measure only ‘outcomes’ and never 
really understand what is happening inside key business processes, Moullin (2004) 
recommends utilising a combination of both outcome and process measures. (60) Highlighting 
the topical debate across various industries for performance measurements, Moullin (2004) 
discusses that it is vital to monitor a combination of outcome and process measures. (60) 
 
For the reasons discussed in the above paragraph, Lag indicators or outcomes, should rarely be 
considered as a KPI, as the preferred advantage of a KPI is to adjust the relative processes and 
behaviour to improve performance. Therefore confirming the recommendations made by ASD 
(2007) that it is crucial to the performance based contract, that time and effort be taken to 
determine the key business drivers, (13) and subsequently appropriate KPIs. Otherwise, there 
is significant risk of developing ‘just another number, with appear in reporting, but result in no 
improvement. (59)  
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Measurement systems should retain focus on continuous improvement, rather than adopt a 
blame culture. (60) If a performance measure is below the target, it is important to identify, not 
only what might have gone wrong, but also how the issue can be prevented from occurring 
again. Caution must also be taken when detailing areas which are attached to a financial 
penalty, as prime contractors might simply end up adopting a business practice that minimises 
the financial penalty, rather than address the key issues exposed through measurement. 
 
ASD PBC guide emphasises that its performance metrics, not indicators, are lag metrics, and 
serve the purpose of representing the Prime Contractor’s performance during the previous 
reporting period. Furthermore, two tiers of performance measurements are to be used (13), Tier 
1 being Performance Metrics and Tier 2 being System Health Indicators. 
 
2.3.1 Performance Metrics 
Performance Metrics are used to represent the mandated outcomes, therefore providing the 
Commonwealth with consistent measurement of the usefulness of the subjected Weapon 
System. (13) Being lag indicators, and therefore representing past performance; the Tier 1 
metrics are integrated with payment schemes, and are used primarily for encouraging the prime 
contractor to retain focus on these mandated outcomes. 
 
2.3.2 System Health Indicators 
System Health Indicators (SHI) are used to provide both parties with an indication of the 
background support, process and/or activities behind the mandated outcomes. (48) (28) (13) 
These indicators are identified and negotiated during the sustainment contract negotiation 
process (13), and can vary from contract to contract, depending on the desired outcomes. 
Considering that the Commonwealth cannot specifically rely on performance metrics as the 
only indication of contractor performance (13), this second tier of performance measures, 
called SHIs, is critical. The purpose of the SHIs is to provide the Commonwealth and contractor 
with lead indications of future performance. As discussed earlier, lead indicators aid proactive 
management of any problematic performance area. (13) (59) 
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2.4 Reliability Management 
Dongyan Chen (2001) advises that the relationships between the Mean Time To Failure 
(MTTF), maintenance interval, and availability are an important priority during the deployment 
of highly available systems. (62) 
 
Global competition influenced through both a drive in technology and consumerism has 
required various organisations to compete via multiple platforms such as, high technology, 
high quality, fast delivery and low costs. (63) Seeking a competitive advantage, various 
relatively innovative techniques are being implemented. Some of the popular techniques are 
(64) (63, 65); 
➢ Total Productive Maintenance (TPM) 
➢ Total Quality Management (TQM) 
➢ Business Process Engineering (BPR) 
➢ Manufacturing Resources Planning (MRP) 
➢ Just-in-Time (JIT) 
 
Sharma (2007) Claims that the benefits obtained from these management methodologies are 
often limited, and as a consequence, processes become susceptible to instabilities that can result 
in sudden and sporadic failure. This push for advancement in technology has further 
complicated the reliability analyst role, requiring the use of various techniques such as Markov 
Modelling (MM), Fault Tree Analysis (FTA), Failure Mode and Effect Analysis (FEMA), Root 
Cause Analysis (RCA) and Non-Homogeneous Poisson Point Process (NHPPP). (63) 
 
Markov Modelling being useful for large complex systems with dependent failure and repair 
modes, however becoming unreliable for any systems with time dependent failure rates. (66, 
67) The technique results probabilities of future occurrence through analysing currently known 
probabilities, and has numerous application through various industries. (67)  
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FTA is a risk assessment technique (68) that is initiated from the contemplation of system 
failure effects, and utilises Boolean algebra to estimate the faults, the cause and consequence. 
(69, 70)  
 
FEMA is used to identify and prioritise components/parts/functions according to the potential 
consequence of failure, for example, production loss, operational disruption etc. Commonly 
used in the aerospace industry because of its proven techniques for reliability analysis of 
products, processes and resulting system safety. (63, 71) 
 
Root Cause Analysis (RCA) is common terminology within reliability literature, and 
specifically designed to avoid future occurrences of failures through identifying the cause of 
the failure in question. (63) The proven methodology assists in the establishment of a 
knowledge base, which is used to resolve issues relating to process/product reliability, 
availability and maintainability. 
 
NHPP, a fundamental model for repairable systems, is used to model and improve deteriorating 
systems with consideration to failures over time being a variable rather than a constant. (72)  
 
2.5 Supply Chain Management 
In today’s environment of high technology, faster communication and globalisation, the notion 
of Supply Chain Management (SCM) is substantially more involved than in the past. (73) 
Products, information and finance are integrated amongst organisations from product origin 
through to consumer receipt with the end goal being maximum consumption satisfaction at a 
minimal organisational operational cost. (74) Blanchard highlights the current management 
trend toward outsourcing, more suppliers becoming involved, an increase in international 
competition and subsequent globalisation contribute to an increase in dependence of SCM.  
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Companies are forming collaborative partnerships to maintain competitive whilst restricting 
operational costs through the adoption of information systems (75), which is now quite critical 
to effective SCM (76) The adoption of technology and development of information systems 
however, also introduces new problems as there are often concerns with un-maintainable 
legacy systems, data/information security, standardisation and support costs. (75, 77) The 
introduction of new systems and technology to replace established processes create high 
operational risk and the changeover costs can be quite high. (75) 
 
An example of this would be the development, implementation and use of active Radio 
Frequency Identification (RFID) system within the U.S DoD supply chain. Mandated by the 
Under Secretary of Defence in 2004 (56) and relied upon heavily to improve asset visibility in 
Iraq and Afghanistan. GAO cite U.S. Central Command officials stating that the DoD continue 
to experience problems with the use of RFID in the supply chain such as; broken tags, tags 
containing incorrect or incomplete information and items with tags missing. Entire cargo 
containers become “lost” on the system, and complications arise when a “lost” container is 
commercially owned as detention charges begin to accumulate after a specific time period. (77) 
 
Given the problems described above, one could assume that in an attempt to prevent 
unnecessary risk for any proposed KPI Analysis system that it would have to fit within the 
processes and systems currently in place with Defence, rather than replacing these processes 
or systems. 
 
In relation to PBL/PBC partnerships, the implementation of a SCM strategy is critical, as 
everything can and will fall apart without the ‘right part, in the right place, at the right time’.(78) 
Denizer (2007) recommends, to include in the strategy, the following four categories for supply 
support items in U.S. DoD material management. 
a) Unique Repairable Items - Parts unique to the system and sourced by the Prime 
Contractor / Original Equipment Manufacturer (OEM) of the system. 
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b) Common Repairable Items – Parts common with other systems, which may have a 
variety of sources. 
c) Unique Consumable Items – Consumable items which are used only on the target 
system, usually sourced by the Prime Contractor / OEM. 
d) Common Consumable Items – Consumable items which are used across more than the 
one system. 
 
Interestingly enough, the U.S. DoD appear to be taking steps in an attempt to clearly identify 
supply chain integration decision authorities.(77) The GAO report also recommends that the 
U.S. DoD clearly define authorities and responsibilities of every aspect within the supply and 
distribution process. Additionally, communicate these definitions and goals in an attempt to 
side with initiatives and outcomes. (77)  
 
2.6 Risk and Uncertainty 
Blanchard (p.327, 2006) describes risk as “the potential that something will go wrong as a 
result of one or a series of events”, and that “it is measured as the combined effect of the 
probability of occurrence and the assessed consequence given that occurrence”. (79) In an 
engineering system, risk can be an unwanted change in the cost, schedule or performance. (80) 
Risk management, is the method of which not only the identification and measurement of risk, 
but also the administration. (79, 81) The following activities are included in risk management 
methodology (79) (54) 
1) Risk Assessment – The identification of all potential areas of risk. 
2) Risk Analysis – Analysis to determine the probability of risk and consequence. 
3) Risk Abatement – Method to eliminate, reduce and/or control risk. 
 
Risk management in engineering clearly is quite important and is encouraged to ensure that the 
engineering of a system meets the requirements, is performed under budget and delivered on 
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time. Garvey (p.2 2008) outlines five key reasons below, why engineering risk management is 
important. (80) 
1) Early and Continuous Risk Identification – Performed to consider options and take 
action before any highlighted risks can have a serious impact. 
2) Risk-Based Program Management – Enables risk-informed decisions to be made during 
the life cycle of the program. 
3) Estimating and Justifying Risk reserve Funds – Enables risk corresponding to a 
projects’ Work Breakdown Structure (WBS), which can give an accurate cost of the 
risk. 
4) Resource Allocation – Analysis can identify where resources should be allocated for 
the most critical risks in the project. 
5) Situational Awareness and Risk Trends – Tracking of risk contingency effectiveness 
and the comparison of risks closed, with those unresolved and newly identified. 
 
Kersten (2006) suggests the importance of coordination and integration of risk measures with 
those of performance management and Supply Chain Management (SCM) in an effort to 
improve overall performance of production and the supply chain. (82) The common risk (83) 
in SCM is that today’s complex supply chain is vulnerable to disruption and failure due to lean 
supply strategies, and that each element of the supply chain has to work together to manage 
these risks. (81) 
 
 
Cost, schedule and performance of service delivery in aeronautic industry are significantly 
impacted on by uncertainty and risk. (23) These terms are often used interchangeably and many 
definitions exist within literature, consequently no consistent definition exists however this 
research works with the following definitions proposed by Erkoyuncu et al. (2014) are as 
follows: 
 
Uncertainty is described as the stochastic behaviour of any physical phenomenon causing an 
undefined results, implying that differences between the expected and actual results are in fact 
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likely to not be the same, such as a project cost estimate and the actual cost estimate. (23) The 
performance of a project or system may be impacted by this variation, whether it be negative, 
positive, alternatively there may be no impact. Variability within the environment, human 
error, and/or human ambiguity usually contributes to the stochastic nature of project 
performance. (23) Furthermore, a reduction in uncertainty to zero may cause the risk to 
increase, but if the uncertainty is balanced, the risk may be acceptable. The reason to this 
relationship relates to uncertainty being the source of risk. In real and broad terms, uncertainty 
sources are required to be examined and as such can be often from incomplete information, 
disagreements between information sources, imperfect communication and variation in 
circumstances etc. 
 
Risk is described as a particular case of uncertainty, which results as a single or number of 
events that have a negative impact on the performance of a project. In real terms, risk can be 
described as a threat of a loss from an unwanted event, such as financial, timescale or 
performance. (23) 
 
In other words, the concept of risk deals with measurable probabilities while the concept of 
uncertainty does not. (32) (31) A reduction in uncertainty may ensure an increase in the level 
of risk, alternatively if the uncertainty is balanced the risk may be acceptable. Uncertainty being 
the source of risk is the reason behind this correlation. 
  
An industry survey performed by Erkoyuncu et al. (2009) with four major defence and 
aerospace organisations resulted in industry highlighting difficulties in segregating uncertainty 
and risk in cost estimation efforts. (84) Consequently, the incorrect categorisation of risks often 
lead to unreliable cost estimates. Additionally, the problem propagates as the categorisation of 
risks may change with time from the first creation at the start of projects. Further complications 
are caused by time constraints during the bidding phase as some suppliers find that bid 
timeframes are insufficient to analyse the risks completely.  
 
 30 
 
Feedback from industry additionally highlight other ongoing challenges, such as equipment 
reliability and repair turn-around-time (TAT), supply chain performance, supply chain 
monitoring, improved estimation techniques for availability contracts and the development of 
an estimation framework for such contracts. (84) 
 
2.7 Availability, Reliability, Maintainability and Supportability 
2.7.1 Availability 
What defines Availability? Koshman (85) cites many works to provide a good coverage of the 
modern definition of availability as summarised: 
• Instantaneous Point Availability (86)  
• Availability with Perfect Repair (86)  
• Achieved Availability (87) 
• Operational Availability (86)  
• Other Mission Availability (87) 
• Non-Availability (88) 
• Availability with Degraded Mission Capability (88) 
2.7.2 Instantaneous Point Availability 
Arusand and Hoyland (86) give the following as a common definition of Availability: 
Let X(t) be the state of an item at time t 
Equation 1 
𝑋(𝑡) = {
1, 𝑖𝑓 𝑡ℎ𝑒 𝑖𝑡𝑒𝑚 𝑖𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑖𝑛𝑔 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
Let A(t) represent point availability and Ā(t) represent point unavailability at time t 
Equation 2 
𝐴(𝑡) = 𝑃𝑟(𝑋(𝑡) = 1) 
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Equation 3 
?̅?(𝑡) = Pr(𝑋(𝑡) = 0) 
 
 
Average Availability Aav on the time interval (0,t) or (t1,t2) 
 
Equation 4 
𝐴𝑎𝑣(𝜏) =  
1
𝜏
∫ 𝐴(𝑡)𝑑𝑡
𝜏
0
 
 
Equation 5 
𝐴𝑎𝑣(𝑡1, 𝑡2) =  
1
𝑡1 − 𝑡2
 ∫ 𝐴(𝑡)𝑑𝑡
𝑡2
𝑡1
 
 
2.7.3 Availability with Perfect Repair 
A perfect repair fixes an item to “as good as new” (85). Arusand and Hoyland (86) derive 
inherent availability as follows: 
 
Let Ti be i.i.d. random variables representing the sequence of uptimes 
Let Di be i.i.d. random variables representing the sequence of downtimes 
The Law of Large numbers provides: 
 
Equation 6 
lim
𝑛→∞
1
𝑛
∑ 𝑇𝑖 = 𝐸(𝑇) = 𝑀𝑇𝑇𝐹 
𝑛
𝑖=1
 
 
Equation 7 
lim
𝑛→∞
1
𝑛
∑ 𝐷𝑖 = 𝐸(𝐷) = 𝑀𝐷𝑇 
𝑛
𝑖=1
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Where MTTF is the Mean Time to Failure and MDT is the Mean Downtime. The steady state 
availability is: 
 
Equation 8 
lim
𝜏→∞
𝐴𝑎𝑣(𝜏) =  lim
𝑛→∞
∑ 𝑇𝑖
𝑛
𝑖=1
∑ 𝑇𝑖
𝑛
𝑖=1 + ∑ 𝐷𝑖
𝑛
𝑖=1
=  lim
𝑛→∞
1
𝑛
∑ 𝑇𝑖
𝑛
𝑖=1
1
𝑛
∑ 𝑇𝑖
𝑛
𝑖=1 + 
1
𝑛
∑ 𝐷𝑖
𝑛
𝑖=1
  
 
Equation 9 
=  
𝐸(𝑇)
𝐸(𝑇) + 𝐸(𝐷)
 
 
Equation 10 
lim
𝜏→∞
𝐴𝑎𝑣(𝜏) =  
𝑀𝑇𝑇𝐹
𝑀𝑇𝑇𝐹 + 𝑀𝐷𝑇
 
 
Some additional approximations are given by Arusand and Hoyland (86), for an item with 
independent failure times, constant failure rate λ, and MTTF >> MDT for the following 
Equation 11.  
 
Equation 11 
?̅?𝑎𝑣 =  
𝑀𝐷𝑇
𝑀𝑇𝑇𝐹 + 𝑀𝐷𝑇
=  
λ . MDT
1 +  λ . MDT
 ≈  λ . MDT 
 
Mean number of repairs in period 𝑡 =
t
MTTF+MDT
 
 
If downtime is only from corrective repair, then MDT = Mean Time to Repair (MTTR) and 
Equation 10 becomes: 
 
Equation 12 
lim
𝜏→∞
𝐴𝑎𝑣(𝜏) =  
𝑀𝑇𝑇𝐹
𝑀𝑇𝑇𝐹 + 𝑀𝑇𝑇𝑅
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Equation 11 is also called the Inherent Availability (87). 
 
2.7.4 Achieved Availability 
Achieved Availability Aa can be used in measuring availability from both corrective and non-
corrective maintenance. From Elsayed (87): 
 
Equation 13 
𝐴𝑎 =
𝑀𝑇𝐵𝑀
𝑀𝑇𝐵𝑀 + 𝑀
 
 
Where MTBM is Mean Time Between Maintenance, and M is the mean maintenance 
downtime. 
 
2.7.5 Operational Availability 
A general definition, when considering unavailability measurement, is given by Arusand and 
Hoyland (86) as: 
 
Equation 14 
𝐴𝑜𝑝̅̅ ̅̅ ̅ =  
𝑀𝑒𝑎𝑛 𝑡𝑜𝑡𝑎𝑙 𝑝𝑙𝑎𝑛𝑛𝑒𝑑 𝑑𝑜𝑤𝑛𝑡𝑖𝑚𝑒 + 𝑀𝑒𝑎𝑛 𝑡𝑜𝑡𝑎𝑙 𝑢𝑛𝑝𝑙𝑎𝑛𝑛𝑒𝑑 𝑑𝑜𝑤𝑛𝑡𝑖𝑚𝑒
𝑀𝑖𝑠𝑠𝑖𝑜𝑛 𝑃𝑒𝑟𝑖𝑜𝑑
 
 
Another definition is given by Elsayed (87) as: 
 
Equation 15 
𝐴𝑂 =  
𝑀𝑇𝐵𝑀 + 𝑅𝑒𝑎𝑑𝑦𝑡𝑖𝑚𝑒
(𝑀𝑇𝐵𝑀 + 𝑅𝑒𝑎𝑑𝑦𝑡𝑖𝑚𝑒) + 𝑀𝐷𝑇
 
 
MTBM is Mean Time Between Maintenance, MDT includes maintenance downtime, delay 
time from logistics, and other indirect delays. Readytime = operational cycle – (MTBM + 
MDT). 
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2.7.6 Other Mission Availabilities 
Birolini (89) gives four definitions of availability, specifically for the purpose of assessing 
availability during a mission (and not to the exclusion of other availabilities). Two of these, 
mission availability and work mission availability, are also discussed by Elsayed (87). 
 
Equation 16 
𝐴𝑎𝑣  (𝑡) =  
1
𝑡
𝐸{𝑢𝑝 𝑡𝑖𝑚𝑒 𝑖𝑛 (𝑜, 𝑡)} 
 
Equation 16 is equivalent to Equation 4 
 
Equation 17 
𝐴𝐽𝑜𝑖𝑛𝑡(𝑡, 𝑡 + 0) = Pr (𝑖𝑡𝑒𝑚 𝑢𝑝 𝑎𝑡 𝑡 ∩ 𝑖𝑡𝑒𝑚 𝑢𝑝 𝑎𝑡 𝑡 + 0) 
 
Equation 18 
𝐴𝑚(𝑇𝑂, 𝑡𝑓)
= Pr (∀𝑟𝑒𝑝𝑎𝑖𝑟 𝑡𝑖𝑚𝑒𝑠 𝑓𝑜𝑟 𝑓𝑎𝑖𝑙𝑢𝑟𝑒𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑎 𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑇𝑂  ≤  𝑡𝑓) 
 
Equation 19 
𝐴𝑤𝑚(𝑇𝑂, 𝑡𝑑) = 𝑃𝑅(∑ 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑟𝑒𝑝𝑎𝑖𝑟 𝑡𝑖𝑚𝑒𝑠 𝑖𝑛 𝑎 𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑇𝑂
≤ 𝑡𝑑) 
 
Equation 17 is the probability that an item is operating successfully at the start and end of a 
mission. Equation 18 is the probability that an item failure during the mission is repairable with 
a specified time. Equation 19 is the probability that an item with multiple failures during a 
mission will not exceed a specified total repair time. 
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2.7.7 Non-Availability 
Described in (88) is the term non-availability, and is discussed as the more common term 
unavailability in great detail. Unavailable time is based on Operational Unavailability Au and 
is broken into two components, Active Maintenance Time (AMT) and Maintenance Delay 
Time (MDT). AMT includes the following: Scheduled/Unscheduled Maintenance, 
Modification Programs and Configuration Changes. Whereas MDT includes the following: 
Lack of qualified personnel, Unavailability of spare parts, Unavailability of tools and test 
equipment, Lack of proper facilities, Unsafe conditions, Management Delay, Maintenance 
Information Systems unavailability. 
Including a comparison of military orientated approaches, ADM (88) describes unavailability 
in Equation 20. 
 
Equation 20 
𝐴𝑢 =  𝐴𝑢,𝑂𝐸𝑀 + 𝐴𝑢,𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟
= (𝐴𝑢,𝐴𝑀𝑇−𝑂𝐸𝑀 + 𝐴𝑢,𝑀𝐷𝑇−𝑂𝐸𝑀) + (𝐴𝑢,𝐴𝑀𝑇−𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟 + 𝐴𝑢,𝑀𝐷𝑇−𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟) 
 
2.7.8 Availability with Degraded Mission Capability 
Availability with degraded mission capability implies that any system can be in a degraded 
state of capability but remain operational for the purpose of the mission. ADM(Mat) (88) and 
ASD PBC (90) describes the degraded states as: Fully Mission Capable (FMC), Partially 
Mission Capable (PMC) and Not Mission Capable (NMC) 
From ADM(Mat) (88) the following relationships are formulated: 
Equation 21 
𝐴𝑂 =  𝐴𝐹𝑀𝐶 + 𝐴𝑃𝑀𝐶 = 1 − 𝐴𝑁𝑀𝐶 
 
Equation 22 
𝐴𝐹𝑀𝐶 =  
𝐹𝑀𝐶𝑇𝑖𝑚𝑒
𝑇𝑜𝑡𝑎𝑙𝑇𝑖𝑚𝑒
=
𝑇𝑜𝑡𝑎𝑙𝑇𝑖𝑚𝑒 − (𝑃𝑀𝐶𝑇𝑖𝑚𝑒 + 𝑁𝑀𝐶𝑇𝑖𝑚𝑒)
𝑇𝑜𝑡𝑎𝑙𝑇𝑖𝑚𝑒
= 1 − (
𝑃𝑀𝐶𝑇𝑖𝑚𝑒 + 𝑁𝑀𝐶𝑇𝑖𝑚𝑒
𝑇𝑜𝑡𝑎𝑙𝑇𝑖𝑚𝑒
) = 1 − 𝐴𝑁𝐹𝑀𝐶  
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Where NFMC is Not Fully Mission Capable. 
 
Availability within the engineering industry is discussed and explained by Stapelberg (91) as 
having its origins in the design for reliability as well as the design for maintainability (91).  
Additionally citing (91) works from Nelson et al. (92) define availability as; “the probability 
that a system is operating satisfactorily at any point in time when used under stated conditions, 
where the time considered includes the operating time and the active repair time” 
Stapelberg (91) elaborates that the methodology traditionally involves a ‘top-down’ approach 
from the design system level to its equipment level. Any constraints on system operational 
performance are established during this ‘top down’ approach. Initially developed in defence 
and aerospace design (91), availability was viewed as a measure of the degree to which a 
system was in an operable state at the beginning of a mission which is required at any random 
point in time. 
Stapelberg (91) describes the basic relationship for availability to be: 
 
Equation 23 
𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
𝑈𝑝 𝑇𝑖𝑚𝑒
𝑇𝑜𝑡𝑎𝑙 𝑇𝑖𝑚𝑒
. 100 =  
𝑈𝑝 𝑇𝑖𝑚𝑒
𝑈𝑝 𝑇𝑖𝑚𝑒 + 𝐷𝑜𝑤𝑛 𝑇𝑖𝑚𝑒
 . 100 
 
Where Up Time is the amount of time the system is considered to be available, and Down Time 
is the amount of time the system is considered to be unavailable. Analysis of availability is 
accomplished by substituting the time-based elements defined above into various forms of the 
basic relationship. 
 
2.7.9 Reliability 
Dongyan Chen (93) advises that the relationships between the mean time to failure (MTTF), 
maintenance interval, and availability are an important priority during the deployment of highly 
available systems. 
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Technology and consumerism advancements have been largely influenced through global 
competition and consequently various organisations are competing via multiple platforms such 
as, high technology, high quality, fast delivery and low costs (94). Seeking a competitive 
advantage, various relatively innovated techniques are being implemented. Some of the popular 
techniques are (95), (96), (94): Total Productive Maintenance (TPM), Total Quality 
Management (TQM), Business Process Engineering (BPR), Manufacturing Resources 
Planning (MRP) and Just in Time (JIT). 
 
Sharma et al (94) claim that the benefits obtained from these management methodologies are 
often limited and as a consequence, processes become susceptible to instabilities which can 
result in sudden and sporadic failure. This push for advancement in technology has further 
complicated the reliability analyst role, requiring the use of various techniques such as Markov 
Modelling (MM), Fault Tree analysis (FT), Failure Mode and Effect Analysis (FMEA), Root 
Cause Analysis (RCA) and Non-Homogeneous Poisson Point Process (NHPPP). 
 
Markov Modelling is useful for large complex systems with dependent failure and repair 
modes, however becomes unreliable for any systems with time dependent failure rates (91), 
(97). The technique results probabilities of future occurrence through analysing currently 
known probabilities and has numerous application through various industries (97). 
 
Fault Tree Analysis is a risk assessment technique (98) that is initiated from the contemplation 
of system failure effects, and utilises Boolean algebra to estimate the faults, the cause and 
consequence (99), (100). 
 
Failure Mode and Effect Analysis is used to identify and prioritise components/parts/functions 
according to the potential consequence of failure, for example, production loss, operational 
disruption etc. Commonly used in the aerospace industry because of its proven techniques for 
reliability analysis of products, processes and resulting system safety (94, 101). 
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Root Cause Analysis is common terminology within reliability literature, and specifically 
designed to avoid future occurrences of failures through identifying the cause of the failure in 
question (28). The proven methodology assists in the establishment of a knowledge base, which 
is used to resolve issues relating to process/product reliability, availability and maintainability. 
 
Non-Homogeneous Poisson Point Process, a fundamental model for repairable systems, is used 
to model and improve deteriorating systems with consideration to failures over time being a 
variable rather than a constant (102). 
 
2.7.10 Maintainability 
Stapelberg (91) describes Maintainability as the aspect of maintenance that takes downtime 
into account, and can be defined as “the probability that a failed item can be restored to an 
operational effective condition within a given period of time”. This restoration of a failed item 
to an operational effective condition is usually when repair action, or corrective maintenance 
action, is performed in accordance with prescribed standard procedures. 
 
Furthermore, Corrective maintenance action is the action to rectify or set right defects in the 
item’s operational and physical conditions, on which its functions depend, in accordance with 
a standard. Maintainability is thus the probability that an item can be restored to a repairable 
condition through corrective action, in accordance with prescribed standard procedures within 
a given period of time. This repair action is determined by the Mean Time To Repair (MTTR) 
metric, which is also a measure of the performance of maintainability. 
 
2.7.11 Supportability 
Supportability can also be interpreted as through Supply Chain Management actions. In today’s 
environment of high technology, faster communication and globalisation the notion of Supply 
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Chain Management (SCM) is substantially more involved than in the past (103). Products, 
information and finance are integrated amongst organisations from product origin through to 
consumer receipt with the end goal being maximum consumption satisfaction at a minimal 
organisational operational cost (104). Blanchard highlights the current management toward 
outsourcing, more suppliers becoming involved, an increase in international competition and 
subsequent globalisation contribute to an increase in dependence of SCM. 
 
Companies are forming collaborative partnerships to maintain competitiveness whilst 
restricting operational costs through the adoption of information systems (105), which is now 
quite critical to effective SCM (106). The adoption of technology and development of 
information systems however, also introduces new problems as there are often concerns with 
un-maintainable legacy systems, data/information security, standardisation and support costs 
(105), (106), (107). The introduction of new systems and technology to replace established 
processes create high operational risk and the changeover costs can be also quite high (105). 
 
In relationship to PBC, PBL and PBS partnerships, the implementation of a SCM strategy is 
critical, as everything can and will fall apart without the “right part, in the right place, at the 
right time” (108). Denzier (108) recommends including the following four categories for 
supply support items within the SCM strategy. 
• Unique Repairable Items – Parts unique to the system and sourced by the Prime 
Contractor / Original Equipment Manufacturer (OEM) of the system. 
• Common Repairable Items – Parts common with other systems, which may have a 
variety of sources. 
• Unique Consumable Items – Consumable items which are used only on the target 
system, usually sourced by the Prime Contractor / OEM. 
• Common Consumable Items – Consumable items which are used across more than the 
one system. 
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2.8 Lean Aerospace Initiative 
As stated in the introduction to this Chapter, Performance-Based Contracting can also be 
considered a framework for the purpose of improving the aeronautic business and therefore is 
a business improvement initiative. The Lean Aerospace Initiative is one such improvement 
strategy, established in 1993 resulting from a collaborative research effort between industry, 
government and academia (109, 110) the Lean Aerospace Initiative (LAI) was established with 
the objective of providing enterprise level transformations to the aerospace industry. Based on 
the Toyota Production System (111), the goal of Lean Aerospace Initiative is the elimination 
of waste together with the creation of enterprise value. (109, 110, 112), For example, ‘creating 
value’ by achieving customer satisfaction through superseding expectations and ‘eliminating 
waste’ by efficiently utilising current means. (111) Mathaisel (2007) highlights five basic 
principles of lean thinking, which guide towards “doing more with less” and attributing to 
provision of what customers want. The five principles are (111): 
1) Value: which the customer places upon their products or services. 
2) The Value Stream: the entire product life cycle. 
3) Flow: is the key to the elimination of waste. If the value chain doesn’t flow, then waste 
is occurring. 
4) Pull: Only produce something if the customer orders it. 
5) Perfection: the activity of the continuous removal of poor quality. 
 
Arguably one of the most critical steps is that of Value-stream mapping, as it comprises of an 
exhaustive analysis of the actions, which contribute to the stipulation of value to a customer. 
(111) Additionally, this analysis results in the identification of actions which do not create any 
value to the customer, and therefore can be eliminated from the overall process. As Mathaisel 
(2007) states, this elimination of ‘waste’ will assist the redesign of the process to provide 
‘flow’. (111)  
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The following steps, ‘pull’ and ‘perfection’ refer to Just in Time (JIT) and process improvement 
methodologies respectively. The basic purpose of the JIT methodology is to have materials 
arrive at a manufacturing plant ‘just in time’ to enter the production process in an effort to 
economise the inventory and supply chain (113, 114), resulting in a ‘pull’ through the system 
initiated by the external customer.(115) The process improvement methodology dictates a 
continuous, never-ending cycle of improvement in process involving all responsible parties. 
(111, 116, 117) 
 
In relation to Performance-Based Contracting, steps from the LAI process may help suppliers 
improve internal processes to elevate the outputs of relating KRAs such as Engineering Support 
functions or Logistics Demand Satisfaction Rates. Implementation for transformation to a lean 
enterprise follows a structured systems engineering approach, which is designed to be 
complimentary with other continuous improvement processes. (111) Some of the more popular 
process improvement methodologies share the same common, yet important features as lean 
thinking, such as Six Sigma. (118) Proactive leadership, collaborative relationships, continuous 
improvement, customer focus and variation reduction are all but some of the important 
common features.  
 
2.9 Six Sigma 
Another common improvement methodology that may be useful for suppliers new to PBC is 
Six Sigma. Six Sigma hailed as a smarter way of managing a business or department (119), 
uses facts and data to drive more effective solutions. More accurately, it is the realisation of 
customer requirements or expectations and implementation of change to services through 
statistical data driven decisions. (120) The concept is not entirely new and its origins lie with 
earlier scientific management concepts (119) and Total Quality Management (TQM) (118), 
which aim at achieving virtually defect-free operations. 
 
 42 
 
There are two sides to Six Sigma, the Statistical Model and the Improvement Process / System 
of Management. (119, 121) Each of these sides comprises of three elements and which are 
shown in Table 1 and further explained below. (121) 
Table 2 – Statistical Model (Truscott 2003) 
Statistical Model Improvement Process / System of 
Management 
Sigma Statistic Project-by-Project Approach 
Metric Organisational Infrastructure 
Performance Benchmark Core Competencies 
 
Sigma Statistic – Refers to the standard deviation and forms the basis of the statistical model. 
• Metric – Indirectly related to Sigma and provides a performance measuring scale. 
• Performance Benchmark - Sigma value of six represents the standard of 3.4 defects per 
million opportunities. 
 
• Project-by-Project Approach – Change performed on a project-by-project basis. 
• Organisational Infrastructure – In order to implement change, the correct supporting 
infrastructure is required. 
• Core Competencies – Identification and measurement of business core competencies. 
 
The Statistical Model provides a simplistic and clear understanding of the overall measurement 
of performance. The Sigma value range is from one through to six and each value containing a 
direct relationship with faults per million opportunities and percentage yields, as shown in 
Table 2 below. 
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Table 3 - Six Sigma Value Range (Truscott 2003) 
Six-Sigma Sigma Value Faults (or events) per million 
opportunities 
Yield (%) 
1 691462                     30.85 
2 308538                 69.146 
3   66807                 93.319 
4     6210                 99.379 
5       233                 99.9767 
6              3.4                 99.99966 
 
 
Referred to by most (122), Six Sigma Improvement Process strategy involves elimination of 
the root cause for any performance problems identified within processes, whilst retaining the 
basic process. The change is implemented on a ‘project-by-project’ (121) basis, and in order to 
manage and implement such change, an organisation requires the appropriate infrastructure. 
(122) Finally the last key element of the improvement process is the identification and 
enhancement of the organisations’ core competencies, which are comprised of the 
organisations’ proprietary assets, people and processes. (123) 
 
2.10 Systems Concepts 
2.10.1 Systems 
The term System, as defined by Sommerville (2000), is “A purposeful collection of inter-
related components working together towards some common objective”. (124) Either 
occurring naturally or synthetically, a typical system is comprised of the following (79, 125): 
➢ Elements: Input, process and output; otherwise known as the operating components; 
➢ Attributes: The system’s components properties; and 
➢ Relationships: Links between the components and the attributes. 
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The elements are known as the operating components/parts of a system, consisting of inputs, 
outputs and processes. The properties of these components/parts are the attributes, whilst the 
links in-between are the relationships. (79) Displayed below in Fig. 2 a representation of a 
system, its elements, attributes and relationships. 
 
Figure 3 - System Environment (Sinha 1998) 
 
An element of the system may itself be another system, which also can be part of a larger 
system and is known as a system hierarchy. (79, 125) 
 
2.10.2 System Hierarchy 
The System Hierarchy, as shown in Fig. 3, comprises of a hierarchy of elements as defined by 
the International Council on Systems Engineering (INCOSE) (126): 
➢ System: A set of elements, segments and/or subsystems; 
➢ Element or Segment: Major product, service, or facility; 
➢ Subsystem: An integrated set of assemblies; 
➢ Assembly: An integrated set of components and/or subassemblies; 
➢ Subassembly: An integrated set of components; 
➢ Component: Made up of multiple parts; and 
➢ Part: The lowest level of items. 
 
Outputs 
Boundary 
Environment 
Environment 
SYSTEM 
Relationships 
Elements 
Inputs 
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Figure 4 - Hierarchy of System Elements (Whalen 2002) 
 
2.10.3 Systems Engineering 
Described as the ‘design of the whole as distinguished from the design of the parts’ (127), 
Systems Engineering is an interdisciplinary approach which has focus on the definition of 
requirements, then design and validation. (128) It is an interdisciplinary, wide-ranging and 
highly structured technique for the definition, design, development and operation of a winning 
system. The methodology encompasses customer requirements and functional requirements 
during the early phases of the development cycle, and then progresses to design, development 
and validation whilst retaining consideration for the whole problem. (79, 129) This 
methodology is called the systems engineering process (SEP) (79, 129, 130)  and its sequence 
of activities is shown below (79): 
➢ User Requirements 
➢ Functional Requirements 
➢ Requirements Analysis 
➢ Design 
➢ Verification 
 
Arguably, the most critical component in the SEP is that of Requirements Analysis. (131) Carr 
explains that very few technology acquisition projects are successful, most are delivered late, 
System 
Element 1 Element 2 Element n 
Subsystem 1…n 
Assembly 1…n 
Subassembly 1…n 
Component 1…n 
Part 1…n 
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exceed budget costs and worst of all, do not perform all of the necessary functions, therefore 
car must be taken during the initial phases of the SEP. 
 
2.11 Information Systems 
2.11.1 Introduction 
An Information System is a consistent, coordinated set of components acting together for the 
purpose of production, distribution or processing information (132, 133), and encompasses 
computer and telecommunications software and hardware. (74) Continuing on the theme of 
Systems Engineering, this section provides an introduction to Data Base Systems (DBS), Data 
Warehouse Systems (DWS), Data Mining, Simulation Systems and Fuzzy Logic; the purpose 
is to then introduce the rationale behind connecting like systems and techniques for the purpose 
of PBC management and simulation. 
 
2.11.2 Database Systems 
A Database is organised collection of related facts, which are in a customised, coherent 
collection for specific application. (134, 135) These systems are typically managed through a 
Database Management System (DBMS) (134-136), which is a software program that enables 
the management of either a single or host of databases and have been around since the 1960s. 
(137) 
 
Data intensive information systems are ever growing in importance to an organisation, and 
have a significant role to play in military environments. These environments complicate the 
data analysis and design phase, which ends up consuming a large portion of the SEP. (136) 
Similar to SEP (131), a successful database design is reliant on the requirements analysis phase, 
which provides for the system, the functional and data requirements. (136) The common 
method of access in a database system is through the use of SQL, an acronym for Structured Query 
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Language, is a means of communication with the DBMS, which allows the user to specify the 
flow of information to or from the database. (138) 
 
2.11.3 Data Warehouse Systems 
Appearing in the early 1990s (137), Data Warehouses differ from the more traditional, 
operational database as they do not hold transactional data. A data warehouse is not updated in 
‘real time’, as transactional events occur, rather only at specific, pre-defined points in time. 
Presenting a snapshot at a point in time with data generally obtained from a transactional 
database (137), the warehouse is predominately used to uncover trends or correlations which 
may give an organisation a competitive edge.  
 
McNurlin defines the following Key Concepts in Data Warehousing (137): 
Metadata: One of the most important elements in a data warehouse and is where the data is 
defined. Metadata explains the meaning of each element, its relationships with other elements, 
its source, access rights, etc. Essentially metadata means “data about data” .(137) 
 
Quality Data: A significant portion of time in a data warehouse project can be spent on 
‘cleaning’ the data to adhere with the standards set in the metadata definitions. The source data 
may have changed over time, have gaps or even be incorrect as legacy systems may not have 
validated data correctly.(137) 
 
Data Marts: A subset of a data warehouse. The goal of having one large, all-encompassing 
warehouse is not always feasible or practical, so the concept of a subset Data Mart arose.  
 
McNurlin further defines fine main steps, in a typical data warehouse project (137): 
1) Define the users of the data; the data requires a legitimate business use or need to 
demonstrate worth to a warehousing project. 
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2) Create the data model for the warehouse; the definition of relationships amongst the 
data elements. 
3) Cleanse the data; move the data from operational systems then transform it into the 
required standardised format.  
4) Select the user tools; in accordance with the user’s needs, select the appropriate tool, 
for example, reporting tools, data analysis tools etc. 
5) Monitor usage and system performance; performance of the system tends to decrease 
as the use and volume of the system grows, unless constant monitoring and maintenance 
is performed. 
 
Data growth, as Humprhries et al. (1999) suggests, becomes an important data warehouse 
management problem as time passes. (139) Several ways to handle data growth, according to 
Humphries, are outlined below: 
➢ Use of aggregates; Can have a significant reduction in the space required by data and 
should only be used if the data required is only of a highly summarised level. Any 
detailed data removed from the system should be done with caution as it will remove 
the ability of users to drill down for more detail. 
➢ Limiting the time frame; Compromise with the users by limiting the length of time 
historical data is held in the warehouse.  
➢ Remove unused data; Identify the least used data in the warehouse for removal. 
 
2.11.4 Data Mining 
According to the Gartner Group (140), Data Mining is “the process of discovering meaningful 
new correlations, patterns and trends by sifting through large amounts of data stored in 
repositories, using pattern recognition technologies as well as statistical and mathematical 
techniques.” 
 
The use of data mining, as described by Larose is performed to accomplish a number of tasks, 
such as (140); 
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➢ Description 
➢ Estimation 
➢ Prediction 
➢ Classification 
➢ Clustering 
➢ Association 
 
Typically, analysts’ data mine to discover explanations for patterns and trends, which may lie 
within the data set. Descriptions of these patterns and trends generally can propose an 
explanation of the pattern or trend in question. Therefore, the results of the model should 
describe clear patterns, which cater for instinctive, transparent interpretation. Not all models 
however, allow for such interpretation by nature. Neural networks for example, are relatively 
complex to interpret for non-specialists when compared to decision tree models. (140) 
 
2.11.5 Simulation 
A computer simulation can be described as the process of designing a model of real system and 
conducting experiments with this model on a computer for specific purpose of experimentation 
(141). Nance (1993) proposes that a simulation may be divided into three categories (142):  
1. Monte Carlo 
2. Continuous 
3. Discrete Event 
Page (1994) describes Monte Carlo simulation as a method of utilising a stochastic process to 
solve an inherently non-probabilistic problem, and that the explicit representation of time is 
not essential. Alternatively, the principal of a continuous simulation is that the variables within 
the simulation are continuous functions, for example, a system of differential equations. Value 
changes to program variables within the continuous simulation; during precise points is what 
becomes a discrete event. (143) Nance (1993) notes that the three related forms of simulation 
are commonly referred to in existing literature. A combined simulation refers generally to a 
simulation that has both discrete event and continuous components, where as a hybrid 
simulation refers to the use of an analytical sub model within a discrete even model. (143) 
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Additionally, the term given to gaming for when we can have discrete even, continuous, and/or 
Monte Carlo modelling components.  
 
Page (1994) summarises modelling as the process of describing a system, developing a 
corresponding model of that system, with the main objective being the experimentation with 
that model to gain an understanding of the behaviour of the system. The model itself is not only 
a collection of interacting objects, but also it is a set of functions that act on streams of input to 
produce output (144), or as a set of data structures (145) with some prescribed behaviour.  
2.12 Computational Intelligence 
There are many methodologies to choose from when it comes to modelling and simulation for 
decision support, of which are covered under the fields of Artificial Intelligence (AI), 
Computational Intelligence (CI) and Soft Computing (SC). Soft computing is an association of 
computing methodologies that includes as its principal members Fuzzy Logic, Neuro-
Computing, Evolutionary Computing and Probabilistic Computing, such as; Bayesian 
Networks, Neural Networks, Fuzzy Logic, Fuzzy Set Theory, Evolutionary Algorithms, et 
cetera (146-154), as described in Table 4.  
 
A well-researched field, they are a good match for real-world applications that are characterised 
by imprecise, uncertain data, and incomplete domain knowledge.  
Table 4 - Computational Intelligence Methodologies 
Method Name Category Approach Mechanism 
Bayesian Network Probabilistic 
Computing 
Approximate Reasoning Conditioning 
Dempster-Shafer Theory Probabilistic 
Computing 
Approximate Conditioning 
Multi-Valued Algebra Multi-Valued 
Logic and Fuzzy 
Computing 
Approximate Rule of Inference 
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Fuzzy Logic Multi-Valued 
Logic and Fuzzy 
Computing 
Approximate Rule of Inference 
Feedforward Neural 
Network, Recurrent 
Neural Network, etc. 
Neural Computing Search / Optimization Local Search 
Genetic Algorithm, 
Particle Swarm, etc. 
Evolutionary 
Computing 
Search / Optimization Global Search 
 
 
 
Petri Nets, Bayesian Networks and Neural Networks are all well suited to models constructed 
with little knowledge of existing processes, or where classification and learning are required to 
describe the data. Alternatively, Fuzzy Logic is better suited to First-order logic situations, 
which allow the truth of a statement to be represented as a value between 0 and 1. 
 
For the purposes of this study, two general approaches could be taken depending on the overall 
goal. If the goal is to develop a PBC process, then arguably learning, classification and 
probabilistic methods would be effective and therefore Petri Nets, Bayesian Networks and 
Neural Networks would be suitable methodologies to employ. If the goal is to simulate an 
existing known process, such as the PBC Framework, where there may be more to the logic 
than True or False, then Fuzzy Logic is the more suitable. 
 
The proposed concept in this study does not require a learning process, and considering that 
the design of the PBC Framework relies on a variation in the range of specific parameters with 
known limitations in the scoring methodology, Fuzzy Logic appears to be an appropriate 
mechanism through which to generate a simulation of a performance-based contract 
performance. 
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2.12.1 Fuzzy Logic 
Introduced with the 1965 theory by Lofti A. Zadeh, Fuzzy Logic has been applied to many 
fields, from control theory to artificial intelligence. One point of view, Fuzzy Logic is simply 
a logical system, however in much broader sense, Fuzzy Logic is much more than a logical 
system, as Zadeh (2008) suggests, Fuzzy Logic has four principal facets (155): 
1. The fuzzy set theoretic facet, 
2. The logical facet, 
3. The epistemic facet, 
4. The relational facet. 
 
Fuzzy set theoretic facet; is focused on fuzzy sets, that is, on classes whose boundaries are not 
sharp, e.g., the class of tall mountains. Logical facet is Fuzzy Logic in its narrow sense. It may 
be viewed as a generalisation of multivalued logic, similar to classical logic, the truth values 
are allowed to be fuzzy sets. The epistemic facet is concerned with knowledge representation, 
semantics of natural languages and information analysis. An important branch of this facet is 
the use of possibility theory. The relational facet, is focused on fuzzy relations and more 
generally, on fuzzy dependencies. In the relational facet, a granulated function is described as 
a collection of fuzzy if-then rules of the form: if X is A then Y is B, where A and B are fuzzy 
sets carrying linguistic labels like small, medium, and large. (155) 
 
Fuzzy Logic is a form logic that takes on varying values, and it is designed to work with 
approximate reasoning instead of fixed and exact. In comparison to the more traditional use of 
binary sets, where variables may take either true or false values, the variables used in fuzzy 
logic may have a truth value that ranges in degree between 0 and 1. Fuzzy logic has been 
extended to handle the concept of partial truth, where the truth-value may range between 
completely true and completely false. Additionally, when linguistic variables are used, these 
degrees may be managed by specific functions. 
 
Fuzzy Logic, like probability theory, is a different way of expressing uncertainty. Although, 
not a direct replacement from probability theory, Zadeh (1988) argues that Fuzzy Logic is 
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different in character, being that a fuzzified probability to fuzzy probability can be generalized 
and to what is called possibility theory. (156) Additionally, Zadeh (1973) states that fuzzy logic 
is one of many different proposed extensions to probabilistic logics, and is intended to deal 
with issues of uncertainty in classical logic, the inapplicability of probability theory in many 
domains, and the paradoxes of Dempster-Shafter theory. (157) 
 
Mukaidono (2002) concluded, “It is a big task to exactly define, formalize and model 
complicated systems”, and Jarrett (2011) states that it is at this task in which Fuzzy Logic 
excels. (158, 159) Additionally Jarrett (2011) claims that Fuzzy Logic has often proven to 
overtake classical mathematical and statistical modelling techniques for many applications 
involving the modelling of real world data. Furthermore, highlighting wide acceptance within 
the field of systems control, as one example (159), the applications of which range from the 
speed control of a small electric motor, to the control of an entire subway system.  
 
Zadeh (2008) suggests that Fuzzy Logic can add to existing theories, through the capability to 
operate on information described in natural language or on perception-based information. 
Additionally, that the issue of natural language is likely to grow in visibility and importance, 
in fields such as economics, law, medicine, search, question-answering and, probability theory 
and decision analysis. (155) 
 
Already a well-researched field, some of the benefits to Fuzzy Logic is that it can be built on 
top of the experience of experts, which is in direct contrast to Neural Networks. Building a 
Neural Network requires data training, which may, depending on the quality of the data, create 
impenetrable models. Alternatively, Fuzzy Logic lets you rely on the experience of people who 
already understand your system. (157, 160-163) 
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2.13 Gaps in current knowledge for aeronautic PBC decision-
support 
The gaps in the current knowledge, based from this literature survey can be placed into three 
categories; focus, technique and previously identified gaps. The focus of the related literature 
is specialised into specific individual topics such as from a logistics and/or repair point of view. 
This only formulates a portion of the scope of the problem from a perspective of PBC as little 
literature has been produced to understand how the multidisciplinary domains can be evaluated 
together with a proposed performance-based contracting framework or performance-based 
contract requirement. Next to no research has been produced giving insight into PBC processes, 
such as the scoring process, or the risk evaluation of such a process together with the predicted 
performance of the whole system or a fleet of systems. 
No methodology exists in literature for the simulation, prediction and assessment of a PBC 
contract performance with respect to military aeronautic applications. Furthermore, additional 
elements are required to provide decision support from a complete and transversal standpoint; 
elements such as scheduled and unscheduled maintenance, the reliability of systems and the 
full collaborative supply chain. 
 
2.13.1 Focus and Technique 
Technique, can be reviewed through literature both in a commercial and academic sense, some 
COTS tools are available to manage the more common problems typically faced by suppliers 
for aeronautic performance contracting. The survey conducted did not find any reference to the 
evaluation of a contracting framework or performance contract, including relevant processes 
such as the scoring process or any risk evaluation of the framework (or contract) together with 
the predicted performance of a fleet of aircraft operating under such an agreement.  
 
The tools and techniques that are currently available within the scope of this research activity 
generally fall within the category of simulation and optimisation for decision-support. The tools 
within the simulation category commonly utilise techniques such as Monte Carlo or DES. 
Additionally, heuristic technics are generally employed on the side of optimisation however 
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the objective function usually is in relation to the availability of parts, logistics turnaround time, 
repair turnaround time et cetera, and therefore the focus of the sampled literature is within these 
domains. 
 
Highly specialised systems covered in literature such as DES systems also tend to focus on the 
ability to predict the performance of a system, or specific aspects of a system such as the ability 
of a logistics supply chain to meet the demands of scheduled and unscheduled part replacement. 
(34), (35, 36), (37), (38), (39) Currently the literature is not covering the use of simulation to 
predict the performance of a fleet of aircraft together with the contract performance given a set 
of contract requirements or contracting framework. This is a focal point for this research as 
outlined in the research questions and formulates part of the first research question. 
 
Continuing the theme, the technique or methodology engaged by those research works is also 
limited in scope. For example, Mirzahosseinian (164) sought to answer the following; “How 
do inventory management, component reliability and repair facility efficiency influence the 
availability of systems under the PBL contract?” and “How can customers monitor the 
supplier’s performance and ensure that the supplier provides the desired performance level?” 
 
To achieve this, Mirzahosseinian (164) modelled the PBL system as a queuing network coded 
in Matlab, which is a type of DES. Mirzahosseinian achieved this by enhancing the classical 
repairable parts inventory model, further suggesting that the model improves upon classical 
models by relaxing the restrictive assumptions such as: fixed failure rates, fixed repair rates, 
and infinite capacity at repair facilities. 
 
Mirzahosseinian (164) concluded they formulated two metrics that facilitate monitoring (and 
control) of the suppliers actual performance during a PBC – Mean Time Between Failure 
(MTBF) and Mean Time To Recovery (MTTRe), furthermore they recommend concentrating 
on the component reliability and repair system efficiency to improve the availability of the 
system with repairable spare parts. A point to note is that the MTBF and MTTR are already 
well established in previous PBC Frameworks such as the ASD PBC Framework (90) and the 
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US DoD Performance Contracting  guidelines. Alternatively Mirzahosseinian (164) did not 
consider the cost benefit of such activities as it may not be cost effective to improve the 
reliability of specific systems when considering the time and effort in system development, 
further analysis is certainly required to ascertain cost benefit of such system improvements. 
Additionally, and with applicability to highly complex systems such as aircraft, vendors and 
suppliers of particular systems could take even longer to implement reliability improvements 
and may come at a greater cost. The practicality of this application under the typical contractual 
structure of a PBS may not be realistic. 
 
However, Mirzahosseinian (164) identified that optimising the cost for a repairable inventory 
system in order to discover the optimal failure rate, server repair rate and the number of servers. 
 
(19) provides a relatively recent survey of available tools in literature and industry, segregates 
them into the manufacturing phase and support life-cycle phase, the same phases as the 
proposed research questions for this research work. 
 
In the manufacturing phase of an acquisition typically involves costs such as equipment costs, 
and are associated as non-recurring tasks for unit production. Simulation tools are often 
aggregated at a high level and use techniques such as Monte Carlo or 'commercial off the shelf' 
(COTS) such as RiskHive suite(40), Predict! suite(41), Crystal Ball (42), and others. The 
purpose being for the management of risks associated with this phase of the contract which are 
generally relating to potential time and schedule impacts to program costs. 
 
During the support life-cycle phase, tools are used to simulate the rate of occurrence of 
repeating in-service support costs. These are generally focused within the domains of 
scheduled/unscheduled maintenance and/or related logistics needs. Typical examples include 
Vari-Metric (38), Opus Suite (43),  Siemens PLM software such as Tecnomatrix (44), Enovia 
by Dassault Systemes (45),  amongst others.  
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Erkoyuncu, (19) also finds that practitioners within both the supplier and customer 
communities tend to prefer COTS tools due to the simplification of the verification and 
validation process during contract tenders. These COTS tools however, are not always able to 
cope with specific circumstances that often arise due to the unique nature of an aeronautic PBC, 
and therefore it is often reported that special-to-purpose models are commonly utilised in 
Microsoft Excel or other specifically developed software packages (46), (39) many of which 
could be considered as 'black box' software as they tend to include corporate intellectual 
property and consequently are not described in full within academic literature. 
 
2.13.2 Previously identified gaps 
To elaborate on the research questions, the research gaps at high level can be segmented into 
two phases of the PBC lifecycle, with one phase being related to the platform tender and 
acquisition of the performance contract, and the other being related to the support life cycle of 
the platform. The transfer of risk, being the key strategic goal of a PBC methodology, exposes 
military aerospace prime contractors with additional risk and uncertainty across both of the 
acquisition and support phases of the contract. The ability to identify, predict and quantify such 
risk is yet to be extensively covered in literature. (84) In addition to a lacking consistent 
approach in use of tools, for example Tukker (2014), Y.M. Goh et al (2015) (33), (27) find that 
in terms of PSS conceptualisation and terminology as well as design methodologies provide 
clear insight into some of the challenges of analysing PSS. In particular, "... tools are still 
lacking, potentially leading to a lack of emphasis on requirements that should drive PSS design, 
how to organise co-creation processes" and "It is striking, however, that qualitative research 
methods... analysing quantitative data from case studies are still rarely applied. Such research 
is recommended for the future..." 
 
The additional risk is increases the challenge as it varies along the platform life-cycle as 
exemplified by Erkoyuncu (23), however it is during the bidding stage that a higher uncertainty 
is evident due to a lack of data and information about the service solution. (23, 24) Within the 
aeronautic industry, the bidding process typically is achieved (23) over a short period of time. 
It is during this process that uncertainty influences expectations and drives the confidence level 
in meeting targets.(25) Consequently, insufficient recognition of uncertainty has a significant 
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impact for such projects, as typically the type or level of uncertainty changes during the 
acquisition delivery phase after the contract is agreed. (26) 
 
The inclusion of rewards and penalties (27), (28), (29) make it clear to suppliers that there is a 
need to have robust estimates, including cost and schedule, that scope the project (30), 
including the need to set realistic targets so that these can be achieved and any potential threat 
to project failure is minimised. (23) Consequently any inability to meet targets may cause 
penalties that can strongly hinder supplier profitability. (23)  
 
Erkoyuncu (2014) concludes that it is necessary to understand further the implications of 
uncertainties on performance targets other than cost (e.g. availability) and how these can be 
measured. (23) Additionally future research is needed to create frameworks and modelling 
capability that can take account of the dynamic nature and interconnections across different 
systems/sub-systems and across the supply chain. 
 
Literature ((19)) suggests that industry highlighted difficulties in segregating uncertainty and 
risk in cost estimation. This means that risks and uncertainties are incorrectly categorised and 
may cause unreliable cost estimates. Furthermore, this problem does not only occur when risk 
registers are first created at the beginning of projects because they may change their 
categorisation with time. Driven by time constraints during the bidding phase, some suppliers 
find that there is insufficient time to analyse risks and uncertainties adequately.  
 
The terms risk and uncertainty have often been used interchangeably (31) , however there is an 
important distinction between the two where the concept risk deals with measurable 
probabilities while the concept uncertainty does not. (32) Furthermore, a reduction in 
uncertainty to zero may cause the risk to increase, but if the uncertainty is balanced, the risk 
may be acceptable. The reason to this relationship relates to uncertainty being the source of 
risk. 
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Datta and Roy (165) suggested the major challenges identified in costing of availability type 
service contracts as: the reliability of data supplied by use, assumptions regarding equipment 
failure, consideration of uncertainties at different stages of service life-cycle, uncertainties of 
customer’s contribution to availability performance, difficulty of not using bottom up cost 
estimates in every case, communication problems with the customers, prediction of 
maintenance activities in future, inability to understand cost impact of customer-focused risks. 
 
Other research has further emphasised gaps regarding focus and technique. Nowicki for 
example, (166) looked to answer the following question in his paper, “For a certain contract 
length, what is the optimal level of investment in the cost avoidance strategies and what is the 
optimal price to charge for the post production support service contract for an economically 
mutually satisfying experience for both the supplier and the customer?” Nowicki highlighted 
that the literature survey at the time provides publications focusing on qualitative research, and 
a distinct lack of quantitative models for decision-support. Furthermore, Nowicki reinforces 
the claim that little or no existing research has optimal investment and pricing strategies for 
PBC, and that his paper attempts to bridge the gap.  
 
A survey conducted by Cavalieri and Pezzotta (2012) note the lack in consideration of a PSS 
as a system, in essence the dynamic behaviour of the PSS over time and consistent definitions 
of performance measurement. (167) Additionally, when considering the activities involved in 
delivering an advanced service through PSS, a lack of framework supporting the 
comprehension of cross functional financial elements on such activities is claimed by 
Erkoyuncu (2011). (31) Furthermore, for these cost uncertainties, the priority suggested (27) is 
to envisage and realise the dynamic tendencies of service supply and demand. Practical and 
theoretical difficulties are experienced in developing a common understanding of a PSS across 
the various stakeholders involved, as highlighted by Thenent et al. (2014). (168) As such, these 
difficulties can overcomplicate and introduce uncertainty into the process for definition of the 
delivery methods considered with cost estimations. (27) Y.M. Goh et al focus on the interplay 
between epistemology and ontology in the presence of uncertainty and conclude with 
suggestions for future research needs to combine qualitative and quantitative methods in a 
dynamic system-based model to support through life decision-making towards the desired 
outcome of a PSS. (27) 
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Nowicki (166) also highlighted gaps in research that focuses on managerial decisions at the 
intersection of system design, supply chains, and sustainment. As it relates to PBC, a future 
area of research is to determine how to invest in these competing and sometimes 
complimentary cost avoidance alternatives in order to increase the likelihood of contract 
capture and to further increase profit. 
 
Hypko et al (2010) (17) emphasise that manufacturers whom are committing through provision 
of advanced services such as PBC, have to manage uncertainty related to economic 
development and revenues. Alternatively, the manufacturers whom provide only equipment 
and/or traditional support are expected to only experience uncertainty with regards to 
maintenance costs. (17) Consequently, a competitive advantage is there for suppliers who 
understand very well their customers, core business processes (17) and the actors contributing 
to uncertainties in cost and service provision across the related functional disciplines. (27) 
 
2.14 Literature Summary 
The purpose of the literature review was to cover topics of benefit to this research work. The 
approach taken was; a presentation of the background of Performance-Based Contracting 
concept and how it came to be within the aeronautic and aerospace military industries. 
Concepts are covered with a focus on the Australian and United States of America defence 
department strategies, the design of a Performance-Based Contract and related Key 
Performance Indicators, before moving onto an explanation of these Key Performance 
Indicators and the general purpose of their use.  
 
Business improvement methodologies were covered and an introduction to systems/systems 
engineering concepts such as reliability, maintainability and interrelated support mechanisms 
such as supply chain management was also detailed. Risk, being a central theme of research is 
also detailed in relation to Performance-Based Contracting. Information systems, 
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Computational Intelligence and Simulation are also covered in detail to provide a background 
of the technologies and techniques investigated for this thesis. 
 
Gaps in the current body of knowledge were identified and classified into three categories; 
focus, technique and previously identified gaps. The focus of the related literature is specialised 
into specific individual topics such as from a logistics and/or repair point of view. This only 
formulates a portion of the scope of the problem from a perspective of PBC as little literature 
has been produced to understand how the multidisciplinary domains can be evaluated together 
with a proposed PBC framework or PBC requirement. Next to no research has been produced 
giving insight into PBC processes, such as the scoring process, or the risk evaluation of such a 
process together with the predicted performance of the whole system or a fleet of systems. 
 
No methodology exists in literature for the simulation, prediction and assessment of a PBC 
contract performance with respect to military aeronautic applications. Furthermore, additional 
elements are required to provide decision support from a complete and transversal standpoint; 
elements such as scheduled and unscheduled maintenance, the reliability of systems and the 
full collaborative supply chain. It is on these areas that this research proposes as a contribution 
to the body of knowledge, through the two research questions proposed in Section 1.1 and as 
follows; 
1) Research Question 1 – How to predict the effects of the performance guarantees that 
are set out for a PBC, together with existing or predicted aircraft system performance?  
2) Research Question 2 - How to provide visibility of any number of PBCs’ contract 
performance across multiple aircraft platforms? 
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Chapter 3 
 
 THEORY AND RESEARCH CONTRIBUTION 
 
This Chapter presents the research contributions and uniqueness of the proposed theory and 
solution offered in this thesis. Gaps in the literature are highlighted and reflected together with 
the theory for the proposed solution. Finally, the research contributions developed throughout 
this thesis are also summarised. 
 
This section briefs the application of Fuzzy Logic to the research problem, provides formal 
generalised definitions for calculation of metrics involved with the three KRAs. A formal 
general definition of a PBC when considered as a set of fuzzy subsets is provided in addition 
to a methodology for evaluation. A concept for a decision-support system using the formalised 
model is described in addition a methodology for decision-support is also provided. 
 
The theory is formalised (Section 3.4) for experimentation through the use of a software tool 
and proposed case study as presented in Chapters 8 and 9.  
 
3.1 Fuzzy Logic Application 
Fuzzy Logic is suited to First-order logic situations, which allow the truth of a statement to be 
represented as a value between 0 and 1. The goal of this study is to evaluate through simulation 
a PBC Framework which has existing known process where there may be more to the logic 
than True or False. Thus Fuzzy Logic is suitable technique for this study. 
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The proposed concept in this study does not require a learning process, and considering that 
the design of the PBC Framework relies on a variation in the range of specific parameters with 
known limitations in the scoring methodology, Fuzzy Logic is an appropriate mechanism 
through which to generate a simulation of a PBC performance. This enables the ability to 
evaluate the performance resulting from the contract against the performance of the system, 
whether it be predicted performance of the system using traditional means or the actual 
performance of the system as measured. This contributes to both research questions proposed 
in this thesis.  
 
The problem of Availability, Reliability, Maintainability and Supportability for aeronautic 
systems are largely stochastic in nature, and can be calculated through the various definitions 
highlighted in Section 2.7 in the literature review. This chapter formalises which definitions 
are to be assumed for the case study. Contract rules specifying the determination of 
Availability, Reliability, Maintainability and Supportability can be evaluated through fuzzy 
inference, with the degree of membership of each fuzzy rule estimated through the stochastic 
values for each linguistic variable.  
 
3.2 General Definitions 
First let us consider formalisations for Availability, Mission Reliability and Demand 
Satisfaction Rate, the three KRAs identified for the ASD PBC case study. 
 
Availability for this example is taken as a simple form as defined by Stapleberg (2011) (91).  
Many other forms of availability also exist however, as evidenced in the literature review in 
Section 2.7. 
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𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
𝑈𝑝𝑇𝑖𝑚𝑒
𝑈𝑝𝑇𝑖𝑚𝑒 + 𝐷𝑜𝑤𝑛𝑇𝑖𝑚𝑒
 . 100 Def. (1) 
To simplify. 
𝐴𝑣𝑠 =  
𝑈𝑡
𝑈𝑡 + 𝐷𝑡
 . 100  
where 𝐴𝑣𝑠 is the availability of the system, 𝑈𝑡 is the time the system is available, 
and 𝐷𝑡 is the time the system is unavailable. 
 
 
Let us define Mission Reliability as evidenced in the literature review in Section 2.7, provided 
by Arusand and Hoyland (86) and Birolini (89): 
 
𝐴𝑎𝑣(𝑡) =
1
𝑡
 ∫ 𝐴(𝑡)𝑑𝑡 
𝑡
0
 Def. (2) 
where Average Availability 𝐴𝑎𝑣  on the time interval (0,t)  
 
Let us define Demand Satisfaction Rate as a logistic fill rate metric (169): 
 
𝐷𝑆𝑅 =  
𝐷𝑖,𝑝
∑ 𝑖𝑝
 Def. (3) 
where D is the demand for stock item i over time period p divided by the total 
items i in stock over time period p 
 
 
3.3 Fuzzy Definitions 
Now that general formalisations of the three case study KRAs are provided, the next section 
generically formalises the evaluation of these KRAs for when they are each considered to be a 
fuzzy set. This thesis proposes that performance contract rules or a performance contracting 
framework, and the subsequent corresponding KRA measurements, can be evaluated through 
the use of fuzzy inference and therefore each of the KRAs can be considered as a fuzzy set.  
 
Taking the example of availability under a PBC; availability is measured through a defined 
process, with the various steps in that process requiring input from varying sources which 
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influence the determination of the status of availability as an output. The determination of the 
status of availability can have 3 types of outputs; Non Mission Capable (NMC), Partially 
Mission Capable (PMC) and Fully Mission Capable (FMC). Each of these outputs can be 
assigned a value depending on the determination process, as detailed further in Chapter 4. This 
process may detail how the calculation is to be made, what to include and exclude from that 
calculation and the rules. These contract rules and processes can be interpreted through the use 
of linguistic rules and variables when considering the fuzzy set. 
 
3.3.1 Fuzzy Set 
A fuzzy set is defined as a set of pairs (170, 171): 
 (𝑥, 𝜇𝐴(𝑥)) |  𝑥 ∈ 𝑋 Def. (4) 
 𝜇𝐴: 𝑥 → [0,1]  
where X is an element in the universe of discourse X 
 
and 𝜇𝐴(𝑥) is the degree of membership associated with element x  
 
The degree of membership, which can also be referred to simply as the membership, of a fuzzy 
element can be determined within three categories (172): 
1. Automatic; where a learning algorithm such as neural net is applied. 
2. Statistical; where frequency histograms are utilised.  
3. Psychological; where expert opinion is utilised. 
 
A statistical approach utilising distribution functions is taken due to the stochastic character of 
aeronautic systems, specifically concerning availability, reliability and maintainability. Due to 
data confidentiality and restrictions a Gaussian normal distribution function is utilised for 
evaluating the degree of membership of the fuzzy element for the following examples and 
throughout the remainder of this thesis. It is advisable for other applications to perform 
statistical analysis on relative data to ensure a best fit on the distribution for use. 
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3.3.2 Linguistic Variables 
A linguistic variable is formally a quintuple (170, 171), as defined by Zadeh: 
 (𝜘, 𝜏(𝜘), 𝑈, 𝑅, 𝑀) 
Def. 5 
where 𝜘 is the name of a variable, e.g. Age. 
𝜏(𝜘) Denotes the term-set of 𝜘, that is the set of linguistic values in the 
variable 𝜘. 
U is the universe of discourse for the base variable. 
R is a syntactic rule for generating linguistic variables. 
M is a semantic rule for assigning to each linguistic term a Fuzzy Set on U. 
 
 
 
3.3.3 Linguistic Rules 
In a finite space, a set of linguistic variables with a degree of membership is denoted by (170, 
171): 
 𝜇𝑅: 𝑈1 𝑥 … 𝑈𝑛 → [0,1] Def. 6 
where 𝜇𝑅(𝑢1, … , 𝑢𝑛) =  1 𝑖𝑓 (𝑢1, … , 𝑢𝑛) ∈ 𝑅(𝑋1, … , 𝑋𝑛) 
= 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          
𝑢𝑖 is a generic name for the elements of 𝑈𝑖 
𝑖 = 1, … , 𝑛 
 
∴ (𝑥1, … , 𝑥𝑛) = (𝑢1, … , 𝑢𝑛): 𝑅(𝑋1, … , 𝑋𝑛)  
∴ 𝑥𝑖 = 𝑢𝑖 , 𝑖 = 1, … , 𝑛 Def. 7 
s.t (𝑢1, … , 𝑢𝑛) ∈ 𝑅(𝑋1, … , 𝑋𝑛)  
where 𝑥𝑖 , 𝑖 = 1, … , 𝑛  
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3.4 Formalisation of a PBC as a Fuzzy Set 
This section formalises a generic definition for the evaluation of KRAs as contracted in an 
aeronautic PBC. In our example case study, contract rules are denoted by 3 fuzzy sets,  ?̃? for 
Availability,  𝐷𝑆?̃? for Demand Satisfaction Rate and  𝑀?̃? for Mission Reliability. Therefore 
the Contract denoted ?̃? in this example is the following set: 
 𝐶 = {?̃?, 𝐷𝑆?̃?, 𝑀?̃?} 
Def. 8 
 
Let us consider a contract for evaluation, having the simplistic requirement of a fleet of m 
aircraft AC operating under a PBC over time period t of n days. We consider three evaluation 
problems {𝑃1, . . . , 𝑃3} based on the fuzzy set ?̃? in Definition 8: 
Problem of 
Availability 𝑃1 =  ∑ ∑ 𝑓(𝐴𝑡,𝐴?̃?) + 𝑆𝑡,𝐴𝐶  
𝑚
𝐴𝐶=1
𝑛
𝑡=1
 Equation 
24 
Problem of 
Demand 
Satisfaction 
Rate 
𝑃2 =  ∑ ∑ 𝑓(𝐷𝑆𝑅𝑡,𝐴𝐶̃ ) 
𝑚
𝐴𝐶=1
𝑛
𝑡=1
 Equation 
25 
Problem of 
Mission 
Reliability 
𝑃3 =  ∫ 𝑓(𝑀𝑅𝑡,𝐴𝐶̃ )
𝑛
𝑡=1
 
Equation 
26 
  
 
where t is a calendar day for n length of contract. E.g. 3 years, n = 730 
t = 1,…, n 
AC is an aircraft of fleet size m 
AC = 1,…, m 
{?̃?, 𝐷𝑆?̃?, 𝑀?̃?} ∈ 𝐶 
𝑆𝑡,𝐴𝐶  is the stand-by time for aircraft number AC on calendar day t 
 
and for the fuzzy set ?̃? is denoted as 
 
 (𝑥, 𝜇𝐴(𝑥)) |  𝑥 ∈ 𝐴  
 𝜇𝐴: 𝑥 → [0,1]  
 fuzzy set ?̃? denoted as an N-dimensional fuzzy set (173) 
 
 𝐴 = { 𝑥, 𝜇𝐴1(𝑥), … , 𝜇𝐴𝑛(𝑥)) | 𝑥 ∈ 𝑋} Def. 9 
where 𝜇𝐴𝑖 : 𝑥 → [0,1] for each 𝑖 1, … , 𝑛 is called the ith membership degree of A  
s.t 𝜇𝐴1 ≤ ⋯ ≤ 𝜇𝐴𝑛  
 
𝜇𝐴𝑖(𝑥) = 𝑒
−(𝑐𝑖−𝑥)
2
2𝜎𝑖
2
  
Def. 10 
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where Membership function utilises a Gaussian function with 𝑐𝑖  and 𝜎𝑖  being the 
centre and width of the ith Fuzzy set ?̃?𝑖 respectively.  
 
 𝑖 = 1, … , 𝑛 
 
  
 
and 
 
For the Fuzzy Set 𝐷𝑆?̃? is denoted as 
 
 (𝑥, 𝜇𝐷𝑆𝑅(𝑥)) |  𝑥 ∈ 𝐷𝑆𝑅  
 𝜇𝐷𝑆𝑅: 𝑥 → [0,1]  
 fuzzy set 𝐷𝑆?̃? as an N-dimensional fuzzy set (173) 
 
 𝐷𝑆𝑅 = { 𝑥, 𝜇𝐷𝑆𝑅1(𝑥), … , 𝜇𝐷𝑆𝑅𝑛 (𝑥)) | 𝑥 ∈ 𝑋} Def. 11 
where 𝜇𝐷𝑆𝑅𝑖 : 𝑥 → [0,1] for each 𝑖 1, … , 𝑛 is called the ith membership degree of DSR  
s.t 𝜇𝐷𝑆𝑅1 ≤ ⋯ ≤ 𝜇𝐷𝑆𝑅𝑛   
 
𝜇𝐷𝑆𝑅𝑖(𝑥) = 𝑒
−(𝑐𝑖−𝑥)
2
2𝜎𝑖
2
  
Def. 12 
where Membership function utilises a Gaussian function with 𝑐𝑖  and 𝜎𝑖  being the 
centre and width of the ith Fuzzy set 𝐷𝑆?̃?𝑖 respectively.  
 
 𝑖 = 1, … , 𝑛 
 
  
 
and 
 
For the Fuzzy Set 𝑀?̃? is denoted as 
 
 (𝑥, 𝜇𝑀𝑅(𝑥)) |  𝑥 ∈ 𝑀𝑅  
 𝜇𝑀𝑅: 𝑥 → [0,1]  
 fuzzy set 𝑀?̃? as an N-dimensional fuzzy set (173) 
 
 𝑀𝑅 = { 𝑥, 𝜇𝑀𝑅1(𝑥), … , 𝜇𝑀𝑅𝑅𝑛(𝑥)) | 𝑥 ∈ 𝑋} Def. 13 
where 𝜇𝑀𝑅𝑖 : 𝑥 → [0,1] for each 𝑖 1, … , 𝑛 is called the ith membership degree of MR  
s.t 𝜇𝑀𝑅1 ≤ ⋯ ≤ 𝜇𝑀𝑅𝑛  
 
𝜇𝑀𝑅𝑖(𝑥) = 𝑒
−(𝑐𝑖−𝑥)
2
2𝜎𝑖
2
  
Def. 14 
where Membership function utilises a Gaussian function with 𝑐𝑖  and 𝜎𝑖  being the 
centre and width of the ith Fuzzy set 𝑀?̃?𝑖 respectively.  
 
 𝑖 = 1, … , 𝑛 
 
 
 
and 
∫ 𝜇𝐴𝑖(𝑥)
𝑛 {
𝑛 > 1, 𝑖𝑓 𝑝𝑤 = 1 𝑎𝑛𝑑 𝑝𝑠 = 1 
𝑛 = 1, 𝑖𝑓 𝑝𝑠 = 0 𝑎𝑛𝑑 𝑞 = 0
𝑛 < 1, 𝑖𝑓 𝑝𝑤 = 0 𝑎𝑛𝑑 𝑝𝑠 = 1
𝑝𝑑
1
 
Def. 15 
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and 
∫ 𝜇𝐷𝑆𝑅𝑖 (𝑥)
𝑛 {
𝑛 > 1, 𝑖𝑓 𝑝𝑤 = 1 𝑎𝑛𝑑 𝑝𝑠 = 1 
𝑛 = 1, 𝑖𝑓 𝑝𝑠 = 0 𝑎𝑛𝑑 𝑞 = 0
𝑛 < 1, 𝑖𝑓 𝑝𝑤 = 0 𝑎𝑛𝑑 𝑝𝑠 = 1
𝑝𝑑
1
 
Def. 16 
and 
∫ 𝜇𝑀𝑅𝑖(𝑥)
𝑛 {
𝑛 > 1, 𝑖𝑓 𝑝𝑤 = 1 𝑎𝑛𝑑 𝑝𝑠 = 1 
𝑛 = 1, 𝑖𝑓 𝑝𝑠 = 0 𝑎𝑛𝑑 𝑞 = 0
𝑛 < 1, 𝑖𝑓 𝑝𝑤 = 0 𝑎𝑛𝑑 𝑝𝑠 = 1
𝑝𝑑
1
 
Def. 17 
s.t. Performance modifier duration, 𝑝𝑑 = 1, 2, … , 𝑛 
 
s.t. pd has the constraint that it is at a minimum of 1 days duration and a 
maximum of 1/3rd of the length of the contract. 
 
s.t. 
𝑛 > 0, 𝑛 ≤
∑𝑡
3
∶  𝑡 = 1, … , 𝑛  
s.t. Performance simulation, 𝑝𝑠 = {0,1}  
 
s.t. 𝑞 = {0,1} m modifier flag, 1 to modifier 0 otherwise. If 0 then n = 1. 
 
  
 
 
 
Definitions 15, 16 and 17 incorporate the use of ‘fuzzy hedges’ which are also known as 
‘linguistic modifiers’ (174) (175) (176) (170). Fuzzy hedges are special terms aimed to modify 
other terms and can be used to modify elements such as: a) Fuzzy predicates, b) Fuzzy truth 
values, and c) Fuzzy probabilities. For example, “Very”, “More or Less”, “Fairly”, 
“Extremely”, etc.  
 
Modification of a fuzzy predicate, “x is very young”. Modification of a fuzzy truth value, “x is 
young is very true”. Modification of a fuzzy probability, “x is young is very likely”. 
Modification of both a predicate and a truth value “x is very young is very true”. 
 
The type of modifiers employed are strength modifies on the fuzzy probability such as 
Concentration and Dilation. These are to be used to simulate ‘good’ or ‘bad’ contract 
performance, formalised below for example. 
 
Concentration 𝑣𝑒𝑟𝑦 𝑋 = 𝐶𝑂𝑁(𝑋)   
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where 𝑤ℎ𝑒𝑟𝑒 𝜇𝐶𝑂𝑁(𝑥)(𝑢) = (𝜇𝑋(𝑢))
2
  
Dilation 𝑚𝑜𝑟𝑒 𝑜𝑟 𝑙𝑒𝑠𝑠 𝑋 = 𝐷𝐼𝐿(𝑋) 
 
where 𝑤ℎ𝑒𝑟𝑒 𝜇𝐷𝐼𝐿(𝑥)(𝑢) = (𝜇𝑋(𝑢))
0.5
  
 
The linguistic rules for the case study are denoted in Section 8.4, however formalised 
generically below as a base of M fuzzy rules, using the definition provided by (Cerrada et al, 
2005) (177): 
 𝑅𝑙 : 𝐼𝐹 𝑥1 𝐼𝑆 𝐹1
𝑙  𝐴𝑁𝐷 … 𝐴𝑁𝐷 𝑥𝑛𝑖𝑠 𝐹𝑛
𝑙  𝑇𝐻𝐸𝑁 𝑦 𝐼𝑆 𝑔𝑙   
Def. 18 
where 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}
𝑇   is a vector of input linguistic variables 𝑥_𝑖  defined 
on a universe of discourse 𝑈𝑖. The output linguistic variable 𝑦 is defined on 
a universe of discourse 𝑉. 
 
and 𝐹𝑖
𝑙 and 𝐺𝑙 are fuzzy sets on 𝑈𝑖 and 𝑉 respectively.  
and 𝑖 = 1, … , 𝑛 
 
and 𝑙 = 1, … , 𝑀 
 
 
The remaining fuzzy sets within ?̃? can be denoted in the same way as ?̃?, due to the general 
formalisations provided for the example fuzzy set for availability. There being obvious 
differences between the three fuzzy sets; for example with the number of inputs, fuzzy sub sets, 
relative membership functions and rules. Therefore the set of linguistic rules for fuzzy set ?̃?, 
𝐷𝑆?̃? and 𝑀?̃? is denoted as the following constraints on evaluation problems {𝑝1, . . . , 𝑝3}. 
s.t. 𝑅𝐴
𝑙 , 𝑙 = 1, … , 𝑛 
 
s.t. 𝑅𝐷𝑆𝑅
𝑙 , 𝑙 = 1, … , 𝑛 
 
s.t. 𝑅𝑀𝑅
𝑙 , 𝑙 = 1, … , 𝑛 
 
 
There may be the situation where the contract rules for the individual KRAs are cascading and 
influencing each other, as can be typical for integrated complex product service systems. For 
example, one could envisage the scenario where there may be a system failure during a mission, 
impacting on the mission reliability score, following with an unscheduled maintenance activity 
impacting on the availability score and a demand being placed on the supply chain to replace 
the failed system, which consequently may impact the score representing the demand 
satisfaction rate. 
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The next section formalises such a case and thus we consider the following subsets of fuzzy 
rules that impact on the fuzzy sets by resulting in a non-perfect score, denoted as follows: 
 𝑅𝐴
𝑠𝑙: 𝑠𝑙 ∈ 𝐿 
 
 
Let 𝑅𝐴
𝑠𝑙  be a subset of fuzzy rules where 𝑠𝑙 ∈ 𝐿  and 𝑅𝐴
𝑠𝑙  result in a non-perfect score on 
evaluation of the fuzzy set ?̃?,  𝑓(𝐴𝑡,𝐴?̃?). 
 (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛)  → (𝑔𝐴
𝑎 , … , 𝑔𝐴
𝑏) 
 
 𝑓: 𝑅𝐴
𝑠𝑙 → 𝐺𝐴
𝑖  
 
 (𝑔𝐴
𝑎 , … , 𝑔𝐴
𝑏) ∈ (𝑔𝐴
1 , … , 𝑔𝐴
𝑛) 
 
 𝐺𝐴
𝑖 ∈ 𝐺𝐴
𝑙  
 
 
The subset of fuzzy rules (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛)  map to the subset of scores (𝑔𝐴
𝑎, … , 𝑔𝐴
𝑏)which are 
inferred during the defuzzification process. The subset of fuzzy rules, generically 𝐺𝐴
𝑖 , are 
utilised as a constraint on the evaluation of the fuzzy set ?̃?,  𝑓(𝐴𝑡,𝐴?̃?), as follows: 
  
 
∴ 
𝑓(𝐴𝑡,𝐴?̃?) {
0 ≤ 𝐴𝑡,𝐴𝐶 < 𝑔𝐴
𝑖 , 𝑖𝑓 (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛) 𝑖𝑠 𝑡𝑟𝑢𝑒  
𝐴𝑡,𝐴𝐶 = 𝑔𝐴
𝑙 , 𝑖𝑓 (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛) 𝑖𝑠 𝑛𝑜𝑡 𝑡𝑟𝑢𝑒 
 
 
 
  
 
 
 
Following the same process, let 𝑅𝐷𝑆𝑅
𝑞𝑙
 be a subset of rules for the fuzzy set 𝐷𝑆?̃? that impact on 
the evaluation of fuzzy set ?̃?, 𝑓(𝐴𝑡,𝐴?̃?). 
 𝑅𝐷𝑆𝑅
𝑞𝑙 : 𝑞𝑙 ∈ 𝐿  
 
Additionally, let 𝑅𝑀𝑅
𝑟𝑙  be a subset of rules for the fuzzy set 𝑀?̃? that impact on the evaluation of 
fuzzy set ?̃?, 𝑓(𝐴𝑡,𝐴?̃?). 
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 𝑅𝑀𝑅
𝑟𝑙 : 𝑟𝑙 ∈ 𝐿 
 
 
Thus, additional constraints on 𝑓(𝐴𝑡,𝐴?̃?)  requiring sub-evaluations of 𝑓(𝐷𝑆𝑅𝑡,𝐴𝐶̃ ) and 
𝑓(𝑀𝑅𝑡,𝐴𝐶̃ ) are used for the evaluation of fuzzy set ?̃?, 𝑓(𝐴𝑡,𝐴?̃?) as follows: 
s.t. 
𝑓(𝐷𝑆𝑅𝑡,𝐴𝐶̃ ) {
𝐷𝑆𝑅𝑡,𝐴𝐶 =  𝑔𝐷𝑆𝑅
𝑖 , 𝑖𝑓 (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛) 𝑖𝑠 𝑡𝑟𝑢𝑒
𝐷𝑆𝑅𝑡,𝐴𝐶 =  𝑔𝐷𝑆𝑅
𝑙 , 𝑖𝑓 (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛) 𝑖𝑠 𝑛𝑜𝑡 𝑡𝑟𝑢𝑒
   
s.t. 
𝑓(𝑀𝑅𝑡,𝐴𝐶̃ ) {
𝑀𝑅𝑡,𝐴𝐶 =  𝑔𝑀𝑅
𝑖 ,  𝑖𝑓 (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛) 𝑖𝑠 𝑡𝑟𝑢𝑒 
𝑀𝑅𝑡,𝐴𝐶 =  𝑔𝑀𝑅
𝑙 ,  𝑖𝑓 (𝑟𝐴
𝑠1, . . 𝑟𝐴
𝑠𝑛) 𝑖𝑠 𝑛𝑜𝑡 𝑡𝑟𝑢𝑒 
  
 
3.5 Evaluating “as contracted” versus “system” 
This section provides a simple formalisation and methodology for an evaluation of an 
aeronautic system operating under a PBC, in comparison to the same system not operating 
under a PBC. That is to say, using the formalisations provided in the previous Sections (3.2, 
3.4) it is possible to evaluate each KRA measured as determined by the contract versus as 
measured by the system. The ability to evaluate the performance resulting from the contract 
against the performance of the system can be used to determine the favourability of a contract, 
independent of whether it be predicted performance of the system using traditional means or, 
the actual performance of the system as measured. The outputs provided in this section are also 
a contribution to the research questions proposed in this thesis.  
 
At this point one might ask, “are the measures not one and the same?”. It is important to 
distinguish between both “as contracted” and “system” because the process by which to 
measure availability (and determine availability) can be different from contract to contract, 
independent of the system being evaluated. This is largely due to the requirements of the 
purchaser, or the contract negotiation process itself. As also evidenced in the literature survey 
on availability in Section 2.7, the means by which to measure can also differ depending on the 
objective of the measure, for example, operational availability, availability with perfect repair, 
mission availability, etc. 
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From the position of the supplier it is important to maintain the two different measurements to 
ensure a baseline measurement is being performed when responding to various PBC tenders. 
Equally important if the supplier has been awarded multiple PBCs with different customers for 
the same platform as stable baseline of measurement methodology is important for ensuring a 
consistent evaluation platform. 
 
Evaluating performance as determined by the contract versus the performance as measured 
against the system (and supporting network) can be interpreted differently depending on the 
outcome. This also allows for the establishment of gaps in the performance and the process to 
narrow the gaps can be initiated. 
 
In the case that the outcome is mathematically equivalent or within a predetermined tolerance 
(such as ±  5% away from equilibrium), indicates to both the supplier and customer that 
contractually determined performance is a ‘true’ reflection of the actual system (and supporting 
network) performance. It could be further assumed that there is no distinctive contractual 
advantage or disadvantage from the perspectives of either the supplier or customer.  
 
In the alternative case that the outcome is mathematically different or outside a predetermined 
tolerance (such as ± 5%, as described above), indicates to both the supplier and customer that 
contractually determined performance is not an accurate reflection of the actual system (and 
supporting network) performance. This however, is not to say that it is good or bad as that 
depends on the amount of difference between the two, and which of the two are indicated to be 
performing better. Equally as important to this determination are the requirements of the 
customer, as the customer may genuinely not be concerned in the mathematical difference. For 
example the customer may consider scheduled maintenance to be excluded from unavailability 
calculations, therefore allowing for a higher availability measure by the contract in comparison 
to the calculations as measured on the system. From the perspective of the supplier however, 
the evaluation outcome may indicate an advantageous or disadvantageous contract depending 
where the gaps in performance are and in which direction, i.e. increasing or decreasing values. 
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The evaluation process uses the general definitions identified for Availability (Def. 1), Mission 
Reliability (Def. 2) and Demand Satisfaction Rate (Def. 3) provided in Section 3.2 for the 
calculation of “as system” measures. KRA calculations under a PBC are provided by the 
following equations, with all three subject to the constraints formalised in Section 3.4 
 
Equation 27 
𝐴𝑣𝑝 = ((
∑ ∑ 𝑓(𝐴𝑡,𝐴?̃?) 
𝑚
𝐴𝐶=1
𝑛
𝑡=1
∑𝑡 ∑𝐴𝐶
) . 100) +  𝑆𝑡,𝐴𝐶  
 
  
 
Equation 28 
𝐷𝑆𝑅𝑝 = (
∑ ∑ 𝑓(𝐷𝑆𝑅𝑡,𝐴𝐶̃ ) 
𝑚
𝐴𝐶=1
𝑛
𝑡=1
∑𝑡 ∑𝐴𝐶
 ) . 100  
  
 
Equation 29 
𝑀𝑅𝑠 =  ∫ 𝑓(𝑀𝑅𝑡,𝐴𝐶̃ )
𝑛
𝑡=1
 
 
 
 
Relationship can be measured by dividing the result of the “system” measurement, denoted 
𝑇𝑠𝐴, by the result of the measurement “as contracted”, denoted 𝐶𝑠𝐴. 
Using Def. 1 𝑇𝑠𝐴 =  𝐴𝑣𝑠   
 𝐶𝑠𝐴 = 𝐴𝑣𝑝  
∴ 
𝑅𝑠ℎ𝐴 =
𝑇𝑠𝐴
𝐶𝑠𝐴
  
where 𝑅𝑠ℎ𝐴is the relationship of availability between the system and contract.  
𝑅𝑠ℎ𝐴 = 1 results in an equilibrium state for the contract and system, 
𝑅𝑠ℎ𝐴 > 1 may indicate unfavourable conditions for the supplier or 
favourable conditions for the customer. 
𝑅𝑠ℎ𝐴 < 1 may indicate unfavourable conditions for the customer or 
favourable conditions for the supplier. 
 
  
 
For DSR 𝐶𝑠𝐷𝑆𝑅 = 𝐷𝑆𝑅𝑝  
∴ 
𝑅𝑠ℎ𝐷𝑆𝑅 =
𝑇𝑠𝐷𝑆𝑅
𝐶𝑠𝐷𝑆𝑅
  
  
 
For MR 𝐶𝑠𝑀𝑅 = 𝑀𝑅𝑝  
∴ 
 
𝑅𝑠ℎ𝑀𝑅 =
𝑇𝑠𝑀𝑅
𝐶𝑠𝑀𝑅
  
 75 
 
  
 
Generally 
𝑅𝑠ℎ𝑥 =
𝑇𝑠𝑥𝑖
𝐶𝑠𝑥𝑗
  Def. 19 
where 𝑥 ∈ 𝑋, x is an element in the set of measures X 
(𝑖, 𝑗) ∈  𝑋 
i and j are elements in the set of measures X allowing for different 
measurement equations to be used for evaluation. 
 
 
 
 
3.6 Concept for Decision-Support 
It was earlier stated in Section 1.1 that there are two interrelated aspects that provide the 
research questions to be investigated for this thesis and are as follows: 
1) Research Question 1 – How to predict the effects of the performance guarantees that 
are set out for a PBC, together with existing or predicted aircraft system performance?  
2) Research Question 2 - How to provide visibility of any number of PBCs’ contract 
performance across multiple aircraft platforms? 
 
As discovered during the literature survey, gaps in the current body of knowledge were 
identified and classified into three categories; focus, technique and previously identified gaps. 
The focus of the related literature is specialised into specific individual topics such as from a 
logistics and/or repair point of view. This only formulates a portion of the scope of the problem 
from a perspective of PBC as little literature has been produced to understand how the 
multidisciplinary domains can be evaluated together with a proposed PBC framework or PBC 
requirement. Next to no research has been produced giving insight into PBC processes, such 
as the scoring process, or the risk evaluation of such a process together with the predicted 
performance of the whole system or a fleet of systems. 
 
No methodology exists in literature for the simulation, prediction and assessment of a PBC 
contract performance with respect to military aeronautic applications. Furthermore, additional 
elements are required to provide decision support from a complete and transversal standpoint; 
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elements such as scheduled and unscheduled maintenance, the reliability of systems and the 
full collaborative supply chain. 
 
The ability to predict, identify and evaluate a PBC framework against a known or predicted 
system performance remains to be established within the aeronautic industry and academia. It 
is on these aspects, which drive the goals and research objectives of this thesis. 
 
The data relating to the support life cycle phase of the PBC can influence and support the ability 
to predict for the tender/acquisition phase. It could be envisaged conceptually as a feedback 
loop with the contract monitoring and prediction being improved over time with the data 
acquired during the support life cycle phase, as is represented in the conceptual diagram below 
in Fig 5. 
 
 
 
Figure 5 - Concept of Theory 
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The key to the theory of the tender/acquisition phase is the ability to predict the effects of the 
performance guarantees that are set out for a PBC, together with existing or predicted system 
performance. As presented in the literature survey, the focus of current literature remains on 
specific elements of the system and the ability to maximise or optimise a service level offering 
of that system, such as optimisation of a logistics system, the reliability of a system or the 
reliability of the sub-systems within the system. (164), (166), (165) Of the research surveyed, 
no literature has been produced which investigates the impact of a set of contract performance 
guarantees, and the way the measures are calculated, may have on the performance of the whole 
system or a fleet of systems, as such in this example of a fleet of military helicopters. No 
methodology exists in literature for the prediction of performance based life-cycle contract 
performance with respect to military aeronautic applications.  
 
The application of a contracting framework with a computation intelligence technique such as 
Fuzzy Logic and integrated within a DES model is a novel way to qualify the relationship 
between a contracting framework and predicted platform performance for the purpose of 
contract performance prediction. The novelty is in the method of application, where known 
techniques are applied in a specific process of steps that form a new approach to an existing 
unresolved problem, both in academia and industry.  
 
The theory presented in this thesis is to develop a design and test methodology for the 
simulation of a contract, utilising the ASD PBC framework as a case study, in aide for decision 
support. Under this PBC framework, the focus areas for decision support are identified where 
problems might cause a deficiency in the ability to achieve a good, or maximum score. The 
purpose of the simulation is not intended to cover all potential possible problem areas with 
regards to the system and support network, rather the problems relating specifically to a 
contract performing under a PBC framework. The reason for this approach is to provide aid to 
the decision maker with respect to contractual risk management, which may be introduced to a 
supplier through the implementation of a PBC. With regards to the example of the ASD PBC 
framework, the contractual risk incurred by the supplier can be the profit margin for the contract 
life cycle. 
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Two simulations are proposed within the methodology, both of which are original contributions 
of this research. The purpose of the first simulation is to test the natural tendency of the 
contractual process where as the other is to understand the general or specific contractual 
performance intricacies. Understanding the natural tendency of the contractual process can help 
the decision maker determine the probability of the contractual scoring process and therefore 
evaluate the risk. The decision maker may assume that the design of the contract is favourable 
if there is a low probability of poor contract performance using the first simulation method. 
Alternatively, the decision maker may assume that the design of the contract is unfavourable if 
there is a high probability of poor contract performance using the first simulation method.  
 
The second simulation method enables the decision maker to focus on specific areas of 
contractual performance, and to specify the type of performance and the period of time that 
performance is applicable. It is to demonstrate the variation in the performance of a contract 
relative to the scoring process of a performance contract, using the ASD PBC Framework as a 
case study. The benefit is that one would be able to ascertain and establish contractual 
performance limitations, which could be useful during the contract negotiation process or 
during the contract execution. The ability to have foresight on a poor performing period will 
provide the decision maker with the capability to decide on whether or not to dedicate 
resources, and hence expenses, to the perceived problem. If the contract is ‘naturally 
favourable’ and a simulation of a problem period is not calculating a significant impact to the 
overall performance of the contract, and therefore no risk to the profit margin for the period, 
the decision maker may decide that it is not worth the expense of allocating additional resources 
to the problem period. Alternatively, the decision maker may see that there is a significant risk 
to the profit of the contract and decide to place all available resources on the problem. 
 
The simulation also assists not only in terms of decision support but also in terms of risk and 
uncertainty, which is an added contribution of research. In the hypothetical case where an 
aerospace system under certain operating conditions is considered on standby and available for 
use approximately 60% of its potential time, 5% might be considered in terms of time spent on 
mission, and therefore the remainder would then be divided into Scheduled and Unscheduled 
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Maintenance, as shown in Fig. 90. The level of potential availability is a simulation parameter 
and is able to be adjusted according to the actual achieved level of performance of an in service 
platform. 
 
Of this remainder 35%, there is a level of uncertainty that may impact the profitability risk of 
a performance contract, with naturally a variation in the level of uncertainty depending on the 
action being performed. Furthermore, uncertainty can be considered as subject to multiple 
causes, as shown graphically in Fig. 91. The mission action would have a risk of failures for 
critical components, and hence the use of the MCIL and Unscheduled Maintenance for 
example. Additionally, a Scheduled Maintenance activity might be subject to the supply chain 
availability (DSR), training support (resource skill) et cetera, and thus the simulation will need 
to take this uncertainty into account.  
 
This simulation should focus on the areas where there is a level of uncertainty for contract 
performance, for example, within the period of scheduled/unscheduled maintenance. 
Additionally, the scope of the performance uncertainty remains within the bounds of the ASD 
PBC Framework, however, it is anticipated that this same methodology could apply to other 
frameworks, or to other contract execution problem areas. 
 
To accommodate the level of uncertainty into the simulation, weighted inputs are used with the 
FIS. For example, to simulate the sequence of events that present the output score of partial 
availability, some of these input variables are weighted with a specified, yet randomly 
generated Gaussian Distribution (GD) range to push the distribution towards the desired 
performance. For another decision factor to occur, the GD function is modified to weight 
towards those input ranges. The advantage of using this methodology is that there remains the 
possibility to substitute the GD function with real applicable contract data to utilise a ‘best fit’ 
distribution for the input range. Additionally, the methodology proposes to collect relative data 
to identify a distribution per categorisation of performance, for example, the data belonging to 
Aircraft Availability decision support could be used for statistical predictive analysis of future 
contract bids, providing similar conditions are being examined. Therefore, the DSS can utilise 
historical data to improve the accuracy of future contract bids and further improve the 
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verification and validation process of the prediction. Naturally this data would be stored within 
the data warehouse and the process is reflective of the feedback loop, as proposed in the 
conceptual diagram (Fig. 5). This application of Fuzzy Logic within the methodology proposed 
is also a contribution of this research. 
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3.7 Methodology for Decision-Support 
The methodology for decision support proposed in this research, displayed in Fig. 6, is as 
follows:  
1. contract data analysis, 
2. data warehouse architecture and development, 
3. fuzzy rule definitions, 
4. fuzzy information system development,  
5. performance framework simulation,  
6. simulation and results interpretation. 
The purpose of the first step is to identify the data, flow of the data and the relevant data hosting 
systems (or origin of the data) in relationship to the PBC. The second step is to develop the 
data warehouse architecture based on the identified data, data flows and data origin. The third 
step is to develop the fuzzy rule definitions, with the purpose being to define the fuzzy logic 
rules based on the scoring process as defined in the PBC. The fourth step involves the 
development of the fuzzy information system setup, which is the development of the FIS 
together with a simple simulation process. The fifth step involves the development of the 
simulation process for the PBC. This simulation process incorporates the FIS together with a 
more detailed simulation process integrating the contract simulation with the simulation of the 
system performance. Finally, step six involves the interpretation and analysis of simulation 
results. 
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Figure 6 - Methodology for Decision Support 
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3.8 Research Contributions 
To answer the two research questions proposed in this thesis, a novel model of a Decision-
support platform and methodology of analysis was developed for use with PBCs. Designed 
with a multi-disciplinary approach, the model incorporates a Data Warehouse, two DES 
Systems and a Fuzzy Logic model comprising of 3 FIS models, the architecture of which is 
represented in Fig. 7 below.  
 
 
Figure 7 - DSS Architecture 
 
The model developed uses an existing PBC framework as a case study for the Fuzzy Logic 
model. The application of a contracting framework within the three FIS models and integration 
with a simulation model is a novel way to qualify the relationship between predicted aeronautic 
platform performance and contract performance.  
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Research Question 1 – How to predict the effects of the performance guarantees that are 
set out for a PBC, together with existing or predicted aircraft system performance? 
This research formalises a PBC as a set of fuzzy subsets and uses the formal model through 
simulation as a means for decision-support. Two different DES models are proposed within the 
methodology both of which focus on answering the first research question and are original 
contributions of this research. The purpose of the first simulation is to evaluate the risk of the 
contractual framework scoring process by testing natural tendency this process.  The purpose 
of the second simulation is to understand general or specific contractual performance 
intricacies in accordance with the performance of a fleet of aircraft. In addition the V&V 
process is developed and incorporated into Chapter 8 and demonstrated through Chapter 9 
Decision-Support and Simulation Case Study Results. 
 
A risk evaluation methodology is proposed in Chapter 8 which allows the decision maker to 
determine the probability of the contractual scoring process outcomes and understand the 
natural tendency of the contractual process. The decision maker may conclude that the design 
of the contract is favourable if there is a low probability of poor contract performance. 
Alternatively the decision maker may conclude that the design of the contract is unfavourable 
if there is a high probability of poor contract performance. Through this risk evaluation process 
the decision maker may conclude possible mitigation strategies such as; a renegotiation of the 
contract scoring methodology, or to further assess the aircraft performance (or fleet) against 
the contract in question. The second DES model deals with such a mitigation strategy. 
 
The second DES model proposed in Chapter 8 enables the decision maker to focus on dedicated 
areas of contractual performance, and to specify the type of performance and the period of time 
that performance is applicable. It is to demonstrate the variation in the performance of a 
contract relative to the scoring process of a performance contract, using the ASD PBC 
Framework as a case study. 
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A benefit of this simulation is that one would be able to ascertain and establish contractual 
performance limitations, which could be useful during the contract development and 
negotiation process. The identified limitations will also influence the contract management 
process during the support life-cycle phase of the contract, allowing the contract manager to 
set additional KPIs to alert the health of the contract performance. The ability to have foresight 
on a poor performing period will provide the decision maker with the capability to decide on 
whether or not to dedicate time and resources, and hence additional financial investments, to 
the perceived problem. If the contract is ‘naturally favourable’ and a simulation of a problem 
period is not indicating a significant impact to the overall performance of the contract and 
therefore no or little risk is calculated impacting the profit margin for the period, the decision 
maker may decide that it is not worth the expense of allocating additional resources to the 
problem period. Alternatively, the decision maker may see that there is a significant risk to the 
profit of the contract and decide to place all available resources on the problem. 
 
The Fuzzy Logic model used for the two DES models was developed using three Sugeno type 
FIS models which are in correlation to the three key result areas identified by the ASD PBC 
Framework; Available Aircraft, Demand Satisfaction Rate and Mission Reliability. The three 
FIS models presented in this research were developed and validated using MATLAB Fuzzy 
Logic Toolbox. The ASD PBC Framework scoring process was used to build the fuzzy rule 
base, with the KRAs identified as the outputs and the KSHIs being identified as the inputs for 
the FIS. The ability to intricately visualise the relationship between the KRAs, KSHIs and the 
scoring process is also presented in this thesis. This approach taken for the development of FIS 
with a PBC Framework is a novel application for the assessment of military aerospace 
performance contracts. 
 
The second DES model is used to simulate the PBC framework over the life-cycle of the 
contract for a given fleet of aircraft. This DES system is designed, developed and integrated 
with the three FIS models. The uncertainty associated with predicted system unavailability in 
relation to the PBC Framework case study is the focus of the simulation model. The simulation 
aids the user in uncertainty identification and decision-support, by allowing the user to ‘weight’ 
performance and non-performance on key system health indicators for an aircraft or a fleet of 
aircraft during defined periods throughout the life of the contract. Randomness of system 
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performance is introduced and presented, in addition to the utilisation of a Gaussian 
Distribution for performance weights. This methodology leaves room for substituting the GD 
function with real applicable contract data to formulate a best fit for the input range and 
therefore allow for the prediction of known aircraft platforms.  
 
Additionally, Chapter 9 demonstrated decision-support in two directions; with one being from 
the point of investigating the impact of a specific problem scenario, and the other being from 
the point of identifying and diagnosing a specific problem scenario based on the symptoms 
within a framework. V&V the integrated Fuzzy Inference System simulation platform is also 
presented through three case studies presented in Chapter 9. The aspects of research question 
1 in relation to the DSS architecture is shown in Fig. 8 below. 
 
 
Figure 8 - Research question 1 DSS Architecture  
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Research Question 2 - How to provide visibility of any number of PBCs’ contract 
performance across multiple aircraft platforms? 
 
The second research question is answered through the Data Warehouse System (DWS) 
proposed in this thesis. A DWS architecture is presented, PBC Framework data relationships 
were identified through the use of data flow mapping, a data warehouse including three data 
marts were also specified using established design methodologies such as OLAP. The DWS 
captures the data relating to the three main outcomes as defined by the ASD PBC framework 
case study. 
 
The anticipated benefits of this design being; minimized resources required to analyse and 
report on metrics supplied from the various sources of data and for the management of the 
overall contract performance. A more simplified decision process is anticipated along with the 
identification of any key problem areas within the sustainment and support side of the 
Aerospace and Aeronautic industries.  
 
This system also provides a single source of information, which then enables a consistent and 
streamlined approach for contract simulation in addition to providing an effective means for 
management of data uncertainty. For example it will be possible to use historical data for both 
the tender/acquisition phase in addition to correlated simulations during the support life-cycle 
phase. The added value of this contribution is that it will be possible to understand more clearly 
the real contractual behaviour and through this step it will be possible to demonstrate and 
quantify which areas are influencing the prediction of contract performance, management of 
contract performance and which are entangled with the two contract phases. 
 
 
The DWS provides an interface to an Analytics System, which is used for the reporting of, 
calculation of, and other analytical methods such as ‘drill down’ of KPIs/KSHIs, Availability 
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Status, Performance Evaluation etc. or as recommended by the PBC framework. An interface 
to the Simulation Model is also provided, allowing for the transfer and recording of data from 
both systems. The aspects of research question 2 in relation to the DSS architecture is shown 
in Fig. 9 below. 
 
Figure 9 - Research question 2 DSS Architecture   
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The novelty of this research work provides the following key contributions: 
• A formalisation of an aeronautic PBC framework as set of fuzzy subsets. 
• Evaluation methodology and formalisation for comparison of an aeronautic system 
operating versus the same system operating under a PBC. 
• A methodology for decision-support incorporating performance contract requirements 
and the platform requirements for the through-life support phase of a contract. 
• A methodology for risk analysis of performance contract requirements together with 
platform performance prediction. 
• A Fuzzy Logic model of a PBC framework using three FIS models for KRA calculation. 
• A DES Fuzzy Logic hybrid system for the simulation and prediction of contract 
performance over the support life-cycle of the contract for a fleet of aircraft. 
• A DES Fuzzy Logic hybrid system for the risk assessment of a performance contract. 
• The ability to modify and simulate perceived good performance or bad performance 
periods, and to identify and quantify limitations both in the platform and the design of 
the performance contract. 
• A DWS for the verification and management of PBC during through-life support. 
• A methodology for verification and management of PBC during through-life support 
for suppliers. 
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Chapter 4 
 
 REQUIREMENTS ANALYSIS 
4.1 Introduction 
The following section formalises the key gaps identified in literature as requirements of the 
Decision-Support System (DSS) proposed for this research work. It remains within the frame 
of the Aerospace System Division PBC Framework case study. Starting with high-level 
requirements before iteratively working towards functional requirements, through the 
utilisation of a combination of systems engineering methodology together with data-flow 
identification.  
 
The first step is to categorise the requirements, and then divide them through their 
corresponding functional requirement groups, which are then further separated into individual 
functional requirements. The relevant KPI’s, KSHI’s, scoring methodologies and decision 
processes are also assessed to provide grounding on the data requirements. This also forms the 
basis for the next chapters on system design, decision support and simulation. 
4.2 User Requirements 
The literature review suggests that the following initial user perspective requirements are clear; 
with PBC being such a new concept within the Australian Defence industry (6), (20), storing 
and reporting of PBC relative data is of significant importance to the industry. Furthermore, 
the ability to identify inconsistencies and to track performance is required in addition to the 
capacity to perceive performance for future contract bids. The need established is consistent 
with the gaps identified in the current body of knowledge.  
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4.2.1 High Level User Requirements 
 
4.2.1.1 High Level User Requirement 1 – Source Data 
The data required for the various KPI reports is to be sourced from a multitude of systems, 
either of which is located within Australian Defence, or the Prime Contractor. Consequently, 
sourcing data from a multitude of systems will result in inconsistent data formats, as each 
developed individually of the other, and over a time period of approximately 20 years. 
 
To simplify further, High Level User Requirement 1 (H1) is decomposed through Functional 
Requirement Group 1 (FG1). Therefore, H1 == FG1. 
 
4.2.1.2 High Level User Requirement 2 – Contractual Management & Intelligent 
Reporting 
A significant function of the system from the user’s perspective is to provide the user with the 
ability to produce the reports required for targets as defined per contract requirement. The 
reporting should be dynamic, being necessary if we are to cater to the varying requirements 
placed upon individual contracts. 
 
Ideally, reporting would also be intelligent enough to automatically determine, and give 
subsequent notice for the status of each assigned KPI. To achieve this, such automatic 
notification would have to be user configurable, i.e. the ability to set targets, time frames etc. 
High Level User Requirement 2 (H2) is decomposed into; 
 Functional Requirement Group 2 (FG2) & 
 Functional Requirement Group 3 (FG3) & 
 Functional Requirement Group 4 (FG4) &  
Functional Requirement Group 5 (FG5) 
Therefore, H2 == (FG2, FG3, FG4, FG5) 
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4.2.1.3 High Level User Requirement 3 – Data Management 
The management of data within the system is considered an important requirement. Data must 
be accurate, acquired in a timely fashion and protected in the sense of both redundancy and 
security. All data housing systems, reporting systems and decision support systems require 
clean and accurate data. (5, 6, 178) The data should also be refreshed on a nightly or weekly 
basis. 
 
One can assume that the data will be required to be held throughout the life of the platform; 
therefore it is expected that the system will also be required to eventually host and manage a 
large quantity of data. 
High Level User Requirement 3(H3) is decomposed through Data Warehouse Definition and 
Design (DRD). Therefore, H3 == DRD 
 
4.2.1.4 High Level User Requirement 4 – Software Considerations 
For greatest compatibility, ease of management and growth, the solution will not require 
development from scratch, i.e. the system can be configured on any number of industry proven 
platforms and technologies. Through the specialized configuration and use of industry proven 
supporting platforms and data types will assist in ‘future proof’ integration and migration paths. 
There is also a need to apply a relatively modular approach to design as it will increase the 
ability to adopt additional functionality should it be required. 
Therefore, the supporting technology is required to allow for; 
• A simple implementation path, 
• Cost effective support, specialist training and availability. 
 
High Level User Requirement 4 (H4) is decomposed through Other Requirement 4.4 (OR4.4), 
leaving us with H4 == OR4.4. 
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4.2.1.5 High Level User Requirement 5 – Decision-Support & Simulation 
The general definition of a DSS can be considered as an information system that support 
business or organisational decision-making activities. Typically servicing mid to high level 
management, they help people make decisions regarding problems that may be rapidly 
changing and or in advance. The gaps identified in literature and the first research question 
influence the requirements for decision-support and simulation. They are in terms of risk 
evaluation of the contract framework in collaboration with the prediction of performance 
guarantees, and are contributions of this research. The focus areas required are as follows; 
• Evaluation of the framework scoring process  
• Prediction of fleet performance together with the PBC framework case study through 
simulation 
• Risk evaluation of fleet performance together with the PBC framework case study 
• Verification and Validation of Simulation 
 
Using the ASD PBC framework as a case study in aide for decision support, the focus areas 
for decision support are identified under each KRA, or area where problems might cause a 
deficiency in the ability to achieve a good, or maximum score. The purpose of simulation in 
this research is not intended to cover all possible problem areas under contract execution rather 
the problem areas that are influencing the outcomes identified within the contract framework. 
 
High Level User Requirement 5 (H5) is decomposed through Decision Support through 
Simulation requirements (DSS) in Chapter 8, leaving us with H5 == DSS.  
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4.3 Data Flow 
The Data Flow Diagrams (DFDs) are the foundation of most traditional modelling methods, 
and typically illustrate the relationships and inner workings of a system (179, 180). The 
illustrations are considered minimalist (180) to some degree, but are proven to be valuable in 
the analysis of existing and/or new systems for the determination of system requirements. (99) 
 
Remaining aligned with Richard and Jacopino, and the US DoD (28) ASD have defined 
mandated outcomes for all future ASD Through Life Support contracts with (13); System 
Readiness, Mission Success and Assurance of Supply. These three result areas, or outcomes, 
formulate the focus of design for our Performance Based Analysis System. 
 
4.3.1 Context 
The context diagram is a high level representation of the DFD, and displays external systems 
interacting with the proposed system (179, 180), which in systems engineering also typically 
known as the system hierarchy (126). Below, Fig. 10 represents a holistic view of the systems 
context, otherwise known as Systems Context Level 0, whilst Fig. 11 provides the following 
level representing anticipated contractor systems, and finally Fig. 12 provides us with the 
anticipated systems involving Australian Defence. 
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Figure 10 – Systems Context Level 0 
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Figure 11 - Systems Context Level 1 (Contractor Systems) 
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Figure 12 - Systems Context Level 1 (Australian Defence Systems) 
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4.3.2 Key Result Area Data Flow Diagrams 
4.3.2.1 Available Aircraft 
Available Aircraft can be defined as a percentage of aircraft from a fleet available at a 
prescribed time(s), which are available for use. Commonly considered to be the most important 
indicator (5, 6), ASD define the Available Aircraft KRA to be; ‘the total number of aircraft 
available at a prescribed time, or through meeting a schedule daily Flying Program’. (5, 6)  
 
The Available Aircraft metric looks at the operable state of an aircraft at the commencement 
of a mission, as shown in Fig. 13 below. The ASD also further define Available Aircraft into 
two detailed requirements: Aircraft Configuration and Aircraft Status: 
 
Figure 13 - Available Aircraft DFD Level 0 
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Aircraft Configuration is defined by the various systems which are installed on the aircraft. 
To determine this indicator, the ADF uses a Mission Critical Item List (MCIL) to define the 
aircraft systems, subsystems, and components deemed necessary to perform a specific mission 
(5, 6). The key to the Available Aircraft metric can be described in a single question; “what 
exactly is considered to be an ‘available aircraft’ in terms of aircraft configuration?” 
To assist in this definition, the Available Aircraft metric uses three major status condition codes 
(5, 6): 
• Fully Mission Capable (FMC) 
• Partially Mission Capable (PMC) 
• Not Mission Capable (NMC) 
 
While it is possible to determine the aircraft configuration using the MCIL, the Aircraft Status 
is dependent on whether those systems installed on/to the aircraft are in an operational, 
degraded or non-operational state (5, 6). This leads us to the next metric, Aircraft Status. 
 
Aircraft Status is determined by the operational state of the aircraft’s configuration of mission 
critical systems. Therefore, the type of failure or events which can lead to an aircraft’s system 
being defined as operational, degraded of non-operational can vary from contract to contract. 
With consideration of both, Aircraft Configuration and Aircraft Status, the new process flow 
is shown in Fig 14. 
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Figure 14 - Available Aircraft DFD Level 1 
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4.3.2.2 Contract Maintenance Support 
The Demand Satisfaction Rate (DSR) metric covers the response time delivery of Repairable 
Items (RI), and/or Break Down Spares (BDS) demands. As is the case with the other metrics, 
this is a negotiated metric, and can therefore vary from contract to contract. The DSR metric 
should then accurately reflect the realistic demands placed upon the logistics system based on 
priority and respective delivery times, as shown generically in Fig. 15. An obvious and 
significant problem with the specification and use of this metric, is the need to exclude Defence 
controlled processes from the equation. (13) 
 
Figure 15 - Demand Satisfaction Rate DFD Level 0 
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predicting the ability to complete a mission without failures (13). These failures, in conjunction 
with the AFHRs, automatically generate the Mean Time Between Critical Failure (MTBCF) 
using the Commonwealth’s Mission Reliability Model of the system (13). This process is 
displayed in its simplest form in Fig. 16 below. 
 
 
Figure 16 - Mission Reliability DFD Level 0 
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4.3.3 Logical Data Model 
During the development of the logical data model, we place emphasis on the specific data 
required for each Key Result Area, which then becomes the basis for the physical model design. 
The advantages of developing a logical data model are twofold according to Simsion and are 
as follows (181): 
1. The production of a set of well-defined transformations from the conceptual model 
through to the logical model reflects the requirements without being concealed by any 
changes required for performance. 
2. The provision of flexibility and a model independent of DBMS. 
In the logical steps below, the symbol ‘≡’ represents ‘equalivent’ or ‘equal’, whilst the symbol 
‘∋’ represents ‘contains’, or ‘holds the following elements’.  
 
4.3.3.1 Available Aircraft 
Available Aircraft  ≡ FMC ∋ (MCIL, Aircraft Configuration, Aircraft Status) 
 ∴ 
(MCIL, Aircraft Configuration) ∋ (Platform(R/A Mission, Mission Profile, MCIL 
Definition)) 
R/A Mission  ∋ (Platform, R/A Phase, Description, Time) 
Mission Profile  ∋ (Platform, Phase, Description, Time)  
MCIL Definition  ∋ (Platform, LCN, Description, Phase) 
 Aircraft Status  ∋ (Platform(Servicability, Hours) 
Serviceability  ∋ (Platform, Tail#, Hours Flown, Hours to DM, Serviceability 
State, Date) 
Hours  ∋ (Platform, Tail#, Hours, Month, Year) 
Therefore, the data model can now be represented in Fig. 17 below. 
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Figure 17 - Available Aircraft Logical Data Model 
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4.3.3.2 Contract Maintenance Support 
Contract Maintenance Support ≡ DSR  ∋ (Logistics, Maintenance) 
Logistics  ∋  Platform (Logistic Processes, TI) 
Logistic Processes  ∋  (Logistics ID, Platform, Date Raised, Date Closed, 
Priority) 
  TI  ∋  (TI Number, Platform, Date Raised, Date Completed) 
Maintenance  ∋  Platform (Cannibalisation, CAR, BDS(RI, Consumables)) 
Cannibalisation  ∋ (Part Number, Man Code, Serial Number, Owning Unit, 
Platform,  Tail Number From, Tail Number To, Date Raised, Engineering 
Name) 
  CAR  ∋  (ID, Type, Raised, Closed, Definition) 
  (Repairable, Consumable)  ∋  (ID, Platform, Action Code, Item, Date) 
Therefore, the data model can now be represented in Fig. 18 below. 
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Figure 18 - DSR Logical Data model 
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4.3.3.3 Mission Reliability 
Here we decompose the model shown in Fig. 16 to determine the Mission Reliability logical 
model. 
Mission Reliability  ∋  (Failures, AFHR) 
Failures  ∋ Mission Abort 
Mission Abort  ∋  Environment, Platform (Mission Details, Failure Details, 
MCIL) 
  Environment  ∋ (Environment Detail, Ambient Temp, Visibility, Date) 
Mission Details  ∋ (Platform, Tail#, Mission Code, Phase 1 Duration, 
Phase 2 Duration, Phase 3 Duration, Phase 4 Duration, Abort Date) 
Failure Details  ∋  (Platform, Tail#, Failure Sequence, System ID, 
Mission Failure Phase, Failure Description, Abort Date) 
 MCIL  ∋  (Mission Profile, MCIL, R/A Mission) 
R/A Mission  ∋  (Platform, R/A Phase, Description, Time) 
Mission Profile  ∋ (Platform, Phase, Description, Time)  
MCIL Definition  ∋  (Platform, LCN, Description, Phase) 
AFHR  ∋  (Platform, Tail#, AFHRs Start, Flight Duration, AFHRs Finish, Date) 
Therefore, the data model can now be represented in Fig. 19. 
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Figure 19 - Mission Reliability Logical Data Model 
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4.4 Functional Requirements 
Functional requirements were captured through existing ASD PBC literature, guides, and 
existing PBC literature survey conducted as part of this thesis. 
 
Henzinger describes Functional Requirements as properties of the software system related to 
its behaviour, services and performance. These requirements determine the behaviour of the 
system and the services offered by it, including needs, constraints and quality factors required 
by the client (182, 183).  
 
The Functional Requirements provided here are decomposed from the High Level 
Requirements defined earlier in this chapter, and are represented graphically in Fig. 20 below. 
Additionally each requirement will have a description, and if required, a method of calculation 
and any comments. 
 
Figure 20 - Functional Requirements Representation 
H1 FG1
H2
FG2
FG3
FG4
FG5
H3 DRD
H4 OR4
Functional Requirements 
Definition
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4.4.1 Data Import – FG1 
This section represents the definition of the requirements for the data import from various 
systems sources.  
4.4.1.1 NetMAARS – Defence Application 
FG 1.1 Description Method Comment 
NetMAARS – Defence Restricted Network Application 
DataSource Format 
Validation 
Import format 
validation function. 
 
The function must validate the import data for format 
and character compatibility. Rules can be placed within 
the ETL process to automatically cater for specific out 
of range characters.  
DataSource Import Import function.  The method of importation of necessary data.  
Table 5 - Functional Requirement Group 1.1 
 
4.4.1.2 AIMS BART – Defence Application 
FG 1.2 Description Method Comment 
AIMS BART – Defence Restricted Network Application 
DataSource Format 
Validation 
Import format 
validation function. 
 
The function must validate the import data for format 
and character compatibility. Rules can be placed within 
the ETL process to automatically cater for specific out 
of range characters. 
DataSource Import 
Import function.  The method of importation of necessary data. 
Table 6 - Functional Requirements Group 1.2 
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4.4.1.3 SDSS – Defence Application 
FG 1.3 Description Method Comment 
SDSS – Defence Restricted Network Application 
DataSource Format 
Validation 
Import format 
validation function. 
 
The function must validate the import data for format 
and character compatibility. Rules can be placed within 
the ETL process to automatically cater for specific out 
of range characters.  
DataSource Import 
Import function.  The method of importation of necessary data. 
Table 7 - Function Requirements Group 1.3 
 
4.4.1.4 Engineering Database – Contractor Application 
FG 1.4 Description Method Comment 
MatrixOne – Australian Aerospace Internal Application 
DataSource Format 
Validation 
Import format 
validation function. 
 
The function must validate the import data for format 
and character compatibility. Rules can be placed within 
the ETL process to automatically cater for specific out 
of range characters. For further information refer to the 
Data Warehouse Requirements Definition document. 
DataSource Import Import function  The method of importation of necessary data. 
Table 8 - Functional Requirements Group 1.4 
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4.4.2 Customisable Reporting – FG2 
This section defines the reporting needs of the system. 
 
4.4.2.1 Custom Report 
FG 2.1 Description Method Comment 
Custom Report 
Generation 
The ability to 
generate a custom 
report. 
  
Save 
The ability to save 
a custom report. 
  
Dashboard 
Displays default 
and custom reports 
in a simple and 
informative format. 
The user will be 
able to modify the 
content and how 
the dashboard is 
displayed. 
 
The Dashboard can represent data in a number of ways. 
Traffic light representation, percentage meters etc. 
Print/Export 
The ability to print 
and/or export 
results of any 
report. 
  
Print/Export 
Format 
Support common 
and multiplatform 
formats 
 
Common formats: xml, csv, txt, xls, pdf, etc. 
Table 9 - Functional Requirements Group 2.1 
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4.4.3 Key Performance Indicator Reports – FG3 
This section defines the different indicators and measures used for reporting purposes. 
4.4.3.1 Available Aircraft – Availability Key Result Area 
FG 3.1 Performance 
Measure 
Measurement Method Comment 
Available Aircraft – “Contractor Availability Key Result Area” 
FMC (C) Aircraft  
Number of 
FMC(C) aircraft 
available at a 
fixed time. 
Measured daily.  
Table 10 - Functional Requirements Group 3.1 
 
4.4.3.2 Contractor Maintenance Support – Assurance of Supply Key Result Area 
FG 3.2 Performance 
Measure 
Measurement Method Comment 
Contractor Maintenance Support (CMS) – “Contractor Assurance of Supply KRA” 
DSR 
No of demands 
satisfied in full on 
time as a 
percentage of total 
demands 
submitted, 
weighted by 
reference to 
priority of demand.  
Measured quarterly.  
Table 11 - Functional Requirements Group 3.2 
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4.4.3.3 Mission Reliability – Contractor Mission Success Key Result Area 
FRG 3.3 Performance 
Measure 
Measurement Method Comment 
Mission Reliability – “Contractor Mission Success Key Result Area” 
MTBCCF 
Mean Time 
Between 
Chargeable Critical 
Failure (MTBCCF) 
 
MTBCCF is measured 
quarterly and manually 
calculated on chargeable 
failures observed during the 
reporting period.  
Data can be collected from CAMM2 via aircraft 
EE500/508s at the OM level, and EE435 or equivalent 
records at the DM level. 
 
Table 12 - Functional Requirements Group 3.3 
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4.4.4 Key System Health Indicator Reports – FG4 
This section details the requirements for the Key System Health Indicators which are relating 
to Key Performance Indicators. 
 
4.4.4.1 Available Aircraft Key System Health Indicator 
FG 4.1 Performance 
Measure 
Measurement Method Comment 
Available Aircraft “Contractor Availability Metric” 
Aircraft 
Availability 
Number of FMC 
Aircraft available 
at a fixed time. 
Measured daily, by 
reference to NetMAARS, 
the aircraft Mission Critical 
Item List (MCIL), missions 
and mission profiles. 
 
DM TAT Timelines of 
achievement of 
Acceptance out of 
Scheduled and 
Unscheduled 
Deeper 
Maintenance. 
A weighted comparison of 
the DM turnaround time 
versus the agreed during the 
pre-DM induction meeting 
for that DM.  
A comparison of the DM 
TAT achieved (measured 
from Acceptance by 
Defence) versus DM TAT 
required under the contract. 
This is to provide a lead-
indication of Available 
Aircraft and is particularly 
relevant when the scheduled 
flying program is not 
available. 
Information Source – FleetDoctor 
Table 13 - Functional Requirements Group 4.1 
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4.4.4.2 Contractor Maintenance Support Key System Health Indicator 
FG 4.2 Performance 
Measure 
Measurement Method Comment 
Contractor Maintenance Support (CMS) – “Contractor Assurance of Supply Metric” 
Number of 
Outstanding CARs 
a. Percentage of 
AEO-related major 
CARs closed 
within the DGTA 
prescribed 
timeframe. 
b. Percentage of 
AMO-related 
major CARs closed 
within the DGTA 
prescribed 
timeframe. 
A comparison of 
the resolution of 
the CARs for both 
AEO and/or AMO 
versus the assigned 
schedule. As an 
external 
accreditation 
process, 
AEO/AMO status 
ensures the quality 
of contractor 
engineering and 
maintenance 
services. 
DGTA audit report from 
DGTA-DAIRENG or 
DGTA-DAIRMAINT as 
appropriate. Data supplied 
via Microsoft Excel 
spreadsheet. 
As an external accreditation process, AEO & AMO 
status ensures the quality of contractor services.  Timely 
closure of CARs ensures optimal provision of AEO 
services.  
DGTA audit report from DGTA – DAIRENG or DGTA 
– DIARMAINT as appropriate. 
Mean Time 
Between Failure 
(MTBF) 
Total number of 
AFHRs 
accumulated during 
the observation 
period (e.g. month) 
divided by the total 
number of failures. 
Data supplied via Microsoft 
Excel spreadsheet and 
NetMAARS. 
 
Failed Outstanding 
Demands 
Report the number 
of demands over a 
6-month period.   
A measure 
(number and 
duration) of the 
customer demands 
whereby the 
Required Delivery 
Date has passed 
and the demand has 
not yet been 
satisfied. 
 AIMS BART 
Table 14 - Functional Requirements Group 4.2 
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FG 4.2 Performance Measure Measurement 
Method 
Comment 
Contractor Maintenance Support (CMS) – “Contractor Assurance of Supply Metric” Continued..... 
AOG Inabilities 
The number of high priority 
(UNDA/AOG) (Definition) 
inability demands registered. 
The availability of items which 
directly impact operations merit 
particular visibility. This 
management attention improves 
the effectiveness and resupply 
of items to minimise inabilities 
in the future to unforeseeable 
requirements 
 PIASS (Priority InAbility Support System) 
No of RIs Fail on 
Fitment 
Measures the quality of the 
contractor repair. 
Is the quantity of RI’s provided 
to the Commonwealth by the 
contractor that fail with zero 
airframe hours. It is a measure 
of the quality of the contractor 
repair and is not captured within 
the MTBCF or MTBF values 
 Can be filtered from NetMAARS data. Currently no 
automated report. 
Table 15 - Functional Requirements Group 4.2 
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FG 4.2 Performance 
Measure 
Measurement Method Comment 
Contractor Maintenance Support (CMS) – “Contractor Assurance of Supply Metric” Continued 
Total Number of 
Logistics Processes 
Raised, Completed 
and Outstanding  
Technical 
Information 
becomes a Logistic 
Process when it is 
considered relevant 
(i.e. requiring 
further action by 
the ASD Business 
Unit/Contractor) to 
the system.  Within 
EMERALD 
Logistics Processes 
are defined as all 
processes that 
require an 
engineering 
decision such as 
RFWs, RFDs, 
ECPs, STIs, 
publication 
amendments, 
modifications, etc.  
The management 
of Logistics 
Processes is an 
indication of the 
workload, and over 
time, a measure of 
the health of the 
engineering 
management 
system. 
Internal logistics and 
engineering systems. 
Can either use EMERALD or Contractor internal 
engineering management systems. 
Cannibalisation Report the total 
number of items 
and total number of 
items per 100 
Flying Hours. 
 
NetMAARS Number of items cannibalised divided by AFHRs 
accumulated during the observation period, resulting int 
he number of cannibalisations per AFHR. While DSR 
measures the efficiency of the Supply Chain, the 
cannibalisation rate gives visibility of demands satisfied 
outside the Supply Chain and is therefore an indicator of 
the Chain’s health. 
Table 16 - Functional Requirements Group 4.2 
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4.4.5 Performance Measurement Methods – FG5 
Considering every PBC is different (13, 20) has already been established, all measurement 
methods therefore, would vary from contract to contract. The system would be required to cater 
to the varying measurement methods; subsequently a framework is required to provide for these 
varying measurement methods.  
 
4.4.5.1 Performance Bands 
The ASD PBC Handbook describes four performance bands (9) in which a Prime Contractors 
performance is categorised, represented graphically in Fig. 21, and described as follows: 
1) Band 1 – Minor Variation: The top end of the performance spectrum. 
2) Band 2 – Major Variation: A level of satisfactory, however ASD recommends this 
band to be discouraged.  
3) Band 3 – Exceedingly Poor Performance: The bottom end of performance which 
may attract some liquidated damages as in this band, the Defence Department will incur 
a degraded level performance. 
4) Band 4 – Exceeding Contracted Levels of Performance: The final band which may 
not necessarily be included in the payment regime and may be included for any targets 
exceeding 100% of contracted levels.  
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Figure 21 - PBC Performance Band (9) 
 
The calculation of the slope of the Adjusted Performance Result for each percentage of 
Achieved Performance in the various bands is according to ASD PBC Handbook, a very useful 
technique of highlighting the relative impact of variation in the bands. Using geometry to 
calculate the slope: 
𝐹𝑎𝑙𝑙 =  
𝑅𝑖𝑠𝑒
𝑅𝑢𝑛
 
Fig. 22 Shows an example slope for the Major and Minor variation performance bands, and 
calculated in the equation below: 
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Figure 22 – Performance Band Variation (9) 
 
Band 1 Minor Variation is calculated as follows: 
𝐹𝑎𝑙𝑙𝑀𝑖𝑛𝑜𝑟 =  
𝑅𝑖𝑠𝑒
𝑅𝑢𝑛
=  
𝐵 − 𝐷
𝐴 − 𝐶
 
=  
100 − 80
100 − 80
 
=  
20
20
 
= 1 
Concluding, for the Minor Variation Performance Band of 100 – 80%, each 1% fall in 
Achieved Performance results in a 1% reduction in the Adjusted Performance Result for the 
Metric. (9) 
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Band 2 Major Variation is as follows: 
 
𝐹𝑎𝑙𝑙𝑀𝑎𝑗𝑜𝑟 =  
𝑅𝑖𝑠𝑒
𝑅𝑢𝑛
=  
𝐷 − 𝐸
𝐶 − 𝐹
 
=  
80 − 0
80 − 50
 
=  
80
30
 
= 2.67 
Concluding, for the Major Variation Performance of 80 – 50%, each 1% fall in Achieved 
Performance results in a 2.7% reduction in the Adjusted Performance Result for the Metric. (9) 
 
4.4.5.2 Liquidated Damages 
Liquidated Damages strategies are required to gain compensation for damages incurred by the 
Defence Department due to significant or excessively poor performance by the Prime 
Contractor. (9) The ASD PBC Guideline states the application of Liquidated Damages should 
be triggered when there is a failure to achieve a minimum contracted level of capability, and 
this minimum level is negotiated on a case-by-case basis. The system will therefore require the 
capability to assign such a contracted minimum level for a contracted measure. 
 
4.4.5.3 Incentive Arrangements 
ASD states that the Band 4 Incentive Arrangements should only be considered if; 1) there is a 
verifiable value to Defence, and 2) Defence has specifically requested the over-performance. 
Considering the Prime Contractor will focus on risk management, incentive regimes will not 
be specifically catered for, however it will be beneficial to provide the framework to include 
such implementations. 
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4.4.5.4 Exclusions 
Some aspects of the ASD PBC Framework scoring process rely on automated and manual 
inputs from both the Prime Contractor and Defence (9).  Consequently, not all aspects of the 
scoring process can be implemented into the system, however it is strongly advised (2, 9) to 
exclude as many Defence controlled processes as possible. 
 
Given the nature of Defence operations (2, 9), a number of responsibilities will be retained by 
the Defence Department. For example the following may be excluded: 
➢ Operational Maintenance (OM) 
➢ Request for Deviations (RFDs) 
➢ Request for Waivers (RFWs) 
➢ Modifications or incorporation of STI 
➢ Operation outside the planned Rate of Effort (ROE) 
➢ Reliance on Commonwealth resources 
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4.4.5.5 Available Aircraft Scoring Process 
The next step is the determination of the scoring methodologies mandated in the ASD PBC 
Framework, detailed by each KRA, which is displayed below in Fig. 23 through to Fig. 27. As 
the scope of this research is limited to the application of the ASD PBC Framework, these are 
the processes to follow, however the system and methodology will, by design, remain flexible 
enough to allow for the incorporation of other frameworks, or scoring methodologies. 
 
Figure 23 - Process for scoring Daily Aircraft Fleet Availability (9) 
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Figure 24 - Process for determining Aircraft Status (9) 
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Figure 25 - Process for scoring Average Daily Aircraft Fleet Availability (9)  
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4.4.5.6 Contract Maintenance Support 
 
Figure 26 - Process for scoring and calculating Demand Satisfaction Rate (9)  
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4.4.5.7 Mission Reliability 
 
Figure 27 - Process for scoring and calculating Mean Time Between Critical Failure (9) 
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4.5 Database Requirements Definition 
4.5.1 Introduction 
Section 3.3 identified the flow and organisation of data within the system. Each segregated area 
of data aligns closely with the concept of a Data Mart. Data Marts by definition are the same 
as a Data Warehouse (137, 184, 185) however contain segregated data. Additionally, with 
consideration to each Key Result Area containing, mostly segregated data, independent from 
each other; arguably the appropriate hosting design would be that of a Data Mart for each Key 
Result Area. 
 
As stated in the literature survey, Data Warehouses differ from the more traditional, operational 
database as they do not hold transactional data. (137) A data warehouse is not updated in ‘real 
time’, as transactional events occur, rather only at specific, pre-defined points in time. 
Presenting a snapshot at a point in time with data generally obtained from a transactional 
database (137), the warehouse is predominately used to uncover trends or correlations which 
may give an organisation a competitive edge.  
 
McNurlin (2006) defines a Data Mart as a subset of a Data Warehouse, and that its key 
advantage being simpler to implement than a large, all-encompassing warehouse, as a large 
warehouse is not always feasible or practical. 
 
McNurlin further defines fine main steps, in a typical data warehouse project (137): 
1) Define the users of the data; the data requires a legitimate business use or need to 
demonstrate worth to a warehousing project. 
2) Create the data model for the warehouse; the definition of relationships amongst the 
data elements. 
3) Cleanse the data; move the data from operational systems then transform it into the 
required standardised format.  
 130 
 
4) Select the user tools; in accordance with the user’s needs, select the appropriate tool, 
for example, reporting tools, data analysis tools etc. 
5) Monitor usage and system performance; performance of the system tends to decrease 
as the use and volume of the system grows, unless constant monitoring and maintenance 
is performed. 
 
Steps 2 and 4 will be the main focus for this thesis, considering step 1 is already established, 
and step 3 is beyond the scope as data is specific to a contract and the platform being offered. 
Instead we will provide the methodology using a logical design together with simulation. 
 
4.5.1.1 Data Mart Design Model 
Relational databases are best known for their flexibility (104, 105), and until recently were 
relatively weak in their ability to perform the same kind of multidimensional analysis that the 
multidimensional databases are specifically optimized for. Hybrid relational systems with 
enhanced abilities to manipulate star schemas have increased the online analytical processing 
capabilities of the relational world, and are proven to provide high performance for both 
general-purpose end users and power users. 
 
A multidimensional database uses a dimensional model instead of a relational model. This 
dimensional model is a Star Schema, characterized by a central “fact” table. The fact table is 
surrounded by a series of “dimensional” tables, as shown in Fig. 28 below. Data is connected 
from the dimension points to the center, providing a so-called star. The fact table contains all 
the pointers to its descriptive dimension tables plus a set of measurements of facts about this 
combination of dimensions. 
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Figure 28 - Star Schema (104) 
 
A slight variant of the Star Schema is the Snowflake Schema (186). This schema contains some 
normalized tables, which further split the data into additional relational type tables. Thus 
resulting schema graphically forms a shape, which is similar to a snowflake, as shown in Fig. 
29 below. 
 
Figure 29 - Snowflake Schema (186)  
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More sophisticated applications might require a more complex schema design which hosts 
multiple fact tables to share dimension tables (186). Han explains these schemas can be 
interpreted as a collection of stars, and therefore may be called either a Galaxy Schema or Fact 
Constellation, which is displayed graphically in Fig. 30 below. 
 
Figure 30 - Fact Constellation Schema (186) 
 
4.6 Other Requirements 
4.6.1 Operational Requirements 
4.6.1.1 Security and Privacy 
The Data classified for use in this system is of a Defence RESTRICTED security level and are 
directed as part of the Australian Government Information and Communications Technology 
Security Manual.(187) 
4.6.1.2 Database Security 
4.6.1.2.1 Data Labelling 
ACSI33 requires all information stored within a database to be associated with an appropriate 
protective marking if the information (187): 
1) May be exported to a different system, or 
2) Contains differing classifications and / or different handling requirements. 
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4.6.1.2.2 Database Files 
ACSI33 requires database files to be protected from any unauthorised access, or access that 
may bypass the systems’ normal security controls. (187) 
4.6.1.2.3 Accountability 
ACSI33 requires the accountability of users’ actions to be a part of normal database activity.  
(187) 
4.6.1.3 Redundancy Policy 
The redundancy policy for this system will be that of which is typical for a non-transactional 
system.  
4.6.1.4 System Availability 
The system availability is not critical for day-to-day activity and would be required during 
regular business hours.  
4.6.1.5 General Performance 
Performance of the system must be able to handle predicted amounts of data and subject to 
acceptable report generation timeframes. 
Design of each Key Result Area schema will be suited to high performance reporting.  
4.6.1.6 Capacity Planning 
System Infrastructure is to allow for potentially a large quantity of data. Therefore, a flexible 
system will be able to have additional storage when specific thresholds are exceeded.  
4.6.1.7 Data Retention 
The Data Retention Policy is set for the life of the platform hosted within the system. 
4.6.1.8 Error Handling 
Error handling will be performed ‘out of the box’ from the software chosen in the following 
chapter. 
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4.6.1.9 Validation Rules 
Validation rules are to be handled as part of the Extraction Transformation and Loading 
Process. 
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Chapter 5 
 
 SOFTWARE SELECTION 
5.1 Introduction 
In this section two popular database management systems are examined as a supporting 
platform for implementation of the performance based analysis system. The key requirements 
are then weighted and calculated in a software decision matrix to determine the preferable 
database management system. 
5.2 Software Selection 
Due to the high level requirement placed upon the supporting software selection, the choice is 
between two platforms; Oracle Database and Microsoft SQL Server. 
 
For the purpose of this decision; first is an examination of an independent analysis performed 
by Gartner Core Research (188), focusing on both products’ data warehouse and business 
intelligence capability, followed by the software decision matrix. The decision matrix lists each 
functional requirement and gives a weighting based on perceived importance, e.g. Critical, 
Major or Desirable. Each requirement is also given an applicability rating in the range of zero 
to four; with zero being that the requirement is not met, three being that the requirement is met, 
and four being that the platform exceeds the requirement expectation. 
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5.2.1 Microsoft SQL Server 2005 Data Warehouse Capability 
5.2.1.1 Strengths 
At the time of writing1, the Gartner report (188) states that the use of SQL Server 2005 for Data 
Warehousing is accelerating, whilst only being generally available for two years. Initial 
adoptions were specific to OLTP, however, now there is an apparent increase in SQL Server 
Systems used for Data Warehousing, including Databases up to 5TB or 6TB in size. 
 
On comparison to other platforms, Microsoft offers value for the price paid. The purchase of 
SQL Server 2005 Enterprise Edition includes SQL Server Analysis Server (SSAS), SQL Server 
Reporting Services (SSRS) and SQL Server Integration Services (SSIS), which means OLAP, 
reporting and data integration for ETL are included in the comparatively low starting price. 
(188) 
 
SQL Server 2005 scales from small warehouses to midsize ones without a great deal of effort. 
AS data warehousing becomes more prominent in growing midsize business, SQL Server is 
expected to grow with the business relative to data warehousing. 
 
Worldwide support from Microsoft is extensive (including partners, value-added resellers, 
third-party software and tools, and the wide availability of the SQL Server skill base), and with 
the recent purchase of companies such as ProClarity, It is increasing its focus on Business 
intelligence as a core enterprise application. 
 
5.2.1.2 Weaknesses 
Microsoft has a short history in the large data warehouse category for SQL Server. It does, 
however, have a large enterprise warehouse reference for SQL Server, and these both require 
server environment management as well as database management to achieve success. Gartner 
                                                      
1 At the time of publication Microsoft offer superseded versions of SQL Server 
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found that this also leads to a small body of best practices and skills base in large 
implementations. They anticipate that it will take two to three more years before organizations 
building enterprise mission-critical data warehouse regularly consider SQL Server as a 
competitive solution. (188) 
 
When appropriately including the storage requirements of SQL Server Analysis Server Cubes 
in the total warehouse size, SQL Server data warehouse total volumes can range from two to 
as much as five or six times the size of the source system extracted data. Through incorporating 
correct use of SQL Server Analysis Server Cubes, this ratio will be reduced significantly. The 
main cause for this is when implementations are using Cubes when they are not required, 
artificially increasing the storage requirements to nearer the top end of this range. 
 
SQL Server only runs on Windows Server, and therefore lacks the portability of many of its 
competitors. 
5.2.2 Oracle Data Warehouse Capability 
5.2.2.1 Strengths 
Worldwide support and customer experience make Oracle a solid choice for those 
organisations seeking access to a wide experience base. (188) 
 
Oracle Real Application Clusters with Automatic Storage Management is becoming accepted 
as an enterprise-level DBMS platform for data warehousing capable of supporting large data 
warehouses. The scale-out configuration allows for flexibility (adding servers and storage 
without downtime) while providing a base for the high availability required by the new data 
warehouse service level agreements being implemented. 
 
With the release of Oracle Database 11g, enhanced materialised view and cube management 
(notably transparent SQL access and incremental update) increases Oracle’s capability to 
deploy end-user optimisation layers with features not found in other DBMSs. It also includes 
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enhancements to Oracle’s partitioning option, including a Partition Advisor that will suggest 
types of partitioning to enhance performance based on the database schema. Although this new 
version does not have a great deal of experience in the market (its general release came in 
August 2007), early references show the usefulness, performance and resource savings of these 
features as expected. 
 
Oracle is one of the most portable data warehouse platforms on the market (running on most 
hardware with Linux, UNIX or Windows) and includes a free ETL tool (Oracle Warehouse 
Builder) with optional Data Quality. 
 
5.2.2.2 Weaknesses 
Oracle requires manual management of the optimisation and storage needs in the data 
warehouse. Oracle has many data warehouse references that report source system extracted 
data volumes for small, midsize and large enterprise data warehouses. These references report 
a range of storage sizes, primarily resulting from optimisation, from five times the source 
system extracted data to as low as 1.5 times the source system extracted data. 
 
Oracle’s pricing and contract practices continue to be present issues for many implementations. 
One issue is the high renewal costs for maintenance, as Oracle may charge the 22% 
maintenance fee on a higher base than the original contract. Another issue is, knowing which 
features are priced as part of the DBMS and which are chargeable options. Organisations are 
encouraged to remain aware of which options are licensed and priced separately, such as the 
Management Packs. (188) 
 
5.2.3 Microsoft SQL Server 2005 Business Intelligence Capability 
5.2.3.1 Strengths 
Microsoft’s pricing and integration with its Office (PerformancePoint Server) and SQL Server 
products are especially attractive to organisations that have standardised on the Microsoft 
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information infrastructure. The bundling and pricing of its BI products makes them an 
economically attractive offering that will be considered by many organisations. 
 
Microsoft’s BI products appeal to the large community of Microsoft application developers. 
Microsoft’s BI platform provides developers with infrastructure, development tools, workflow 
and collaboration capabilities that are held in higher regard than those of many of its 
competitors. 
 
Microsoft is benefiting from developing its indirect sales and services channel and market 
awareness of its SQL Server, Office and SharePoint Portal installed base. As a result, Microsoft 
estimates that it now has around 2,000 partners for its BI products. Many departmental and 
business unit end users who hear the Office and SharePoint integration marketing messages for 
BI will likely ask for the products and associated support from their IT departments. (188) 
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According to the customers contacted for this article’s research, Microsoft offers the best BI 
software quality of all the large vendors, with over half of them reporting no problems with 
software. This reflects Microsoft’s focus on BI, the strength of its product line management 
team and the fact that much of its BI technology has been internally developed rather than 
acquired. 
 
5.2.3.2 Weaknesses 
Microsoft was late to join the BI platforms market and it is still playing catch up. According to 
customers, it still lags behind pure-play vendors in terms of metadata management, reporting, 
and dashboard and ad hoc query capabilities. Microsoft, however, is in it for the long haul and 
Gartner expects that it will continue to grow its BI investments in order to become a stronger 
competitor. 
 
Organisations that have heterogeneous applications, information infrastructure and 
development environments will find Microsoft’s BI-related investments in infrastructure and 
applications. 
 
Despite its price advantage, Microsoft will face increasing competitive pressure as BI becomes 
a market where strategic sourcing, of more than just BI capabilities, takes precedence over 
features and functions, and as the other large vendors acquisitions coalesce into their product 
stacks. 
 
5.2.4 Oracle Business Intelligence Solution 
5.2.4.1 Strengths 
Even prior to its acquisition of Hyperion in mid-2007, Oracle’s BI vision was becoming more 
compelling – its combination of BI platform and analytic applications (Oracle BI Enterprise 
Edition and Oracle Analytic Applications) is one of the better sets of offerings available. With 
its portfolio of BI products and technology, Oracle has the potential to deliver operation and 
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strategic BI capabilities; either stand alone or embedded into horizontal or vertical applications. 
(188) 
 
Customer feedback on OBIEE is positive overall, based on its proven usage in larger enterprise 
wide deployments. Users highlight its workflow and collaboration capabilities and 
sophisticated visualisation in particular, as better than the market as a whole. 
 
The strength of the Sybase OLAP engine and Hyperon’s Microsoft Office integration 
capability help improve Oracle’s BI reach, while Oracle BI Enterprise Edition’s semantic layer, 
when integrated with it, will close a major gap in Hyperion’s BI platform. 
 
Oracle’s open stance, what it calls “hot pluggable integration,” means that its BI portfolio may 
be attractive to non-Oracle shops, with BI the business face of its Fusion Middleware product 
line. 
 
5.2.4.2 Weaknesses 
The integration of Oracle’s multiple BI products and product line capabilities will be an 
ongoing process for much of 2008. 
 
There is strong evidence that Hyperion’s BI installed base is taking a wait-and-see approach 
and not updating to latest versions – in fact, of all customer groups surveyed, Hyperion BI users 
had the lowest proportion running the latest major release. (188) Oracle must be careful to 
ensure it does not lose former Brio customers in particular, some of whom are unhappy with 
Hyperion’s plan to charge them an “enablement fee” to move to System9 before the acquisition. 
(188) 
Oracle needs to provide better BI product support. The Oracle customers surveyed as part of 
this research reported weaker support than the market in general, including inadequate front-
line technical expertise.  
 142 
 
5.2.5 Software Decision Matrix 
             
 Software Decision Matrix        
             
             
     ALTERNATIVES    Rating Description  
 Decision Model Oracle 11g SQL Server 2005   0 No fit  
 Requirement Weight Rating Score Rating Score    1 Low fit  
                2 Fit  
 H1 10 4 40 4 40    3 Good fit  
 FRG 1.1 5 4 20 4 20    4 Excellent fit  
 FRG 1.2 5 4 20 4 20       
 FRG 1.3 5 4 20 4 20       
 FRG 1.4 5 4 20 4 20    Weight Description  
    FRG 1.5  N/A N/A N/A N/A N/A    10 Critical  
 H2 10 3 30 4 40    5 Major  
 FRG 2.1 10 2 20 5 50    1 Desirable  
 FRG 3.1 5 3 15 3 15       
 FRG 3.2 5 3 15 3 15       
 FRG 3.3 5 3 15 3 15       
 FRG 3.4 5 3 15 3 15       
 FRG 4.1 5 3 15 3 15       
 FRG 4.2 5 3 15 3 15       
 FRG 4.3 5 3 15 3 15       
 FRG 4.4 5 3 15 3 15       
 FRG 4.5 5 3 15 3 15       
 FRG 5.1 1 3 3 3 3       
 FRG 5.2 1 3 3 3 3       
 FRG 5.3 1 3 3 3 3       
                 
 OR 4 10 4 40 3 30       
 OR 4.1 10 3 30 3 30       
 OR 4.2 10 4 40 4 40       
 OR 4.3 10 4 40 4 40       
 OR 4.3.10 5 4 20 3 15       
 OR 4.4 10 3 30 4 40       
 OR 4.4.5 5 2 10 4 20       
 OR 4.4.6 5 3 15 4 20       
 Total   88 539 94 589       
             
             
             
             
             
             
             
 Score = Rating * Weight           
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5.3 Conclusion 
In the end, the difference between the two Data Warehousing software solutions offered by the 
flagship enterprise software companies Oracle and Microsoft comes down to usability, pricing 
and licencing scheme. Even considering that we were fortunate enough to have access to either 
technology during the research, we chose to progress the design, implementation and testing 
with the software offered by the Microsoft platform. 
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Chapter 6 
 
 DATAWAREHOUSE DESIGN 
6.1 Introduction 
This section presents the schema design for each Key Result Area as developed for the Decision 
Support System. 
 
Data Marts will be designed using the Hybrid OnLine Analytical Processing (HOLAP) 
technique, as this technique is known to use the best features of both multidimensional and 
relational data models. (184-186) 
 
In Section 3.3 we identified the flow and organisation of data within the system. Each 
segregated area of data aligns closely with the concept of a Data Mart. Data Marts by definition 
are the same as a Data Warehouse (137, 184, 185), however contain segregated data. 
Additionally, with consideration to each Key Result Area containing, mostly segregated data, 
independent from each other; arguably the appropriate hosting design would be that of a Data 
Mart for each KRA. 
 
The high-level system design, proposed in (5, 6), displayed in Fig. 31, shows the independent 
Data Marts for each KRA, with the source information and reporting system. In the next 
sections, we will detail the design of each Data Mart, based on the logical designs developed 
in Section 3.3. 
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Figure 31 – Data Warehouse System Architecture 
 
6.1.1 Available Aircraft Data Mart 
In section 3.3.2 the following three facts were identified: 
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➢ Available Aircraft 
➢ Aircraft Status 
➢ Aircraft Configuration 
With consideration to the Aircraft Configuration being controlled by ‘Government Processes’ 
(13) and considering that ‘Government Processes’ require elimination from the Prime 
Contractors’ responsibility with regards the management of a PBC, we will use the Aircraft 
Configuration to simply have the potential to hold necessary data in an entity relationship 
format. This leaves us with two fact tables, Available Aircraft and Aircraft Status, with the 
dimension tables of Serviceability, Time Period and Capability. The remainder of the Available 
Aircraft logical design, R/A Mission, Mission Profile and MCIL take on the form of Entity 
Relationship tables. Resulting in the design of a Snow Flake schema, as shown in Fig. 32 below, 
and table creation code written in transact SQL shown in the Appendix. 
 
Figure 32 - Available Aircraft Snow Flake Schema  
Aircraft_Status_Fact
PK Status_Key
FK1,FK3,FK4 Service_Key
FK2 Hours_Key
 Tail_Number
 Period_ID
Period_Dimension
PK Period_ID
 Period_Description
 Quarter
 Year
Available_Aircraft_Fact
PK AAF_Key
FK1 Status_Key
FK2 Period_ID
 Tail_Number
R_A Mission
 Platform
 R/A Phase
 Description
 Time
Capability_Dimension
PK Service_Key
 Mission_Capable_Code
 Mission_Capable_Description
Serviceability_Dimension
PK Service_Key
 Platform
 Tail_Number
 HoursFlown
 HoursToDM
 Serviceability_State
 Day
 Month
 Year
MCIL
 Platform
 LCN
 Description
 Phase1
 Phase2
 Phase3
 Phase4
Mission Profile
 Platform
 Phase
 Description
 Time
Monthly_Hours_Dimension
PK Hours_Key
 Platform
 Tail_Number
 Hours
 Month
 Year
 147 
 
6.1.2 Contract Maintenance Support Data Mart 
In section 3.3.2 the following three Facts were identified: 
➢ DSR 
➢ Logistics 
➢ Maintenance 
Leaving us with the identification of the dimensions, Logistics, Maintenance, Time Period, 
Demands, District, Stock and Warehouse. A slightly more complex design, resulting in a 
Constellation type schema shown in Fig. 33 below, and table creation code written in transact 
SQL shown in the Appendix. 
 
Figure 33 - Contract Maintenance Support Constellation Schema 
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6.1.3 Mission Reliability Data Mart 
In section 3.3.2 following two Facts were identified: 
➢ Mission Reliability 
➢ Mission Abort 
Leaving us with the dimensions of, Failure, Mission Details, Environment and Time Period. 
The remainder of the logical design consists of the tables, R/A Mission, Mission Profile and 
MCIL, which take on an Entity Relationship format. This design takes on a Snow Flake Schema 
style as shown in Fig. 34 below, and table creation code written in transact SQL shown in the 
Appendix. 
 
Figure 34 - Mission Reliability Snow Flake Schema 
Mission_Abort_Fact
PK MAD_Key
FK1 Environment_Key
 Platform
 Tail_Number
 Mission_Code
 Phase_1_duration
 Phase_2_duration
 Phase_3_duration
 Phase_4_duration
 Abort_Date
AFHR_Dimension
PK AFHR_Key
 Platform
 Tail_Number
 AFHRS_Start
 Flight_Duration
 AFHRS_Finish
 Date
Environment_Dimension
PK Environment_Key
 Environment
 Ambient_Temp
 Visibility
 Abort_Date
Mission_Detail_Dimension
PK,FK1 MAD_Key
 Platform
 Tail_Number
 Failure_Sequence
 System_ID
 Mission_Failure_Phase
 Failure_Description
 Abort_Date
Failure_Dimension
PK Failure_Key
 Critical
 NonCritical
MCIL
 Platform
 LCN
 Description
 Phase1
 Phase2
 Phase3
 Phase4
Mission_Reliability_Fact
PK Reliability_Key
FK3 MAD_Key
FK1 AFHR_Key
FK2 Failure_Key
R_A Mission
 Platform
 R/A Phase
 Description
 Time
Mission Profile
 Platform
 Phase
 Description
 Time
 149 
 
6.2 Extraction Transformation and Loading 
6.2.1 Introduction 
Data Warehouses collect and store integrated sets of historical data from multiple systems, 
which become one source of the truth for all shared data. (184) A number of common tools are 
now utilised amongst industry to extract data from data sources, cleanse the data, and perform 
transformations for loading into the target Data Warehouse. (184, 189) These tools are called 
Data Extraction, Transformation and Load (ETL) tools. 
 
Transformation of data is traditionally performed during the preparation phase and done before 
any data is loaded into the chosen Data Warehouse or Data Mart. An understanding of the 
business usage and what business questions require analysis are both critical to determination 
of the type of transformations necessary to develop the Data Mart. (184) Giving rise to the 
hypothesis of being able to use the ETL layer to cater for the requirements of each individual 
Performance Based Contract, with the assumption that it is developed within the boundaries of 
a PBC Framework. 
 
6.2.2 Overview of the ETL Process 
Keyes (2006) defines Extraction as a “means of replicating data through a process of selection 
from one or more source databases”. (184) Potentially employing some form of transformation, 
as described in the next paragraph (184), extraction can be achieved through specific programs, 
or tools. (109) Vendor-supported extraction and transformation tools are recommended by 
Keyes as they can be customised to address specific extraction and transformation needs whilst 
being implemented within an enterprise repository. The analysis in the previous Software 
Decision chapter also briefly investigates this point. 
 
Keyes (2006) also defines data Transformation as being from transaction level data into 
information through a number of available techniques. These techniques include; filtering, 
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summarising, merging, transposing, converting, and deriving new values through logical and 
mathematical formulas. (184, 189) 
 
The last method or tool described by Keyes (2006) is Cleansing. Cleansing data is based on 
the guideline of populating the Data Warehouse or Data Mart with quality data. (184) The 
cleansing process is resolute in determining values which are in violation of defined rules, and 
are either rejected or through a transformation process are brought into conformance. Thus the 
cleansing process standardises the data according to specifically defined rules, increasing 
quality and accuracy whilst reducing the cost and impact of inappropriate decisions formulated 
through incorrect data analysis. (184, 189) 
 
6.2.3 PBC ETL Model 
In the previous chapters this research has defined where the data comes from, what is required 
of that data and where the data is going to be stored. The PBC ETL Model will reflect a high 
level Data Flow Diagram, as shown in Fig. 35 below, then will be decomposed into specific 
ETL models representing each KRA. 
 
Figure 35 - High Level ETL Process 
 
 151 
 
The logic of the DFD can be described as: 
➢ External Data Source, then 
➢ Identification of applicable Platform and therefore, 
➢ Identification of specific contract rules, then 
➢ Calculation of applicable rules and formula, and finally 
➢ Population of appropriate fact tables with calculated contract specific measures 
 
6.2.3.1 Available Aircraft ETL Process Model 
The Level 1 Diagram of the Available Aircraft ETL Process Model as shown below in Fig. 36, 
is used to segregate and determine appropriate scoring processes for each level of Aircraft 
Status; i.e. Fully Mission Capable (FMC), Partially Mission Capable (PMC) and Non Mission 
Capable (NMC). As stated earlier, the scoring process is expected to be different for each 
individual contract (13, 20),  however as each contract is specific to a particular platform, we 
can allocate appropriate contract rules using the platform as the identifier. This Level 1 Process 
Model identifies the Aircraft Platform, and the Aircraft Status then executes the appropriate 
Level 2 Process Model to import and distribute the data along with the appropriate score in 
accordance with the ASD PBC Framework. 
 
 
Figure 36 - Level 1 Available Aircraft ETL Process Model 
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The Level 2 Diagram of the Available Aircraft ETL Process Model is shown in Fig. 37 below, 
and is executed by the Level 1 ETL Process Model once the Aircraft Platform and Aircraft 
Status are identified.  
 
The Input into this process can be sourced from any number of data sources, such as an existing 
database or file, as specified in the Requirements Analysis Chapter. The Source Data is checked 
for errors, such as missing or incorrect line items and invalid formatting. Depending upon the 
conditions of the data, the Level 2 ETL Process Model may be terminated at the Input phase 
and corresponding invalid data may be written out to an error log for further investigation.  
 
The Data Process phase performs any data type format conversions, if required, to ensure 
compatibility with the corresponding mapped data types in the host Data Mart. In the event of 
a problem with the conversions, error trapping may also be used. Next is the Script Component, 
which is where we programmatically define and process any specific contractual requirements 
for the Aircraft Status. 
 
Finally the Output phase covers the configuration and insertion of data into the Data Mart 
destination. Error trapping can also be applied here in the event that unanticipated reasons cause 
the data insertion to fail. Data that fails to insert is placed into a log file for further investigation.  
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Figure 37 - Level 2 Available Aircraft ETL Process Model 
6.3  Reporting Layer 
The reporting layer is designed to present data in a legible format to the user. As Microsoft 
SQL Server has been chosen for the purpose of this research, the Reporting Services 
architecture is displayed in Fig. 38, which has two built-in tools for report design; Report 
Builder and Report Designer. Report builder is a client-side web application, which is used to 
build reports based on a published report model (5, 6), whilst the Report Designer is a tool for 
creating and publishing report definitions. (5, 6) 
 
Figure 38 - Reporting Services Architecture (190) 
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Chapter 7 
 
 DATAWAREHOUSE IMPLEMENTATION 
7.1 Introduction 
This implementation is a proof of concept with heavy focus on the Available Aircraft Data 
Mart. As stated earlier, it is implemented using Microsoft SQL Server 2005 as the supporting 
DBMS. The ETL layer is implemented using a simple SQL Server Integration Services (SSIS) 
package, which is programmed to input test data from a Microsoft Excel spread sheet, but is 
flexible enough to incorporate data from a variety of sources. Results were confirmed through 
the addition of a reporting layer.  
 
7.2 Data Warehouse 
Each Data Mart was created, as per the schema design, using the Enterprise Management 
Console as supported by Microsoft’s SQL Server 2005. The ETL layer was implemented with 
Microsoft’s supporting ETL toolset; SSIS packages developed with Business Intelligence 
Development Studio (BIDS). 
 
As mentioned earlier, and with each PBC being different and therefore the test system requires 
an example set of rules for implementation. For the purpose of generating sample data sets, the 
following scenarios and formats are assigned for this research: 
➢ MCIL is a once off load per platform and hence, per contract. 
➢ The Period Dimension is a once off load, pre-populated upon Data Mart creation. 
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➢ The Daily Flying Program and Aircraft Status are Government Controlled processes 
(13) and therefore resulting data is required to be imported via ETL process on a regular 
basis. In this specific example, a simple Microsoft Excel spread sheet containing the 
required information is utilised. 
7.3 Data Import 
The first of the three ETL phases under the level 0 process model, Import Available Aircraft 
Data initializes a container prior to the execution of the Microsoft Excel spread sheet data 
import. A container in SSIS is used to group tasks, which must succeed or fail as a unit and 
hence either commit or roll back all transactions made to the database (5, 6, 184, 189, 191). 
This ensures a ‘clean’ Data Mart, which remains independent of an import success or failure. 
The data import process, as shown in Fig. 33, contains Microsoft Excel connection 
configuration, Data Conversion, Script Component, Data Insertion and Error Logging tasks. 
 
The Serviceability test data covers all aircraft scenarios for two tail numbers of the same 
platform, repeated at random to give a range of 245 unique records for all columns in the 
“Serviceability_Dimension”, as defined in Fig. 32. A snapshot example of the test data is 
displayed in Table. 17 below. 
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Table 17 – Serviceability Dimension Import Sample Data Example 
Platform Tail Number Hours 
Flown 
Hours to 
DM 
Serviceability 
State 
Day Month Year 
NH   40002 NULL NULL 
 
7 Dec 2008 
NH  40002 NULL NULL 
 
8 Dec 2008 
NH  40002 NULL NULL 
 
9 Dec 2008 
NH  40003 NULL NULL DOM 16 Feb 2009 
NH  40003 NULL NULL COM 22 Jan 2009 
NH  40003 NULL NULL A 18 Dec 2008 
NH  40003 NULL NULL A 19 Dec 2008 
NH  40003 NULL NULL A 1 Jan 2009 
NH  40003 NULL NULL A 20 Dec 2008 
 
Considering that both the Connection Configuration and Error Logging is relatively self-
explanatory, we will move directly into the Data Conversion. The Data Conversion Task is 
necessary to ensure that the sample data set is in a format compatible with the corresponding 
records in the mapped Data Mart tables (5, 6, 184, 189, 191). For example, we found that string 
length required correction and other non-integer fields required conversion to an integer format. 
The Script Component was developed to eliminate leading and trailing whitespaces, which we 
discovered to be a problem when importing data from a Microsoft Excel spread sheet. 
 
Once these tasks are successfully completed, the process then executes the Data Insertion task, 
which distributes data according to the configured table mappings. Successful completion of 
this task concludes the first phase and triggers the second phase; Calculate Status and Insert 
into Dimension. 
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7.3.1 Calculate Status and Dimension Import 
Using Structured Query Language (SQL), the second phase queries the serviceability data from 
the first phase and calculates the Capability according to the test dataset in Table 18, and adds 
a row to the Capability Dimension. 
Table 18 - Serviceability Capability Definition 
Serviceability State Capability 
A or DOM FMC 
CDM or COM NMC 
‘null’ NA 
 
7.3.2 Fact Table Import 
The third phase is responsible for populating the Fact tables and like the second phase, it is 
triggered on successful completion of the previous phase. 
 
The Aircraft Status Fact Task generates a key record for each daily serviceability state inserted 
with the Data Flow Task. Each row calculated is unique by platform, tail number and date. 
Then finally, the Available Aircraft Fast Task inserts a separate row for each tail number 
confirmed to be fully mission capable. 
 
These fact tables, like in other Data Warehouse systems (5, 6, 184, 189, 191), allow the user to 
generate summary reports, drill through reports and formulate the basis for performing analysis 
and data mining. 
 
7.4 Reporting 
As stated earlier, the Reporting layer was configured using Microsoft SQL Server 2005 
Reporting Services and reports developed with Report Builder. Standard Microsoft guidelines 
(5, 6, 178, 190) were followed for the initial setup and configuration of Reporting Services. 
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Whilst Report Models for each Data Mart were generated and published to the inbuilt 
Reporting Services website. 
 
Individual reports themselves are then developed from the Report Builder using standard 
Microsoft guidelines and help. (5, 6, 178, 190) An example of developed and deployed report 
displaying cumulative results of mission capability is shown in Fig. 39 This example report 
provides a simple breakdown of serviceability per tail number across a set time period and is 
presented in two formats, a bar graph and matrix table. Detailed information and user 
instructions on how to create the data warehouse, reporting system and reports are explained 
in the Appendix section of this thesis.  
 
Figure 39 - Example Report Developed with Report Builder 
 
7.5 Results and Discussion 
Building upon the design, and through utilizing one of the more industrial standard (192) 
supporting DBMS platforms, this research has shown how it is possible to manage and report 
on multiple Performance Based Contracts through categorization within the ETL layer. The 
system then manages and distributes PBC data according to specific embedded contract rules, 
providing the user with the ability to produce reports independent of supporting technology. 
(193, 194) 
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This system now lays the foundation for a number of possible analysis options. Data Cubes can 
be generated from a combination of Fact, Dimension and Measurement tables, upon which data 
mining and predictive analysis can be performed (184, 186, 189, 195, 196). Additionally, 
contractual KPI/KRA target values can be configured against the appropriate Data Cube to 
present the user with an automated dash board of information (5, 6, 190). Another analysis 
option is the ability closely investigate the interrelationships of targeted KPIs and avenues for 
optimization given a set of scenarios. Granting the user with the ability to simulate and predict 
the impact of a proposed PBC during the tender and bid phase. The next chapters will address 
the ability to simulate a proposed PBC using the ASD PBC Framework as a reference for the 
simulation model. 
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Chapter 8 
 
 DECISION-SUPPORT AND SIMULATION 
8.1  Overview 
This section presents a design, test and assessment methodology for the simulation of a 
contract, utilising the ASD PBC framework as a case study, in aide for decision support.  
 
Three areas for decision support were identified in literature gaps and the requirements 
chapters, formalised as; 
DSS 1 – Risk evaluation of the framework scoring process 
DSS 2 - Prediction of fleet performance together with the PBC framework case study 
DSS 3 - Risk evaluation of fleet performance together with the PBC framework case study 
DSS 4 - Verification and Validation of simulation 
 
This research uses simulation as a means for decision-support, or more precisely two different 
Discrete Event Simulations are proposed within the methodology both of which focusing on 
the first research question and are original contributions of this thesis. The purpose of the first 
simulation is to evaluate the risk of the contractual framework scoring process by testing 
natural tendency this process (DSS 1).  The purpose of the second simulation is to understand 
general or specific contractual performance intricacies (DSS 2, 3). Finally, the purpose of the 
Verification and Validation (V&V) (DSS 4) requirement is twofold; to verify the model 
developed is functioning as designed, and to validate that the output produced is accurate. 
Therefore it is important to correlate the simulated data with the measured data following the 
acquisition phase of the contract. The Verification and Validation (DSS 4) process is developed 
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and incorporated into DSS1, Section 8.5 Simulink and demonstrated through Chapter 9 
Simulation Case Study Results. 
 
Through the risk evaluation methodology proposed for DSS1, understanding the natural 
tendency of the contractual process can help the decision maker determine the probability of 
the contractual scoring process outcomes. The decision maker may conclude that the design of 
the contract is favourable if there is a low probability of poor contract performance. 
Alternatively the decision maker may conclude that the design of the contract is unfavourable 
if there is a high probability of poor contract performance. Through this risk evaluation process 
the decision maker may conclude possible mitigation strategies such as; a renegotiation of the 
contract scoring methodology, or to further assess the aircraft performance (or fleet) against 
the contract in question. The second simulation method deals with such a mitigation strategy. 
 
The second simulation method proposed for requirements DSS2 and DSS3 enables the decision 
maker to focus on dedicated areas of contractual performance, and to specify the type of 
performance and the period of time that performance is applicable. It is to demonstrate the 
variation in the performance of a contract relative to the scoring process of a performance 
contract, using the ASD PBC Framework as a case study. 
 
A benefit of this simulation is that one would be able to ascertain and establish contractual 
performance limitations, which could be useful during the contract development and 
negotiation process. The identified limitations will also influence the contract management 
process during the support lifecycle phase of the contract, allowing the contract manager to set 
additional KPIs to alert the health of the contract performance. The ability to have foresight on 
a poor performing period will provide the decision maker with the capability to decide on 
whether or not to dedicate time and resources, and hence additional costs, to the perceived 
problem. If the contract is ‘naturally favourable’ and a simulation of a problem period is not 
indicating a significant impact to the overall performance of the contract and therefore no or 
little risk is calculated impacting the profit margin for the period, the decision maker may 
decide that it is not worth the expense of allocating additional resources to the problem period. 
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Alternatively, the decision maker may see that there is a significant risk to the profit of the 
contract and decide to place all available resources on the problem. 
 
The PBC framework case study example in Chapter 9 demonstrates the simulation of focus 
areas for decision support under each KRA or area where problems might cause a deficiency 
in the ability to achieve a good, or maximum score. It is anticipated, however, that this same 
methodology could apply to other frameworks or to other contract execution problem areas and 
be used as a means of framework evaluation and performance assessment and is discussed 
further in Section 11.4. 
 
8.2 Model Methodology 
The model developed is to be utilised in both simulation processes which are of a discrete type,  
and is the core of the decision-support system. There are many methodologies to choose from 
when it comes to developing the model for decision-support, of which are covered under the 
fields of Computational Intelligence and Soft Computing. Soft computing is an association of 
computing methodologies that includes as its principal members fuzzy logic, neuro-computing, 
evolutionary computing and probabilistic computing, such as; Bayesian Networks, Neural 
Networks, Fuzzy Logic, Fuzzy Set Theory, Evolutionary Algorithms, et cetera (146-154), as 
described in Table 19.  
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A well-researched field, they are a good match for real-world applications that are 
characterized by imprecise, uncertain data, and incomplete domain knowledge.  
Table 19 - Computational Intelligence Methodologies 
Method Name Category Approach Mechanism 
Bayesian Network Probabilistic 
Computing 
Approximate Reasoning Conditioning 
Dempster-Shafer Theory Probabilistic 
Computing 
Approximate Conditioning 
Multi-Valued Algebra Multi-Valued 
Logic and Fuzzy 
Computing 
Approximate Rule of Inference 
Fuzzy Logic Multi-Valued 
Logic and Fuzzy 
Computing 
Approximate Rule of Inference 
Feedforward Neural 
Network, Recurrent 
Neural Network, etc. 
Neural Computing Search / Optimization Local Search 
Genetic Algorithm, 
Partical Swarm, etc. 
Evolutionary 
Computing 
Search / Optimization Global Search 
 
 
Petri Nets, Bayesian Networks and Neural Networks are all well suited to models constructed 
with little knowledge of existing processes, or where classification and learning are required to 
describe the data. Alternatively, Fuzzy Logic is better suited to First-order logic situations, 
which allow the truth of a statement to be represented as a value between 0 and 1. 
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For the purposes of this study, two general approaches could be taken depending on the overall 
goal. If the goal is to develop a PBC process, then arguably learning, classification and 
probabilistic methods would be effective and therefore Petri Nets, Bayesian Networks and 
Neural Networks would be suitable methodologies to employ. If the goal is to simulate an 
existing known process, such as the PBC Framework, where there may be more to the logic 
than True or False, then Fuzzy Logic is the more suitable. 
 
The proposed concept in this study does not require a learning process, and considering that 
the design of the PBC Framework relies on a variation in the range of specific parameters with 
known limitations in the scoring methodology, Fuzzy Logic appears to be an appropriate 
mechanism through which to generate a simulation of a performance-based contract 
performance. 
 
8.3 Fuzzy Logic 
Fuzzy logic is a powerful tool for performing reasoning on problems, which may involve a 
level of uncertainty and / or vagueness (21). Three main processes are involved with fuzzy 
logic: 
1) Fuzzification, 
2) Rule base reasoning, and 
3) Defuzzification. 
 
Fuzzification is the process of converting input values into fuzzy input membership values 
through defined membership functions. The fuzzy input membership values are then mapped 
to fuzzy output membership values through the rule based reasoning process. Finally, the 
defuzzification process outputs a single value through defined formulas and fuzzy output 
membership values. A fuzzy logic controller is a rule-based system which is built on fuzzy 
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logic and fuzzy set theory (21, 197, 198). A fuzzy logic controller has four principal 
components (21, 197, 198), as shown in Fig. 40: 
1) Knowledge base, 
2) Fuzzification interface, 
3) Inference system, and 
4) Defuzzification interface. 
 
Figure 40 - Fuzzy Logic Controller 
 
The knowledge base is composed of two components: 
1) Database, and 
2) Rule base. 
 
The database contains the definitions of linguistic variables used for the ‘if-then’ rules. The 
definitions are made up of membership functions for the fuzzy sets, whilst the inference system 
provides reasoning based on the knowledge base. 
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Actual control nonfuzzyProcess output and state
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8.4  Fuzzy Rules 
There are two known ways to build a fuzzy rule base; through experience and/or knowledge or 
using automatic learning techniques. With consideration to the ASD PBC Framework, and 
relevant scoring process (13), Fig. 23 the fuzzy rule base is defined by knowledge, or in this 
specific example, through the ASD PBC Framework. 
 
The availability of aircraft, by definition is considered as a fuzzy output variable, as it can have 
three possible outcomes; FMC, PMC or NMC. Not all crisp values for the output variables are 
defined in Fig. 36, as ASD propose PMC scores to be defined within the program contract (13). 
For the purpose of this exercise, we take the assumption and consider the PMC crisp value to 
be greater than NMC, but less than FMC. Following Fig. 36, the fuzzy input variables are: 
Contracted Maintenance, Engineering Support, Overdue Spares, Training Support, 
Acceptance, Schedule, and Commonwealth Responsible. 
 
The linguistic terms for the input, output and Membership Functions (MF) are defined in Tables 
17 and 18 respectively. Pseudo equations, as shown in Section 11.3.1, display the fuzzy input 
membership to the fuzzy output membership mapping. 
 
Applying this methodology to the other two domains, Demand Satisfaction Rate, and Mission 
Reliability, the fuzzy input variables and output variables are defined in Tables 20 – 25 
respectively. The fuzzy input variables for the Demand Satisfaction rate are as follows: 
Requisition by Priority Demand, Spare on Shelf, Repairable Item, Breakdown Spare, Turn 
Around Time, On Time, Not On Time, Minimum Asset Level, No and Yes. Whereas the input 
variables for Mission Reliability are: Non Critical, Critical, Commonwealth of Australia, 
Undetermined, Prime Contractor, Action Complete and Complete. 
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Linguistic Term 
for AA Input 
Meaning 
CM Contracted Maintenance 
ES Engineering Support 
OS Overdue Spare 
A Accepted 
NA Not Accepted 
CoAR Commonwealth Responsible 
CF Contractor Fault 
NCF Not Contractor Fault 
WS Within Schedule 
NWS Not Within Schedule 
U Unscheduled 
S Scheduled 
TS Training Support 
Table 20 - Available Aircraft Input 
Membership Function 
 
Linguistic Term 
for AA Output 
Meaning 
NMC Not Mission Capable 
PMC Partially Mission capable 
FMC Fully Mission Capable 
Table 21 – Available Aircraft Output 
Membership Function 
 
Linguistic Term 
for DSR Input 
Meaning 
RDD Requisition by Priority 
Demand 
SoS Spare on Shelf 
RI Repairable Item 
BDS Breakdown Spare 
TAT Turn Around Time 
OT On Time 
NoT Not On Time 
MAL Minimum Asset Level 
N No 
Y Yes 
Table 22 – Demand Satisfaction Rate Input 
Membership Function 
 
Linguistic Term 
for DSR Output 
Meaning 
DSUS Demand Satisfied by Unit 
Store 
DSCDW Demand Satisfied by 
Contractor Delivery 
Warehouse 
F Failed 
Table 23 – Demand Satisfaction Rate 
Output Membership Function 
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8.4.1 Pseudo Fuzzy Rules  
Here the pseudo fuzzy rules required to develop the fuzzy systems for each of the three Key 
Result Areas are displayed. 
Available Aircraft 
Equation 30 
𝑖𝑓(𝐶𝑀 == 𝑈)&(𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑒 == 𝑊𝑆)(𝐴𝐴 = 𝐹𝑀𝐶) =  1 
Equation 31 
𝑖𝑓 (𝐶𝑀 == 𝑈)& (𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑒 == 𝑁𝑊𝑆) (𝐴𝐴 = 𝑁𝑀𝐶) = 0 
Equation 32 
𝑖𝑓(𝐶𝑀 == 𝑆)(𝐴𝐴 = 𝑁𝑀𝐶) =  0 
Equation 33 
𝑖𝑓 (𝐸𝑆 == 𝑁𝐶𝐹)(𝐴𝐴 = 𝐹𝑀𝐶) =  1 
Equation 34 
𝑖𝑓 (𝐸𝑆 == 𝐶𝐹)&(𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑒 = 𝑊𝑆)(𝐴𝐴 = 𝐹𝑀𝐶) =  1 
Equation 35 
𝑖𝑓 (𝐸𝑆 == 𝐶𝐹)&(𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑒 == 𝑁𝑊𝑆)&(𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 == 𝐴)(𝐴𝐴 = 𝑃𝑀𝐶) ≤ 1 > 0 
Equation 36 
𝑖𝑓 (𝐸𝑆 == 𝐶𝐹)&(𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑒 == 𝑁𝑊𝑆)&(𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 == 𝑁𝐴)(𝐴𝐴 = 𝑁𝑀𝐶) =  0 
Equation 37 
𝑖𝑓 (𝑂𝑆 == 𝑁𝐶𝐹)(𝐴𝐴 = 𝐹𝑀𝐶) =  1 
Linguistic Term 
for Mission 
Reliability Input 
Meaning 
NC Non Critical 
C Critical 
CoA Commonwealth of Australia 
U Undetermined 
PC Prime Contractor 
AC Action Complete 
Cm Complete 
MAL Minimum Asset Level 
N No 
Y Yes 
Table 24 – Mission Reliability Input 
Membership Function 
 
Linguistic Term 
for Mission 
Reliability 
Output 
Meaning 
SC Suspended Critical 
NCC Non Chargeable Critical 
CC 
NC 
Chargeable Critical 
Non Critical 
Table 25 – Mission Reliability Output 
Membership Function 
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Equation 38 
𝑖𝑓 (𝑂𝑆 == 𝐶𝐹)(𝐴𝐴 = 𝑁𝑀𝐶) =  0 
Equation 39 
𝑖𝑓 (𝑂𝑆 == 𝐶𝐹)&(𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 = 𝐴)  (𝐴𝐴 = 𝑃𝑀𝐶) ≤ 1 > 0 
Equation 40 
𝑖𝑓 (𝑇𝑆 == 𝐶𝐹)&(𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 == 𝐴) (𝐴𝐴 = 𝑃𝑀𝐶) ≤ 1 > 0 
Equation 41 
𝑖𝑓 (𝑇𝑆 == 𝐶𝐹)&(𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 == 𝑁𝐴) (𝐴𝐴 = 𝑁𝑀𝐶) =  0 
Equation 42 
𝑖𝑓 (𝑇𝑆 == 𝑁𝐶𝐹)(𝐴𝐴 = 𝐹𝑀𝐶) = 1 
Equation 43 
𝑖𝑓 (𝐶𝑜𝐴𝑅 == 𝑇𝑟𝑢𝑒)(𝐴𝐴 = 𝐹𝑀𝐶) = 1 
Equation 44 
𝑖𝑓 (𝐶𝑜𝐴𝑅 == 𝐹𝑎𝑙𝑠𝑒)&(𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 == 𝐴)(𝐴𝐴 = 𝑃𝑀𝐶) ≤ 1 > 0 
Equation 45 
𝑖𝑓 (𝐶𝑜𝐴𝑅 == 𝐹𝑎𝑙𝑠𝑒)&(𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 == 𝑁𝐴)(𝐴𝐴 = 𝑁𝑀𝐶) = 0 
 
 
Demand Satisfaction Rate 
Equation 46 
𝑖𝑓(𝑆𝑜𝑆 == 𝑌)&(𝑇𝐴𝑇 == 𝑂𝑇)(𝐷𝑆𝑅 = 𝐷𝑆𝑈𝑆) =  0.5 
Equation 47 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑌)& (𝑀𝐴𝐿 == 𝑁𝑜𝑀𝐴𝐿)& (𝑇𝐴𝑇 == 𝑁𝑂𝑇)&(𝑅𝐷𝐷 == 𝑅𝐼) (𝐷𝑆𝑅 = 𝐹) = 0 
Equation 48 
𝑖𝑓(𝑆𝑜𝑆 == 𝑌)&(𝑀𝐴𝐿 == 𝑀𝐴𝐿𝑅𝐼)& (𝑅𝐷𝐷 == 𝑅𝐼)(𝐷𝑆𝑅 = 𝐷𝑆𝑈𝑆) =  0.5 
Equation 49 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑌)& (𝑇𝐴𝑇 == 𝑂𝑇)& (𝑅𝐷𝐷 == 𝐵𝐷𝑆)(𝐷𝑆𝑅 = 𝐷𝑆𝑈𝑆) =  0.5 
Equation 50 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑌)&(𝑀𝐴𝐿 == 𝑁𝑜𝑀𝐴𝐿)& (𝑇𝐴𝑇 == 𝑁𝑂𝑇)& (𝑅𝐷𝐷 == 𝐵𝐷𝑆)(𝐷𝑆𝑅 = 𝐹) =  0 
Equation 51 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑌)&(𝑀𝐴𝐿 == 𝑀𝐴𝐿𝐵𝐷𝑆)&(𝑅𝐷𝐷 == 𝐵𝐷𝑆)(𝐷𝑆𝑅 = 𝐷𝑆𝑈𝑆) = 0.5 
Equation 52 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑁)&(𝑇𝐴𝑇 == 𝑂𝑇)&(𝑅𝐷𝐷 == 𝑅𝐼)(𝐷𝑆𝑅 = 𝐶𝑊𝐷) =  1 
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Equation 53 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑁)& (𝑀𝐴𝐿 == 𝑁𝑜𝑀𝐴𝐿)& (𝑇𝐴𝑇 == 𝑁𝑂𝑇)& (𝑅𝐷𝐷 == 𝑅𝐼)(𝐷𝑆𝑅 = 𝐹) =  0 
Equation 54 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑁)& (𝑀𝐴𝐿 == 𝑀𝐴𝐿𝑅𝐼)& (𝑅𝐷𝐷 == 𝑅𝐼)(𝐷𝑆𝑅 = 𝐶𝑊𝐷) =  1 
Equation 55 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑁)&(𝑇𝐴𝑇 = 𝑂𝑇)& (𝑅𝐷𝐷 == 𝐵𝐷𝑆)  (𝐷𝑆𝑅 = 𝐶𝑊𝐷) = 1 
Equation 56 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑁)&(𝑀𝐴𝐿 == 𝑁𝑜𝑀𝐴𝐿)& (𝑇𝐴𝑇 == 𝑁𝑂𝑇)& (𝑅𝐷𝐷 == 𝐵𝐷𝑆) (𝐷𝑆𝑅 = 𝐹) = 0 
Equation 57 
𝑖𝑓 (𝑆𝑜𝑆 == 𝑁)&(𝑀𝐴𝐿 == 𝑀𝐴𝐿𝐵𝐷𝑆)& (𝑅𝐷𝐷 == 𝐵𝐷𝑆) (𝐷𝑆𝑅 = 𝐶𝑊𝐷) =  1 
 
 
Mission Reliability 
Equation 58 
𝑖𝑓(𝐹𝐷 == 𝑈)&(𝑅 == 𝐶𝑜𝐴)& (𝐴 == 𝐶)(𝑀𝑅 = 𝑁𝐶𝐶) =  0.5 
Equation 59 
𝑖𝑓 (𝐹𝐷 == 𝑈)& (𝑅 == 𝑈)& (𝐴 == 𝐶) (𝑀𝑅 = 𝑁𝐶𝐶) = 0.5 
Equation 60 
𝑖𝑓(𝐹𝐷 == 𝑈)& (𝐴 == 𝑁𝐶)(𝑀𝑅 = 𝑆𝐶) =  0 
Equation 61 
𝑖𝑓 (𝐹𝐷 == 𝑁𝐶)(𝑀𝑅 = 𝑁𝐶) =  0.25 
Equation 62 
𝑖𝑓 (𝐹𝐷 == 𝑁𝐶)(𝑀𝑅 = 𝑁𝐶) =  0.25 
Equation 63 
𝑖𝑓 (𝐹𝐷 == 𝑁𝐶)(𝑀𝑅 = 𝑁𝐶) = 0.25 
Equation 64 
𝑖𝑓 (𝐹𝐷 == 𝐶)&(𝑅 == 𝐶𝑜𝐴)&(𝐴𝐶)(𝑀𝑅 = 𝑁𝐶𝐶) =  0.5 
Equation 65 
𝑖𝑓 (𝐹𝐷 == 𝐶)& (𝑅 == 𝑈)&(𝐴𝐶)(𝑀𝑅 = 𝑁𝐶𝐶) =  0.5 
Equation 66 
𝑖𝑓 (𝐹𝐷 == 𝐶)&(𝑅 == 𝑃𝐶)&(𝐴𝐶)(𝑀𝑅 = 𝐶𝐶) =  1 
Equation 67 
𝑖𝑓 (𝐹𝐷 == 𝐶)&(𝑅 = 𝑃𝐶)&(𝐴𝐶)  (𝑀𝑅 = 𝐶𝐶) = 1 
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8.5 Fuzzy Inference System 
The process of developing a relationship between an input and output, with the use of Fuzzy 
Logic, is called Fuzzy Inference. This relationship formulates and dictates how the decisions 
can be made, and involves the development of logical operations, membership functions and 
If-Then rules. (156, 160, 161, 163)  
 
The development of the Fuzzy System was performed in MATLAB 2013a, and with 
MATLAB’s Fuzzy Logic Toolbox software, the input is always a crisp numerical value limited 
to the universe of discourse of the input variable, and the output is a fuzzy degree of 
membership in the matching linguistic set. Fuzzifications of the inputs are achieved through 
either a table lookup or a function evaluation. 
 
The Membership Function (MF) is a curve that defines how each point in the input space is 
mapped to a membership value (or degree of membership) between 0 and 1. Within MATLAB, 
the only condition a membership function must satisfy is that it must vary between 0 and 1. 
The function itself can be an arbitrary curve whose shape we can define as a function that suits 
us from the point of view of simplicity, convenience, speed, and efficiency. 
 
The toolbox in MATLAB includes 11 membership function types, which are built from several 
basic functions: 
• Piece-wise linear functions 
• The Gaussian distribution function 
• The Sigmoid curve 
• Quadratic and cubic polynomial curves 
 
The simplest membership functions are formed using straight lines. Of these, the simplest is 
the triangular membership function, and it has the function name trimf. This function is nothing 
more than a collection of three points forming a triangle. The trapezoidal membership function 
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trapmf, has a flat top and really is just a truncated triagle curve. These straight line membership 
functions have the advantage of simplicity. 
 
Figure 41 - Trimf & Trapmf  (93) 
 
Two membership functions are built on the Gaussian distribution curve: a simple Gaussian 
curve and a two-sided composite of two different Gaussian curves. The two functions are 
gaussmf and gauss2mf. 
 
The generalized bell membership function is specified by three parameters and has the function 
name bgellmf. The bell membership function has one more parameter than the Gaussian 
membership function, so it can approach a non-fuzzy set if the free parameter is tuned. Because 
of their smoothness and concise notation, Gaussian and bell membership functions are popular 
methods for specifying fuzzy sets. Both of these curves have the advantage of being smooth 
and nonzero at all points. 
 
 
Figure 42 - gaussmf, gauss2mf, gbellmf (93) 
 
Although the Gaussian membership functions and bell membership functions achieve 
smoothness, they are unable to specify asymmetric membership functions, which are important 
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in certain applications. Next you define the sigmoidal membership function, which is either 
open left or right. Asymmetric and closed (i.e. not open to the left or right) membership 
functions can be synthesized using two sigmoidal functions, so in addition to the basic sigmf, 
you also have the difference between two sigmoidal functions, dsigmf, and the product of two 
sigmoidal functions psigmf. 
 
Figure 43 - sigmf, dsigmf, psigmf (93) 
 
Polynomial based curves account for several of the membership functions in the toolbox. Three 
related membership functions are the Z, S, and Pi curves, all named because of their shape. The 
function zmf is the asymmetrical polynomial curve open to the left, smf is the mirror-image 
function that opens to the right, and pimf is zero on both extremes with a rise in the middle. 
 
Figure 44 - zmf, pimf, smf (93) 
 
A graphical representation of the Fuzzy Inference System provided by MATLAB displaying 
the main interfaces is shown in Fig. 45. (93) 
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Figure 45 – Fuzzy Inference System (93) 
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8.5.1 Building FIS in MATLAB 
Starting with the FIS editor, which is the tool that lets the user display and edit all of the input 
and output variables for the entire FIS, each FIS was developed with the corresponding inputs 
and outputs defined for each KRA; Aircraft Availability, Demand Satisfaction Rate and 
Mission Reliability as shown in Fig. 46, 47 & 48 respectively. 
 
 
Figure 46 - Aircraft Availability Fuzzy Inference 
System 
 
Figure 47 - Demand Satisfaction Rate Fuzzy 
Inference System 
 
  
 
Figure 48 - Mission Reliability Fuzzy Inference System 
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Each FIS requires membership functions to be defined, as shown by the yellow boxes in Fig. 
46 – 48, which is achieved through the membership function editor. All of the membership 
functions associated with all of the input and output variables for the entire fuzzy inference 
system are defined. When adding a new Membership Function, you can select the function type 
and the number of membership functions associated with the selected variable. Once defined, 
the membership functions of the current variable are displayed in the main graph, and can be 
manipulated in two ways, either by mouse click and drag, or through the input parameters.  
 
Gaussian type MFs were applied for each of the input and output variables, which is based on 
a symmetric Gaussian curve, as defined in the equation below. The example of Mission 
Reliability input MF Failure Determination, who’s details are in accordance with the rules in 
Table 21, meaning that the failure type as an input can be Non Critical, Critical or Not 
Determined, as shown in Fig. 49. 
 
Equation 68 
𝑓(𝑥) = 𝑒𝑥𝑝 (
−0.5(𝑥−𝑐)2
𝜎2
) where c is the mean and 𝜎 is the variance. 
 
Figure 49 - Input Membership Function Mission Reliability 
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Figure 50 - Aircraft Availability Membership 
Function 1 
 
Figure 51 - Aircraft Availability Membership 
Function 2 
 
Figure 52 - Aircraft Availability Membership 
Function 3 
 
 
Figure 53 - Aircraft Availability Membership 
Function 4 
 
 
Figure 54 - Aircraft Availability Membership 
Function 5 
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Figure 55 - Demand Satisfaction Rate Membership 
Function 1 
 
 
Figure 56 - Demand Satisfaction Rate Membership 
Function 2 
 
 
Figure 57 - Demand Satisfaction Rate Membership 
Function 3 
 
 
Figure 58 - Demand Satisfaction Rate Membership 
Function 4 
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Figure 59 - Mission Reliability Membership 
Function 1 
 
 
Figure 60 - Mission Reliability Membership 
Function 2 
 
 
Figure 61 - Mission Reliability Membership 
Function 3 
 
 
Once the variables have been named and assigned with appropriate membership functions, the 
fuzzy inference rules are next to being done. The user interface is relatively straight forward, 
and provides options that match to the pseudo fuzzy rules as developed in the previous section. 
The rules can be inspected visually, through a plot using the Surface Viewer in Fig. 62-65, and 
also through the Rule Viewer as displayed in Fig. 66 below. The Surface Viewer is a dynamic 
display which allows the user to select two membership functions from the fuzzy inference 
system as an input on two axes of the plot together with the output membership function for a 
visual evaluation of the inference system. 
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The Rule Viewer displays a roadmap of the whole fuzzy inference process. Each rule is 
displayed as a row of plots, with each column being a variable in the fuzzy system. The 
evaluation of the rules can then be tested by adjusting the slide bar across the membership 
functions for each rule and evaluating the calculated output. The verification (DSS 4) of the 
FIS was performed using the Rule Viewer functionality; through interpreting each aspect of 
the rule against both the pseudo fuzzy rules and the scoring process. Additionally, the Rule 
Viewer allows you to rapidly interpret the entire fuzzy inference process at once, and also 
shows the shape of certain membership function influences in the overall result.  
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Figure 62 – Acceptance Vs. Reason Decision – 
Aircraft Availability MF 
 
Figure 63 – Schedule Vs. Reason Decision – 
Aircraft Availability MF 
 
Figure 64 – Contractor Fault Vs. Reason Decision 
– Aircraft Availability MR 
 
Figure 65 – Maintenance Type Vs. Reason Decision 
– Aircraft Availability MF 
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Figure 66 - Aircraft Availability Rule Viewer 
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Figure 67 – Minimum Asset Level Vs. Spare On 
Shelf – DSR MF  
 
Figure 68 – Turn Around Time Vs. Spare On Shelf 
– DSR MF 
 
Figure 69 – Minimum Asset Level  Vs. Demand – 
DSR MF 
 
Figure 70 – Turn Around Time Vs. Demand – DSR 
MF 
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Figure 71 – Turn Around Time Vs. Minimum Asset 
Level – DSR MF 
 
Figure 72 - Demand Satisfaction Rate Rule Viewer 
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Figure 73 – Applicability Vs. Failure 
Determination – Mission Reliability MF 
 
Figure 74 – Action Vs. Failure Determination – 
Mission Reliability MF 
 
Figure 75 – Action Vs. Applicability – Mission 
Reliability MF 
 
Figure 76 - Mission Reliability Rule Viewer 
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8.6 Risk Evaluation Methodology and Case Study 
The purpose of the first DES is to evaluate the risk of the contractual framework scoring process 
by testing natural tendency as per requirement (DSS 1).  Through this risk evaluation 
methodology proposed for DSS1, understanding the natural tendency of the contractual process 
can help the decision maker determine the probability of the contractual scoring process. The 
decision maker may conclude that the design of the contract is favourable if there is a low 
probability of poor contract performance. Alternatively the decision maker may conclude that 
the design of the contract is unfavourable if there is a high probability of poor contract 
performance. Through this risk evaluation process the decision maker may conclude possible 
mitigation strategies such as; a renegotiation of the contract scoring methodology, or to further 
assess the aircraft performance (or fleet) against the contract in question.  
 
This DES is developed using MATLABs Simulink software. Simulink is utilised to build a 
simulation model to display and show the results of the various rules executing within the FIS. 
Simulink (163) is a data flow graphical programming language tool for modelling, simulating 
and analysing multi-domain dynamic systems. 
 
This DES is utilised with this case study for the purpose of contractual risk identification (DSS 
1) and FIS validation (DSS 4). The qualification of input variables are performed to ensure that 
the model is functioning as specified. Evaluation of the output results from the validation 
process gives a visual indication and the capability to calculate the probability distribution of 
the scoring process. This is a contribution of research and is demonstrated in the next section. 
 
Once the validation is achieved the next step is to use the developed FIS models within a 
simulation of a performance contract scenario to assess the hypothetical impacts to contract 
performance. This exercise demonstrates the validation of the Availability FIS model, with the 
same steps being carried out on the FIS for Mission Reliability and Demand Satisfaction Rate. 
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8.6.1 Model Inputs and Output 
The model inputs for the Available Aircraft Simulink Model were generated as uniform random 
numbers with a range of input from 1-10 over time period t. The inputs are read from the FIS 
with the model architecture level 0 also shown in Fig. 77, resulting in an output calculation 
between 0 and 1 over the defined time period t. The model architecture level 1 to 3 is also 
displayed in Fig. 78 – 80 respectively, the most informative being Fig 80, which displays the 
input variables and their relationship with the rules. Fig. 81 – 86 also represents the model 
architecture of the individual membership functions within the Available Aircraft FIS. 
 
 
 
Figure 77 - Available Aircraft Fuzzy Inference System (Level 0) 
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Figure 78 - Aircraft Availability FIS Level 1 
 
 
Figure 79 - Aircraft Availability FIS Level 2 
 
 
Figure 80 - Aircraft Availability FIS Level 3 
 
 
Figure 81 - Aircraft Availability Input MF 1 
 
 
Figure 82 - Aircraft Availability Input MF 2 
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Figure 83 - Aircraft Availability Input MF 3 
 
 
Figure 84 - Aircraft Availability Input MF 4 
 
 
Figure 85 - Aircraft Availability Input MF 5 
 
 
Figure 86 - Aircraft Availability Output MF 
 
 
 
Figure 87 - Aircraft Availability Simulink Output with Rule Viewer 
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The Available Aircraft Simulink simulation results in the generated outputs in Fig. 87 and 93 
respectively. Fig. 87 displays a graphical representation of the rules, and relating outputs as a 
live animation during the course of the simulation. Fig. 93 is a plot of each individual Available 
Aircraft output score generated from the FIS during the course of the simulation. Having the 
availability scores defined between 0 and 1, with 1 being FMC and 0 being NMC, the plot 
result in Fig. 93 indicates that the ASD PBC scoring process built into the FIS is generating a 
high proportion of FMC and PMC in comparison to NMC. The random numbers are indicating 
that a low proportion of conditions will lead to a NMC score, and a large number of conditions 
would lead to a PMC or FMC score. 
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Figure 88 - Uniform Random Number 1 
 
 
Figure 89 - Uniform Random Number 2 
 
 
Figure 90 - Uniform Random Number 3 
 
 
Figure 91 - Uniform Random Number 4 
 
 
Figure 92 - Uniform Random Number 5 
 
 
Figure 93 - Inference System Output 
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8.7  PBC Performance Evaluation Methodology 
The previous simulation demonstrated a methodology for the evaluation for the risk of the 
contractual framework scoring process by testing natural tendency as per requirement (DSS 1).  
 
A different DES is now required to predict and evaluate a given contract scenario, fleet 
performance together with the PBC framework as a case study as per DSS 2 and DSS 3. A 
validation process is also demonstrated in section 9.1 as per DSS 4. 
 
The purpose of this simulation is to demonstrate the variation in the performance of a contract 
relative to the scoring process of a performance contract, using the ASD PBC Framework as a 
case study. The anticipated benefit is that one would be able to ascertain and establish 
contractual performance limitations which could be useful during the contract negotiation 
process or during the contract execution. 
 
Expanding on the key requirements, the simulation should run for a defined period, 
representing the contract length, and have the ability to simulate a specific contract 
performance problem during a defined period of time, otherwise called events when describing 
a typical DES. For example, the ability to have maintenance and supply chain issues simulated 
during a period of 90 days, and how this impacts on the determination process for availability 
measurement. The simulation should also display the performance of each individual KRA, as 
to allow the user to determine the problem areas.  
 
As suggested in Section 8.1, the simulation should assist, not only in decision-support, but also 
in terms of uncertainty. In the hypothetical case, where an aerospace system under certain 
operating conditions, is considered on standby and available for use approximately 60% of its 
potential time, 5% might be considered in terms of time spent on mission, and therefore the 
remainder would then be divided into Scheduled and Unscheduled Maintenance, as shown in 
Fig. 94. The level of potential availability is a simulation parameter and is able to be adjusted 
according to the achieved level of performance of an in service platform. 
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Figure 94 - Potential Time Example 
 
Of this remainder 35%, there is a level of uncertainty, with naturally, a variation in the level of 
uncertainty depending on the action being performed. Furthermore, uncertainty can be 
considered as subject to multiple causes, as shown graphically in Fig. 95. The mission action 
would have a risk of failures for critical components, and hence the use of the MCIL and 
Unscheduled Maintenance for example. Additionally, a Scheduled Maintenance activity might 
be subject to the supply chain availability (DSR), training support (resource skill) et cetera, and 
thus the simulation will need to take this uncertainty into account.  
 
Figure 95 - Potential Time Uncertainty 
 
This simulation retains focus on the key areas where there is a level of uncertainty directly 
affecting contract performance, for example within the period of scheduled/unscheduled 
maintenance. Additionally, the scope of the performance uncertainty remains within the bounds 
of the ASD PBC Framework as demonstrated through this case study. The methodology 
 194 
 
proposed is anticipated to be applicable to other frameworks or to other contract execution 
problem areas. 
 
A weighting is applied to the simulation to incorporate uncertainty into the simulation. Fuzzy 
decisions are weighted by their input variables as there may be a combination of input variables 
which provide an output of partial availability. To simulate the sequence of events that present 
the output score of partial availability, the related input variables are weighted with a specified, 
yet randomly generated GD (Fig. 96) range to push the distribution towards the appropriate 
performance. For another decision factor to occur, the GD function is modified to weight 
towards those input ranges. This methodology leaves room for substituting the GD function 
with real applicable contract data to formulate a best fit for the input range and therefore allow 
for the prediction of known aircraft platforms.  
 
Through the data collection process and data warehouse management system it will be possible 
to identify a statistical distribution per categorisation of performance. For example the data 
belonging to Aircraft Availability decision-support can be used for statistical predictive 
analysis for future contract bids, providing similar conditions are being examined. Another 
approach could involve the investigation of Possibility Theory (157, 199) and its applicability 
to the quantitative analysis for the correct distribution weights of the decisions being formed. 
The simulation data for the input range of this example is purely for proof of concept and does 
not represent any existing PBC data, although has been verified by industry experts as 
representable of a ‘real world’ scenario.  
 
An example being the evaluation of the decision type for the Aircraft Availability Fuzzy 
Inference System having 5 possible decisions, with the demonstrated membership functions 
being, Fig 96.  
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Figure 96 - Weighted GD Member Function Input 
 
To simulate a high instance of issues categorised as Engineering Support during a defined 
problem period; the mean distribution must fall within the corresponding range for that member 
function, scores are calculated based on the rules of the FIS and corresponding defuzzification 
process. Once the problem period is completed, the normal unweighted random distributions 
are resumed and resulting availability scores added to the scores calculated problem period.  
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8.7.1 Discrete Event Simulation Logic 
 
The DES follows a logic that the contract performance is evaluated on a daily basis for each 
aircraft in the fleet of aircraft for the length of the contract. There are 14 parameters that the 
decision maker can use to specify and develop the contract scenario for evaluation, and are 
defined with a description in Table 26 below. 
 
Table 26 - Simulation Parameters 
Parameter Type Description 
sim_duration Days Length of simulation 
No_of_Aircraft Integer The number of aircraft in fleet 
Lower_Interval Real Lower limit for random number 
Upper_Interval Real Upper limit for random number 
RandomiseDecision Boolean To be used if not simulating a specific 
problem 
RandomiseProblemDuration Boolean To be used if not simulating a contract 
problem for a specific period 
RandomisePerformance Boolean To be used if not considering low or high 
contract performance during the period 
RandomiseAvailabilityMetric Boolean To be used if there is no baseline of 
availability performance for platform 
DecisionType Text The type of contract problem to simulate 
if not randomised 
ProblemDuration Days To be used if not randomising the 
contract problem period length 
Performance_Weight Text Low or high contract performance, to be 
used if not randomising the performance. 
Availability_Metric_Lower Real Lower bounds for random availability 
baseline 
Availability_Metric_Upper Real Upper bounds for random availability 
baseline 
Availability_Metric Real Availability metric to use if not 
randomising. 
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The decision type is evaluated through use of either random set of inputs or specific decision 
type as specified by the user, in addition to a perceived level of performance. The simulation 
calculates the score for every aircraft in the fleet on a calendar day basis during the length of 
the contract. Each decision type is evaluated through the use of the FIS with the resulting scores 
plotted in graphs for each KRA as represented in the results of the case study in Chapter 9. The 
general logic described for the simulation is shown below in Figure 97, and the complete 
simulation program code is displayed in Appendix 3. 
 
 
Figure 97 - Simulation Logic 
  
Every	Calendar	Day	
Score	
Calcula on	
Evaluate	
Decision	Type	
Evaluate	Fuzzy	
Inference	
System	
For	each	
Aircra 	 Generate	
Random	Inputs	
For	
Contract	
Period	
Plot	Results	
 198 
 
 
8.7.2 Sensitivity Testing 
 
This section presents a sensitivity testing analysis as requirement DSS 4 and evaluation 
methodology. The purpose of sensitivity analysis is to understand the impact key parameters 
have on the output value. It is particularly useful in identifying critical elements to the model, 
encouraging the user to further clarify the data used for input parameters in an attempt to reduce 
uncertainty.  
 
Three sensitivity analysis tests were performed on the simulation system, each of which 
containing 10 simulation runs. Each simulation run had a “sim_duration” of 730 days and 10 
aircraft in the fleet. The first test utilised a random problem duration, with the decision type 
and availability metric being fixed as “Contract Maint” and 0.75 (75%) respectively. The 
second test included a random problem duration and decision type, whilst the availability 
metric remained fixed at 0.75 (75%). Finally the third test incorporates a random problem 
duration, decision type and availability metric. The complete list of modifiable parameters are 
shown in Table 26 in the previous section. 
 
The results of the test are in Tables 27 and 28 below, with the main parameter “AA Percent” 
having a larger result deviation as the tests progress from 1 – 3. This is largely due to the 
gradual introduction of randomness to the system through the parameter settings, and is 
relatively logical.  
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Table 27 - Simulation Model Sensitivity Test Results 
Test # Parameter Min Avg Max Std.dev 
1      
 AA Percent 80.53% 81.70% 82.28% 0.54 
 Problem Duration 3 Days 57 Days 101 Days N/A 
 Availability Metric 75% 75% 75% N/A 
 DSR Percent 100% 100% 100% N/A 
2      
 AA Percent 82.70% 85.01% 86.60% 1.05 
 Problem Duration 43 Days 74 Days 118 Days N/A 
 Availability Metric 75% 75% 75% N/A 
 DSR Percent 95.96% 98.68% 100% 1.17 
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Table 28 - Simulation Model Sensitivity Test Results 
Test # Parameter Min Avg Max Std.dev 
3      
 AA Percent 78.98% 83.54% 87.32% 2.61 
 Problem Duration 5 Days 93 Days 181 Days N/A 
 Availability Metric 51% 70% 90% 1.13 
 DSR Percent 96.80% 98.80% 100% 1.13 
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Chapter 9 
 
 DECISION-SUPPORT AND SIMULATION 
CASE STUDY 
9.1  Overview 
Every simulation in this case study was designed to demonstrate the effect of a ‘problem 
period’ during a PBC which is framed within an contract framework, using the ASD PBC as a 
case study example. A problem period can exist within the categories that were previously 
defined for decision-support in Chapters 4 and 8, for example covering areas such as 
engineering decisions, contracted maintenance, demand satisfaction et cetera.  
 
Considering that no actual contractual data can be published for commercial in confidence 
reasons, the verification and validation of the design of experiment is performed using two 
approaches; the 1st approach being based on expert opinion from those working in the industry, 
and the 2nd approach being through the assessment of the inputs and outputs using the rule 
viewer functionality.  
 
The expert opinion validation is performed on the simulation scenario and more specifically 
the parameters relating to the contract period, fleet size, aircraft availability percentage and 
uncertainty aspect. As can be assumed, these parameters can vary considerably across the 
industry, depending on the nature of the contract which of course is one of the highlighted 
problems of PBC implementation. The fleet size, aircraft availability percentage and 
uncertainty aspect can all independently vary according to the scenario being considered; for 
example the size of fleet can vary depending on the operations, the availability percentage and 
uncertainty aspect can also vary depending on the age of the fleet. Additionally, a generic 
simulation is designed to show the sensitivity of the decision input variables in comparison to 
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the main output variable, Aircraft Availability. The generic simulation incorporates 
randomised decision input variables. 
 
The verification is performed using the rule viewer, as discussed in Section 7.4.1. The rules in 
each FIS were tested through the graphical user interface which corresponded with the scoring 
process of each KRA as defined in the ASD PBC Framework, in addition with the pseudo fuzzy 
rules.   
9.2  Scenario #1 
Overview of scenario:  
This simulation has a randomised performance period and problem during a two-year contract 
(730 days) for a fleet of 10 aircraft. The expert opinion validation is performed on the 
simulation scenario and more specifically the parameters relating to the contract period, fleet 
size, aircraft availability percentage and uncertainty aspect.  
Table 29 - Main Scenario Parameters 
Scenario Value 
Contract Length 2 Years 
Fleet Size 10 Aircraft 
Fleet Availability 75% 
Uncertainty Aspect 25% 
Performance Period Random 
Performance Weighting Random 
Performance Issue Random 
 
9.2.1 Scenario #1 Results 
The 1st figure for this section, Fig. 98, is an Available Aircraft measure for each calendar day 
of the contract period. The y-axis represents the number of aircraft in the fleet, with this 
example being a maximum fleet size of 10 aircraft, whilst the x-axis represents the contract 
period in calendar days, with this example being 730 days. There is a slight performance impact 
around calendar days 200 and 550 respectively, with a sharp improvement within the last 20-
30 days. This is the first indication of a poor performing period. 
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The next graph in Fig. 99 is a representation of percentages, specifically a cross reference of 
the Demand Satisfaction Rate (in percentage) on the y-axis, against the Aircraft Availability 
on the x-axis. The Aircraft Availability is calculated as a cumulative of all aircraft against the 
total potential score, in this case, 85.5% is calculated as the average Aircraft Availability. The 
Demand Satisfaction Rate is calculated as a percentage of potential total successful demands, 
and therefore in this case the rate indicates a value of 99.8% of Demands satisfied. 
 
The following graph in Fig. 100 is a calculation of Mission Reliability events generated during 
one period during the total contract period. A zoom inspection of this graph in Fig. 101 shows 
that there were 4 failures determined as Suspended from calendar days 348 to 351. The final 
graph, Fig. 102 is an overall indicator of the contract performance against each individual 
aircraft. Each individual plot line represents one aircraft in the fleet, with a green colour 
indicating a good performance and red indicating a low performance during a ‘problem period’. 
The y-axis represents the Aircraft Availability score, as determined by the scoring process and 
is measured each day as represented by the calendar days on the x-axis. The optimal score is 
represented by the top line, and the graph indicates two clear ‘problem periods’, where it is 
visible that the performance of the aircraft in the fleet deviate from the optimal score, however 
the green lines are indicating that the contract was operating at high performance during this 
period. 
 
The results from this tested scenario demonstrate that whilst it may be possible to have problem 
periods during the contract without making a significant impact to the supplier due to higher 
performance in other areas of the contract.  
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Figure 100 - Mission Reliability Vs. Calendar Day 
 
 
Figure 101 - Mission Reliability Vs. Calendar 
Day Zoom 
 
 
 
Figure 98 - Aircraft Availability Plot 
 
Figure 99 - Demand Satisfaction Vs. Aircraft 
Availability Percentage Plot 
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Figure 102 - Contract Performance - Availability Measure Vs. Calendar Day 
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9.3  Scenario #2 
Overview of scenario: 
This simulation specifies a random performance problem during a randomised period over a 
two-year contract (730 days) for a fleet of 10 aircraft. The expert opinion validation is 
performed on the simulation scenario and more specifically the parameters relating to the 
contract period, fleet size, aircraft availability percentage and uncertainty aspect.  
 
Table 30 - Main Scenario Parameters 
Scenario Value 
Contract Length 2 Years 
Fleet Size 10 Aircraft 
Fleet Availability 75% 
Uncertainty Aspect 25% 
Performance Period Random 
Performance Weighting Low 
Performance Issue Random 
 
9.3.1 Scenario #2 Results 
The 1st Figure for this section, Fig. 103, is an Available Aircraft measure for each calendar day 
of the contract period. The y-axis represents the number of aircraft in the fleet, with this 
example being a maximum fleet size of 10 aircraft, whilst the x-axis represents the contract 
period in calendar days, with this example being 730 days. There is a significant difference to 
the 1st scenario, where the performance impact around calendar days 200 to 600, before slightly 
improving towards the end of the contract period. This is the first indication of a poor 
performing period, where the number of available aircraft in the fleet drops from approximately 
9 down to approximately 7 before moving back up to 9. 
 
The next graph, Fig. 104 displays an indication of 81.6% for the average Aircraft Availability, 
and 92.6% for the Demand Satisfaction Rate, which is consistent with a poor performing 
contract in comparison to the first case study. 
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The Mission Reliability graph, Fig. 105 also displays two distinct periods of reliability 
problems, with the 1st period being from calendar days 205 to 211 (Fig. 106), and the 2nd period 
being from days 470 to 575 as shown in Fig. 107. The failures are all classified as Non-Critical, 
however have an impact on the overall Aircraft Availability scoring, which is also reflected in 
the deviation from optimal in Fig. 108. The final graph in Fig. 108 demonstrates that the 
majority of the fleet suffered from a ‘problem period’ and corresponding poor performance 
during that period, as indicated by the red lines. 
 
The results from this tested scenario demonstrate the impact of mission reliability on the overall 
availability measurement, and in this circumstance the contract is not fully penalized by 
classifying the failures as either Suspended or Non-Critical classification. If the situation arises 
where a large number of failures are classified as Critical, and Chargeable Critical, then based 
on this test it can be assumed to have a double impact to the overall performance of the contract, 
and therefore care must be taken when deciding the main input to the failure criticality 
determination process, which under this framework is the Mission Critical Item List (MCIL). 
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Figure 103 - Aircraft Availability Plot 
 
 
Figure 104 - Demand Satisfaction Vs. Aircraft 
Availability Percentage Plot 
 
Figure 105 - Mission Reliability Vs. Calendar Day 
 
 
Figure 106 - Mission Reliability Vs. Calendar 
Day Zoom 
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Figure 107 - Mission Reliability Vs. Calendar Day Zoom 2 
 
Figure 108 - Contract Performance - Availability Measure Vs. Calendar Day 
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9.4 Scenario #3 
Overview of scenario: 
The purpose of this simulation is to investigate the effects of having Contracted Maintenance 
as a performance problem during a randomised period over a two-year contract (730 days) for 
a fleet of 10 aircraft. The expert opinion validation is performed on the simulation scenario and 
more specifically the parameters relating to the contract period, fleet size, aircraft availability 
percentage and uncertainty aspect.  
Table 31 - Main Scenario Parameters 
Scenario Value 
Contract Length 2 Years 
Fleet Size 10 Aircraft 
Fleet Availability 75% 
Uncertainty Aspect 25% 
Performance Period Random 
Performance Weighting Low 
Performance Issue Contract Maintenance 
 
9.4.1 Scenario #3 Results 
The 1st Figure for this section, Fig. 109, is an Available Aircraft measure for each calendar day 
of the contract period. The y-axis represents the number of aircraft in the fleet, with this 
example being a maximum fleet size of 10 aircraft, whilst the x-axis represents the contract 
period in calendar days, with this example being 730 days. There is a significant difference to 
scenario 1 and 2, where the performance impact is starting around calendar day 100 and starting 
an improvement around calendar day 350 and peaking at around day 500. The number of 
aircraft in the fleet drops from approximately 9 down to approximately 7 before moving back 
up to 9, however unlike scenario 2 the performance problem is starting earlier in the contract 
and lasting for a longer period of time. 
 
The next graph, Fig. 110 displays an indication of 81.3% for the average Aircraft Availability, 
and 100% for the Demand Satisfaction Rate. At first look, it might be reasonable to question 
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how a perfect Demand Satisfaction Rate does not correspond with a very high Aircraft 
Availability rate, however we must look at the other graphs before jumping to an early 
conclusion. 
 
The Mission Reliability graph, Fig. 111 also displays one very large and one very small period 
of problems with reliability, with the 1st period being from calendar days 100 to 480, and the 
2nd period being from days 600 to 620. The failures are classified as various types, ranging 
from Suspended, Non Critical, Chargeable and Critical, with the Critical impacts being 
displayed on the graph zoom in Fig. 112. The Mission Reliability in this simulation clearly has 
an impact on the overall Aircraft Availability scoring, which is also reflected in the deviation 
from optimal in Fig. 113. Arguably, the reason it is not having such a significant impact on the 
contract, is reflected by the 100% Demand Satisfaction Rate, which indicates a fast turnaround 
time to resolve the reliability problem. The final graph in Fig. 113 demonstrates that the 
majority of the fleet suffered from the impact of the Mission Reliability and corresponding 
poor performance during that period, as indicated by the red lines. 
 
The results from this tested scenario demonstrate the impact of mission reliability on the overall 
availability measurement, and in this circumstance the contract is not fully penalized by 
allowing partial scores under the Non-Critical classification, and through acknowledging rapid 
turnaround times through a perfect 100% Demand Satisfaction Rate.  
 
Figure 109 - Aircraft Availability Plot 
 
Figure 110 - Demand Satisfaction Vs. Aircraft 
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Figure 111 - Mission Reliability Vs. Calendar Day 
 
Figure 112 - Mission Reliability Vs. Calendar Day 
Zoom 
  
 
 
Figure 113 - Contract Performance - Availability Measure Vs. Calendar Day 
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9.5 Simulation Case Study Summary 
Each simulation was designed to demonstrate the effect a ‘problem period’ has during a 
contract using the ASD PBC case study. The summarisation of results for each simulation 
scenario is presented in Table 32, showing the difference between the main scenario parameters 
(Tables 29 – 31) and simulation outputs.  
 
Table 32 - Comparison of Simulation Results 
  Scenario 1 Scenario 2 Scenario 3 
Key 
Result 
Area 
 
Aircraft Availability 
 
 
85.5% 
 
81.6% 
 
81.3% 
 
Demand Satisfaction 
 
 
99.8% 
 
92.6% 
 
100% 
Mission 
Reliability 
Critical 
   
23 Days 
Non 
Chargeable 
   
89 Days 
 
Non 
Critical 
   
193 Days 
 
Suspended 
 
3 Days 
 
 
113 Days 
 
 
95 Days 
 
Problem 
Definition 
 
Problem 
 
 
Random 
 
Random 
Contracted 
Maintenance 
 
Problem Period 
 
 
Random 
 
Random 
 
Random 
 
Performance Weight 
 
 
Random 
 
Low 
 
Low 
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The simulation results demonstrate the ability to simulate the impacts that various contract 
scenarios together with each KRA, and the evaluation of such performance. Performance 
improvements and degradations are displayed clearly in each of the simulation outputs. These 
outputs can help the decision maker to further understand the impact they may have on 
particular contract scenarios.  
 
The case studies demonstrated decision-support in two differing viewpoints; with one being 
from the point of investigating the impact of a specific problem scenario, and the other being 
from the point of identifying and diagnosing a specific problem scenario based on the 
symptoms within a contract, or contracting framework. The following observations were made 
following the three case studies performed: 
 
It may be possible to have problem periods during the contract without making a significant 
impact to the supplier due to higher performance in other areas of the contract, and as such is 
determined by the scoring processes as defined in the contract or contracting framework. For 
example, we demonstrated in two case studies the effect that mission reliability has on the 
overall availability measurement. In one circumstance the contract was not fully penalized 
through allowing partial scores under the Non-Critical classification combined with a high 
logistics performance during the same problem period. In this example the logistics 
performance recorded a perfect 100% Demand Satisfaction Rate. 
 
Another example we experienced a further degradation in performance, however not as bad as 
it could potentially be due to the classification of failures. In this example the classification of 
failures were either Suspended or Non-Critical and therefore the contract was not fully 
penalised during this period. If the situation arose where a large number of failures during this 
period were classified as Critical and/or Chargeable Critical then it could be assumed to have 
a double impact to the overall performance of the contract. Therefore attention must be given 
when deciding the main input to the failure criticality determination process, which under this 
framework is the Mission Critical Item List (MCIL). 
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Whilst the simulation demonstrates the ability for decision-support in the application of a PBC 
Framework, it could benefit from improvements and is further discussed in Section 10.4. A 
more advanced operational fleet availability model can be integrated with this DSS for further 
evaluation. Additionally, existing operational fleet availability models may also be utilised to 
provide a comparative analysis. The improved operational fleet availability model should take 
into account the detail and variance of aspects relating to all elements affecting aircraft 
performance, such as; 
➢ Mission Requirements – varying flying hours, multiple base locations and the impact 
the mission has on reliability. 
➢ Maintenance Organisation – resources, maintenance turnaround time and scheduling. 
➢ Logistics Organisation – transportation turnaround times, stock sizing, different 
logistic demands such as repair requests, non-repairable consumption et cetera. 
 
This improved model could then be applied to the DSS developed in this research for the 
purpose of contract performance and penalty analysis, a methodology and experimentation 
could be established for model evaluation. This newly developed model will also be useful in 
the development of a costing model particularly the correlation between performance and cost. 
 
Furthermore, this integrated model could incorporate the automation of objective functions for 
contract optimization. It is anticipated that this further research would have a large impact on 
the ability to design and implement other contracts or frameworks within the industry, as it 
could provide a potential supplier with a large competitive advantage.    
  
 216 
 
 
Chapter 10 
 
 RESULTS AND DISCUSSION 
 
10.1 Review of Research Questions 
The research performed in this thesis set to answer two questions which were proposed in two 
interrelated phases of the platform life-cycle, the tender/acquisition phase and the platform 
support life-cycle phase: 
 
Research Question 1 – How to predict the effects of the performance guarantees that are 
set out for a PBC, together with existing or predicted aircraft system performance?  
This question is investigated in relation to the tender/acquisition phase of a PBC. This phase 
of a PBC introduces risk to the supplier through uncertainty in terms of system performance 
and the relation of that system performance to the guarantees outlined in the PBC. The ability 
of the supplier to predict the system performance for this phase is a crucial step in quantifying 
the level of risk exposure the PBC has in relation to contractual performance guarantees. 
 
Research Question 2 - How to provide visibility of any number of PBCs’ contract 
performance across multiple aircraft platforms? 
This question is investigated in relation to the support life-cycle phase of a PBC. This phase of 
a PBC introduces additional risk to the supplier though the on-going management of such a 
contract. The ability to measure, monitor and calculate contractual outcomes, KPIs and KSHIs 
grows more complicated for suppliers whom provide more than the one platform to defence 
departments. 
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There are several problems in making the transition from product-driven to performance-based 
contract, and these problems can be experienced by both the purchaser and the supplier; the 
first is ensuring that the supplier has effective foresight of system requirements and 
performance together with the impact of the specific guarantees defined within the contract. 
This aspect forms the basis for the first research question. The second problem arises where 
multiple products, such as aircraft platforms, need to be managed under one or more 
performance-based contracts. This also forms the basis for the second research question.  
 
The effect of these changes is that the product supplier is now increasingly motivated to 
consider the serviceability of the product from design, manufacturing and operations, through 
to the end-of-life. The significance of this change means that contractual capability and/or 
serviceability guarantees can become very costly if they are not met. (1)  
 
The acquisition and through-life operation of military aircraft can be one of the most expensive 
acquisitions for many nations, and to answer the research questions outlined above this thesis 
(a) examines the existing tools available for PBC, (b) considers the potential for improved 
modelling, and (c) develops a model – a Decision Support Platform – which will allow for 
more effective management of PBCs. 
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10.2 Review of Research Contributions 
To answer the two research questions proposed in this thesis, a novel model of a Decision-
support platform and methodology of analysis was developed for use with PBCs. Designed 
with a multi-disciplinary approach, the model incorporates a Data Warehouse, two DES 
Systems and a Fuzzy Logic model comprising of 3 FIS models, the architecture of which is 
represented in Fig. 114 below. 
 
 
Figure 114 - DSS Architecture 
  
 
The model developed uses an existing PBC framework as a case study for the Fuzzy Logic 
model. The application of a contracting framework within the three FIS models and integration 
with a simulation model is a novel way to qualify the relationship between predicted aeronautic 
platform performance and contract performance.  
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Research Question 1 – How to predict the effects of the performance guarantees that are 
set out for a PBC, together with existing or predicted aircraft system performance? 
This research formalises a PBC as a set of fuzzy subsets and uses the formal model through 
simulation as a means for decision-support, or more precisely two different DES models are 
proposed within the methodology both of which focus on answering the first research question 
and are original contributions of this research. The purpose of the first simulation is to evaluate 
the risk of the contractual framework scoring process by testing natural tendency this process.  
The purpose of the second simulation is to understand general or specific contractual 
performance intricacies in accordance with the performance of a fleet of aircraft. In addition 
the V&V process is developed and incorporated into Chapter 8 and demonstrated through 
Chapter 9 Decision-Support and Simulation Case Study Results. 
 
A risk evaluation methodology is proposed in Chapter 8 which allows the decision maker to 
determine the probability of the contractual scoring process outcomes and understand the 
natural tendency of the contractual process. The decision maker may conclude that the design 
of the contract is favourable if there is a low probability of poor contract performance. 
Alternatively the decision maker may conclude that the design of the contract is unfavourable 
if there is a high probability of poor contract performance. Through this risk evaluation process 
the decision maker may conclude possible mitigation strategies such as; a renegotiation of the 
contract scoring methodology, or to further assess the aircraft performance (or fleet) against 
the contract in question. The second DES model deals with such a mitigation strategy. 
 
The second DES model proposed in Chapter 8 enables the decision maker to focus on dedicated 
areas of contractual performance, and to specify the type of performance and the period of time 
that performance is applicable. It is to demonstrate the variation in the performance of a 
contract relative to the scoring process of a performance contract, using the ASD PBC 
Framework as a case study. 
 
A benefit of this simulation is that one would be able to ascertain and establish contractual 
performance limitations, which could be useful during the contract development and 
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negotiation process. The identified limitations will also influence the contract management 
process during the support life-cycle phase of the contract, allowing the contract manager to 
set additional KPIs to alert the health of the contract performance. The ability to have foresight 
on a poor performing period will provide the decision maker with the capability to decide on 
whether or not to dedicate time and resources, and hence additional financial investments, to 
the perceived problem. If the contract is ‘naturally favourable’ and a simulation of a problem 
period is not indicating a significant impact to the overall performance of the contract and 
therefore no or little risk is calculated impacting the profit margin for the period, the decision 
maker may decide that it is not worth the expense of allocating additional resources to the 
problem period. Alternatively, the decision maker may see that there is a significant risk to the 
profit of the contract and decide to place all available resources on the problem. 
 
The Fuzzy Logic model used for the two DES models was developed using three Sugeno type 
FIS models which are in correlation to the three key result areas identified by the ASD PBC 
Framework; Available Aircraft, Demand Satisfaction Rate and Mission Reliability. The three 
FIS models presented in this research were developed and validated using MATLAB Fuzzy 
Logic Toolbox. The ASD PBC Framework scoring process was used to build the fuzzy rule 
base, with the KRAs identified as the outputs and the KSHIs being identified as the inputs for 
the FIS. The ability to intricately visualise the relationship between the KRAs, KSHIs and the 
scoring process is also presented in this thesis. This approach taken for the development of FIS 
with a PBC Framework is a novel application for the assessment of military aerospace 
performance contracts. 
 
The second DES model is used to simulate the PBC framework over the life-cycle of the 
contract for a given fleet of aircraft. This DES system is designed, developed and integrated 
with the three FIS models. The uncertainty associated with predicted system unavailability in 
relation to the PBC Framework case study is the focus of the simulation model. The simulation 
aids the user in uncertainty identification and decision-support, by allowing the user to ‘weight’ 
performance and non-performance on key system health indicators for an aircraft or a fleet of 
aircraft during defined periods throughout the life of the contract. Randomness of system 
performance is introduced and presented, in addition to the utilisation of a Gaussian 
Distribution for performance weights. This methodology leaves room for substituting the GD 
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function with real applicable contract data to formulate a best fit for the input range and 
therefore allow for the prediction of known aircraft platforms.  
 
Additionally, Chapter 9 demonstrated decision-support in two directions; with one being from 
the point of investigating the impact of a specific problem scenario, and the other being from 
the point of identifying and diagnosing a specific problem scenario based on the symptoms 
within a framework. V&V the integrated Fuzzy Inference System simulation platform is also 
presented through three case studies presented in Chapter 9.  
 
Research Question 2 - How to provide visibility of any number of PBCs’ contract 
performance across multiple aircraft platforms? 
The second research question is answered through the Data Warehouse System (DWS) 
proposed in this thesis. A DWS architecture is presented, PBC Framework data relationships 
were identified through the use of data flow mapping, a data warehouse including three data 
marts were also specified using established design methodologies such as OLAP. The DWS 
captures the data relating to the three main outcomes as defined by the ASD PBC framework 
case study. 
 
The anticipated benefits of this design being; minimized resources required to analyse and 
report on metrics supplied from the various sources of data and for the management of the 
overall contract performance. A more simplified decision process is anticipated along with the 
identification of any key problem areas within the sustainment and support side of the 
Aerospace and Aeronautic industries.  
 
This system also provides a single source of information, which then enables a consistent and 
streamlined approach for contract simulation in addition to providing an effective means for 
management of data uncertainty. For example it will be possible to use historical data for both 
the tender/acquisition phase in addition to correlated simulations during the support life-cycle 
phase. The added value of this contribution is that it will be possible to understand more clearly 
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the real contractual behaviour and through this step it will be possible to demonstrate and 
quantify which areas are influencing the prediction of contract performance, management of 
contract performance and which are entangled with the two contract phases. 
 
The DWS provides an interface to an Analytics System, which is used for the reporting of, 
calculation of, and other analytical methods such as ‘drill down’ of KPIs/KSHIs, Availability 
Status, Performance Evaluation etc. or as recommended by the PBC framework. An interface 
to the Simulation Model is also provided, allowing for the transfer and recording of data from 
both systems. 
 
10.3 Key Research Contributions 
The novelty of this research work provides the following key contributions: 
• A formalisation of an aeronautic PBC framework as set of fuzzy subsets. 
• Evaluation methodology and formalisation for comparison of an aeronautic system 
operating versus the same system operating under a PBC. 
• A methodology for decision-support incorporating performance contract requirements 
and the platform requirements for the through-life support phase of a contract. 
• A methodology for risk analysis of performance contract requirements together with 
platform performance prediction. 
• A Fuzzy Logic model of a PBC framework using three FIS models for KRA calculation. 
• A DES Fuzzy Logic hybrid system for the simulation and prediction of contract 
performance over the support life-cycle of the contract for a fleet of aircraft. 
• A DES Fuzzy Logic hybrid system for the risk assessment of a performance contract. 
• The ability to modify and simulate perceived good performance or bad performance 
periods, and to identify and quantify limitations both in the platform and the design of 
the performance contract. 
• A DWS for the verification and management of PBC during through-life support. 
• A methodology for verification and management of PBC during through-life support. 
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10.4 Future Research 
Three themes are identified for focus of future research, 1) Simulation, 2) Optimisation and 3) 
Design of PBC. 
 
10.4.1 Simulation 
Two improvements can be made to the existing DSS through the addition of a detailed 
operational fleet availability model and a costing model. The additional model inputs and 
behaviour would need to be specified and detailed and take into consideration the various inter-
disciplinary aspects contributing to operational fleet availability and a relationship with cost 
will need to be established. Some inter-disciplinary elements to be considered as an example; 
maintenance planning, scheduling, tasks, system reliability, inventory sizing, logistics transport 
turnaround times et cetera.  
 
Additional research would be required to identify appropriate models, and if there are any 
significant gaps with relevant literature surveys. Existing models, and the design of a new 
model could be integrated to this DSS and a methodology and experimentation could be 
established for model evaluation. This newly developed model will also be useful in the 
development of a costing model particularly the correlation between performance and cost. 
 
The estimation and realisation of costs for aeronautic through life-support contracts, an element 
that was outside of the scope of this research, remains a significant research focus area. The 
addition of a dynamic costing model developed with an operational fleet availability model,  
together integrated within this DSS will bring the ability to determine the life-cycle cost in 
correlation with operational fleet performance and contractual requirements. It will provide 
users with the ability to trade-off between cost, platform performance and contractual 
requirements such as financial penalties and contractual performance.  
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The integration of these two models will provide a platform and input for optimisation through 
the platform life-cycle an additional and significant area of future research. 
 
10.4.2 Optimisation 
The addition of the operational fleet availability model and costing model will allow for the 
use of optimisation for decision-support throughout the platform life-cycle. Such optimisation 
problems are inherently multi-objective and there will be a trade-off between interrelated areas 
such as; operational fleet performance, life-cycle cost and contractual requirements (for 
example, KRA scoring processes and any defined financial penalties). The nature of correlation 
will need to be established amongst the interrelated areas, and experimentation could be 
performed to identify, quantify and assess the impacts to various decision criteria.  
 
It is anticipated that such correlations will be of a non-linear type and the decision criteria non-
exact, therefore global search techniques such as meta-heuristics and hybridisation of meta-
heuristics could be evaluated for use. The evaluation is foreseen to be with regards to meta-
heuristic computational performance and the quality of output for decision-making. 
 
An alternative approach may be made through data. Further research can be conducted on large 
datasets involving platform and contractual performance data; it will be possible to perform 
classification (such as K-means) and learning techniques (such as neural-networks) to develop 
new models. Through the data collection process and data warehouse management system it 
will be possible to identify a statistical distribution per categorisation of performance. For 
example the data belonging to Aircraft Availability decision-support can be used for statistical 
predictive analysis for future contract bids, providing similar conditions are being examined.  
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Performance and quality of results could be compared through experimentation of different 
techniques and methodologies. Additionally a data return of experience is also recommended 
an ongoing simulation process by which platform and program data is used for simulation to 
quantify, analyse and understand which areas are influencing the prediction of contract 
performance, management of contract performance and which are entangled with the two 
contract phases of the contract life-cycle. 
 
The addition of improved models and optimisation opens up many more possibilities and 
research avenues, such as the ability to develop a contextually aware decision-support system. 
A contextually aware system learns based on user behaviour, user decision-making, 
optimisation performance, optimisation results and data usage. Other possibilities may include 
various designs for PBCs, alternative PBC frameworks or frameworks designed for civil 
aviation requirements. 
 
10.4.3 Design of PBC 
The addition of the operational fleet availability model and costing model will also allow for 
further research into PBC design and assessment, both in terms of currently established 
contracting frameworks (such as the one used in this thesis), the development of new 
frameworks or individual contracts. 
 
Frameworks specific to the mission requirements could be designed and evaluated across both 
the military and civilian sectors of the aeronautic industry. Notably on the civilian side, analysis 
could result in framework recommendations for mission categories such as such as the Oil & 
Gas segment, Paramilitary/Search & Rescue, alternatively others such as Pilot Training and 
VIP Transportation. A design of experiment would need to be developed, however using the 
methodologies developed in this thesis it will be possible to capture the different frameworks 
within individual Fuzzy Models and analysed through the use of simulation utilising the added 
operational fleet availability models and dynamic costing models. Furthermore, analysis can 
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be performed with regards to the KRAs and KPIs of such frameworks to establish ideal targets 
of measurement. Techniques such as optimisation and game theory may also be employed to 
identify what could be considered the best framework design that balances the needs of the 
customer with the profitability of the supplier, ensuring the best possible outcome for both 
parties in the contract. 
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Appendix 1 
 
 SIMULATION CODE 
12.1 Introduction 
The code to use to generate the scripts for the simulation. 
 
 
    %************************************************************************************************** 
    %                                       PBC Simulation Script 
    % 
    %************************************************************************************************** 
    %    Developed 2012 - Andre Pozzetti RMIT, Melbourne, Australia 
    %    Updated - Apr 2015 -  
    % 
    %************************************************************************************************** 
    %*                                     Variable Definitions                                                    * 
    %************************************************************************************************** 
    %*                                                              
    clear all                                                        
    close all                                                       
    clc                                                              
    format bank                                                      
    %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -%---------------------------------* 
    global Overall_AFHRS;                                            
    global Aircraft_available;                                      
    global DSR;                                                      
    global MissionReliability;                                     
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    global sim_duration;                                            
    global No_of_Aircraft;                                           
    global Calendar_day;                                           
                                                                     
    global Servicing_Type;                                     
                                                                     
    global Aircraft_ID;                     
                                                                     
    global Lower_Interval                                            
    global Upper_Interval                                           
     
    
     
    global AAFIS; 
    global DSRFIS; 
    global MRFIS; 
     
    global DecisionType; 
    global ProblemDuration; 
    global EvaluationParamAA; 
    global EvaluationParamDSR; 
    global EvaluationParamMR; 
    global EvaluationA; 
    global EvaluationB; 
    global OptimalAAScore; 
    global OptimalDSRScore; 
    global OptimalMRScore; 
    global Performance_Weight; 
    global FailureType; 
     
    global Perf_Lower_Interval; 
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    global Perf_Upper_Interval; 
     
    global RandomCalandarPoint; 
     
    global Availability_Metric; 
    global Availability_Metric_Lower; 
    global Availability_Metric_Upper; 
     
    global Array_Calendar_days; 
    global Num_Aircraft_Available; 
    global Num_DSR; 
    global Num_MR; 
     
    global RandomiseDecision; 
    global RandomiseProblemDuration; 
    global RandomDecisionVar; 
    global RandomisePerformance; 
    global RandomPerformanceWeight; 
    global RandomiseAvailabilityMetric; 
     
    global Line_Colour; 
     
     
    
    %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -%---------------------------------* 
    sim_duration       = 730;                                    % Calendar Days                 * 
    No_of_Aircraft     = 10;                                      % Nr of Helicopters              * 
    %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -%---------------------------------* 
    Lower_Interval     = 0.01;                                       
    Upper_Interval     = 1;                                         
    %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -%---------------------------------* 
    Overall_AFHRS      = zeros(No_of_Aircraft, sim_duration);        
 244 
 
    Aircraft_available = zeros(No_of_Aircraft, sim_duration);        
    Servicing_Type     = zeros(No_of_Aircraft, sim_duration);       
    Num_Aircraft_Available = zeros(No_of_Aircraft, sim_duration); 
    DSR                = zeros(No_of_Aircraft, sim_duration); 
    MissionReliability = zeros(No_of_Aircraft, sim_duration); 
                                                                    % 
    Array_Calendar_days= zeros(1, sim_duration); 
                                                                     
    EvaluationParamAA  = zeros(1,5); 
    EvaluationParamDSR = zeros(1,4); 
    EvaluationParamMR  = zeros(1,3); 
    EvaluationA        = 0; 
    EvaluationB        = 0; 
     
    RandomiseDecision  = 'Yes';                                     % Yes/No to random problem/decision type for 
evaluation 
    RandomiseProblemDuration = 'Yes';                        % Yes/No to randomise problem duration. 
    RandomDecisionVar  = 1;                                         % 1 to randomise decision type, 0 for not 
randomised 
    RandomisePerformance = 'Yes';  
    RandomiseAvailabilityMetric = 'Yes'; 
                                                                  
                                                                                                                                                                                          
                                                               
     
    DecisionType       = 'ContractMaint';                       % Target decision type for a period of time 
                                                                                   % EngineeringMaint 
                                                                                   % OverdueSpare 
                                                                                   % Training 
                                                                                   % ContractMaint 
                                                                                   % etc 
 
    ProblemDuration       = 90;                                     % Duration of decision type 
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    Performance_Weight    = 'Low';                             % Case either Low or High for performance weight 
on random vars 
     
    OptimalAAScore       = 0; 
    OptimalDSRScore      = 0; 
    OptimalMRScore       = 0; 
    RandomCalandarPoint  = 0; 
     
    Calendar_day         = 1; 
     
    Line_Colour          = 'b'; 
                                                                        
    AAFIS = readfis('FuzzySystem_AvailableAircraft_Sugeno_by_DecisionType.fis'); 
    DSRFIS = readfis('FuzzySystem_DSR_Sugeno_V1.fis'); 
    MRFIS = readfis('FuzzySystem_MissionReliability_Sugeno_V1.fis'); 
    
     
    Availability_Metric_Lower = 0.50; 
    Availability_Metric_Upper = 0.90; 
    Availability_Metric = 0.65;                        
    % This metric is used for average availability classified as standby - for example the aircraft is defined 
available 60% of the time, 
    % therefore anything outside of the 60% will fall into the simulation 
    % of potential random problems. 
    
                                                                    
     
    Available_Aircraft_KRA  = 0;                                     
                                                                     
    Aircraft_available_days = 0;                                   
     
    DSR_KRA = 0; 
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    MR_KRA = 0; 
     
   
    %************************************************************************************************** 
     
     
     
     
     
    for Aircraft_ID = 1:No_of_Aircraft  
        Calendar_day = 1; 
        Available_Aircraft_KRA = 0; 
        OptimalAAScore = 0; 
        OptimalDSRScore = 0; 
     
    % case switch random problem period and random problem/decision type 
    % else simulate single problem. 
     
    if strcmp (RandomiseDecision,'Yes') == 1 
        RandomDecisionVar = round(rand(1,1)*4); 
    end %end if 
     
    % randomise availability metric within defined lower and upper bounds 
    if strcmp (RandomiseAvailabilityMetric, 'Yes') == 1 
        Availability_Metric = Availability_Metric_Lower + (Availability_Metric_Upper - 
Availability_Metric_Lower) * rand(1,1); 
    end %end if 
     
    % randomise performance weight for problem periods either high or low 
    if strcmp (RandomisePerformance, 'Yes') == 1 
        RandomPerformanceWeight = round(rand(1,1)*2); 
        switch RandomPerformanceWeight 
            case 1 
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                Performance_Weight = 'High'; 
                Line_Colour = 'g'; 
            case 2 
                Performance_Weight = 'Low'; 
                Line_Colour = 'r'; 
        end %end case 
    end %end if 
     
     
         
     
    if strcmp (RandomiseProblemDuration,'Yes') == 1 
        % currently limit random max variable to 1/4 of the Sim Duration 
        % Period - otherwise we risk unrealistic problem durations 
         
        ProblemDuration = round(rand(1,1)*(sim_duration*0.25)); 
    end %end if     
     
    switch RandomDecisionVar 
        case 1 
            DecisionType = 'EngineeringMaint'; 
        case 2 
            DecisionType = 'OverdueSpare'; 
        case 3 
            DecisionType = 'Training'; 
        case 4 
            DecisionType = 'ContractMaint'; 
    end 
         
     
    % generate random calandar point for when the problem event occurs 
    RandomCalandarPoint = round(rand(1,1)*sim_duration);  
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    while RandomCalandarPoint + ProblemDuration > sim_duration 
        RandomCalandarPoint = round(rand(1,1)*sim_duration);        
    end 
 
    while Calendar_day <= sim_duration;  
 
       
        % to simulate a particular scenario, put a higher weight on that 
        % particular line over a period of time. E.g. 75% chance of going over 
        % schedule per month for a scenario of poor maintenance activity 
        % record result of evalfis     
        % plot results 
 
        % Basic simulation of rate of effort, random events cause mission 
        % unreliability to be measured. An mission failure generates a period 
        % of corrective maintenance 
 
        
        if Calendar_day == RandomCalandarPoint 
           % for loop of problem duration  
           for i = 0:ProblemDuration 
            switch DecisionType 
                case 'EngineeringMaint' 
                    % engineering issues here for period x 
                    % evaluationA given weighted random number within the range of  
                    % engineering decisions 
                    % Call Demand Satisfaction Rate FIS to simulate demands 
                    %   only if the PBC Score of Engineering results in a 0 
                    % Call MissionReliability FIS to simulate reliability 
                    % on mission critical components 
                    %   only if the PBC Score of Engineering includes 
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                    %   'unscheduled' decision 
                    % 
 
                    switch Performance_Weight 
                        case 'Low' 
                            Perf_Lower_Interval = 0.05; 
                            Perf_Upper_Interval = 0.5; 
                            Line_Colour = 'r'; 
                        case 'High' 
                            Perf_Lower_Interval = 0.05; 
                            Perf_Upper_Interval = 0.99; 
                            Line_Colour = 'g'; 
                    end 
 
                    EvaluationA = (0.15 + (0.45 - 0.15) * rand(1)); 
                    EvaluationB = (Perf_Lower_Interval + (Perf_Upper_Interval - Perf_Lower_Interval) * 
rand(1,4)); 
 
                    %concatenate matrices 
 
                    EvaluationParamAA = [EvaluationA  EvaluationB]; 
 
                    [output, IRR, ORR, ARR]= evalfis(EvaluationParamAA,AAFIS); 
 
                    % Add score to total 
                    Available_Aircraft_KRA = Available_Aircraft_KRA + output; 
 
                    % Add score to array 
                    Aircraft_available(Aircraft_ID,Calendar_day)= output; 
 
                    % if the Score calculated is 0, then it indicates 
                    % possible unsatisfied demands. 
                    % call DSR routine to simulate DSR KPI 
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                    if output <= 0.025 
                        % call DSR Routine 
                        % Randomise DSR FIS Input 
                        % Calculate DSR 
                        %  
                        % else take the assumption DSR is optimal 
                         
                        EvaluationParamDSR = (Lower_Interval + (Upper_Interval - Lower_Interval) * 
rand(1,4)); 
                         
                        [output, IRR, ORR, ARR]= evalfis(EvaluationParamDSR, DSRFIS); 
                         
                        % Add score to DSR Total 
                        % Add optimal DSR score 
                        DSR_KRA = DSR_KRA + output; 
                        DSR(Aircraft_ID,Calendar_day)= output; 
                        OptimalDSRScore = OptimalDSRScore + 1; 
                    else 
                        % else consider DSR for that day to be satisfactory 
                        % Add score to DSR Total 
                        % Add optimal DSR score 
                        DSR_KRA = DSR_KRA + 1; 
                        DSR(Aircraft_ID,Calendar_day)= 1; 
                        OptimalDSRScore = OptimalDSRScore + 1; 
 
                    end 
                     
 
                    % Add optimal score to optimal total 
                    OptimalAAScore = OptimalAAScore + 1; 
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subplot(2,1,1);line(Calendar_day,Available_Aircraft_KRA,'Color',Line_Colour,'LineWidth',1.5) 
                    hold all; 
                    subplot(2,1,1);line(Calendar_day,OptimalAAScore, 'Color', 'b', 'LineWidth',1.5) 
                    Calendar_day = Calendar_day + 1; 
 
                case 'OverdueSpare' 
                    % other issues here for period x 
                    % Call Demand Satisfaction Rate Script to simulate demands 
                    %   only if the PBC Score of 'OverdueSpare' results in a 0 
                    %   demands should be within a range only, 
                    %   e.g. on Day 1 x Demands were made, 3 were Unsatisfied 
                    %        2 were Satisfied 
                    % Use TAT as a variable - contract has TAT guarantee of 
                    % 14 days -  
 
                    switch Performance_Weight 
                        case 'Low' 
                            Perf_Lower_Interval = 0.05; 
                            Perf_Upper_Interval = 0.5; 
                             Line_Colour = 'r'; 
                        case 'High' 
                            Perf_Lower_Interval = 0.05; 
                            Perf_Upper_Interval = 0.99; 
                             Line_Colour = 'g'; 
                    end 
 
                    % 1st part of fuzzy decision - type of decison 
                    EvaluationA = (0.01 + (0.15 - 0.01) * rand(1)); 
 
                    % 2nd part of fuzzy decision - weighting performance 
                    EvaluationB = (Perf_Lower_Interval + (Perf_Upper_Interval - Perf_Lower_Interval) * 
rand(1,4)); 
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                    %concatenate matrices 
 
                    EvaluationParamAA = [EvaluationA  EvaluationB]; 
 
                    [output, IRR, ORR, ARR]= evalfis(EvaluationParamAA,AAFIS); 
 
                    % Add score to total 
                    Available_Aircraft_KRA = Available_Aircraft_KRA + output; 
 
                    % Add score to array 
                    Aircraft_available(Aircraft_ID,Calendar_day)= output; 
 
 
                    % if the Score calculated is 0, then it indicates 
                    % unsatisfied demands. 
                    % call DSR routine to simulate DSR KPI 
                    % Utilise an average consumption / calendar day - The 
                    % simulation should generate some deliveries being 
                    % late, for example, 4 out of 10 deliveries were late 
                    % during period x. 
 
                    if output <= 0.5 
                        % call DSR Routine 
                        % weight NotOnTime, randomise rest of FIS 
                        % Calculate DSR 
                        % ... 
                        % else take the assumption DSR is optimal 
                         
                        EvaluationParamDSR = (Lower_Interval + (Upper_Interval - Lower_Interval) * 
rand(1,4)); 
                         
                        [output, IRR, ORR, ARR]= evalfis(EvaluationParamDSR, DSRFIS); 
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                        % Add score to DSR Total 
                        % Add optimal DSR score 
                        DSR_KRA = DSR_KRA + output; 
                        DSR(Aircraft_ID,Calendar_day)= output; 
                        OptimalDSRScore = OptimalDSRScore + 1; 
                    else 
                        % else consider DSR for that day to be satisfactory 
                        % Add score to DSR Total 
                        % Add optimal DSR score 
                        DSR_KRA = DSR_KRA + 1; 
                        DSR(Aircraft_ID,Calendar_day)= 1; 
                        OptimalDSRScore = OptimalDSRScore + 1; 
                    end %end if 
 
                    %Add optimal score to optimal total 
                    OptimalAAScore = OptimalAAScore + 1; 
 
 
                    subplot(2,1,1);line(Calendar_day, 
Available_Aircraft_KRA,'Color',Line_Colour,'LineWidth',1.5) 
                    hold all; 
                    subplot(2,1,1);line(Calendar_day,OptimalAAScore, 'Color', 'b', 'LineWidth',1.5) 
                    Calendar_day = Calendar_day + 1; 
 
                 case 'Training' 
                    % engineering issues here for period x 
                    % evaluationA given weighted random number within the range of  
                    % engineering decisions 
                    switch Performance_Weight 
                        case 'Low' 
                            Perf_Lower_Interval = 0.05; 
                            Perf_Upper_Interval = 0.5; 
 254 
 
                             Line_Colour = 'r'; 
                        case 'High' 
                            Perf_Lower_Interval = 0.05; 
                            Perf_Upper_Interval = 0.99; 
                             Line_Colour = 'g'; 
                    end 
 
                    % 1st part of fuzzy decision - type of decison 
                    EvaluationA = (0.80 + (1 - 0.80) * rand(1)); 
 
                    % 2nd part of fuzzy decision - weighting performance 
                    EvaluationB = (Perf_Lower_Interval + (Perf_Upper_Interval - Perf_Lower_Interval) * 
rand(1,4)); 
 
                    %concatenate matrices 
 
                    EvaluationParamAA = [EvaluationA  EvaluationB]; 
 
                    [output, IRR, ORR, ARR]= evalfis(EvaluationParamAA,AAFIS); 
 
                    Available_Aircraft_KRA = Available_Aircraft_KRA + output; 
                    OptimalAAScore = OptimalAAScore + 1; 
 
                    % Add score to array 
                    Aircraft_available(Aircraft_ID,Calendar_day)= output; 
                     
                    % else consider DSR for that day to be satisfactory 
                    % Add score to DSR Total 
                    % Add optimal DSR score 
                    DSR_KRA = DSR_KRA + 1; 
                    DSR(Aircraft_ID,Calendar_day)= 1; 
                    OptimalDSRScore = OptimalDSRScore + 1; 
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subplot(2,1,1);line(Calendar_day,Available_Aircraft_KRA,'Color',Line_Colour,'LineWidth',1.5) 
                    hold all; 
                    subplot(2,1,1);line(Calendar_day,OptimalAAScore, 'Color', 'b', 'LineWidth',1.5) 
                    Calendar_day = Calendar_day + 1; 
 
                 case 'ContractMaint' 
                    % engineering issues here for period x 
                    % evaluationA given weighted random number within the range of  
                    % engineering decisions 
                    % Call Demand Satisfaction Rate Script to simulate demands 
                    % Call Mission Reliability to simulate reliability 
                    % score 
 
                    switch Performance_Weight 
                        case 'Low' 
                            Perf_Lower_Interval = 0.05; 
                            Perf_Upper_Interval = 0.75; 
                             Line_Colour = 'r'; 
                        case 'High' 
                            Perf_Lower_Interval = 0.5; 
                            Perf_Upper_Interval = 0.99; 
                             Line_Colour = 'g'; 
                    end 
 
                    EvaluationA = (0.65 + (0.8 - 0.65) * rand(1)); 
                    EvaluationB = (Perf_Lower_Interval + (Perf_Upper_Interval - Perf_Lower_Interval) * 
rand(1,4)); 
 
                    %concatenate matrices 
 
                    EvaluationParamAA = [EvaluationA  EvaluationB]; 
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                    [output, IRR, ORR, ARR]= evalfis(EvaluationParamAA,AAFIS); 
 
                    Available_Aircraft_KRA = Available_Aircraft_KRA + output; 
                    OptimalAAScore = OptimalAAScore + 1; 
 
                    % Add score to array 
                    Aircraft_available(Aircraft_ID,Calendar_day)= output; 
                     
                    % If Contracted Maintenance is unscheduled then we have 
                    % a potential failed mission - call MR FIS to generate 
                    % score 
                    EvaluationParamMR = (Perf_Lower_Interval + (Perf_Upper_Interval - 
Perf_Lower_Interval) * rand(1,3)); 
                     
                    [output, IRR, ORR, ARR]= evalfis(EvaluationParamMR, MRFIS); 
                     
                  %  switch output 
                  %      case 0 
                  %          FailureType = 'Suspended Critical'; 
                  %      case 0.25 
                  %          FailureType = 'NonCritical';         
                  %      case 0.5 
                  %          FailureType = 'Non Chargable Critical'; 
                  %      case 1 
                  %          FailureType = 'ChargableCritical'; 
                  %       
                  %  end %end case 
                    
                     
                    MissionReliability(Aircraft_ID, Calendar_day)= output; 
                     
                     
                    % else consider DSR for that day to be satisfactory 
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                    % Add score to DSR Total 
                    % Add optimal DSR score 
                    DSR_KRA = DSR_KRA + 1; 
                    DSR(Aircraft_ID,Calendar_day)= 1; 
                    OptimalDSRScore = OptimalDSRScore + 1; 
 
                    
subplot(2,1,1);line(Calendar_day,Available_Aircraft_KRA,'Color',Line_Colour,'LineWidth',1.5) 
                    hold all; 
                    subplot(2,1,1);line(Calendar_day,OptimalAAScore, 'Color', 'b', 'LineWidth',1.5) 
                    Calendar_day = Calendar_day + 1;     
 
                otherwise 
 
                    % do nothing          
 
            end %case 
           end %for loop 
        end %if 
 
        if (rand(1) >= Availability_Metric)  % Availability average metric 
 
                EvaluationParamAA = (Lower_Interval + (Upper_Interval - Lower_Interval) * rand(1,5)); 
 
                [output, IRR, ORR, ARR]= evalfis(EvaluationParamAA,AAFIS); 
 
                Available_Aircraft_KRA = Available_Aircraft_KRA + output; 
                OptimalAAScore = OptimalAAScore + 1; 
 
                % Add score to array 
                Aircraft_available(Aircraft_ID,Calendar_day)= output; 
                 
                % else consider DSR for that day to be satisfactory 
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                % Add score to DSR Total 
                % Add optimal DSR score 
                DSR_KRA = DSR_KRA + 1; 
                DSR(Aircraft_ID,Calendar_day)= 1; 
                OptimalDSRScore = OptimalDSRScore + 1; 
                         
                ylabel('Aircraft Availability','FontName', 'Times New Roman',... 
                        'FontWeight', 'bold', 'FontSize', 12); 
                xlabel('Calendar Day','FontName', 'Times New Roman',... 
                        'FontWeight', 'bold', 'FontSize', 12); 
                subplot(2,1,1);line(Calendar_day,Available_Aircraft_KRA, 'Color', 'b', 'LineWidth', 1.5); 
                hold all; 
                subplot(2,1,1);line(Calendar_day,OptimalAAScore, 'Color', 'b', 'LineWidth',1.5); 
                title('Availability Measure vs Calendar Day', 'FontName', 'Times New Roman',... 
                        'FontWeight', 'Bold', 'FontSize', 23);    
 
 
                Calendar_day = Calendar_day + 1; 
        else  
                Available_Aircraft_KRA = Available_Aircraft_KRA + 1; 
                OptimalAAScore = OptimalAAScore + 1; 
 
                % Add score to array 
                Aircraft_available(Aircraft_ID,Calendar_day)= 1; 
                 
                % else consider DSR for that day to be satisfactory 
                % Add score to DSR Total 
                % Add optimal DSR score 
                DSR_KRA = DSR_KRA + 1; 
                DSR(Aircraft_ID,Calendar_day)= 1; 
                OptimalDSRScore = OptimalDSRScore + 1; 
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                ylabel('Aircraft Availability', 'FontName', 'Times New Roman',... 
                        'FontWeight', 'bold', 'FontSize', 12);    
                xlabel('Calendar Day','FontName', 'Times New Roman',... 
                        'FontWeight', 'bold', 'FontSize', 12); 
                subplot(2,1,1);line(Calendar_day,Available_Aircraft_KRA, 'Color', 'b', 'LineWidth', 1.5); 
                hold all; 
                subplot(2,1,1);line(Calendar_day,OptimalAAScore, 'Color', 'b', 'LineWidth',1.5); 
                title('Availability Measure vs Calendar Day', 'FontName', 'Times New Roman',... 
                        'FontWeight', 'Bold', 'FontSize', 23);    
 
 
                Calendar_day = Calendar_day + 1;     
        end   %if     
    %* 
        
       
    end %Calendar Loop 
         
     
    end %for aircraft loop 
     
    % 
    % 
    %initialise calendar array for graph 
    % 
    for j = 1:sim_duration 
        Array_Calendar_days(:,j) = j; 
    end 
     
    Num_Aircraft_Available = sum(Aircraft_available); 
    Num_DSR = sum(DSR);      
    Num_MR = sum(MissionReliability); 
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                                                                    % Sum up all Metrics               * 
                                                                    % per Calendar Day                * 
     
    Availability_Graph = figure;                              
                                                                    
    Annotations = axes ('Parent',           Availability_Graph,...  % Create Hidden Master Frame      * 
                        'Position',         [0,0,1,1],...           
                        'Visible',          'off',...                
                        'XLim',             [0,1],...              
                        'YLim',             [0,1]);                
                                                                    
    Headline = text ('Position',            [0.5,0.915],...         
                     'FontUnits',           'Normalized',...         
                     'FontSize',             0.07,...                
                     'FontName',            'Times New Roman',...    
                     'FontWeight',          'bold',...               
                     'HorizontalAlignment', 'Center',...      
                     'String',              ['Aircraft Availability (',... 
                      num2str(No_of_Aircraft),' A/C, ', num2str(sim_duration),'d)']); 
                                                                  
     
    Availability_Plot = axes ('Parent',    Availability_Graph,...    
                              'Position',  [0.1,0.1,0.85,0.75],...   
                              'B ox', 'on');                          
    hold on;                                                         
    bar(Array_Calendar_days,Num_Aircraft_Available,...              
        'EdgeColor',[0 0 1],'FaceColor',[0 0 1]);                   
                                                                     
    xl = get(Availability_Plot, 'XLabel');                          
    yl = get(Availability_Plot, 'YLabel');                           
    set (xl,'String','Calendar Days', 'FontName', 'Times New Roman',... 
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                        'FontWeight', 'bold', 'FontSize', 14);                            
    set (yl,'String','Available Aircraft', 'FontName', 'Times New Roman',... 
                        'FontWeight', 'bold', 'FontSize', 14);                          
                                                                     
    set (Availability_Plot,   'LineWidth',1,...                    
                              'YTick',    [0:1:No_of_Aircraft+1],... 
                              'YGrid',    'on',...                   
                              'XLim',     [0,sim_duration],...      
                              'YLim',     [0,No_of_Aircraft+1]);    
    hold off; 
     
    %create another figure DSR & AA Percents 
     
    AAPercent = sum(Num_Aircraft_Available) / (No_of_Aircraft * sim_duration) * 100; 
    DSRPercent = sum(Num_DSR) / (No_of_Aircraft * sim_duration) * 100; 
   
     
    KRA_Graph = figure; 
     
    Annotations = axes ('Parent',             KRA_Graph,...   
                        'Position',         [0,0,1,1],...            
                        'Visible',          'off',...                
                        'XLim',             [0,1],...              
                        'YLim',             [0,1]);                
                                                                     
    Headline = text ('Position',            [0.5,0.915],...          
                     'FontUnits',           'Normalized',...         
                     'FontSize',             0.07,...               
                     'FontName',            'Times New Roman',...   
                     'FontWeight',          'bold',...               
                     'HorizontalAlignment', 'Center',...           
                     'String',              ['KRA Availability, DSR (',... 
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                      num2str(No_of_Aircraft),' A/C, ', num2str(sim_duration),'d)']); 
                                                                    
    KRA_Plot = axes ('Parent',    KRA_Graph,...    
                              'Position',  [0.1,0.1,0.85,0.75],...   
                              'Box', 'on');                          
    hold all;                                                         
    bar(AAPercent,DSRPercent,...                                     
        'EdgeColor',[0 0 1],'FaceColor',[0 0 1]);                   
    xl = get(KRA_Plot, 'XLabel');                           
    yl = get(KRA_Plot, 'YLabel');                           
                                                                     
    set (xl,'String','AA Percent', 'FontSize', 14);                     
    set (yl,'String','DSR Percent', 'FontSize', 14);                 
                                                                    
    set (KRA_Plot,   'LineWidth',1.5,...                    
                              'YTick',    [0:10:DSRPercent+1],... 
                              'YGrid',    'on',...                   
                              'XLim',     [0,100],...       
                              'YLim',     [0,100]);     
    hold off; 
     
    % create another figure Mission Reliability 
     
    MR_Graph = figure;                                   
    Annotations = axes ('Parent',           MR_Graph,...             
                        'Position',         [0,0,1,1],...            
                        'Visible',          'off',...                
                        'XLim',             [0,1],...              
                        'YLim',             [-1,1]);                
                                                                     
    Headline = text ('Position',            [0.5,0.915],...          
                     'FontUnits',           'Normalized',...         
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                     'FontSize',             0.07,...                
                     'FontName',            'Times New Roman',...    
                     'FontWeight',          'bold',...               
                     'HorizontalAlignment', 'Center',...            
                     'String',              ['Mission Reliability (',... 
                      num2str(No_of_Aircraft),' A/C, ', num2str(sim_duration),'d)']); 
                                                                     
    MR_Plot = axes ('Parent',    MR_Graph,...             
                              'Position',  [0.1,0.1,0.85,0.75],...   
                              'Box', 'on');                          
    hold on;                                                        
    bar(Array_Calendar_days,Num_MR,...                            
        'EdgeColor',[0 0 1],'FaceColor',[0 0 1]);                    
                                                                     
    xl = get(MR_Plot, 'XLabel');                      
    yl = get(MR_Plot, 'YLabel');                      
                                                                     
    set (xl,'String','Calendar Day', 'FontSize', 14);                                
    set (yl,'String','0 Suspended - 0.25 Non Critical - 0.5 Non Chargeable - 1 Chargable', 'FontSize', 14);      
                                                                     
    set (MR_Plot,   'LineWidth',2,...                    
                              'YTick',    [-1:1:2],... 
                              'YGrid',    'on',...     
                              'XLim',     [0,sim_duration],...       
                              'YLim',     [0,1]);    
    hold off; 
     
     
    %---------------------------------------------------------------------------------------------------EOF 
 
