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EXPLICIT INNER PRODUCT FORMULAS AND BESSEL PERIOD FORMULAS
FOR HST LIFTS
KENICHI NAMIKAWA
Abstract. We explicitly give an inner product formula and a Bessel period formula for theta series on
GSp4, which was studied by Harris, Soudry and Taylor. As a consequence, we prove a non-vanishing of
the theta series of small weights and we give a criterion for the non-vanishing of the theta series modulo
a prime.
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1. Introduction
In [HST93], Harris-Soudry-Taylor studied a non-vanishing of certain theta series on GSp4(A) which
coming from cohomological cuspidal automorphic representations π on GL2(FA), where F is an imaginary
quadratic field, with some additional datum. By using these theta series which we call HST lifts, Taylor
constructed the Galois representation associated with π in the subsequent paper [Tay94]. The aim of this
paper is to give further arithmetic properties of HST lifts.
As we can find in [Ri76], [MW84] and [SU14], constructions of congruences between automorphic forms
are one of important tools in Iwasawa theory. In [HT94], Hida-Tilouine proved the anti-cyclotomic main
conjecture for CM fields F by studying congruences between cusp forms and theta series on GL2 over
the maximal totally real subfield of F . One of methods for the authors’s proof is to combine congruences
with certain L-values by studying Petersson inner products of algebraically normalized theta series. In
the present paper, we consider HST lifts on GSp4(A) to construct a higher rank analogue of [HT94].
Namely, we give a Petersson inner product formula and a Bessel periods formula for HST lifts which are
given in an explicit manner.
The idea to construct congruences between cusp forms and theta series on GSp4(A) in Iwasawa theory
can be found in some literature. For instance [AK13], [BDSP12], [Ji], [HN17] and [HN18], the authors
consider congruences between Siegel cusp forms and Yoshida lifts ([Yo80], [Yo84]) to study the Bloch-
Kato conjecture for Asai L-functions for GL2 over Q
⊕2 or real quadratic fields under certain strong
conditions. As an analogue of these studies, [Be] considers HST lifts case assuming an existence of
congruences between Galois representations attached to Siegel cusp forms and HST lifts. However, so far
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in the literature, no explicit construction of congruences for HST lifts is given and explicit non-vanishing
HST lifts are not yet discussed. In this paper, we will give an explicit construction of HST lifts and we
show some basic properties.
To state the precise statements of the main theorem of this paper, we introduce some notation. Let
N be an ideal of the ring of integers of an imaginary quadratic field F with the absolute discriminant
∆F . Denote by U0(N) a congruence subgroup of GL2(FA), which is introduced in Section 2.3. Consider
an irreducible cohomological cuspidal automorphic representation π of GL2(FA) of level U0(N) with the
trivial central character and the Langlands parameter
WC = C
× → GL2(C) : z 7→
(
(z/z)
n+1
2 0
0 (z/z)
n+1
2
)
, (n ≥ 0, n : even),
where WC is the Weil group of C. Assume that π is not conjugate self-dual. Let f : GL2(FA) →
W2n+2(C) := Sym2n+2(C⊕2) be a normalized cusp form in π. By using an accidental isomorphism
between GL2(FA) ×F×
A
A× and GSO3,1(A), f is extended to an automorphic form f on GSO3,1(A).
Consider a map δ : ΣQ → {±1} satisfying
δ(∞) = −1; δ(v) = 1 (v <∞).
Then the datum (f , δ) gives rise to an automorphic form f˜ on GO3,1(A). Denote by f˜
† the p-stabilization
of f˜ , which is introduced in Section 3.3. Let
Lλ(C) = Symn(C⊕2)⊗ det⊗2, (λ = (n+ 2, 2)),
and we consider Lλ(C) as one of realizations of the representation of U2(R) of a highest weight λ. By the
theta correspondence between GO3,1 and GSp4, each choice of a Bruhat-Schwartz function ϕ˜ provides a
holomorphic Siegel cusp form θ∗
f˜†
taking values in Lλ(C):
θ∗
f˜†
: H2 → Lλ(C),
where H2 is the Siegel upper half space of genus 2. We call θ
∗
f˜†
HST lift, since basic arithmetic properties
of θ∗
f˜†
are discussed in [HST93]. Let NF = l.c.m.(N,∆F ) for NZ = N ∩ Z and Γ(2)0 (NF ) a congruence
subgroup of Sp4(Z) which is introduced in Section 2.4. Then this HST lift θ
∗
f˜†
has weight λ and level
Γ
(2)
0 (NF ).
In this paper, we will fix a distinguished Bruhat-Schwartz function ϕ˜ in Section 4.2, and we prove a
Petersson inner product formula and a Bessel period formula for θ∗
f˜†
. In this section, we introduce the
main results of this paper assuming
n = 0
for the sake of the simplicity. Note that this assumption makes HST lifts θ∗
f˜†
scalar-valued functions.
We firstly introduce a result on Petersson inner product formulas. Define the Petersson inner product
of θ∗
f˜†
to be
〈θ∗
f˜†
, θ∗
f˜†
〉H2 =
∫
Γ
(2)
0 (NF )\H2
θ∗
f˜†
(Z)θ∗
f˜†
(Z)(detY )2 · dXdY
(detY )3
,
where Z = X +
√−1Y ∈ H2 and dX =
∏
j≤l dxjl, dY =
∏
j≤l dyjl for X = (xjl) and Y = (yjl). Also
denote by 〈f , f〉H a Petersson inner product of f , which is defined in Section 5.3. Let εv be the local root
number of πv for a place v of F . For each rational prime p, define
εp =
{
εv, (p = v : non-split in F ),
εv1εv2 , (p = v1v2 : split in F ).
Let L(s,As+(π)) be the Asai L-function attached to π. Then the explicit inner product formula for θ∗
f˜†
in this paper is given as follows:
Theorem A (Theorem 5.7, Corollary 5.8, n = 0 case) Assume that
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• π is not conjugate self-dual: π∨ 6∼= πc;
• ∆F and NrF/Q(N) are coprime;
• N is square-free;
Then we have
〈θ∗
f˜†
, θ∗
f˜†
〉H2
〈f , f〉H = 2
βNF∆
−3
F × L(1,As+(π))
∏
p|N
(1 + εp) ·
∏
p|∆F
(1 + p−1)
where β ∈ Z is an explicit integer, which is given in Theorem 5.7. Furthermore, if we assume that
(LR) for each rational prime number p | N , εp = 1,
then, θ∗
f˜†
is non-zero.
Remark 1.1. (i) Due to the works of Hida ([Hi81a], [Hi81b]) in GL2 case, it is well-known that an
explicit inner product formula is one of important tools for constructions of congruences between
cuspidal automorphic forms. In GSp4 case, Agarwal and Klosin ([AK13]) construct a congruence
between Siegel cusp forms and Yoshida lifts under their conjectural explicit inner product formula
for Yoshida lifts [AK13, Conjecture 5.19]. In [HN18, Theorem 5.7], a generalization of [AK13,
Conjecture 5.19] is proved. Theorem A is an analogue of [HN18, Theorem 5.7] in the HST lifts
case.
(ii) To deduce Theorem A, we follow the strategy for the proof of explicit inner product formulas
for Yoshida lifts in [HN18], that is, we compute explicitly certain local integrals, which come
from the Rallis inner product formula in [GQT14]. In our proof, we need a conjectural formula
(Conjecture 6.3) on a certain archimedean local integral for general n. We can verify this
conjectural formula for n = 0, 2, 4, 6, 8 with some helps of Mathematica, however we need some
special formulas on Bessel functions of the second kind and the hypergeometric functions in our
way to check the conjecture even for these small weight cases. This is the reason why we include
Appendix in this paper, where we explain how to check Conjecture 6.3 for n = 0.
The explicit inner product formula in Theorem A does not depend on a normalization of an initial
automorphic form f . However it depends on a normalization of the distinguished Bruhat-Schwartz
function ϕ˜. Hence it is necessary to discuss that ϕ˜ is suitably normalized. In this paper, we show
that certain types of Fourier coefficients of θ∗
f˜†
are p-adically integral after dividing a period of π and
we study a relation between the non-vanishing modulo a prime of Fourier coefficients and the central
value L(12 , π ⊗ φ) of the standard L-function of π with twists of finite-order anti-cyclotomic characters
φ : F×A×\F×A → C×. This provides a reason of our normalization of ϕ˜.
We introduce our second result on Fourier coefficients of HST lifts θ∗
f˜†
, which is a corollary of an
explicit Bessel periods formula. Let
Λ2 =
{
S =
(
a b2
b
2 c
)
| a, b, c ∈ Z, S is semi-positive definite
}
.
Write the Fourier expansion of θ∗
f˜†
as
θ∗
f˜†
(Z) =
∑
S∈Λ2
a(S)qS ,
(
qS = exp(2π
√−1Tr(SZ)), a(S) ∈ C) .
Fix an odd prime number p, an embedding Q→ C and an isomorphism C ∼= Cp as fields. Denote by
OCp the ring of integers of Cp. Then we have a period Ωπ,p ∈ C×p which is determined by π and p up to
a multiplication of elements in O×Cp . We briefly recall the definition of Ωπ,p in Section 7.4. Since the idea
of the definition of periods Ωπ,p is introduced in [Hi94b, Section 8], we call Ωπ,p Hida’s canonical period.
The definition of Ωπ,p immediately shows that L(
1
2 , π ⊗ φ)/Ωπ,p is an element in OCp ([Hi94b, Theorem
8.1]).
The second main result in this paper is summarized as follows:
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Theorem B (Corollary 7.7, n = 0 case) Assume that
• π is not conjugate self-dual: π∨ 6∼= πc;
• ∆F and NrF/Q(N) are coprime;
• p ∤ 2 ·∆F · ♯
(
F×A×\F×A/C1Ô×F
)
, where C1 = {z ∈ C | zz = 1}.
Then we have the following two statements:
(i) (Corollary 7.7 (ii)) Let C be an integer satisfying the following condition:
(CF) C is prime to N∆F and each prime v of Q dividing C is split in F .
Then for each S ∈ Λ2 with detS = ∆FC24 , we have a(S)/Ωπ,p ∈ OCp .
(ii) (Corollary 7.7 (iii)) Assume that the condition (LR) in Theorem A. Then there exists a positive
integer C ∈ Z satisfying the condition (CF) in the first statement and
p ∤ C ·
∏
ℓ:prime
ℓ|C
(ℓ − 1)
such that the following assertions are equivalent:
• For a finite-order Hecke character φ : F×A×\F×A → C× of the conductor COF , we have
L(12 , π ⊗ φ)/Ωπ,p ∈ O×Cp .
• For an element of S ∈ Λ2 with detS = ∆FC24 , we have a(S)/Ωπ,p ∈ O×Cp .
Remark 1.2. (i) In [HN17, Proposition 5.1], we prove that all Fourier coefficients of Yoshida lifts
are p-adically integral. Hence Theorem B (i) can be considered as a weak analogue of [HN17,
Proposition 5.1].
(ii) Theorem B (ii) reduces a study of non-triviality of HST lifts modulo a prime to a study of
the central value of the standard L-function of π. Even though results on the non-vanishing of
L(12 , π ⊗ φ)/Ωπ,p modulo a prime for anti-cyclotomic characters φ are not known so far, this
strategy for a proof of the non-triviality of Fourier coefficients modulo a prime can be find in
[SU14, Section 13] for instance. If we consider the Yoshida lifts, which are in the image of
theta correspondences from a pair of elliptic modular forms, [HN17, Theorem 5.3] shows that
the Yoshida lifts have Fourier coefficients which are non-vanishing modulo a prime according
to this strategy. Hence Theorem B (ii) is expected to be useful to study HST lifts which are
non-vanishing modulo a prime.
(iii) The proof of Theorem B in this paper is due to an explicit computation of Bessel periods of
HST lifts. For each imaginary quadratic field K, the Bessel periods of Siegel cusp forms are
torus integrals which are defined by a map ResK/QGm/K → GSp4. The Waldspurger formula
([Wa85, Proposition 7] ) shows that the square of the Bessel periods can be described by the
central value of the Rankin-Selberg type L-function of π, up to local integrals which depends on
the choice of Bruhat-Schwartz functions. (See [Co17, Section 7] for this argument.) However,
if we consider a special case K = F , then an explicit Bessel period formula (Theorem 7.4) in
this paper implies that the Bessel periods itself can be described by the standard L-function
of π. Although an explicit Bessel periods formula for general imaginary quadratic fields K is
desired to obtain more information of Fourier coefficients of HST lifts, we concentrate on the
case that K = F in this paper, since it already gives us information on a normalization of ϕ˜.
The integrality of Fourier coefficients of more general type seems to be important, however we
remain it to the future works.
(iv) In [Be14, Corollary 28], the author constructs HST lifts which have integral Fourier coefficients
in the n = 0 case. Since Berger’s method relies on a cohomological interpretation of theta lifts
([Be14, Section 3]) which is different form our formulation in Section 4, it is necessary to check
whether his construction coincides with ours. So far, basic properties of HST lifts in [Be14] such
as inner product formulas and a sufficient condition for non-triviality modulo a prime are not
yet worked out. Hence it seems to be one of directions for further study of HST lifts to clarify
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a relation between results in [Be14] and the present paper, and to generalize a result in [Be14]
in the n > 0 case by using our fixed Bruhat-Schwartz function ϕ˜.
The organization of this paper is as follows. We introduce basic notation of automorphic forms on
GL2 over imaginary quadratic fields and GSp4 in Section 2. Automorphic forms on orthogonal groups
are discussed in Section 3, where we explain how to extend automorphic forms on GL2 over imaginary
quadratic fields to automorphic forms on GO3,1 according to [HST93]. HST lifts on GSp4 are defined in
Section 4, where we fix a distinguished Bruhat-Schwartz function ϕ˜. In Section 5, we reduce a computation
for an explicit inner product formula for HST lifts to computations of certain local integrals by using
the Rallis inner product formula. The computation of the local integrals is given in Section 6, which is
summarized in Theorem 5.6. The archimedean local integral is computed assuming Conjecture 6.3 which
is hold for small weights. In Appendix, we explain how to check Conjecture 6.3. The first main result
Theorem A (Theorem 5.7, Corollary 5.8) is given in Section 5.3. Section 7 and Section 8 are devoted to
a study of Fourier coefficients of HST lifts. The study of Fourier coefficients in this paper is based on an
explicit computation of Bessel periods for HST lifts. The definition of Bessel periods is given in Section
7.1, and an explicit Bessel periods formula is given in Theorem 7.4. The proof of Theorem 7.4 is given
by computations of local integrals in Section 8. An explicit relation between Bessel periods and Fourier
coefficients is discussed in Section 7.4, where we prove the second main result Theorem B (Corollary 7.7).
2. Notation and definitions
2.1. Basic notation. Denote by Q (resp. Z,R,C) be the rational number field (resp. the ring of the
rational integers, the real number field, the complex number field). The binomial coefficient
(
a
b
)
for
a, b ∈ Q is defined by (
a
b
)
=
{
Γ(a+1)
Γ(b+1)Γ(a−b+1) , (a, b ∈ Z),
0, (otherwise).
Let ΣQ be the set of places of the rational number field Q. For each place v ∈ ΣQ, we denote by Qv
the completion of Q at v. Write A for the ring of adeles of Q and denote by Afin (resp. A∞) the finite
(resp. infinite) part of A. For an algebraic group G over Q and a Q-algebra A, we denote by G(A) (resp.
ZG) the A-rational points of G (resp. the center of G). For x ∈ G(A), we write xfin for the projection of
x to G(Afin). Let [G] be the quotient space G(Q)\G(A). Let ψQ =
∏
v∈ΣQ ψQ,v : A/Q → C× be the
additive character with ψQ(x∞) = exp(2π
√−1x∞) for x∞ ∈ R = Q∞.
For a number field L, we denote by OL (resp. LA, dL, ∆L, δL) the ring of integers of L (resp. the ring
of adeles of L, the different of L/Q, the discriminant of L/Q, a generator of the different dL in LA,fin). For
each place v of L, define Lv to be the completion of L at v. Put Ẑ =
∏
vΣQ,v<∞ Zv and ÔL = OL ⊗Z Ẑ.
For each finite place v, denote by OL,v (resp. ̟v) the ring of integers (resp. a uniformizer) of Lv. Put
qv = ♯OL,v/̟vOL,v. Let TrL/Q (resp. NrL/Q) be the trace (resp. norm) map of L/Q. Define an additive
character ψL : LA/L→ C× to be ψL = ψQ ◦ TrL/Q.
In this paper, L-functions are always complete one. For instance, we define the Riemann zeta function
ζ as follows:
ζ∞(s) = ΓR(s) = π−
π
2 Γ
(s
2
)
, ζp =
1
1− p−s , ζ(s) =
∏
v∈ΣQ
ζv(s).
Let L be a number field and ̟v a uniformizer of Lv for each finite place v of L. For each Hecke
character φ : L×\L×A → C×, we write φ =
∏
v φv, where v runs over the set of places of L. Let ̟
cv
v OL,v
be the conductor of φv. Define the ǫ-factor ǫ(s, φv) of φv with respect to ψL,v to be
ǫ(s, φv) =
∫
̟
−cv−ordv(dL)
v O×L,v
φ−1v (x)ψL,v(x)|t|−sv dt(2.1)
where dt is the Haar measure on Lv which is self-dual with respect to ψL,v.
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2.2. Algebraic representation of GL2. Let A be a Z-algebra. Let A[X,Y ]n denote the space of two
variable homogeneous polynomials of degree n over A. Suppose that n! is invertible in A. We define the
perfect pairing 〈·, ·〉n : A[X,Y ]n ×A[X,Y ]n → A by
〈X iY n−i, XjY n−j〉n =
{
(−1)i(ni)−1, (i+ j = n),
0, (i+ j 6= n).
Denote by u∨ the dual of u ∈ A[X,Y ]n with respect the pairing 〈·, ·〉n. For λ = (n + b, b) ∈ Z2 with
n, b ∈ Z≥0, put Lλ(A) = A[X,Y ]n and let ρλ : GL2(A)→ AutALλ(A) be the representation given by
ρλ(g)P (X,Y ) = P ((X,Y )g) · (det g)b.(2.2)
Then (ρλ,Lλ(A)) is the algebraic representation of GL2(A) with the highest weight λ. Moreover, it is
well-known that the pairing 〈·, ·〉L := 〈·, ·〉n on Lλ(A) satisfies
〈ρλ(g)v, ρλ(g)w〉n = (det g)n+2b · 〈v, w〉n, (g ∈ GL2(A)).
For each non-negative integer k, we put
(τk,Wk(A)) := (ρ(k,−k), A[X,Y ]k).
Then (τk,Wk(A)) is an algebraic representation of PGL2(A) = GL2(A)/A×.
2.3. Automorphic forms on GL2 over imaginary quadratic fields. We recall a definition and basic
formulas of automorphic forms on GL2 over imaginary quadratic fields according to [Hi94b]. Some of
formulas are also found in [Na17].
Let F be an imaginary quadratic filed, n a non-negative integer and N an ideal of the ring of integers
OF of F . Put
U0(N) =
{(
a bδ−1F
cδF d
)
|a, b, c, d ∈ ÔF , ad− bc ∈ Ô×F , c ≡ 0 mod N
}
.
Let π be a unitary irreducible cuspidal automorphic representation of GL2(FA) satisfying the following
conditions:
• π has a cohomological weight n+ 2, that is, the Langlands parameter WC ∼= C× → GL2(C) of
π∞ is given by
z 7→
(
(z/z)
n+1
2 0
0 (z/z)
n+1
2
)
,
where WC is the Weil group of C.
• There exists an ideal M of OF such that π has a U0(M)-fixed vector. Denote by N the minimal
ideal of OF among a set of ideals of OF satisfying this property.
Recall that π is realized as a subspace of a regular representation of moderate growth smooth functions
f : GL2(FA)→ C. Hereafter we denote this realization by A0(π).
We put
Sn+2(U0(N)) =
⊕
π
HomSU2(R)(W2n+2(C)∨,A0(π)U0(N)).
We consider a moderate growth smooth function f : GL2(FA)→W2n+2(C) as an element in Sn+2(U0(N)),
if f satisfies the following condition:
• Let D,Dc be the Casimir elements of the universal enveloping algebra of Lie(GL2(C)) ⊗R C,
which is defined in [Hi94b, Section 2.3]. Then, we have Df = Dcf = (
n2
2 + n)f .• For each γ ∈ GL2(F ), g ∈ GL2(FA) and u∞ ∈ SU2(R), u ∈ U0(N), we have
f(γgu∞u) = ρ(2n+2,0)(u−1∞ )f(g).
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• For each g ∈ GL2(FA) and each unipotent radical U(FA) of any proper parabolic subgroup of
GL2(FA), we have ∫
U(F )\U(FA)
f(ug)dx = 0,
where dx is a Haar measure on U(FA).
We call an element of A0(π) (resp. Sn+2(U0(N))) a cuspidal automorphic (resp. cusp) form on GL2(FA)
of the cohomological weight n+ 2, of level U0(N).
In this paper, we always assume the following three conditions on π:
• n is even;
• The central character of π is trivial;
• π∨ 6∼= πc, that is, π is not conjugate self-dual.
We recall some basic properties on the Whittaker model of π. For a cusp form f ∈ Sn+2(U0(N)),
denote by π the automorphic representation which is generated by f . Let W(π, ψF ) ∼= ⊗′wW(πw, ψF,w)
be the Whittaker model of π. We note that the Whittaker function Wf : GL2(FA)→W2n+2(C) for f is
defined to be
Wf (g) =
∫
[F ]
f
((
1 x
0 1
)
g
)
ψF (−x)dx,
where dx is the self-dual Haar measure with respect to ψF .
We denote by Ks(z) the Bessel function of the second kind which is defined to be
Ks(z) =
1
2
∫ ∞
0
exp
(
−z
2
(
t+
1
t
))
ts−1dt, (Re(z) > 0, s ∈ C).(2.3)
Define the element Wf,∞ : GL2(FA)→W2n+2(C) in W(π∞, ψF,∞) so that
Wf,∞
((
t 0
0 1
))
= 24 ×
n+1∑
j=−n−1
√−1jtn+2Kj(4πt)(Xn+1+jY n+1−j)∨
for 0 < t ∈ R. Note that if we fix a Haar d×t∞ on F×∞ = C× so that
d×t∞ =
drdθ
2πr
, (t∞ = re
√−1θ),
then we have ∫
C×
Wf,∞
((
t∞ 0
0 1
))
|t∞|s−
1
2∞ d×t∞ =ΓC
(
s+
n+ 1
2
)2
(Xn+1Y n+1)∨
=L(s, π∞)(Xn+1Y n+1)∨.
For each finite place w of F , we also fix a Haar measure d×tw on F×w so that vol(O×F,w, d×tw) =
q
− 12ordw(δF,w)
w . We fix the element Wf,w in W(πv, ψF,w) so that∫
F×w
Wf,w
((
tw 0
0 1
))
|tw|s−
1
2
w d
×tw = q
(s− 12 )ordw(δF )
w L(s, πw).
The multiplicity one theorem on the Whittaker model of πw shows that we can normalize f so that the
following identity holds:
Wf =
∏
w
Wf,w.
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2.4. Siegel modular forms on GSp4(A). Let GSp4 be the algebraic group defined by
G := GSp4 =
{
g ∈ GL4 | g
(
02 12
−12 02
)
tg = ν(g)
(
02 12
−12 02
)}
with the similitude character ν : GSp4 → Gm. Let H2 be the Siegel upper half place of degree 2. Define
the automorphy factor J : GSp4(R)
+ × H2 → GL2(C) by
J(g, Z) = CZ +D,
(
g ∈
(
A B
C D
))
.
Put i :=
√−1 · 12 ∈ H2. Let K∞ be the maximal compact subgroup of GSp4(R) which is defined by
K∞ =
{
g ∈ GSp4(R) | gtg = 12
}
.
Define U
(2)
0 (N) to be a compact subgroup of GSp4(Ẑ) (1 ≤ N ∈ Z) which is defined by
U
(2)
0 (N) =
{(
A B
C D
)
∈ GSp4(Ẑ) | C ≡ 02 mod N Ẑ
}
.
Write Γ
(2)
0 (N) = U
(2)
0 (N) ∩ Sp4(Z). Let χ : Q×\A× → C× be a Hecke character of A× and λ ∈ Z⊕2.
Then a holomorphic Siegel cusp form F : GSp4(A) → Lλ(C) of genus 2 is said to be weight λ, level
U
(2)
0 (N) and type χ with trivial central character if F satisfies
F(γgk∞ufinz) = ρλ(J(k∞, i)−1)F(g)χ(detD),(
γ ∈ GSp4(Q), g ∈ GSp4(A), k∞ ∈ K∞, ufin =
(
A B
C D
)
∈ U (2)0 (N), z ∈ A×
)
.
Let U be a unipotent subgroup of G defined by
U =
{
u(X) :=
(
12 X
02 12
)
| X = tX
}
.
Let S2(Q) be the set of symmetric matrices in M2(Q). For each S ∈ S2(Q), let ψS : UQ\UA → C× be
the additive character defined by ψS(u(X)) = ψQ(Tr(−SX)). Define the adelic S-th Fourier coefficient
WF ,S : GSp4(A)→ Lλ(C) of F to be
WF ,S(g) =
∫
[U ]
F(ug)ψS(u)du,(2.4)
where du is the Haar measure such that vol(U(Q)\U(A), du) = 1. Then, we have the Fourier expansion
F(g) =
∑
S∈S2(Q)
WF ,S(g).(2.5)
Recall the following well-known formula for later use:
WF ,S
((
γ 02
02 ν
tγ−1
)
g
)
=WF ,ν−1tγSγ(g),(2.6)
where γ ∈ GL2(Q) and ν ∈ Q×
3. Automorphic forms on orthogonal groups
In this section, we describe automorphic forms on GO3,1(A) in terms of automorphic forms on
GL2(FA). We firstly fix a realization of orthogonal space of signature (3, 1) and GO3,1 in Section 3.1. In
Section 3.2, we recall a relation between automorphic representations GSO3,1 and GO3,1. This relation
will clarify the representation theoretic aspects of automorphic forms on GO3,1(A) which will be provided
in Section 3.3 according to a description in [HST93]. The minimal K-type of automorphic representations
of GO3,1(A) is described in Section 3.4, which will be used to study the minimal K-type of HST lifts in
Lemma 4.4.
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3.1. Orthogonal groups. Let F = Q(
√−∆F ) be an imaginary quadratic field with the absolute dis-
criminant ∆F > 0. Let c be the generator of Gal(F/Q). We sometimes write x
c = x¯ for x ∈ F and
extend it to M2(FA). Let ∗ : M2(FA)→ M2(FA) be the involution defined by(
a b
c d
)∗
=
(
d −b
−c a
)
.
Define the quadratic space (V, n) over Q to be
V = {x ∈M2(F )| x¯∗ = x}
and n : V → Q, x 7→ n(x) := det(x). Define ̺ : ResF/QGL2/F ×ResF/QGm/Q Gm/Q ∼→ H0 := GSO(V ) to
be the isomorphism given by
(h, α) 7→ ̺(h, α)z = α−1hzh∗.
Let t ∈ GO(V ) be the element given by the action
t
((
a b
c a
))
=
(−a b
c −a
)
.(3.1)
Then, we have
H := GO(V ) = GSO(V )⋊ {1, t}, tht = hc.
3.2. Automorphic representations of GSO and GO. According to [HST93, Section 1], [Tak11, Sec-
tion 6.1] (see also [HN18, Section 5.1]), we briefly recall a description of automorphic representations of
H0 = GSO(V ) and H = GO(V ).
Let π be a unitary irreducible cuspidal automorphic representation of GL2(FA) with the trivial central
character and 1 the trivial character of A×. Suppose that π is not conjugate self-dual. Since we have
H0(Q) ∼= GL2(F )×F×Q×, a representation σ := π⊠1 gives an irreducible automorphic representation of
H0(A). Decompose σ ∼= ⊗′vσv. Note that σv ∼= πv ⊠ 1 and that σv is realized in the same representation
space with πv. For each finite place v of Q, ̺(U0(N)v)-invariant subspace of σv is one dimensional by
the theory of newform for π.
We extend σ = ⊗′vσv to an irreducible automorphic representation σ˜ of H(A) as follows. Let σ♯v :=
Ind
H(Qv)
H0(Qv)
σv be the induced representation. Denote by Vv a representation space of πv and we consider
Vv as a representation space of σv. We find that the representation space V♯v of σ♯v is V⊕2v , where H(Qv)
acts as follows
• σ♯v(h)(x, y) = (σv(h)x, σv(hc)y) for h ∈ H0(Qv);
• σ♯v(tv)(x, y) = (y, x)
for x, y ∈ Vv. Let δ : ΣQ → {±1} be a map such that δ(v) = 1 for all but finitely many v ∈ ΣQ and
for v ∈ ΣQ such that πv 6∼= πcv. For the convenience, we sometimes write δ(v) = + (resp. −) to denote
δ(v) = 1 (resp. −1). Denote by S ⊂ ΣQ the subset such that πv ∼= πcv, where πcv is the conjugate of πv.
Note that ∞ ∈ S. For v ∈ S, there exists an involution ξv : πv → πv such that ξv ◦ σv(h) = σv(hc) ◦ ξv
for each h ∈ H0(Qv). We define irreducible representations σ̂v and σ̂±v of H(Qv) as follows:
• If v 6∈ S, then define σ̂v to be σ♯v. Denote by V̂v = V♯v.
• If v ∈ S, then define σ̂δ(v)v to be the representation whose representation space is given by
V̂δ(v)v = {(x, δ(v)ξvx) : x ∈ Vv} .
Then, σ̂
δ(v)
v is an irreducible representation.
Let σ̂ to be the automorphic representation Ind
H(A)
H0(A)σ of H(A). Then, assuming that π is not conjugate
self-dual, it is known that σ̂ is written as ([Tak11, Proposition 6.2])
σ̂ =
⊕
δ
⊗
v∈S
σ̂δ(v)v
⊗
v 6∈S
σ̂v.
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We define σ˜ to be
σ˜ = σ̂−∞
⊗
v∈S
v<∞
σ̂+v
⊗
v 6∈S
σ̂v.
Remark 3.1. Denote by σ˜+ an extension of σ to an irreducible automorphic representation of H(A)
so that σ˜+∞ = σ̂
+
∞. Then, [HST93, Corollary 3] shows that the image of each automorphic form in σ˜
+
by the theta correspondence for (GO(V ),GSp4) can not be holomorphic. Since we are interested in a
construction of holomorphic Siegel modular forms, we concentrate to study the extension σ˜ of σ so that
σ˜∞ = σ̂−∞ as above. In other words, hereafter we always assume that
δ(∞) = −1; δ(v) = 1 (v <∞).
However, we usually write δ(v) for each v ∈ ΣQ to emphasis the dependance of δ.
3.3. Automorphic forms on GO. Let f : GL2(FA) → W2n+2(C) be a normalized newform of weight
n+2 on GL2(FA) and π the automorphic representation of GL2(FA) generated by f . In this subsection,
we extend f to an automorphic forms f˜ on H(A) = GO(VA) according to [HST93, Section 1, Section 4].
We will define f˜ so that whose associated automorphic representation is σ˜, which is introduced in Section
3.2.
Denote by 1 to be the trivial character on A×. We define f = f⊠1 : H0(A) = GSO(VA)→W2n+2(C)
for f ∈ Sn+2(U0(N)). Since we assumed that the central character of π is trivial, f is well-defined and f
is an automorphic form on H0(A). Put
UN =
∏
v
UN,v =
{
̺(g, α) ∈ H0(Afin) | g ∈ U0(N), α ∈ Ẑ×
}
.(3.2)
We denote by Mn(H0,UN) the space of the C-linear combinations of f = f ⊠ 1 for f ∈ Sn+2(U0(N)).
Define δ to be the function on the set ΣQ of places of Q as in Remark 3.1. Denote by N the conductor
of π and we define Σram to be the set of places of Q dividing N ∩ Z, the infinite place of Q and ramified
places in F/Q.
Let Wf be the Whittaker function of f and Σ1 = S ∩ Σram. We define Wf (̺(g, α)) = Wf (g) for
̺(g, α) ∈ GSO(V )(A). For R ⊂ ΣQ, put δR :=
∏
v∈R δ(v) and
Wf ,R(h) :=
{
δRWf (hcRh
R), (R ⊂ Σ1),
0, (R 6⊂ Σ1),
(3.3)
where hcRh
R =
∏
v∈R h
c
v
∏
v∈ΣQ\R hv. Define fR : H
0(A) → W2n+2(C) to be the automorphic form on
H0(A) which corresponds to a Whittaker function Wf ,R:
fR(h) =
∑
ξ∈F×
Wf ,R
((
ξ 0
0 1
)
h
)
.(3.4)
Recall that the symmetric difference A△B of sets A and B is defined to be (A ∪B)\(A ∩ B). Then we
define f˜ : H(A)→W2n+2(C)⊕2 by
f˜(htR) = (fR′(h) + fΣ1\R′(h
c), fR′△{∞}(h) + f(Σ1\R′)△{∞}(h
c)), (h ∈ H0(A)),(3.5)
where R′ = R∩ Σ1. The following proposition is checked in the straight forward way:
Proposition 3.2. Let h ∈ H0(A),R ⊂ ΣQ. Then, we have the following statements:
(i) f˜(thtR) = f˜ (htR).
(ii) For u ∈ SU2(R), f˜(htRu) = (τ2n+2(u−1), τ2n+2(u−1))f˜ (htR).
(iii) f˜(thtRt∞) = (fR′△{∞}(h) + f(Σ1\R′)△{∞}(h
c), fR′(h) + fΣ1\R′(h
c)).
(iv) For v ∈ ΣQ\Σ1, f˜(thtRtv) = f˜(htR).
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Proposition 3.2 shows that f˜ gives an automorphic forms on H(A) and the automorphic representation
which is associated with f˜ is σ˜.
For each finite place w of F dividing N, let
nw = ordw(N); ηN,w =
(
0 δ−1F,w
−̟nww δF,w 0
)
.(3.6)
Since the central character of π is trivial, we have the Atkin-Lehner eigenvalue ε(πw) of f :
f(hηN,w) = ε(πw)f(h), (h ∈ H0(A)).
Let
P = {prime factors p of N | p ∤ N} .(3.7)
To make the explicit inner product formula and the Bessel periods formula concise, we need the level
raising operator VP , which is defined as follows. (See also [HN18, Section 4.4] for the definition of VP .)
For each p = ww ∈ N with w ∤ N and w | N, let
ηN,w =
(
0 δ−1F,w
−̟nww δF,w 0
)
, (nw = ordw(N)).(3.8)
By using the Atkin-Lehner eigenvalue ε(πw) of πw, define
Vp(f˜)(h) = f˜ (h) + ε(πw)f˜(hηN,w).(3.9)
Then we define P-stabilized newform f˜† to be
f˜† = VP(f˜); VP =
∏
p∈P
Vp.
3.4. Minimal K-type. In this subsection, we describe the minimalK-type of σ˜∞. This will be necessary
to compute the minimal K-type of an image of a theta correspondence from σ˜∞ in Lemma 4.4. We start
with some basic properties of π∞.
Lemma 3.3. Let W(π∞, ψF,∞) be the Whittaker model of π∞ and W jπ,∞ an element of W(π∞, ψF,∞)
which is characterized by the following identity:
W jπ,∞
((
t 0
0 1
))
= 24
√−1jtn+2Kj(4πt)(Xn+1+jY n+1−j)∨.(3.10)
Let
Wπ,∞(g) :=Wπ,∞(g; (X,Y )) =
n+1∑
j=−n−1
W jπ,∞(g).
Then,
{
W jπ,∞ : j = −n− 1, . . . , n+ 1
}
is a pair of basis of the minimal SU2(R)-type of W(π∞, ψF,∞)
and Wπ,∞ ∈ W(π∞, ψF,∞)SU2(R). In particular, the following map ι∞ :W2n+2(C) = C[X,Y ]2n+2 → V∞
is SU2(R)-equivariant
ι∞(u) = 〈Wσ,∞, u〉W
where Wσ,∞ : H01 (R)→ C is given by
Wσ,∞(̺(g, α)) =Wπ,∞(g), (g ∈ GL2(C), α ∈ C×).
Proof. These properties of the Whittaker model of π∞ can be found in [Hi94b, Section 6]. 
We sometimes abbreviate Wσ,∞(̺(g, α)) to Wσ,∞(g). Let W(σ∞, ψF,∞) be the regular representation
of H0(R) which is spanned by Wσ,∞. Fix ξ∞ :W(σ∞, ψF,∞)→W(σ∞, ψF,∞) by
ξ∞Wσ,∞(h) =Wσ,∞(hc).
The following lemma is useful to describe the minimal K-type of σ˜∞ in an explicit manner.
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Lemma 3.4. We have
ξ∞Wσ,∞ = (−1)n+1τ2n+2(w0)Wσ,∞.
Proof. Let W jσ,∞ be the element in Lemma 3.3. Then, as explained in Lemma 3.3, {W jσ,∞ : j = −n −
1, . . . , n+ 1} gives a pair of basis of the minimal SU2(R)-type of V∞. Then the action of ξ∞ on W jσ,∞ is
given explicitly as follows:
ξ∞W jσ,∞(h) =W
j
σ,∞(h
c).
Let w0 =
(
0 1
−1 0
)
. Since Wσ,∞(hw0; (X,Y )) =Wσ,∞(h; (X,Y )w−10 ), we find that
W jσ,∞(hw0) = (−1)n+1+jW−jσ,∞(h).(3.11)
By the basic property of the Bessel function Ks(z) ([MOS66, page 67]) and the definition of W
j
σ,∞, we
also find that
(−1)jW−jσ,∞
((
t 0
0 1
))
=W jσ,∞
((
t 0
0 1
))
.(3.12)
Consider the Iwasawa decomposition
h = a
(
t x
0 1
)
u, (a ∈ C×, t ∈ R×, x ∈ C, u ∈ SU2(R)).
Then, we find the following two identities:
ξ∞Wσ,∞ (h) =
n+1∑
j=−n−1
ξ∞W jσ,∞(h)u
∨
j =
n+1∑
j=−n−1
W jσ,∞
((
t x
0 1
)
u¯
)
u∨j
=
n+1∑
j=−n−1
ψF,∞(x)W jσ,∞
((
t 0
0 1
))
τ2n+2(u
−1)u∨j ,
Wσ,∞ (hw0) =
n+1∑
j=−n−1
W jσ,∞(hw0)u
∨
j =
n+1∑
j=−n−1
W jσ,∞
((
t x
0 1
)
w0u¯
)
u∨j
=
n+1∑
j=−n−1
ψF,∞(x)W jσ,∞
((
t 0
0 1
)
w0
)
τ2n+2(u
−1)u∨j ,
(3.11)
=
n+1∑
j=−n−1
ψF,∞(x)(−1)n+1+jW−jσ,∞
((
t 0
0 1
))
τ2n+2(u
−1)u∨j
(3.12)
=
n+1∑
j=−n−1
ψF,∞(x)(−1)n+1W jσ,∞
((
t 0
0 1
))
τ2n+2(u
−1)u∨j .
By comparing these two, we obtain
ξ∞W jσ,∞(h) = (−1)n+1W jσ,∞(hw0).
This proves the lemma. 
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Let w0 =
(
0 1
−1 0
)
. We define a representation (τ˜2n+2, W˜2n+2(C)) of SU2(R)⋊ {1, t} as follows:
W˜2n+2(C) =
{
(u, (−1)n+1δ(∞)τ2n+2(w0)u) ∈ W2n+2(C)⊕2| u ∈ W2n+2(C)
}
,
τ˜2n+2(h)(u, (−1)n+1δ(∞)τ2n+2(w0)u) = (τ2n+2(g)u, (−1)n+1δ(∞)τ2n+2(gc)τ(w0)u)
= (τ2n+2(g)u, (−1)n+1δ(∞)τ(w0)τ2n+2(g)u),
(h = ̺(g, 1) ∈ H0(R), g ∈ SU2(R)),
τ˜2n+2(t∞)(u, (−1)n+1δ(∞)τ2n+2(w0)u) = ((−1)n+1δ(∞)τ2n+2(w0)u, u).
Since the above formula implies
τ˜2n+2(t∞)τ˜2n+2(̺(g, 1)) = τ˜2n+2(̺(gc, 1))τ˜2n+2(t∞),
(τ˜2n+2, W˜2n+2(C)) is well-defined. By Proposition 3.2 and Lemma 3.4, the regular representation of
SU2(R) ⋊ {1, t} which is generated by f˜ is isomorphic to (τ˜2n+2, W˜2n+2(C)). Hence we consider f˜ as a
W˜2n+2(C)-valued function f˜ : H(A)→ W˜2n+2(C). Denote byM2n+2(H,N) the C-span of automorphic
forms f˜ which are defined as above.
It is also convenient to realize σ˜ (resp. σ) as a space of moderate growth smooth functions H(A)→ C
(resp. H0(A) → C), which we denote by A(σ˜) (resp. A(σ)). W briefly explain a relation between this
realization and the space of automorphic forms f˜ : H(A)→ W˜2n+2(C) which are defined as above. Define
〈·, ·〉W˜ : (W2n+2(C)⊕2)⊗2 → C to be the pairing given by
〈(u1, v1), (u2, v2)〉W˜ = 〈u1, u2〉2n+2 + 〈v1, v2〉2n+2.
We denote the restriction of 〈·, ·〉W˜ to W˜2n+2(C) by the same notation. Then the pairing 〈·, ·〉W˜ on
W˜2n+2(C)
⊗2 is SU2(R) ⋊ {1, t}-equivariant. Let u˜ = (u, (−1)n+1δ(∞)τ(w0)u) ∈ W˜2n+2(C) for u ∈
W2n+2(C). Then, the embedding
W˜2n+2(C)→ 〈σ˜(h)f˜ : h ∈ H(A)〉C; u˜ 7→ 〈f˜ , u˜〉W˜
is SU2(R)⋊{1, t}-equivariant by Proposition 3.2 and Lemma 3.4. HenceA(σ˜) is the regular representation
of H(A) which is generated by 〈f˜ , u˜〉W˜ where f˜ : H(A)→ W˜2n+2(C) is as above and u ∈ W2n+2(C).
4. HST lifts
In this section, we give an explicit construction of HST lifts by fixing a distinguished Bruhat-Schwartz
function ϕ˜. Firstly, we recall the Schro¨dinger realization of the Weil representation in Section 4.1 and the
definition of theta series in Section 4.2. The definition of ϕ˜ and basic properties of HST lifts are given in
Section 4.3. The Fourier expansion of HST lifts is given in adelic language in Section 4.4, which will be
studied in classical language in Section 7.4 after we provide an explicit Bessel periods formula for HST
lifts.
4.1. Weil representation on O(V ) × Sp4. Let (V, n) be a four dimensional quadratic space over the
rational number fieldQ and let (·, ·) : V ×V → Q be the bilinear form defined by (x, y) = n(x+y)−n(x)−
n(y). Denote by GO(V ) the orthogonal similitude group with the similitude character ν : GO(V )→ Gm.
Let X = V ⊕ V . For each x = (x1, x2) ∈ X, we put
Sx =
(
n(x1)
1
2 (x1, x2)
1
2 (x1, x2) n(x2)
)
.(4.1)
Let v be a place of Q and | · |v be the normalized absolute value on Qv. Let Vv = V ⊗Q Qv and
Xv = X ⊗Q Qv. We denote by S(Xv) the space of C-valued Bruhat-Schwartz functions on Xv. Define
Sx for x = (x1, x2) ∈ Xv = Vv ⊕ Vv in the same way with (4.1).
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Let χVv : Q
×
v → C× be the quadratic character attached to Vv. We recall the Schro¨dinger realization
of the Weil representation ωVv : Sp4(Qv)→ AutCS(Xv) according to [Ic05, Section 4.2]. For ϕ ∈ S(Xv),
we have
ωVv
((
a 02
02
ta−1
))
ϕ(x) =χVv (det a)| det a|2v · ϕ(xa),
ωVv
((
12 b
02 12
))
ϕ(x) =ψQ,v(Tr(Sxb)) · ϕ(x),
ωVv
((
02 12
−12 02
))
ϕ(x) =γ−2Vv · ϕ̂(x),
(4.2)
where γVv is the Weil index of Vv, and ϕ̂ is the Fourier transform of ϕ with respect to the self-dual Haar
measure dµ on Vv ⊕ Vv:
ϕ̂(x) :=
∫
Xv
ϕ(y)ψQ,v((x, y))dµ(y).
The Weil representation ωv : R(GO(Vv)×GSp4(Qv))→ AutCS(Xv) is given by
ωp(h, g)ϕ(x) = |ν(h)|−2v (ωVv (g1)ϕ)(h−1x),
(
g1 =
(
12 02
02 ν(g)
−112
)
g
)
.
Let S(XA) = ⊗vS(Xv). We define ωV = ⊗vωVv : Sp4(A)→ AutCS(XA) and ω = ⊗vωv : R(GO(V )A ×
GSp4(A))→ AutCS(XA).
Remark 4.1. In this paper, we always take V to be {x ∈ M2(F ) : x∗ = x} which is introduced in Section
3.1. Define n(x) = det(x) for x ∈ V . Then, the quadratic space (V, n) has the signature (3, 1). In this
case, the bilinear form (·, ·) is given by the following formula:
(x, y) = Tr(xy∗).(4.3)
4.2. Theta lifts of Harris-Soudry-Taylor. We put λ = (n + 2, 2). Denote by Lλ(C) the algebraic
representation of GL2(C) of the highest weight λ which is introduced in Section 2.2. Let V be the four
dimensional orthogonal space which was introduced in Section 3.1, and f˜ an extension o f which was
introduced in 3.3. We will choose a distinguished Bruhat-Schwartz function ϕ˜ ∈ S(XA)⊗W˜2n+2(C)∨ ⊗
Lλ(C) in the next subsection, and consider the theta kernel θ(h, g; ϕ˜):
θ(h, g; ϕ˜) =
∑
x∈X
ω(h, g)ϕ˜(x).
Define the theta lift θ(ϕ˜, f˜) : GSp4(A)→ Lλ(C) to be
θ(ϕ˜, f˜)(g) = θ(g; ϕ˜, f˜) =
∫
[O(V )]
〈θ(g, hh1; ϕ˜), f˜(hh1)〉W˜dh, (ν(h1) = ν(g)),
where dh is the Tamagawa measure on H1(A) := O(V )(A). We call θ(ϕ˜, f˜) HST lifts, since it was studied
closely in [HST93].
4.3. The choice of test functions. We introduce our choice of the distinguished test function ϕ˜ =
ϕ˜∞⊗v<∞ϕv : V ⊕2A → W˜2n+2(C)∨⊗Lλ(C) and we prove basic properties of ϕ˜ in Lemma 4.2 and Lemma
4.4.
Let N be a positive integer such that NZ = N ∩ Z. Let dF be the different of F/Q and let ∆F =
NrF/Q(dF ) be the discriminant of F . For each finite place v ∈ ΣQ, we let
V ′(OF,v) =
{(
a bδ−1F
cδF a¯
)
∈ Vv | a ∈ OF,v, b ∈ Zv, c ∈ NZv
}
.(4.4)
Define a distinguished Bruhat-Schwartz function ϕv for each finite place v ∈ ΣQ to be the characteristic
function of V ′(OF,v)⊕2 on V ⊕2v .
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Lemma 4.2. Let v ∈ ΣQ be a finite place. Denote by NF the least common multiple l.c.m.(N,∆F ) of N
and ∆F . Then, for g =
(
a b
c d
)
∈ U (2)0 (NF ) ∩ Sp4(Ẑ), we have
ωVv (g)ϕv = χVv (deta)ϕv.
Proof. Put V ′(OF,v)∨ = {x ∈ Vv|(x, y) ∈ Zv for all y ∈ V ′(OF,v)}. Let lv be the non-negative integer
such that p−lvZv = 〈n(x)|x ∈ V ′(OF,v)∨〉Zv . Then, by [Yo84, Lemma 2.1], it is enough to prove that
lv = ordv(NF ). Since it is easy to see that V
′(OF,v)∨ = Vv ∩
{(
d
−1
F OF,v N−1OF,v
OF,v d−1F OF,v
)}
, the lemma
follows immedeately. 
Now, we proceed to define an archimedean test function
ϕ˜∞ ∈ S(X∞)⊗ W˜2n+2(C)∨ ⊗ Lλ(C).
We firstly prepare a Bruhat-Schwartz function ϕ∞ ∈ S(X∞)⊗C[X,Y ]2n+2 ⊗C[X,Y ]n. Let
V 0 =
{(
a b
b c
)
∈ M2(C)
}
; X0∞ = (V∞ ∩ V 0)⊕2.
Let p : V 0 → C[X,Y ]2 be the isomorphism given by
p
((
a b
b c
))
= aX2 + 2bXY + cY 2.
For each integer 0 ≤ α ≤ n, define Pα : X0∞ → C[X,Y ]2n+2 by
Pα(x1, x2) = p
(
1
2
(x1w0x2 +
t(x1w0x2))
)
p(x1)
αp(x2)
n−α,
(
w0 =
(
0 1
−1 0
))
.
Explicitly, Pα is written as follows:
Pα
(((
z1
√−1t1√−1t1 z¯1
)
,
(
z2
√−1t2√−1t2 z¯2
)))
=p
((√−1(z1t2 − t1z2) 12 (z1z¯2 − z¯1z2)
1
2 (z1z¯2 − z¯1z2) −
√−1(z¯1t2 − t1z¯2)
))
× p
((
z1
√−1t1√−1t1 z¯1
))α
p
((
z2
√−1t2√−1t2 z¯2
))n−α
.
Lemma 4.3. Pα is a pluri-harmonic polynomial.
Proof. It suffices to prove that Pα is annihilated by the following three differential operators:
∂2
∂t21
+ 4
∂2
∂z1∂z¯1
,
∂2
∂t1∂t2
+ 2
(
∂2
∂z1∂z¯2
+
∂2
∂z2∂z¯1
)
,
∂2
∂t22
+ 4
∂2
∂z2∂z¯2
.
The computation is straightforward, hence we omit it. 
We define ϕα∞ ∈ S(X∞)⊗C[X,Y ]2n+2 by
ϕα∞(x1, x2) = P
α
(
1
2
(x1 +
tx1),
1
2
(x2 +
tx2)
)
e−πTr(x1
tx1+x2
tx2).
We also define ϕ∞ ∈ S(X∞)⊗C[X,Y ]2n+2 ⊗C[X,Y ]n by
ϕ∞(x) =
n∑
α=0
ϕα∞(x) ⊗
(
n
α
)
XαY n−α.(4.5)
Then, fix the archimedean test function ϕ˜∞ as follows:
ϕ˜∞ = (ϕ∞, (−1)n+1δ(∞)τ2n+2(w0)ϕ∞) ∈ S(X∞)⊗ W˜2n+2(C)∨ ⊗ Lλ(C).
The following lemma determines the minimal K-type of HST lifts, which is compatible with [HST93,
Lemma 12].
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Lemma 4.4. We embed U2(R) →֒ Sp4(R) by A + B
√−1 7→
(
A B
−B A
)
. Then, we have the following
statements:
(i) For (u, g) ∈ SU2(R)×U2(R), we have
ω∞(u, g)ϕ∞ = ρ(2n+2,0)(u−1)⊗ ρ(n+2,2)(tg)ϕ∞.
(ii) Assume that n is even and δ(∞) = −1. We have
ω∞(t, 1)ϕ˜∞ = τ˜2n+2(t)ϕ˜∞ = τ˜2n+2(w0)ϕ˜∞.
Proof. We prove the statement (i). First, we prove that ω∞(u, 1)ϕ∞ = ρ(2n+2,0)(u−1)ϕ∞ for u ∈ SU2(R).
This is enough to prove the following identity:
Pα
(
u−1x1(u¯∗)−1, u−1x2(u¯∗)−1; (X,Y )
)
= Pα
(
x1, x2; (X,Y )u
−1) ,
where (x1, x2) ∈ X0∞. Since u¯∗ = tu and w−10 uw0 = u¯, this is proved by the straightforward computation.
We prove that ω∞(1, g)ϕ∞ = ρ(n+2,2)(tg)ϕ∞ for g ∈ U2(R). We put g = A +
√−1B, where A,B ∈
M2(R). We may assume that detB 6= 0. Then we find that(
A B
−B A
)
=
(
12 −AB−1
02 12
)(
tB−1 02
02 B
)(
02 12
−12 02
)(
12 −B−1A
02 12
)
.
Fix an isomorphism ι : M2,3(R)→ X0∞ by(
t1 x1 y1
t2 x2 y2
)
7→
((
z1
√−1t1√−1t1 z¯1
)
,
(
z2
√−1t2√−1t2 z¯2
))
, (zi := xi +
√−1yi(i = 1, 2)).
We also define ι′(s1, s2) for (s1, s2) ∈ R⊕2 to be
ι′(s1, s2) =
((
0
√−1s1
−√−1s1 0
)
,
(
0
√−1s2
−√−1s2 0
))
.
Then we write each X˜, Y˜ ∈ X∞ as follows:
X˜ = ι′(ξ1, ξ2) + ι(X), Y˜ = (Y˜1, Y˜2) = ι′(η1, η2) + ι(Y ), (ξ1, ξ2, η1, η2 ∈ R, X, Y ∈M2,3(R)).
Let dµ(y) be the self-dual measure on X∞ with respect to the Fourier transform:
ϕ̂(x) =
∫
X∞
ϕ(y)ψQ,∞((x, y))dµ(y), (ϕ ∈ S(X∞)).
By using the definition of the bilinear form (·, ·) on V ⊗2 (see also (4.3)), we have
(X˜, Y˜ ) =Tr(X˜1Y˜
∗
1 + X˜2Y˜
∗
2 ) = −2(ξ1η1 + ξ2η2) + 2Tr(tXY ).
Hence the self-dual measure on M2,3(R) (resp. R
⊕2) which is induced by dµ(y) via ι is given by 23dY
(resp. 2dη) for Y ∈ M2,3(R) (resp. η ∈ R⊕2).
Recall that γ2V∞ is −1 ([Ra93, Proposition A.10], [Ic05, Lemma A.1]) and that
Tr(SY˜ T ) =−
(
η1 η2
)
T
(
η1
η2
)
+Tr(tY TY ), (T ∈M2(C)).
Then, the definition of the Schro¨dinger model (4.2) of the Weil representation ωV shows that
ωV
((
02 12
−12 02
)(
12 −B−1A
02 12
))
ϕα∞(X˜)
=(−1)×
∫
X∞
ψQ,∞(Tr(SY˜ (−B−1A)))Pα(
1
2
(Y˜ + tY˜ ))e−πTr(Y˜1
tY˜1+Y˜2
tY˜2)ψQ,∞((X˜, Y˜ ))dY˜
=(−1)×
∫
M2,3(R)
e2π
√−1Tr(tY (−B−1A)Y )Pα(ι(Y ))e−2πTr(
tY Y )e4π
√−1Tr(tXY ) × 23dY
×
∫
R2
e−2π
√−1(η1,η2)(−B−1A)( η1η2 )e−2π(η
2
1+η
2
2)e−4π
√−1(ξ1η1+ξ2η2) × 2dη
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=(−1)×
∫
M2,3(R)
e4π
√−1Tr(tXY )e2π
√−1Tr(tY (√−112−B−1A)Y )Pα(ι(Y ))× 23dY
×
∫
R2
e−4π
√−1(ξ1η1+ξ2η2)e2π
√−1(η1,η2)(
√−112+B−1A)( η1η2 ) × 2dy
=(−1)×
∫
M2,3(R)
e
√−1Tr(t(4πX)Y )e
√−1
2 Tr(
tY (4π(
√−112−B−1A))Y )Pα(ι(Y ))× 23dY
×
∫
R2
e
√−1(−4π(ξ1η1+ξ2η2))e
π
√−1
2 (η1,η2)(4π(
√−112+B−1A))( η1η2 ) × 2dη.
Since Pα is pluri-harmonic by Lemma 4.3, [KV78, Lemma 4.5] yields that the above identity is equal to
(−1)× (2π) 2·32
(
det
4π(
√−112 −B−1A)√−1
)− 32
e
√−1
2 Tr(
t(4πX)(− 14π (
√−112−B−1A)−1)(4πX)) × 23
× Pα(ι(− 1
4π
(
√−112 −B−1A)−1 × 4πX))
× (2π) 1·22
(
det
4π(
√−112 +B−1A√−1
)− 12
e
√−1
2 (4πξ1,4πξ2)(− 14π (
√−112+B−1A)−1)
(
4πξ1
4πξ2
)
× 2
=(−1)× (det(12 +√−1B−1A))− 32 e−2π√−1Tr(tX(√−112−B−1A)−1X)
× Pα(ι(−(√−112 −B−1A)−1X))
× (det(12 −√−1B−1A))− 12 e−2π√−1(ξ1,ξ2)(√−112+B−1A)−1( ξ1ξ2 ).
Here we take a blanch of det(1n+
√−1S)m2 for S = tS ∈Mn(R) and m ∈ Z as follows. For z = re
√−1θ ∈
C for r > 0 and −π < θ ≤ π, we define z 12 = r 12 e
√−1 θ2 . Since S is a symmetric matrix, we find a
T ∈ On(R) such that
tT (1n +
√−1S)T = 1n +
√−1
d1 . . .
dn
 ,
where d1, . . . , dn ∈ R. Define
det(1n +
√−1S)m2 =
(
| detT |−1
n∏
i=1
(1 +
√−1di) 12
)m
.
Summarizing the above computation, we obtain
ωV
((
02 12
−12 02
)(
12 −B−1A
02 12
))
ϕα∞(X˜)
=(−1)× det(12 +
√−1B−1A)− 32 e−2π
√−1Tr(tX(√−112−B−1A)−1X) × Pα(ι(−(√−112 −B−1A)−1)X))
× det(12 −
√−1B−1A)− 12 e−2π
√−1(ξ1,ξ2)(
√−112+B−1A)−1
(
ξ1
ξ2
)
.
Note that
det(12 +
√−1B−1A)− 32 det(12 −
√−1B−1A)− 12
=det(12 +
√−1B−1A)−1(det(12 +
√−1B−1A)− 12 det(12 −
√−1B−1A))− 12
=det(
√−1B−1)−1 det(A−√−1B)−1
× {det(√−1B−1) det(−√−1B−1) det(A−√−1B) det(A+√−1B)}− 12
=− detB det g × | detB|.
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We also find that
Pα(ι(−(√−112 −B−1A)−1X)) =Pα(−ι(X)t(
√−112 −B−1A)−1) = Pα(ι(X)tBg).
By using (4.2) again, ωV (g)ϕ
α
∞ is given as follows:
ωV
((
A B
−B A
))
ϕα∞(X˜) =ψQ,∞(SX˜(−AB−1))× χV∞(detB)| detB−1|
4
2
× (−1)× (− detB| detB| det g)
× e−2π
√−1Tr(t(B−1X)(√−112−B−1A)−1B−1X)Pα(ι(X)tB−1tBg)
× e−2π
√−1(ξ1,ξ2)tB−1((
√−112+B−1A)−1)B−1
(
ξ1
ξ2
)
.
In the straight forward way, we find that
e−2π
√−1Tr(t(B−1X)(√−112−B−1A)−1B−1X) × e−2π
√−1(ξ1,ξ2)tB−1((
√−112+B−1A)−1)B−1
(
ξ1
ξ2
)
=e−πTr(X˜1
tX˜1+X˜2
tX˜2) × e2π
√−1Tr(S
X˜
(tB−1tA)).
Since AB−1 = tB−1tA, we obtain
ωV
((
A B
−B A
))
ϕα∞(X˜) = det gP
α(ι(X)g)e−πTr(X˜1
tX˜1+X˜2
tX˜2).
Define q(x1, x2),p
′(x)(x1, x2, x ∈ V ) to be
q(x1, x2) =p
(
1
8
(
(x1 +
tx1)w0(x2 +
tx2) +
t((x1 +
tx1)w0(x2 +
tx2))
))
,
p′(x) =p
(
1
2
(x+ tx)
)
.
Note that ϕα∞(x1, x2) = q(x1, x2)p
′(x1)αp′(x2)n−αe−πTr(x1
tx1+z2
tx2). Write g =
(
a b
c d
)
∈ U2(R). Then
we find that
q(ax1 + cx2, bx1 + dx2) = det gq(x1, x2).
This proves that
Pα(X˜g) = det gq(X˜)(ap′(X˜1) + cp′(X˜1))α(bp′(X˜1) + dp′(X˜2))n−α,
and hence we obtain
ωV
((
A B
−B A
))
ϕα∞(X˜)
=
n∑
α=0
det g2q(X˜)(ap′(X˜1) + cp′(X˜2))α(bp′(X˜1) + dp′(X˜2))n−αe−πTr(X˜1
tX˜1+X˜2
tX˜2) ⊗
(
n
α
)
XαY n−α
=
n∑
α=0
Pα(X˜)e−πTr(X˜1
tX˜1+X˜2
tX˜2) ⊗
(
n
α
)
· ρ(n+2,2)(tg)(XαY n−α).
This proves the first statement.
We prove the statement (ii). Put
x =
(
z
√−1t√−1t z
)
, x1, x2 ∈ V∞ ∩ V 0; p(x; (X,Y )) = zX2 + 2
√−1tXY + zY 2.
By the definition (3.1) of t ∈ H(R), we find that
p(tx; (X,Y )) =− zX2 + 2√−1tXY − zY 2 = −p(x; (X,Y )w0),
p
(
1
2
(tx1w0tx2 +
t(tx1w0tx2)); (X,Y )
)
=p
(
1
2
(x1w0x2 +
t(x1w0x2)); (X,Y )w0
)
.
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These identities and the definition of Pα show that
ω∞(t, 1)ϕ∞(x) = (−1)nτ2n+2(w0)ϕ∞(x).
Since n is even and δ(∞) = −1, the definition of τ˜2n+2 which is introduced in Section 3.4 yields that
ω∞(t, 1)ϕ˜∞(x) =((−1)nτ2n+2(w0)ϕ∞(x), (−1)δ(∞)ϕ∞(x))
=((−1)n+1δ(∞)τ2n+2(w0)ϕ∞(x), ϕ∞(x))
=τ˜2n+2(w0)ϕ˜∞(x).
This shows the second statement. 
Hereafter, we always fix the Bruhat-Schwartz function ϕ˜ = ϕ˜∞ ⊗v<∞ ϕv ∈ S(XA) ⊗ W˜2n+2(C)∨ ⊗
Lλ(C), where ϕ˜∞ and ϕv are introduced as above. For later use, we put ϕ˜v = ϕv for each finite v ∈ ΣQ.
Then, by Lemma 4.2, Lemma 4.4 and [HST93, Proposition 3], we see that θ(ϕ˜, f˜) : GSp4(A) → Lλ(C)
is a Siegel cusp form of weight λ = (n + 2, 2) and of level Γ0(NF ). Denote by Π the automorphic
representation of GSp4(A) which is generated by θ(ϕ˜, f˜). Let L(s,Π, spin) =
∏
v∈ΣQ L(s,Πv, spin) be the
spinor L-function of Π. Then [HST93, Lemma 10, Lemma 11] yield that for each v ∈ ΣQ\Σram,
L(s,Πv, spin) = L(s, πv).
4.4. Fourier expansion of theta series. In this section, we give a description (4.8) of adelic Fourier
coefficients of HST lifts θ(ϕ˜, f˜) in terms of the initial automorphic form f˜ and the Bruhat-Schwartz
function ϕ˜. For the simplicity, we write θ = θ(ϕ˜, f˜) in this subsection.
We write S = Sx for some x ∈ V (Q)⊕2. For the unipotent subgroup U(A) of Sp(A), let ψS : U(A)→
C× be the character which is introduced in Section 2.4. Recall that the adelic S-th Fourier coefficient
Wθ,S(g) for g ∈ GSp+4 (A) of θ is defined to be
Wθ,S(g) =
∫
[U ]
θ(ug)ψS(u)du,(4.6)
where du is the Haar measure which is normalized so that vol(U(Q)\U(A), du) = 1.
For g ∈ GSp+4 (A), we take h1 ∈ GO(V )(A) such that ν(g) = ν(h1). Then, we find that
Wθ,S(g) =
∫
[U ]
du
∫
[H1]
dh〈θ(hh1, ug), f˜(hh1)〉W˜ψS(u)
=
∫
[U ]
du
∫
[H1]
dh
∑
x∈X
〈ω(1, u)ω(hh1, g)ϕ˜(x), f˜ (hh1)〉W˜ψS(u)
=
∫
[H1]
dh
∑
x∈X
S=Sx
〈ωV (g1)ϕ˜(h−11 h−1x), f˜ (hh1)〉W˜ ,
(4.7)
where we put g1 =
(
12 02
02 ν(g)
−112
)
g. For x ∈ X = V ⊕2, define
Hx = {h ∈ H1 | h · x = x} .
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Then, Witt’s theorem shows that
Wθ,S(g) =
∫
[H1]
dh
∑
h′∈Hx(Q)\H1(Q)
〈ωV (g1)ϕ˜(h−11 h−1(h′)−1x), f˜ (h′hh1)〉W˜
=
∫
Hx(Q)\H1(A)
dh〈ωV (g1)ϕ˜(h−11 h−1x), f˜ (hh1)〉W˜
=
∫
Hx(A)\H1(A)
dh
∫
[Hx]
ds〈ωV (g1)ϕ˜(h−11 h−1s−1x), f˜ (shh1)〉W˜
=
∫
Hx(A)\H1(A)
dh
∫
[Hx]
ds〈ωV (g1)ϕ˜(h−11 h−1x), f˜ (shh1)〉W˜ .
(4.8)
5. Inner product formula
In this section, we prove an explicit inner product formula for HST lifts. See Theorem 5.7 for the
result. In Section 5.1, we introduce a local Hermitian pairing for spaces of automorphic representations
of GO3,1(Qv) for each v ∈ ΣQ. By using these local Hemitian pairings, we decompose a global Hermitian
pairing for automorphic forms on GO3,1(A) to a product of local pairings. To fix a decomposition of a
global pairing is necessary to apply the Rallis inner product formula for HST lifts. In Section 5.2, we
reduce a computation of an inner product of HST lifts to a computation of local integrals on GSO3,1(Qv)
and we give an explicit inner product formula in Theorem 5.6 by using adelic language. The inner product
formula in classical language is given in Theorem 5.7 in Section 5.3.
5.1. Hermitian pairing. We define Hermitian pairings on the several representation spaces of automor-
phic representations of orthogonal groups. These pairings will be used in Section 5.2 to introduce the
Rallis inner product formula. In this subsection, we use the same notation in Section 3.2 and 3.3.
Recall that UN is a subgroup of H0(Afin) which is defined in Section 3.3. For each finite place v of Q,
the UN,v-invariant subspace σUN,vv of σv is one dimensional by the theory of newform. We fix a non-zero
element f0v in σ
UN,v
v . We may assume that
ξvf
0
v = f
0
v
for each finite place v ∈ S. Fix an SU2(R)-equivariant map ι∞ :W2n+2(C)→ Vσ, which is unique up to
constant. For each u ∈ W2n+2(C), define
f0∞,u = ι∞(u) ∈ V∞.(5.1)
Then we may fix an isomorphism j : ⊗′vσv → σ so that
j(f0∞,u ⊗′v<∞ f0v ) = 〈f , u〉W .(5.2)
We also define
f˜0∞,u = (f
0
∞,u, δ(∞)ξ∞f0∞,u) ∈ V˜∞; f˜0v = (f0v , f0v ) ∈ V˜v, (v <∞).
Write u˜ = (u, (−1)n+1δ(∞)τ2n+2(w0)u) ∈ W˜2n+2(C) for each u ∈ W2n+2(C). Then, we fix an isomor-
phism j˜ : ⊗′vσ˜v → σ˜ so that
j˜(f˜0∞,u ⊗′v<∞ f˜0v ) = 〈f˜ , u˜〉W˜ .(5.3)
Let BW :W2n+2(C)⊗2 → C be the SU2(R)-equivariant Hermitian pairing which is given by
BW(u1, u2) = 〈u1, τ2n+2(w0) · u¯2〉W ,
(
w0 =
(
0 1
−1 0
)
, u1, u2 ∈ W2n+2(C)
)
.
Define Bσ∞ to be the Hermitian pairing V⊗2∞ → C such that
Bσ∞(f0∞,u1 , f0∞,u2) = BW(u1, u2)(5.4)
for each u1, u2 ∈ W2n+2(C). See Lemma 5.1 for the explicit form of the pairing Bσ∞ . For each finite
place v of Q, we define the Hermitian pairing Bσv : V⊗2v → C so that Bσv(f0v , f0v ) = 1.
EXPLICIT INNER PRODUCT FORMULAS AND BESSEL PERIOD FORMULAS FOR HST LIFTS 21
For each place v of Q, the Hemitian pairing Bσv is extended to the pair on σ̂v and σ̂±v as follows. Let
Bσ♯v : V♯⊗2v → C be the Hermitian pairing which is defined to be
Bσ♯v ((f1, f
′
1), (f2, f
′
2)) =
1
2
(Bσv (f1, f2) + Bσv (f ′1, f ′2)) .
Define Bσ̂±v = Bσ♯v |V±v if v ∈ S. We also define
Bσ˜∞ = Bσ̂−∞ ; Bσ˜v =
{
Bσ̂+v , (v ∈ S, v <∞),
Bσ̂♯v , (v 6∈ S).
The following lemma is not used in Section 5. However, this lemma verifies the existence of the pairing
Bσ∞ in an explicit way and this is necessary for the explicit computation of the inner product of HST
lifts in Section 6.2.
Lemma 5.1. Let Wσ,∞ be the element in Lemma 3.3. Put W jσ,∞ = 〈Wσ,∞, Xn+1+jY n+1−j〉W and
C∞ =
2−4dimW2n+2(C)2
(
2n+2
n+1
)
ΓC(2n+ 4)
, (ΓC(s) := 2(2π)
−sΓ(s)).
Define B0σ∞ : V⊗2∞ → C by
B0σ∞(W iσ,∞,W jσ,∞) = C∞ ×
∫
SU2(R)
∫ ∞
0
W iσ,∞
((
t 0
0 1
)
u
)
W jσ,∞
((
t 0
0 1
)
u
)
dt
t
du,
where du is the Haar measure on SU2(R) such that vol(SU2(R), du) = 1. Then, B0σ∞ is an SU2(R)-
equivariant pairing and we have
B0σ∞(W iσ,∞,W jσ,∞) =BW(Xn+1+iY n+1−i, Xn+1+jY n+1−j) =
{(
2n+2
n+1+i
)−1
, (i = j),
0, (i 6= j).
In particular, B0σ∞ gives an explicit form of Bσ∞ in (5.4).
Proof. Put ui = X
n+1+iY n+1−i. It suffices to compute B0σ,∞(W iσ,∞,W jσ,∞) explicitly. Since we have
W iσ,∞(gu) = 〈Wσ,∞(g), τ2n+2(u)ui〉W , (u ∈ SU2(R)),
we find that
B0σ,∞(W iσ,∞,W jσ,∞)
=
∫
SU2(R)
du
∫ ∞
0
dt
t〈
n+1∑
k=−n−1
W kσ,∞
((
t 0
0 1
))
u∨k , τ2n+2(u)ui
〉
W
〈
n+1∑
l=−n−1
W lσ,∞
((
t 0
0 1
))
u∨l , τ2n+2(u)uj
〉
W
=
∑
k,l
∫ ∞
0
W kσ,∞
((
t 0
0 1
))
W lσ,∞
((
t 0
0 1
))
dt
t
∫
SU2(R)
〈u∨k , τ2n+2(u)ui〉W 〈u∨l , τ2n+2(u)uj〉W du.
The Schur’s orthogonality relation ([Kn02, Corollary 4.10]) yields∫
SU2(R)
〈u∨k , τ2n+2(u)ui〉W 〈u∨l , τ2n+2(u)uj〉Wdu
=
∫
SU2(R)
〈u∨k , τ2n+2(w0)τ2n+2(u)τ2n+2(w−10 )ui〉W〈u∨l , τ2n+2(w0)τ2n+2(u)τ2n+2(w−10 )uj〉Wdu
=
∫
SU2(R)
BW(u∨k , τ2n+2(u)τ2n+2(w−10 )ui)BW(u∨l , τ2n+2(u)τ2n+2(w−10 )uj)du
=
1
dimW2n+2(C)BW(u
∨
k , u
∨
l )BW(τ2n+2(w−10 )ui, τ2n+2(w−10 )uj)
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=
δk,lδi,j
dimW2n+2(C)
(
2n+ 2
n+ 1+ k
)(
2n+ 2
n+ 1 + i
)−1
,
where δs,t is the Kronecker’s delta. We compute the following integral:∫ ∞
0
W kσ,∞
((
t 0
0 1
))
W kσ,∞
((
t 0
0 1
))
dt
t
=
∫ ∞
0
24
√−1ktn+2Kk(4πt)× 24
√−1ktn+2Kk(4πt)dt
t
=28 ×
∫ ∞
0
t2n+3Kk(4πt)Kk(4πt)dt.
By [MOS66, page 101], we find that∫ ∞
0
t2n+3Kk(4πt)Kk(4πt)dt
=22n+3−2(4π)−2n−3−1 × 1
Γ(2n+ 4)
× Γ
(
1 + 2k + 2n+ 3
2
)
Γ
(
1 + 2n+ 3
2
)
Γ
(
1 + 2n+ 3
2
)
Γ
(
1− 2k + 2n+ 3
2
)
× 2F1
(
1 + 2k + 2n+ 3
2
,
1 + 2n+ 3
2
; 2n+ 4; 0
)
=2−4 · 2 · (2π)−2n−4Γ(2n+ 4)× (n+ 1 + k)!(n+ 1)!(n+ 1)!(n+ 1− k)!
(2n+ 3)!(2n+ 3)!
=2−4 · ΓC(2n+ 4)
dimW2n+2(C)2
(
2n+2
n+1
) × ( 2n+ 2
n+ 1 + k
)−1
.
Therefore we obtain
B0σ,∞(W iσ,∞,W jσ,∞) =
δi,j
dimW2n+2(C) ·
(
2n+ 2
n+ 1 + i
)−1∑
k
(
2n+ 2
n+ 1 + k
)
× 28 × 2−4 · ΓC(2n+ 4)
dimW2n+2(C)2
(
2n+2
n+1
) × ( 2n+ 2
n+ 1 + k
)−1
=δi,j × 24 · ΓC(2n+ 4)
dimW2n+2(C)2
(
2n+2
n+1
) × ( 2n+ 2
n+ 1 + i
)−1
.
This proves the lemma. 
For later use, we prepare the following lemma which immediately follows from Lemma 3.4.
Lemma 5.2. We have
ξ∞f0∞,u = (−1)n+1τ2n+2(w0)f0∞,u.
In particular, we have
ξ∞f0∞,j = (−1)jf0∞,−j
for f0∞,j := f
0
∞,uj (ui = X
n+1+jY n+1−j).
We denote by dh˜ (resp. dh0) the Tamagawa measure on ZH(A)\H(A) (resp. ZH0(A)\H0(A)), dǫv
the Haar measure on µ2(Qv) such that vol(µ2(Qv), dǫv) = 1 and dǫ the product measure
∏
v dǫv on
µ2(A). Note that we have∫
ZH (A)H(Q)\H(A)
f(h˜)dh˜ =
∫
µ2(Q)\µ2(A)
∫
ZH0 (A)H
0(Q)\H0(A)
f(h0ǫ)dh0dǫ
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for each f ∈ L1(ZH(A)H(Q)\H(A)). Define an Hermitian pairing Bσ˜ : A(σ˜)⊗2 → C to be
Bσ˜(f1, f2) =
∫
ZH (A)H(Q)\H(A)
f1(h˜)
¯
f2(h˜)dh˜, (f1, f2 ∈ A(σ˜)).
We also define an Hermitian pairing on 〈·, ·〉H0 :Mn(H0,UN)⊗2 → C by
〈f1, f2〉H0 =
∫
ZH0 (A)H
0(Q)\H0(A)
〈f1(h0), τ2n+2(w0) ¯f2(h0)〉Wdh0, (f1, f2 ∈Mn(H0,UN)).
The relation of a global pairing Bσ˜ and a local pairings Bσ˜v for each v ∈ ΣQ is given as follows:
Lemma 5.3. We have
Bσ˜ = 〈f , f〉H0
dimW2n+2(C) ·
∏
v
Bσ˜v
under the fixed isomorphism j : ⊗vσ˜v → σ˜ in (5.3).
Proof. This lemma is proved in the same way as [HN18, Lemma 5.2] 
5.2. Rallis inner product formula. In this subsection, we reduce a computation of the inner product of
HST lifts to computations of certain local integrals by using the Rallis inner product formula. Combined
with the results of Section 6, we state the explicit inner product formula (Theorem 5.6) in representation
theoretic language.
For each place v of Q and Bruhat-Schwartz functions ϕ, ϕ′ ∈ S(Xv), we define
Bωv(ϕ, ϕ′) =
∫
Xv
ϕ(x) ¯ϕ′(x)dx,
where dx is the self dual Haar measure on Xv with respect to ψQ,v. For ϕ ∈ S(XA) and f ∈ A(σ˜), define
θ(ϕ, f) : GSp+4 (Q)\GSp+4 (A)→ C by
θ(ϕ, f)(g) = θ(g;ϕ, f) :=
∫
[H1]
∑
x∈X
ω(h1h
′, g)ϕ(x)f(h1h′)dh1, (ν(h′) = ν(g)),
where dh1 =
∏
v dh1,v is the Tamagawa measure on H1(A). We extend θ(ϕ, f) to the automorphic form
on GSp4(A) so that the support of the extension is in GSp4(Q)GSp
+
4 (A) and denote it by the same
notation.
To state the Rallis inner product formula, we recall the definition of the Asai L-function L(s,As+(π)) =∏
v∈ΣQ L(s,As
+(πv)) according to [HN18, Section 3.1, 3.2] and [Gh99, Section 4]. For each finite v ∈ ΣQ,
L(s,As+(πv)) is defined in the same way with [HN18, Definition 3.1]. Define L(s,As
+(π∞)) to be
ΓC(s+ n+ 1)ΓR(s+ 1)
2,
where ΓR(s) = π
− s2Γ( s2 ), and ΓC(s) = 2(2π)
−sΓ(s). Some of the analytic properties of L(s,As+(π)) is
summarized in [HN18, Theorem 3.3]. In particular, we recall that L(1,As+(π)) 6= 0 under the condition
that π is not conjugate self-dual.
Proposition 5.4. (Rallis inner product formula) Let ϕ1 = ⊗vϕ1,v, ϕ2 = ⊗vϕ2,v ∈ S(XA) = ⊗vS(Xv)
and f1 = ⊗vf1,v, f2 = ⊗vf2,v ∈ ⊗vA(σ˜v) ∼= ⊗vV˜v. Then,
〈θ(ϕ1, f1), θ(ϕ2, f2)〉 :=
∫
ZG(A)G(Q)\G(A)
θ(ϕ1, f1)(g)θ(ϕ2, f2)(g)dg
=
〈f , f〉H0
dimW2n+2(C) ·
L(1,As+(π))
ζ(2)ζ(4)
∏
v
Z∗v (ϕ1,v, ϕ2,v, f1,v, f2,v),
where Z∗v (ϕ1,v, ϕ2,v, f1,v, f2,v) is defined to be
ζv(2)ζv(4)
L(1,As+(πv))
∫
H1(Qv)
Bωv(ωv(h1,v)ϕ1,v, ϕ2,v)Bσ˜v (σ˜v(h1,v)f1,v, f2,v)dh1,v.
24 K. NAMIKAWA
Proof. Apply [GQT14, Proposition 11.2, Theorem 11.3] for n = m = 4, r = 1, ǫ0 = −1 in the notation in
[GQT14]. 
Define 〈·, ·〉L : Lλ(C) ⊗ Lλ(C) → C to be the pairing 〈·, ·〉n which is introduced in Section 2.2. For
vector-valued Siegel cusp forms F1,F2 : G(A)→ Lλ(C), define an Hermitian pairing to be
(F1,F2)G =
∫
ZG(A)G(Q)\G(A)
〈F1(g),F2(g)〉Ldg.
One of main purposes of this paper is to compute (θ(ϕ˜, f˜†), θ(ϕ˜, f˜†))G in an explicit way. To resume
computation, we prepare some notation. Let H01 = SO(V ). For i = 1, 2 and
ϕαi ∈ S(X∞)⊗C[X,Y ]2n+2,
ϕi =
n∑
α=0
ϕαi
(
n
α
)
Xn−αY α ∈ S(X∞)⊗C[X,Y ]2n+2 ⊗C[X,Y ]n,
fi ∈ A(σ∞)⊗C[X,Y ]2n+2,
we define
BW⊗L(ϕ1, ϕ2, f1, f2) =
n∑
α=0
Bσ∞(BW(ϕα1 , f1),BW(ϕn−α2 , f2))(−1)α
(
n
α
)
.
Let dh =
∏
v dhv be the Tamagawa measure on H
0
1 (A) and define
Z∞(ϕ∞, f0∞) =
∫
H01 (R)
∫
X∞
BW⊗L(ω∞(h∞)ϕ∞, ϕ∞, σ∞(h∞)f0∞, f0∞)dxdh∞,
Zv(ϕv, f0,†v ) =
∫
H01 (Qv)
Bωv (ωv(hv)ϕv, ϕv)Bσ˜v (σv(hv)f0,†v , f0,†v )dhv, (v ∈ ΣQ, v <∞),
where f0∞, f
0,†
v are defined in Section 5.1.
The following proposition reduces a computation of the inner product of θ(ϕ˜, f˜†) to computations of
local integrals on H01 (Qv).
Proposition 5.5. We have
(θ(ϕ˜, f˜†), θ(ϕ˜, f˜†))G
〈f , f〉H0
=
1
dimW2n+2(C) ·
L(1,As+(π))
ζ(2)ζ(4)
·
∏
v∈ΣQ
Z∗v (ϕv),
where
Z∗v (ϕv) =
ζv(2)ζv(4)
L(1,As+(πv))
×
{
Z∞(ϕ∞, f0∞), (v =∞),
Zv(ϕv, f0,†v ), (v <∞).
Proof. Firstly, we reduce a computation of inner products to computations of local integrals on H1(Qv)
by using the Rallis inner product formula (Proposition 5.4).
We fix some notation. We identify the SU2(R)-representation spaceW2n+2(C) with C[X,Y ]2n+2. Let
uj = X
n+1+jY n+1−j for −n− 1 ≤ j ≤ n+1, which gives a pair of basis of W2n+2(C). Denote by u∨j the
dual basis of uj with respect to 〈·, ·〉W . Let
u˜j = (uj , (−1)n+1+jδ(∞)τ2n+2(w0)uj) ∈ W˜2n+2(C).
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We also identify the U2(R)-representation space Lλ(C) with C[X,Y ]n. We recall and prepare some
notation:
ϕ∞(x) =
n∑
α=0
ϕα∞(x)
(
n
α
)
Xn−αY α; ϕα∞(x) =
n+1∑
j=−n−1
ϕα∞,j(x)uj =
n+1∑
j=−n−1
〈ϕα∞(x), u∨j 〉Wuj;
ϕ˜α∞ =(ϕ
α
∞, (−1)n+1+jδ(∞)τ2n+2(w0)ϕα∞) ∈ S(X∞)⊗ W˜2n+2(C)∨;
u˜∨j =
1
2
(u∨j , (−1)n+1+jδ(∞)τ2n+2(w0)u∨j );
ϕ˜α∞,j =〈ϕ˜α∞, u˜∨j 〉W˜ = ϕα∞,j ∈ S(X∞).
Let
ϕα =ϕα∞
⊗
v<∞
ϕv ∈ S(XA)⊗W2n+2(C)∨; ϕαj = ϕα∞,j
⊗
v<∞
ϕv ∈ S(XA);
ϕ˜α =(ϕα, (−1)n+1δ(∞)τ2n+2(w0)ϕα) ∈ S(XA)⊗ W˜2n+2(C)∨.
For f˜† ∈M2n+2(H,N), we put
f˜
†
j (h) =〈f˜†, u˜j〉W˜ .
By using the above notation, we find that
θ(ϕα, f˜†)(g) :=
∫
[H1]
〈
∑
x∈X
ω(h1h
′, g)ϕ˜α(x), f˜†(h1)〉W˜dh1 =
n+1∑
j=−n−1
θ(ϕ˜αj , f˜
†
j )(g)
(
n
α
)
Xn−αY α.
The definition of the pairings 〈·, ·〉 and (·, ·)G show that
(θ(ϕ˜, f˜†), θ(ϕ˜, f˜†))G =
n∑
α=0
∫
[ZG\G]
θ(ϕ˜α, f˜†)θ(ϕ˜n−α, f˜†)(−1)α
(
n
α
)
dg
=
∑
α
n+1∑
i,j=−n−1
∫
[ZG\G]
θ(ϕ˜αi , f˜
†
i )(g)θ(ϕ˜
n−α
j , f˜
†
j )(g)(−1)α
(
n
α
)
dg
=
∑
α,i,j
〈θ(ϕ˜αi , f˜†i ), θ(ϕ˜n−αj , f˜†j )〉(−1)α
(
n
α
)
.
The Rallis inner product formula (Proposition 5.4) yields that
〈θ(ϕ˜αi , f˜†i ), θ(ϕ˜n−αj , f˜†j )〉 =
1
dimW2n+2(C) ·
L(1,As+(π))
ζ(2)ζ(4)
· Z˜∗ij
∏
v<∞
Z˜∗v ,
where
Z˜ij =
∫
H1(R)
Bω∞(ω∞(h1,∞)ϕ˜α∞,i, ϕ˜n−α∞,j )Bσ˜∞(σ˜∞(h1,∞)f˜0∞,i, f˜0∞,j)dh1,∞, (f˜0∞,i := f˜0∞,ui),
Z˜v =
∫
H1(Qv)
Bωv(ωv(h1,v)ϕ˜v, ϕ˜v)Bσ˜v (σ˜v(h1,v)f˜0,†v , f˜0,†v )dh1,v.
Z˜∗v =
ζv(2)ζv(4)
L(1,As+(πv))
· Z˜v.
To prove the proposition, it suffices to write down local integrals Z˜ij and Z˜v on H1(Qv) in terms of
local integrals on H01 (Qv).
For each finite place v ∈ ΣQ, we find that
Z˜v = Zv,
which is proved in the same way with [HN18, (5.13)].
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We compute local integrals Z˜ij . We put
Zij =
∫
H01 (R)
Bω∞(ω∞(h∞)ϕαi , ϕn−αj )Bσ∞(σ∞(h∞)f0∞,i, f0∞,j)dh∞, (f0∞,i := f0∞,ui).
Recall that
σ˜∞(h∞)f˜0∞,i =(σ(h∞)f
0
∞,i, σ(h
c
∞)δ(∞)ξ∞f0∞,i),
for h∞ ∈ H0(R). By the definition of Bσ˜∞ , we have
Bσ˜∞(σ˜∞(h∞)f˜0∞,i, f˜0∞,j) =
1
2
{Bσ∞(σ(h∞)f0∞,i, f0∞,j) + Bσ∞(σ(hc∞)δ(∞)ξ∞f0∞,i, δ(∞)ξ∞f0∞,j)}
=
1
2
{Bσ∞(σ(h∞)f0∞,i, f0∞,j) + Bσ∞(ξ∞σ(h∞)f0∞,i, ξ∞f0∞,j)}
=
1
2
{Bσ∞(σ(h∞)f0∞,i, f0∞,j) + Bσ∞(σ(h∞)f0∞,i, f0∞,j)}
=Bσ∞(σ(h∞)f0∞,i, f0∞,j),
Bσ˜∞(σ˜∞(h∞t)f˜0∞,i, f˜0∞,j) =
1
2
{Bσ∞(σ(h∞)δ(∞)ξ∞f0∞,i, f0∞,j) + Bσ∞(σ(hc∞)f0∞,i, δ(∞)ξ∞f0∞,j)}
=
δ(∞)
2
{Bσ∞(σ(h∞)ξ∞f0∞,i, f0∞,j) + Bσ∞(ξ∞σ(hc∞)f0∞,i, f0∞,j)}
=(−1)iδ(∞)Bσ∞(σ(h∞)f0∞,−i, f0∞,j).
In the last identity, we used Lemma 5.2. Since
ω∞(t)ϕ˜α∞ =τ˜2n+2(t)ϕ˜
α
∞ = ((−1)n+1δ(∞)τ2n+2(w0)ϕα∞, ϕα∞)
by Lemma 4.4, we find that
ω∞(t)ϕ˜α∞,i := 〈ω∞(t)ϕ˜α∞, u˜i〉W = (−1)iδ(∞)ϕ˜α∞,−i.
Since vol(µ2(R), dǫ∞) = 1, we obtain
Z˜ij =1
2
∫
H01 (R)
Bω∞(ω∞(h∞)ϕαi , ϕn−αj )Bσ˜∞(σ˜(h∞)f˜0∞,i, f˜0∞,j)
+ Bω∞(ω∞(h∞t)ϕαi , ϕn−αj )Bσ˜∞(σ˜(h∞t)f˜0∞,i, f˜0∞,j)dh∞
=
1
2
∫
H01 (R)
Bω∞(ω∞(h∞)ϕαi , ϕn−αj )Bσ∞(σ(h∞)f0∞,i, f0∞,j)
+ Bω∞(ω∞(h∞)(−1)iδ(∞)ϕα−i, ϕn−αj )(−1)iδ(∞)Bσ∞(σ(h∞)f0∞,−i, f0∞,j)dh∞
=
1
2
(Zij + Z−ij).
Therefore the definitions of Zij and BW⊗L show that
n∑
α=0
n+1∑
i,j=−n−1
Z˜ij
=
1
2
n∑
α=0
n+1∑
i,j=−n−1
(Zij + Z−ij)(−1)α
(
n
α
)
=
n∑
α=0
n+1∑
i,j=−n−1
{∫
X∞
ω∞(h∞)ϕαi (x)ϕ
n−α
j (x)dx
}
× Bσ∞(σ∞(h∞)f0∞,i, f0∞,j)(−1)α
(
n
α
)
=
n∑
α=0
n+1∑
i,j=−n−1
∫
X∞
Bσ∞(ω∞(h∞)ϕαi (x)σ∞(h∞)f0∞,i, ϕn−αj (x)f0∞,j)(−1)α
(
n
α
)
dx
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=
n∑
α=0
∫
X∞
Bσ∞(BW(ω∞(h∞)ϕα(x), σ∞(h∞)f0∞),BW(ϕn−α(x), f0∞))(−1)α
(
n
α
)
dx
=
∫
X∞
BW⊗L(ω∞(h∞)ϕ˜, ϕ˜, σ∞(h∞)f0∞, f0∞)dx.
This proves the proposition. 
To state an explicit inner product formula (Theorem 5.6), we fix a decomposition dh =
∏
v∈ΣQ dhv
of the Tamagawa measure on H01 (A) to a product of Haar measures dhv on H
0
1 (Qv) as follows. For
g ∈ SL2(C), write
g =
(
t
1
2 t
1
2 z
0 t−
1
2
)
u, t ∈ R>0, z = x+
√−1y ∈ C, u ∈ SU2(R).
Then let dg be the Haar measure on SL2(C) which is given by
dg =
dx ∧ dy ∧ dt
t3
∧ du,
(
g =
(
t
1
2 t
1
2 z
0 t−
1
2
)
u, t ∈ R>0, z = x+
√−1y ∈ C, u ∈ SU2(R)
)
,
where vol(SU2(R), du) = 1. We fix dh =
∏
v∈ΣQ dhv so that dh∞ is induced by dg via ̺. We define a
Haar measure dhfin on H
0
1 (Afin) to be
∏
v∈ΣQ,v<∞ dhv.
Recall NZ = N ∩ Z and let
UN =
{
̺(g, α) ∈ H0(Afin) | g ∈ U0(N), α ∈ Ẑ×
}
, UN,1 = UN ∩H01 (Afin).(5.5)
Summarizing Proposition 5.5 and the results in Section 6, we obtain the following corollary:
Theorem 5.6. Assume that
• n is even;
• π is not conjugate self-dual;
• δ(∞) = −1 and δ(v) = 1 for each finite v ∈ ΣQ;
• N is square-free;
• ∆F and NrF/Q(N) are coprime;
• Conjecture 6.3 on the archimedean local integral, which is hold for n = 0, 2, 4, 6, 8.
Let P be a set of rational primes which is defined in (3.7). Put
rF,2 =
{
1, (2 | ∆F ),
0, (2 ∤ ∆F ).
For each finite unramified places v ∈ ΣQ with the residue characteristic p, let εp be as in Lemma 6.1.
Then, we have
(θ(ϕ˜, f˜†, θ(ϕ˜, f˜†))G
〈f , f〉H0
=
L(1,As+(π))
ζ(2)ζ(4)
· (−1)
n
2 vol(UN,1, dhfin)(2n+ 3)2♯P
2n+9(n+ 1)N2F∆
3
F 2
−4rF,2
× ζNF (4)
ζNF (1)
·
∏
p|N
(1 + εp) ·
∏
p|∆F
(1 + p−1).
Proof. The statement follows from Proposition 5.5, Lemma 6.1 and Lemma 6.5. 
5.3. Classical form of inner product formula. In this subsection, we introduce a classical form of
Theorem 5.6. We follow the same line with [HN18, Section 5.3].
Define the classical form θ∗
f˜†
: H2 → Lλ(C) of θ(ϕ˜, f˜†) to be
θ∗
f˜†
(Z) =
1
vol(UN,1, dhfin)̺λ(J(g∞, i))θ(ϕ˜, f˜
†)(g∞), (g∞ ∈ Sp4(R), g∞ · i = Z ∈ H2).
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Let BL : Lλ(C)⊗2 → C be an SU2(R)-equivariant and positive definite Hermitian pairing which is
defined by
BL(v1, v2) = 〈v1, ̺λ(w0)v2〉L,
(
w0 =
(
0 1
−1 0
)
, v1, v2 ∈ Lλ(C)
)
.
Then define the Petersson norm of θ∗
f˜†
to be
〈θ∗
f˜†
, θ∗
f˜†
〉H2 =
∫
Γ
(2)
0 (NF )\H2
BL(θ∗f˜†(Z), θ∗f˜†(Z))(detY )
n
2 +2
dXdY
(detY )3
,
where Z = X +
√−1Y ∈ H2 and dX =
∏
j≤l dxjl, dY =
∏
j≤l dyjl for X = (xjl) and Y = (yjl).
Recall dh0 is the Tamagawa measure on ZH0(A)\H0(A). Decompose dh0 =
∏
v∈ΣQ dh0,v so that
dh0,∞ is the Haar measure on ZH0(R)\H0(R) which is induced by the Haar measure dǫ∞ on µ2(R) in
Section 5.1 and the Haar measure dh∞ on H01 (R) in Section 5.2. Write dh0,fin =
∏
v∈ΣQ,v<∞ dh0,v. Let
UN be the image of UN in ZH0(A)\H0(A). Then, define
〈f1, f2〉H = 1
vol(UN , dh0,fin)
〈f1, f2〉H0
for f1, f2 ∈Mn(H0,UN).
Theorem 5.7. Let P , rF,2, εp be as in Theorem 5.6. Define rF to be the number of the rational primes
which is ramified in F . Put
β = ♯P + 4rF,2 − 2n− 9− rF .
Assume the conditions in Theorem 5.6. Then we have
〈θ∗
f˜†
, θ∗
f˜†
〉H2
〈f , f〉H = 2
βNF∆
−3
F × L(1,As+(π))
∏
p|N
(1 + εp) ·
∏
p|∆F
(1 + p−1).
Proof. The proof is done in the same way given in [HN18, Theorem 5.7]. Define a pairing 〈〈·, ·〉〉 :
Lλ(C)⊗ Lλ(C)→ C to be
〈〈v1, v2〉〉 =
∫
SU2(R)
〈
v1, ρλ(u)v2
〉
L
du, (vol(SU2(R), du) = 1, v1, v2 ∈ Lλ(C)).
In the same way with the proof of [HN18, Lemma 5.6], the pairing 〈〈·, ·〉〉 satisfies
〈〈·, ·〉〉 =
√−1n
n+ 1
BL(·, , ·).
Hence the following facts:
• the Tamagawa number of PGSp4 is 2;
• vol(Sp4(Z)\H2, dXdY(detY )3 ) = 2ζ(2)ζ(4) ([Si43, Theorem 11]);
• [Sp4(Z) : Γ0(NF )] = N3F
∏
p|NF
1−p−4
1−p−1 ([Kl59, page 114, (1)]);
show that
(θ(ϕ˜, f˜†, θ(ϕ˜, f˜†))G
vol(UN,1, dhfin)2 =
√−1n
n+ 1
·N−3F
∏
p|NF
1− p−1
1− p−4 ·
〈θ∗f , θ∗f 〉H2
ζ(2)ζ(4)
.
Then by Theorem 5.6, we find that
〈θ∗
f˜†
, θ∗
f˜†
〉H2
〈f , f〉H =
vol(UN , dh0,fin)
vol(UN,1, dhfin) ·
NF (2n+ 3)2
♯P
dimW2n+2(C)2n+9∆3F 2rF,2
× L(1,As+(π))
∏
p|N
(1 + εp) ·
∏
p|∆F
(1 + p−1).
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By the proof of [HN18, Theorem 5.7], we have
vol(UN , dh0,fin) = 2−rF vol(UN,1, dhfin).
This shows the theorem. 
The following corollary immediately follows from the non-vanishing of L(1,As+(π)):
Corollary 5.8. Assume conditions in Theorem 5.7 and
(LR) for each p | N , εp = 1.
Then, θ∗
f˜†
is non-zero.
Proof. By the assumptions in the statement, the non-vanishing of θ∗
f˜†
is equivalent to the non-vanishing
of L(1,As+(π)) which follows from [GS15, Theorem 4.3]. This proves the corollary. 
6. Proof of Theorem 5.6
A proof of Theorem 5.6 is divided two parts: a computation of non-archimedean local integrals and
an archimedean local integral. In the non-archimedean case, the computation is exactly the same with
[HN18, Section 6.3]. Hence the archimedean computation is the main theme of this section. We do it
assuming Conjecture 6.3 in Section 6.2. Conjecture 6.3 is hold for small weights and we give a proof of
Conjecture 6.3 for n = 0 in Appendix.
6.1. The non-archimedean local integral. In this subsection we give explicit formulas for the non-
archimedean local integrals Zv(ϕv, f0,†v ) for each finite place v ∈ ΣQ. The calculation of these values is
done in the exactly same way with [HN18, Section 6.3]. We summarize the result of the computation as
follows:
Lemma 6.1. Assume that N is square-free and that NrF/Q(N) is prime to ∆F . For each finite v ∈ ΣQ,
let p be the residue characteristic of v.
(i) Suppose that v ∈ ΣQ is unramified in F . Let εwi (resp. εv) be the root number of πwi for i = 1, 2
(resp. πv) if v = w1w2 is split in F (resp. v is inert in F ). Put
εp =
{
εw1εw2 , (v : split in F ),
εv, (v : inert in F ).
Then, we have
Zv(ϕv, f0,†) = vol(UN,1,v, dhv) · L(1,As
+(πv))
ζv(2)ζv(4)
×
{
1, (p ∤ NrF/Q(N)),
p−2(1 + εp), (p | NrF/Q(N)).
(ii) Suppose that v ∈ ΣQ is ramified in F . Then, we have
Zv(ϕv, f0,†) = vol(UN,1,v, dhv) · |2−4∆3F |v · (1 + p−1) ·
L(1,As+(πv))
ζv(1)ζv(2)
.
6.2. The archimedean local integral. In this subsection, we compute the archimedean local integral.
For this purpose, we firstly prepare a lemma on the Haar measure dh∞ on H01 (R), which is fixed in
Section 5.2.
Lemma 6.2. The following set is a set of representatives of H01 (R):{
̺(u1, u2, a, ε) := ̺
(
u1
(
a
1
2 0
0 a−
1
2
)
u2, ε
)
| 0 < a < 1, u1, u2 ∈ {±1} \SU2(R), ε ∈ {±1}
}
.
Moreover, for f ∈ L1(H01 (R)), we have∫
H01 (R)
f(h)dh∞ = π
∑
ε=±1
∫
SU2(R)/{±1}
∫
SU2(R)/{±1}
∫ 1
0
f(̺(u1, u2, a, ε))
(a− a−1)2da
a
du1du2.
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Proof. The first statement follows from the Cartan decomposition. Hence it suffices to change variables
of the integrals on H01 (R). Let
u(ψ, θ, ϕ) =
(
α β
−β¯ α¯
)
, α = cosψe
√−1θ, β = sinψe
√−1ϕ, 0 < θ, ϕ < 2π, 0 < ψ <
π
2
.
Denote by du the Haar measure on SU2(R) such that vol(SU2(R), du) = 1. Then du is explicitly given
by the following formula:∫
SU2(R)
f(u)du =
∫ π
2
0
sin 2ψdψ
∫ 2π
0
dθ
2π
∫ 2π
0
dϕ
2π
f(u(ψ, θ, ϕ)), (f ∈ L1(SU2(R))).(6.1)
For 0 < a, define
N(α, β, a) =a−1|α|2 + a|β|2.
Then the following gives the Iwasawa decomposition of
(
α β
−β¯ α¯
)(
a
1
2 0
0 a−
1
2
)
:(
1 (a
−1−a)αβ
N(α,β,a)
0 1
)(
N(α, β, a)−1 0
0 1
)(
a−
1
2α a
1
2β
−a 12 β¯ a− 12 α¯
)
=
(
1 (a
−1−a)αβ
N(α,β,a)
0 1
)(
N(α, β, a)−
1
2 0
0 N(α, β, a)
1
2
)
·N(α, β, a)− 12
(
a−
1
2α a
1
2β
−a 12 β¯ a− 12 α¯
)
.
Let
z =
(a−1 − a)αβ
N(α, β, a)
, t = N(α, β, a)−1.
Note that |α|2 + |β|2 = 1. Assuming
α = α¯ (θ = 0),
we find that
dz ∧ dt ∧ dz¯
t3
= 2
√−1dx ∧ dy ∧ dt
t3
=− 2αβ−1 · (a− a
−1)2
a
da ∧ dα ∧ dβ = √−1 sin(2ψ) · (a− a
−1)2
a
da ∧ dφ ∧ dψ.
(6.2)
This identity (6.1) and (6.2) prove the lemma. 
Conjecture 6.3. For even non-negative integer n, the value
In :=
∫ 1
0
(a− a−1)2da
a
∫
X∞
dx
∫ ∞
0
dt
t〈〈
ϕ∞
((
a−
1
2 0
0 a
1
2
)
x
)
,Wσ,∞
((
t 0
0 1
)(
a
1
2 0
0 a−
1
2
))〉
W
,
〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
))〉
W
〉
L
is given by
In = (−1)n2 · 2−4n−8 · (n+ 1)!2 · n! · π−3n−6.
Remark 6.4. We can check by using Mathematica that Conjecture 6.3 is hold for n = 0, 2, 4, 6, 8. See
Appendix for a proof of Conjecture 6.3 in the n = 0 case.
Recall that the Γ-factor of As+(π) is given by
L(s,As+(π∞)) = ΓC(s+ n+ 1)ΓR(s+ 1)2.
The purpose of the rest of this subsection is to prove the following lemma:
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Lemma 6.5. Assume Conjecture 6.3. Then we have
Z∞(ϕ∞, f0∞) =
(−1)n2 2−n−9(2n+ 3)
n+ 1
· L(1,As
+(π∞))
ΓR(2)ΓR(4)
.(6.3)
Proof. Let C∞ be the constant in Lemma 5.1. By Lemma 5.1, the left-hand side of (6.3) is equal to∫
H01 (R)
∫
X(R)
BW⊗L(ω∞(h∞)ϕ∞, ϕ∞, σ∞(h∞)f0∞, f0∞)dxdh∞
=C∞ ·
∫
H01 (R)
∫
X∞
∫ ∞
0
∫
SU2(R)〈〈
ϕ∞(h−1∞ x),Wσ,∞
((
t 0
0 1
)
ug
)〉
W
,
〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
)
u
)〉
W
〉
L
du
dt
t
dxdh∞
=C∞ ·
∫
H01 (R)
∫
X∞
∫ ∞
0
∫
SU2(R)〈〈
ϕ∞(h−1∞ u
−1x),Wσ,∞
((
t 0
0 1
)
ug
)〉
W
,
〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
))〉
W
〉
L
du
dt
t
dxdh∞
=C∞ ·
∫
H01 (R)
∫
X∞
∫ ∞
0〈〈
ϕ∞(h−1∞ x),Wσ,∞
((
t 0
0 1
)
g
)〉
W
,
〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
))〉
W
〉
L
dt
t
dxdh∞,
where we write h∞ = ̺(g, α).
Let vϕ,W = 〈ϕ(x),W 〉W ∈ S(X∞) for ϕ ∈ S(X∞)⊗W2n+2(C)∨ and W ∈ W(σ∞, ψF,∞). Define
σ′∞(h)vϕ∞,Wσ,∞ =〈ϕ∞(h−1x), σ∞(h)Wσ,∞〉W ∈ S(X∞),
S ′(X∞) =〈σ′∞(h)vϕ∞,Wσ,∞ |h ∈ H01 (R)〉C.
Then, σ′∞ : H
0
1 (R) → Aut(S ′(X∞)) gives a representation of H01 (R) and vϕ∞,Wσ,∞ is an SU2(R)-fixed
vector by Lemma 4.4. For vϕ1,W1 , vϕ2,W2 ∈ S ′(X∞), the pairing
〈vϕ1,W1 , vϕ2,W2〉S′ :=
∫
X∞
∫ ∞
0
〈〈
ϕ1(x),W1
((
t 0
0 1
))〉
W
,
〈
ϕ2(x),W2
((
t 0
0 1
))〉
W
〉
L
dt
t
dx
makes σ′ a unitary representation of H01 (R). Hence [He62, X. Theorem 4.5] shows that
Ω(h) := 〈σ′∞(h)vϕ∞,Wσ,∞ , vϕ∞,Wσ,∞〉S′
is a spherical function on H01 (R). Furthermore, [He62, X. Proposition 3.2] proves that∫
SU2(R)
Ω(uh)du = Ω(h).(6.4)
Let ρ(u1, u2, a, ε) be as in Lemma 6.2. Then Lemma 6.2 shows that∫
H01 (R)
Ω(h∞)dh∞ =π
∑
ε=±1
∫
SU2(R)/{±1}
∫
SU2(R)/{±1}
∫ 1
0
Ω(̺(u1, u2, a, ε))
(a− a−1)2da
a
du1du2
=
π
2
∫
SU2(R)
∫ 1
0
Ω(̺(u1, 12, a, 1))
(a− a−1)2da
a
du1
=
π
2
∫ 1
0
Ω(̺(12, 12, a, 1))
(a− a−1)2da
a
.
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In the last equality, we used (6.4). Hence it suffices to compute the following integral:
π
2
∫ 1
0
Ω(̺(12, 12, a, 1))
(a− a−1)2da
a
=
π
2
∫ 1
0
(a− a−1)2da
a
∫
X∞
dx
∫ ∞
0
dt
t〈〈
ϕ∞
((
a−
1
2 0
0 a
1
2
)
x
)
,Wσ,∞
((
t 0
0 1
)(
a
1
2 0
0 a−
1
2
))〉
W
,
〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
))〉
W
〉
L
=
π
2
In.
Then Conjecture 6.3 shows that
Z∞(ϕ0∞, f0∞) =
π
2
C∞In =(−1)n2 · 2−2n−10 · π−n−1 · (2n+ 3) · n!
=
(−1)n2 2−n−9(2n+ 3)
n+ 1
· L(1,As
+(π∞))
ΓR(2)ΓR(4)
.
This proves the lemma. 
7. Bessel period formula
In this section, we give an explicit Bessel period formula for HST lifts. See Theorem 7.4 for the result.
We recall a definition of Bessel periods in Section 7.1. The Bessel periods are torus integrals which are
determined by an embedding ResK/QGm,/K → GSp4 for each imaginary quadratic field K. We give an
embedding which is suitable for our computation in Section 7.2, and an explicit Bessel period formula is
given in Theorem 7.4 assuming K = F after reducing the computation to computations of local integrals
in Section 7.3. In Section 7.4, we give a relation between Bessel periods and Fourier coefficients of HST
lifts in an explicit manner. See Corollary 7.7 for the result, which proves that θ∗
f˜†
has an integral Fourier
coefficient and which gives a criterion for the non-vanishing of Fourier coefficients of HST lifts modulo a
prime.
7.1. Definition of Bessel periods. We introduce the definition of S-th Bessel periods according to
[Fu93]. Define an algebraic group TS over Q by
TS = {g ∈ GL2 | tgSg = (det g)S}.(7.1)
We consider TS as a subgroup of GSp4 by the following embedding:
g 7→
(
g 02
02 (det g)
tg−1
)
.
Define a subgroup R of GSp4 to be
R = TSU = TS ⋊ U.
For each character φ : A×TS(Q)\TS(A) → C× and each Siegel cusp form F : GSp4(A) → Lλ(C), we
define the Bessel periods BF ,S,φ to be a function BF ,S,φ : GSp4(A)→ Lλ(C) by
BF ,S,φ(g) =
∫
A×R(Q)\R(A)
F(rg)φ ⊗ ψS(r)dr.
By the definition, we have
BF ,S,φ(g) =
∫
A×TS(Q)\TS(A)
WF ,S(tg)φ(t)dt,(7.2)
where WF ,S is the S-th adelic Fourier coefficient of F which is introduced in (2.4).
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7.2. Choice of S. In this subsection, we write Bessel periods of HST lifts in terms of automorphic forms
f
†
R on H
0
1 (A) for R ⊂ Σ1 by making a choice of S = Sx for some x ∈ X. See Lemma 7.2 for the formula.
Let K be an imaginary quadratic field with the absolute discriminant ∆K > 0. Suppose that the
following condition:
(FK) For some tK ∈ F , we have NrF/Q(tK) = ∆K
We fix tK ∈ F satisfying (FK). Define
ϑ◦K =
1
2
(
tK − ¯tK tK + ¯tK
−(tK + ¯tK) −(tK − ¯tK)
)
.
Since we have
(ϑ◦K)
2 = −NrF/Q(tK) = −∆K ,
we have an embedding ι : K× → H0(Q) such that
ι(a+ b
√
−∆K) = ̺(a+ bϑ◦K ,NrK/Q(a+ b
√
−∆K)), (a, b ∈ Q).
Define
ϑK =
{
ϑ◦K , (∆K ≡ 1, 2 mod 4),
1+ϑ◦K
2 , (∆K ≡ 3 mod 4)
; x = (12, ϑK); S = Sx.
Define a quaternion algebra E to be F ⊗QK, then we extend ι : K× → H0(Q) to ι˜ : E× → H0(Q) by
ι˜(a+ b
√
−∆K) = a⊗ 12 + b ⊗ ϑK , (a, b ∈ F ).
Hereafter we write ι˜ by ι for the simplicity. Let Hx be an algebraic subgroup of H which fixes x ∈ X.
The following lemma easily follows from the definitions. (See also [HN17, Lemma 4.1].)
Lemma 7.1. Define an algebraic group E×0 over Q to be
{
t ∈ E× | NrE/K(t) := ι(t)ι(t)∗ ∈ Q
}
. Then,
the map ι : E× → H0 induces an isomorphism
ι : E×0 /F
× ∼−−−−→ Hx.
For t ∈ K, we find a matrix ΨK(t) ∈M2(Q) such that
ι(t) · x = xΨK(t).
Hence, we find that
ι(t) · x = xΨK(NrE/K(t)), (t ∈ E×).(7.3)
Then, ΨK induces an isomorphism ΨK : K
× ∼= TS →֒ GSp4. We define j : E× → GSp4 by
j(t) =
(
ΨK(NrE/K(t)) 02
02 detΨK(NrE/K(t)) · tΨK(NrE/K(t))−1
)
, (t ∈ E×).
Let φ : A×K×\K×A → C× be a finite-order Hecke character. The S-th Bessel period BS,φ :=
Bθ(ϕ˜,˜f†),S,φ in (7.2) is given by
BS,φ(g) =
∫
[E×/E×0 ]
Wθ(ϕ,˜f†),S(j(t)g)φ(NrE/K(t))dt.(7.4)
The following lemma describes BS,φ in terms of automorphic forms on H
0
1 (A). This is necessary
to reduce a computation of BS,φ to a computation of local integrals Bjv(ϕ, φ) on H01 (Qv) for each v ∈
ΣQ, j = 0, 1 in the next subsection.
Lemma 7.2. We have
BS,φ(g) =2
1−♯Σ1
∑
R⊂Σ1
∫
[E×/F×]
dtφ(NrE/K(t))
∫
Hx(A)\H01 (A)
dh
〈
ωV (g)ϕ(h
−1x), f†R(ι(t)w0,Rh
c
Rh
R)
〉
W
+
〈
τ2n+2(w0)ωV (g)ϕ(h
−1x), f†R(ι(t)w0,R△{∞}h
c
R△{∞}h
R△{∞})
〉
W
.
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Proof. We easily find that ν(ι(t)) = ν(j(t)) for t ∈ E×. For g ∈ Sp4(A), (4.8) shows that
BS,φ(g) =
∫
Hx(A)\H1(A)
dh
∫
[Hx]
ds
∫
[E×/E×0 ]
dt〈
ωV (g)ϕ˜(ι(t)
−1h−1xΨK(NrE/K(t))), f˜
†(shι(t))
〉
W˜
φ(NrE/K(t)).
By using (7.3) and changing variable h by ι(t)hι(t)−1, we find that
BS,φ(g) =
∫
Hx(A)\H1(A)
dh
∫
[Hx]
ds
∫
[E×/E×0 ]
dt
〈
ωV (g)ϕ˜(h
−1x), f˜†(sι(t)h)
〉
W˜
φ(NrE/K(t)).
Since ϕ ◦NrE/K is trivial on E×0 , Lemma 7.1 proves the following identity:
BS,φ(g) =
∫
Hx(A)\H1(A)
dh
∫
[E×/F×]
dt
〈
ωV (g)ϕ˜(h
−1x), f˜†(ι(t)h)
〉
W˜
φ(NrE/K(t))
=
∫
Hx(A)\H01 (A)
dh
∫
µ2(A)
dτ
∫
[E×/F×]
dt
〈
ωV (g)ϕ˜(h
−1τx), f˜†(ι(t)τh)
〉
W˜
φ(NrE/K(t)).
The group µ2(Qv) is realized in H(Qv) as follows:
µ2(Qv) = {̺(12, 1), ̺(w0,v, 1)tv} ,
(
w0,v =
(
0 1
−1 0
))
.
We write w0,vtv as ̺(w0,v, 1)tv for the simplicity. We note that∫
Hx(A)\H01 (A)
dh
∫
µ2(A)
〈
ωV (g)ϕ˜(h
−1τx), f˜†(ι(t)τh)
〉
W˜
dτ
=
1
2♯Σ1
∫
Hx(A)\H01 (A)
dh
∑
R⊂Σ1
〈
ωV (g)ϕ˜(h
−1w0,RtRx), f˜†(ι(t)w0,RtRh)
〉
W˜
By the definition (3.5) of the extension of automorphic forms on H0(A), we also find that∑
R⊂Σ1
f˜†(ι(t)w0,RtRh) =
∑
R⊂Σ1
f˜†(ι(t)w0,RhcRh
RtR)
=
∑
R⊂Σ1
(
f
†
R(ι(t)w0,Rh
c
Rh
R) + f†Σ1\R(ι(t)
cw0,RhRhR,c),
f
†
R△{∞}(ι(t)w0,Rh
c
Rh
R) + f†(Σ1\R)△{∞}(ι(t)
cw0,RhRhR,c)
)
Since
w0t · 12 = −12, w0t · ϑK + t(w0t · ϑK) = −(ϑK + tϑK),
the definition of ϕ˜ shows that
ϕ˜(h−1w0,RtRx) = ϕ˜(h−1x).
By using (−1)n+1δ(∞) = 1, we compute∑
R⊂Σ1
〈
ωV (g)ϕ˜(h
−1w0,RtRx), f˜†(ι(t)w0,RtRh)
〉
W˜
=
∑
R⊂Σ1
〈
ωV (g)ϕ(h
−1x), f†R(ι(t)w0,Rh
c
Rh
R) + f†Σ1\R(ι(t)
cw0,RhRhR,c)
〉
W
+
〈
τ2n+2(w0)ωV (g)ϕ(h
−1x), f†R△{∞}(ι(t)w0,Rh
c
Rh
R) + f†(Σ1\R)△{∞}(ι(t)
cw0,RhRhR,c)
〉
W
.
Since
w0ι(t)w
−1
0 = ι(t
c),
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we find that for R ⊂ Σ1
f
†
Σ1\R(ι(t)
cw0,RhRhR,c) =f
†
Σ1\R(w0ι(t)
cw0,RhRhR,c)
=f†Σ1\R(ι(t)w0,Rch
c
Rch
Rc)
where Rc = ΣQ\R. By making the change of variable h by w0,vtvhtvw0,v at each v 6∈ Σ1, we have∑
R⊂Σ1
∫
Hx(A)\H01 (A)
f
†
Σ1\R(ι(t)
cw0,RhRhR,c)dh
=
∑
R⊂Σ1
∫
Hx(A)\H01 (A)
f
†
Σ1\R(ι(t)w0,Rch
c
Rch
Rc)dh
=
∑
R⊂Σ1
∫
Hx(A)\H01 (A)
f
†
R(ι(t)w0,Rh
c
Rh
R)dh.
(7.5)
In the same way, we also have∑
R⊂Σ1
∫
Hx(A)\H01 (A)
f
†
(Σ1\R)△{∞}(ι(t)
cw0,RhRhR,c)dh
=
∑
R⊂Σ1
∫
Hx(A)\H01 (A)
f
†
R△{∞}(ι(t)w0,Rh
c
Rh
R)dh.
(7.6)
Then (7.5) and (7.6) show that∑
R⊂Σ1
∫
Hx(A)\H01 (A)
dh
〈
ωV (g)ϕ˜(h
−1w0,RtRx), f˜†(ι(t)w0,RtRh)
〉
W˜
=2
∑
R⊂Σ1
∫
Hx(A)\H01 (A)
dh
〈
ωV (g)ϕ(h
−1x), f†R(ι(t)w0,Rh
c
Rh
R)
〉
W
+
〈
τ2n+2(w0)ωV (g)ϕ(h
−1x), f†R△{∞}(ι(t)w0,Rh
c
Rh
R)
〉
W
.
This proves the lemma. 
7.3. Explicit Bessel period formula. In this subsection, we deduce an explicit Bessel period formula
assuming K = F . We firstly write BS,φ as the product of the local integrals on H
0
1 (Qv) for v ∈ ΣQ in
Lemma 7.3. The explicit Bessel period formula is given in Theorem 7.4.
Assume that K = F . Then, we choose tF to be
√−∆F . Define
ϑ′F =
{
1
2
√−∆F , (∆F ≡ 1, 2 mod 4),
1+
√−∆F
2 , (∆F ≡ 3 mod 4).
Note that
x =
(
12,
(
ϑ′F 0
0 ϑ′F
))
, Sx =
(
1 12TrF/Q(ϑ
′
F )
1
2TrF/Q(ϑ
′
F ) NrF/Q(ϑ
′
F )
)
, detSx =
∆F
4
.
We also see that the image of [E×/F×] via ι is represented by the following set:{(
t 0
0 1
)
| t ∈ [F×]
}
.(7.7)
The computation of BS,φ is reduced to the computation of the following local integrals, which are so
called local Bessel period integrals. For each finite v ∈ ΣQ and gv ∈ Sp4(Qv), let
B0v(ϕ, φ)(gv) =
∫
F×v
d×t
∫
Hx(Qv)\H01 (Qv)
dhωVv(gv)ϕv(h
−1x)Wf†,v
((
t 0
0 1
)
h
)
φv(t),
B1v(ϕ, φ)(gv) =
∫
F×v
d×t
∫
Hx(Qv)\H01 (Qv)
dhωVv(gv)ϕv(h
−1x)Wf†,v
((
t 0
0 1
)
w0h
)
φv(t
c).
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Similarly, define, for g∞ ∈ Sp4(R),
B0∞(ϕ, φ)(g∞) =
∫
F×∞
d×t
∫
Hx(Q∞)\H01 (Q∞)
dh〈ωV∞(g∞)ϕv(h−1x),Wf†,∞
((
t 0
0 1
)
h
)
〉Wφ∞(t),
B1∞(ϕ, φ)(g∞) =
∫
F×∞
d×t
∫
Hx(Q∞)\H01 (Q∞)
dh〈ωV∞(g∞)ϕv(h−1x),Wf†,∞
((
t 0
0 1
)
w0h
)
〉Wφ∞(tc).
Lemma 7.3. We have
BS,φ(g) = 2
2−♯Σ1
∏
v∈Σ1
(B0v(ϕ, φ)(gv) + δ(v)B1v(ϕ, φ)(gv)) ∏
v∈ΣQ\Σ1
B0v(ϕ, φ)(gv).
Proof. By Lemma 7.2, (7.7) and the definition (3.4) of the Fourier-Whittaker expansion, BS,φ is equal to
21−♯Σ1
∑
R⊂Σ1
∫
F×
A
φ(t)d×t
∫
Hx(A)\H01 (A)
dh
〈ωV (g)ϕ(h−1x),Wf†,R(ι(t)w0,RhcRhR)〉W
+ 〈τ2n+2(w0)ωV (g)ϕ(h−1x),Wf†,R(ι(t)w0,R△{∞}hcR△{∞}hR△{∞})〉W .
The definition of Whittaker functions (3.3) and Lemma 3.4 show that
τ2n+2(w0)Wf†,R(ι(t)w0,R△{∞}h
c
R△{∞}h
R△{∞})
=(−1)n+1 ×
{
ξ∞Wf†,R(ι(t)w0,R∪{∞}hcRh
c
∞h
R∪{∞}), (∞ 6∈ R),
ξ∞Wf†,R(ι(t)w0,R\{∞}hcR\{∞}h∞h
R\{∞}), (∞ ∈ R),
=δ(∞)×
{
Wf†,R(ι(t)c∞ι(t)finw0,R∪{∞}h
c
Rh∞h
R∪{∞}), (∞ 6∈ R),
Wf†,R(ι(t)c∞ι(t)finw0,R\{∞}h
c
R\{∞}h
c
∞h
R\{∞}), (∞ ∈ R),
=δR,finWf†,fin(ι(t)finw0,R,finh
c
R,finh
R
fin)
×
{
δ(∞)Wf†,∞(ι(t)c∞w0,∞h∞), (∞ 6∈ R),
Wf†,∞(ι(t)∞h∞), (∞ ∈ R),
=δR,finWf†,fin(ι(t)finw0,R,finh
c
R,finh
R
fin)
×Wf†,R△{∞},∞(ι(t)∞w0,R△{∞},∞(hcR△{∞}hR△{∞})∞)
=Wf†,R△{∞}(ι(t)w0,R△{∞}h
c
R△{∞}h
R△{∞}).
This proves that
BS,φ(g) =2
2−♯Σ1
∑
R⊂Σ1
∫
F×
A
φ(t)dt
∫
Hx(A)\H01 (A)
dh〈ωV (g)ϕ(h−1x),Wf†,R(ι(t)w0,RhcRhR)〉W
=22−♯Σ1
∑
R⊂Σ1
∏
v∈R
δ(v)B1v(ϕ, φ)(gv)
∏
v∈ΣQ\R
B0v(ϕ, φ)(gv)
=22−♯Σ1
∏
v∈Σ1
(B0v(ϕ, φ)(gv) + δ(v)B1v(ϕ, φ)(gv)) ∏
v∈ΣQ\Σ1
B0v(ϕ, φ)(gv). 
The computations of each local integrals Bjv(ϕ, φ) (j = 0, 1) are given in Section 8. In this subsection,
we describe the Bessel periods formula by using an explicit formula for Bjv(ϕ, φ) (j = 0, 1).
We prepare some notation. Let C be the positive integer such that COF gives the conductor of φ. We
assume that the following conditions on C:
(CF) C is prime to NF := l.c.m.(N,∆F ) and each prime v of Q dividing C is split in F .
Define
ς = ς∞ςfin ∈ GL2(A); ς∞ = (Im(ϑ′F ))−1 ·
(
Im(ϑ′F ) −Re(ϑ′F )
0 1
)
; ςfin =
(
1 0
0 C
)
fin
.(7.8)
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The definition of ς∞ immediately shows that
xς∞ =
(
12,
(
ϑ′F 0
0 ϑ′F
))
ς∞ =
(
12,
(√−1 0
0 −√−1
))
.(7.9)
Then the explicit Bessel period formula for BS,φ is given as follows:
Theorem 7.4. Let COF be the conductor of φ. Assume that
• n is even;
• π is not conjugate self-dual;
• δ(∞) = −1 and δ(v) = 1 for each finite v ∈ ΣQ;
• ∆F and NrF/Q(N) are coprime;
• the condition (CF).
Then we have
BS,φ
((
ς 02
02
tς−1
))
=vol(UN,1, dhfin) · e−4π · (−
√−1) · 2−1 · C−2
× L(1
2
, π ⊗ φ) · e(π, φ, δ)
∏
v|C
ǫ(0, φ−1v )× (−1)
n
2
(
n
n
2
)
(X2 + Y 2)
n
2 ,
(7.10)
where
e(π, φ, δ) = 2−♯Σ1(1− δ(∞)) ·
∏
v∈Σ1,v<∞
(1 + δ(v))
∏
v|N
(1 + ǫ(
1
2
, πv ⊗ φv))
∏
v∈P
(1 + ǫ(
1
2
, πv ⊗ φ−1v )).
Proof. Lemma 7.3, Lemma 8.2 and Lemma 8.4 show that
BS,φ
((
ς 02
02
tς−1
))
=vol(UN,1, dhfin) · e−4π · (−
√−1) · 2−1 · C−2
× L(1
2
, π ⊗ φ) · e(π, φ, δ)
∏
v|C
ǫ(0, φ−1v )
×
n∑
α=0
√−1n−α
∑
c∈Z
(−1)c
(
α
c
)(
n− α
n
2 − c
)
·
(
n
α
)
XαY n−α.
We compute the summation in the above identity. If α is odd, the summation in the right-hand side of
(7.10) is zero: ∑
c∈Z
(−1)c
(
α
c
)(
n− α
n
2 − c
)
= 0.(7.11)
If α is even, we find that∑
c∈Z
(−1)c
(
α
c
)(
n− α
n
2 − c
)
=
α!(n− α)!
(n2 !)
2
∑
c
(−1)c
(n
2
c
)( n
2
α− c
)
=
α!(n− α)!
(n2 !)
2
× (the coefficient of Xα in (1−X)n2 (1 +X)n2 )
=
α!(n− α)!
(n2 !)
2
×
(n
2
α
2
)
(−1)α2
=(−1)α2
(n
2
α
2
)(
n
n
2
)(
n
α
)−1
.
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Hence we see that
n∑
α=0
√−1n−α
∑
c∈Z
(−1)c
(
α
c
)(
n− α
n
2 − c
)
·
(
n
α
)
XαY n−α =(−1)n2
(
n
n
2
) n∑
α=0
α:even
(n
2
α
2
)
(X2)
α
2 (Y 2)
n−α
2
=(−1)n2
(
n
n
2
)
(X2 + Y 2)
n
2 .
This proves the theorem. 
7.4. A criterion for non-vanishing modulo a prime. In this subsection, we give a relation between
Fourier coefficients of HST lifts and special values of the standard L-function of π by using Theorem 7.4.
The relation will give a criterion for the non-vanishing of HST lifts modulo a prime. See Corollary 7.7
for the main result in this subsection.
We firstly give a relation of adelic Fourier coefficients (4.6) with Fourier coefficients of the classical
theta lift θ∗
f˜†
. Let
Λ2 =
{
S =
(
a b2
b
2 c
)
| a, b, c ∈ Z, S is semi-positive definite
}
,
and consider the Fourier expansion of θ∗
f˜†
:
θ∗
f˜†
(Z) =
∑
S∈Λ2
a(S)qS , (qS = exp(2π
√−1Tr(SZ))).
Let Z = X +
√−1Y ∈ H2 and take g∞ ∈ Sp4(R) such that g∞ · i = Z.
Lemma 7.5. We have the following statements:
(i) If a(S) 6= 0, then S = Sx for some x ∈ X, where Sx is defined in (4.1).
(ii) We have
Wθ(ϕ˜,˜f†),S(g∞) = vol(UN,1, dhfin)̺λ(g∞, i)−1 · a(S)qS .
Proof. The first statement follows from (4.7). See also [HN17, Proposition 3.6].
We prove the second statement. Then the definition (4.6) of Wθ(ϕ˜,˜f†),S shows that
Wθ(ϕ˜,˜f†),S(g∞)
=
∫
[U ]
θ(ϕ˜, f˜†)(ug∞)ψS(u)du
=vol(UN,1, dhfin) ·
∫
M2(Z)\M2(R)
̺λ
(
J
((
12 T
02 12
)
g∞, i
)−1)
θ∗
f˜†
((
12 T
02 12
)
Z
)
ψQ,∞(−Tr(ST ))dT
=vol(UN,1, dhfin) ·
∑
S′∈Λ2
∫
M2(Z)\M2(R)
̺λ(g∞, i)−1 · a(S′)qS′ψQ,∞(Tr(S′T ))ψQ,∞(−Tr(ST ))dT
=vol(UN,1, dhfin)̺λ(g∞, i)−1 · a(S)qS . 
We prepare some notation to give a relation between classical Fourier coefficients and Bessel periods
of HST lifts. Let x ∈ X as in Section 7.3 and S = Sx. Put
QS(X,Y ) =
(
(X,Y )S
(
X
Y
))n
2
,
QςS(X,Y ) =̺λ(
tς∞)QS(X,Y )(det ς∞)−n−4.
Note that
QςS(X,Y ) =QSxς∞ (X,Y )(det ς∞)
−n−2 =
(
−∆F
4
)n+2
2
(X2 + Y 2)
n
2 .
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Define a finite group ClaF (C) to be
F×A×\F×A/C1Ô×F (C), (C1 := {z ∈ C | |z| = 1} ⊂ F×∞),
and denote by ClaF (C)
∨ the set of characters on ClaF (C).
Proposition 7.6. Let ς ∈ GL2(A) as in (7.8) and write
ς˜ =
(
ς 02
02
tς−1
)
∈ Sp4(A).
Then, we have
〈BS,φ(ς˜), QςS(X,Y )〉L =[Ô×F : Ô×F (C)]−1vol(UN,1, dhfin)e−4πC−n−4
×
∑
[t]∈ClaF (C)
〈a(Sγt), QSγt (X,Y )〉Lφ(t).
Proof. Let ΨF is defined in Section 7.2, which is characterized by the following formula:
ι(t)x = xΨF (t),
(
ι(t) =
(
t 0
0 1
))
.
By the definition of x, we find that ΨF : ResF/QGm/F
∼→ TS. Recall also
j(t) =
(
ΨF (t) 02
02 detΨF (t) · tΨF (t)−1
)
∈ GSp4, (t ∈ ResF/QGm/F , detΨF (t) = NrF/Q(t)).
By (7.4), we find that
BS,φ(ς˜) =
∫
A×TS(Q)\T (A)
Wθ(ϕ˜,˜f†),S(j(t)ς˜)φ(t)dt
=vol(Ô×F (C), dt)
∑
[t]∈ClaF (C)
Wθ(ϕ˜,˜f†),S(j(t)ς˜)φ(t).
For each [t] ∈ ClaF (C), take a representative t0 ∈ F×A,fin of [t]. We write
ΨF (t0)ςfin =αt,finut ∈ GL2(Afin), (αt ∈ GL2(Q), ut ∈ GL2(Ẑ)),
detΨF (t0) =α
′
t,finu
′
t ∈ A×fin, (α′t ∈ Q×, u′t ∈ Ẑ×),
by the strong approximation theorem. Put
γt = (α
′
t)
− 12αt, Sγt = tγtSγt, g∞ =
(
γ−1t,∞ς∞ 02
02
tγt,∞tς−1∞
)
.(7.12)
Then (2.6) and Lemma 7.5 yield that
Wθ(ϕ˜,˜f†),S(j(t0)ς˜) =Wθ(ϕ˜,˜f†),S
((
αt,fin 02
02 α
′
t,fin
tα−1t,fin
)(
ς∞ 02
02
tς−1∞
))
=Wθ(ϕ˜,˜f†),Sγt
((
γ−1t,∞ς∞ 02
02
tγt,∞tς−1∞
))
=vol(UN,1, dhfin)̺λ(tγttς−1∞ )−1a(Sγt) exp(2π
√−1Tr(Sγt(g∞ · i))).
We find that
Tr(Sγt(g∞ · i)) =Tr(tγtSγt ·
√−1γ−1t ς∞ · (tγttς−1∞ )−1)
=
√−1Tr(tς∞Sς∞) =
√−1Tr(Sxς∞) = 2
√−1.
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Summarizing the above computations and (2.2), we obtain
〈BS,φ(ς˜), QςS(X,Y )〉L =[Ô×F : Ô×F (C)]−1vol(UN,1, dhfin)e−4π
×
∑
[t]∈ClaF (C)
det(γ−1t ς∞)
n+4〈a(Sγt), ̺λ(tγttς−1∞ )QςS(X,Y )〉Lφ(t)
=[Ô×F : Ô×F (C)]−1vol(UN,1, dhfin)e−4πC−n−4
×
∑
[t]∈ClaF (C)
〈a(Sγt), QSγt (X,Y )〉Lφ(t),
since det γt = C. This shows the proposition. 
In the next corollary, we clarify a relation between Fourier coefficients of HST lifts and the central
value of the standard L-function of π. For this purpose, we briefly recall the definition of Hida’s canonical
period Ωπ,p of π to discuss an integrality of a
0(S) for S ∈ Λ2 with detS = ∆FC24 . The definition of Ωπ,p
is given in [Hi94b, Section 8] by using cuspidal cohomology groups, however we introduce a definition of
Ωπ,p by using cohomology group with compact support to ensure an integrality of L(
1
2 , π ⊗ φ) according
to the same idea in [Hi94b]. See [Na17, Section 3] for more detail of the definition. Let p be an odd prime
and fix an isomorphism C ∼= Cp as fields. Let
YN = F
×\GL2(FA)/F×A,∞SU2(R)U0(N)
and L (n;Cp) a local system on YN which is defined in [Hi94b, Section 2], then we have the Eichler-
Shimura-Harder isomorphism ([Hi94b, Proposition 3.1]):
δ : Sn+2(U0(N))
∼−−−−→ H1cusp(YN,L (n;C)),
where H1cusp is the cuspidal cohomology group. By [Hi99, Section 2.1], we have a Hecke equivariant
section:
i : H1cusp(YN,L (n;C)) −−−−→ H1c (YN,L (n;C)),
where H1c is the cohomology group with compact support. The fixed isomorphism C
∼= Cp induces an
isomorphism between L (n;C) and the p-adic avatar L (n;Cp) ([Na17, Proposition 3.14]). Hence we
have a Hecke equivariant map H1cusp(YN,L (n;C))→ H1c (YN,L (n;Cp)), which we also denote by i. The
natural embedding OCp → Cp induces a map
j : H1c (YN,L (n;OCp)) −−−−→ H1c (YN,L (n;Cp)).
Let ηf be a generator of 〈i ◦ δ(f)〉Cp ∩ j(H1c (YN,L (n;OCp))) as an OCp -module. Then define Hida’s
canonical period Ωπ,p ∈ C×p so that
Ωπ,pηf = i ◦ δ(f).
Note that Ωπ,p is unique up to multiplications of elements in O×Cp .
Corollary 7.7. Assume the conditions which are given in Theorem 7.4.
(i) Let S = Sx ∈ Λ2 be a matrix introduced in Section 7.3. For each t ∈ ClaF (C), let γt and Sγt be
as in (7.12). Then, we have
a0(Sγt) :=
〈a(Sγt), QSγt (X,Y )〉L
Ωπ,p
=
2−3
√−1∆
n+2
2
F [Ô×F : Ô×F (C)]Cn+2
♯ClaF (C)
∑
φ∈ClaF (C)∨
L(12 , π ⊗ φ)
Ωπ,p
e(π, φ, δ)φ−1(t)
∏
v|C
ǫ(0, φ−1v ).
(7.13)
(ii) Let p be a rational prime numer with p ∤ 2·n!·♯ClaF (1). Then for each S ∈ Λ2 with detS = ∆FC
2
4 ,
a0(S)/Ωπ,p is p-adically integral.
(iii) Let p be a rational prime. Assume
• δ(∞) = −1 and δ(v) = 1 for each finite v ∈ ΣQ;
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• the condition (LR) which is given in Corollary 5.8;
• p ∤ 2 · n! ·∆F · ClaF (1).
Then there exists a positive integer C ∈ Z satisfying the condition (CF) in Section 7.3 and
p ∤ C ·
∏
ℓ:prime
ℓ|C
(ℓ − 1)
such that the following statements are equivalent:
• For some φ ∈ ClaF (C),
L(12 , π ⊗ φ)
Ωπ,p
∈ O×Cp ;
• For some S ∈ Λ2 with detS = ∆FC24 ,
a0(S)
Ωπ,p
∈ O×Cp .
Proof. We prove the first statement. The Fourier inversion theorem and Proposition 7.6 yield that
〈a(Sγt), QSγt (X,Y )〉
=
[Ô×F : Ô×F (C)]e4πCn+4
vol(UN,1, dhfin)♯ClaF (C)
∑
φ∈ClaF (C)∨
〈BS,φ(ς˜), QςS(X,Y )〉L
=
[Ô×F : Ô×F (C)]Cn+2 · (−1)
n
2 · (−∆F4 )
n+2
2√−1 · 2 · ♯ClaF (C)
×
(
n
n
2
)
〈(X2 + Y 2)n2 , (X2 + Y 2)n2 〉L
×
∑
φ∈ClaF (C)∨
L(
1
2
, π ⊗ φ)e(π, φ, δ)φ−1(t)
∏
v|C
ǫ(0, φ−1v ).
Since we have(
n
n
2
)
〈(X2 + Y 2)n2 , (X2 + Y 2)n2 〉L
=
(
n
n
2
)
det
(
1
√−1√−1 1
)−n〈(
1
√−1√−1 1
)
· (X2 + Y 2)n2 ,
(
1
√−1√−1 1
)
· (X2 + Y 2)n2
〉
L
=
(
n
n
2
)
2−n〈(4√−1XY )n2 , (4√−1XY )n2 〉L
=
(
n
n
2
)
2n(−1)n2 × (−1)n2
(
n
n
2
)−1
=2n,
this proves the first statement.
Since ♯ClaF (C) is a divisor of ♯Cl
a
F (1) · ♯(Ô×F /Ô×F (C)), (7.13) shows the second statement.
We prove the third statement. The first two assumptions imply that e(π, φ, δ) is a power of 2 for
sufficiently large C ∈ Z. The condition p ∤ C implies p ∤ ǫ(0, φ−1v ) for each φ ∈ Cla(C). Hence under the
assumptions of the statement, the first statement proves
a0(Sγt)
Ωπ,p
= uF,n,C
∑
φ∈ClaF (C)∨
L(12 , π ⊗ φ)
Ωπ,p
φ−1(t)uπ,φ.δ,(7.14)
for some uF,n,C , uπ,φ.δ ∈ O×Cp . By using the Fourier inversion formula again, we also find that
uπ,φ.δ
L(12 , π ⊗ φ)
Ωπ,p
= u′F,n,C
∑
[t]∈ClaF (C)
a0(Sγt)
Ωπ,p
φ(t),(7.15)
for some u′F,n,C ∈ O×Cp . Then the third statement follows from (7.14) and (7.15) immediately. 
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8. Proof of Theorem 7.4
In this section, we prove Theorem 7.4 by computing local integrals Bjv(ϕ, φ) in an explicit manner. Com-
putations of non-archimedean local integrals are given in Section 8.1 and a computation of archimedean
local integral is given in Section 8.2.
8.1. The non-archimedean local integrals. In this subsection, we compute
Bjv(ϕ, φ) := Bjv(ϕ, φ)
((
ςv 02
02
tς−1v
))
, (j ∈ {0, 1}),
for each finite place v ∈ ΣQ. See Lemma 8.2 for the result. We recall some notation. The ideal N of
OF is the minimal ideal such that π has a U0(N)-fixed vector. Define the positive integer N so that
NZ = N ∩ Z. We denote the discriminant of F by ∆F and put NF = l.c.m.(N,∆F ). Recall UN,1 be the
open compact subgroup of H01 (Afin) which is introduced in (5.5). By the definition (4.4) of V
′(OF,v), it
is easy to verify that
̺(UN,1,v)V ′(OF,v) ⊂ V ′(OF,v).
Let C be a positive integer satisfying the condition (CF) in Section 7.3. Put
cv = ordv(C); EC,x,v =
{
h ∈ H01 (Qv) | h−1xςv ∈ V ′(OF,v)⊕ V ′(OF,v)
}
.
For each finite place v of Q, we let ̟v be a uniformizer of Qv. If v = ww¯ is split, we write Fv = Qv⊕Qv
and let ̟w = (̟v, 1), ̟w¯ = (1, ̟v). The following lemma can be verified by a direct computation.
Lemma 8.1. Let E˜C,x,v be a set of complete representatives of the double coset Hx(Qv)\EC,x,v/UN,1,v.
Then, E˜C,x,v is given as follows:
(i) If v ∤ N , then
E˜C,x,v =

{̺(12, 1)} , (v is non-split in F ),{
̺
((
1 ̟−rw ̟
−s
w¯
0 1
)
, 1
)
| 0 ≤ r, s ≤ cv
}
, (v = ww¯ is split in F ).
(ii) If v | N , then
E˜C,x,v =
{
̺ (12, 1) , ̺
((
0 δ−1F,v
−δF,v 0
))}
,
where δF,v ∈ Fv is a generator of the different dv of Fv/Qv.
Proof. Suppose that v ∤ N . By the Iwasawa decomposition, for each h ∈ H01 (Qv), we write
h = ̺
((
a b
0 1
)
k, α
)
, (a ∈ F×v , b ∈ Fv, k ∈ Kv, α ∈ Q×v )
with NrFv/Qv (a det k)α
2 = 1. Since ̺
((
α−1 0
0 1
)
, α
)
is an element in Hx(Qv), each class [h] of E˜C,x,v
is represented by h = ̺
((
a b
0 1
)
, 1
)
with NrFv/Qv (a) = 1. Since h ∈ E˜C,x,v, h satisfies(
a b− b
0 a
)
, C
(
a bϑ′F − bϑ′F
0 aϑ′F
)
∈ V ′(OF,v).
This yields that, for each t ∈ OF,v,
C
(
at −tb+ tb
0 at
)
∈ V ′(OF,v).
Hence we find that b ∈ C−1d−1v and a ∈ C−1d−1v with NrFv/Qv (a) = 1. Then it is straightforward to
verify the assertion in the case v ∤ N .
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Now we consider the case v | N . Note that each class in E˜C,x,v is represented by an element in{
̺
((
1 0
s̟vδF,v 1
)
, 1
)
|s ∈ OF,v
}
∪
{
̺
((
s δ−1F,v
−δF,v 0
)
, 1
)
|s ∈ OF,v
}
.
Let [h] be a class of E˜C,z,v. Suppose that [h] is represented by ̺
((
1 0
s̟vδF,v 1
)
, 1
)
for some s ∈ OF,v.
As we discussed above, we find that
h−1
(
t 0
0 t
)
C = C
(
t 0
TrF/Q(s̟vt)δF,v t¯
)
∈ V ′(OF,v)
for all t ∈ OF,v. This yields that TrFv/Qv (s̟v) and TrFv/Qv (s̟vϑF ) are elements in NFZv. Since
TrFv/Qv (s̟vt) ∈ NFZv for each t ∈ OF,v, this shows that s̟v ∈ NOF,v, and hence [h] = [̺(12, 1)] ∈
E˜C,z,v.
Suppose that [h] is represented by ̺
((
s δ−1F,v
−δF,v 0
)
, 1
)
for some s ∈ OF,v. Then we have
h−1
(
t 0
0 t
)
C = C
(
t 0
TrFv/Qv (stδF,v) t
)
∈ V ′(OF,v)
for all t ∈ OF,v. Hence, in the same way as above, we find that s ∈ NOF,v. Note that(
s δ−1F,v
−δF,v 0
)
=
(
0 δ−1F,v
−δF,v 0
)(
1 0
sδF,v 1
)
;
(
1 0
sδF,v 1
)
∈ UN,1,v.
Hence the class [h] is equal to the class [̺
((
0 δ−1F,v
−δF,v 0
)
, 1
)
] ∈ E˜C,z,v. This proves the lemma. 
Lemma 8.2. Let COF be the conductor of φ. Suppose that
• ∆F and NrF/Q(N) are coprime;
• The condition (CF).
Let v be a finite place of Q and w a place of F above v.
(i) If v 6∈ Σ1 ∪ {v | C}, then
B0v(ϕ, φ) =vol(UN,1,v, dhv)L(
1
2
, πv ⊗ φv)
×

1, (v ∤ N),
(1 + ǫ(12 , πv ⊗ φv)), (v | N, v 6∈ P),
(1 + ǫ(12 , πv ⊗ φv))(1 + ǫ(12 , πv ⊗ φ−1v )), (v | N, v ∈ P)
(ii) If v ∈ Σ1, then
B0v(ϕ, φ) + δ(v)B1v(ϕ, φ) = vol(UN,1,v, dhv)(1 + δ(v))(1 + ǫ(
1
2
, πv ⊗ φv))L(1
2
, πv ⊗ φv).
(iii) If v | C, then
B0v(ϕ, φ) = vol(UN,1,v, dhv)p−2cvǫ(0, φ−1v ).
Proof. Write nw = ordw(N). Let nv = (nw, nw) if v = ww is split, and nv = nw if v = w
2 is ramified.
Suppose that v 6∈ Σ1 and that ordv(C) = 0. Firstly we assume that πv is unramified. Then Lemma
8.1 (i) shows that
B0v(ϕ, ψ) = vol(UN,1,v, dhv)
∫
F×v
Wf†,v
((
t 0
0 1
))
φv(t)d
×t = vol(UN,1,v, dhv)L(1
2
, πv ⊗ φv).
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Assume that v | N and v 6∈ P . Then Lemma 8.1 (ii) shows that
B0v(ϕ, φ) =vol(UN,1,v, dhv) ·
∫
F×v
φv(t)Wf†,v
((
t 0
0 1
))
d×t
+ vol(UN,1,v, dhv) ·
∫
F×v
φv(t)Wf†,v
((
t 0
0 1
)(
0 δ−1F,v
−δF,v 0
))
d×t
=vol(UN,1,v, dhv)L(1
2
, πv ⊗ φv)
+ vol(UN,1,v, dhv) ·
∫
F×v
φv(t)Wf†,v
((
t 0
0 ̟−nvv
)(
0 δ−1F,v
−̟nvv δF,v 0
))
d×t.
(8.1)
Since the central character of πv is trivial, (8.1) and a change of variable show that
vol(UN,1,v, dhv)(1 + φv(̟nvv )ε(πv))L(
1
2
, πv ⊗ φv),
where ε(πv) is the Atkin-Lehner eigenvalue introduced in (3.6). By [Sc02, 3.2.2 Theorem] and [Tat79,
(3.4.6)], we find that
φv(̟
nv
v )ε(πv) = φv(̟
nv
v )ǫ(
1
2
, πv) = ǫ(
1
2
, πv ⊗ φv).
This proves the first statement in this case.
Assume that v | N and that v = ww ∈ P . Suppose that w ∤ N and w | N. Let nw = ordw(N).
Similarly as above, the definition of Vv in (3.9) and Lemma 8.1 (ii) show that
B0v(ϕ, ψ)
=vol(UN,1,v, dhv)×
{∫
F×v
{
Wf†,v
((
t 0
0 1
))
+ ε(πw)Wf†,v
((
t 0
0 1
)(
0 1
−̟nw 0
))}
φv(t)d
×t
+
∫
F×v
{
Wf†,v
((
t 0
0 1
)(
0 1
−1 0
))
+ ε(πw)Wf†,v
((
t 0
0 1
)(
0 1
−1 0
)(
0 1
−̟nw 0
))}
φv(t)d
×t
}
=vol(UN,1,v, dhv) {1 + ε(πw)φv(̟nw) + φv(̟nw)ǫ(πw) + ε(πw)φv(̟nw)φv(̟nw)ǫ(πw)}L(
1
2
, πv ⊗ φv).
Since φ−1v = φ
c
v, where φ
c
v(t) = φv(t
c), we obtain
B0v(ϕ, ψ) = vol(UN,1,v, dhv)(1 + ε(πw)φv(̟nw))(1 + ε(πw)φ−1v (̟nw))L(
1
2
, πv ⊗ φv).
Since ε(πw) = 1 and nw = 0, we obtain
(1 + ε(πw)φv(̟
n
w))(1 + ε(πw)φ
−1
v (̟
n
w)) = (1 + ε(πv)φv(̟
nv
v ))(1 + ε(πv)φ
−1
v (̟
nv
v )).
This proves the first statement.
We prove the second statement. Suppose that v ∈ Σ1. Note that v | N by the definition of Σ1 and
that P = ∅ by πv ∼= πcv and that ordv(C) = 0 by the condition (CF). By Lemma 8.1 (ii), we have
B0v(ϕ, φ) =vol(UN,1,v, dhv) ·
∫
F×v
φv(t)Wf†,v
((
t 0
0 1
))
d×t
+ vol(UN,1,v, dhv) ·
∫
F×v
φv(t)Wf†,v
((
t 0
0 1
)(
0 1
−1 0
))
d×t,
(8.2)
B1v(ϕ, φ) =vol(UN,1,v, dhv) ·
∫
F×v
φv(t
c)Wf†,v
((
t 0
0 1
)
w0
)
d×t
+ vol(UN,1,v, dhv) ·
∫
F×v
φv(t
c)Wf†,v
((
t 0
0 1
)
w0
(
0 1
−1 0
))
d×t,
(8.3)
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where w0 =
(
0 1
−1 0
)
. The both integrals (8.2) and (8.3) are computed in the same way with (8.1), and
hence we obtain
B0v(ϕ, φ) =vol(UN,1,v, dhv)(1 + φv(̟nvv )ε(πv))L(
1
2
, πv ⊗ φv),
B1v(ϕ, φ) =vol(UN,1,v, dhv)(1 + φcv(̟nvv )ε(πv))L(
1
2
, πv ⊗ φcv).
Since πv ∼= πcv for v ∈ Σ1, we find that
L(
1
2
, πv ⊗ φcv) = L(
1
2
, πcv ⊗ φcv) = L(
1
2
, πv ⊗ φv).
Also [Sc02, 3.2.2 Theorem] and [Tat79, (3.4.6)] show that
ǫ(
1
2
, πv ⊗ φ−1v ) = ǫ(
1
2
, πv)φ
−1
v (̟
nv
v ) = ε(πv)φ
−1
v (̟
nv
v ),
where the third identity follows from the definition of the Atkin-Lehner eigenvalue. Since πcv
∼= πv, we
have nw = nw and hence φv(̟
nv
v ) = 1. In particular, we see that
ǫ(
1
2
, πv ⊗ φv) = ε(πv)φv(̟nvv ) = ε(πv).
This shows that
B1v(ϕ, φ) = B0v(ϕ, φ) = vol(UN,1,v, dhv)(1 + ε(
1
2
, πv ⊗ φv))L(1
2
, πv ⊗ φv),
and hence we obtain the second statement.
We prove the third statement. Suppose that v | C. By the condition (CF), v = w1w2 is split in F
and πv is unramified. Write ̟v = (̟w1 , ̟w2). By the Schro¨dinger realization (4.2) of the action of Weil
representation, we find that
ωVv(ςv)ϕ(h
−1x) = p−2cv , (cv = ordv(C)).
It follows from Lemma 8.1 (i) that
(p−2cvvol(UN,1,v, dh))−1 × B0v(ϕ, φ)
=
∑
0≤r1,r2≤cv
∫
F×v
φv(t)Wf†,v
((
t 0
0 1
)(
1 ̟−r1w1 ̟
−r2
w2
0 1
))
d×t
=
∑
r1,r2
∫
F×v
φv(t)ψv(̟
−r1
w1 tw1 +̟
−r2
w2 tw2)Wf†,v
((
t 0
0 1
))
d×t
=
∏
i=1,2
∑
r1,r2
∞∑
j=0
Wf†,wi
((
̟jwi 0
0 1
))
φwi(̟
j
wi)
∫
O×F,wi
φwi(uwi)ψ(̟
−ri+j
wi u)d
×uwi .
Then [Sc02, 1.1.1 Lemma] shows that the integral vanishes unless r1 = r2 = cv, j = 0. Since φ is
anticyclotomic, we have φw1(̟
a
w1uw1)φw2 (̟
a
w2uw2) = φ(u) for each a ∈ Z and each u = (uw1 , uw2) ∈
O×F,v. Since
B0v(ϕ, φ) = p−2cvvol(Uv, dh) ·
∏
i=1,2
∫
O×F,wi
φwi(̟
−cv
wi uwi)ψ(̟
−cv
wi u)d
×uwi ,
the proposition follows from the definition (2.1) of the ǫ-factor of GL1. 
46 K. NAMIKAWA
8.2. The archimedean local integrals. In this subsection, we calculate the archimedean local integrals:
Bj∞(ϕ, φ) := Bj∞(ϕ, φ)
((
ς∞ 02
02
tς−1∞
))
, (j ∈ {0, 1}).
The following lemma is proved by Iwasawa decomposition in a straight forward way.
Lemma 8.3. The following map gives a bijection:
C× {±1}\SU2(R) ∼→ Hx(R)\H01 (R) : (z, u) 7→ ̺
((
1 z
0 1
)
u, 1
)
.
We fix a measure dh on Hx(R)\H01 (R) as follows:
h =
(
1 x+
√−1y
0 1
)
u, dh = dx ∧ dy ∧ du, vol(SU2(R), du) = 1.
We write dz = dx ∧ dy if z = x +√−1y. Note that dh is induced by the measure on SL2(C) in Section
6.2.
The purpose of this section is to prove the following lemma:
Lemma 8.4. We have
B0∞(ϕ, φ) =− 2−1e−4πΓC
(
k
2
)2
·
n∑
α=0
√−1n−α+1
∑
c∈Z
(−1)c
(
α
c
)(
n− α
n
2 − c
)
·
(
n
α
)
XαY n−α,
B1∞(ϕ, φ) =− B0∞(ϕ, φ).
Proof. We put Bj∞(ϕ, φ) =
∑n
α=0 Bjα ·
(
n
α
)
XαY n−α for j = 0, 1. Then Lemma 8.3 shows that
B0α =
∫
Hx(R)\H01(R)
dh
∫
C×
d×t
〈
ωV∞(ς∞)ϕ
α
∞(h
−1x),Wf†,∞
((
t 0
0 1
)
h
)〉
W
φ∞(t)
=
1
2
∫
C
dz
∫
C×
d×t
〈
ϕα∞
((
1 z
0 1
)−1
xς∞
)
, ψF,∞(tz)Wf†,∞
((
t 0
0 1
))〉
W
.
Define a polynomial Qα(X,Y ) = Qα(z, z¯;X,Y ) so that
ϕα∞
((
1 z
0 1
)−1
xς∞
)
=ϕα∞
((
1 −2√−1yz
0 1
)
,
(√−1 2√−1xz
0 −√−1
))
= Qα(z, z¯;X,Y )e−π(4zz¯+4),
where we write z = xz +
√−1yz. Then we find that
Qα(z, z¯;X,Y ) =Pα
((
1 −√−1yz
−√−1yz 1
)
,
( √−1 √−1xz√−1xz −√−1
))
=2
√−1n−α+1(zX2 − 2XY − zY 2)(X2 − (z − z¯)XY + Y 2)α(X2 + (z + z¯)XY − Y 2)n−α
=2
√−1n−α+1(zX2 − 2XY − zY 2)∑
p,q,u,v,r,s,a,b
α!
p!q!u!v!
· (n− α)!
r!s!a!b!
(−z)uzvzazb(−1)sX2p(XY )u+vY 2qX2r(XY )a+bY 2s
=2
√−1n−α+1(zX2 − 2XY − zY 2)∑
p,q,u,v,r,s,a,b
α!
p!q!u!v!
· (n− α)!
r!s!a!b!
· (−1)u+s · zu+azv+bXu+v+a+b+2p+2rY u+v+a+b+2q+2s,
where p, q, u, v, r, s, a, b run over the set of rational integers with p+ q+ u+ v = α, r+ s+ a+ b = n−α.
To obtain the formula for B0α, we consider the following integral:
W0α(t) :=
1
2
e−4π
∫ ∫
R⊕2
ψF,∞(zt)Qα(z, z¯;X,Y )e−4πzzdxdy.
To proceed the computation, we need the following lemma.
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Lemma 8.5. Let c ∈ R>0 and A,B ∈ Z≥0. Write z = x +
√−1y ∈ C. Then we have the following
identities:
(i)
∫ ∫
R⊕2
e−4πzz¯ψF,∞(zt)dxdy =
1
4
e−πtt¯.
(ii)
(
1
c
∂
∂t
)A(
1
c
∂
∂t
)B
ectt =
∑
j∈Z
(
A
j
)(
B
j
)
j! · c−jtA−jtB−jectt.
(iii)
∫ ∫
R⊕2
zAzBe−4πzzψF,∞(zt)dxdy = 2−2−A−B
√−1A+B ·
∑
j∈Z
(
A
j
)(
B
j
)
j!·(−π)−jtA−jtB−je−πtt.
Proof. The first two formulas easily follow. The third one follows from these two:∫ ∫
R⊕2
zAzBe−4πzzψF,∞(zt)dxdy =
(
1
2π
√−1
∂
∂t
)A(
1
2π
√−1
∂
∂t
)B ∫ ∫
R⊕2
e−4πzzeTrC/R(tz)dxdy
=
(
1
2π
√−1
∂
∂t
)A(
1
2π
√−1
∂
∂t
)B
1
4
e−πtt
=2−2−A−B
√−1A+B ·
(
1
−π
∂
∂t
)A(
1
−π
∂
∂t
)B
e−πtt
=2−2−A−B
√−1A+B ·
∑
j∈Z
(
A
j
)(
B
j
)
j! · (−π)−jtA−jtB−je−πtt. 
Applying Lemma 8.5, we find that W0α(z) is equal to
e−4π
√−1n−α+1
∑
p,q,u,v,r,s,a,b
α!
p!q!u!v!
(n− α)!
r!s!a!b!
· (−1)u+s · 2−2−(u+a)−(v+b)√−1u+v+a+b
×
∑
j
(
2−1
√−1
(
u+ a+ 1
j
)(
v + b
j
)
z¯X2 − 2
(
u+ a
j
)(
v + b
j
)
XY
−2−1√−1
(
u+ a
j
)(
v + b+ 1
j
)
zY 2
)
× j! (−π)−j zv+b−jzu+a−je−πzz¯Xu+v+a+b+2p+2rY u+v+a+b+2q+2s
=2−3e−4π
√−1n−α+1
∑
p,q,u,v,r,s,a,b
α!
p!q!u!v!
(n− α)!
r!s!a!b!
· (−1)u+s2−u−v−a−b√−1u+v+a+b
×
∑
j
(√−1(u+ a+ 1
j
)(
v + b
j
)
z¯X2 − 4
(
u+ a
j
)(
v + b
j
)
XY −√−1
(
u+ a
j
)(
v + b+ 1
j
)
zY 2
)
× j! (−π)−j zv+b−jzu+a−je−πzz¯Xu+v+a+b+2p+2rY u+v+a+b+2q+2s,
where p, q, u, v, r, s, a, b, j run over rational integers with p+ q + u+ v = α, r + s+ a+ b = n− α. Write
z = te
√−1θ(t ∈ R>0). Then〈
W0α(te
√−1θ),Wf†,∞
((
t 0
0 1
)(
e
√−1θ
2 0
0 e−
√−1θ
2
))〉
W
=2−3e−4π
√−1n−α+1
∑
p,q,u,v,r,s,a,b,j
α!
p!q!u!v!
(n− α)!
r!s!a!b!
· (−1)u+s2−u−v−a−b√−1u+v+a+bj! (−π)−j e−πt2
〈(√−1(u+ a+ 1
j
)(
v + b
j
)
tX2 − 4
(
u+ a
j
)(
v + b
j
)
XY −√−1
(
u+ a
j
)(
v + b+ 1
j
)
tY 2
)
×tu+v+a+b−2je
√−1θ(−u+v−a+b+p+r−q−s)Xu+v+a+b+2p+2rY u+v+a+b+2q+2s,Wf ,∞
((
t 0
0 1
))〉
W
.
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Define
l =
α
2
, m =
n− α
2
, l±(w) =
α± w
2
, m±(w) =
n− α± w
2
, (w ∈ Z).
Consider the following identities:
p = l+(w) − v, q = l−(w) − u, r = m−(w)− b, s = m+(w)− a (w ∈ Z),
then we find that
p+ q + u+ v = α, r + s+ a+ b = n− α, −u+ v − a+ b+ p+ r − q − s = 0,
u+ v + a+ b+ 2p+ 2r = n+ a− b+ u− v, u+ v + a+ b+ 2q + 2s = n− a+ b − u+ v.
Thus the integral on θ is given by
∫ 2π
0
〈
W0α(te
√−1θ),Wf†,∞
((
t 0
0 1
)(
e
√−1θ
2 0
0 e−
√−1θ
2
))〉
W
dθ
2π
=2−3e−4π
√−1n−α+1
∑
u,v,a,b,j,w
(
α
l+(w)
)(
l−(w)
u
)(
l+(w)
v
)(
n− α
m+(w)
)(
m+(w)
a
)(
m−(w)
b
)
× (−1)m+(w)+u+a2−u−v−a−b√−1u+v+a+bj! (−π)−j tu+v+a+b−2je−πt2
×
〈(√−1(u+ a+ 1
j
)(
v + b
j
)
tX2 − 4
(
u+ a
j
)(
v + b
j
)
XY −√−1
(
u+ a
j
)(
v + b+ 1
j
)
tY 2
)
×Xn+a−b+u−vY n−a+b−u+v,Wf†,∞
((
t 0
0 1
))〉
W
,
(8.4)
where u, v, a, b, j, w run over the set of rational integers. An explicit formula (3.10) of Whittaker functions
yields that (8.4) is equal to∫ 2π
0
〈
W0α(te
√−1θ),Wf†,∞
((
te
√−1θ 0
0 1
))〉
W
dθ
2π
=2e−4π
√−1n−α+1 ×
∑
u,v,a,b,j,w
(
α
l+(w)
)(
l−(w)
u
)(
l+(w)
v
)(
n− α
m+(w)
)(
m+(w)
a
)(
m−(w)
b
)
× (−1)m+(w)+u+a2−u−v−a−b√−1u+v+a+bj! (−π)−j tu+v+a+b−2je−πt2
×
{√−1(u+ a+ 1
j
)(
v + b
j
)√−1a−b+u−v+1tn+3Ka−b+u−v+1(4πt)
− 4
(
u+ a
j
)(
v + b
j
)√−1a−b+u−vtn+2Ka−b+u−v(4πt)
−√−1
(
u+ a
j
)(
v + b+ 1
j
)√−1a−b+u−v−1tn+3Ka−b+u−v−1(4πt)} .
(8.5)
Changing variables u by u− 1 (resp. b by b− 1) in the first (resp. third) sum in (8.5), (8.5) is equal to
2e−4π
√−1n−α+1 ×
∑
u,v,a,b,j,w
(
α
l+(w)
)(
n− α
m+(w)
)(
m+(w)
a
)(
l+(w)
v
)(
u+ a
j
)(
v + b
j
)
× (−1)m+(w)+u+a+121−u−v−a−b√−12u+2aj! (−π)−j tn+u+v+a+b+2−2je−πt2Ka−b+u−v(4πt)
×
{(
l−(w)
u− 1
)(
m−(w)
b
)
+ 2
(
l−(w)
u
)(
m−(w)
b
)
+
(
l−(w)
u
)(
m−(w)
b− 1
)}
=− 22e−4π√−1n−α+1 ×
∑
u,v,a,b,j,w
(
α
l+(w)
)(
n− α
m+(w)
)(
m+(w)
a
)(
l+(w)
v
)(
u+ a
j
)(
v + b
j
)
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× (−1)m+(w)2−u−v−a−bj! (−π)−j tn+u+v+a+b+2−2je−πt2Ka−b+u−v(4πt)
×
{(
l−(w) + 1
u
)(
m−(w)
b
)
+
(
l−(w)
u
)(
m−(w) + 1
b
)}
.
We put
sw∗ =
∑
u,v,a,b,j,w
2−u−v−a−bj! (−π)−j
(
m+(w)
a
)(
l+(w)
v
)(
u+ a
j
)(
v + b
j
)
×
∫ ∞
0
tn+u+v+a+b+2−2je−πt
2
Ka−b+u−v(4πt)d×t×
{(
l−(w)+1
u
)(
m−(w)
b
)
, (∗ = λ),(
l−(w)
u
)(
m−(w)+1
b
)
, (∗ = µ).
Then the above computations are summarized as follows:
B0α =
∫ ∞
0
〈
W0α(t),Wf†,∞
((
t 0
0 1
))〉
W
d×t
=− 22e−4π√−1n−α+1
∑
w
(−1)m+(w)
(
α
l+(w)
)(
n− α
m+(w)
)
(swλ + s
w
µ ).
To compute swλ = s
2α−n+w
µ , we introduce some confluent hypergeometric functions:
ζ(z;α, β) :=
∫ ∞
0
(1 + x)α−1xβ−1e−zxdx; ω(z;α, β) := zβΓ(β)−1ζ(z;α, β).
The following lemma is well known:
Lemma 8.6. We have the following identities:
ω(z;−α, β) =
∑
b∈Z
(
n
b
)
(b + α)!
α!
z−b · ω(z;−α− b, β + n), (n ∈ Z≥0),
ω(z;α, β) =ω(z; 1− β, 1− α),
ω(z;α, 0) =ω(z; 1, β) = 1.
In addition, for a constant 0 < c ∈ R, we have∫ ∞
0
rαKβ(4πr)e
−cπr2d×r =
1
4
Γ
(
α− β
2
)
Γ
(
α+ β
2
)
· (2π)−α · ω
(
4π
c
;
β − α
2
+ 1,
α+ β
2
)
.
Proof. The first three identities are proved in [Hi94a, Chapter 9]. The fourth identity can be deduced
easily from the integral expression of the Bessel function Ks(z) which is given in (2.3). 
Lemma 8.6 shows that
swλ =
∑
u,v,a,b,j
2−u−v−a−bj! (−π)−j
(
m+(w)
a
)(
l+(w)
v
)(
u+ a
j
)(
v + b
j
)(
l−(w) + 1
u
)(
m−(w)
b
)
×
∫ ∞
0
tn+u+v+a+b+2−2je−πt
2
Ka−b+u−v(4πt)d×t
=
∑
u,v,a,b,j
2−u−v−a−bj! (−π)−j
(
m+(w)
a
)(
l+(w)
v
)(
u+ a
j
)(
v + b
j
)(
l−(w) + 1
u
)(
m−(w)
b
)
× 1
4
Γ
(n
2
+ v + b+ 1− j
)
Γ
(n
2
+ u+ a+ 1− j
)
× (2π)−n−u−v−a−b−2+2j · ω
(
4π; 1−
(n
2
+ v + b+ 1− j
)
,
n
2
+ u+ a+ 1− j
)
.
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By changing the variable b (resp. u) by b− v + j (resp. u− a), we find that
swλ =
∑
u,v,a,b,j
2−u−b−jj! (−π)−j
(
m+(w)
a
)(
l+(w)
v
)(
u
j
)(
b+ j
j
)(
l−(w) + 1
u− a
)(
m−(w)
b− v + j
)
× 1
4
Γ
(n
2
+ b+ 1
)
Γ
(n
2
+ u+ 1− j
)
× (2π)−n−u−b−2+j · ω
(
4π; 1−
(n
2
+ b+ 1
)
,
n
2
+ u+ 1− j
)
=2−2(2π)−n−2
∑
u,b,j
(
u
j
)(
b+ j
j
)(∑
a
(
m+(w)
a
)(
l−(w) + 1
u− a
))(∑
v
(
l+(w)
v
)(
m−(w)
b− v + j
))
×
(n
2
+ b
)
!
(n
2
+ u− j
)
! · j!(−1)j(4π)−u−b · ω
(
4π;−
(n
2
+ b
)
, 1 +
n
2
+ u− j
)
=2−2(2π)−n−2
∑
u,b,j
(
u
j
)(
b+ j
j
)(n
2 + 1
u
)( n
2
b+ j
)
×
(n
2
+ b
)
!
(n
2
+ u− j
)
! · j!(−1)j(4π)−u−b · ω
(
4π;−
(n
2
+ b
)
, 1 +
n
2
+ u− j
)
.
An elementary identity
(
b+j
j
)( n
2
b+j
)
=
(n
2
j
)(n
2−j
b
)
shows that
swλ =2
−2(2π)−n−2
∑
u,b,j
(
u
j
)(n
2 + 1
u
)(n
2
j
)(n
2 − j
b
)
×
(n
2
+ b
)
!
(n
2
+ u− j
)
! · j!(−1)j(4π)−u−b · ω
(
4π;−
(n
2
+ b
)
, 1 +
n
2
+ u− j
)
=2−2(2π)−n−2
∑
u,j
(n
2 + 1
u
)(
u
j
)(n
2
+ u− j
)
!× j!(−1)j(4π)−u
×
(n
2
j
)
·
(n
2
)
!
∑
b
(n
2 − j
b
)
· (
n
2 + b)!
(n2 )!
· (4π)−b · ω
(
4π;−
(n
2
+ b
)
, 1 +
n
2
+ u− j
)
.
Lemma 8.6 shows that
swλ =2
−2(2π)−n−2
∑
u,j
(n
2 + 1
u
)(
u
j
)(n
2
+ u− j
)
!× j!(−1)j(4π)−u ×
(n
2
j
)
·
(n
2
)
!ω
(
4π;−n
2
, 1 + u
)
=2−2(2π)−n−2
(n
2
)
!
∑
u
∑
j
(
u
j
)
(−1)j
(n
2
+ u− j
)
!j!
(n
2
j
)(n2 + 1
u
)
· (4π)−uω
(
4π;−u, 1 + n
2
)
.
The following elementary lemma is easily verified by induction.
Lemma 8.7. For non-negative integers A and B, we have∑
j
(
A
j
)
(−1)j (A− j +B)!
(B − j)! = A!.
By Lemma 8.7, we see that∑
j
(
u
j
)
(−1)j
(n
2
+ u− j
)
!j!
(n
2
j
)
= u!
(n
2
)
!.
Hence, by using Lemma 8.6 again, we obtain
swλ =
1
4
(2π)−(n+2)
(n
2
)
!2
∑
u
u!
(n
2 + 1
u
)
(4π)−uω
(
4π;−u, 1 + n
2
)
=
1
4
(2π)−(n+2)
(n
2
)
!2ω(4π; 0, 0)
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=
1
4
(2π)−(n+2)
(n
2
)
!2.
In particular, for each w ∈ Z, we find that
swλ = s
w
µ =
1
4
(2π)−(n+2)
(n
2
)
!2.
Hence we obtain
B0α =− 22e−4π
√−1n−α+1 × 1
2
(2π)−(n+2)
(n
2
)
!2
∑
w
(−1)m+(w)
(
α
l+(w)
)(
n− α
m+(w)
)
(swλ + s
w
µ )
=− 2−1e−4π√−1n−α+1ΓC
(
n+ 2
2
)2∑
c∈Z
(−1)c
(
α
c
)(
n− α
n
2 − c
)
,
where ΓC(s) is defined to be 2(2π)
−sΓ(s). This proves the first identity in Lemma 8.4.
We proceed to compute B1∞(ϕ, φ). Set
w0 =
(
0 1
−1 0
)
.
Since Hx(R) is stable under the conjugation by w0, we can take
{(
1 0
z 1
)
u| z ∈ C, u ∈ SU2(R)
}
to be
a set of representatives of Hx(R)\H01 (R). Hence, for t ∈ C×, we have
W1α(t) :=
∫
Hx(R)\H01 (R)
〈ϕ∞(h−1 · xς∞),Wf†,∞
((
t 0
0 1
)
w0h
)
〉Wdh
=
∫
C
〈ϕ∞
((
1 0
z 1
)−1
· xς∞
)
,Wf†,∞
((
t 0
0 1
)(
1 −z
0 1
)
w0
)
〉Wdz
=
∫
C
〈τ2n+2(w0)ϕ∞
((
1 0
−z 1
)−1
· xς∞
)
,Wf†,∞
((
t 0
0 1
)(
1 z
0 1
))
〉Wdz
=
1
2
e−4π ·
∫
C
e−4πzz¯ψF,∞(tz) · 〈Qα(z¯, z;Y,−X),Wf†,∞
((
t 0
0 1
))
〉Wdz.
(8.6)
Note that
Qα(z¯, z;Y,−X) = (−1)α+1Qα(z, z¯;X,Y ).
Thus (8.6) yields that
W1α(t) =(−1)α+1W0α(t).
This shows the claim in the case where α is even. If α is odd, (7.11) shows that
B1α = (−1)α+1B0α = 0.
This finishes the proof of Lemma 8.4. 
Appendix
In Section 6.2, we write a conjecture on certain integral In (Conjecture 6.3), which gives us an explicit
formula of a local archimedean integral (Lemma 6.5) and an explicit inner product formula (Theorem
5.6). Although Conjecture 6.3 can be checked by a computer for n = 0, 2, 4, 6, 8, we need certain special
formulas on Bessel functions and hypergeometric functions in the computation. Hence we include this
appendix which gives a proof of Conjecture 6.3 in the case that n = 0 to explain how we check the
conjecture.
We recall some notation in Section 6.2. Let
V∞ =
{(
p
√−1q√−1r p
)
| p ∈ C, q, r ∈ R
}
; X∞ = V ⊕2∞ .
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Recall that ϕ∞ ∈ S(X∞)⊗C W2n+2(C)⊗C Lλ(C) is the Bruhat-Schwartz function which is introduced
in (4.5). Write
ϕ∞(x) =
n∑
α=0
n+1∑
j=−n−1
Pαj (x)e
−πTr(x1tx1+x2tx2)Xn+1+jY n+1−j ⊗
(
n
α
)
XαY n−α,
where Pαj (x) is a polynomial function in x = (x1, x2) ∈ X∞. We also recall that Wσ,∞ associated with
σ∞ is the Whittaker function which is characterized as follows:
Wσ,∞
((
t 0
0 1
))
= 24 ×
n+1∑
j=−n−1
√−1jtn+2Kj(4πt)(Xn+1+jY n+1−j)∨, (0 < t ∈ R).
Denote by 〈·, ·〉W = 〈·, ·〉2n+2 (resp. 〈·, ·〉L = 〈·, ·〉n) the pairing on W2n+2(C)⊗2 (resp. Lλ(C)⊗2) which
is introduced in Section 2.2. Then the definition of 〈·, ·〉W shows that〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
))〉
W
=
n∑
α=0
n+1∑
j=−n−1
Pαj (x)e
−πTr(x1tx1+x2tx2) · 24√−1jtn+2Kj(4πt)
(
n
α
)
XαY n−α.
Then integral In in Conjecture 6.3 is written as
In =
∫ 1
0
(a− a−1)2da
a
∫
X∞
dx
∫ ∞
0
dt
t
× 28
n∑
α=0
n+1∑
j,j′=−n−1
Pαj
((
p1
√−1a−1q1√−1ar1 p1
)
,
(
p2
√−1a−1q2√−1ar2 p2
))
× Pn−αj′
((
p1
√−1q1√−1r1 p1
)
,
(
p2
√−1q2√−1r2 p2
))
× (−1)α
(
n
α
)
×√−1j−j
′
an+2t2n+4Kj(4πat)Kj′ (4πt)e
−π(4p1p1+(1+a−2)q21+(1+a2)r21+4p2p2+(1+a−2)q22+(1+a2)r22),
where
x =
((
p1
√−1q1√−1r1 p1
)
,
(
p2
√−1q2√−1r2 p2
))
∈ X∞.
In Appendix, we prove the following proposition:
Proposition 8.8. We have I0 = 2
−8 · π−6. Hence Conjecture 6.3 is true for n = 0.
Proof. Write x = (x1, x2) =
((
p1
√−1q1√−1r1 p1
)
,
(
p2
√−1q2√−1r2 p2
))
∈ X∞. Recall
p
((
a b
b c
))
= aX2 + 2bXY + cY 2
and that the Bruhat-Schwartz function ϕ∞ which we fixed in (4.5) is written as
ϕ∞(x)
=p
(
1
2
(
1
2
(x1 +
tx1) · w0 · 1
2
(x2 +
tx2) +
t
(
1
2
(x1 +
tx1) · w0 · 1
2
(x2 +
tx2)
)))
e−πTr(x1
tx1+x2
tx2)
=
1
2
{√−1(p1(q2 + r2)− (q1 + r1)p2)X2 + 2(p1p2 − p1p2)XY −√−1(p1(q2 + r2)− (q1 + r1)p2)Y 2}
× e−π(2p1p1+q21+r21+2p2p2+q22+r22).
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Hence we find that〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
))〉
W
=23e−π(2p1p1+q
2
1+r
2
1+2p2p2+q
2
2+r
2
2) × {−√−1(p1(q2 + r2)− (q1 + r1)p2)×√−1t2K−1(4πt)
+ 2(p1p2 − p1p2)× t2K0(4πt)
+
√−1(p1(q2 + r2)− (q1 + r1)p2)Y 2 × (−
√−1)t2K1(4πt)
}
=23e−π(2p1p1+q
2
1+r
2
1+2p2p2+q
2
2+r
2
2)
× {2(p1p2 − p1p2)t2K0(4πt) + ((p1 + p1)(q2 + r2)− (q1 + r1)(p2 + p2))t2K1(4πt)} ,〈
ϕ∞
((
a−
1
2 0
0 a
1
2
)
x
)
,Wσ,∞
((
t 0
0 1
)(
a
1
2 0
0 a−
1
2
))〉
W
=23e−π(2p1p1+a
−2q21+a
2r21+2p2p2+a
−2q22+a
2r22) × {2(p1p2 − p1p2)a2t2K0(4πat)
+((p1 + p1)(a
−1q2 + ar2)− (a−1q1 + ar1)(p2 + p2))a2t2K1(4πat)
}
.
These two identities show that〈
ϕ∞
((
a−
1
2 0
0 a
1
2
)
x
)
,Wσ,∞
((
t 0
0 1
)(
a
1
2 0
0 a−
1
2
))〉
W
〈
ϕ∞(x),Wσ,∞
((
t 0
0 1
))〉
W
=26e−π(2p1p1+a
−2q21+a
2r21+2p2p2+a
−2q22+a
2r22)
× {t4K0(4πt)K0(4πat)4a2(p1p2 − p1p2)(p1p2 − p1p2)
+ t4K0(4πt)K1(4πat)2(p1p2 − p1p2)((p1 + p1)(aq2 + a3r2)− (aq1 + a3r1)(p2 + p2))
+ t4K1(4πt)K0(4πat)2a
2((p1 + p1)(q2 + r2)− (q1 + r1)(p2 + p2))(p1p2 − p1p2)
+ t4K1(4πt)K1(4πat)((p1 + p1)(q2 + r2)− (q1 + r1)(p2 + p2))
×((p1 + p1)(aq2 + a3r2)− (aq1 + a3r1)(p2 + p2))
}
.
Considering the integral on X∞, only the following terms contribute the integral:
e−π(4p1p1+(1+a
−2)q21+(1+a
2)r21+4p2p2+(1+a
−2)q22+(1+a
2)r22)
× {t4K0(4πt)K0(4πat)4a2(p1p2 − p1p2)2
+t4K1(4πt)K1(4πat)((p1 + p1)
2(aq22 + a
3r22) + (aq
2
1 + a
3r21)(p2 + p2)
2)
}
,
since ∫ ∞
−∞
ue−αu
2
du = 0
for each α ∈ R>0. In the straightforward way, we find that∫
X∞
e−π(4p1p1+(1+a
−2)q21+(1+a
2)r21+4p2p2+(1+a
−2)q22+(1+a
2)r22)
× 4a2(p1p2 − p1p2)(p1p2 − p1p2)dx
=
a4
25(1 + a2)2π2
,
∫
X∞
e−π(4p1p1+(1+a
−2)q21+(1+a
2)r21+4p2p2+(1+a
−2)q22+(1+a
2)r22)
× ((p1 + p1)2(aq22 + a3r22) + (aq21 + a3r21)(p2 + p2)2)dx
=
a5
24(1 + a2)3π2
.
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Put z = 1− a2. Then [MOS66, page 101] shows that∫ ∞
0
t4K0(4πt)K0(4πat)
dt
t
=2 · (4π)−4 1
Γ(4)
Γ
(
4
2
)4
× 2F1
(
4
2
,
4
2
; 4; z
)
=2−8 · 3−1 · π−4 · Γ(4)
Γ(2)Γ(2)
∞∑
n=0
Γ(n+ 2)Γ(n+ 2)
Γ(n+ 4)
zn
n!
=2−7 · π−4 ·
∞∑
n=0
(
2
n+ 3
− 1
n+ 2
)
zn
=2−7 · π−4 ·
(
2
z3
(
log(1− z)− z − z
2
2
)
− 1
z2
(log(1− z)− z)
)
,∫ ∞
0
t4K1(4πt)K1(4πat)
dt
t
=2 · (4π)−5(4πa) 1
Γ(4)
Γ
(
6
2
)
Γ
(
4
2
)2
Γ
(
2
2
)
× 2F1
(
6
2
,
4
2
; 4; 1− a2
)
=2−7 · 3−1 · π−4a× 2F1(3, 2; 4; 1− a2)
=2−7 · 3−1 · π−4a · Γ(4)
Γ(3)Γ(2)
∞∑
n=0
Γ(n+ 2)Γ(n+ 3)
Γ(n+ 4)
zn
n!
=2−7 · π−4a ·
∞∑
n=0
(
1− 2
n+ 3
)
zn
=2−7 · π−4a ·
(
1
1− z −
2
z3
(
log(1− z)− z − z
2
2
))
.
Since
2−7 · π−4 ·
(
2
z3
(
log(1 − z)− z − z
2
2
)
− 1
z2
(log(1 − z)− z)
)
· a
4
25(1 + a2)2π2
+ 2−7 · π−4a ·
(
1
1− z −
2
z3
(
log(1− z)− z − z
2
2
))
a5
24(1 + a2)3π2
=2−12 · π−6
{(
4 log(a)
(1− a2)3 − 2(1− a
2)−2 − (1− a2)−1 − 2 log(a)
(1 − a2)2 + (1− a
2)−1
)
·
(
− a
4
(1 + a2)2
)
+2a
(
a−2 − 4 log(a)
(1− a2)3 + 2(1− a
2)−2 + (1− a2)−1
)
· a
5
(1 + a2)3
}
=2−11 · π−6 · a
4 log(a)
(1− a2)(1 + a2)3 ,
the integral I0 is given by
26
∫ 1
0
2−11 · π−6 · a
4 log(a)
(1− a2)(1 + a2)3
(a− a−1)2da
a
= −2−5 · π−6
∫ 1
0
a(1− a2) log(a)
(1 + a2)3
da.
Since
d
da
(
1 + a2 + 2a2 log(a)
4(1 + a2)2
)
=
a(1− a2) log(a)
(1 + a2)3
,
we find that ∫ 1
0
a(1− a2) log(a)
(1 + a2)3
da = −2−3.
Therefore I0 = 2
−8π−6. 
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