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The bispectrum is the leading non-Gaussian statistic in Large-Scale Structure (LSS) clustering and
encodes the interactions in the underlying field. It is thus an important diagnostic for primordial
non-Gaussianity and higher order galaxy biasing. In this paper we present a detailed test and
calibration of the matter bispectrum counterterms in the Effective Field Theory of LSS against a
suite of N -body simulations. We are going beyond previous studies in employing realisation based
perturbation theory that allows for a significant reduction in cosmic variance error bars. This
enables the measurement of the low-energy constants on large scales before two-loop corrections
become relevant, around k < 0.09h Mpc−1 at z = 0. We also go beyond previous work in using
bispectrum propagator terms, i.e. correlators with linear and second order fields, to quantify the two
new counterterms in isolation and to establish consistency with the power spectrum counterterm.
By investigating the fully non-linear bispectrum, Bnnn, as well as the terms Bn11 and Bn21, we
find evidence for the new counterterms deviating from the shape suggested by the UV-limit of
the relevant bispectrum contributions. We also show that the commonly used Einstein-de Sitter
approximation for the time dependence of the tree-level bispectrum is insufficient for precise studies
of the one-loop bispectrum and that it is necessary to use ΛCDM growth factors in order to obtain
meaningful one-loop counterterm constraints. Finally, we also find evidence for small deviations in
the growth factors that arise from time integration inaccuracies in the N -body simulations.
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I. INTRODUCTION
Cosmological probes are observables that can be used to constrain the parameter space of fundamental theories;
examples include the Cosmic Microwave Background (CMB) [1, 2] and the distribution of matter and galaxies across
the universe, known as cosmological Large-Scale Structure (LSS). Since its discovery, the CMB has proven to be a
rich source of cosmological information. While it has provided many valuable insights and tight parameter constraints
on the ΛCDM model, its statistical power has been mostly exhausted. Yet many open questions remain, such as the
mass of neutrinos or the dynamics and field content of inflation. LSS offers to provide significantly more information
than the CMB on account of its three dimensional nature. However, modelling LSS is more difficult than modelling
the CMB due to non-linearities in the late-time Universe.
Until the beginning of the last decade, there was a strong ambition to describe LSS in a parameter free, deterministic
approach referred to as Standard Perturbation Theory (SPT) [3]. This model is based on a fluid approximation to
the Vlaslov equation describing an ensemble of collisionless particles and solves the equations perturbatively using a
power series in the density and velocity divergence fields. However, the results of SPT beyond tree-level are in tension
with simulations as SPT does not take into account the small-scale effects of gravitational collapse. These cannot
be described perturbatively and, through their resultant effects on the gravitational field, lead to non-perturbative
effects on cosmic structure at larger scales.
To solve this problem, a modification to SPT, called the Effective Field Theory of Large Scale Structure (EFTofLSS)
[4–7], has been developed. The EFTofLSS introduces an arbitrarily chosen coarse graining or regulation scale Λ that
allows for a convergent series expansion for wavenumbers below the non-linear wavenumber kNL, beyond which physics
is non-perturbative. The coarse grained equations of motion are now Λ-dependent and contain an effective stress
term that encapsulates microscopic velocity dispersion and products of small scale modes. As these effects are non-
perturbative, they need to be parametrised in a broad manner that allows for all operators that are compatible with
the symmetries of the model. The new terms this introduces into the perturbative expansion are called counterterms
and account for small scale deviations from the pressureless perfect fluid assumed by SPT, absorbing divergences and
the dependence on Λ, making the overall model cutoff independent.
Recently, the potential of the EFTofLSS to deliver unbiased cosmological constraints has been proven in a blind
analysis of a simulation suite [8]. The same approach has then been used to perform an analysis of galaxy correlators
in the BOSS survey [9, 10], which can be connected to the overall matter and dark matter correlators by taking into
account the appropriate biasing terms. The latter account for the fact that the galaxy distribution correlates with
but does not perfectly mimic the underlying dark matter distribution [11].
A lot of attention has been devoted to the EFT at the level of the power spectrum [5, 6, 12], the two-point correlator
and therefore the simplest statistic in LSS, while less attention has been devoted to the bispectrum [13, 14] and
trispectrum [15, 16]. The galaxy bispectrum at one-loop has recently been studied in [17]. The higher order statistics
offer additional information as well as the opportunity to perform consistency checks with the EFT parameters
calculated from the power spectrum. Further tests of the EFT bispectrum have also been performed in [18] and
their calculations have been pushed to two-loop order in [19]. We improve upon these results by implementing the
full ΛCDM time dependence rather than the commonly employed Einstein-de Sitter approximation for cosmological
perturbation theory and cancelling cosmic variance through realisation perturbation theory. We analyse the effects
of these corrections for the power spectrum, auto bispectrum, and bispectrum propagators.
This paper will use a simulation suite previously studied in [12, 14]. It is based on a Ωm,0 = 0.272, σ8 = 0.81,
ns = 0.967 cosmology with h = 0.724. The Np = 1024
3 particles in a cubic box of dimension L = 1500h−1 Mpc are
set up at initial redshift zi = 99 using 2LPT [20] and then evolved to z = 0 using Gadget 2 [21]. We are considering
14 realisations of this simulation volume. The realization perturbation theory approach has previously been used to
evaluate and test SPT [22–24], but not to our knowlegde to constrain the EFT counterterms.
This paper is structured as follows: We first review the EFT and the corresponding counterterms in Sec. II,
before reviewing the power spectrum and bispectrum as well as their ΛCDM time dependence and our realisation
3perturbation theory implementation in Sec. II F. We then explain the various fitting procedures we used to estimate the
counterterm amplitudes before presenting parameter constraints in Sec. III. We finally conclude and offer a discussion
of our various results and their implications in Sec. IV.
II. PERTURBATIVE MODELLING OF THE BISPECTRUM
A. The Effective Field Theory
Cosmological perturbation theory is based on an ensemble of N collisionless point particles [3] whose overall phase
space density is given by f(x,p) =
∑N
i=1 fi(x,p), where p is the canonical momentum and fi(x,p) = δ
(D)(x −
xi)δ
(D)(p−mavi). Such an ensemble obeys the collisionless Boltzmann equation
Df
Dt
=
∂f
∂t
+
p
ma2
· ∂f
∂x
−m∂φ
∂x
· ∂f
∂p
= 0 , (1)
where φ is the gravitational potential. We coarse grain the phase space by introducing a smoothing function, WΛ(k).
The presence of this function differentiates the EFT from SPT, and it is defined by
WΛ(k) = e
− 12 k
2
Λ2 , (2)
for some cutoff Λ < kNL. Here kNL is the non-linear scale beyond which the physics is non-perturbative. Throughout
this paper we choose Λ = 0.3h Mpc−1 unless explicitly stated otherwise. Note that the theory is independent of the
cutoff and that the need for an explicit cutoff is of a numerical nature as discussed in detail below in Sec. II G.
Taking the first two moments of Eq. (1) gives us definitions for the matter and momentum densities,
ρ(x, τ) =
m
a3
∫
d3y
∫
d3q WΛ(x− y) f(y,p) (3)
and
pi(x, τ) =
1
a4
∫
d3y
∫
d3p WΛ(x− y) p f(y,p) . (4)
Applying these to the Boltzmann equation allows us to derive the equations of motion
ρ˙+ 3Hρ+
1
a
∂i(ρv
i) = 0 (5)
and
v˙i +Hvi +
1
a
vj∂jv
i +
1
a
∂iφ = − 1
aρ
∂j [τ
ij ]Λ, (6)
where x˙ = ∂tx, H = a˙/a is the Hubble rate, v = pi/ρ+ counterterms is the fluid velocity [25], and the stress-energy
tensor τ ij describes the non-perturbative effects of small scale physics. The stress-energy tensor is set to zero in SPT.
Taking the derivative of Eq. (6) and defining the velocity divergence field θ = ∂iv
i, we obtain
∂ηθ +Hθ + vj∂jθ + ∂ivj∂jvi +4φ = τθ , (7)
where η is the conformal time defined through adη = dt and
τθ = −∂i
[
1
ρ
∂jτ
ij
]
. (8)
Defining the density contrast δ = ρ/ρ¯− 1, Eq. (5) becomes
∂ηδ +∇ ·
[
(1 + δ) vi
]
= 0 . (9)
Rewriting Eqs. (6) and (9) in Fourier space gives us
∂ηδ(k, η) + θ(k, η) = Sα(k, η), (10)
4and
∂ηθ(k, η) +Hθ(k, η) + 3
2
ΩmH2δ(k, η) = Sβ(k, η) . (11)
The two non-linear source terms Sα and Sβ may be defined as
Sα(k, η) = −
∫
d3p
(2pi)3
α(q,k − q)θ(q, η)δ(k − q, η) , (12)
Sβ(k, η) = −
∫
d3p
(2pi)3
β(q,k − q)θ(q, η)θ(k − q, η) + τθ(k, η) . (13)
The kernels α and β encapsulating the coupling between modes are defined as
α(k1,k2) =
k1 · (k1 + k2)
k21
(14)
and
β(k1,k2) =
1
2
(k1 + k2)
2k1 · k2
k21k
2
2
. (15)
We can solve the equations of motion using a power series ansatz δn(k, a) = Dnδn(k) for growth factor Dn, where
in a matter dominated universe we simply have Dn = a
n. The n-th order density field is given by
δn(k) =
∫ Λ
q1
· · ·
∫ Λ
qn
δ(D)
(
k −
n∑
i=1
qi
)
Fn(q1, ..., qn)
n∏
i=1
δ1(qi) , (16)
where
∫
q
=
∫
d3q/(2pi)3 and the functions of momenta Fn are the gravitational coupling kernels of the density field.
The corresponding coupling kernels for the velocity divergence are referred to as Gn. The Fn and Gn kernels are
given by the recursion relations
Fn(k1, ...,kn) =
n−1∑
m=1
Gm(k1, ...,km)
(2n+ 3)(n− 1) [(2n+ 1)α(κ
m
1 ,κ
n
m+1)Fn−m(km+1, ...,kn)
+ 2β(κm1 ,κ
n
m+1)Gn−m(km+1, ...,kn)] , (17)
Gn(k1, ...,kn) =
n−1∑
m=1
Gm(k1, ...,km)
(2n+ 3)(n− 1) [3α(κ
m
1 ,κ
n
m+1)Fn−m(km+1, ...,kn)
+ 2nβ(κm1 ,κ
n
m+1)Gn−m(km+1, ...,kn)] , (18)
where κba =
∑b
i=a ki. In clustering statistics these kernels are used in their symmetrised form referred to as F
(s)
n and
G
(s)
n .
B. The Effective Stress-Energy Tensor
To satisfy the symmetries of the cosmological model, the components of the effective stress-energy tensor τij must
be compatible with homogeneity and isotropy as well as Galilean invariance. The only gravitational terms which are
compatible with these symmetries are the second derivatives of the gravitational potential, ∇i∇jφ, and of the velocity
potential, ∇i∇ju.
The various terms in the stress-energy tensor can be grouped into two categories: viscosity terms, which provide
the correlated corrections to the perturbative terms, and noise terms, which account for the self-coupling of non-
perturbative (strongly coupled) small scale modes analogous to the one-halo term in the halo model.
At cubic order, when the stress-tensor regularises only the cubic couplings at one-loop, there are two terms in the
source term for the velocity divergence shown in Eq. (13):
τθ|1 = −d2φ∂i∆Φ +
d2u
Hf ∂
i∆u , (19)
5for free parameters d2φ and d
2
u which we combine in the new variable d
2 ≡ d2φ + d2u.
At quartic order, where we have to regularise δ4, this expands to become
τ ijθ |2 = −d2δijδ2 + c1δij(∆Φ)2 + c2∂i∂jΦ∆Φ + c3∂i∂kΦ∂j∂kΦ . (20)
We will find it useful to integrate these over time to define the counterterm density field at scale factor a as1
δ˜n =
∫
da′Gδ(a, a′)τθ|n . (22)
Defining the tidal tensor
sij ≡ ∂i∂jΦ− 1
3
δij∆Φ , (23)
one can obtain
τθ|1 = −d2∆δ1 , (24)
τθ|2 = −d2∆δ2 − e1∆δ21 − e2∆s2 − e3∂i
[
sij∂jδ1
]
, (25)
where ei are functions of ci and d
2
u, leaving us with four free parameters: d
2, e1, e2, and e3.
We can define the counterterm density field analogously to Eq. (16) by defining a set of counterkernels F˜ , such that
δ˜n(k) ≡
∫
q1
...
∫
qn
δ(D)
(
k −
n∑
i=1
qi
)
F˜n(q1, ..., qn)
n∏
i=1
δ1(qi) . (26)
C. The Counterterms
We wish to define the nth-order counterkernels in terms of the free parameters of the nth order stress-energy tensor.
The parameters d2 and e1,2,3 are time dependent; we can approximate them as scaling as D
m
1 (a) for m-dependent
power series growth factors Dm. The value for m can be inferred from approximating the linear power spectrum by a
power law knNL around the non-linear scale and assuming self similarity, leading to m = (1− nNL)/(nNL + 3) [7, 14].
For the small-scale terms in the EFT, we estimate nNL ≈ −3/2, yielding m = 5/3. The part of the counterterm that
is capturing the cutoff dependence of the SPT loop integrals needs to have m = 1 instead. We can therefore separate
the time dependent and time independent components by defining the new parameters d¯2 and e¯i as
d2 ≡ Dm1 (a)H20Ω0md , (27)
e2i ≡ Dm1 (a)H20Ω0mei . (28)
In order to obtain the cubic order counterterm, we insert this definition of d2 into the cubic order stress-energy tensor
and insert the result into Eq. (22). The time dependency arising from the Green’s function in the integral is [14]
g1(a,m) = − 2
(m+ 1)(2m+ 7)
Dm+11 (a) , (29)
such that
δ˜1(k, a) = g1(a,m)d¯
2k2δ1(k, a) , (30)
which gives us
F˜1(k, a) = g1(a,m)d¯
2k2 . (31)
1 By combining Equations (10) and (11) into a second order equation we can obtain the Green’s function [26]
Gδ(a, a
′) = Θ(a− a′) 2
5
1
H20Ω0m
D1(a′)
a′
[
D1−(a)
D1−(a′)
− D1(a)
D1(a′)
]
, (21)
for first order growing mode D1 and decaying mode D1−(a) = H(a).
6In order to define a counterkernel from the quartic order stress-energy tensor, we will split it into three components
[14]:
F˜2(k1k2) ≡ F˜ τ2 (k1,k2) + F˜αβ2 (k1,k2) + F˜ δ2 (k1,k2) , (32)
where F˜ τ2 stems from the three terms containing ei, F˜
αβ
2 comes from inserting δ˜1 and θ˜1 into the source terms, and
F˜ δ2 comes from replacing δ1 with δ2 in the d
2 term in Eq. (25). Solving the equations of motion with k2δ1 as one of
the source terms in the coupling kernel and considering k2δ2 in the source terms and integrating these sources with
the Green’s function leads to
F˜2(k1,k2) =
[
3∑
i=1
ge2e¯iEi(k1,k2) + g1d¯
2Γ(k1,k2)
]
, (33)
where
ge2(a,m) = −
2
(m+ 2)(2m+ 9)
Dm+11 (a) , (34)
and the Ei are shape functions which, combined with the free parameters ei, regulate the shape dependence of the
counterterms and arise from the symmetry inspired terms quadratic terms in the gravitational potential:
E1(k1,k2) =(k1 + k2)
2 , (35)
E2(k1,k2) =(k1 + k2)
2
(
(k1 · k2)2
k21k
2
2
− 1
3
)
, (36)
E3(k1,k2) =− 1
6
(k1 + k2)
2 +
1
2
k2 · k3
(
(k2 + k3) · k3
k23
+
(k2 + k3) · k2
k22
)
. (37)
Once integrated over time, the Γ function is given by
Γ(k1,k2) =
(
ge2(a,m)
g1(a,m)
(k1 + k2)
2F2(k1,k2) + F˜
αβ
2 (k1,k2)
)
, (38)
with
F˜αβ2 (k1,k2) =k
2
2
[
ga2(a,m)
g1(a,m)
α(k2,k1) +
g˜a2(a,m)
g1(a,m)
α(k1,k2) +
gb2 (a,m)
g1(a,m)
β(k1,k2)
]
+ k21
[
ga2(a,m)
g1(a,m)
α(k1,k2) +
g˜a2(a,m)
g1(a,m)
α(k2,k1) +
gb2 (a,m)
g1(a,m)
β(k1,k2)
]
.
(39)
where
ga2(a,m) = −
1
(m+ 1)(m+ 2)(2m+ 9)
Dm+11 (a) , (40)
g˜a2(a,m) = (m+ 2)g
a
2(a,m) , (41)
gb2 (a,m) = −
4
(m+ 1)(2m+ 7)(2m+ 9)
Dm+11 (a) . (42)
For simplicity, we can then define a new set of parameters
γ1 = −g1(a,m)d¯2 , (43)
γ2 = −g1(a,m)d¯2 , (44)
i = −ge2(a,m)e¯i , (45)
where the two γ terms are defined identically in terms of the model’s symmetries but are treated separately when
calculating their values and where we have simply incorporated the time dependent terms into our definition of the
parameters, giving us
F˜1 = −γ1k2 , (46)
F˜2(k1,k2) = −
[
3∑
i=1
iEi(k1,k2) + γ2Γ(k1,k2)
]
. (47)
These definitions will form the basis of our implementation of the EFT to regularise the one-loop bispectrum. Ac-
cording to convention, γ1 is referred to as the speed of sound, c
2
s , when calculated from the power spectrum.
7D. The Power Spectrum
The power spectrum is the correlator of two fields, (2pi)3δ(D)(k1 + k2)PAB(k1) = 〈δA(k1)δB(k2)〉, and constitutes
the simplest and most easily measurable large-scale structure statistic. There are two non-linear power spectra of
interest to this analysis, the auto power spectrum Pnn, and the propagator Pn1, given by
Pnn =P11 + P22 + 2P31 + 2P1˜1 , (48)
Pn1 =P11 + P31 + P1˜1 , (49)
where all power spectra are functions of the magnitude |k| of the wavevector only. Here P11 is the linear power
spectrum, i.e. the correlator of two Gaussian fields δ1 and fully describes the initial conditions in the absence of
primordial non-Gaussianity. The one-loop contributions are given in perturbation theory by
P31(k) = 3P11(k)
∫
q
F
(s)
3 (k, q,−q)P11(q) , (50)
P22(k) = 2
∫
q
F
(s)
2 (k− q, q)2P11(|k − q|)P11(q) . (51)
The term P31 is regularised by the counterterm P1˜1 = F˜1P11, the diagram for which is shown alongside those for
P11 and the one-loop terms in Fig. 1. Following from Eq. (46), F˜1 = −c2sk2, leaving one free parameter, the speed of
sound.
P11
P11
P13
F3 P11
P11
P22
F2 F2
P11
P11
P1˜1
F˜1
P11
1
FIG. 1. Feynman diagram representations of the linear and one-loop contributions to the power spectra of large-scale structure
together with the one-loop counterterm P1˜1.
1. UV-sensitivity
The P31 term in the one-loop matter power spectrum at small external wavenumbers can be expanded as
lim
k→0
P31(k) = − 61
630
k2P11(k)
∫
q
P11(q)
q2
= − 61
210
k2P11(k)σ
2
d , (52)
where the displacement dispersion σ2d is given by
σ2d(Λ) =
1
6pi2
∫ Λ
0
dqP11(q) . (53)
8The regularisation of the propagator term P31 → P31 + P1˜1 suggests the replacement [12]
σ2d → σ2d +
210
61
c2s . (54)
For the cosmology considered in this study we have the displacement dispersion of modes up to our cutoff σ2d(Λ =
0.3h Mpc−1) = 32.9h−2 Mpc2. The displacement dispersion of all modes would be σ2d(Λ → ∞) = 36.56h−2 Mpc2
The difference between the two corresponds to the running of the EFT counterterm amplitude
∆c2s =
61
210
[
σ2d(Λ→∞)− σ2d(Λ = 0.3h Mpc−1)
]
= 1.054h−2 Mpc2 . (55)
E. The Bispectrum
The bispectrum is the correlator of three fields (2pi)3δ(D)(k1+k2+k3)BABC(k1, k2, k3) = 〈δA(k1)δB(k2)δC(k3)〉 and
vanishes in a Gaussian universe, encapsulating information about cosmic non-Gaussianities. We will be studying three
non-linear bispectra: i) the auto bispectrum Bnnn, the correlator of three non-linear fields; ii) the propagator Bn11,
the correlator of one non-linear and two linear fields; and iii) a term which we informally also refer to as a propagator,
Bn21, the correlator of a non-linear, a second-order, and a linear field. These can be described perturbatively as:
Bnnn =B
s
211 +B
s
411 +B
s
321 +B222 +B
s
2˜11
+Bs
1˜21
(56)
Bn11 =B211 +B411 +B2˜11 (57)
Bn21 =B321 +B1˜21 (58)
where all bispectra are functions of (k1, k2, k3) and
B211(k1, k2, k3) = 2F
(s)
2 (k2, k3)P11(k2)P11(k3) , (59)
B411(k1, k2, k3) = 12
∫
q
F
(s)
4 (q,−q,−k2,−k3)P11(q)P11(k2)P11(k3) , (60)
B321a(k1, k2, k3) = 6
∫
q
F
(s)
3 (−q, q − k2,−k3)F (s)2 (q,k2 − q)P11(q)P11(|k2 + q|)P11(k3) , (61)
B321b(k1, k2, k3) = 6
∫
q
F
(s)
3 (q,−q,k3)F (s)2 (k2,k3)P11(q)P11(k2)P11(k3) , (62)
B222(k1, k2, k3) = 8
∫
q
F
(s)
2 (−q,k3 + q)F (s)2 (k2 − q,k3 + q))F (s)2 (k2 − q)
× P11(q)P11(|k2 − q|)P11(|k3 − q|) , (63)
with B321 = B321a + B321b. These perturbative contributions to the bispectra are represented diagrammatically in
Fig. 2.
For the auto bispectrum, Bnnn, we symmetrise over the permutations
2
Bs211(k1, k2, k3) = B211(k1, k2, k3) + 2 permutations , (64)
Bs411(k1, k2, k3) = B411(k1, k2, k3) + 2 permutations , (65)
Bs321(k1, k2, k3) = B321(k1, k2, k3) + 5 permutations , (66)
Bs
2˜11
(k1, k2, k3) = B2˜11(k1, k2, k3) + 2 permutations , (67)
Bs
1˜21
(k1, k2, k3) = B1˜21(k1, k2, k3) + 5 permutations . (68)
To retain the configuration dependence we do not perform a symmetrisation for Bn11 and Bn21.
Up to one-loop, two connected three-field correlators can be constructed which include the viscosity terms from the
stress-energy tensor:
〈δ˜1(k1)δ2(k2)δ1(k1)〉, and 〈δ˜2(k1)δ1(k2)δ1(k3)〉 , (69)
2 For the sake of definiteness the cyclic permutations are given by [{k1, k2, k3}, {k2, k3, k1}, {k3, k1, k2}] and all permutations by
[{k1, k2, k3}, {k2, k3, k1}, {k3, k1, k2}, {k2, k1, k3}, {k1, k3, k2}, {k3, k2, k1}].
9B211
F2
P11
P11
B411
F4
P11
P11
P11
B222
F2
F2
F2
P11
P11
P11
B321a
F3
P11
F2
P11
P11
B321b P11
F2
F3
P11
P11
B2˜11
F˜2
P11
P11
B21˜1
F2
F˜1
P11
P11
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FIG. 2. Feynman diagram representations of the contributions to the tree-level and one-loop bispectrum together with the
one-loop counterterms.
which correspond to the bispectra
B1˜21(k1,k2,k3; γ1) = 2F2(k2,k3)P1˜1(k2)P11(k3) ,
= 2F˜1(k2; γ1)F2(k2,k3)P11(k2)P11(k3) , (70)
B2˜11(k1,k2,k3; γ2, i) = 2F˜2(k2,k3; γ2, i)P11(k2)P11(k3) , (71)
where F˜1 and F˜2 are defined in Eqs. (46) and (47), respectively.
1. ΛCDM time dependence
For convenience and simplicity, the gravitational coupling kernels in SPT are often derived under the assumption
of a matter-only Einstein-de Sitter (EdS) Universe, with scale factors replaced by linear growth factors [3]. This
approximation is usually considered to be fairly accurate, with the use of more accurate ΛCDM growth factors having
been shown to lead to sub-percent level corrections in the one-loop power spectrum [27, 28].
While in the power spectrum the leading order term is unaffected by changes in growth factor due to its containing
only the linear δ1, for the bispectrum the tree-level result is affected by the ΛCDM corrections to δ2. These corrections
to the tree-level bispectrum can be encoded by the second order gravitational coupling kernel
F2,ΛCDM(k1,k2) =
5
7
D2A(a)
D21(a)
α(k1,k2) +
2
7
D2B(a)
D21(a)
β(k1,k2) (72)
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FIG. 3. Left panel: Fractional deviations between the ΛCDM and EdS-like quadratic coupling kernel as a function of
x2 = k2/k1 and µ12 = kˆ1 · kˆ2. The kernels agree in the aligned configuration k1 ‖ k2 and show deviations of the order
of 0.5% otherwise. Right panel: Equilateral bispectrum contributions to the propagator Bn11. The difference between the
EdS and ΛCDM tree-level bispectra (orange) exceeds the amplitude of the one-loop bispectrum contribution from B411 for
k < 0.02h Mpc−1 and the typical size of the EFT counterterms from B2˜11 for k < 0.08h Mpc
−1. The orange data points show
that our grid implementation of the ΛCDM second order density field agrees with the analytical calculation.
Here D2,A and D2,B are the exact ΛCDM growth factors, which would both reduce to D2,A,B = D
2
1 in EdS (for an
explicit expression of the ΛCDM growth factors see App. B).
For the cosmology under consideration we have at z = 0 thatD2A(a)/D
2
1(a)−1 ≈ 2.7×10−3 andD2B(a)/D21(a)−1 ≈
−7× 10−3. In the left panel of Fig. 3 we show the corrections to the tree-level bispectrum as a function of the cosine
of the opening angle µ12 = kˆ1 · kˆ2 and x2 = k2/k1. In the equilateral bispectrum (x2 = 1, µ12 = −1/2) this leads
to a 0.5% fractional deviation between the ΛCDM and EdS kernels, which is of the same order of magnitude as the
EFT corrections we are trying to constrain here. This can be seen in the right panel of Fig. 3: the difference between
the EdS and ΛCDM tree-level bispectra exceeds the amplitude of the one-loop bispectrum contribution from B411 for
k < 0.02h Mpc−1 and the typical size of the EFT counterterms from B2˜11 for k < 0.08h Mpc
−1. The data points
show that our grid implementation of the ΛCDM second order density field agrees with the analytical calculation. We
thus implemented the exact ΛCDM versions of the F2 and F3 kernels on the grid and will be using them throughout
this study. The details of this implementation are discussed below in Eqs. (88) and (89). We have validated that the
grid implementations of the kernels with the correct growth factors do indeed reproduce the expected deviations from
the EdS approximation in the power and bispectrum, as shown in Fig. 4. In the left panel we can see that while the
corrections for the B211 and B222 terms are of order 0.5%, the corrections around the zero crossing of the combined
B321 term are significant. In the right panel we reproduce the P31 and P22 corrections from [27] and compare them
to the grid implementation, finding perfect agreement. As well will discuss below in Sec. III A, when estimating the
amplitude of the power spectrum counterterm, the 2% corrections to P31 lead to a ∆c
2
s = 0.2h
−2 Mpc2 change in the
inferred value of of the one-loop power spectrum counterterm.
Based on results for the one-loop power spectrum [27, 29] in ΛCDM, and the above results, it seems plausible
to expect < 1% corrections for the one-loop bispectrum as well. This makes these corrections typically a factor
of 10 smaller than the expected counterterms, such that we can ignore the ΛCDM corrections for the one-loop
contributions. When pushing the accuracy to the next loop order, i.e. the two-loop bispectrum, these corrections
might indeed matter.
2. UV-sensitivity
The bispectrum term B321,b, defined in Eq. (62), can be written in terms of P31 as
B321,b(k1,k2) = 2F
(s)
2 (k1,k2)P31(k1)P11(k2) . (73)
In analogy to Eq. (52), this leads to the UV-limit
B321,UV(k1,k2) = lim
k1,k2→0
B321,b(k1,k2) = −2 61
210
k21σ
2
dF
(s)
2 (k1,k2)P11(k1)P11(k2) = −
61
210
k21σ
2
dB211(k1,k2) , (74)
11
B211 x10
B321
B222 x10
0.02 0.04 0.06 0.08 0.10 0.12 0.14
-0.4
-0.2
0.0
0.2
0.4
k [h Mpc-1 ]
B
Ed
S
B
ΛCDM
-1
P22 P31
0.02 0.04 0.06 0.08 0.10 0.12 0.14
-0.010
-0.005
0.000
0.005
0.010
0.015
0.020
0.025
k [h Mpc-1 ]
P
Ed
S
P
ΛCDM
-1
FIG. 4. Left panel: Ratio of the bispectrum contributions up to one-loop in the equilateral configuration with EdS and ΛCDM
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due to the sign-change of the sum of the two contributions, B321a and B321b. Right panel: The ratio of the power spectrum
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CVC (light shaded) and with CVC (dark shaded). Only with CVC can we get close to the true large scale limit before the
theoretical error bars induced by two-loop terms take over.
based on which we can suggest the UV ansatz for the counterterm
B1˜21,UV(k1,k2; γ1) = −2γ1k21F2(k1,k2)P11(k1)P11(k2) = −γ1k21B211(k1,k2) , (75)
where the fact that we are simply taking the UV-limit of F3 as we did for P31 means that we expect this γ1 to
be identical to c2s from the power spectrum. Thus the UV inspired ansatz agrees with the full symmetry inspired
counterterm, F3,UV = F˜1. The contribution from B411 has a strong UV-sensitivity that is given by the limit of the
F4 kernel, ∫
dΩq
4pi
lim
k1,k2→0
F4(k1,k2, q,−q) = 1
18q2
F4,UV(k1,k2) , (76)
giving us
B411,UV(k1,k2) = lim
k1,k2→0
B411(k1,k2) =2F4,UV(k1,k2)P (k1)P (k2)
1
3
∫
q
P (q)
q2
=2σ2dF4,UV(k1,k2)P (k1)P (k2) ,
(77)
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with [14]
F4,UV(k1,k2) = − 9552
18865
(k21 + k
2
2)µ
2
12 −
61
420
µ12
(
k32
k1
+
k31
k2
)
−12409µ
3
12k1k2
56595
− 115739µ12k1k2
113190
− 4901
18865
(k21 + k
2
2) .
(78)
Together with Eq. (54), this suggests the UV-ansatz
B2˜11,UV(k1,k2; γ2) = 2
210
61
γ2F4,UV(k1,k2)P (k1)P (k2) , (79)
which is less general than the symmetry inspired F˜2.
If we were to focus entirely upon the stress-energy tensor inspired by symmetry and ignore these UV limits, we
would treat γ2, 1, 2, and 3 in Eq. (47) as four independent parameters. Alternatively, we could fix the ratio of the
parameters to match the above UV-limit of F4 and approximate F˜2 ≈ 210/61 F4,UV by setting [14]
1 =
3466
14091
γ2, 2 =
7285
32879
γ2, 3 =
41982
32879
γ2 . (80)
We will consider both the UV inspired and the more general symmetry motivated counterterm parametrisations in
our constraints to follow.
F. Estimation of Clustering Statistics
We estimate the non-linear density field by assigning particles to a regular grid using a cloud-in-cell (CIC) mass
assignment scheme. The density field is subsequently transformed to Fourier space and divided by the Fourier
transform of the CIC window function. The power spectrum is then estimated by averaging products of two density
fields over spherical shells.
The bispectra of various combinations of fully non-linear and perturbative matter density fields are estimated using
the algorithm previously employed in [14]. We are estimating the bispectrum in linearly binned shells in k-space using
[30]
BˆABC(ki, kj , kl) =
Vf
Vijl
∫
[q1]i
∫
[q2]j
∫
[q3]l
δA(q1)δB(q2)δC(q3)(2pi)
3δ(D)(q1 + q2 + q3) , (81)
where Vf is the volume of the fundamental cell Vf = (2pi/L)
3. Here A, B and C stand for various combinations of
fully non-linear (N -body) and perturbative density fields on the lattice as described in the next section. The square
brackets describe a linear bin (k-space interval) around ki and
Vijl =
∫
[q1]i
∫
[q2]j
∫
[q3]l
(2pi)3δ(D)(q1 + q2 + q3) ≈ 8pi
2
(2pi)6
kikjkl∆k
3 (82)
is the volume of the corresponding Fourier-space shell.
The naive implementation of the above estimator would require a pass through all N3c cells for each of the N
3
c cells
of the grid to ensure the triangle condition, but this quickly becomes unfeasible for small scales. We thus rewrite the
Delta function in Eq. (81) as an integral over plane waves, upon which the expression factorises
Bˆ(ki, kj , kl) =
Vf
Vijl
∫
x
∏
κ=i,j,l
∫
[q]κ
exp[iq · x]δ(q) . (83)
In a first step, we select density field Fourier modes from a shell in k-space, Fourier transform these shells to real
space and sum over the product of the Fourier transforms of the three shells. The error bars of the power spectrum
and bispectrum estimators are calculated from the variance over 14 realisations of the simulation box.
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G. EFT on the Lattice
To get to the level of precision required to measure the EFT counterterms on large scales, we need to subtract the
leading perturbative orders from the measurements. If perturbation theory is calculated from the loop integrals, the
predictions correspond to the infinite volume limit and would require enormous simulation volumes to beat cosmic
variance. We choose instead to rely on a modest simulation volume and to beat cosmic variance by evaluating the
theory for the very modes used to seed the simulation realisation. This approach has previously been used to test
SPT [22–24], but not to our knowledge been used to constrain the EFT parameters. To do so, we take advantage
of the fact the the well known recursion relations Eqs. (17) and (18) for the perturbative density field and velocity
dispersion can be rewritten in terms of configuration space fields 3
δn =
n−1∑
m=1
1
(2n+ 3)(n− 1) [(2n+ 1)(θmδn−m −Ψθm ·∇δn−m)+
2(−Ψθm ·∇θn−m/2−Ψθn−m ·∇θm/2 +Kθm,ijKθn−m,ij + θmθn−m/3)]
(84)
and
θn =
n−1∑
m=1
1
(2n+ 3)(n− 1) [3(θmδn−m −Ψθm ·∇δn−m)+
2n(−Ψθm ·∇θn−m/2−Ψθn−m ·∇θm/2 +Kθm,ijKθn−m,ij + θmθn−m/3)] .
(85)
The displacement fields are given by
Ψθm(k) = i
k
k2
θm(k) (86)
and equivalently the tidal tensor is given by
Kθm,ij(k) =
(
kikj
k2
− 1
3
δ
(K)
ij
)
θm(k) . (87)
Starting from the initial Gaussian field δ1 = θ1, we can use these relations to generate the higher order density fields
one-by-one. For numerical efficiency, spatial derivatives and inverse Laplacians are calculated in Fourier space and the
fields are then transformed to configuration space where the products are evaluated. In Fig. 6 we show a comparison
of analytic perturbation theory and grid calculations of the contributions to the tree-level and one-loop bispectrum.
We find good agreement on all but the largest scales, where the discreteness of the simulation modes leads to minor
deviations from the continuous loop calculations.
The major advantage of working with grid based perturbation theory is that it removes cosmic variance, thus acting
as a cosmic variance cancellation (CVC) method. Another issue that the realisation perturbation theory helps with
is the dependence of unequal time correlators on the low wavenumber or infrared modes. Equal time correlators do
not suffer from this IR-sensitivity [29, 31]. Propagators, such as correlators of the non-linear field with a number of
linear fields are IR-sensitive, unequal time correlators. Since both the fully non-linear field and perturbation theory
share the very infrared modes this sensitivity is accounted for in realisation perturbation theory. Evaluation of the
perturbation theory loop integrals fails to account for the discrete nature of the lowest wavenumbers in the simulation
box, even if a cutoff at the fundamental mode of the box is introduced.
As discussed above in Sec. II E 1 the exact ΛCDM time dependence of the SPT density field is relevant to obtain the
correct counterterm amplitude on large scales. To represent the correct evolution from the simulation initial condition
realisation and to cancel cosmic variance, we calculate the ΛCDM second order density field in Eq. (72) from the
Gaussian initial condition δ1 as
δ2,ΛCDM =
17
21
D2Aδ1δ1 −D21Ψδ1 ·∇δ1 +
2
7
D2BKδ1,ijKδ1,ij , (88)
where we used that 5/7D2A + 2/7D2B = D
2
1.
3 Note that in what follows, the velocity divergence is rescaled by −1/Hf , such that θ1 ≡ δ1.
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FIG. 6. The realisation grid based (points) and analytic (lines) calculations of the one-loop bispectrum contributions together
with their sum. As B411 and parts of B321 and B1−loop are negative, the absolute values are shown. The error bars show the
variance of the mean over the fourteen realisations. The agreement is very good with some small deviations on large scales due
to the finite bin width and discrete nature of large-scale modes.
Taking this to third order, we have (see App. B for the definition of the growth factors)
δ3,ΛCDM =δ1δ2
[
2
(
5D3AA,1
18
+
D3AA,2
6
+
2D3BA
63
)
− 3
2
(
D3AB,1
9
+
2D3AB,2
9
+
8D3BB
189
)]
+ δ1θ2
[
−5D3AA,1
18
− D3AA,2
6
+
5
2
(
D3AB,1
9
+
2D3AB,2
9
+
8D3BB
189
)
− 2D3BA
63
]
−Ψθ1 ·∇δ2
[
2
(
5D3AA,1
18
+
D3BA
21
)
− 3
2
(
D3AB,1
9
+
4D3BB
63
)]
−Ψθ1 ·∇θ2
[
−5D3AA,1
18
+
5
2
(
D3AB,1
9
+
4D3BB
63
)
− D3BA
21
]
−Ψδ2 ·∇δ1
[
2
(
D3AA,2
6
+
D3BA
21
)
− 3
2
(
2D3AB,2
9
+
4D3BB
63
)]
−Ψθ2 ·∇δ1
[
−D3AA,2
6
+
5
2
(
2D3AB,2
9
+
4D3BB
63
)
− D3BA
21
]
+Kδ1,ijKδ2,ij
(
4D3BA
21
− 4D3BB
21
)
+Kδ1,ijKθ2,ij
(
20D3BB
63
− 2D3BA
21
)
,
(89)
where δ2 and θ2 refer to the normal EdS second order terms. For EdS we would have D3 ≡ D31, leading to
δ3,EdS =
7δ1δ2
18
+
25δ1θ2
54
+
2Kδ1,ijKθ2,ij
9
− 7Ψδ1 ·∇δ2
18
− Ψδ1 ·∇θ2
9
− Ψθ2 ·∇δ1
2
(90)
at z = 0. We are also implementing the operators F4,UV,Γ, and Ei at the realisation level in analogy to what has
been done in [32] for bias parameters. We have confirmed that their clustering statistics are consistent with the
analytical implementation for the counterterms. The fits to follow are, however, mostly performed with analytical
implementations of the counterterms to simplify the error estimation.
H. Theoretical Errors
Regardless of whether we use simulations or perturbative approaches, the precision of our predictions for cosmolog-
ical clustering statistics is limited. Often it is assumed that the theory works perfectly up to a certain kmax and that
it cannot be trusted at all beyond that point. There are a few issues with this approach. For one, simulations have a
limited precision even on the largest scales and perturbative approaches gradually lose precision as we approach the
non-linear scale. It is one of the advantages of the EFTofLSS that it allows us to put an upper bound on subleading
corrections, i.e. higher perturbative orders, without explicitly calculating them. This estimation of higher orders is
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based on the scaling of loops in scale-free universes. In a matter-only universe, there is only one scale, the non-linear
scale [26]. Thus higher loops have to scale as (k/kNL)
3+nNL , where nNL is the slope at the non-linear scale. [26]
suggested for the bispectrum error
∆Bmodel(k1, k2, k3) = 3B211(k1, k2, k3)
(
kT
kNL
)(3+nNL)l
, (91)
where kT = (k1+k2+k3)/3. The spectral slope of the power spectrum at the non-linear wavenumber kNL = 0.3hMpc
−1
is roughly nNL ≈ −3/2.
We show the theoretical errors in the equilateral configuration in Fig. 5. The residuals between the non-linear
bispectrum and the tree-level prediction are within the bounds of the one-loop theoretical error envelope. The
residual with respect to one-loop SPT is outside the two-loop envelope, but once the counterterms are included, the
residuals with respect to one-loop EFT are well contained within the envelope. According to the theoretical error
envelope, the two-loop terms lead to corrections of 1% at k = 0.07h Mpc−1, of 2% at k = 0.083h Mpc−1 and of
5% at k = 0.11h Mpc−1. We will consider a 2% error as acceptable and thus limit our fits to scales larger than
kmax = 0.083h Mpc
−1.
In the right panel of Fig. 5 we show the effect of higher order terms on the constraints on low-energy constants or
EFT parameters. As we can see, the higher order loops start to become important even at fairly low wavenumbers,
stressing the need for reducing the statistical error bars on large scales. The reduction in statistical error bars through
realisation perturbation theory is demonstrated through the gray shaded regions. Only through this approach is it
possible to access the regime where the one-loop counterterms asymptote to actual low-energy constants. In [12], a
one-parameter ansatz for the two-loop power spectrum allowed to capture some of the scale dependence exhibited in
the estimation of the power spectrum counterterm amplitude c2s . We have some indications that a similar approach
might work here but will leave its detailed discussion for future work.
III. CONSTRAINING THE EFT PARAMETERS
A. Power Spectrum
As a first step we present the inference of the power spectrum low-energy constant c2s from the auto power spectrum
and propagator. This measurement has been previously presented in [12], but their constraints were based on the EdS
assumption. We are measuring the clustering statistics from a numerical simulation, which by definition has finite
numerical accuracy. One of the assumptions employed in the discussion so far is that the N -body solver correctly
reproduces linear growth in the power spectrum on large scales. If the leading order growth in the simulation were
off, even by a small amount, this would definitely affect our measurements of the one-loop EFT counterterms. As
code comparison studies have shown [33], large-scale linear growth deviations are present due to time stepping and
round off errors. To account for the possibility of the leading order linear power spectrum being slightly off, we allow
for a correction term (1 + 2∆D1) in front of the leading-order P11 contribution and fit for the free parameter (see
App. C for details). The full χ2 for the auto power spectrum is thus given by
χ2nn =
kmax∑
k=kmin
[
Pnn(k)− (1 + 2∆D1)P11(k)− 2P31(k)− 2P21(k)− P22(k) + 2c2sk2P11(k)
]2
∆P 2nn(k)
, (92)
where ∆P 2nn(k) is the variance of the residual Pnn − 2P31 − 2P21 − P22 − P11. All the terms in the above equation
are evaluated using realisation perturbation theory and so share their initial conditions with the simulations. The
variance of the estimator is reduced both due to the subtraction of the odd correlator P21 that would vanish in the
infinite volume limit and due to the variance in the even correlators like P11 that matches the associated terms in
Pnn.
In the propagator we have fixed one of the linear fields, that we are cross-correlating with, thus the correction factor
reduces to (1 + ∆D1). To constrain the speed-of-sound from the propagator, we minimise
χ2n1 =
kmax∑
k=kmin
[
Pn1(k)− (1 + ∆D1)P11(k)− P31(k)− P21(k) + c2sk2P11(k)
]2
∆P 2n1(k)
, (93)
where ∆P 2n1(k) is the variance of the residual Pn1 − P31 − P21 − P11. The two calculations of c2s are shown in Fig. 7.
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FIG. 7. The speed-of-sound parameter c2s as measured from both the non-linear power spectrum Pnn and the propagator Pn1.
We show constraints using the EdS approximation for perturbation theory (diamonds and squares) and using the correct ΛCDM
growth factors (circles and triangles). The best fit low-energy constant is c2s = 2.27h
−2 Mpc2 (horizontal line). The difference
between P31 with exact and EdS growth factors causes a ∆c
2
s ≈ 0.2h−2 Mpc2 shift to the value indicated by the horizontal
dashed line. The value shown here is for cutoff Λ = 0.3h Mpc−1, and thus needs to be rescaled by Eq. (55) for comparison
with values reported for Λ→∞.
As discussed in detail in [12], the oscillating kmax dependence seen in c
2
s as calculated from Pnn is removed
when one takes into account two-loop terms which play a larger role at increasingly small physical scales (higher
wavenumbers). The power spectrum and propagator constraints asymptote to the same value on large scales, roughly
k < 0.06h Mpc−1, where the one-loop approximation is sufficiently accurate. Note that without CVC, it would have
been impossible to constrain the counterterm from our simulations on large scales before the loop corrections become
important [12]. In the same figure, we also show the constraints that would have been obtained if we had made the
EdS approximation employed in [12]. We see that the inferred value of c2s is reduced by ∆c
2
s = 0.2h
−2 Mpc2. In
Fig. 7, we show the counterterm amplitude corresponding to our cutoff Λ = 0.3h Mpc−1. According to Eq. (55), the
extrapolation to infinite cutoff requires a subtraction of ∆c2s ≈ 1h−2 Mpc2. Thus we have c2s,∞ = 1.27h−2 Mpc2,
which is 20% higher than the value reported in [12] due to the ΛCDM corrections which were not considered in that
study.
Setting the ∆D1 terms to zero leads to deviations from the asymptotically flat behaviour of the estimator on large
scales. We find that the ∆D1 constraints themselves asymptote to −2.5 × 10−4 on large scales and start to deviate
past kmax = 0.07h Mpc
−1 similar to the c2s constraints. Note that this constraint is specific for our simulations and
dependent on settings of the N -body code.
B. Bispectrum
1. Fitting Procedures
We employ a number of procedures for calculating the parameters that go into the counterkernel calculations.
Firstly, we decide upon a bispectrum from which to do the calculations:
Bnnn. Employing the full non-linear bispectrum, we minimise
χ2nnn(kmax) =
kmax∑
k1,2,3=kmin
1
∆B2nnn(k1, k2, k3)
[
Bnnn(k1, k2, k3)−BsSPT(k1, k2, k3; ∆D1,∆D2)
−Bs
2˜11
(k1, k2, k3; γ2, i)−Bs1˜21(k1, k2, k3; γ1)
]2 (94)
with respect to γ1, γ2, 1, 2, 3, and the growth factor corrections ∆D1 and ∆D2, where
BsSPT = (1 + 3∆D1)B
s
111 + (1 + 2∆D1 + ∆D2)B
s
211 + (1 + 2∆D1)B
s
311 + (1 + 2∆D1)B
s
411
+(1 + ∆D1 + 2∆D2)B
s
221 + (1 + ∆D1 + ∆D2)B
s
321 + (1 + 3∆D2)B
s
222 .
(95)
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The terms on the right hand side of Eq. (94) are symmetrised with respect to their external momenta.
Bn11. Employing the bispectrum propagator, we minimise
χ2n11(kmax) =
kmax∑
k1,2,3=kmin
[Bn11(k1, k2, k3)−BSPT(k1, k2, k3; ∆D1,∆D2)−B2˜11(k1, k2, k3; γ2, i)]2
∆B2n11(k1, k2, k3)
, (96)
where
BSPT = (1 + ∆D1)B111 + (1 + ∆D2)B211 +B311 +B411 , (97)
with respect to γ2, 1, 2, 3. The terms on the right hand side of Eq. (96) are not symmetrised with respect to
their external momenta.
Bn21. Employing our second propagator, we minimise
χ2n21(kmax) =
kmax∑
k1,2,3=kmin
[Bn21(k1, k2, k3)−BSPT(k1, k2, k3; ∆D1,∆D2)−B1˜21(k1, k2, k3; γ1)]2
∆B2n21(k1, k2, k3)
(98)
with respect to γ1, where
BSPT = (1 + ∆D1)B121 + (1 + ∆D2)B221 +B321 . (99)
The terms on the right hand side of Eq. (98) are not symmetrised with respect to their external momenta.
These functions can be differentiated with respect to the counterparameters γ1, γ2, 1, 2, 3 to give linear functions
of said parameters. This makes constraining the parameters by finding the minima of the χ2 functions a simple case
of solving a system of linear equations.
Ordinarily, the errors in the denominators of Equations (94), (96), and (98) would be the variance of the non-linear
bispectrum and the SPT would be analytically calculated through perturbation theory. However, we propose an alter-
native formulation whereby the SPT components subtracted from the non-linear bispectrum come from perturbation
theory on the grid and the denominator is the variance of the ensuing residual. This will reduce the overall variance
of the measured parameters as it will remove the variance induced by the individual perturbative contributions to the
non-linear bispectrum without affecting the measurements’ abilities to constrain the counterparameters.
In addition to choosing which non-linear bispectrum to study, we can define the following fitting procedures to
constrain γ1 and γ2:
1. Fitting for a joint EFT parameter γ after setting γ1 = γ2.
2. Fitting γ1 = c
2
s from the power spectrum and using this value in the counterterm B1˜21 while fitting independently
for γ2 in B2˜11.
3. Fitting for γ1 and γ2 independently.
4. Replacing the analytic counterterms with grid implementations of the counterterms B2˜11,UV defined in Eq. (79)
and B1˜21,UV Eq. (75) and fitting for the contained γ1 and γ2.
5. Replacing the analytic counterterms with grid implementations of the counterterms B2˜11,UV defined in Eq. (79)
and B1˜21,UV Eq. (75) and fitting for a joint γ after setting γ1 = γ2 .
With fittings 1− 3 for γ2 we can then we can use the following parametrisations for the  parameters:
U. Inspired by UV sensitivity such that we assume F4,UV ≈ 61210 F˜2, we can use the definitions given in Equations (80)
and fit B2˜11 only for γ2 [14].
S. Inspired by symmetries, we can fit B2˜11 for all four of its free parameters independently.
This provides us with a wide range of methods with which to constrain the same parameters, allowing us to cross-
check the results and to compare the different procedures and comment upon their respective accuracies with reference
to their assumptions. Inclusion of a free 1 parameter in Eqs. (94) and (96) results in all parameters being heavily
degenerate at most values of kmax, as can be quantified from the Fisher matrices of the χ
2 functions (see App. A).
For this reason, for the remainder of the analysis, the UV inspired parametrisations remain unchanged while the
symmetry inspired parametrisations only minimise for γ1, γ2, 2, and 3, with 1 set to zero.
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2. Propagator Terms
Using the propagator terms, we are able to calculate γ2 and γ1 in isolation and compare these results to those we
obtain when studying them simultaneously in the auto bispectrum below. In the case of γ2, we did this with both the
UV inspired and symmetry inspired parametrisations. Naturally, for the propagator terms we are limited to methods
3 and 4 owing to the isolated nature of the γ parameters.
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FIG. 8. Left panel: Constraints on γ2 from Bn11 with both symmetry and UV inspired parametrisations for both suggested
values of the parameter m. The differences are at the percent level; small, particularly compared to the corrections and errors
we would expect from other factors such as the unmodelled contribution of the higher loop terms, but non-zero, such that for
the remainder of the study of the propagator we set m = 1 for the UV inspired parametrisation and m = 5/3 for the symmetry
inspired parametrisation. Note that on large scales the measurements asymptote to the power spectrum c2s measurement shown
by the horizontal line. Right panel: Constraints on γ2 from Bn11 with both symmetry and UV inspired parametrisations with
and without cosmic variance cancellation. In the non-CVC calculations, we continued to use the residuals with subtracted grid
perturbation theory and removed CVC only from the variance in the denominator of the χ2 to avoid issues with IR sensitivities
of the propagator that are resolved by the subtraction of grid PT from the measured bispectrum propagator. The results
without CVC clearly show significantly larger error bars than those without.
In Fig. 8 we compare the propagator measurements of γ1 with both UV and symmetry inspired parametrisations
for both suggested values of m, as well as with both CVC and without. These show that there are small but not
negligible differences between the values obtained with different values of m and that CVC greatly reduces the error
bars of the measurements. The UV inspired parametrisation replicate the UV limit of the one-loop terms when m = 1
and the symmetry inspired model represents the symmetries of the EFT irrespective of m. Given that there was a
measurable difference between the constraints made with the two choices of m, albeit a small one, we have elected
to perform all future calculations in the propagator with m = 1 for UV inspired fittings and m = 5/3 for symmetry
inspired fittings, and in all cases we introduce CVC.
For the growth factor corrections with the propagators, we find ∆D1 ≈ −0.003 and ∆D2 ≈ 0.005 on large scales
(see App. C). The ∆D1 constraint seems larger than the one obtained from the power spectrum above, but it has
to be noted that it comes primarily from the noise term B111. In App. D we validate our fitting procedure on the
difference of B411 evaluated on the grid for two different cutoffs. By definition this reference field can be fit by the
UV-parametrisation of B2˜11, but we also checked its ability to recover the full symmetry inspired parametrisation.
3. Auto Bispectrum
Using the full bispectrum χ2nnn, we are able to calculate γ1 and γ2 together, or equate them and calculate a joint
γ. As we did for the propagator, we will begin by assessing the importance of CVC, the choice of the value of m, and
of our decision to use ΛCDM growth factors for δ2 and δ3 instead of the more commonly used EdS approximation.
The effects of incorporating cosmic variance cancellation into the denominator of the χ2 for the full bispectrum are
shown in the right hand panel of Fig. 9. We see that the error bars are significantly reduced in size, as they were
for the propagator. As such, we use CVC in all future fittings of the auto bispectrum. In the left hand panel of the
same figure we compare the Bnnn-1 fitting for both UV and symmetry inspired parametrisations for both m = 5/3
and m = 1. While the differences between measurements with different values of m are small, they are non-zero, and
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FIG. 9. Left panel: Constraints on a joint γ from the auto bispectrum with both symmetry and UV inspired parametrisations
for both suggested values of the parameter m. As with the propagator, the differences are at the percent level. We set m = 1
for the UV inspired studies of the auto bispectrum and m = 5/3 for the symmetry inspired studies. Right panel: Constraints on
the joint γ from Bnnn with both symmetry and UV inspired parametrisations with and without cosmic variance cancellation.
In the non-CVC case, we continued to use the residual with subtracted grid PT contributions and only changed the variance
in the denominator, to avoid issues with IR divergences. The results without CVC clearly show larger error bars than those
without.
we choose to set m = 1 when studying the UV inspired parametrisation and m = 5/3 when studying the symmetry
inspired parametrisations, as we did for the propagator.
The calculated joint γ from Bnnn-1-S and Bnnn-1-U are plotted in Fig. 10 with both EdS and ΛCDM growth factors
for δ2 and δ3. As can clearly be seen, the EdS results deviate quite significantly from the more accurate ΛCDM
results. As such, it is clear that the use of ΛCDM growth factors is essential for high precision regularisation of the
one-loop bispectrum.
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FIG. 10. The joint γ as calculated from the auto bispectrum using methods Bnnn-1-S and Bnnn-1-U with ΛCDM and EdS
growth factors.
For the growth factor corrections with the auto bispectrum, we again find that ∆D1 ≈ −0.003 and ∆D2 ≈ 0.005
on large scales (see App. C). However, the corrections begin to deviate strongly from those of the propagator at
k ∼ 0.07h Mpc−1.
4. Counterterm Constraints
With our growth factors, our use of CVC, and our values of the m parameter chosen for both propagators and the
auto bispectrum, we performed a number of different fittings, the calculations of γ, γ1, and γ2 from which are plotted
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FIG. 11. Left panel: Propagator measurements of γ1 and γ2 alongside the power spectrum based calculation of the speed of
sound from Pn1. The results for γ2 and the Bn21-4 fitting for γ1 closely mimic those of c
2
s from the power spectrum propagator
while those of γ1 from Bn21-3 follow a different curve, holding similar values to the speed of sound at k < 0.1h Mpc
−1. Right
panel: Constraints on γ1, γ2, and the joint γ from the full bispectrum alongside the speed of sound constrained from Pnn. The
calculated values of γ1 and γ2 from the Bnnn-3 procedures are omitted as the degeneracy of the two parameters made their
results differ from the other fits.
in Fig. 11. In the left hand panel we present all of the calculations of the isolated γ1 and γ2 from the propagator terms.
The values for the various fitting procedures for γ2 from Bn11 and the Bn21-4 fitting for γ1 all agree with one another
for most values of kmax, mimicking the shape of the value of c
2
s calculated from Pn1, while the Bn21-3 calculation of
γ1 differs from this curve but is of roughly the same value as c
2
s at kmax < 0.07h Mpc
−1. In the right hand panel we
present the fittings for γ made with the auto bispectrum. We found that while the joint γ tended to give roughly the
same result for all fittings, the independent γ1 and γ2 sometimes gave results less in keeping with the value we would
have expected by comparison with the speed of sound and were omitted from the figure. The Fisher matrix for the
routine Bnnn-3 shows γ1 and γ2 have a cross-correlation of −0.98, making them almost completely degenerate; it is
possible that at higher loop order the degeneracy would be broken. As will be discussed in the next section, while the
degeneracy between the two γ terms resulted in differing results for the individual counterparameters when they were
allowed to vary independently, the overall counterterms still gave good fits to the residuals of the measured bispectra.
As expected, the kmax dependence of the results from the auto bispectrum more closely match the kmax dependence
of c2s calculated from Pnn, while those from the propagator are more similar to those of Pn1. On the very large scales
where the c2s measurements from the two power spectra agree with one another due to the small contribution from
higher loop terms, we also find that our calculations from the auto and propagator bispectra begin to agree, though in
both cases we begin to see results from a number of our fitting procedures that differ from those of other procedures.
In Fig. 12 we plot the inferred values of the counterterm amplitudes 2 and 3 as measured with the symmetry
inspired fittings for both the auto bispectrum and the propagator. The values constrained with the symmetry-inspired
ansatz have the opposite sign to those used in the UV inspired fitting.
The complete set of reduced χ2 calculations made with ΛCDM growth factors is plotted in Fig. 13. We can see that
many of the fittings give good results, with a χ2 that crosses one roughly where we would expect given that the higher
kmax gives a more precise result averaging over more configurations, while the values that approach the non-linear
regime begin to suffer from small scale effects that are not accounted for in our model. However, some of the fittings,
most noticeably both fits made with Bn21 and both UV inspired fits to Bn11, give significantly larger reduced χ
2
values at all kmax points of interest. This indicates that there is not enough freedom in the single parameter, isolated
γ terms to accurately fit the data. Indeed, the χ2 of the UV-based ansatz is significantly larger than the χ2 of the
symmetry-based ansatz in all cases for both the propagator and the auto bispectrum excepting Bnnn-3, which we
take as evidence that the one parameter UV inspired approximation is unable to accurately capture the bispectrum
residuals.
The performance of the fitted models can also be assessed by comparing the value of BSPT + Bcounterterms to the
measured residuals; this is shown for the equilateral configuration in Fig. 14. In the top panels of Fig. 14 we plot
Bsnnn−Bs221−Bs311−Bs111 against the PT calculations of Bs211 +Bs411 +Bs321 +Bs222 +Bs1˜21 +Bs2˜11 with counterkernels
calculated according to a number of fitting procedures. The left hand panel shows the total values of these calculations
while the right hand panels are normalised by the tree-level bispectra, to highlight the effects of the counterterms.
Note that the parameters were constrained using the full bispectrum whereas only the equilateral configuration is
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FIG. 12. Left panel: The parameter 2 as measured from both the propagator and the auto bispectrum with the symmetry
inspired parametrisation. In the case of UV inspired fits, it is simply a linear function of γ2. Right panel: The counterparameter
3 as measured from both the propagator and auto bispectrum with symmetry inspired fittings. In the case of UV inspired fits,
it is a linear function of γ2. As in Fig. 11, the results from the Bnnn-3 fitting procedures are omitted as the degeneracy of the
γ terms led to results that differed strongly from those of the other fits.
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FIG. 13. Left panel: The reduced χ2 for all fitting procedures of the counterterms with ΛCDM growth factors for δ2 and
δ3. Noticeably, the one-parameter fittings of isolated γ1 and γ2 all produce reduced χ
2 values an order of magnitude larger
than those of the multiple parameter fittings. Right panel: The same with a focus on the values close to 1. The crossing of
χ2/DOF ≈ 1 takes place at about kmax = 0.11h Mpc−1, which is roughly where we would expect the perturbative description
of large scale structure to begin breaking down due to higher loop contributions.
shown in this figure. The central panels show the equivalent calculations for the unsymmetrised Bn11 and the bottom
panels for Bn21. From this figure, we can see that the results for the UV fitting procedures, 1-U, 2-U, 3-U, and 5
produce results that are at odds with the symmetry inspired procedures; method 4 is the only UV inspired fitting
procedure to produce results which are in keeping with the symmetry inspired fits and closely match the residual
at low k, due to the independent fitting of γ1 on a measurement of B1˜21,UV with modes corresponding exactly to
those of the residual. Together with the results discussed above with reference to Fig. 12, this could be taken to
mean that the approximation B411,UV ≈ B2˜11 is not sufficient and that the counterkernel F˜2 must be given the full
parameter freedom indicated by the symmetries of the EFT in order to accurately regularise the one-loop bispectrum.
Noticeably, in the top and bottom panels of Fig. 14, which incorporate the regularisation of F˜1, the limit at which
regularisation becomes impossible at one-loop order is at k ∼ 0.1h Mpc−1, while in the central panels we can see that
for an isolated F˜2 the limit is much lower, at k ∼ 0.05h Mpc−1, indicating that this estimator is much more sensitive
to IR-resummation effects.
Interestingly, the results from the Bnnn-3 fitting procedure give a good fit to the simulations according to Fig. 13
and regularise the one-loop auto bispectrum approximately as well as those from the Bnnn-1-S fitting, in spite of the
differing results these procedures gave for their individual counterparameters. This indicates that the degeneracy did
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FIG. 14. Top left panel: The measured equilateral Bsnnn minus the noise terms against the auto bispectrum up to one-loop
calculated from perturbation theory using the values of the counterkernels taken from a variety of fitting procedures. Top right
panel: The ratio Bsnnn/B
s
211 for both the measured equilateral residual and the calculated equilateral bispectra with a number
of fitting procedures as well as the SPT up to one-loop without counterterms. Many of the fits are good at lower momenta,
where the tree-level and one-loop terms dominate, and begin to diverge from the residual at around k ∼ 0.1h Mpc−1, roughly
the limit where two-loop terms would be expected to come to dominate the bispectrum. Centre left panel: The measured
equilateral Bn11 minus the noise terms against the one-loop bispectrum propagator calculated from perturbation theory using
the values of the counterkernels calculated with a number of fitting procedures, together with B211. Centre right panel: The
ratio Bn11/B211 for both the measured and calculated equilateral bispectra with kmax = 0.084h Mpc
−1 together with the SPT
up to one-loop without counterterms. The fit works up until roughly this k, at which point there becomes a noticeable deviation
between the residual and the counterterms due to the increasing involvement of higher loop terms. Bottom left panel: The
measured equilateral Bn21 minus the noise terms against its one-loop perturbation theory estimator using the counterkernels
calculated using methods Bn21-3 and Bn21-4, together with the SPT up to one loop without counterterms. Bottom right panel:
The ratio Bn21/B211 for both the measured and calculated equilateral bispectra together with the SPT up to one loop without
counterterms. The fit works until k = 0.1h Mpc−1, indicating that this is the limit at which the exclusion of two-loop terms
makes accurate regularisation impossible.
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FIG. 15. Top left panel: The value of F˜2 as a function of the ratios k2/k1 and k3/k2 with the Bnnn-1-S parametrisation.
There is a strong configuration dependence to the calculated counterterms, the sign crossing occurring in the isosceles case and
becoming more prominent in the squeezed limit, that being when k3 → 0, when k1 > k2 and increasingly positive values in the
squeezed limit as k1 < k2. The dark blue regions show clipping for negative values and the brown regions show clipping for
positive values. Top right panel: The value of F˜2 as a function of the ratios k2/k1 and k3/k2 with the Bnnn-1-U parametrisation.
As before, there is a noticeable configuration dependence with the value of F˜2 tending towards increasingly negative values
as it descends into the squeezed limit with k1 > k2 and increasingly positive values as it descends into the same limit with
k1 < k2. However, the configuration dependence seems to be less strong than that of the symmetry inspired fit, with a much
shallower gradient visible throughout most of the plot. We can clearly see that the UV inspired fitting shows less configuration
dependence than the symmetry inspired fit; this is the result of the fixing of the shape functions to be linear functions of γ,
where it is important to remember that the shape functions encode the configuration dependence of the counterterm. The
dark blue regions show clipping for negative values and the brown regions show clipping for positive values. Bottom panel:
The fractional deviation of the above two calculations, F˜2,Bnnn−1−S/F˜2,Bnnn−1−U − 1. The dark blue regions show clipping for
negative values and the brown regions show clipping for positive values.
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not affect the ability of the minimisation to give a good fit for the counterterm, merely that allowing the degenerate
parameters to vary independently allowed a variety of combinations of counterparameter values to be sampled which
were all still able to accurately regularise the auto bispectrum up to kmax ∼ 0.1h Mpc−1. It is notable that even the
Bnnn-3-U produced accurate results, in contrast to those of Bnnn-1-U, indicating that allowing the γ parameters to
vary separately compensated for the inaccuracy introduced by fixing the i terms.
While Fig. 14 gave us a clear test of the accuracy of the various fittings, we also wish to compare the configuration
dependence of the UV and symmetry inspired parametrisations. In Fig. 15 we plot the calculated values of F˜2 as
a function of the ratios of the momentum magnitudes k3/k1 and k2/k1 for both fitting procedures Bnnn-1-S and
Bnnn-1-U, together with the relative deviation between the shape dependence of the two operators. As can be seen,
the UV approximation shows less configuration dependence, only noticeably decreasing in the squeezed limit as k3
becomes much smaller than the other two momentum magnitudes. As well as producing a less accurate fit to the
simulation residuals, the ultraviolet approximation appears to produce less shape dependence in its results, which is
understandable as the approximation consists of setting the shape function parameters to be linear functions of γ2,
preventing the counterterm from independently fitting to any given configuration.
IV. SUMMARY & DISCUSSION
In this paper, we performed a precise calibration and test of the one-loop bispectrum and its counterterms in the
framework of the EFTofLSS, comparing different parametrisation schemes for the counterterms. For the first time,
we have considered the bispectrum propagator terms Bn11 and Bn21 in this context. These cross-bispectra isolate
specific counterterms and allow for cross-validation of the fitting procedures and range of validity. Bn21 contains the
counterterm to B321 in isolation, which is directly related to the power spectrum counterterm for P31. Bn11 in turn
contains the new bispectrum counterterm regularizing B411 in isolation. The full matter bispectrum contains the
symmetrised version of both terms.
To uncover the counterterms on large scales, we evaluate our perturbative predictions for the very modes used
to seed the simulations. This grid based realisation perturbation theory approach allows for the removal of odd
correlators from measured clustering statistics and the even correlators share fluctuations with the measurements.
The combination of both effects leads to a sufficient reduction on the error bars to allow for the detection of the
sub-leading corrections we are after. We have confirmed that this cosmic variance cancellation significantly reduces
the magnitudes of the resultant error bars for the parameter constraints. This cosmic variance cancellation enables the
estimation of EFT parameters from smaller simulation volumes. The realisation perturbation theory approach would
thus be uniquely suited to constrain the EFT parametrisation of baryonic physics [34] from numerically demanding,
small-volume hydrodynamic simulations.
We have also shown that the use of the commonly used EdS approximation for the growth factors for the second
order density field in the tree-level bispectrum, exceeds the one-loop corrections on large scales. We thus implemented
the exact ΛCDM growth factors at quadratic and cubic order.
We found evidence for non-zero correction terms even at order k0 in the EFT. These corrections are artifacts of
the numerical integration of the N -body system, most likely round off and time stepping issues. Allowing for these
bias-like terms leads to more consistent results for the actual EFT counterterms at order k2 on large scales. While
the k0 terms are a nuisance parameter for our purposes, their detection on large scales can be used as a diagnostic
for simulation accuracy.
The reduced χ2 clearly shows that the symmetry inspired models tend to provide better fits to the measurements over
a wider k-range than the UV inspired parametrisations. Yet, we find that the χ2 degrades past kmax = 0.09h Mpc
−1,
which is in line with what was found in [12] for the one-loop power spectrum and also with what the theoretical errors
in Sec. II H suggest. We find that the measurements of γ2 are mostly compatible with the power spectrum value of
c2s,∞ = 1.2h
−2 Mpc2. Future work should investigate the impact of the full ΛCDM time dependence and full covariance
matrix. We have considered the latter but found that our simulation suite is too small to get reliable estimates of the
covariance matrix after cosmic variance cancellation. The leading non-Gaussian covariance of the bispectra without
CVC could be estimated from perturbation theory on the grid [24], but after subtracting the perturbative orders, the
remainder is dominated by high orders in perturbation theory and the stochastic contributions. The poor χ2 obtained
in our fits to the propagator terms suggests that IR-resummed operators, such as those motivated by Lagrangian
perturbation theory [35, 36] might be beneficial to improve the agreement between theory and simulations.
In [32, 37] quadratic and cubic bias parameters were obtained by cross-correlating quadratic and cubic operators
with the halo field. While the bias parameters start at k0 in comparison to the EFT counterterms that start at k2,
a similar approach might work to constrain EFT parameters. While this method makes estimation less complex, it
buries some of the shape dependence inside the estimator. We thus preferred to extract and match the full bispectrum
in the present study and leave the simplified estimator for future work.
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Appendix A: Parameter Inference
The EFT models used in this study are linear in the parameters. In this Appendix we will briefly review the
derivation of the Fisher matrix for a generic linear model before showing how it can be used to calculate the cross-
correlation of any two parameters from that model and the error bars of any given parameter. We will consider a
measurement Bmeas with a diagonal covariance matrix and variance ∆B
2
meas and a generic theory model that is linear
in the parameters such that Bmodel =
∑
i αiBmodel,i. Assuming Gaussian errors, we thus have
χ2 =
kmax∑
ks=kmin
[Bmeas,s −
∑
i αiBmodel,i,s]
2
∆B2meas,s
. (A1)
Taking the first derivative of Eq. (A1) with respect to any given parameter αi gives us
dχ2
dαi
= 2
kmax∑
ks=kmin
Bmodel,i,s
Bmeas,s −
∑
j αjBmodel,j,s
∆B2meas,s
. (A2)
Setting this first derivative to zero gives us the linear system
kmax∑
ks=kmin
Bmodel,i,sBmeas,s
∆B2meas,s
=
∑
j
αj
kmax∑
ks=kmin
Bmodel,i,sBmodel,j,s
∆B2meas,s
. (A3)
Taking the second derivative of which for any given parameters αi and αj gives us
d2χ2
dαidαj
= 2
kmax∑
ks=kmin
Bmodel,i,sBmodel,j,s
∆B2meas,s
≡ Fij , (A4)
where F is the Fisher matrix of the model in question.
We can now calculate the cross-correlation of any two parameters by looking at the ratio between the product of
their isolated elements in the inverse Fisher matrix and their combined element, as given by
Cij =
F−1ij√
F−1ii F−1jj
. (A5)
A strong cross-correlation, that being Cij ≈ 1 or Cij ≈ −1, means that the parameters αi and αj are degenerate;
they correlate so strongly with one another that only one of the two is needed to determine the value of them both
and allowing them both to vary freely will result in results for the individual parameters that differ markedly from
those of non-degenerate parametrisations of the same functions as the model is effectively being allowed to vary one
parameter in two different ways simultaneously. However, it is important to note that while degenerate parameters
may give differing results for their parameters, they can still give accurate fits for the overall model.
We can also calculate the error bars for any given parameter as
σi =
√
F−1ii (A6)
and it is this definition that we use for the error bars in the figures for γ1,2 and 1,2,3 in Sec. III.
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Appendix B: The Growth Factor
Here we review the ΛCDM growth factors, reproducing the work shown in [27].
The n-th order growth factor Dn describes the growth of the density perturbation δn as the universe expands. It
is common practice to assume EdS cosmology, such that Dn = a
n = 1 for all D at the present time, to simplify
calculations. However, this approximation becomes increasingly inaccurate as our universe is no longer dominated by
matter but by dark energy.
The linear growth factor D1 is given by the solutions to
d2
dln(a2)
D1
a
+
(
4 +
d lnH
d ln a
)
d
d ln a
D1
a
+
[
3 +
d lnH
d ln a
− 3
2
Ωm(a)
]
D1
a
= 0 . (B1)
with initial conditions chosen to reflect at early times the universe was approximately EdS such that at a → 0,
D1(a)/a→ 1. The second order solutions are found by solving
d2
d ln a2
D2
a2
+
(
6 +
d lnH
d ln a
)
d
d ln a
D2
a2
+
[
8 + 2
d lnH
d ln a
− 3
2
Ωm(a)
]
D2
a2
=
{
7
5
[(
dD1
da
)2
+ 32Ωm(a)
(
D1
a
)2]
for D2A ,
7
2
(
dD1
da
)2
for D2B ,
(B2)
with initial conditions
a(t0) = 0,
D2A,B
a2
= 1, and
d
da
D2A,B
a2
= 0 . (B3)
This gives two solutions, D2A and D2B , such that
δ2(k, a) = D2A(a)A(k) +D2B(a)B(k) . (B4)
By inserting the linear density field into Equations (10 and 11), one can derive the explicit terms for the higher order
fields. The solution for the second order field is given by
A(k) =
5
7
∫
d3q α(q,k − q)δ1(q)δ1(k − q), (B5)
B(k) =
2
7
∫
d3q β(q,k − q)δ1(q)δ1(k − q) , (B6)
The third order growth factors can be found by solving
d2
d ln a2
D3
a3
+
(
8 +
d lnH
d ln a
)
d
d ln a
D3
a3
+
[
15 + 3
d lnH
d ln a
− 3
2
Ωm(a)
]
D3
a3
=

18
7
[
2dD1da +
3
2Ωm(a)
D1
a
] D2A,B
a2 +
18
7 a
dD1
da
d
da
D2A,B
a2 for D3AA,3AB ,
15dD1da
[
a dda
D2A
a2 + 2
D2A
a2 − 75 D1a dD1da
]
for D3BA ,
9
2
dD1
da
[
a dda
dD2B
a2 + 2
D2B
a2
]
for D3BB ,
(B7)
in combination with the consistency conditions
D3AA,2 =3D
3
1 −
2
3
D3AB,1 − 4
7
D3BA − 16
21
D3BB (B8)
D3AB,2 =
9
4
D31 −
5
4
D3AA,1 (B9)
with initial conditions
D3
a3
= 1,
d
da
D3
a3
= 0 . (B10)
This gives the solution
δ3(k, a) =D3AA,1(a)CAA,1(k) +D3AA,2(a)CAA,2(k) +D3AB,1(a)CAB,1(k)
+D3AB,2(a)CAB,2(k) +D3BA(a)CBA(k) +D3BB(a)CBB(k) ,
(B11)
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where
CAA,1(k) =
7
18
∫
d3q α(q,k − q)δ1(q)A(k − q), (B12)
CAA,2(k) =
7
30
∫
d3q α(q,k − q)δ1(k − q)A(q), (B13)
CAB,1(k) =
7
18
∫
d3q α(q,k − q)δ1(q)B(k − q), (B14)
CAB,2(k) =
7
9
∫
d3q α(q,k − q)δ1(k − q)B(q), (B15)
CBA(k) =
2
15
∫
d3q β(q,k − q)δ1(q)A(k − q), (B16)
CBB(k) =
4
9
∫
d3q β(q,k − q)δ1(k − q)B(q), (B17)
The differences between the EdS and ΛCDM growth factors is small, but may be large enough to cause percent scale
errors in calculations. In Sec. III B 2 and III B 3 we compare results for the second and third order density fields
with both growth factors and show that the differences can be significant for quantifying the sub-leading corrections
induced by one-loop perturbation theory.
Appendix C: Linear Growth Corrections
In this Appendix we briefly discuss the bias-like k0 corrections to the linear and quadratic matter density fields
that we introduced to account for inaccurate growth factors in the the N -body simulations.
The time evolution in the simulations has finite precision and can lead to sub-percent level inaccuracies in the
density fields measured at z = 0 (a = 1). To account for these numerical errors, we introduce corrective terms into
the definition of the first and second order density fields and fit for them as independent parameters of the model,
giving us the following non-linear density field up to fourth order:
δn(x, t) = (1 + ∆D1)δ1(x, t) + (1 + ∆D2)δ2(x, t) + δ3(x, t) + δ4(x, t) . (C1)
Beyond leading order, this parametrisation might not be the most generic ansatz, but we will leave a more detailed
study of the growth systematics in simulations to future inquiry.
Fig. 16 shows the calculated value of the growth factor corrections from both the bispectra and the power spectra.
Both the auto power spectrum and propagator measurements asymptote to ∆D1 ≈ −2.5× 10−4 on large scales. The
range over which the ∆D1 measurements agree conforms with the range over which the c
2
s measurements agree. The
clear detection of this linear growth correction indicates that the linear growth in the simulations has a fractional
systematic error of the same magnitude. While an offset this small might not be of any relevance for survey analysis,
our ability to detect this offset proves the power of our realisation based perturbation theory approach. It can in fact
be used to diagnose the accuracy of the N -body code on large scales.
The constraints on ∆D1 from the bispectrum are much less coherent, but it has to be stressed that they are
dominated by an odd correlator, the noise term B111. The constraints on ∆D2 are much tighter and point towards
∆D2 ≈ 0.005 on large scales, with the constraints from the Bn11 propagator being the most decisive.
Appendix D: Fitting procedure validation
To validate our fitting and modelling procedure, we use the B411 measurement for two different cutoffs as a reference
propagator measurement for which we know the exact values of the counterterm amplitude. By applying our fitting
procedure to this artificial data set, we can check that our templates are correctly normalised and assess the expected
error bars.
We generate our benchmark density field by calculating the difference between the fourth order density fields
generated from linear density fields with two different wavenumber cutoffs Λ1 and Λ2
δ4,S(k1, k2, k3; Λ1,Λ2) = δ4(k1, k2, k3; Λ1)− δ4(k1, k2, k3; Λ2) . (D1)
Since we are calculating a 411 correlator, this is equivalent to calculating the difference between the respective bispectra
B411,S(k1, k2, k3; Λ1,Λ2) = B411(k1, k2, k3; Λ1)−B411(k1, k2, k3; Λ2) . (D2)
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FIG. 16. Top left panel: The growth factor correction ∆D1 from the auto bispectrum. Top right panel: The growth factor
correction ∆D1 from the propagators. Centre left panel: The growth factor correction ∆D2 from the auto bispectrum. The
results for fitting procedure Bnnn-5 are omitted as they were significantly larger than the others. Centre right panel: The
growth factor correction ∆D2 from the propagators. Bottom panel: The growth factor correction ∆D1 as calculated from the
power spectra with both ΛCDM and EdS growth factors.
Replacing the residual in the numerator of Eq. (96) with B411,S gives us
χ2n11,test(kmax) =
kmax∑
k1,2,3=kmin
[B411,S(k1, k2, k3; Λ1,Λ2)−B2˜11(k1, k2, k3; γ2, i)]2
∆B2n11(k1, k2, k3)
. (D3)
There is no need for the ∆D1 and ∆D2 corrections in this case. From Eqs. (77) and (79) we can see that the results
of the minimisation of Eq. (D3) will give values of
γ2 ≈ 61
210
[
σ2d(Λ1)− σ2d(Λ2)
]
, (D4)
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with the i parameters being defined as in Eq. (80).
The comparison of this analytic calculation with the numerical minimisation can be used as a test of the counterterm
implementation and of the minimisation infrastructure. A calculation with Λ1 = 0.3h Mpc
−1 and Λ2 = 0.2h Mpc−1
shows that they do indeed produce the correct results of γ2 at the kmax values of interest.
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