ABSTRACT Motivated by the problem that the Gaussian assumption of process noise may be violated and the statistics of process noise may be inaccurate when the carrier maneuvers severely, a new process uncertainty robust Student's t-based Kalman filter is proposed to integrate the strap-down inertial navigation system (SINS) and global positioning system (GPS). To better address the heavy-tailed process noise induced by severe maneuvering, the one-step predicted probability density function is modeled as a Student's t distribution, and the conjugate prior distributions of inaccurate mean vector, scale matrix, and degrees of freedom (dofs) parameter are, respectively, selected as Gaussian, inverse Wishart, and Gamma distributions, based on which a new Student's t-based hierarchical Gaussian state-space model for SINS/GPS integration is constructed. The state vector, auxiliary random variable, mean vector, scale matrix, and dof parameter are jointly estimated based on the constructed hierarchical Gaussian state-space model using the variational Bayesian approach. Experimental results illustrate that the proposed method has significantly better robustness for the suppression of the process uncertainty but slightly higher computational complexity than the existing state-of-the-art methods.
I. INTRODUCTION
Strap-down inertial navigation system (SINS) has superior attitude determination performance, but its position and velocity errors are unbounded over time. On the contrary, global positioning system (GPS) has good long-term position accuracy, however, it can't provide an attitude for a moving vehicle. Owing to the complementary properties of the SINS and GPS, the SINS/GPS integration has been extensively used for the positioning and attitude determination applications [1] . The SINS/GPS integration can provide not only an accurate attitude but also long-term accurate position and velocity for a moving vehicle with frequent maneuver [2] - [4] . For SINS/GPS integration, the heart is to design a linear integration filter. The Kalman filter (KF) is the most common method to integrate SINS/GPS, and the KF based SINS/GPS integration has been widely used in practical applications. The KF can achieve an optimal estimation of navigation errors from the SINS when both process and measurement noises have Gaussian distributions and corresponding statistics are accurately known. However, due to the influence of severe manoeuvering, the output errors of gyro will increase with the same scale factor errors but large angular rate, which will increase the inertial navigation errors dramatically [2] , [5] , [6] . As a result, the process noise of SINS/GPS integration has a heavy-tailed distribution and its statistics are changed. Thus, the Gaussian assumption of process noise may be violated and the statistics of process noise may be inaccurate when the carrier maneuvers severely, which will degrade severely the performance of the traditional KF based SINS/GPS integration [2] , [5] , [6] . For this reason, there is a great demand for a new robust KF to better suppress the process uncertainty induced by severe manoeuvering, which is the main focus of this work.
To address effectively the process uncertainty, a large number of adaptive Kalman filters (AKFs) have been proposed by estimating the statistics of process noise, such as the Sage-Husa AKF (SHAKF) [7] - [9] , the Innovationbased AKF (IAKF) [10] - [13] and the multiple model AKF (MMAKF) [14] , [15] . The SHAKF can estimate the statistics of process noise using the maximum a posterior criterion, however, it can't guarantee the convergence to the right process noise covariance matrix, which may result in filtering divergence [16] . The IAKF can estimate the process noise covariance matrix by the fact that the innovation sequence of the KF is a white process, however, it is only suitable for slowly varying process noise covariance matrix since a rather large window of data is required to achieve a reliable estimation of process noise covariance matrix [17] . The MMAKF can deal with the process uncertainty by operating a bank of Kalman filters with different statistics of process noise simultaneously, however, it suffers from substantial computational complexities [18] . On the other hand, to suppress effectively the process uncertainty, the Huberbased Kalman filter (HKF) has been proposed by minimising a Huber cost function that is a combined l 1 and l 2 norm, which can bound the residual as a result the negative effects of process uncertainty are mitigated [2] , [19] - [22] . However, the influence function of the HKF doesn't redescend, which may degrade its estimation accuracy [24] . To deal with large process uncertainty, the maximum correntropy based Kalman filter (MCKF) has been proposed by maximising the correntropy of the predicted error and residual [25] - [29] . However, there is a lack of theoretical basis to develop the estimation error covariance matrix, which results in limited estimation accuracy [24] . A reasonable approach to improve the estimation accuracy is employing a Student's t distribution to model the heavy-tailed nonGaussian probability density function (PDF). The Student's t distribution is a generalized Gaussian distribution but has heavier tails than the Gaussian distribution, which makes it more suitable for modelling the heavy-tailed non-Gaussian PDF [23] . A robust Student's t based Kalman filter (RSTKF) has been proposed, in which the one-step predicted PDF is modelled as a Student's t distribution and the posterior PDF is approximated as a Gaussian distribution based on the variational Bayesian (VB) approach [24] . The performance of RSTKF depends heavily on the selected mean vector, scale matrix, degrees of freedom (dof) parameter of the onestep predicted PDF. However, the statistics of the one-step predicted PDF are inaccurate since the statistics of process noise are inaccurate incurred by severe manoeuvering, which may degrade the estimation accuracy of existing RSTKF.
In this paper, to better suppress the process uncertainty induced by severe manoeuvering, the one-step predicted PDF is modelled as a Student's t distribution, and the conjugate prior distributions of inaccurate mean vector, scale matrix and dof parameter are respectively selected as Gaussian, inverse Wishart and Gamma distributions, based on which a new Student's t based hierarchical Gaussian state-space model for SINS/GPS integration is constructed. A new process uncertainty robust Student's t based Kalman filter for SINS/GPS integration is derived utilizing the constructed hierarchical Gaussian state-space model, where the state vector, auxiliary random variable, mean vector, scale matrix, and dof parameter are jointly estimated using the VB approach. The proposed method and existing methods are tested and compared using a car-mounted field test data collected from a fiber optic SINS aided by the GPS. Experimental results illustrate that the proposed method has significantly better robustness for the suppression of the process uncertainty but slightly higher computational complexity as compared with existing stateof-the-art methods.
The remainder of the paper is organised as follows. Section II presents a linear state-space model for SINS/GPS integration, which is composed of the error propagation equations based linear process model and the level position errors based linear measurement model. In Section III, a new Student's t based hierarchical Gaussian state-space model is constructed, from which a new process uncertainty robust Student's t based Kalman filter for SINS/GPS integration is derived using the VB approach. In Section IV, the proposed method and existing state-of-the-art methods are compared using a car-mounted field test data collected from a fiber optic SINS aided by the GPS. Concluding remarks are given in Section V.
II. PROBLEM FORMULATION
In practical engineering applications, the linear error propagation equations are used as the filtering process model because the corresponding linear integration filters provide tradeoffs between computational complexity and estimation accuracy for SINS/GPS integration. The position error equations are formulated as [1] 
where {L, λ, h} and {δL, δλ, δh} are respectively position and corresponding position error with L, λ and h being respectively the latitude, longitude and height,
are respectively the velocity relative to the earth and corresponding velocity error with v n E , v n N , and v n U being respectively east, north and up velocities, and R M and R N are respectively the main curvature radii of the prime meridian and the equator.
The velocity error equation is given by [1] 
where i, e, n, b denote the inertial frame, the earth frame, the local level navigation frame (East-North-Up) and the SINS body frame (Right-Forth-Up) respectively, ω n ie and δω n ie denote the earth rotation rate with respect to the inertial frame and corresponding calculated error respectively, ω n en and δω n en denote the angular rate of the navigation frame with respect to the earth frame and corresponding calculated error respectively, f b denotes the specific force measured by accelerometer in the body frame, δf b = ∇ b + η b a denotes the measurement error of the accelerometer with ∇ b and η b a being respectively accelerometer bias and random drift, and C n b is the attitude matrix from the body frame to the navigation frame.
The attitude error equation with Euler angle parameterization is written as [1] 
where ϕ = [ϕ E ; ϕ N ; ϕ U ] is the misalignment angle between true navigation frame and calculated navigation frame with ϕ E , ϕ N and ϕ U being respectively pitch, roll and heading errors, ω n in and δω n in denote the angular rate of the navigation frame with respect to the inertial frame and corresponding calculated error respectively, and
is the measurement error of the gyro with ε b and η b g being respectively the gyro constant drift and random drift.
In this paper, to simplify the process model, only horizontal positions and velocities are considered since the vertical motion is negligible when a marine vehicle is sailing or a land vehicle is moving in the flat grounds [9] . Moreover, to reduce the dimensionality of process model, the accelerometer bias ∇ b and gyro constant drift ε b are not selected as state variables [9] . Defining the state vector as 
where w(t) = [0 2×1 ; δf b (1 : 2); δω b ib ] is the process noise with δf b (1 : 2) being the first two elements of δf b , and A(t) and B(t) are respectively the state transition matrix and the process noise matrix which can be obtained from (1)-(5) [9] .
In this paper, a loosely coupled method is exploited to integrate SINS/GPS. Thereby, the measurement is determined from the level position errors between the GPS and SINS, based on which the measurement model is formulated as
where z is the measurement vector, L SINS and λ SINS are respectively the latitude and longitude obtained from the SINS, L GPS and λ GPS are respectively the latitude and longitude obtained from the GPS, H = [I 2 0 2×5 ] is the measurement matrix with I n being the n × n identity matrix and 0 m×n being the m × n zero matrix, and v is the measurement noise.
Defining the discrete-time state vector x k = x(t k ), process noise vector w k = w(t k ), measurement vector z k = z(t k ), and measurement noise vector v k = v(t k ), the discrete-time linear state-space model for SINS/GPS integration can be formulated as
where t k = kT s , k is the discrete time index, T s is the sampling time, the state transition matrix F k = I 7 + T s A(t k ), the process noise matrix G k = T s B(t k ), and the measurement matrix H k = H [30] . The measurement noise vector v k has a Gaussian distribution with zero mean vector and covariance matrix R k . KF is the most common method to integrate SINS/GPS given the discrete-time linear state-space model (8)- (9), and it can achieve an optimal estimate of navigation errors from the SINS when both process and measurement noises have Gaussian distributions and corresponding statistics are accurately known. However, due to the influence of severe manoeuvering, substantial measurement errors of gyro are induced and introduced into the SINS, which will increase the inertial navigation errors dramatically [2] , [5] , [6] . As a result, the process noise of SINS/GPS integration has a heavy-tailed distribution and its statistics are changed. Thus, the Gaussian assumption of process noise may be violated and the statistics of process noise may be inaccurate when the carrier maneuvers severely, which will degrade severely the performance of the traditional KF based SINS/GPS integration [2] , [5] , [6] . This problem represents the main motivation of this work. In this paper, a new process uncertainty robust Student's t based KF for SINS/GPS integration is proposed, in which the one-step predicted PDF is modelled as a Student's t distribution and corresponding statistics and state vector are jointly inferred using the VB approach.
III. MAIN RESULTS

A. A NEW STUDENT's T BASED HIERARCHICAL GAUSSIAN STATE-SPACE MODEL FOR SINS/GPS INTEGRATION
Considering that the measurement noise vector v k has a Gaussian distribution with zero mean vector and covariance matrix R k and using measurement model (9) , the likelihood PDF p(z k |x k ) can be formulated as
where N(x; µ, ) denotes the Gaussian PDF of a random vector x with mean vector µ and covariance matrix . Using the process model (8) and Gaussian approximation of the posterior PDF p(x k−1 |z 1:k−1 ), the one-step predicted PDF p(x k |z 1:k−1 ) is given by the Chapman-Kolmogorov equation
where p w (·) denotes the PDF of process noise, andx k−1|k−1 and P k−1|k−1 are respectively the state estimate and corresponding estimate error covariance matrix at time k − 1. It is seen from (11) that the one-step predicted PDF p(x k |z 1:k−1 ) has heavy tail since the process noise has a heavy-tailed distribution induced by severe manoeuvering. Building upon our earlier work in [24] , the one-step predicted PDF p(x k |z 1:k−1 ) is modelled as a Student's t distribution VOLUME 5, 2017 as follows
where
represents the measurements from time 1 to l, and St(·; µ, , ν) denotes a Student's t PDF with mean vector µ, scale matrix and dof parameter ν. Note that x k|k−1 and P k|k−1 are not predicted state and predicted error covariance matrix but the mean vector and scale matrix of the one-step predicted PDF p(x k |z 1:k−1 ) respectively.
By the fact that the Student's t PDF can be viewed as infinite mixture of Gaussian PDFs, the Student's t PDF in (12) can be reformulated as [31] St(
where ξ k is an auxiliary random variable, and G(x; α, β) denotes the Gamma PDF of a scalar random variable x with shape parameter α and rate parameter β given by
where exp(·) denotes a natural exponential function and (·) denotes a Gamma function.
Employing (12)- (13), the one-step predicted PDF p(x k |z 1:k−1 ) can be rewritten in the following hierarchical Gaussian form
We can see from (11)- (12) that the statistics of p(x k |z 1:k−1 ) are inaccurate since the statistics of process noise are inaccurate incurred by severe manoeuvering. Thus, the mean vectorx k|k−1 , scale matrix P k|k−1 and dof parameter ν k of the one-step predicted PDF p(x k |z 1:k−1 ) are inaccurate. In the existing RSTKF [24] , the statistics of p(x k |z 1:k−1 ) are artificially selected, which may degrade the estimation accuracy. To solve this problem, as a contribution in this paper, the mean vector, scale matrix and dof parameter will be adaptively estimated based on the VB method. In the Bayesian inference, it is necessary to select conjugate prior distributions for unknown parameters since the conjugacy is able to guarantee that the posterior distributions have the same form as the prior distributions. In Bayesian statistics, the Gaussian distribution, the inverse Wishart distribution, and the Gamma distribution are the conjugate prior distributions for the mean vector and covariance matrix of a Gaussian distribution and the dof parameter of a Gamma distribution respectively [32] . It is seen from (15)- (16) thatx k|k−1 is the mean vector of Gaussian distribution, and P k|k−1 is proportional to the covariance matrix of Gaussian distribution, and ν k is the dof parameter of Gamma distribution. Thus, the conjugate prior distributions ofx k|k−1 , P k|k−1 and ν k are respectively selected as Gaussian, inverse Wishart and Gamma distributions, i.e.,
where IW(P; σ, ) denotes the inverse Wishart PDF of a real-valued n-dimensional positive-definite matrix with dof parameter σ and inverse scale matrix given by [32] IW(P; σ,
where | · | denotes a determinant operation, tr(·) denotes a trace operation, and n (·) denotes a n-variate gamma function.
To capture the prior information of mean vectorx k|k−1 , u k is set as nominal predicted state vectorx * k|k−1 , i.e.,
and U k is selected as
where β = diag(β 1 , β 2 , . . . , β n ) is an instrumental diagonal matrix that is used to adjust the confidence level to nominal predicted state vectorx * k|k−1 , and P * k|k−1 denotes the nominal predicted error covariance matrix given by
where Q * k−1 denotes the nominal process noise covariance matrix.
To capture the prior information of scale matrix, the mean value of P k|k−1 is set as nominal predicted error covariance matrix P * k|k−1 , i.e.,
where n is the dimension of the state vector.
Equations (10), (15)- (19) and (21)- (24) constitute a new Student's t based hierarchical Gaussian state-space model for SINS/GPS integration, whose diagram is illustrated in Fig. 1 . Next, the state vector, auxiliary random variable, mean vector, scale matrix, and dof parameter, i.e., k {x k , ξ k ,x k|k−1 , P k|k−1 , ν k }, will be jointly estimated based on the constructed hierarchical Gaussian statespace model using the VB approach, from which a new process uncertainty robust Student's t based Kalman filter for SINS/GPS integration can be obtained.
B. A NEW PROCESS UNCERTAINTY ROBUST STUDENT's T BASED KALMAN FILTER FOR SINS/GPS INTEGRATION
Our aim is to infer the state vector, auxiliary random variable, mean vector, scale matrix, and dof parameter. Thereby, the joint posterior PDF p( k |z 1:k ) needs to be calculated. Unfortunately, there is a lack of optimal solution for this posterior PDF since the closed form solution is unavailable based on the constructed hierarchical Gaussian state-space model. To obtain an approximate solution, the VB approach is utilized to provide a free form factored approximate PDF for p( k |z 1:k ), i.e., [33] (25) where q(x k ), q(ξ k ), q(x k|k−1 ), q(P k|k−1 ), and q(ν k ) are respectively the approximate posterior PDFs of the state vector, auxiliary random variable, mean vector, scale matrix, and dof parameter.
According to the standard VB approach, these approximate posterior PDFs satisfy the following equation [33] , [34] 
where log(·) denotes a natural logarithm function, φ is an arbitrary element of k , and
is the set of all elements in k except for φ, and c φ denotes the constant with respect to variable φ, and E φ [·] denotes the expectation operation with respect to the approximate PDF q(φ).
However, there is no an analytical solution for (26) because the variational parameters are coupled. To solve the problem, the fixed-point iteration approach is utilized to provide an approximate solution for (26) . That is to say, the approximate posterior PDF q(φ) of an arbitrary element φ is updated as q (i+1) (φ) at the i + 1th iteration using the approximate posterior PDFs q (i+1) (γ ) and q (i) (
) [33] , where γ is composed of the elements that have been updated at the i + 1th iteration. The iterations converge to a local optimum of (26).
1) VARIATIONAL APPROXIMATION OF POSTERIOR PDFs
Exploiting the conditional independence properties of the constructed Student's t based hierarchical Gaussian state-space model, the joint PDF p( k , z 1:k ) can be factored as
Using (10) and (15)- (19) in (27) obtains
Utilizing (14), (20) and (28), log p( k , z 1:k ) is formulated as
Let φ = x k and using (29) in (26) obtains
denotes the expectation operation with respect to the approximate PDF q (i) (φ) at the ith iteration.
Utilizing the independence assumption of ξ k ,x k|k−1 and
Employing (31)- (32) in (30) yields
VOLUME 5, 2017
k|k−1 denotes the modified predicted error covariance matrix given bỹ
According to (33) , q (i+1) (x k ) is updated as a Gaussian PDF, i.e.,
where the mean vectorx (i+1)
k|k and covariance matrix P
k|k are given by the measurement update of KF
denotes the modified Kalman gain of state vector x k .
Let φ = ξ k and using (29) in (26) gives
Employing the independence assumption ofx k|k−1 and P k|k−1 , (39) can be rewritten as
k is given by
Since q (i+1) (x k ) has been updated,
Using (14) and (40), q (i+1) (ξ k ) is updated as a Gamma PDF, i.e.,
where the shape parameter η (i+1) k and rate parameter θ
Let φ =x k|k−1 and using (29) in (26) results in
Employing the independence assumption of ξ k , x k and P k|k−1 and using q (i+1) (x k ) and q (i+1) (ξ k ) yields
where E (i+1)
Substituting (48) in (47), log q (i+1) (x k|k−1 ) can be reformulated as
k|k−1 is defined as
Exploiting (49), q (i+1) (x k|k−1 ) can be updated as a Gaussian PDF, i.e.,
where the mean vectorû 
Let φ = P k|k−1 and using (29) in (26) gives
Employing the independence assumption of ξ k , x k and x k|k−1 and using q (i+1) (x k ), q (i+1) (ξ k ) and q (i+1) (x k|k−1 ), (55) can be reformulated as
is given by
Using (20) and (56), q (i+1) (P k|k−1 ) is updated as an inverse Wishart PDF, i.e.,
where the dof parameterσ (i+1) k and inverse scale matrix
Let φ = ν k and using (29) in (26) obtains
Using Stirling's approximation: log (
Employing (14) and (62), q (i+1) (ν k ) is updated a Gamma PDF, i.e.,
where the shape parameterâ (i+1) k and the rate parameterb
To update the approximate posterior PDFs, the expectations E
and E (i+1)
ν k [ν k ] need to be iteratively calculated. Using (43), (58) and (63), the required expectations are calculated as
where ψ(·) denotes a digamma function [31] . After fixed point iteration N , the required posterior PDF of state vector is approximated as
wherex k|k and P k|k are respectively the state estimation and corresponding estimation error covariance matrix. Remark 1: Both the expectation maximization (EM) algorithm and VB approach can be utilized to infer unknown parameters. For the EM algorithm, it is not necessary to select conjugate prior distributions for unknown parameters, but only the point estimates for unknown parameters are obtained. For the VB approach, the conjugate prior distributions for unknown parameters are essential, and the posterior distributions for unknown parameters can be achieved. Since the conjugate prior distributions for unknown mean vector, scale matrix and dof parameter are available, the VB approach is utilized to estimate the unknown parameters adaptively in this paper.
2) THE PROPOSED ROBUST KALMAN FILTER BASED SINS/GPS INTEGRATION
The proposed process uncertainty robust Student's t based Kalman filter operates recursively by combining (21)- (24), (34)- (38), (42)- (45), (50)- (54), (57)- (60) and (63)-(70). The implementation pseudo-code for one time step of the proposed robust Kalman filter is summarized in Algorithm 1.
The loosely coupled method is used to integrate SINS/GPS, and the diagram of the proposed robust Kalman filter based SINS/GPS integration navigation system is illustrated in Fig. 2 , which is described below.
• The navigation parameters {L SINS , λ SINS ,ṽ n E ,ṽ n N ,C n b } of the SINS are calculated based on strap-down inertial navigation algorithm using the outputs of the accelerometer and gyro f b and ω b ib .
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Algorithm 1 One Time Step of the Proposed Robust Kalman Filter
Inputs: 
Measurement update:
Outputs:x k|k and P k|k
• The navigation parameters {L SINS , λ SINS ,ṽ n E ,ṽ n N ,C n b } of the SINS and the output of the accelerometer f b are utilized to construct the discrete-time linear state-space • The latitude and longitude errors between the SINS and the GPS are used to determine the measurement vector z k .
• The navigation errors {δL, δλ, δv n E , δv n N , ϕ E , ϕ N , ϕ U } of the SINS are estimated based on the proposed robust Kalman filter using the constructed discrete-time linear state-space model {F k , G k , H k } and measurement vector z k .
• The navigation parameters {L,λ,v n E ,v n N ,Ĉ n b } of the SINS/GPS integration are obtained by refining the navigation parameters {L SINS , λ SINS ,ṽ n E ,ṽ n N ,C n b } of the SINS based on the estimated navigation errors
whereφ× denotes the skew symmetric matrix of vector
C. PARAMETER SELECTION OF THE PROPOSED ROBUST KALMAN FILTER
To implement the proposed robust Kalman filter, the instrumental parameter β, the dof parameter σ k , the prior shape parameter a k , the prior rate parameter b k , the number of iteration N , the nominal process noise covariance matrix Q * k−1 , and the measurement noise covariance matrix R k need to be selected.
Firstly, we discuss the effect of the instrumental parameter β upon the proposed robust Kalman filter. Substituting (52) in (53)-(54) yieldŝ
Using (22) in (72)- (73), we havê
It is seen from (74) that the smaller instrumental parameter β, an increasing weight of nominal predicted state vector u k is obtained, which raises the confidence level to nominal predicted state vector u k . On the other hand, we can see from (75) that the smaller instrumental parameter β, a decreasing covariance matrixÛ (i+1) k is achieved. Thus, the instrumental parameter β can be used to adjust the confidence level to nominal predicted state vector u k , and its selection depends on the trust degree of the user to nominal predicted state vector u k .
Secondly, we study the effect of the dof parameter σ k upon the proposed robust Kalman filter. Using (34), the modified predicted error covariance matrixP
k|k−1 is written as
Substituting (68) in (76) gives
Exploiting (59)-(60) in (77), we havẽ
Substituting (24) in (78), the modified predicted error covariance matrixP (i+1) k|k−1 can be reformulated as
It is seen from (79) that (σ k − n − 1) can be deemed as a harmonic weight to balance the efficacy of
. On one hand, if a very large dof parameter σ k is selected, the substantial prior uncertainties induced by severe manoeuvering are introduced into the iterative measurement update, which may degrade the performance of the proposed robust Kalman filter. On the other hand, if a very small dof parameter σ k is chosen, a large quantity of prior information about the process model is lost, which may also degrade the performance of the proposed robust Kalman filter. Our experience has indicated that, to achieve a tradeoff between the prior information and measurement information, the dof parameter σ k is selected to lie within the range [n+1. 5, n+7] .
Thirdly, we discuss the effect of the prior shape parameter a k and the prior rate parameter b k upon the proposed robust Kalman filter. Substituting (64)- (65) in (69), the estimate of the dof parameter at the i + 1th iteration is formulated aŝ
It can be seen from (80) that the estimate of the dof parameterν (i+1) k is influenced by the prior shape parameter a k and the prior rate parameter b k . For the Student's t distribution, the dof parameter ν k dominates the tail behavior. The smaller dof parameter ν k , the heavier tail is obtained and vice versa. Moreover, the Student's t distribution degrades into a Gaussian distribution when the dof parameter ν k tends to infinity. In practical SINS/GPS integration, if there is not a severe manoeuvering, then the process noise has a Gaussian distribution, and the estimate of the dof parameterν (i+1) k should tend to infinity to obtain optimal estimation performance. On the other hand, if there is a severe manoeuvering, then the process noise has a heavy-tailed non-Gaussian distribution, and the estimate of the dof parameterν (i+1) k relies on the intensity of manoeuvering. Our experience has indicated that, to estimate the dof parameter adaptively, the ratio of the prior shape parameter a k to the prior rate parameter b k , i.e., a k /b k , is chosen to lie within the range [3, 10] .
Fourthly, we discuss how to select the number of iteration N . The number of iteration N is an important parameter for the proposed robust Kalman filter because it determines the estimation accuracy and implementation time. As the number of iteration increases, the better estimation accuracy is obtained but the more implementation time is required. For practical SINS/GPS integration, the dimension of state vector is 7, and the state vector, auxiliary random variable, mean vector, scale matrix and dof parameter are inferred simultaneously. As a result, a large quantity of inaccurate information needs to be estimated adaptively. To guarantee that the fixed-point iteration converges to a local optimum, we suggest selecting sufficiently large value for the number of iteration N .
Finally, we study how to choose the nominal process noise covariance matrix Q * k−1 and the measurement noise covariance matrix R k . It is seen from (6)- (7) that the process noise is composed of the measurement errors of the accelerometer and gyro and the measurement noise is measurement error of the GPS. Thus, the selection of the nominal process noise covariance matrix Q * k−1 depends on the accuracies of the accelerometer and gyro, and the selection of the measurement noise covariance matrix R k relies on the accuracy of the GPS.
For practical SINS/GPS integration, the nominal process noise covariance matrix Q * k−1 is positive semi-definite, and the measurement noise covariance matrix R k is positive definite, i.e.,
Assume that the estimate error covariance matrix P k−1|k−1 at time k − 1 is positive definite, i.e.,
(82) VOLUME 5, 2017 Considering that the state transition matrix F k is invertible and substituting (81)- (82) in (23), we have
Considering that both P
are covariance matrices and using (57) yields
Since q (i+1) (ξ k ) is updated as a Gamma PDF, the expectation E
Employing (83)- (85) in (79) obtains
Substituting (36) in (38), the covariance matrix P
k|k can be rewritten as
Utilizing (81) and (86) in (87), we have
It can be seen from (88) that the estimation error covariance matrix P k|k = P (N ) k|k at time k is also positive definite. For practical SINS/GPS integration, the initial estimation error covariance matrix P 0|0 is set as a positive definite matrix. According to the mathematical induction, the estimation error covariance matrix is always positive definite. Thus, the proposed robust Kalman filter is numerically stable based on the selections of the nominal process noise covariance matrix Q * k−1 and the measurement noise covariance matrix R k .
IV. CAR-MOUNTED FIELD TEST A. EXPERIMENTAL SETUP AND DESCRIPTION
A car-mounted experiment was carried out to evaluate the performance of the proposed robust Kalman filter based SINS/GPS integration. The experimental platform is composed of the self-made fiber optic SINS, GPS and photonics inertial navigation system (PHINS). The body angular rate and specific force are measured by the self-made fiber optic gyro and accelerometer with 100Hz frequency respectively, and L GPS and λ GPS are provided by the GPS with 10Hz frequency. The bias stabilities of gyro and accelerometer are respectively 0.01 • /h and 100µg. The reference attitude, velocity and position for the performance comparison of integration navigation were provided by the GPS/PHINSbased high-accuracy integration navigation system. For the GPS/PHINS-based integration navigation system, the positioning accuracy is 5-15m, the velocity accuracy is 0.1m/s, and the root mean-square (RMS) of the attitude error is 0.01 • . The experiment was carried out in the Harbin, and the total test time is 2100s. The car was moving in the flat grounds with a good sky view of the GPS antennas so that the GPS works normally to provide credible position information for integration navigation. In the test, the car ran smoothly from 0s to 1000s and maneuvered severely from 1000s to 2100s. The test trajectory, velocities and attitudes provided by the GPS/PHINS-based integration navigation system are shown in Fig. 3-Fig. 5 respectively. We can see from Fig. 3-Fig. 5 that the car was moving along multiple small circles and frequently making turns in the maneuvering stage.
According to the rate equationĊ
ib ×, the attitude matrix from current body frame to initial body
with an accurate initial value C
and φ b ≈ ω b ib T s [35] . The calculation accuracy ofC
depends entirely on the performance of the self-made fiber optic gyro. Meanwhile, an accurate reference for the attitude matrix C b(t k ) degrades severely in the maneuvering stage. Thus, substantial measurement errors of the self-made fiber optic gyro are induced by severe manoeuvering. Based on the above discussions, the car-mounted experiment can be used to verify the effectiveness and superiority of the proposed robust integration navigation algorithm. 
B. COMPARISONS OF DIFFERENT FILTERING ALGORITHMS
Existing KF, HKF [2] , MCKF [29] , RSTKF [24] and the proposed robust KF were tested and compared in the carmounted experiment. The initial state estimate and corresponding estimate error covariance matrix of existing filters and the proposed filter are respectively set asx 0|0 = 0 7×1 and P 0|0 = diag([ [20] , and the kernel size of the MCKF is chosen as σ = 5 [29] , and the dof parameter and tuning parameter of RSTKF are respectively set as ω = 5 and τ = 5 [24] . In the proposed robust Kalman filter, the parameters are set as: The position, velocity and attitude errors from existing filters and the proposed filter when N = 10 are respectively shown in Fig. 8-Fig. 10 , and the corresponding RMSs are listed in Table 1 . It is seen from Fig. 8-Fig. 10 and Table 1 that, in the smooth running stage, the proposed filter and existing filters are almost consistent in the velocity and attitude errors, and the proposed filter has slightly larger position errors than existing KF, HKF and MCKF. However, in the maneuvering stage, the proposed filter and existing RSTKF have significantly smaller position, velocity and attitude errors than existing KF, HKF and MCKF, and the proposed filter has the smallest navigation errors. The implementation times of KF, HKF, MCKF, RSTKF and the proposed filter are respectively 13.7µs, 64.0µs, 28.3µs, 30.2µs and 39.8µs. Thus, the proposed filter has significantly better robustness for the suppression of the process uncertainty but slightly higher computational complexity than existing state-of-theart filters.
In the smooth running stage, the existing KF, HKF and MCKF have slightly better estimation accuracy than the proposed filter because the self-made fiber optic gyro works normally to provide credible body angular rate information for integration navigation so that the Gaussian assumption of process noise can be well satisfied. In the maneuvering stage, substantial measurement errors of the self-made fiber optic gyro are induced by the severe maneuvering as a result the Gaussian assumption of process noise is violated and the statistics of process noise are changed. The proposed filter and existing RSTKF exhibit better robustness for the suppression of the process uncertainty than existing HKF and MCKF since the heavy-tailed process noise can be better addressed by modelling the one-step predicted PDF as a Student's t distribution as compared with Huber technique and maximum correntropy method. Moreover, the proposed filter has better estimation accuracy than existing RSTKF, which is induced by the fact that the proposed filter can iteratively find more accurate statistics of the one-step predicted PDF based on the VB approach as compared with existing RSTKF.
The RMSs of the position, velocity and attitude errors from existing filters and the proposed filter when N = 1 : 20 are respectively shown in Fig. 11-Fig. 13 . It can be seen from Fig. 11-Fig. 13 that the proposed filter has smaller RMSs than existing filters when N ≥ 2, and the RMSs from the proposed filter converge when N ≥ 6. Thus, the proposed filter has higher accuracy than existing filters when N ≥ 2 and exhibits satisfactory convergence speed with respect to the number of iterations. 
V. CONCLUSION
In this paper, the authors focused on suppressing the process uncertainty induced by severe manoeuvering to achieve an accurate and robust SINS/GPS integration. To better address the heavy-tailed process noise induced by severe manoeuvering, the one-step predicted PDF was modelled as a Student's t distribution, and the conjugate prior distributions of inaccurate mean vector, scale matrix and dof parameter were respectively selected as Gaussian, inverse Wishart and Gamma distributions, based on which a new Student's t based hierarchical Gaussian state-space model for SINS/GPS integration was constructed. A new process uncertainty robust Student's t based Kalman filter for SINS/GPS integration was derived based on the constructed hierarchical Gaussian state-space model, in which the state vector, auxiliary random variable, mean vector, scale matrix, and dof parameter were jointly estimated using the VB approach. Experimental results illustrated that the proposed method has significantly better robustness for the suppression of the process uncertainty but slightly higher computational complexity than existing state-of-the-art methods.
