Abstract-Clustering
Introduction
Data mining is a process of analyzing data in order to bring about trends or patterns from the data. Many techniques are part of data mining. Other mining such as text mining and web mining also exists. Clustering is one of the important data mining or text mining algorithm that is used to group similar objects together. In other words, it is used to organize given objects into some meaningful sub groups that make further analysis on data easier. Clustered groups make search mechanisms easy and reduce the bulk of operations and computational cost. Many clustering algorithms have been around since the inception of data mining domain. They are used based on the kind of application. One such clustering algorithm being used widelyby the IT industry is k-means . It still remains in the top list of widely used clustering algorithms in the world. It has many variants as well. Basically its functionality is similar. It takes two arguments and forms clusters. The first argument is data set or objects to be clustered while the second argument is the number of clusters to be formed. It has wide range of applications. One such application is credit card fraud detection. In such application, it generates clusters offline and makes a model. And then new transactions are simply added to the model which has clusters indicating high, low and medium range transactions. When a new transaction takes place, it can compare with the general buying patterns of customer and can detect abnormality. Any abnormality is suspected to be a fraudulent transaction. According to also k-means is the most favorite clustering algorithms in the data mining domain. Nevertheless, it has its own drawbacks that are well known to the world. They are sensitiveness to cluster size, sensitiveness to initialization; its performance is lesser than many other clustering techniques used in the data mining domain. Provided these drawbacks, it is still considered popular due to its simplicity, scalability and understandability. As it is less complex with adequate performance, it is widely used in the industry overlooking its known limitations. Another important quality of k-means algorithm is that it can be easily combined with other algorithms for best results. Generally the problem of clustering can be thought as optimization process. By optimizing similarity measures the optimal clusters can be formed thus performance is improved. Therefore the soundness of clustering algorithms depends on their similarity measure adopted. To meet various requirements k-means has many variants. For instance spherical k-means (uses cosine similarity) is used to cluster text documents while original k-means can be used to clustering using Euclidean distance [3] .
According to Leo Wanner, clustering methods are classified into hierarchical clustering, data partitioning, data grouping. The hierarchical clustering is used to establish cluster taxonomy. Data partitioning is used to build a set of flat partitions. They are also known as non-overlapping clusters. Data group is used to build a set of flat or overlapping clusters. The proposed work in this paper is motivated by the facts ascertained by investigation of the above. Especially similarity measures are considered. From research findings it is understood that the nature of similarity measured used in any clustering technique has profound impact on the results. The aim of the paper is to develop a new method that is used to cluster text documents that have sparse and high dimensional data objects. Afterwards we formulate new clustering criterion functions and corresponding clustering algorithms respectively. Like k-means the proposed algorithms work faster and provide consistent, high quality performance in the process of clustering text documents. The proposed similarity measure is based on multi-viewpoint which is elaborated in the later sections.
II. Related Work
Document clustering is one of the text mining techniques. It has been around since the inception of text mining domain. It is s process of grouping objects into some categories or groups in such a way that there is maximization of intra-cluster object similarity and inter-cluster dissimilarity. Here an object does mean a document and term refers to a word in the document. Each document considered for clustering is represented as an m -dimensional vector d. The mrepresents the total number of terms present in the given document. Document vectors are the result of some sort of weighting schemes like TF-IDF (Term Frequency -Inverse Document Frequency). Many approaches came into existence for document clustering. They include information theoretic co-clustering [4] , non -negative matrix factorization, probabilistic model based method [2] and so on. However, these approaches did not use specific measure in finding document similarity. In this paper we consider methods that specifically use certain measurement. From the literature it is found that one of the popular measures is Eucludian distance.
(1) K-means is one of the popular clustering algorithms in the world. It is in the list of top 10. Due to its simplicity and ease of use it is still being used in the mining domain. Euclidian distance measure is used in kmeans algorithm. The main purpose of the k-means algorithm is to minimize the distance, as per Euclidian measurement, between objects in clusters. The centroid of such clusters is represented as:
r=1 di ∈ S r In text mining domain, cosine similarity measure is also widely used measurement for finding document similarity, especially for hi-dimensional and sparse document clustering . The cosine similarity measure is also used in one of the variants of k-means known as spherical k-means. It is mainly used to maximize the cosine similairity between cluster's centroid and the documents in the cluster. The difference between k-means that uses Euclidian distance and the k-means that make use of cosine similarity is that the former focuses on vector magnitudes while the latter focuses on vector directions. Another popular approach is known as graph partitioning approach. In this approach the document corpus is considered as a graph. Min -max cut algorithm is the one that makes use of this approach and it focuses on minimizing centroid function.
Other graph partitioning methods include Normalized Cut and Average Weight are used for document clustering purposes successfully. They used pairwise and cosine simialarity score for document clustering. For document clustering analysis of criterin functions is made.
CLUTO [1] software package where another method of document clustering based on graph partitioning is implemented. It builds nearest neighbor graph first and then makes clusters. In this approach for given non-unit vectors of document the extend Jaccard coefficient is:
Both direction and magnitude are considered in Jaccard coefficients when compared with cosine similarity and Euclidean distance.When the documents in clusters are represented as unit vectors, the approach is very much similar to cosine similarity. All measures such as cosine, Euclidean, Jaccard, and Pearson correlation are compared . The conclusion made here is that Ecludean and Jaccard are best for web document clustering. In [1] and research has been made on categorical data. They both selected related attributes for given subject and calculated distance between two values. Document similarities can also be found using approaches that are concept and phrase based. In [1] tree-milarity measure is used conceptually while proposed phrase-based approach. Both of them used an algorithm known as Hierarchical Agglomerative Clustering in order to perform clustering. Their computational complexity is very high that is the drawback of these approaches. For XML documents also measures are found to know structural similarity [5] . However, they are different from normal text document clustering.
III.

Multi-View Point Based Similarity
Our approach in finding similarity between documents or objects while performing clustering is multi-view based similarity. It makes use of more than one point of reference as opposed to existing algorithms used for clustering text documents. As per our approach the similarity between two documents is calculated as:
Here is the description of this approach. Consider two point di and dj in cluster Sr. The similarity between those two points is viewed from a point dh which is outside the cluster. Such similarity is equal to the product of cosine angle between those points with respect to Eucludean distance between the points. An assumption on which this definition is based on is "dh is not the same cluster as di and dj. When distances are smaller the chances are higher that the dh is in the same cluster. Though various viewpoints are useful in increasing the accuracy of similarity measure there is a possibility of having that give negative result. However the possibility of such drawback can be ignored provided plenty of documents to be clustered.
IV. Algorithms Proposed
A series of algorithms are proposed to achieve MVS (Multi-View point Similarity The final validity is calculated by averaging overall the rows of A as given in line 14. When the validity score is higher, the suitability is more for clustering. The validity scores of Cosine Simialirty (CS) and MVS are presented in fig. 1 .
Fig. 1 -Validity test of CS and MVS
Here series 1 corresponds to reutors -7 CS; series 2 corresponds to reutors-7 MVS; series 3 corresponds to klb-CS; and series 4 corresponds to klb-MVS. The validitity scores of CS and MVS are shown in fig. 1 . In the validity test as per the results shown in fig. 1 , MVS is better than that of CS. The algorithm provided in listing 3 has two phases known as initialization and refinenement. Initialization is the process of selecting k documents as seeds and forming initial positions while refinement has number of iterations.In each iterationn number of documents are randomly visited. A verification is done for each document to find whether moving it to a cluster increases objective function. If improvement is not estimated, the object is not moved to the cluster else it is moved to the cluster that provides highest improvement. This process is terminated when iteration finds no document to be moved to new clusters.
V. Performance Evaluation Of Mvs
As part of the performance evaluation, the comparison is made between MVSC Ir, MVSC Iv with existing algorithms. The document database, data corpora, has benchmark datasets for clustering purposes. These benchmark datasets details are given in table 1. 
VI. Experimental Setup And Evaluation
To demonstrate MVSCs we compared them with 5 other clustering algorithms. All the clustering algorithms used in evaluation are: 
VII. Results
The experimental results are shown in fig. 2 and fig. 3 for all clustering algorithms using 20 bench mark document databases. As the results are not fit into one graph they are split into two graphs and eash graph shows results with 10 datasets. As can be seen in fig. 2 (a) and fig. 2 (b) , it is evident that with respect to many data sets MVSC is performing better. In some cases only other algorithms like graphEJ performed well. Both MVSC Ir and MVSC Iv outperform many other existing algorithms in most of the cases. As part of experiments we also present the effect of on the performance of MVSC Ir.
The Effect Of On The Performance Of MVSC Ir
Cluster size and balance have impact on the partitional clustering methods that are based on criterion functions. Based on the clustering results in Accuracy, FScore and NMI, this assessment is done. The results are as shown in fig. 3 .
As can be seen in fig. 3 , MVSR Ir's performance worst at 0 and 1 while it has significant performance improvement in the middle. MVSR Ir performs within 5% of the best case with respect to any type of evaluation metrics.
VIII. Conclusion
In this paper we proposed a new similarity measure known as MVS (Multi-Viewpoint based Similarity). When it is compared with cosine similarity, MVS is more useful for finding the similarity of text documents. The empirical results and analysis revealed that the proposed scheme for similarity measure is efficient and it can be used in the real time applications in the text mining domain. IR and IV are the two criterion functions proposed based on MVS. Their respective clustering algorithms are also introduced. The proposed scheme is tested with large datasets with various evolution metrics. The results reveal that the clustering algorithm provides performance that is better than many state -of -the -art clustering algorithms. Similarity measure from multiple viewpoints is the main contrition of this paper. The paper also provides partitioned clustering that can be applied on documents. The future work is that the proposed algorithms can be altered and applied to hierarchical clustering. Our novel approach to measure document similarity is described in the following sections.
