Abstract. An expression for the path integral of a single quantum panicle in a non-local pseudopotential is derived. This expression is then used to model the behavior of an electron in the potential field of a sodium ion. The amplitude of the 3s and the 3p ohitals of sodium are calculated with an open boundary molecular dynamics simulation. These amplitudes agree favorably with those obtained using the coreless Hartree-Fock approach.
Introduction
In recent years the path integral method (PIM) of simulating quantum systems has found extensive use. With the discretized version of the path integral (PI) it is now possible to calculate quantum statistical properties using purely classical statistical techniques. This is usually known as classical isomorphism and is discussed in detail by Chandler and Wolynes [l] . In the isomorphism, a quantum particle is described by a closed chain consisting of beads coupled to each other through harmonic springs. In this case, we can use the classical partition function of the beads to find thermal averages of the quantum particle system.
The most prominent computer simulation techniques that implement the PI are Monte Carlo and molecular dynamics. With these techniques, researchers have been able to investigate a variety of quantum systems ranging from a single quantum particle to manyparticle systems. For example, the solvation of an electron in a molten salt [Z], in water
[3], and in ammonia [4] has been investigated using the PIM. The behavior of fermionic [5] and bosonic 161 many-body systems have also been studied with this method. The PIM may also be used to study the diffusion of hydrogen in metals [7] . Some of the most recent studies based on the PIM involve the electronic structure of Na: and Na3 clusters at finite temperature [SI, and four electrons in a cavity [9]. The effects of particle exchange were recently incorporated in the path integral [IO] . Exchange was also considered in simulating two electrons solvated in a molten salt at high temperature [ll] . Particle exchange was implemented in the Fourier path integral technique to study atomic clusters of interacting spinless bosons, and non-interacting identical particles under the influence of harmonic potentials [ 121. When performing a simulation one would like to reduce the computational time without loss of accuracy. For example, when performing a calculation of an electronic property of a solid it is easier to simply consider only the valence electrons in the simulation rather than all of the electrons. But in so doing, one must not ignore the effects of the core on the valence electrons. The interactions between the core and the valence electrons are incorporated in what is called the pseudopotential. These interactions are usually non-local. The non-locality in the pseudopotential is necessitated by the fact that for most elements, the valence electrons are in different angular momentum states.
Non-local pseudopotentials have been used in quantum Monte Carlo [13] and in diffusion Monte Carlo [I41 techniques. They have also been used in quantum molecular dynamics approaches based on the density functional theory [15] . To the best of our knowledge, however, no quantum molecular dynamics path integral (MDPI) simulation has been done that implements a non-local pseudopotential. In this paper, we present an MDPI study of the 3s and the 3p (excited) states in the potential field of a sodium ion. To avoid the problems that arise when using a non-local pseudopotential. mainly the 'fermion disease' arising from the positive parts of the pseudopotential, we report an approximate effective potential that allows the simulation of a quantum particle in a non-local pseudopotential. In section 2 we show how to implement a non-local pseudopotential in the path integral using polar coordinates. The pseudopotentials used in this paper are based on the work done by Bachelet, Hamann, and Schliiter (BHS) [16] . These non-singular pseudopotentials are derived from first principles.
In section 3 the application and results of our study of the 3s and 3p electronic amplitudes in Na are presented. These results are then compared with the coreless Hamee-Fock (CHF) potential method used by Melius and Goddard [17] . The paper ends with a brief discussion of the benefits of using this form of MDPI along with a description of cxrent work and the extendibility of our scheme.
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Propagator with non-local pseudopotential in polar coordinates
The expression for the PI in polar coordinates has already been derived . However, the potential that was used in these derivations was of a local nature. But electrons with different angular momentum states feel a different potential. In this case a non-local pseudopotential must be used to achieve accurate results. We present here a method for incorporating a non-local pseudopotential into the derivation of the PI expression for a single electron.
For a particle moving in a central potential the representation of the propagator, K , based on a Lagrangian formulation of the PI is given by where r is the time it takes the particle to move from the initial position T I to the final position T?. The expression exp(-iH,,r/h) is the time evolution operator of the quantum particle, and Hop is the Hamiltonian operator. The * in equation ( I ) where E = P I P . Equation (5) carries an interesting picture. The first term represents the path from T] to TZ, the second connects T* to ~3 , and so on. Notice that the last term in this equation
connects TP to T~, thus closing the overall path. In other words, the one-electron system is now transformed to look like a polymeric necklace consisting of P beads [ 11.
With the periodic boundary condition (cyclic condition)
we can write the partition function in a more compact form
Using the Trotter formula, the propagator could be approximated as follows:
where Top is the kinetic energy operator, qoc is the local potential operator, and V, is the non-local pseudopotential operator. The non-local pseudopotential operator, in the state representation, that we use in our derivation is of the form [21, 22] where Ilm) represents the spherical harmonics and (lm 1 is nothing but the projection operator that, when acting on a given function, selects only the angular coordinates. The non-local operator of equation (9) can be decomposed into a sum of different operators where each has a particular symmetry: 
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Introducing the closure relation into equation (8) we can write the propagator as K(rn+i, r., 5 ) = /dr(rnle-fvlwlr) / " d r ' ( r~e -c " N L~r ' ) 
( r '~e -~~~] r~+ , ) . (11)
One can then rewrite the propagator in the following manner:
K(r,+l, rn, r ) = drtS(r -rn)e-fvw(r) dr' ( r~e -f " N L~r ' ) ( r '~e -'~"~~r~+~) .
(12)
s s
Note that in this case Vioc(?) is a function of the position vector T . The free particle density matrix, the last term on the right hand side of equation (12), can be evaluated. The propagator K then becomes where Ar is the difference between the two vectors T' and r,+l. In deriving equation (13), the sampling property of the delta function was used. \Vith a series expansion we cany on the task of evaluating the term involving the non-local pseudopotential operator in equation (13).
The following orthonormalization relation in spherical harmonics:
along with the expression for the kernel [23] ( r n l v i N )
= ~C~~~( 0 " , + " )~( r " , r ' )~~( e ' , + ' ) (15) are helpful in evaluating the terms in the series. It is a straightforward task to evaluate the terms involving higher orders of Vm. If P is large, the short-time propagator may be rewritten in the following manner: 
and x = 2PCrnrn+l. (23) In equations (20) and (21) Pl(cosor) is the Legendre polynomial, and (Y is the angle between the two positions vectors r,, and T,+I.
Application and results

Effective potential
The summation in the propagator expression, equation (18), runs over all the possible values of the angular momentum quantum number. This is inconvenient in a computer simulation and certain modifications must be made in order to overcome this difficulty. Since the system we are studying is a sodium atom, it is clear that the core does not include any angular momentum state higher than one. Thus. for values of 1 that are larger than one, we approximate the non-local pseudopotential by a local pseudopotential [15, 17, 24] . With this approximation, the propagator of the electron in the field of the sodium ion takes the following form: 
where the zero-order Legendre polynomial Po(cosa) = 1.
In order to proceed with a molecular dynamics simulation for our quantum system, we need an effective potential to describe the interactions of the nodes (beads) w i t h each other, and with the sodium ion. It is desirable that the effective potential be defined by writing the partition function in a classical form
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However, the partition function for our system cannot be put in this form without some approximations. This is because the propagator in equation (24) involves positive and negative terms.
For the case of Na+ we define an approximate partition function in the following manner:
where the symbols [[ J are merely delimiters and carry no physical meaning, and the prime sign over the integral limits it to states that give a positive value for the argument of the natural logarithmic function in the integrand. We anive at equation (26) by neglecting the contribution of the states that give a negative value of the propagator in equation (24). These negative values will arise for configurations of states, n and n + 1, such that n/2 < a < x .
These configurations appear mainly near the core since large P (short-time approximation for the path PI) leads to short distances between consecutive nodes. Therefore, away from the core we expect our approximation of the partition function to give more accurate results than when the electron is in the core. This is because the angle subtended by two consecutive nodes decreases as the nodes move away from the core region. It is only when the nodes approach the center of the core that some of the angles fall in the range mentioned above, and thus giving us negative propagators.
Upon inspecting the partition function we can see that the approximate effective potential is readily obtained as
This potential could be easily rewritten in the following fashion: 
--1nU + 51/2(2BCrnrn+l)
1
B
Although approximate, equation (28) conveys a plausible physical picture. The first term represents the harmonic potential due to the springs linking neighboring nodes. The second term represents the external potential felt by each node. The inverse temperature 8 is a large positive number. The number of nodes P is also large, which in turn makes the 
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angle between the position vectors of two neighboring nodes extremely small. The newly modified Bessel function 3(2pCrnrn+l) is always positive and has a maximum value of one as shuwn in figure 1 . Thus, the third term gives rise tu a centrifugal effect (a positive quantity) that is needed to keep the valence electron from collapsing into the core region. One can then draw the analogy between this effective potential and the components of the regular radial effective potential that is encountered in the radial part of the Schrodinger equation. Note that this effective potential offers an infinite energy barrier, which guarantees that states with negative 1[] will never occur in our calculations. The molecular dynamics simulations were conducted at a constant temperature of 1000 K. This temperature is kept constant throughout the simulation by using a momentum rescaling thermostat [25] . The total effective force on the electron is the vector sum of all the forces acting on the nodes. For the nth node we write
The equations of motion were solved using the leapfrog algorithm with time integration step Ar = 1.3 x lo-'' s. The electron was represented by a chain consisting of a set of P nodes (beads). Each node has an arbitrary mass of 1 au. The simulation was conducted twice for each state. In one simulation the electron was represented by 384 nodes, while in the other 490 nodes were used. This high number of nodes is needed because of the steep repulsive potential that exists in the core region. Although these numbers could be over cautious, a large number of nodes is still needed in our case since we are using the Trotter expansion without higher-order correction terms. Using this version of the Trotter formula, Li and Broughton noted the need for 10&150 nodes to simulate an electron in the potential field of a lithium ion at approximately 1000 K [26] . Each simulation run was carried on for 400000 time steps.
In figure 2 we show the pseudopotential for 1 = 0 and 1 = 1 in sodium. These pseudopotentials are non-singular with their derivation based on a first-principles approach by BHS [16] . One can readily see the steep repulsive barrier in the core region for the pseudopotential that corresponds to I = 0. By contrast, the pseudopotential for 1 = 1 does not show such a steepness in the core region. In the absence of a centrifugal banier, the 3p electron would collapse into the core region.
Results
There are two approaches to simulate the electron in the 3s state. The Itst approach relies on sampling the states using the effective potential exactly as it appears in equation (28). This means that the pseudopotentials used are those that appear in figure 2, with no alteration or modification to their values at any position of the quantum particle. This is very important if we are to study molecular systems where the full non-locality is vital. However due to the attractive nature of the 3p pseudopotential in the core region, the 3s electron will be pulled towards the core. At 1000 K with P = 384 and 490 the approximate distances between two subsequent nodes are 0.84 A and 0.74 A respectively. These distances are comparable to the core size itself. This means that as the electron approaches the core, we expect to have more negative propagators. Neglecting the increasing number of these states, as the electron moves deeper into the core, will weaken the accuracy of the centrifugal effect in our effective potential. In this case, the amplitude of the electron will be shifted towards the core as shown in figure 3 . In this case, ow results agree qualitatively with the 3s amplitude constructed by Melius and Goddard 1171 (dashed line), who used the CHF method. In order to overcome the above mentioned problem, a second approach can be taken to avoid the attractive effects of VI on the 3s electron. In this case, we need to make certain that the electron feels only the effects of the 3s pseudopotential. This may be achieved by 'setting VI = VO in the propagator equation. The results of the simulation for this 3s state is also shown in figure 3 . As depicted in the figure, the position of the peak and the tail region of our results agree reasonably well with the CHF amplitude.
In either approach, the resulting amplitudes for the 384-and the 490-node systems came to an exact agreement with each other. This suggests that 384 nodes is a satisfactory upper limit for P. The amplitudes shown in figure 3 are for the 384-node system.
The noise that appears deep in the core is not inherent to our formulation. Indeed the electron density calculated in our simulation vanishes near the origin. The amplitude is found by taking the square root of the electron density and then dividing the result by r . This division becomes very noisy as r approaches zero.
For the 3p state, the existence of a core orbital of the same symmetry will have a dragging effect on the 3p electron and the electron will eventually be sucked into the core. The BHS pseudopotential does not have in this region a sufficient repulsive force, as seen in figure 2. In order to avoid this problem, we loaded our effective potential with an artificial potential basrier that prevented the electron from moving into the more energetically favorable 3s state. This is accomplished by setting Vo(r) in the effective potential to a constant value for all r and equal to the maximum difference between the 3p and 3s pseudopotentials in the core region. This energy barrier is sufficient to keep the electron from behaving like a 3s state, and from wandering in the core region. This will limit the occurrence of the negative propagator states, and thus our approximate partition function should give the required results. Figure 4 depicts the 3p orbit for 384 nodes. As shown in this figure, the 3p amplitude obtained with our formulation agrees very favorably with that of the CHF method (dashed line). 384 is a sufficient number of nodes to simulate the electron in this excited state. To demonstrate this, we superimpose in figure 5 the amplitude of the 3p state using 490 nodes for the electron over that of figure 4. The result, seen in figure 5, shows basically no difference between the two amplitudes. The reader should be reminded that we do not anticipate the amplitudes in our case to come to a good accord, everywhere in space, with those calculated using CHF. This is because of the basic difference between the two approaches. The effective potentials used by Melius and Goddard were derived from CHF orbitals, whereas the BHS pseudopotentials that we use in this paper were obtained based on an all-electron calculation using the local density approximation for the exchange and correlation potential. However, outside the core region the amplitudes obtained using the CHF method coincide accurately with those of Hartree-Fock and minimum-kinetic-energy methods [ 171. In this region electronic amplitude is anticipated to be method independent, thus allowing us to make a valid comparison.
After the system reached equilibrium we took some snapshots of the configurational distribution of the nodes. These shots were then projected onto two dimensions to help give a qualitative picture of the electronic distribution in the particular orbital state. The spherical symmetry characteristic of the s state is obvious in figure 6 . It is further interesting to note how the nodes are populated away from the origin in figure 7 , which is characteristic of the p orbital. 
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Conclusion
In order to be able to perform PIMD of a molecular system, one needs to incorporate nonlocality in the PI. In this paper, we have illustrated a method for the incorporation of non-local pseudopotentials into the PI using polar coordinates. An approximate effective potential deduced from the derivation was implemented in an open boundary molecular dynamics simulation. The system simulated was a single valence electron of sodium in its 3s and 3p states. The electronic 3s amplitude calculated using our formulation is in qualitative agreement with amplitudes obtained through other methods such as the CHF method. In order to keep full non-local effects, which is very important in molecular systems, and improve the accuracy of the method a corrective factor may be incorporated into our effective potential to account for the neglect of the negative propagator states in the core region. This aspect will be the subject of a future work.
The simplicity and ease of numerically implementing our formulation makes it attractive in the case of atoms or ions with a single valence electron and a maximum angular momentum state 1 = 1 in the core. For elements that fall into this category, different pseudopotentials must be incorporated into our equations. Such pseudopotential data are tabulated by BHS [16] . The extension of our method to incorporate d states is straightforward, but requires some bookkeeping. This extension is currently under investigation. Wc are working on calculating the 3s and 3p energies to compare them with those obtained using other techniques. Also, we are using our derivation to study the behavior of an electron in the field of a lithium ion. The initial results are very encouraging. For systems with more than one valence electron, with a maximum of 1 = 1 in the core, our derivation obviously does not hold. This is because of the indistinguishability that must be incorporated into the PI. Problems arising from the Fermi statistics are anticipated here due to the negative terms that are carried in the partition function. One way to overcome this difficulty is to use the Hall approximation method of dealing with exchange in the PI [IO] .
