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INTRODUCTION
Targeting the marketing effort is one of the most critical problems faced by marketing managers. Often, geodemographic data is used as a key input to such targeting decisions. The manager might then estimate the market potential in this city to be 13.5 percent of the population (i.e., 0.567 x 0.644 x 0.368). However, the true market potential is known to be 25.2 percent (almost twice what would be estimated). The problem, of course, is that direct multiplication of these percentages is appropriate only when the variables are independently distributed, which is seldom the case (as illustrated by this example).
The large bias due to the independence assumption is not unique to this specific combination of demographic variables. is common, quite large in terms of magnitude (ranging from 58.3 percent to 33.7 percent), and unpredictable in terms of direction. In three cases (the direct mail campaign for customized golf clubs, the location of a clothing store for professional women, and the stain resistant carpeting direct mail campaign) the independence assumption results in an under estimate. Conversely, the discount home improvement center site location example entails an over estimate.
These empirical examples suggest that managers should work with the joint distributions of demographic variables in order to account for such correlations. Unfortunately, the United States Bureau of the Census 1 releases information on a limited number of joint distributions of demographic variables. 2 However, data on the marginal (univariate) distributions of demographic factors for these areas are readily available (e.g. the data presented on the previous page). In addition to data on the marginals, the Census Bureau also makes available the Public Usage Microdata Sample (or PUMS) data, which is a five percent sample of all households, identified down to geographic areas that contain over 100,000 individuals. The problem now is how does one integrate these two sources of information to obtain an estimate of the joint distribution of these factors for a particular geographic area?
In this paper we develop a Bayesian method for estimating the joint distribution of several demographic variables by integrating the various types of data that are readily available from the United States Bureau of the Census. 3 Prior information about the joint distribution (the correlations) of several demographic variables is developed from the PUMS data. 4 The prior is then combined with the marginal distributions to form a posterior joint distribution of the demographic variables for a given area. Although the focus in this study is on geodemographic applications, our method provides a solution to the much more general problem of estimating contingency table cell counts when only the marginal distributions of each variable, and a prior about the covariance between the variables, are available. 1 The primary source for most of the information used in geodemographic systems for the United States. 2 The Census Bureau is probably simply unable to report all the possible joint distributions that could be reported. There are about 70 basic underlying demographic and housing variables collected as part of the Census of Population and Housing. As a result, there are over 2,000 possible two-way , and over 50,000 three-way distributions that could be reported. 3 Bayesian approaches have been utilized in numerous marketing contexts including pricing (Green 1963) , model selection (Barry and Wildt 1977) , estimating price and promotional elasticities (Blattberg and George 1991) , hypothesis testing (Allenby 1991) , improved estimation of diffusion models (Lenk and Rao 1990) , detailing (Lilien, Rao, and Kalish 1981) , and estimation of household level parameters in logit models (Rossi and Allenby 1993) . 4 The PUMS and the Census data are collected at the same time. The Bayesian terminology (i.e., prior and posterior) applied to this context is a bit misleading since it suggests a temporal sequence.
The Bayesian approach is empirically illustrated with the examples presented in Table 1 . The approach is very practical in that it uses public data that are readily available on line (via the Internet). For the data under investigation, our results show that the posterior joint density in the Bayesian approach recovers the unknown joint distribution with a high degree of accuracy. The posterior joint density is also used to construct confidence intervals (highest posterior density regions) and conduct formal statistical tests about the target market potential in a geographic area in the context of a retail site location example. Finally the robustness of the Bayesian approach vis-à-vis other approaches is examined in a Monte Carlo experiment.
In the next section, we review several uses of Census based geodemographic data in marketing to highlight the potential relevance of the Bayesian approach. Next, we present our
Bayesian method for estimating the joint distribution of several demographic variables followed by a review and critique of alternative approaches. The fifth section is devoted to an empirical implementation, and is followed by a Monte Carlo experiment that examines the robustness of the Bayesian approach. The paper concludes with a summary of our findings, and suggests additional areas of research that expand on the work presented here.
GEODEMOGRAPHIC APPLICATIONS IN MARKETING
In recent years, several factors have contributed to a dramatic increase in the use of geodemographic variables for target market profiling and analysis in the United States and other developed countries (Kotler 1994 and Sleight and Leventhal 1989) . These factors include fragmentation of the marketplace (Johnson 1989) , advances in computing power (Baker 1989) , the expanded role of direct marketing (Shepard 1990) , and improvements in supplier technology that now permit data delivery in user friendly and actionable formats (e.g. GIS systems). 5 In what follows, we review various applications of geodemographic data in marketing. The purpose is to 5 Geographical information systems (GIS) are a recent innovation in the delivery format of geodemographic data based on technology adapted from military applications (Churbuck 1992) . GIS systems integrate longitudelatitude data with customer data, retail data, and sales data.
establish the range of applications on which the proposed methodology has a bearing. We broadly group these applications into four categories.
Market Segmentation: Demographic variables are the most common basis for market segmentation (Frank, Massy, and Wind, 1972, p. 29) . The widespread use of demographic variables can be attributed to their perceived reliability (Wind 1978, p. 326) , and the availability of Census demographic information for various geographic areas within most developed countries.
By linking the results of a study to demographic variables, market level forecasts can be made which may otherwise be unobtainable. To illustrate, consider a study to identify the benefit segments that exist for a product and the sales potential for each segment. While survey data can identify the benefit segments and indicate their relative proportions in the sample, it will not provide information about the sales potential at the market level. However, market potential can be estimated by identifying the demographic profile of each benefit segment, and determining the number of households associated with each demographic profile from Census data.
Retailing: Trade area geodemographic information are routinely used to predict sales volume and consumer expenditures for new sites or retail concepts, thereby reducing the risk of major real estate investments (Davies and Rogers 1984 and Ghosh and McLafferty 1987) . Geodemographic information can also suggest the appropriate size of a retail outlet. Johnson (1989) reports that the use of geodemographic data has led to about a 30 percent improvement in the success rate for new sites. Historically, head counts of households in a geographic area may have been adequate.
With market fragmentation, retailers are becoming more specialized, targeting tightly defined demographic segments (Mercurio 1984) . Availability of information about the joint distribution of demographic variables adds value to such targeting efforts. In the U.S., as more retailers adopt Efficient Consumer Response (ECR) and category management practices, assortment mix and inventory levels are increasingly being keyed to trading area demographics.
Survey Design: Geodemographic data are frequently used in survey research as a sampling frame for a geographic area, and to control or monitor sample balance. The representativeness of a geographic area sample can be ascertained by matching the sample demographic profile to the Census demographic profile for the area. The use of geodemographic data allows for a wider sample frame, resulting in more stable samples than would otherwise be possible (Cornish 1989) .
For a given sample size, population coverage can be improved by several orders of magnitude (Humby 1989) .
Direct Marketing:
In the direct marketing arena, geodemographic data are frequently used in "merge and purge" operations to augment name and address lists maintained by commercial list processors such as Metromail and Donnelly Marketing (Shepard 1990) . Typically, the address of a mail list member is used to overlay numerous census demographic variables associated with the geographic area in which the address is located. In the case of blanket mailings to geographic areas, zip codes can be chosen based on their similarity to the target demographic profile, thereby focusing selling efforts in areas with the greatest potential.
Currently, only univariate data on demographic variables is consistently available from the Census Bureau. Availability of multivariate data can potentially increase the accuracy, efficiency, and benefits of numerous geodemographic analyses. In the next section, we address this issue by proposing a Bayesian approach to estimate the joint distribution of several demographic variables from more limited information.
THE BAYESIAN APPROACH
In order to build the readers' intuition about our method, we will first develop the approach for a simple two-by-two (or four cell) contingency table, and then move on to the general case of a contingency table that has an arbitrary number of variables, with each variable having an arbitrary number of levels.
The Two-by-Two Case: To move the discussion forward, we need to introduce some notation.
For expositional purposes, we begin by assuming that we can observe data in the form of the following contingency In the empirical application, we compute the parameters of (2) using the PUMS data 6 .
6 From a subjective Bayesian perspective, the overlap between the PUMS data and the Census data may seem somewhat undesirable. However, we can justify the use of this prior on several grounds: (1) The PUMS data provides information about the correlation among the variables, while the Census data only provides information on the margins. Each component is used only once and not twice in estimation despite the overlap; (2) Since the PUMS data is a five percent sample, the overlap with the Census data is quite small; (3) The PUMS prior can be constructed after eliminating all the households (and thereby any overlap with the census data) from the target area; (4) The PUMS prior can be thought of as an empirical Bayes prior; and (5) An alternative approach that 
Equations (1) to (4) contain the standard Bayesian treatment of this problem (Good 1965) . In the usual case, where the cell values (x) are observed, we condition (4) on the observed data to yield the posterior density of the unobserved p. However, in this instance, we do not observe x.
Rather, we wish to estimate it. We integrate the elements of p out of (4), yielding the marginal
We now condition (5) on the four marginals, nx 1 ., nx 2 ., nx. 1 , and nx. 2 . The marginals impose four linear constraints, one of which is redundant, leaving one free cell. Any of the four cells can be taken as the free cell without affecting the final estimates. The posterior distribution of the free cell allows us to compute the posterior distributions of the remaining cells.
For this discussion, we arbitrarily select the (2,2) cell to be the free cell, and define it as the random variable λ, where λ = nx 22 . Based on this selection, we can express nx 12 as nx. 2 -λ. In a similar fashion, the other cells can be expressed as linear functions of the marginals and λ. When these expressions are substituted into (5), the resulting posterior density for λ is
. . . . . .
. . where K is a proportionality constant. The lower bound for λ is max{n(x. 2 -x 1 .),0}, while its upper bound is min{nx. 2 ,nx 2 .}. In the spirit of the left hand side of (1), g(λ|data) is the posterior density of the unobservables (the cell values) conditional on the observables (the marginals). (6) is unimodal under fairly weak conditions. The posterior mode is readily obtained by maximizing the log of (6) with respect to λ. The posterior mean can be computed using a two step procedure. In the first step the proportionality constant K is computed. Because λ's domain is a closed interval, a simple trapezoidal rule (Protter and Morrey 1977) evaluated over a large number of small intervals can be used to evaluate K. 7 The second step consists of inserting the computed value for K into (6) and evaluating the integral
Estimators and Computational
using the trapezoidal rule as before. Using the expectation for λ, and the constraints imposed by the marginals, the expectation of the remaining three cells of the table can be calculated. The posterior standard deviation can be obtained by computing E(λ 2 ) analogously to (7).
The General Case:
The general case consists of a contingency table that has an arbitrary number of variables, each with an arbitrary number of levels. Let there be V variables in total, the jth of which has N j levels. As in the two-by-two case, we begin with (and then later relax) the assumption that we can observe the full contingency table. The elements of the table are given by the nx i 1 ,...,i V , where n is again the sample size, and i 1 ,...,i V index the levels of each of the 7 Use of the trapezoidal rule involves taking the possible range of values for λ and dividing it into a large number of exhaustive and nonoverlapping regions. If the possible range of λ is divided into R regions, then the trapezoidal rule consists of evaluating the expression ( )
, where U r is the upper bound of the rth interval and L r is the lower bound. An appropriate value of R can be determined by starting with an initial value and incrementing sequentially until the value of the expression does not change. descriptor variables. For convenience, we will represent the element index by θ, where θ ∈ Θ =
We again assume that prior information is available in the form of a contingency 
, and m is the weight given to this information. By direct analogy to the development of equation (5), the exact marginal distribution of x is
where x is a vector that has as its elements the x θ and K is a constant of proportionality.
As in the development of equation (6), we condition (8) The constraints imposed by the marginals can be written in the form
where a is a column vector of length N whose elements are either zero or linear combinations of the marginals, z is a column vector of length DF that contains the arbitrarily selected free x θ to be estimated, and B is a matrix of dimension N × DF. 8 In the two-by-two example in (6), a = (x 1 . -x. 2 ,x. 2 ,x 2 .,0)', B = (1,-1,-1,1)', and z = x 22 . Substituting (10) into (8), the exact conditional distribution of z given the marginals is
where K ' is a proportionality constant and x θ (z) is the value of x θ imposed by (10), given the selection of z.
Estimators and Computational Procedure: While the two-by-two case involved a posterior density for the one unknown cell value, the general case involves a multivariate density of dimension DF. As before, the posterior mode can be obtained by maximizing (11). To obtain other posterior moments, we have to numerically integrate the multivariate density of dimension
DF. If the conditional densities are tractable, we can obtain the posterior moments by a Monte
Carlo Markov Chain procedure like Gibbs sampling. In our case, one of the conditional densities is not tractable and rejection sampling would be necessary to generate random draws (see part B of the Appendix for details). This makes Gibbs sampling numerically intensive in our context. An alternative computational procedure that is less cumbersome and more efficient for our problem is importance sampling (Kennedy and Gentle 1980) . Importance sampling consists of two major steps. First, we obtain a large sample normal approximation to the posterior distribution of z. This involves computing the posterior mode. In the second step, importance sampling is used to improve upon the normal approximation.
Step One: Compute the posterior mode (z*) by maximizing the log of the posterior density
As in the 2x2 case, the analysis in part A of the appendix suggests that (12) is unimodal under fairly weak conditions. As a result of the well behaved nature of (12), generic numeric maximization routines (such as OPTMUM in Gauss) will readily find z*. The normal density, h(z), that approximates (12) has mean z* and a covariance matrix given by the inverse of the negative of the Hessian of (12), evaluated at z*. At this stage, we can stop if we are willing to accept the posterior mode as an estimator. 9
Step Two. In this step we: 1) make a large number of draws from h(z), and designate the kth draw as z k ; 10 2) use (10) 
∑ (the w k are weights that vary between zero and one, sum to one, and adjust for differences between the posterior density of z and its normal approximation); and 5) use the w k and z k to make inferences about the features of the posterior distribution of x.
The estimate of the expected value of the contingency table cell proportion x θ is given by
while the estimated variance of this cell proportion is
In addition, highest posterior density regions, or HPD regions (Berger 1985, pp. 140-43) , can be constructed at any percentile for the cell proportions. 11 For example, to construct a 99 percent equal-tailed HPD region for x θ , begin by sorting the x θk , associating each with its corresponding w k . To determine the lower bound of this interval begin with the smallest x θk and sum the w k in ascending order of x θk until their sum equals 0.005. Similarly, to determine the upper bound of 9 The comparative desirability of the posterior mode as an estimator is examined in the following two sections. 10 The number of draws should be incremented until the results change minimally across replications. The existing approach that is most similar to our proposed Bayesian approach is iterative proportional fitting, or IPF (Bishop, Fienberg, and Holland 1975) . The two approaches are similar in that they both adjust the prior correlation information to conform with the observed marginals of the target table to produce point estimates of the missing cell values. Consequently, IPF's performance in providing point estimates should be close to that of the Bayesian approach.
However, IPF is not based on any underlying statistical distribution, and, as a result, provides no measures of uncertainty for the cell point estimates. To the best of our knowledge, the Bayesian approach is unique in its ability to provide both point estimates and measures of uncertainty.
EMPIRICAL APPLICATIONS
The purpose of the empirical implementation is to examine the feasibility and accuracy of the proposed methodology in settings germane to marketing applications. In order to achieve this we selected several demographic variables (sex, age, income, education, marital status, presence of children, home ownership). Several of these variables (age, marital status, and presence of children) indicate the stage of the family life cycle. This information is used to do life cycle segmentation, and to determine usage rates for various products, and media viewership patterns.
These applications suggest that the aforementioned demographic variables are frequently utilized in practice. Next, we identified applications (the examples in Table 1 ) that use combinations of these demographic variables. We briefly describe the four examples in Table 1 respectively. If we think of the prior as estimating the cell proportions in the population described by the prior data set, then the obvious weight (by both Bayesian and non-Bayesian arguments) is the size of the prior sample, that is, the values of m given above. While the prior sample size is an obvious default value, a probability distribution can be assigned to m recognizing our uncertainty about the applicability of the correlation structure in the prior table to the unobserved table. We shall return to this issue towards the end of this section. Tables 3, 4 and 5 contain the results for the three full contingency tables that are the basis for our four examples. In these three tables, the first three columns give the level of each of the descriptor variables. The standard deviations for the estimates based on the posterior mode are based on the Hessian matrix evaluated at the posterior mode. The posterior mean and standard deviation estimates are computed using importance sampling, and are reported in the ninth column of the tables. 13 , 14 The last row of the table contains a χ 2 goodness of fit measure for the various estimates. Unless otherwise noted, we focus on the results based on posterior mean in the discussion that follows.
Results:
For the stain resistant carpeting direct mail example, the estimated cell proportions in Table 3 are within two posterior standard deviations of the actual values for five of the eight cells. In two other cells the actual proportion is just over two standard deviations away from the estimated value. In this example, the estimate of the target segment proportion (households headed by a married couple that are homeowners and have household members under age 18) using the The importance sampler results are based on 1000 draws from the posterior density. Additional draws did not appreciably change the estimates. 14 We will return to column 10 of Table 3 later in the paper.
IPF estimates also bear out the improvements from a goodness of fit perspective . The table also indicates that the posterior mode performs as well as the posterior mean and IPF. Finally, the χ 2 for the independence based estimate is considerably higher (indicating less similarity to the true values) than the Bayesian and IPF estimates.
In Table 4 , which contains the results for the contingency table that forms the basis of the discount home improvement center example, the Bayesian estimates of all the cell proportions are within two posterior standard deviations of the actual proportion. The posterior mean for the target segment in this example (homeowners under age 45 with annual incomes below $40,000) is 0.1933, an over estimate of only 0.9 percent, compared to the independence estimate of 0.2680, which is an over estimate of 39.9 percent. The point estimates based on the posterior mode are very similar to those of the posterior mean, which is reflected in the similarity of the overall χ 2 statistic. For this example the IPF estimate of 0.1945 is slightly worse than both the posterior mean and mode, but much better than the independence estimator.
Comparison of the prior proportions with the Bayesian estimates indicates the extent to which the prior information is updated towards the true proportion using the observed marginals. For example, the prior proportion of home owners with household income not less than $40,000 and the age of the household head less than 45 (third row from bottom) is 0.0702, while the Bayesian estimates are much closer to the actual proportion of 0.1366. The χ 2 for the prior proportions of 214.24 is much worse than the Bayesian and IPF estimates, but better than the independence estimates.
The results given in Table 5 Across all three contingency tables, we find that the posterior mode performs fairly well (later we describe certain situations wherein the posterior mode performs poorly). The computational burden of the posterior mode is limited to maximizing the log posterior (which is well behaved) and evaluating the inverse of the Hessian of the log posterior at its maximum, a routine procedure with any standard optimizer. Since the data are already embedded as parameters of the posterior density, each step in the gradient search does not require a "pass" over the data set. As a result, computation time is fairly small. Thus, the posterior mode is an attractive alternative to the posterior mean, with a negligible loss of precision and gains in computational simplicity. The availability of the posterior mode as an accurate alternative to the posterior mean mitigates, to a large extent, the standard criticism about the computational intensity of Bayesian approaches. In this case, however, the importance sampler is efficient enough that the computational intensity associated with obtaining estimates of the posterior mean is fairly minimal and easily manageable.
Finally, it is important to emphasize that only the Bayesian estimators provide us with a measure of uncertainty. This enables hypothesis testing and the construction of confidence intervals, both of which are illustrated in the following section.
Market Potential Estimates and HPD Regions:
From a marketing perspective, the improvement in estimating the size of a target demographic segment is substantial. Table 6 Table 6 . The coverage intervals from the Bayesian approach seem reasonably tight, contain the actual number of people/households in the target market, but do not contain the independence estimate.
Hypothesis Tests in the Context of a Store Location Example:
The discussion in the previous paragraph illustrated an aspect of posterior inference, namely the construction of HPD regions. In this section we illustrate hypothesis testing, an aspect of inference with direct implications for marketing decision making. The hypothesis tests also illustrate the potentially serious consequences of the bias associated with independence estimates for marketing decision making.
The marketing decision context selected for the hypothesis test is the site location for a discount home improvement center. As our literature review suggests, it is common for a retail site location analysis to include a market potential analysis (Ghosh and McLafferty 1987) .
Usually, management has some prior knowledge about the required population in the target segment that would make the store location financially viable. Potential sites are compared with this "corporate standard" to make a preliminary assessment of the go/no go decision.
For our illustration, we examine whether the population in the target segment in the Sioux Falls area meets a required corporate standard of 10,000 households. Formally, the null and alternative hypotheses are H 0 : µ < 10,000
where µ is the number of target households. In the Bayesian approach, one computes the posterior odds of the alternative hypothesis over the null (Berger 1985, p.146) , or the posterior probability of H A divided by the posterior probability of H 0 . These figures are easily computed using the weights, w k , obtained from importance sampling. The posterior probability of the null hypothesis is given by P H data w k
: 0 0 10000 = < < ∑ , while the posterior probability of the alternative is
, and the posterior odds are given by P(H A |data)/P(H 0 |data).
The computed posterior odds for Sioux Falls meeting the corporate standard of 10,000 target households is in excess of 1:10 20 against. In contrast, the independence based estimates suggest that the odds that Sioux Falls contains 10,000 target households is 26:1 in favor, most likely leading management to exactly the opposite conclusion about the desirability of Sioux Falls as a site compared to the Bayesian estimates. The actual number of households is 7540, which indicates that the correct conclusion (i.e., not locating a store in Sioux Falls) is indeed the one reached by the Bayesian approach. 15 The posterior odds can be readily converted to posterior probabilities, which, in conjunction with profit and loss data, can be used to make decisions that minimize posterior expected losses.
Incorporating Uncertainty About the Prior Correlation Structure:
If there is uncertainty about the applicability of the correlation structure in the prior table to the unobserved table, it can be incorporated into the analysis by specifying a prior (h(m)) for m. If we are confident that the correlation in the prior table is applicable (not applicable) to the unknown table, then we should specify h(m) such that it places larger (smaller) probability mass on high values of m. In the general case, given the priors f(p) and h(m) 16 , analogous to the development of (11), the joint distribution of z and m given the marginals is
In our empirical implementation, we specified h(m) to be Uniform over m∈ (a,b) We can construct HPD regions and conduct hypothesis tests following exactly the same procedures that were described for the case where m was considered a known quantity.
For the four target marketing examples described previously, we examined the impact of allowing for uncertainty about the correlation structure using the probability model described above. To conserve on space ,we only report the results for the stain resistant carpeting example.
For this example we specified that m be uniformly distributed over the interval [150, 15023] . 18 The upper bound of 15023 is the value of m observed from the PUMS data. By allowing m to assume values that are two orders of magnitude below that observed in the PUMS data, we are in effect saying that we are not sure that the correlation structure in the prior table is appropriate for the unobserved table. In other words, we are providing weaker prior information.
The posterior means and the standard errors are reported in the last column of Table 3 . 
A MONTE CARLO EXPERIMENT
The empirical examples in the previous section suggests that the Bayesian estimators recover the missing cell values quite well. It also demonstrates that the posterior density can be very useful in decision settings and that the posterior variance of the Bayesian estimators is sensitive to the weight placed on the prior information. However, it does not shed much light on the performance of the Bayesian estimators vis-à-vis other estimators under various conditions. A Monte Carlo experiment was conducted to examine these issues. The recovery of a two-way table with four cells (two-by-two) and a three-way table with eight cells (two-by-two-by-two) was investigated. The specific estimators examined are the posterior mean and mode with a prior weight of 10,000, the posterior mean and mode with a prior weight of 100 19 , iterative proportional fitting, the prior mean, and the independence based estimator.
Experimental Design: The three skewness factors correspond to the marginal distribution of the three binary variables. For example x 0.. is the skewness factor associated with the marginal distribution of variable one. When this factor is at its minimum level, the proportion of observations that take the "lower-level" for this variable is 0.35.
We used four correlation factors, three describing two-way correlations and one describing the three-way correlation. The two-way correlation factors are quantified using Yule's Q (Bishop, Fienberg, and Holland 1975) . 20 For example, the minimum level of Q 12 is 0.3, implying that variables 1 and 2 have a fairly low, but positive correlation.
The three-way correlation is quantified using a three-way extension of Yule's Q. 21 The feasible values (i.e., values that allow all cells to take on values between zero and one) that the three-way Q statistic can take is greatly constrained by the levels of the marginals and the twoway Q statistics. As a result, for 427 combinations of marginals and two-way Q statistics the desired lower bound of the three-way Q statistic (0.7) is not feasible. For these combinations, the actual lower bound is set to the lowest feasible level of the three-way Q statistic, while the upper treatment is set to 0.9 and the mid-level treatment is set at the mid-point between the feasible lower bound and the upper treatment.
The design only varied characteristics of the target table, the prior being held constant. The single prior is a table in which all marginals and two-way Q statistics are equal to 0.5, and the three-way Q statistic equals 0.8. Initially, we considered taking all possible two-way combinations of these treatments (one acting as the prior and the other as the target), but this would result in a design with 4,782,969 treatments, a computationally infeasible number.
Moreover, the typical situation found in practice is one where the marketing researcher has a single known prior table, along with the observed margins, and must predict an unknown table.
Given both these considerations, we elected to use the single prior design.
The Monte Carlo experimental design for two variable (2x2) tables is much simpler than for the three variable tables. The experimental design involves only two skewness and one two-way Q statistic factor, resulting in 3 3 = 27 possible target tables.
Outcome variables for the Monte Carlo experiment are based on the χ 2 statistics of overall goodness of fit. Specifically, the absolute ability of an estimator to fit the data is defined to be the χ 2 statistic for that estimator, while the ability of one estimator to fit the data relative to a second estimator is defined to be the difference in the χ 2 statistics for the two estimators.
Experimental Results:
The results of the experiment are analyzed using both simple descriptive statistics and 56 ANOVA tables. For the sake of brevity, the ANOVA tables are not reported
here, but we discuss the results of these tables below. IPF fit the data better, on average, than either an independence based estimator or the prior mean.
The one exception to this is the posterior mode with the low prior weight for the three-way table, which does not perform as well on average as the independence based estimator. For a small prior weight, the posterior distribution for the extreme cell is not well approximated by a normal distribution. In particular, the posterior distribution is skewed toward the same bound (zero or one) as the extreme cell value so that the mode is a poor approximation of the mean.
As one would expect, the ANOVA tables indicate that the independence based estimator's performance becomes progressively worse than the Bayesian estimators and IPF as the levels of the two-and three-way Q statistics increases. Specifically, for two-by-two tables, as the true level of correlation increases the independence based estimates of the "on-diagonal" cells have an increasingly negative bias. Similarly, the independence based estimates of the "off-diagonal" cells have an increasingly positive bias. A similar pattern is also apparent for two-by-two-by-two tables as the level of two-and three-way correlation increases. Also as one would expect, the quality of the prior mean as an estimator compared to the Bayesian estimators and IPF becomes worse as the margins of the treatment table deviate from those of the prior table. In contrast, when the three-way Q statistic is at its lowest level, the posterior mean with a low prior weight greatly outperforms the posterior mode with a low prior weight.
In summary, the results of the Monte Carlo experiment indicate that the Bayesian estimators and IPF are considerably more robust than either an independence based estimator or the prior mean. In addition, the posterior mean and the posterior mode estimator with a higher prior weight outperform, on average, IPF as the dimensions of the contingency table increase, particularly for certain combinations of highly skewed marginal distributions.
SUMMARY AND FUTURE RESEARCH DIRECTIONS
This paper presents a Bayesian method for inferring the joint distribution of several demographic variables when only the marginal distribution of each variable is observed, and prior information about the correlation between the variables is available. The method was designed to address a problem frequently encountered in the use of geodemographic data for target marketing applications, and is likely to be helpful in retailing, survey design, and direct marketing. The information required to specify the prior density is readily available from Census Bureau PUMS data. We have demonstrated that large sample approximations to the posterior density are well behaved, and that the Bayesian estimates are fairly easy to compute.
The method was applied to four specific marketing problems, two involving direct mail advertising campaigns and two involving the location of a retail site, using U.S. Census Bureau geodemographic data for both Sioux Falls and the state of South Dakota. In each example, the data for South Dakota was used as a prior, and the actual marginal distribution of each demographic variable was used to estimate the joint distribution of three demographic variables in Sioux Falls. Overall, in the data sets examined, the Bayesian approach did an excellent job of recovering the underlying joint distribution, greatly outperforming estimates based on the assumption that the demographic variables are independent of one another, and estimates that directly use the prior mean without adjusting for the actual margins. The Bayesian method also tended to perform somewhat better than IPF, while providing a measure of uncertainty not provided by the latter method. We also illustrated the unique ability of our approach to yield statistical inferences regarding the properties of the joint distribution, such as the construction of HPD regions and hypothesis tests.
Because of its computational simplicity, our empirical results suggest that the posterior mode is typically an attractive alternative to the posterior mean, particularly when strong prior information can be imparted. Our results suggest that an analyst may want to avoid highly discounting prior information because it provides all the information about the correlation. It has been our experience that relatively diffuse priors may be a poor choice, particularly if the posterior mode is used as an estimate of the cell proportions, and one or more of the prior cell proportions is near an extreme value (i.e., zero or one).
One direct extension of this work would be to alter the methodology to take advantage of any additional information that may be available. In this paper, we have attempted to address what we view to be the most general case, specifically, the case when only information on the marginal distribution of each demographic variable for the population of interest is available. However, on some occasions, information on the joint distribution of a subset of the variables may be available.
For instance, using the stain resistant carpeting example, information may be available from the Census Bureau on the joint distribution of family status (e.g., whether the family is headed by a married couple) and whether children under age 18 are present in the household at both the zip code and block group level. If this additional information is available, our methods extend easily to incorporate it as additional constraints on the underlying cell proportions, thereby reducing the number of free parameters that need to be estimated.
Another research issue is how much to discount the prior sample size, m, to allow for the possibility that the correlation structure in the unobserved table varies from the correlation structure in the prior table. That is, we are concerned with the amount by which correlation structures in small areas (zip codes) can deviate from that of the larger areas from which the PUMS samples are drawn. This is an empirical issue. The extent of this variation can be determined by obtaining some cross-classified tables for small areas, and developing an appropriate random-effects model to assess the variability in the correlation structure. Other avenues for research include the exploration of alternative computational procedures and a more detailed Monte Carlo simulation.
The substantive implications for using demographic information in applied marketing research stem from the strong correlation that often exists between demographic variables, as illustrated in this paper. Currently, what are called "index number" approaches are used for retail site selection, selection of areas for customized retail promotion programs, direct mail prospecting, and demographic matching of media vehicles to customer segments. Even what are viewed as the "best" of the index number approaches presented in the literature (Rossiter and Percy 1987 and Sissors 1971) fail to account for the likely correlation that exists between demographic variables, and implicitly assume that the different demographic variables that make up the index are independent of one another. In our opinion, there is a need to develop an index number approach that explicitly accounts for correlations among the variables that comprise the index. One impediment to the development of such an index number technique is that information on the joint distribution of the demographic variables of interest is frequently not available for a specific media vehicle or retail trading area. The Bayesian method presented in this paper provides the means of eliminating this impediment in a way that allows for measures of uncertainty regarding the underlying joint distribution.
