Introduction
Statistical inference is needed in ecology because the natural world is variable. Ernest Rutherford, one of the world's greatest scientists, is supposed to have said "If your experiment needs statistics, you ought to have done a better experiment." Such a quote applies to deterministic systems or easily replicated experiments. In contrast, ecology faces variable data and replication constrained by ethics, costs and logistics.
Ecology -often defined as the study of the distribution and abundance of organisms and their causes and consequences -requires that quantities are measured and relationships analyzed. However, data are imperfect. Species fluctuate unpredictably over time and space. Fates of individuals, even in the same location, differ due to different genetic composition, individual history or chance encounters with resources, diseases and predators.
Further to these intrinsic sources of uncertainty, observation error makes the true state of the environment uncertain. The composition of communities and the abundance of species are rarely known exactly because of imperfect detection of species and individuals (Pollock et al. 1990; Parris et al. 1999; Kery 2002; Tyre et al. 2003) . Measured variables do not describe all aspects of the environment, are observed with error, and are often only indirect drivers of distribution and abundance.
The various sources of error and the complexity of ecological systems mean that statistical inference is required to distinguish between the signal and the noise. Statistical inference uses logical and repeatable methods to extract information from noisy data, so it plays a central role in ecological sciences.
While statistical inference is important, the choice of statistical method can seem controversial (e.g., Dennis 1996; Anderson et al. 2000; Burnham and Anderson 2002; Stephens et al. 2005) . This chapter outlines the range of approaches to statistical inference that are used in ecology. I take a pluralistic view; if a logical method is applied and interpreted appropriately, then it should be acceptable. However, I also identify common major errors in the application of the various statistical methods in ecology, and note some strategies to avoid them.
Mathematics underpins statistical inference. While anxiety about mathematics is painful (Lyons and Beilock 2012) , without mathematics, ecologists need to follow Rutherford's advice, and do a better experiment. However, designing a better experiment is often prohibitively expensive or otherwise impossible, so statistics, and mathematics more generally, are critical to ecology. I limit the complexity of mathematics in this chapter. However, some mathematics is critical to understanding statistical inference. I am asking you, the reader, to meet me halfway. If you can put aside any mathematical anxiety, you might find it less painful. Please work at any mathematics that you find difficult; it is important for a proper understanding of your science.
A short overview of some probability and sampling theory
Ecological data are variable -that is the crux of why we need to use statistics in ecology. Probability is a powerful way to describe unexplained variability (Jaynes 2003) . One of probability's chief benefits is its logical consistency. That logic is underpinned by mathematics, which is a great strength because it imparts repeatability and precise definition. Here I introduce, as briefly as I can, some of the key concepts and terms used in probability that are most relevant to statistical inference.
All ecologists will have encountered the normal distribution, which also goes by the name of the Gaussian distribution, named for Carl Friedrich Gauss who first described it (Figure 1 .1). Excluding the constant of proportionality, the probability density function (Box 1.1) of the normal distribution is: The probability density at x is defined by two parameters  and . In this formulation of the normal distribution, the mean is equal to  and the standard deviation is equal to.
Many of the examples in this chapter will be based on the assumption that data are drawn from a normal distribution. This is primarily for the sake of consistency and because of its prevalence in ecological statistics. However, the same basic concepts apply when considering data generated by other distributions. , and hence was able to write the full probability density function.
[Box 1.1 about here]
The behavior of random variables can be explored through simulation. Consider a normal distribution with mean 2 and standard deviation 1 (Figure 1 .3a). If we generate 10 samples from this distribution, the mean and standard deviation of the data will not equal 2 and 1 exactly. The mean of the 10 samples is named the sample mean. If we repeated this procedure multiple times, the sample mean will sometimes be greater than the true mean, and sometimes less (Figure 1.3b) . Similarly, the standard deviation of the data in each sample will vary around the true standard deviation. These statistics such as the sample mean and sample standard deviation are referred to as sample statistics.
The 10 different sample means have their own distribution; they vary around the mean of the distribution that generated them (Figure 1 .3b). These sample means are much less variable than the data; that is the nature of averages. The standard deviation of a sampling statistic, such as a sample mean, is usually called a standard error. Using the property that, for any distribution, the variance of the sum of independent variables is equal to the sum of their variances, it can be shown that the standard error of the mean is given by
where n is the sample size.
While standard errors are often used to measure uncertainty about sample means, they can be calculated for other sampling statistics such as variances, regression coefficients, correlations, or any other value that is derived from a sample of data.
Figure 1.2. Probability mass function for a discrete random variable (a) and a probability density function for a continuous random variable (b). The discrete random variable (a) can take only values of 1 2 or 3. The sum of probabilities is 1.0, which is necessary for a probability distribution. A continuous random variable (b) can take any value in its domain; in this case of a normal distribution, any real number. The shaded area equals the probability that the random variable will take a value between 3.0 and 3.5. It is equal to the definite integral of the probability density function:  3. Probability density function of a normal distribution (a) with mean of 2 and standard deviation of 1. The circles represent a random sample of 10 values from the distribution, the mean of which (cross) is different from the mean of the normal distribution (dashed line). In (b), this sample, and nine other replicate samples from the normal distribution, each with a sample size of n=10, are shown. The means of each sample (crosses) are different from the mean of the normal distribution that generated them (dashed line), but these sample means are less variable than the data. The standard deviation of the distribution of sample means is the standard error (se =  /√n), where  is the standard deviation of the data. Wainer (2007) describes the equation for the standard error of the mean as "the most dangerous equation.." Why? Not because it is dangerous to use, but because ignorance of it causes waste and misunderstanding. The standard error of the mean indicates how different the true population mean might be from the sample mean. This makes the standard error very useful for determining how reliably the sample mean estimates the population mean. The equation for the standard error indicates that uncertainty declines with the square root of the sample size; to halve the standard error one needs to quadruple the sample size. This provides a simple but useful rule of thumb about how much data would be required to achieve a particular level of precision in an estimate.
These aspects of probability (the meaning of probability density, the concept of sampling statistics, and precision of estimates changing with sampling size) are key concepts underpinning statistical inference. With this introduction complete, I now describe different approaches to statistical inference.
Approaches to statistical inference
The two main approaches to statistical inference are frequentist methods and Bayesian methods. Frequentist methods are based on determining the probability of obtaining the observed data (or in the case of null hypothesis significance testing, the probability of data more extreme than that observed), given that particular conditions exist. I regard likelihood-based methods, such as maximum-likelihood estimation, as a form of frequentist analysis because inference is based on the probability of obtaining the data. Bayesian methods are based on determining the probability that particular conditions exist given the data that have been collected. They both offer powerful approaches for estimation and considering the strength of evidence in favor of hypotheses.
There is some controversy about the legitimacy of these two approaches. In my opinion, the importance of the controversy has sometimes been overstated. The controversy has also seemingly distracted attention from, or completely overlooked, more important issues such as the misinterpretation and misreporting of statistical methods, regardless of whether Bayesian or frequentist methods are used. I address the misuse of different statistical methods at the end of the chapter, although I touch on aspects earlier. First, I introduce the range of approaches that are used.
Frequentist methods are so named because they are based on thinking about the frequency with which an outcome (e.g., the data, or the mean of the data, or a parameter estimate) would be observed if a particular model had truly generated those data. It uses the notion of hypothetical replicates of the data collection and method of analysis. Probability is defined as the proportion of these hypothetical replicates that generate the observed data. That probability can be used in several different ways, which defines the type of frequentist method.
Sample statistics and confidence intervals
I previously noted the equation for the standard error, which defines the relationship between the standard error of the mean and the standard deviation of the data. Therefore, if we knew the standard deviation of the data, we would know how variable the sample means from replicate samples would be. With this knowledge, and assuming that the sample means from replicate samples have a particular probability distribution, it is possible to calculate a confidence interval for the mean.
A confidence interval is calculated such that if we collected many replicate sets of data and built a Z% confidence interval for each case, those intervals would encompass the true value of the parameter Z% of the time (assuming the assumptions of the statistical model are true). Thus, a confidence interval for a sample mean indicates the reliability of a sample statistic.
Note that the limits to the interval are usually chosen such that the confidence interval is symmetric around the sample mean x , especially when assuming a normal distribution, so the confidence interval would be [ x -, x +]. When data are assumed to be drawn from a normal distribution, the value of  is given by  = z/√n, where  is the standard deviation of the data, and n is the sample size. The value of z is determined by the cumulative distribution function for a normal distribution (Box 1.1) with mean of 0 and standard deviation of 1. For example, for a 95% confidence interval, z = 1.96, while for a 70% confidence interval, z = 1.04.
Of course, we rarely will know  exactly, but will have the sample standard deviation s as an estimate. Typically, any estimate of  will be uncertain. Uncertainty about the standard deviation increases uncertainty about the variability in the sample mean. When assuming a normal distribution for the sample means, this inflated uncertainty can be incorporated by using a tdistribution to describe the variation. The degree of extra variation due to uncertainty about the standard deviation is controlled by an extra parameter known as "the degrees of freedom" (Box 1.2). For this example of estimating the mean, the degrees of freedom equals n-1.
When the standard deviation is estimated, the difference between the mean and the limits of the confidence interval is  = t n-1 s/√n, where the value of t n-1 is derived from the t distribution. The value of t n-1 approaches the corresponding value of z as the sample size increases. This makes sense; if we have a large sample, the sample standard deviation s will provide a reliable estimate of  so the value of t n-1 should approach a value that is based on assuming  is known.
However, in general for a particular percentage confidence interval, t n-1 > z, which inflates the confidence interval. For example, when n = 10, as for the data in Figure 1 .3, we require t 9 = 2.262 for a 95% confidence interval. The resulting 95% confidence intervals for each of the data sets in Figure 1 .3 differ from one another, but they are somewhat similar (Figure 1 .4). As well as indicating the likely true mean, each interval is quite good at indicating how different one confidence interval is from another. Thus, confidence intervals are valuable for communicating the likely value of a parameter, but they can also foreshadow how replicable the results of a particular study might be. Confidence intervals are also critical for meta-analysis (see Chapter 9).
[Box 1.2 about here] Figure 1 .4. The 95% confidence intervals (bars) for the sample means (crosses) for each of the replicate samples in Figure 1 .3, assuming a normal distribution with an estimated standard deviation. The confidence intervals tend to encompass the true mean of 2. The dashed line indicates an effect that might be used as a null hypothesis (Figures 1.5 and 1.6). Bayesian credible intervals constructed using a flat prior are essentially identical to these confidence intervals.
Null hypothesis significance testing
Null hypothesis significance testing is another type of frequentist analysis. It is commonly an amalgam of Fisher's significance testing and Neyman-Pearson's hypothesis testing (Hurlbert and Lombardi 2009) . It has close relationships with confidence intervals, and is used in a clear majority of ecological manuscripts, yet it is rarely used well (Fidler et al. 2006) . It works in the following steps: 1) Define a null hypothesis (and often a complementary alternative hypothesis; Fisher's original approach did not use an explicit alternative); 2) Collect some data that are related to the null hypothesis; 3) Use a statistical model to determine the probability of obtaining those data or more extreme data when assuming the null hypothesis is true (this is the p-value); and 4) If those data are unusual given the null hypothesis (if the p-value is sufficiently small), then reject the null hypothesis and accept the alternative hypothesis.
Note that Fisher's original approach merely used the p-value to assess whether the data were inconsistent with the null hypothesis, without considering rejection of hypotheses for particular p-values.
There is no "else" statement here, particularly in Fisher's original formulation. If the data are not unusual (i.e., if the p-value is large), then we do not "accept" the null hypothesis; we simply fail to reject it. Null hypothesis significance testing is confined to rejecting null hypotheses, so a reasonable null hypothesis is needed in the first place.
Unfortunately, generating reasonable and useful hypotheses in ecology is difficult, because null hypothesis significance testing requires a precise prediction. Let me illustrate this point by using the species area relationship that defines species richness S as a power function of the area of vegetation (A) such that S = cA z . The parameter c is the constant of proportionality and z is the scaling coefficient. The latter is typically in the approximate range 0.15 -0.4 (Durrett and Levin 1996) . Taking logarithms, we have log(S) = log(c) + zlog(A), which might be analyzed by linear regression, in which the linear relationship between a response variable (log(S) in this case) and an explanatory variable (log(A) in this case) is estimated.
A null hypothesis cannot be simply "we expect a positive relationship between the logarithm of species richness and the logarithm of area." The null hypothesis would need to be precise about that relationship, for example, specifying that the coefficient z is equal to a particular value. We could choose z = 0 as our null hypothesis, but logic and the wealth of previous studies tell us that z must be greater zero. The null hypothesis z = 0 would be a nil null, which are relatively common in ecology. In some case, null hypotheses of "no effect" (e.g., z = 0 in this case) might be informative because a nil null is actually plausible. However, rejecting a nil null of z = 0 is, in this case, uninformative, because we already know it to be false.
A much more useful null hypothesis would be one derived from a specific theory. There are ecological examples where theory can make specific predictions about particular parameters, including for species-area relationships (Durrett and Levin 1996) . For example, models in metabolic ecology predict how various traits, such as metabolic rate, scale with body mass (Koojimann 2010 , West et al. 1997 . Rejecting a null hypothesis based on these models is informative, at least to some extent, because it would demonstrate that the model made predictions that were inconsistent with data. Subsequently, we might investigate the nature of that mismatch and its generality (other systems might conform more closely to the model), and seek to understand the failure of the model (or the data).
Of course, there are degrees by which the data will depart from the prediction of the null hypothesis. In null hypothesis testing, the probability of generating the data or more extreme data is calculated assuming the null hypothesis is true. This is the p-value, which measures departure from the null hypothesis. A small p-value suggests the data are unusual given the null hypothesis.
How is a p-value calculated? Look at the data in Figure 1 .2a, and assume we have a nullhypothesis that the mean is 1.0 and that the data are drawn from a normal distribution. The sample mean is 1.73, marked by the cross. We then ask "What is the probability of obtaining, just by chance alone, a sample mean from 10 data points that is 0.73 units (or further) away from the true mean?" That probability depends on the variation in the data. If the standard deviation were known to be 1.0, we would know that the sample mean would have a normal distribution with a standard deviation (the standard error of the mean) equal to 1/√10. We could then calculate the probability of obtaining a deviation larger than that observed.
But, as noted above, we rarely know the true standard deviation of the distribution that generated the data. When we don't know, the p-value is calculated by assuming the distribution of the sample mean around the null hypothesis is defined by a t-distribution, which accounts for uncertainty in the standard deviation. We then determine the probability that a deviation as large as the sample mean would occur by chance alone, which is the area under the relevant tails of the distribution (sum of the two grey areas in Figure 1 .5). In this case, the area is 0.04, which is the p-value.
Note that we have done a "two-tailed test." This implies the alternative hypothesis is "the true mean is greater than or less than 1.0"; more extreme data are defined as deviations in either direction from the null hypothesis. If the alternative hypothesis was that the mean is greater than the null hypothesis, then only the area under the right-hand tail is relevant. In this case, more extreme data are defined only by deviations that exceed the sample mean, and the p-value would be 0.02 (the area of the right-hand tail). The other one-sided alternative hypothesis, that the mean is less than 1.0, would only consider deviations that are less than the sample mean, and the pvalue would be 1 -0.02 = 0.98. The point here is that the definition of "more extreme data" needs to be considered carefully by clearly defining the alternative hypothesis when the null hypothesis is defined. Figure  1 .3a. The p-value for a two sided null hypothesis test is the probability of obtaining a sample mean (cross) that deviates from the null hypothesis more than that observed. This probability is equal to the sum of the grey areas in the two tails.
We can think of the p-value as the degree of evidence against the null hypothesis; the evidence mounts as the p-value declines. However, it is important to note that p-values are typically variable. Cumming (2011) Rather than simply focusing on the p-value as a measure of evidence (variable as it is), many ecologists seem to perceive a need to make a dichotomous decision about whether the null hypothesis can be rejected or not. Whether a dichotomous decision is needed is often debatable. Some cases require a choice, such as when a manager must determine whether a particular intervention is required. Even in that case, alternatives such as decision theory exist. More broadly in ecology, the need for a dichotomous decision is less clear (Hurlbert and Lombardi 2009) , but if we assume we must decide whether or not to reject a null hypothesis, a threshold pvalue is required. If the p-value is less than this particular threshold, which is known as the type I error rate, then the null hypothesis is rejected. The type I error rate is the probability of falsely rejecting the null hypothesis when it is true. The type I error rate is almost universally set at 0.05, although this is a matter of convention and is rarely based on logic (Chapter 2).
Null hypothesis significance tests with a type 1 error rate of  are closely related to 100(1−)% confidence intervals. Note that the one case where the 95% confidence interval overlaps the null hypothesis of 1.0 ( Figure 1 .4) is the one case in which the p-value is greater than 0.05. More generally, a p-value for a two-sided null hypothesis significance test will be less than  when the 100(1−)% confidence interval does not overlap the null hypothesis. Thus, null hypothesis significance testing is equivalent to comparing the range of a confidence interval to the null hypothesis.
While assessing overlap of a confidence interval with a null hypothesis is equivalent to significance testing, statistical significance when comparing two estimates is not simply a case of considering whether the two confidence intervals overlap. When comparing two independent means with confidence intervals of similar width, a p-value of 0.05 occurs when their confidence intervals overlap by approximately one half the length of their arms (Cumming, 2010) . Such "rules of eye" have not been determined for all statistical tests, but the one half overlap rule is useful, and more accurate than assuming statistical significance only occurs when two intervals do not overlap.
While the type I error rate specifies the probability of falsely rejecting a true null hypothesis, such a dichotomous decision also entails the risk of failing to reject a false null hypothesis. The probability of this occurring is known as the type II error rate. For example, in the 10 datasets shown in Figure 1 .3, only 9 of them lead to p-values that that are less than the conventional type I error rate of 0.05. Thus, we would reject the null hypothesis in only 9 of the 10 cases, despite it being false.
The type I and type II error rates are related, such that one increases as the other declines. For example, if the type I error rate in Figure 1 .6 were set at 0.01, then the null hypothesis would be rejected for only 7 of the 10 datasets.
The type II error rate also depends on the difference between the null hypothesis and the true value. If the null hypothesis was that the mean is 0 (a difference of 2 units from the truth), then all the datasets in Figure 1 .3 would generate p-values less than 0.05. In contrast, a null hypothesis of 1.5 (0.5 units from the truth) would be rejected (with a type-I error rate of 0.05) in only 4 of the 10 datasets. The type-II error rate also changes with variation in the data and the sample size. Less variable data and larger sample sizes both decrease the type-II error rate; they increase the chance of rejecting the null hypothesis when it is false. In summary, the type II error rate depends on the type of statistical analysis being conducted (e.g., a comparison of means, a linear regression, etc.), the difference between the truth and the null hypothesis, the chosen type I error rate, the variation in the data, and the sample size. Because the truth is not known, the type II error rate is usually calculated for different possible truths. These calculations indicate the size of the deviation from the null hypothesis that might be reliably detected with a given analysis and sample size.
Calculating type II error rates is not straightforward to do by hand, but software for the task exists (e.g., G*power, or R packages like pwr). However, analytical power calculations are available only for particular forms of analysis. Power can, more generally, be calculated using simulation. Data are generated from a particular model, these data are analyzed, the statistical significance is recorded, and the process is iterated many times. The proportion of iterations that lead to statistically significant results measures the statistical power (Box 1.3).
While the analysis here is relatively simple (Figure 1 .7) reports power for a basic logistic regression), more detail can be added, such as a null hypothesis other than zero, extra variation among years, temporal correlation in reporting rate, imperfect detection, etc (e.g., GuilleraArroita and Lahoz-Monfort 2012).
[Box 1.3 about here]
I estimated statistical power for an initial reporting rate of 50%, for different rates of decline and number of survey sites, a type I error rate of 0.05, and using a null hypothesis of no decline (Figure 1 .7). When there is no decline (when the null is true), the probability of obtaining a statistically significant decline is 0.05 (the type-I error rate), as expected (Figure 1.7) . In this case, a statistically significant decline is only evident when the rate of decline and the number of survey sites per year are sufficiently large (Figure 1.7) . Figure 1 .7. The probability of detecting a statistically significant decline (power) for a program that monitors reporting rate over 10 years. Results are shown for various rates of decline from an initial reporting rate of 50% and for 20, 50 or 100 sites monitored each year. A null hypothesis of no decline, and a type I error rate of 0.05 was assumed.
The analyses described here are based on an a priori power analysis. The effect sizes are not those that are measured, but those deemed important. Some statistical packages report retrospective power analyses that are based on the effect sizes as estimated by the analysis. Such power analyses should usually be avoided (Steidl and Thomas 2001) because they do not help design a study or understand the power of the study to detect important effects (as opposed to those observed).
The type II error rate (), or its complement power (1-), is clearly important in ecology. What is the point of designing an expensive experiment to test a theory if that experiment has little chance of identifying a false null hypothesis? Ecologists who practice null hypothesis testing should routinely calculate type II error rates, but the evidence is that they do not. In fact, they almost never calculate it (Fidler et al. 2006) . The focus of ecologists on the type I error rate and failure to account for the type II error rate might reflect the greater effort required to calculate the latter. This is possibly compounded by practice, which seems to accept ignorance of type II error rates. If type II error rates are hard to calculate, and people can publish papers without them, why would one bother? The answer about why one should bother is discussed later.
Likelihood
A third approach to frequentist statistical methods is based on the concept of likelihood (see also Chapter 3). Assume we have collected sample data of size n. Further, we will assume these data were generated according to a statistical model. For example, we might assume that the sample data are random draws from a normal distribution with two parameters (the mean and standard deviation). In this case, a likelihood analysis would proceed by determining the likelihood that the available data would be observed if the true mean were  and the true standard deviation were . Maximum likelihood estimation finds the parameter values ( and  in this case) that were most likely to have generated the observed data (i.e., the parameter values that maximize the likelihood).
The likelihood of observing each data point can simply equal the probability density, f(x), for each; likelihood need only be proportional to probability. The likelihood of observing the first data point x 1 is f(x 1 ), the likelihood of observing the second data point x 2 is f(x 2 ), and so forth. In general, the likelihood of observing the ith data point x i is f(x i ). If we assume that each data point is generated independently of each other, the likelihood of observing all n data points is simply the product of the n different values of f(x i ). This is expressed mathematically as using the product operator ():
For various reasons, it is often simpler to use the logarithm of the likelihood, with the product of the likelihoods then becoming the sum of the logarithms of f(x i ). Thus,
By expressing the equation in terms of the log likelihood, a sum (which can be much easier to manipulate mathematically) has replaced the product. Further, because lnL is a monotonic function of L, maximizing lnL is equivalent to maximizing L. Thus, maximum likelihood estimation usually involves finding the parameter values ( and  in the case of a normal distribution) that maximize lnL.
While it is possible to derive the maximum likelihood estimators for the normal model (Box 1.4) and some other statistical models, for many other statistical models such expressions do not exist. In these cases, the likelihood needs to be maximized numerically.
[Box 1.4 about here]
Maximum likelihood estimation can also be used to place confidence intervals on the estimates. A Z% confidence interval is defined by the values of the parameters for which values of lnL are within  Maximum likelihood estimation might appear a convoluted way of estimating the mean, standard deviation and confidence intervals that could be obtained using conventional methods when data are generated by a normal distribution. However, the power of maximum likelihood estimation is that it can be used to estimate parameters for probability distributions other than the normal, using the same procedure of finding the parameter values under which the likelihood of generating the data is maximized (Box 1.5).
Maximum likelihood estimation also extends generally to other statistical models. If we think of the data as being generated by a particular probability distribution, and relate the parameters of that distribution to explanatory variables, we have various forms of regression analysis. For example, if we assume the mean of a normal distribution is a linear function of explanatory variables, while the standard deviation is constant, we have standard linear regression (Chapter 3). In this case, maximum likelihood methods would would be used to estimate the regression coefficients of the relationship between the mean and the explanatory variables. Assuming a nonlinear relationship leads to non-linear regression. Change the assumed probability distribution, and we have a generalized linear model (McCullagh and Nelder 1989; Chapter 6) . Include both stochastic and deterministic components in the relationships between the parameters and the explanatory variables and we have mixed models (Gelman and Hill 2007; Chapter 13) . Thus, maximum likelihood estimation provides a powerful general approach to statistical inference.
Just as null hypothesis significance testing can be related to overlap of confidence intervals with the null hypotheses, intervals defined using likelihood methods can also be used for null hypothesis significance testing. Indeed, null hypothesis significance testing can be performed via the likelihood ratio -the likelihood of the analysis based on the null hypothesis model, relative to the likelihood of a model when using maximum likelihood estimates. The log of this ratio multiplied by −2 can be compared to a chi-squared distribution to determine statistical significance.
[Box 1.5 about here]
Information theoretic methods
In general, adding parameters to a statistical model will improve its fit. Inspecting Figure 1 .8 might suggest that a 3 or 4 parameter function is sufficient to describe the relationship in the data. While the fit of the 10-parameter function is "perfect" in the sense that it intersects every point, it fails to capture what might be the main elements of the relationship (Figure 1.8) . In this case, using 10 parameters leads to over-fitting.
As well as failing to capture the apparent essence of the relationship, the 10-parameter function might make poor predictions. For example, the prediction when the dependent variable equals 1.5 might be wildly inaccurate (Figure 1.8) . So while providing a very good fit to one particular set of data, an over-fitted model might both complicate understanding and predict poorly. In contrast, the two parameter function might under-fit the data, failing to capture a non-linear relationship. Information theoretic methods address the trade-off between over-fitting and underfitting. Figure 1 .8. The relationship between a dependent variable and an explanatory variable based on hypothetical data (dots). Polynomial functions with 2, 3, 4 and 10 estimated parameters were fit to the data using least squares estimation. An nth order polynomial is a function with n+1 parameters.
Information theoretic methods (see also Chapter 3) use information theory, which measures uncertainty in a random variable by its entropy (Kullback 1959 , Burnham and Anderson 2002 , Jaynes 2003 . Over the range of a random variable with probability density function f(x), entropy
. Note that this is simply the expected value of the loglikelihood. If we think of f(x) as the true probability density function for the random variable, and we have an estimate (g(x)) of that the density, then the difference between the information content of the estimate and the truth is the Kullback-Leibler divergence, or the relative entropy (Kullback 1959) :
The Kullback-Leibler divergence can measure the relative distance of different possible models from the truth. When comparing two estimates of f(x), we can determine which departs least from the true density function, and use that as the best model because it minimizes the information lost relative to the truth.
Of course, we rarely know f(x). Indeed, an estimate of f(x) is often the purpose of the statistical analysis. Overcoming this issue is the key contribution of Akaike (1973) , who derived an estimate of the relative amount of information lost or gained by using one model to represent the truth, compared with another model, when only a sample of data is available to estimate f(x). This relative measure of information loss, known as Akaike's Information Criteria (AIC), is (asympotically for large sample sizes)
where lnL max is the value of the log-likelihood at its maximized value and k is the number of estimated parameters in the model. Thus, there is a close correspondence between maximum likelihood estimation and information theoretic methods based on AIC.
AIC is a biased estimate of the relative information loss when the sample size (n) is small, in which case a bias-corrected approximation can be used (Hurvich and Tsai 1989) :
Without this bias correction, more complicated models will tend to be selected too frequently, although the correction might not be reliable for models with non-linear terms or non-normal errors (Chapter 3).
AIC is based on an estimate of information loss, so a model with the lowest AIC is predicted to lose the least amount of information relative to the unknown truth. The surety with which AIC selects the best model (best in the sense of losing the least information) depends on the difference in AIC between the models. The symbol AIC is used to represent the difference in AIC between one model and another, usually expressed relative to the model with the smallest AIC for a particular dataset. Burnham and Anderson (2002) suggest rules of thumb to compare the relative support for the different models using AIC.
For example, the AIC c values indicate that the 3 parameter (quadratic) function has most support relative of those in Figure 1 .8 (Table 1) . This is perhaps reassuring given that these data were actually generated using a quadratic function with an error term added. The term −2lnL max is known as the deviance, which increases as the likelihood L declines. Thus, AIC increases with the number of parameters and declines with the fit to the data, capturing the trade-off between under-fitting and over-fitting the data. While the formula for AIC is simple and implies a direct trade-off between lnL max and k, it is important to note that this trade-off is not arbitrary. Akaike (1973) did not simply decide to weight lnL max and k equally in the trade-off. Instead, the trade-off arises from an estimate of the information lost when using a model to approximate an unknown truth.
Information theoretic methods provide a valuable framework for determining an appropriate choice of statistical models when aiming to parsimoniously describe variation in a particular dataset. In this sense, a model with a lower AIC is likely to predict a replicate set of data better, as measured by relative entropy, than a model with a higher AIC. However, other factors, such as improved discrimination ability, greater simplicity for the sake of rough approximation, extra complexity to allow further model development, or predictive ability for particular times or places, might not be reflected in AIC values. In these cases, AIC will not necessarily be the best criteria to select models (see Chapter 3 and examples in 5 and 10).
AIC measures the relative support of pairs of models. The model with the best AIC might make poor predictions for a particular purpose. Instead of using information theoretic methods, the predictive accuracy of a model needs to be evaluated using methods such as cross-validation or comparison with independent data (see also Chapter 3).
Use of AIC extends to weighting the support for different models. For example, with a set of m candidate models, the Akaike weight assigned to model i is (Burnham and Anderson 2002) :
Standardizing by the sum in the denominator, the weights sum to 1 across the m models. In addition to assessing the relative support for individual models, the support for including different parameters can be evaluated by summing the weights of those models that contain the parameter.
Relative support as measured by AIC is relevant to the particular dataset being analyzed. In fact, it is meaningless to compare the AICs of models fit to different datasets. A variable is not demonstrated to be unimportant simply because a set of models might hold little support for a variable as measured by AIC. Instead, a focus on estimated effects is important. Consider the case of a sample of data that is used to compare one model in which the mean is allowed to differ from zero (and the mean is estimated from the data) and another model in which the mean is assumed equal to zero (Figure 1.9 ). An information theoretic approach might conclude, in this case, that there is at most only modest support for a model in which the mean can differ from zero (AIC = 1.34 in this case).
Values in the second dataset are much more tightly clustered around the value of zero (Figure 1.9). One might expect that the second dataset would provide much greater support for the model in which the mean is zero. Yet the relative support for this model, as measured by AIC, is the same for both. The possible value of the parameter is better reflected in the confidence interval for each dataset (Figure 1.9) , which suggests that the estimate of the mean in dataset 2 is much more clearly close to zero than in dataset 1. This is a critical point when interpreting results using information theoretic methods. The possible importance of a parameter, as measured by the width of its confidence, is not necessarily reflected in the AIC value of the model that contains it as an estimated parameter. For example, if a mean of 2 or more was deemed a biologically important effect, then dataset 2 provides good evidence that the effect is not biologically important, while dataset 1 is somewhat equivocal with regard to this question. Unless referenced directly to biologically important effect sizes, AIC does not indicate biological importance. Figure 1 .9. Two hypothetical datasets of sample size 10 showing the means (crosses) and 95% confidence intervals for the means (bars). For each dataset, the AIC of a model in which the mean is allowed to differ from zero is 1.34 units larger than a model in which the mean is set equal to zero (dashed line). While the AIC values do not indicate that dataset 2 provides greater support for the mean being close to zero, this greater support is well represented by the confidence intervals. The values in dataset 2 are the values in dataset 1, divided by 4.
Bayesian methods
If a set of data estimated the annual adult survival rate of a population of bears to be 0.5, but with a wide 95% confidence interval of [0.11, 0.89] (e.g., two survivors from four individuals monitored for a year; Box 1.5) what should I conclude? Clearly, more data would be helpful, but what if waiting for more data and a better estimate were undesirable?
Being Australian, I have little personal knowledge of bears, even drop bears (Janssen 2012 ), but theory and data (e.g., Haroldson 2006 , Taylor et al 2005 , McCarthy et al. 2008 ) suggest that mammals with large body masses are likely to have high survival rates. Using relationships between annual survival and body mass of mammals, and accounting for variation among species, among studies and among taxonomic orders, the survival rate for carnivores can be predicted (Figure 1.10) . For a large bear of 245 kg (the approximate average body mass of male grizzly bears, Nagy and Haroldson 1990), the 95% prediction interval is [0.72, 0.98].
This prediction interval can be thought of as my expectation of the survival rate of a large bear. Against this a priori prediction, I would think that the relatively low estimate of 0.5 from the data (with 95% confidence interval of [0.11, 0.89]) might be due to (bad) luck. But now I have two estimates, one based on limited data from a population in which I am particularly interested, and another based on global data for all mammal species. Bayesian methods can combine these two pieces of information to form a coherent estimate of the annual survival rate (McCarthy 2007) . Bayesian inference is derived from a simple rearrangement of conditional probability. Bayes' rule states that the probability of a parameter value (e.g., the annual survival rate of the bear, s) given a set of new data (D) is
Here Pr(D | s) is the probability of the new data given a particular value for survival; this is simply the likelihood, so
is the unconditional probability of the parameter value, and Pr(D) is the unconditional probability of the new data. By unconditional probability, I mean that these values do not depend on the present data.
Pr(s), being independent of the data, represents the prior understanding about the values of the parameter s. A probability density function f(s) can represent this prior understanding. A narrow density function indicates that the parameter is already estimated quite precisely, while a wide interval indicates that there is little prior information. To make Pr(D) independent of a particular value of s, it is necessary to integrate over the possible values of s. Thus, for continuous values of s,
, and Bayes'
When the parameter values are discrete, the integral in the denominator is replaced by a summation, but it is otherwise identical. The probability distribution f(s) is known as the prior distribution or simply the "prior." The posterior distribution Pr(s | D) describes the estimate of s that includes information from both the prior, the data and the statistical model.
In the case of the bear example, the prior (from Figure 1 .10) combines with the data and statistical model to give the posterior (Figure 1 .11). The posterior is a weighted average of the prior and the likelihood, and is weighted more toward whichever of the two is more precise (in Figure 1 .11, the prior is more precise). The 95% credible interval of the posterior is [0.655, 0.949]. Credible intervals of Bayesian analyses are analogous to confidence intervals of frequentist analyses, but they differ. Because credible intervals are based on posterior distributions, we can say that the probability is 0.95 that the true value of a parameter occurs within its 95% credible interval (conditional on the prior, data and the statistical model). In contrast, confidence intervals are based on the notion of replicate sampling and analysis; if we conducted this study a large number of times, the true value of a parameter would be contained in a Z% confidence interval constructed in this particular way Z% of the time (conditional on the data and the statistical model). In most case, the practical distinction between the two definitions of intervals is inconsequential because they are similar (see below).
The relative influence of the prior and the posterior is well illustrated by estimates of annual survival of female European dippers based on mark-recapture analysis. As for the mammals, a relationship between annual survival and body mass of European passerines can be used to generate a prior for dippers (McCarthy and Masters 2005) .
Three years of data (Marzolin 1988 ) are required to estimate survival rate in mark-recapture models that require joint estimation of survival and recapture probabilities. If only the first three years of data were available, the estimate of annual survival is very imprecise. In the relatively short time it takes to compile and analyze the data (about half a day with ready access to a library), a prior estimate can be generated that is noticeably more precise (left-most interval in Figure 1 .12).
Three years of data might be the limit of what could be collected during a PhD project. If you are a PhD student at this point, you might be a bit depressed that a more precise estimate can be obtained by simply analyzing existing data compared with enduring the trials (and pleasures) of field work for three years.
However, since you are reading this, you clearly have an interest in Bayesian statistics. And hopefully you have already realized that you can use my analysis of previous data as a prior, combine it with the data, and obtain an estimate that is even more precise. The resulting posterior is shown by the credible interval at year 3 (Figure 1 .12). Note that because the estimate based only on the data is much less precise than the prior, the posterior is very similar to the estimate based only on the prior. In fact, five years of data are required before the estimate based only on the data is more precise than the prior. Thus, the prior is initially worth approximately 4-5 years of data, as measured by the precision of the resulting estimate.
In contrast, the estimate based only on seven years of data has approximately the same precision as the estimate using both the prior and six years of data (Figure 1 .12). Thus, with this much data, the prior is worth about one year of data. The influence of the prior on the posterior in this case is reduced because the estimate based on the data is more precise than the prior. Still, half a day of data compilation and analysis seems a valuable investment when it is worth another year of data collection in the field. In Bayes' rule, probability is being used as measure of how much a rational person should "believe" that a particular value is the true value of the parameter, given the information at hand. In this case, the information consists of the prior knowledge of the parameter as represented by f(s), and the likelihood of the data for the different possible values of the parameter. As for any statistical model, the likelihood is conditional on the model being analyzed, so it is relatively uncontroversial. Nevertheless, uncertainty about the best choice of model remains, so this question also needs to be addressed in Bayesian analyses.
The priors for annual survival of mammals and European passerines are derived from an explicit statistical model of available data. In this sense, the priors are no more controversial than the choice of statistical model for data analysis; it is simply a judgment about whether the statistical model is appropriate. Controversy arises, however, because I extrapolated from previous data, different species, and different study areas to generate a prior for a unique situation. I attempted to account for various factors in the analysis by including random effects such as those for studies, species, taxonomic orders and particular cases within studies. However, a lingering doubt will persist; is this new situation somehow unique such that it lies outside the bounds of what has been recorded previously? This doubt is equivalent to questions about whether a particular data point in a sample is representative of the population that is the intended focus of sampling. However, the stakes with Bayesian priors can be higher when the prior contains significant amounts of information relative to the data. There is little if any empirical evidence on the degree to which biases occur when using priors derived from different sources (e.g., different species, different times, etc).
Controversy in the choice of the prior essentially reflects a concern that the prior will bias the estimates if it is unrepresentative. Partly in response to this concern, and partly because prior information might have little influence on the results (consider using 7 years of data in Figure  1 .12), most ecologists use Bayesian methods with what are known as "uninformative," "vague," or "flat" priors.
In Bayes' rule, the numerator is the prior multiplied by the likelihood. The denominator of Bayes' rule re-calibrates this product so the posterior conforms to probability (i.e., the area under the probability density function equals 1). Therefore, the posterior is simply proportional to the product of the prior and the likelihood. If the prior is flat across the range of the likelihood function, then the posterior will have the same shape as the likelihood. Consequently, parameter estimates based on uninformative priors are very similar to parameter estimates based only on the likelihood function (i.e., a frequentist analysis). For example, a Bayesian analysis of the data in Figure 1 .3 with uninformative priors produces 95% credible intervals that are so similar to the confidence intervals in Figure 1 .4 that it is not worth reproducing them.
In this example, I know the Bayesian prior is uninformative because the resulting credible intervals and confidence intervals are the same. In essence, close correspondence between the posterior and the likelihood is the only surety that the prior is indeed uninformative. However, if the likelihood function can be calculated directly, why bother with the Bayesian approach? In practice, ecologists using Bayesian methods tend to assume that particular priors are uninformative, or use a range of different reasonable priors. The former is relatively safe for experienced users of standard statistical models, who might compare the prior and the posterior to be sure the prior has little influence. The latter is a form of robust Bayesian analysis, whereby a robust result is one that is insensitive to the often arbitrary choice of prior (Berger 1985) .
Why would an ecologist bother to use Bayesian methods when informative priors are rarely used in practice, when uninformative priors provide answers that are essentially the same as those based on likelihood analysis, and when priors are only surely non-informative when the posterior can be compared with the likelihood? The answer is the convenience of fitting statistical models that conform to the data. Hierarchical models represent one class of such models.
While frequentist methods can also be used, hierarchical models in ecology are especially well suited to Bayesian analyses (Clark 2005, Gelman and Hill 2007) . Hierarchical models consider responses at more than one level in the analysis. For example, they can accommodate nested data (e.g., one level modeling variation among groups, and another modeling variation within groups), random coefficient models (regression coefficients themselves being modeled as a function of other attributes), or state-space models. State-space models include, for example, a model of the underlying (but unobserved) ecological process overlaid by a model of the data collection, but which then allows inference about the underlying process not just the generated data (McCarthy 2011).
Because prior and posterior distributions represent the degree of belief in the true value of a parameter, an analyst can base priors on subjective judgments. The advantage of using Bayesian methods in this case is that these subjective judgments are updated logically as data are analyzed. Use of subjective priors with Bayesian analyses might, therefore, be useful for personal judgments. However, such subjective judgments of an individual might be of little interest to others, and might have little role in wider decisions or scientific consensus (unless that individual were particularly influential, but even then such influence might be undesirable).
In contrast, when priors reflect the combined judgments of a broad range of relevant people and are compiled in a repeatable and unbiased manner (Martin et al. 2005) , combining them with data via Bayes' rule can be extremely useful. In this case, Bayesian methods provide a means to combine a large body of expert knowledge with new data. While the expert knowledge might be wrong (Burgman 2005) , the important aspect of Bayesian analysis is that its integration with data is logical and repeatable.
Additionally, priors that are based on compilation and analysis of existing data are also valuable. Such compilation and analysis is essentially a form of meta-analysis (Chapter 9). Indeed, Bayesian methods are often used for meta-analysis. Discussion sections of publications often compare and seek to integrate the new results with existing knowledge. Bayesian methods do this formally using coherent and logical methods, moving that integration into the methods and results of the paper, rather than confining the integration to subjective assessment in the discussion. If ecology aims to have predictive capacity beyond particular case studies, then Bayesian methods with informative priors will be used more frequently.
Nonparametric methods
This chapter emphasizes statistical analyses that are founded on probabilistic models. These require an assumption that the data are generated according to a specified probability distribution. Nonparametric methods have been developed to avoid the need to pre-specify a probability distribution. Instead, the distribution of the collected data is used to define the sampling distribution. So while non-parametric methods are sometimes described as being "distribution-free," this simply means that the analyst does not choose a distribution; rather the data are used to define the distribution.
A wide range of nonparametric methods exist (Conover 1998) . Instead of describing them all here, I will focus on only one method as an example. Nonparametric methods often work by iterative resampling of the data, calculating relevant statistics of each sub-sample, and then defining the distribution of the sample statistics by the distribution of the statistics of the subsamples.
Bootstrapping is one such resampling method (DiCiccio and Efron 1996) . Assume that we have a sample of size n, for which we want to calculate a 95% confidence interval but are unable or unwilling to assume a particular probability distribution for the data. We can use bootstrapping to calculate a confidence interval by randomly resampling (with replacement) the values of the original sample, and generate a new sample of size n. We then calculate the relevant sample statistic (e.g., the mean), and record the value. This procedure is repeated many times. Percentiles of the resulting distribution of sample statistics can be used to define a confidence interval. For example, the 2.5 percentile and 97.5 percentile of the distribution of re-sampled statistics defines a 95% confidence interval. For the data in Figure 1 .3, the resulting bootstrapped confidence intervals for the mean, while narrower than those derived assuming a normal distribution, are largely similar (Figure 1 .13).
Nonparametric methods tend to be used when analysts are unwilling to assume a particular probabilistic model for their data. This reluctance was greatest when statistical models based on the normal distribution were most common. With greater use of statistical models that use other distributions (e.g., generalized linear models, McCullagh and Nelder 1989) , the impetus to use nonparametric methods is reduced, although not eliminated. Indeed, methods like the bootstrap are likely to remain important for a long time. 
Appropriate use of statistical methods
With such a broad array of approaches to statistical inference in ecology, which approach should you choose? The literature contains debates about this (e.g., Dennis 1996; Anderson et al. 2000; Burnham and Anderson 2002; Stephens et al. 2005) . To a small extent, I have contributed to those debates. For example, my book on Bayesian methods (McCarthy 2007) was partly motivated by misuses of statistics. I thought greater use of Bayesian methods would reduce that misuse. Now, I am less convinced. And the debates seem to distract from more important issues.
The key problem with statistical inference in ecology is not resolving which statistical framework to choose, but appropriate reporting of the analyses. Consider the confidence and credible intervals for the data in Figure 1 .3. The intervals, representing estimates of the mean, are very similar regardless of the method of statistical inference (Figs 4 and 13) . In these cases, the choice of statistical philosophy to estimate parameters is not very important. Yes, the formal interpretation and meaning of a confidence interval and a credible interval differ. However, assume that I constructed a confidence interval using likelihood methods, and interpreted that confidence interval as if it were a Bayesian credible interval formed with a flat prior. Strictly, this is not correct. Practically, it makes no difference because I would have obtained the same numbers however I constructed the intervals.
Understanding the relatively infrequent cases when credible intervals differ from confidence intervals (Jaynes 2003 ) is valuable. For example, there is a difference between the probability of recording a species as being present at a site, and the probability that the species is present at a site given it is recorded (or not). The latter, quite rightly, requires a prior probability and Bayesian analysis (Wintle et al. 2012) . However, the choice of statistical model and appropriate reporting and interpretation of the results are much more important matters. Here I note and briefly discuss some of the most important issues with the practice of statistical inference in ecology, and conclude with how to help overcome these problems.
Avoid nil nulls.
Null hypothesis significance testing is frequently based on nil nulls, which usually leads to trivial inference (Anderson et al. 2000 , Fidler et al. 2006 . Nil nulls are often hypotheses that we know, a priori, have no hope of being true. Some might argue that null hypothesis significance testing conforms with Popperian logic based on falsification. But Popper requires bold conjectures, so the null hypothesis needs to be plausibly true. Rejecting a nil null, that is already known to be false, is unhelpful regardless of whether or not Popperian falsification is relevant in the particular circumstance. Ecologists should avoid nil nulls unless they are plausibly true. Null hypotheses should be based as much as possible on sound theory or empirical evidence of important effects. If a sensible null hypothesis cannot be constructed, which will be frequent in ecology, then null hypothesis significance testing should be abandoned and the analysis limited to estimation of effect sizes.
Failure to reject a null does not mean the null is true. Null hypothesis significance testing aims to reject the null hypothesis. Failure to reject a null hypothesis is often incorrectly used as evidence that the null hypothesis is true (Fidler et al. 2006) . This is especially important because power is often low (Jennions and Møller 2003) , it is almost never calculated in ecology (Fidler et al. 2006) , and ecologists tend to overestimate statistical power when they judge it subjectively (Burgman 2005) . Low statistical power means that the null hypothesis is unlikely to be rejected even if it were false. Failure to reject the null should never be reported as evidence in favor of the null unless power is known to be high.
Statistical significance is not biological importance.
A confidence interval or credible interval for a parameter that overlaps zero is often used incorrectly as evidence that the associated effect is biologically unimportant. This is analogous to equating failure to reject a null hypothesis with a biologically unimportant effect. Users of all statistical methods are vulnerable to this fallacy. For example, low Akaike weights or high AIC values are sometimes used to infer that a parameter is biologically unimportant. Yet AIC values are not necessarily sensitive to effect sizes (Figure 1 .9).
P-values do not indicate replicability. P-values are often viewed as being highly replicable, when in fact they are typically variable (Cumming 2011) . Further, the size of the p-value does not necessarily indicate how different the p-value from a new replicate might be. In contrast, confidence intervals are less variable, and also indicate the magnitude of possible variation that might occur in a replicate of the experiment (Cumming 2011) . They should be used and interpreted much more frequently.
Report and interpret confidence intervals. Effect sizes, and associated measures of precision such as confidence intervals, are often not reported. This is problematic for several reasons. Firstly, the size of the effect is often very informative. While statistical power is rarely calculated in ecology, the precision of an estimate conveys information about power (Cumming 2011) . Many ecologists might not have the technical skills to calculate power, but all ecologists should be able to estimate and report effect sizes with confidence intervals. Further, failure to report effect sizes hampers meta-analysis because the most informative meta-analyses are based on them. Reporting effect sizes only for statistically significant effects can lead to reporting biases. Meta-analysis is extremely valuable for synthesizing and advancing scientific research (Chapter 9), so failure to report effect sizes for all analyses directly hampers science.
Wide confidence intervals that encompass both important and trivial effects indicate that the data are insufficient to determine the size of effects. In such cases, firm inference about importance would require more data. However, when confidence intervals are limited to either trivial or important effects, we can ascribe importance with some reliability.
I addressed the failure to report effect sizes last because addressing it is relatively easy, and doing so overcomes many of the other problems (although in some complex statistical models, the meaning of particular parameters needs to be carefully considered). Reporting effect sizes with intervals invites an interpretation of biological importance. If variables are scaled by the magnitude of variation in the data, then effect sizes reflect the predicted range of responses in that dataset. For example, Parris (2006) reported regression coefficients in terms of how much the predicted species richness changed across the observed range of the explanatory variables in Poisson regression models (Figure 1.14) . This illustrates that more than ten-fold changes in expected species richness are possible across the range of some variables (e.g., road cover) but such large effects are unlikely for other variables (e.g., fringing vegetation). Nevertheless, all the intervals encompass possible effects that are larger than a doubling of expected species richness regardless of the particular statistical model. These results quantify how precisely the parameters are estimated in this particular study. They also permit direct comparison with effect sizes in similar studies, either informally, or by using meta-analysis. Even if confidence intervals are interpreted poorly by an author (for example, authors might incorrectly interpret a confidence interval that encompasses zero as evidence that the associated variable is unimportant), reporting them properly is critical, because they can still be interpreted appropriately by readers. Important effects might be currently unknown, so interpreting effect sizes might not always be possible. However, importance might be determined in the future. At that time, researchers can only interpret importance of reported results if effect sizes are presented with confidence intervals.
These problems in the use of statistical inference are not unique to ecology. It is valuable to look beyond ecology to understand how use of statistics has improved in some other disciplines. Some disciplines have largely overcome these problems (Fidler et al. 2006) , while others are making progress by recommending reporting of effect sizes (Cumming 2011) . The key to improvement is concerted effort across a discipline. This needs to involve authors and reviewers, but as the final arbiters of what constitutes acceptable scientific practice, editors are particularly influential. Statistical inference is critical in ecology because data are variable and replication is often difficult. While statistical methods are becoming more complex, it is important that statistical practices are founded on sound principles of interpretation and reporting. A greater emphasis in ecology on basic estimation, reporting and interpretation of effect sizes is critical for the discipline.
Box 1.1. Probability density and probability mass Consider a discrete random variable (Appendix A) that takes values of non-negative integers (0, 1, 2, …), perhaps being the number of individuals of a species within a field site. We could use a distribution to define the probability that the number of individuals is 0, 1, 2, etc. Let X be the random variable, then for any x in the set of numbers {0, 1, 2, …}, we could define the probability that X takes that number; Pr(X = x). This is known as the probability mass function, with the sum of Pr(X = x) over all possible values of x being equal to 1.
For example, consider a probability distribution for a random variable X that can take only values of 1, 2 or 3, with Pr(X=1) = 0.1, Pr(X=2) = 0.6, and Pr(X=3) = 0.3 (Figure 1 .2). In this case, X would take a value of 2 twice as frequently as a value of 3 because Pr(X=2) = 2×Pr(X=3).
Probability mass functions cannot be used for continuous probability distributions, such as the normal distribution, because the random variable can take any one of infinitely many possible values. Instead, continuous random variables can be defined in terms of probability density.
Let f(x) be the probability density function of a continuous random variable X, which describes how the probability density of the random variable changes across its range. The probability that X will occur in the interval [x, x+dx] approaches dx×f(x) as dx becomes small. More precisely, the probability that X will fall in the interval [x, x+dx] is given by the integral of the probability ( . Thus, probability density is the rate at which the cumulative distribution function changes.
Box 1.2. Degrees of freedom
The degrees of freedom parameter reflects the number of data points in an estimate that are free to vary. For calculating a sample standard deviation, this is n-1 where n is the sample size (number of data points).
The "-1" term arises because the standard deviation relies on a particular mean; the standard deviation is a measure of deviation from this mean. Usually this mean is the sample mean of the same data used to calculate the standard deviation; if this is the case, once n-1 data points take their particular values, then the nth (final) data point is defined by the mean. Thus, this nth data point is not free to vary, so the degrees of freedom is n-1.
Box 1.3. Simulation to calculate power.
Assume we plan to monitor a bird species over a 10 year period, recording the proportion of sites at which the species is detected each year (reporting rate). The survey design requires us to choose the number of sites to be sampled. If the reporting rate declines at a particular rate over time, then we wish to determine how the probability of observing a statistically significant decline increases with the number of sites sampled per year.
This form of data lends itself to logistic regression, with the reporting rate being a function of time. We sample over T+1 years from time 0 to time T, with n sites surveyed per year.
Thus, the reporting rate in year t (p t ) is given by:
where p 0 is the initial reporting rate and b controls the rate of decline, and the logit function is the natural logarithm of the odds ratio: logit(p t ) = ln (p t /[1− logit(p t )]). Then, in any given year, the number of sites (y t ) at which the species is detected (out of the n surveyed) will have a binomial distribution given by:
where dbin(p t , n) defines a random sample from a binomial distribution derived from n independent trials, each with a probability of success of p t .
If we assume particular values for p 0 and b, which reflect the initial reporting rate and rate of decline of the species, we can simulate the data y t in each year. We then apply a logistic regression analysis to these data.
Note, the trend in y t will not perfectly match that in p t because the data have a random element, so the regression will not perfectly estimate the underlying trend (see code, Appendix 1.1). We are interested in determining how well the proposed sampling can estimate the trend in p t , and in particular the probability of detecting a statistically significance decline.
If we record whether a statistically significant decline is detected, and then iterate the data generation and analysis multiple times, then the proportion of iterations in which a statistically significant decline occurs will estimate the statistical power. . (1) Note that by expressing the equation in terms of the log likelihood, we have avoided the exponential terms for the normal probability density function, simplifying the expression for the likelihood substantially.
For the case of a normal distribution, it is possible to obtain mathematical expressions for the values of  and  (known as the maximum likelihood estimators) that maximize lnL. Inspecting equation (1)  , because  does not appear in the other terms. This term is the sum of squares, so the value of  that maximizes the likelihood is the same as the value that minimizes the sum of squares. Thus, the maximum likelihood estimate of  is the same as the least squares estimate in the case of a normal distribution. Differentiating S x with respect to , setting the derivative to zero and solving for , gives the value of  that minimizes S x . This procedure shows that the maximum likelihood estimator for  is the sample mean Assume that we wish to estimate the probability (p) that a species occurs within study quadrats.
With the species observed in y of n surveyed quadrats (and ignoring imperfect detectability), the likelihood of observing the data is proportional to p y (1−p) n−y . That is, the species occurred in y quadrats, an outcome that has likelihood p for each, and it was absent from n−y quadrats, an outcome that has likelihood (1−p) for each.
The log-likelihood in this case is y ln(p) + (n−y) ln(1−p). The derivative of this with respect to p is y/p − (n−y)/(1−p), which equals zero at the maximum likelihood estimate of p. Some simple algebra yields the maximum likelihood estimator for p as y/n.
A Z% confidence interval can be obtained by finding the values of p such that the log-likelihood is within  
