The focus of this contribution is the numerical treatment of interface coupled problems concerning the interaction of incompressible fluid flow and permeable, elastic structures. The main emphasis is on extending the range of applicability of available formulations on especially three aspects. These aspects are the incorporation of a more general poroelasticity formulation, the use of the cut finite element method (CutFEM) to allow for large interface motion and topological changes of the fluid domain, and the application of a novel Nitsche-based approach to incorporate the Beavers-Joseph (-Saffmann) tangential interface condition. This last aspect allows one to extend the practicable range of applicability of the proposed formulation down to very low porosities and permeabilities which is important in several examples in application. Different aspects of the presented formulation are analyzed in a numerical example including spatial convergence, the sensitivity of the solution to the Nitsche penalty parameters, varying porosities and permeabilities, and a varying Beavers-Joseph interface model constant. Finally, a numerical example analyzing the fluid induced bending of a poroelastic beam provides evidence of the general applicability of the presented approach.
Introduction
The interaction of an incompressible fluid with a permeable, elastic, and fluid-saturated structure is of great interest for various fields. In geomechanics, applications such as analyzing groundwater flow including aquifers or the oil and gas flow in a permeable reservoir containing cracks are of interest. In biomechanics, poroelastic structures appear for example in the modeling of the interaction of blood flow and permeable tissues. Another important area of application are biofilms that are often modeled as simple solids but in many cases would be better represented as fluid filled poroelastic media [1] . Lastly, the application, which is the incentive for developing the subsequent numerical method, is rough surface modeling in the context of fluid-structure-contact interaction [2] .
In recent years, several formulations to solve the interface coupled problem of incompressible flow and poroelasticity were presented [3] [4] [5] [6] [7] [8] and novel approaches are still being developed to meet the arising challenges. Therein, the governing equations inside of the poroelastic domain are usually based on the Biot-system [9] , where the fluid flow through the poroelastic matrix is modeled by a Darcy-like flow equation that is volume-coupled to a linear solid 
Governing equations
In this section, the governing equations and an introduction to the notation for the FPI problem setup is given. The principal configuration is visualized in Figure 1 . It includes the fluid domain Ω F , the poroelastic domain Ω P , the common interface between both domains Γ FP , and the boundaries Γ This section starts with a presentation of the Navier-Stokes equations for the fluid domain and the system of equations for the poroelastic domain, including all boundary and initial conditions. Finally, the conditions that have to be fulfilled on the common interface Γ FP are introduced. Starting from the initial point in time t 0 , the physical response of the system until time t E is of interest. The following indices and symbols of a scalar * or vector-valued * quantity have a specific meaning. The undeformed, reference/material configuration of a quantity is specified by the "zero"-index: * 0 or * 0 , whereas a missing index refers to the current configuration (see [38] for details). Time-dependent prescribed quantities at a boundary, an interface or in the domain are indicated by the "hat"-symbol: * or * . Quantities prescribed at t 0 are specified by the "ring"-symbol: * or * . The outer boundary of a domain Ω * is specified by ∂Ω * .
The fluid domain
In the fluid domain, an incompressible, viscous fluid should be considered for transient flows. Therefore, the Navier-Stokes equations, which include the balance of mass and momentum, make up the governing equations for the fluid domain:
The fluid velocity and pressure are denoted by v F and p F , the constant fluid density by ρ F , the dynamic viscosity by µ F , the strain-rate tensor by
, and the body force per unit mass byb F . An adequate initial velocity fieldv F is prescribed as:
Boundary conditions on the subset of the outer boundary Γ F,D ∪ Γ F,N = ∂Ω ∩ ∂Ω F have to be considered, to finalize the description of the fluid problem. Hereby, the fluid velocityv F on Dirichlet boundaries Γ F,D and the fluid traction h F,N on Neumann boundaries Γ F,N are prescribed as:
Herein, the Cauchy fluid stress defined by σ F = −p F I + 2µ F F (v F ) and the outward-pointing unit normal vector of the fluid domain n F are applied. The interface conditions on the common interface
is not part of the outer boundary ∂Ω ∩ Γ FP = ∅, are discussed in Section 2.3.
The poroelastic domain
As already stated in the introduction, the governing equations of the poroelastic domain model the homogenized incompressible flow in a fluid saturated elastic solid matrix. Here, a formulation which is more flexible and has a wider range of validity than the classical Biot-system [9] is applied. This homogenized, poroelastic model was successfully developed and applied in [15] [16] [17] 39] . Therein, the flow is also modeled by a Darcy flow based equation. Large deformations, finite strain, and an arbitrary choice of the modeled macroscopic material are included in the balance of the momentum of the poroelastic mixture. Additionally, deformation and fluid load induced variations of the porosity are considered in the model. The governing equations are given as:
and include the balance of mass (5) and momentum (6) of the fluid phase in current configuration, and the balance of momentum (7) for the whole poroelastic mixture (consisting of fluid and solid) in material configuration on a macroscopic scale. The balance of mass of the solid phase is already included implicitly (see [15, 16] for details). In the equations, the average microscopic state in the poroelastic domain is represented, which can be observed from a macroscopic view. No fluctuations due to the porous microstructure are represented. Quantities occurring in equations (5)-(7) therefore represent an average state in the poroelastic media. The displacement vector is denoted by u P = x P − X P , which describes the motion of a material point of the solid phase (with position X P at initial time t = t 0 ) due to the deformation of the elastic matrix to the current position x P . Furthermore, the macroscopic averaged initial density of the solid phase is specified asρ
being the associated averaged initial density of the solid phase. The body force acting on the poroelastic mixture per unit macroscopic averaged solid matrix mass is denoted byb P 0 . The macroscopic deformation gradient is specified as F, the material divergence operator as ∇ 0 · * , the determinant of the macroscopic deformation gradient as J = det F, and the homogenized second Piola-Kirchhoff stress tensor as S P . The Cauchy stress is given by
and will be required when considering the interaction on the interface Γ FP in the current configuration. The porosity, which is the fluid volume fraction inside the poroelastic domain, is denoted by φ, the velocity and the pressure of the fluid phase by v P and p P , the body force acting on the fluid per unit mass byb
, and the spatial permeability of the poroelastic matrix by k = (J)
The latter is dependent on the corresponding prescribed material permeability K. A macroscopic strain energy function represents the material behavior of the poroelastic solid:
The three contributions therein account for the strain energy due to macroscopic deformation of the solid phase ψ P,skel , the volume change of the solid phase due to changing fluid pressure ψ P,vol , and to guarantee positive porosity ψ P,pen of the poroelastic model (see [15, 16] ). Two constitutive relations complete the system of equations:
There the Green-Lagrange strain tensor is denoted by E. The following conditions at the initial point in time t = t 0 are necessary for the poroelastic problem:
Herein, the initial displacement, initial solid phase velocity, initial porosity, and initial fluid velocity field are denoted byů P ,v P S ,φ, andv P , respectively. Adequate boundary conditions on the subset of the outer boundary
P have to be prescribed as:
Therein, the scalar normal fluid velocity of the Darcy like flow on Dirichlet boundaries Γ P F ,D is specified asv P n , the traction in normal direction on Neumann boundaries Γ , with n P being the outward-pointing unit normal vector of domain Ω P on the boundary. Again, the interface conditions on the common interface
The common interface between the fluid and poroelastic domains
The conditions on the common interface between a viscous fluid and the poroelastic domain are specified in analogy to the frequently analyzed coupling of viscous flow and porous flow. Hereby, the following conditions need to be fulfilled on the interface
The dynamic stress balance in the current configuration between the Cauchy stresses of fluid and the entire poroelastic mixture is represented by (14) . Furthermore, a dynamic stress balance between the fluid pressure inside of the poroelastic domain and the stress components of the viscous fluid, in normal direction, are enforced by (15) . The kinematic constraint in interface normal direction (16) guarantees mass-balance on the interface. A constraint in tangential direction on the viscous fluid is still missing. To include effects arising from the boundary layer in the porous flow, which cannot be represented by the Darcy equation, the so-called Beavers-Joseph (BJ) condition [10] (β BJ = 1) is considered in (17) . Herein, a proportionality of the viscous shear stress and the relative velocity slip in tangential direction between the adjacent fluids on both sides of the interface is proposed. The tangential vectors t i , which are orthogonal to the normal vector n F , define the tangential plane of the interface. The proportionality constant κ depends on the permeability k of the porous structure, the fluid viscosity µ F , and the positive model parameter α BJ which has to be verified experimentally. Then, κ can be computed as:
In cases with small permeability, a simplified condition, which does not include the seepage velocity, the BeaversJoseph-Saffmann (BJS) condition [11, 40] (β BJ = 0), can be applied. Due to the nonexistent tangential stress contribution on the boundaries/interfaces of the Darcy equation, this condition -which does not include the tangential porous fluid velocity -is mostly analyzed and applied. For the Beavers-Joseph condition it is shown in [13] that well-posedness is established for small α BJ . In [41, 42] , numerical computations for a "no-slip" condition between viscous and porous fluid velocity (Beavers-Joseph condition with α −1 BJ = 0) show oscillations of the porous velocity close to the interface. To analyze the behavior of the two different approaches (β BJ = 1 and β BJ = 0), a comparison of both methods when varying the parameter α BJ is presented in Section 4.5. (14) - (17)). In all conditions (14) -(17), additional jump contributionsĝ σ ,ĝ σ n ,ĝ n , andĝ t are incorporated. In general, these contributions have to vanish when considering the physical correct conditions, but they will be employed in Section 4 for the application of the method of manufactured solutions. This simplifies the choice of possible prescribed analytic solutions, as non-vanishing physical conditions can be considered.
Remark 1 (Occurring jump contributions in conditions

Finite element discretization
In this section, all essential aspects to solve the FPI problem based on the finite element method numerically, are presented. First, the semi-discrete weak form is built up from the governing equations presented in the previous section. It is extended by essential discrete stabilization contributions and completed by the Nitsche-based interface contributions. Finally, the time discretization by the one-step-θ scheme is applied to the semi-discrete form, where θ is the implicit time integration factor of the one-step-θ scheme and ∆t the size of each time step.
Starting from here, all quantities in the following are spatially discretized, including the primary unknowns, the test functions in the weak form as well as the domains and interfaces. However, no index h is added to indicate these discrete quantities, and the double meaning of the continuous quantities is accepted for the sake of simplicity of the presentation. Below, the expressions ( * , * ) Ω * , * , * ∂Ω * , and * , * F * = F ∈F * * , * F denote the L 2 -inner product integrated in the domain Ω * , on the boundary or interface ∂Ω * , and on all faces of face set F * , respectively. The jump operator is given by [ 
, where the "+" and "−" sign specifies the evaluation of quantity " * " in positive or negative face normal direction.
Semi-discrete weak forms of the fluid domain and the poroelastic domain
The time continuous, semi-discrete weak forms valid in the fluid domain and poroelastic domain are derived from equations (1) - (2) and (5) - (7), respectively. Herein, required contributions on interface Γ FP to account for the interface constraints are omitted and will be presented in Section 3.2: To guarantee inf-sup stability for the interpolation of the pressure and the velocity with equal polynomial order k, to control convective instabilities, and to ensure mass conservation, discrete stabilization operators are added. Consequently, the weakly consistent, symmetric contributions (21) and (22) of the continuous interior penalty (CIP) method are added to the weak forms of the fluid equations (19) and (20) . This method, proposed by [43] for the Oseen problem, includes an additional temporal reactive scaling as presented in [23] , which arises from the temporal discretization of the semi-discrete weak form with the one-step-θ scheme.
Arising from the poroelastic equation (20) , the reactive contribution is extended by the physical reaction coefficient in (22) . The constants are set to γ p = 0.05, γ u = 0.05 , γ div = 10 −3 γ p , c t = 1/12, c k = 1, c v = 1/6. The face sets F Ω F and F Ω P include all inner faces between elements associated to the discretization of the corresponding domain (see Figure  2 (left) ). The mesh size parameter h F characterizes the maximum diameter of both elements connected to the face F . The velocity norm v F ∞,F equals the maximal velocity component within both elements connected to F . Therefore, all stabilization parameters τ (22)). Here and in the presented numerical examples the constant, initial, scalar, reactive contribution (φ,K) for the reactive stabilization in the poroelastic domain are considered for simplicity. In the case of large variations in porosity or permeability, the actual computed quantities (φ, k) should be considered, however leading to an additional non-linearity in the system. Also in case of a relevant anisotropy of the permeability tensor k, further adaptions to Φ P F have to be considered (for residual-based stabilization, see e.g. [44] ).
Remark 3 (Other fluid stabilization techniques). In general other methods to stabilize these discrete weak forms could be applied, a comparison of different stabilization methods for incompressible flow problems is given in [45] .
3.1.1. The CutFEM applied to the fluid domain As announced in the introduction, to allow for large motion and deformation of the poroelastic domain and to enable topological changes of the fluid domain, a non-interface-fitted discretization of the fluid domain is enabled by the CutFEM. The discretization concepts for the poroelastic and fluid domain are visualized in Figure 2 . While for the poroelastic domain Ω P a boundary and interface fitted computation mesh T P is applied, the fluid domain Ω F is only a subset of the computational mesh
With this configuration, the discrete interface location Γ FP is given by the outer boundary of the computational mesh of the poroelastic domain Figure 2 . Boundary and interface fitted discretization T P of the poroelastic domain Ω P and visualization of the inner face sets (F Ω F and F Ω P ), where the CIP-stabilization is evaluated (left). A non-fitted discretization T = T F ∪ T Γ FP ∪ T 0 represents the fluid domain Ω F through a set of elements in T F and the physical subdomain T F Γ FP of the elements in T Γ FP . The nonphysical domain, which equals the poroelastic domain Ω P , consists of a set of elements in T 0 and the nonphysical subdomain T 0 Γ FP of the elements in T Γ FP . For all inner faces F Γ FP of T F ∪ T Γ FP , which are connected to one element in T Γ FP , the "ghost penalty" stabilization is applied (right).
this interface geometry, the fluid domain can be recovered as the elements in the set T F and the physical subdomain of elements in F Γ FP split by the interface Γ FP . By making use of the poroelastic outward unit normal vector n P , the physical fluid subdomain can be determined. For this part of the computational mesh, the weak form (19) with the L 2 -inner products have to be integrated. This is performed with standard Gaussian quadrature rule for all uncut elements in T F , and using the method described in [46] , which utilizes the divergence theorem, for the physical part of the cut elements in T Γ FP . For the remaining, nonphysical subdomain of the computational mesh, no volume integration has to be performed.
Computational nodes and their potential degrees of freedom, which have vanishing shape functions in the physical fluid domain and therefore do not contribute to the weak form, are not added to the discrete solution and test function space for the fluid velocity and the pressure.
Due to the independent deformation of the poroelastic domain Ω P , its boundary ∂Ω P , and the independent motion of the interface Γ FP relative to the computation fluid mesh, the numerical method has to be robust with respect to any intersection configuration. In particular, interface positions which lead to a very small contribution of single discrete degrees of freedom to the weak form (19) , have to be treated properly. If not done so, such configurations can lead to an ill-conditioned system of equations due to the decreased influence of single degrees of freedom. Furthermore, a loss of discrete stability, due to the Nitsche-based approach for the imposition of interface conditions (see Section 3.2), which relies on sufficient control of the discrete fluid solution in the fluid domain Ω F extended by the "ghost" domain T 0 Γ FP , could occur. Additional "ghost penalty" stabilization allows for the extension of the physical solution of the fluid domain into the "ghost" domain. This can be achieved by adding an additional symmetric and weakly consistent "ghost" penalty operator, similar to the CIP operators in (21) , to the weak form (19) . Such a stabilization technique was first presented in [31] and analyzed in [19] for the Poisson's problem, extended to the Stokes problem in [21] , and to the Oseen problem in [23] . The additional "ghost penalty" operator applied in the numerical examples is:
Herein, ∂ j n * denotes the j th derivative of * in face F normal direction. In principle, these operators penalize deviations from an extended smooth solution of an extension of the discrete fluid solution in Ω F into the "ghost" domain T Remark 4 (Choice of "ghost penalty" operators). In order to reduce the variants of different "ghost penalty" operators, the velocity-based contribution related to the convective, viscous and reactive part are considered with the same operator ∂
. For derivatives of order j > 1, also the incompressibility contribution is combined into this operator, as can be seen in τ
3.2. The Nitsche-based method on the common interface between fluid domain and poroelastic domain Up until now, the interface conditions between the fluid and the poroelastic domain on the interface Γ FP were not incorporated in the weak forms (19) , (20) and the additional stabilization contributions (21), (22), and (23) . Due to the successful application of the CutFEM and the weak imposition of boundary/interface conditions by Nitsche-based methods (see e.g. [26, 27, 29, 47, 48] ), this combination is also selected here. Therefore, an additional integration on the discrete interface Γ FP , which is given by the boundary of the deformed poroelastic domain ∂Ω P , has to be performed. Due to the different constraints in normal (16) and tangential (17) direction on the interface Γ FP , separate treatment of both directions can be applied.
Normal direction
In normal direction, the contributions to the weak form for Nitsche's method, similar to the methods in [5, 14] , including the consistency, an adjoint-consistency and a penalty term, reads as follows:
This leads solely to contributions in normal direction of the interface Γ FP , as all terms are projected in the normal direction by the projection matrix n ⊗ n . The terms in second line originate from the integration by parts in the derivation of the weak form (19) and are therefore called consistency terms. Herein, the interface stress is chosen to be represented by the fluid stress. The last two terms in this line vanish for zero stress jumps in (14) and (15), which, in general, is the physical relevant case. All terms in the following lines are added in order to obtain a stable and convergent discrete numerical scheme and to enforce the kinematic constrain (16) . Consistency is guaranteed due to the included kinematic constraint (16) , wherefore these contributions vanish in the case of an exact constraint fulfillment. An additional adjoint-inconsistent pressure term in line three balances the pressure contribution of fluid stress in the consistency boundary integrals of line two. For the viscous adjoint-consistency term, an adjoint-consistent ζ = 1 or adjoint-inconsistent ζ = −1 variant can be chosen. Finally, in the last line, a penalty term guarantees the stability of the numerical method, if a sufficiently small constant γ n is chosen. The dependence of the resulting error norms of the numerical scheme on the penalty parameter γ n is analyzed in the numerical example presented in Section 4.3 for both choices of ζ. The additive scaling of φ F Γ aims for a stable numerical scheme in all regimes of the fluid equations, as can be found in [23] . Herein, v
is the maximal fluid velocity component at the current point in space on the interface Γ FP . The convective and reactive constants are specified to: c v,Γ = 1/6, c t,Γ = 1/12. The mesh size parameter h Γ is computed by the ratio of element volume and the part of the area of interface Γ FP at the local intersected element in T Γ FP . 9
Remark 5 (Alternative scaling of the penalty terms). In case the partial integration of the porosity gradient is not performed in the derivation of the weak form of the balance of linear momentum of the poroelastic mixture (7) (weak form presented in [16] , basically ∇φ −→ ∇p P is not performed), a statement on the scaling of the penalty terms can be acquired. For this formulation, the consistency terms of the weak form (7) include only the averaged structural stress σ P S = σ P + φp P I, which results in the normal dynamic equilibrium (replacing constraint (14) in normal direction):
With an additional multiplication of the weak poroelastic fluid equation with the porosity φ (to result in a symmetric physical reactive contribution in domain Ω P of the porous fluid phase and the porous solid phase), the resulting consistency terms in normal direction for an interface stress representation by the fluid stress are:
Analogous to coercivity analyses for the Nitsche's method for the weak imposition of boundary conditions (e.g. [19] ), it can be stated that the interface semi-norm specified by the left test-function part φδv P + (1 − φ) δu P − δv F of (26), should be balanced by an equal symmetric contribution of the penalty terms. Due to the same structure of this consistency test-function part and the kinematic constraint (16), an additional, multiplicative scaling of the penalty term including test-function δu P with (1 − φ) fulfills these requirements. A significant influence of this modification is expected for a vanishing fluid phase close to the limit case φ = 1, which would result in a vanishing penalty contribution. Nevertheless, due to the slightly different weak form applied here, this additional scaling is not applied.
Tangential direction
For the weak imposition of the tangential constraint (17) , two different methods are presented and compared in Sections 4.4 and 4.5.
Substitution approach. The first method is presented for the validation and comparison of the subsequent Nitschebased approach. Herein, the tangential interface traction is substituted, making use of relation (17) , by a kinematic relation. Similar "Substitution" methods were applied in [4, 5, 7] to incorporate the Beavers-Joseph (-Saffmann) condition. To enforce the tangential constraint by the "Substitution" method, the following contribution is added to the weak form:
Herein, the tangential boundary integrals, arising from integration by parts when deriving (19) and (20), are substituted by the terms in (27) . The principal structure and sign of this term equals a penalty term and therefore can be categorized as a positive contribution in a coercivity analysis. Due to the division by κ in the prefactor, for decreasing κ these terms starts to dominate the overall problem formulation. This worsens the conditioning of the discrete system of equations to solve and leads to increasing error norms, as analyzed in Section 4.4. The second term arises from the representation of the fluid interface stress by the kinematic constraint in (17) and due to the non vanishing stress jump g σ in the dynamic equilibrium (14) .
Nitsche-based approach. The second presented method, which does not suffer from this conditioning problem for small κ, is based on the Nitsche's method for general boundary conditions first presented in [32] for the Poisson problem. The extension to the Oseen problem is given in [33] . The tangential interface terms when applying this approach are:
Similar to the presented Nitsche method in normal direction, the interface stress is represented by the fluid stress. Therefore, the consistency integrals in tangential direction, which arise from the partial integration in the derivation of the weak forms (19) and (20), result in the contributions of line two. Again, a nonphysical contribution in caseĝ σ 0 arises from the interface stress representation as fluid stress. The following terms in the last two lines are a consistent addition due to the inclusion of the kinematic constraint (17) , for what reason these contributions vanish in the case of the exact solution. In line three, an adjoint-consistent (ζ = 1) or an adjoint-inconsistent (ζ = −1) term is added. As can be seen from the occurring prefactor, they balance the consistency integrals in line two and the consistency like
in the following penalty terms. Finally, the penalty term in the last line aims for the stability of the numerical scheme for a sufficiently small penalty parameter γ t . The prefactor of the penalty term also results from the two contributions of the consistency boundary integrals and the consistency like contribution in the penalty terms itself. In Section 4.3, the required penalty parameter γ t for the adjoint-consistent and adjoint-inconsistent variant is analyzed.
Remark 6 (Nonexistent tangential poroelastic fluid penalty contribution). By comparison of the Nitsche contributions in normal W FP,n and tangential W FP,t,Nit direction, it can be observed that the tangential penalty contribution of the poroelastic fluid equation is nonexistent. Considering the analogy to the coercivity analyses for general boundary conditions (see [32] ), the interface semi-norm specified by the test-functions in the consistency terms δu P − δv F of (28) has to be balanced by a symmetric penalty contribution. By analyzing the Beaver-Joseph-Saffmann condition case (β BJ = 0), the structure of the kinematic constraint (17) equals this contribution and therefore applying the same jump of test-functions δu P − δv F for the penalty terms results in the desired result. Also, from a modeling point of view, this "missing" tangential penalty is reasonable, as a Darcy fluid cannot compensate a tangential boundary stress. For the Beavers-Joseph condition, this argumentation does not directly hold anymore. Still, it can be clearly seen from computed results (not presented here) that a tangential penalty contribution tested on the Darcy-based equation should not be added to the weak form W FP,t,Nit . For example, one recognizes oscillations of the velocity v P in the porous domain close to the interface Γ FP even for a simple configuration such as the parallel flow of viscous and porous fluid when adding this penalty contribution.
Remark 7 (Combination of projected consistency terms). In the case when contributions W FP,n and W FP,t,Nit are combined, no projection of the fluid-and poroelastic consistency terms is required as they can be directly combined, and thus the implementation can be simplified:
Due to the nonexistent viscosity and therefore tangential contribution of the Darcy-based fluid model in domain Ω P , the projection of the consistency contributions in the poroelastic fluid equation
Time discretization and final system
By summing up all contributions discussed beforehand, the final semi-discrete weak form for the coupled fluidporoelastic interaction problem is set up as follows. Find v F , p F , v P , u P , p P , such that for all δv F , δp F , δv P , δu P , δp P :
Therein the " * "-symbol, specifies either "S ub" for the "Substitution" method or "Nit" for the Nitsche-based variant to enforce the tangential interface condition. As a next step, time discretization by the one-step-θ scheme is applied and the final nonlinear system is solved with a Newton-Raphson like method. As this is already done in a similar manner for the CutFEM fluid-structure interaction, the reader is referred to [29] . Details are shown there and the references mentioned therein. One aspect that should still be highlighted is that, due to the motion of interface Γ FP , different fluid velocity and pressure solution spaces may occur during the solution procedure. To enable the time integration and the nonlinear solution procedure, a reconstruction of the solution of a previous step has to be performed. In this context, the previous step indicates either the previous timestep or the previous iteration step in the Newton-Raphson like nonlinear solution procedure. This solution reconstruction and the algorithmic details on the nonlinear solution strategy can be found in [29] and are therefore not presented here.
Numerical example: Computational analysis of the formulation
In this section, the presented formulation will be analyzed numerically. The aim is to verify that the expected properties, already analyzed in literature for the simplified variants of this problems, namely for the Stokes/Darcy coupling, the Stokes/Biot-system coupling, the CutFEM applied on the Oseen equations, the Nitsche's method for general Navier boundary condition, and the fluid-structure interaction are still valid for this problem configuration. Therefore, a problem setup that results in a known analytic solution is constructed by the method of manufactured solutions. Independent of the choice of the boundary and interface locations, this known solution should be valid in the respective domain. Comparison of the computed solutions with the analytic solution allows one to analyze different aspects of the formulation.
Analytic solution and problem setup
The analytic solution is chosen as follows:
with the time dependent functions: g u (t) = e
Herein, the analytic velocity and pressure solution in the fluid domain is denoted by v ) at the initial point in time due to the vanishing deformation. The space constant B, and the time constant C influence the spatial and temporal gradients of the given solution. As the focus in the following should be on the spatial errors, B = 1.0 is chosen to be larger than C = 0.01.
The dynamic viscosity of the fluid is specified to µ F = 1.0. To characterize the porous flow resistance, an isotropic material permeability K = K · I, with scalar value K = 0.1, is prescribed. The porosity is specified to be constant in space and time and set to φ = 0.5 to fulfill equation (5) by the analytic solution. Therefore, equation (10) is not evaluated, as the strain energy function ψ P,vol (J (1 − φ) ) is defined implicitly. No penalty contribution of the strain energy function is considered, i.e. ψ P,pen (E, J(1 − φ)) = 0. The macroscopic deformation of the solid phase is given by a Neo-Hookean material model with the hyperelastic strain energy function with Young's modulus E = 1000 and Poisson ratio ν = 0.3:
The averaged initial density of the solid phase is chosen to be equal to the fluid density ρ S 0 = ρ F = 1.0. If not denoted otherwise, the Beavers-Joseph coefficient on the interface Γ FP is set to α BJ = 1.0. In order to fulfill the balance of momentum, defined by equations (1), (6) , and (7), with the analytic solutions (31)-(35), the following body force is applied:
where the analytic deformation gradient is defined as F A = I + ∂u 
Remark 8 (Evaluation of the body force (37)-(39), the traction-jump (40)- (41), and the constraint-jump contributions (42)- (43)). All body force contributions (37)- (39) are evaluated at the computational nodes and re-interpolated with the standard shape functions of the corresponding finite elements. Compared to a direct volume integration, the 13 additional error does not deteriorate the error convergence order of the subsequent computation. Contrary to this, the traction-jump and constraint-jump contributions are considered directly for the integration on the interface Γ FP at every point in space. Hereby, the material position vector X is computed by re-interpolation of the initial nodal coordinates. All volume contributions (37)-(39) depend solely on the point in space and time for the given analytic solution, whereas the interface contributions (40)- (43) additionally depend on the normal vector n F . Therefore, contributions (37)- (43) were computed and simplified symbolically by Maple as time-and space-dependent functions in advance as far as possible. The evaluation of these functions and the multiplication of the components by the discrete normal vector in each numerical integration point for the interface contributions is performed during the computation.
These additional body force and jump contributions allow fulfilling the analytic solution, and therefore the application of the method of manufactured solution, independent of the alignment of the interface, the boundaries, and the domains. The setup, as shown in Figure 3 , includes a wide variety of different intersections of single fluid elements by the interface Γ FP for different mesh resolutions, while still allowing for the use of structured discretizations. The poroelastic domain Ω P is a square of size 0.5 × 0.5, which is rotated by an angle of α = 30
• around its center. The fluid domain Ω F is described by a square with size 1.0 × 1.0, rotated by an angle of β = 45
• around its center, where a part is removed by a vertical cut (horizontal distance from the square center ∆x = −0.45), and the part occupied by the poroelastic domain Ω P is excluded. On Γ F,D , where the fluid discretization is matching, the analytic velocity (31) is prescribed as a Dirichlet boundary condition. At Γ F,N , which is non-matching to the fluid discretization, the analytic fluid traction σ 
In Figure 4 , the computed solution for a specific set of parameters is visualized for all computed unknowns, namely the pressure (p F , p P ), the velocity (v F , v P ) and the displacement u P . To quantify the performance of the proposed formulation, the following L 2 error norms integrated in the domains 
Ω
F and Ω P , as well as on the interface Γ FP are consulted:
While the norms in the first line quantify the overall domain error, specific interface error norms in line two quantify the components of the interface traction error, and, finally, two norms quantify the error of the kinematic components of constraints (16) and (17) in tangential and normal direction separately.
Remark 9 (Missing data points). For some of the following computations, data points are not plotted in the diagrams. These solutions were not computed, as a result of exceeding a maximum number of iterations in the Newton-Raphson like scheme or due to nonphysical intermediate displacement states leading to problems in the geometric intersection algorithm. As neighboring points in the presented graphs already show an increase of the computed error and therefore this behavior is expected, this was not investigated further.
Spatial convergence analysis
First, a spatial convergence analysis for the coupled FPI setup is performed. Indications for convergence rates to be expected for the formulation, can be found in the contributions for the Stokes/Darcy coupling [42, 49] , for the Stokes/Biot-system coupling [4] , for the applied poroelastic formulation [17] , for the CutFEM applied on the Stokes equation [27] and applied on the Oseen equation [23] including the general Navier boundary condition [33] , and for the CutFEM applied on the fluid-structure interaction [28] .
The mesh size h, which equals the edge length of the quadrilateral elements of squared shape, is varied in h ∈ [0.25, 0.0039062]. For this analysis, the Nitsche penalty parameters are set to γ The error norms, computed for the BJ and BJS interface condition, are presented in Figure 5 . In all domain error norms and almost all interface error norms, the expected convergence rates can be observed starting for smaller values of the mesh size than h < 0.1. No difference between both interface conditions can be observed. The exception is the displacement domain error, where a difference between both methods can be observed potentially due to the small absolute error level. For the normal error E n , a noticeable kink can be observed, which is most likely due to the varying fluid element intersection configurations. Nevertheless, the overall convergence rate is not altered for both of these cases. The only significant difference can be observed in the tangential kinematic error E t . Here, a convergence rate of h 2 can only be observed for the BJS variant, while the BJ condition leads to h 3/2 . This is a consequence of the additionally occurring tangential velocity in the poroelastic fluid constraint (17) in the case of BJ (β BJ = 1). Nevertheless, for large enough values of the coefficient κµ F , the full tangential constraint error will be dominated by the first order convergence of the fluid gradient for BJ and BJS.
4.3. Sensitivity of the formulation for variations of the Nitsche penalty parameters γ n and γ t
In (24) and (28), the two penalty parameters γ n and γ t were introduced. For the weak imposition of boundary and interface conditions by the Nitsche-based method, it is expected that both parameters are required to be sufficiently small in the case of a formulation with the adjoint-consistent terms (ξ = 1). Whereas for the variant with the adjointinconsistent terms (ξ = −1), no lower limit is expected. Both parameters are varied independently to detect whether a different choice of both parameters is more beneficial. In Figure 6 , a representative selection of the computed error norms dependent on the inverse of the chosen penalty parameters is shown. Nitsche penalty scaling γ Nitsche penalty scaling γ Nitsche penalty scaling γ Nitsche penalty scaling γ Nitsche penalty scaling γ Nitsche penalty scaling γ n can be identified, which indicates a discrete stable formulation for the whole parameter range. Increasing error norms can be identified for the pressure and normal constraint for decreasing penalty parameters. For the adjoint-consistent variant (ξ = 1), it can be observed that a penalty parameter smaller than γ −1 * < 10 results in large variations of the error for small variations of the penalty parameter. This agrees with the expectation of a loss in coercivity for this formulation. Both variants show an increasing computed error for almost all error norms in the case of large normal penalty parameters. The sole exception is the error of kinematic constraint in normal direction E n , which is directly enforced by this penalty contribution, where a decreasing error for an increasing penalty parameter can be observed.
As a result of this computed study, a value for both inverse penalty parameters γ −1 t and γ −1 n , independent of the adjoint term symmetry, in the range of (10, 100) is recommended. This ensures discrete stability and a good compromise between kinematic constraint enforcement and errors of the pressure and velocity/displacement gradients. The parameter range and the dependence of the computed errors and penalty parameters is in good agreement with the results presented in [22, 23, 33] .
Remark 10 (Adjoint-inconsistent method with κ −1 = 0). From the results presented above, also a variant with γ −1 t = 0 for skew-symmetric adjoint terms ξ = −1 seems possible. As already pointed out in [33] , this is not possible when approaching the "full slip" limit κ −1 = 0, as the system to be solved becomes ill-conditioned. This can be directly seen in the second to last line of the tangential Nitsche terms in (28) , where the prefactor of the stress term
dominates the overall weak form.
4.4. Comparison of tangential "Substitution" and "Nitsche" variant for varying porosity φ, permeability k As presented in Section 3.2, two different approaches for incorporating the BJ or BJS condition in tangential direction are analyzed. First, the "Substitution" approach is analyzed, which is, to the best of the authors' knowledge, exclusively applied in literature for this type of condition, due to its simplicity and good numerical stability. Nevertheless, when approaching the "no-slip"-limit (κ = 0), the κ −1 contribution leads to an ill-conditioned system for the "Substitution" approach. Therefore, the second approach based on the Nitsche method is compared to the "Substitution" approach for a wide range of the coefficient κ (specified by relation (18)).
To analyze the performance of both numerical approaches for varying physical parameters, a relation between the porosity φ and the permeability k for the poroelastic media is considered. One possibility is the Kozeny-Carman formula (see e.g. [50] ), which will be applied in the following by: Due to the considered low porosity and permeability, the relative velocity between the poroelastic fluid and poroelastic solid of the analytic solution is reduced. For this comparison, the amplitudes in the analytic solution (33) and (35) are chosen to an equal value of A P = A P S = −10 −5 . As the solution (33) is given in the current configuration and the solution (35) in material configuration, a relative velocity for the deformed configuration still occurs.
A representative selection of the computed error norms is presented in Figure 7 . First, in analyzing the Nitschebased approach and comparing the computed results for the different coefficients α BJ = 1 and α BJ = 10, no dependence of the computed error norms can be observed. Moreover, the variation of the porosity does not lead to a significant change of the computed errors. Solely for large porosities, close to φ = 0.5, an increasing error can be observed for all variants. This is likely due to the prescribed analytic solution with small relative velocity in the poroelastic domain, whereas the pressure gradient term cannot be balanced by the reactive term due to the moderate coefficient µ F φk −1 . The "Substitution" approach, on the other hand, leads to increasing error norms for a small porosity (and permeability) for almost all quantities. This is the expected behavior, due to the scaling κ −1 of the substitution term. The kinematic tangential error E t , however, reduces for this approach in the small porosity limit, as the global system reduces to this constraint for κ = 0, which is the expected behavior.
Finally, one can conclude that both variants perform well for a wide range of the porosity φ and the permeability k. For the computed problem setup, the "Substitution" approach leads to a comparable error in comparison to the Nitsche-based approach for porosities down to φ = 10 −3 . Nevertheless, when it is essential to approach the impermeability limit φ = 0 and k = 0 (e.g. considering contacting rough surfaces by a poroelastic model [2] ), the substitution approach fails due to ill-conditioning. (46), varying permeability k, and varying sliplength κ according to relation (18) . Considered are the "Substitution" approach ("Sub") with contribution (27) to the weak form and the Nitsche-based approach ("Nit") with contribution (28) (17)). Considered are the "Substitution" approach ("Sub") with contribution (27) to the weak form and the Nitsche-based approach ("Nit") with contribution (28) to the weak form. Computed for mesh size h = 0.0078125, the adjoint-inconsistent variant (ξ = −1) and the inverse penalty parameters γ −1 n = γ −1 t = 45.
Comparison of Beavers-Joseph and Beavers-Joseph-Saffmann interface condition
To analyze the applicability of the BJ or the simplified BJS for the coupled FPI problem, a comparison of both approaches for a large range of α BJ = [10 −8 , 10 8 ] is computed. For the sake of completeness, both formulations to enforce the tangential constraint are considered. In [41, 42] , computations for the interface coupling of the Stokes and Darcy equation by the BJ condition with α −1 BJ = 0 lead to an oscillatory velocity solution close to the interface. Mathematical analysis of the BJ condition of this problem setup can be found in [13, 51] .
The computed results are presented in Figure 8 . As expected for low coefficients α BJ , similar results for all variants are computed. Due to the vanishing kinematic contribution in (17) , when approaching the "full slip" limit κ −1 = 0, no difference between BJ and BJS occurs. Only the tangential kinematic error E t differs due to the varying definition for the BJ and BJS case. For a growing coefficient, starting at around α BJ = 10.0, a significant increase for almost all computed domain and interface errors can be observed for the BJ interface condition, which finally remains constant for large coefficients α BJ . Solely the error E t reduces towards the no-slip limit. By contrast, the BJS variant does not lead to a drastic large change of the computed error norms in the whole range of α BJ . Only the error norm E t behaves differently and shows similar behavior as for the BJ case. For the sake of completeness, the displacement domain error norm is shown in Figure 8 , which reduces for large coefficients α BJ and the BJS variant. The difference between the results computed for the Nitsche-based and "Substitution" approach to enforce BJ or BJS conditions follows the same argumentation as in the previous section. For small values of α BJ , both methods perform similarly, while for large values of the coefficient α BJ , closer to the no-slip limit, only the Nitsche-based variant retains a wellconditioned system of equations. In contrary to the direct observation of oscillations of the velocity solution in the poroelastic domain for large coefficients α BJ in [41, 42] , for the considered mesh size parameter h = 0.0078125, these oscillations are not directly observable in a visualization such as Figure 4 .
From these computed results, both interface conditions, the BJ and the BJS condition, confirm their applicability for the coupled FPI problem from a computational point of view for the whole relevant range of the coefficient α BJ . Therefore, both conditions can be considered for upcoming computations, whereas the BJ condition is preferred due to its experimental validation. For small values of α BJ < 10.0, which includes the physical relevant range, no essential difference in the computed error norms can be observed.
Numerical example: Fluid induced bending of a poroelastic beam
In this section, the presented approach for solving the FPI is applied to the fluid induced dynamic bending process of a poroelastic beam. As this includes large deformation and motion, the benefits of the presented poroelasticity formulation and CutFEM approach are validated. 
Problem description
The principal problem setup including the geometry and basic boundary conditions is visualized in Figure 9 . It consists of a rectangular fluid domain and a poroelastic beam with a circular tip. On the Dirichlet boundary Γ in a parabolic velocity inflow profile is prescribed:v
On the boundary Γ out a zero traction Neumann boundary condition in x-direction is combined with a zero velocity Dirichlet boundary condition in y-direction.
The fluid is characterized by a dynamic viscosity of µ F = 0.01 and a density of ρ F = 0.1. The initial porosity in the poroelastic beam isφ = 0.5 and the initial isotropic material permeability isK =K · I withK = 10 −5 . To consider the dependence of the permeability on the porosity, the Kozeny-Carman formula is applied:
Equal to the first example in Section 4, the macroscopic solid material behavior is given by a Neo-Hookean material model with the stain energy function ψ P,skel given in (36) and the material parameters Young's modulus E = 100 and Poisson ration ν = 0.3. To consider a deformation and fluid pressure dependent varying porosity φ, the strain energy function ψ P,vol has to be considered as well. Here, the following formulation, with Bulk modulus κ P = 100, is applied:
No contribution ψ P,pen is added to the overall strain energy function. The average initial density of the solid phase is set as ρ The computational mesh for the discretization of the fluid equations in domain Ω F , which is only fitted to the outer boundaries but not the interface Γ FP , covers the whole rectangular domain visualized in Figure 9 . It consists of 250 × 120 = 30000 structured, bi-linear, quadrilateral elements. Figure 10 shows the boundary and interface fitted, unstructured computational mesh for domain Ω P . Like for the computations in Section 4, this is accomplished by a discretization with one layer of eight-noded, tri-linear hexahedreal elements.
The discretization in time is performed by the backward Euler scheme θ = 1 with a time step length of ∆t = 0.01. The initial state of the problem is the zero-state:v F =ů P =v P S =v P = 0.
Computed results and discussion
In Figure 11 , the computed velocity and pressure solution for two instances in time is shown. At t = 2, the initiated bending motion of the poroelastic beam, due to the fluid inflow, which leads to a pressure difference between the two interface sides, can be seen. The velocity in the fluid domain and the poroelastic domain is roughly continuous as the beam moves approximately with the same velocity as the fluid velocity. For t = 8 the poroelastic beam is already in a stationary position and therefore the small remaining relative velocity in the poroelastic domain cannot be seen by the color code. The major part of the fluid mass flow does not pass the poroelastic beam, leading to the maximal velocity at the smallest constriction. In Figure 12 , the computed solution in the two selected points of the poroelastic domain Computed pressure p P , fluid velocity magnitude |v P |, solid velocity magnitude |∂u P /∂t|, and relative velocity magnitude |v P − ∂u P /∂t| for two selected points. Computed solution at position of red marker (left) and solution at position of blue marker (mid). The relative velocity magnitude is visualized in detail for both markers in the last graph (right). The markers can be found in Figure 10 .
is shown. Whereas on the upper side (left) a continuous increase of the pressure p P during the bending motion can be observed, the lower side (mid) results first in an increase of the fluid pressure due to the increasing inflow velocity followed by a decrease of the pressure due the changing orientation caused by the bending motion of the beam. At t = 2, a kink in the pressure curve forms due to the change in the inflow function. The fluid velocity |v P | and the solid velocity |∂u P /∂t| are almost equal and represent the initial acceleration phase, followed by the slowdown phase due to the increasing elastic stress balancing the fluid stress. A detailed view to the relative velocity |v P − ∂u P /∂t| for both selected points is given in Figure 12 (right). In the time interval from approximately t = 2 to t = 6, where a high solid velocity |∂u P /∂t| is prevalent, oscillations of the relative velocity can be observed. Close inspection reveals these oscillations also exist for the evolution in time of the pressure p P . For a specific material point X P on the interface Γ FP , this is due to the frequently changing neighboring discrete fluid solution space (of the fixed background computational mesh) and the consequently varying computational error. A strong effect is expected to arise especially from the discontinuous viscous fluid stress on the interface between single fluid elements. This issue can be resolved by an increase of the resolution of the computational fluid mesh close to the interface Γ FP or a hybrid approach as presented in [30, 48] .
The computed porosity in the poroelastic domain is visualized for three instances in time in Figure 13 (left). Due to the expansion of the beam on the inflow side, an increase of the fluid fraction and therefore the porosity φ can be observed. On the other side, the compression leads to a reduction of the porosity. At the tip of the beam, no significant deformation occurs and the porosity is almost equal to its initial value of φ =φ = 0.5. It can be seen that for this problem setup, no significant influence of the fluid pressure on the porosity can be observed. In Figure 13 . Computed porosity φ (element-wise constant visualization) in the poroelastic domain Ω P at three instances in time from left to right t = 2, t = 3, and t = 8 (left). Computed pressure p P and visualization of the seepage velocity v P − ∂u P /∂t by streamlines (black lines) in the poroelastic domain Ω P at three instances in time from left to right t = 2, t = 3, and t = 8 (right).
streamline computed for the seepage velocity and the fluid pressure is visualized. As one would expect, a flow from the high pressure inflow side to the low pressure side can be observed for a large part of the beam. A fluid flow from the inside of the poroelastic domain leaving at the tip of the beam can be noticed solely at t = 2.
Conclusion
In this contribution, we presented a finite element approach for solving the interface coupled problem of an incompressible, viscous fluid flow and poroelastic, fluid saturated structures. The incorporation of a general formulation for the poroelastic domain, including varying porosity and the possibility to consider various different material behaviors, was one essential aspect. Moreover, a CutFEM approach, which allows for the use of non-interface-fitted computational meshes for the discretization of the fluid domain, was applied. All additional contributions to the discrete weak form arising from the discrete stabilization of the formulation were presented in detail. In this coupled problem setup the CutFEM allows for the consideration of large interface motion and topological changes of the fluid domain. Finally, a Nitsche-based formulation to incorporate the tangential Beavers-Joseph(-Saffmann) constraint was presented. This formulation permits a good conditioning of the final system of equations to be solved even when approaching the "no-slip" limit case, which is the case for low permeabilities in the poroelastic structure.
To analyze the presented approach, a numerical example with a known solution for the coupled problem was considered and computed error norms were analyzed. Therein, a spatial convergence study showed that the expected convergence rates could be reached. A sensitivity study on the two included Nitsche penalty parameters allowed for a specification of a proper range for these parameters. Furthermore, the comparison of the presented Nitschebased formulation and the classic "Substitution" approach for incorporation of the tangential BJ interface condition was performed. For low porosities and low permeabilities, the superiority over the classical approach was shown. A comparison of the Beavers-Joseph and the simplified Beavers-Joseph-Saffmann interface condition confirmed the applicability of both approaches in the physical range of the model parameter.
Finally, a second numerical example analyzing the fluid induced bending of a poroelastic beam was presented. This includes fluid pressure and deformation dependent varying porosity and therefore provides an insight into the modeling potential of the poroelastic formulation. The requirement for a sufficiently resolved fixed grid fluid domain close to the interface or a hybrid approach as presented in [30, 48] is highlighted by oscillations of the relative velocity in the poroelastic domain. Nevertheless, the large interface motion and deformation of the permeable structure for this problem configuration shows the advantages of the applied poroelastic formulation and the CutFEM approach. 
