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Abstract
A central limit theorem for `
1
(T )-valued martingale dierence arrays is given,
where T is a non-empty set. As its application, the asymptotic behavior of log-
likelihood ratio random elds in general statistical models is derived.
1 Introduction
Let T be a non-empty set. We denote by `
1
(T ) the space of bounded, R-valued functions
dened on T , and equip it with the sup-norm jj  jj
T
. For every n 2 N, let B
n
=
(

n
;F
n
;F
n
; P
n
) be a stochastic base, where (

n
;F
n
; P
n
) is a probability space and
F
n
= fF
n
i
g
i2N
0
is a non-decreasing sequence of sub--elds of F
n
indexed by N
0
= f0g[N .
Here we make a denition.
Denition 1 fM
n
i
g
i2N
= f(M
n
i
(t)jt 2 T )g
i2N
is an `
1
(T )-valued martingale dierence
array on B
n
if
(i) M
n
i
is a mapping from 

n
to `
1
(T ) for every i 2 N;
(ii) fM
n
i
(t)g
i2N
is a R-valued martingale dierence array on B
n
for every t 2 T .
It is required in (ii) above thatM
n
i
(t) is F
n
i
-measurable and E
n
i 1
M
n
i
(t) = 0 almost surely,
where E
n
i 1
denotes the F
n
i 1
-conditional expectation. Notice that we do not require any
measurability of the `
1
(T )-valued random element M
n
i
.
The purpose of this paper is to give some sucient conditions to ensure the weak
convergence of sequences of `
1
(T )-valued random elements

n
X
i=1
M
n
i
=
 

n
X
i=1
M
n
i
(t)





t 2 T
!
;
where 
n
is a nite stopping time on B
n
. Such problems have been investigated mainly
for i.i.d. and row-independent cases, in the theory of empirical processes: see Dudley

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(1978), Pollard (1982), Gine and Zinn (1984), Ossiander (1987), Andersen et al. (1988),
among others. The recent book by Van der Vaart and Wellner (1996) gives a nice ex-
position about the weak convergence theory and broad results up to row-independent
cases, with some new developments and applications to statistics. In the last few years,
some authors have considered the problem to remove the assumption of independence:
see Arcones and Yu (1994) and Doukhan et al. (1995) for stationary sequences; Lev-
ental (1989) and Bae and Levental (1995) for stationary martingale dierence arrays;
Nishiyama (1996) for semimartingales with continuous time parameters. The result
given in Section 2 of the present paper generalizes Theorem 3.1 of Ossiander (1987),
Theorem 2.11.9 of Van der Vaart and Wellner (1996), and Proposition 1.1 of Bae and
Levental (1995), although the line of proof is exactly the same as the preceding ones. A
\Jain-Marcus central limit theorem" for martingale dierence arrays is also obtained as
an application of our result.
Another purpose of this paper, exhibited in Section 3, is to make an extension of the
local asymptotic normality (LAN) theorem which has the origin in the work by Le Cam
(1960). For every n 2 N, let B
n
= (

n
;F
n
;F
n
= fF
n
i
g
i2N
0
; P
n
) be a stochastic base.
Let T be a non-empty set, and P
n
= fP
n;t
; t 2 Tg be a family of probability measures
on (

n
;F
n
) such that P
n;t
 P
n
for every t 2 T . Here we dene Z
n
i
(t) = dP
n;t
i
=dP
n
i
,
where P
n;t
i
(resp. P
n
i
) denotes the restriction of P
n;t
(resp. P
n
) on the -eld F
n
i
. By
using the result in Section 2, we derive the asymptotic behavior of log-likelihood ratio
random elds
logZ
n

n
= (logZ
n

n
(t)jt 2 T )
under some appropriate conditions. Such results, namely functional LAN theorems,
have been investigated in nite-dimensional parametric models (i.e. the index set T is
Euclidean): e.g., Le Cam (1970), Inagaki and Ogata (1975), Ogata and Inagaki (1977),
Ibragimov and Has'minskii (1981), Kutoyants (1984), and Vostrikova (1987). On the
other hand, the result in Section 3 seems the rst one which concerns the general situation
in which the index set T is arbitrary. This progress makes it possible to treat innite-
dimensional parametric (so-called, non- and semi-parametric) models. As an illustration,
we discuss a non-parametric model of Markov chains by setting T to be a subset of a
certain function space.
The proofs are given in Sections 4 and 5. To close the present section we make some
more notations and denitions. Let a probability space (

n
;F
n
; P
n
) be given. We dene
the outer integral of an arbitrary mapping X
n
: 

n
! R, and the outer probability of an
arbitrary subset B of 

n
, exactly in the same way as on p.6 of Van der Vaart and Wellner
(1996), and we denote them by E
n
X
n
and P
n
(B) respectively. Next let a stochastic
base B
n
be given.
Denition 2 The F
n
i
-measurable covering of an arbitrary mapping X
n
: 

n
! R [
f1g is dened as any F
n
i
-measurable mapping [X
n
]
F
n
i
: 

n
! R [ f1g such that
(i) [X
n
]
F
n
i
 X
n
identically;
(ii) [X
n
]
F
n
i
 U
n
almost surely for every F
n
i
-measurable mapping U
n
: 

n
! R [ f1g
such that U
n
 X
n
almost surely.
It follows from Lemma 1.2.1 of Van der Vaart and Wellner (1996) that [X
n
]
F
n
i
always
exists uniquely up to a P
n
-null set, hence is well-dened in that sense. We denote by
P
n
 ! (resp.
P
n
 !) the convergence in P
n
-probability (resp. P
n
-probability). A sequence
2
of mappings X
n
: 

n
! `
1
(T ) converges weakly to a Borel law L on (`
1
(T ); jj  jj
T
) if
lim
n!1
E
n
f(X
n
) =
Z
`
1
(T )
f(x)L(dx) 8f 2 C
b
(`
1
(T ));(1)
where C
b
(`
1
(T )) denotes the space of bounded, jj  jj
T
-continuous R-valued functions
dened on `
1
(T ). We dene X
n
P
n
=) X to mean that there exists a Borel measurable
mapping X from a probability space to `
1
(T ) such that its Borel law L
X
is tight and
satises (1) with L = L
X
. Notice that the latter denition includes the tightness of the
Borel law L
X
, because we are concerned with such cases only.
2 Central limit theorem
Let B
n
be a stochastic base, on which an `
1
(T )-valued martingale dierence array
fM
n
i
g
i2N
and a nite stopping time 
n
are dened. For a given nite partition P =
fS
k
; 1  k  Ng of T , we dene
^
M
n
(P) = max
1kN

n
X
i=1
E
n
i 1
j
n
i
(S
k
)j
2
;
where

n
i
(S) =
"
sup
t;s2S
jM
n
i
(t) M
n
i
(s)j
#
F
n
i
8S  T:(2)
Also we denote jjjM
n
i
jjj = [sup
t2T
jM
n
i
(t)j]
F
n
i
. Here is the main theorem.
Theorem 1 Let T be a non-empty set. For every n 2 N, let fM
n
i
g
i2N
be an `
1
(T )-
valued martingale dierence array and 
n
be a nite stopping time on a stochastic base
B
n
. Suppose the following conditions hold:
(A) every nite-dimensional marginal of
P

n
i=1
M
n
i
converges weakly to a (tight,) Borel
law;
(B)
P

n
i=1
E
n
i 1
jjjM
n
i
jjj1fjjjM
n
i
jjj > "g
P
n
 ! 0 for every " > 0;
(C) for every " 2 (0; 1) there exists a partition P
"
of T with nite size N
"
such that
sup
"2(0;1)\Q
^
M
n
(P
"
)
"
2
= O
P
n
(1) and
Z
1
0
p
logN
"
d" <1:
Then
P

n
i=1
M
n
i
converges weakly to a tight, Borel law.
We can use the usual central limit theorems for martingales to establish the weak con-
vergence of the marginals. See e.g. Jacod and Shiryaev (1987). Here let us state a
\Lindeberg-Feller" type theorem.
Corollary 2 In the same situation as Theorem 1, suppose the following conditions (A
0
),
(B
0
) and (C) above hold:
(A
0
)
P

n
i=1
E
n
i 1
M
n
i
(t)M
n
i
(s)
P
n
 ! C(t; s) [some constant] for every t; s 2 T ;
(B
0
)
P

n
i=1
E
n
i 1
jjjM
n
i
jjj
2
1fjjjM
n
i
jjj > "g
P
n
 ! 0 for every " > 0.
Then it holds that
P

n
i=1
M
n
i
P
n
=) X, where each marginal (X(t
1
); :::;X(t
d
)) has the normal
distribution N(0;) with  = fC(t
i
; t
j
)g
ij
. Furthermore, if we set
(t; s) =
q
C(t; t) + C(s; s)  2C(t; s) 8t; s 2 T;(3)
3
then  denes a pseudo-metric on T such that (T; ) is totally bounded and almost all
paths of X are uniformly -continuous.
The condition (C), namely the partitioning entropy condition, is a modication of
the one in Theorem 2.11.9 of Van der Vaart and Wellner (1996), and close to the one
in Proposition 1.1 of Bae and Levental (1995). It plays the same role as the usual
metric entropy condition (with bracketing), however, we do not have to equip T with
any pseudo-metric  a-priori. This progress is due to the new tightness criterion, namely
Theorem 1.5.6 of Van der Vaart and Wellner (1996) [Lemma 3 of this paper], in which no
pseudo-metric is required. On the other hand, it is also an important problem to discuss
the continuity of sample paths of limits. Corollary 2 asserts that the pseudo-metric 
dened by (3) is suitable to do it. This fact comes from the Gaussian property of the
limits. See Example 1.5.10 of Van der Vaart and Wellner (1996) for the details.
The proof of Theorem 1 is given in Section 4, in which we follow exactly the same
line as the one for Theorem 2.11.9 of Van der Vaart and Wellner (1996) with some
modications for the present situation. The key point is just the usage of Bernstein-
Freedman's inequality based on the condition (C). However, our framework and results
are more general than the previous ones, and in fact there are some new applications.
First, let us briey mention the generalization of Jain-Marcus's theorem to the case of
martingale dierence arrays at the end of this section. Another application, concerning
the functional LAN theorem, is exhibited in the next section. Hopefully, they will be the
prototypes of various applications.
Example: Jain-Marcus central limit theorem. Let (T; ) be a totally bounded pseudo-
metric space, and for every " > 0 we denote by N(T; ; ") the "-covering number of T
with respect to . Consider the `
1
(T )-valued martingale dierence array fM
n
i
g
i2N
0
on
B
n
such that
jM
n
i
(t) M
n
i
(s)j  K
n
i
(t; s) 8t; s 2 T;
where fK
n
i
g
i2N
0
is an R-valued adapted process. For given nite stopping time 
n
, a
sucient condition for (C) is

n
X
i=1
E
n
i 1
jK
n
i
j
2
= O
P
n
(1) and
Z
1
0
q
logN(T; ; ")d" <1:(4)
Therefore, if the conditions (A) and (B) [resp. (A
0
) and (B
0
)] are satised in addition
to the above (4), then we obtain the weak convergence of
P

n
i=1
M
n
i
by Theorem 1 [resp.
the central limit theorem of
P

n
i=1
M
n
i
by Corollary 2].
3 Log-likelihood ratio random elds
For every n 2 N, let B
n
= (

n
;F
n
;F
n
= fF
n
i
g
i2N
0
; P
n
) be a stochastic base. Let T be a
non-empty set, and P
n
= fP
n;t
; t 2 Tg be a family of probability measures on (

n
;F
n
)
such that P
n;t
 P
n
for every t 2 T . Here we dene
Z
n
i
(t) =
dP
n;t
i
dP
n
i
;
where P
n;t
i
(resp. P
n
i
) denotes the restriction of P
n;t
(resp. P
n
) on the -eld F
n
i
. We
suppose P
n;t
0
= P
n
0
for every t 2 T , hence we can set Z
n
0
(t) = 1. Let 
n
be a nite stopping
4
time on B
n
, and we also suppose the random element logZ
n

n
= (logZ
n

n
(t)jt 2 T ) takes
values in `
1
(T ). Here we set
~
Z
n
i
(t) =
Z
n
i^
n
(t)
Z
n
(i 1)^
n
(t)
;

n
i
(t) =
s
Z
n
i^
n
(t)
Z
n
(i 1)^
n
(t)
  1:
Further, let g : (0;1)! R be a function which satises the following condition:
(g) there exists a constant  2 (0; 1) such that
j log x  log yj  jg(x)   g(y)j whenever x; y 2 [1  ; 1 + ]:
Notice that the functions of the form g(x) = Kx

, with  > 0 and large K > 0, satisfy
the condition (g), and also that the values of g on the complement of [1   ; 1 + ] can
be set to zero. Now we dene the following notation: for given function g which satises
(g) and given nite partition P = fS
k
; 1  k  Ng of T
^
Z
n
g
(P) = max
1kN

n
X
i=1
E
n
i 1
"
sup
t;s2S
k
jg(
~
Z
n
i
(t))  g(
~
Z
n
i
(s))j
#
2
F
n
i
:
Also we set jjj
n
i
jjj = [sup
t2T
j
n
i
(t)j]
F
n
i
.
Theorem 3 In the above situation, we suppose the following conditions hold:
(a
1
)
P

n
i=1
4E
n
i 1

n
i
(t)
n
i
(s)
P
n
 ! C(t; s) [some constant] for every t; s 2 T ;
(a
2
)






P

n
i=1
4E
n
i 1
j
n
i
(t)j
2
  C(t; t)






T
P
n
 ! 0;
(b)
P

n
i=1
E
n
i 1
jjj
n
i
jjj
2
1fjjj
n
i
jjj > "g
P
n
 ! 0 for every " > 0;
(c) for some g : (0;1) ! R satisfying (g), it holds that for every " 2 (0; 1) there exists
a partition P
"
of T with nite size N
"
such that
sup
"2(0;1)\Q
^
Z
n
g
(P
"
)
"
2
= O
P
n
(1) and
Z
1
0
p
logN
"
d" <1:
Then it holds that logZ
n

n
P
n
=) X, where each marginal (X(t
1
); :::;X(t
d
)) has the normal
distribution N( 
1
2
diag;) with  = fC(t
i
; t
j
)g
ij
. Furthermore, the formula (3) denes
a pseudo-metric  on T such that (T; ) is totally bounded and almost all paths of X are
uniformly -continuous.
The proof is given in Section 5. Below let us apply the above result to ergodic Markov
chains.
Example: Ergodic Markov chains. Let fX
i
g
i2N
0
be an ergodic Markov chain, dened
on a probability space (
;F ; P ), with values in an arbitrary state space (E; E). Let
(dx) denote the initial distribution, p(x; dy) the transition distribution, and (dx) the
invariant distribution. Let us equip the space H = L
2
(E  E; (dx)p(x; dy)) with the
inner product given by
(h
1
; h
2
)
H
=
Z
EE
h
1
(x; y)h
2
(x; y)(dx)p(x; dy) 8h
1
; h
2
2 H :
5
Next we dene the subset H
0
of H by
H
0
=

h 2 H ;
Z
E
h(x; y)p(x; dy) = 0 8x 2 E and h >  1

:
Fix a subset T  H
0
, and for every n 2 N let us consider a family of probability measures
P
n
= fP
n;h
;h 2 Tg on (
;F) such that: under P
n;h
, the process fX
i
g
i2N
0
is the Markov
chain with initial distribution  and transition distribution p
n;h
given by
p
n;h
(x; dy) =

1 +
h(x; y)
p
n

p(x; dy):
Here we set F
i
= fX
0
; :::; X
i
g. Then it holds that
Z
n
i
(h) =
dP
n;h
i
dP
i
=
i
Y
j=1

1 +
h(X
j 1
;X
j
)
p
n

:
We need some more notations to state the following result, which concerns the asymp-
totic behavior of logZ
n
n
= (logZ
n
n
(h)jh 2 T ). For given K 2 L
2
(E; (dx)) we dene the
pseudo-metric 
K
on H by

K
(h
1
; h
2
) = sup
x2E

x
(h
1
; h
2
)
jK(x)j _ 1
8h
1
; h
2
2 H ;
where

x
(h
1
; h
2
) =
s
Z
E
jh
1
(x; y)  h
2
(x; y)j
2
p(x; dy) 8x 2 E:
For every " > 0 the "-bracketing number N
[ ]
(T; 
K
; ") is dened as the smallest N such
that: there exist N -pairs l
k
; u
k
2 H with 
K
(l
k
; u
k
) < " (k = 1; :::; N) such that for every
h 2 T it holds l
k
 h  u
k
for some k.
Proposition 4 Let (
;F ;F = fF
i
g
i2N
0
; P ) and P
n
= fP
n;h
;h 2 Tg as above be given.
Suppose that there exists h

2 L
4
(E  E; (dx)p(x; dy)) such that sup
h2T
jhj  h

, and
also that there exists K 2 L
2
(E; (dx)) such that
Z
1
0
q
logN
[ ]
(T; 
K
; ")d" <1:
Then it holds that logZ
n
n
P
=) X, where each marginal (X(h
1
); :::;X(h
d
)) has the normal
distribution N( 
1
2
diag;) with  = f(h
i
; h
j
)
H
g
ij
. Furthermore, almost all paths of X
are uniformly -continuous, where  is the pseudo-metric on T dened by
(h
1
; h
2
) =
q
(h
1
  h
2
; h
1
  h
2
)
H
8h
1
; h
2
2 T:
This result is easily derived from the ergodic theorem and Theorem 3 if we set g(x) =
x in the condition (g), hence the proof is omitted.
Here we give a statistical application. Fix a subset T  H
0
such that (h; h)
H
= 1 for
every h 2 T , and let us consider the testing problem:
hypothesis H
0
: p
against H
n
1
: p
n;h
for some h 2 T:
6
We propose the test statistics
S
n
=
1
2
+ sup
h2T
logZ
n
n
(h):
Assume the same conditions as in Proposition 4. Then, under the null hypothesis H
0
, it
holds that S
n
P
=) S = sup
h2T
Y (h) where (Y (h
1
); :::; Y (h
d
)) has the normal distribution
N(0;) with  = f(h
i
; h
j
)
H
g
ij
. This fact follows easily from Proposition 4 and the
continuous mapping theorem.
4 Proof of Theorem 1
First of all, we prepare two kinds of inequalities. The rst one is the Bernstein-Freedman
inequality for martingale dierence array. See Freedman (1975) or Section 4.13 of Liptser
and Shiryaev (1989) for the proof.
Lemma 1 Let fM
i
g
i2N
be an R-valued martingale dierence array such that jM
i
j  a
for all i 2 N. Let  be a bounded stopping time. Then for any b > 0
P
 
max
1l





l
X
i=1
M
i





> ";

X
i=1
E
i 1
jM
i
j
2
 b
!
 2 exp

 
"
2
2[a"+ b]

8" > 0:
The second inequality, a minor modication of Lemma 2.11.17 of Van der Vaart and
Wellner (1996), is used in connection with the preceding one.
Lemma 2 Let X be a random variable and B be a measurable set such that for some
a; b > 0
P (jXj > "; B)  2 exp

 
"
2
2[a" + b]

8" > 0:
Then there exists a universal constant D such that for every measurable set A
EjXj1
A\B
 D

a log +
p
b
p
log 


P (A) +
1


8 > e:
Our result is based on the following criterion for weak convergence of `
1
(T )-valued
random elements, in which a stochastic process X = (X(t)jt 2 T ) means a family of R-
valued Borel measurable random variables X(t) dened on a common probability space.
See Theorem 1.5.4 and 1.5.6 of Van der Vaart and Wellner (1996) for the proof.
Lemma 3 Let T be a non-empty set. For every n 2 N let (

n
;F
n
; P
n
) be a probability
space, and X
n
be a mapping from 

n
to `
1
(T ). Consider the following statements:
(i) X
n
converges weakly to a tight, Borel law;
(ii) every nite-dimensional marginal of X
n
converges weakly to a (tight,) Borel law;
(iii) for every ";  > 0 there exists a nite partition P = fS
k
; 1  k  Ng of T such that
lim sup
n!1
P
n
 
max
1kN
sup
t;s2S
k
jX
n
(t) X
n
(s)j > "
!
 ;
Then there is the equivalence (i) () (ii) + (iii). Furthermore, if the marginals of a
stochastic process X = (X(t)jt 2 T ) have the same laws as the limits in (ii), then there
exists a version
~
X of X such that X
n
P
n
=)
~
X.
7
Proof of Theorem 1. By the assumption (C) we can choose a nested sequence of nite
partitions
~
P
q
= f
~
S
qk
; 1  k 
~
N
q
g (q 2 N) of T such that
sup
q2N
^
M
n
(
~
P
q
)
2
 2q
= O
P
n
(1) and
1
X
q=1
2
 q
q
log
~
N
q
<1:
To see it, rst choose a sequence of nite partitionsP
2
 q
= fS
2
 q
;k
; 1  k  N
2
 q
g (q 2 N)
of T according to (C), and next dene
~
P
q
as the nite partition generated by P
1
; :::;P
q
,
whose size
~
N
q
is at most
Q
q
j=1
N
2
 j
. Then the constructed sequence
~
P
q
(q 2 N) satises
all of the requirements. In fact, for instance, we can easily see
1
X
q=1
2
 q
q
log
~
N
q

1
X
q=1
2
 q
q
X
j=1
p
logN
2
 j
=
1
X
j=1
p
logN
2
 j
1
X
q=j
2
 q
= 2
1
X
j=1
2
 j
p
logN
2
 j
<1:
For simplicity, we denote
~
P
q
= f
~
S
qk
; 1  k 
~
N
q
g by P
q
= fS
qk
; 1  k  N
q
g. We can
assume N
q
> e without loss of generality.
Now, choose an element t
qk
from each partitioning set S
qk
and dene for every t 2 T
(

q
t = t
qk
S
q
t = S
qk
if t 2 S
qk
:
Also we set a
q
= 2
 q
=
p
logN
q+1
.
Due to Lemma 3, it is enough to show that for every ";  > 0 there exists q
0
2 N such
that
lim sup
n!1
P
n
 











n
X
i=1
M
n
i
(t) 

n
X
i=1
M
n
i
(
q
0
t)










T
> "
!
 :
In order to do it, x any q
0
for a while, and we dene F
n
i
-measurable indicator functions
A
n
i;q 1
(t) = 1f
n
i
(S
q
0
t)  a
q
0
; :::;
n
i
(S
q 1
t)  a
q 1
g;
B
n
i;q
(t) = 1f
n
i
(S
q
0
t)  a
q
0
; :::;
n
i
(S
q 1
t)  a
q 1
;
n
i
(S
q
t) > a
q
g;
B
n
i;q
0
(t) = 1f
n
i
(S
q
0
t) > a
q
0
g;
where recall the notation (2). Here we decompose
M
n
i
(t) M
n
i
(
q
0
t) = (M
n
i
(t) M
n
i
(
q
0
t))B
n
i;q
0
(t)(5)
+
1
X
q=q
0
+1
(M
n
i
(t) M
n
i
(
q
t))B
n
i;q
(t)
+
1
X
q=q
0
+1

M
n
i
(
n
q
t) M
n
i
(
q 1
t)

A
n
i;q 1
(t):
Now notice that
0 = E
n
i 1
(M
n
i
(t) M
n
i
(
q
0
t))B
n
i;q
0
(t)(6)
+
1
X
q=q
0
+1
E
n
i 1
(M
n
i
(t) M
n
i
(
q
t))B
n
i;q
(t)
+
1
X
q=q
0
+1
E
n
i 1
(M
n
i
(
q
t) M
n
i
(
q 1
t))A
n
i;q 1
(t)
8
almost surely,
jE
n
i 1
(M
n
i
(t) M
n
i
(
q
t))B
n
i;q
(t)j  E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)  a
q 1
(7)
almost surely, and that
jE
n
i 1
(M
n
i
(
q
t) M
n
i
(
q 1
t))A
n
i;q 1
(t)j  a
q 1
(8)
almost surely. Here we choose the versions of conditional expectations as follows: rst
choose a version of E
n
i 1

n
i
(S
q
t)B
n
i;q
(t) which is non-negative and not larger than a
q 1
identically; next, on the exceptional sets of (6), (7) and (8), we dene the values of
other conditional expectations as zero. Then, the values of E
n
i 1

n
i
(S
q
t)B
n
i;q
(t) and
E
n
i 1
(M
n
i
(
q
t) M
n
i
(
q 1
t))A
n
i;q 1
(t) depend on t only through S
q
0
t; :::; S
q
t and 
q 1
t; 
q
t,
while (6), (7) and (8) hold identically for all t 2 T .
From (5), (6) and (7), we obtain











n
X
i=1
M
n
i
(t) 

n
X
i=1
M
n
i
(
q
0
t)










T
 (I
1
) + (I
2
) + (II
1
) + (II
2
) + (III)
identically, where
(I
1
) =











n
X
i=1

n
i
(S
q
0
t)B
n
i;q
0
(t)










T
;
(I
2
) =











n
X
i=1
E
n
i 1

n
i
(S
q
0
t)B
n
i;q
0
(t)










T
;
(II
1
) =











n
X
i=1
1
X
q=q
0
+1

n
i
(S
q
t)B
n
i;q
(t)










T
;
(II
2
) =











n
X
i=1
1
X
q=q
0
+1
E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)










T
;
(III) =











n
X
i=1
1
X
q=q
0
+1
(M
n
i
(
q
t) M
n
i
(
q 1
t))A
n
i;q 1
(t)
 

n
X
i=1
1
X
q=q
0
+1
E
n
i 1
(M
n
i
(
q
t) M
n
i
(
q 1
t))A
n
i;q 1
(t)










T
:
Further, it holds that (II
1
)  (II
0
1
) + (II
2
) identically, where
(II
0
1
) =











n
X
i=1
1
X
q=q
0
+1

n
i
(S
q
t)B
n
i;q
(t) 

n
X
i=1
1
X
q=q
0
+1
E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)










T
:
Hereafter we perform estimations for terms (I
1
); (I
2
); (II
0
1
); (II
2
) and (III).
Estimation of (I
1
) and (I
2
). It is clear that 
n
i
(S
q
0
t)  2jjjM
n
i
jjj almost surely, hence
we have

n
i
(S
q
0
t)B
n
i;q
0
(t)  2jjjM
n
i
jjj1f2jjjM
n
i
jjj > a
q
0
g
almost surely. So the assumption (B) implies that the term (I
2
) converges to zero in
probability as n!1 for any xed q
0
. Also, it follows from the Lenglart inequality (see
9
e.g. Lemma I.3.30 of Jacod and Shiryaev (1987) for the continuous time case) that for
any " > 0
P
n
 

n
X
i=1
2jjjM
n
i
jjj1f2jjjM
n
i
jjj > a
q
0
g  "
!
 "+ P
n
 

n
X
i=1
E
n
i 1
2jjjM
n
i
jjj1f2jjjM
n
i
jjj > a
q
0
g  "
2
!
:
Hence the term (I
1
) also converges to zero in probability as n!1 for any xed q
0
.
In order to estimate the terms (II
0
1
), (II
2
) and (III), let us notice that: by the
construction of P
q
(q 2 N) based on the condition (C), for any  > 0 there exists a
constant K = K

> 0, not depending on q
0
, such that lim sup
n!1
P
n
(

n
n 

n
K
)  
where


n
K
=
(
sup
q2N
^
M
n
(P
q
)
2
 2q
 K
)
:
Estimation of (II
2
). We can easily see
(II
2
) 











n
X
i=1
1
X
q=q
0
+1
1
a
q
E
n
i 1
j
n
i
(S
q
t)j
2
B
n
i;q
(t)










T
 sup
qq
0
+1











n
X
i=1
E
n
i 1
j
n
i
(S
q
t)j
2
B
n
i;q
(t)
2
 2q










T

1
X
q=q
0
+1
2
 2q
a
q
 K
1
X
q=q
0
+1
2
 q
q
logN
q+1
almost surely on the set 

n
K
:
Estimation of (II
0
1
). Since
j
n
i
(S
q
t)B
n
i;q
(t) E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)j  2a
q 1
identically
and for every m 2 N
m^
n
X
i=1
E
n
i 1
j
n
i
(S
q
t)j
2
B
n
i;q
(t)  K2
 2q
almost surely on the set 

n
K
;
it follows from Lemma 1 that
P
n
 
max
1l(m^
n
)





l
X
i=1


n
i
(S
q
t)B
n
i;q
(t) E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)






> ";

n
K
!
 2 exp

 
"
2
2[2a
q 1
"+K2
 2q
]

8" > 0:
After letting m!1, apply Lemma 2. Then we have for every A 2 F
n
E
n






n
X
i=1


n
i
(S
q
t)B
n
i;q
(t) E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)






1
A\

n
K
 D

2a
q 1
logN
q
+
p
K2
 q
q
logN
q


P
n
(A) +
1
N
q

= D(2 +
p
K)2
 q
q
logN
q

P
n
(A) +
1
N
q

:
10
For every q, let f

n
qk
; 1  k  N
q
g be a partition of 

n
such that the maximum











n
X
i=1


n
i
(S
q
t)B
n
i;q
(t) E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)











T
is achieved at S
qk
on the set 

n
qk
. Then we have
E
n











n
X
i=1
1
X
q=q
0
+1


n
i
(S
q
t)B
n
i;q
(t) E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)











T
1


n
K

1
X
q=q
0
+1
E
n











n
X
i=1


n
i
(S
q
t)B
n
i;q
(t) E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)











T
1


n
K

1
X
q=q
0
+1
N
q
X
k=1
E
n











n
X
i=1


n
i
(S
q
t)B
n
i;q
(t) E
n
i 1

n
i
(S
q
t)B
n
i;q
(t)











T
1


n
qk
\

n
K
 D(2 +
p
K)
1
X
q=q
0
+1
N
q
X
k=1
2
 q
q
logN
q

P
n
(

n
qk
) +
1
N
q

 D(4 + 2
p
K)
1
X
q=q
0
+1
2
 q
q
logN
q
:
Estimation of (III). Exactly the same calculation as (II
0
1
) yields that
E
n
(III)1


n
K
 D(4 + 4
p
K)
1
X
q=q
0
+1
2
 q
q
logN
q
:
Those estimations imply the assertion: choose large K, next choose large q
0
, and
then, take lim sup
n!1
. 
5 Proof of Theorem 3
For every " 2 (0; 1) we set

n;"
i
(t) = log
~
Z
n
i
(t)1fjjj
n
i
jjj  "g;
B
n;"
(t) =

n
X
i=1
E
n
i 1

n;"
i
(t);
C
n;"
(t; s) =

n
X
i=1
E
n
i 1

n;"
i
(t)
n;"
i
(s):
Here we perform some computations.
Lemma 4 Suppose (a
1
), (a
2
) and (b). For given a 2 (0; 1) it holds that:
(i) if sup
t2T
C(t; t) <1 then




B
n;a
(t) +
1
2
C(t; t)




T
P
n
 ! 0;
(ii) C
n;a
(t; s)
P
n
 ! C(t; s) 8t; s 2 T ;
(iii)
P

n
i=1
jE
n
i 1

n;a
i
(t)j
2
P
n
 ! 0 8t 2 T .
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Remark. In the proof of Theorem 3, we will see that (a
1
), (b) and (c) imply sup
t2T
C(t; t) <
1.
Proof. [STEP 1] First we prove the following facts: for given a 2 (0; 1) there exist
constants K
1
;K
2
;K
3
> 0 such that for every " 2 (0; a]








B
n;"
(t) +
1
2
C(t; t)








T
 "K
1
+ o
P
n
(1);(9)
jC
n;"
(t; s)  C(t; s)j  "K
2
+ o
P
n
(1) 8t; s 2 T;(10)

n
X
i=1
jE
n
i 1

n;"
i
(t)j 
1
2
C(t; t) + "K
3
+ o
P
n
(1) 8t 2 T:(11)
In order to show (9), rst notice that there exists a constant K > 0 such that
j log x   (x   1) + 2(
p
x   1)
2
j  Kj
p
x   1j
3
whenever j
p
x   1j  a. Hence, for xed
" 2 (0; a] we obtain





B
n;"
(t) + 2

n
X
i=1
E
n
i 1
j
n
i
(t)j
2
1 fjjj
n
i
jjj  "g





 "K

n
X
i=1
E
n
i 1
j
n
i
(t)j
2
1 fjjj
n
i
jjj  "g
+






n
X
i=1
E
n
i 1
(
~
Z
n
i
(t)  1)1 fjjj
n
i
jjj  "g





almost surely. Since E
n
i 1
(
~
Z
n
i
(t)   1) = 0 almost surely, the last term of the right hand
side is not larger than






n
X
i=1
E
n
i 1
(
~
Z
n
i
(t)  1)1 fjjj
n
i
jjj > "g







n
X
i=1
E
n
i 1
j
~
Z
n
i
(t)  1j1 fjjj
n
i
jjj > "g

"+ 2
"

n
X
i=1
E
n
i 1
j
n
i
(t)j
2
1 fjjj
n
i
jjj > "g
almost surely. Thus we obtain




B
n;"
(t) +
1
2
C(t; t)




(12)
 (2 + "K)






n
X
i=1
E
n
i 1
j
n
i
(t)j
2
 
1
4
C(t; t)





+ "K 
1
4
C(t; t)
+

2 +
"+ 2
"


n
X
i=1
E
n
i 1
jjj
n
i
jjj
2
1 fjjj
n
i
jjj > "g
almost surely. In order to get the estimate for all ! 2 

n
, we can choose the versions
of conditional expectations as follows: rst choose a version of E
n
i 1
jjj
n
i
jjj
2
1fjjj
n
i
jjj >
"g which is non-negative identically; next, on the union of all exceptional sets for the
12
estimates appeared above, we dene the values of all other conditional expectations as
zero. Then, the inequality (12) holds identically for all t 2 T . By taking the supremum
of (12) with respect to t 2 T , and letting n!1, we obtain the assertion (9).
A similar argument yields (11). In fact, it is much easier than (9), because the
assertion of (11) is t-wise, for which we do not need any argument about versions of
conditional expectations. Also, it is easy to show (10) if we notice the following fact: for
given a 2 (0; 1) there exists a constant K > 0 such that j log xlog y+4(
p
x 1)(
p
y 1)j 
Kmaxfj
p
x  1j
3
; j
p
y   1j
3
g whenever maxfj
p
x  1j; j
p
y   1jg  a.
[STEP 2] Next we prove the following facts:
jjB
n;a
(t) B
n;"
(t)jj
T
P
n
 ! 0 8" 2 (0; a);(13)
jC
n;a
(t; s)  C
n;"
(t; s)j
P
n
 ! 0 8t; s 2 T 8" 2 (0; a):(14)
In order to show (13), notice that for given a 2 (0; 1) there exists a constant K > 0
such that j log xj  Kj
p
x  1j
2
whenever j
p
x  1j  a. For every " 2 (0; a) it holds that






n
X
i=1
E
n
i 1

n;a
i
(t) 

n
X
i=1
E
n
i 1

n;"
i
(t)





(15)
=






n
X
i=1
E
n
i 1
log
~
Z
n
i
(t)1 f" < jjj
n
i
jjj  ag





 K

n
X
i=1
E
n
i 1
j
n
i
(t)j
2
1 f" < jjj
n
i
jjj  ag
 K

n
X
i=1
E
n
i 1
jjj
n
i
jjj
2
1 fjjj
n
i
jjj > "g ;
almost surely. We can choose some versions of conditional expectations such that the
estimate above holds identically for all t 2 T , by the same way as in the proof of (9).
Take the supremum of (15) with respect to t 2 T , and let n !1, then we get (13). A
similar computation yields (14).
[STEP 3] Now it is easy to see that (9) and (13) yield the assertion (i), and that (10)
and (14) yield the assertion (ii); rst choose " > 0 small enough, and then, let n! 1.
In order to show the assertion (iii), notice that for any " 2 (0; a)






n
X
i=1
jE
n
i 1

n;a
i
(t)j
2
 

n
X
i=1
jE
n
i 1

n;"
i
(t)j
2





=






n
X
i=1
E
n
i 1
(
n;a
i
(t) + 
n;"
i
(t))E
n
i 1
(
n;a
i
(t)  
n;"
i
(t))





 2j log(1  a
2
)j

n
X
i=1



E
n
i 1
log
~
Z
n
i
(t)1f" < jjj
n
i
jjj  ag



= o
P
n
(1);
hence

n
X
i=1
jE
n
i 1

n;a
i
(t)j
2
=

n
X
i=1
jE
n
i 1

n;"
i
(t)j
2
+ o
P
n
(1)
 j log(1  "
2
)j

n
X
i=1
jE
n
i 1

n;"
i
(t)j+ o
P
n
(1):
13
Therefore we obtain (iii) by virtue of (11); rst choose " > 0 small enough, and then let
n!1. 
Proof of Theorem 3. Let  2 (0; 1) be the constant appeared in the condition (g). Set
a =
p
1 +    1, then fx; j
p
x  1j  ag  fx; jx  1j  g. Since
logZ
n

n
(t) =

n
X
i=1
log
~
Z
n
i
(t);
we can approximate logZ
n

n
= (logZ
n

n
(t)jt 2 T ) by 
n
= (
n
(t)jt 2 T ) which is dened
by

n
(t) =

n
X
i=1

n;a
i
(t) =

n
X
i=1
log
~
Z
n
i
(t)1fjjj
n
i
jjj  ag:
In fact, it holds that
sup
t2T
1 flogZ
n

n
(t) 6= 
n
(t)g 

n
X
i=1
1 fjjj
n
i
jjj > ag

1
a
2

n
X
i=1
jjj
n
i
jjj
2
1 fjjj
n
i
jjj > ag ;
hence using also the Lenglart inequality we obtain jj logZ
n

n
(t)  
n
(t)jj
T
P
n
 ! 0.
Next we consider the decomposition

n
= B
n;a
+

n
X
i=1
M
n
i
where fM
n
i
g
i2N
0
= f(M
n
i
(t)jt 2 T )g
i2N
0
is the martingale dierence array given by
M
n
i
(t) = 
n;a
i
(t)   E
n
i 1

n;a
i
(t). First we show the weak convergence of
P

n
i=1
M
n
i
, to
which we apply Corollary 2. By virtue of (ii) and (iii) of Lemma 4 we can easily see that
the condition (A
0
) is satised. It is also easy to see that the assumption (b) implies the
Lindeberg condition (B
0
). Finally, in view of the condition (g) and the relation between
a and , we have for any subset S  T
E
n
i 1
"
sup
t;s2S
j
n;a
i
(t)  
n;a
i
(s)j
#
2
F
n
i
= E
n
i 1
"
sup
t;s2S



log
~
Z
n
i
(t)  log
~
Z
n
i
(t)



#
2
F
n
i
1fjjj
n
i
jjj  ag
 E
n
i 1
"
sup
t;s2S



g(
~
Z
n
i
(t))   g(
~
Z
n
i
(s))



#
2
F
n
i
:
Thus the assumption (c) implies the condition (C). Therefore Corollary 2 yields
P
n
i
M
n
i
P
n
=)
Y , where (Y (t
1
); :::; Y (t
d
)) has the normal distribution N(0;) with  = fC(t
i
; t
j
)g
ij
.
It remains to show that jjB
n;a
(t)+
1
2
C(t; t)jj
T
P
n
 ! 0 and that t C(t; t) is uniformly
-continuous. To do it, observe that
q
C(t; t) =
q
EjY (t)j
2

q
EjY (t)  Y (s)j
2
+
q
EjY (s)j
2
= (t; s) +
q
C(s; s):
14
The above inequality and the totally boundedness of (T; ), a consequence of Corollary
2, imply that sup
t2T
C(t; t) <1. Hence the rst assertion follows from (i) of Lemma 4.
Also, it is trivial from the above inequality that t 
p
C(t; t) is uniformly -continuous,
thus t C(t; t) is so. 
Acknowledgements. I thank Prof. R.D. Gill for some comments.
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