Abstract-Visual localization and mapping is a crucial capability to address many challenges in mobile robotics. It constitutes a robust, accurate and cost-effective approach for local and global pose estimation within prior maps. Yet, in highly dynamic environments, like crowded city streets, problems arise as major parts of the image can be covered by dynamic objects. Consequently, visual odometry pipelines often diverge and the localization systems malfunction as detected features are not consistent with the precomputed 3D model.
I. INTRODUCTION While robot navigation in static environments is nowadays well understood, there are still many open research questions when leaving controlled research environments and starting to navigate in the real world. In highly dynamic environments, like dense pedestrian crowds, new challenges arise which require specific tools for perception, localization and path planning. Regarding motion planning in those environments, a significant amount of work has been presented within the last years, covered in [1] [2] [3] [4] [5] , to name a few. However, for robot navigation, robust localization systems are of similar importance. Vision-based Simultaneous Localization and Mapping (SLAM) offers a cost effective and reliable localization solution [6] [7] [8] for a broad range of mobile robotics.
Both for map building and localization in a prior map, visual SLAM systems rely on a combination of feature detection and tracking. The former approach yields several problems in highly dynamic environments: As a major part of the image can be covered by moving objects, a significant amount of features will be detected on them, which leads to subpar quality of odometry estimation, map building and global localization. Furthermore, the maps contain numerous non-persistent 3D landmarks that increase the map size and introduce inconsistencies, e.g., if one vehicle is observed in different spots.
In this work, we present a novel approach to detect dynamic image regions using a Convolutional Neural Network (CNN) based approach. This approach will provide dynamic object instance masks to vision-based localization frameworks, like maplab [6] or ORB-SLAM [8] , on a frame-by-frame basis. By using this information, the SLAM frameworks can ideally only rely on persistent and static information and exclude any dynamic areas of the image. Therefore, the robustness and precision of such frameworks in dense crowds can be significantly improved and map size can be reduced.
The presented approach builds upon the Mask R-CNN model [9] , which allows for instance based image semantic segmentation. It learns to segment dynamic parts of the image in a semi-supervised way, without being restricted to certain semantic object classes. We use a combination of synthetic data, which has been generated with the driving simulator CARLA [10] , and real-world video snippets to train the instance segmentation model. We hypothesize that our approach will be able to learn general dynamic objects, even if no specific semantic labels are present for training ( Figure 1) .
The main contributions of this work are: (i) An approach for the unsupervised mask extraction of dynamic instances in real-world images, (ii) a learning-based model for frame-byframe dynamic instance segmentation and (iii) the evaluation on a popular open-source dataset.
II. RELATED WORK
Most SLAM systems classify non-static objects as spurious data and reject features. Common outlier rejection algorithms are RANSAC (e.g., in ORB-SLAM [8] ) and robust cost functions (e.g., in PTAM [11] ). There are several SLAM systems that more specifically address the dynamic scene content, trying to separate dynamic and static regions within the images. Alcantarilla et al. [12] detect moving objects by means of a scene flow representation with stereo cameras. Tan et al. [13] detect changes that take place in the scene by projecting the map features into the current frame for appearance and structure validation. By using RGB-D cameras, Kim et al. [14] propose to obtain the static parts of the scene by computing the difference between consecutive depth images projected over the same plane. More recently, the work of Li and Lee [15] uses depth edges points for odometry estimation, which have an associated weight indicating their probability of belonging to a dynamic object. Sun et al. [16] calculate the difference in intensity between consecutive RGB images for further pixel classification within the quantized depth image.
While these methods succeed in detecting motion, they lack semantic understanding of the scene. As a result, only objects moving at the time of data collection can be detected, and dynamic objects which remain temporarily static would not be correctly identified, becoming part of the 3D map, eventually leading to failure in long-term SLAM scenarios.
A standard approach to detect the known dynamic content in the scene is the use of a CNN for pixel-wise semantic segmentation, like [9] , [17] . Such systems succeed in detecting objects that are known to move, i.e., people, vehicles, etc., but fail to detect new dynamic classes. By contrast, Guizilini and Ramos [18] apply a two-level classification mechanism (RANSAC, Gaussian Process) to detect and further learn the dynamic regions in images. Recently, the work of Barnes et al. [19] has shown how to train a pixel-level segmentation classifier to identify dynamic and static regions in the images. They leverage large-scale offline mapping approaches with LiDAR to obtain ephemerality masks for images. Other works also use machine learning [20] and deep learning [21] , [22] to deal with dynamic objects. These approaches are capable of detecting, on a single-view basis, yet require a specific and expensive sensor suite, a significant amount of calculations and multiple mapping sessions.
In contrast to those approaches, we propose a system that relies on single RGB frames to identify dynamic objects and train a classifier to reject spurious data.
III. APPROACH The contribution of this paper is an approach to detect dynamic object instances in an image on a single frame basis. The method relies on CNNs, as they demonstrated an outstanding performance in image analysis and understanding over the recent years [9] , [17] , [23] . This section consists of two major parts: In III-A, we introduce a model suited to detect dynamic instances in images. In the succeeding Section III-B, we present the training data preparation, which is able to extract dynamic objects from real-world data.
A. Neural network model
We adopt Mask R-CNN [9] , which is specifically tailored to instance detection. The model has two parts: the convolutional backbone, which is mostly responsible for feature extraction, and the head that computes the region proposals and segmentation masks. We resort to the pre-trained backbone weights 1 1 https://github.com/matterport/Mask_RCNN based on the COCO dataset [24] and only fine-tune the head module using our own data. The head module is modified for binary classification between the classes static and dynamic.
B. Training data generation
To train a binary classifier, binary image masks need to be provided (see Figure 1) . We train the model using both synthetic and real-world data. Most of the training samples are sourced from the CARLA driving simulator [10] . Then, we augment them with real-world samples that need to be manually collected. The synthetic data can be easily generated and also annotated using the semantic segmentation provided by the rendering engine. In order to avoid manual labeling of the real-world data, we propose an approach to obtain image masks from short video clips recorded with a static RGB camera, without any human intervention. The approach consists of 5 steps as shown in Figure 2: a) Frame subtraction: Several short video clips are recorded in dynamic urban environments using a static camera. Each clip is taken at another location. Single frames are extracted from each video clip to provide an original frame set (OFS). The training frame set (TFS) is then obtained by sampling 5 images from each OFS.
For each query image in the TFS, all images from the OFS (except the query image) are subtracted from the query image to get absolute difference frames (ADFs) -high pixel value means a large difference. Given that the camera is static, pixel differences correspond to changes in the environment which are caused by moving objects. b) Thresholding: To obtain binary instances masks, a threshold is applied to the ADFs to form binary difference frames (BDFs). The threshold value is chosen to be µ p + σ p , where µ p represents the mean and σ p the standard deviation of the pixels intensity in each ADF. In BDFs, the value 1 represents a dynamic object and 0 the static background. c) Voting scheme: All elements in BDF set are summed up into one single image. Large intensity pixels belong to dynamic regions in the query frame, as those will differ from all the other OFS images. More specifically, those pixels whose intensity is above the threshold value τ c × cardinality (BDF) are marked as dynamic. The value of τ c is set to 0.65 as a good trade-off between true and false positives.
d) Super-pixel segmentation: The result of the previous pixel-wise operations are sparse and noisy masks as shown in Figure 2 . To address this, we partition the image into superpixels [25] . If the percentage of dynamic pixels within a single super-pixel exceeds 5%, the entire super-pixel is labeled as dynamic and holes inside dynamic masks are filled. e) Morphological filtering: At this stage, parts of a single dynamic object can be disjoint (see the tram in Figure 2 ). To reduce this effect, dilation with a size of 5 × 5 pixels is applied to each connected component. Afterwards, only the connected components with enough dynamic pixels are kept and subsequently eroded to undo the shape change caused by dilation. The final segmentation result for the training data is presented in Figure 2 (top-right). The pipeline for image mask extraction from a set of several frames. The moving parts of a frame are found by subtraction of other frames from the same location, followed by thresholding, a voting scheme and super-pixel filtering. Finally, a morphological filter is applied for further refinement until the final image mask is obtained. The final mask accurately covers the dynamic object with a single component.
IV. EXPERIMENTS
In this section the performance of the presented approach is analyzed both quantitatively and qualitatively. As a performance measure, the classification accuracy of dynamic pixels is chosen. Ideally, all dynamic parts of an image are masked out, yet the approach must not be over-conservative by masking out static parts of an image. In the following, different versions of our presented approach will be compared to the baseline solution, the semantic segmentation by the Mask R-CNN model [9] .
A. Model training a) Training data: For training the model, RGB images and the corresponding dynamic instance masks need to be provided. We use a combination of synthetic and real-world data to train our model. The synthetic data is generated by the CARLA [10] simulator, which also allows for the extraction of semantic labels and therefore typical dynamic classes like pedestrians, cars or motorbikes.
Only using this synthetic and semantically classified data would restrict our approach to a pre-defined set of semantic classes. Therefore, we also recorded our own real-world dataset in Zurich. This also allows to find general dynamic objects which might not be part of the synthetic data, e.g., parts of trees, animals or even water. The dynamic instance masks are extracted from the real-world data using the approach presented in Section III. For both datasets, we covered different weather conditions and times of the day. b) Training procedure: During training we always use a pre-trained version of the backbone part to avoid learning feature extraction from scratch. The top layers (model head) are initialized randomly due to the change in the output classes.
The training phase is divided into two stages. During the first training stage, only the model head layers are trained while the pre-trained backbone layers remain fixed. The training in stage 1 is conducted purely with synthetic data, and is run for 50 epochs. During the second training stage (50 epochs), three different models are trained: m mix with a combination of the real-world data and the synthetic data (50/50 ratio), m real with only real-world data, and m synth with only synthetic data. The learning rates are set as 10 −3 and 10 −4 in stages one and two, respectively.
B. Evaluation
In order to test the generalization of the presented approach to other cities and datasets, the quantitative evaluation will be conducted on the Cityscapes dataset [26] . From there, the Fine subset was selected as it offers accurate semantic segmentation. All dynamic classes (except sky) are fused into a single dynamic one which allows for the binary mask extraction of the ground truth data. The performance indicator for the models is chosen to be the F 1 score computed based on all pixel classifications between the ground truth and predicted binary image mask for each frame. Figure 3 shows the evaluation results of our three presented models in four city environments. The results show that m real performs the best on the test set, while m synth reaches a significantly worse F 1 score. Given that m synth has only seen real-world data during pre-training but in none of the two further training steps, it might be tailored to the rendered synthetic data and fail to extract proper features in real-world environments. m real shows that after pre-training the backbone with simulation data, it is better to only refine the network on real-world data and not a mixture between the two.
Our approach Semantic segmentation (COCO) Fig. 4 : Qualitative analysis of the proposed dynamic instance detection compared to a standard semantic segmentation. Note how our algorithm trained on the real-world data manages to capture the location-specific dynamic objects, such as trees, flags or animals. Figure 4 shows various image frames of the detected dynamic object masks of our presented framework and their semantic segmentation. The results of the proposed method are generated using m real , which performs the best according to Figure 3 . The semantic segmentation is based on [9] . The qualitative results demonstrate superior performance of a classifier trained using real-world data that manages to capture even the location-specific objects.
Furthermore, we provide a video 2 where our best model (m real ) is applied to image frames recorded in city conditions.
V. CONCLUSION
In this paper, we presented an approach to detect dynamic object instances to improve the robustness of vision-based SLAM in dynamic environments. We propose to use a combination of easily accessible simulation data and more expensive but specific real-world data to train a CNN that generalizes well to unseen environments, such as Cityscapes. Additionally, we introduce an approach to extract the dynamic object masks from our real-world dataset in an automated fashion. We also demonstrate that real-world data is crucial to outperform models purely trained with synthetic data.
While in many applications a pure semantic analysis might be enough to segment out dynamic objects, especially, when moving towards unknown environments a more general approach like ours becomes valuable. General dynamic objects can be detected, even if no prior segmentation classes are provided.
Future work will fully integrate this approach into a visionbased localization system for dynamic environments.
