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VARIANTS OF GEOMETRIC RSK, GEOMETRIC PNG AND THE
MULTIPOINT DISTRIBUTION OF THE LOG-GAMMA POLYMER
VU-LAN NGUYEN AND NIKOS ZYGOURAS
Abstract. We show that the reformulation of the geometric Robinson-Schensted-Knuth (gRSK)
correspondence via local moves, introduced in [OSZ14] can be extended to cases where the input
matrix is replaced by more general polygonal, Young-diagram-like, arrays of the form . We also
show that a rearrangement of the sequence of the local moves gives rise to a geometric version of
the polynuclear growth model (PNG). These reformulations are used to obtain integral formulae
for the Laplace transform of the joint distribution of the point-to-point partition functions of the
log-gamma polymer at different space-time points. In the case of two points at equal time N and
space at distance of order N2/3, we show formally that the joint law of the partition functions,
scaled by N1/3, converges to the two-point function of the Airy process.
1. Introduction
In recent years there have been several important developments in the study of random polymer
models, interacting particle systems and related statistical mechanics models, which appear to have
an exactly solvable underlying structure. The object that has been driving these investigations is
the Kardar-Parisi-Zhang (KPZ) equation and the universality class that this determines. We will
not embark on an interlude of the ubiquitous nature of the KPZ, but instead we will refer to various
reviews including [KS92], [C12]. Even though non gaussian fluctuations, governed by a 1/3 exponent,
were predicted in [KPZ86] for the systems belonging in this class, the more profound structure begun
to be recognised much later. Fundamental towards this understanding were the contributions of Baik-
Deift-Johansson [BDJ99] and Johansson [J00] where the combinatorial structure of certain objects
in the KPZ universality was studied and surprising connections to random matrix theory were
revealed. In particular, [BDJ99] studied the distribution of the longest increasing subsequence in a
random permutation and [J00] studied the distribution of a directed last passage percolation with
geometric disorder and in both cases the exponent 1/3 for the fluctuations and their convergence
to the Tracy-Widom GUE distribution was established.
The two models studied in [BDJ99], [J00] are fundamentally related to each other via the
Robinson-Schensted-Knuth (RSK) correspondence. The special (and historically prior) application
of this correspondence, the Robsinson-Schensted (RS), is a bijective mapping between a permutation
of integers to a pair of Young tableaux of same shape (one which is standard and one semi-standard),
in which the length of the first row of each tableau equals the length of the longest increasing subse-
quence in the permutation and more generally the sum of the first k rows equals the maximal length
of the union of k disjoint increasing subsequences. The RS correspondence was extended by Knuth
as a bijection between matrices with nonnegative integer entries and pairs of Young tableaux. If
(wij)1≤i≤m, 1≤j≤n is an input matrix, then the length of the first row of the Young tableaux equals
the passage time in directed last passage percolation given by
τm,n := max
π∈Πm,n
∑
(i,j)∈π
wij , (1.1)
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where Πm,n is the set of down-right paths from (1, 1) to (m,n).
Combined with the works of Okounkov [O01] and Prähofer-Spohn [PS02], which made connec-
tions to integrable systems and the fermionic formalism, many statistical models of a random growth
nature where analysed and their asymptotic fluctuations where established, see [J05] for an account.
However, these developments were restricted to zero temperature models, even though the univer-
sal KPZ/Tracy-Widom fluctuations were also expected for such models in positive temperature.
In [O12],[COSZ14], [OSZ14] it was realised that the geometric lifting of the RSK correspondence
(gRSK) introduced by Kirillov [K01] (who had originally named it “Tropical RSK”-see also [NY04]
for a matrix approach) could be used as the stepping stone to make progress in the analysis of fluc-
tuations of statistical models in positive temperature. At the same time the theory of Macdonald
Processes of Borodin-Corwin [BC14], based on the theory of Macdonald functions [Mac99], provided
another route to this task analogous to the theory of Schur processes of Okounkov-Reshetikhin
[OR03].
In this article we work within and further elaborate on the framework of gRSK with the purpose
of establishing extensions of this correspondence and draw conclusions on the correlation properties
of a directed polymer model in random medium (DPRM). The DPRM is the positive temperature
version of last passage percolation (1.1) and its partition function is given by
Zm,n :=
∑
π∈Πm,n
∏
(i,j)∈π
wij , (1.2)
where again Πm,n is the set of down-right paths from (1, 1) to (m,n). A distribution of the random
variables (wij) that leads to an exactly solvable partition (1.2) is the inverse gamma distribution:
the variables wij are considered to be independent and the distribution of each one is given by
Γ(αi+ αˆj)
−1w−αi−αˆjij exp(−1/wij) dwij/wij . A DPRM with such an underlying randomness is now
known as the log-gamma polymer. It was introduced by Seppäläinen in [S12] who, using ideas from
particle systems, was able to obtain fluctuation bounds of the correct order N1/3 for logZN,N . In
[COSZ14], [OSZ14] an exact contour integral formula for the Laplace transform of Zn,m was obtained
via the use of gRSK. This formula was later turned into a Fredholm determinant in [BCR13] from
which it was deduced that for certain constants c1, c2
logZN,N − c1N
c2N1/3
(d)−−−−→
N→∞
FGUE ,
where FGUE is the Tracy-Widom GUE distribution characterising the asymptotic fluctuations of
the largest eigenvalue of a Gaussian Unitary Ensemble of random matrices.
Besides the above result, which corresponds to the one-point distribution of a polymer starting
at (1, 1) and conditioned to end at (N,N), one is also interested to know the joint distribution of
two or more partition functions of polymers starting at the same point (1, 1) and ending at different
locations (N1,M1), (N2,M2),... A particular case is when the ending points lie on the same (one
dimensional) plane {(m,n) : m+n = N}. Using the space-time coordinate system (x, t) = (i−j, i+j),
which is the more natural system for one-dimensional simple random walks, the point-to-point
partition functions
(
Zm,n : m+n = N
)
correspond to random walks starting at zero and ending up
at different points after time N . Thus the joint distribution of these partition functions is known
as the equal-time-distribution. In the case of last passage percolation the joint law was obtained in
[J03] via a discrete version of the polynuclear growth model (PNG) of Prähofer and Spohn [PS02].
PNG can be actually viewed as a different construction of the RSK correspondence and its geometric
lifting will be one of the objectives of the present article. It can also be viewed as an ensemble of
non intersecting paths, which after appropriate space-time scaling converges to a continuum non
intersecting line ensemble called the Airy line ensemble . In this paper we will concern ourselves with
the topmost line in this ensemble, which is known as the Airy process. The Airy process, denoted by
Ai(·) is a continuous, stationary process whose one dimensional distribution is the Tracy-Widom
GUE. In [J03] it was established that when the weights (wij) have a geometric distribution, i.e.
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P(wij = m) = (1 − q)qm,m ≥ 0 then{
τN+c0N2/3 x,N−c0N2/3 x − c1N
c2N1/3
}
x∈R
(d)−−−−→
N→∞
{Ai(x)− x2}
x∈R, (1.3)
for appropriate constants c0, c1, c2 depending on the parameter q.
The analogue result for the joint distribution of the partition functions Zm,n of the log-gamma
polymer had not been achieved, so far, the reason being that no formula for the joint Laplace
transform had been obtained. In this work we obtain such formulae. We do this by establishing two
variants of the geometric RSK correspondence, which we think are of independent interest:
1. The first one is an extension of gRSK in situations where the input array is not a matrix,
but rather a polygonal shape of the form . This is done in Section 2.3 by extending the
reformulation of gRSK in terms of local moves introduced in [OSZ14].
2. The second one is the geometric lifting of PNG, which we will refer to as gPNG. gPNG
appears to put the local moves of [OSZ14] under an intuitive and transparent perspective,
which may be useful in other situations, as well. The construction of gPNG and its properties
are described in Section 3.
Each construction leads to seemingly different integral formulae, cf. Theorems 2.8 and 3.9, for the
joint Laplace transform of an arbitrary number of log-gamma partition functions corresponding
to different space-time points. These formulae have a structure that is reminiscent of Givental’s
integral formula for the GLn(R)−Whittaker function, but they are nevertheless different (we do not
attempt to directly check that they indeed coincide). We also point that the formulae are valid for
arbitrary points, not necessarily at equal time (but some restrictions exist, that exclude the strict
two-time points, cf. the conditions on (m1, n1) and (m2, n2) in Theorem 2.12; for progress on the
two-time distribution in a last percolation model see [J15] and for a physics approach in the case of
the continuum polymer in [D13b]). Using the Plancherel theorem for GLn(R)-Whittaker functions,
we are able to rewrite the formula for the Laplace transform of two partition functions at equal
time as a contour integral, cf. Theorem 2.12.
To put things into context let us show the formula for the joint Laplace transform of Z(m1,n1), Z(m2,n2),
which in the case m1 ≤ n1,m2 ≥ n2 writes as
E
[
e−u1Z(m1,n1)−u2Z(m2,n2)
]
=
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi + λi′ )
m1∏
i=1
u−λi1
∏n1
j=n2+1
Γ(λi + αˆj)
u−αi1
∏n1
j=n2+1
Γ(αi + αˆj)
×
∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj + µj′)
n2∏
j=1
u
−µj
2
∏m2
i=m1+1
Γ(µj + αi)
u
−αˆj
2
∏m2
i=m1+1
Γ(αˆj + αi)
×
∏
1≤i≤m1
1≤j≤n2
Γ(λi + µj)
Γ(αi + αˆj)
, (1.4)
where ℓδ, ℓδ+γ are the vertical lines δ + ιR and δ + γ + ιR in the complex plane, with δ, γ > 0 such
that αi < δ for all i (shortly written as α < δ) and αˆj < δ+γ for all j (shortly written as αˆ < δ+γ),
and sn(λ) =
∏
1≤i6=j≤n Γ(λi − λj)−1 is the so-called Sklyanin measure. Unless otherwise stated we
will keep the convention that integrals along vertical lines in the complex plane are traced upwards.
Those familiar with the formula for the Laplace transform obtained for a single partition function
in [COSZ14], [OSZ14] will observe certain similarities to the above formula. In fact, if in the last
product of gamma functions,
∏
Γ(λi + µj)/Γ(αi + αˆj), one replaced the µj variables with αˆj and
combined with the dλ integral, he/she would obtain the formula for the Laplace transform of
Z(m1,n1). Similarly, if one replaced the λi variables with αi and then combined with the dµ integral,
he/she would obtain the Laplace transform for Z(m2,n2). Bearing also in mind that two polymers,
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one from (1, 1) to (m1, n1) and another from (1, 1) to (m2, n2) can only interact (via intersection)
within the rectangle 1 ≤ i ≤ m1, 1 ≤ j ≤ n2 (if m1 ≤ m2 and n2 ≤ n1) , we are lead to see that
this cross product reflects in a sense the correlation of the two partition functions.
Having this formula at hand, we work in Section 4 towards obtaining convergence of the joint law
of two partition functions to the two-point function of the Airy process, in the same spirit as (1.3).
Our first attempt was to write the above formula as a Fredholm determinant. This, however, is a
non-trivial task and certainly demands further investigation, in order to understand the (what we
believe that exists) underlying determinantal structure. We therefore followed an alternative route,
which consisted in expressing (1.4) as Fredholm-like series. Further nontrivial manipulation of the
latter expression reveals a block determinantal structure that points towards the Airy process. Even
though, at this stage we can pass in the asymptotic limit on each individual term of the series and
identify it with the corresponding terms in the Airy expansion, a cross term arising from the product∏
Γ(λi+µj)/Γ(αi+αˆj) in (1.4) makes it difficult to justify the uniformity of this limiting procedure.
We discuss this point a bit more in Section 4.2. For this reason our derivation of the convergence
of the joint distribution to the two-point function of the Airy process is formal (cf. Conjecture
4.1, Section 4). Nevertheless, we believe that our analysis unravels an interesting structure of the
contour integral formulae.
Our exact formulae for the joint law of the log-gamma polymer appear to be the first such
mathematically rigorous derivation for positive temperature polymers. We should, though, mention
that in the physics literature formulae have been provided for the joint law of the continuum
directed polymer in relation to the delta-Bose gas with the use of the coordinate Bethe ansatz.
That was first done by Prohlac and Spohn [PS11a], [PS11b] and then, again by the use of Bethe
ansatz but via different manipulations of the formulae, by Dotsenko [D13], [D14]. Although for the
same object, it was not obvious that the formulae provided were coinciding. This was later checked
by Imamura-Sasamoto-Spohn in [ISS13]. Our method is completely different to these approaches,
since we investigated, instead, the combinatorial structure of the log-gamma polymer. Naturally,
the formulae we obtain are different but it is worth noting that cross terms consisting of products
of various gamma functions appear in all situations. Mathematically rigorous formulae for joint
moments for related particle models, q-Push(T)ASEP’s, have been obtained, see for example [CP15].
In principle these can degenerate to formulae for joint moments of polymer partition functions Z(m,n)
for various points (m,n) which would, however, need to share the same coordinate n. Finally, we
close this review of related results by mentioning the work of Ortmann-Quastel-Remenik [OQR15a],
[OQR15b]. There they obtain formulae for the one point distribution (as opposed to our treatment
of two-point distributions) of the asymmetric exclusion process with flat and half-flat initial data.
From these, passing to a weakly asymmetric limit they deduce the law for the one-point function
of the point to plane continuum directed polymer. Their method is based again on the coordinate
Bethe ansatz. Motivated by related work of Lee [L10], this method allowed them to make a guess for
the above mentioned formulae. Cross terms (which this time are not given by products of gamma
functions) appear also in this situation, preventing them from rigorously deriving the convergence
to Tracy-Widom GOE.
The article is organised as follows: In Section 2, we start by making a quick review of the
main objects of RSK (Section 2.1) and of geometric RSK (Section 2.2) focusing on the definition
and properties of the local moves. We also give a quick reminder of Whittaker functions and the
properties that we will be using. In Section 2.3 we extend the geometric RSK to the case of polygonal
input arrays and we use its properties to provide the first formulae for the joint Laplace transform of
several point-to-point partition functions. We also use the Plancherel theory for Whittaker function
to obtain contour integral formulae for the Laplace transform of partition functions at equal time.
In Section 3 we construct the geometric PNG and deduce its main properties. In Section 4 we
elaborate on the formulae for the joint Laplace transform for two partition functions at equal time
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and we show formally that their joint distribution converges to the two-point function of the Airy
process.
2. Geometric RSK on polygonal patterns
The geometric RSK correspondence was introduced by Kirillov [K01] as a bijective mapping
gRSK : (R>0)
n×m → (R>0)n×m,
between positive matrices, via a geometric lifting (i.e. (max,+) replaced by (+,×)) of the Berenstein-
Kirillov [BK95] implementation of RSK in terms of piecewise linear transformations. Kirillov ob-
served in his paper a number of interesting properties many of which deserve further investigation.
A matrix algebra framework was set by Noumi and Yamada [NY04] to accommodate Kirillov’s
theory and this framework was instrumental for [COSZ14]. In [OSZ14] gRSK was formulated via a
sequence of ‘local moves’ on matrix elements and this formulation was important in exhibiting its
volume preserving properties.
2.1. Reminder of RSK, Young tableaux, Gelfand-Tsetlin patterns. The Knuth
correspondence takes a matrix (wij)m×n of nonnegative integers and maps it to a pair of Young
tableaux (P,Q). A Young tableau is a collection of boxes arranged in left-justfied rows of lengths
λ1 ≥ λ2 ≥ · · · . The boxes are filled with the numbers 1, 2, ..., n, such that they are weakly increasing
across rows (from left to right) and strictly increasing along columns (from top to bottom) (this is
the defining property of a semi-standard tableau). It is useful to think of the input matrix (wij)m×n
as a sequence of words (1w112w12 · · ·nw1n) · · · (1wm12wm2 · · ·nwmn) where jwij denotes a sequence
of wij letters j in the i
th word. Each letter in this sequence is inserted in the P tableau via the
Robinson-Schensted row insertion. That is, a letter j attempts to be inserted in the first row of
the P tableau by first bypassing all the boxes that contain numbers less or equal to j and then
occupying the first box that was occupied by a letter greater than j. If all boxes contain letters
which are less or equal to j, then j is appended at the end of the row. Otherwise, the letter k > j,
that is replaced by j, is removed from the first row and tries to be inserterted in the second row in
the same manner. This bumping procedure continues, with a box being eventually added at the end
of a row in the P tableau, filled with the letter j, and at the same time another box is added at the
same location in the Q tableau filled with the letter i. One of the consequences of this algorithm
is that the P and the Q tableaux have the same row lengths λ1 ≥ λ2 ≥ · · · and the vector of row
lengths (λ1, λ2, ...) is called the shape of the tableau. So P and Q have the same shape.
Let us note that there are extensions of the RSK correspondence to the case where the input
matrix (wij)m×n is replaced by general polygonal, Young-diagram-like arrays of the form . Such
extensions are related to Fomin growth diagrams [F86]; see also [Kr06] for further discussions around
these constructions.
A useful way to record Young tableaux is via the Gelfand-Tsetlin patterns. This is a triangular
array of numbers (zij)1≤i≤j≤n and the correspondence to Young tableaux is via
zij =
i∑
r=j
♯{of r’s in row j of the Young tableau}, for 1 ≤ j ≤ i ≤ n.
Note that zni = λi, the length of the i
th row in the Young tableau. Given the definition of a Young
tableaux, one obtains the interlacing conditions for the Gelfand-Tsetlin patterns
zi+1,j+1 ≤ zij ≤ zi+1,j, for 1 ≤ j ≤ i ≤ n. (2.1)
The mappings we just described are depicted in the following diagram (for simplicity, we depict
them in the special case of a square input matrix, i.e. m = n, where both Gelfand-Tsetlin (GT)
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patterns have a triangular shape)
(2.2)
(wij)n×n
RSK−−−→ (P ) (Q) GT−−−→
z11
z21z22
zn1znn
z′11
z′21z
′
22
z′n1z
′
nn −→
znn . . . z
′
11
...
. . .
...
z11 . . . zn1

Even though not depicted, the boxes of Young diagrams (P,Q) are understood to be filled with
numbers weakly increasing along rows and strictly increasing along columns. In the last mapping
we glued together the Gelfand-Tsetlin patterns in an n×n matrix. This is possible since the P and
Q tableaux have the same shape and hence the corresponding patterns have the same bottom row,
which is placed on the diagonal. The above sequence of mappings explains the reason why RSK can
be viewed as a mapping between matrices.
Let us now assume that we have inserted the words (1w112w12 · · ·nw1n) · · · (1wm−1,12wm−1,2 · · ·nwm−1,n)
and let us denote by (zij) the variables of the Gelfand-Tsetlin pattern after these insertions. We
next want to insert the word (1wm,12wm−1,2 · · ·nwm,n) and let us denote by (z˜ij) the variables of the
new Gelfand-Tsetlin pattern. After this insertion, the number of 1’s in the first row will be
z˜11 = z11 + wm1. (2.3)
This insertion will bump a number of 2’s, which will then be inserted in the second row. The number
of bumped 2’s will be equal to
min
(
z21 − z11, wm1
)
= min
(
z21 − z11, z˜11 − z11
)
= −max (− (z21 − z11),−(z˜11 − z11)), (2.4)
depending on whether the number of 1’s inserted in the previous step (which equals wm1) bumped
all the existing 2’s in the first row (which equals z21 − z11) or not. Moreover, a number wm2 of 2’s
will be inserted in the first row, at the end of a sequence of 1’s of length max
(
z21, z˜11
)
(bumping
at the same time a number of 3’s) leading to the update
z˜21 = wm2 +max
(
z21, z˜11
)
. (2.5)
The bumped 2’s will be inserted in the second row, thus increasing the number of 2’s there to
z˜22 = z22 −max
(− (z21 − z11),−(z˜11 − z11)). (2.6)
A similar procedure of inserting and bumping with the remaining letters carries on and can be
described by analogous set of piecewise linear transformations (local moves).
2.2. Geometric RSK via local moves and Whittaker functions. The local move
formulation of gRSK can be viewed as a geometrization (i.e. replace (max,+,−) with (+,×, / )) of
the local moves described in the previous section, cf. (2.3), (2.4), (2.5), (2.6). Let us recall how it
works:
Let an input matrix X = (xij) ∈ (R>0)n×m. Define l11 to be the identity map. For 2 ≤ i ≤ n
and 2 ≤ j ≤ m, define li1 to be the mapping that replaces the element xi1 by xi−1,1xi1 and l1j to
be the mapping that replaces the element x1j by x1,j−1x1j , while leaving all other elements of X
unchanged. For each 2 ≤ i ≤ n and 2 ≤ j ≤ m define the mapping lij which replaces the submatrix(
xi−1,j−1 xi−1,j
xi,j−1 xij
)
of X by its image under the map(
a b
c d
)
7→
(
bc/(ab+ ac) b
c d(b+ c)
)
, (2.7)
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while leaving the other elements unchanged. The upper-left corner of the output sub matrix (2.7)
corresponds to the bumped elements from a row cf. (2.6), while its lower-right corner corresponds
to the updated number of elements in a row, cf. (2.5).
For 1 ≤ i ≤ n and 1 ≤ j ≤ m, set
πji := lij ◦ · · · ◦ li1.
For 1 ≤ i ≤ n, define
Ri :=
{
πm−i+11 ◦ · · · ◦ πmi i ≤ m
π1i−m+1 ◦ · · · ◦ πmi i ≥ m,
(2.8)
which corresponds to the (geometric) insertion of the ith row of the input matrix (or, bearing in
mind the analogies from the previous section, the insertion of the ith word).
We can now give the algebraic definition of the gRSK mapping as
gRSK := Rn ◦ · · · ◦R1. (2.9)
Let us illustrate the sequence with an example in the case n = m = 2. Then
R1 = π
2
1 = l12 ◦ l11 = l12, R2 = π11 ◦ π22 = l11 ◦ l22 ◦ l21 = l22 ◦ l21.
gRSK = R2 ◦R1 = l22 ◦ l21 ◦ l12.
and
gRSK :
(
a b
c d
)
l127−→
(
a ab
c d
)
l217−→
(
a ab
ac d
)
l227−→
(
bc/(b+ c) ab
ac ad(b + c)
)
.
Let us point out that the mappings Ri defined above can also be written as
Ri = ̺
i
m ◦ · · · ◦ ̺i2 ◦ ̺i1
where
̺ij =
{
l1,j−i+1 ◦ · · · ◦ li−1,j−1 ◦ lij i ≤ j
li−j+1,1 ◦ · · · ◦ li−1,j−1 ◦ lij i ≥ j.
(2.10)
Here we used the fact that lij ◦ li′j′ = li′j′ ◦ lij whenever |i− i′|+ |j− j′| > 2, which is an immediate
consequence of the fact that, in this case, the mappings lij , li′j′ transform 2× 2 submatrices which
don’t overlap. The mappings ̺ij are also going to be used in the construction of the geometric PNG.
This representation is related to the Bender-Knuth transformations, cf [K01], [BK95]: For each
1 ≤ i ≤ n and 1 ≤ j ≤ m, denote by bij the map on (R>0)n×m which takes a matrix X = (xqr) and
replaces the entry xij by
x′ij =
1
xij
(xi,j−1 + xi−1,j)
(
1
xi+1,j
+
1
xi,j+1
)−1
, (2.11)
leaving the other entries unchanged, with the conventions that x0j = xi0 = 0, xn+1,j = xi,m+1 =∞
for 1 < i < n and 1 < j < m, but x10 + x01 = x
−1
n+1,m + x
−1
n,m+1 = 1. Denote by rj the map
which replaces the entry xnj by xn,j+1/xnj if j < m and 1/xnm if j = m, leaving the other entries
unchanged. For j ≤ m, define
hj =
{
bn−j+1,1 ◦ · · · ◦ bn−1,j−1 ◦ bnj j ≤ n
b1,j−n+1 ◦ · · · ◦ bn−1,j−1 ◦ bnj j ≥ n.
(2.12)
It is straightforward from the definitions to see that the mapping ̺nj : (R>0)
n×m 7→ (R>0)n×m
satisfies ̺nj = hj ◦ rj .
The next theorem summarises the main properties of gRSK. The first point is due to Kirillov
[K01], while points 2., 3. where obtained in [OSZ14]
Theorem 2.1. Let W = (wij , 1 ≤ j ≤ n , 1 ≤ i ≤ m) and T = (tij , 1 ≤ j ≤ n , 1 ≤ i ≤ m) =
gRSK(W ). Then
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1. Let Π
(r)
m,n be the set of r-tuples of non intersecting down-right paths starting from points
(1, 1), (1, 2), ..., (1, r) and ending at points (m,n − r + 1), ..., (m,n), respectively, with r =
1, ...,m ∧ n. Then
tm−r+1,n−r+1 · · · tm−1,n−1tm,n =
∑
(π1,...,πr)∈Π(r)m,n
∏
(i,j)∈π1∪···∪πr
wij ,
and in particular
tm,n =
∑
π∈Π(1)m,n
∏
(i,j)∈π
wij ,
is the polymer partition function Zm,n.
2. Setting tij = 0, whenever (i, j) does not belong to the array ((i, j) : 1 ≤ j ≤ n , 1 ≤ i ≤ m),
we have ∑
i,j
1
wij
= E(T ) := 1
t11
+
∑
i,j
ti−1,j + ti,j−1
tij
3. The transformation
(logwij , 1 ≤ j ≤ n , 1 ≤ i ≤ m) 7→ (log tij , 1 ≤ j ≤ n , 1 ≤ i ≤ m),
has Jacobian equal to ±1.
The previous theorem was used in [OSZ14] to identify the push-forward measure under RSK
when the input matrix is assigned the log-gamma distribution. Let us first define the latter
Definition 2.2 (log-gamma measure). For a sequence of real numbers α = (αi)i≥1, αˆ = (αˆj)j≥1,
such that αi + αˆj > 0 for all (i, j), we define the (α, αˆ)-log-gamma measure on W , by
P(dW ) :=
∏
i,j
1
Γ(αi + αˆj)
w
−αi−αˆj
ij e
−1/wij dwij
wij
. (2.13)
Introducing the notation (we will also be using ∧ for minimum and ∨ for maximum)
τmj :=
∏m∧j−1
r=0 tm−r,j−r∏m∧(j−1)−1
r=0 tm−r,j−r−1
and τin :=
∏i∧n−1
r=0 ti−r,n−r∏(i−1)∧n−1
r=0 ti−r−1,n−r
, (2.14)
for j = 1, ..., n and i = 1, ...,m, we have that, cf. [OSZ14], Corollary 3.3.
P ◦ gRSK−1(dT ) =
∏
i,j
1
Γ(αi + αˆj)
( n∏
j=1
τ
−αˆj
mj
)( m∏
i=1
τ−αiin
)
e−E(T )
∏
i,j
dtij
tij
,
where in the above products the indices i, j run over i = 1, ...,m and j = 1, ..., n. We call the vectors
(τmj)j=1,...,n, (τin)i=1,...,m the (geometric) type of the (geometric) P and Q tableaux, respectively.
This definition is the geometric version of the type of a Young tableau, which in terms of Gelfand-
Tsetlin variables is defined to be the vector
(∑i
j=1 zij−
∑i−1
j=1 zi−1,j : i ≥ 1
)
and records the number
of letters 1, 2, ... in the tableau.
Let us now assume, for the sake of exposition, that the input matrix W is a square matrix, i.e.
m = n. Integrating the measure P ◦ gRSK−1(dT ) over the variables tij , i 6= j, we obtain the law of
the bottom row of the Gelfand-Tsetlin patterns cf. (2.2) (which encode the geometric lifting of the
shape of the corresponding tableaux. This is given (in terms of Whittaker functions) as follows
e−1/t11 Ψ(n)α1,...,αn(tnn, ..., t11)Ψ
(n)
αˆ1,...,αˆn
(tnn, ..., t11)
n∏
i=1
dtii
tii
.
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z11
z22
z33
z44
z21
z31
z41
z32
z42z43
Figure 1. This pictures shows a Gelfand-Tsetlin pattern and the arrows depict di-
agrammatically the potential in the integral form for the Whittaker function, which is
−
∑
a→b za/zb.
Whittaker functions have an integral formula due to Givental
Ψ(n)α1,...,αn(x1, ..., xn) =
∫
Z(x)
n∏
i=1
(
zi1 · · · zii
zi−1,1 · · · zi−1,i−1
)−αi
e
−∑1≤j≤i≤n
(
zi,j
zi+1,j
+
zi+1,j+1
zi,j
) ∏
1≤j≤i≤n−1
dzij
zij
where Z(x) = {(zij)1≤j≤i≤n ∈ (R>0)n(n+1)/2 : znj = xj , for j = 1, ..., n}. If we change variables
and define ψ
(n)
α1,...,αn(x) = Ψ
(n)
−α1,...,−αn(z), where xi = log zi for i = 1, . . . , n, then the functions
ψ
(n)
α1,...,αn(x) are eigenfunctions of the open quantum Toda chain with Hamiltonian given by
H = −
∑
i
∂2
∂x2i
+ 2
n−1∑
i=1
exi+1−xi ,
with eigenvalue − (∑i α2i ). Moreover, they play an important role in the theory of automorphic
forms [G06]. In our setting they appear more naturally as generalisation of Schur functions having
the form of generating functions of geometric Gelfand-Tsetlin pattern. The latter are to be thought
as triangular arrays in the spirit of the standard Gelfand-Tsetlin pattern, with the difference that
the interlacing conditions (2.1) are violated. Instead, the hard boundary conditions of relations (2.1)
are ‘softened’ via the potential
−
∑
1≤j≤i≤n
( zi,j
zi+1,j
+
zi+1,j+1
zi,j
)
,
which penalises exponentially patterns that violate the interlacing conditions, see Figure 1.
One of the reasons that the log-gamma measure is amenable to analysis is the fact that Whittaker
functions have tractable Fourier analysis. In particular, there exists a Plancherel theorem [STS94],
[KL01]:
Theorem 2.3. The integral transform
fˆ(λ) =
∫
(R>0)n
f(x)Ψ
(n)
λ (x)
n∏
i=1
dxi
xi
defines an isometry from L2((R>0)
n,
∏n
i=1 dxi/xi) onto L
sym
2 ((ιR)
n, sn(λ)dλ), where L
sym
2 is the
space of L2 functions which are symmetric in their variables (the variables λ1, λ2, ... are unordered),
ι =
√−1 and
sn(λ) =
1
(2πι)nn!
∏
i6=j
Γ(λi − λj)−1,
is the Sklyanin measure. That is, for any two functions f, g ∈ L2((R>0)n,
∏n
i=1 dxi/xi), it holds
that ∫
(R>0)n
f(x)g(x)
n∏
i=1
dxi
xi
=
∫
(ιR)n
fˆ(λ)gˆ(λ)sn(λ)dλ.
10 V.L. NGUYEN AND N.ZYGOURAS
Naturally, this Plancherel theorem will play a crucial role in this work, as well. We will also use
an integral identity involving Whittaker functions with importance in the theory of automorphic
forms (see [B84])
Theorem 2.4 (Stade). Suppose r > 0 and λ, ν ∈ Cn, where ℜ(λi + νj) > 0 for all i and j. Then∫
(R>0)n
e−rx1Ψ(n)−ν (x)Ψ
(n)
−λ(x)
n∏
i=1
dxi
xi
= r−
∑n
i=1(νi+λi)
∏
ij
Γ(νi + λj).
This identity was conjectured by Bump in [B84] and proved by Stade in [St02]. An alternative
proof using the gRSK was provided in [OSZ14], Corollary 3.7, which also showed that Stade’s
identity is the analogue of the Cauchy identity for Schur functions.
When using the Plancherel-Whittaker theorem we will have to check that certain functions, which
are expressed as products of gamma functions, are L2 integrable. For this will use the following
asymptotics of the gamma function, cf [OLBC10], formula 5.11.9 :
lim
b→∞
|Γ(a+ ιb)|e π2 |b||b| 12−a =
√
2π, a > 0, b ∈ R. (2.15)
2.3. Extension of gRSK to polygonal input arrays. In this section we will extend
the gRSK to the case where the input array is a polygonal array, Young-diagram-like of the form
, rather than a matrix. Let us start by considering pairs of positive integers (mℓ, nℓ)ℓ=1,2,...,k with
mℓ > mℓ−1 and nℓ−1 > nℓ and rectangular arrays W (ℓ) = (wij : mℓ−1 < i ≤ mℓ, 1 ≤ j ≤ nℓ).
By convention, we have that m0 = n0 = 0. The general input pattern will consist of an array
W =
⊔k
ℓ=1W
(ℓ), created by stacking the rectangular pattern W ℓ below W ℓ−1 (see Figure 2 for an
illustration). We define the index set of such a polygonal array W as
ind(W ) :=
k⋃
ℓ=1
{
(i, j) : mℓ−1 < i ≤ mℓ, 1 ≤ j ≤ nℓ
}
(2.16)
We now come to
Definition 2.5 (gRSK on polygonal arrays). We define the geometric RSK on the polygonal
array W =
⊔k
ℓ=1W
(ℓ) inductively as follows:
(1) Set T (1) := gRSK(W (1)) ∈ Rm1×n1 . T (1) is then the rectangular output provided by gRSK, as
this is described in Section 2.2.
(2) Create the array W (2)
⊔
T (1) by appending matrix W (2) at the bottom of the output matrix T (1)
obtained in the previous step. We then define T (2) := Rm2 ◦Rm2−1 ◦ · · ·◦Rm1+1
(
W (2)
⊔
T (1)
)
.
The crucial point, here, is that the transformations Ra, m1 + 1 ≤ a ≤ m2, act only on the
entries (i, j) of W (2)
⊔
T (1) for which i − j ≥ m1 + 1 − n2. That is, they only transform the
entries which lie on or below the north-west diagonal starting from entry (m1 + 1, n2), while
leaving all other entries unchanged, see Figure 3.
(3) We can, now, define inductively T (ℓ) := Rmℓ ◦Rmℓ−1 ◦ · · · ◦Rmℓ−1+1
(
W ℓ
⊔ℓ−1
r=1 T
(r)
)
for ℓ ≤ k
and, finally, gRSK(W ) := T (k).
The next proposition summarises the fundamental bijective properties of gRSK on polygonal
arrays and it is the analogue of Theorem 2.1.
Proposition 2.6. Consider a polygonal array W =
⊔k
ℓ=1W
(ℓ) with W (ℓ) = (wij , 1 ≤ j ≤
nℓ , mℓ−1 < i ≤ mℓ) and T = (tij , (i, j) ∈ ind(W )) = gRSK(W ), where ind(W ) is the index
set of the polygonal array W defined in (2.16). Then
1. Let Π
(r)
m,n be the set of r-tuples of non intersecting down-right paths starting from points
(1, 1), (1, 2), ..., (1, r) and ending at points (m,n− r+1), ..., (m,n), respectively, with (m,n) ∈
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(11, 3)
(8, 4)
(6, 6)
(4, 10)
Figure 2. This figure shows a rectangular array W = W (1)
⊔
W (2)
⊔
W (3)
⊔
W (4),
which is a concatenation of four rectangular arrays. Their bottom right corners are marked
by points (mℓ, nℓ)ℓ=1,...,4 = (4, 10), (6, 6), (8, 4), (11, 3)
(11, 3)
(8, 4)
(6, 6)
(4, 10)
Figure 3. The red contour shows the part of the polygonal array that will be
transformed after application of the gRSK on the two top rectangular arrays, i.e.
gRSK(W (2)
⊔
W (1). The blue dots show the entries that will be modified by the insertion
of the seventh row (w(7,1), w(7,2)w(7,3), w(7,4)) via application of transformation R7. From
this it is clear that R7 does not see the full polygonal array and it would lead to the same
output, as if only the subarray ((i, j) , 1 ≤ i ≤ 7, 1 ≤ j ≤ 4) existed.
{(mℓ, nℓ) : ℓ = 1, ..., k} and r = m ∧ n (see Figure 4). Then
tm−r+1,n−r+1 · · · tm−1,n−1tm,n =
∑
(π1,...,πr)∈Π(r)m,n
∏
(i,j)∈π1∪···∪πr
wij ,
and in particular
tmℓ,nℓ =
∑
π∈Π(1)mℓ,nℓ
∏
(i,j)∈π
wij , for ℓ = 1, ..., k,
are the polymer partition functions Zmℓ,nℓ .
2. Setting tij = 0, whenever (i, j) does not belong in the index set of the polygonal array, we have∑
(i,j)∈ind(W )
1
wij
= E(T ) := 1
t11
+
∑
(i,j)∈ind(W )
ti−1,j + ti,j−1
tij
.
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(11, 3)
(8, 4)
(6, 6)
(4, 10)
Figure 4. This figure shows three non intersecting, down-right paths in Π
(3)
6,6. The
partition function corresponding to this ensemble equals t6,6t5,5t4,4, where (tij) =
gRSK(
⊔4
ℓ=1W
(ℓ))
3. The transformation
(logwij , (i, j) ∈ ind(W )) 7→ (log tij , (i, j) ∈ ind(W )),
has Jacobian equal to ±1.
Proof. Part 3. follows immediately from the volume preserving properties of the local moves. The
proof of part 2. has minor modifications of the proof of part 3. of Theorem 2.1. Since a similar
property holds for the geometric PNG, whose proof will require slightly more modifications, we
prefer to defer the details till Proposition 3.3.
The proof of Part 1. proceeds by induction in k. For k = 1 this is the same statement as that of
Theorem 2.1, Part 1. Assume, now, that the statement is valid for k − 1, that is,
T (k−1) := gRSK
( k−1⊔
ℓ=1
W (ℓ)
)
satisfies the statement of Part 1. Let
T = T (k) := Rmk ◦Rmk−1 ◦ · · · ◦Rmk−1+1
(
W (k)
⊔
T (k−1)
)
.
Observe that a transformation Ra acts only on the entries (i, j) with i − j ≥ a − j∗(a), where
j∗(a) = max{j : (a, j) ∈ ind(W )}. This means that when Ra inserts a line (waj , 1 ≤ j ≤ j∗(a)), then
it will act as if there was only a rectangular pattern (wi,j , 1 ≤ a, 1 ≤ j ≤ j∗(a) ), ignoring the rest of
the polygonal pattern. This, in particular, holds for a = mk−1 + 1, ...,mk. Moreover, the insertions
of (wij) with j > nk (that have taken place before the insertions Ra for a = mk−1 + 1, ...,mk) will
not have an effect on the entries (tij : i − j > mk−1 − nk) of T (see also Figure 3). Both of these
statements can be seen as a consequence of the Bender-Knuth transformations (2.11), (2.12), which
imply that when an entry wij is inserted, it leads only to updates of the entries of the array along
the north-west diagonal starting from (i, j).
The claim now follows by combining the induction hypothesis with the statement of Theorem
2.1, Part 1, applied to the rectangular array (wij , 1 ≤ i ≤ mk, 1 ≤ j ≤ nk). 
It will be useful, for later purposes, to state separately a proposition, which defines and identifies
the type, cf. (2.14), of general polygonal patterns via the gRSK:
Proposition 2.7. Let a polygonal array W =
⊔k
ℓ=1W
(ℓ) with W (ℓ) = (wij , 1 ≤ j ≤ nℓ , mℓ−1 <
i ≤ mℓ) and T = gRSK(W ). We have that
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• For every j, we set i∗(j) := max{i : (i, j) ∈ ind(W )}. Then
i∗(j)∏
i=1
wij = τi∗(j),j :=
∏i∗(j)∧j−1
r=0 ti∗(j)−r,j−r∏i∗(j)∧(j−1)−1
r=0 ti∗(j)−r,j−1−r
. (2.17)
• For every i, we set j∗(i) := max{j : (i, j) ∈ ind(W )}. Then
j∗(i)∏
j=1
wij = τi,j∗(i) :=
∏j∗(i)∧i−1
r=0 ti−r,j∗(i)−r∏j∗(i)∧(i−1)−1
r=0 ti−1−r,j∗(i)−r
. (2.18)
Proof. We will prove (2.17), the proof of (2.18) being similar. When k = 1 the polygonal array
is a rectangular array and the claim follows from the properties of the standard gRSK, cf. point
1. of Theorem 2.1. Assume, now, that k = 2. Since after the insertion of W (2) the entries (tij)
of gRSK(W (1)
⊔
W (2)) are identical to the corresponding ones of gRSK(W (1)), claim (2.17) hold
immediately for n2 < j ≤ n1. For 1 ≤ j ≤ n2 the entries (tij) involved in the right hand side of
(2.17) have indices satisfying i−j ≥ m2−n2 but as already mentioned the values of these entries do
not depend on (wij) with j > n2, which means that these entries would be identical to the entries
of gRSK
(
(wij : 1 ≤ i ≤ m2, 1 ≤ j ≤ n2)
)
. Bearing this in mind, the validity of (2.17) for 1 ≤ j ≤ n2
is a consequence of the properties of standard gRSK (Theorem 2.1 point 1.). The same argument
continues when k ≥ 3. 
2.4. Multipoint distribution of the log-gamma polymer. We are now ready to
use the formulation of gRSK on polygonal arrays, in order to obtain expressions for the multipoint
distribution of the log-gamma polymer. The first step in this direction is to determine the push
forward measure under gRSK of the log-gamma measure on a polygonal array W =
⊔k
ℓ=1W
(ℓ)
with W (ℓ) = (wij : mℓ−1 < i ≤ mℓ, 1 ≤ j ≤ nℓ) with (mℓ, nℓ)ℓ=1,2,...,k such that mℓ > mℓ−1 and
nℓ−1 > nℓ. By convention m0 = n0 = 0. To do this, we first recall the definition of an (α, αˆ)-log-
gamma measure on such a polygonal array W :
P(dW ) :=
∏
(i,j)∈ind(W )
1
Γ(αi + αˆj)
w
−αi−αˆj
ij e
−1/wij dwij
wij
.
Rewrite the (α, αˆ)-log-gamma measure as
P(dW ) =
∏
(i,j)∈ ind(W )
1
Γ(αi + αˆj)
n1∏
j=1
( i∗(j)∏
i=1
wij
)−αˆj mk∏
i=1
( j∗(i)∏
j=1
wij
)−αi
× exp
(
−
∑
(i,j)∈ ind(W )
1/wij
) ∏
(i,j)∈ ind(W )
dwij
wij
.
By Proposition 2.6 and Proposition 2.7 and by changing variable
(
wi,j : (i, j) ∈ ind(W )
) 7→(
ti,j : (i, j) ∈ ind(W )
)
= gRSK(W ) we have that the push forward measure is
P ◦ (gRSK)−1(dT ) =
∏
(i,j)∈ ind(W )
1
Γ(αi + αˆj)
n1∏
j=1
(
τi∗(j),j
)−αˆj mk∏
i=1
(
τi,j∗(i)
)−αi
× exp
(
− E(T )
) ∏
(i,j)∈ ind(W )
dtij
tij
. (2.19)
We now arrive to our first formula for the joint law of the partition functions:
Theorem 2.8 (k-point distribution). Let (m1, n1), ..., (mk, nk) be k pairs of positive integers
such that mℓ > mℓ−1 and nℓ−1 > nℓ and consider the point-to-point partition functions Z(mi,ni), i =
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1, ..., k of an (α, αˆ)-log-gamma polymer. The Laplace transform of the joint distribution is given by
E
[
e−u1Z(m1,n1)−···−ukZ(mk,nk)
]
=
∫
(R>0)|ind(W )|
e−u1tm1,n1−···−uktmk,nk P ◦ (gRSK)−1(dT ),
where P ◦ (gRSK)−1 is the push forward measure under gRSK of an (α, αˆ)-log-gamma measure on
the polygonal array W := W(m1,n1),...,(mk,nk), determined by the corners (m1, n1), ..., (mk, nk), see
(2.19).
Proof. The proof follows immediately from the fact that if T = (tij) = gRSK
(
W(m1,n1),...,(mk,nk)
)
,
then by Part 1. of Proposition 2.6
(tm1,n1 , ..., tmk,nk) = (Z(m1,n1), ..., Z(mk,nk)),
and the identification of the push forward measure P ◦ (gRSK)−1(dT ) as in (2.19). 
We will now use the Plancherel Theorem 2.3 for Whittaker functions to rewrite the above integral
as a contour integral in the case of k = 2 . We first introduce some notation
Definition 2.9. For a sequence of complex numbers a = (a1, a2, ...) and integers p, r we will denote
the function
F
a
p,r(w) :=
∏
p+1≤i≤r
Γ(w + aj), for w ∈ C.
When p = 0 we will simplify the notation by denoting the corresponding function by Far (w).
We will also make use of the following theorem proved in [COSZ14], [OSZ14], which expresses
the Laplace transform of a single partition function as a contour integral
Theorem 2.10. Let Z(m,n) be the partition function from (1, 1) to (m,n), with m ≥ n, of an
(α, αˆ)-log-gamma polymer such that αˆ < 0 and α > 0. Its Laplace transform is given in terms of a
contour integral as
E
[
e−uZ(m,n)
]
=
∫
(ιR)n
dµ sn(µ)
∏
1≤j,j′≤n
Γ(−αˆj′ + µj)
n∏
j=1
u−µj Fαm(µj)
u−αˆj Fαm(αˆj)
.
Remark 2.11. If the parameters α, αˆ are such that ℜ(α + δ) > 0 and ℜ(−αˆ + δ) > 0, for some
δ ∈ R, then the above formula writes as
E
[
e−uZ(m,n)
]
=
∫
(ℓδ)n
dµ sn(µ)
∏
1≤j,j′≤n
Γ(−αˆj′ + µj)
n∏
j=1
u−µj Fαm(µj)
u−αj Fαm(αˆj)
.
where ℓδ is the contour along which the real part is constant and equal to δ.
We can now state
Theorem 2.12 (2-point contour integral). Let Z(m1,n1), Z(m2,n2) be the partition functions from
(1, 1) to (m1, n1) and (m2, n2), respectively, of an (α, αˆ)-log-gamma polymer. Assume that m1 < m2
and n1 > n2. Moreover, without loss of generality, assume that m1 ≤ n1. Let γ/2 > δ > 0 arbitrary,
such that the parameters (αi)i=1,2... and (αˆj)j=1,2... satisfy |α| < δ, |αˆ− γ| < δ, and let ℓδ, ℓδ+γ be
vertical lines in the complex plane with real part equal to δ and δ+γ, respectively. The joint Laplace
transform is given in terms of a contour integral as
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• in the case that m2 ≥ n2, then
E
[
e−u1Zm1,n1−u2Zm2,n2
]
=
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi + λi′)
m1∏
i=1
u−λi1 F
αˆ
n2,n1(λi)
u−αi1 F αˆn2,n1(αi)
×
∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj + µj′ )
n2∏
j=1
u
−µj
2 F
α
m1,m2(µj)
u
−αˆj
2 F
α
m1,m2(αˆj)
×
∏
1≤i≤m1
1≤j≤n2
Γ(λi + µj)
Γ(αi + αˆj)
, (2.20)
• in the case that m2 < n2, then
E
[
e−u1Zm1,n1−u2Zm2,n2
]
=
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi + λi′)
m1∏
i=1
(u1/u2)
−λi F αˆn2,n1(λi)
(u1/u2)−αi F αˆn2,n1(αi)
×
∫
(ℓδ′ )
m2
dµ sm2(µ)
∏
m1+1≤i≤m2
1≤i′≤m2
Γ(−αi + µi′)
m2∏
i=1
u−µi2 F
αˆ
n2(µi)
u−αi2 F αˆn2(αi)
×
∏
1≤i≤m1
1≤i′≤m2
Γ(−λi + µi′) , (2.21)
where the contours ℓδ, ℓδ′ have real parts δ, δ
′, respectively, with δ′ > δ.
Proof. We first treat the case m2 ≥ n2 and for simplicity we assume that m2 > n2 (the case
m2 = n2 requires only minor notational modifications). From Theorem 2.8 we can write
E
[
e−u1Zm1,n1−u2Zm2,n2
]
=
∫
e−u1tm1,n1−u2tm2,n2 P ◦ (gRSK)−1(dT )
=
1∏
i,j Γ(αi + αˆj)
∫ n1∏
j=1
(
τi∗(j),j
)−αˆj m2∏
i=1
(
τi,j∗(i)
)−αi
e−
1
t11
−u1tm1,n1−u2tm2,n2
× exp
(
−
∑
(i,j)∈ ind(W )
ti−1,j + ti,j−1
tij
) ∏
(i,j)∈ ind(W )
dtij
tij
.
We integrate first over all variables (tij) except (tm1,n1 , tm1−1,n1−1, ...t1,n1−m1+1) and also do the
integrations over the variables (tij : i − j < m1 − n1) separately from the integration over the
variables (tij : i− j > m1 − n1). We can then rewrite the above integral as
1∏
i,j
Γ(αi + αˆj)
∫
(R>0)m1
e−u1tm1,n1 e−u2tm2,n2 Ψα,αˆ(t
տ
m1,n1)Ψ
(m1)
α (t
տ
m1,n1)
m1−1∏
r=0
dtm1−r,n1−r
tm1−r,n1−r
,
(2.22)
where tտm1,n1 denotes the vector (tm1,n1 , tm1−1,n1−1, ...t1,n1−m1+1), Ψ
(m1)
α (tտm1,n1) is a GLm1(R)-
Whittaker function corresponding to the triangle (tij : i − j ≤ m1 − n1), i.e. (recall also notation
τi,j∗(i) from Proposition 2.7)
Ψ(m1)α (t
տ
m1,n1) (2.23)
=
∫ m1∏
i=1
(
τi,j∗(i)
)−αi
exp
(
−
∑
(i,j)∈ ind(W )
i−j<m1−n1
ti−1,j + ti,j−1
tij
−
∑
(i,j)∈ ind(W )
i−j=m1−n1
ti−1,j
tij
) ∏
(i,j)∈ ind(W )
i−j<m1−n1
dtij
tij
,
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and Ψα,αˆ(t
տ
m1,n1) is a Whittaker-type function corresponding to the pattern (tij : i− j ≥ m1 − n1),
defined by
Ψα,αˆ(t
տ
m1,n1) :=
∫ n1∏
j=1
(
τi∗(j),j
)−αˆj m2∏
i=m1+1
(
τi,j∗(i)
)−αi
(2.24)
× exp
(
− 1
t11
−
∑
(i,j)∈ ind(W )
i−j>m1−n1
ti−1,j + ti,j−1
tij
−
∑
(i,j)∈ ind(W )
i−j=m1−n1
ti,j−1
tij
) ∏
(i,j)∈ ind(W )
i−j>m1−n1
dtij
tij
.
We will now use the Plancherel Theorem 2.3 for Whittaker functions to rewrite the integral in (2.22)
as a contour integral. First, using the Plancherel theorem, we write (2.22) as∫
(ιR)m1
dλ sm1(λ)
(∫
e−u1tm1,n1 Ψ(m1)α (t
տ
m1,n1)Ψ
(m1)
−λ (t
տ
m1,n1)
m1−1∏
r=0
dtm1−r,n1−r
tm1−r,n1−r
)
×
(∫
e−u2tm2,n2Ψα,αˆ(t
տ
m1,n1)Ψ
(m1)
λ (t
տ
m1,n1)
m1−1∏
r=0
dtm1−r,n1−r
tm1−r,n1−r
)
. (2.25)
Moreover, we shift the contour of integration from (ιR)m1 to (ℓδ)
m1 . We do this to avoid the
encounter of poles later on. In order to justify both (2.25) and the shift of contours, we need to
check that the two factors inside the parentheses belong to L2((ιR)m1 ; sm1(λ)dλ). This will be easier
to check once we derive some more explicit formulae for these factors. The first integral in (2.25)
can be computed by Stade’s identity 2.4 and equals
u
−∑1≤i≤m1 (λi−αi)
1
∏
1≤i,i′≤m1
Γ(−αi + λi′ ). (2.26)
Notice that the above quantity belongs to L2((ιR)m1 ; sm1(λ)dλ) , since by the asymptotics of
Gamma function (2.15), we have that for all values of λ1, ..., λm1 with large imaginary part
sm1(λ)
∣∣∣u−∑1≤i≤m1 (λi−αi)1 ∣∣∣2 ∏
1≤i,i′≤m1
|Γ(−αi + λi′)|2 ≈ exp
π
2
∑
1≤i6=i′≤m1
|λi − λi′ | − πm1
m1∑
i=1
|λi|

≤ exp
(
−π
m1∑
i=1
|λi|
)
, (2.27)
which decays exponentially.
If we, now, expand the functions Ψα,αˆ(t
տ
m1,n1) and Ψ
(m1)
λ (t
տ
m1,n1) in terms of their integral rep-
resentations (2.23) and (2.24), we recognise that the second integral in (2.25), is the Laplace trans-
form of the point-to-point partition function Z
(λ,α;αˆ)
(m2,n2)
of a (λ1, ..., λm1 , αm1+1, ...αm2 ; αˆ1, ..., αˆn1)-
log-gamma polymer multiplied by the normalising factor∏
1≤i≤m1
1≤j≤n1
Γ(λi + αˆj)
∏
m1+1≤i≤m2
1≤j≤n2
Γ(αi + αˆj).
We can, therefore, write∫
e−u2tm2,n2Ψα,αˆ(t
տ
m1,n1)Ψ
(m1)
λ (t
տ
m1,n1)
m1−1∏
r=0
dtm1−r,n1−r
tm1−r,n1−r
=
∏
1≤i≤m1
1≤j≤n1
Γ(λi + αˆj)
∏
m1+1≤i≤m2
1≤j≤n2
Γ(αi + αˆj) E
[
e−u2Z
(λ,α;αˆ)
m2,n2
]
. (2.28)
To make this formula more transparent, compare with (2.22), set u1 = 0 and recall that tm2,n2 is
the partition function Zm2,n2 .
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When m2 ≥ n2 we may use the formula provided by Theorem 2.10, applied to the Laplace
transform of Z
(λ,α;αˆ)
(m2,n2)
with 0 < ℜ(δ + γ − αˆ) and ℜ(δ + γ + α) > 0, in order to write (2.28) as
∏
1≤i≤m1
1≤j≤n1
Γ(λi + αˆj)
∏
m1+1≤i≤m2
1≤j≤n2
Γ(αi + αˆj)
∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj′ + µj)
×
n2∏
j=1
u
−µj
2
∏m1
i=1 Γ(µj + λi)
∏m2
i=m1+1
Γ(µj + αi)
u
−αˆj
2
∏m1
i=1 Γ(αˆj + λi)
∏m2
i=m1+1
Γ(αˆj + αi)
(2.29)
Finally we insert (2.29) and (2.26) into (2.25) we arrive to formula (2.20). In a similar way we
can arrive to (2.21), in the case m2 < n2. The only difference would be that we will need to adapt
Theorem 2.10 to apply it whenm < n, but this is straightforward by transposition of the rectangular
array.
It only remains to check that (2.28) or equivalently (2.29) belongs to L2((ιR)m1 ; sm1(λ)dλ). We
prove this separately, in the following lemma, as it requires a particular combinatorial analysis. 
Lemma 2.13. The quantity (2.28) (or equivalently (2.29)) belongs to L2((ιR)m1 ; sm1(λ)dλ).
Proof. We work on the L2 integrability of (2.29) and start by using the Cauchy-Schwarz inequality
(bearing in mind the easily verified fact that the Sklyanin measure sn2(µ) is a positive measure):∫
(ιR)m1
dλ sm1(λ)
∏
1≤i≤m1
n2+1≤j≤n1
|Γ(λi + αˆj)|2
∣∣∣ ∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj′ + µj)
×
n2∏
j=1
u
−(µj−αˆj)
2
m1∏
i=1
Γ(µj + λi)
m2∏
i=m1+1
Γ(µj + αi)
∣∣∣2
≤
∫
(ιR)m1
dλ sm1(λ)
∏
1≤i≤m1
n2+1≤j≤n1
|Γ(λi + αˆj)|2
∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤i≤m1
1≤j≤n2
∣∣∣Γ(µj + λi)∣∣∣2 ∏
m1+1≤i≤m2
1≤j≤n2
∣∣∣Γ(µj + αi)∣∣∣2
×
∫
(ℓδ+γ)n2
dµ sn2(µ)
∣∣∣u−∑n2j=1(µj−αˆj)2 ∣∣∣2 ∏
1≤j,j′≤n2
∣∣∣Γ(−αˆj′ + µj)∣∣∣2.
The second integral with respect to dµ is independent of the λ variables and finite for the same
reason as in (2.27). To check the finiteness of the rest of the integral we use the asymptotics of the
gamma function (2.15). Since the variables (λi), (µj) have a constant real part and since we will
only be using the exponential part of the asymptotics of the gamma function (2.15), which only
involves the imaginary part, we may assume that the real part is zero. We then have
sm1(λ) sn2(µ)
∏
1≤i≤m1
n2+1≤j≤n1
|Γ(λi + αˆj)|2
∏
1≤i≤m1
1≤j≤n2
∣∣∣Γ(µj + λi)∣∣∣2 ∏
m1+1≤i≤m2
1≤j≤n2
∣∣∣Γ(µj + αi)∣∣∣2
≈ exp
(π
2
∑
1≤i6=i′≤m1
|λi − λi′ |+ π
2
∑
1≤j 6=j′≤n2
|µj − µj′ | − π
∑
1≤i≤m1
n2+1≤j≤n1
|λi|
− π
∑
1≤i≤m1
1≤j≤n2
|λi + µj | − π
∑
m1+1≤i≤m2
1≤j≤n2
|µj |
)
.
Since the last expression involves only absolute values, we may further assume that λ’s and µ’s are
real (the absolute value will absorb the imaginary ι). Without loss of generality, we may also assume
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λm1−j+1 λj
µn2−j+1 µj
· · · · · ·
· · ·· · ·
Figure 5. This figure corresponds to the case m1 > n2. Two consecutive blue edges
connecting λm1−j+1 to λj via a µi, for j ≤ i ≤ n2 − j + 1, denotes the rewriting of
the difference λm1−j+1 − λj as (λm1−j+1 + µi) − (λi + µi) The latter is bounded by
|λm1−j+1 + µi| + |λi + µi| and cancelled by the corresponding cross term in (2.30). We
perform n2− 2j+2 such matching, thus reducing the pre factors in front of λm1−j+1 and
λj , in (2.30), to ±(m1 − n2 − 1). Similar is the role of the red edges. That is, to write
µn2−j+1 − µj as (µn2−j+1 + λi)− (µj + λi), for i = j + 1, ..., n2 − j + 1 and subsequently
bound it by |µn2−j+1 + λi|+ |µj + λi| and cancel it with the corresponding cross term in
(2.30). Notice that we have performed the matchings in such a way that no edge connecting
a λ and a µ is taken twice, i.e. once with a red and once with a blue colour.
that λ1 ≤ λ2 ≤ · · · ≤ λm1 and that µ1 ≤ µ2 ≤ · · · ≤ µn2 , so that the above expression writes as
exp
(
π
m1∑
j=1
(m1 − 2j + 1) λm1−j+1 + π
n2∑
j=1
(n2 − 2j + 1) µn2−j+1 − π
∑
1≤i≤m1
1≤j≤n2
|λi + µj |
− π(n1 − n2)
∑
1≤i≤m1
|λi| − π(m2 −m1)
∑
1≤j≤n2
|µj |
)
. (2.30)
Since, in general, m1 − 1 ≥ n1 − n2, it is not obvious that the terms (m1 − 2j + 1)λj for j =
1, ..., ⌊(n2 + 1)/2⌋ and j = m1,m1 − 1, ...,m1 − ⌊(n2 + 1)/2⌋ + 1 can be dominated by the terms
(n1 − n2)|λj | and similarly for the corresponding terms involving the µ variables, since in general
n1 − 1 ≥ m2 −m1. We will, therefore, need to combine appropriately the λj and µj terms in a way
that it is clear that the combined terms are dominated by the terms |λi + µj | and thus the factors
in front of λj , µj drop below the values n1−n2 and m2−m1, respectively (see also Figure 5). To do
this we first assume that m1 ≥ n2. This is no loss of generality, since otherwise we can interchange
the roles of λ’s and µ’s in the argument below. However, we still need to distinguish between the
case m1 > n2 and m1 = n2.
In the case m1 > n2 we proceed as follows: For j = 1, ..., ⌊(n2 + 1)/2⌋ we write, by adding and
subtracting the terms µi, for i = j, ..., (n2 − j + 1) (this is what in Figure 5 we called “matching”),
(m1 − 2j + 1)λm1−j+1 − (m1 − 2j + 1)λj
= (m1 − n2 − 1)
(
λm1−j+1 − λj
)
+ (n2 − 2j + 2)λm1−j+1 − (n2 − 2j + 2)λj
= (m1 − n2 − 1)
(
λm1−j+1 − λj
)
+
n2−j+1∑
i=j
(λm1−j+1 + µi)−
n2−j+1∑
i=j
(λj + µi)
≤ (m1 − n2 − 1)
(|λm1−j+1|+ |λj |)+ n2−j+1∑
i=j
|λm1−j+1 + µi|+
n2−j+1∑
i=j
|λj + µi|. (2.31)
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Similarly, by adding and subtracting the terms λi, for i = j + 1, ..., n2 − j + 1, we write
(n2 − 2j + 1)µn2−j+1 − (n2 − 2j + 1)µj =
n2−j+1∑
i=j+1
(µn2−j+1 + λi)−
n2−j+1∑
i=j+1
(µj + λi)
≤
n2−j+1∑
i=j+1
|µn2−j+1 + λi|+
n2−j+1∑
i=j+1
|µj + λi|. (2.32)
We now write the exponent in (2.30) as (for convenience we ignore the factors π)
m1∑
j=1
(m1 − 2j + 1) λm1−j+1 +
n2∑
j=1
(n2 − 2j + 1) µn2−j+1 −
∑
1≤i≤m1
1≤j≤n2
|λi + µj |
− (n1 − n2)
∑
1≤i≤m1
|λi| − (m2 −m1)
∑
1≤j≤n2
|µj |
=
⌊(n2+1)/2⌋∑
j=1
(m1 − 2j + 1)
(
λm1−j+1 − λj
)
+
m1−⌊(n2+1)/2⌋∑
j=⌊(n2+1)/2⌋+1
(m1 − 2j + 1)λm1−j+1
+
⌊(n2+1)/2⌋∑
j=1
(n2 − 2j + 1)
(
µn2−j+1 − µj
)− ∑
1≤i≤m1
1≤j≤n2
|λi + µj |
− (n1 − n2)
∑
1≤i≤m1
|λi| − (m2 −m1)
∑
1≤j≤n2
|µj |. (2.33)
We insert in this the inequalities (2.31), (2.32) summed up over j = 1, ..., ⌊(n2 + 1)/2⌋, and notice
that since for j = ⌊(n2 + 1)/2⌋+ 1, ...,m1 − ⌊(n2 + 1)/2⌋ it holds that |m1 − 2j + 1| ≤ m1 − n2 − 1,
it follows that (2.33) is bounded by
−(n1 −m1 − 1)
∑
1≤i≤m1
|λi| − (m2 −m1)
∑
1≤j≤n2
|µj |.
Since m2 > m1 and n1 ≥ m1 the desired integrability follows.
In the case m1 = n2 we do a slightly different matching by writing
(m1 − 2j + 1)
(
λm1−j+1 − λj
)
+ (n2 − 2j + 1)
(
µn2−j+1 − µj
)
=
(
λm1−j+1 + µn2−j+1
)
+
m1−j∑
i=j+1
(
λm1−j+1 + µi
)− m1−j∑
i=j+1
(
λj + µi
)
+
n2−j∑
i=j+1
(
µn2−j+1 + λi
)− n2−j∑
i=j+1
(
µj + λi
)− (µj + λj)
≤
∣∣λm1−j+1 + µn2−j+1∣∣+ m1−j∑
i=j+1
∣∣λm1−j+1 + µi∣∣ + m1−j∑
i=j+1
∣∣λj + µi∣∣
+
n2−j∑
i=j+1
∣∣µn2−j+1 + λi∣∣+ n2−j∑
i=j+1
∣∣µj + λi∣∣+ ∣∣µj + λj∣∣
and finally we proceed as in the previous case.

Remark 2.14. The proof of the above theorem and in particular the derivation of relation (2.28)
shows a way to obtain a contour integral formula for the joint Laplace transform of k point-to-point
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partition functions via the following recursion (we do not attempt to write the explicit formu-
lae, which would be complicated, or to check the various L2 conditions for the application of the
Plancherel theorem):
Let Z(m1,n1), ..., Z(mk,nk) be the partition functions from (1, 1) to (m1, n1), ..., (mk, nk), respec-
tively, of an (α, αˆ)-log-gamma polymer. Assume that m1 ≤ m2 ≤ · · · ≤ mk and n1 ≥ n2 ≥ · · · ≥ nk.
Moreover, without loss of generality, assume that m1 ≤ n1. The joint Laplace transform satisfies
the following recursive relation
E
[
e−u1Z(m1 ,n1)−···−ukZ(mk,nk)
]
=
1∏
i,j
Γ(αi + αˆj)
∫
(ιR)m1
dλ sm1(λ)u
−∑1≤i≤m1 (λi−αi)
1
∏
1≤i,i′≤m1
Γ(−αi + λi′)
×
∏
1≤i≤m1
1≤j≤n1
Γ(λi + αˆj)
∏
m1+1≤i≤m2
1≤j≤n2
Γ(αi + αˆj)E
[
e
−u2Z(λ,α;αˆ)(m2,n2)−···−ukZ
(λ,α;αˆ)
(mk,nk)
]
,
where Z
(λ,α;αˆ)
(mj,nj)
, j = 2, ..., k, are the point-to-point partition functions corresponding to a log-gamma
polymer with parameters (λ1, ..., λm1 , αm1+1, ..., αmk ; αˆ1, ..., αˆn1).
Remark 2.15. Let us show how our formula for the joint Laplace transform of two equal-time log-
gamma partition functions provides the corresponding formula for the joint Laplace transform of
the semi-discrete directed polymer in a Brownian environment studied in [O12] and often called the
O’Connell-Yor polymer. By taking an appropriate scaling limit (this is a straightforward modifica-
tion of Section 4.2 of [COSZ14] in order to include Brownian motions with drift) we can recover the
semi-discrete directed polymer partition function from the log-gamma polymer partition function.
More precisely, let Z
(N)
(m1,Nt1)
be the partition function of a log-gamma polymer at point (m1, Nt1)
with parameters (αi, αˆj) = (αi, N), for i, j ≥ 1. Let also (Bi(·))i≥1 be independent Brownian
motions with drifts αi, i ≥ 1. We then have the following convergence in law, as N →∞,
log
(
NNt1Z
(N)
(m1,Nt1)
)
− t1
2
→ log
∫
...
∫
0≤s1≤...≤sm1−1≤t1
exp
(
m1∑
i=1
(
Bi(si)−Bi(si−1)
))
ds1...dsm1−1
which is equivalent to
E
[
e
−uN1 Z(N)(m1,Nt1)
]
−−−−→
N→∞
E
[
e−u1Z
OY (m1,t1)
]
where uN1 =
u1N
Nt1
(
√
e)t1
and ZOY (m1, t1) is the partition function of the O’Connell-Yor semi discrete
polymer at point (m1, t1). In the case of two points (m1, Nt1) and (m2, Nt2), such that m1 < m2
and t1 > t2, we have
lim
N→∞
E
[
e
−uN1 Z(N)(m1,Nt1)−u
N
2 Z
(N)
(m2 ,Nt2)
]
= E
[
e−u1Z
OY (m1,t1)−u2ZOY (m2,t2)
]
(2.34)
where uN1 =
u1N
Nt1
(
√
e)t1
and uN2 =
u2N
Nt2
(
√
e)t2
. The left hand side corresponds to the joint Laplace transform
for partition functions at points (m1, Nt1) and (m2, Nt2), hence it is given by the formula (2.21)
with parameters (αi, αˆj) = (αi, N), i, j ≥ 1. By using the following convergence
lim
N→∞
(Γ(µj +N)
Γ(αj +N)
)t2N (NN/√e)−µj t2
(NN/
√
e)−αjt2
= exp
( t2
2
(µ2j − α2j )
)
,
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w11
w12
w21
w11 + w21
w11 + w12
Figure 6. The PNG at time t = 1, 2. The dots represent the entries (wij) of the input
array, determining the nucleations and the heights of the plateaux. Once created, the
plateaux expand left/right at unit speed.
we can take the limit of the left hand side in (2.34) and obtain the Laplace transform for two points
of semi-discrete polymer
E
[
e−u1Z
OY (m1,t1)−u2ZOY (m2,t2)
]
=
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi + λi′)
m1∏
i=1
(u1/u2)
−λi
(u1/u2)−αi
exp
( t1 − t2
2
(λ2i − α2i )
)
×
∫
(ℓδ′ )
m2
dµ sm2(µ)
∏
m1+1≤i≤m2
1≤i′≤m2
Γ(−αi + µi′)
m2∏
i=1
u−µi2
u−αi2
exp
( t2
2
(µ2i − α2i )
)
×
∏
1≤i≤m1
1≤i′≤m2
Γ(−λi + µi′) . (2.35)
3. PNG and geometric PNG
In this section we define the geometric PNG (gPNG) and use this to obtain alternative integral
formulae for the joint Laplace transform of the point-to-point partition functions. Naturally, gPNG
is a geometric lifting of PNG and we start by reviewing the latter.
3.1. Polynuclear Growth Model and local moves. PNG can be viewed as a con-
struction of an ensemble of nonintersecting paths. In this process plateaux of certain (random)
heights are created and, once created, they grow horizontally at unit speed. When two growing
plateaux overlap in the process of growth, the overlapping area drops one level below creating a
new plateau. At the same time new plateaux may be created on top of the top-most interface and
the process continues in this fashion. Let us describe this in more detail and let us start with an
input matrix W = (wij) ∈ (R>0)n×n, which for simplicity we take to be square. This matrix en-
codes the heights of the boxes of unit width that will be created and added on top of the interface.
It will be clear that PNG can be encoded in terms of local transformations ℓij , which we now
define: For each 2 ≤ i ≤ n and 2 ≤ j ≤ m define a mapping ℓij which takes as input a matrix
W = (wij) ∈ (R>0)n×m and replaces the submatrix(
wi−1,j−1 wi−1,j
wi,j−1 wij
)
of W by its image under the map(
a b
c d
)
7→
(
b ∧ c− a b
c d+ b ∨ c
)
, (3.1)
and leaves the other elements unchanged. For 2 ≤ i ≤ n and 2 ≤ j ≤ m, define ℓi1 to be the
mapping that replaces the element wi1 by wi−1,1+wi1 and ℓ1j to be the mapping that replaces the
element w1j by w1,j−1 + w1j . By convention we define ℓ11 to be the identity map.
Keeping these definitions in mind, we now start describing the geometric construction of PNG
(we clarify that by “geometric construction” we do not mean the geometric PNG). It is visually more
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w31
w22
w13
Figure 7. At t = 3, an overlap of height min(h12, h21) − h11 drops down and new
plateaux are created at x = −2, 0, 2.
natural to consider coordinates (x, t) = (i − j, i + j − 1), 1 ≤ i, j ≤ n, where t stands for time and
x for the spatial variable. We have:
• Let us start with a single line of height h = 0 at time t = 0. At time t = 1 a plateau of
height w11, of width 1 and centred at zero, is created. It will then start growing leftwards and
rightwards at a unit speed.
• At time t = 2 two new plateaux of heights w12 and w21 will be created on top of the plateau
of height w11, which by this moment extends from −3/2 to 3/2. The new plateaux are centred
at x = −1 and x = 1, respectively (notice that these are the values of the differences i − j).
The outer shape of this pile of plateaux will be a line with vertical up and down steps, which
will have heights
h
(1)
12 = w12 + w11, for x ∈ [−3/2,−1/2)
h
(1)
11 = w11, for x ∈ [−1/2, 1/2)
h
(1)
21 = w21 + w11, for x ∈ [1/2, 3/2),
and has zero height otherwise. Subsequently, the new plateaux will start growing at a unit
speed leftwards and rightwards simultaneously with the underlying plateau of height w11.
• The third step is a bit more convolved. First, at time t = 3, two new boxes of heights w13, w31
and unit width will be added on the extended plateau created at time t = 2, above x = −2 and
x = 2, respectively, thus creating two new plateaux of heights h
(1)
12 +w13 and h
(1)
21 +w31. At the
same time, the two plateaux which were created at time t = 2, will have grown and they extend
on top of [−5/2, 1/2] and [−1/2, 5/2], therefore creating an overlap, which extends on top of
[−1/2, 1/2]. The overlapping region of height h(1)12 ∧ h(1)21 − h(1)11 will drop below, on the zero
level, creating a new plateau centred at 0, having width one and height h
(2)
11 := h
(1)
12 ∧h(1)21 −h(1)11 .
At the same time, on top of the topmost plateau which extends above [−1/2, 1/2], a new box
of height w22 will be added, creating eventually a plateau of height h
(1)
11 = w22 + h
(1)
12 ∨ h(1)21 .
So at this stage two lines have been created. The top one with heights
h(1)(x, 3) =

h
(1)
13 = h
(1)
12 + w13, for x ∈ [−5/2,−3/2)
h
(1)
12 = w11, for x ∈ [−3/2,−1/2)
h
(1)
11 = w22 + h
(1)
12 ∨ h(1)21 , for x ∈ [−1/2, 1/2)
h
(1)
21 = w11, for x ∈ [1/2, 3/2)
h
(1)
31 = h
(1)
21 + w31, for x ∈ [3/2, 5/2)
and zero elsewhere and the lower one with heights
h(2)(x, 3) = h
(2)
11 = h
(1)
12 ∧ h(1)21 − h(1)11 , for x ∈ [−1/2, 1/2)
and zero elsewhere.
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• The same expansion, nucleation and drop down process continues. So at time t = 4 the top
line h(1) will have height h
(1)
13 + w13 above interval [−7/2, 5/2). Above interval [−5/2,−3/2)
a drop down, due to overlap of the expanded plateaux, as well an additional nucleation will
take place. This action is encoded by the transformation ℓ23 as
(
h
(1)
12 h
(1)
13
h
(1)
22 w23
)
ℓ237−→
(
h
(1)
13 ∧ h(1)22 − h(1)12 h(1)13
h
(1)
22 w23 + h
(1)
13 ∨ h(1)22
)
The lower-right entry encodes the new height of the top line h(1) due to the overlap and
nucleation and the upper-left entry encodes the height of the overlapping area, which will
then drop down to add on top of the second line h(2). The latter drop down and addition on
h(2) is encoded by the transformation
(
h
(2)
11 , h
(1)
13 ∧ h(1)22 − h(1)12
)
ℓ127−→
(
h
(2)
11 , h
(1)
12 + (h
(1)
13 ∧ h(1)22 − h(1)12 )
)
=:
(
h
(2)
11 , h
(2)
12
)
with
(
h
(2)
11 , h
(2)
12
)
recording the heights of the second line on top of [−1/2, 1/2) and [−3/2,−1/2),
respectively. Similarly, the drop down and nucleation on top of [1/2, 3/2) is described via trans-
formations ℓ32 and ℓ21 as (we show both transformations in one step)

h
(2)
11 h
(2)
12 · · ·
h
(1)
21 h
(1)
22 · · ·
h
(1)
31 w32 · · ·
...
...
 ℓ327−→

h
(2)
11 h
(2)
12 · · ·
h
(1)
22 ∧ h(1)31 − h(1)21 h(1)22 · · ·
h
(1)
31 w32 + h
(1)
22 ∨ h(1)31 · · ·
...
...

ℓ217−→

h
(2)
11 h
(2)
12 · · ·
h
(2)
11 + (h
(1)
22 ∧ h(1)31 − h(1)21 ) h(1)22 · · ·
h
(1)
31 w32 + h
(1)
22 ∨ h(1)31 · · ·
...
...
 =:

h
(2)
11 h
(2)
12 · · ·
h
(2)
21 h
(1)
22 · · ·
h
(1)
31 h
(1)
32 · · ·
...
...
 .
Finally, a nucleation of a box of height w41 will take place on top of the expanded top line,
h(1). This can be encoded via transformation ℓ41

...
h
(1)
31 · · ·
w41 · · ·
...
 ℓ417−→

...
h
(1)
31 · · ·
w41 + h
(1)
31 · · ·
...
 =:

...
h
(1)
31 · · ·
h
(1)
41 · · ·
...
 .
• The same rules of nucleation and drop down will continue in an inductive manner. This process
will result in an ensemble of nonintersecting lines.
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The overall evolution for the first four steps can be given as follows
w11 w12 w13 w14 · · ·
w21 w22 w23 w24 · · ·
w31 w32 w33 w34 · · ·
w41 w42 w43 w44 · · ·
...
...
...
...

h
(1)
11 =w11−−−−−−→
t=1

h
(1)
11 w12 w13 w14 · · ·
w21 w22 w23 w24 · · ·
w31 w32 w33 w34 · · ·
w41 w42 w43 w44 · · ·
...
...
...
...

ℓ21◦ℓ12−−−−→
t=2

h
(1)
11 h
(1)
12 w13 w14 · · ·
h
(1)
21 w22 w23 w24 · · ·
w31 w32 w33 w34 · · ·
w41 w42 w43 w44 · · ·
...
...
...
...

ℓ31◦ℓ22◦ℓ13−−−−−−−→
t=3

h
(2)
11 h
(1)
12 h
(1)
13 w14 · · ·
h
(1)
21 h
(1)
22 w23 w24 · · ·
h
(1)
31 w32 w33 w34 · · ·
w41 w42 w43 w44 · · ·
...
...
...
...

ℓ41 ◦ (ℓ21◦ℓ32) ◦ (ℓ12◦ℓ23)◦ℓ14−−−−−−−−−−−−−−−−−−→
t=4

h
(2)
11 h
(2)
12 h
(1)
13 h
(1)
14 · · ·
h
(2)
21 h
(1)
22 h
(1)
23 w24 · · ·
h
(1)
31 h
(1)
32 w33 w34 · · ·
h
(1)
41 w42 w43 w44 · · ·
...
...
...
...
 · · ·
Introducing the transformations
rij =
{
ℓ1,j−i+1 ◦ · · · ◦ ℓi−1,j−1 ◦ ℓij , i ≤ j
ℓi−j+1,1 ◦ · · · ◦ ℓi−1,j−1 ◦ ℓij , i ≥ j,
(3.2)
we see that, given a nucleation matrix W = (wij) ∈ (R>0)n×n, we can write the PNG evolution in
terms of transformations rij as
H = rnn ◦ (rnn−1 ◦ rn−1n ) ◦ · · · ◦ (rn1 ◦ · · · ◦ r1n) ◦ · · · ◦ (r12 ◦ r21) ◦ r11 (W ). (3.3)
The output matrix H will encode the heights of the line ensemble. Let us, also, remark that the
nucleation matrix W = (wij) need not actually be a matrix, but it can rather have any shape. An
example with which we will be occupied is when W = (wij , 1 ≤ i+ j − 1 ≤ n), corresponding to a
triangular array.
3.2. Geometric png and local moves. Rewriting the transformations ℓij in definition
of (3.1) by replacing (+,∨) with (×,+), i.e. performing a geometric lifting of the formulae therein,
we clearly arrive to the geometric local transformations lij defined in (2.7). Similarly, writing the
transformations rij in (3.2) in geometric form we arrive to the transformations ̺
i
j of (2.10). The
geometric version of matrix equation (3.3), i.e.
H = gPNG(W ) := ̺nn ◦ (̺nn−1 ◦ ̺n−1n ) ◦ · · · ◦ (̺n1 ◦ · · · ◦ ̺1n) ◦ · · · ◦ (̺12 ◦ ̺21) ◦ ̺11 (W )
can be taken to be the definition of the Geometric PNG corresponding to matrices. Notice that even
though gPNG is a composition of the same local moves ̺ij and lij employed by gRSK, the sequence
of the compositions is different. However, it turns out that gPNG(W ) = gRSK(W ), whenever W is
a matrix array.
A reason why we are interested in the gPNG formulation is given by the following proposition,
which says that when gPNG is applied to a triangular array W = (wij : i, j ≥ 1, 1 ≤ i+ j− 1 ≤ n),
the elements hij , with i + j = n+ 1, of the output array are the point-to-point polymer partition
function from (1, 1) to (i, j), i+ j = n+1. In the case of a triangular arrayW = (wij : i, j ≥ 1, 1 ≤
i+ j− 1 ≤ n) the output array via gPNG is a triangular array H = (hij : i, j ≥ 1, 1 ≤ i+ j− 1 ≤ n)
defined by the sequence of local moves as
H = (̺1n ◦ · · · ◦ ̺n1 ) ◦ · · · ◦ (̺12 ◦ ̺21) ◦ ̺11(W ) (3.4)
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The properties of gPNG on triangular arrays as defined in (3.4) will be the object of the following
propositions and will eventually lead to an alternative formula for the Laplace transform of the
joint distribution of the point-to-point partition functions at a fixed time (cf. Theorem 3.5).
Proposition 3.1. Let W = Wn := (wij : i, j ≥ 1, 1 ≤ i + j − 1 ≤ n) be a triangular array and
H = (hij : i, j ≥ 1, 1 ≤ i+ j − 1 ≤ n) = gPNG(W ) = (̺1n ◦ · · · ◦ ̺n1 ) ◦ · · · ◦ (̺12 ◦ ̺21) ◦ ̺11(W ) be the
geometric PNG array. Then
hij = Zij =
∑
π∈Πij
∏
(i,j)∈π
wij , for all (i, j) with i+ j = n+ 1,
where Πij is the set of directed paths (in matrix notation directed means down-right) starting at
(1, 1) and ending at (i, j).
Proof. We can recursively write gPNG in the form
Hn := gPNG(Wn) = ̺n1 ◦ · · · ◦ ̺1n

w1n
Hn−1 w2,n−1
. .
.
wn−1,2
wn1

= ̺n1 ◦ · · · ◦ ̺1n

h′11 h
′
12 · · · h′1,n−1 w1n
h′21 h
′
22 · · · w2,n−1
... . .
.
h′n−1,1 wn−1,2
wn1
 (3.5)
Notice that the transformations ̺ij only change the entries on the diagonals (i, j), (i− 1, j − 1), . . . .
Moreover, if h′k,n−k = Zk,n−k, for k = 1, 2..., then transformation ̺
k
n−k+1 will produce the entry
hk,n−k+1 = wk,n−k+1(h′k−1,n−k+1 + h
′
k,n−k), which by the basic recursion of polymer partition
functions equals Zk,n−k+1. 
Proposition 3.2. The gPNG, in logarithm variables, is volume preserving, that is, if H = (hij , 1 ≤
i + j − 1 ≤ n) = gPNG((wij)1≤i+j−1≤n), then the map
(logwij , 1 ≤ i+ j − 1 ≤ n) 7→ (log hij , 1 ≤ i+ j − 1 ≤ n),
has Jacobian equal to ±1.
Proof. It follows immediately from the representation of gPNG in terms of transformations ̺ij and
their volume preserving properties. 
In the setting of gRSK the energy of a matrix X ∈ (R>0)n×m, was defined as
E(X) = 1
x11
+
∑
i,j
xi−1,j + xi,j−1
xij
, (3.6)
where the summation is over 1 ≤ i ≤ n, 1 ≤ j ≤ m with the conventions xij = 0 for i = 0
or j = 0. We can extend this definition for general arrays, with the convention that xij = 0 if
(i, j) does not belong in the index set ind(X) of this array and in particular for triangular arrays
X = (xij , 1 ≤ i+ j − 1 ≤ n). Similarly to part 2. of Theorem 2.1 we have
Proposition 3.3. Let W = (wij : 1 ≤ i+ j − 1 ≤ n) be a triangular array and H = gPNG(W ).
Then
E(H) =
∑
i,j
1
wij
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Proof. The proof is similar to the one of Theorem 3.2 of [OSZ14] and it is based on the invariance
of the energy under transformations ̺ij . For a triangular array X = (xij , i+ j ≤ n+ 1) we define
Ekn(X) =
1
x11
+
∑
i+j=n+1, i<k
or i+j≤n
xi−1,j + xi,j−1
xij
+
∑
i+j=n+1, i≥k
1
wij
.
Clearly, En+1n (X) = E(X) and E1n(X) = E((xij)1≤i+j≤n)+
∑
i+j=n+1 1/wij . Let us assume that the
claim is valid for n − 1, i.e. E((xij)1≤i+j≤n) =
∑
1≤i+j≤n 1/wij . Using the recursive structure of
gPNG, cf (3.5), it is enough to show that
Ek+1n (̺kn−k+1(X)) = Ekn(X), for k = 1, ..., n. (3.7)
Let us denote by X ′ = (x′ij)1≤i≤j≤n = ̺
k
n−k+1(X). When k = 1 we have that x
′
ij = xij for all
(i, j) 6= (1, n) and x′1n = w1nx1,n−1. Therefore,
E1n(X) =
1
x11
+
∑
i+j≤n
xi−1,j + xi,j−1
xij
+
∑
i+j=n+1, i≥1
1
wij
=
1
x11
+
∑
i+j≤n
xi−1,j + xi,j−1
xij
+
1
w1n
+
∑
i+j=n+1, i≥2
1
wij
=
1
x11
+
∑
i+j≤n
xi−1,j + xi,j−1
xij
+
x1,n−1
x′1n
+
∑
i+j=n+1, i≥1
1
wij
= E2n(̺1n(X)).
Let us now check (3.7) for 2 ≤ k and k 6= ⌊n/2⌋+ 1, if n is odd. It suffices to show that for∑ ′( x′i−1,j + x′i,j−1
x′ij
+
x′i−1,j−1
x′i,j−1
+
x′i−1,j−1
x′i−1,j
)
=
1
wk,n−k+1
+
∑ ′′( xi−1,j + xi,j−1
xij
+
xi−1,j−1
xi,j−1
+
xi−1,j−1
xi−1,j
)
where summation
∑′
is over (i, j) = (k − r, n − k + 1 − r), with 0 ≤ r ≤ k ∧ (n − k + 1) + 1 and∑ ′′
is similar except that 1 ≤ r ≤ k ∧ (n− k + 1) + 1. This is confirmed by the relations, valid for
(i, j) = (k − r, n− k + 1− r), r = 1, ..., k ∧ (n− k + 1) + 1
x′i−1,j + x
′
i,j−1
x′i,j
=
xi−1,j + xi,j−1
x′i,j
= xij
( 1
xi+1,j
+
1
xi,j+1
)
,
x′ij
( 1
x′i+1,j
+
1
x′i,j+1
)
= x′ij
( 1
xi+1,j
+
1
xi,j+1
)
=
xi−1,j + xi,j−1
xi,j
.
x′k−1,n−k+1 + x
′
k,n−k
x′k,n−k+1
=
1
wk,n−k+1
,
which follow from (2.11) and the fact that x′i±1,j = xi±1,j and x
′
i,j±1 = xi,j±1. In the case that n is
odd and k = ⌊n/2⌋+ 1, we use the same set of relations and in addition that
x′11 =
1
x11
( 1
x12
+
1
x21
)−1
.

The following proposition is the analogue of the fact that geometric RSK preserves the (geometric)
type of an input matrix cf. Proposition2.7.
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Proposition 3.4. Let W = (wij)1≤i+j−1≤n be a nucleation array and H = (hij)1≤i+j−1≤n =
gPNG(W ). Then for every p, q such that p+ q = n+ 1 or p+ q = n it holds that
p∧q−1∏
r=0
hp−r,q−r =
∏
i≤p, j≤q
wij , (3.8)
where we notice that the rightmost product is over all the input elements wij inside the rectangle
with downright corner (p, q).
Proof. The proof goes by induction, so let us assume it is valid for n− 1. Let
H′ := (h′ij)1≤i+j−1≤n−1 = gPNG((wij)1≤i+j−1≤n−1)
then
H = ̺n1 ◦ ̺n−12 ◦ · · · ◦ ̺2n−1 ◦ ̺1n

w1n
H′ w2,n−1
. .
.
wn−1,2
wn1

= ̺n1 ◦ ̺n−12 · · · ◦ ̺2n−1 ◦ ̺1n

h′11 h
′
12 · · · h′1,n−1 w1n
h′21 h
′
22 · · · w2,n−1
... . .
.
h′n−1,1 wn−1,2
wn1

Notice that the transformations ̺n−k+1k , k = 1, ..., n, only change the entries on the diagonals
{(i, j) : j − i = n − 2k + 1} with k = 1, ..., n, while leaving invariant the in between diagonals
{(i, j) : j− i = n−2k} with k = 1, ..., n−1. For this reason we have that hp−r,q−r = h′p−r,q−r for all
p, q such that p+ q = n and r ≥ 0. Therefore, (3.8) is immediately satisfied since by the inductive
hypothesis
p∧q−1∏
r=0
h′p−r,q−r =
∏
i≤p,j≤q
wij , for p+ q = n.
Let us now check (3.8) when p, q are such that p+ q = n+ 1. We consider the product
p∧q−1∏
r=0
hp−r,q−r = hp,q
p∧q−1∏
r=1
hp−r,q−r
Using the definition of ̺ij , cf. (2.10) and (2.11), we can write the above as
wp,q(h
′
p−1,q + h
′
p,q−1)
p∧q−1∏
r=1
1
h′p−r,q−r
h′p−r+1,q−r h
′
p−r,q−r+1
h′p−r+1,q−r + h
′
p−r,q−r+1
(h′p−r−1,q−r + h
′
p−r,q−r−1).
The terms h′i+1,j + h
′
i,j+1 and h
′
i−1,j + h
′
i,j−1 will telescope and so the above equals
wp,q
∏p∧q−1
r=1 h
′
p−r+1,q−r
∏p∧q−1
r=1 h
′
p−r,q−r+1∏p∧q−1
r=1 h
′
p−r,q−r
.
Using the inductive hypothesis this equals
wp.q
∏
i≤p,j≤q−1 wi,j
∏
i≤p−1,j≤q wi,j∏
i≤p−1,j≤q−1 wij
=
∏
i≤p,j≤q
wi,j
and this proves the claim. 
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Combining the above propositions we arrive easily at the following theorem, which gives an
alternative formula for the joint law of all the point-to-point partition functions at a fixed time n
of a directed polymer with log-gamma disorder:
Theorem 3.5. We consider the log-gamma measure on arrays W = (wij , 1 ≤ i+j−1 ≤ n) defined
by
P(dW ) :=
∏
1≤i+j−1≤n
Γ(αi + αˆj)
−1 w−αi+αˆjij e
−1/wij dwij
wij
, γ > 0, (3.9)
The joint distribution of the log-gamma polymer partition functions at time n
Zn :=
(
Zp,q, p+ q = n+ 1
)
,
is given by
P(Zn ∈ dx) = 1∏
i,j Γ(αi + αˆj)
n∏
i=1
dxi
xi
×
∫
T(x)
n∏
k=1
(∏
j−i=n−2k+1 tij∏
j−i=n−2k tij
)−αˆn−k+1 n∏
k=1
(∏
j−i=n−2k+1 tij∏
j−i=n−2k+2 tij
)−αk
e−E(T(x))
∏
i+j≤n
dtij
tij
=:
1∏
i,j Γ(αi + αˆj)
Φ
(n)
α,αˆ(x1, ..., xn)
n∏
i=1
dxi
xi
(3.10)
where T(x) :=
(
(tij), 1 ≤ i ≤ j ≤ n with tij = xi when i + j = n + 1
)
and we also follow the
convention in the above formula that if (i, j) do not satisfy 1 ≤ i+ j − 1 ≤ n, then tij = 1.
Proof. Proposition 3.3 shows that
∑
i,j 1/wij = E(T), where T = T(x) when tij are set equal to xi
for i+ j = n+1. Proposition 3.2 shows that
∏
i,j dwij/wij =
∏
ij dtij/tij . Finally, from Proposition
3.4 shows that
k∏
ℓ=1
wℓ,n−k+1 =
∏
j−i=n−2k+1 tij∏
j−i=n−2k tij
and
n−k+1∏
ℓ=1
wk,ℓ =
∏
j−i=n−2k+1 tij∏
j−i=n−2k+2 tij
,
which raising to the powers−αˆn−k+1 and−αk, respectively, gives the corresponding factors in (3.10).
Putting the pieces together provides the push forward of the log-gamma measure on the gPNG array,
which when integrated, fixing the entries tij = xi for i+ j = n+1 leads to distribution (3.10). The
proof is now completed by recalling Proposition 3.1 which identifies the entries {tij : i+ j = n+1}
of the gPNG array with the point-to-point partition functions of the directed polymer. 
Remark 3.6. It is worth noting that the function Φ
(n)
α,αˆ(x1, ..., xn) appears to have an integral
structure of the same flavour as that of Whittaker functions, however the structure of the potential
E(T(x)) is different. This is indicated in Figure 8 where the convolutions in E(T(x)) are depicted
(compare also with the analogous diagram for Whittaker functions in Figure 1.)
4. Towards the Airy process
In this section we formally check the validity of the following conjecture
Conjecture 4.1. Let
(m1, n1) = (N − t1N2/3, N + t1N2/3) and (m2, n2) = (N + t2N2/3, N − t2N2/3), (4.1)
with t1, t2 > 0, and Z(m1,n1), Z(m2,n2) be point-to-point partition functions of a (0, γ)−log-gamma
polymer (i.e. an (α, αˆ)-log-gamma polymer with αi = 0 and αˆj = γ for i, j ≥ 1). If Ai(·) denotes
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t13t12t11
t21 t22
t31
x1
x2
x3
x4
Figure 8. This figure shows the structure of the potential E(T(x)) appearing in the
function Φ
(n)
α (x1, ..., xn) in (3.10). The arrows in the picture show that the bonded vari-
ables are convoluted in the integrals, i.e. there are exponential weights exp(−tij/ti+1,j)
or exp(−tij/ti,j+1). The pointer of each arrow indicates the variable that lies in the de-
nominator in the previous fractions. The arrow pointing towards t11 corresponds to the
term exp(−1/t11).
the Airy process (which will be formally defined in Section 4.1) and the functions F,G are defined
as
G(z) := log Γ(z)− log Γ(γ − z) + fγz and F (z) := log Γ(z) + log Γ(γ − z), (4.2)
with fγ = −2Ψ(γ/2) and Ψ(x) = [log Γ]′(x) the digamma function, then(
logZ(m1,n1) −Nfγ
(cγ1 )
−1N1/3
,
logZ(m2,n2) −Nfγ
(cγ1 )
−1N1/3
)
(d)−−−−→
N→∞
(Ai(−cγ3t1)− cγ2 t21, Ai(cγ3 t2)− cγ2 t22)
where cγ1 = (−G
′′′(γ/2)
2 )
−1/3, cγ2 = − c
γ
1 (F
′′(γ/2))2
2G′′′(γ/2) and c
γ
3 = − F
′′(γ/2)
G′′′(γ/2) .
Even if formal, our check of the validity of the conjecture makes some non trivial steps. In
particular, we re-express formula (2.20) as finite series related to the Fredholm expansions of the
Laplace transform of a single partition function and then we reveal a structure of block determinants
that relate directly to the Fredholm expansion of the two-point distribution for the Airy process. We
can then pass to the limit on each individual term in this expansion and establish that it converges
to the corresponding term in the Fredholm expansion for the Airy process, cf. Proposition 4.10.
However, what makes our computation formal is that we were not able to justify that this limiting
procedure can be done uniformly for all terms in the expansion. The difficulty arises from the
presence of a cross term (4.22) involving gamma functions. A naive estimate of this cross term with
a uniform, constant bound on its modulus, when the values of the arguments are in a compact set,
produces a bound of the form Cnm, which cannot be compensated by the factorial 1/n!m! in the
expansion to truncate the series. Besides such an extension of Proposition 4.10 to hold uniformly
to all orders in the series and (for the same reason) a formal interchange of integration in relation
(4.12) (which, however, can be made rigorous in the case of the O’Connell-Yor polymer), the rest
of our computations are rigorous.
4.1. Auxiliary results. The Airy process Ai(·) is a stationary, continuous process with finite
dimensional distributions given by
P
(Ai(t1) ≤ ξ1, ...,Ai(tk) ≤ ξk) = det(I − f Ai f)L2({t1,...,tk}×R), (4.3)
where for ℓ = 1, ..., k we define f(tℓ, x) := 1{x≥ξℓ} and Ai is the extended Airy kernel defined by
Ai(t, ξ; t′, ξ′) :=

∫∞
0
e−λ(t−t
′)Ai(ξ + λ)Ai(ξ′ + λ)dλ, if t ≥ t′,
− ∫ 0−∞ e−λ(t−t′)Ai(ξ + λ)Ai(ξ′ + λ)dλ, if t < t′,
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In the above integral Ai(·) is the Airy function, which has the integral representation
Ai(x) =
1
2πι
∫
C π
3
e
z3
3 −xzdz (4.4)
The contour of integration consists of two straight rays, one starting at infinity and ending at the
origin in an angle −π/3 and the second departing from the origin at an angle π/3 and going to
infinity. Let us mention that the Airy process can be viewed as the top line of an ensemble of non
intersecting paths, which is known as the Airy line ensemble, whose statistics are also governed by
kernel Ai.
The determinant in (4.3) is a Fredholm determinant on L2({t1, ..., tk}×R). Let us recall that for
a trace-class operator K acting on L2(X , µ) as Kf(x) = ∫X K(x, y)f(y) dµ(y), for some measure
space (X , µ), the Fredholm determinant is defined as the series
det(I +K)L2(X ) := 1 +
∞∑
n=1
1
n!
∫
Xn
det
(
K(xi, xj)
)
n×n dµ(x1) · · ·dµ(xn).
In particular, the Fredholm determinant in (4.3) can be written as
det(I − f Ai f)L2({t1,...,tk}×R)
= 1 +
∞∑
n=1
(−1)n
n!
∑
s1,...,sn∈{t1,...,tk}
∫ ∞
−∞
· · ·
∫ ∞
−∞
det
(
(f Ai f)(si, yi; sj , yj)
)
n×ndy1 · · · dyn (4.5)
It will be useful to rewrite the above formula in terms of a block determinant. We do this as
follows: We divide the variables s1, ..., sn into k groups according to which value out of {t1, ..., tk}
they take. The number of ways we can do this assignment so that for j = 1, ..., k we have nj variables
taking the value tj equals (
n
n1 · · ·nk
)
=
n!
n1! · · ·nk! .
Taking this into account and the fact that n = n1 + · · ·+ nk, we can rewrite (4.5) as
det(I − f Ai f)L2({t1,...,tk}×R) = 1 +
∞∑
n1,...,nk=1
(−1)n1+···+nk
n1! · · ·nk! (4.6)∫ ∞
−∞
· · ·
∫ ∞
−∞
det
({
(f Ai f)(tr , yir ; ts, yjs)
}
ir=nr−1+1,...,nr
js=ns−1+1,...,ns
)
r,s=1,...,k
n1+···+nk∏
j=1
dyj ,
where nr =
∑r−1
j=1 nj and the determinant that appears above is a block determinant.
Let us record the following Lemma, which is a generalisation of Lemma 4.1.39 in [BC14]. The
latter has formalised an idea, which has appeared in the physics literature earlier, e.g. [CLeDR10],
and reduces the study of the distributional limit of random variables to the asymptotics of the
corresponding Laplace transform. The proof of Lemma 4.2 is a straightforward generalisation of
that in [BC14] and so we omit the proof.
Lemma 4.2. Consider a sequence of functions {fn}n≥1 mapping R → [0, 1] such that for each n,
fn(x) is strictly decreasing in x, tends to one as x tends to −∞ and zero as x tends to ∞ and for
each δ > 0 converges uniformly to 1{x≤0} in R\[−δ, δ]. Define also f rn(x) = fn(x− r). Consider two
sequences of random variable (Xn) and (Yn) such that for each r1, r2 ∈ R,
E[f r1n (Xn)f
r2
n (Yn)]→ p(r1, r2),
and assume that p(r1, r2) is a continuous joint distribution function of two random variables. Then
(Xn, Yn) converges weakly to a random vector (X,Y ) which is distributed according to P(X <
r1, Y < r2) = p(r1, r2).
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We will apply this lemma by considering the functions fN (x) = e
−eN1/3x , which satisfies the
criteria, and choosing the parameters of the joint Laplace transform as
u1 = e
−Nfγ−r1N1/3 and u2 = e−Nfγ−r2N
1/3
(4.7)
where fγ = −2Ψ(γ/2) and Ψ(z) = [log Γ]′(z) is the digamma function. For i = 1, 2, we have
e−uiZ(mi,ni) = f riN
(
logZ(mi,ni) −Nfγ
N1/3
)
By Lemma 4.2, for each pair (r1, r2) ∈ R2 it suffices to compute the limit
lim
N→∞
E
[
f r1N
(
logZ(m1,n1) −Nfγ
N1/3
)
f r2N
(
logZ(m2,n2) −Nfγ
N1/3
)]
= pγ(r1, r2)
and show that this coincides with the joint distribution of the Airy process at the corresponding
points. In other words we will need to compute the limit of the Laplace transform E
[
e−u1Z(m1,n1)−u2Z(m2,n2)
]
with the parameters set as above.
We will make use of the following theorem due to Borodin-Corwin-Remenik [BCR13]. We will
also use the notation: ±ℓδ is a vertical line in the complex plane with real part equal to ±δ, ℓδ1,δ2,M
is a horizontal line segment from −δ1+ ιM to δ2+ ιM and Cδ is a circle centred at zero with radius
δ.
Theorem 4.3 ([BCR13]). Fix 0 < δ2 < 1, 0 < δ1 < min{δ2, 1−δ2} and a1, .., aN such that |ai| < δ1
and let F be a meromorphic function, which is non-zero along and inside Cδ1 and all of its poles
have real part strictly larger than δ2. Moreover, assume that for all κ > 0∫
±ℓδ2
dw eπ(
N
2 −1)|ℑ(w)||ℑ(w)|κ|F (w)| <∞,
∫
ℓ′δ1,δ2,M
dw eπ(
N
2 −1)|ℑ(w)||ℑ(w)|κ|F (w)| −−−−−→
|M|→∞
0.
Then ∫
(−ℓδ1 )N
dw sN (w)
N∏
j,j′=1
Γ(aj′ − wj)
N∏
j=1
F (wj)
F (aj)
= det(I +K)L2(Cδ1).
The kernel K : L2(Cδ1)→ L2(Cδ1 ) in the above Fredholm determinant is given by
K(v, v′) =
1
2πι
∫
ℓδ2
dw
w − v′
π
sin(π(v − w))
F (w)
F (v)
N∏
j=1
Γ(v − aj)
Γ(w − aj) .
In particular, recalling Theorem 2.10, we have that the Laplace transform of an (α, αˆ)−log-gamma
polymer partition function is expressed as
E
[
e−uZ(m,n)
]
= det(I +Ku)L2(Cδ1), (4.8)
where the kernel Ku : L
2(Cδ1)→ L2(Cδ1 ) equals
Ku(v, v
′) =
1
2πι
∫
ℓδ2
dw
w − v′
π
sin(π(v − w))
uw Fαm(−w)
uv Fαm(−v)
n∏
j=1
Γ(v + αˆj)
Γ(w + αˆj)
,
where notation Fαm(·) was introduced in Definition 2.9.
Remark 4.4. Even though, in general, a Fredholm determinant is given by an infinite series, an
inspection of the proof of the above theorem [BCR13] shows that (4.8) is finite rank and the terms
beyond order N in the series are zero.
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4.2. Road map. Let us describe the steps we make towards Claim 1. First, in Proposition (4.5)
we use Theorem 4.3 in an iterative manner, in order to rewrite formula (2.20) as a double, finite series
of terms related to expansions of Fredholm determinants like (4.8) (denote by I
(N)
m,n the generic term
in these double series ). We note that the proof of this proposition is formal, as it contains a formal
interchange of integrals in (4.12). On the other hand we also note that this formal interchange of
integrals can become rigorous, in the case of the O’Connell-Yor polymer, cf. Remark 4.6. However,
for the sake of exposition and uniformity of the text, we have preferred to present the calculations
in the case of the log-gamma polymer, even if these contain a formal step.
Then in Lemma 4.7 we make an observation that certain block determinants arise in the above
mentioned expansion, which point towards the expansion (4.6) of the Airy process.
In Proposition 4.8 we further rewrite our formula, so that it is in a form more suitable for
asymptotics. The asymptotics are then carried out with the use of steepest descent method. For
this we need to make suitable contour deformations and also estimate our integrands along the
deformed contours, cf Lemma 4.9 and (4.17).
The last step we perform is to show that using the steepest descent method, any fixed term in
our double expansion, denoted by I
(N)
m,n, converges to
(−1)n+m
n!m!(2πι)m+n
∫ ∞
cγ1 r2+c
γ
2 t
2
2
· · ·
∫ ∞
cγ1 r2+c
γ
2 t
2
2
n∏
j=1
dyj
∫ ∞
cγ1 r1+c
γ
2 t
2
1
· · ·
∫ ∞
cγ1 r1+c
γ
2 t
2
1
n+m∏
j=n+1
dyj (4.9)
det

(
Ai
(
cγ3t2, yi ; c
γ
3 t2, yj
))
n×n
(
Ai
(
cγ3t2, yi ; −cγ3t1, yj+n
))
n×m(
Ai
(− cγ3t1, yi+n ; cγ3 t2, yj))
m×n
(
Ai
(− cγ3 t1, yi+n ; −cγ3t1, yj+n))
m×m

and when this is summed over all possible n,m ≥ 0 it coincides with the probability
P
(
Ai(−cγ3t1) ≤ cγ1r1 + cγ2 t21 ,Ai(cγ3t2) ≤ cγ1r2 + cγ2 t22
)
.
Then the use of Lemma 4.2 would confirm Claim 1, assuming one could obtain a good control on
the tails of the series involving the terms I
(N)
m,n.
4.3. Main computations. We now follow the roadmap and start by rewriting the contour
integral formula provided by Theorem 2.12 for the two point function.
Proposition 4.5. [modulo justification of formula (4.12)] Let Z(m1,n1), Z(m2,n2) be the partition
functions from (1, 1) to (m1, n1) and (m2, n2), respectively, of a (0, γ)-log-gamma polymer. Fix
0 < δ < γ/2 and 0 < δ1 < min{δ, 1− δ}. We assume that m1 ≤ n1,m2 ≥ n2,m2 > m1 and n2 < n1.
Then the joint Laplace transform is written in the form
E
[
e−u1Z(m1,n1)−u2Z(m2,n2)
]
=
n2∑
n=0
m1∑
m=0
1
n!m!(2πι)m+n
∫
dvdw
∫
dvdw det
( 1
wk − vℓ
)
n×n
det
( 1
wk − vℓ
)
m×m
×
n∏
k=1
π
sin(π(vk − wk))
uwk2
uvk2
(
Γ(γ − wk)
Γ(γ − vk)
)m2 ( Γ(vk)
Γ(wk)
)n2
×
m∏
ℓ=1
π
sin(π(vℓ − wℓ))
uwℓ1
uvℓ1
(
Γ(γ − wℓ)
Γ(γ − vℓ)
)n1 ( Γ(vℓ)
Γ(wℓ)
)m1
×
n∏
k=1
m∏
ℓ=1
Γ(γ − wℓ − wk)Γ(γ − vℓ − vk)
Γ(γ − wℓ − vk ) Γ(γ − vℓ − wk)
where the first set of contour integrals above are over (Cδ1 × ℓδ)n and the second over (Cδ1 × ℓδ)m.
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Remark 4.6. The two-point function of the O’Connell-Yor polymer in Remark 2.15 can also be
written in terms a Fredholm-like expansion:
E
[
e−u1Z
OY (m1,t1)−u2ZOY (m2,t2)
]
=
m1∑
n=0
m2∑
m=0
1
n!m!(2πι)m+n
∫
dvdw
∫
dvdw det
( 1
wk − vℓ
)
n×n
det
( 1
wk − vℓ
)
m×m
×
n∏
k=1
π
sin(π(vk − wk))
(u1/u2)
wk
(u1/u2)vk
(
Γ(wk)
Γ(vk)
)m2−m1
exp
( t1 − t2
2
(w2k − v2k)
)
×
m∏
ℓ=1
π
sin(π(vℓ − wℓ))
uwℓ2
uvℓ2
(
Γ(vℓ)
Γ(wℓ)
)m2
exp
( t2
2
(w2ℓ − v2ℓ )
)
×
n∏
k=1
m∏
ℓ=1
Γ(wk − wℓ)Γ(vk − vℓ)
Γ(vk − wℓ ) Γ(wk − vℓ)
where the first set of contour integrals above are over (Cδ1 × ℓδ′1)n and the second over (Cδ2 × ℓδ′2)m
with δ′2 < δ
′
1 < δ2 < δ1. The proof follows the same steps as in the upcoming for log gamma
polymer. In this case, however, the interchange of integrals can be easily justified by Fubini, due to
the super-exponential decay of the terms exp
(
t1−t2
2 (w
2
k−v2k)
)
and exp
(
t2
2 (w
2
ℓ −v2ℓ )
)
along vertical
axes.
Proof of Proposition 4.5 . Let us start with a general (α, αˆ)−log-gamma polymer such that
|αi| < δ1 and |αˆj − γ| < δ1 and with formula (2.20). We multiply and divide inside the integrals of
(2.20) by
∏m1
i=1
∏n2
j=1 Γ(λi+ αˆj) =
∏n2
j=1
∏m1
i=1 Γ(λi+ αˆj) and rearrange the terms to write (2.20) as∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi′ + λi)
m1∏
i=1
u−λi1 F
αˆ
n2,n1(λi)
u−αi1 Fαˆn2,n1(αi)
m1∏
i=1
∏n2
j=1 Γ(λi + αˆj)∏n2
j=1 Γ(αi + αˆj)
×
∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj′ + µj)
n2∏
j=1
u
−µj
2 F
α
m1,m2(µj)
u
−αˆj
2 F
α
m1,m2(αˆj)
n2∏
j=1
∏m1
i=1 Γ(λi + µj)∏m1
i=1 Γ(λi + αˆj)
=
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi′ + λi)
m1∏
i=1
u−λi1 F
αˆ
n1(λi)
u−αi1 F αˆn1(αi)
×
∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj′ + µj)
n2∏
j=1
u
−µj
2 F
λ
m1(µj)F
α
m1,m2(µj)
u
−αˆj
2 F
λ
m1(αˆj)F
α
m1,m2(αˆj)
. (4.10)
We will now rewrite the integral over µ using Theorem 4.3 in terms of a Fredholm determi-
nant. Observe that this integral represents the Laplace transform of the partition function of a
(λ1, ..., λm1 , αm1+1, ..., αm2 ; αˆ1, ..., αˆn2)-log-gamma polymer on [1,m2]× [1, n2]. Therefore, the inte-
gral will be the same if the parameters are changed to (λ1 + γ, ..., λm1 + γ, αm1+1 + γ, ..., αm2 +
γ; αˆ1 − γ, ..., αˆn2 − γ). This will be technically convenient later on. We then have that∫
(ℓδ+γ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj′ + µj)
n2∏
j=1
u
−µj
2 F
λ
m1(µj)F
α
m1,m2(µj)
u
−αˆj
2 F
λ
m1(αˆj)F
α
m1,m2(αˆj)
=
∫
(ℓδ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj′ + γ + µj)
n2∏
j=1
u
−µj
2 F
λ+γ
m1 (µj)F
α+γ
m1,m2(µj)
u
−αˆj+γ
2 F
λ
m1(αˆj)F
α
m1,m2(αˆj)
=
∫
(−ℓδ)n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−αˆj′ + γ − µj)
n2∏
j=1
u
µj
2 F
λ+γ
m1 (−µj)Fα+γm1,m2(−µj)
u
−αˆj+γ
2 F
λ
m1(αˆj)F
α
m1,m2(αˆj)
= det(I +Kλu2)L2(Cδ1 ),
34 V.L. NGUYEN AND N.ZYGOURAS
where the kernel Ku2 : L
2(Cδ1 )→ L2(Cδ1) equals
Kλu2(v, v
′) =
1
2πι
∫
ℓδ
dw
w − v′
π
sin(π(v − w))
uw2 F
λ+γ
m1 (−w)Fα+γm1,m2(−w)
uv2 F
λ+γ
m1 (−v)Fα+γm1,m2(−v)
n2∏
j=1
Γ(v + αˆj − γ)
Γ(w + αˆj − γ) .
Notice that all the poles in the product Fλ+γm1 (−µj)Fα+γm1,m2(−µj) have real part strictly larger than δ.
This is a consequence of the assumption δ1 < δ < γ/2 and |αi| < δ1. Moreover, the decay conditions
in Theorem 4.3 is verified by using the asymptotics of gamma function 2.15. Inserting this Fredholm
determinant into (4.10) we obtain that the latter equals∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi′ + λi)
m1∏
i=1
u−λi1 F
αˆ
n1(λi)
u−αi1 F αˆn1(αi)
det(I +Kλu2)L2(Cδ1 ), (4.11)
The next step is to expand the Fredholm determinant in (4.11) and then expand the determinants
involved in this expansion. Recalling Remark 4.4, which implies that the series expansion of the
Fredholm determinant contain only n2 number of terms, we have
det(I +Kλu2)L2(Cδ1) =
n2∑
n=0
1
n!
∫
(Cδ1 )
n
dv det(Kλu2(vk, vℓ))n×n
=
n2∑
n=0
∑
σ∈Sn
(−1)σ
n!
∫
(Cδ1 )
n
dv
n∏
k=1
Kλu2(vk, vσ(k))
=
n2∑
n=0
∑
σ∈Sn
(−1)σ
n!(2πι)n
∫
(Cδ1)
n
dv
∫
(ℓδ)n
dw
n∏
k=1
1
wk − vσ(k)
π
sin(π(vk − wk))
× u
wk
2 F
λ+γ
m1 (−wk)Fα+γm1,m2(−wk)
uvk2 F
λ+γ
m1 (−vk)Fα+γm1,m2(−vk)
F
αˆ−γ
n2 (vk)
F
αˆ−γ
n2 (wk)
=
n2∑
n=0
1
n!(2πι)n
∫
(Cδ1 )
n
dv
∫
(ℓδ)n
dw det
( 1
wk − vℓ
)
n×n
n∏
k=1
π
sin(π(vk − wk))
× u
wk
2 F
λ+γ
m1 (−wk)Fα+γm1,m2(−wk)
uvk2 F
λ+γ
m1 (−vk)Fα+γm1,m2(−vk)
F
αˆ−γ
n2 (vk)
F
αˆ−γ
n2 (wk)
,
where in the last step we used the fact that∑
σ∈Sn
(−1)σ
n∏
k=1
1
wk − vσ(k)
= det
( 1
wk − vℓ
)
n×n
.
Inserting the Fredholm expansion into (4.11) we write the latter as
n2∑
n=0
1
n!(2πι)n
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi′ + λi)
m1∏
i=1
u−λi1 F
αˆ
n1(λi)
u−αi1 F αˆn1(αi)∫
(Cδ1 )
n
dv
∫
(ℓδ)n
dw det
( 1
wk − vℓ
)
n×n
n∏
k=1
π
sin(π(vk − wk))
uwk2 F
λ+γ
m1 (−wk)Fα+γm1,m2(−wk)
uvk2 F
λ+γ
m1 (−vk)Fα+γm1,m2(−vk)
F
αˆ−γ
n2 (vk)
F
αˆ−γ
n2 (wk)
rearranging formally the integrals (however this rearrangement can be justified when 2n ≤ n1−m1)
and using that
∏n
k=1 F
λ+γ
m1 (−wk) =
∏n
k=1
∏m1
i=1 Γ(λi + γ − wk) =
∏m1
i=1 F
γ−w
n (λi) and similarly for∏n
k=1 F
λ+γ
m1 (−vk) we write the above as
n2∑
n=0
1
n!(2πι)n
∫
(Cδ1)
n
dv
∫
(ℓδ)n
dw det
( 1
wk − vℓ
)
n×n
n∏
k=1
π
sin(π(vk − wk))
uwk2 F
α+γ
m1,m2(−wk)
uvk2 F
α+γ
m1,m2(−vk)
F
αˆ−γ
n2 (vk)
F
αˆ−γ
n2 (wk)
×
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi′ + λi)
m1∏
i=1
u−λi1 F
αˆ
n1(λi)F
γ−w
n (λi)
u−αi1 F αˆn1(αi)F
γ−v
n (λi)
. (4.12)
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For λ ∈ C, set
fn,w,v(λ) :=
F
αˆ
n1(λ)F
γ−w
n (λ)
F
γ−v
n (λ)
.
Multiply and divide the last integrand by
∏m1
i=1 F
γ−v
n (αi)/F
γ−w
n (αi) =
∏n
k=1 F
α+γ
m1 (−vk)/Fα+γm1 (−wk)
and rewrite the above as
n2∑
n=0
1
n!(2πι)n
∫
(Cδ1)
n
dv
∫
(ℓδ)n
dw det
( 1
wk − vℓ
)
n×n
n∏
k=1
π
sin(π(vk − wk))
uwk2 F
α+γ
m2 (−wk)
uvk2 F
α+γ
m2 (−vk)
F
αˆ−γ
n2 (vk)
F
αˆ−γ
n2 (wk)
×
∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi′ + λi)
m1∏
i=1
u−λi1 fn,w,v(λi)
u−αi1 fn,w,v(αi)
. (4.13)
We will now use Theorem 4.3 to compute the integral with respect to the λ variables as a
Fredholm determinant, i.e.∫
(ℓδ)m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi′ + λi)
m1∏
i=1
u−λi1 fn,w,v(λi)
u−αi1 fn,w,v(αi)
= det
(
I +Kn,w,vu1
)
L2(Cδ1)
,
where the kernel Kn,w,vu1 : L
2(Cδ1)→ L2(Cδ1) is given by
Kn,w,vu1 (v, v
′) =
1
2πι
∫
ℓδ
dw
w− v′
π
sin(π(v − w))
uw1 fn,w,v(−w)
uv1 fn,w,v(−v)
m1∏
i=1
Γ(v + αi)
Γ(w + αi)
. (4.14)
All the conditions of Theorem 4.3 are verified: The poles of the function fn,w,v(−λ) are αˆj and γ−w
which have real part strictly larger than δ. The decay conditions are verified by usual estimation of
gamma functions. Formula (4.13) is then written as
n2∑
n=0
1
n!(2πι)n
∫
(Cδ1 )
n
dv
∫
(ℓδ)n
dw det
( 1
wk − vℓ
)
n×n
×
n∏
k=1
π
sin(π(vk − wk))
uwk2 F
α+γ
m2 (−wk)
uvk2 F
α+γ
m2 (−vk)
F
αˆ−γ
n2 (vk)
F
αˆ−γ
n2 (wk)
det
(
I +Kn,w,vu1
)
L2(Cδ1 )
We now specialise and restrict attention to a (0, γ)-log-gamma polymer, i.e. when αi = 0 for
i = 1, 2, ... and αˆj = γ > 0 for j = 1, 2, .... Moreover, we expand the Fredholm determinant
det
(
I +Kn,w,vu1
)
L2(Cδ1)
and perform the same calculation as above to arrive to the result. 
The next lemma is crucial as it reveals the block determinant structure, which relates to the
Fredholm expansion of the two-point distribution of the Airy process.
Lemma 4.7. For any sequence of complex numbers (wi)i≥1, (vi)i≥1, (wi)i≥1, (vi)i≥1, such that for
some γ > 0 it holds that ℜ(wi),ℜ(wi) < γ/2 and ℜ(vi),ℜ(vi) < γ/2 for i = 1, 2, ... and furthermore
ℜ(wi − vj) > 0 and ℜ(wi − vj) > 0, the following identity is true
det
( 1
wk − vℓ
)
n×n
det
( 1
wk − vℓ
)
m×m
n∏
k=1
m∏
ℓ=1
(γ − wℓ − vk ) (γ − vℓ − wk)
(γ − wℓ − wk)(γ − vℓ − vk) (4.15)
=
∫
(0,∞)n+m
dx1 · · · dxn+m det
( (
e−xj(wi−vj)
)
n×n
(−e−xj+n(γ−wi−wj))
n×m(
e−xj(γ−vi−vj)
)
m×n
(
e−xj+n(wj−wi)
)
m×m
)
Proof. Expanding the Cauchy determinants in the left hand side as
det
( 1
wk − vℓ
)
n×n
=
∏
1≤k<ℓ≤n(wk − wℓ)(vℓ − vk)∏
1≤k,ℓ≤n(wk − vℓ)
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and recombining with the product term therein we can write the left hand side of (4.15) as a block
Cauchy determinant
det

(
1
wi−vj
)
n×n
(
1
wi+wi−γ
)
n×m(
1
γ−vi−vj
)
m×n
(
1
wi−vj
)
m×m

= det
( (∫∞
0 e
−x(wi−vj)dx
)
n×n
(− ∫∞0 e−x(γ−wi−wj)dx)n×m(∫∞
0
e−x(γ−vi−vj)dx
)
m×n
(∫∞
0
e−x(wi−vj)dx
)
m×m
)
.
Notice that the condition ℜ(wi),ℜ(wi) < γ/2 and ℜ(vi),ℜ(vi) < γ/2 for i = 1, 2, ..., ensures that
the above integrals are well defined. The final step is to use the multilinearity of the determinant,
in order to pull the integrals out of the block determinant and hence arrive to the right hand side
of (4.15). 
Using Lemma 4.7 we will rewrite the joint Laplace transform of Z(n1,m1), Z(n2,m2) in a form with
structure closer to that of the Airy process (4.6).
Proposition 4.8.
E
[
e−u1Z(m1,n1)−u2Z(m2,n2)
]
=
n2∑
n=0
m1∑
m=0
(−1)m+n
n!m!(2πι)m+n
∫
dvdw
∫
dvdw
∫
R
n+m
>0
dx
∫
R
n+m
>0
dτ det
(
A(x, τ ;w,v) B(x, τ ;w,w)
C(x, τ ;v, v) D(x, τ ;w, v)
)
×
n∏
k=1
π(vk − wk)
sin(π(vk − wk))
m∏
ℓ=1
π(vℓ − wℓ)
sin(π(vℓ − wℓ))
n∏
k=1
m∏
ℓ=1
Γ(1 + γ − wℓ − wk)Γ(1 + γ − vℓ − vk)
Γ(1 + γ − wℓ − vk ) Γ(1 + γ − vℓ − wk)
=:
n2∑
n=0
m1∑
m=0
I(N)m,n
where in the above contour integrals the v and v variables run over Cδ1 while the w and w variables
run over ℓδ and the block matrices in the (n+m)× (n+m) determinant are given by
A(x, τ ;w,v)ij = e
(xj+τi)( γ2−wi)−(xj+τj)( γ2−vj)
× uwi−vj2
(
Γ(γ − wi)
Γ(γ − vj)
)m2 ( Γ(vj)
Γ(wi)
)n2
, 1 ≤ i, j ≤ n,
B(x, τ ;w,w)ij = −e(−xj+n+τi)(
γ
2−wi)+(−xj+n+τj+n)( γ2−wj)
× uwi−
γ
2
2 u
wj− γ2
1
Γ(γ − wi)m2
Γ(wi)n2
Γ(γ − wj)n1
Γ(wj)m1
,
1 ≤ i ≤ n, 1 ≤ j ≤ m,
C(x, τ ;v, v)ij = e
−(xj+τj)( γ2−vj)−(xj+τi+n)( γ2−vi)
× u−(vi−
γ
2 )
1 u
−(vj− γ2 )
2
Γ(vi)
m1
Γ(γ − vi)n1
Γ(vj)
n2
Γ(γ − vj)m2 ,
1 ≤ i ≤ m, 1 ≤ j ≤ n,
D(x, τ ;w, v)ij = e
(xj+n+τj+n)( γ2−wj)−(xj+n+τi+n)( γ2−vi)
× uwj−vi1
(
Γ(γ − wj)
Γ(γ − vi)
)n1 ( Γ(vi)
Γ(wj)
)m1
, 1 ≤ i, j ≤ m.
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Proof. We begin with the formula obtained in Proposition 4.5 and use the identity zΓ(z) = Γ(1+z)
to write the product
n∏
k=1
m∏
ℓ=1
Γ(γ − wℓ − wk)Γ(γ − vℓ − vk)
Γ(γ − wℓ − vk ) Γ(γ − vℓ − wk)
=
n∏
k=1
m∏
ℓ=1
(γ − wℓ − vk ) (γ − vℓ − wk)
(γ − wℓ − wk)(γ − vℓ − vk)
n∏
k=1
m∏
ℓ=1
Γ(1 + γ − wℓ − wk)Γ(1 + γ − vℓ − vk)
Γ(1 + γ − wℓ − vk ) Γ(1 + γ − vℓ − wk) .
Moreover, we write the term
n∏
k=1
π
sin(π(vk − wk)) =
n∏
k=1
1
(vk − wk)
n∏
k=1
π(vk − wk)
sin(π(vk − wk))
= (−1)n
n∏
k=1
∫ ∞
0
eτk(vk−wk)dτk
n∏
k=1
π(vk − wk)
sin(π(vk − wk)) ,
and we also write the analogous formula for
∏m
ℓ=1 π/ sin(π(vℓ − wℓ)), by replacing in the above
formula vk, wk by vℓ,wℓ and τk by τ
′
ℓ. Then we use Lemma 4.7 to obtain a block Cauchy determinant,
to which we distribute into its first n rows the terms
u
wk− γ2
2 e
−τk(wk− γ2 ) Γ(γ − wk)m2
Γ(wk)n2
, for k = 1, ..., n,
into the first n columns the terms
u
−(vk− γ2 )
2 e
τk(vk− γ2 ) Γ(vk)
n2
Γ(γ − vk)m2 , for k = 1, ..., n,
into rows n+ 1 to n+m the terms
u
−(vℓ− γ2 )
1 e
τℓ+n(vℓ−γ/2) Γ(vℓ)
m1
Γ(γ − vℓ)n1 , for ℓ = 1, ...,m,
and into columns n+ 1 to n+m the terms
u
wℓ− γ2
1 e
−τℓ+n(wℓ− γ2 ) Γ(γ − wℓ)n1
Γ(wℓ)m1
, for ℓ = 1, ...,m.

We will further manipulate the formula obtained in Proposition 4.8 in order to bring it in a form
suitable for asymptotics. Recall the definition of the functions G,F from (4.2) and denote by
G˜(z) = G(z)−G(γ/2) and F˜ (z) = F (z)− F (γ/2).
In the block determinant that appears in Proposition 4.8 we multiply each column between 1 and n
by the number exp
(
t2F (γ/2)
)
and each row between n+1 andm+n by the number exp
(
t1F (γ/2)
)
.
Moreover, we multiply each column between n+1 and m+n by the number exp
(− t1F (γ/2)) and
each row between 1 and n by the number exp
(−t2F (γ/2)). This operation does not change the value
of the determinant because if these number are pulled outside the determinant by mulitlinearity,
they produce a pre factor exp
(
(nt2 +mt1)F (γ/2)− (nt2 +mt1)F (γ/2)
)
, which is obviously equal
to one. On the other hand it provides a useful centering of the entries. Using the particular choice
for values of u1, u2 as in (4.7) and for the lattice points (m1, n1), (m2, n2) as in (4.1) and making a
straightforward calculation employing Fubini, we have for fixed m,n that we can arrive at formula
I(N)m,n = (4.16)
=
(−1)m+n
n!m!(2πι)m+n
∫
R
n+m
>0
dτ
∫
R
n+m
>0
dx
∫
dvdw
∫
dvdw det
(
A˜(x, τ ;w,v) B˜(x, τ ;w,w)
C˜(x, τ ;v, v) D˜(x, τ ;w, v)
)
×
n∏
k=1
π(vk − wk)
sin(π(vk − wk))
m∏
ℓ=1
π(vℓ − wℓ)
sin(π(vk − wk))
n∏
k=1
m∏
ℓ=1
Γ(1 + γ − wℓ − wk)Γ(1 + γ − vℓ − vk)
Γ(1 + γ − wℓ − vk ) Γ(1 + γ − vℓ − wk)
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where
A˜(x, τ ;w,v)ij = exp
(
N
(
G˜(vj)− G˜(wi)
)
+ t2N
2/3
(
F˜ (wi)− F˜ (vj)
)
+ r2N
1/3
(
vj − wi
)
+
+
(
xj + τi
) (γ
2
− wi
)
− (xj + τj)
(γ
2
− vj
))
,
for 1 ≤ i, j ≤ n,
B˜(x, τ ;w,w)ij = − exp
(
−N(G˜(wj) + G˜(wi))+ t2N2/3F˜ (wi) + t1N2/3F˜ (wj)
− r2N1/3
(
wi − γ
2
)
− r1N1/3
(
wj − γ
2
)
+
(− xj+n + τi)(γ
2
− wi
)
+
(− xj+n + τj+n) (γ
2
− wj
))
,
for 1 ≤ i ≤ n, 1 ≤ j ≤ m,
C˜(x, τ ;v, v)ij = exp
(
N
(
G˜(vj) + G˜(vi)
)− t2N2/3F˜ (vj)− t1N2/3F˜ (vi)
+ r2N
1/3
(
vj − γ
2
)
+ r1N
1/3
(
vi − γ
2
)
− (xj + τj) (γ
2
− vj
)
− (xj + τi+n)(γ
2
− vi
))
,
for 1 ≤ i ≤ m, 1 ≤ j ≤ n,
D˜(x, τ ;w, v)ij = exp
(
N
(
G˜(vi)− G˜(wj)
)
+ t1N
2/3
(
F˜ (wj)− F˜ (vi)
)
+ r1N
1/3
(
vi − wj
)
+
+
(
xj+n + τj+n
) (γ
2
− wj
)
− (xj+n + τi+n) (γ
2
− vi
))
,
for 1 ≤ i, j ≤ m.
The use of Fubini is useful, in order to avoid crossing the poles at wℓ + wk = γ in the contour
deformation that follows. Using the asymptotics (2.15), we can justify the Fubini for fixed m,n (or
for values that are a sufficiently small multiple of N2/3), since the integrand in (4.16) is bounded
by
exp
(
− π
2
∑
1≤k≤n
1≤ℓ≤m
|wℓ + wk|+ πn
2
∑
1≤ℓ≤m
|wℓ|+ πm
2
∑
1≤k≤n
|wk| (4.17)
− π(n1 −m1)
2
∑
1≤ℓ≤m
|wℓ| − π(m2 − n2)
2
∑
1≤k≤n
|wk|
)
,
which is integrable since m2 − n2 , n1 −m1 ≈ N2/3.
The main asymptotic behaviour of each fixed summand in (4.16) is captured by the determinant.
The study of the asymptotic behaviour of the terms A˜, B˜, C˜, D˜ in there is done via the steepest
decent method. The basic idea of this method is to find the critical points for the integrand and then
deform the contour of integration so that it passes through or close to the critical point and away
from the critical point the integrands decay fast. The contours over which the v,w, v,w variables
originally integrate are depicted in Figure 9. These contours need to be deformed to the steepest
descent contours, which are depicted in Figure 10. The contour Cw is symmetric over the real axis.
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γ/2
Cδ1
ℓδ
Figure 9. Initial contours.
γ/2
Cv
Cw
Figure 10. Steepest decent contours
Its upper part consists of a ray from γ/2 + ηN−1/3, with fixed, small η > 0, leaving at angle π/3
until the point γ/2+ηN−1/3+γe
πι
3 and from this point it goes vertically to infinity. The Cv contour
is also chosen to be symmetric over the real axis. It departs from γ/2 at an angle 2π/3, as a straight
line until the point γe2πι/3, where it follows the circular arc γeιt, 2π/3 ≤ t ≤ 4π/3 and, finally, from
there it returns to γ/2 via a straight line. In order to motivate the choice of the contours Cv, Cw,
we need to identify the behaviour of the functions G˜, F˜ around the (critical) point γ/2 and away
from it. We do this by employing a Taylor expansion around γ/2. To this end, we need to record
G′(z) = Ψ(z) + Ψ(γ − z) + fγ ,
G′′(z) = Ψ′(z)−Ψ′(γ − z) ,
G′′′(z) = Ψ′′(z) + Ψ′′(γ − z) .
By the choice of fγ = −2Ψ(γ/2) we have that G′(γ/2) = G′′(γ/2) = 0, while G′′′(γ/2) 6= 0.
Consequently, around the critical point γ/2 the function G˜(z) behaves as
G˜(z) = G(z)−G(γ/2) = G
′′′(γ/2)
6
(z − γ/2)3 + o((z − γ/2)3) (4.18)
Moreover, γ/2 is also the critical point of the function F (z) because
F ′(γ/2) = Ψ(γ/2)−Ψ(γ/2) = 0,
and around it we have
F˜ (z) = F (z)− F (γ/2) = F
′′(γ/2)
2
(z − γ/2)2 + o((z − γ/2)2), (4.19)
The cubic behaviour of the function G˜ as in (4.18) shows that along a straight line departing at an
angle π/3 from γ/2, G˜ is strictly negative with the value zero at γ/2. Similar estimates hold along
straight lines departing at an angle 2π/3.
The behaviour away from the critical point γ/2 is described by the following lemmas. The first
one is due to [BCR13] Lemmas 2.4, 2.5, which we recall :
Lemma 4.9. There exists γ∗ > 0 such that for all γ < γ∗ the following two facts hold:
40 V.L. NGUYEN AND N.ZYGOURAS
(1) There exists a constant c1 > 0 such that for all v along the straight line segments of Cv
ℜ[G(v) −G(γ/2)] ≤ ℜ[−c1γ3(v − γ/2)3] .
(2) There exists a constant c2 > 0 such that for all w along the contour Cw at the distance less
than γ from γ/2
ℜ[G(w) −G(γ/2)] ≥ ℜ[−c2γ3(w − γ/2)3] .
(3) There exists c > 0, such that for all v along the circular part of the contour Cv
ℜ[G(v)−G(γ/2)] ≤ −c .
The cubic behaviour in (4.18) suggests rescaling around γ/2 by change of variables
v˜i = N
1/3(vi − γ/2) , w˜i = N1/3(wi − γ/2),
v˜i = N
1/3(vi − γ/2) , w˜i = N1/3(wi − γ/2), (4.20)
x˜i = N
−1/3xi , τ˜i = N−1/3τi.
Proposition 4.10. Recall the term I
(N)
m,n in (4.16). Setting the parameters (m1, n1), (m2, n2) as in
(4.1) and the parameters u1, u2 as in (4.7) (depending all on N), then as N tends to infinity I
(N)
m,n
converges for any fixed m,n to
Im,n =
(−1)n+m
n!m!(2πι)m+n
∫
R
n+m
>0
dτ˜
∫
dv˜dw˜
∫
dv˜dw˜
∫
R
n+m
>0
dx˜ det
(
A∗(x˜, τ˜ ; w˜, v˜) B∗(x˜, τ˜ ; w˜, w˜)
C∗(x˜, τ˜ ; v˜, v˜) D∗(x˜, τ˜ ; w˜, v˜)
)
,
(4.21)
where the variables v˜ and v˜ integrate along the contour e−2πι/3R>0 ∪ e+2πι/3R>0 and w˜ and w˜
integrate along the contour {e−πι/3R>0 + η} ∪ {e+πι/3R>0 + η} for any horizontal shift η > 0. The
block matrix in (4.21) is given by
A∗(x˜, τ˜ ; w˜, v˜)ij = exp
(G′′′(γ/2)
6
(v˜3j − w˜3i ) + t2
F ′′(γ/2)
2
(w˜2i − v˜2j )
+ r2(v˜j − w˜i)− (x˜j + τ˜i)w˜i + (x˜j + τ˜j)v˜j
)
,
B∗(x˜, τ˜ ; w˜, w˜)ij = − exp
(
− G
′′′(γ/2)
6
(w˜3j + w˜
3
i ) + t2
F ′′(γ/2)
2
w˜2i + t1
F ′′(γ/2)
2
w˜
2
j
− r2w˜i − r1w˜j − (−x˜j+n + τ˜i)w˜i − (−x˜j+n + τ˜j+n)w˜j
)
,
C∗(x˜, τ˜ ; v˜, v˜)ij = exp
(G′′′(γ/2)
6
(v˜3j + v˜
3
i )− t2
F ′′(γ)
2
v˜2j − t1
F ′′(γ/2)
2
v˜
2
i
+ r2v˜j + r1v˜i + (x˜j + τ˜j)vj + (x˜j + τ˜i+n)v˜i
)
,
D∗(x˜, τ˜ ; w˜, v˜)ij = exp
(G′′′(γ/2)
6
(v˜3i − w˜3j ) + t1
F ′′(γ/2)
2
(w˜2j − v˜2i )
+ r1(v˜i − w˜j)− (x˜j+n + τ˜j+n)w˜j + (x˜j+n + τ˜i+n)v˜i
)
.
Proof. Let us start with the formula for I
(N)
m,n provided by (4.16) and denote
CTm,n :=
n∏
k=1
m∏
ℓ=1
Γ(1 + γ − wℓ − wk)Γ(1 + γ − vℓ − vk)
Γ(1 + γ − wℓ − vk ) Γ(1 + γ − vℓ − wk) (4.22)
Step 1. (Contour deformation) We deform the contour Cδ1 , on which v and v are integrated,
to contour Cv, as well as the contour on which w and w are integrated to contour Cw. Some care is
required when deforming the w,w integrals. Let us look at it. For fixed values of τ and x, the only
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poles of the integrand (as a function of v, w, v,w) are those due to the cross term CTm,n coming
from the poles of the gamma functions Γ(1 + γ − vℓ − vk) and Γ(1 + γ − wℓ − wk) when
γ − wℓ − wk =
(γ
2
− wℓ
)
+
(γ
2
− wk
)
= −r − 1, for r = 0,−1,−2, ...
and
γ − vℓ − vk =
(γ
2
− vℓ
)
+
(γ
2
− vk
)
= −r − 1, for r = 0,−1,−2, ...
The deformation from Cδ1 to Cv crosses no poles, as on both contours ℜ(γ − vℓ − vk) ≥ 0.
Similarly, the deformation from ℓδ to Cw does not cross any poles, since on or on the left of the
Cw contour it holds that ℜ(γ−wℓ−wk) ≥ −γ > −1, for γ sufficiently small. Finally, the deformation
is justified by suitable decay bounds near infinity between the initial and final contours.
Step 2. (Localization around the critical point) Thanks to Lemma 4.9 and estimate (4.17),
the contribution to the contour integral away (e.g. outside a ball of radius γ from the critical point
γ/2) is exponentially negligible as N tends to infinity. Then, again thanks to Lemma 4.9, we can
further localize the contour integrals in a window of size N−1/3 around the critical point with a
small cost ε, uniformly in N . We now do a change of variables as in (4.20) to rescale this window
by N1/3. By using the Taylor expansion around critical point (4.18) and (4.19), we can easily show
that the contribution inside this ball is uniformly bounded by a constant, which will allow to pass
in the limit in the quantities below. As N →∞, we have (for fixed m,n) that
n∏
k=1
m∏
ℓ=1
Γ
(
1−N−1/3(w˜ℓ + w˜k)
)
Γ
(
1−N−1/3(v˜ℓ + v˜k)
)
Γ
(
1−N−1/3(w˜ℓ + v˜k )
)
Γ
(
1−N−1/3(v˜ℓ + w˜k)
) → 1 ,
and moreover,
πN−1/3(v˜k − w˜k)
sin
(
πN−1/3(v˜k − w˜k)
) → 1 and πN−1/3(v˜k − w˜k)
sin
(
πN−1/3(v˜k − w˜k)
) → 1.
Using the Taylor expansions (4.18) and (4.19) for G˜ and F˜ , we have that in this limit and with the
change of variables (4.20), A˜, B˜, C˜, D˜ converge to A∗, B∗, C∗, D∗, respectively, while the diagonal
parts of Cv, Cw are replaced by contours e
−2πι/3R>0∪e+2πι/3R>0 and {e−πι/3R>0+δ}∪{e+πι/3R>0+
δ}, respectively. 
By the multilinearity of the determinant, it follows that Im,n can be written as
Im,n =
(−1)n+m
n!m!(2πι)m+n
∫
R
n+m
>0
dτ det

(
A′(τi, τj)
)
n×n
(
B′(τi, τj+n)
)
n×m(
C′(τi+n, τj)
)
m×n
(
D′(τi+n, τj+n)
)
m×m
 , (4.23)
where
A′(τi, τj) =
∫
dv˜dw˜
∫
R>0
dx˜ A∗(x˜, τ˜ ; w˜, v˜)ij ,
B′(τi, τj+n) =
∫
dw˜dw˜
∫
R>0
dx˜ B∗(x˜, τ˜ ; w˜, w˜)ij ,
C′(τi+n, τj) =
∫
dv˜dv˜
∫
R>0
dx˜ C∗(x˜, τ˜ ; v˜, v˜)ij ,
D′(τi+n, τj+n) =
∫
dv˜dw˜
∫
R>0
dx˜ D∗(x˜, τ˜ ; w˜, v˜)ij .
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Let us, now, simplify the block determinant by doing the following change of variables
v˜ 7→
(
− 2
G′′′(γ/2)
)1/3
v˜ − t2 F
′′(γ/2)
G′′′(γ/2)
, w˜ 7→
(
− 2
G′′′(γ/2)
)1/3
w˜− t2 F
′′(γ/2)
G′′′(γ/2)
,
v˜ 7→
(
− 2
G′′′(γ/2)
)1/3
v˜ − t1 F
′′(γ/2)
G′′′(γ/2)
, w˜ 7→
(
− 2
G′′′(γ/2)
)1/3
w˜− t1F
′′(γ/2)
G(γ/2)
,
x˜ 7→
(
− G
′′′(γ/2)
2
)1/3
x˜, τ˜ 7→
(
− G
′′′(γ/2)
2
)1/3
τ˜ .
Define cγ1 = (−G
′′′(γ/2)
2 )
−1/3, cγ2 = − c
γ
1 (F
′′(γ/2))2
2G′′′(γ/2) and c
γ
3 = − F
′′(γ/2)
G′′′(γ/2) . By a long but fairly straight-
forward computation using the above change of variables and the integral representation of the Airy
function (4.4), we obtain that
A′(τi, τj) =
∫ ∞
0
dxAi(cγ1r2 + c
γ
2t
2
2 + x+ τi)Ai(c
γ
1r2 + c
γ
2 t
2
2 + x+ τj) ,
B′(τi, τj+n) = −
∫ ∞
0
dx e−c
γ
3x(t2+t1)Ai(cγ1r1 + c
γ
2 t
2
1 − x+ τi)Ai(cγ1r2 + cγ2 t22 − x+ τj+n) ,
C′(τi+n, τj) =
∫ ∞
0
dx e−c
γ
3x(t2+t1)Ai(cγ1r1 + c
γ
2t
2
1 + x+ τi+n)Ai(c
γ
1r2 + c
γ
2t
2
2 + x+ τj) ,
D′(τi+n, τj+n) =
∫ ∞
0
dxAi(cγ1r1 + c
γ
2t
2
1 + x+ τi+n)Ai(c
γ
1r1 + c
γ
2 t
2
1 + x+ τj+n) .
The only tricky part of the computation that leads to the above expression is to take care of some
multiplicative factors, which are independent of the variables w˜, v˜, w˜, v˜, x˜ and appear in the entries
of the blocks A′(τi, τj), B′(τi, τj+n), C′(τi+n, τj), D′(τi+n, τj+n). Denoting these terms by exp(Cij),
it turns out that Cij are equal to
1{1≤i≤n}
{
−
(
r2 − t22
(F ′′(γ/2))2
3G′′′(γ/2)
)
F ′′(γ/2)
G′′′(γ/2)
t2 − τi F
′′(γ/2)
G′′′(γ/2)
t2
}
− 1{n+1≤i≤n+m}
{
−
(
r1 − t21
(F ′′(γ/2))2
3G′′′(γ/2)
)
F ′′(γ/2)
G′′′(γ/2)
t1 − τi F
′′(γ/2)
G′′′(γ/2)
t1
}
− 1{1≤j≤n}
{
−
(
r2 − t22
(F ′′(γ/2))2
3G′′′(γ/2)
)
F ′′(γ/2)
G′′′(γ/2)
t2 − τj F
′′(γ/2)
G′′′(γ/2)
t2
}
+ 1{n+1≤j≤n+m}
{
−
(
r1 − t21
(F ′′(γ/2))2
3G′′′(γ/2)
)
F ′′(γ/2)
G′′′(γ/2)
t1 − τj F
′′(γ/2)
G′′′(γ/2)
t1
}
.
These terms can be pulled out of the block determinant, by multi linearity, and they then cancel
out.
An immediate change of variables brings us to expression (4.9), thus bringing us to the end of
the road map.
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