An interactive FORTRAN program is presented which allows the user to produce probability plots (theoretical quantile-quantile plots) for an input data set based on several types of theoretical distributions. The program provides normal, two-parameter lognormal, three-parameter lognormal, right-tail half-normal, left-tail half-normal, exponential, two-parameter Weibull, and three-parameter Weibull plots. The present version of the program allows data entry and editing from the keyboard (not from stored files) and will accept up to 100 data values. This upper limit could easily be modified. An interactive FORTRAN program is presented which allows the user to produce probability plots (theoretical quantile-quantile plots) for on input data set based on several types of theoretical distributions. The program provides normal, two-parameter lognormol, three-parameter lognormol, righttoil half-normal, left-toil half-normal, exponential, two-parameter Weibull, and three-parameter Weibull plots. The present version of the program allows data entry and editing from the keyboard (not from stored flies) and will accept up to 100 data values. This upper limit could easily be modified.
Introduction
Tf))ROBABILITY plotting is a graphical method used to lL investigate whether an assumed statistical model gives an adequate fit to a set of data. A probability plot helps an investigator to assess how well a given theoretical distribution fits the data and allows one to estimate distribution parameters.
A probability plot is produced by plotting the data quantiles against the corresponding quantiles of the given theoretical distribution. (For this reason, these plots are sometimes referred to as "theoretical quantile-quantile plots.") A linear pattern of points indicates agreement between the data distribution and the theoretical distribution. Nonlinear patterns indicate that the assumed model is not a reasonable representation of the data. Chambers, Cleveland, Kleiner, and Tukey (1983) give guidelines for interpreting patterns in probability plots. (p) is the standard normal quantile function (the inverse of the standard normal distribution function). 2 All logarithms used in the computer program and in this paper are natural logarithms (base e). 3 The lognormal distribution function is F(y) = 4>[log(y ~ B) -~] for y > 8, where 11 must be specified by the user. 4 The Weibull distribution function is F(y) = 1 -exp [-(y: On for y > 8, where c must be specified by the user. dle of this interval is ( i -0.5) / n, we plot the quantile corresponding to this cumulative probability value against the i'h smallest observation.
The normal probability plot is a plot of normal quantiles 4>- . i -0.5 equiva ent to t at o tame y p ottmg ---versus n the ordered data values on normal probability paper. Since the quantile function for the standard normal distribution cannot be written in closed form, the values of this function for given cumulative probabilities are evaluated using Algorithm AS 111, Beasley and Springer (1977) . This algorithm appears in the program code as DOUBLE PRECISION FUNCTION PN. (The function PN is also used in constructing the lognormal and half-normal plots.) The meanµ and standard deviation CT of the normal distribution may be estimated from a straight line drawn through the plotted points. The x-intercept (i.e., the horizontal coVol. 20, No. 3, July 1988 ordinate of the intersection between the line and the horizontal axis) gives an estimate ofµ and the inverse of the slope of the line yields an estimate of CT.
The three-parameter lognormal probability plot is a plot of the quantiles of the log-normal distribution versus the ordered data values. The lognormal distribution function is
for y > (J (see Johnson and Kotz [1970] ). Note that three parameters are involved: a threshold parameter (J, a Scale parameter r, and a Shape parameter CT > 0.
Thus the general quantile function of the lognormal distribution is
where p is a given cumulative probability value. The "standard" lognormal quantile function (with (J = 0, r = 0, and User-supplied CT > 0) is USed to COnStruCt the plot. Thus the three-parameter lognor-mal probability plot has vertical coordinates exp[ ucI>-1 c-no.
5 )] and the ordered data values as horizonal coordinates. If the value of the shape parameter u is unknown, it may be necessary to generate plots for a range of u values to find a value that yields a linear pattern. Then the x-intercept provides an estimate of 8 and the log of the inverse slope provides an estimate of r In the two-parameter lognormal probability plot it is assumed that the threshold parameter 8 is zero (i.e., that the smallest possible value is zero). The data are transformed to a natural log scale and plotted versus standard normal quantiles. The lognormal parameters rand CJ" can be estimated from the x-intercept and the inverse of the slope of the line drawn through the plotted points, respectively. The exponential distribution function is
for y > 8, so the general quantile function of the exponential distribution is
where pis a given cumulative probability value. The "standard" exponential quantile function (with 8 = 0 and X = 1) is used to construct the plot. Thus, the exponential probability plot has vertical coordinates [-log( 1 -i -no.
5 )] and ordered data values as horizontal coordinates. The parameter X (the mean) can be estimated from the inverse of the slope of a line drawn through the plotted points, and the threshold parameter 8 can be estimated from the x-intercept. duces an exponential probability plot.
The two-parameter Weibull probability plot is appropriate when the threshold parameter 8 is known to be zero. The plot is based on the linear relationship between log-transformed Weibull data values and log [-log(l -p)] given by the log-transformation of equation (1) with 8 = 0:
The two-parameter Weibull option plots the values
log -log 1 --n-on t e vert1ca axis an ordered log-transformed data values on the horizontal axis. After drawing a line through the plotted points, log( a) can be estimated from the x-intercept and c can be estimated from the slope of the line. Note that the distribution function of the type I extreme value distribution is
for y > O. Thus, the quantile function for the type I extreme value distribution is
and we see that the vertical coordinates of the twoparameter Weibull probability plot are the quantiles of the type I extreme value distribution with a = 1 (See Nelson [1982] and Johnson and Kotz [1970] ).
Program Operation
The program runs in an interactive mode and begins by asking the user for the number of data values, the name of the data variable, and the individual data values. After the user enters all of the data values and presses RETURN, the values entered are displayed. The user may then check the data values and choose whether to edit them.
The data editing routine allows the user to delete, add, or change observations. The user is presented with a menu containing these three options and the "STOP EDITING" option. The program provides the prompting necessary to accomplish each editing option.
When the user chooses to stop editing (or if the user chooses not to edit), the main menu appears. This menu offers choices to edit the data, make one of the eight types of probability plots, or exit from the program. If the user requests a plot, the two output screens are displayed and the user returns to the main menu. If the user chooses to edit the data, the editing routine is run and then the main menu is returned.
The present version of the program allows for data entry only from the keyboard (and not from stored files) and is primarily intended for producing quick plots for relatively small data sets. The program allows up to 100 data values. This limit may be changed by replacing "100" by the desired limit each time it occurs in the program code. It appears several times as the dimension of arrays, once in a warning message to the user and once in an "IF" statement.
The two-parameter lognormal and two-parameter Weibull probability plotting procedures require that all the data values be positive because they will be transformed to a log scale. If there are negative values in the data set, an error message is displayed and the user returns to the main menu.
Examples Example t
The data in Table 2 are taken from page 159 of Box, Hunter, and Hunter (1978) . They are yields from chemical reactions using two different methods. Each method was used 10 times. The output from two runs of the computer program is given in Output Listings la and 1 b. Output Listing la shows the steps required and output generated in producing a normal probability plot of the method A data. Output Listing lb shows the same for the method B data and also shows the data editing process.
Example 2
The data in Table 3 are taken from page 113 of Nelson (1982) . They are hours until failure for specimens of Class H electrical insulation material at 260°C. Output Listing 2 shows two-parameter lognormal, normal, and right-tail half-normal plots for these data. The two-parameter lognormal plot produced by this program can be compared to the plot given on page 114 of Nelson (1982) . (Note that the horizontal and vertical axes are reversed from the convention used in this program.) The two-parameter lognormal is a reasonable model to try first for these data because the threshold parameter is known to be zero and this model is often used to describe the life of electrical insulation. With the exception of the three equal failure times, the plot is reasonably linear. The normal and right-tail half-normal plots do not provide any improvement in the linearity of the plot.
Example 3
The data in Table 4 are taken from page 105 of Nelson (1982) . They are the times to breakdown of an insulating fluid between electrodes at a voltage of 34 kV. Since theory suggests that such failure times follow an exponential distribution, a plot for this model was produced first. This plot is not linear and suggests the model gives a poor fit. Next, two-parameter Weibull and three-parameter Weibull plots were produced. The two-parameter Weibull probability plot displays more linearity than either the exponential probability plot or the three-parameter Weibull plot with an arbitrarily chosen value of c = 3. We can estimate c from the slope of the line in the two-parameter Weibull probability plot. This slope is approximately ( 
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