ABSTRACT This paper describes a new framework for the automated tracking of the central retinal vein in retinal images. The procedure first computes a binary image of the retinal vasculature, then obtains the skeleton (medial axis) of the vascular network. Terminal and branching points of the network are then located, and the network converted into a graph representation including length and thickness information for all vessels. Finally, a MaxMin approach is used to locate the central vein:The candidates central vein are the minimal paths from the optic disk to all terminal nodes found using Dijkstra algorithm. The actual central vein is selected among the all candidates by maximizing a merit function estimating the total vessel area in the image. Results are presented and compared with those provided by a manual classification on 20 images of the DRIVE set. An overall performance ratio of 92% is achieved.
INTRODUCTION
Central retinal vein occlusion (vein thrombosis) is a common pathology that affects the main central vein of the human retina, slowing the blood flow as it enters the optic nerve. Its causes are numerous and include glaucoma, hypertension, diabetes and poor ocular perfusion. Vein thrombosis can be manifested in other areas of the body and remains a serious disease affecting one in every 1,000 people in Britain [1] . Automatic or computer-assisted diagnosis of central retinal vein occlusion requires reliable and efficient detection and tracking of the central vein. This is the main objective of the work presented in this paper.
Many algorithms have been proposed for locating automatically the vascular structure in retinal images. They generally fall within two families those that use adaptive filtering or segmentation e.g., [2, 3, 4, 5, 6] , and those that use tracking techniques which first locate a starting point and then use Thanks to DRIVE team for letting their database available. http://www.isi.uu.nl/Research/Databases/DRIVE/ local image information to find the locus of the vasculature [7, 8, 9, 10] .
Although some propose measures for vein/artery differentiation [11] , vessel width [12, 3, 13] or vessel orientation [5, 14] , or suggest a parabolic approximation of the main vessel [15, 16] , no explicit method for the tracking of the central vein is described. In this paper we present such a method using a max-min approach, and starting from a skeletonized version of the retinal vascular network. Our method relies on simple anatomical facts: the central vein is one of the longest retinal vessels, and veins are thicker than arteries.
In the rest of the paper a detailed explanation of the algorithm is presented, Results are shown and a conclusion is drawn.
OUTLINE OF THE ALGORITHM
The outline of the algorithm is presented in figure 1 . In a first step a binary image of the retinal fundus highlighting the vascular network is processed. We perform a skeletonization [17] , [18] , to obtain a thinned version of the previous image.The skeleton image is divided into 2 sub-images at the horizontal level of the optic disk. The graph-like struc-ture of the 2 resulting images is exploited to draw a connectivity map and the location of terminal and branching nodes. for each arc in the graph, geometric properties such as length and thickness of the associated vessel are computed. The following module organizes all information obtained so far into adjacency matrixes. Dijkstra algorithm [19] is applied to find the minimal paths from the optic disk to each of the terminal nodes. These paths become the central vein candidates. The best candidate (and final result) is chosen by maximizing a merit function estimating the overall area of the vessel associated to each candidate path. The main steps of the algorithm are detailed in the following paragraphs.
Obtaining the skeleton image
The input image is a binary map of the retinal vasculature (for example Fig. 2 . (b)). We take this step for granted and use results of the publicly available DRIVE set by Staal et al [6] . We adopt a skeletonization algorithm based on iterative deletion of pixels, preserving the 8-neighbor connectivity information [17] Using the skeleton image, two types of significant points can be detected: Terminal points and branching/bifurcation points. In order to distinguish between these, we count the number of transitions t from black to white while moving in a clock-wise fashion around the 8-neighborhood of the point in question (Fig. 2. (d) ). * t= 1: determines a terminal node. * t=0, 2: determines a non significant point. Length. The length of the arc is given by summing the Euclidian distances between each two neighboring points over the total n points of the arc.
Where d is the Euclidian distance.
Thickness. Thickness is computed as the median of vessel thickness values computed at each pixel in an arc. Thickness is computed by taking a cross-section of intensities perpendicularly to the vessel at a given pixel p, and fitting a Gaussian mixture model G (formed by 2Gaus-sians) to the normalized intensity image. G = A + Bexp( (n t)' ) + C exp (n 2/-t)2 2 (2) n being the coordinate along the local normal to the arc at each point pn of the arc. The fitting is an optimization problem in the space of the Gaussian model parameters, [A, B, C, At, 5i, 712]. For the moment we adopt the Nelder-Mead simplex algorithm [20] , but more efficient methods will be investigated in the future. The thickness of the arc is then chosen to be equal to 6ui knowing that 71 > 72. The median was chosen to exclude outliers, mainly due to poor model fit near vessel junctions (Fig. 3.) . the following sum. Length matrix. The length matrix ML is as follows: 
