Abstract-There exist several algorithms for the calculation of convergents of a continued fraction. We will investigate the effect of data perturbations and rounding errors for some algorithms, using the ideas of Stummel's perturbation theory [3] which is a fotward eTor analysis.
FORWARD A PRIORI ERROR ANALYSIS OF NUMERICAL ALGORITHMS.
The algorithms we will consider are defined by a finite sequence of input operations and arithmetic operations (F,, . . . ,FN) for the determination of (ul, . . . ,uN) Under perturbations, an algorithm yields approximations v, of uI such that v,=(l +e,)F, (v,, . . . ,v,-1).
We shall assume that the local errors e, are bounded by where r=(~,, ,rV), e=(e,, . . . ,eh.) and $13 =(>I>,,) is an N XN lower triangular matrix defined as follows: if F, is an input operation then $13,~ = 0, r= 1, . . ,l, and if F, is an arithmetic operation u, = II, o, u, with i. j<l. i#j One can also define weighted relative a priori data condition numbers py and weighted relative a priori rounding condition numbers pp: if D = {/IF, is an input operation} and R = {1/F, is an arithmetic operation}, we write Clearly p,=pf+pf. exists and is finite, then the continued fraction is said to converge to c. In order to approximate this limit, a sequence of successive convergents can be computed until sufficient convergence is obtained.
CALCULATION OF CONVERGENTS OF A CONTINUED FRACTION
To this end, forward continued fraction algorithms (i.e. algorithms which permit the computation of c, out of c,_,) are very well suited. MikloSko [2] has shown that c, is the first unknown of the tridiagonal system of n + 1 linear equations H,,(u,, b,) b,+, and the vectors x, and ak are given by
Consequently, algorithms for the solution of a linear tridiagonal system, and especially for the solution of the first unknown, are also algorithms for the computation of a convergent. In this way MikloSko derives several well-known algorithms.
If the shooting method is used for the solution of (2. l), we get the following popular algorithm: let
The method based on the formulas (2.2-3) will be referred to as the A&algorithm. Gaussian elimination for (2.1) leads to another method: let
Since c, is represented by a sum, we call the technique using (2.4-5) the SM-algorithm. The third algorithm, which we believe to be new, is based on the following theorem.
Let x0.,, and A,.,, respectively be the first and last unknown of (2.1.) and let _v,,_,,,_, be the last unknown of the system H,,_,(a,. b,)y,,_, =a, then c,,=x,,,~= -x ,,.,, iy,_,.,,_,. Now c, is written as a product and thus we call (2.6-2.7) the PR-algorithm. These three forward algorithms will be compared with the backward algorithm (abbreviated by BW-algorithm) which is a result of solving (2. Since this algorithm is not forward, it must fully be repeated for each convergent we want to compute.
ERROR ANALYSIS OF THE PR-ALGORITHM
First we will compose the matrix ~3 for the computation of the convergent C, via the PRalgorithm. This computation consists of a sequence of operations where the lth operation determines the lrh row of ~13 since !H is composed according to the rules given in Table 1 .1. The operation F, is written down in front of the lth row of $13. We only give the elements >I$,, r=l,.
. . ,I because the others arc zero. Let us introduce the notations:
with the convention that
The matrix 9 which will have N = 8n + 1 rows and columns, can be subdivided into n submatrices where LA(I) is a 9 x N matrix and gCk) is an 8 x N matrix (k= 2, . . . ,n). We will only give the elements $I,,, t= 1, . . . ,I because the others are zero and we will also write the performed operation in front of the lth row of $8. If we use the fact that &, = 0 for t<l and %,, = 0 then we get (3.1) which means that the Ith row of,</ is a linear combination of the preceding rows and with coefficients coming from the lth row of $14.
The matrix.'/ can, just like :I(, be subdivided into submatrices. as will be illustrated in the following theorem.
.d can be subdivided into where ,~2 (I) is a 9 x N matrix and .&' (') = ( C~/,,),=Rk-6,...,8t+I is an 8 x N matrix (k32) given by: Ti+~,k(G)) and with the convention that F, . . . F,, and Gi . . . Gk are equal to 1 if i = k + 1 and equal to 0 if i>k+2.
dF), T,T,+I,~(G)-S,T~+I.~(F),
Proof. First we show that the first 9 rows of ,'/ are formed by .? "I. To this end we take (3.1) for 1 = I,...,9 and fill in the proper coefficients :,l,,: j=F,.r/,+S,.c/,,+6,j= -F,6,+F,6,+F,6,,+S,6,,+6,, These results agree with the elements of &' (I,.
To prove the formula for J? (', we use induction: we show that &' ,*, is of the right form and then we show it for J? (M starting from the expression for ~2 (Ir-,,.
The equations for 2 (*, are: forms the 12th row of .r/, i.e. the third row-of .r/ (2J. We assume now that the formulas are exact for .c/ 'l-l'. To prove the formulas for .'/ "I we need the equations for the rows 8k-6, . . ,8k + 1. The coefficients ?H,, for the equations can be found in the block P' of 53:
The correspondence between the elements of .c/ and those of the blocks Lr/ W) (ka 2) is given With these transformations the equations become:
We obl-:rve already that these formulas confirm the fact that the first and the fourth row of ak have a 1 on the diagonal. If we combine the equations above for j = 1, . ,6 then we get equations for the vectors 8?:
which can be rewritten as:
By induction we have expressions for the tXk-') which appear in the right hand side, so that it is now easy to check the formulas for the 9:").
For example for r= 8 we have:
which becomes, regarding the meaning of the r-notation:
and this coincides with the formula given in the formulation of the theorem. The same can be done for the q:"(i) (i= 2,. ..k): if the equations for j=S(i-2)-l,..., 8(i -2) + 6 are combined then we get equations for cpsk)(i) (r = 2,3,5,6,7,8) .
Some attention must be paid to the case i = k since, unlike in the case 2 < i 6 k -1, We have..u$'=O for r= 1, . ,5 and.?/$'=E,,_,,,.c;/$'= -6xr~,,,+6x1,,.-a/',:'= -6,, _ ,,, + 6,,,, + 6,, + ,., as it should be. n According to the definitions in Section 1 we have for the PR-algorithm D={l,2,4,6} U {8k-6,8k-3(k=2 . . . . . n} and /?={I ,.... 8n+ l}\D.
For the weights y, of formula ( 1.1) we take y,= 1 for 1 in R because the local errors are indeed bounded by n when F, is an arithmetic operation (addition, subtraction, division, multiplication). For 1 in D the y/q are upper bounds for the local error caused by the input of Q,,, b,,, a,, 6,,.. . and thus we will write from now on:
The weighted relative a priori data and rounding condition numbers for the calculation of the n th convergent c,(n > 2) are and = 1 + 11 -T,.,~F)/ + 2 Q+ l~~.,,(~)l+ 11 -~dG)l+ 11 --T~.,,(F)~ + /T~+,.,,(G)~) + 3
where &"' and q@(k) denote the sth element of fQ') and &j(k) respectively. We will calculate upper bounds for pfh! and pg for the case a ,SO and b,aO for k=0,1,2,... by means of the following lemma. For numerical examples we refer to Section 7. Since y$ and $(kaO) depend on the chosen continued fraction, an upper bound for & in function of n will be calculated for each example separately.
ERROR ANALYSIS OF THE AB-ALGORITHM
We introduce the following notations (BO): A. CUYT and P. VAN DER CRUYSSEN .C/ consists of blocks .? I", . . , Lr> l"' plus one row .'/,,, where .:/ 'I' is a 7 x N matrix and Lr?"k' is an 8 x N matrix for k=2, .
,n.
For the last two rows of each block we can write down the following recursion for k= 1, . . ,n.
where @', xCt' are vectors of length 7 and q"'(i), d"(i) (i=2, . . . ,n) are vectors of length 8 defined by
The last row of A' is dN= (x'"'-P', n@'(2) -f&7'"'(2), . . . ,lT("'(n) -q+"'(n), 1)
The vectors Gk', xck', (ock)(i) and dk)(i) have a fixed pattern of zero-elements:
cpskt(i) = q@(i) = q@(i) = 0 7rik)(i) = dk'(i) = np'(i) = 0 i=2, _ . . ,n and ka 1 where 19ik', x9', pik'(i) and ?rLk'(i) d enote the sth element of oCk', x"', pfk'(i) and dk'(i) respectively.
Proof. First we will calculate an expression for the last two rows of a('), which can be done by taking the equations (3.1) for I = 1,. . . ,7:
Hence . ff,, = 62, + a,, + a,,
In an analogous way we can obtain expressions for.r/,4, and .r/,S,, i.e. the last two rows of (;,I?) For'the blockCf> ('I (ka3) we have to take the equations (3.1) with 1=8k-8....,8k-1. If we take in these equations I sj68k-9, then all the &terms are zero and we get:
(4.4b)
Ifj > 8k -8, then the term d, with I < 8k -8 in the r.h.s. of the equations vanishes so that
Observe that (4.4a) defines the first 8k-9 elements of the last row but one of.?(k) as a linear combination of the first 8k-9 elements of the last rows but one of .c> ('-" and <r-f (t-2). Since P,_ @"'(2), . . . , qP'(k-1) contain exactly the first 8k -9 elements of the last row but one of .'/ (b', the same recursion holds for O"', q""(2), . . . ,qP'(k-1). Analogously (4.4b) can be rewritten as a recursion for x"', a'"'(2), . . . ,&"'(k-I).
If we define
qck'(k) = (a' Sk 2.8k ST-'-Y dEik-2.tik-1) _ _ dk'(k) = (~&1,8k-S,.**, dSk-,,.9k-,)* then this agrees with the formulas (4.2 a-b) for cpck)(k) and dk)(k). Since & is a lower triangular matrix, indeed cp(')(i) must be 8(O) for k < i < n. The reason why we have subdivided the rows in vectors eCk), rptk)(i), xck), dk)(i) is that these vectors contain zeroes forming a pattern (e.g. the third, sixth and eighth element of cp")(i) is always zero for i = 2,..., n), which is important for the computation of the weighed relative a priori condition numbers later on. The proof of this pattern is by induction. We give it for cp"'(i); for T(')(i), W) and xCk' everything is similar.
Fork= 1 we have cp(')(i)=8(0) (25&n). Ifk=2then(pC2)(2) is given by (4.3a) and(p(')(i)=8 (0) (3~i~n).
which shows that the pattern holds for q")(i) and @l'(i). Since for kZ3, q(")(i) is a linear combination of o'"-"(i) and (D '"-?'(i) , the zero-pattern holds for v'"'(i) too.
n For the AB-algorithm we have 0={1,2,3,5} U {8k-8,8k-5)k=2 ,..., n} andR={l,..., 8n}\D.
A. CUYT and P. VAN DER CRCYSSEN Again y,= 1 for 1 in R . For the input of uO. b,,, a,, b,. . . . . we write We need the following lemma to calculate upper bounds for pg and p,i$ in case a+0 and bkao for k=O,1,2,... If a,>0 and b,aO for k=0,1,2 ,..., tz. then the following numbers belong to the real interval (0.11:
. . ,8 and i=2, . . . ,n
17$'(i) -q?)(i)/
and the following numbers belong to the interval [0,2]:
By means of lemma 4.1. we obtain for positive coefficients k=O and &4+44(n-1)=4n.
Numerical examples can again be found in Section 7.
ERROR ANALYSIS OF THE SM-ALGORITHM
Before we give the matrix 3, we rewrite (2.5) in the following way. Let 
k, S,H,+W H,.A &'Yi)=(-I)'-' W,,I-H,.I-,, 0, 0, 0, HA-, -HA S,(H,+,,k-, -H,+d, H,.I.-, -H,,d d"(i) = ( -%A-LF) -TV, 1, 1, 0, TJF) -F,T,+ l.k_ ,(F), -UT,+ I.I_ ,(F) + T,+ ,J%
Ti.dF) -FiTi+ I .P -,(F The proof is similar to that of Theorem 3.1.
For the SM-algorithm we have
,..., n} and R=(l)..., 7n+3}\0.
For 1 in R we put yI = 1 and for the input of uo, bo, a,, b,, . . . , we put
The weighted relative a priori condition numbers pc and p"y for the calculation of c,(n 2 2) with positive data a, and b, (k= 0,. . , n) are: Sharper bounds for gf) can be obtained by methods given in [I] . These methods can also be used to estimate Igp'l f or some classes of continued fractions which need not have positive coefficients.
NUMERICAL EXAMPLES
We examined several continued fractions and did not remark any regular pattern in the numerical results as far as the rounding errors were concerned: no algorithm was better or worse than the others in all the examples, no error bounds were especially more accurate than the other ones. Therefore we discuss now only the following continued fraction with positive coefficients, chosen among those we tested:
O<x<l. This continued fraction converges to the value x itself and for x close to 1 the convergence is very slow. In the following tables of numerical results one can find for each of the four algorithms:
nth convergent calculated in 24 digit binary arithmetic relative a priori error for c, = vN where UN is the value of the nth convergent calculated in 56 binary arithmetic (viV,uN are defined in Section 1). Ifwetakex=2/3theny,"=l=y,bfork=O,..., n (see Table 7 .1) and if we take x= 0.96875 = 31 3 2-5 then Y~"=O=Y,~ for k=O,...,n (see Table 7 .2).
We can make two important remarks: (a> If we want a reasonable approximation c, for the limit of a slowly converging continued fraction, n must be large. Since the upper bounds p',$ and pNR grow with n, while lrNl can oscillate and stay very small the ratio (pND + pNR)q/[rNI can become quite large for a slowly converging continued fraction. In such cases (pND + &.,">q is an irrealistic estimate for Ir,l. Table 7 .2). If these values oscillate very much then of course also @$ +p#qlIr,] oscillates.
