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We construct the set of all general (i.e. not necessarily rank 1) symmetric informationally complete
(SIC) positive operator valued measures (POVMs). In particular, we show that any orthonormal
basis of a real vector space of dimension d2 − 1 corresponds to some general SIC POVM and vice
versa. Our constructed set of all general SIC POVMs contains weak SIC POVMs for which each
POVM element can be made arbitrarily close to a multiple times the identity. On the other hand,
it remains open if for all finite dimensions our constructed family contains a rank 1 SIC POVM.
PACS numbers: 03.67.-a, 03.65.Wj, 03.65.Ta
I. INTRODUCTION
The development of coherent quantum technologies de-
pends on the ability to evaluate how well one can prepare
or create a particular quantum state [1]. Such an eval-
uation can be carried out by making appropriate quan-
tum measurements on a sequence of quantum systems
that were prepared in exactly the same way. The goal in
quantum tomography to find efficient quantum measure-
ments for which their statistics determine completely the
states on which the measurement is carried out. Such
quantum measurements are said to be informationally
complete [2, 3]. In the framework of quantum mechan-
ics quantum measurements are represented by positive-
operator-valued measures (POVMs) [4]. Informationally
complete POVMs have been studied extensively in the
last decade [1–11] due to their appeal both from a foun-
dational perspective [6] and from a practical perspective
for the purpose of quantum state tomography [7] and
quantum key distribution [8].
A particularly attractive subset of information-
ally complete POVMs are symmetric-informationally-
complete (SIC) POVMs [9–12] for which the operator
inner products of all pairs of POVM elements are the
same. Most of the literature on SIC POVMs focus on
rank 1 SIC POVMs (i.e. all the POVM elements are
proportional to rank 1 projectors). Such rank 1 SIC
POVMs have been shown analytically to exist in dimen-
sions d = 1, ..., 16, 19, 24, 28, 35, 48, and numerically for
all dimensions d ≤ 67 (see [11] and references therein).
However, despite the enormous effort of the last years, it
is still not known if rank 1 SIC POVMs exist in all finite
dimensions.
The interest in rank 1 SIC POVMs stems from the
fact that for quantum tomography rank 1 SIC POVMs
∗Electronic address: amirk@unm.edu
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are maximally efficient at determining the state of the
system [10]. On the other hand, rank 1 POVMs have a
disadvantage as they completely erase the original state
of the system being measured. Moreover, if the system
being measured is a subsystem of a bigger composite sys-
tem, then when a rank 1 POVM is applied to one part
of the system it will destroy all the correlations (both
classical and quantum) with the other parts. Therefore,
there is a tradeoff between efficiency of a measurement
(for the purposes of tomography) and non-disturbance
(for the purpose of post processing). For this reason, a
more ‘weak’ version of SIC POVMs is very useful for to-
mography that is followed by other quantum information
processing tasks. Properties of general SIC POVMs were
also studied in [13] and more recently in [14].
In this paper we construct the family of all general SIC
POVMs and therefore prove that general SIC POVMs
exist in all finite dimensions. In particular, we show that
the set of all general SIC POVMs is as big as the set of
all orthonormal bases of a real vector space of dimension
d2 − 1. For every SIC POVM in the family we associate
a parameter a that determines how close the SIC POVM
is to a rank 1 SIC POVM. On one extreme value of a,
our construction shows that weak SIC POVMs with the
property that all the operators in the POVM are close
to (but not equal to) a constant factor times the identity
always exist. On the other extreme, the question whether
there exist rank 1 SIC POVMs in all finite dimensions
depends on whether the family of general SIC POVMs
contains a rank 1 POVM.
This paper is organized as follows. In Sec. II we dis-
cuss general properties of SIC POVMs. In Sec. III we
introduce our construction of all SIC POVMs. Then in
Sec. IV we study SIC POVMs constructed from the gen-
eralized Gell-Mann matrices. In section Sec. V we discuss
the connection of our general SIC POVMs with rank 1
SIC POVMs. In Sec. VI we give an example to illustrate
our construction for rank 1 SIC POVM, and we end in
Sec. VII with discussion.
2II. PROPERTIES OF GENERAL SIC POVMS
We denote by Hd the set of all d×d Hermitian matrices.
Hd can be viewed as a d
2-dimensional vector space over
the real numbers, equipped with the Hilbert-Schmidt in-
ner product (A,B) = Tr(AB) for A,B ∈ Hd.
Definition 1. A set of d2 positive-semidefinite operators
{Pα}α=1,...,d2 in Hd is called a general SIC POVM if
(1) it is a POVM:
∑d2
α=1 Pα = I, where I is the d × d
identity matrix, and
(2) it is symmetric: Tr(P 2α) = Tr(P
2
β ) 6= 1d3 for all
α, β ∈ {1, 2, ..., d2}, and Tr(PαPβ) = Tr(Pα′Pβ′) for all
α 6= β and α′ 6= β′.
Remark. In the definition above we assumed that
Tr(P 2α) 6= 1d3 since otherwise (see below) all Pα = 1d2 I.
Moreover, we will see that conditions (1) and (2) are suf-
ficient to ensure that the set {Pα} is a basis for Hd (for
rank one SIC POVMs it was shown for example in [9]).
Thus, SIC POVMs, as their name suggest, are informa-
tionally complete.
Denoting by a ≡ Tr(P 2α) and b ≡ Tr(PαPβ) for α 6= β,
we have
d = Tr(I2) =
d2∑
α=1
d2∑
β=1
Tr(PαPβ) = d
2a+ d2(d2 − 1)b .
Thus, the parameters a and b are not independent and b
is given by
b =
1− da
d(d2 − 1) . (1)
Also the traces of all the elements in a SIC POVM are
equal:
Tr(Pα) = Tr(PαI) =
d2∑
β=1
Tr(PαPβ) = a+ (d
2 − 1)b = 1
d
.
Thus, a is the only parameter defining the ‘type’ of a
general SIC POVM. The range of a is given by
1
d3
< a ≤ 1
d2
, (2)
where the strict inequality above follows from the
Cauchy-Schwarz inequality Tr(Pα) = Tr(PαI) <
√
da.
This is a strict inequality since otherwise all Pα =
1
d2 I.
Note also that a = 1/d2 if and only if all Pα are rank
one.
The set {Pα}α=1,...,d2 form a basis for Hd. To see
that all Pα are linearly independent we follow the same
lines as in [9]. Suppose there is a set of d2 real numbers
{rα}α=1,...,d2 satisfying
d2∑
α=1
rαPα = 0 .
Then by taking the trace on both sides we get
∑d2
α=1 rα =
0. Moreover, multiplying the equation above by Pβ and
taking the trace gives
0 =
d2∑
α=1
rαTr(PαPβ) =
d2∑
α=1
rα (aδα,β + b(1− δα,β))
= (a− b)
d2∑
α=1
rαδα,β + b
d2∑
α=1
rα = (a− b)rβ ,
where we have used
∑d2
α=1 rα = 0. Now, from Eq. (1) it
follows that a = b only if a = 1/d3. Since it is not in
the domain of a (see Eq. (2)), we conclude that a 6= b
and therefore all rβ = 0. Thus, general SIC POVMs are
informationally complete POVMs.
The dual basis {Qα}α=1,2,...,d2 of an informationally
complete POVM {Pα}α=1,2,...,d2, is a basis of Hd satisfy-
ing
Tr(PαQβ) = δα,β ∀ α, β ∈ {1, 2, ..., d2}. (3)
It is simple to check that any density matrix ρ ∈ Hd can
be expressed as
ρ =
d2∑
α=1
pαQα , (4)
where pα ≡ Tr (Pαρ) are the probabilities associated
with the informationally complete measurement {Pα}.
Thus, the existence of a dual basis to an information-
ally complete POVM shows that a d × d density matrix
ρ can be viewed as a d2-dimensional probability vector
~p = (p1, ..., pd2).
In [15, 16] it was shown that the dual basis to a ba-
sis of positive-semidefinite matrices can not itself con-
sist of only positive-semidefinite matrices. Therefore,
the requirement that ρ in (4) is positive-semidefinite im-
poses a constraint on the probability vectors ~p that cor-
respond to a density matrix ρ. For example, the vector
~p = (1, 0, ..., 0) corresponds to ρ = Q1. Thus, if Q1 is
not positive-semidefinite then the vector ~p = (1, 0, ..., 0)
does not correspond to a density matrix. The set of all
probability vectors ~p = (p1, ..., pd2) that correspond to
density matrices form a simplex (in the convex set of
d2-dimensional probability vectors) that depends on the
choice of the POVM basis {Pα} and, in particular, its
dual.
The calculation of the dual basis for an informationally
complete POVM involves in general cumbersome expres-
sions. However, for a general SIC POVM {Pα}α=1,2,...,d2,
with a parameter a as above, the dual basis is given by
Qα =
d
ad3 − 1
[
(d2 − 1)Pα − (1− da)I
]
.
Using the symmetric properties of Pα, it is straightfor-
ward to check that the Qαs above indeed satisfy Eq. (3).
Note that for a rank one SIC POVM Qα = d(d+1)Pα−I.
3III. CONSTRUCTION OF GENERAL SIC
POVMS
Let Td ⊂ Hd be the (d2 − 1)-dimensional subspace of
Hd consisting of all d × d traceless Hermitian matrices.
To construct general SIC POVMs we need the following
two Lemmas:
Lemma 1. Let {Rα}α=1,2,...,d2−1 be a basis of Td such
that
Tr(RαRβ) = rδα,β − r
d2 − 1(1− δα,β) , (5)
for some 0 < r ∈ R. Then, for any real t 6= 0, the set
{Pα}α=1,2,...,d2 defined by
Pα ≡ 1
d2
I + tRα, for α = 1, 2, ..., d
2 − 1,
Pd2 ≡
1
d2
I − t
d2−1∑
α=1
Rα, (6)
is a symmetric basis of Hd according to Definition 1.
The proof is given in App. A. We now construct a basis
{Rα}α=1,2,...,d2−1 of Td that satisfies the conditions in
Lemma 1. Let {Fα}α=1,2,...,d2−1 be an orthonormal basis
of Td, Tr(Fα) = 0 and Tr(FαFβ) = δα,β, and let
Rα ≡ xFα + y
∑
β 6=α
Fβ
where x and y are some non-zero real constants. We then
get
Tr(RαRβ) = x
2δα,β+2xy(1−δα,β)+y2
(
(d2 − 3) + δα,β
)
(7)
We would like to find x and y such that Tr(RαRβ) above
has the form Eq. (5). We therefore looking for x and y
such that for any α 6= β ∈ {1, 2, ..., d2 − 1}
Tr(R2α)
Tr(RαRβ)
= −(d2 − 1) . (8)
From Eq. (7) we get
Tr(R2α)
Tr(RαRβ)
=
x2 + y2(d2 − 2)
2xy + y2(d2 − 3) =
ω2 + d2 − 2
2ω + d2 − 3 , (9)
where ω ≡ x/y. Comparing Eq. (8) and Eq. (9) gives
two solutions for ω:
ω± = 1− d2 ± d.
Without loss of generality, we take y = 1 so that x = ω.
Thus, for any real t 6= 0, we define:
Pα,± =
1
d2
I + t
ω±Fα +∑
β 6=α
Fβ
 for α = 1, 2, ..., d2 − 1
Pd2,± =
1
d2
I − t
d2−1∑
α=1
ω±Fα +∑
β 6=α
Fβ
 .
Denoting by F =
∑d2−1
α=1 Fα, we get
Pα,± =
1
d2
I + t
(
F − d(d∓ 1)Fα
)
for α = 1, 2, ..., d2 − 1
Pd2,± =
1
d2
I + t(1 ∓ d)F. (10)
Lemma 2. Let {Pα}α=1,2,...,d2 be a symmetric basis of
Hd according to Definition 1. Then, for any real t 6= 0,
the two sets {Fα,±}α=1,2,...,d2−1
Fα,± ≡± 1
t
1
d(d± 1)2
(1
d
I − Pd2 + (1 ∓ d)Pα
)
for α =1, 2, ..., d2 − 1
are orthonormal bases of Td.
Proof. Assuming that the {Pα}α=1,2,...,d2 are symmetric
basis of Hd, it is straight forward to check that the Fα,±
form an orthonormal operator basis of Td, Tr(Fα) = 0
and Tr(FαFβ) = δα,β.
Most importantly, the two orthonormal bases {Fα,±}
are related to each other by an orthogonal transforma-
tion. Given a symmetric basis {Pα}α=1,2,...,d2 in Hd, we
can write it in two ways
Pα =
1
d2
I + t
(
F+ − d(d− 1)Fα,+
)
=
1
d2
I + t
(
F− − d(d+ 1)Fα,−
)
for α = 1, 2, ..., d2 − 1
Pd2 =
1
d2
I + t(1− d)F+ = 1
d2
I + t(1 + d)F−.
Therefore, without loss of generality, we can express all
symmetric operators on Hd in a given structure, say
{Pα,−} of Eq. (10).
We are now ready to introduce the construction of all
general SIC POVMs. Let {Fα} (with α = 1, ..., d2 − 1)
be an orthonormal basis of Td; that is, Tr(Fα) = 0 and
Tr(FαFβ) = δα,β for all α, β ∈ {1, 2, ..., d2 − 1}. For
example, for d = 2 the normalized three Pauli matri-
ces form such a basis for T2. For higher dimensions one
can take for example the generalized Gell-Mann matri-
ces. Given such a fixed basis for Td, we define two real
numbers t0 and t1 as follows. Let F ≡
∑d2−1
α=1 Fα and
for α = 1, ..., d2 − 1 let λα and µα be the maximum and
minimum eigenvalues of Rα ≡ F − d(d + 1)Fα, respec-
tively. Denote also by λd2 and µd2 the maximum and
minimum eigenvalues of Rd2 ≡ (d + 1)F , respectively.
Note that for all α, λα are positive and µα are negative
since Tr(F ) = Tr(Fα) = 0. We denote
t0 ≡ − 1
d2
min
α∈{1,...,d2}
{
1
λα
}
, t1 ≡ − 1
d2
max
α∈{1,...,d2}
{
1
µα
}
.
Theorem 3. For any non zero t ∈ [t0, t1] the set of d2
operators
Pα ≡ 1
d2
I + t (F − d(d+ 1)Fα) ∀α ∈ {1, 2, ..., d2 − 1}
Pd2 ≡
1
d2
I + t(d+ 1)F , (11)
4form a general SIC POVM in Hd. Moreover, any general
SIC POVM can be obtained in this way.
Proof. By construction we have
∑d2
α=1 Pα = I. More-
over, the real parameters t0 and t1 have been cho-
sen in such a way to ensure that all {Pα}α=1,...,d2 are
positive-semidefinite. Thus, {Pα} is a POVM. Since
Tr(Fα) = Tr(F ) = 0 and Tr(FαF ) = 1 we get for
α, β ∈ {1, 2, ..., d2 − 1}
Tr(PαPβ) =
1
d3
+ t2Tr [(F − d(d+ 1)Fα) (F − d(d+ 1)Fβ)]
=
1
d3
+ t2
[
d2 − 1− 2d(d+ 1) + d2(d+ 1)2δα,β
]
=
1
d3
+ t2(d+ 1)2
(
d2δα,β − 1
)
.
Thus, for all α, β ∈ {1, 2, ..., d2 − 1} with α 6= β
Tr(PαPβ) = Tr(PαPd2) = 1/d
3 − t2(d + 1)2. Similarly,
Tr(P 2α) = Tr(Pd2) for all α = 1, 2, ..., d
2 − 1.
It is therefore left to show that any general SIC POVM
can be obtained in this way. Indeed, isolating Fα from
Eq. (11) gives
Fα =
1
td(d+ 1)2
(
1
d
I + Pd2 − (d+ 1)Pα
)
. (12)
Thus, if {Pα}α=1,...,d2 is a general SIC POVM then one
can easily verify that the set {Fα}α=1,...,d2−1 defined
in (12) is orthonormal. This completes the proof.
The parameter a associated with our general SIC
POVMs is given by
a = a(t) ≡ 1
d3
+ t2(d− 1)(d+ 1)3 (13)
The maximum value of a is obtained when t = tm ≡
max{|t0|, t1} and is depending on the choice of the or-
thonormal basis {Fα}. Thus, for a given basis {Fα}, the
construction above generates general SIC POVMs for any
1
d3 < a ≤ a(tm). The value of a(tm) is always bounded
from above by 1/d2, and it is equal to 1/d2 only if the
resulting SIC POVM consists of rank 1 operators. We
therefore denote
amax ≡ max{Fα}∈Td a(tm) , (14)
where the maximum is taken over all orthonormal bases
{Fα} of Td. We say here that {Fα} is an optimal ba-
sis of Td if its a(tm) value equals amax. The conjecture
that rank 1 SIC POVMs exist in all finite dimensions is
equivalent to the conjecture that amax always equal to
1/d2.
IV. SIC POVM FROM GENERALIZED
GELL-MANN OPERATOR BASIS
We now calculate the maximal value of the parameter,
a, for the case where the operator basis, {Fα}, is the
generalized Gell-Mann basis. The generalized Gell-Mann
operators are a set of d2−1 operators which form a basis
for Td. We can label them by two indexes n,m each
taking on integer values, n,m = 1, 2, . . . , d, such that
Gnm =
{
1√
2
(|n〉 〈m|+ |m〉 〈n|) for n < m,
i√
2
(|n〉 〈m| − |m〉 〈n|) for m < n (15)
and
Gnn =
1√
n(n+ 1)
(
n∑
k=1
|k〉 〈k| − n|n+ 1〉 〈n+ 1|), (16)
for n = 1, 2, . . . , d − 1. The pre-factors in Eqs. (15)
and (16) were chosen such that Tr(G2nm) = 1 for all
n,m = 1, 2, . . . , d− 1.
We first bound the eigenvalues of F =
∑
α Fα =∑
n,mGnm using the Weyl’s inequality [17]. The inequal-
ity states that the eigenvalues of F = N + V , where N
and V are d× d hermitian matrices, are bounded as
ni + vd ≤ fi ≤ ni + v1. (17)
where f1 ≥ · · · ≥ fd, n1 ≥ · · · ≥ nd, and v1 ≥ · · · ≥ vd,
are the eigenvalues of F , N and V , respectively. In our
case F could be represented as the sum of two d × d
hermitian matrices,
F =
d−1∑
n=1
Gnn +
1√
2

0 1− i 1− i · · · 1− i
1 + i 0 · · · · · · 1− i
1 + i
...
. . .
. . .
...
...
...
. . .
. . .
...
1 + i 1 + i · · · · · · 0
 ,
where N =
∑d−1
n=1Gnn is a diagonal matrix. The max-
imal and minimal eigenvalues of N are given by n1 =∑d−1
n=1 1/
√
n(n+ 1) and nd = −
√
(d− 1)/d. In order
to bound the eigenvalues of F , using inequality (17), we
need to evaluate the eigenvalues of,
V =
1√
2

0 1− i 1− i · · · 1− i
1 + i 0 · · · · · · 1− i
1 + i
...
. . .
. . .
...
...
...
. . .
. . .
...
1 + i 1 + i · · · · · · 0
 ,
whose eigenvalues equation is
Det(V˜ ) ≡ Det

−√2v 1− i 1− i · · · 1− i
1 + i −√2v · · · · · · 1− i
1 + i
...
. . .
. . .
...
...
...
. . .
. . .
...
1 + i 1 + i · · · · · · −√2v
 = 0.
To solve this equation we use the identity
Det
(
A B
C D
)
= Det(D)Det(A−BD−1C), (18)
5which holds for invertible D. By identifying A = −√2v,
B = (1− i)(1, . . . , 1) = C† are vectors with d− 1 compo-
nents, and D = V˜d−1, where V˜d−1 is a (d − 1) × (d − 1)
matrix with exactly the same structure as V˜ , we obtain
the recursive relation,
Det(V˜k+1) = Det(V˜k)(−
√
2v−BkV˜ −1k Ck), k = 2, . . . , d−1,
(19)
where Bk is the same vector as B but with k elements.
To solve this recursive relation we simply need to give
the solution for the k = 1,
Det(V˜2) = −2v2 + 2 = 0.
We therefore have an analytical solution (in a form of
a recursive relation) for the eigenvalues of V , hence, we
can use them to bound the eigenvalues of F according to
Eq. (17),
−
√
d− 1
d
+ vd ≤ eigenvaluesof F ≤
d−1∑
n=1
1√
n(n+ 1)
+ v1.
Next we bound the eigenvalues of Rnm = F − d(d +
1)Gnm. For n = m with n = 1, . . . , d− 1,
Rnn =
d−1∑
m=1
Gmm − d˜Gnn + V, (20)
where d˜ = d(d + 1). The largest eigen-
value of the matrices
∑d−1
m=1Gm,m − d˜Gn,n is∑d−1
m=1 1/
√
m(m+ 1) + d˜
√
(d− 1)/d while the smallest
eigenvalue is −
√
(d− 1)/d − d˜∑d−1m=1 1/√m(m+ 1).
Using inequality (17), the eigenvalues of Rnn for all
n = 1, . . . , d− 1 are bounded by
eigenvalues
of Rnn
≥ −
√
d− 1
d
− d˜
d−1∑
m=1
1√
m(m+ 1)
+ vd,
eigenvalues
of Rnn
≤
d−1∑
m=1
1√
m(m+ 1)
+ d˜
√
d− 1
d
+ v1.
To bound the eigenvalue of Rnm with n 6= m let us
first look at R12,
R12 =
d−1∑
n=1
Gnn+
1√
2

0 1− d˜− i 1− i · · · 1− i
1− d˜+ i 0 · · · · · · 1− i
1 + i
...
. . .
. . .
...
...
...
. . .
. . .
...
1 + i 1 + i · · · · · · 0
 .
The eigenvalues equation of the non-diagonal matrix,
W =
1√
2

0 1− d˜− i 1− i · · · 1− i
1− d˜+ i 0 · · · · · · 1− i
1 + i
...
. . .
. . .
...
...
...
. . .
. . .
...
1 + i 1 + i · · · · · · 0

reads
Det(W˜ )
≡ Det

−√2w 1− d˜− i 1− i · · · 1− i
1− d˜+ i −√2w · · · · · · 1− i
1 + i
...
. . .
. . .
...
...
...
. . .
. . .
...
1 + i 1 + i · · · · · · −√2w
 = 0.
(21)
Except of the first row and column (i.e., the (d − 1) ×
(d− 1) inner matrix) of the above equation equals V˜d−1.
Therefore to solve Eq. (21), one can use the same re-
cursive relation of Eq. (19) with the same definitions of
A,B,C and D as before up to the d− 1th ‘level’, and at
the dth level make use of
Det(W˜ ) = Det(V˜d−1)(−
√
2w −Bd−1V˜ −1d−1Cd−1),
with the d−1 components’ vectors Bd−1 = (1− d˜− i, 1−
i, · · · , 1 − i) = C†d−1. Thus, we find the maximum and
minimum eigenvalues of W , w1 and wd, which enable us
to bound the eigenvalues of R12,
−
√
d− 1
d
+ wd ≤ eigenvaluesof R12 ≤
d−1∑
n=1
1√
n(n+ 1)
+ w1.
(22)
By writing Rnm with n 6= m as
Rnm =
d−1∑
k=1
Gkk + V − d˜Gnm,
one can show that the eigenvalues of Wnm = V − d˜Gnm
are equal to the eigenvalues ofW , and therefore the eigen-
values of Rnm are all bounded by the bounds appearing
in Eq. (22).
Upon defining
λmax = max{(d+ 1)
(d−1∑
n=1
1√
n(n+ 1)
+ v1
)
,
d−1∑
m=1
1√
m(m+ 1)
+ d˜
√
d− 1
d
+ v1,
d−1∑
n=1
1√
n(n+ 1)
+ w1}
λmin = min{(d+ 1)
(
−
√
d− 1
d
+ vd
)
,−
√
d− 1
d
+ wd,
−
√
d− 1
d
− d˜
d−1∑
m=1
1√
m(m+ 1)
+ vd, },
t0 = − 1d2 1λmax , t1 = − 1d2 1λmin , we obtain tm =
max{|t0|, t1}. The optimal SIC POVM associated with
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FIG. 1: A plot of tm(d(d+1))
3/2 as a function of the dimension
d. The tm is calculated for the Gell-Mann basis, and the
quantity 0 ≤ tm(d(d+ 1))
3/2
≤ 1 indicates how close the SIC
POVM to a rank-1 POVM (upper bound). As the dimension
grows tm(d(d+ 1))
3/2 quickly drops to zero, that is the Gell-
Mann basis results in a SIC POVM whose elements are close
to the identity operator.
the Gell-Mann basis is then given by
Pnm ≡ 1
d2
I + tm
(
d−1∑
k=1
Gkk − d(d− 1)Gnm
)
Pdd ≡ 1
d2
I − tm(d− 1)
d−1∑
k=1
Gkk .
We have numerically calculated tm as a function of the
dimension and plotted in Fig. (1) the ratio of tm to its
value had a rank-1 SIC POVM exists in this dimension
1/(d(d + 1))3/2. We found that the as the dimension
grows tm(d(d + 1))
3/2 quickly drops to zero, that is the
Gell-Mann basis is far from an optimal basis.
V. RANK 1 SIC POVMS
From the expression for a, Eq. (13), we see that if
a = 1/d2 then
t =
1
[d(d+ 1)]3/2
, (23)
where we assumed without loss of generality that t is pos-
itive since we can always replace the orthonormal basis
{Fα} with the orthonormal basis {−Fα}. Substituting
this value of t in Eq. (12) gives:
Fα =
1√
d(d+ 1)
(I +Πd2 − (d+ 1)Πα) , (24)
for rank 1 SIC POVMs where Πα ≡ dPα and Πd2 ≡ dPd2
are rank 1 projections.
If {Pα} is a rank 1 SIC POVM then the eigenvalues
of Fα in (24) are not depending on α since Tr(ΠαPd2) =
1/(d + 1) for all α = 1, 2, ..., d2 − 1. A straightforward
calculation shows that the eigenvalues of the rank 2 ma-
trix Πd2 − (d + 1)Πα are given by
(−d±√d2 + 4d) /2.
Thus, for rank 1 SIC POVMs the eigenvalues of all Fα
are given by:
γ1 =
1
2
√
d(d+ 1)
(
2− d+
√
d2 + 4d
)
γ2 =
1
2
√
d(d+ 1)
(
2− d−
√
d2 + 4d
)
γk =
1√
d(d+ 1)
∀ k = 3, ..., d . (25)
This observation indicates that while the class of general
SIC POVMs in Hd is relative big (any orthonormal basis
{Fα} yields a general SIC POVM), the class of rank 1 SIC
POVMs in Hd (if exists) is extremely small. The fact that
all {Fα} have the same eigenvalues implies that there ex-
ist d2−1 unitary matrices {Uα} such that Fα = UαDU †α,
where D = diag{γ1, ..., γd} is a diagonal matrix with the
γks as in Eq. (25). The orthogonality relation reads as
Tr(UαDU
†
αUβDU
†
β) = δα,β . Thus, if the set {Uα} forms
a group, the orthogonality relations can be written sim-
ply as Tr(UαDU
†
αD) = 0 for Uα 6= I. This is somewhat
reminiscent to the more standard construction of rank 1
SIC POVMs with the Weyl-Heisenberg group [10, 11].
VI. EXAMPLE IN d = 2
The simplest example to construct is in dimension
d = 2. In this case, we take the three normalized Pauli
matrices
F1 ≡ 1√
2
(
0 1
1 0
)
, F2 ≡ 1√
2
(
0 i
−i 0
)
, F3 ≡ 1√
2
(
1 0
0 −1
)
to be our fixed orthonormal basis for the vector space of
2 × 2 traceless Hermitian matrices T2. With this choice
we get
F =
1√
2
(
1 1 + i
1− i −1
)
.
The eigenvalues of the three matrices F − d(d + 1)Fα =
F − 6Fα (α = 1, 2, 3) are all the same and are given by
λα = 3
√
3/2 and µα = −3
√
3/2. Also the eigenvalues
of 3F are the same and given by λ4 = 3
√
3/2 and µ4 =
−3
√
3/2. Thus, t0 = − 112
√
2
3
, t1 =
1
12
√
2
3
, and for any
non-zero t ∈ [t0, t1] the four matrices
Pα ≡ 1
4
I + t (F − 6Fα) for α = 1, 2, 3
P4 ≡ 1
4
I + 3tF
form a general SIC POVM. Note that t1 equals to the
maximum possible value given in Eq. (23). Thus, for
7t = t1 we get the following rank 1 SIC POVM:
P1 =
1
12
√
3
(
3
√
3 + 1 −5 + i
−5− i 3√3− 1
)
P2 =
1
12
√
3
(
3
√
3 + 1 1− 5i
1 + 5i 3
√
3− 1
)
P3 =
1
12
√
3
(
3
√
3− 5 1 + i
1− i 3√3 + 5
)
P4 =
1
4
√
3
( √
3 + 1 1 + i
1− i √3− 1
)
Note that the above rank 1 SIC POVM is equivalent (up
to a global rotation) to the original one introduced first
in [9, 12]. Our example though shows that the rank 1
SIC POVM can be obtained from the three Pauli matri-
ces. Thus, the three normalized Pauli matrices form an
optimal basis for Td=2. The generalized Gell-Mann ma-
trices, which reduce to the normalized Pauli matrices for
d = 2, are not the optimal basis for d > 2, thus do not
correspond rank 1 SIC POVM for higher dimensions, as
indicated in Fig. 1.
VII. DISCUSSION
We have constructed the complete set of general SIC
POVMs given in Eq. (11). Our construction shows that
the family of general SIC POVMs is as big as the set
of all orthonormal bases in Td. Fixing an orthonormal
basis {Fα}, every other orthonormal basis {F ′α} of Td
can be obtained from {Fα} via F ′α =
∑
β AαβFβ , where
A is a real orthogonal matrix. Thus, every element in
the group O(d2 − 1) (i.e. the set of (d2 − 1) × (d2 − 1)
real orthogonal matrices) defines a one parameter set of
general SIC POVMs (see Eq.(11)). Typically, distinct
orthogonal matrices corresponds to distinct SIC POVMs.
The SIC POVMs defined in Eq.(11) can be made arbi-
trarily close to 1d2 I by taking t to be close enough to zero.
These weak SIC POVMs do not disturb much the state
of the system and therefore can be used for tomography
that is followed by other quantum information processing
tasks. Note that from Eq. (11) any orthonormal basis of
Td can be used to construct a weak SIC POVM. This
implies that the set of weak SIC POVMs is extremely
big whereas the set of rank 1 SIC POVMs (if exists) is
extremely small.
The purity parameter a of a general SIC POVM deter-
mines how close it is to a rank 1 SIC POVM. If a is very
close to 1/d3 than the general SIC POVMs is full rank,
whereas if it is very close to 1/d2 it is close to being rank
1. From our construction it is obvious that if there exists
a SIC POVM with some a = a0 > 1/d
3, then there exist
SIC POVMs with any a in the range (1/d3, a0]. Thus,
it is natural to look for the highest possible value that a
can take which we denoted in Eq. (14) by amax. From
both the analytical and numerical evidence we know that
amax = 1/d
2 for low dimensions since in small dimensions
there exists rank 1 SIC POVMs [11]. However, since in
higher dimensions it seems to be a hard task to construct
rank 1 SIC POVMs, one can try to find a lower bound for
amax. In Sec. IV considered such bound by constructing
SIC POVMs through the generalized Gell-Mann opera-
tor basis. As one may expect, we found that the lower
bound quickly approaches its lower value 1/d3 as the di-
mension increases. However, one can numerically search
for bases which give interesting bounds by making or-
thogonal transformations on the generalized Gell-Mann
basis, and to look for those transformations for which a
increases. We leave this analysis for future work.
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Appendix A: Proof of Lemma 1
Proof. To prove that the operators Pα, α = 1, 2, ..., d
2
of Eq. (6) are symmetric according to Definition 1, we
first note that Tr(Pα) = 1/d for all α = 1, 2, ..., d
2. For
α, β ∈ {1, 2, ..., d2 − 1} we have
Tr(PαPβ) =
1
d3
+ t2Tr(RαRβ)
=
1
d3
+ t2rδα,β − t
2r
d2 − 1(1− δα,β).
We also have for α ∈ {1, 2, ..., d2 − 1}
Tr(PαPd2) =
1
d3
− t2
(
r − r
d2 − 1(d
2 − 2)
)
=
1
d3
− t
2r
d2 − 1 ,
and
Tr(Pd2Pd2) =
1
d3
+ t2
(
(d2 − 1)r − (d2 − 1)(d2 − 2) r
d2 − 1
)
=
1
d3
+ t2r .
Thus, all that is left to show is that {Pα}α=1,2,...,d2 is
linearly independent. Indeed, suppose
∑d2
α=1 sαPα = 0.
8Note first that by taking the trace on both sides we get∑d2
α=1 sα = 0. Thus,
0 =
d2∑
α=1
sαPα = t
d2−1∑
α=1
(sα − sd2)Rα .
Recall that t 6= 0 and Rα are d2− 1 linearly independent
matrices in Hd. Thus, sα = sd2 , and since
∑d2
α=1 sα = 0
we get sα = 0 for all α = 1, 2, ..., d
2.
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