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Bearing-only SLAM : omparaison entre une méthodeprobabiliste et une méthode déterministeCyril Joly∗, Patrik Rives ∗Thème NUM  Systèmes numériquesProjet ARobASRapport de reherhe n° 6602  Juillet 2008  91 pagesRésumé : Ce travail de reherhe s'insrit dans la problématique de la loalisation etartographie simultanée (SLAM en anglais). Les approhes lassiques pour résoudre le SLAMsont basées sur le ltre de Kalman étendu (EKF-SLAM) ou le ltre partiulaire (FastSLAM).Ces deux familles d'algorithmes permettent une résolution en ligne du problème mais posentdes problèmes d'inonsistane. Dans e rapport nous ne nous intéressons pas aux approhespréitées mais à des approhes globales. Celles-i néessitent d'utiliser l'ensemble des mesuresaquises pour aluler l'ensemble de la trajetoire du robot et la loalisation des amers.Bien que les approhes globales ne permettent pas un traitement en ligne, elle ne sont pasdénuées d'intérêt : elles sont a priori moins soumises aux problèmes d'inonsistane quel'EKF-SLAM ou le FastSLAM. Nous nous intéressons à deux méthodes : le GraphSLAM,basé sur une approhe probabiliste gaussienne, et le SLAM par intervalles, basé sur uneapprohe déterministe. Ces méthodes sont omparées à l'aide de simulations dans le asdu SLAM bearing-only. Nous avons simulé une trajetoire irulaire plane pour le robot.Les amers, quant à eux, sont des points 3D dont on mesure le gisement et l'élévation parrapport au robot. Les résultats mettent en évidene la onsistane des deux algorithmeslorsque les erreurs sont entrées. Dans e as préis, le GraphSLAM délivre de bien meilleursrésultats que le SLAM par intervalles en terme de taille des zones de onane. En revanhe,si les données sont biaisées, l'algorithme de GraphSLAM est inonsistant. Le SLAM parintervalles, quant à lui, délivre des résultats onsistants tout à fait ohérents.Mots-lés : loalisation, artographie, analyse gaussienne, analyse par intervalles
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Bearing-only SLAM: omparison between probabilistiand deterministi methodsAbstrat: This work deals with the problem of simultaneous loalization and mapping(SLAM). Classial methods for solving the SLAM problem are based on the ExtendedKalman Filter (EKF-SLAM) or partile lter (FastSLAM). These kinds of algorithms allowon-line solving but ould be inonsistent. In this report, the above-mentioned algorithmsare not studied but global ones. Global approahes need all measurements from the initialstep to the nal step in order to ompute the trajetory of the robot and the loation ofthe landmarks. Even if global approahes do not allow on-line solving, they an be moreinteresting than EKF-SLAM or FastSLAM sine they are less sensitive to inonsistenies.Two algorithms are studied: the GraphSLAM, a probabilisti method based on gaussianhypothesis, and the "interval SLAM" whih is a deterministi approah. A omparison ofthe algorithms is made in simulation, for the bearing-only ase. A irular and planar tra-jetory for the robot is simulated. Landmarks are 3D points from whih we measure thebearing and elevation angles with respet to the robot. The results show the onsisteny ofboth algorithms when the errors are entered. In this ase, if we look the size of the beliefareas provided by the algorithms, GraphSLAM delivers better results than interval SLAM.Finally, the GraphSLAM algorithm beomes inonsistent when input data are biased. In thelatter ase, interval SLAM gives good and onsistent results.Key-words: loalization, mapping, gaussian analysis, interval analysis
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6 C. Joly & P. Rives1 IntrodutionLes problèmes de loalisation et de artographie sont des problèmes majeurs en robotiquemobile. On parle de loalisation lorsqu'on herhe à positionner un robot par rapport à unearte onnue. Lorsqu'on herhe à onstruire une représentation de l'environnement onnais-sant la trajetoire du robot, on parle au ontraire de reonstrution ou de artographie. Cesdeux problèmes sont bien onnus et aujourd'hui résolus. Si on herhe à retrouver la tra-jetoire du robot et à reonstruire l'environnement, on parle de loalisation et artographiesimultanée, ou SLAM (Simultaneous Loalization and Mapping). Il s'agit d'un problème en-tral si on veut onevoir des robots omplètements autonomes. Une des appliations souventitée est l'exploration autonome d'environnements inonnus et/ou dangereux ([9℄).Le problème du SLAM a été abordé dans les années 1980 ave les travaux de Smith etCheeseman([17℄). Dans ette première approhe, les auteurs utilisent un ltre de Kalmanétendu : on parle d'EKF-SLAM. L'EKF-SLAM est longtemps resté l'approhe prinipale derésolution du problème de SLAM. Elle permet d'évaluer en ligne (dans la limite de la vitessede alul de la mahine utilisée) l'état du robot ainsi que la arte d'amer. Cette approheest enore beauoup utilisée aujourd'hui ([4, 13, 16℄). Néanmoins, elle n'est pas exemptede reprohes. En eet, plusieurs publiations mettent en évidene le aratère inonsistantde l'EKF-SLAM : les ellipses de onane déduites des matries de varianes-ovarianessont trop petites par rapport à l'erreur réelle ([2, 8℄). De plus, l'EKF-SLAM néessite l'in-version de la matrie de varianes-ovaraines de l'état.1 Le oût de ette inversion granditave le arré du nombre d'amers. Pour orriger e dernier point, Montemerlo a proposél'algorithme de FastSLAM ([10, 11, 12℄). Cet algorithme utilise un ltre partiulaire Rao-Blakwellisé pour résoudre le problème du SLAM : un jeu de partiules pondérées représenteplusieurs hypothèses onernant l'état du robot. A haque partiule est ensuite assoiée unearte diérente. L'utilisation du ltre partiulaire permet de rendre l'ensemble des amersindépendants pour une partiule donnée (il s'agit de la fatorisation du SLAM ondition-nellement à la trajetoire). Ainsi, l'algorithme de FastSLAM permet de garantir un tempsd'exéution beauoup plus faible que l'EKF-SLAM. En revanhe, et algorithme n'est pasonsistant, ei à ause du phénomène de dégénéresene des partiules ([3℄). Ces méthodes,ainsi que la desription omplète du problème du SLAM sont dérits dans les tutoriels deTim Bailey ([1, 6℄).Nous proposons dans e rapport de reherhe d'étudier et de omparer deux autresalgorithmes pour résoudre le problème du SLAM. Il s'agit de deux méthodes globales. Con-trairement aux approhes de type EKF-SLAM ou FastSLAM (qui traitent les informationsà l'instant t uniquement à l'aide des mesures à l'instant t et de l'état à l'instant t − 1), lesapprohes globales résolvent le problème du SLAM sur l'ensemble de la trajetoire (ei pou-vant néessiter plusieurs itérations avant onvergene). Cela permet en théorie d'améliorerl'estimation de l'état à l'instant t à l'aide d'informations aquises aux instants t′ > t. Danse as, on parle en général de SAM (Smoothing And Mapping). De telles méthodes ne sonta priori pas adaptées au temps réel ou à l'évaluation en ligne de l'état. Néanmoins, elles1L'état ontient la position du robot à l'instant étudié ainsi que les paramètres de l'ensemble des amers.
INRIA
Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 7ne sont pas dénuées d'intérêt, notamment en e qui onerne la onsistane. La premièreméthode étudiée est le GraphSLAM, proposé par Thrun et Montemerlo ([18℄). La seondeméthode est une méthode originale basée sur l'analyse par intervalles. Ces deux méthodessont sommairement dérites dans le paragraphe suivant :GraphSLAM : il s'agit d'une méthode de ltrage et de lissage probabiliste basée surl'hypothèse gaussienne. L'ensemble des mesures eetuées est utilisé pour onstru-ire une estimation de l'ensemble de la trajetoire et des amers ainsi que les matriesde varianes-ovarianes assoiées. Les temps de alul restent aeptables de part l'u-tilisation d'un ltre d'information. La desription de ette méthode fait l'objet de lasetion 3.SLAM par intervalles : il s'agit d'une méthode déterministe pour reonstruire la tra-jetoire du robot ainsi que l'ensemble des amers. L'idée est ii de supposer que leserreurs sont omprises dans des intervalles onsistants an de déduire des intervallessur la position du robot et des amers. Auune approximation n'est faite. La desriptiongénérale de ette méthode fait l'objet de la setion 5.Les deux algorithmes omparés utilisent des hypothèses diérentes onernant les er-reurs. Le GraphSLAM utilise l'idée répandue que les erreurs respetent une distributiongaussienne (tout omme l'EKF). La seonde méthode, quant à elle, ne fait qu'une hypothèsede bornitude. La omparaison des performanes sera faite grâe à des simulations. La façonde générer les erreurs ne sera pas innoente. Une disussion détaillée est eetuée dans lasetion 7.Ce doument s'artiule en 6 parties. Tout d'abord, nous rappelons brièvement les hy-pothèses eetuées dans le adre de ette étude. La setion 3 présente l'algorithme généralde GraphSLAM. L'appliation du GraphSLAM à notre as est dérite dans la setion 4. Lasetion 5 de e doument présente quant à elle des généralités sur les méthodes de résolutionpar intervalles. Nous présentons ensuite la mise en ÷uvre de et algorithme (setion 6). Nousprésentons enn des résultats omparatifs obtenus en simulation (setion 7).2 Hypothèses générales du SLAMNous présentons dans ette setion les hypothèses et notations employées dans la suitede e doument. La partie 2.1 présente les notations génériques utilisées tandis que la partie2.2 présente les équations utilisées dans notre as partiulier.2.1 Notations génériquesL'objetif du SLAM est de retrouver à la fois la trajetoire d'un robot et la positiond'amers (supposés statiques dans notre étude). Il s'agit don d'eetuer la reonstrutionde l'état du robot à tous les instants ainsi que l'état de l'ensemble de la arte d'amers. Lesnotations employées sont présentées dans le tableau 1. On pourra noter que lorsqu'un étatou une mesure désigne un amer, l'indie de l'amer est noté entre parenthèses an d'évitertoute ambiguïté ave les indies orrespondant au temps.RR n° 6602
8 C. Joly & P. RivesNotation Desription Valeurs dans
xt Etat du robot à l'instant t Rn
N Nombre d'amers N
m(i) Etat de l'amer numéro (i) Rl(i)
m Etat de l'ensemble des amers R∑Ni=1 l(i)
ut Entrée pour l'évolution du robot Rp
zt,(i) Mesure assoiée à l'amer (i) et à l'instant t Rq(i)
zt
Conaténations de toutes les mesures à l'in-stant t R∑Ni=1 q(i)
f
Fontion d'évolution du robot (dépend de xtet de ut) Rn × Rp → Rn
h(i)
Fontion de mesure de l'amer (i) (dépend de
xt et de m(i)) Rn × Rl(i) → Rq(i)
h Fontion de mesures (dépend de xt et de m) Rn × R∑Ni=1 l(i) → R∑Ni=1 q(i)
νXXt
Erreur assoiée à XX à l'instant t (XX :veteur générique) Rdim(XX)
XXt1:t2
Conaténation des veteurs XXt entre les in-stants t1 et t2 Rdim(XX)(t2−t1+1)Tab. 1  Notations utiliséesRemarque 2.1Il est envisageable de traiter des amers de diérents types et don paramétrés diéremment.Cei explique la notation l(i) pour la dimension de l'état de l'amer (i) et q(i) pour la dimen-sion de la mesure de l'amer (i).Pour la suite, on posera l =∑Ni=1 l(i) et q = ∑Ni=1 q(i).Dans ette étude, on suppose que l'évolution de l'état du robot entre deux instants estdonnée par la fontion f et le veteur d'entrées ut (supposé mesuré) :
xt+1 = f (xt,ut) (1)Lorsque la fontion f ne représente pas exatement la réalité et/ou que le veteur utn'est pas exatement le veteur attendu, on aura :
xt+1 = f (xt,ut + ν
u
t ) + ν
f
t+1 (2)où νut désigne l'erreur sur l'entrée et νft+1 l'erreur de modèle à l'instant t.Ensuite, on suppose que le veteur de mesures peut se déduire de l'état grâe à la fon-tion h :
zt = h (xt,m) + ν
z
t (3)où νzt désigne l'erreur sur les mesures à l'instant t.Nous supposons dans la suite de e doument que les fontions f et h sont onnuesanalytiquement. Le problème du SLAM sera résolu grâe à la onnaissane de l'ensemble desINRIA
Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 9mesures zt et des entrées ut. Les mesures et entrées étant entahées d'erreur, les algorithmesde SLAM devront être robustes vis à vis d'elles.2.2 Appliation au SLAM 2D/3D dans le as d'un robot non holonomeNous présentons dans ette partie les équations utilisées dans le adre du SLAM 2D/3D.Nous désignons par SLAM 2D/3D la problématique du SLAM appliquée au as d'un robot sedéplaçant dans un plan et observant des amers répartis dans tout l'espae. Nous dénissonsd'abord le adre de l'étude. Nous présentons ensuite la paramétrisation hoisie. Enn, nousexposons les équations (de modèle et de mesures) utilisées.2.2.1 Cadre de l'étudeCette étude traite du SLAM dans le as  bearing only  : seuls les angles relatifs entrele robot et les amers sont mesurés. Typiquement, une améra fournit e type d'information.Cette approhe est en opposition ave le as  range and bearing , dont le apteur typiqueest le laser. Nous justions notre approhe par le fait que les apteurs permettant d'obtenirl'information de distane sont oûteux et néessitent plus de temps d'aquisition (as dulaser 3D) ou de traitement (as d'une paire de améras).Par ailleurs, nous ne traitons ii que le as 2D en e qui onerne le robot : le robotévolue dans un plan horizontal. L'état du robot est don paramétré par ses oordonnéesdans le plan et son orientation. Les amers, quant à eux, sont des points 3D.2 Les méthodesgénérales proposées sont néanmoins appliables au as où tout est en 3D (il faut alors adapterles fontions utilisées).Enn, nous supposons que le robot vére une ontrainte de non-holonomie : sa vitessetranversale est nulle. Cei équivaut à supposer que le robot évolue le long d'un ar deerle entre deux instants onséutifs.2.2.2 ParamétrisationNous expliitons dans e paragraphe les veteurs xt, ut et zt utilisés (f. gure 1) :
xt : nous supposons que le robot évolue dans le plan. A l'instant t, il est repéré par saposition dans le repère absolu (xt, yt) et son orientation par rapport à l'axe des absisses(θt). L'environnement étant entièrement inonnu, le repère absolu est hoisi égal aurepère initial du robot.3 On a :
xt =
[
xt yt θt
]T (4)
ut : le robot est vu omme un solide en mouvement, animé par un torseur inématique quisera utilisé omme veteur de ommande. Etant donné que nous sommes dans le as2D, le veteur vitesse à haque instant t est dans le plan du véhiule. Il est repéré par2Le as d'un robot évoluant en intérieur illustre bien es hypothèses.3L'état du robot est don initialisé à zéro, ave une inertitude nulle.RR n° 6602
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omposantes exprimées dans le repère du robot (V xt ,V yt ). Le veteur rotationest quant à lui perpendiulaire au plan du véhiule et est paramétré uniquement parla vitesse de rotation instantanée (ωt). On a don :
ut =
[
V xt V
y
t ωt
]T (5)Une mesure de e veteur de ommande est fournie par l'odométrie du robot, quinous donne une vitesse de translation axiale (supposée être égale à V xt ) et une vitessede rotation (supposée être égale à ωt). Enn, V yt est xée à 0 pour respeter laontrainte de non-holonomie (mesure virtuelle).4
m(i) : nous traitons dans ette étude des amers pontuels plaés dans l'espae. Ils sontrepérés par leurs oordonnées artésiennes (x(i),y(i),z(i)). On a don :
m(i) =
[
x(i) y(i) z(i)
]T (6)
zt : ette étude traite du as  bearing-only  : nous supposons que nous n'avons que desinformations angulaires pour haque amer. Nous supposons par ailleurs qu'il s'agitd'informations haut niveau (pouvant être par exemple déduite du traitement de l'imaged'une améra) : le gisement (αt,(i)) et l'élévation (βt,(i)). On a don :
zt =
[
αt,(1) βt,(1) . . . αt,(N) βt,(N)
]T (7)2.2.3 Equations d'évolution du robotLe robot étant vu omme un solide dont le torseur inématique est ut, ses oordonnéesvérient (dans le domaine ontinu) le système 8 :



ẋ = V x cos θ − V y sin θ
ẏ = V x sin θ + V y cos θ
θ̇ = ω
(8)Supposons désormais que l'entrée du système soit onstante entre les instants t et t + 1et soit égale à ut. L'intégration du système 8 nous donne la fontion f :



xt+1 = xt + sin (ωtdt2 ) [V xt dt cos (θt + ωtdt2 )− V yt dt sin (θt + ωtdt2 )]
yt+1 = yt + sin (ωtdt2 ) [V xt dt sin (θt + ωtdt2 )+ V yt dt cos (θt + ωtdt2 )]
θt+1 = θt + ωtdt
(9)où dt désigne le temps éoulé entre les instants t et t + 1.Deux soures d'erreurs interviennent dans le système 9 :4Néanmoins, nous en tenons ompte dans les équations pour pouvoir tenir ompte du as où de légersglissements latéraux apparaissent. Ainsi, nous onsidérons que la mesure virtuelle V yt = 0 peut être entahéed'erreurs. INRIA
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PSfrag replaements −−→xrob−−→yrob
−−→zrob
αt,(i)βt,(i)
−→x
−→y
−→z
θt
m(i)
Fig. 1  Notations du SLAM 2D1. la ommande ut est mal onnue. Cela peut arriver en as d'impréision sur l'odométrie.Des as plus extrêmes peuvent apparaître en as de dérapage : l'équation méaniquereste vraie mais les torseurs inématiques utilisés pour intégrer l'équation n'ont engénéral plus auun lien ave la réalité (leur mesure étant basée sur l'odométrie).2. la ommande varie ontinuement entre les instants t et t + 1. Nous supposons quel'éhantillonnage est susamment n pour négliger e phénomène et pouvoir le ramenerà un bruit additif de  faible amplitude  (νft+1 dans l'équation 2).En pratique, l'odométrie ne nous permet pas d'aéder aux vitesses. Dans le as durobot non-holonome que nous étudions (dont l'équation de ontrainte est V yt = 0), nous nedisposons que de l'inrément de rotation (ωtdt) et de la distane parourue (V xt dt) entre lesinstants t et t + 1. En notant dsxt = V xt dt, dsyt = V yt dt et dωt = ωtdt, l'équation 9 peut êtreérite de la façon suivante :



xt+1 = xt + sin (dωt2 ) [dsxt cos (θt + dωt2 )− dsyt sin (θt + dωt2 )]
yt+1 = yt + sin ( dωt2 ) [dsxt sin (θt + dωt2 )+ dsyt cos (θt + dωt2 )]
θt+1 = θt + dωt
(10)
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12 C. Joly & P. RivesRemarque 2.2Ainsi, l'équation de modèle fait appel à deux entrées mesurées et une entrée virtuelle.2.2.4 Equations de mesuresLes équations de mesures, quant à elles, sont données par des onsidérations géométriques ;lorsque les mesures sont parfaites, elles-i s'érivent en fontion de l'état du robot et desamers (fontion h) :



αt,(i) = arctan2
(
y(i) − yt , x(i) − xt
)
− θt
βt,(i) = arctan
(
z(i)√
(x(i)−xt)2+((y(i)−yt)2
) (11)Remarque 2.3 (Valeurs possibles pour les angles mesurés)Les valeurs admissibles pour (αt,(i), βt,(i)) sont prises dans [−π, π]×[−π/2, π/2]. Cei permetde garantir une bijetion entre l'ensemble des ouples angulaires possibles et l'ensemble desveteurs à 3 omposantes et de norme (eulidienne) unitaire.C'est pourquoi la dénition de αt,(i) utilise la fontion arctan2 alors que la dénition de
βt,(i) n'utilise que arctan.3 Présentation du GraphSLAMNous présentons dans ette setion l'algorithme de GraphSLAM. Il s'agit d'une méthodeprobabiliste basée sur l'hypothèse gaussienne. Contrairement à l'EKF-SLAM ou au Fast-SLAM, l'estimation de l'état du robot se fait en utilisant l'ensemble des informations depuisl'instant initial. Nous verrons que ei est possible dans un temps raisonnable grâe à l'util-isation de la matrie d'information de la densité de probabilité. Cette setion est divisée endeux paragraphes. Nous eetons dans un premier temps des rappels généraux sur le SLAMprobabiliste. Le deuxième paragraphe dérit en détails l'algorithme de GraphSLAM. Cettedesription est essentiellement tirée de [18℄.Les paragraphes suivants dérivent en détail les développements mathématiques qui per-mettent la onstrution de la matrie d'information et la résolution du problème d'inférenenal.3.1 Rappels sur le SLAM probabiliste3.1.1 Rappels générauxDans la littérature, le problème du SLAM est en général résolu de manière probabilisteet est posé de façon réursive. L'objetif est alors de déterminer à haque instant t la densitéde probabilité de xt (ou x0:t) et de la arte sahant l'ensemble des mesures, des ontrles etl'état initial. Il s'agit don de trouver pour tout t :
p (xt,m|z0:t,u0:t,x0) ou p (x0:t,m|z0:t,u0:t,x0) (12)INRIA
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as de l'EKF-SLAM, on herhe à aluler à haque instant t la densité de probabilité
p (xt,m|z0:t,u0:t,x0). Dans le as présenté ii, à savoir le GraphSLAM, nous herhons àaluler p (x0:t,m|z0:t,u0:t,x0).De plus, nous eetuons les 3 hypothèses suivantes :1. L'ensemble des états du robot forme une haîne de Markov. Cela signie que si xt−1et ut sont onnus, la onnaissane des états préédents, des ommandes préédenteset des amers est inutile. Cei se traduit par :
p (xt|xt−1,ut) = p (xt|xt−1,ut,x0:t−2,u0:t−1,m) (13)2. Les mesures sont onditionnellement indépendantes (au ours du temps). Cei setraduit par :
p (z0:t|x0:t,m) =
t∏
i=0
p (zi|x0:t,m) (14)3. La mesure à l'instant i ne dépend que de l'état du robot à l'intant i et de la positiondes amers. On a en onséquene :
p (zi|x0:t,m, . . .) = p (zi|xi,m) (15)Ces 3 hypothèses sont réalistes. En eet, la première suppose que l'on peut obtenir la positiondu véhiule en ne se servant que de la dernière position et du ontrle appliqué depuis etteposition (utilisation de l'équation de modèle 10). La deuxième hypothèse, quant à elle,indique que les bruits des apteurs ne sont pas orrélés dans le temps, e qui est égalementassez réaliste. Enn, les apteurs que l'on utilise mesurent la position relative du robot etdes amers à un instant bien préis, e qui justie la dernière hypothèse.Une dernière hypothèse est utilisée : il s'agit de l'hypothèse gaussienne. Cette dernièreest utilisée dans la plupart des approhes probabilistes (hypothèse de base du ltre deKalman étendu utilisé dans l'EKF-SLAM et dans la partie EKF du FastSLAM). Cettehypothèse onstitue également une des briques de base des développements mathématiquesdu GraphSLAM.3.2 Desription du GraphSLAML'algorithme de GraphSLAM tire prot du aratère épars de la matrie d'informationassoiée à l'état (trajetoire du robot et amers). Cei provient de l'interprétation graphiquedu problème du SLAM, et notamment du fait que onditionnellement à toute la trajetoire,les amers sont indépendants entre eux. Le prinipe du GraphSLAM est de dénir un étatqui ontient toutes les positions depuis l'instant initial ainsi que la position des amers. Lamatrie d'information (voir setion 3.2.1 pour avoir des rappels sur ette représentation) dusystème est onstruite de manière inrémentale (f. gure 2). Nous verrons que la matried'information et le veteur d'information ne nous donnent pas diretement la trajetoire durobot ainsi que la position des amers. Pour retrouver la position du robot, on marginaliseRR n° 6602
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Fig. 2  Constrution inrémentale de la matrie d'information totale ([18℄)inrémentalement la matrie d'information ; ei a pour eet d'ajouter des termes dans lamatrie d'information (f. gure 3).Les paragraphes suivants dérivent en détail les développements mathématiques qui per-mettent la onstrution de la matrie d'information et la résolution du problème d'inférenenal.3.2.1 Représentation par matrie d'information et veteur d'informationDans les prohaines parties, nous parlerons de la représentation de densité de probabilitégaussienne par veteur d'information et matrie d'information. Nous proposons dans ettepartie de présenter de brefs rappels en e qui onerne ette matrie et e veteur, et larelation qui existe entre les  moments lassiques  pour représenter une gaussienne.Soient µ et Σ l'espérane mathématique et la matrie de varianes-ovarianes assoiéesà une densité de probabilité gaussienne p (x). On a alors :
p (x) =
1
√
(2π)
n
detΣ
exp
(
−1
2
(x− µ)T Σ−1 (x− µ)
)Le prinipe de la représentation par veteur d'information et matrie d'information estde trouver un veteur ξ et une matrie Ω pour que le fateur exponentiel de p soit de laforme  exp (− 12xT Ωx + xT ξ) .
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Fig. 3  Marginalisation des amers pour retrouver la pose uniquement. Cette opérationentraîne l'ajout de liens entre les positions ([18℄)Pour e faire, il sut de ré-érire la densité p (x). Tous aluls faits, on obtient :
p (x) =
1
√
(2π)n detΣ
exp
(
−1
2
µTΣ−1µ
)
exp
(
−1
2
xT Σ−1x + xT Σ−1µ
)Ainsi, en posant Ω = Σ−1 et ξ = Σ−1µ, on obtient :
p (x) =
1
√
(2π)n detΩ−1
exp
(
−1
2
ξT Ω−1ξ
)
exp
(
−1
2
xTΩx + xT ξ
)
Ω est appeléematrie d'information et ξ est appelé veteur d'information. Il est très failed'identier es paramètres lorsqu'on a une expression quadratique dans une exponentielle.Les paramètres  lassiques  de variane et d'espérane se retrouvent par :
{
Σ = Ω−1
µ = Σξ3.2.2 Densité a posteriori de la trajetoire et de la arteDans e qui suit, on herhe à exprimer la densité de probabilité a posteriori de l'ensem-ble de la trajetoire ainsi que de la arte (en supposant les assoiations onnues), soit :
p (x0:t,m|z1:t,u1:t).RR n° 6602
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p (x0:t,m|z1:t,u1:t) =
p (zt|x0:t,m, z1:t−1,u1:t) p (x0:t,m|z1:t−1,u1:t)
p (zt|z1:t−1,u1:t)
(16)soit :
p (x0:t,m|z1:t,u1:t) = η p (zt|x0:t,m, z1:t−1,u1:t) p (x0:t,m|z1:t−1,u1:t) (17)où η est une onstante de normalisation. En appliquant l'équation 15 sur le premier fateurde l'équation 17, on obtient :
p (x0:t,m|z1:t,u1:t) = η p (zt|xt,m) p (x0:t,m|z1:t−1,u1:t) (18)En appliquant la règle de Bayes, le seond fateur dans l'équation 18 peut s'érire :
p (x0:t,m|z1:t−1,u1:t) = p (xt|x0:t−1,m, z1:t−1,u1:t) p (x0:t−1,m|z1:t−1,u1:t) (19)En utilisant l'équation 13, l'équation 19 devient :
p (x0:t,m|z1:t−1,u1:t) = p (xt|xt−1,ut) p (x0:t−1,m|z1:t−1,u1:t) (20)On peut désormais insérer le résultat de l'équation 20 dans l'équation 18 pour obtenir laformulation réursive suivante :
p (x0:t,m|z1:t,u1:t) = η p (zt|xt,m) p (xt|xt−1,ut) p (x0:t−1,m|z1:t−1,u1:t−1) (21)On peut alors montrer par réurrene que :
p (x0:t,m|z1:t,u1:t) = η′ p (x0,m)
t∏
k=1
p (xk|xk−1,uk) p (zk, |xk,m) (22)où η′ est un fateur onstant (a priori diérent de η). Par ailleurs, p (x0,m) désigne la densitéde probabilité a priori de la position du robot et de la arte.A haque instant t, le veteur zt ontient la onaténation des observations eetuées surplusieurs amers. Pour rappel, nous notons zt,(i) l'observation de l'amer (i) à l'instant t. Soit
Mt l'ensemble des amers observés à l'instant t. Pour simplier la suite des développements,nous supposons qu'à un instant donné, les observations de haque amer sont indépendantesentre elles. Cei signie don que les veteurs aléatoires zt,(i), i ∈ Mt sont indépendantsentre eux. En onséquene, la densité a posteriori de la trajetoire du robot et de la artes'érit :
p (x0:t,m|z1:t,u1:t) = η′ p (x0,m)
t∏
k=1
[
p (xk|xk−1,uk)
∏
i∈Mt
p
(
zk,(i), |xk,m(i)
)
] (23)Remarque 3.1 (Elimination de m dans p (x0,m))En général, la densité a priori de la arte et de la position initiale sont indépendantes.
p (x0,m) peut don s'érire p (x0) p (m). Si la arte est omplètement inonnue, nous pou-vons intégrer p (m) dans la onstante en fateur. Dans e qui suit, nous supposons que 'estle as. INRIA
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aluler le logarithme de la densité alulée dans l'équation 23.En tenant ompte de la remarque 3.1, nous obtenons :
log p (x0:t,m|z1:t,u1:t) = onst.+log p (x0)+ t∑
k=1
[
log p (xk|xk−1,uk)
∑
i∈Mk
log p
(
zk,(i), |xk,m(i)
)
](24)En supposant que les bruits appliqués sur le modèles d'évolution et de mesures (fontions
f et h), sont additifs, entrés et gaussiens de matries de varianes-ovarianes Qt et Rt, onobtient :



p (xt|xt−1,ut) ∝ exp
(
− 12 (xt − ft(xt−1,ut))
T
Q−1t (xt − ft(xt−1,ut))
)
p
(
zt,(i), |xt,m(i)
)
∝ exp
(
− 12
(
zt,(i) − h(xt,m(i))
)T
R−1t
(
zt,(i) − h(xt,m(i))
))(25)Enn, en supposant que la densité de probabilité a priori sur la position initiale estgaussienne, entrée, de matrie d'informationΩ0, p (x0) est don proportionnelle à  exp (xT0 Ω0x0) .On a don au nal :
log p (x0:t,m|z1:t,u1:t) = onst.− 12[xT0 Ω0x0
+
∑t
k=1 (xk − fk(xk−1,uk))
T
Q−1t (xk − fk(xk−1,uk))
+
∑t
k=1
∑
i∈Mk
(
zk,(i) − h(xk, zk,(i))
)T
R−1t
(
zk,(i) − h(xk, zk,(i))
)
](26)3.2.4 Expansion de TaylorL'équation 26 nous donne l'expression du logarithme de la densité a posteriori de latrajetoire du robot et de la arte. Malheureusement, elle-i n'est pas quadratique en x et
m, mais seulement en ft et h. Nous allons désormais linéariser es fontions an d'obtenirune expression quadratique en x et m.Soit µx0:t une trajetoire de linéarisation supposée prohe de la trajetoire réelle et µm unpoint de linéarisation pour la arte. Nous supposons µx0:t et µm disponibles ; nous disuteronsde la manière de les obtenir dans le paragraphe 3.2.6.En supposant la linéarisation valide, les équations de prédition et de mesure s'ériventalors :
{
ft(xt−1,ut) ≈ ft(µxt−1,ut) + Gt
(
xt−1 − µxt−1
)
h(xt,m(i)) ≈ h(µt, µ(i)) + Hxt,(i) (xt − µxt ) + Hmt,(i)
(
m(i) − µm(i)
) (27)où :RR n° 6602
18 C. Joly & P. Rives
Gt désigne la matrie jaobienne de ft par rapport à xt−1 évalué en µt−1 ;
Hxt,(i) désigne la matrie jaobienne de h par rapport à xt évalué en µxt et µm(i) ;
Hmt,(i) désigne la matrie jaobienne de h par rapport à m évalué en µxt et µm(i).Tous aluls faits, l'équation 26 peut se ré-érire de la façon suivante :
log p (x0:t,m|z1:t,u1:t) = onst.' − 12 xT0 Ω0x0︸ ︷︷ ︸
0
+
∑t
k=1







− 1
2
[
xk
xk−1
]T [
I
−GTk
]
Q
−1
k
[
I −Gk
]
︸ ︷︷ ︸(1) [ xkxk−1 ]
+
[
xk
xk−1
]T [
I
−GTk
]
Q
−1
k (fk (µ
x
k−1,uk) + Gkµ
x
k−1)
︸ ︷︷ ︸(2)
+
∑
i∈Mk







− 1
2
[
xk
m(i)
]T
[ (
Hxk,(i)
)T
(
Hmk,(i)
)T
]
R
−1
k
[
Hxk,(i) H
m
k,(i)
]
︸ ︷︷ ︸(3) [ xkm(i) ]
+
[
xk
m(i)
]T
[ (
Hxk,(i)
)T
(
Hmk,(i)
)T
]
R
−1
k
(
zk,(i) − h
(
µxk , µ
m
(i)
)
+
[
Hxk,(i) H
m
k,(i)
]
[
µxk
µm(i)
])
︸ ︷︷ ︸(4) (28)Dans l'équation 28, nous n'avons retenu que les termes linéaires et quadratiques en x et
m. Le reste des termes sont des termes onstants. L'équation 28 montre qu'il est ainsi possibled'érire la densité a posteriori de la trajetoire et de la arte à l'aide d'une représentationpar matrie d'information et veteur d'information. On a alors :
log p (x0:t,m|z1:t,u1:t) = onst.'− 1
2
[
x0:t
m
]T
Ω
[
x0:t
m
]
+
[
x0:t
m
]T
ξ (29)La matrie Ω de l'équation 29 est onstruite à partir du terme (0) et des termes de type(1) et (3) de l'équation 28. Le veteur d'information ξ, quant à lui, est onstruit grâe auxtermes de type (2) et (4) de l'équation 28.3.2.5 Rédution de la matrie d'information et du veteur d'informationUne fois la matrie d'information et le veteur d'information de l'équation 29 onstruits,on pourrait essayer de retrouver l'équivalent en terme de matrie de varianes-ovarianesINRIA
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e mathématique. La matrie de varianes-ovarianes totale serait pleine. Lesauteurs de [18℄ proposent de réduire ette forme en deux fateurs (l'un pour la trajetoire aposteriori et l'autre pour la arte a posteriori mais onditionnellement à la trajetoire). Lajustiation de ette rédution est l'équation de fatorisation de la densité a posteriori :
p (x0:t,m|z1:t,u1:t) = p (x0:t|z1:t,u1:t) p (m|x0:t, z1:t,u1:t) (30)Dans e paragraphe, nous montrons don omment obtenir les paramètres. Dans la suite,nous allons utiliser la déomposition anonique de l'état entre la trajetoire et la arte. Ainsi,nous pouvons adopter les notations intuitives suivantes :
Ω =
[
Ωx0:t,x0:t Ωx0:t,m
Ωm,x0:t Ωm,m
] (31)
ξ =
[
ξx0:t
ξm
] (32)3.2.5.1 Obtention de p (x0:t|z1:t,u1:t) :Etant donné que les densités de probabilité onsidérées sont gaussiennes, l'estimationdes paramètres de p (x0:t|z1:t,u1:t) est donnée par le théorème de marginalisation. Ainsi, lamatrie d'information et le veteur d'information assoiés (notés Ω̃ et ξ̃) valent :
Ω̃ = Ωx0:t,x0:t −Ωx0:t,mΩ−1m,mΩm,x0:t (33)
ξ̃ = ξx0:t −Ωx0:t,mΩ−1m,mξm (34)L'équation 28 nous montre que la matrie Ωm,m est diagonale par blos :
Ωm,m = diag ( Ω(1),(1) , . . . , Ω(j),(j) , . . . , Ω(N),(N) ) (35)où N représente le nombre total d'amers et :
Ω(j),(j) =
∑
k∈τ(j)
(
Hmk,(i)
)T
Rk
(
Hmk,(i)
) (36)où τ(j) désigne l'ensemble des instants où l'amer j a été observé. De plus, la matrie Ωx0:t,ms'érit :
Ωx0:t,m =
[
Ωx0:t,(1) · · · Ωx0:t,(j) · · · Ωx0:t,(N)
] (37)
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 :
Ωx0:t,(j) =








Ωx1,(j)...
Ωxk,(j)...
Ωxt,(j)








et { Ωxk,(j) = (Hxk,(i))T R−1k (Hmk,(i)) si k ∈ τ(j)
Ωxk,(j) = 0 sinon (38)Au nal, on a :
Ω̃ = Ωx0:t,x0:t −
∑N
j=1 Ωx0:t,(j)
(
Ω(j),(j)
)−1
Ω(j),x0:t
ξ̃ = ξx0:t −
∑
j=1 Ωx0:t,(j)
(
Ω(j),(j)
)−1
ξ(j)
(39)ave :
ξ(j) =
∑
k∈τ(j)
{(
Hmk,(j)
)T
R−1k
(
zk,(i) − h
(
µxk , µ
m
(j)
)
+
[
Hxk,(j) H
m
k,(j)
] [ µxk
µm(j)
])} (40)3.2.5.2 Obtention de p (m|x0:t, z1:t,u1:t) :Les paramètres de p (m|x0:t, z1:t,u1:t), quant à eux, s'obtiennent grâe au théorèmesur le onditionnement par une variable aléatoire gaussienne. En notant Ω̃m|x et ξ̃m|x lesparamètres herhés, le théorème de onditionnement nous donne :
Ω̃m|x = Ωm,m
ξ̃m|x = ξm + Ωm,x0:tx0:t
(41)3.2.5.3 Reonstrution de la trajetoire et de la arteOn peut désormais eetuer une estimation de la trajetoire a posteriori en transformantles paramètres d'information en espérane et matrie de varianes-ovarianes. Soit x̂0:t et
Σx les paramètres herhés, on a :
Σx = Ω̃−1
x̂0:t = Σ̂
xξ̃
(42)L'estimation de la arte et de sa matrie de varianes-ovarianes s'eetue de façonsimilaire :
Σ̂m = Ω−1m,m
m̂ = Σm (ξm + Ωm,x0:t x̂0:t)
(43)
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hant que la matrie Ωm,m est diagonale par blo (un blo pour haque amer), il en résulteune déorrélation des amers onditionnellement à la trajetoire. On peut ainsi aluler unematrie de varianes-ovarianes et une espérane pour haque amer (j) :
Σ(j) = Ω
−1
(j),(j)
m̂(j) = Σ(j)
(
ξ(j) + Ω(j),x0:t x̂0:t
)
= Σ(j)
(
ξ(j) + Ω(j),τ(j)x̂τ(j)
) (44)Les auteurs de [18℄ ne suggèrent que de aluler les paramètres de la arte onditionnelle-ment à la trajetoire. Le alul des véritables paramètres a posteriori pour haque amer estjugé trop lourd étant donné qu'il n'y a pas de fatorisation possible omme 'est le as on-ditionnellement à la trajetoire. Néanmoins, nous eetuerons le alul omplet des matriesde varianes-ovarianes an d'avoir une estimation de l'inertitude assoiée aux amers.3.2.6 Obtenir les points de fontionnementLes développements préédents sont basés sur le fait qu'il existe un développement deTaylor permettant de rendre linéaire les équations de modèle et de mesure. Pour ela, lepoint de linéarisation doit être  susamment prohe  de la vraie solution.3.2.6.1 Première itération :Dans un premier temps, nous pouvons initialiser la trajetoire en appliquant simple-ment la fontion de modèle ave les entrées aquises. Ensuite, nous pouvons utiliser ettetrajetoire et les mesures pour eetuer un plaement approximatif des amers (dans le asbearing-only, on peut par exemple eetuer une initialisation aux moindres arrés des amersétant donné que l'on dispose de toute la trajetoire5).Il devient alors possible d'appliquer l'algorithme de GraphSLAM grâe aux points defontionnement trouvés pour la trajetoire et la arte.Remarque 3.2Auune inertitude n'est assoiée à es points de fontionnement. Ils ne doivent pas être on-sidérés omme une information a priori par exemple. Il s'agit juste de se plaer susammentprès de la solution pour que l'algorithme de GraphSLAM soit valide.3.2.6.2 Itérations suivantes :Il est possible que les points de fontionnement utilisés à l'origine ne soient pas parfaits(notamment dans le as de mesures fortement bruitées). Ainsi, le résultat du GraphSLAMest peut être légèrement biaisé, tout en étant plus juste que l'initialisation initiale. On vaalors relaner l'algorithme de GraphSLAM en utilisant les préédents résultats omme pointsde fontionnement.Cette stratégie itérative est alors maintenue jusqu'à onvergene du résultat.5Ce type d'initialisation est impossible dans le as de l'EKF-SLAM.RR n° 6602
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lusionLes étapes présentées mettent en évidene la philosophie du GraphSLAM, à savoir l'util-isation de la trajetoire totale du robot par le biais d'un ltre d'information qui fait ressortirla struture graphique du SLAM. Il existe d'autres algorithmes basés sur e prinipe, ommele square root SAM ([5℄). Dans e dernier as, des optimisations sont eetuées an de fa-toriser la matrie d'information et de réduire les temps de alul.4 Mise en appliation du GraphSLAMNous présentons dans ette setion l'appliation du GraphSLAM au as 2D/3D étudié.Nous donnons dans un premier temps le détail des matries jaobiennes utilisées. Nousexpliitons ensuite les matries de varianes-ovarianes utilisées. Enn, une disussion estfaite onernant l'initialisation de la trajetoire du robot et des amers.4.1 Matries jaobiennes des fontions f et hL'appliation de l'algorithme de GraphSLAM néessite de linéariser les fontions f et hautour de points de fontionnement supposés prohes de la solution réelle. Cette linéarisationimplique le alul des matries jaobiennes f et h. Ces matries peuvent dépendre à la foisde l'état et des entrées.4.1.1 Matrie jaobienne de la fontion d'évolutionCette matrie représente les variations de xt+1 par rapport à de petites variations sur
xt. Elle est notée Ft+1 et vaut :
Ft+1 =


1 0 −dsxt sin (dωt2 ) sin (θt + dωt2 )
0 1 dsxt sin (dωt2 ) cos (θt + dωt2 )
0 0 1

 (45)Remarque 4.1 (Absene de dsyt )Le terme dsyt n'apparaît pas dans l'équation 45 ar il a été préalablement remplaé par zéro.4.1.2 Matrie jaobienne de la fontion de mesures par rapport à xtCette matrie représente les variations de zt par rapport à de petites variations de xt.Etant donné que l'on mesure haque amer indépendamment des autres, on donnera seule-ment la matrie jaobienne de la fontion de mesure de l'amer (i), notée Hxt,(i) :
Hxt,(i) =
[
y(i)−yt
(x(i)−xt)2+(y(i)−yt)2
−(x(i)−xt)
(x(i)−xt)2+(y(i)−yt)2 −1
Hxt,(i)(2, 1) H
x
t,(i)(2, 2) 0
] (46)
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 : 


Hxt,(i)(2, 1) =
z(i)(x(i)−xt)√
(x(i)−xt)2+(y(i)−yt)2
(
(x(i)−xt)2+(y(i)−yt)2+z2(i)
)
Hxt,(i)(2, 2) =
z(i)(y(i)−yt)√
(x(i)−xt)2+(y(i)−yt)2
(
(x(i)−xt)2+(y(i)−yt)2+z2(i)
)
(47)4.1.3 Matrie jaobienne de la fontion de mesures par rapport à mDe même, les variations des mesures par rapport à de petites variations de la arted'amers sont données par Hmt,(i) :
Hmt,(i) =


−(y(i)−yt)
(x(i)−xt)2+(y(i)−yt)2
x(i)−xt
(x(i)−xt)2+(y(i)−yt)2 0
Hmt,(i)(2, 1) H
m
t,(i)(2, 2)
√
(x(i)−xt)2+(y(i)−yt)2
(x(i)−xt)2+(y(i)−yt)2+z2(i)

 (48)ave : {
Hmt,(i)(2, 1) = −Hxt,(i)(2, 1)
Hmt,(i)(2, 2) = −Hxt,(i)(2, 2)
(49)4.2 Matries de varianes-ovarianes utiliséesDans le adre du GraphSLAM, toutes les erreurs sont supposées être gaussiennes. Nousdérivons ii les matries de varianes-ovarianes utilisées. Elles sont au nombre de deux :1. Qt est la matrie de varianes-ovarianes liée à l'erreur eetuée en appliquant lafontion f .2. Rt est la matrie de varianes-ovarianes liée à l'erreur eetuée sur la mesure desamers. Les mesures des amers sont supposées indépendantes. Rt s'érit don :
Rt = diag (Rt,(1), . . . ,Rt,(N))4.2.1 Matrie de varianes-ovarianes liée à la mesureLa matrie de varianes-ovarianes liée à la mesure est diretement liée à l'erreur du ap-teur. Nous supposons pouvoir aratériser ette erreur (sa variane) et qu'elle est identiquepour l'ensemble des amers observés. On pose :
∀i ∈ [1 . . .N ] Rt,(i) =
[
σ2α 0
0 σ2β
] (50)Remarque 4.2 (Matrie Rt,(i) diagonale)Dans e qui suit, la matrie de varianes-ovarianes de Rt,(i) est prise diagonale. Ceisignie que dans les simulations de la setion 7, les erreurs sur les angles de gisement etd'élévation sont générées indépendament.
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ei n'est pas néessairement vrai pour les as réels. Par exemple, dans le asd'une image omnidiretionnelle, une erreur sur la loalisation d'un point dans l'image (oor-données en pixels) peut introduire des orrélations entre les angles de gisement et d'élévation(à ause de la géométrie du apteur).4.2.2 Matrie de varianes-ovarianes liée au modèleLa matrie de varianes-ovarianes due à l'utilisation de la fontion f pour obtenir uneprédition de l'état du robot à l'instant t+1 (équation 2) est moins triviale. Il est néessairede prendre en ompte deux types d'erreurs :Erreur νft+1 : 'est l'erreur sur le modèle, agissant de manière additive. Nous supposonsonnaître sa matrie de varianes-ovarianes et qu'elle est indépendante du temps.Nous la notons Qf .Erreur νut+1 : 'est l'erreur ommise sur la mesure des entrées. dsxt et dwt sont obtenuspar odométrie et entahés d'erreur. Par ailleurs, nous supposons qu'une vitesse Vy( petite ) parasite (et non mesurée) peut également être présente entre les instants
t et t + 1 sous forme d'un bruit gaussien. Nous notons Qu la matrie de varianes-ovarianes assoiée. Nous supposons que ette matrie est diagonale (ie. les 3 erreursdues à la ommande sont indépendantes) et onstante :6
Qu = diag (σ2dsx , σ2dsy , σ2dω)ave σ2dsy ≪ σ2dsxDans l'algorithme général de GraphSLAM, il est supposé que l'erreur sur le modèle intervientde façon linéaire. Cei est eetivement le as pour νft+1, mais ça ne l'est pas pour νut . Unelinéarisation est eetuée. On a au nal :
Qt+1 = J
u
t Q
uJut
T + Qf (51)où Jut est la matrie jaobienne f par rapport à u (évaluée en (xt,ut)) :
Jut =


sin (dωt2 ) cos (θt + dωt2 ) −sin (dωt2 ) sin (θt + dωt2 ) Jut (1, 3)sin (dωt2 ) sin (θt + dωt2 ) sin (dωt2 ) cos (θt + dωt2 ) Jut (2, 3)
0 0 1

 (52)ave :
{
Jut (1, 3) =
2dsxt
dω2t
cos
(
θt +
dωt
2
)
·
(
dωt
2 cos
(
dωt
2
)
− sin
(
dωt
2
))
− ds
x
t
2 sin (dωt2 ) · sin (θt + dω2 )
Jut (2, 3) =
2dsxt
dω2t
sin
(
θt +
dωt
2
)
·
(
dωt
2 cos
(
dωt
2
)
− sin
(
dωt
2
))
+
dsxt
2 sin (dωt2 ) · cos (θt + dω2 )(53)6C'est une hypothèse pour simplier les simulations. Elle n'est pas néessaire dans le as réel (où il y ad'ailleurs un ouplage entre la vitesse de translation mesurée et la vitesse de rotation mesurée).
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Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 25Remarque 4.3 (sur Qt(3, 3))Le terme Qt(3, 3) est indépendant du temps (ar la matrie Qf est supposée indépendantedu temps et que le terme (3, 3) de Jut QuJut T l'est aussi). Par ailleurs, l'erreur du modèleonernant l'orientation du robot est uniquement due à l'erreur sur la rotation mesurée.Cette erreur est prise en ompte dans la partie Jut QuJut T . On prendra don Qf (3, 3) = 0.4.3 InitialisationL'algorithme de GraphSLAM néessite enn d'eetuer une initialisation. Celle-i doitpermettre d'obtenir un premier point de fontionnement orret pour permettre la linéari-sation des équations de modèle et de mesures. On distingue ii l'initialisation des amers deelle de la trajetoire du robot.4.3.1 Initialisation de la trajetoireL'initialisation de la trajetoire peut se faire grâe au modèle. L'intégration de l'odométrie(appliation de l'équation 10) permet d'obtenir une trajetoire susamment préise, aumoins sur le ourt terme. Néanmoins, nous n'initialisons pas l'ensemble de la trajetoire enune seule fois (la variane de l'erreur n'étant pas bornée dans le temps). Plusieurs publi-ations font état du aratère ritique de l'angle de ap du robot lors de la résolution duproblème de SLAM ([2, 7℄). Ainsi, nous hoisissons un ritère basé sur la variane de l'anglede ap pour hoisir le temps d'intégration.Soit σ2θ,max la variane maximale tolérée sur l'angle de ap. Le aratère additif desmatries de varianes-ovarianes fait que la variane de l'angle de ap à l'instant t (notée
σ2θ,t) s'érit :
σ2θ,t =
t∑
i=1
Qi(3, 3) = t ·Q1(3, 3) (Qi(3, 3) est invariant dans le temps) (54)Au nal, on hoisit t = E ( σ2θ,max
Q1(3,3)
) (où E(x) désigne la partie entière de x).On peut alors appliquer l'algorithme de GraphSLAM entre les instants 0 et t. Ensuite, lavariane du ap à l'instant t diminue grâe à l'appliation de l'algorithme. Soit σ2θ−GSLAM,tette variane. On a néessairement σ2θ−GSLAM,t < σ2θ,t, e qui nous permet d'initialiser unnouveau moreau de la trajetoire entre les instants t et t′ où t′ est déni par :
t′ = E


(
σ2θ,max − σ2θ−GSLAM,t
)
Q1(3, 3)

 (55)La nouvelle initialisation pour l'appliation du GraphSLAM entre les instants 0 et t′ serala onaténation du résultat du GraphSLAM entre les instants 0 et t et l'inrément detrajetoire obtenu en intégrant les équations de modèle entre les instants t et t′.Ainsi, il est possible d'appliquer l'algorithme de GraphSLAM jusqu'à l'instant nal.RR n° 6602
26 C. Joly & P. Rives4.3.2 Initialisation de la position des amersL'initialisation des amers dans le as  bearing-only  est assez déliate. Il est en eet im-possible d'initialiser un amer ave une seule mesure. Visualiser l'amer depuis au moins deuxpositions est indispensable. Nous présentons dans un premier temps les équations de basepour initialiser les amers. Nous verrons que es équations peuvent être mal onditionnées.Cei nous a amené à utiliser un test pour aepter ou non l'initialisation d'un amer.4.3.2.1 Equations de baseSupposons qu'un amer (i) soit observé aux instants t1 et t2. La première équation dusystème 11 (page 12) permet d'érire :
y(i) − yk
x(i) − xk
= tan(αk,(i) + θk) (k ∈ {t1, t2}) (56)soit :
y(i) cos(αk,(i)+θk)−x(i) sin(αk,(i)+θk) = yk cos(αk,(i)+θk)−xk sin(αk,(i)+θk) (k ∈ {t1, t2})(57)La seonde équation du système 11 permet quant à elle d'érire :
z(i)
√
(x(i) − xk)2 + (y(i) − yk)2
= tanβk,(i) (k ∈ {t1, t2}) (58)soit :
z(i) = tanβk,(i)
√
(x(i) − xk)2 + (y(i) − yk)2 (k ∈ {t1, t2}) (59)L'utilisation de l'équation 57 aux instants t1 et t2 nous permet de déduire diretementles valeurs x(i) et y(i) : elles apparaissent de manière linéaire. Cei n'est pas le as avel'équation 59. Pour utiliser ette dernière équation dans le but de aluler x(i) et y(i), ilfaudrait employer une méthode non linéaire néessitant une initialisation (e qui est e quel'on herhe). Par ontre, z(i) peut être déduit diretement si x(i) et y(i) sont onnus.En onséquene, la stratégie employée pour l'initialisation des amers est la suivante :1. Initialiser x(i) et y(i) à l'aide de l'équation 57.2. Initialiser z(i) à l'aide de l'équation 59 si x(i) et y(i) ont été initialisé.4.3.2.2 Initialisation de x(i) et y(i)Pour initialiser x(i) et y(i), l'équation 57 est utilisée aux instants t1 et t2, e qui nousdonne :
[
sin(αt1,(i) + θt1) − cos(αt1,(i) + θt1)
sin(αt2,(i) + θt2) − cos(αt2,(i) + θt2)
]
·
[
x(i)
y(i)
]
=
[
xt1 sin(αt1,(i) + θt1)− yt1 cos(αt1,(i) + θt1)
xt2 sin(αt2,(i) + θt2)− yt2 cos(αt2,(i) + θt2)
](60)INRIA
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x(i) et y(i) :
[
x(i)
y(i)
]
=
1
sin(γ2 − γ1)
[
− cos γ2 cos γ1
− sinγ2 sinγ1
]
·
[
xt1 sin γ1 − yt1 cos γ1
xt2 sin γ2 − yt2 cos γ2
] (61)4.3.2.3 Bon onditionnement pour l'initialisation de x(i) et y(i)L'équation 61 est dénie dès que sin(γ2 − γ1) 6= 0. Cei signie que les positions durobot aux instants t1 et t2 ne sont pas alignées ave l'amer. Néanmoins, ette onditionn'est pas susante pour que l'estimation soit bien onditionnée. En eet, les angles γ1 et γ2ne sont pas onnus exatement. Il est don possible que l'intervalle de onane assoié à
sin(γ2 − γ1) ontienne zéro. Intuitivement, il faut avoir sin(γ2 − γ1) assez loin de zéro pouréviter e problème. Nous proposons dans e paragraphe de quantier ette notion intuitive.Dans e qui suit, nous onsidérons qu'un amer est orretement initialisé si l'erreurommise dans l'estimation de ses paramètres est linéaire par rapport à l'erreur sur les donnéesutilisées, à savoir γ1, γ2, xt1 , xt2 , yt1 , yt2 . Pour ela, nous supposons que les erreurs sur esvariables sont petites, de sorte à e que l'approximation linéaire sur les fontions osinus etsinus soit valide. Nous pouvons d'abord eetuer les remarques suivantes : En e qui onerne les variables xt1 , xt2 , yt1 , yt2 , l'erreur ommise intervient naturelle-ment de façon linéaire. En e qui onerne les variables γ1 et γ2, l'erreur ommise intervient de manièrelinéaire dans la multipliation des deux matries de l'équation 61. En revanhe, leterme 1sin(γ2−γ1) ne génère pas néessairement une erreur linéaire par rapport à ellesur γ1 et γ2.Nous proposons ii de disuter la ondition permettant de rendre l'erreur ommise sur
1
sin(γ2−γ1) linéaire par rapport à elle ommise sur γ1 et γ2. Soient γapprox1 et γapprox2 desapproximations pour γ1 et γ2 ainsi que δγ1 et δγ2 les erreurs ommises. Nous notons σ2γ1 et σ2γ2les varianes de δγ1 et δγ2 respetivement. Les erreurs ommises sur γ1 et γ2 étant supposéespetites, il en est de même pour γ2− γ1, e qui permet de linéariser la fontion sin (γ2 − γ1).Par ailleurs, nous supposons avoir sin (γapprox2 − γapprox1 ) 6= 0. Nous avons don :
1
sin (γ2 − γ1)
=
1
sin (γapprox2 − γapprox1 + δγ2 − δγ1)
(62)
=
1
sin (γapprox2 − γapprox1 ) + (δγ2 − δγ1) cos (γapprox2 − γapprox1 )
(63)
=
1
sin (γapprox2 − γapprox1 )
· 1
1 + (δγ2 − δγ1) · cot (γapprox2 − γapprox1 )
(64)D'après l'équation 64, l'erreur sur 1sin(γ2−γ1) sera linéaire en δγ1 et δγ2 si et seulement si :
|(δγ2 − δγ1) · cot (γapprox2 − γ
approx
1 )| ≪ 1 (65)RR n° 6602
28 C. Joly & P. RivesL'équation 65 est nalement équivalente à |(δγ2 − δγ1)| ≪ |tan (γapprox2 − γapprox1 )|. Ceisignie que l'amer onsidéré doit avoir été vu ave un paralaxe susant (idéalement π/2).Etant donné que les varianes onernant l'erreur sur les angles γ1 et γ2 sont onnues7 (etsupposées onsistantes), on aeptera d'initialiser l'amer si et seulement si :
√
σ2γ1 + σ
2
γ2 <
1
5 |tan (γ
approx
2 − γ
approx
1 )| (66)En pratique, on hoisira omme points d'initialisation le premier instant où l'amer a étéobservé, et le premier point satisfaisant l'équation 66. Choisir systématiquement le premierpoint où l'amer a été observé permet en général de minimiser σ2γ1 (ei n'est pas toujoursvrai mais e hoix permet d'éviter de tester tous les ouples possibles).Finalement, une fois qu'on a trouvé deux positions satisfaisant l'équation 66, l'équation 61est appliquée. Il est même possible d'évaluer d'une façon réaliste la variane de l'erreurommise par ette initialisation.4.3.2.4 Initialisation de z(i)Une fois que les paramètres x(i) et y(i) sont initialisés, l'équation 59 peut être utilisée àl'instant t1 et/ou t2 pour en déduire z(i).4.3.2.5 Bon onditionnement pour l'initialisation de z(i)L'appliation de l'équation 59 peut poser problème lorsque βk,(i) est trop prohe de π2 .Le fateur posant problème est le 1cos βk,(i) ontenu dans 1tan βk,(i) . Un raisonnement analogueà elui eetué sur la fontion 1sin(γ2−γ1) nous a amené à initialiser le paramètre z(i) si etseulement si :
σβ <
1
5
∣
∣
∣cot
(
βapproxt1,(i)
)∣
∣
∣ ou σβ < 15 ∣∣∣cot(βapproxt2,(i) )∣∣∣ (67)5 Présentation du SLAM par intervallesNous présentons dans ette setion la méthode par intervalles implémentée. Cette setionne fait pas d'hypothèses sur les fontions f et h (nous n'utilisons don pas enore les équations10 et 11). Les seules hypothèses utilisées sont elles faites dans la setion 2.1.Nous présentons dans un premier paragraphe des généralités sur l'analyse par intervalles(premiers hapitres de [14℄). Le paragraphe suivant, quant à lui, traite de l'appliation del'analyse par intervalle au problème du SLAM.7σ2γ1 et σ2γ2 sont onnus, soit en utilisant les équation de propagation d'inertitude dans l'intégration duap du robot, soit après le résultat d'une étape préédente du GraphSLAM.
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nition des opérateurs lassiquesL'analyse par intervalles néessite de redénir l'arithmétique lassique. Soit x ∈ R unevariable réelle. Soit Ix = [x, x] un intervalle tel que x ∈ Ix. (Ix ⊂ R peut être onservatif).La plupart des opérateurs arithmétiques lassiques hangent dans le as de l'analyse parintervalles. Ce paragraphe rappelle les prinipaux opérateurs.Soient x ∈ R et y ∈ R deux variables réelles ainsi que Ix et Iy les intervalles orrespon-dants. Les opérateurs de base sont dénis omme suit :Addition : si z = x + y, alors on a z ∈ [z, z] ave
{
z = x + y
z = x + y
(68)Soustration : si z = x− y, alors on a z ∈ [z, z] ave
{
z = x− y
z = x− y (69)Multipliation : si z = x.y, alors on a z ∈ [z, z] ave
{
z = x.y
z = x.y
si x > 0 et y > 0
{
z = x.y
z = x.y
si x > 0 et y < 0 et y > 0
{ . . .
(70)La multipliation peut nalement se résumer par :
{
z = min
(
x.y, x.y, x.y, x.y
)
z = max
(
x.y, x.y, x.y, x.y
) (71)Division : si z = xy , alors on a z ∈ [z, z] ave
{
z = min
(
x/y, x/y, x/y, x/y
)
z = max
(
x/y, x/y, x/y, x/y
) si y.y > 0
{
z = −∞
z = +∞ sinon (72)Les autres fontions lassiques (trigonométriques, exponentielle, logarithme,...) peuvent êtreredénies en terme d'intervalles. Une fontion quelonque dont l'argument est un intervallesera érite sous la forme f ◦ g ◦ h ◦ ... de sorte à n'appliquer que des fontions élémentairesou onnues.
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30 C. Joly & P. RivesRemarque 5.1 (Importane de l'ériture formelle)La façon d'érire une fontion a une importane toute partiulière dans le as de l'analysepar intervalles. Cei est dû au fait que l'analyse par intervalles herhe toujours des inter-valles onsistants. Ainsi, si z = x + y et que l'on herhe Iz à partir de Ix et Iy, on nepourra pas retrouver l'intervalle Ix original à partir du Iz alulé, de Iy et de x = z − y.Considérons par exemple la fontion x 7→ x2−x que l'on va appliquer ave x ∈ Ix = [0 1].Nous distinguons pour et exemple deux as :1. On érit la fontion x 7→ x2−x. Dans e as, l'intervalle résultant de x 7→ x2 est [0 1],et elui de x 7→ −x est [−1 0]. L'intervalle nal de la somme est don [−1 1].2. On érit la fontion x 7→ x(x− 1). Dans e as, l'intervalle résultant de x 7→ x− 1 est
[−1 0]. Celui du produit de x− 1 par x est don de [−1 0].Cet exemple montre bien que la façon d'érire la fontion est très importante. Ainsi, une mauvaise ériture  de la fontion onduira à une évaluation trop onservatrie. L'analysepar intervalles nous assure que le résultat de la fontion est dans l'intervalle d'arrivée, maisil ne nous assure pas que et intervalle est le plus petit possible.On pourra de plus remarquer que si on prend Ix = [−1 1], alors la seonde ériture est plusonservatrie. Ainsi, il n'existe pas forément une meilleure façon d'érire la fontion pourtous les intervalles possibles.8Dans le adre de l'analyse par intervalles, on sera souvent amené à manipuler la tailledes intervalles (x− x pour un intervalle Ix). Dans la suite, ette quantité sera notée t(Ix).5.2 Appliation au SLAMNous présentons ii l'approhe générale utilisée pour résoudre le problème du SLAM àl'aide des outils d'analyse par intervalles. Nous présentons d'abord la méthode permettantde passer de l'instant t à l'instant t + 1. Ensuite, nous présentons la méthode utilisée pourtraiter l'ensemble d'une trajetoire.5.2.1 Traitement loal : passage de t à t + 1Nous présentons ii la méthode permettant de trouver un intervalle pour les variablesd'état (robot et amer) à l'instant t lorsqu'on possède un intervalle de es variables à l'instant
t− 1. Nous supposons don disposer des informations suivantes :
IXt : une boite ontenant Xt.
Iut : une boite ontenant ut.
Im : une boite ontenant m.
Iνf
t+1
: une boite ontenant νft+1.
Iνz
t+1
: une boite ontenant νzt+1.8Dans e as, on peut hoisir de aluler l'intersetion des résultats ave les diérentes éritures possibles.
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Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 31Remarque 5.2 (Terminologie)On employera dans la suite le terme  boîte  pour désigner l'ensemble des intervalles d'unevariable multidimensionnelle. Néanmoins, il arrivera que l'on onserve la dénomination las-sique  intervalle .5.2.1.1 Obtention d'un a priori pour l'état du robotLa première étape de l'algorithme est de trouver un intervalle a priori onernant l'étatdu robot à l'instant t + 1. Pour ela, nous appliquons la fontion f à IXt , Iut et Iνf
t+1
. Cetteétape ne pose pas de diulté partiulière, étant donné que nous supposons onnaître uneforme analytique de la fontion f .Le résultat de ette opération est une boite IXt+1 ontenant Xt+1.5.2.1.2 Utilisation des mesures à l'instant t + 1Introdution au problèmeL'utilisation du veteur de mesures à l'instant t+1 est plus déliate. En eet, nous disposonsii d'une fontion h : Rn × Rl → Rq dont les arguments sont l'état du robot et de la arteet dont la sortie est le veteur de mesures. Il s'agit d'un problème inverse. Il n'est paspossible de déduire de la onnaissane de y un intervalle a posteriori pour l'état du robotet de la arte étant donné que la fontion h n'est pas supposée inversible (pire, on aura engénéral q < n+l). Une onnaissane a priori de l'état du robot et des amers est indispensable.Dans e qui suit, on notera x̃ la onaténation des veteurs x et m. La dimension de eveteur est n + l.Hypothèses eetuéesPour résoudre e problème, nous eetuons les hypothèses suivantes : Posséder un intervalle a priori onernant l'état du robot et des amers. Soit z = h(x̃) ave z = [z1, . . . , zq]T et x̃ = [x̃1, . . . , x̃n+l]T On suppose que la fontion h permette d'érire :
∀i ∈ [1 . . . n + l] ∃
(
j ∈ [1 . . . q] et gji : Rn+l 7→ R) tq x̃i = gji (zj , x̃1, . . . , x̃i−1, x̃i+1, . . . , x̃n+l)(73)Les fontions gji ne sont pas néessairement ontinues mais doivent pouvoir permettred'être évaluées analytiquement pour des intervalles donnés.Cela revient à supposer que lorsqu'on xe toutes les variables d'entrées de haque hsauf une, on est apable de retrouver la variable non xée (ei devant pouvoir se fairesur l'ensemble des omposantes de l'entrée). Intuitivement, la ondition 73 peut êtrevue omme une  ondition d'observabilité  des variables x̃i.
RR n° 6602
32 C. Joly & P. RivesRésolution de h(x̃) = zNous présentons ii une méthode permettant de résoudre une équation du type h(x̃) = z où
h respete l'hypothèse préédente. Pour ela, nous supposons posséder un intervalle Iz pour
z et un intervalle a priori Ix̃ pour x̃.Nous herhons dans un premier temps à trouver un nouvel intervalle pour la ième (i ∈
{1 . . . n + l}) omposante de x̃ (ie. x̃i) :1. Soient {g1i , . . . , gγii } l'ensemble des fontions gji telles que
x̃i = g
j
i (zj , x̃1, . . . , x̃i−1, x̃i+1, . . . , x̃αk) (j ∈ {1 . . . γi}). γi désigne le nombre de fon-tions permettant de retrouver x̃i en fontion des mesures et autres variables d'état.2. Soient Ix̃i l'intervalle a priori de x̃i, Ix̃k l'intervalle a priori de x̃k (k ∈ {1 . . . n + l} \{i})et Izj l'intervalle de zj.3. Soient Ijx̃i les intervalles obtenus après évaluation de gji ave les Ix̃l (k 6= i) et Izj(j ∈ {1 . . . γi}).4. On peut en déduire un intervalle pour x̃i :
Ix̃i ←


γi⋂
j=1
Ijx̃i


⋂
Ix̃i (74)Nous pouvons alors déduire séquentiellement un intervalle pour toutes les omposantes de
x̃. Cei nous donnera un nouvel intervalle pour le veteur x̃. Néanmoins, après e proessus,la solution peut être améliorée. Par exemple, les hangements obtenus pour les omposantes
x̃2, . . . x̃n+l peuvent permettre d'améliorer la solution pour x̃1. De plus, la nouvelle solution
x̃ peut également permettre d'améliorer l'intervalle assoié à z (amélioration qui peut êtreexploitée pour améliorer à nouveau x̃). En onséquene, nous proposons l'algorithme d'éritdans le tableau (2).Théorème 5.1 (Convergene et onsistane de l'algorithme préédent)Si les intervalles a priori sont onsistantsAlors l'algorithme présenté pour la résolution de h(x̃) = z termine toujours et fournit unrésultat onsistant.Démonstration du théorème 5.1 :
NConvergene : A haque itération le test de onvergene porte sur la taille des variables
decri. Soit t(Iix̃)[j] la suite des t(Iix̃) et decri[j] la suite des decri assoiée, j désignantle numéro d'itération de l'algorithme.Pour i xé, la suite t(Iix̃)[j] est (par onstrution de Iix̃) stritement déroissante. Parailleurs, elle est par dénition positive.La suite t(Iix̃)[j] est don onvergente. En onséquene, elle vérie la propriété suivante :
∀ǫ > 0 ∃N0 tq ∀(m, n) ∈ N2, ((m ≥ N0 ∧ n ≥ N0)⇒ ∣∣t(Iix̃)[m]− t(Iix̃)[n]∣∣ < ǫ)INRIA
Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 33Fixer ǫ1, . . . , ǫn+l # Seuils pour tester la onvergene des omposantes
conv1, . . . , convn+l ← 0 # Variables pour tester si une omposante a onvergé
conv ← 0Tant que conv = 0 faire
| Iz ← Iz ∩ h (Ix̃) # Rédution de z dès que possible grâe à l'a priori de x̃
| Pour i = 1 . . . n + l faire
| | Iancienx̃i ← Ix̃i
| | Ix̃i ← mise à jour par équation 74
| | decri ← t(I
ancien
x̃i
)− t(Ix̃i) # decri < 0 désigne la diérene entre la longueur
| | # du nouvel intervalle et la longueur de l'anien
| | Si decri < ǫi alors
| | | convi ← 1
| | Sinon
| | | convi ← 0
| | Fin si
| Fin pour
| conv ←
∏n+l
i=1 conviFin tant queRetourner Ix̃1 , . . . , Ix̃n+lTab. 2  Algorithme de résolution de h(x̃) = zAinsi, pour ǫi xé, il existe un Ni tel que ∣∣t(Iix̃)[Ni + 1]− t(Iix̃)[Ni]∣∣ < ǫi, soit
decri[Ni + 1] < ǫi, e qui rend vrai le test sur la onvergene de decri.En appliquant le raisonnement préédent sur toutes les omposantes de x̃, on en déduitqu'il existe une itération telle que le test de n soit vrai. Cei démontre la onvergenede l'algorithme.Consistane : Si les intervalles a priori sont onsistants, alors le résultat renvoyé par l'al-gorithme sera onsistant par onstrution. En eet, auune approximation n'est faitedans l'analyse par intervalle, les enadrements étant toujours eetués de façon pes-simiste.
Exemple de résolution de h(x̃) = z :Soit la fontion h dénie par :
h : R3 −→ R2
x̃ =


x̃1
x̃2
x̃3

 7−→ z =
[
z1
z2
]
=
[
x̃1
x̃2
x̃1 + x̃3
]Les intervalles a priori onernant x̃ ainsi que z sont :RR n° 6602
34 C. Joly & P. Rives Ix̃1 = [−10; 10] Ix̃2 = [0; 15] Ix̃3 = [1; 2] Iz1 = [−15; 1] Iz2 = [3; 5]On peut dénir les fontions g11, g21 , g12 et g23 permettant de vérier l'hypothèse 73 :
g11 : R
2 −→ R
(z1, x̃2) 7−→ x̃1 = z1 · x̃2 ,
g21 : R
2 −→ R
(z2, x̃3) 7−→ x̃1 = z2 − x̃3
g12 : R
2 −→ R
(z1, x̃1) 7−→ x̃2 = x̃1z1
,
g23 : R
2 −→ R
(z2, x̃1) 7−→ x̃3 = z2 − x̃1L'exéution de l'algorithme est présentée dans le tableau 3. Il permet d'améliorer lesvariables x̃1 et x̃2, mais pas x̃3. On peut remarquer l'importane de la rédution des inter-valles de z : supprimer l'inertitude sur le signe de x̃1 a permis d'améliorer x̃2 par la suite.On obtient au nal : Ix̃1 = [1; 4] Ix̃2 = [1; 15] Ix̃3 = [1; 2]5.2.2 Algorithme globalNous avons présenté dans la partie préédente omment mettre à jour les intervalles desvariables d'état entre les instants t et t+1. Cei permet d'obtenir des intervalles onsistantsà haque instant. Néanmoins, ertaines variables sont observées à divers instants (les amers).Ainsi, si un amer (i) est observé aux instants t1 et t2 (t2 > t1) et que la boîte ontenantl'amer (i) est plus petite en t2, alors la boite trouvée en t2 peut être utilisée pour améliorerla position du robot en t1 (et peut être don aussi la loalisation des autres amers vus en
t1).En onséquene, l'algorithme global revient à appliquer l'algorithme loal de l'instantinitial jusqu'à l'instant nal. Ensuite, l'opération est répétée ave les nouveaux intervalles apriori, et e jusqu'à la onvergene des intervalles.6 Mise en appliation du SLAM par intervallesNous présentons dans ette setion la mise en appliation du SLAM par intervalles. Nousprésentons dans un premier temps les fontions utilisées. Ensuite, le paragraphe 6.2 traitede l'initialisation des amers. Nous présentons dans le paragraphe 6.3 le problème du hoixde l'orientation des axes ainsi que la solution proposée.
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tion eetuée Ix̃1 Ix̃2 Ix̃3 Iz1 Iz2
0 Initialisation [−10; 10] [0; 15] [1; 2] [−15; 1] [3; 5]
1 Rédution des intervalles de z
1a Rédution de z1 = x̃1/x̃2 : pas d'amélioration [−10; 10] [0; 15] [1; 2] [−15; 1] [3; 5]
1b Rédution de z2 = x̃1 + x̃3 : pas d'amélioration [−10; 10] [0; 15] [1; 2] [−15; 1] [3; 5]
2 Rédution des intervalles de x̃
2a Rédution de x̃1 = z1 · x̃2 : pas d'amélioration [−10; 10] [0; 15] [1; 2] [−15; 1] [3; 5]
2b Rédution de x̃1 = z2 − x̃3 : Ix̃1 = [−10; 10] ∩ [1; 4] [1; 4] [0; 15] [1; 2] [−15; 1] [3; 5]
2c Rédution de x̃2 = x̃1/z1 : pas d'amélioration [1; 4] [0; 15] [1; 2] [−15; 1] [3; 5]
2d Rédution de x̃3 = z2 − x̃1 : pas d'amélioration [1; 4] [0; 15] [1; 2] [−15; 1] [3; 5]
3 Rédution des intervalles de z
3a Rédution de z1 = x̃1/x̃2 : Iz1 = [−15; 1] ∩ [ 115 ; +∞] [1; 4] [0; 15] [1; 2] [ 115 ; 1] [3; 5]
3b Rédution de z2 = x̃1 + x̃3 : pas d'amélioration [1; 4] [0; 15] [1; 2] [ 115 ; 1] [3; 5]
4 Rédution des intervalles de x̃
4a Rédution de x̃1 = z1 · x̃2 : pas d'amélioration [1; 4] [0; 15] [1; 2] [ 115 ; 1] [3; 5]
4b Rédution de x̃1 = z2 − x̃3 : pas d'amélioration [1; 4] [0; 15] [1; 2] [ 115 ; 1] [3; 5]
4c Rédution de x̃2 = x̃1/z1 : Ix̃2 = [0; 15] ∩ [1; 60] [1; 4] [1; 15] [1; 2] [ 115 ; 1] [3; 5]
4d Rédution de x̃3 = z2 − x̃1 : pas d'amélioration [1; 4] [1; 15] [1; 2] [ 115 ; 1] [3; 5]
5 Rédution des intervalles de z
5a− b Rédution de z : auune omposante améliorée [1; 4] [1; 15] [1; 2] [ 1
15
; 1] [3; 5]
6 Rédution des intervalles de x̃
6a− d Rédution de x̃ : auune omposante améliorée [1; 4] [1; 15] [1; 2] [ 1
15
; 1] [3; 5]
7 Convergene de l'algorithmeTab. 3  Exemple de résolution de h(x̃) = z6.1 Fontions utiliséesNous présentons dans e paragraphe les fontions utilisées dans le adre du SLAM parintervalles. Dans un premier temps, nous présentons la fontion de modèle. Ensuite, nousdétaillons le traitement eetué pour la fontion de mesures.6.1.1 Equation de modèleA haque itération, l'état a priori est obtenu en utilisant l'équation de modèle 10, lesintervalles obtenus pour l'état à l'instant préédent et les intervalles onernant les 3 entréeset l'erreur possible de modèle (les intervalles onernant le modèle et les entrées sont desdonnées, que l'on supposera onsistantes). En e qui onerne les entrées, nous supposonsque : dsxt ∈ dsxt,odo+Idsx , où dsxt,odo est mesuré par l'odométrie et Idsx est l'intervalle possiblepour l'erreur d'odométrie.
RR n° 6602
36 C. Joly & P. Rives dsyt ∈ Idsy . On suppose qu'il peut exister une petite vitesse transversale due à un légerglissement transversal possible. Idsy est don entré. Typiquement, on supposera laontrainte de non-holonomie pratiquement réalisée. On prendra don dans les simula-tions t (Idsx)≫ t (Idsy). dωt ∈ dωt,odo + Idω , où dωt,odo est la mesure d'inrément angulaire et Idω l'intervallepossible pour l'erreur ommise.Remarque 6.1 (Intervalles des erreurs onstants)Tout omme pour le as du GraphSLAM, nous onsidérons ii que les intervalles possiblesonernant les erreurs de modèle et les erreurs de mesure des entrées sont onstants.Cette hypothèse n'est pas néessaire mais permet de simplier les onditions de simulation.Par ailleurs, si une itération de l'algorithme sur l'ensemble de la trajetoire a déjà étéeetuée, nous alulons l'intersetion entre la prédition eetuée et l'intervalle alulé àl'itération préédente.6.1.2 Equation de mesureEn e qui onerne l'équation de mesures, nous utilisons le système d'équations 11 rappeléi-après : 


αt,(i) = arctan2
(
y(i) − yt , x(i) − xt
)
− θt
βt,(i) = arctan
(
z(i)√
(x(i)−xt)2+((y(i)−yt)2
) (75)6.1.2.1 Traitement de la première équation de mesureNous donnons dans e paragraphe les fontions utilisées pour retrouver l'état du robotet elui de l'amer (i) en utilisant la première équation du système 75 :



xt = x(i) −
(
y(i) − yt
)
· cot
(
θt + αt,(i)
)
yt = y(i) −
(
x(i) − xt
)
· tan
(
θt + αt,(i)
)
θt = atan2 ( y(i) − yt , x(i) − xt )− αt,(i)
x(i) = xt +
(
y(i) − yt
)
· cot
(
θt + αt,(i)
)
y(i) = yt +
(
x(i) − xt
)
· tan
(
θt + αt,(i)
)
(76)En appliquant le système 76 ave tous les amers (au nombre de N), on déduit 3N équationspermettant de mettre à jour l'état du robot (N équations pour haque omposante) ave lesmesures αt,(i) (i ∈ [1 . . .N ]) et 2 équations pour mettre à jour haque amer (une équationpar omposante).
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onde équation de mesureLe traitement de la seonde équation du système 75 permet d'érire :



z(i) = tanβt,(i)
√
(x(i) − xt)2 + ((y(i) − yt)2
(
x(i) − xt
)2
=
(
cotβt,(i)z(i)
)2 −
(
y(i) − yt
)2
(
y(i) − yt
)2
=
(
cotβt,(i)z(i)
)2 −
(
x(i) − xt
)2
(77)La première équation du système 77 permet de déduire un intervalle onernant l'alti-tude de l'amer (i). Les deux équations suivantes, quant à elles, permettent de déduire desintervalles onernant les valeurs absolues des quantités x(i)−xt et y(i)− yt. Cei permet aunal d'améliorer les 4 variables xt, yt, x(i) et y(i). On peut enn remarquer que les expres-sions (cotβt,(i)z(i))2− (y(i) − yt)2 et (cotβt,(i)z(i))2− (x(i) − xt)2 peuvent se fatoriser. Lesversions fatorisées et développées sont toutes les deux évaluées an de prendre en omptela remarque 5.1.6.2 Initialisation des amersTout omme pour l'approhe probabiliste, l'initialisation des amers fait l'objet d'uneattention partiulière. Nous devons nous assurer que l'intervalle initial est onsistant. Il estpar ailleurs impossible d'initialiser les amers ave des intervalles innis (le systèmes 76 et77 ne permettraient ni d'améliorer l'estimation de l'état du robot, ni elle de la position desamers).Nous utilisons une approhe assez semblable à elle présentée en 4.3.2. Nous initialisonsdans un premier temps les variables x(i) et y(i). Pour ela, nous utilisons deux instants oùl'amer est observé (t1 et t2) ainsi que l'équation 61 rappelée i-après : 9
[
x(i)
y(i)
]
=
1
sin(γ2 − γ1)
[
− cos γ2 cos γ1
− sinγ2 sinγ1
]
·
[
xt1 sin γ1 − yt1 cos γ1
xt2 sin γ2 − yt2 cos γ2
] (78)Tout omme pour le as du GraphSLAM, l'instant t1 sera elui de la première observation del'amer. L'instant t2, quant à lui, sera la premier instant pour lequel l'intervalle de sin(γ2−γ1)ne ontient pas zéro. Ainsi, l'équation 78 peut être appliquée ave des intervalles et nousdonnera alors une boîte onsistante ontenant la position réelle de l'amer (i).Remarque 6.2 (Taille de la boîte d'initialisation d'un amer)Lorsqu'un amer est initialisé, la boîte assoiée peut être très grande. En eet sin(γ2−γ1) peutêtre très prohe de zéro (le ritère retenu étant  ne ontient pas zéro ). Cei ne pose pas deproblème ar l'approhe par intervalles ne fait pas d'hypothèse sur la taille des intervalles.Les systèmes 76 et 77 permettront de réduire onsidérablement la taille de la boîte des amers.Enn, une fois les omposantes x(i) et y(i) initialisées, la omposante vertiale de l'amer (i)peut être initialisée en utilisant la première équation du système 77.9Pour rappel, nous avons γ1 = αt1,(i) + θt1 et γ2 = αt2,(i) + θt2RR n° 6602
38 C. Joly & P. Rives6.3 Choix de l'orientation des axesNous avons présenté dans les paragraphes préédents l'appliation basique de l'algorithmede SLAM par intervalles. Nous proposons ii d'étudier les eets de l'orientation des axes surla qualité du résultat.6.3.1 Remarque généraleIdéalement, les qualités d'un algorithme ne devraient pas dépendre du hoix du repèreinitial. Dans le as du SLAM par intervalles, on peut failement se rendre ompte que lefait de déplaer l'origine ne hangera rien au problème ; le résultat nal sera simplementtranslaté.Malheureusement, il n'en est pas de même pour une rotation du repère. La position durobot (en x et en y) est en eet représentée par Ix et Iy, e qui orrespond géométriquementà un retangle parallèle aux axes. Cette représentation ne tient pas ompte de ertainesorrélations qui peuvent exister et qui font qu'il existe une solution optimale plus omplexe.Ainsi, la solution optimale (dans le sens où tous les points de la surfae sont suseptiblesd'être la position du robot) n'est pas forément un retangle.Supposons par exemple qu'après plusieurs itérations la solution optimale onernant laposition du robot (ou d'un amer) soit un polytope (représenté en rouge sur la gure 4).L'implémentation basique du SLAM par intervalles va retourner un intervalle Ix ainsi qu'unintervalle Iy . Au mieux, ela orrespondra au retangle vert présenté sur la gure 4 (aumieux ar les seuils d'arrêt utilisés peuvent faire que l'algorithme s'arrêtera avant la solutionoptimale). Néanmoins, on peut voir que si les axes avaient été tournés à 45 degrés, on auraitpu obtenir une  meilleure  solution (au sens de l'aire du retangle englobant). Cette dernièreest présentée en bleu sur la gure 4.Ainsi, la gure 4 met en évidene le fait qu'il existe une façon optimale d'orienter lesretangles ontenant la position des amers et du robot. Nous allons mettre en évidene ephénomène à l'aide d'un exemple onret.6.3.2 Exemple 1 : modèle d'évolution du robotConsidérons désormais un robot dont la position initiale est exatement onnue et estl'origine du repère. De plus, l'angle de ap initial est pris à une valeur nulle. Supposonspar ailleurs que le robot roule ave une vitesse de rotation et une vitesse de translationonstantes pendant 1 seonde. Nous onnaissons seulement des intervalles pour es vitesses : V x1 ∈ [3, 4] m.s−1 V y1 ∈ [0, 0] m.s−1 (ondition de non holonomie parfaitement réalisée) ω ∈ [−2, 2] deg.s−1Nous proposons dans un premier temps de visualiser graphiquement 3 lieux (gure 5) : Le lieu réel des positions possibles du robot (en rouge). Le retangle obtenu en appliquant l'analyse par intervalles à la fontion d'évolutiondu robot (en vert). Celui-i est aligné sur la grille x, y.
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PSfrag replaements −→x−→yFig. 4  Non optimalité de la représentation par retangles  En rouge : un polytopeontenant 100% des solutions possibles et supposé optimal  En vert : le plus petit retanglealigné selon les axes du repère et ontenant le polytope  En bleu : le plus petit retangletourné à 45 degrés et ontenant le polytope Le retangle obtenu en appliquant l'analyse par intervalles à la fontion d'évolution durobot (en bleu), mais en le alulant sur une grille orientée à 45 degrés par rapport àla grille x, y. Pour ela, nous avons appliqué la théorie lassique ave un angle de apinitial à 45 degrés, puis nous avons appliqué une rotation de -45 degrés pour revenirdans le repère initial.La gure 5 met en évidene le fait que dans e as préis de simulation, l'utilisation duretangle aligné sur le repère initial est plus performante que l'utilisation d'un retangletourné à 45 degrés. Cei est à la fois vrai en terme d'aire du retangle (0.044m2 pour leretangle vert ontre 0.077m2 pour le bleu) et de périmètre (0.84m pour le retangle vertontre 1.11m pour le bleu).Un tel résultat pouvait se prévoir à la leture des équations utilisées. On pouvait en eetaluler l'aire donnée onernant l'inertitude de la position du robot en fontion de l'angle deap initial introduit. Soit θ0 et angle. Dans notre as simplié (position initiale parfaitementonnue et étude du résultat à l'instant 1), nous n'avons qu'à évaluer les équations i-dessousave les intervalles assoiés à dsx1 et dω1
{
x1 = ds
x
1 · sin (dω12 ) · cos (θ0 + dω12 )
y1 = ds
x
1 · sin (dω12 ) · sin (θ0 + dω12 ) (79)Une fois tous les paramètres onnus, on peut aluler les paramètres des retangles (aires etpérimètres) en fontion de l'angle θ0. La non linéarité des fontions sin et cos fait que lesrésultats vont largement varier ave θ0. Nous avons traé les paramètres obtenus lorsque θ0varie entre 0 et π/2 (gure 6). Les ourbes de la gure 6 mettent en évidene le aratèreoptimal  pour les paramètres hoisis  de la grille initiale (ie. θ0 = 0).Nous ne donnons pas plus de détails onernant la détermination du θ0 optimal. Eneet, son alul analytique n'est pas trivial et néessite de distinguer diérents as suivant lesintervalles onsidérés. Le but de e paragraphe est surtout de mettre en évidene l'importaneRR n° 6602
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PSfrag replaementsCoordonnée (m)Coordonnée (m)Fig. 6  Caratéristiques des retangles obtenus en fontion de l'angle de rotation desretangles  A gauhe : les aires  A droite : les périmètres
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herhera pas par la suite de solution optimale, mais uneapproximation permettant d'éviter les estimations beauoup trop pessimistes.Remarque 6.3 (Intervalle onsidéré pour θ0)Prendre θ0 = π/2 équivaut à intervertir les rles des oordonnées x et y (au signe près).Cei ne hange don pas l'orientation de la grille. Au delà de θ0 = π/2, on retrouvera dondes ongurations déjà renontrées. Ainsi, nous limitons l'étude pour θ0 ∈ [0, π/2].6.3.3 Exemple 2 : fontion de mesureLe problème d'orientation des axes se retrouve également dans l'utilisation de la fontionde mesures. Considérons par exemple la première équation du système 76, rappelée i-après :
xt = x(i) −
(
y(i) − yt
)
· cot
(
θt + αt,(i)
) (80)Nous pouvons onstater que l'évaluation du terme (θt + αt,(i)) dépend de l'orientation ab-solue du robot θt. En onséquene, hanger la ondition initiale sur le ap du robot (e quirevient à ajouter un angle parfaitement onnu sur θt) peut hanger la solution de l'algorithmede SLAM.On peut remarquer ave ette équation qu'ajouter une ondition initiale sur la positiondu robot ne hangera rien en pratique ar l'équation de mesure fait intervenir les termes
(
x(i) − xt
) et (y(i) − yt) qui éliminent ette ondition initiale. Cei n'est malheureusementpas le as ave l'orientation.6.3.4 Solution proposéeNous avons vu à travers les deux exemples préédents que l'orientation des axes a unrle ertain dans la solution de l'algorithme de SLAM par intervalles. Pour haque positiondu robot, on peut trouver une orientation des boites qui minimisera l'aire de la boîte. Onpeut appliquer le même raisonnement sur les boîtes assoiées aux amers.Trouver analytiquement la meilleure orientation pour haque boîte ne semble pas possi-ble. Par ailleurs, e problème n'est pas ruial dans le sens où il ne provoque pas d'inonsis-tane ; l'algorithme sera uniquement trop pessimiste.Pour tenir ompte de e problème, nous hoisissons d'appliquer l'algorithme initial enutilisant plusieurs onditions initiales onernant l'orientation du robot :1. Dans un premier temps, nous appliquons l'algorithme initial ave θ0 = 0 puis noussauvegardons les résultats.2. Ensuite, nous projetons la solution obtenue dans un nouveau repère orrespondant àl'appliation de l'algorithme ave θ0 = φ1. La projetion eetuée fait augmenter lataille des boîtes initiales. Mais la nouvelle appliation de l'algorithme fera diminuer lataille de ertaines bites.3. A la n de la seonde appliation de l'algorithme, nous omparons les aires des nou-velles positions du robot par rapport à elle obtenues ave l'appliation préédente.Nous onservons les solutions les moins onservatives (au sens de l'aire des retangles).RR n° 6602
42 C. Joly & P. Rives4. Nous pouvons ensuite appliquer les points 2 et 3 ave d'autres valeurs de θ0.6.3.5 Etude du gain apporté sur une simulationNous proposons dans e paragraphe de présenter le gain obtenu en appliquant l'algo-rithme présenté en 6.3.4. Pour ela, nous omparons les résultats obtenus en simulation avel'algorithme  lassique  à eux obtenus ave l'algorithme optimisé.Les aratéristiques de la simultation sont : Vitesse onstante : 1.5m.s−1 Vitesse de rotation onstante : 0.15rad.s−1 Contrainte de non-honolomie respetée Erreur sur la vitesse mesurée :10 uniforme dans l'intervalle −[0.05, 0.05]m.s−1 Erreur sur la vitesse de rotation mesurée : uniforme dans l'intervalle [−0.03, 0.03]rad.s−1 Pas d'erreur de modèle supplémentaire : (νft = 0) Erreurs sur les mesures des amers uniformes (gisement et élévation) dans l'intervalle :
[−0.0175, 0.0175]rad ([−1, 1]deg)L'algorithme de SLAM néessite d'utiliser des intervalles onsistants pour les données. Nousallons utiliser les vrais intervalles (dénis i-dessus) dans l'exéution de l'algorithme.En e qui onerne l'algorithme optimisé, nous utilisons 11 valeurs pour θ0 : 0deg, 10deg,20deg, 30deg, 40deg, 45deg, 50deg, 60deg, 70deg, 80deg.Les résultats obtenus sont présentés sur les gures 8 à 12. Dans le as présent, les gainsobtenus en tenant ompte des orientations sont très importants : l'algorithme initial onvergeen eet vers une solution qui est très onservatrie. Le araère irulaire de la trajetoirepermet de bien mettre en évidene l'importane du paramètre  orientation des boîtes .Enn, on pourra remarquer sur la gure 8 que les amers semblent tous être orientés versl'origine du repère. Nous n'analysons pas e phénomène en détail, mais intuitivement, eiest dû au fait que tous les amers sont observés pour la première fois à l'instant initial. Laposition du robot à et instant étant parfaitement onnue, le ne d'observation initial à deforte hanes d'être plus préis que eux obtenus aux instants suivants. Cei onduit alorsnaturellement à orienter les boîtes des amers dans ette position.
10Les simulations sont eetuées à éhantillonnage temporel onstant et les vitesses sont simulées on-stantes entre haque instant. Ainsi, onsidérer que les entrées sont les vitesses (axiales ou de rotation) ou lesinréments (de distane ou de rotation) est équivalent. INRIA
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ô
ıt
e
(m
3
)
 
 
Algorithme de base
Algorithme optimisé
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Bôıtes contenant les positions (algorithme de base)
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46 C. Joly & P. Rives7 Résultats obtenusNous présentons dans ette setion les résultats obtenus en simulation. Nous présen-tons dans un premier temps les aratéristiques ommunes à toutes les simulations. Nousmontrons dans le paragraphe 7.2 les résultats obtenus pour le as gaussien. Nous voyonsensuite les résultats obtenus lorsque les erreurs sont uniformes et entrées (paragraphe 7.3).Le paragraphe 7.5 présente les résultats obtenus lorsqu'on fait varier la visibilité des amers.Nous eetuons ensuite quelques remarques sur la onsistane du GraphSLAM dans le para-graphe 7.6. Nous ommentons enn les temps de alul dans le paragraphe 7.7.7.1 Desription des simulationsNous présentons ii les aratéristiques ommunes à toutes les simulations.7.1.1 Caratéristiques de la simulationLa trajetoire simulée est à vitesse de translation et de rotation onstantes : V = 1.5m.s−1 ω = 5π180 rad.s−1Cei orrespond à un erle de rayon 17.2m. L'essai dure 150s, e qui permet d'eetuerenviron 2.1 tours.En e qui onerne les amers, nous utilisons dans toutes les simulations une arte de 200amers répartis uniformément autour de la trajetoire : entre -30m et 30m en e qui onerne la oordonnée x, entre -10m et 50m en e qui onerne la oordonnée y, entre 0m et 10m en e qui onerne la oordonnée z.La trajetoire ainsi que la arte d'amers sont représentés sur la gure 13.7.1.2 Mode opératoireA partir de la trajetoire dérite préédemment, nous allons générer plusieurs senarii.Ceux-i sont la plupart du temps générés en fontion des hypothèses eetuées sur les erreurs(distribution, amplitude).En e qui onerne les bruits, nous eetuons les hypothèses suivantes : Nous n'ajoutons pas de omposante de vitesse transversale lors de la génération de latrajetoire, Nous n'ajoutons pas de bruit additif lors de la génération de la trajetoire.Néanmoins, les ltres utiliseront des réglages laissant ouverte la possibilité d'erreur sur esparamètres : les matries de varianes-ovarianes (et intervalles) assoiés ne seront donpas réduits à zéro. Les valeurs utilisées pour les réglages sont :GraphSLAM : on utilisera Qf = diag (0.0012m2, 0.0012m2, 0) et σdsy = σdsx/100SLAM par intervalles : on ajoute à haque prédition l'intervalle [−0.001, 0.001]m surles oordonnées x et y du robot. Les bornes utilisées pour l'intervalle sur la vitesseINRIA
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arré jaune) est obtenue après unpeu plus de deux tourstransversale sont prises égales au entième des bornes utilisées pour la vitesse longitu-dinale.De plus, nous supposons que l'assoiation des données est onnue. Enn, tous les amerssont visibles à haque instant (sauf les as traités au paragraphe 7.5).7.1.3 Résultats étudiésPour haque sénario, nous observons la qualité de l'estimation ainsi que la onsistanedes algorithmes. Les amers et la trajetoire du robot seront traités séparément.En e qui onerne la onsistane du GraphSLAM, on s'attahera à vérier si haqueposition x, y (robot à l'instant t et amers) est onsistante en terme d'ellipse de onane à
99% et si l'orientation l'est en terme d'enveloppe de onane à 99%. En e qui onernele robot, nous séparons l'état en position et orientation ar l'ellipse assoiée à la positiona une interprétation géométrique direte. On peut en eet omparer l'aire de ette ellipseave l'aire de la boîte du SLAM par intervalles (e qui ne serait pas le as si on onsidéraitl'ellipsoïde assoié à tout l'état du robot).
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48 C. Joly & P. RivesEn e qui onerne le SLAM par intervalles, on alulera les boîtes assoiées à haqueposition du robot et haque amer. On pourra ainsi vérier si es boîtes ontiennent la positionréelle et si elles sont ou non trop pessimistes.Pour omparer les performanes des deux algorithmes, on omparera l'aire (resp. vol-ume) des régions assoiées à haque position du robot (resp. amers). En e qui onerne leSLAM par intervalles, il s'agit de l'aire (resp.volume) de haque boîte. En e qui onernele GraphSLAM, on alulera l'aire de l'ellipse (resp. ellipsoïde) de onane à 99%. Pour edernier as, les aires et volumes sont proportionnels à √detΣ où Σ désigne la matrie devarianes-ovarianes assoiée à la position étudiée (de taille (2,2) ou (3,3) suivant le as).Le alul détaillé des oeients de proportionalité est en annexe A.Remarque 7.1 (Limitations de l'étude onernant le GraphSLAM)On remarquera en e qui onerne le GraphSLAM qu'on ne s'intéresse qu'aux positionsmarginales. On ne herhe pas à savoir si les orrélations entre les diérents amers et posi-tions sont onsistantes. Seul le oeient de orrélation pour une position donnée est pris enompte ar il a une interprétation géométrique forte sur l'emplaement d'un point (il nousdonne l'orientation de l'ellipse).Cei ne pose pas de problème en pratique. L'utilisateur du SLAM souhaite avant tout réupérerla position du robot et la position des amers ave une enveloppe de onane pour hauned'elles. Le maintien des orrélations est utile pour l'algorithme de SLAM mais ne onstituepas une n en soit. D'ailleurs, la onsistane des orrélations onditionne généralement laonsistane de la solution nale.7.2 Le as gaussien entréNous présentons dans ette setion les résultats obtenus en simulant l'hypothèse gaussi-enne sur l'ensemble des bruits. Tous les bruits seront don générés ave la fontion randnde Matlab. Nous présentons d'abord les résultats obtenus ave l'algorithme de GraphSLAM,et ensuite les résultats obtenus ave l'algorithme de SLAM par intervalles. Pour les deuxas, nous onsidérons les 4 senarii. Ceux-i sont dérits dans le tableau 4.7.2.1 GraphSLAMNous présentons ii les résultats obtenus ave l'algorithme de GraphSLAM. Les paramètresutilisés dans le réglage des ltres sont les paramètres réels utilisés pendant la simulation.Les résultats obtenus sont présentés sur les gures 14 à 18. La gure 14 montre l'allure de la trajetoire obtenue ainsi que les ellipses de on-ane pour le premier sénario. Visuellement, l'algorithme est onsistant (toutes lesestimations sont à l'intérieur des ellipses à 99%). De plus, elles-i ne semblent paspessimistes en regard de la qualité de la trajetoire odométrique. Des résultats trèssimilaires peuvent être obtenus ave les autres senarii. La gure 15, quant à elle, montre le résultat obtenu en e qui onerne le position-nement des amers pour le premier sénario. Là aussi, les résultats sont onsistants.
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énario Desription Commentaires1  Erreur sur V x : gaussienne ave σV x = 0.1m.s−1 Erreur sur ω : gaussienne ave σω = 0.1rad.s−1 Erreur sur α : gaussienne ave σamer = π180 rad Erreur sur β : gaussienne ave σamer = π180 rad Les erreurs générées sur les entrées sonttrès importantes. Celles sur les mesures desamers sont assez faibles. Cei permet detester les algorithmes dans des onditionsoù il est diile d'obtenir un bon a priorisur la trajetoire.2  Erreur sur V x : gaussienne ave σV x = 0.1m.s−1 Erreur sur ω : gaussienne ave σω = 0.1rad.s−1 Erreur sur α : gaussienne ave σamer = 0.1π180 rad Erreur sur β : gaussienne ave σamer = 0.1π180 rad Les erreurs générées sur les entrées sonttrès importantes. Celles sur les mesures desamers sont très faibles. Cei permet detester la apaité des algorithmes à utiliserune information très préise onernant lesamers.3  Erreur sur V x : gaussienne ave σV x = 0.025m.s−1 Erreur sur ω : gaussienne ave σω = 0.005rad.s−1 Erreur sur α : gaussienne ave σamer = 3π180 rad Erreur sur β : gaussienne ave σamer = 3π180 rad Les erreurs générées sur les entrées sontfaibles. Celles sur les mesures des amerssont fortes. Cei permet de tester les algo-rithmes lorsqu'ils ont un bon a priori surla trajetoire mais de mauvaises mesuresd'amer.4  Erreur sur V x : gaussienne ave σV x = 0.05m.s−1 Erreur sur ω : gaussienne ave σω = 0.01rad.s−1 Erreur sur α : gaussienne ave σamer = 1π180 rad Erreur sur β : gaussienne ave σamer = 1π180 rad Cas moyenTab. 4  Senarii pour le as gaussien entré Les gures 16 et 17 présentent les aires et volumes obtenus onernant les positionsdu robot et des amers en fontion du sénario. On peut remarquer que es paramètressont très faibles : les aires sont inférieures à 1m2 en e qui onerne le robot et lesvolumes sont très inférieurs au mètre ube en e qui onerne les amers. Dans tous lesas, on se rend ompte que les aires des ellipses assoiées aux positions du robot ont desvariations bien partiulières : elles augmentent et diminuent suessivement au fur et àmesure de la trajetoire. Cei est dû au aratère irulaire de la trajetoire. Les amersprohes du point de départ auront naturellement une inertitude plus faible (même sitous les amers sont vus en même temps et à toutes les positions).11 Lorsqu'on s'éloignedu point de départ, on ommene à aumuler des inertitudes. Même si l'algorithmede GraphSLAM tend à les minimiser au maximum, elles sont inévitables. Ainsi, leretour à la position initiale fait qu'on se rapprohe des amers les mieux estimés. La gure 18 présente la qualité de l'estimation de l'orientation du robot. Dans tousles as, elle est largement onsistante. On peut juste remarquer qu'une grande erreursur les données odométriques ne favorise pas l'algorithme (et e même ave de bonnesmesures) et le rend pessimiste (senarii 1 et 2).Dans tous les as, on peut remarquer que l'algorithme de GraphSLAM est onsistant.La trajetoire nale obtenue est toujours très prohe de la trajetoire réelle, et e mêmelorsque la trajetoire obtenue par odométrie pure est très mauvaise (f. senarii 1 et 2). Le11Cei provient d'une propriété de la matrie jaobienne onernant les mesures. Les oeients de elle-iaugmentent lorsque la distane à l'amer diminue.RR n° 6602
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omportement de et algorithme est don très bon lorsque les hypothèses d'erreurs entréeset gaussiennes sont respetées.
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54 C. Joly & P. Rives7.2.2 SLAM par intervallesNous présentons ii les résultats obtenus ave l'analyse par intervalles. Avant de lesprésenter, il onvient de remarquer que le as gaussien n'est pas adapté à l'analyse parintervalles. En eet, les erreurs gaussiennes ne sont pas bornées alors que l'algorithme deSLAM par intervalles néessite la bornitude des erreurs.Néanmoins, nous allons utiliser notre algorithme en dénissant des bornes qui serontdes fontions des varianes utilisées pour les erreurs. Pour haque sénario, nous testons 2possibilités :1. Nous prenons omme intervalles possibles pour les erreurs [−4σ, +4σ] (où σ est l'éarttype de l'erreur onsidérée). Dans le as gaussien, et intervalle permet d'assurer queplus de 99% des réalisations sont dans l'intervalle.2. Il est possible que les intervalles préédents onduisent à une solution beauoup troppessimiste. Dans e as, nous le réutilisons ave les intervalles à 3 éarts types :
[−3σ, +3σ].Ces bornes ne ontiennent pas foremment l'erreur réelle des apteurs. Ainsi, l'hypothèsede onsistane des intervalles utilisés n'est pas vériée. Cei est d'autant plus vrai pour letroisième as testé. Il n'est don plus garanti que la solution obtenue soit onsistante. Parailleurs, il est possible que l'algorithme ait à faire l'intersetion d'intervalles disjoints : eionduit à l'arrêt du programme.Les résultats obtenus onernant l'état du robot et des amers sont présentés sur les gures19 à 23.12 Seul le as à 4σ a permis d'obtenir des résultats. Le as à 3σ a systématiquementonduit à eetuer des intersetions vides (e qui n'est pas surprenant). Nous n'avons obtenudes résultats que pour les senarii 2 à 4. Dans le as du premier sénario, l'estimation estdevenue trop pessimiste et il a été impossible de aluler une solution jusqu'à l'instant nal.13Les gures 19 à 21 mettent en évidene le aratère pessimiste du SLAM par intervalles.En eet, les intervalles obtenus sont en général très grands alors que les erreurs d'estimation(si on onsidère le entre des boîtes) sont bien plus faibles. Par ailleurs, les tailles des boîtesonernant les positions du robot sont visuellement très grandes en omparaison ave l'erreurde l'odométrie. Enn, les gures 22 et 23 viennent appuyer le fait que le SLAM par intervallesest très pessimiste. Les aires et volumes assoiés aux positions du robot et des amers sonten eet très grandes ; les résultats obtenus par le SLAM par intervalles ne semblent pasexploitables.7.2.3 Conlusion quant au as gaussien entréNous avons présenté dans e paragraphe les résultats onernant le as gaussien entré.Dans tous les as, les algorithmes se sont avérés onsistants. Néanmoins, l'algorithme deSLAM par intervalles fait preuve d'un pessimisme exagéré.12En e qui onerne les amers, seuls 20 d'entre eux sont visualisés. Cei permet de garder la gure lisible.13L'inertitude sur l'orientation atteint +/ − 85 degrés, et il est impossible ensuite d'estimer la n de latrajetoire.
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Trajectoire odo
Bôıtes robot
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58 C. Joly & P. RivesDans tous les as, l'algorithme de GraphSLAM est supérieur à elui de SLAM par inter-valles. Ainsi, lorsque les distributions des erreurs de nos apteurs sont gaussiennes et entrées,l'algorithme de GraphSLAM fournira d'exellents résultats pourvu que les paramètres soientonnus (si eux-i sont trop optimistes, le GraphSLAM sera inonsistant.14)7.3 Cas uniforme entréNous présentons dans ette setion les résultats obtenus en simulant l'hypothèse d'uneerreur uniforme et entrée sur l'ensemble des bruits. Tous les bruits seront don générés avela fontion rand de Matlab. Tout omme pour le as gaussien, nous testons les algorithmesave 4 senarii. Ceux-i sont donnés dans le tableau 5.Sénario Desription Commentaires5  Erreur sur V x : uniforme dans [−0.2,+0.2] m.s−1 Erreur sur ω : uniforme dans [−0.2,+0.2] rad.s−1 Erreur sur α : uniforme dans [− 1π
180
,+ 1π
180
] rad Erreur sur β : uniforme dans [− 1π
180
,+ 1π
180
] rad Les erreurs générées sur les entrées sonttrès importantes. Celles sur les mesures desamers sont assez faibles. Cei permet detester les algorithmes dans des onditionsoù il est diile d'obtenir un bon a priorisur la trajetoire.6  Erreur sur V x : uniforme dans [−0.2,+0.2] m.s−1 Erreur sur ω : uniforme dans [−0.2,+0.2] rad.s−1 Erreur sur α : uniforme dans [− 0.1π
180
, + 0.1π
180
] rad Erreur sur β : uniforme dans [− 0.1π
180
, + 0.1π
180
] rad Les erreurs générées sur les entrées sonttrès importantes. Celles sur les mesures desamers sont très faibles. Cei permet detester la apaité des algorithmes à utiliserune information très préise onernant lesamers.7  Erreur sur V x : uniforme dans [−0.05,+0.05] m.s−1 Erreur sur ω : uniforme dans [−0.01,+0.01] rad.s−1 Erreur sur α : uniforme dans [− 9π
180
,+ 9π
180
] rad Erreur sur β : uniforme dans [− 9π
180
,+ 9π
180
] rad Les erreurs générées sur les entrées sontfaibles. Celles sur les mesures des amerssont fortes. Cei permet de tester les algo-rithmes lorsqu'ils ont un bon a priori surla trajetoire mais de mauvaises mesuresd'amer.8  Erreur sur V x : uniforme dans [−0.05,+0.05] m.s−1 Erreur sur ω : uniforme dans [−0.05,+0.05] rad.s−1 Erreur sur α : uniforme dans [− 1π
180
,+ 1π
180
] rad Erreur sur β : uniforme dans [− 1π
180
,+ 1π
180
] rad Cas moyenTab. 5  Senarii pour le as uniforme entré7.3.1 GraphSLAMNous présentons ii les résultats obtenus ave le GraphSLAM lorsque les erreurs sontentrées et uniformes. Dans e as, nous ne respetons plus l'hypothèse gaussienne sous-jaente à l'algorithme et il y a un risque d'inonsistane.De plus, la nouvelle hypothèse onernant les bruits néessite de revoir le réglage desltres. Soit V la variane d'un bruit réparti uniformément entre les valeurs −a et a. On a14Cei est logique et n'est pas étudié ii. Nous souhaitons valider les algorithmes dans des hypothèses nominales  de fontionnement. INRIA
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V =
a2
3
(81)En onséquene, les varianes des ltres ont été réglées en utilisant l'équation 81 et les vraiesvaleurs onernant les bornes des intervalles.En pratique, on onstate que le ltre est onsistant dans les 4 senarii. Toutes les posi-tions sont bien dans les ellipses à 99%. Il en est de même pour l'orientation du robot qui estsystématiquement omprise dans l'enveloppe à 3σ. Les gures que l'on obtiendrait oner-nant l'estimation de la position du robot et des amers sont très semblables à la gure 14, etne sont pas représentées.Les aires (resp. volumes) des ellipses (resp. ellipsoïdes) à 99% obtenues sont donnéessur les gures 24 et 25. On retrouve des résultats assez similaires à eux obtenus dans leas gaussien, notamment pour l'évolution de l'aire des ellipses de la position du robot enfontion du temps.Au nal, on a onstaté un bon omportement de l'algorithme de GraphSLAM lorsqueles erreurs sont uniformes et entrées alors que l'on ne respete plus l'hypothèse lassique duGraphSLAM. Cei est en partie dû au fait que le bruit généré est blan et que l'on a utiliséla véritable variane du nouveau bruit pour le réglage. Une approhe naïve aurait onsisté àprendre pour haque valeur de σ le tiers de la borne supérieure de la boîte, de sorte à e quel'intervalle à 3σ ontienne environ 99% des réalisations. Cei aurait onduit à diviser par 3la variane dénie dans l'équation 81. En pratique, e type de réglage onduit à un résultattrop optimiste et inonsistant.
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e qui 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erne la position du robot :senarii 5 à 87.3.2 SLAM par intervallesNous présentons ii les résultats du SLAM par intervalles lorsque les erreurs sont entréeset réparties uniformément. Les boîtes obtenues en e qui onerne les positions du robot etdes amers sont présentées sur les gures 26 et 27 . Les aires et volumes obtenus sont quantà eux visibles sur les gures 28 et 29.On observe un meilleur omportement de l'algorithme lorsque l'erreur est répartie uni-formément que lorsqu'elle est gaussienne. En eet, on onstate que les boîtes obtenues sontvisuellement plus petites. Cei est 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rmé ave la visualisation des aires et volumes desboîtes. En e qui 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erne la position du robot, on retrouve toujours les variations dues àla trajetoire irulaire.La omparaison des résultats entre senarii montre qu'il est néessaire d'avoir au moinsune bonne odométrie ou des bonnes mesures. Ainsi, le sénario 5 ne fournit pas de bonsrésultats (en terme de taille des boîtes). Diviser la borne sur l'erreur de mesure par 10(sixième sénario) a permis d'améliorer nettement les résultats par rapport au sénario 5.7.3.3 Conlusion quant au as uniforme entréNous avons présenté ii les résultats obtenus par les deux algorithmes lorsque les erreurssont réparties uniformément mais entrées. Les deux algorithmes se sont avérés onsistants.RR n° 6602
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Numéro d’amer
Scénario 6
 
 
0 50 100 150 200
0
20
40
60
80
V
o
lu
m
e
(m
3
)
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énario 8  (a) Vue globale  (b) ZoomCe résultat était attendu en e qui onerne l'algorithme de SLAM par intervalles alors qu'ilétait moins évident en e qui onerne le GraphSLAM. Pour e dernier algorithme, la bonne onversion des bornes des intervalles en varianes  a beauoup ontribué à e résultat.De plus, on onstate que l'algorithme de SLAM par intervalles reste plus onservatifque le GraphSLAM. Cei est visible en omparant les gures 24 et 28 (aires assoiées auxpositions du robot) ainsi que les gures 25 et 29 (volumes assoiés aux positions des amers).La gure 30 illustre également l'aspet nettement plus onservatif du SLAM par intervalles.Néanmoins, l'éart de performanes est moins important que dans le as gaussien. Ladistribution uniforme des erreurs est plus favorable à l'algorithme de SLAM par intervalles.7.4 Cas uniforme biaiséNous présentons dans e paragraphe les résultats obtenus lorsque les erreurs sur lesapteurs ontiennent des biais. Simuler de telles erreurs devrait permettre de mettre enavant les bonnes performanes du SLAM par intervalles en e qui onerne la onsistane.Par ontre, on s'attend à avoir des problèmes en e qui onerne le GraphSLAM. Les deuxalgorithmes sont testés ave les 4 senarii présentés dans le tableau 6.Les réglages eetués pour les ltres ne tiennent pas ompte de la présene de biais.Nousles eetuons en supposant que toutes les erreurs sont uniformément répartieset entrées. Les bornes utilisées pour les senarii 9 à 12 sont :Erreur sur V x : dans [−0.1, +0.1] m.s−1Erreur sur ω : dans [−0.02, +0.02] rad.s−1Erreur sur z : dans [− 1π180 , + 1π180 ] rad pour les deux omposantesCes bornes permettent d'assurer la onsistane des intervalles. Pour haque intervalle, aumoins une des bornes orrespond à la borne réelle utilisée pour générer l'erreur (f. tableau 6).INRIA
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énario Desription Commentaires9  Erreur sur V x : uniforme dans [−0.1, 0] m.s−1 Erreur sur ω : uniforme dans [0,+0.05] rad.s−1 Erreur sur α : uniforme dans [− 1π
180
,+ 1π
180
] rad Erreur sur β : uniforme dans [− 1π
180
,+ 1π
180
] rad Biais sur les entrées mais pas sur lesmesures.10  Erreur sur V x : uniforme dans [−0.1,+0.1] m.s−1 Erreur sur ω : uniforme dans [−0.05,+0.05] rad.s−1 Erreur sur α : uniforme dans [0, + 1π
180
] rad Erreur sur β : uniforme dans [− 1π
180
, 0] rad Biais sur les mesures mais pas sur les en-trées.
11
 Erreur sur V x :1. uniforme dans [−0.1, 0] m.s−1 pendant la pre-mière moitié de l'essai2. uniforme dans [0,+0.1] m.s−1 pendant la se-onde moitié de l'essai Erreur sur ω :1. uniforme dans [0,+0.05] rad.s−1 pendant lapremière moitié de l'essai2. uniforme dans [−0.05, 0] rad.s−1 pendant laseonde moitié de l'essai Erreur sur α : uniforme dans [0, + 1π
180
] rad pendanttout l'essai Erreur sur β : uniforme dans [− 1π
180
, 0] rad pendanttout l'essai
Erreurs à biais variables sur les entrées et àbiais onstants sur les mesures.
12  Erreur sur V x : onstante à −0.1 m.s−1 Erreur sur ω : onstante à 0.05 rad.s−1 Erreur sur α : onstante à 1π
180
rad Erreur sur β : onstante à 1π
180
rad Erreurs onstantes égales à la limite de equi est admis au niveau des intervalles. Ils'agit a priori du sénario le plus défavor-able pour le GraphSLAM.Tab. 6  Senarii pour le as biaisé7.4.1 GraphSLAMLes résultats onernant le GraphSLAM sont mauvais. En eet, toutes les estimationssont inonsistantes ave le réglage initial. De plus, l'appliation du douzième sénario a faitdiverger l'algorithme (auun résultat retourné). Les gures 31 et 32 montrent l'inonsistanedes enveloppes à 99%, tant pour le robot que pour les amers (dans le as du neuvièmesénario).Nous avons alors essayé de modier les réglages du ltre. Nous avons multiplié l'ensembledes éarts types utilisés par 2, puis par 4, 8 et 16. Seule la multipliation par 16 a permisde rendre onsistants les résultats obtenus sur le neuvième sénéario (f. gures 33 et 34).Les senarii 10 et 11 ont onduit à des résultats inonsistants (pour toutes les tentatives deréglages), alors que le douzième sénario a systématiquement onduit à une divergene del'algorithme.Auune onlusion positive ne peut être tirée de e dernier résultat. En eet, même simultiplier les réglages d'éarts types par 16 a permis d'améliorer la onsistane de l'algo-
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énario préis, on ne peut en déduire de réglage global à appliquer pourontrer l'eet des biais.Néanmoins, on a pu onstater que les as inonsistants ne génèrent pas des trajetoiresabsurdes. En eet, la dérive globale de l'odométrie est en général ompensée et les amerssont disposés d'une façon ohérente. Ce qui est ii mis en ause est la très mauvaiseappréiation de l'erreur ommise.
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e qui 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PSfrag replaementsCoordonnée (m)Coordonnée (m)Fig. 33  Résultats du GraphSLAM en e qui onerne la trajetoire du robot : sénario 9 Réglage à 16σ
INRIA
Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 69
PSfrag replaementsCoordonnée (m)Coordonnée (m)Fig. 34  Résultats du GraphSLAM en e qui 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70 C. Joly & P. Rives7.4.2 SLAM par intervallesNous présentons ii les résultats onernant le SLAM par intervalles. Les gures 35 à 38montrent les boîtes obtenues pour l'état du robot et pour 40 amers. On peut onstater queles résultats sont onsistants omme ela était prévu. La gure 38 montre par ailleurs queles résultats fournis ne sont pas trop pessimistes par rapport aux hypothèses. En eet, leserreurs générées dans le douzième sénario représentent le pire as possible : elles sont à lalimite des intervalles admissibles. Dans e as, on s'attend à e que les boîtes obtenues avel'algorithme de SLAM soient à la limite de l'inonsistane, e qui est eetivement le as.Le résultat onernant l'orientation du robot est enore plus impressionnant : l'erreur réelleest onstamment égale à la limite inférieure onernant l'erreur admise.Les gures 39 et 40 présentent les aires et volumes obtenus. On onstate des variationsentre les senarii, bien que les réglages eetués soient identiques. Cela montre que la façondont sont générées les erreurs peut avoir une inuene assez onséquente sur le résultat.Néanmoins, les ordres de grandeurs obtenus sont omparables. On retrouve également lesvariations lassiques dues au aratère irulaire de la trajetoire.
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lusion quant au as biaiséLes résultats quant au as biaisé montrent bien la supériorité du SLAM par intervallesdans e as. Alors qu'il est impossible de garantir la onsistane du GraphSLAM, l'algorithmede SLAM par intervalles n'a posé auun souis en e qui onerne le traitement des biais,qu'ils soient variables ou non.7.5 Résultats en visibilité réduiteDans tous les résultats présentés dans les senarii 1 à 12, tous les amers sont visibles àhaque instant. Il s'agit de onditions très favorables pour les algorithmes. Nous présentonsdans e paragraphe quelques résultats obtenus lorsque tous les amers ne sont pas visiblessimultanément. Nous avons repris le huitième sénario et avons testé quatre as :1. Les amers sont visibles à une distane innie mais ave un angle de gisement omprisentre -60deg et 60deg.2. Les amers sont visibles à une distane innie mais ave un angle de gisement omprisentre -90deg et 90deg.3. Les amers sont visibles à l'intérieur d'un ylindre entré sur le robot, de hauteur innieet de rayon 17m.4. Les amers sont visibles à l'intérieur d'un ylindre entré sur le robot, de hauteur innieet de rayon 20m.Les deux premiers as peuvent se rapproher d'un as où on observe un environnementouvert ave une améra perspetive (angle de vision réduit). Les deux autres, quant à eux,se rapprohent plus du as d'un robot dans un environnement fermé (omme un ouloir),mais ave une améra omnidiretionnelle (pas de restrition quant à l'angle d'observation).Dans tous les as, l'assoiation des données est onnue.Les résultats onernant les aires et volumes des zones de onane sont fournis dans lesgures 41 à 44.Les résultats onernant le GraphSLAM sont très prohes de e qui a déjà été observédans le sénario 8 en e qui onerne les aires assoiées à la position du robot. En equi onerne les volumes des ellipsoïdes de onane, ils sont globalement assez prohesdes résultats initiaux. Certains amers ont néanmoins des enveloppes dont le volume estmultiplié par 10 voire 100, mais ela reste marginal.15 Par ailleurs, l'algorithme est toujoursresté onsistant.
15On peut noter que le volume de la majorité des amers reste très faible. Néanmoins, une multipliationdu volume par 100 peut être vue omme une multipliation de la taille des axes par 4 ; la taille des axes desellipsoïdes des amers reste don du même ordre de grandeur. INRIA
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he, les résultats du SLAM par intervalles sont nettement dégradés. Cei estpar ailleurs illustré sur les gures 45 et 46 (à omparer ave les gures 26 et 27 pages 61-62). Les dégradations sont nettement visibles sur la qualité du positionnement des amers.L'estimation de la trajetoire du robot reste aeptable (notamment pour le as 2). Onremarque enn l'apport de la fermeture de boule sur la gure 45 : la partie gauhe duerle de la trajetoire (pourtant observée en dernier) possède des boîtes plus petites que lapartie haute (pourtant observée avant), ei grâe à la réobservation des amers initiaux.
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Numéro d’amer
Cas 2
 
 
0 50 100 150 200
−1000
0
1000
2000
3000
4000
5000
V
ol
u
m
e
(m
3
)
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Bôıtes SLAM
PSfrag replaementsCoordonnée (m)Coordonnée (m)Fig. 45  Résultats du SLAM par intervalles onernant la trajetoire du robot : sénario 8visibilité diminuée  Les trajetoires odométriques sont diérentes ar les éhantillons debruit le sont. En revanhe, les paramètres sont identiques et les bruits toujours entrés. Lerésultat n'est don pas impaté par l'utilisation d'éhantillons diérents.
INRIA
Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 79
−50
0
50
−100
0
100
0
5
10
15
Coordonnée x (m)
Cas 1
Coordonnée y (m)
C
o
or
d
on
n
ée
z
(m
)
−50
0
50
−100
0
100
0
5
10
15
Coordonnée x (m)
Cas 2
Coordonnée y (m)
C
o
or
d
on
n
ée
z
(m
)
−50
0
50
−50
0
50
0
5
10
15
Coordonnée x (m)
Cas 3
Coordonnée y (m)
C
o
or
d
on
n
ée
z
(m
)
−40
−20
0
20
40
−50
0
50
100
0
5
10
15
20
 
Coordonnée x (m)
Cas 4
Coordonnée y (m) 
C
o
or
d
on
n
ée
z
(m
)
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e du GraphSLAM par le alul de l'erreur quadratique normalisée7.6 Remarque sur la onsistane du GraphSLAMNous avons vu dans les paragraphes 7.2 et 7.3 que l'algorithme de GraphSLAM estonsistant lorsque les erreurs sont entrées et le ltre bien réglé (senarii 1 à 8 et les 4 essaisà visibilité réduite). Par ailleurs, la taille des ellipses semble raisonnable. Nous proposonsde onrmer e dernier résultat en alulant l'estimation normalisée de l'erreur quadratique(NEES16) pour les positions du robot. Cela revient à aluler pour haque sénario la variable
ǫt dénie ainsi :
ǫt =
(
xV rait,Pos − xt,Pos
)T
Σ−1t,Pos
(
xV rait,Pos − xt,Pos
) (82)où xV rait,Pos désigne la vraie position du robot à l'instant t (xt et yt), xt,Pos la position fourniepar le GraphSLAM et Σt,Pos la matrie de varianes-ovarianes assoiée.Lorsque le ltre est onsistant, la variable ǫt suit une loi du χ2 à dim (xt,Pos) degrés deliberté. Pour que les résultats soient plus signiatifs, nous proposons de moyenner ettevariable sur l'ensemble des 12 senarii délarés onsistants. Cette méthode est elle utiliséedans [2℄ pour montrer l'inonsistane de l'EKF-SLAM.Soit ǫit la valeur de ǫt assoié au sénario i et à l'instant t. Si le ltre est onsistant,la variable ∑12i=1 ǫit suit une loi du χ2 à 12 dim (xt,Pos) degrés de liberté (don 24 degrésde liberté dans notre as). Ainsi, 95% des réalisations de 112 ∑12i=1 ǫit sont omprises dansl'intervalle [0.892, 3.11]. Si le alul du NEES moyen est majoritairement en dessous de0.892, le ltre sera trop pessimiste. S'il est majoritairement au dessus de 3.11, il sera tropoptimiste et don inonsistant.La gure 47 montre que l'algorithme de GraphSLAM est onsistant sans être trop pes-simiste. Cei onrme les résultats observés dans les paragraphes 7.2 et 7.3.16Normalised Estimation Error Squared
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alulNous eetuons dans e paragraphe quelques remarques onernant les temps de aluldes deux algorithmes. Nous n'avons pas étudié en détails la omplexité des algorithmes(qui ne sont par ailleurs pas optimisés). Ce paragraphe est don onstitué de remarquespermettant de omprendre les fateurs qui interviennent dans les temps de alul.7.7.1 GraphSLAML'algorithme de GraphSLAM néessite le remplissage inrémental de la matrie d'in-formation et du veteur d'information. Cette opération ne néessite que peu de temps.L'étape outeuse en temps de alul est l'inversion du système pour retrouver les matriesde varianes-ovarianes et les espéranes assoiées aux diérents états. Etant donné que lamatrie d'information est globalement éparse, les fontions dédiées de Matlab sont utilisées.Ce temps augmente ave le nombre d'amers et le nombre de fois où ils sont observés (ma-trie d'information plus dense). Il y a enn une perte de temps supplémentaire liée au faitque nous ne traitons pas l'ensemble de la trajetoire dès la première itération an d'éviterd'avoir une trajetoire initiale trop mauvaise (f. paragraphe 4.3.1 page 25). Le nombre depas néessaire pour traiter l'ensemble de la trajetoire grandit don linéairement ave lavariane de l'erreur sur la mesure de vitesse de rotation du robot.7.7.2 SLAM par intervallesLe SLAM par intervalles ne néessite pas l'inversion de matries. Il s'agit ii de aluleritérativement l'intersetion d'intervalles. Le temps de alul mis augmente ave le nombred'amers vus ainsi que le nombre de positions traitées. Mais il est aussi dépendant de la tailledes intervalles assoiés aux mesures. Le nombre d'itérations néessaire pour onverger esten eet beauoup plus faible lorsque les intervalles initiaux ont une taille très faible. Enn,la nesse angulaire que l'on souhaite sur l'orientation des boîtes des amers a un impat surles temps de alul. Ce dernier augmente linéairement ave le nombre d'angles testés.7.7.3 En pratiqueEn pratique, le SLAM par intervalles s'est montré en général plus rapide que le Graph-SLAM. Par exemple, les temps d'exéution pour des onditions  normales  (sénario 8)sont de 1000s pour le GraphSLAM ontre 800s pour le SLAM par intervalles.Enn, auun des deux algorithmes n'est utilisable en temps réel sans modiations. Uneadaptation envisageable serait de ne traiter que des fenêtres loales. Ce dernier aspet né-essite une étude à part entière des nouvelles propriétés des algorithmes dans es onditions.7.8 Conlusion quant aux simulationsNous avons présenté dans ette setion les résultats obtenus par les deux algorithmes deSLAM en simulation. Ceux-i ont permis de mettre en évidene le bon omportement
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82 C. Joly & P. Rivesdu GraphSLAM lorsque les erreurs sont entrées et gaussiennes ou entrées etuniformes. Plus généralement, il semble que l'hypothèse d'erreur entrée et indépendantedans le temps suse pour que le GraphSLAM soit onsistant. Néanmoins, il faut que lesparamètres de varianes soient orretement hoisis.Les simulations ont également mis en évidene le omportement moyen du SLAM parintervalles dans le as gaussien. Le réglage de l'algorithme n'étant pas évident (l'hypothèsegaussienne n'implique pas de borne sûre sur l'erreur), le SLAM par intervalles a en généralonduit à des résultats trop pessimistes. Néanmoins, eux-i sont restés onsistants. Enrevanhe, le SLAM par intervalles a montré un bien meilleur omportement dans le as oùl'erreur est parfaitement bornée (et où les bornes sont onnues), même s'il a ontinué a restertrop pessimiste par rapport au GraphSLAM.La supériorité du SLAM par intervalles a été mise en évidene lorsque les er-reurs sur les apteurs sont biaisées. Alors que le GraphSLAM est inonsistant, le SLAMpar intervalles a retourné des résultats onsistants dont le niveau de pessimisme semble o-hérent ave le type d'erreur appliqué. Il onvient néamoins de rappeler une des hypothèses duSLAM par intervalles (hypothèse itée dans le théorème 73 page 31) : les intervalles utilisésen entrées sont onsistants. Cei signie qu'il n'y a auun outlier. Ainsi, la présene d'uneseule mesure aberrante peut sure à générer des intersetions vides empêhant la bonne exé-ution de l'algorithme. Ce problème est aussi présent ave le GraphSLAM, mais dans unemoindre mesure ; le support de la densité de probabilité gaussienne n'étant pas borné, laprésene de quelques mesures aberrantes17 peut être aeptable. Ainsi, il est reommandévoire indispensable (pour le SLAM par intervalle) de pré-traiter les mesures ave un algo-rithme robuste de rejet des points aberrants (et aspet n'est pas abordé dans e rapport).En onlusion, es simulations ne permettent pas de désigner un algorithme qui soitmeilleur dans tous les as de gure. Si les erreurs de nos apteurs sont entrées, le hoixd'une méthode probabiliste semble plus judiieux. Mais si e n'est pas forément le as, leSLAM par intervalles donnera de meilleurs résultats. Il faut néanmoins que les bornes deserreurs ne soient pas trop grandes pour que le résultat reste exploitable. Dans le as où leserreurs ne sont pas entrées, l'algorithme de GraphSLAM donnera en général des résultatsexploitables18 mais inonsistants.8 Conlusion et perspetivesNous avons présenté dans e doument deux algorithmes de SLAM. Le GraphSLAMest basé sur une approhe probabiliste alors que le SLAM par intervalles est basé sur uneapprohe déterministe. Nous avons étudié en détails l'appliation de es algorithmes auas du SLAM 2D/3D. Nous avons tenté d'apporter une solution à tous les problèmes pra-tiques posés, les deux prinipaux étant l'initialisation des amers (GraphSLAM et SLAM par17La fréquene des points aberrants doit être ompatible ave la loi gaussienne.18Dans le sens où la position retournée est ohérente ave la réalité. Par exemple, on retrouvait bien laaratère irulaire de la trajetoire dans les simulations. Même si elle-i n'est pas exate et que l'erreurprédite n'est pas bonne, il n'y a pas une divergene totale.
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Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 83intervalles) et le problème d'orientation des boîtes (SLAM par intervalles). Une étude en sim-ulation sur une trajetoire simple a permis de mettre en évidene les prinipaux avantageset inonvénients des deux algorithmes.La première suite à donner à es travaux est l'extension au as 3D omplet. Ce passagefait largement augmenter la omplexité des algorithmes. En eet, on double diretement lenombre de degrés de liberté assoiés à la position du robot (on passe de 3 à 9). Cela néessiteen outre redénir e qui remplaera l'odométrie (si elle est remplaée) pour eetuer laprédition des 6 degrés de liberté du robot.La seonde extension prévue à es travaux est l'étude de l'intérêt des artes loales. Nouspensons atuellement que elles-i peuvent améliorer les résultats du SLAM par intervalles.Par exemple, lorsque l'inertitude sur la position du robot est grande, l'inertitude desamers prohes de ette position est grande aussi. Ainsi, l'inertitude sur ertains paramètresloaux de la arte (omme la distane entre amers) risque d'être très élevée. Il serait peut-êtrepossible de la rendre plus faible en réant une arte loale (ar l'inertitude sur la position durobot serait faible, e qui impliquerait une inertitude plus faible sur la position des amersdans la arte loale). Cei peut être vu omme une façon  manuelle  de prendre en ompteles orrélations existants entre les amers (l'équivalent des ovarianes entre amers diérentsn'existe pas enore dans notre approhe de SLAM par intervalles). Nous omptons donévaluer l'intérêt et les performanes d'une telle approhe. Par ailleurs, e type d'approheommene à être étudié dans le as du SAM ([15℄).Enn, il est prévu d'appliquer les algorithmes sur des données réelles, an de ompléterl'évaluation faite en simulation. Pour ela, nous utiliserons des données aquises ave le robotANIS (traversée d'un ouloir). Le apteur de mesure utilisé est une améra omnidiretion-nelle.
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86 C. Joly & P. RivesANNEXEA Coeients assoiés aux ellipses de onaneNous présentons dans ette setion des oeients assoiés aux ellipses et ellipsoïdes deonane à P%.A.1 GénéralitésNous présentons dans ette setion des généralités onernant les enveloppes de on-ane à P% dans le as gaussien. Nous rappelons d'abord brièvement les raisons du hoixd'ellipsoïdes de onane. Nous eetuons ensuite quelques remarques onernant la formeutilisée pour les matries de varianes-ovarianes.Soit p une densité de probabilité gaussienne d'espérane µ (ave dim µ = n) et de matriede varianes-ovarianes Σ. On a alors :
p (x) =
1
√
(2π)
n
detΣ
exp
(
−1
2
(x− µ)T Σ−1 (x− µ)
) (83)D'après l'équation 83, les zones isoprobables sont des ellipsoïdes entrés sur µ d'équation :
(x− µ)T Σ−1 (x− µ) = K2 (84)où K est une onstante positive.Il appraît  naturel  de hoisir omme frontière de zone de onane une zone équiprobable.En onséquene, les zones de onane herhées sont des ellipsoïdes vériant l'équation 84.Lorsqu'on onnaît µ, K et Σ, la probabilité que x soit à l'intérieur de l'ellipsoïde déni en84 est :
P = P
(
(x− µ)T Σ−1 (x− µ) ≤ K2
) (85)On a don :
P =
∫∫
ellipse
p (x)dx ou P = ∫∫∫
ellipsoı̈de
p (x)dx (86)La valeur de K hoisie dépend de la valeur de P souhaitée. Par ailleurs, on a lim
P→0
K = 0 et
lim
P→1
K = +∞.A.2 Cas partiulier traitéDans les setions suivantes, nous herherons à aluler l'aire (ou le volume) des ellipses(ou ellipsoïdes) de onane à P% en fontion de P , de la matrie de varianes-ovarianeset de l'espérane de la densité de probabilité onsidérée. Il est lair que la valeur herhéeest indépendante du entre de l'ellipsoïde, et don de µ. Dans la suite de ette setion, nouseetuerons tous nos aluls ave µ = 0. INRIA
Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 87De plus, Σ est une matrie symétrique réelle dénie positive (propriété d'une matrie devarianes-ovarianes non dégénérée). En onséquene, elle est diagonalisable dans une baseorthonormée. On a don :
Σ = PT DP (87)où D est une matrie diagonale (à oeients positifs) et P est une matrie vériant
PTP = I. Une nouvelle équation de l'ellipse dénie en 84 est :
(Px)
T
D−1 (Px) = K2 (88)Etant donné que la matrie P ne modie pas la norme de x, le volume de l'ellipsoïdeparamétré par µ, Σ et K (équation 84) est identique au volume de l'ellipsoïde paramétrépar 0, D et K.En onséquene, les études qui suivent seront simpliés par l'utilisation de la matriediagonale assoiée à Σ et de µ = 0.A.3 Cas 2D : ellipses de onaneNous onsidérons dans e paragraphe le as 2D. Soient σ21 et σ22 les valeurs propres dela matrie de varianes-ovarianes onsidérée. Nous proposons d'abord de aluler K enfontion de P , puis d'en déduire le volume assoié.A.3.1 Calul de KConsidérons d'abord K xé. Cherhons la probabilité P d'appartenir à l'intérieur del'ellipse de onane dénie par Σ et K. Celle-i est donnée par :
P =
∫∫
ellipse
1
√
(2π)
2
detΣ
exp
(
−1
2
xT D−1x
)
dx (89)En notant x1 et x2 les omposantes du veteur x, on obtient :
P =
∫∫
ellipse
1
2πσ1σ2
exp
(
− x
2
1
2σ21
− x
2
2
2σ22
)
dx1dx2 (90)soit :
P =
1
2πσ1σ2
∫∫
ellipse
exp
(
− x
2
1
2σ21
− x
2
2
2σ22
)
dx1dx2 (91)soit désormais le hangement de variable (x1, x2) 7→ (ρ, θ) tel que :
{
x1 = ρσ1 cos θ
x2 = ρσ1 sin θ
(92)
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88 C. Joly & P. RivesCe hangement de variable permet de parourir entièrement (et uniquement) l'intérieur del'ellipse si on fait varier ρ entre 0 et K et si on fait varier θ entre 0 et 2π. De plus, le jaobiende e hangement de variable vaut ρσ1σ2. L'équation 92 devient don :
P =
1
2πσ1σ2
∫ 2π
0
∫ K
0
σ1σ2ρ exp
(
−1
2
ρ2
)
dρdθ
⇔ P = 2πσ1σ2
2πσ1σ2
∫ K
0
exp
(
−1
2
ρ2
)
dρ
⇔ P =
[
−e−ρ2/2
]K
0
⇔ P = 1− e−K2/2 (93)On peut alors déduire de l'équation 93 :
K =
√
−2 log (1− P ) (94)A.3.2 Calul de l'aire de l'ellipseNous avons vu au paragraphe préédent omment aluler le paramètre K de l'ellipse enfontion de la probabilité P souhaitée. Nous allons désormais en déduire l'aire de l'ellipse.L'équation de l'ellipse paramétrée par D et K est :
xT D−1x = K2 (95)soit :
x21
(Kσ1)
2 +
x22
(Kσ2)
2 = 1 (96)Il s'agit don d'une ellipse dont les demi-axes valent Kσ1 et Kσ2. Son aire vaut don
πK2σ1σ2. Sahant que detΣ = detD = σ21σ22 , on en déduit l'aire de l'ellipse à P% as-soiée à la matrie de varianes-ovarianes Σ :
A = −2π log (1− P )
√
detΣ (97)pour P = 99%, on obtient :
A = 28.9351
√
detΣ (98)A.4 Cas 3D : ellipsoïdes de onaneNous présentons ii le as 3D. Le prinipe est similaire au alul eetué en A.3. Nousallons d'abord tenter de trouver K en fontion de P , puis en déduire le volume de l'ellipsoïdeassoié.
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ul de KConsidérons d'abord K xé. Cherhons la probabilité P d'appartenir à l'intérieur del'ellipsoïde de onane déni par Σ et K. Celle-i est donnée par :
P =
∫∫∫
ellipsoı̈de
1
√
(2π)
3
detΣ
exp
(
−1
2
xT D−1x
)
dx (99)En notant x1, x2 et x3 les omposantes du veteur x, on obtient :
P =
1
2π
√
2πσ1σ2σ3
∫∫∫
ellipsoı̈de
exp
(
− x
2
1
2σ21
− x
2
2
2σ22
− x
2
2
2σ23
)
dx1dx2dx3 (100)soit désormais le hangement de variables (x1, x2, x3) 7→ (ρ, θ, ϕ) tel que :



x1 = ρσ1 cosϕ cos θ
x2 = ρσ1 cosϕ sin θ
x3 = ρσ3 sin ϕ
(101)Ce hangement de variables permet de parourir entièrement (et uniquement) l'intérieur del'ellipsoïde si on fait varier ρ entre 0 et K, θ entre 0 et 2π et ϕ entre −π/2 et π/2. Onpeut montrer que le jaobien de e hangement de variables est égal à σ1σ2σ3ρ2 cosϕ. Ainsi,l'équation 100 devient :
P =
1
2π
√
2π
∫ 2π
0
∫ π/2
−π/2
∫ K
0
ρ2 exp
(
−1
2
ρ2
)
cosϕdρdϕdθ (102)soit :
P =
1
2π
√
2π
∫ 2π
0
dθ
︸ ︷︷ ︸
2π
∫ π/2
−π/2
cosϕdϕ
︸ ︷︷ ︸
2
∫ K
0
ρ2 exp
(
−1
2
ρ2
)
dρ (103)on a don :
P =
√
2π
π
∫ K
0
ρ2 exp
(
−1
2
ρ2
)
dρ (104)L'intégrale à aluler dans l'équation 104 n'est pas triviale. On hoisit d'eetuer uneintégration par parties :
∫ K
0
ρ2 exp
(
−1
2
ρ2
)
dρ =
∫ K
0
ρ · ρe−ρ2/2dρ
=
[
−ρe−ρ2/2
]K
0
−
∫ K
0
−e−ρ2/2dρ
= −Ke−K2/2 +
∫ K
0
e−ρ
2/2dρ (105)RR n° 6602
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P (K) = −K
√
2π
π e
−K2/2 + erf
(√
2
2 K
)PSfrag replaementsCoordonnée (m)Coordonnée (m)Fig. 48  Probabilité d'être à l'intérieur de l'ellipsoïde en fontion de KL'intégrale restante dans l'équation 105 n'est pas alulable analytiquement ave les fon-tions usuelles. Ce type d'intégrale a onduit à la dénition de la fontion nommée fontiond'erreur et notée erf. Sa forme analytique est :
erf : R −→ [−1 1]
x 7−→ 2√
2π
∫ x
0
e−t
2
dt
(106)Un hangement de variable approprié permet d'obtenir :
∫ K
0
−e−ρ2/2dρ =
√
2π
2
erf
(√
2
2
K
) (107)En utilisant les équations 104, 105 et 107, on obtient :
P =
−K
√
2π
π
e−K
2/2 + erf
(√
2
2
K
) (108)Une étude de la fontion assoiant P à K permettrait de montrer que la fontion est biendénie sur [0 , +∞], roissante, ontinue, bijetive et ave lim
P→0
K = 0 et lim
P→1
K = +∞. Legraphique de P est donné sur la gure 48. INRIA
Bearing-only SLAM : méthode probabiliste vs. méthode déterministe 91Mais l'expression de P donnée dans l'équation 108 ne permet pas de retrouver K analy-tiquement. Nous avons don utilisé un solveur numérique (Maple) pour trouver le oeientadéquat. Pour P = 99%, on trouve :
K = 3.368214175A.5 Calul du volume de l'ellipsoïdeComme ela a été fait pour le as 2D, on peut montrer que le volume herhé est égalau volume d'un ellipsoïde dont les demi-axes sont Kσ1, Kσ2 et Kσ3. Son volume est don :
4
3πK
3σ1σ2σ3. Sahant par ailleurs que detΣ = detD = σ21σ22σ23 , on en déduit l'aire del'ellipse à P% assoiée à la matrie de varianes-ovarianes Σ :
V = 43πK3
√
detΣ (109)pour P = 99%, on obtient :
V = 160.0618
√
detΣ (110)
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