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In this article, we study an nth dimensional nonlocal boundary value problem for
a second order differential equation of SturmLiouville type. By using the linear
part of the boundary condition an equivalent integral equation is obtained and
then the nonlinear alternative fixed point result is applied. Some special cases are
also given.  2001 Academic Press
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1. INTRODUCTION
  nLet E be the interval 0, 1 of the real line  and let  be the
n-dimensional euclidean space. In this article we investigate when a
differential equation of the form
e P t x t  Nx t , t EŽ . Ž . Ž . Ž . Ž .Ž .
admits a solution x: E n satisfying the conditions
c x 0  0Ž . Ž .1
and
c Tx Bx.Ž .2
Ž .Here, for each t E, P t is an n n nonsingular matrix and N is a
continuous causal operator with domain
C1 E, n  x C1 E, n : x 0  0 4Ž . Ž . Ž .0
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0022-247X01 $35.00
Copyright  2001 by Academic Press
All rights of reproduction in any form reserved.
KARAKOSTAS AND TSAMATOS430
1Ž n. Ž Ž .Ž . Ž .Ž .and range L E, . Causal means that N satisfies Nx t  Ny t ,
Ž . Ž .   . 1Ž n. nwhenever x s  y s , s t; see, e.g., 10 . Also, T , B: C E, 0
are continuous operators with T linear.
This investigation is motivated by many nonlocal boundary value prob-
Ž  .lems discussed in the literature see, e.g., 310, 12, 13 and especially
 from 14, 15 . We want to elaborate a little on the form of the boundary
Ž . Ž . Ž .value problem e , c , c . First of all such a causal operator N includes1 2
Nemytskii type operators as well as Voltera integral operators. Also, the
case of delay effects of the solution x and of its first order derivative is
included. The coefficient P in the left side comes from the SturmLiou-
Ž . Ž .ville form. Now, boundary value conditions of the form c when B 02
include the so-called nonlocal and multi-point boundary value problems. It
Ž Ž . .is well known that the study of such problems when e is linear was
 initiated in 8, 9 and then a variety of articles followed them, starting with
 4 where a three-point boundary value problem for a nonlinear ordinary
Ž .differential equation with P 1 was studied. Boundary value problems
for such equations, even in an abstract setting, have already been investi-
 gated in 11 , but associated with two-point boundary conditions. Apart of
the use of the Green’s function for the linear case and the upperlower
Žsolutions method for the nonlinear case developed mainly by
Lakhsmikantham and Leela in their fruitful work on boundary value
 .problems, published elsewhere; see, also, 1 , many techniques have re-
cently been developed to give existence results for such kinds of problems.
These techniques lie in the use of fixed points theorems applied to an
Ž .appropriate usually completely continuous operator.
Ž . Ž . Ž .In this article we reformulate the problem e , c , c to a fixed point1 2
problem of the form
1.1 x Ax ,Ž .
1Ž n.where A is a suitable operator defined on C E, . Then, we provide0
sufficient conditions on the functions involved guaranteeing the existence
of a fixed point of A, namely, the existence of a solution. The key tool in
our approach is the following fixed point result:
Ž  .LEMMA 1.1 nonlinear alternative 2 . Let D be a conex subset of a
Banach space X, let U be an open subset of D, and let A: UD be a
completely continuous mapping. If qU is a fixed element, then either A has
Ž . Ž . Ža fixed point in U resp. U , or there is a point u U and  0, 1 resp.
Ž . Ž . 0, 1 such that u Au 1	  q.
The main condition which permits us to follow this approach and apply
Lemma 1.1 is that we are dealing with a problem with no resonance.
Ž .Mathematically in our case this means that the linear part of c , namely2
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the operator T , when it applies to a certain domain, has a sort of inverse.
We shall explain it in the text. Finally what we have to add is that the
Žresonance cases for several problems have already been investigated see,
 .e.g., 3, 15 , but for such general situations the problem is discussed in a
forthcoming paper by these authors.
2. PRELIMINARIES AND THE ASSUMPTIONS
 In what follows we shall write u to denote the absolute value of u
whenever it is a real number or a n-dimensional vector  n. Also, for each
1Ž n.x C E, and t E we define0
     x  sup x s : s 0, t . 4Ž .t
In particular we put
   x  x 1
1Ž n.  and observe that the set C E, endowed with the norm  is a0
Banach space.
  1 1Ž n. Ž .Let  denote the usual seminorm in L E, . Also C E,L
Ž . Ž . Ž .stands for the set of all u C E, with u t 
 0, t E and C E,0
Ž . Ž . nnfor the set of all u C E, with u 0  0. Finally, we denote by M
the set of all n n nonsingular matrices endowed with the usual Eu-
 clidean norm  .nn
Ž .Now, for each u C E, we define0
  1 n  Su sup Tx : x C E, , x  u t , t E .Ž . Ž . 4t0
We can easily see that S satisfies
 2.1 S u  u  Su  Su , S u   SuŽ . Ž . Ž .1 2 1 2
Ž .for all  and u , u , u in C E, .1 2 0
In the sequel we assume the following:
Ž . Ž . Ž nn.A1 The function t P t is an element of C E, M , and the
inverse matrix valued function P	1 is continuous.
Consider the real number
 	1  sup P t : t E 4Ž . nn
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and define the function
t 	1 t  P s ds, t E.Ž . Ž .H
0
1Ž nn.LEMMA 2.1. There is a linear continuous operator W : C E, M 0
M nm such that
T Q  u W Q uŽ . Ž .Ž .
1Ž nn. nfor all Q C E, M and u .0
Proof. By the Rietz representation theorem, there is a Borel measure
 defined on the set of subsets of E and with values in the set of all n n
matrices such that
1 1 nT  d s  s ,   C E, .Ž . Ž . Ž .H 0
0
Now we set
1
W Q  d s Q s ,Ž . Ž . Ž .H
0
which proves the lemma.
In our investigation we will use the following assumptions:
Ž . Ž .A2 W A is a nonsingular matrix.
Ž . Ž  . 1 Ž .A3 There exist functions w C  , and u,   L E,
1Ž n.such that for every x C E, it holds that0
   Nx t  u t w x  t , t E.Ž . Ž . Ž . Ž .t
Now define the functions
t 1 nJ	 t  	 s ds, t E, 	 L E, ,Ž . Ž . Ž . Ž .H
0
    4b r  sup Bx : x  r , r
 0Ž .
and
  1 1Z   
S J	  	 , 	 L E, ,Ž . Ž .Ž .L	
where
	1 
  W  .Ž . nn
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3. MAIN RESULTS
Our main results in this article are as follows:
Ž . Ž . Ž .THEOREM 3.1. Suppose that assumptions A1 , A2 , A3 are satisfied. If
there is a real number r  0 such that0
3.1 
b r  Z w r  Z  r ,Ž . Ž . Ž .0 u 0  0
Ž . Ž . Ž .then the boundary alue problem e , c , c admits a solution x1 2
1Ž n.  C E, such that x  r .0 0
Ž . Ž . Ž .Proof. Assume that x is a solution of the problem e , c , c . Then,1 2
Ž .from equation e we have
	1 	1x t  P t P 0 x 0  P t J Nx t , t E.Ž . Ž . Ž . Ž . Ž . Ž . Ž .
One more integration gives
3.2 x t  t P 0 x 0  R Nx t , t E,Ž . Ž . Ž . Ž . Ž . Ž . Ž .
where
t 	1R y t  P s J y s ds.Ž . Ž . Ž . Ž . Ž .H
0
Ž .From c and Lemma 2.1 we have2
Bx TxW  P 0 x 0  T R NxŽ . Ž . Ž . Ž .Ž .
Ž .and by A2
	1P 0 x 0 W  Bx	 T R Nx .Ž . Ž . Ž . Ž .Ž .
Ž .Then 3.2 becomes
3.3 x Ax ,Ž .
where A is defined by
	1Ax    W  Bx	 T R Nx  R Nx  ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
1Ž n.and it is a completely continuous operator defined in C E, and taking0
values in the same space.
Ž . Ž .Conversely, assume that x satisfies 3.3 . Then x 0  0,
	1Tx T   W  Bx	 T R Nx  R NxŽ . Ž . Ž . Ž .Ž .Ž .
	1W  W  Bx	 T R Nx  T R NxŽ . Ž . Ž . Ž .Ž . Ž .
 Bx ,
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and
t	1 	1 	1x t  P t W  Bx	 T R Nx  P t Nx s dsŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž . H
0
from which we obtain
P t x t  Nx t , t E.Ž . Ž . Ž . Ž .Ž .
Ž . Ž . Ž . Ž .Thus 3.3 and the problem e , c , c are equivalent.1 2
Ž .Now we are looking for the existence of a fixed point of 3.3 . To do this
we shall apply Lemma 1.1.
Consider a solution x of the operator equation
3.4 y Ay.Ž .
Ž . Ž . Ž . Ž .Then x 0  0 and taking into account assumptions A1 , A2 , and A3 ,
we obtain
	1       x t   W  b x   w x S J u  S J Ž . Ž . Ž . Ž .Ž . Ž .Ž . Ž .nn  
  1     1  u w x   Ž .L L
    
b x  Z w x  Z ,Ž . Ž . u  
for all t E. Thus
     3.5 x  
b x  Z w x  Z .Ž . Ž . Ž .  u  
  Ž .If we assume that x is equal to the positive number r satisfying 3.1 , 0
Ž . Ž .then from 3.5 we get a contradiction. This means that 3.4 has no
Ž . Ž solution on the boundary of the ball B 0, r , for all  0, 1 . From the0
Ž . Ž .nonlinear alternative Lemma 1.1 we conclude by setting q 0 that
Ž . Ž .3.3 admits at least one solution in B 0, r and the proof is completed.0
4. APPLICATIONS
Here we restrict our attention to the case where the operator N is a
Nemytskii type operator and we start with the nonlinear delay case:
Ž .a Assume that the operator
Nx t  f t , x h t , x h t , t EŽ . Ž . Ž . Ž .Ž . Ž .Ž .0 1
is given, where f : I2 is a Caratheodory function, and h , h are0 1
   real valued functions such that h , h : 0, t  0, t for all t E. More-0 1
over consider an operator T of the form
1
Tx x s dg s ,Ž . Ž .H
0
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where g : E is a function of bounded variation and the integral is
considered in the RiemannStieltjes sense. We shall apply the above
Theorem 3.1 in order to give existence results for the following boundary
Ž . Ž . Ž .value problem e1 , c , c , where1 21
e1 x t  f t , x h t , x h t , t EŽ . Ž . Ž . Ž .Ž . Ž .Ž .0 1
Ž .and c is the boundary condition21
1
 c x s dg s  km x ,Ž . Ž . Ž .H21
0
where k, m are real constants.
Ž . Ž . Ž .The so formulated boundary value problem e1 , c , c is a nonlocal1 21  BVP and it is motivated by the papers of Il’in and Moiseev 8, 9 and
  Ž .Lotmatitdze 12 . The above boundary condition c is a very general21
boundary condition and includes as a special case the condition
1 1
c  x 1   x 1  x s dh s  x s dr s .Ž . Ž . Ž . Ž . Ž . Ž . Ž .ˆ H H
0 0
This fact is explained in the remark at the end of this subsection. In case
 0, r 0, and the function g has a finite number of jumps and is
Ž .piece-wise constant, the condition c takes the form of the multi-pointˆ
boundary condition
m
c x 1   x  .Ž . Ž .Ž .ˆ Ý1 i i
i1
Ž . Ž . Ž .  The problem e1 , c , c has been studied in 6 . On the other hand ifˆ1 1
 0, h 0, and the function r has a finite number of jumps and is
Ž .piece-wise constant, the condition c becomesˆ
m
c x 1   x  .Ž . Ž .Ž .ˆ Ý2 i i
i1
Ž . Ž . Ž .  The problem e1 , c , c has been studied in 7 .ˆ1 2
THEOREM 4.1. Let f : I2 be a function satisfying Caratheodory’s
Ž .conditions, let g : I be a function of bounded ariation with g 0  0
Ž .    and g 1  0, let h , h : E E be functions such that h : 0, t  0, t ,0 1 i
t E, i 0, 1, and k, m are real constants. Moreoer, assume that there
1 Ž . 1Ž .exist functions u,   L E, such that for eery x C E, it holds 0
that
 4.1 f t , x h t , x h t  u t x  t , t E.Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž . t0 1
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If
s1 1
   4.2 m  u  d dg s  g 1 u s ds g 1 ,Ž . Ž . Ž . Ž . Ž . Ž .H H H
0 0 0
Ž . Ž . Ž .then the boundary alue problem e1 , c , c has at least one solution.1 21
Proof. We observe that in this case the operators S, B are defined by
1  Ž .    Ž .Su H u dg s and Bx km x . Also we have P t  1, t E,0
Ž . Ž . Ž . Ž . Ž . t  t I t , W T , w r  r, r, and T I  g 1 . Moreover,E E
Ž .      4     Ž .we obtain b r  sup Bx : x  r  k  m r,  1, 
 1T I E
Ž . Ž Ž .. Ž Ž ..   11g 1 and Z  1g 1 S J 	  	 . It is clear that all assumptionsL	
of Theorem 3.1 are satisfied and the proof follows as a corollary.
Ž .Remark. As we claimed earlier, the boundary condition c is more21
Ž . 1general than c . To see this we assume that x C satisfies the conditionˆ 0
Ž .c and moreover the functions g, h vanish at zero. Thenˆ
4.3  x 1   x 1Ž . Ž . Ž .
1 1
 x s dh s  x s dr sŽ . Ž . Ž . Ž .H H
0 0
1 1
 x 1 h 1 	 x s h s ds x s dr sŽ . Ž . Ž . Ž . Ž . Ž .H H
0 0
s1
 x 1 h 1  x s d r s 	 h  d .Ž . Ž . Ž . Ž . Ž .H Hž /0 0
Hence
1
x s d s  0,Ž . Ž .H
0
where
s
 s  r s 	 h  d	   h 1 	  s,Ž . Ž . Ž . Ž .Ž .H 14
0
 4and  is the characteristic function of the set 1 .14
Ž .b Now we consider the differential equation
e1 x t   x h t   x h t  e, t EŽ . Ž . Ž . Ž .Ž . Ž .0 1
where  ,  , e are real constants and the functions h and h are as in case0 1
Ž .a . Assume that the solutions are subject to the boundary conditions
2c  x    x   m x s ds,Ž . Ž . Ž . Ž .Ž .H2 1 22
1
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  where  ,  ,  ,  are real constants with  ,  in 0, 1 , and m: 1 2 1 2
Ž .is an increasing function with m 0 
 0.
THEOREM 4.2. Let  ,  ,  ,  ,  ,  be real constants with  ,  in1 2 1 2
   Ž .0, 1 . Let also m:  be an increasing function with m 0 
 0. More-
oer assume that   	 0.1
If
m rŽ .
 4.4  	  lim supŽ . 2 1 rr
          	          1 ,Ž .1 1 2
Ž . Ž . Ž .then the boundary alue problem e2 , c , c has at least one solution.1 2 2
    Ž .Proof. In the present case we have u    ,   e, and w r  r.
Also we have
2Tx  x    x  , Bx m x s ds.Ž . Ž . Ž .Ž .H1 2
1
Hence
   Su  u    u  .Ž . Ž .1 2
Ž . Ž . Ž . Ž . Moreover P t  1,  t  I t  t, t E, W T , b r   	E 2
 Ž . Ž . Ž Ž ..Ž   1 Ž . m r ,  1, 
 1    and Z  1     H 	 s ds1 1 	 1 0
  2 Ž . . 1 Ž . Ž .  H 	 s ds  H 	 s ds. It is clear that the condition 4.4 implies0 0
Ž .3.1 . Obviously all the assumptions of Theorem 3.1 are satisfied. So the
proof is complete.
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