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Dataset A: For the selection of high-impact physicists, we aggregate all authors who
published in Physical Review Letters (PRL) over the
50-year period 1958-2008 into a common dataset. From this dataset, we rank the
scientists using the citations shares metric defined in [19].
Such metric divides equally the total number of citations a paper receives among
the k coauthors, and also normalizes the total number of
citations by a time-dependent factor to account for citation variations across time
and discipline. Hence, for each scientist in the PRL database,
we calculate a cumulative number of citation shares received from only their PRL
publications. This tally serves as a proxy for his/her scientific
impact in all journals. We also choose from our ranked PRL list, randomly, 100
additional highly prolific physicists. The selection criteria
for dataset is that an author must have published between 10 and 50 papers in
PRL. This likely ensures that the total publication history, in all
journals, be on the order of 100 articles for each author selected.
Dataset B: For the selection of high-impact cell biologists we choose the top 100
careers based on publications in the journal CELL.
Dataset C: For the selection of high-impact mathematicians we selected the 50
authors with the most publications in the prestigious
journal Annals of Mathematics. We choose only 50 since the variation in

17

collaboration and productivity across mathematics is significantly
smaller than in the experimental and theoretical natural sciences.
Dataset D: We also consider 100 relatively young assistant professors from physics.
To select the scientists in this dataset, we choose two
assistant professors from each of the top 50 U.S. physics and astronomy
departments ranked according to the magazine U.S. News.
For datasets [A]-[D] we used the “Distinct Author Sets” function provided by ISI in
order to increase the likelihood that only papers
published by each given author are analyzed. On a case by case basis, we
performed further author disambiguation for each author. Other
datasets are comprised of a broad range of scientists with profiles on
ResearcherID.com who satisfied the criterion of having more than 10
publications.
Dataset E: This dataset consists of 172 scientists who have published in the field of
graphene research. Additionally, we also include 2
notable leaders of this field (Nobel Prize Laureates A. K. Geim and K. S. Novoselov).
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The parameter associated with each independent variable is arrived at using
linear regression with elastic net regularization (see Methods).
We apply the above model to predict the future h-index (as measured
by the percentage variance explained, given by the squared correlation
coefficient R^2) for both prominent physicists and prominent biologists.
Even 15 years ahead in
the future the model yields R2 values of 0.75 and 0.76, respectively.
These results are consistent with previous analyses and give the impression
that the model is quite good at predicting a scientist’s future
h-index. For both these datasets, the variations of standardized coefficient
are shown in SI Appendix, Fig S1. The coefficient related to
the h-index at the time of prediction (career age t) is the largest; the
coefficient for the number of article published is also quite high especially
in the distant future. In contrast, coefficients for publishing
in many distinct journals and top journals are relatively small.
In Figure 7 we also show the model’s predictive power for different
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career ages, for prominent physicists and biologists. The model’s
predictive power for early career researchers is far lower than the previous
model, where all career ages were lumped together (t =All).
Although the future of scientists at early stages of their career is less
predictable the R2 value is still quite high, especially for biologists.
Those who are at the 3rd and 5th year of their career have R2 = 0:63
and R2 = 0:73 respectively, 10 years ahead in the future. These values
are notably high and may give the impression that an individual
researcher’s career trajectory is easily predicted even from an early
point. However, in the following section we show that cumulative
measures like the h-index have an intrinsic auto-correlation that leads
to differences in predictive power for different age cohorts and more
importantly to an overestimation of the model’s predictive power.
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h h( t). The
R2 values produced by this approach can be found in Figure
3 (c). The R2 values are quite high, far higher than the cumulative
model of Eq. 1 applied to real careers. But what do
these high R2 values mean? Are they an indicator of predictive
power and ability to discriminate between promising and
not so promising careers? This is not the case as due to the
manner in which the careers are generated, over any interval,
the h-index of a researcher will increase by the same (average)
amount at each step, regardless of whether the researcher has
a high or a low h-index at that point. We conclude that such
high R2 values do not indicate predictive power, but they are
rather evidence of spurious correlation
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Important of normalization to compare people/papers in different disciplines
If Acuna et al. had focused on young careers they would have seen that their
predictor is not good
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