Abstract. We present new efficient data structures for elements of Coxeter groups of type A m and their associated Iwahori-Hecke algebras H(A m ). Usually, elements of H(A m ) are represented as simple coefficient list of length M = (m + 1)! with respect to the standard basis, indexed by the elements of the Coxeter group. In the new data structure, elements of H(A m ) are represented as nested coefficient lists. While the cost of addition is the same in both data structures, the new data structure leads to a huge improvement in the cost of multiplication in H(A m ).
Introduction
Let Z be a commutative ring with one. The Iwahori-Hecke algebra H of a finite Coxeter group W over the ring Z relative to a parameter q ∈ Z is a Z-free Z-algebra with a basis in bijection with the elements of the group W, and a multiplication that is determined by deforming the multiplication in W; see Section 3 for details. For a general introduction to finite Coxeter groups and their Iwahori-Hecke algebras we refer the reader to the textbook by Geck and Pfeiffer [4] , for the particular case of the symmetric group we refer to Mathas' book [5] . They have applications in various branches of Mathematics, such as knot theory, or the representation theory of groups of Lie type (see [2] and its references).
We study the complexity, or cost, of multiplication in the Iwahori-Hecke algebra H = H(A m ) of type A m , so that W is the symmetric group Sym m+1 . Thus H has dimension M = (m+1)!. The standard basis for H is indexed by the elements of W and, for example in the CHEVIE package [3] for GAP3, general elements of H are represented as simple coefficient lists of length M in this basis.
We introduce new data structures. First we represent elements of W in a tower datastructure described in Section 2, in which the set of the transpositions (i, i + 1) for 1 i m is replaced by a certain set of roughly m 2 /2 cycles. Then, using this, in Section 3 we represent each element of H as a nested coefficient list. At the top level, this is a list of length m with entries (indexed by certain of these cycles) being nested coefficient lists representing elements in the Iwahori-Hecke algebra H(A m−1 ). We also develop tools for multiplying two such lists.
Using either of these data-structures for H, multiplying elements h, h ′ of H necessarily requires us to consider each of the M 2 pairs of coefficients of h, h ′ . We compare the 'worst-case cost' (complexity) of multiplying two elements of H using simple coefficient lists and nested coefficient lists. The following theorem is proved in Section 4. Theorem 1.1. Let Z, H, W, M and m be as above.
(a) The cost of multiplying two elements in H each represented as a coefficient list over Z, using (4.4) , is at most m 2 +m+4 2 M 2 operations in Z.
(b) The cost of multiplying two elements in H, each represented as a nested coefficient list over H(A m−1 ), is at most (1 + e)M 2 operations in Z, where e = exp(1).
1.1. The standard data structure in CHEVIE. The Coxeter group W = Sym m+1 acting on {1, . . . , m + 1} has a set S of distinguished generating involutions, namely the transpositions (i, i+1) of adjacent points, i = 1, . . . , m. Each element w ∈ W can be written as a product w = r 1 · · · r k of k Coxeter generators r i ∈ S, and k is called the length of w, if it is minimal with this property. In that case this expression of w as word in the generators is called a reduced expression. A general element h ∈ H is a linear combination of basis elements T w , w ∈ W, where T w is regarded as a product T = T r 1 · · · T r k , corresponding to a reduced expression of w = r 1 · · · r k .
The standard strategy in existing implementations of Hecke algebra arithmetic, such as the GAP3 package CHEVIE [3] , regards an element H as a linear combination of basis elements T w , w ∈ W, and reduces the task of multiplying two elements of H to the case where the second element is T s for some s ∈ S. The underlying data structure resembles the simple coefficient list, that we consider here.
Nested coefficient lists.
An element of W = Sym m+1 can alternatively be decomposed in terms of coset representatives along the chain Sym 1 < Sym 2 < · · · < Sym m+1 of 'parabolic' subgroups of W. Here Sym j is the symmetric group on {1, . . . , j} fixing each point i with j < i m + 1, and we choose a set X j of coset representatives of Sym j in Sym j+1 to be a set of cycles a(j, l) for 0 l j (see Equation 2.3). Each w ∈ W can then be written uniquely as w = x 1 · · · x m where each x j = a(j, a j ) ∈ X j for some a j . It is sufficient to record the list of integers a j for 1 j m and this is the tower of w, see Definition 2.1. Various properties such as the Coxeter length or the descent set of w can be extracted easily from the tower. Furthermore, it is possible to find the tower of w −1 from the tower of w (see Proposition 2.4) and the tower of a product of two permutations from their towers (see Proposition 2.8).
We exploit the tower data structure to represent elements of H as nested coefficient lists, with the 'nesting' corresponding to the Iwahori-Hecke subalgebras H(A j ) for the subgroups W(A j ) = Sym j+1 . In this case the task of multiplying two elements of H is reduced to the case where the second element is T x with x ∈ X j . Proposition 3.2 provides a formula for the efficient evaluation of such a product.
It is certainly desirable to develop similar techniques for other types of Coxeter groups. However, new ideas are needed in order to generalize this construction from type A to other types.
The tower data-structure for the symmetric group
For m = 1, 2, . . . , we denote the Coxeter group of type A m by W(A m ). Here we identify the group W(A m ) with the symmetric group Sym m+1 on the m + 1 points {1, . . . , m + 1}. Denote s i = (i, i+1) and S = {s i : i = 1, . . . , m}. The elements of S are called the simple reflections of W and S is a Coxeter generating set of W. Thus every element can be written as a product of simple reflections, usually in many different ways. For w ∈ W(A m ), denote the length of w by ℓ(w), that is ℓ(w) is the minimal number k such that w = s i k · · · s i k for simple reflections s i j ∈ S. We inductively define a normal form for elements of W as follows. We define, for 0 k m, elements a(m, k), where a(m, 0) = 1 and for k 1,
For each k, the length
and the set
is the set of minimal length right coset representatives of W(A m−1 ) in W(A m ). This means that for each element w ∈ W(A m ) there are unique elements u ∈ W(A m−1 ) and x m = a(m, a m ) ∈ X m such that w = u · a(m, a m ), where the explicit multiplication dot indicates that this decomposition of w is reduced, i.e., ℓ(w)
Repeated application of the above for j = 1, . . . , m yields integers a j ∈ {0, . . . , j} such that w is the reduced product
of the coset representatives x j = a(j, a j ) ∈ X j with the property that
.6 we call the sequence
the tower of w.
The sequence τ(w) of m non-negative integers determines the terms x i in the representation of w in Equation 2.5 and thus yields a decomposition of w ∈ W(A m ) as a product of coset representatives along the chain of subgroups
Example 2.2. As an example of our data structure we consider for m = 9 the permutation w = (1, 8, 10, 3)(2, 4, 6, 7, 5) ∈ Sym 10 . Then
As a tower, w can be expressed as τ(w) = (1, 2, 1, 3, 1, 3, 0, 1, 7) . We illustrate the tower of w with the following tower diagram. The tower diagram for w is constructed by writing the subscripts of the letters of the i-th factor a(i, a i ) of w into the i-th column of the diagram from the bottom up. Thus the tower diagram consists of columns of lengths τ(w) = (1, 2, 1, 3, 1, 3, 0, 1, 7), that is the i-th column has height a i . Observe that the position and the height of a column in the diagram uniquely determine the actual entries of the column.
It is sometimes convenient to assume a 0 = 0 and a j = 0 for j > m, allowing us to view a permutation in S m as an element of S j for any j m. It can also be convenient to omit trailing zeros from τ(w). From this representation of a permutation w one can read off quickly
• the length of w as ℓ(w) = a 1 + a 2 + · · · + a m , by (2.6);
• a reduced expression for w as concatenation of the words a(1, a 1 ), a(2, a 2 ), . . . , a(m, a m ), by (2.5);
• the image of a point i under the permutation w, or the permutation w as product of the cycles a(1, a 1 ), a(2, a 2 ), . . . , a(m, a m ), using (2.3).
We can also determine the descent set D(w) = {s ∈ S : ℓ(sw) < ℓ(w)} of w from its tower τ(w), as shown in Lemma 2.7 below.
Furthermore, we can compute
• the tower τ(ww ′ ) of a product of w, w ′ ∈ W(A m ) from the towers τ(w) and τ(w ′ ) (see Lemma 2.6);
• the tower τ(w −1 ) of the inverse of w ∈ W(A m ) from the tower τ(w) (see Lemma 2.3).
From the permutation one can of course determine other properties, like the order of w, its cycle structure and thus its conjugacy class in W(A m ), etc.
In the next three subsections we consider the practicability of this data structure for the purpose of extensive computations with elements in W(A m−1 ). We will see how to multiply two towers and how to invert a tower.
Inverses. The tower τ(w −1 ) of the inverse of the permutation w can be computed from the tower τ(w) on the basis of the following observation. Lemma 2.3. Suppose w = x 1 · · · x m ∈ W(A m ) with x i = a(i, a i ) and a m = 0. Set a 0 = 0 and let k be the largest index i < m with a i = 0. Moreover, let Proof. By the hypothesis a(k, a k ) = a(k, 0) = 1 and a i > 0 for all i > k. Therefore we can write
as required.
Note that since w ′ ∈ W(A m−1 ) its inverse (w ′ ) −1 can now be computed recursively, by applying Lemma 2.3 to the smaller group W(A m−1 ).
In practice, this process amounts to transposing and straightening the tower diagram of w, as illustrated by the following example.
Example 2.5. We continue Example 2.2 to find the tower diagram of the inverse of the element w given in Equation 2.7. The inverse w −1 of w is
Observe that w −1 can be represented by the transpose of the tower diagram of w as in Figure 1 , that is to say, a(9, 7) −1 is the bottom row of Figure 1 , and similarly for the other rows. The word for w −1 can be read off from Figure 1 , if we read row by row from left to right and bottom to top.
We find the tower diagram for w −1 by applying Lemma 2.3 repeatedly. In the first step, applying Lemma 2.3, we have m = 9 and the value of k is the largest integer with a(k, 0) had a i > 0.) Note that k = 7 is the largest integer missing in the right most column of Figure 1 . We replace w −1 by (w ′ ) −1 a(9, 9 − 7), where
, where x ′ 7 = a(7, a 8 − 1) = a(7, 0) = 1 and x ′ 8 = a(8, a 9 − 1) = a(8, 6) = s 8 s 7 s 6 s 5 s 4 s 3 . Products. Multiplication of towers can be based on the following multiplicative property of the coset representatives a(m, k). It allows a product a(m, k) a(j, l) with j m to be rewritten as a product of at most two coset representatives in increasing order. 
If we write the factors as permutations a(m, k) = (m−k+1, m−k+2, . . . , m+1), a(j, l) = (j−l+1, j−l+2, . . . , j+1), using equation (2.3), with support M = {m−k+1, m−k+2, . . . , m+1}, J = {j−l+1, j−l+2, . . . , j+1}, respectively, and denote J−1 = {x−1 : x ∈ J}, then the four cases of the lemma correspond to the cases
• J ∩ M = ∅, the pass case;
• J ∩ M = ∅ and J − 1 ∩ M = ∅, the join case;
• |J ∩ M| > 1 and J − 1 M, the cancel case;
• J ⊆ M and J − 1 ⊆ M, the shift case.
Note that, by equation (2.2), the length of the product is
where k + l is the sum of the lengths of the factors. Hence with the exception of the cancel case, all products a(m, k) a(j, l) are reduced.
In the pass case, i.e., if j < m − k, all generators s i occurring in a(j, l) commute with those in a(m, k) and hence a(m, k)a(j, l) = a(j, l) · a(m, k).
In the join case, i.e., if
In the cancel case, i.e., if j > m − k and j − l m − k, the simple reflection s m−k+1 occurs as a factor in
It follows that
Finally, in the shift case, i.e., if
as desired.
In particular, for 0 k, l m = j, it follows that
(2.9)
As an immediate application, we compute the descent set of a permutation w.
Lemma 2.7. Let w ∈ W(A m ) with tower τ(w) = (a 1 , . . . , a m ). Then
In particular, s i is the smallest descent of w = 1 if i is the smallest index with a i > 0.
Proof. Write w = w ′ a(i − 1, a i−1 )a(i, a i )w ′′ and set k = a i−1 . Let 1 i m. Note that s i a(j, a j ) = a(j, a j )s i for j < i − 1, and that s i a(i − 1, k) = a(i, k + 1). Hence
By equation (2.9),
It follows that ℓ(s i w) < ℓ(w) if and only if a i−1 < a i , as claimed.
Proposition 2.6 implies that for the tower τ(w) = (a 1 , . . . , a m ), there is a multiplication function This yields the following formula for multiplying a tower τ(w) = (a 1 , . . . , a m ) with a coset representative a(j, l). We denote the resulting tower τ(w a(j, l)) by (a 1 , . . . , a m ) ⋆ a(j, l).
Proposition 2.8. Let (a 1 , . . . , a m ) be a tower and let 0 < l j m. Then
by induction on m. In any case, this yields (a 1 , . . . , a m ) ⋆ a(j, l) = (a
The task of multiplying two towers τ(w) and τ(w ′ ) (that is to compute the tower τ(ww ′ ) from the towers τ(w) and τ(w ′ )) is thus reduced to incorporating the parts of τ(w ′ ) into τ(w), one at a time:
Computing in the Iwahori-Hecke algebra
In this section we use the tower data structure to develop an algorithm for the multiplication in the Iwahori-Hecke algebra of the symmetric group W = W(A m ) = Sym m+1 .
Let Z be a commutative ring with one, and let q ∈ Z. The Iwahori-Hecke algebra H = H(A m ) of W is the Z-free Z-algebra (with one, denoted 1 H ) with basis {T w | w ∈ W} and multiplication defined by
for w ∈ W, s ∈ S.
We first translate Lemma 2.6 into the context of Hecke algebras. 
Proof. In three of the four cases, the product a(m, k) a(j, l) is reduced, whence we get with Lemma 2.6 that
. In the cancel case, i.e., if m − j < k m − j + 1, mimicking the proof of Lemma 2.6, we get
A general element h ∈ H is a linear combination h = w∈W z w T w with coefficients z w ∈ Z. Moreover, it follows from Equation 2.5 and Lemma 3.1 that we may also write Let j m. Assuming we can multiply h ∈ H(A m ) by g l ∈ H(A j−1 ), l = 0, . . . , j, we can multiply h by g = j l=0 g l T a(j,l) ∈ H(A j ), and obtain
in turn can then be evaluated using the following Proposition 3.2 (where h g l is replaced by h). This proposition provides a recursive formula for the computation of a product of the form hT a(j,l) , where h ∈ H(A m ) and 0 l j m. Proposition 3.2. Let h = (h 0 , . . . , h m ) ∈ H(A m ) and let j, l be integers such that 1 j m and 0 l j. Then ,k) and we see below that this is the only contribution to h
, and Line (a) holds. We defer the case k = m − j and consider next k
We again see below this is the only contribution to h 
that is a contribution of h m−j . We find no other contributions below, and hence the sum of these two yields Line (c).
and Line (d) holds. Example 3.3. We illustrate the process with the computation of the product hg of an element h ∈ H(A 2 ) and an element g ∈ H(A 1 ). We have
where h 0 , h 1 , h 2 ∈ H(A 1 ) and, for i ∈ {0, 1, 2},
Note that multiplying h with a scalar z ∈ Z, or adding any two elements of H(A 2 ), requires 6 operations in Z. In a similar way,
where g i ∈ H(A 0 ) for i = 0, 1. Recall that T a(j,0) = 1 H , for j 0, so that such factors in a product can simply be ignored. Then computing hg 1 )T a(1,1) , requires 3 · 6 = 18 operations in Z (6 each for multiplying h ∈ H(A 2 ) with the scalars g i , and another 6 for adding two elements in H(A 2 )), plus the number of operations needed to determine h ′ T a (1, 1) , where h ′ = hg 1 . We get
, are determined by Proposition 3.2 with m = 2 and j = l = 1, as follows. For k = 2, case (c) yields In total, the computation of hg in terms of nested coefficient lists needs 27 operations in Z. Note that computing the same product hg in terms of simple coefficient lists needs the same number of operations in Z, as T a(1,1) = T s 1 .
We now determine the complexity of the arithmetical operations in H = H(A m ) in general.
Complexity
We compare the complexity of the arithmetical operations in H = H(A m ), using different data structures to represent elements of H, once as simple coefficient list (z w ) w∈W over Z, once as nested coefficient list (h 0 , . . . , h m ) over H(A m−1 ). In each case we cost addition and multiplication in Z as 1 unit. Let
The sum of two elements h, h ′ ∈ H(A m ) obviously needs M operations in Z, in either representation.
4.1. Simple coefficient lists. We now determine the cost of multiplying two elements in H(A m ) where each is represented as a simple coefficient list (z w ) w∈W over Z. Consider first the product of a single basis element T w , w ∈ W, with a generator T s , s ∈ S. The relations of H allow us to compute their product in H based on the formula (3.1).
Now suppose that
with coefficients z w ∈ Z. We represent h as its list of coefficients (z w ) w∈W . Then On the basis of this, we can define an operation of T s , s ∈ S, on coefficient lists as
Then (z w ) w∈W ⋆ T s is the coefficient list of hT s .
For b ∈ Z, we set b(z w ) w∈W = (bz w ) w∈W .
For an element v = r 1 r 2 · · · r l ∈ W of length ℓ(v) = l, with r 1 , . . . , r l ∈ S, we note that
Finally, if
with coefficients b v ∈ Z we can compute the product hh ′ recursively as
where addition of coefficient lists is the usual vector addition.
Proof of Theorem 1.1(a). In order to determine the cost of a product, we proceed as follows. We first consider the cost of computing (z w ) w∈W ⋆ T s = (z computing the coefficient list of the product hh
, which require at most a further M vector additions at a cost of M 2 , yielding a total of
operations.
4.2.
Nested coefficient lists. Now we consider multiplying two elements in H(A m ) given as nested coefficient lists. The proof of Theorem 1.1(b) requires a definition and two lemmas.
Definition 4.1. For 0 l m, denote by c(m, l) the maximum over all h ∈ H(A m ) and j, l j m, of the cost of computing a product hT a(j,l) . Moreover, denote by C(m, l) the maximum cost of computing a product hg over all h ∈ H(A m ) and g ∈ H(A l ).
For l > m, we set c(m, l) = 0, as the construction of hT a(j,l) ∈ H(A j ) from the element h ∈ H(A m ) does not require any operations in Z. (ii)
Proof.
(ii) is an obvious consequence of (i). In case (c), the ith summand contributes a cost of c(m − 1, i − 1), giving a total contribution of at most We show by induction on l that C(m, l) f(l) (l + 1)! M for l > 1. For l = 2 this follows from the above bound on C(m, 2). Experiments with a prototype implementation in GAP4 [1] suggest that the speed-up achieved in practice is even more dramatic than the complexity analysis predicts. This may be due to the fact that certain costs arising with simple coefficient lists have not been taken into account. For example, when computing the coefficients z ′ w in Equation (4.1), additional cost can arise from computing the product ws in W, from comparing the lengths of w and ws, and from locating the coefficient z ws in a simple coefficient list.
