We analyze the performance of redundancy in a multi-type job and multi-type server system. We assume the job dispatcher is unaware of the servers' capacities, and we set out to study under which circumstances redundancy improves the performance. With redundancy an arriving job dispatches redundant copies to all its compatible servers, and departs as soon as one of its copies completes service. As a benchmark comparison, we take the nonredundant system in which a job arrival is routed to only one randomly selected compatible server. Service times are generally distributed and all copies of a job are identical, i.e., have the same service requirement.
INTRODUCTION
The main motivation of studying redundancy models comes from the fact that both empirical ( [1, 2, 8, 26] ) and theoretical ( [10, 12, 17, 19, 20, 25] ) evidence show that redundancy might improve the performance of real-world applications. Under redundancy, a job that arrives to the system dispatches multiple copies into the servers, and departs when a first copy completes service. By allowing for redundant copies, the aim is to minimize the latency of the system by exploiting the variability in the queue lengths and the capacity of the different servers.
Most of the theoretical results on redundancy system consider the performance analysis when either FCFS or Processor-Sharing (PS) service policies are implemented in the servers. Under the assumption that all the copies of a job are i.i.d (independent and identically distributed) and exponentially distributed, [3, 5, 12] show that the stability condition of the system is independent of the number of redundant copies and that performance (in terms of delay and number of jobs in the system) improves as the number of copies increases. However, [10] showed that the assumption that copies of a job are i.i.d. can be unrealistic, and that it might lead to theoretical results that do not reflect the results of replication schemes in real-life computer systems. The latter has triggered interest to consider other modeling assumptions for the correlation structure of the copies of a job. For example, for identical copies (all the copies of a job have the same size), [3] showed that under both FCFS and PS service policies, the stability region of the system with homogeneous servers decreases as the number of copies increases.
The above observation provides the motivation for our study: to understand when redundancy is beneficial. In order to do so, we analyze a general multi-type job and multi-type server system. A dispatcher needs to decide to which server(s) to route each incoming job. We assume that the dispatcher is oblivious to the capacities of the servers in the system. The latter can be motivated by (i) design constraints, (ii) (slowly) fluctuating capacity of a server due to external users, or (iii) the impossibility of exchanging information among dispatchers and servers. The only information that is available to the dispatcher is the type of job and its set of compatible servers.
We consider two different models: the redundancy model where the dispatcher sends a copy to all the compatible servers of the job type, and the Bernoulli model where a single copy is send to a uniformly selected compatible server of the job type. The comparison between these two policies is fair under the assumption that the dispatcher only knows the type of jobs and the set of compatible servers. Hence, we do not compare the performance of redundancy with other routing policies -such as Join the Shortest Queue, Join the Idle Server, Power of d, etc. -that have more information on the state of the system. We hence aim to understand when redundancy is beneficial for the performance of the system in this context.
Observe that the answer is not clear upfront as adding redundant copies has two opposite effects: on the one hand, redundancy helps arXiv:2003.01394v1 [cs.NI] 3 Mar 2020 exploiting the variability across servers' capacities, but on the other hand, it induces a waste of resources as servers work on copies that do not end up being completely served.
To answer the above question, we analyze the stability of an arbitrary multi-type job and multi-type server system with redundancy. Job service requirements are generally distributed, and copies are identical. The scheduling discipline implemented by servers is PS, which is a common policy in server farms and web servers, see for example [14, Chapter 24] . In our main result, we derive sufficient and necessary stability conditions for the redundancy system. This general result allows us to characterize when redundancy can increase the stability region with respect to Bernoulli routing.
To the best of our knowledge, our analytical results are the first showing that, when copies are non-i.i.d., adding redundancy to the system can be beneficial from the stability point of view. We believe that our result can motivate further research in order to thoroughly understand when redundancy is beneficial in other settings. For example, for different scheduling disciplines, different correlation structures among copies, different redundancy schemes, etc. We discuss this in more detail in Section 9.
We briefly summarize the main findings of the paper:
• The characterization of sufficient and necessary stability condition of any general redundancy system with heterogeneous server capacities and arrivals. • We prove that when servers are heterogeneous enough (see Conditions in Section 6), redundancy has a larger stability region than Bernoulli. • By exploring numerically these conditions, we observe that the degree of heterogeneity needed in the servers for redundancy to be better, decreases in the number of servers, and increases in the number of redundant copies.
The rest of the paper is organized as follows. In Section 2 we discuss related work. Section 3 describes the model, and introduces the notion of capacity-to-fraction-of-arrivals ratio that plays a key role in the stability result. Section 4 gives an illustrative example in order to obtain intuition about the structure of the stability conditions. Section 5 states the stability condition for the redundancy model. Section 6 provides conditions on the heterogeneity of the system under which redundancy outperforms Bernoulli. The proof of the main result is given in Section 7. Simulations are given in Section 8, and concluding remarks are given in Section 9. For the sake of readability, proofs are deferred to the Appendix.
RELATED WORK
When copies of a job are i.i.d. and exponentially distributed, [5, 12] have shown that redundancy with FCFS employed in the servers does not reduce the stability region of the system. In this case, the stability condition is that for any subset of job types, the sum of the arrival rates must be smaller than the sum of service rates associated with these job types. In [23] , the authors consider i.i.d. copies with highly variable service time distributions. They focus on redundancy-d systems where each job chooses a subset of d homogeneous servers uniformly at random. The authors show that with FCFS, the stability region increases (without bound) in both the number of copies, d, and in the parameter that describes the variability in service times.
In [18] , the authors investigate when it is optimal to replicate a job. They show that for so-called New-Worse-Than-Used service time distributions, the best policy is to replicate as much as possible. In [11] , the authors investigate the impact that scheduling policies have on the performance of so-called nested redundancy systems with i.i.d. copies. The authors show that when FCFS is implemented, the performance might not improve as the number of redundant copies increases, while under other policies proposed in the paper, such as Least-redundant-first or Primaries-first, the performance improves as the number of copies increases.
Anton et al. [3] study the stability conditions when the scheduling policies PS, Random Order of Service (ROS) or FCFS are implemented. For the redundancy-d model with homogeneous server capacities and i.i.d. copies, they show that the stability region is not reduced if either PS or Random Order of Service (ROS) is implemented. When instead copies belonging to one job are identical, [3] showed that (i) ROS does not reduce the stability region, (ii) FCFS reduces the stability region and (iii) PS dramatically reduces the stability region, and this coincides with the stability region of system where all copies need to be fully served, i.e., λ < µK d . In [24] , the authors show that the stability result for PS extends to generally distributed service times. In addition, they obtain the stability condition for general correlation structures among copies when studying the homogeneous redundancy-d model.
Hellemans et al. [16] consider identical copies that are generally distributed. For a redundancy-d model with FCFS, they develop a numerical method to compute the workload and response time distribution when the number of servers tends to infinity, i.e., the mean-field regime. The authors can numerically infer whether the system is stable, but do not provide any characterization of the stability region. In a recent paper, Hellemans et al. [15] extend this study to include many replication policies, and general correlation structure among the copies.
Gardner at al. [10] introduce a new dependency structure among the copies of a job, the S&X model. The service time of each copy of a job is decoupled into two components: one related to the inherent job size of the task, that is identical for all the copies of a job, and the other one related to the server's slowdown, which is independent among all copies. The paper proposes and analyzes the redundantto-idle-queue scheme with homogeneous servers, and proves that it is stable, and performs well.
To the best of our knowledge, no analytical results were obtained so far for performance measures when servers are heterogeneous and copies are identical or of any other non i.i.d. structure.
MODEL DESCRIPTION
We consider a K parallel-server system with heterogeneous capacities µ k , for k = 1, . . . , K. Each server has its own queue, where Processor Sharing (PS) service policy is implemented. We denote by S = {1, . . . , K } the set of all servers.
Jobs arrive to the system according to a Poison process of rate λ. Each job is labelled with a type c that represents the subset of compatible servers to which type-c jobs can be sent: i.e., c = {s 1 , . . . s n }, where n ≤ K, s 1 , . . . , s n ∈ S and s i s l , for all i l. We denote by C the set of all types in the system, i.e, C = {c ∈ P(S) : p c > 0}, where P(S) contains all the possible subsets of S. Furthermore, we denote by C(s) the subset of types that have server s as compatible server, that is,
In this paper, we consider two load balancing policies, which determine how the jobs are dispatched to the servers. Note that both load balancers are oblivious to the capacities of the servers.
• Bernoulli routing: a type-c job is send with uniform probability to one of its compatible servers in c. • Redundancy model: a type-c job sends identical copies to its |c | compatible servers. The job (and corresponding copies) departs the system when one of its copies completes service. We consider that jobs have identical copies, i.e., all the copies of a job have exactly the same size. Job sizes are distributed according to a general random variable X with cumulative distribution function F and unit mean. Additionally, we assume that (1) F has no atoms.
(2) F is a light tailed distribution in the following sense, This holds, e.g., for exponential, hyper-exponential or Erlang distributions [21] .
In this paper, we will characterize the stability condition under both load balancing policies. Stability will be understood as positive Harris recurrence for the underlying Markov processes. We define λ R as the value of λ such that the redundancy model is stable if λ < λ R and unstable if λ > λ R . Similarly, we define λ B . We aim to characterize when λ R > λ B , that is, when does redundancy improve the stability condition compared to no redundancy (Bernoulli routing).
For Bernoulli, λ B can be easily found. The Bernoulli system reduces to K independent servers, where server s receives arrivals at rate λ( c ∈ C(s) p c |c | ) and has a departure rate µ s , for all s ∈ S. The stability condition is hence,
In order to characterize λ R , we need to study the system under redundancy in more detail. For that, we denote by N c (t) the number of type-c distinct jobs that are present in the redundancy system at time t and ì N (t) = (N c (t), c ∈ C). Furthermore, we denote the number of copies per server by M s (t) :
. For the j-th type-c job, let b c j denote the service requirement of this job, for j = 1, . . . , N c (t), c ∈ C. Let a c js (t) denote the attained service in server s of the j-th type-c job at time t. We denote by A c (t) = (a c js (t)) js a matrix on R + of dimension N c (t) × |c |. Note that the number of type-c jobs increases by one at rate λp c , which implies that a row composed of zeros is added to A c (t). When one element a c js (t) in matrix A c (t) reaches the required service b c j , the corresponding job departs and all of its copies are removed from the system. Hence, row j in matrix A c (t) is removed. We further let ϕ s ( ì M(t)) be the capacity that each of the copies in server s obtains when in state ì M(t), which under PS is
. The cumulative service that a copy in server s gets during the time interval (v, t) is
In order to characterize the stability condition of this system, we define the capacity-to-fraction-of-arrivals ratio of a server in a subsystem: Definition 3.1 (Capacity-to-fraction-of-arrival ratio). For any given set of serversS ⊆ S and its associated set of job typesC = {c ∈ C : c ⊆S }, the capacity-to-fraction-of-arrival ratio of server s ∈S in this so-calledS-subsystem is defined by 
Some common models
A well-known structure is redundancy-d, see Figure 1 a). Within this model, each job has d out of K compatible servers, where d is fixed. That is, p c > 0 for all c ∈ P(S) with |c | = d, and p c = 0 otherwise, so that there are , |C| = K d types of jobs. If additionally, p c = 1/ K d for all c ∈ C, we say that the arrival process of jobs is homogeneously distributed over types. We will call this model the redundancy-d model with homogeneous arrivals. The particular case where server capacities are also homogeneous, i.e. µ k = µ for all k = 1, . . . , K will be called the redundancy-d model with homogeneous arrivals and server capacities.
Another structure is the nested model. Then, for all c, c ′ ∈ C,
First of all, note that the redundancy-d model does not fit in the nested structure. The smallest nested system is the so called N -model (Figure 1 b) ): this is a K = 2 server system with types C = {{2}, {1, 2}}. Another nested system is the W -model (Figure 1 c) ), that is, K = 2 servers and types C = {{1}, {2}, {1, 2}}. In Figure 1 d ), a nested model with K = 4 servers and 7 different jobs types,
is given. This model is referred to as the WW -model.
AN ILLUSTRATIVE EXAMPLE
Before formally stating the main results in Section 5.1, we first illustrate through a numerical example some of the key aspects of our proof, and in particular the essential role played by the capacity-to-fraction-of-arrival ratio defined in Definition 3.1. In Figure 2 we plot the trajectories of the number of copies per server with respect to time for a K = 4 redundancy-2 system (Figure 1) ,
Our proof techniques will rely on fluid limits, and therefore we chose large initial points. The homogeneous example (Figure 2 a) and b)) falls within the scope of [3] . There it is shown that the stability condition is λ < µK d . We note that this condition coincides with the stability condition of a system in which all the d copies need to be fully served. In Figure 2 a) and b), the value for λ is chosen such that they represent a stable and an unstable system, respectively. As formally proved in [3] , at the fluid scale, when the system is stable the largest queue length decreases, whereas in the unstable case the minimum queue length increases. It thus follows, that in the homogeneous case, either all classes are stable, or unstable.
The behavior of the heterogeneous case is rather different. The parameters corresponding to Figures 2 c) and d) are such that the system is stable in c), but not in d). In Figure 2 c) we see that the trajectories of all queue lengths are not always decreasing, including the maximum queue length. In Figure 2 d), we observe that the number of copies in servers 3 and 4 are decreasing, whereas those of servers 1 and 2 are increasing.
When studying stability for the heterogeneous setting, one needs to reason recursively. First, assume that each server s needs to handle its full load, i.e., λ c ∈C(s )pc µ s . Hence, one can simply compare the servers capacity-to-fraction-of-arrival ratios, µ s / c ∈ C(s) p c , to see which server could potentially empty first. In this example, server 4 has the maximum capacity-to-fraction-of-arrival ratio, and, in fluid scale, will reach zero in finite time, and remain zero,
.11 is larger than the arrival rate λ = 7.5.
Whenever, at fluid scale, server 4 is still positive, the other servers might either increase or decrease. However, the key insight is that once the queue length of server 4 reaches 0, the fluid behavior of the other classes no longer depend on the jobs that also have server 4 as compatible server. That is, we are sure that all jobs that have server 4 as compatible server, will be fully served in server 4, since server 4 is in fluid scale empty and all the other servers are overloaded. Therefore, jobs with server 4 as compatible server can be ignored, and we are left with a subsystem formed by servers {1, 2, 3} and without the job types served by server 4. Now again, we consider the maximum capacity-to-fraction-of-arrival ratio in order to determine the least-loaded server, but now for the subsystem {1, 2, 3}. This time, server 3 has the maximum capacity-to-fractionof-arrival ratio, which is 4/(p {1,3} + p {2,3} ) = 10. Since this value is larger than λ = 7.5, it is a sufficient condition for server 3 to empty.
Similarly, once server 3 is empty, we consider the subsystem with servers 1 and 2 only. Hence, there is only one type of jobs, {1, 2}. Now server 2 is the least-loaded server and its capacity-to-fractionof-arrival ratio is 2/p {1,2} = 8. This value being larger than the arrival rate, implies that server 2 (and hence server 1, because there is only one job type) will be stable too. Indeed, in the figure we also observe that once server 3 hits zero, both server 1 and server 2 are decreasing.
We can now explain the evolution observed in Figure 2 d) when λ = 9. The evolution for servers 4 and 3 can be argued as before: both their capacity-to-fraction-of-arrival ratios are larger than λ = 9, hence they empty in finite time. However, the capacity-to-fractionof-arrival ratio of the subsystem with servers 1 and 2, which is 8, is strictly smaller than the arrival rate. We thus observe that, unlike in the homogeneous case, in the heterogeneous case some servers might be stable, while others (here server 1 and 2) are unstable.
Proposition 5.1 formalizes the above intuitive explanation, by showing that the stability of the system can be derived recursively.
The capacity-to-fraction-of-arrival ratio allows us now to reinterpret the homogeneous case depicted in Figure 2 a) and b). In this case, the capacity-to-fraction-of-arrival ratio of all the servers is the same, which implies (i) that either all servers will be stable, or all unstable, and (ii) from the stability viewpoint is as if all copies received service until completion.
STABILITY CONDITION 5.1 Multi-type job multi-type server system
In this section we discuss the stability condition of the general redundancy system with PS. In order to do so, we first define several sets of subsystems, similar to as what we did in the illustrative example of Section 4.
The first subsystem includes all servers, that is S 1 = S. We denote by L 1 the set of servers with highest capacity-to-fraction-of-arrival ratio in the system S 1 = S. Thus,
The S i -subsystem will refer to the system consisting of the servers in S i , with only jobs of types in the set C i . The C i (s) is the subset of types that are served in server s in the S i -subsystem. We let words, the least-loaded servers in the S i subsystem. Finally, we denote by i * := arg max i=1, ..., K {C i : C i ∅} the last index i for which the subsystem S i is not empty of job types. Before continuing, we illustrate the above definitions using the illustrative example of Section 4. There, the first subsystem consists of servers S 1 = {1, 2, 3, 4} and all job types, see Figure 3 a). The capacity-to-fraction-of-arrival ratios in the S 1 subsystem are: {2.2, 3.07, 8.8, 11.1}, for servers in the set S 4 . Hence L 1 = {4}. The second subsystem is composed of servers S 2 = {1, 2, 3} and all job types that have a copy in server 4 can be ignored, that is,
The capacity-tofraction-of-arrival ratios for servers in the S 2 subsystem are given by {2.8, 4.4, 10}, and thus L 2 = {3}. The third subsystem consists of servers S 3 = {1, 2} and all job types that have a copy in servers 3 or 4 can be ignored, that is, C 3 = {{1, 2}}, see Figure 3 c). The capacity-to-fraction-of-arrival ratios for servers in the S 3 subsystem are given by {4, 8}. Hence,
The value of the highest capacity-to-fraction-of-arrival ratio in the S i -subsystem is denoted by Note
, for any s ∈ L i . Furthermore, we note that in a given S i -subsystem, the server with highest capacity-tofraction-of-arrivals ratio and the least-loaded one are actually the same.
In the following proposition we characterize the stability condition for servers in terms of the capacity-to-fraction-of-arrival ratio corresponding to each subsystem. It states that servers that have highest capacity-to-fraction-of-arrival ratio in subsystem S i can only be stable if all servers in S 1 , . . . , S i−1 are stable as well. The proof can be found in Section 7.
We note that CAR l , l = 1, . . . , i, are not necessarily ordered with respect to l.
We now write an equivalent representation of the stability condition (proof see Appendix). Denote by R(c) the set of servers where job type c achieves maximum capacity-to-fraction-of-arrival ratio, or in other words, the set of least-loaded servers for type c:
Note that there is a unique subsystem S i for which this happens, i.e., R(c) ⊆ L i for exactly one i. We note that for a type-c job, if c contains at least a server that was removed in the ith iteration, then R(c) ⊆ L i . We further let R := ∪ c ∈ C R(c). From the above corollary, we directly observe that the stability condition for the redundancy system coincides with the stability condition corresponding to K individual servers where each job type c is only dispatched to its least-loaded servers.
Particular redundancy structures
In this subsection we discuss the stability condition for some particular cases of redundancy: redundancy-d and nested systems.
Redundancy-d
We focus here on the redundancy-d structure (defined in Section 3) with homogeneous arrivals, i.e. p c = 1
for all c ∈ C.
We first assume that servers capacities are homogeneous, µ k = µ for all k. Since arrivals are homogeneous as well, the arrival rate to each server is λd/K, thus the capacity-to-fraction-of-arrival ratio at every server is µK/d. This implies that L 1 = S, i * = 1 and R(c) = c for all c ∈ C. From Corollary 5.2, we obtain that the system is stable if λd < µK, which coincides with [3] .
For heterogeneous servers capacities, we have the following:
Corollary 5.4. Under redundancy-d with homogeneous arrivals and µ 1 < . . . < µ K , the system is stable if for all i = d, . . . , K,
In the homogeneous case, it is easy to deduce that the stability condition, λd < µK, decreases as d increases. However, in the heterogeneous case, both the numerator and denominator are nonmonotone functions of d, and as a consequence it is not straightforward to deduce how the stability condition depends on d.
Nested systems
In this section we consider two nested redundancy systems. 
The above is obtained as follows: The capacity-to-fraction-of-arrival ratio of the system is µ 1 /(1 − p) and µ 2 , respectively for servers 1 and 2. First assume µ 1 /(1 − p) > µ 2 . Then L 1 = {1} and the second subsystem is composed of server S 2 = {2} and C 2 = {{2}}, with arrival rate λp to server 2. Hence the capacity-to-fraction-of-arrival ratio of server 2 in the S 2 -subsystem is µ 2 /p. From Corollary 5.2, it follows that λ R = min{µ 1 /(1 − p), µ 2 /p}. On the other hand, if
We observe that the stability condition λ R , is a continuous function with as maximum λ R = µ 1 + µ 2 when p = µ 2 /(µ 1 + µ 2 ). That is, for certain value of p it achieves the maximum stability condition. Note however that in this paper our focus is not on finding the best redundancy probabilities. Instead, in our model, we are given the probabilities p c , which are determined by the characteristics of the job types and matchings, and we investigate whether or not the system can benefit from redundancy. . The stability condition is then given by:
, the load on server 1 is larger than on server 2). And,
Similar to the N -model, the above can be obtained from Corollary 5.2. When p = µ 1 /(µ 1 + µ 2 ), maximum stability λ R = µ 1 + µ 2 is obtained.
WHEN DOES REDUNDANCY IMPROVE STABILITY
In this section, we compare the stability condition of the general redundancy system to that of the Bernoulli routing. From Corollary 5.2, it follows that λ R = min i=1, ...,i * CAR i . Together with (1), we obtain the following sufficient and necessary conditions for redundancy to improve the stability condition. From inspecting the condition of Corollary 6.1, it is not clear upfront when redundancy would be better than Bernoulli. In the rest of the section, by applying Corollary 6.1 to redundancy-d and nested models, we will show that when the capacities of the servers are sufficiently heterogeneous, the stability of redundancy is larger than that of Bernoulli. In addition, numerical computations allow us to conclude that the degree of heterogeneity needed in the servers in order for redundancy to be beneficial, decreases in the number of servers, and increases in the number of redundant copies.
Redundancy-d
In this section, we compare the stability condition of the redundancyd model with homogeneous arrivals to that of Bernoulli routing.
From (1), we obtain that
From Corollary 5.4 , we obtain that λ R = min i=d, ...,
The following corollary is straightforward. Corollary 6.2. Assume µ 1 < . . . < µ K . The system under redundancy-d and homogeneous arrivals has a strictly larger stability condition than the system under Bernoulli routing if and only if
The following is straightforward, since i−1 d −1 is increasing in i. Hence, if there exists a redundancy parameter d such that µ 1 d < µ d , then adding d redundant copies to the system improves its stability region. In that case, the stability condition of the system will improve by at least a factor µ d d µ 1 .
In Table 1 , we analyze how the heterogeneity of the server capacities impacts the stability of the system. We chose µ k = µ k −1 , k = 1, . . . , K, so that the minimum capacity equals 1. Hence, for Bernoulli, λ B = K. Under redundancy we have the following: For µ = 1 the system is a redundancy-d system with homogeneous arrivals and server capacities, so that λ R = K/d, [3] . Thus, λ R < λ B in that case. We denote by µ * the value of µ for which the stability region of the redundant system coincides with that of Bernoulli routing, i.e., the value of µ such that λ R = λ B . For µ < µ * (gray area in Table 1 ), Bernoulli has a larger stability region, while for µ > µ * , redundancy outperforms Bernoulli.
Firs we observe that, for a fixed d, µ * decreases as K increases, and is always less than µ = 2. Therefore, as the number of servers increases, the level of heterogeneity that is needed in the servers in order to improve the stability under redundancy decreases. Second, for fixed K, we also observe that µ * increases as d increases. This means that as the number of redundant copies d increases, the server capacities need to be more heterogeneous in order to improve the stability region under redundancy. Finally, focusing on the numbers in bold, we observe that when the number of servers K is large enough and the servers are heterogeneous enough (large µ), the stability region increases in the number of redundant copies d. Table 1 : The maximum arrival rates λ R and λ B in a redundancy-d system with homogeneous arrivals and capacities µ k = µ k −1 . In Table 2 , we consider linearly increasing capacities on the interval
The grey area is where Bernoulli outperforms redundancy. For this specific system, the following corollary is straightforward. Simple qualitative rules can be deduced. If M ≥ d, redundancy is a factor M/d better than Bernoulli. Hence, increasing M, that is, the heterogeneity among the servers, is significantly beneficial for the redundancy system. However, the stability condition of the redundancy system degrades as the number of copies d increases. 
The above set of conditions is obtained from the fact that under Bernoulli routing, λ B = min{µ 1 /(1−p), µ 2 /(p + 1 2 (1−p))}. Note that λ B is a continuous function with a maximum µ 1 + µ 2 at the point p = 
From the above we conclude that if µ 1 is larger than 2µ 2 , then redundancy is always better than Bernoulli, independent of the arrival rates of job types. For the case µ 2 > µ 1 , we observe that for µ 2 large enough, redundancy will outperform Bernoulli. 6.2.2 W -based nested systems . We consider the following structure of nested systems: W (see Figure 1 c) ), WW (Figure 1 d) ) and WWWW . The latter is a K = 8 server system that is composed of 2 WW models and an additional job type c = {1, . . . , 8} for which all servers are compatible. For all three models, we assume that a job is with prob. p c = 1/|C| of type c.
In Table 3 , we analyze how heterogeneity in the server capacities impacts the stability. First of all, note that λ B = K. For redundancy, the value of λ R depends on the server capacities. In the upper part of the table, we let µ k = µ k −1 for k = 1, . . . , K. We denote by µ * the value of µ for which λ R = λ B . We observe that as the number of servers duplicate, the µ * decreases, and is always smaller than 1.5. So that, as the number of servers increases, the level of heterogeneity that is needed in order for redundancy to outperform Bernoulli decreases too.
In the second part of the table we assume µ k = 1 + M −1 K −1 (k − 1) for k = 1, . . . , K. We observe that when M ≥ K the stability condition under redundancy equals λ R = |C|, which is always larger than λ B = K. However, as the number of servers increases, the maximum capacity of the servers, M, needs to increase M in order for redundancy to outperform Bernoulli.
PROOF OF THE STABILITY CONDITION
In the following, we outline the proof that the condition in Proposition 5.1 is sufficient and necessary for the respective subsystems to be stable. As we observe in Section 4, there are two main issues concerning the evolution of redundancy systems with heterogeneous capacities. First of all, the trajectory of a particular server decreases, only if a certain subset of servers is already in steady state. Secondly, for a particular server s ∈ S, the instantaneous departure of that server might be larger than µ s due to copies leaving in servers other than s. This makes the dynamics of the system complex. In order to determine the stability conditions, we construct upper and Before doing so, we introduce some notation: We denote by E c (t) = max{j : U c j < t } the number of type-c jobs that arrived during the time interval (0, t) and by U c j the instant of time at which the jth type-c job arrived to the system. We recall that b c j denotes its service realization. We denote by b ′ cms the residual job size of the mth eldest type-c job in server s that is already in service at time 0. We define the random variable τ s = inf {t > 0 : M s (t) = 0} as the first time at which server s is empty.
Sufficient stability condition
We define the Upper Bound (U B) system as follows. Upon arrival, each job is with probability p c of type c and sends identical copies to all servers s ∈ c. Recall the set R(c), which denotes the set of servers where type c receives maximum capacity-to-fraction-of-arrivals ratio. In the UB system, a type-c job departs the system only when all copies in the set of servers R(c) are fully served. When this happens, the remaining copies that are still in service (necessarily not in a server in R(c)) are immediately removed from the system. We denote by N U B c (t) the number of type-c jobs present in the UB system at time t.
In the remainder of this section, we will show that the condition of Proposition 5.1 is a sufficient stability condition for the upper bound system. Intuitively, this can be explained as follows. Given a server s ∈ L 1 and any type c ∈ C(s), it holds that R(c) ⊆ L 1 (c). Hence, a server in L 1 will need to fully serve all arriving copies. Therefore each server s, with s ∈ L 1 , behaves as an M/G/1 PS queue, which is stable if and only if its arrival rate of copies, λ c ∈C 1 (s) p c , is strictly smaller than its departure rate, µ s . Assume now that for all l = 1, . . . , i − 1 the subsystems S l are stable and we want to show that servers in L i are stable as well. First of all, note that in the fluid limit, all types c that do not exist in the S i -subsystem, i.e., c C i (s), will after a finite amount of time equal (and remain) zero, since they are stable. For the remaining types c that have copies in server s ∈ L i , i.e., s ∈ c with s ∈ L i , it will hold that their servers with maximum capacity-to-fraction-of-arrivals ratio are R(c) ⊆ L i . Due to the characteristics of the upper-bound system, all copies sent to these servers will need to be served. Hence, a server s ∈ L i behaves in the fluid limit as an M/G/1 PS queue with arrival rate λ c ∈C i (s) p c and departure rate µ s . In particular, it is stable if and only if λ c ∈C i (s) p c < µ s . Remark 7.1. In [3] , the authors show that for the redundancyd system with homogeneous arrivals and server capacities, the system where all the copies need to be served is an upper bound. We note that this upper bound coincides with our upper bound (in that case L 1 = S). There, the proof followed directly, as each server behaved as an M/G/1 PS queue. In the heterogeneous server setting studied here, the difficulty lies in the fact that similar arguments can be used only in a recursive manner. In order to see a server as a PS queue in the fluid regime, one first needs to argue that the types that have copies in higher capacity-to-fraction-of-arrivals servers are 0 at a fluid scale.
In the following, we prove that U B provides an upper bound on the original system. To do so, we show that every job departs earlier in the original system than in the U B system. In the statement, we assume that in case a job has already departed in the original system, but not in the UB system, then its attained service in all its servers in the original system is set equal to its service requirement b c j . We first describe the dynamics of the number of type-c jobs in the UB system. We recall that a type-c job departs only when all the copies in the set of servers R(c) are completely served. We define by η min R(c) (v, t) = mins ∈R(c) {ηs (v, t)} the minimum cumulative amount of capacity received by the copy in servers R(c). Therefore,
We denote the number of type-c copies in server s by M U B s,c (t). We note that for a type-c job in server s there are two possibilities:
• if s ∈ R(c), the copy of the type-c job leaves the server as soon as it is completely served. The cumulative amount of capacity that the copy receives during (v, t) is η s (v, t). • If s R(c), the copy of the type-c job in server s leaves the system either if it is completely served or if all copies of this type-c job in the servers R(c) are served. We note that for anys ∈ R(c),s ∈ L l , with l < i.
Hence, the number of type-c jobs in server s ∈ L i is given by the following expression. If s ∈ R(c),
and if s R(c),
The first terms in both equations correspond to the type-c jobs that where already in the system by time t = 0, the second terms correspond to the type-c jobs that arrived during the time interval (0, t).
In the following we obtain the number of copies per server. Before doing so, we need to introduce some additional notation. Let 
for s ∈ L i and i = 1, . . . , i * , where G(·) is the distribution of the remaining service requirements, F (·) the service time distribution of arriving jobs,η
The existence and convergence of the fluid limit to the fluid model can now be proved. Proposition 7.4. The limit point of any convergent subsequence of ( ì M U B,r (t); t ≥ 0) is almost surely a solution of the fluid model (4).
We can now prove that the U B system is Harris recurrent. Note that the concept of Harris recurrence is needed here since the state space is obviously not countable, (as we need to keep track of residual service times). Hence, we need to prove that there exists a petite-set C for which P(τ C < ∞) = 1 where τ C is the stopping time of C, see e.g., [4, 6, 22] for the corresponding definitions. To do so, we first establish the fluid stability, that is, its associate fluid limit is 0 in finite time. The latter is useful, as we can use the results of [21] that establish that under some suitable conditions, fluid stability implies Harris recurrency, see the lemma below. Lemma 7.5. If the fluid limit is fluid stable, then the stochastic system is Harris recurrent.
We now give a further characterization of the fluid limit. Proposition 7.6. Let i ≤ i * and assume λ c ∈ C l (s) p c < µ s for all l ≤ i − 1 and s ∈ L l . Then, there is a time T ≥ 0, such that for t ≥ T and for s ∈
(1 − F (η s,i (x, t)))dx , (5) If λ < CRL l , for all l = 1, . . . , i, then from Lemma 7.5 and Proposition 7.6 we conclude that for servers s ∈ L i , the associated stochastic number of copies in server s is Harris recurrent. Simply by noting that (5) coincides with the fluid limit of an M/G/1 PS system with arrival rate λ c ∈ C i (s) p c and server speed µ s . Since λ c ∈ C i (s) p c < µ s (λ < CRL i ), (5) equals zero in finite time.
Corollary 7.7. For i ≤ i * , the set of servers s ∈ L i in the U B system is stable if λ < CRL l , for all l = 1, . . . , i.
Necessary stability condition
In this section we prove the necessary stability condition of Proposition 5.1. Let us first define ι := min l = 1, . . . , i * : λ > CRL l .
We note that for any i < ι, λ < CRL i . So that the servers in L i , with i < ι are stable, see Corollary 7.7. We are left to prove that the servers in S ι cannot be stable. In order to do so, we construct a lower-bound system.
In the S ι subsystem, the capacity-to-fraction-of-arrivals ratios are such that for all s ∈ S ι , µ s /( c ∈ C ι (s) p c ) ≤ CRL ι . We construct a lower bound (LB) system in which the resulting capacity-to-fractionof-arrivals ratio is CRL ι for all servers s ∈ S ι . We use the superscript LB in the notation to refer to this system, which is defined as follows. First of all, we only want to focus on the S ι system, hence, we set the arrival rate p LB c = 0 for types c ∈ C\C ι , whereas the arrival rate for types c ∈ C ι remain unchanged, i.e., p LB c = p c . The capacity of servers s ∈ S ι in the LB-system is set to
wheres ∈ L ι and γ = CAR ι . Additionally, in the LB-system, we assume that each copy of a type-c job receives the same amount of capacity, which is equal to the highest value of µ LB s /M LB s (t), s ∈ c. We therefore define the service rate for a job of type c by ϕ LB c ( ì N LB (t)), where c ∈ C ι (instead of ϕ s (·) for a copy in server s in the original system). This is given by
The cumulative amount of capacity that a type-c job receives is
Remark 7.8. The lower bound in [3] was simpler as it only needed to modify the service rates, similar to ϕ LB c (·). In the heterogeneous case, we also need to modify the capacities of the servers. This change increases the rate of every server in such a way that the capacity-to-fraction-of-arrivals ratio is equal to γ , the maximum ratio in the subsystem allowing to find the fluid limits.
The number of type-c jobs in the system is given by
In the following, we prove that LB provides a lower bound for the original system. In order to show that the LB system is unstable, we investigate the fluid-scaled system. For r > 0, denote by N LB,r c (t) the system where the initial state satisfies N LB c (0) = rn LB c (0), for all c ∈ C. We write for the fluid-scaled number of jobs per type
In the following we give the characterization of the fluid model. 
where G(·) is the distribution of the remaining service requirements of initial jobs, F (·) the service time distribution of arriving jobs and
The existence and convergence of the fluid limit to the fluid model can be proved as before. The statement of Proposition 7.4, indeed directly translates to the process ì N LB,r (t), since η LB c (v, t) is both decreasing and continuous in v. Therefore, it is left out.
Next, we characterize the fluid limit of the ì N LB system. Lemma 7.11. Let us assume that the initial condition is such that n LB c (0) = 0 for all c ∈ C\C ι and for c ∈ C ι , n LB c (0) are such that m LB s (0)/µ LB s = α(0) for all s ∈ S ι . Let
. Then, n LB c (t) = 0 for all t ≥ 0 and c ∈ C\C ι , and m LB s (t)/µ LB s = α(t) for all t ≥ 0 and s ∈ S ι .
We note that Equation (6) corresponds to the fluid limit of an M/G/1 system with PS, arrival rate λ/γ and server speed 1. Assuming λ > γ (or equivalently λ > CAR ι ), it follows that the fluid limit α(t), and hence m LB s (t), s ∈ S ι , diverges. Now, by using similar arguments as in Dai [7] , the fact that the limit diverges implies that the corresponding stochastic process can not be tight, and hence cannot be stable.
Corollary 7.12. In the LB-system, the set of servers s ∈ L ι is unstable if λ > CRL ι .
NUMERICAL ANALYSIS
We have implemented a simulator in order to assess the impact of redundancy, and to compare numerically the performance with Bernoulli routing. We ran these simulations for a large number of busy periods (10 6 ), so that the variance and confidence intervals of the mean number of jobs in the system are sufficiently small.
Exponential service time distributions: In Figure 4 we consider the W -model with exponential service time distributions. We set p {1} = 0.35 and p {2} + p {1,2} = 0.65, and vary the value of p {1,2} . We consider two different sets of server capacities, namely ì µ = {1, 2} and ì µ = {2, 1}, The only redundant job type is {1, 2}, thus as its value increases, we can observe how increasing the fraction of redundant jobs affects the performance. We also note that when p {1,2} increases, the load in server 1 increases as well, whereas the load in server 2 stays constant. In a) and b) we depict the mean number of jobs with redundancy and Bernoulli routing for two different arrival rates, and in c) we plot λ R and λ * , B using the analysis of Section 5. . This is due to the fact that for large values of p {1,2} , redundancy does better in exploiting the larger capacity of server 1. In c) we observe that redundancy consistently has a larger stability region than Bernoulli. In Figure 5 we simulate the performance of the W model for different values of µ 2 , while keeping fixed ì p and µ 1 = 1. In a) we plot the mean number of jobs and we see that for both configurations of ì p, the performance of both redundancy and Bernoulli improve as µ 2 increases, and that redundancy consistently performs better or similar to Bernoulli routing. The gap between redundancy and Bernoulli is significant in the case of ì p = {1/2, 1/4, 1/4}. The reason can be deduced from b), where we plot λ R and λ B with respect to µ 2 . We observe in b) that the stability region of redundancy is, for every value of µ 2 , larger than that of Bernoulli, and that the gap is larger for the case ì p = {1/2, 1/4, 1/4}. General service time distributions: In Figure 6 a) we investigate the performance for several non-exponential distributions. In particular, we consider the following distributions for the service times: deterministic, hyperexponential, and Bounded Pareto. With the hyperexponential distribution, job sizes are exponentially distributed with parameter µ 1 (µ 2 ) with probability p (1 − p). For Pareto the density function is 1−(k /x ) α (1−(k/q) α ) , for k ≤ x ≤ q. We choose the parameters so that the mean service time equals 1. In a), we plot the mean number of jobs as a function of λ for the N , W , WW , and redundancy-2 (K = 5), and redundancy-4 (K = 5) models. The respective parameters ì p are chosen such that the system is stable for the simulated arrival rates. We observe that for the five systems, (1, 12) empirical distribution for the slowdown [1] . The capacity is set to 1/S. performance seems to be nearly insensitive to the service time distribution, beyond its mean value.
Markov-modulated capacities: In Figure 6 b) we consider a variation of our model where servers' capacities fluctuate over time. More precisely, we assume that each server has an exponential clock, with mean ϵ. Every time the clock rings, the server samples a new value for S from Dolly (1, 12) , see Table 4 and sets its capacity equal to 1/S. The Dolly (1, 12) distribution is a 12-valued discrete distribution that was empirically obtained by analyzing traces in Facebook and Microsoft clusters, see [1, 10] .
In Figure 6 b) we plot the mean number of jobs for a K = 5 server system with redundancy-2 and redundancy-4, and for the W -model under redundancy, and we compare it with Bernoulli routing. Arrival rates are equal for all classes. It can be seen that with Bernoulli routing, both redundancy-2 and redundancy-4 become equivalent systems, and hence their respective curves overlap. The general observation is that in this setting with identical servers, Bernoulli routing performs better than redundancy. Further research is needed to understand whether with heterogeneous Markov-modulated servers, redundancy can be beneficial.
CONCLUSION
With exponentially distributed jobs, and i.i.d. copies, it has been shown that redundancy does not reduce the stability region of a system, and that it improves the performance. This happens in spite of the fact that redundancy necessarily provokes a waste of computation resources in servers that work on copies that are canceled before being fully served. The modeling assumptions play thus a crucial role, and as argued in several papers, e.g. [10] , the i.i.d. assumption might lead to insights that are qualitatively wrong.
In the present work, we consider the more realistic situation in which copies are identical, and the service times are generally distributed. In our main result we have shown that redundancy can help improve the performance in case the server's capacities are sufficiently heterogeneous. To the best of our knowledge, this is the first positive result on redundancy with identical copies, and it a) b) Figure 6 : Mean number of jobs in the system with respect to λ: a) Non-exponential service times and models N , W , WW , and redundancy-2 (K = 5), and redundancy-4 (K = 5) models. We chose ì µ = (1, 2) for the N and W model, ì µ = (1, 2, 4, 6) for the WW model, and ì µ = (1, 2, 4, 6, 8) for redundancy-d. b) Markov modulated server capacities in the W -model.
illustrates that the negative result proven in [3] critically depends on the fact that the capacities were homogeneous. We thus believe that our work opens the avenue for further research to understand when redundancy is beneficial in other settings. For instance, it would be interesting to investigate what happens in case servers implement other scheduling policies. It is also important to consider other cross-correlation structures for the copies, in particular the S&X model recently proposed in the literature. Another interesting situation is when the capacities of the servers fluctuate over time. Other possible extension is to consider the cancel-on-start variant of redundancy, in which as soon as one copy enters service, all the others are removed. For conciseness purposes, in this paper we have restricted ourselves to what we considered one of the most basic, yet interesting and relevant setting. 
