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ABSTRACT 
Using the theory of linear group representations, we analyse the normal linear 
model with known sampling covariance structure invariant under a symmetry group, 
and sampling mean structure equivariant under the same group. In particular, 
assuming an invariant normal prior distribution on the parameter space, the problem 
of Bayesian inference is shown to decompose naturally into several independent 
subproblems. Within any such subproblem, if additional irreducibility conditions hold, 
it is shown that the posterior expectation of any parameter is a fixed scalar multiple of 
its unique unbiased estimator, and similarly the posterior covariance of any two 
parameters is a fixed scalar multiple of the prior covariance. The theoretical frame- 
work is illustrated with reference to experimental designs. 
1. INTRODUCTION 
Normal linear models which are equivariant under the action of a suitable 
symmetry group of linear transformations arise naturally as descriptions of the 
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data from balanced experimental designs, as well as in a variety of other 
applications. Using group representation theory, it is possible to decompose 
such a model into a collection of independent subproblems, and analyse each 
separately [l]. In this paper we reconsider this analysis, and extend it to the 
Bayesian setting, assuming that the covariance structure is known, and the 
prior distribution on the mean parameters shares the same symmetries as 
the model. 
Section 2 introduces the general algebraic standpoint from which we 
analyse :he normal linear model, and Section 3 shows how we accommodate 
ideas associated with symmetry considerations into such models. The resulting 
invariant normal linear model is illustrated in Section 4 by means of examples 
of experimental designs. Section 5 details the way in which the symmetries 
induce a decomposition of the overall problem into a collection of indepen 
dent subproblems. Restricting attention then to one such subproblem, Sec- 
tions 6 and 7 deal with Bayesian inference for the mean parameters. In 
particular, a simple connection with unbiased estimation is demonstrated. 
2. THE LINEAR MODEL 
Our algebraic description of the linear model is grounded in the Wdimen- 
sional real vector space X of all linear combinations of the hmic ohservables 
X = (X u : u E U). Here U may usually be regarded as the set of N units under 
observation and X,, as the uncertain quantity representing the response to be 
observed on unit u. We shall call X observable space, and any X E X an 
observable. Any realization of the experiment corresponds to an assignment of 
a real value to each X E X and thus (since it is obviously linear) to an 
element of the dual space X’ (which thus serves as a sample space for the 
experiment). Most geometric and algebraic treatments of the linear model to 
date have concentrated attention on this realization space, X’. In contrast, 
we find it more fruitful to analyse X directly. The relationship between X 
and X ’ induced by the symmetries of the model is considered in detail in [2]. 
Any square-integrable joint distribution P for X determines an expectation 
map EF: X --, [w, associating with any X E X its expectation under P. Then 
EfT is linear, and so E,, E X’. Further, P determines a map I’,,: X X 35 + R, 
where I,( X, Y) is the covariance, under P, between X and Y. Then Tr, is an 
inner product (possibly only semidefinite) on X. Conversely, if we are given 
any E E X’ and (semi-)inner product r over X, there exist many distribu- 
tions P for X having E, T= E and r!, = r, and a unique such distribution, the 
normal distribution, for which, in addition, the induced distribution of every 
X E X is univariate normal. 
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A normul linear model, as considered here, will be a family P of 
distributions for X, where each P E 9 is normal, with known constant 
covariance inner product I’e = I’. The unknown expectation under P E B is 
required to be linear in the following sense. There exists a real vector space ti, 
parameter space, whose elements are called parameters, and a linear map 
Eg: X -+ L2. Intuitively, EC(X) is just the “expectation of X,” considered as 
an unknown parametric quantity. We identify 9 with the dual space 9’ of 
Q. (It is this space 52’, a typical member p of which is a function p: G + It4 
assigning particular numerical “realized values” to all the parameters, which 
is more traditionally termed “parameter space” and made the main object of 
study. Once again, we consider it more fruitful to work with the dual of the 
standard approach.) The expectation map Ep” under any P E 9, correspond- 
ing to p : Ll --, II%, say, is then supposed given by the composite map PEG: T 
-+ R, which simply substitutes the appropriate numerical value assigned by p 
to the parametric mean E:(X) of any observable X. 
Although this condition can be relaxed, we shall henceforth suppose Ez to 
be surjective, so that any parameter is the expectation of some observable. 
This is the statistical criterion of estimability or identifiability of the parame- 
trization. Then IJ will be spanned by { Ejf( X,,) : u = 1,2,. . . , N }, and, of 
course, dim(Q) =G N. In nontrivial cases, dim(Q) will be strictly less than N, 
corresponding to the existence of known linear relationships between the 
expected responses on different units. Then Ker Ez is the class of unbiased 
estimators of zero. 
A normal linear model is completely specified by the collection 9 = 
{X, 52, Ez, r }, the statistical model. 
EXAMPLE. Let X be spanned by (Xi, X,, X,, X,), &? by (O,, 0,) and 
let EE be given by E$LfClaiXi) = (a, + a,)@, +(a, + a,)@,. More simply 
stated, Ez(X,) = 0, for i = 1 or 3, or 0, for i = 2 or 4. The mean mapping 
E;2” thus corresponds to specifying one common mean value for X, and X, 
and another for X, and X,. KerEz is spanned by (Xi - X,, X, - X,). 
We may occasionally write IE(X 1 Cl) for E;2”X and Cov(X, Y ) a) for 
r( X, Y). In other words, with reference to the statistical model y, Ez 
represents the sampling mean and I the sampling covariance i.p. 
If we take a Bayesian approach to inference, a prior distribution must be 
specified over Q. Again assuming normality, this will be determined by its 
expectation map M: D + R and its covariance i.p. A, both of which are 
supposed known. Thus the prior distribution is defined by the collection 
II E { Q, M, A }. The pair .& = { 9, II } defines a normal Bayesian linear 
model. 
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3. INVARIANCE 
The specific normal linear models to be studied are those having certain 
additional properties of invariance. Let G be an abstract finite group and 
p : G + CL(X) a faithful linear representation of G on 3, so that p(g) is a 
linear automorphism of .!Z and p a group homomorphism. 
The statistical model 9’ is said to be G-equiuariant if 
(Sl) Ker Ez is G-invariant, that is, 
XEKerEz, gEG * p(g)X 5 KerEg, 
and 
(S2) I is G-invariant, that is, 
~bwcP(g)y) = IYXTY) (X,Y ET; g EG). 
It follows from (Sl) that EEY = EgZ * E;p(g)Y = E$(g)Z (Y, Z E X; 
g E G). Since Eff is sujective, any \Ir E fJ can be expressed as EZY for at 
least one Y E 3, and then (Sl) ensures that q’= E$(g)Y will not depend 
on the particular such Y chosen. Writing \E’ = v(g)‘E, v(g) is a linear 
automorphism of Q, and v: G --f GL(Q) a linear representation of G on 3. 
Thus (Sl) implies 
(Sla) EZY = \k * E$(g)Y = v(g)*, or 
In other words, Ez is a G-homomorphism. 
Conversely, the existence of a representation v on D satisfying (Sla) 
implies (Sl), and then v must be that found by the above construction. 
A prior distribution specified by II = { 5?, M, A } is said to be G-invariant 
if 
(Pl) Mv(g)\k = Mq (q E a), and 
(P2) A(v(g)‘I’, v(g)@)= A(‘I’, a) (‘I’, @ E Q; g E G), 
where v is a linear representation of G on 52. 
Finally, a normal Bayesian linear model M is said to be G-invariant if 9 
is G-equivariant and II G-invariant, with the same representation v in both 
cases. 
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4. EXPERIMENTAL DESIGNS 
The above abstractions have various possible interpretations and applica- 
tions. An important one arises in the analysis of certain experimental designs, 
under the assumption of unit-treatment addivity [ 121. Thus consider a set T of 
treatments, and let 7: U + T denote the treatment allocation mapping, with 
7~ the treatment assigned to unit U. We assume T to be surjective. Suppose 
that the response observable X, on unit u is represented by O,, + Z,, where 
the unit effects (Z,) have a known fixed joint distribution with zero means. 
The parameter space fi is thus spanned by the treatment effects {O,, : u 6 
U}={@,:~ET}. 
The unit set U may have a more or less elaborate structure, such as a 
row-column layout or “split plot.” This may be fruitfully characterized in 
terms of its symmetry group, comprising all permutations of the units which 
preserve the structure. For example, in the rowcolumn layout with typical 
unit u = (i, j), the essential structure is preserved by permuting rows (or 
columns) as a whole. This induces symmetry permutations on units of the 
form (i, j) --j (gi, hj), where g and h are permutations acting on rows and 
columns respectively. However, a unit permutation under which, for example, 
the images of two units in the same row lie in different rows would destroy 
the essential structure. Similarly, for a split-plot design, we could permute 
whole plots, and independently permute subplots within each whole plot. 
Cyclic permutations might be relevant in cases where only the distance 
between plots is important. 
Now let g be such a symmetry permutation on units, and suppose further 
that, for the specific treatment allocation T used, ru = ru’ * T(gu) = T(gu’), 
so that the relationship between a pair of units of “having the same 
treatment” is preserved by the permutation g. We call such g an allowable 
permutation. Then g determines a permutation g (say) of the treatments, 
where t’ = & if, for some U, t = TU and t’ = T( gu). The mapping g + g is a 
group homomorphism. For example, in a complete randomized block design, 
where treatments have been applied to plots nested within blocks, we can 
identify each plot by its containing block and applied treatment. The allow- 
able permutations of units are then just those which are induced by separately 
permuting blocks and treatments, the latter component defining the induced 
treatment transformation. 
Now take G to be the group of allowable permutations, c = { g: g E G }, 
and let p and v be defined as permutation representations, so that p(g)X, = 
X v(g)@, = Oct. We immediately see that (Sla), and thus (Sl), hold. We 
alzi’have r(p(g)X,, p(g)X,,) = Cov(Z,,, Z,,,). Now since the permutation 
g preserves the structure of the units, it will frequently be reasonable to 
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suppose that Cov(ZgU, ZgU,)= Cov(Z,, Z,,), in which case (S2) holds also. 
Suppose, for example, that the units are plots nested within blocks, and that u 
and U’ are distinct plots in the same block. Then gu and gu’ will have this 
same property, so that we might very well require Cov(ZgU, Zgrr,) = 
Cov( Z,,, ZU,). This will be particularly compelling if the plot labels are 
assigned arbitrarily after appropriate randomization. 
For Bayesian analysis, we must also consider (Pl) and (P2). These require 
that the prior means and covariances of the ordered parameters (a,,) = (Ogt) 
agree with those of the (O,), for g E c. This will certainly be so if prior 
opinions about the parameters are exchangeable. Alternatively it may be that 
T, and hence the (a,), have a structure (e.g. factorial structure) which is itself 
preserved by G, in which case arguments paralleling those in the last 
paragraph may be applicable. Otherwise, the assumption of the invariance of 
the prior may still be found to hold on replacing the group G (and hence G) 
with a smaller group. 
We see then that, under often reasonable assumptions, an invariant 
normal (Bayesian) linear model may provide a good description for the 
observables in an experimental design. Consequently the general analysis of 
such abstract models to be developed in later sections of this paper will yield 
solutions for particular experimental layouts, thus providing, inter a&a, a 
formalization and generalization of some of the intuitive Bayesian analysis 
presented in [5] for some simple layouts. 
5. DECOMPOSITION OF AN INVARIANT NORMAL LINEAR MODEL 
Consider an abstract finite group H and a faithful linear representation 
w : H + GL(9’), where 3’ is a finite-dimensional real vector space. The 
dimension of %” is called the degree of w. Let now Y be a subspace of 3“. Y 
is H-invariant if w(h)V E Y (V E Y, h E H); moreover it is irreducible if 
there exists no proper subspace of Y (save the null space) which is H- 
invariant. Given w : H + GL(%“), it is well known (see e.g. [lo] and [14]) that 
%” affords a decomposition into the direct sum of H-invariant irreducible 
subspaces. Notice that irreducibility depends upon the ground field underly- 
ing the representation space. More precisely, an extension of such a field 
(typically from aB to C) might turn an irreducible subspace (over Iw) to a 
reducible one (over C). In this paper the ground field will always be Iw. Each 
H-invariant subspace of 9’ corresponds to a (sub-)representation of H; thus if 
Y is irreducible, the corresponding representation is also said to be irreduc- 
ible. A decomposition of a representation into irreducible components is 
called complete. 
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Now consider two irreducible representations oi : H + GL(Zi)), (i = 1,2). 
They are said to be equivalent, or H-isomorphic, if there exists a (linear) 
isomorphism S : %ol --, 2Y2 such that Sw,(h) = &h)8 (h E H). A complete 
decomposition is generally not unique. However, if we collect together all 
equivalent representations, we obtain a unique decomposition of %” into the 
direct sum of H-invariant subspaces. Such a unique decomposition is called 
canonical, and each constituent subspace (or representation) is called iso- 
tropic. The multiplicity of an isotropic component is defined to be the 
number of equivalent linearly independent irreducible subspaces contained 
therein. Clearly a representation is irreducible if and only if it is isotropic of 
multiplicity one. 
Let now A be a H-invariant, and possibly semidefinite, i.p. on 3. Then it 
can be shown [2] that the isotropic components are pairwise orthogonal with 
respect to A. 
We now specialize these results to the statistical setup described in 
Sections 2-4. We thus let G be the group of allowable permutations and 
p : G -+ GL( X) be the permutation representation of G, where X is the space 
of observables. Furthermore let 
denote the canonical decomposition of X. We call each X, an observable 
stratum. If pq denotes the representation corresponding to X,, we also say 
that p contains pq. 
REMARK. A representation S of the group G such that 6(g) = 1 (g E G) 
is called the unit representation. The permutation representation p: G + 
GL(X) always contains the unit representation. Indeed, recalling that X = 
sp{ Xtr: u E CJ }, define g as the linear span of W 3 1, E(,XU. Then ?V is 
G-invariant and the corresponding representation is trivially seen to be the 
unit representation. More generally, if c represents the number of orbits of U 
with respect to G, then the number of times that p contains the unit 
representation is c. Indeed, let {Vi,. . . , UC } denote the partition of U into 
orbits under G. Set W,=&,,o..X,, and gP=sp{WP) (p=l,...,c). Since 
Y E ?VP if and only if Y = aWP (a E W), we have p(g)Y = a& E cILXgu = 
;ttt ;%X2 = Y. Notice that y = spiZ u E z,X, } c @fig& (c 2 1). In the sequel 
ways denote the isotroprc component corresponding to the unit 
representation, i.e., we shall always set X0 = %3p?$fi. If G is transitive on U, or 
equivalently X0 is irreducible, we may call X0 the grand mean stratum, 
since X0 = sp{ X,}, where X, = (IUl-‘)xX, is the usual grand mean of the 
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basic observables (IV1 being the number of experimental units). More gener- 
ally, as outlined above, .Ye will be equal to the direct sum of the various 
grand mean strata on orbits. 
Consider now the canonical decomposition (5.1) and suppose that the 
statistical model defined on 3 is G-equivariant. Thus, in particular [see (S2)] 
the covariance i.p. I is G-invariant, and so we have that .Fq, is uncorrelated 
with Z-q2 (9r z 9s). Because of normality, it then follows that the { !Z^,} are 
mutually stochastically independent. In other words, letting the number of 
observable strata be Q + 1, we have in the notation of [6] 
(5.2) 
independence being conditional on &?, since I represents the sampling 
covariance i.p. The result (5.2) will prove to be the cornerstone of this section. 
EXAMPLE 5.1. Consider a two-way layout. Thus each experimental unit 
can be identified with a pair (i, j), where i denotes “row” and j “column.” 
If i = 1,. . . , R and j = 1,. . . , C, then ?Z = sp{ Xii} has dimension RC. The 
symmetry group of this block structure is the direct product S, x S,:, where 
S, is the symmetric group of degree R. Let X = (Xi,). Then the most general 
covariance matrix for X, r-(yi,j,,i,jz), which is invariant with respect to 
S, X S, has the following structure: 
(y. i,=i,, j,=j,, 
I 
Yl i, = i,, jl # j2, 
Yi,j,.t,j,= 
Y2 i, # i,, h = j2> 
YB i, # i,, ji#jj,, 
where yO, yl. y2, and ys are constants such that I is nonnegative definite 
(NND). 
It can be shown that in this case the canonical decomposition of 3 
contains four irreducible observable strata, i.e. 
where, in terms of the corresponding projections of the basic observables X, j, 
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where * denotes averaging over the replaced suffix. It is straightforward to 
verify that the observable strata are mutually stochastically independent. 
EXAMPLE 5.2. Suppose we have N = 2 M experimental units, each located 
at the vertex of a regular polygon of N sides. Let the nature of the experiment 
be such that the structure of the layout is preserved if the units are permuted 
so that the number of vertices separating any two units remains constant (an 
example of such a structure occurs in [13]). Then the group corresponding to 
this block structure is C,, the cyclic group of order N. Setting X = (X,, : u = 
0 >...> N - l), the most general form of the covariance matrix of X, I, which is 
C,cinvariant is given by 
I-= 
Yn YI Yz ... YM Y,j&l ... Yl 
Yl Yn Yl ... Y,M- 1 y41-2 ". Y2 
. . . 
. . . 
. . . 
Y2 Y3 y4 . YO YI 
Yl Yz y3 . Yl YO 
where, as usual, the constants involved are such that r is symmetric and 
NND. It can be shown [15] that the canonical decomposition of 9” contains 
M + 1 irreducible subspaces, i.e. 
where ?Z-^, and .%M 
are two-dimensional. 
can be shown to be 
are onedimensional, whereas the remaining subspaces 
The corresponding projections of the basic observables 
The reader might find it helpful to see how the’general structure described 
in this example specializes in the particular case when N = 4 (M = 2). We 
30 
have 
Then X = XO@X%,@Xz, with 
X0 = sp(X*), Xi = sp( X, - X,, -7i, - X,), 
Xz=sp(X,-X,+X,-X,). 
The projections of the basic observables are 
x,=x*+i(x,-x,)+:(x”-X,$X,-X,), 
x,=x*++(x,-X,)-t;<-x,+x,-x,+x:,>, 
x,=x*+b( -X,+X,)+f(X,-x,+x,-x:,), 
X,=x*++( -x,+x,J+$( -x,,+x,-x,+x,). 
A similar analysis applies if N = 2M + 1. Details may be found in LI51. 
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EXAMPLE 5.3. Consider four experimental units arranged in two rows of 
two units each. Suppose that only permutations within a row are regarded as 
compatible with the block structure. If we describe the four units by (i, j) 
(i, j = 1,2), where i denotes row and j unit within row, the block-structure 
symmetry group is generated by g, and g,, where g,(l, i) = (1, u(i)), gi(2, i) 
= (2, i), g,(l, i) = (1, i), and g,(2, i)= (2, u(i)), with a(l) = 2 and a(2) = 1. 
Notice that this group is not transitive, in contrast to our previous examples. 
It is easy to see that the most general covariance matrix of (Xi,, Xi,, X,,, X,,) 
invariant with respect to this group has Var(Xij) = yi, Cov(X,,, Xi,) = yz, 
Var(Xsj> = ya, Cov(X,,, X2,)= y4, Cov(Xlj, Xzj,)= ys. It is not difficult to 
see moreover that X = sp{ Xii: i, j = 1,2} d ecomposes into the direct sum of 
three isotropic components, X0, Xi, and X2, where X0 = sp{ Xi,, X2*}, 
Xi = sp{ Xi, - Xi,}, X2 = sp{X,,- X,,}. Then Xi and X, are clearly 
irreducible, Xi corresponding to the within-row-i contrast stratum (i = 1,2). 
However, X0 is a unit representation, and so is not irreducible: any Y E X0 
spans a one-dimensional irreducible subspace. We can thus decompose X0 
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further, for example x0 = 9&i@Fas, with ?KOi = sp{ Xi*} (i = 1,2) being 
irreducible; but such decomposition is not unique (another possibility being, 
for example, SO = .%&,@.fzbR, with %a, = sp{ X,,} generated by the grand 
mean, and .?Z”aR = sp{ Xs* - X, *} by the between-row contrasts). 
Now let 
be the canonical decomposition of the parameter space induced by the 
representation Y of @la). We call each Q2, a parameter stratum. Note that, in 
a Bayesian analysis under (P2), where the prior distribution on ti is assumed 
to be &nvariant, it now follows that a,, is a priori uncorrelated with 6& 
(ri + ra), whence, because of normality, they are mutually stochastically 
independent. If we let R + 1 be the number of parameter strata, we can then 
write 
ii Q,. (5.3) r=O 
EXAMPLE 5.4. In Example 5.1, let IE(Xij / i2)= Oi. Then &I = sp{ Oi: i = 
1 , . . . , R }. It is easy to verify that the original group is allowable and that the 
induced group G is given by S,. Thus 52 decomposes into the direct sum of 
two irreducible subspaces 
where 9, = E,$Xo is the parameter grand mean stratum, and Q2, = EZX, the 
deviation from the grand mean stratum. In terms of the projections of the 
basic parameters ( Oi } we have 
It is straightforward to verify that, for an invariant prior distribution, 8, and 
52, are independent. Notice that a similar result would have applied if we had 
assumed E(X,, IS)= Oj. 
EXAMPLE 5.5. In Example 5.2, suppose that lE(Xsp ) 52) = 0, and 
UX pp+~1QF~2(P=%.., M - 1). Then C, is allowable and the induced 
group G is equal to S,. Applying the result of Example 5.4, !J = sp{ 0,, O,} 
decomposes into the direct sum of two one-dimensional (and therefore 
irreducible) subspaces, Q, = sp(0 *) and Q2, = sp(0, - 0,). 
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EXAMPLE 5.6. Consider Example 5.3_ with IE(Xij 152) = Oi (i, j = 1,2). 
Then the original group is allowable and G is the identity. Consequently no 
decomposition of Q = sp{ Or, 0, } is possible. 
The following proposition contains a useful result for future applications. 
PROPOSITION 5.1. Each parameter stratum is the image under Ez of one 
and only one observable stratum. 
Before proving it we need two lemmata. 
LEMMA 5.1. Let [: H --) GL(Y) and w: H + GL(%) be two representa- 
tions of the finite group H, with ( irreducible. Further let r: V + 42 be a 
H-homomorphism. Then either 
(i) T(V) is an irreducible representation of H and is H-isomorphic to V, 
OT 
(ii) r(V)= (0). 
Proof. See [2, Lemma 5.3.21. n 
LEMMA 5.2. Let % and *Y be two reducible representations of H, and 
let 
be their canonical decompositions. Further let 
be a surjective H-whism. Then either 
(i) r(7$) is an isotropic component of 4Y/, 
(ii) 7(Yq)= (0). 
or 
Proof. We may write VQ = @,“zrV&, where the components are irre- 
ducible H-isomorphic representations. By Lemma 5.1, any of the { r(Y&): s 
= )...) 1 nq } which are nonmrll must be H-isomorphic irreducible representa- 
tions and are consequently all contained in a common isotropic component of 
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%, possibly null, which we may label aq. Thus r( vq) c ‘8,. Then @ = T( “Y) 
= @ 4r( -Y,), and elimination of null components must recover the canonical 
decomposition Cl3 ,‘@,. of @. Hence, if r( yqy,> is non-null, r( vq) = eq. n 
Proof of Proposition 5.1. Since Ez: ZZ + 52 is a surjective G-homomor- 
phism, by (Sla), we can apply Lemma 5.2 and conclude that each parameter 
stratum is the image of some observable stratum. On the other hand, such an 
observable stratum is unique, for if two observable strata had the same image 
under Ez, they would be G-isomorphic: contradiction. n 
From Proposition 5.1 it follows that we can rewrite the canonical decom- 
position (5.1) as 
where E$‘T, = Q2, and E$Tt = (0). 
We call the Tt;‘s parameter-j+ee, whereas the X,‘s are parameterdepen- 
dent. 
As an illustration consider Example 5.4. Then EETO = S&, EZT, = C12,, 
while both %a and 9-s are parameter-free. 
A further consequence of Proposition 5.1 is that we can essentially identify 
the mapping Ez with the direct sum of the mappings { Ez}, where 
That is, if Y E 3 is expressed (uniquely) as XF=,Y, +IER+ lYt, then E:(Y) 
= ~~~l=,E~(Yr). 
5.1. Unbiased Estimation 
Let \k E 3, and write \k = Cfl_a9,, with ‘k, E Q2,. Let Y = &,Y, be an 
unbiased estimator of q. Such a Y exists, since Ez is surjective. It is easily 
seen that E(Y,)=\k, (r=O,..., R) and E(Y,) = 0 (r > R). Further, from 
(5.2), Var( Y 1 a) = C?,, Var( Y, 152). It now follows that Y * = Xf=,Yr is also an 
unbiased estimator of \k, and better than Y in the sense that Var( Y * ) Cl) < 
Var(Y 1 i-i), with equality only if Y, = 0 (r > R). (An uninteresting exception 
to the last assertion arises if F,, the restriction of r to %,,. is null for some 
r > R.) The problem of best unbiased estimation of \k from X thus decompo- 
ses into a number of subproblems of estimation of ‘k, from 3, (r = 0, 1, . . . , R). 
An unbiased estimator of q, in 3, exists, by Proposition 5.1. 
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Typically the map E$ will not be injective, and there will be a multitude 
of unbiased estimators of ‘k, in -2;, We content ourselves here with the 
remark that, if both q7 and X, have the same multiplicity, then they will 
have the same dimension, so that in this case Ez is a G-isomorphism. Then 
E;2”: will be injective, and any ‘k, E 9, will have a unique unbiased estimator 
in X,.. In particular, this result holds if both Q2, and X, are irreducible. 
5.2. Bayesian Znference 
Let now A = { 9, ll } be a normal Bayesian linear model. We say that A%’ 
is decomposable if there exists a simultaneous decomposition of X and Q: 
such that 
and 
so that inference on Q can be separately and independently performed on the 
family of stratum pairs {(X,, 9,)). 
If we now set 
where r,, Mr, and A, are, respectively, the restrictions of r, M, and A to 
Xr, Qr, and CJ2,, and the other symbols have been already defined, then we 
can symbolically write the decomposition of a normal Bayesian linear model 
into R + 1 independent normal Bayesian linear models as 
Ju= ;A!,, 
r=O 
where 
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We can thus state the main result of this section as 
THEOREM 5.1. A G-invariant normal Bayesian linear model, written 
.A@~:, is decomposable, i.e., 
where R + 1 is the number of isotropic components which appear in the 
decomposition of the parameter space. 
Theorem 5.1 says that an invariant model affords a certain degree of 
simplification when it comes to Bayesian inference. This aspect will be further 
investigated in the next sections. 
6. BAYESIAN INFERENCE ON A SINGLE PARAMETER STRATUM: 
MEAN STRUCTURE 
Because of Theorem 5.1 we shall henceforth restrict our attention to a 
single Bayesian submodel, and shall denote the observable stratum by g and 
its corresponding parameter stratum by E. Under normality, Bayesian in- 
ference involves the determination of the posterior expectation and covari- 
ante i.p. on S. This section deals with posterior expectation only. 
6.1. 
Let \k E z and denote the posterior expectation of \k by IE(\k ) CV). 
Because of normality we can write 
E(\klC!Y)=a+Z, (6.1) 
for some scalar a and some vector Z E 3’. It is also well known that a = 0 if 
and only if M \k = 0 and lE Z = 0. 
The following lemma together with the ensuing corollary will show that 
(6.1) can be made more precise. 
LEMMA 6.1. Let fi = @JJ, be the canonical decomposition of Cl, where 
Q, denotes the grand mean stratum. Then 
MQ2, = (0) , r f 0. 
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Proof. Let Q,, be an irreducible subspace of Q2, (r # 0). If we equip R 
with the unit representation, it folIows from assumption (Pl) that the map 
is a G-homomorphism. Since 52,, and R are not G-isomorphic (otherwise 3,, 
wodd belong to Qa), it follows from Schur’s lemma that Mri is nuU and thus 
M is also null on 52,. n 
COROLLARY 6.1. Let 3 = @,!Tq be the canonical decomposition of X, 
with .TO denoting the grand mean stratum. Then 
[E-q= {O}, q f 0. 
Proof. The result is trivial if .%, is parameter-free. Let then X,, CJ # 0, 
be parameter-dependent with E;2”X4 = Q2,. Then 
by Lemma 6.1. n 
Henceforth in this section, unless explicitly mentioned, we shall assume 
that 3 is any parameter stratum other than the grand mean 3,). In this case 
we shall also denote the posterior expectation on 1 with the symbol Es. It 
then follows that a = 0 in (6.1) so that E,;(q) E 3’. 
It has been proved by Dawid [5, Appendix], that if conditions (Sl), (Pl), 
and (P2) are satisfied, then the posterior distribution on Q is equivariant. In 
particular if E(\k IY) = Z, then E( v(g)+ 1%‘) = p(g)Z. We can thus state: 
PROPOSITION 6.1. The posterior expectation mapping E$ is a G-homo- 
morphism. 
Before examining in greater detail the structure of the posterior expecta- 
tion, we need a definition and a lemma. 
DEFINITION 6.1. Let { be a representation of H on the real space V. 
The cornmutant algebra of 5, denoted by 3({, 0, is the set of all H-endomor- 
phisms on V. 
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We shall also refer to 9({, l) as the cornmutant algebra of V. For the 
next lemma we shall need some extra notation, namely: (i) R, C, and W will 
denote, respectively, the real field, the complex field, and the quaternion 
division ring; (ii) given two algebras Cpp and B’, we shall write _& z 99 to 
mean that ~2 and LB are algebraically isomorphic. 
LEMMA 6.2. Let T be an irreducible representation of H over the real 
space 8. Then either 
(i) Z(77,7r)~lR, or 
(ii) ,EP(a, 7r)E C, or 
(iii) S?(T, a) g U-U. 
Proof. See [ 1, 4.51 and references therein. n 
For example, if Z(a, n)z R, this means that Z(T, a)= {Al,,; h E W}, 
where 1, is the identity mapping on 9’. If, on the other hand, =!?(a, T) z C, 
then -Ep(r, V) = {Al, + pL; A, p E W} where L E 2?(a, T) and L2 = - l,, 
and similarly when LZ’(T, a)= HI (see Section 6.3). When ,EP(a, T) = W [C, 
W], we say that T (or 9”) is irreducible of real [complex, quatemion] type. 
THEOREM 6.1. Suppose E is an irreducible parameter stratum of real 
type (other than the grand mean stratum) and “Y its corresponding observa- 
ble stratum. Then the posterior expectation of any parameter in Z is a scalar 
multiple of an unbiased estimator of that parameter, i.e. 
where Y E g is an unbiased estimator of \E and X is a constant independent 
of \k. 
Proof. Define 
Since N is the compound mapping of two G-homomorphisms [by (3.1) and 
Proposition 6.11, it follows that N is a G-endomorphism on S: in other words, 
N belongs to the cornmutant algebra of E. 
From Lemma 6.2 we have 
N= Xl,, XER, 
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i.e., 
(6.2) 
Now let q E z and set Z = E,$\E. Then from (6.2) 
whence Z = XY. where Y is an unbiased estimator of q. n 
There are two aspects to Theorem 6.1 which should be emphasized. First, 
the constant X is independent of \I/ and thus depends only on the parameter 
stratum H. Second, the theorem does not tell us which unbiased estimator of 
9 (if there is more than one) appears in the posterior expectation of q. In 
general, more information is needed in order to determine Y uniquely. 
However, if q is also irreducible, then Y is uniquely defined. 
When Y has been identified, Theorem 6.1 proves particularly useful since, 
in that case, h can be easily determined via Ericson’s theorem [7]. Indeed, let 
Ul -‘-lE(Var(YIO)) 
=Var(Y Ifi) 
and 
Then we have 
x=2L 
u,+ u2 
(6.3) 
A simple substitution into (6.3) shows that h = 0 if and only if Var 9 = 0 
forall 9EE, i.e. when an especially pig-headed prior distribution is chosen. 
On the other hand, the condition Var * = 0 for all 9 E z need not be 
checked on each \k. Indeed, the assumption of invariance of the prior 
covariance structure together with a result contained in [l, 4.141, allows us to 
conclude that, if E is irreducible (of any type), the prior covariance i.p. is 
either identically null or else positive definite. Thus either Var 9 = 0 for all \k 
orVar\II>Oforall\k. 
Consider now the parameter grand mean stratum G2,, and suppose that it 
is irreducible. Since the representation corresponding to 52, is the unit one, it 
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follows easily that the corresponding cornmutant algebra must be of real type. 
From the argument used in the proof of Theorem 6.1 it follows that the 
posterior expectation of * i Q2, is a translation of a scalar multiple of an 
unbiased estimator of \k. If we write E$‘P = a + X,Y, we have by Ericson’s 
theorem 
(6.5) 
where 
(u:) -r=lE(Var(Y Ifi)) 
=Var(Y IQ) 
Again if 9-a is irreducible, then Y is uniquely defined. 
6.2. 
We now consider the case in which the parameter stratum 5 is irreducible 
of complex type. Notice that E cannot be the parameter grand mean stratum 
Q2, (see Section 6.1). Let Y be the observable stratum corresponding to Z. 
Then, for \k E Z, Eg\k E Y. 
Let 9 be the irreducible representation corresponding to Z. The mapping 
endows E with the structure of a vector space over @ (or more briefly, 
C-space), since .9(~, 7) z C. Furthermore, as already recalled, T E 9( 7,~) if 
and only if 
7 = Al, + pL, X,yEoB, (6.6) 
where 1, denotes the identity mapping on Z, and L E S?(q, 17) with L2 = 
- lE. 
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The operation of conjugation in 9’( 9, q), expressed by r + 7, is given by 
LEMMA 6.3. The G-invariant covariance i.p. on Z is either identically 
zero or is positive definite. In the latter case, rnoreover, the covariance i. p. 
possesses the conjugated C-property, i.e. 
Proof See [l, 4.14 and 4.151. 
Let now 
Since N is a G-endomorphism and Z is irreducible of complex type, we have 
for 9 E Z 
Now define 
N\I/=A\k+pL’k. (6.8) 
@=L* (6.9) 
and set 
Z = E$P, W = E$@. (6.10) 
From (6.7)-(6.10) it follows that 
and 
EzW= -@+A@, (6.12) 
THEOREM 6.2. Let 2 be an irreducible parameter stratum of complex 
type, and ?Y its corresponding observable stratum. Then the posterior expecta- 
tion of any parameter * E E is a scalar multiple of an unbiased estimator of 
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where Y E ?V is an unbiased estimator of ‘P and X is a constant independent 
of \k. 
For the proof of Theorem 6.2 we need two lemmata. 
LEMMA 6.4. Let E be irreducible of complex type. Let 4? E E and 
@ = L\k with L2 = - 1,. Then 
cov( *‘, a) = 0. 
Proof. 
Cov( ‘k, 0) = cov( \k, L\k) 
= Cov( L+, 9) by symmetry of Cov 
= Cov(\k, Z\k) by conjugated C-property 
= -Cov(\k,@) since Z= -L. n 
Consider now the posterior mean mapping E,$. Since E,: is a G-homo- 
morphism between Z and g/, it follows from Lemma 5.1 that either 
(i) EgZ is irreducible and G-isomorphic to Z or 
(ii) E$E = (0). 
From standard normal Bayesian theory, and recalling that the prior mean 
on E is zero (Lemma S.l), we deduce that the latter alternative obtains if and 
only if the prior covariance i.p. on E is identically zero. Henceforth we shall 
assume that Var k > 0 for all 9 E 5:. Consequently EgE is an irreducible 
representation of complex type. 
Set now E,$Z = V, and let a be the irreducible representation of complex 
type corresponding to VT. Let r~ be the irreducible representation of complex 
type corresponding to Z, and, following (6.6) let {l,, L } be the basis of its 
cornmutant algebra oEp(q, II). 
Consider now the mapping 
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where Ez is the restriction of Ez to V c ?V’, which is a G-isomorphism. The 
mapping 8 is an algebra isomorphism (see [ 10, p. 271) between 9( 9,~) and 
9(~, a). We have 81, = 1,. Set Q = (Eg) ‘LEZ It is immediate to check 
that Q2 = - 1, and so 9(a, V) is spanned by {ly, Q}. 
From (6.10) we have that both 2 and W belong to V. Thus EZZ = EZ’Z 
and Eg W = E,Y^ W. Furthermore it follows from (6.11) that 
Z=A(E~)p19+p(E~)p1@, (6.13) 
and from (6.12) that 
(6.14) 
Substituting Cp = L\k into (6.13) and (6.14) and letting Y E V” be an unbi- 
ased estimator of 9, i.e. EYY = \k, we derive 
Z=hY+pQY 
W= -/AY+XQY, 
whence QZ = AQY - IJ.Y = W. 
We can now prove the following lemma. 
LEMMA 6.5. Let Z and W be defined us in (6.10). Z’hen 
Proof. Identical to that of Lemma 6.3. n 
Proof of Theorem 6.2. First recall that, since the prior mean on E is 
identically zero (see Lemma 6.1) the unconditional mean on C? is also zero. 
Thus we can replace the covariance i.p. with the product moment expecta- 
tion Let \k E E, Cp = L9, and let Z and W be defined as in (6.10). We have 
E(w\E)=E(wE(*]x)) 
=E(WZ) by (6.10) 
=E(E(Zw]q) 
= 0 by Lemma 6.5. (6.15) 
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lE(W\k)=E(lE(WIO)\k) 
=lE(( -pP+XQpP) by (6.12) 
= - pE’P2 by Lemma 6.4, 
whence, because of (6.15) and since E+’ > 0, p = 0. Thus it follows from 
(6.11) that Ey”Z = A*, whence Z = hY, where Y is an unbiased estimator 
of *. 
The formula for obtaining h, once Y has been identified, is the same as in 
(6.3) and again Y is unique if z is irreducible. n 
6.3. 
Finally consider the case in which the parameter stratum Z is irreducible 
of quatemion type. Again Z cannot be the grand mean stratum and conse- 
quently the posterior mean of any \k E z lies in the corresponding observable 
stratum ?V. 
Let 9 be the irreducible representation corresponding to E. The mapping 
endows E with the structure of a left W-space, since T(q, 77) z HI. From [l, 
4.51 it follows that r E 9(~, 17) if and only if 
r=Xl~+~L+fiJ+yK, h,/J>P,YE[W, (6.16) 
where 1, is the identity mapping on Z; L, J, K E q?j, 17); L2 = J2 = K2 
=-I,; LJ=-JL=K; JK=-KJ=L;andKL=-LK=J. 
The operation of conjugation in ~(TJ, 17) is expressed by T + 7, where 
LEMMA 6.6. The G-invariant covariance i. p. on E is either identically 
zero or positive definite. In the latter case, mmeover, the covariance i. p. 
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possesses the conjugated W-property, i.e. 
Proof. See [l, 4.14 and 4.151. n 
THEOREM 6.3. Let 2 be an irreducible parameter stratum of quaternion 
type and g its corresponding observable stratum. Then the posterior expecta- 
tion of any parameter Q E Z is a scalar multiple of an unbiased estimator of 
that parameter, i.e. 
where Y E q is an unbiased estimator of q’, and X is a constant independent 
of *. 
To prove Theorem 6.3 we follow essentially the same route as in proving 
Theorem 6.2. We shall therefore only outline its proof. 
First define a G-endomorphism on Z, N say, as N = EzE$, and observe 
that N must have the structure described in (6.16). Subsequently, for + E z:, 
define @ = L\k, A = J+, and A = K9, and let Z, W, U, V (say) be the 
posterior expectations of, respectively, 9, @, A, and A. Next derive the 
analogues of (6.11) and (6.12), namely EZZ = A\k +~a + DA + yA, and 
similarly for the remaining three observables W, U, and V. Prove then the 
analogue of Lemma 6.4, that Cov( ‘k, @) = Cov( ‘k, A) = Cov( 9, A) = 0, using 
symmetry of Cov, the conjugated W-property of Lemma 6.6, and the proper- 
ties of the mappings L, J, K described below Equation (6.16). Having then 
defined Y as the image of e under E& establish an algebra isomorphism 6 
(say) between Y(~I, 77) and 9(7~, r), 7~ being the irreducible representation 
corresponding to Y, and derive the images of l,, L, K, J under 6 and call 
them, respectively, 1 y, P, S,T (say). Next show that W = PZ, U= SZ, and 
V = TZ, and finally prove the analogue of Lemma 6.5, namely that 
Cov(Z,W]~)=Cov(Z,U]Q)=Cov(Z,V(~)=O. The last step requires 
proving that E( W\k) = E( U\k) = E( Vq) = 0 [same argument used in deriv- 
ing (6.15)], and then that E(W\k)= - pE\k’, E(U9)= -BE*‘, and 
E(V$) = - yE\k2 [same argument used immediately after (6.15)], whence 
p = p = y = 0, thus concluding the proof. 
The constant h in Theorem 6.3 can be derived via Ericson’s theorem as 
shown in (6.2). 
Theorems 6.1, 6.2, and 6.3 allow us to conclude that, when dealing with 
an irreducible parameter stratum of any type, the posterior expectation of 
any parameter in that stratum is always a scalar multiple of an unbiased 
estimator of that parameter, the constant being fixed throughout the stratum. 
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EXAMPLE 6.1. Consider Example 5.1 with the parametrization given by 
Example 5.4. Letting Y0 = X **, Y, = Xi * - X **, \k, = @ *, ‘k, = ei - @ *, we 
have 
whence 
where 
EXAMPLE 6.2. Consider Example 5.2 with M = 2 and the parametriza- 
tion induced by Example 5.5. Letting Ye = Y,, Yi = (X, - X, -t X, - X,)/2, 
q0 = O*, and \k, = 0, - O,, we have 
and the parameters (Y, X,, hi can be derived as in Example 6.1 after a suitable 
redefinition of uy, uz, ui, and ui. 
7. BAYESIAN INFERENCE ON A SINGLE PARAMETER STRATUM: 
COVARIANCE STRUCTURE 
We begin this section with a very useful lemma. 
LEMMA 7.1. Under the assumptions Sl, S2, Pl, and P2 of Section 2, the 
posterior covariance i.p. on 52 is G-invariant. 
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Proof. This lemma has been proved in [5]. We outline the proof for 
completeness however. Let ‘k, Cp E IJ. Because of a result proved in [5] and 
already recalled in Section 6, the posterior distribution of (\Ir, @) is G-equi- 
variant. Thus Cov( v( g)\k, v(g)@ JX = x) = Cov( *, Q ]X = p( g )x). But, under 
normality, the posterior dispersion is independent of the data, so we may set 
x = 0 (the null vector). Since p(g)0 = 0, we have Cov( v(g)*, v(g)@ IX = x) 
= Cov(y(g)\k, v(g)@ IX = 0)= Cov(\k, @ ]X = 0), i.e., the posterior covari- 
ante is G-invariant. n 
Let now E be the parameter stratum under investigation, and let 3’ be its 
corresponding observable stratum. Notice that Z may be the grand mean 
stratum 3,. As in Section 6, we shall henceforth assume that Z is irreducible. 
Because of a result contained in [ 1, 4.141 and already recalled in Section 6, we 
can conclude that the posterior covariance i.p., being G-invariant, is either 
identically null or positive definite. In the latter case, moreover, it is equal to a 
positive scalar multiple of any fixed symmetric positive definite G-invariant 
i.p. on Z. 
From standard normal Bayesian theory, it is known that the former case 
holds if and only if the prior covariance i.p. is identically null on Z:. Excluding 
this case, we can thus conclude that, for 9, Cp E E, 
Cov(\k,~(~)=cCov(~,~), c > 0, (7.1) 
having chosen, for convenience, the fixed symmetric positive definite G- 
invariant i.p. on Z equal to the prior covariance i.p. 
From (7.1) it follows that the determination of the posterior covariance 
i.p. on Z is equivalent to finding the constant c. This can easily be done via 
Ericson’s theorem. More precisely, let 
E(‘P)~)=cx+XY, CXEIR, x f 0, (7.2) 
where Y E g is unbiased for \k (see Section 6). Clearly if Z is not the grand 
mean stratum then (Y = 0. Then 
Var\k=lE(Var(\k]g))+Var(lE(9]?J)) 
=Var(\k(g)+X2VarY 
=cVar\k+X2[E(Var(Y(Q)+Var(E(Y~f2)))] by (7.1) 
=cVar\Ir+X2Var(Y(!d)+X2Var*. (7.3) 
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Thus setting, as in Section 6, 
u,‘=Var(Y]Q)), u,‘=Var\k, 
we can rewrite (7.3) as 
u2 
-Lcu,l + x2( 24,’ + tL;‘>, 
whence recalling from (6.3) that X = ui/( ui -t u,), we obtain 
u2 c=-----=1-A. 
u1+u2 
(7.4) 
EXAMPLE 7.1. Consider Example 6.1. Then Var( ‘I;, ] 3,) = ca Var qO; 
Cov(qi,qi, I_%?~)= ~,COV(~~,~~,). Thus c0 = ug/(u: + ui) and ci = &‘<u: 
+ ui). 
EXAMPLE 7.2. Consider Example 6.2. Then Var(‘PO ) X0) = c,Var \II,, 
Var(?1/i I.%,) = c,Var 9,, and the parameters c, and ci are derived as in 
Example 7.1 after suitable redefinition of u:, ui, u:, ~1. 
8. DISCUSSION 
The theory of normal Bayesian linear models provides a general frame- 
work for analysing many experimental designs. While we have assumed 
normality both for the sampling and the prior distribution, this assumption is 
inessential if we restrict our attention to linear Bayesian estimates (see [9] and 
[ll]) and the results will be the same. 
Although the decomposition of the initial problem into several indepen- 
dent subproblems holds in general, analysis within each single stratum has 
been shown to be particularly simple when the parameter stratum is irreduc- 
ible. Furthermore, if the corresponding observable stratum is also irreducible, 
then the analysis becomes especially straightforward, since the unbiased 
estimator of any parameter in the stratum is unique. In this case a multi- 
variate problem reduces to a univariate one. The majority of the most 
commonly used experimental designs do share the property of being de- 
composable into irreducible components. Several examples can be found in 
[41. 
While transitivity of G is a necessary condition for irreducibility of all 
strata (see e.g. Example 4.3), it is in general not sufficient; see e.g. [8] and 
P51. 
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Relaxing the assumption of irreducibility of the parameter stratum would 
constitute a useful and interesting direction in which to generalize the paper, 
and we hope to deal with this problem elsewhere. 
Further work is also required to deal with the case in which the covariance 
structure of the sampling model, although G-invariant, is assumed unknown, 
and thus becomes an object of inference along with the mean structure. In 
this connection, the distinction between the group block structure G, under 
which the covariance structure is invariant, and the group G* (say) of 
allowable permutations, becomes crucial for estimability. Some preliminary 
and illustrative considerations on this issue can be found in [3]. 
Consiglio Nazionale delle Ricerche, Italy, provided financial support for 
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