Abstract. We prove, in all dimensions n ≥ 2, that there exists a convex translator lying in a slab of width π sec θ in R n+1 (and in no smaller slab) if and only if θ ∈ [0, π 2 ]. We also obtain convexity and regularity results for translators which admit appropriate symmetries and study the asymptotics and reflection symmetry of translators lying in slab regions.
Introduction
A solution of mean curvature flow is a smooth one-parameter family {Σ t } t∈R of hypersurfaces Σ t in R n+1 with normal velocity equal to the mean curvature vector. A translating solution of mean curvature flow is one which evolves purely by translation: Σ t+s = Σ t + se for some e ∈ R n+1 \ {0} and each s, t ∈ (−∞, ∞). In that case, the time slices are all congruent and satisfy
where ν is a choice of unit normal field and H = div ν is the corresponding mean curvature. Conversely, if a hypersurface satisfies (1) then the one-parameter family of translated hypersurfaces Σ t := Σ + te satisfies mean curvature flow. We shall eliminate the scaling invariance and
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isotropy of (1) by restricting attention to translating solutions which move with unit speed in the 'upwards' direction. That is, we henceforth assume that e = e n+1 . We will refer to a hypersurface Σ n ⊂ R n+1 satisfying (1) with e = e n+1 as a translator. X.-J. Wang proved that any convex translator in R n+1 which is not an entire graph must lie in a slab region [21, Corollary 2.2] . Using the Grim hyperplane, described below, as a barrier, it can be shown that there can exist no strictly convex translator in a slab of width less than or equal to π. The main result of this paper provides the existence of a strictly convex translator in all larger slabs.
Denote by S n+1 θ ⊂ R n+1 be the slab region defined by
Theorem 1 (Existence of convex translators in slab regions). For every n ≥ 2 and every θ ∈ (0,
) there exists a strictly convex translator Σ n θ which lies in S n+1 θ and in no smaller slab.
Spruck and Xiao have recently proved that every mean convex translator in R
3 is actually convex [20, Theorem 1.1] . To prove convexity of the examples in Theorem 1, we have extended their result to higher dimensions under a rotational symmetry hypothesis.
Around the same time our work was completed, Hoffman, Ilmanen, Martin and White have also provided an existence theorem for all slabs of width greater than π in the case n = 2 [13, Theorem 1.1]. They are also able to prove uniqueness in this case, thereby completing the classification of translating graphs in R 3 . The most prominent example of a translator is the Grim Reaper curve, Γ 1 ⊂ R 2 , defined by
Taking products with lines then yields the Grim hyperplanes Γ n := (x 1 , . . . , x n , − log cos x 1 ) :
The Grim hyperplane Γ n lies in the slab {(x 1 , . . . , x n ) : |x 1 | < π 2 } (and in no smaller slab). More generally, if Σ n−k is a translator in R n−k+1 then Σ n−k × R k is a translator in R n−k+1 × R k ∼ = R n+1 . There is also a family of 'oblique' Grim planes Γ ) in the plane span{φ, e n+1 } for some unit vector φ ∈ span{e 2 , . . . e n } and then scaling by the factor sec θ. To see that the result is indeed a translator, we need only check that −H θ = − cos θH = cos θ ν, e n+1 = cos θν + sin θφ, e n+1 = ν θ , e n+1 , where H θ and ν θ are the mean curvature and unit normal to Γ n θ,φ respectively. The oblique Grim hyperplane Γ n θ,φ lies in the slab S n+1 θ
sec θ} (and in no smaller slab). More generally, if Σ n−k is a translator in R n−k+1 then the hypersurface Σ n θ,φ obtained by rotating Σ n−k × R k counterclockwise through angle θ in the plane φ ∧ e n+1 and then scaling by sec θ is a translator in R n+1 , so long as φ is a non-zero vector in span{e n−k+1 , . . . e n }.
Altschuler and Wu constructed a convex translating entire graph asymptotic to a paraboloid [3] (see also [8] ). X.-J. Wang proved that this solution is the only convex entire translator in R 3 and constructed further convex entire examples in higher dimensions [21] . He also proved the existence of strictly convex translating solutions which lie in slab regions in R n+1 for all n ≥ 2. The existence of these examples was obtained by exploiting the Legendre transform and the existence of convex solutions of certain fully nonlinear equations. Unfortunately, this method loses track of the precise geometry of the domain on which the solution is defined and so it remained unclear exactly which slabs admit translators (cf. [20, Remark 1.6] ). Theorem 1 resolves this problem.
Hoffman, Ilmanen, Martin and White provide a different construction of examples of translating graphs in slabs in R n+1 , extending an earlier (unpublished) construction of Ilmanen for the case n = 2 [13] . However, just as for X.-J. Wang's examples, it is unclear exactly in which slabs these translators lie.
Our next theorem provides a step towards addressing the classification problem in higher dimensions.
Theorem 2 (Unique asymptotics and reflection symmetry). Given n ≥ 2 and θ ∈ (0, π 2 ) let Σ n θ be a convex translator which lies in S n+1 θ and in no smaller slab. If n ≥ 3, assume in addition that Σ n θ is rotationally symmetric with respect to the subspace E n−1 := span{e 2 , . . . , e n }. Given any unit vector φ ∈ E n−1 the curve {sin ωφ − cos ωe n+1 : ω ∈ [0, θ)} lies in the normal image of Σ n θ and the translators Σ n θ,ω := Σ n θ − P (sin ωφ − cos ωe n+1 ) converge locally uniformly in the smooth topology to the oblique Grim hyperplane Γ n θ,φ as ω → θ, where P : S n → Σ n θ is the inverse of the Gauss map.
Moreover, Σ n θ is reflection symmetric across the hyperplane {0}×R n .
We note that this result was already obtained by Spruck and Xiao when n = 2 using different methods [20] . Furthermore, the translators we construct in this paper satisfy the hypotheses of Theorem 2 and thus Theorem 2 can be applied to show that they are reflection symmetric across the midplane of the slab and asymptotic to the 'correct' oblique Grim hyperplanes.
The rotational symmetry hypothesis -which is not required when n = 2 -may be necessary in higher dimensions: It is conceivable that there exist convex translators in the slab S 
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Compactness
Recall that, given a smooth function u over a domain Ω ⊂ R n , the downward pointing unit normal ν and the mean curvature H[u] of graph u are given by ν = (Du, −1)
respectively. So graph u is a translator (possibly with boundary) when
In this section, we will derive uniform C 1,α estimates for certain hypersurfaces that are given by the the graphs of the Dirichlet problem, div Du
where Ω is a bounded open convex subset of R n+1 with C 1,α boundary and ψ : ∂Ω → R is a C 1,α function for some α ∈ (0, 1]. By Allard's regularity Theorems [1, 2, 6] , the desired estimates are a consequence of the following lemma, where the usual dimension restriction is circumvented here due to the rotational symmetry of the solutions (cf. Remark 2.5 below). Lemma 2.1. Given any ε, K > 0 there exists λ 0 = λ 0 (ε, K) with the following property: Let u be a solution of (3), with ∂Ω and ψ being rotationally symmetric with respect to the subspace E n−1 := span{e 2 , . . . , e n } and having C 1,α norms bounded by K. For any p ∈ graph u and λ ≤ λ 0 the following statements hold.
If
Proof. Arguing by contradiction, assume that the conclusion is not true. Then there exist ε 0 > 0 and K 0 > 0, sequences of rotationally symmetric domains Ω i and boundary data ψ i : ∂Ω i → R bounded in C 1,α by K 0 , corresponding solutions u i of the Dirichlet problem (3), points p i ∈ graph u i and scales λ i ↓ 0 such that (4) (or (5) in case p i ∈ graph ψ i ) of the lemma with this ε 0 and with u = u i , p = p i and λ = λ i fails for all i, namely
) and whose mean curvature satisfies By the measure convergence (ii), for every ε > 0 there exists i 0 such that, for all i ≥ i 0 ,
We consider the following three cases for the sequence of points p i .
(
To prove Lemma 2.1 it suffices to show the following claim. Claim 2.1.1. The current T is a hyperplane, when Case (2) or (3) holds, or a half-hyperplane, when Case (1) holds.
Proof. We first prove that T is a hyperplane when Case (2) holds, that is when
In this case the support of the area minimizing current T is rotationally symmetric in the y-space. Note that as a consequence of the divergence theorem applied to the normals of the graphs (extended to be independent of the e n+1 direction) in an appropriately chosen domains, the following lemma is true (see [5, Lemmas 2.10, 2.12] for a proof).
Lemma 2.2. There exists a constant c such that for any i, p ∈ Ω i × R and ρ > 0 the following hold: Let σ ∈ (0, 1),
By the nature of the measure convergence, Lemma 2.2 and the interior monotonicity formula [1] (see also [18, Section 17] ) we obtain that
for all p ∈ spt T and any r > 0, where c is independent of i. Thus, for a sequence {Λ k } ↑ ∞, we can apply the Federer-Fleming compactness theorem [11] (see also [18, Theorem 32.2] ) to the sequence T 0,Λ k = η 0,Λ k # T ; after passing to a subsequence, this yields T 0,Λ k → C in the weak sense of currents, where spt C is an area minimizing cone rotationally symmetric in the y-space, and µ T p,Λ k → µ C as radon measures. Since spt C ∩S n is an embedded minimal surface in S n which has at most two distinct principal curvatures at each point, by Theorem 1.5 in [4] it must be either S n−1 or the Clifford torus, S
The latter is not possible because it cannot be obtained from a limit of graphs, so we may conclude that, after applying a rigid motion,
, with m ∈ N. We claim that in fact m = 1. Arguing by contradiction, assume that m ≥ 2. Then µ C (Q 1,σ ) = mω n ≥ 2ω n , where Q 1,σ is defined in Lemma 2.2. Let σ = 1 2cn in Lemma 2.2 then, by the nature of the measure convergence, we have that
This contradiction proves that m = 1 and C = R n × {0}. Finally, since C = R n × {0}, the monotonicity formula applied to T gives that
(0)) = 1 for all r > 0 which implies that T itself is a hyperplane. This finishes the proof of Claim 2.1.1 when Case (2) holds. We now prove that T is a half-hyperplane when Case (1) holds, that is when p i ∈ Ψ i = ∂ graph u i . The idea of the proof is similar to the proof of Case (2) Since Ω i is a convex domain and the C 1,α norms of ∂Ω i and ψ i are uniformly bounded by K 0 , it follows that T is an area minizing current contained in a half-hyperspace with boundary a straight line. Applying the Federer-Fleming compactness theorem we obtain a cone at infinity C that satisfies the same property that T satisfies, namely C is contained in a half-hyperspace with boundary a straight line. This being the case, a result of Allard [1] (see also [5, Appendix B] ) shows that C is a half-hyperplane with multiplicity m and, as in the proof of Case (2) , it remains to show that m = 1. This follows using the same arguments that we have used in Case (2) after noting that the estimates described in Lemma 2.2 can be improved when p is a boundary point. Namely,
This finishes the sketch of the proof of Claim 2.1.1 when Case (1) holds. It remains to prove that T is a hyperplane when Case (3) holds, that is
After passing to a subsequence we can assume that lim |y i | = |y ∞ | exists, with |y ∞ | ∈ (0, ∞]. Rotational symmetry of graph u i in the y-space then implies that T = [[R n−2 ]] × T 0 , where T 0 is an area minimizing 2-current in R 3 . Since any such current is regular, T 0 , and hence also T , is regular. We conclude that spt T 0 must be a plane [9, 15, 16] with (arguing as in Case (2)) multiplicity one. This finishes the proof of Claim 2.1.1 when Case (3) holds and indeed, the proof of Claim 2.1.1 is finished.
Recall by the measure convergence, for every ε > 0 there exists i 0 such that, for all i ≥ i 0 ,
If either Case (2) or (3) holds, then T is a hyperplane and
By taking ε < ε 0 this contradicts (6) . A similar contradiction can be obtained when Case (1) holds. This finishes the proof of Lemma 2.1. Lemma 2.1 allows us to apply Allard's interior and boundary regularity theorems [1, 2, 6 ] to obtain uniform C 1,α estimates for the graphs of solutions u to (3) with boundary data that satisfy the hypotheses of Lemma 2.1. Assuming higher regularity of the boundary data we can apply the Schauder theory to obtain higher regularity estimates for these graphs. Corollary 2.3. Given any K > 0 and ∈ N, there exists a constant C with the following property: Let u be a solution of (3) with ∂Ω and ψ bounded in C 0 ,α by K for some 0 ≥ 2 and α ∈ (0, 1] and rotationally symmetric with respect to the subspace E n−1 := span{e 2 , . . . , e n }. Then
where A is the second fundamental form of graph u and ∇ 0 A := A.
Remark 2.4. If we allow 0 = 1 in Corollary 2.3 then we obtain uniform C 1,α estimates for the graphs of solutions u to (3) with boundary data that satisfy the hypotheses of Lemma 2.1.
Remark 2.5. If n + 1 ≤ 7 then Lemma 2.1, and hence Corollary 2.3 and Remark 2.4, still hold without the rotational symmetry hypothesis on the boundary data. To see this, note that the proof of the boundary case (Case 1) of Lemma 2.1 does not make use of the rotational symmetry hypothesis and hence holds in all dimensions without this restriction. To show interior regularity in case n + 1 ≤ 7 we can refer to known results on regularity of almost minimizing surfaces; see for example [10, 14] . One can alternatively see this from Cases 2a and 2b in the proof of Lemma 2.1, since there are no stable non-planar minimal cones in low dimensions [19] (see also [17] or [18, Appendix B]).
Convexity
In this section, we prove a generalization of extend the convexity result of Spruck and Xiao [20, Theorem 1.1]. Our proof is a straightforward extension of theirs.
Theorem 3.1. Let Σ ⊂ R n+1 be a mean convex translator with at most two distinct principal curvatures at each point and bounded second fundamental form. Then Σ is convex.
Proof. Denote the principal curvatures of Σ by κ ≤ µ. Note that κ is smooth and has constant multiplicity m ∈ {1, . . . , n − 1} in the open set U := {X ∈ Σ : κ(X) < 0}. Recall that
where V := e n+1 is the tangential part of e n+1 . Computing locally in a principal frame {τ 1 , . . . , τ n } with κ i = A ii = κ when i ≤ m and
Since the mean curvature satisfies
straightforward manipulations then yield
Suppose that
If the infimum is attained at some point X 0 ∈ Σ then κ(X 0 ) < 0 and the strong maximum principle yields
for each whenever κ i = κ j and i = j, where Γ ij := ∇ τ i , τ j . Thus Recalling (8), we also find that
It follows that the components ∇ 1 A nn , ∇ 1 A 11 , ∇ n A 11 and ∇ n A nn are all identically zero and hence, by the translator equation (1),
for each = 1, . . . , n. It follows that ν ≡ −e 3 and hence Σ is a hyperplane satisfying H ≡ 1, which is absurd. Suppose then that the infimum is not attained. Since 
Consider the sequence of translators Σ i := Σ−X i . Since |A| is bounded, the translators Σ i converge locally uniformly in C ∞ , after passing to a subsequence, to a limit translator Σ ∞ . Note that, whenever κ < 0 < µ,
for each = 1, . . . , n. Suppose that this is not the case. Then there exists i 0 ∈ N and δ 0 > 0 such that
for all i > i 0 and some k ∈ {1, . . . , n}. By (10),
for each = 1, . . . , n as i → ∞ so that, replacing δ 0 and i 0 if necessary,
for all i > i 0 . Moreover, by (9),
as i → ∞ for all = 2, . . . , n − 1. So (13) (and hence also (14)) holds with k ∈ {1, n}. Combining (10) and (8) we obtain, at the point X i ,
Suppose that k = 1 in (13). If
then, taking i → ∞, we find (X i ) → 0 as i → ∞, contradicting (13) . If k = n in (13) we may argue similarly, using (14) .
So (12) does indeed hold. Applying (10) and (12) to (11) yields
for each = 1, . . . , n. On the other hand, by the translator equation,
Since κ µ (X i ) → −ε 0 = 0, we conclude that ν(X i ) → −e 3 and hence H(X i ) → 1. So we may proceed as in the interior case to obtain a contradiction.
Remark 3.2.
A very similar argument can be used to prove that any two-convex translator (i.e. one satisfying κ 1 + κ 2 > 0) in R n+1 with n ≥ 3 is convex since in this case |A| 2 ≤ nH 2 ≤ n and κ 1 is smooth and satisfies
wherever it is negative.
Barriers
In this section we introduce appropriate barriers. When n = 2, the outer barrier is obtained by (non-isotropically) 'stretching' the level set function corresponding to the Angenent oval so that it lies in the correct slab and is asymptotic to the correct oblique Grim planes. The higher dimensional barrier is then obtained by rotating in the (n − 1)-dimensional complimentary subspace.
sec θ} → R defined by u(x, y) := − sec 2 θ log cos
is a subsolution of the graphical translator equation (2) .
In particular, given any R > 0, the surface 
Consider the 'outer' domain
: cos
The inner barrier is obtained by rotating the Angenent oval of width π sec θ and cutting off at an appropriate height (see Figure 4) . There exists ε 0 = ε 0 (n, θ) > 0 such that the sublevel set
is a supersolution of the translator equation (1) whenever ε < ε 0 and R > R ε :=
Proof. Set w = (y, z). Then
Lengthy computations then yield, on the one hand,
and, on the other hand,
It follows that Π R is a supersolution in the region where |z| − (n − 1) 
This is no less than cos θ when ε < ε 0 (n, θ). . The surface Σ R,ε is obtained by translating this piece upward so that its boundary lies in R n × {0}.
Consider the 'inner' domain
The following lemma implies that the inner barrier which touches the outer barrier at Re 2 lies above it, so long as R is sufficiently large. 
R.
Proof. It suffices to show that the function f : R + → R defined by
is non-positive. This follows from log-concavity of the function
Indeed, given any s ∈ (0, 1) and w > 0, log-concavity of g implies that the function
The claim follows.
, Σ R is a supersolution of the translator equation with boundary ∂Σ R = ∂Ω R .
Existence
In this section we prove the existence theorem, which we now recall.
Theorem (Existence of convex translators in slab regions). For every n ≥ 2 and every θ ∈ (0, Proof. Given R > 0, let u R be the solution of
where Ω R := Ω R . Since the equation admits upper and lower barriers (0 and u R , respectively), existence and uniqueness of a smooth solution follows from well-known methods (see, for example, [12, Chapter 15] ). Uniqueness implies that u R is rotationally symmetric with respect to the subspace E n−1 = span{e 2 , . . . , e n }. Since u R is a subsolution, its graph lies below graph u R . Since the two surfaces coincide on the boundary ∂Ω R ,
≥ cos θ cos (x cos θ)
on ∂Ω R , where ν R is the downward pointing unit normal to graph u R . By Corollary 4.4, we also find, for R > R 0 , that
Let R i → ∞ be a diverging sequence and consider the translatorswith-boundary
. By Corollary 2.3 and the height estimate (16) some subsequence converges locally uniformly in the smooth topology to some limiting translator, Σ, with bounded second fundamental form. By Theorem 3.1, Σ is convex.
Certainly Σ lies in the slab S θ , so it remains only to prove that it lies in no smaller slab (strict convexity will then follow from the splitting theorem and uniqueness of the Grim Reaper). Set
where x(X) := X, e 1 . We claim that
Since Σ is convex and non-compact (it is complete and translates under mean curvature flow) Myers' theorem implies that inf Σ H = 0 and hence sup Σ x = π 2 sec θ as desired. To prove (17) , first observe that
and hence
where V is the tangential projection of e n+1 . The maximum principle then yields
H .
If lim inf i→∞ min Σ i ∩{x=0} H > 0 then we are done. So suppose that lim inf i→∞ H(X i ) = 0 along some sequence of points X i ∈ Σ i ∩{x = 0}. Then, by Corollary 2.3, after passing to a subsequence, the translatorswith-boundaryΣ i := Σ i − X i converge locally uniformly in C ∞ to a translator (possibly with boundary)Σ which lies in S θ and satisfies H ≥ 0 with equality at the origin. Note that the origin must be an interior point since, recalling (15) , H > cos θ on ∂Σ i ∩ {x = 0} for all i. The strong maximum principle then implies that H ≡ 0 onΣ and we conclude thatΣ is either a hyperplane or half-hyperplane. Since, by the reflection symmetry, the limit cannot be parallel to {0} × R n−1 × R, neither option can be reconciled with the fact thatΣ lies in S θ .
Asymptotics and reflection symmetry
In this section we prove Theorem 2. We begin with proving that, after translation, the translators have the correct asymptotics. Proof. We will first prove the theorem assuming that Σ n θ is rotationally symmetric with respect to the subspace E n−1 := span{e 2 , . . . , e n }. We will then show how this hypothesis can be removed when n = 2. Fix a unit vector φ ∈ span{e 2 , . . . , e n } and define ω := sup{ω ∈ [0, ∞) : sin ωφ − cos ωe n+1 ∈ ν(Σ)} .
Let ω i be a sequence of points converging to ω. Then the translators
have uniformly bounded curvature and pass through the origin. After passing to a subsequence, they must therefore converge locally uniformly to a limit translator. The limit must be the oblique Grim hyperplane Γ n ω,φ since it contains the ray {r(cos ωφ + sin ωe n+1 ) : r > 0} and lies in a slab parallel to S θ (and, when n ≥ 3, splits off an additional n − 2 lines due to the rotational symmetry). In fact, since the components of the normal are monotone along the curve γ(ω) := P (sin ωφ − cos ωe n+1 ), the normal must actually converge (to sin ωφ − cos ωe n+1 ) along γ. It follows that the limit is independent of the subsequence and we conclude that the translators
converge locally uniformly in C ∞ to Γ n ω,φ as ω → ω. Note that ω ≤ θ since the limit Γ (and no smaller slab) and becomes extinct at the origin at time zero that has been constructed in [7] . The 'radius' ω (t) of Π 
as t → −∞, where the constant c and the remainder term depend on ω and n. Observe that the ray L ω = {r(cos ωφ + sin ωe n+1 ) : r > 0} is tangent to the circle in the plane span{φ, e n+1 } of radius − cos ωt centred at −te n+1 . Indeed, a point r(cos ωφ + sin ωe n+1 ) lies on this circle if and only if
So there exists a unique point with this property, as claimed. Since, by hypothesis, θ < ω, we conclude from (18) that the circle of radius θ (−t) lies above the line L ω for −t sufficiently large (cf. Figure 3) . Our goal is to show that, in fact, Π ω t − te n+1 lies above Σ for −t sufficiently large (and hence Π ω t lies above Σ t := Σ + te n+1 for −t sufficiently large). But since Π ω t and Σ t both reach the origin at time zero, this would contradict the avoidance principle.
In order to prove that Π ω t − te n+1 lies above Σ for −t sufficiently large, we need an estimate for the 'width' of Σ. We know that, near its 'edge region', Σ looks like a Grim hyperplane of width sec ω, whereas, in its 'middle region', it looks like two parallel planes of width sec θ. By convexity, it must lie outside the linearly interpolating region in between (see Figure 2) . Lemma 6.2 below quantifies this elementary observation.
Given p ∈ Σ set For any ε > 0 there exist K ε < ∞ and h ε < ∞ such that, for every Proof. Choose ε > 0. Because Σ converges to the oblique Grim hyperplane Γ ω,φ after translating the 'tips', P φ (ω), we can find some h ε and
so long as h ≥ h ε . Choose some h ≥ h ε and consider the point
(If there is no such point then the claim is vacuously true, else p 1 is uniquely determined.) Then
On the other hand, because Σ converges to the boundary of S θ after translating vertically, we can assume that h ε is so large that
at the point p 0 ∈ Σ h ∩ span{e 1 , φ, e n+1 } satisfying y(p 0 ) = 0 and x(p 0 ) ≥ x 0 . Since Σ h is convex, we conclude that any point p ∈ Σ h ∩ span{e 1 , φ, e n+1 } satisfying 0 ≤ y(p) ≤ (h) − K ε and x(p) ≥ x 0 lies beyond the segment joining p 0 and p 1 . In particular, if
The other inequality is proved in much the same way (simply choose the points p 0 and p 1 on the other side of the {x = x 0 } plane).
Reflecting Σ n through the {x = 0} hyperplane if necessary, we may assume in what follows that x 0 ≥ 0.
Given ε > 0, choose h ε and K ε as in Lemma 6.2 and consider h ≥ h ε . Then, given any p ∈ Σ satisfying 0 ≤ y(p) < ( (h)−K ε ) and x(p) ≥ x 0 , we can choose s = s(p) := Choosing h ε larger if necessary, we may assume that (h ε ) ≥ 2K ε and hence
Note also that, by convexity, tan ω ≥ h (h) → tan ω as h → ∞ .
Claim 6.2.1. There exists ω ∈ (ω, θ) such that for −t sufficiently large, Π ω t − te n+1 lies above Σ for −t sufficiently large.
Proof. Arguing by contradiction, suppose that for any t < 0 and ω ∈ (ω, θ), there is some point p ∈ (Π ω t − te n+1 ) ∩ Σ ∩ {X : X, φ > 0}. Then there is some ϕ ∈ [0, π 2 ] such that h := z(p) = −t− ω (t) sin ϕ, |y(p)| ≤ ω (t) cos ϕ and |x(p)| < π 2 sec ω , where ω is defined by (18) (see Figure 3) . Suppose further that h ≥ h ε . Recalling (19), we find
That is, sec θ − sec ω sec θ − sec ω ≤ ω (t) cos ϕ h tan ω 1 + 2K ε h tan ω + ε β = ω (t) cos ϕ tan ω −t − ω (t) sin ϕ 1 + 2K ε tan ω −t − ω (t) sin ϕ + ε β .
Lemma 6.4 (Alexandrov reflection principle). Let Σ be a convex translator. If Σ h := Σ ∩ {(x, y, z) ∈ R × R n−1 × R : z > h} can be reflected strictly about H e,α for some e ∈ {e n+1 } ⊥ then Σ can be reflected strictly about H e,α .
Proof. This is a consequence of the strong maximum principle and the boundary point lemma (cf. [12, Chapter 10] ). ) there exists h α < ∞ such that Σ hα := Σ ∩ {(x, y, z) ∈ R × R n−1 × R : z > h α } can be reflected strictly about H α := H e 1 ,α .
Proof. Suppose that the claim does not hold. Then there must be some α ∈ (0, π 4
) and a sequence of heights h i → ∞ such that (R α · Σ h i ) ∩ H α ∩ Σ h i = ∅. Choose a sequence of points p i = x i e 1 + y i e 2 ∈ Σ h i whose reflection about the hyperplane H α satisfies (2α − x i )e 1 + y i e 2 ∈ (R α · Σ h i ) ∩ Σ h i ∩ H α and set p i = x i e 1 + y i e 2 := (2α − x i )e 1 + y i e 2 . Without loss of generality, we may assume that y i = y i ≥ 0. Since α ≤ x i < ). The same argument applies when the halfspace H α is replaced by −H α = {(x, y, z) ∈ R × R × R n−1 : x > −α}. Taking α → 0 finishes the proof of the corollary.
