Econometricians and statisticians have proposed many sample selection correction methods to correct for the "sample selection problem" that commonly occurs in economics and other social science research. However, without observing the complete distribution of latent outcomes as a measure of the truth, it is difficult to compare the performance of such methods. Between 2006 and 2007, Michigan implemented a policy requiring all high school students to take the ACT college entrance exam, suddenly increasing the percentage of students taking a college entrance exam from 64% to 99%. We exploit this natural experiment to compare how well several parametric and semiparametric correction methods applied to pre-policy change data can match the "true" post-policy distribution of latent scores. We find that different methods generate very similar predictions for the latent distribution of test scores. Methods with weaker distributional and functional form assumptions do not outperform more restrictive methods. However, models that use students' prior and contemporaneous scores on other tests as predictors consistently outperform models that rely solely on student demographics and school-and district-level characteristics as predictors. These results suggest that at least in this setting, "data beats methods," and that the gains from using less restrictive econometric methods are small relative to the gains from seeking better data.
I. Introduction
Economists and other social scientists routinely use datasets where the outcome of interest is unobserved for some cases. This situation is typically known as a "sample selection problem" when the latent outcomes are systematically different for the cases with observed and unobserved outcomes. Many canonical problems in economics face this challenge: wages are unobserved for people who are unemployed or out of the labor force, test scores are unobserved for non-takers, and more generally, outcomes are unobserved for participants who attrit from longitudinal studies or social experiments. Econometricians and statisticians have proposed many sample selection correction methods to recover the latent outcomes for those cases with unobserved outcomes. However, without observing the complete distribution of latent outcomes as a measure of the truth, it is difficult to compare the performance of such methods at attaining this distribution.
In this paper, we exploit a natural experiment that allows us to evaluate the performance of various sample selection correction methods at obtaining the true distribution of latent outcomes. Between 2006 and 2007, Michigan implemented a policy requiring all high school students to take the ACT college entrance exam, increasing the percentage of students taking a college entrance exam from 64% to 99%. This sudden increase allows us to use the post-policy complete distribution of scores as a measure of the "truth" to which we evaluate the relative performance of several sample selection correction methods applied to the pre-policy change population. We use student-level enrollment, demographics, ACT and SAT scores, and state assessment data for two recent cohorts of 11 th grade students in Michigan straddling the implementation of the reform.
We compare the performance of a wide range of sample selection correction methods:
simple linear regression, a one-step parametric censored regression model (Tobin, 1958) , a twostep parametric selection model (Heckman, 1976; 1979) that relies on joint normality of the error terms, a similar model that relies on a different functional form assumption for the error terms (Olsen, 1980) , and a two-step semiparametric selection model (Newey, 2009) . We also vary the set of student demographics, student scores on other tests, and school-and district-level characteristics used as predictors of test scores and of test-taking in order to imitate the varying levels of data detail to which a researcher may have access. We examine whether the accuracy of these correction methods varies by student race or poverty status and whether the corrections can accurately predict latent race and income gaps in achievement. Finally, we compare the performance of group-level correction methods based on Gronau (1974) , varying both the control function and data aggregation level.
We show that a substantial fraction of pre-policy non-takers in Michigan have fairly high latent test scores. Many of their latent scores exceed both the mean score for test-takers and an ACT-suggested score threshold indicating "college readiness". We find that different sample selection correction methods generate very similar predictions for the latent distribution of test scores. Methods with nominally weaker distributional and functional form assumptions do not outperform more restrictive methods. Further, including an instrument, the driving distance from a student's home to the nearest test-taking center, in the two-stage sample selection correction models does not substantially improve performance. However, regardless of correction method, model predictions are fairly accurate when students' prior and contemporaneous scores on other tests are included as predictors, but very inaccurate when relying solely on student demographics and school-and district-level characteristics. We find that the correction methods perform better for white and non-poor students than for black and poor students, leading to poor predictions of latent racial and income achievement gaps. Finally, we show that group-level correction methods using a control function evaluated at the test-taking rate of the group perform poorly. This poor performance is robust across different control function specifications, casting doubt on prior work that relied on these methods. Using more finely aggregated groups, in particular cells based on prior test scores, substantially improves predictive accuracy.
We conclude that in this setting, the gains from using less restrictive econometric methods are small relative to the gains from seeking better predictors, i.e., "data beats methods."
One caveat is that our outcome variable is continuous and approximately bell-shaped, so this result may not generalize to settings with non-normal outcome variables where the assumptions used in parametric selection correction methods are less credible. 4 4 Our data appear normal on inspection but we strongly reject parametric (skewness-kurtosis) and nonparametric (Kolmogorov-Smirnov) tests of normality. This is not simply an artifact of our large dataset. We also divide our data randomly into 10% and 1% subsamples and reject normality for each subsample. Thus, our finding that parametric and semiparametric sample selection corrections perform approximately equally well may hold for outcomes beyond those that are strictly normal.
Our results are relevant to two distinct audiences. Methodologically, we provide evidence for both econometricians and empirical researchers on the relative performance of different sample selection correction methods. This is relevant for researchers that require sample selection correction in order to answer their primary question of interest. Examples in education research include Angrist, Bettinger, and Kremer (2006) ; Card and Payne (2002) ; Krueger and Whitmore (2001); and Rothstein (2006) . Our results are also important to school, district, and state education administrators and policy-makers. ACT and SAT scores are an important measure used to assess and compare achievement levels across groups of students, schools, districts, and states. Further, many states have implemented or are considering implementing mandatory college entrance examination-taking, and have expressed concerns about predicting how such a policy would change the distribution of observed scores. 5 We find that this prediction, as well as accurately comparing college entrance exam score performance over time, is possible, provided states have access to other measures of student test score performance.
Policymakers can use college entrance exam scores and the methods we describe here to estimate latent levels of college-readiness in the overall population. They should, however, exercise caution when interpreting race and income gaps in college entrance exam scores, which may not be representative.
In section IIa we formally describe the sample selection problem and outline the parametric correction methods proposed in the econometric and statistical literature. We extend this discussion to semi-and nonparametric correction methods in section IIb and to censoring methods in section IIc. In section IId we review studies that have used or discuss corrections for sample selection in college entrance exam scores. We introduce the data in Section III and describe the Michigan setting and policy experiment in more detail. We report the main findings in section IV. In section IVa, we compare the observed score distribution for ACT-takers preand post-policy change, and use the difference between them to characterize the latent test score distribution for non-takers before the policy change. We then evaluate the performance of several 5 Anecdotally and in the media, state and district administrators who have recently adopted mandatory test-taking policies (or are considering doing so) have voiced concerns that falling average scores have caused or will cause public relations problems. Some have expressed frustration at their inability to predict by how much test scores will fall when they implement the reform. See articles: "Testing way for more to take ACT" (Dejka, 2012) ; "ACT scores have fallen, Are area students ready for next step?" (Dunlap Tribune, 2011) ; "Low test scores worry districts" (Hetzner, 2010) ; "Everyone's into ACT, and it shows" (Banchero, 2002) . student-level correction methods in section IVb, compare their performance across subgroups of students in section IVc, and evaluate group-level corrections in section IVd. In section V we conclude and offer some suggestions for future empirical practice, given our findings.
II. Sample Selection Bias
We begin by outlining the intuition behind the sample selection problem. Early research in this area focused on female labor supply, which is complicated by the fact that wages are unobserved for women who are unemployed or not active in the labor market (Gronau, 1974; Heckman, 1974) , We present our discussion in the context of studying the predictors of student achievement, using students' scores on a college entrance examination such as the ACT as a proxy for achievement. We observe this proxy measure for only a subset of the population of students and consider three types of selection. 6 First, if selection into test-taking is uncorrelated with all observed and unobserved predictors of student achievement, there is no sample selection
problem. We can simply analyze the students with observed test scores and then safely generalize these findings to the entire population. Our results may not reflect causal relationships between student achievement and observed predictors but they do reflect a predictive relationship that is valid for the population. Second, if selection into test-taking is fully determined by some set of observed characteristics (which might also be predictors of student achievement), there is a sample selection problem. For example, students might select into testtaking if and only if their results on previous tests exceed some threshold score or their family income exceeds some threshold level. In this case, we can analyze the students with observed test scores and obtain an internally valid description of the predictors of their achievement. We cannot generalize these finding to the entire population without strong assumptions because we cannot compare non-takers to completely observationally equivalent test-takers.
The third and most widely studied case of sample selection arises when selection into test-taking is determined by some unobserved characteristics, which are potentially correlated with predictors of student achievement. We cannot simply restrict the sample to students with 6 These three types of selection correspond to the notions of missing-completely-at-random data (Rubin, 1976) , selection on observables, and selection on unobservables (Heckman and Robb, 1985) .
observed scores because the relationship between observed and unobserved predictors will be different in the restricted sample and the population. Our results in this case would not reflect a valid predictive relationship for the population. In the second case, we obtain internally valid results for a subset of students whom we can characterize on observed characteristics. In the third case, we cannot even characterize the subset of students to whom our results apply because membership of this subset depends on unobserved characteristics.
Most sample selection correction methods focus on this third case. This reflects both economists' concern with selection on unobserved characteristics and the fact that it nests the first and second cases. We now outline a formal model of the third form of selection. We note the special cases of the model that correspond to the first and second cases of sample selection.
IIa. A Parametric Model of Sample Selection Bias
Consider a model of ACT-taking and ACT scores of the form:
where * is the latent ACT score of student i with observed score . * is a latent variable with associated indicator reflecting whether a student takes the ACT. Equation
(1) is the object of primary interest: we wish to recover to describe the relationship between ACT scores and a set of predictors Xi. Equation (2) models the sample selection problem.
Equations (3) and (4) This need not be a consistent estimator of the structural parameters . We therefore frame the discussion in terms of "predictors" of test scores rather than "determinants" or "causes." In some applications Xi may be plausibly independent of in the population and then the least squares estimator would be consistent for in the absence of the sample selection problem.
Selection bias arises because the expectation of the observed ACT score conditional on Xi depends on the conditional expectation of the error term: Gronau (1974) and Heckman (1974 Heckman ( , 1976 Heckman ( , 1979 proposed the first methods to correct for sample selection bias in this framework. Their model requires additional assumptions beyond (1) -(4). Specifically, they assume that the error terms in equations (1) and (2) have a bivariate normal distribution (equation 5) and that and are independent of X and Z (equation 6):
The first case of sample selection, missing-completely-at-random data, arises when = 0 and is uncorrelated with both and . Selection is determined entirely by the unobserved characteristic , which is in turn uncorrelated with any of the objects of interest. Hence, the conditional expectation [ | ] simply equals . The second case of sample selection, selection on observables, arises when is uncorrelated with both and . Selection is determined by the unobserved characteristic and the observed characteristics , but only the latter is correlated with the objects of interest. Hence, the conditional expectation [ | ] equals for a subset of the population defined in terms of .
Under assumptions (1) -(6), the omitted variable is point identified and equal to the inverse Mills ratio,
, where (. ) and (. ) represent respectively the density and cumulative distribution functions of the standard normal distribution and � is the vector of coefficients from a probit regression of on . Hence, the ordinary least squares estimator of ̂ from the linear regression = + ( � ) + recovers the desired predictive relationship.
Alternatively, probit model and the linear model can be jointly estimated using limited information maximum likelihood (LIML).
Both the two-step and maximum likelihood estimators of this system have several limitations. First, they are sensitive to the bivariate normality assumption of the error terms. If the errors are jointly normally distributed but heteroscedastic, or are homoscedastic but not jointly normally distributed, then the estimates of will be inconsistent. Second, when X=Z, the model is identified only through the non-linearity of the IMR. Given that the IMR is quasi-linear for most of the range of its argument, substantial colinearity between the estimated IMR and X in the outcome equation leads to biased and imprecise estimates when X=Z (Puhani, 2002) . This problem is particularly severe when many values of � are far from 0 or 1. In Monte Carlo simulations, this method performs poorly without an instrumental variable: a variable that is in Z and that does not belong in X. Under the assumptions of the model, the LIML estimator is fully efficient but simulation results often find that it is less robust than the two-step estimator to departures from assumption (5).
This approach can be modified to work with group-level data when microdata are not available (Gronau 1974 ). If equations (1) - (6) hold at the individual level, then estimating
using group-level data yields a consistent estimate of . The group mean ACT score on the lefthand side of the model is calculated over all students in the group who take the ACT. The inverse Mills ratio
is evaluated at the group-level test participation rate. This method assumes that the only variables in Z are the variables by which the data are grouped. For example, if the groups are schools, then the assumption is that the only factor affecting ACT-taking is a student's school, and that within a school, variation in test-taking is due to only the disturbance term.
Several other authors have proposed alternative parametric correction methods. Olsen (1980) shows that assumption (5) is not necessary for point identification of the selection correction term. He shows that the necessary assumption is that the distribution of u, F(u), is known, and that e is a linear transformation of this distribution. If u is normally distributed, this assumption implies joint normality and the inverse Mills ratio is the appropriate selection correction term. If u is uniformly distributed on the interval (0, 1), then the appropriate selection correction term is √3( * � − 1), where � is the vector of coefficients from a linear regression of on Z. This approach requires an instrumental variable for identification of since the correction term is no longer non-linear in Z. Lee (1982 Lee ( , 1983 generalizes assumption (5) to allow the error terms to have a joint Student-t distribution with an arbitrary number of degrees of freedom. The parameter vector is identified without an instrumental variable in
Lee's models but this identification again relies on functional form and so may fail under mild departures from the joint Student-t distribution assumption.
IIb. Semi-and Nonparametric Models of Sample Selection Bias
Other authors adopt semi-or nonparametric approaches to identification of in the system defined by equations (1) -(4). These approaches impose fewer assumptions on the joint distribution of ( , ) and the functional form of the relationships between Z and TAKE and between X and ACT. To illustrate the variety of these approaches, consider a generalization of the system of equations (1) -(4):
This system allows an unknown functional form for ACT score equation and for the ACT-taking equation. The probability of ACT-taking in the ACT score equation acts as a selection correction term. Unlike the parametric Heckman or Olsen models, no specific functional form is assumed for the correction term. This system can in principle be estimated fully nonparametrically but most authors propose some restrictions to simplify the estimation process. We discuss three general challenges with fully nonparametric estimation and then some popular restrictions imposed to overcome these challenges. 8 First, identification of the nonparametric system requires either an instrument that affects the probability of test-taking but not the test score (Heckman and Honore, 1990) or a "large support condition," in which at least one observed characteristic shifts the probability of testtaking arbitrarily close to one and zero (Lewbel, 2007) , or both. This imposes a strong restriction on the types of data that can be used to identify these models. Many nonparametric models are only "identified at infinity," which loosely means that identification of holds only if the probability of test-taking approaches one as the value of the instrument approaches infinity.
Second, fully nonparametric models converge at slower rates than parametric models. Many authors respond to these challenges by imposing some structure on the functions f(.,.) and g (.,.) . In particular, many approaches assume that the ACT-taking equation can be written as a "single index model" ( , ) = ( ) + , which assumes that the structure of is known up to some scalar function g (.) . The single index model means that reasonable rates of convergence are possible even with a high-dimensional Z. Choi (1993) , Gallant and Nychka (1987) and Powell (1987) employ variants on this idea, which allow them to use standard techniques for semiparametric estimation of single-index models (Ichimura, 1993; Klein and Spady 1993) .
8 Manski (1989) provides a fully nonparametric treatment that delivers partial identification of the vector .
Alternative approaches assume that the ACT score equation can be written as a single index model or as an additively separable model (Ahn and Powell, 1993; Gallant and Nychka, 1987; Newey, 2009; Powell, 1987) . The additively separable models assume that the ACT score equation can be separated into a function that depends on the potentially high-dimensional X and a function that depends on the scalar probability of ACT-taking: ( , Pr ( = 1)) = 1 ( ) + 2 (Pr ( = 1)). There is a large range of semiparametric estimators we can in principle estimate. 9 We focus on a model proposed by Newey (2009) . We first estimate the relationship between and using nonparametric multivariate kernel regression and obtain estimates of propensity score, � [ = 1| ]. The kernel estimator calculates this probability for each observed value using the a weighted average of values "close" to . Formally, we use the multivariate kernel estimator
where N and h are the bandwidth and sample size respectively. The kernel estimator uses the data to predict � at a grid of points 0 . This assumes that Z and u are additively separable but makes no assumptions about the distribution of u or the functional form of the relationship between TAKE and Z. However, it does not provide an estimator of �, so this is only useful for recovering the predicted probabilities of taking the ACT.
Second, we estimate:
approximating the control function term, � � � with a polynomial in � [ = 1| ].
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This implementation requires the choice of two tuning parameters. The first is the bandwidth h that governs the definition of "close" in the first stage and the second governs the order of the polynomial in the second stage. We discuss our choices of these tuning parameters in section IV.
IIc. Censoring Models for Sample Selection Bias
An alternative approach treats the sample selection problem as a censoring problem (Tobin, 1958) . In this approach, the latent test scores for non-takers are assumed to lie in a certain range of the distribution of observed scores for takers. Values from this range can then be assigned to non-takers. For example, all non-takers might have latent test scores in the bottom decile of the observed test score distribution, in which case they can be assigned scores between the minimum and tenth percentile. This approach is, however, potentially very sensitive to misspecification of the range in which the latent test scores lie. Using a range that is too narrow leads to incorrect estimates of and using a range that is too wide leads to completely uninformative estimates. The Tobit regression models also make restrictive parametric assumptions, such as normality of the error term in equation (1). Estimates may be quite sensitive to departures from normality. Given the parametric structure and the need to choose the censoring range, we should interpret the Tobit results in section IV with some caution. However, our results are fairly robust to censoring at the 10 th to 34 th percentiles.
IId. Prior Literature on Sample Selection Bias in College Entrance Exam Scores
Several studies estimate the effect of an educational intervention on the college entrance exam scores of students, but must account for the increased probability of test-taking among the treated group. These studies use several of the parametric methods discussed above to correct for selection bias at the student-level. Krueger and Whitmore (2001) use the two-step Heckman correction without an exclusion restriction. Angrist, Bettinger, and Kremer (2006) artificially censor the score distribution at various quantiles and estimate Tobit regressions. Both papers also adjust for selection by trimming the treated students with the lowest scores in the spirit of Lee (2009) to create a nonparametric upper bound of the treatment effect. In this context, the lower bound is simply the comparison of mean scores across groups, without correcting for selection.
The strong assumptions of the parametric methods and wide range of nonparametric bounds leave room for question as to the true treatment effects in these papers.
A second set of papers controls for selection bias in group-level estimates of the effect of a policy on college entrance exam scores where the groups, for example states or schools, have different test-taking rates (Card and Payne, 2002; Rothstein, 2006) . These studies use ACT/SAT micro-data but do not have student-level information on non-takers so they cannot model the selection process at the individual level. They control for selection bias using the group-level control function approach following Gronau (1974), as described above. In both studies, the authors test the sensitivity of their estimates to using other functions besides the IMR as the control function in their analysis. Their results do not change substantially, which reassures the authors that they have adequately corrected for selection bias. However, without a measure of "truth" to compare their estimates, it is possible that all of the corrections perform similarly poorly.
The work that is most similar to the present paper is a paper by Clark, Rothstein, and Schanzenbach (CRS, 2009 ) that attempts to explicitly examine the extent of selection bias in college-entrance scores. 11 They model selection following the group-level bivariate selection model (Gronau, 1974) . The bulk of the paper consists of the authors regressing observed mean state-or school-level ACT and SAT scores on the IMR evaluated at the state or school's test participation rate. The coefficient on the IMR term demonstrates the degree of selection in the sample. However, without an exogenous shock to the participation rate, the coefficient on this term will be biased if there is correlation between test-taking rates and unobserved factors 11 A number of older papers examine whether state-level mean SAT scores suffer from selection bias by controlling for state and year fixed effects, state-year level characteristics and polynomials of the state-year level testparticipation rate (Dynarski 1987; Dynarski and Gleason 1993) . These studies find substantial selection bias in statelevel averages and suggest correction methods that are heavily dependent on functional form assumptions. None of these studies exploit exogenous changes in test participation rates and scores.
affecting achievement. The main contribution of the paper is that the authors use ACT data from Illinois and exploit that state's change to a mandatory ACT-taking policy in order to generate a plausibly exogenous change in the IMR term. The authors estimate the parameters of the bivariate normal selection model and conclude that the correlation between latent and observed school-level mean scores is so high that using observed mean scores as a proxy for latent mean scores is unlikely to substantially alter the main results of research not correcting for selection bias.
Our paper improves on Clark, Rothstein, and Schanzenbach (2009) 
III. Data
We use a new student level data set containing two recent cohorts (2004-05 and 2007-08) of all first-time 11 th graders attending Michigan public high schools for most of our analysis.
12
Since students who drop out before graduating or who take the special education version of the 11 th grade test are likely to not take the ACT in the 2008 cohort, we restrict our sample to high school graduates not taking the special education version of the 11 th grade test. To minimize the change in demographics over time, we would ideally use the last pre-policy cohort (2006) and first post-policy cohort (2007) . However, several thousand students in the 2006 cohort were required to take the ACT as part of a pilot program the year before the statewide launch. Also, 12 For the remained for the paper, we refer to academic years using the spring year. For example, we refer to 2007-08 as 2008.
non-compliance was higher in the first post-policy cohort, as districts struggled to adapt to the reform. Thus, we present results using the 2005 and 2008 cohorts, however, our results are robust to using alternative cohort combinations.
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The data contains time-invariant demographic information such as sex, race, and date of birth, as well as time-varying characteristics such as free and reduced-price lunch status, limitedEnglish-proficiency (LEP) status, special education (SPED) status, and student home addresses.
The data also contains 8 th grade and 11 th grade state-assessment results. For the cohorts of students after the implementation of the mandatory ACT exam, the 11 th grade results include ACT scores.
We have acquired and merged on several other key pieces of information using a restricted access computer at the Michigan Department of Education (MDE). First, using student name, date of birth, sex, race, and 11 th grade home zip code, we match the student-level
Michigan data to micro-data from ACT Inc. and The College Board on every ACT-taker and SAT-taker in Michigan over the sample period. We also acquired from ACT Inc. a list of all ACT test centers in Michigan over the sample period, including their addresses and open and close dates. We geocode student home addresses during 11 th grade and the addresses of these test centers to construct a student-level driving distance from 11 th grade home to the nearest ACT test
center.
14 Table 1 shows sample means for the combined sample (column 1) and separately for the When using 2006 data, we drop the students who took the ACT as part of the mandatory ACT pilot. Across all four possible comparisons, the performance of sample selection corrections varies substantially with the richness of the data used in prediction but does not vary substantially with the choice of model. 14 In the rare case when 11 th grade home address is missing, we use home address during the surrounding grades. 2% of the sample has no non-missing address during any grade in high school and are dropped from the analysis. ACT-taking rates increased more for those groups of students who had lower rates prior to the policy. This is particularly pronounced among students eligible for free or reduced-price lunch, whose rate of ACT-taking more than doubled from 43% to 97%. These same groups tend to experience larger drops in their mean scores. The exception is black students who had only a slightly larger change in test-taking than white students, and whose mean score decreased by slightly less than among whites.
IV. Selection in College Entrance Exam Taking
We begin the exploration of selection into college entrance exam taking using the postpolicy distribution to back out the predicted distribution of latent ACT scores of non-takers before the policy change. This allows us to describe from where in the observed pre-policy score distribution these non-takers come. We then proceed to compare the effectiveness of a variety of sample selection methods which correct for selection bias at the student and group-level.
IVa. Latent Scores of Non-Takers Pre-Policy
It is reasonable to expect that students not taking a college-entrance exam are lower achieving on average than those taking the test. Various analyses undertaken in papers correcting for selection in college-entrance exam scores make stronger assumptions about how negatively selected these students are. The Tobit analysis used in Angrist, Bettinger, and Kremer (2006) , in 15 Unemployment rates at the city (when available) or county level are from the Bureau of Labor Statistics.
which the authors artificially censor the scores of test-takers below various percentiles, assumes that all non-takers would score at or below that point in the distribution. Similarly the bounding exercises undertaken by that paper and in Krueger and Whitmore (2001) create upper bounds assuming that all non-takers would score below test-takers.
We test whether these assumptions are true empirically by predicting the ACT score distribution that we would see among non-takers during the pre-policy period if they were required to take the ACT. We do this by subtracting the number of test-takers scoring at each ACT score in the pre-period from the number scoring at each score in the post-period. Students who take the SAT but not the ACT pre-policy are included in all of our analyses, which prevents incorrectly categorizing as non-takers those students in the pre-policy period who took the SAT instead of the ACT.
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Because the composition in Michigan shifts toward higher minority and more disadvantaged students from the pre-to the post-policy cohort, we reweight the post-policy cohort following DiNardo, Fortin, and Lemieux (DFL, 1996) to resemble the pre-policy students according to their observed characteristics. We estimate
where is an indicator for student i in school s being in the pre-period. X is a vector of individual level covariates, S is a vector of school-level covariates, and L(.) is the inverse logistic function. 17 We use estimates from the logit regression to predict � , the propensity score of being in the pre-policy period. The DFL weight equals:
, which we censor at its 1 st and 99 th percentile and normalize so that the pre-and post-policy cohorts are of equal size. When summing the number of ACT-scorers in the pre-policy cohort, each student receives a weight of one, but when summing in the post-policy cohort, each student receives a weight equal to their censored DFL weight.
16 For students taking the ACT multiple times, we use their first score. For students taking the SAT but not the ACT, We include their SAT score scaled to the ACT metric. For students taking both tests, we use their first ACT score.
17 X includes all interactions of LEP, SPED, free lunch status, race dummies, and a gender dummy. S includes fraction on free lunch, fraction black, number of 11 th graders, pupil-teacher ratio, student-guidance counselor ratio, and dummies for urban-rural status. The R-Squared from the regression is 0.149.
Assuming that after the DFL-reweighting and cohort size adjustment the only difference between the pre-and post-period cohorts is that nearly everyone takes the ACT in the postperiod, then the difference in the number of students scoring at each ACT score bin should reflect the distribution of unobserved latent scores of the students who did not take the exam before it was mandatory.
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Figure 1a plots the frequency distribution of ACT scores pre-policy (circles), the reweighted post-policy distribution of scores (squares), and the difference, or the latent scores of non-takers pre-policy (triangles). While the latent scores of non-takers are shifted to the left relative to the test-takers, there is a long tail of students with reasonably high latent scores. Table   2 reports moments and percentiles of the three distributions. The patterns across the three distributions in the mean, variance, and skewness are all easily discernible from the figure: the non-takers have a lower mean, higher variance, and greater skew. Almost 60% of takers score at a college-ready level, while less than 30% of the non-takers would do so. We use a score of 20 to denote college-readiness, which ACT Inc. reports likely qualifies a student for admission to a "traditional" four-year institution (ACT Inc., 2002) . Finally, Kolmogorov-Smirnov tests of equality between both the pre-policy non-taker and taker distributions, and the observed pre-and post-policy distributions are strongly rejected. This provides evidence that there is substantial selection into ACT-taking.
In Angrist, Bettinger, and Kremer (2006) , the authors use Tobit analyses, censoring scores at the 1 st and 10 th (among other) percentiles. They suggest that while the assumption that non-takers would all score below the 1 st percentile of observed scores is unlikely, it might be reasonable that they score below the 10 th percentile. In Figure 1b , we plot the densities of prepolicy observed scores among takers and latent scores among non-takers. We mark with a vertical dotted line the 1 st percentile of the observed score distribution of takers. As indicated at the top of the figure, 96% of non-takers have latent scores above the 1 st percentile. Looking to the 10 th percentile, we see that still 67% of non-takers would score above that mark. 23% would score above the median, 14% above the 75 th percentile, and 4% above the 95 th percentile. It is clear that while most non-takers would score in the lower half of the distribution, there are a nontrivial number of scores in the top quartile.
This suggests that the upper bounds of the bounding exercises conducted in Krueger and Whitmore (2001) and Angrist, Bettinger, and Kremer (2006) are indeed upper bounds and will not be equal to the true treatment effects. In the latter paper, the authors present quantile-specific upper bounds that equal the treatment effect at that quantile under the assumption that no testtakers induced to take the test by the treatment would score above that quantile. The authors present these bounds at the 75 th , 85 th , and 95 th percentiles of the control group distribution, with the magnitudes of the upper bound decreasing sharply as the quantiles increase. Our analysis suggests that only at the highest percentiles should the reader should interpret the upper bound as a good proxy for the true effect.
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IVb. Comparing Individual-Level Selection Bias Corrections
In this section, we test the performance of a number of sample selection correction methods at correcting for selection in college entrance exam scores. We examine whether researchers or state policy-makers in states without a mandatory college entrance exam could use available data to predict the mean score if all students were to take the test. In the current educational landscape of No Child Left Behind and standards-based accountability, the parameter of interest is often not a mean score but rather the fraction of students scoring above some threshold. We also gauge the performance of these corrections at predicting the fraction of students who score at a college-ready level.
In Table 3 (row 1, column 1), we report the mean ACT score in the post-policy period of 19.25. Note that this is the mean score among the 98.5% of Michigan grade 11 students who took the ACT in 2008. The predicted mean score from regressing ACT scores on a vector of student demographic characteristics (i.e. estimating equation (6) . We compare the performance of the selection corrections applied to the prepolicy data at approximating this parameter. 20 The observed fraction of students in the post period who score college-ready is 0.440, and the predicted fraction is 0.422.
Before correcting the pre-period sample for selection, we first test how well OLS performs at simply predicting ACT scores of non-takers using observed characteristics. Using the pre-policy students, we estimate the following equation using OLS:
where ACTis is the ACT score of student i at school s in the 2005 cohort, Xis is a vector of basic student demographics including sex, race, free lunch status and a full set of interactions between these variables, and εis is a mean zero error term clustered at the school level. Since researchers will have access to different levels of detail in their data, we start by estimating equation (9) using only the most basic demographics in the prediction and add more covariates later. 21 We predict � = � +̂ for all students in the pre-policy period regardless of whether they took the ACT and compare this to the true [ * ] estimated using the post-policy data. This simple prediction exercise is not appropriate for predicting the fraction of college-ready students because the predicted values include only the variance from � �,̂� and , while ignoring the residual variance. We therefore generate � = � +̂, where ̂= − � is the fitted residual from a randomly chosen student who took the ACT in the pre-policy. The fitted residuals are mean zero, so this procedure leaves the mean of the predicted test scores the same 20 It makes more sense to compare the predicted means from the 2005 data to the predicted 2008 mean score as opposed to the observed 2008 mean score. To illustrate this point, assume that the population can be divided into three latent strata. The first stratum consists of students who take the ACT whether or not it is mandatory. The second stratum consists of students who take the ACT if and only if it is mandatory. The third stratum consists of students who do not take the ACT even if it is mandatory. In 2005, we observe test scores for the first stratum and wish to predict scores for the second and third strata. In 2008, we observe test scores for the first and second strata. We should thus compare the predicted scores for the 2005 cohort to the predicted scores for the full 2008 cohort, rather than the observed scores for 98.5% of the 2008 cohort, because we cannot distinguish in 2005 between students in the 2 nd and 3 rd strata. In practice, this distinction is unlikely to be important with only 1.5% of students failing to take the ACT in 2008. 21 Coefficients from this regression as well as from the regressions correcting for sample selection can be seen in Appendix Tables 2, 3, and 4. but increases the variance to make it comparable to the variance of the observed scores. 22 For all of our analyses, our parameters of interest that we report (the mean and fraction scoring collegeready) are the mean parameters from 1000 iterations over this "residual-adding" process. We obtain standard errors for all parameters discussed below by combining this residual-adding process with a cluster bootstrap that resamples schools. We perform 500 bootstrap replications and implement the residual-adding process 100 times within each replication. 23 We then use the standard deviation across all 50,000 parameter estimates as the estimated standard error
The mean of the predicted values using OLS is 20.67 with a standard error of 0.10. The raw mean of observed scores in the pre-policy period is 20.86. OLS using basic student demographics does very little to get closer to the true mean score of 19.22. Similarly, the fraction with latent scores at a college-ready level is 0.553 (standard error of 0.008), only slightly closer than the raw pre-policy fraction (0.588) to the post-policy fraction (0.422).
The first correction method that we test uses Tobit estimation on artificially censored test score data as in Angrist, Bettinger, and Kremer (2006) . We censor the data so that students not taking the ACT and students who take the test but score below the 10th percentile of observed scores are assigned the score associated with the 10th percentile. We choose the 10 th percentile because this is the level that the aforementioned authors use for their main specification. We then estimate equation (9) on this artificially censored data using Tobit and report the mean of the predicted ACT scores and the fraction that are greater than or equal to 20 (Table 3 , column 5).
We also present results with scores censored at the 34 th percentile (column 6), which is the percent of students not taking the exam in the pre policy period. Regardless of the choice of censoring percentile, the Tobit estimates a mean score and fraction scoring college-ready that are nearly identical to those estimated by OLS.
We next test the performance of the Heckman 2-Step correction procedure. 24 In the first step, we use a probit model to estimate:
where is an indicator variable for ACT-taking, and Zis equals Xis. In the second step, we use OLS to estimate:
where (. ) is the IMR. The Heckman correction produces a mean predicted score of 20.67 and fraction college-ready of 0.553, both essentially identical to those predicted by OLS and Tobit analysis.
Since the performance of the Heckman correction without an instrumental variable is usually poor (Puhani, 2002) , we add a variable to Z that is not included in X: the student-level driving distance from a student's home to the nearest ACT test-center. 25 We assume that some students have easier access to a test center than other students and thus will have a slightly higher probability of taking the test. However, conditional on X and on taking the ACT, these students will not score systematically higher or lower than students who live farther away. The mean distance to a test center in the pre-policy period is 4.9 miles, and the median is 3.1 miles. This distance measure varies dramatically by urban/rural status, with the mean distance in urban areas equal to 2.3 miles and in rural areas 8.5 miles. For percentiles of the distribution pre-and postpolicy by urban/rural status, see Appendix Table 1 .
In Table 4 , we test the relevance of the distance variable as an exclusion restriction. We estimate equation (10) using OLS but add a quadratic in distance to the right hand side of the equation. 26 Without controlling for any other covariates, there is no statistically significant relationship between distance and ACT-taking pre-policy. A test that the two terms are jointly equal to zero has an F-statistic of 6.3. However, as we add covariates, the relationship becomes stronger, likely reflecting the fact that many disadvantaged students living in urban areas live 24 We also attempt to estimate the correction using LIML instead of the 2-step estimator, but the likelihood function does not converge, foreshadowing the performance of the Heckman correction generally. 25 We use a student's home address during 11 th grade. In the rare case that a student has multiple addresses during 11 th grade, we use the one with the shortest distance to a center. 26 Standard errors are clustered at the school level and calculated without the bootstrap.
close to a test center but have a low probability of taking the ACT. When we control for basic student demographics, the coefficients on the distance and distance squared terms become statistically significant, and the F-statistic rises to above 10, the rule-of-thumb threshold to test for weak instruments (Staiger and Stock, 1997 Moving across the full range of observed distance shifts the probability of ACT-taking by 6.75 percentage points, relative to a mean of 64.1%. The instruments thus move the probability of ACT-taking by much less than 100 percentage points. This makes the "identification at infinity" argument required for identification of many nonparametric sample selection corrections implausible in this setting. We cannot rule out the possibility that nonparametric methods would perform better than parametric methods with an instrument that better satisfied the identification at infinity condition. However, empirical applications of selection correction methods seldom have instruments that shift the probability of observing the data by anywhere near 100 percentage points.
In columns (6) through (10), we test the validity of the exclusion restriction. We replace the dummy for ACT-taking as the dependent variable with the average of the student's 11 th grade math and English test scores. Without controlling for any covariates, students living further away from an ACT-test center tend to have higher scores. This is likely due to the same reason that there is no relationship between distance and test-taking before controlling for covariates: because disadvantaged, low-performing students in Detroit and other urban areas live very close to a center. However, the relationship disappears once covariates are included in the regression and the F-statistic controlling for all covariates is 0.54. This suggests that the distance measure is affecting ACT-taking but not latent scores and thus that the exclusion restriction is reasonable.
We re-estimate equations (10) and (11) of the Heckman correction. The predicted mean ACT score does not change, and the fraction college-ready drops slightly closer to the "true" post policy estimate.
We then go on to estimate equations (10) and (11) using the selection correction procedure proposed by Olsen (1980) . This requires an instrument in equation (10), assumes that the distribution of u is normal, and shows under these assumptions that ( � ) in equation (11) should be replaced by ( � − 1). The Olsen correction produces both a predicted mean and fraction college-ready that are identical to the Heckman correction with the instrument (column 9).
28
Finally, we use a two-step semiparametric sample selection correction. We estimate the selection equation (10) using nonparametric multivariate kernel regression to obtain the propensity score, [
]. 29 We then estimate: Heckman corrections but by an extremely small margin.
We now examine whether a researcher who has access to school-and district-level covariates including demographics, urbanicity, and average 8 th and 11 th grade test scores can do a better job at correction for selection in ACT scores. We report these results in rows 3 and 4 of table 3. The pattern of results remains the same when adding these covariates to equation (7) and 28 Two other ways of estimating a similar correction assume a χ 2 or Student-T error distribution for the error term rather than the uniform or normal distribution (Lee, 1982; Heckman, Tobias, and Vytlacil, 2003) . We attempt this procedure, but like the Heckman correction using LIML, the maximum likelihood estimator does not converge. 29 In estimating the multivariate kernel regression, we follow methods for discrete and continuous data developed in Racine and Li (2004) and Li and Racine (2004) , using cross-validation to choose the bandwidth. 30 The control function approximation can use a variety of functional forms, including power series, Fourier series, and splines in the predicted probabilities. We follow Newey, Powell and Walker's (1990) recommendation to use the series estimator. 31 We report results using a fourth order polynomial. We choose this order by leave-one-out cross-validation. Specifically, we estimate equation (9) using data points 1, … i-1, i+1, … N, calculate the predicted ACT score for observation i, and square the difference between the observed and predicted values. We repeat this exercise for all N data points and sum the squared differences to obtain an estimate of the mean squared prediction error. We choose the quartic polynomial as it generates the lowest mean squared prediction error. Our results are robust to using polynomial orders from 2 to 10. re-estimating the equation. All of the specifications do a somewhat better job at attaining the post-policy mean score and college-readiness fraction than with only the student demographics, but again, none of the corrections do a clearly better job than OLS.
Finally, we include student-level 8 th and 11 th grade test score in the prediction equation.
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A state Department of Education might have access to these data, though it is rare for a researcher to have such data matched to a student's college entrance exam scores. We report these results in the bottom rows of table 3. The performance of all of the corrections and of simple OLS is much better using the student-level scores in the prediction. This is perhaps unsurprising as we would expect a student's past and contemporaneous achievement to be an excellent predictor of their ACT score. In particular, the Tobit and Newey corrections do slightly better than OLS, at matching the post-policy mean. The Newey correction does slightly better than the other corrections at matching the post policy fraction college-ready.
As a way to visually compare the performance of these estimators and the use of different levels of data, we plot kernel densities of the actual and predicted ACT scores. Figure IIa plots raw ACT scores pre and post policy, as well as the predicted ACT scores from equation (7) including both student demographics and school-and district-level covariates. 33 95% confidence intervals of the predicted values are tiny and omitted for readability. Figure IIb shows the same picture but plots the predictions adding the student-level test scores. As was apparent in Table 3 , the fit of the prediction is substantially better, with the fitted pre-policy distribution shifting left toward the fitted post-policy distribution. Figure III drops the actual pre and post distributions, and compares the densities of � from the pre-policy data using several of the corrections to the densities of � pre-and post-policy from OLS. As in Table 3 , the various corrections perform quite similarly to OLS at approximating the post-policy "true" distribution.
Figure IV provides a compact summary our findings. We show each of the 21 predicted ACT means generated by a combination of the 7 selection correction models and 3 covariate sets that we have discussed in a bias-variance scatterplot (panel A). We see that the predictions relying on only student demographics (black points) or student demographics and school- 32 Note that for all analyses using student-or school-level 11 th grade scores, social studies scores are used, which are from a separate state test from the ACT and thus are not mechanically affected by a student's ACT scores. We also include interactions between the test scores and student demographic characteristics. 33 The predicted scores are predicted out-of-sample and include the aforementioned residual-adding process.
/district-level characteristics (red points) are consistently high on the bias axis, reflecting their poor ability to replicate the true ACT mean. The predictions that also use student test scores are consistently much less biased and are generally at a similar location on the variance axis. Within each covariate set, there is little variation in bias or variance across different selection correction mechanisms, with the exception of the Newey correction using student test scores, which has larger variance. This figure clearly demonstrates that if we seek to minimize mean-squared prediction error (or any reasonable weighted average of bias and variance), better data is far more useful than more flexible methods. Figure IV panel B presents the same set of results for the fraction of students with college-ready ACT scores, instead of the mean ACT score. Once again, richer covariates lead to estimates with lower bias and no larger variance. Different correction models make little difference to the bias but can substantially influence the variance of the predicted fraction. The variance is, however, orders of magnitude lower than the squared bias and so is perhaps a less relevant consideration. When using only student demographics as predictors, the corrections that use an instrument tend to have slightly lower bias in predicting the fraction college-ready than the corrections without an instrument. This pattern is not evident when using a richer set of predictors.
IVc. Comparing Individual-Level Selection Bias Corrections for Different Subgroups
In addition to mean scores and the fraction of students scoring college-ready, administrators and policy-makers are interested in how these parameters vary across key student subgroups. While we have shown that using student-, school-, and district-level demographics and test scores allows for an accurate prediction of true latent scores for all students, the nature of selection into test-taking may differ across groups. Some students' latent scores may be easier or more difficult to predict using observed characteristics.
We explore this in Table 5 by estimating equation (9), including the full set of covariates, separately by race and by free-lunch status. There is a large gap in mean observed scores prepolicy between black and white students and between poor and non-poor students (row 1, columns 3 and 6). As we saw in Table 1 , the difference in the change in test-taking rates between poor and non-poor students due to the mandatory ACT policy is large (non-poor students experience a 30pp increase while poor students experience a 54pp increase). As expected, the gap in scores between these two groups increases by 0.4 points (column 6: 3.42 -3.00).
However, whites and blacks experience a similar increase in test-taking rates due to lower compliance in the post period among black students. The score gap actually decreases postpolicy by 0.3 points (column 3: 4.68 -4.38).
OLS and the corrections generally understate the post-policy gap in scores, because they overestimate mean scores more for black students than for white students. Among white students, OLS and the corrections get quite close to approximating the "true" post-policy mean.
Apparently, black students are selecting into ACT-taking in a way that is more difficult to predict based on observed characteristics. The same phenomenon occurs for the poor and non-poor students. OLS and the correction methods seem to do a better job among non-poor students. For poor students, OLS and the corrections do not get as close to the true mean, and hence underpredict the true gap in scores.
When examining the fraction of students who are college-ready, the same pattern is apparent by student poverty status, but OLS and the corrections doe a similarly good job among whites and blacks, thus accurately predicting the true race gap. The corrections perform similarly to one another, with the exception being the Newey correction, which tends to stray from the others, usually performing slightly better.
IVd Comparing Group-Level Corrections
Many researchers using ACT/SAT micro-data as their dependent variable do not observe in their data students who do not take the exam and so cannot estimate an individual's probability of test-taking (Card and Payne, 2002; Rothstein, 2006) . Following Gronau (1974) , their strategy is to use group-level data where group mean scores are the dependent variable and the control function term is the IMR (or some other function) evaluated at the group-level participation rate. This approach is equivalent to the 2-step individual-level Heckman correction, where Zi consists of group-level averages of the student-level variables.
This equivalence is rarely noted and implies that the level of aggregation matters. If the data are grouped at the school level as in Rothstein (2006) , then the control function approach assumes that only school-level factors affect test-participation (i.e., are in Zi). This is equivalent to assuming that variation in test-taking within a school is driven only by random noise.
Likewise, Card and Payne (2002) use data grouped at the state-year-parental education level. For their control function to fully correct for selection, test-taking must depend only on the state, year, and education of a student's parents. 34 The authors of both studies show that their results are robust to various functional forms of the control function. But they do not observe the true distribution of test scores and so cannot determine whether their results are robustly correct or robustly incorrect.
In this section, we estimate several group-level parametric selection corrections with data aggregated at increasingly refined levels of aggregation. We compare the results to the "truth" estimated in the mandatory ACT period. We begin by estimating the following equation separately for both the pre-and post-policy period using weighted least squares, where the weights are equal to the number of 11 th graders in the school during that cohort:
where ACTs is the mean ACT score at school s, Xs is a vector of school-level covariates including fraction black, fraction on free lunch, teacher-pupil ratio, average 11 th grade social studies score (standardized across individuals at the grade-year level), and average 8 th grade math and English scores. 35 We also estimate equations where the dependent variable is the fraction of students in the school scoring college-ready (greater than or equal to 20).
We report the predicted mean ACT score and predicted fraction scoring college-ready in rows 1 and 2 of Card and Payne (2002) mention this fact in a working version of their paper, but it is omitted from the published article: "This specification is consistent with a conventional joint-normal model of latent test scores and test participation in which the probability of writing the SAT is assumed to depend on a set of factors that are identical for individuals in the same family-background-state-year cell. More generally, it can be interpreted as an approximation to the selectivity adjustment implied by an arbitrary model of test score outcomes and test participation in which test participation depends on a single index that is "fully absorbed" by family background x state x year dummies (Ahn and Powell, 1993) ." rate. We estimate the model with () =, log (), and (), where (. ) is the inverse Mills ratio. 36 The control functions improve very slightly on the uncorrected OLS regression but are nearly identical to one another and remain far from the true value. The estimates are robust over choices of the control function, echoing Card and Payne (2002) and Rothstein (2006) . However, our results suggest that the estimates are simply robustly incorrect.
The degree of selection in ACT-taking could in principle vary with Xs. In other words, selection into test-taking might play out differently at schools serving different types of students.
To address this possibility, we interact the control function with the fraction of students who qualify for free lunch and the mean 11 th grade test score. The results are no better than when using the control function terms without an interaction.
Finally, we test the performance of the above set of group-level control functions at increasingly fine data aggregation levels. Finally, we group the data at the school-by-free lunch status-by-minority status-by-11 th grade test score quartile level. First, note that the raw mean score and fraction college-ready stay the same in the post-period but drop substantially in the pre-period. 37 The predictions are substantially better with this less refined data and some fall almost within the 95% confidence intervals of the parameters predicted by OLS using post-policy data (column 2). However, as above, the control function estimates do not consistently outperform a simple OLS correction applied to the pre-policy data, and in fact, usually perform worse. 36 We also include a quadratic and cubic in p, but do not report results as they are almost identical to those from the linear model. 37 The reason for the change is that the sample is changing slightly. Students with missing 11 th grade scores are now dropped since they do not fall into a test score quartile. Also, while the school-level sample was conditioned on only appearing if there was at least one ACT-taker in the school in both years, there are cells at the more refined level of aggregation, for example poor minority students with the lowest test scores, in which there are no ACT-takers. These students are not contributing to the average ACT scores in less refined cells but are included in the weighting.
We depict these estimates in figure V, showing the variance and squared bias for each combination of control functions and data aggregation levels. The finer aggregation levels clearly generate much less biased estimates of the mean and fraction college-ready; the estimates for the mean are also lower variance than those based on coarser aggregation levels. There is little variation across control functions in squared bias. There is some variation in variance, though no clearly dominant control function.
In summary, none of the control functions stands out as the clear choice across each of the levels of aggregation, and a researcher's best bet to avoid selection bias is to obtain data at the most detailed level of aggregation as possible. Aggregating the data by performance levels on a measure of student achievement outside of the college entrance exam is particularly effective.
These results cast doubt on earlier papers using group-level sample selection correction strategies.
V. Conclusions
College entrance exam scores on the ACT and SAT provide a powerful measure of college-readiness. States, districts, and schools can use these scores to diagnose their performance at preparing their students for postsecondary education. Researchers have used these scores to evaluate the effects of educational interventions (Krueger and Whitmore, 2001; Card and Payne, 2002; Angrist, Bettinger and Kremer, 2006; Rothstein, 2006) . The main drawback is that less than half of public high school students nationwide take the ACT or SAT.
Without knowing the degree of selection into test-taking, this limits an administrator or policymaker's ability to harness these scores as a true measure of college-readiness that is representative of the overall population. Researchers have attempted to control for the resulting selection bias using a variety of parametric methods.
These attempts form part of a far larger literature in econometrics and statistics that analyzes sample selection problems. These problems arise when dependent variables of interest are not observed for part of the population, and this part of the population may be systematically different on unobserved characteristics. Researchers have proposed a range of parametric, semiparametric and nonparametric methods to address sample selection bias but there is little consensus on their relative merits in practical applications.
We use the implementation of a policy in Michigan requiring all 11 th graders to take the ACT to compute the distribution of latent scores of students who were not taking the test prior to the policy. We show that the assumptions made by common selection correction and bounding methods are not correct in this setting. In particular, many non-takers have latent scores at or above the median of the observed test score distribution. We go on to use the near complete distribution of ACT scores post-policy to approximate the true distribution of latent scores prepolicy. We can then compare the ability of various sample selection corrections to match the true distribution of latent test scores.
We show that none of the sample selection corrections do well at matching the latent distribution of test scores when they use only basic demographic information to predict test scores and test-taking behavior. With more information about students, particularly measures of achievement such as state-administered standardized test scores, simple OLS does well at correcting for selection bias. There is little to no gain from using more flexible selection correction methods, such as censored regressions, bivariate normal selection models, and twostep semiparametric selection models. We also show that the predictions do better for white and non-poor students than for black and poor students, leading to incorrect predictions of latent achievement gaps. Finally, we show that group-level correction methods using a control function evaluated at the test-taking rate of the group perform poorly. This poor performance is robust across different control function specifications, casting doubt on prior work that relied on these methods. Aggregating the groups to increasingly refined cells, in particular cells based on prior test scores, substantially improves predictive accuracy.
We conclude that the richness of the data used to model selection into college entrance exam-taking matters far more than the econometric method used to correct for selection. This may come as a disappointment to researchers working with data that do not contain measures of student achievement in addition to their college entrance exam score. However, this is good news for states considering implementing a mandatory ACT or SAT policy and hoping to predict their future mean score or fraction of students scoring at a college-ready level. While they should not rely on being able to accurately forecast differences in scores across groups, simple OLS regression using data that contains students' and their schools' demographic and test score information can come very close to providing the overall pictures of college-readiness that they seek. Our findings also suggest that researchers analyzing samples with selectively missing data will experience larger gains from seeking richer datasets than from more flexible econometric models. Fortin, and Lemieux (1996) to resemble the pre-policy cohort, and 3) the difference between (1) and (2), which is the latent score distribution among non-takers in the pre-period. Figure ( b) plots kernel densities of (1) and (3). Along the top of the figure are percentiles of (1) followed by the fraction of (3) that has a latent score higher than that value. (1) and (3) give raw mean ACT scores for each sample. Cells in columns (2) and (4) - (10) report the mean of and fraction scoring greater than or equal to 20 for the predicted ACT score from regressions of ACT scores on covariates. The predicted ACT score is calcuated for ACT-takers and non-takers. Standard errors calculated using 500 bootstrap replications resampling schools. Notes: The sample is as in Table 3 . Columns (1) -(6) report means of the predicted ACT score from regressions of ACT scores on the full set of covariates, including student-level 8th and 11th grade test scores. Columns (7) - (12) report the fraction of the predicted ACT scores that are greater than or equal to 20. The predicted ACT score is calcuated for ACT-takers and non-takers. Poverty status is proxied for using free lunch receipt measured during 11th grade. Standard errors calculated using 500 bootstrap replications resampling schools. Notes: The sample is as in Table 3 . Distance, measured in miles, is the driving distance from the student's home address during 11th grade to the nearest ACT-test center. In the post-policy period, the distance is the distance from a student's home to his or her high school. If a student has multiple addresses during 11th grade, then the smallest distance is used.
Appendix Notes: The sample is as in Table 3 . The level of observation is the student. Each column is from a separate regression of ACT scores on the reported student-level demographics. Standard errors calculated using 500 bootstrap replications resampling schools. Notes: The sample is as in Table 3 . The level of observation is the student. Each column is from a separate regression of ACT scores on the reported student-and school-level covariates. Missing value indicators and district-level versions of school covariates also included but coefficients not reported. Standard errors calculated using 500 bootstrap replications resampling schools. Notes: The sample is as in Table 3 . The level of observation is the student. Each column is from a separate regression of ACT scores on the reported student-and school-level covariates. Missing value indicators and district-level versions of school covariates also included but coefficients not reported. Standard errors calculated using 500 bootstrap replications resampling schools. 
