Abstract. In this note we study the higher dimensional convex billiards satisfying the so-called Gutkin property. A convex hypersurface S satisfies this property if any chord [p, q] which forms angle δ with the tangent hyperplane at p has the same angle δ with the tangent hyperplane at q. Our main result is that the only convex hypersurface with this property in R d , d ≥ 3 is a round sphere. This extends previous results on Gutkin billiards obtained in [1] .
Introduction and main result
Consider a convex compact domain in Euclidean space R d bounded by a smooth hypersurface S with positive principal curvatures everywhere. We shall call S a Gutkin billiard table if there exists δ ∈ (0; π/2) such that for any pair of points p, q ∈ S the following condition is satisfied: if the angle between the vector − → pq with the tangent hyperplane to S at p equals δ, then the angle between − → pq and the tangent hyperplane at q also equals δ. Note that the case δ = π/2 is classical and corresponds to bodies of constant width. So hereafter we will assume 0 < δ < π/2.
Planar billiard tables with this property were found and explored by Eugene Gutkin [6] , [7] (see also [10] ). He proved that planar domains with this property different from round discs exist for those values of δ which for some integer n > 3 satisfy the equation (1) tan(nδ) = n tan δ.
Moreover, the shape of these domains is also very special.
It is an open conjecture by E.Gutkin that for any δ ∈ (0; π/2) no more than one integer n > 3 can satisfy (1). It turns out that the property of equal angles becomes very rigid in higher dimensions. It is the aim of this note to prove the following.
existence, geometric and dynamical properties of invariant hypersurfaces of billiard maps.
There are very few results on higher dimensional convex billiards. In [9] round spheres are characterized by the property that all the orbits of billiard are 2-planar. In [2] a variational study of orbits is proposed. Periodic orbits of the higher dimensional billiards are studied in [8] .
Half of Theorem 1.1 has been recently proven in [1] . In particular, it was shown there that the result holds true for d = 3. In this paper we complete the second half of the result. Thus in higher dimensions number theoretic properties of δ are irrelevant. Our approach uses symplectic nature of the billiard ball map as well as geometry of convex bodies of constant width.
In the Section 2 we recall the approach of [1] and summarize the needed material from [1] . In Section 3 we prove several lemmas, and Section 4 contains the proof of the main theorem.
Preliminaries and previous results
Proof of Theorem 1.1 requires symplectic and differential geometric properties of Gutkin billiards.
2.1. Symplectic preliminaries. Consider Birkhoff billiard inside hypersurface S. The phase space Ω of the billiard consists of the set of oriented lines intersecting S. The space of oriented lines in R d is isomorphic to T * S d−1 and hence carries natural symplectic structure. Birkhoff billiard map B acts on the space of oriented lines and preserves this structure. Another way to describe this symplectic structure is the following. Every oriented line l intersecting S at p corresponds to a unit vector with foot point p on S. Orthogonal projection onto the tangent space T p S maps hemisphere of inward unit vectors with foot point p onto unit ball of the tangent space T p S in 1-1 way. Thus the phase space of oriented lines intersecting S is isomorphic to unit (co-)ball bundle of S. The canonical symplectic form of this bundle coincides with that defined above. Here and below we identify co-vectors with vectors by means of the scalar product induced from R d .
The hypersurface S has Gutkin property with the angle δ ∈ (0; π/2) if and only if the hypersurface Σ δ of the phase space Ω determined by the formula
As a corollary we get:
1. The billiard ball map B preserves characteristics of Σ δ . Moreover, B preserves the natural orientation of the characteristics.
2. Characteristics of Σ δ are geodesics of S equipped with their tangent vectors of the constant length cos δ.
2.2.
Deviation from osculating 2-plane; planarity of geodesics. Note, that since all principal curvatures of S are assumed to be strictly positive, for any geodesic γ on S the curvature k of γ in R d is strictly positive. Let us denote v(s) :=γ(s), n(s) the inner unit normal to S at γ(s). We can write first three Frenet formulae for a geodesic γ in R d as follows:
where w is a unit vector in R d orthogonal to Span{v, n}. Also we have thaṫ w is orthogonal to v and w and we write :
whereŵ is orthogonal to Span{v, n, w}. If d = 3, then w is just a bi-normal vector of γ,ŵ ≡ 0 and (2), (3),(4) are usual Frenet equations, where τ is torsion of γ. It is important to note that also in higher dimensions one concludes from (3) that the function τ vanishes if, and only if, the curve γ lies in a 2-plane. Moreover, we have:
1. Function τ satisfies linear differential equation:
2. The terms (kl − sin δ) and τ do not vanish simultaneously. 3. If τ vanishes at one point it must vanish identically.
As a consequence of Theorem 2.2 we get planarity of some geodesic curves of S. Theorem 2.3. Every geodesic curve on S which at some point p passes in a principal direction lies necessarily in a 2-plane spanned by this direction and the normal line at p. Moreover, this geodesic curve has a principal direction at every point where it passes.
Using Theorem 2.3, we get the following: Theorem 2.4. Let S be a convex hypersurface in R d satisfying Gutkin property. Then:
1 Fig.2 ). Then c is the antipodal point of b, i.e. c =b.
Proof. Passing from a to b along γ the tangent vector to γ turns on the angle 2δ. Analogously passing fromā to c the tangent vector to γ turns on 2δ. Together with the fact that a,ā are antipodal we conclude that the tangent vectors to γ at b and at c are parallel. Hence also the normals at these points. Hence it follows from double normal property of γ (see [4] ) that c coincides with antipodal pointb. Proof. First of the two equalities is obviously true for any convex curve of constant width. In order to prove the second we choose the coordinate system centered at a with x-axis tangent to γ at a and y-axis along the double normal aā. We compute:
where ρ(φ) is curvature radius as function of the angle φ between tangent vector to γ and the x-axis. Similarly we have:
Adding up these two formulas, we get: Lemma 3.3. Let γ be a convex curve of constant width 2R in the plane satisfying Gutkin property. It then follows that for any point of γ the following inequality is true:
Moreover, for any pair of antipodal points a,ā we have the following alternative: either the inequality
holds for exactly one of the points a orā and the opposite inequality holds for the other one, or the equality kl = 2 sin δ holds for both points a andā.
Proof. Inequality (7) follows from two facts. The first fact is that, since γ satisfies Gutkin property, the mapping
is a diffeomorpphism and hence computing the derivative we get
The same conclusion can be deduced from the statement 2. of Theorem 2.2. Let a be a point on the curve γ of minimal curvature radius. Then the osculating circle is contained entirely inside γ and hence at this point (see Fig.3 ) l > |a − p| = 2ρ min sin δ > ρ min sin δ.
But then kl > sin δ at every point. In order to prove the second claim assume that for a point a l > 2ρ sin δ. Then we have by Lemma 3.2:
This completes the proof of the Lemma.
Let a ∈ S be any point. Chose any two orthogonal principle directions v 1 , v 2 at a. Let us denote γ 1 , γ 2 the corresponding geodesics lying in the 2-planes σ 1 , σ 2 which are of constant width and satisfy Gutkin property (Theorem 2.4). We denote by E the 3-space containing them. We shall denote by v i , and n i , i = 1, 2 tangent vectors and inner normals to γ i . Since γ i are geodesics, n i are normals to the hypersurface S. We choose the arclength parameters t, s along γ 1 , γ 2 respectively, so that
We denote k i , i = 1, 2 the curvature functions.
Lemma 3.4. Let S be a convex hypersurface in R d satisfying Gutkin property. Let γ 1 , γ 2 be the geodesics, as above, lying in orthogonal 2-planes σ 1 , σ 2 (Fig.4) . Then the curvature k 2 (a) satisfies the following quadratic equation:
where A, B and C depend only on γ 1 :
and l 1 is the chord of γ 1 starting at with the angle δ at a and ending at b.
Proof. The idea of the proof is as follows. For the initial moment s = 0 we have the chord [a, b] (Fig. 4) . We start moving the end a of the chord along γ 2 to the point γ 2 (s) while the other end of the chord remains on γ 1 . To describe this movement, let us consider the cone with the vertex at the point γ 2 (s) with the axis n 2 (s) and the angle (π/2 − δ) at the vertex. For the initial moment s = 0 this cone intersects γ 1 transversally at the point b.
Therefore also for small s the cone intersects γ 1 at a point γ 1 (t(s)), where t(s) is a smooth function by transversality. By Gutkin property, the chord must have the same angle (π/2 − δ) with the normal n 1 (t(s)) also at the second end. So we have two identities
The next step is to differentiate these equalities twice with respect to s at s = 0. The second derivatives of both identities contain t ′′ (0), equating the expressions for t ′′ (0) from the first and the second gives the needed quadratic equation.
In more details this step goes as follows. Let us note that in the computations below we consistently use the configuration for s = 0 and Frenet formulas. Case 1. Suppose that at the point b (see Fig. 4 ) the inequality
is valid. In this case the coefficients of the quadratic equation (9) satisfy by Lemma 3.3 A > 0, C ≤ 0. By Lemma 3.4 we have in this case that for k 2 (a) there is only one possible value, namely the only positive root r of equation (9) . Note that the coefficients A, B, C and hence the positive root r of equation (9) In this case the previous argument does not work for the point a because in this case equation (9) has two positive roots. However, we can apply the previous reasoning for the antipodal pointsā,b. Indeed, it follows from Lemma 3.3 that in Case 2 k 1 (b)l 1 − 2 sin δ < 0, and so, according to the proof given for the Case 1, we have forā: 
