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Abstract. Transcription factors (TFs) interact with a multitude of binding sites
on DNA and partner proteins inside cells. We investigate how nonspecific
binding/unbinding to such decoy binding sites affects the magnitude and time-scale
of random fluctuations in TF copy numbers arising from stochastic gene expression.
A stochastic model of TF gene expression, together with decoy site interactions is
formulated. Distributions for the total (bound and unbound) and free (unbound)
TF levels are derived by analytically solving the chemical master equation under
physiologically relevant assumptions. Our results show that increasing the number of
decoy binding sides considerably reduces stochasticity in free TF copy numbers. The
TF autocorrelation function reveals that decoy sites can either enhance or shorten the
time-scale of TF fluctuations depending on model parameters. To understand how
noise in TF abundances propagates downstream, a TF target gene is included in the
model. Intriguingly, we find that noise in the expression of the target gene decreases
with increasing decoy sites for linear TF-target protein dose-responses, even in regimes
where decoy sites enhance TF autocorrelation times. Moreover, counterintuitive noise
transmissions arise for nonlinear dose-responses. In summary, our study highlights
the critical role of molecular sequestration by decoy binding sites in regulating the
stochastic dynamics of TFs and target proteins at the single-cell level.
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1. Introduction
Noise in the gene expression process manifests as stochastic fluctuations in protein copy
numbers inside individual cells [1–7]. These fluctuations can be detrimental to the
functioning of essential proteins whose concentrations have to be maintained within
certain bounds for optimal performance [8–10]. Moreover, many diseased states have
been attributed to increased noise levels in particular genes [11–13]. Not surprisingly, cells
use a variety of regulatory mechanisms, such as incoherent feedforward circuits [14,15]
and negative feedback loops to minimize randomness in protein levels [16–20, 20–24].
Here we explore an alternative noise-buffering mechanism in transcription factors (TFs):
nonspecific binding of TFs to the large number of sites on DNA, referred to as decoy
binding sites [25].
Studies have found that TF sequestration by decoy binding sites can considerably
affect gene network dynamics by slowing responses times [26], and converting graded
TF-target protein dose-responses to binary responses [27–29]. Unspecific binding of TFs
can also alter their stochastic dynamics. Using Fokker-Plank approximation to solve
master equation, binding/unbinding to decoy sites was shown to reduce the magnitude
of random fluctuations in TF levels [30, 31]. Moreover, the distribution of free TF
copy numbers approaches a Poisson distribution in the limit of large number of decoy
sites [30, 31].
To understand how unspecific binding affects stochastic expression of a given TF,
closed-form analytical formulas for the probability distribution, statistical moments, and
the autocorrelation function of the TF population count are derived in the presence of
decoy sites. Our analysis reveals that while decoy sites reduce the extent of random
fluctuations, they can both shorten or lengthen the time-scale of fluctuations in the levels
of the free (unbound) TF. We discuss how changes in the TF autocorrelation times by
decoy sites lead to counterintuitive TF-target gene noise transmission.
2. Model formulation
A schematic of the model is illustrated in Figure 1. We assume that the TF mRNA
half-life is considerably shorter than the protein half-life. In this limit, mRNAs degrade
instantaneously after synthesizing a burst of protein molecules [32, 33]. TF expression is
modeled as a bursty birth-death process, where TF bursts occur at a rate kx (defined
as the burst frequency), and each burst generates Bx molecules. Consistent with
measurements [34], Bx is assumed to be a geometrically distributed random variable
with distribution
Probability{Bx = i} = αx(i) = (1− sx)i−1sx, 0 < sx ≤ 1, i ∈ [1, 2, . . .). (1)
The mean burst size is given by 〈Bx〉 := 1/sx ≥ 1, where 〈.〉 represents the expected
value. Note that for the above burst distribution 〈Bx〉 = 1 if and only if Bx = 1 with
probability one. Each TF is assumed to decay at a constant rate γx. Expressed TFs
bind/unbind to a set of decoy binding sites with rates kb and ku, respectively (Figure 1).
Nonspecific TF binding reduces variability in TF and target protein expression 3
The total number of decoy binding sites in the cell is fixed and denoted by N . As in
previous work, bound TFs are assumed to be protected from degradation [30, 31, 35]. As
a consequence, the average number of free TF molecules at steady-state is independent
of N and given by kx〈Bx〉/γx [30, 31].
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Figure 1. Model schematic of transcription factor expression and interaction
with decoy binding sites. TFs are expressed from a constitutive gene, and bind/unbind
to N decoy binding sites with rates kb and ku. The stochastic model consists of four
events that “fire” probabilistically at exponentially-distributed time intervals. Whenever
an event occurs, the state of the system resets based on the second column of the table.
The first event denotes protein production in bursts, with burst size distribution (1).
The cellular abundance of free and bound TF at time t is represented by xb(t) and xf (t),
respectively.
Our model of TF expression and sequestration at decoy binding sites is based on
the standard stochastic formulation of chemical kinetics [36,37]. The model is comprised
of four events that occur probabilistically at exponentially-distributed time intervals
(see table in Figure 1). Let xb(t), xf(t) and x(t) := xf(t) + xb(t) denote the level of
free, bound and total (free+bound) TF at time t inside the cell, respectively. Then,
whenever an events occurs, these population counts change based on the stoichiometry
of the reaction (second column of the table). The third column lists the event propensity
function g(xf , xb), which determines how often the reactions occur. In particular, the
probability that an event occurs in the next infinitesimal time interval (t, t + dt] is
g(xf , xb)dt. Note that the propensity function for the binding event is nonlinear and
proportional to the product of xf (unbound TF) and N − xb (unbound binding sites).
Our goal is to characterize the statistical properties of xf(t) when N is large and is of
the same order of magnitude as 〈xf(t)〉. A summary of notation used in the paper is
provided in Table 1. Steady-state distributions of x and xf are derived next.
3. TF pdf in the presence of decoy binding sites
If TF production is a Poisson process (Bx = 1 with probability one), then xf has a
steady-state Poisson distribution with mean kx/γx, irrespective of N [38]. If the TF is
produced in geometric bursts (1), an exact formula for the steady-state distribution is,
as far as we know, unavailable; however, assuming that (i) the mean burst size 〈Bx〉 is
large and that (ii) the TF–binding site (TF–BS) interaction rapidly equilibrates, we will
show that the full bursting model, as specified by the interactions in Figure 1 and (1),
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Table 1. Summary of notation used in this paper.
Parameter Description Parameter Description
xf Free TF number N Total number of decoy sites
xb Bound TF number f Fraction of bound decoy sites
x Total number of TF kyxf (t) Target protein burst frequency
y Target protein number By Target protein burst size
kx TF burst frequency γy Target protein degradation rate
Bx TF burst size 〈.〉 Expected value at time t
γx TF degradation rate CV
2 Coefficient of variation squared
kb TF binding rate 〈.〉 Expected value at steady-state
ku TF unbinding rate σ
2 Variance
k Dissociation constant
can be approximated by a reduced model which is exactly solvable.
3.1. Reduced model
If 〈Bx〉  1, then bursts are typically large, while decay and binding site interactions
only involve one TF at a time. Thus, the contribution of bursty production to the
overall gene expression noise will dominate the contributions by the decay and decoy site
interactions. Because of this disparity, we treat the protein level as a continuous variable,
which, between individual burst events, evolves deterministically in time according to
rate equations which incorporate protein decay and the decoy site interactions.
Assuming that the TF–BS interaction equilibrates rapidly, the levels xf of free TF,
xb of bound TF, and N − xb of free binding sites satisfy
xf (N − xb) = kxb, (2)
where k = ku/kb is the dissociation constant. Using x = xf + xb and (2) we obtain
xb =
Nxf
xf + k
, ⇒ x = xf
(
1 +
N
xf + k
)
. (3)
The inverse relationship to (3),
xf =
x−N − k +√(k +N − x)2 + 4kx
2
, (4)
gives the abundance of free TF if the total TF level x is given. Since binding sites protect
the TF from degradation, the rate of degradation c = c(x) is proportional to the level of
free TF,
c(x) = γxxf =
γx
2
(
x−N − k +
√
(k +N − x)2 + 4kx
)
. (5)
The reduced model, where x(t) is a continuous-state random process is given by
dx
dt
= −c(x) for ti−1 < t < ti, P (x(t+i ) > a|x(t−i ) = b) = e−(a−b)/〈Bx〉, (6)
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and consists of nonlinear deterministic decay with stochastic protein bursts occurring at
times ti, i = {1, 2 . . .}. Here x(t−i ) and x(t+i ) are the left and right limits of x(t) at ti.
Since x(t) is a continuous-state process, the geometric distribution (1) of protein burst
size has been replaced by its continuous counterpart, the exponential distribution [39–41].
The reduced model, belongs to a wider class of stochastic models, known as stochastic
hybrid systems [42]. Below we formulate and solve a master equation corresponding to
this hybrid system.
3.2. Chemical master equation with nonlinear degradation
The probability density function (pdf) p(x, t) of observing the TF level at x at time t
for model (6) satisfies the continuous chemical master equation [41,43,44]
∂p(x, t)
∂t
− ∂
∂x
(c(x)p(x, t)) = kx
∫ x
0
(
〈Bx〉−1e−
(x−x′)
〈Bx〉 − δ(x− x′)
)
p(x′, t)dx′, (7)
subject to an initial condition p(x, t0) = δ(x−x0). The advective term ∂(cp)/∂x describes
the transport of probability mass due to the deterministic flow, while the integral term
on the right-hand side of (7) gives the rate of transfer of probability mass due to
exponentially distributed bursts of protein synthesis [41, 44].
When N = 0, then c(x) = γxx is linear, and the steady-state solution of (7) was
shown to be a gamma distribution [41]. We extend this analysis to the case of nonlinear
decay in (5). The distribution of the total number of TFs x is (see Appendix A in SI)
p(x) = Lx
kx
γx
−1
f e
(
− x〈Bx〉+
kxN
γx(xf+k)
)(
xf
xf + k
) kxN
γxk
, (8)
where L is a normalization constant, and xf is understood to be a function of x, as given
by (4). The pdf p˜(xf ) of observing the free TF level at xf is obtained from (8) using the
transformation rule
p˜(xf ) = p(x(xf ))
dx
dxf
=
Lx
kx
γx
−1
f e
(
− xf〈Bx〉−
Nxf
〈Bx〉(xf+k)
+ kxN
γx(xf+k)
)(
xf
xf + k
) kxN
γxk
(
1 +
Nk
(xf + k)2
)
,
(9)
where p(x(xf )) is given by (8), wherein xf becomes the independent variable, while x is
understood to be a function of xf , as given by (3). The distribution of free TF based
on the above formula matches very well with distributions obtained from running a
large number of Monte Carlo simulations (Figure 2). Our results show that increasing
the number of decoy sites considerably reduces stochastic variability in the free TF
population counts (Figure 2).
4. Noise level of TF and target protein
Next we investigate how noise in TF levels propagates downstream to target proteins.
To do so we consider a target protein activated by the free TF via a linear dose-response.
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Figure 2. For large TF translational burst sizes, adding decoy sites reduces
stochasticity in free TF copy numbers. Left: Simulated time-evolution of free TF
abundance with (red line) and without (blue line) decoy sites. Trajectories correspond
to a single Monte Carlo simulation run based on the stochastic simulation algorithm [45]
(SSA). Right: Steady-state free TF distributions obtained from a large number of Monte
Carlo simulation runs. Distributions obtained using the analytical formula (9) (solid
lines) have an excellent match with the simulated data. Adding decoy sites considerably
reduces the magnitude of fluctuations in free TF copy numbers while keeping the mean
levels fixed. In this plot, the mean TF burst size 〈Bx〉 = 70, and the burst frequency is
adjusted so as to have on average, 100 free TF molecules. Time is normalized by the
mean TF life span, which is assumed to be 1/γx = 1. When there are no decoy sites
N = 0, and in abundance of decoy sites N = 1000. The binding/unbinding rates were
chosen such that at steady-state, the fraction of decoy sites bound with TF was 0.5.
The stochastic model for target protein activation is given by
Probability{y(t+ dt) = y(t) + i} = kyxf (t)αy(i)dt,
Probability{y(t+ dt) = y(t)− 1} = γyy(t)dt,
(10)
where xf(t) and y(t) denote the free TF level and the target protein level at time t,
respectively, and γy is the degradation rate. Target protein is expressed in bursts, with
burst frequency kyxf (t), and each burst generates By geometrically distributed molecules
Probability{By = i} = αy(i) = (1− sy)i−1sy, 0 < sy ≤ 1, i ∈ [1, 2, . . .). (11)
The overall system consists of the table in Figure 1 and equation (10). To quantify y(t)
noise level, time evolution of un-centered statistical moments of the stochastic processes
xf (t), xb(t) and y(t) are first derived. Moment dynamics is obtained using the following
result: based on Theorem 1 of [46] the time derivative of the expected value of any
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function ϕ(xf , xb, y) is given by
d〈ϕ(xf , xb, y)〉
dt
=
〈 ∑
Events
∆ϕ(xf , xb, y)× g(xf , xb, y)
〉
, (12)
where ∆ϕ(xf , xb, y) is a change in ϕ when an event occurs, and g(xf , xb, y) is the event
propensity function [46]. However, because of the nonlinear propensity function of the TF
binding event, kbxf (N − xb), we encounter the well-known problem of moment-closure:
the time derivative of lower-order moments depend on higher-order moments [42, 47]. In
such cases moments are typically obtained using different moment closure schemes [47–51].
Here we use the well-known linear noise approximation (LNA), where the mean population
counts are identical to the deterministic chemical rate equations [52]. Based on this
method, we linearize this propensity function around the steady-state mean levels, i.e.,
kbxf (N − xb) ≈ kbNxf − kb
(
xf〈xb〉+ 〈xf〉xb − 〈xf〉 〈xb〉
)
, (13)
where 〈xf〉 and 〈xb〉 denote the steady-state mean levels of the free and bound TF,
respectively.
Using (13) in place of the original nonlinear propensity function, closed moment
dynamics is obtained by appropriately choosing ϕ(xf , xb, y) in (12) (see Appendix B
in SI). Steady-state analysis of moment dynamics results in the following noise levels
measured by the steady-state coefficient of variation (CV ) squared (variance/mean2) for
the free TF, bound TF and target protein:
CV 2xf =
1
〈xf〉
+
〈Bx〉 − 1
Nf(1− f) + 〈xf〉
, (14a)
CV 2xb =
(1− f)
(
〈xf〉+Nf(1− f)〈Bx〉
)
Nf(Nf(1− f) + 〈xf〉)
, (14b)
CV 2y =
〈By〉
〈y〉 +
〈Bx〉γy
γy(f(1− f)N + 〈xf〉) + γx〈xf〉
, (14c)
where f = 〈xf〉/(k+ 〈xf〉) is the fraction of decoy sites that are occupied at steady state
(Appendix B in SI). The steady-state means are given by
〈xf〉 = kx〈Bx〉
γx
, 〈xb〉 = Nf, 〈y〉 = ky〈xf〉〈By〉
γy
. (15)
In addition, the covariance between free and bound TF is computed as
Cov(xf , xb) =
Nf(1− f)〈xf〉(〈Bx〉 − 1)
Nf(1− f) + 〈xf〉
. (16)
The following observations can be made from (14)-(16):
• When 〈Bx〉 = 1, free TF has Posisson statistics, and noise level CV 2xf = 1/〈xf〉 is
independent of N . In contrast, noise in the target protein decreases with increasing
N (Figure 3).
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Figure 3. Addition of decoy binding sites reduces noise in target protein
expression. Top: Model schematic of TF activating a target protein. Target protein
production rate is assumed to be linearly dependent on the free TF abundance. Bottom:
Qualitative plots of free TF CV 2 (coefficient of variation squared), target protein CV 2,
and their ratio as a function of the number of TF decoy binding sites N . For low TF
burst sizes (solid line; Bx = 1 with probability one), noise in free TF levels is invariant
of N , while target protein CV 2 monotonically decreases with N . For large burst sizes
(dashed line; 〈Bx〉 > 1), both free TF and target protein CV 2 reduce with increasing
N . The ratio of free TF and target protein CV 2 decreases (increases) with N for low
(high) burst size. Noise levels are normalized by their values when there are no decoy
sites (N = 0). Parameters chosen as in Figure 2. Target protein mean is 50 and its
degradation rate was assumed to be similar to that of transcription factor.
• For large burst sizes (〈Bx〉 > 1), noise in both free TF and target protein populations
decreases with increasing number of decoy sites (Figure 3).
• Because of the term f(1 − f), decrease in the noises of both free TF and target
protein are maximal when f = 0.5 (half of the total sites are occupied).
• For 〈Bx〉 > 1 and 0 < f < 1
lim
N→∞
CV 2xf →
1
〈xf〉
, lim
N→∞
CV 2y → 0. (17)
• The ratio CV 2y /CV 2xf decreases (increases) with N for small (large) TF burst size
(Figure 3).
• When 〈Bx〉 = 1, Cov(xf , xb) = 0, i.e., bound and free TF levels are uncorrelated at
steady-state. The correlation between xf and xb monotonically increases with mean
TF burst size (Figure 4).
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To understand some of these results, such as why variability in target protein
expression attenuates with increasing N for 〈Bx〉 = 1, while noise in the free TF
population remains fixed, we investigate the xf (t) autocorrelation function.
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Figure 4. Correlation between
free and bound TF increases
with mean TF burst size. When
the TF burst size is Bx = 1 with
probability one (i.e., TF production
is a Poisson process), bound and
free TF levels are uncorrelated. As
the mean TF burst size increases,
the correlation between them ap-
proaches one. Parameters are cho-
sen as 〈xf〉 = 100, f = 0.5 and
N = 500. The results from 1000
Monte Carlo simulations are also
shown with a 95% confidence inter-
val calculated using bootstrapping.
5. Free TF Autocorrelation function
The steady-state autocorrelation function for the free TF abundance xf (t) is defined as
R(t) :=
〈xf (t+ s)xf (s)〉 − 〈xf〉2
〈x2f〉 − 〈xf〉
2 . (18)
In the case of no decoy sites (N = 0), the autocorrelation function is
R(t) = e−γxt, (19)
which is completely determined by the TF decay rate [53].
In the presence of binding sites, the system has two time-scales: fast
binding/unbinding of TF to decoy sites, and slow TF production/degradation. Given
xf(s) and xb(s) at some initial time s, population counts change rapidly and reach
manifold (3) determined by the quasi steady-state equilibrium of binding/unbinding
reactions. Let s+ denote a time immediately after time s such that ∀t ≥ s+, xf (t) and
xb(t) remain on the manifold, i.e.,
x(t) = xf (t)
(
1 +
N
xf (t) + k
)
. (20)
Moreover, the total TF abundance x(s) = x(s+) because there are no TF birth/death
events in this short time. After the initial fast change, autocorrelation function is defined
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by
R(t) =
〈xf (s+)xf (t+ s+)〉 − 〈xf〉2
〈x2f〉 − 〈xf〉
2 =
〈xf (s+)〈xf (t+ s+)|xf (s+)〉〉 − 〈xf〉2
〈x2f〉 − 〈xf〉
2 . (21)
We use conditioning to express the term 〈xf (s+)xf (t+ s+)〉 based on xf (s+). To obtain
the conditional mean 〈xf(t+ s+)|xf(s+)〉, we derive the time evolution of xf(t) on the
manifold (20) (see Appendix C in SI)
d〈xf〉
dt
= k˜x − γ˜x〈xf〉 (22)
where
k˜x :=
kx〈B〉
1 + Nf(1−f)〈xf 〉
, γ˜x :=
γx
1 + Nf(1−f)〈xf 〉
, (23)
and shows a slower convergence rate γ˜x of xf (t) to its steady-state compared to γx. From
(22),
〈xf (t+ s+)|xf (s+)〉 = 〈xf〉+
(
xf (s
+)− 〈xf〉
)
e−γ˜xt, (24)
which using (21) yields
R(t) =
〈x2f (s+)〉 − 〈xf〉
2
〈x2f〉 − 〈xf〉
2 e
−γ˜xt. (25)
Assuming that TF noise levels are sufficiently small, 〈xf (s+)2〉 can be approximated via
a Taylor series as (see Appendix C in SI)
〈x2f (s+)〉 = 〈xf〉
2
+
(
〈xf〉
Nf(1− f) + 〈xf〉
)2
σ2x, (26)
where σ2x is the steady-state variance of the total TF abundance. Combining equations
(25) and (26), the autocorrelation function is given by
R(t) =
(
〈xf〉
Nf(1− f) + 〈xf〉
)2
σ2x
σ2xf
e−γ˜xt, (27)
for t > 0 and R(0) = 1. The ratio of variances σ2x/σ
2
xf
can be obtained from the mean
and noise levels in (14)-(16). As expected, when N = 0, (27) reduces to (19).
Systematic analysis of (27) reveals that nonspecific binding either increase or
decrease τ50 (time at which R(t) reached 50% of its maximum value) depending on
〈Bx〉 (Figure 5). In particular, for low TF burst size (〈Bx〉 ≈ 1), adding decoy sites
makes the autocorrelation function biphasic, with a sharp initial drop followed by a slow
exponential decay e−γ˜xt. In this case, increasing N shifts τ50 to the left (Figure 5 left).
As time-scale of xf (t) fluctuations become faster with increasing N , variability in target
protein expression decreases due to efficient time averaging of upstream TF fluctuations
(Figure 3). Keeping N fixed, as one increases 〈Bx〉 the initial drop reduces and the
autocorrelation function becomes dominated by e−γ˜xt (Figure 5 right). Hence, for large
TF burst sizes, nonspecific TF binding can enhance τ50 making xf (t) fluctuations longer
and more permanent.
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Figure 5. Decoy binding sites enhance or shorten TF autocorrelation times
depending on the TF burst size. Autocorrelation function R(t) of the free TF
population count for low (〈Bx〉 = 1; left) and high (〈Bx〉 = 100; right) TF burst sizes.
For low burst sizes, adding decoy sites makes the autocorrelation function biphasic and
shifts τ50 (time at which R(t) = 0.5) to the left. In contrast, for large burst sizes, adding
decoy sites shifts τ50 to the right. Solid lines represent R(t) obtained from (27), while
dashed lines correspond to Monte Carlo simulations. For this plot, parameters taken as
f = 0.5, γx = 1 and 〈xf〉 = 100. For no decoy sites N = 0, while for abundant decoy
sites N = 500.
6. Discussion
We investigated how nonspecific binding affects random fluctuations in the abundance of
a given TF inside single-cells. A stochastic model of TF expression and interaction with
N decoy binding sites was formulated and analyzed assuming: 1) Each gene expression
event creates a geometrically distributed burst of TFs; 2) TF binding/unbinding to
decoy sites is fast compared to TF production/degradation; and 3) Bound TFs are
protected from degradation. The latter assumption ensures that the mean level of the
free (unbound) TF is independent of N at equilibrium (see (15)).
6.1. Effect of decoy sites on TF noise level
Equation (14) shows that the free TF noise level (as measured by the steady-state
coefficient of variation squared CV 2xf ) is invariant of N if:
• TF production is a Poisson process (〈Bx〉 = 1).
• Weak TF interaction with decoy sites (f = 0; all sites are unbound).
• Strong TF interaction with decoy sites (f = 1; all sites are bound).
However, for 〈Bx〉 > 1 and 0 < f < 1, CV 2xf decreases with increasing number of decoy
sites. Intuitively, noise reduction occurs because if there is a large expression burst by
random chance, then many TFs would rapidly bind to unbound decoy sites, minimizing
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the magnitude of fluctuation in the free TF population. In the limit N → ∞, CV 2xf
approaches the Poisson limit (CV 2 = 1/Mean). Note that this noise buffering comes at
the cost of slower response times: After gene induction, it takes a much longer time for
the amount of free TF to reach a critical threshold in the presence of decoy sites than in
their absence.
Our model only takes into consideration intrinsic noise in TF synthesis, i.e., noise
arising from the inherent stochastic nature of gene expression. Additional variability,
referred to as extrinsic noise [54–56], arises from fluctuations in the environment or
abundance of gene expression machinery. Can nonspecific binding also reduce extrinsic
noise in TF expression? We incorporated extrinsic noise in the model by assuming that
the burst frequency kx is itself a stochastic process [57]. Monte Carlo simulations confirm
that CV 2xf decrease with increasing N irrespective of whether gene expression noise is
intrinsic or extrinsic (see Appendix D in SI).
6.2. TF-target protein noise transmission
To quantify TF noise propagation downstream one needs to characterize both the
magnitude and time-scale of TF copy number fluctuations. Intriguingly, we find that
nonspecific TF binding can shift xf(t) fluctuations to slower or faster time scales
depending on 〈Bx〉. When 〈Bx〉 ≈ 1 and N is large, xf(t) autocorrelation function
R(t) has a rapid initial drop (Figure 5). Recall that when 〈Bx〉 ≈ 1, bound and free
TF levels are uncorrelated (Figure 4). Thus the initial drop represents loss of temporal
correlations due to rapid equilibration of binding/unbinding reactions. This initial phase
is followed by an exponential decay e−γ˜xt, which corresponds to slow convergence of xf (t)
fluctuations on the manifold (3). Since for low TF burst sizes increasing N shifts xf (t)
to faster time-scales without altering CV 2f , noise in target protein levels decreases due
to efficient time averaging irrespective of the TF-target protein dose-response.
A contrasting scenario emerges when the TF burst size is large (〈Bx〉  1). In this
case bound and free TF levels are highly correlated and are close to the manifold (3).
Hence, the initial drop in R(t) is reduced and the autocorrelation function is dominated
by the slow exponential decay e−γ˜xt (Figure 5). For large TF burst sizes, increasing N
makes xf(t) fluctuations smaller (which decreases noise in target protein) and slower
(which increases noise in target protein). Our analysis shows that the net effect is to
reduce variability in target protein expression for linear dose-responses (Figure 3). Note
that the ratio of target protein and TF noise levels increases with N (Figure 3), i.e., if
one were to increase N by keeping CV 2f fixed (for example, by simultaneously changing
the TF burst size), then noise in target protein levels would increase due to less efficient
time averaging of upstream TF fluctuations. Interestingly, we find that for large TF
burst sizes counterintuitive noise transmissions arise when the dose-response curve is
nonlinear. For example, consider a Hill function dose-response, i.e., target protein burst
frequency is kyxf(t)
h/(xf(t)
h + 〈xf〉h). Monte Carlo simulations reveal that when h is
large, increasing N enhances noise in the target protein population due to longer (but
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smaller) fluctuations in xf (t) (see Appendix E in SI).
7. Conclusion
In summary our results show that nonspecific TF binding to the large number of sites
on DNA plays a critical role in regulating TF copy number fluctuations inside individual
cells. Moreover, noise attenuation is also achieved for target proteins as long as the
TF-target gene dose-response is linear. For nonlinear dose-responses, nonspecific TF
binding can amplify variability in the target protein population, even though noise in the
free TF population is attenuated. Future efforts will focus on experimentally verifying
these result using synthetic genetic circuits and understanding how nonspecific binding
affects the stochastic dynamics of complex gene regulatory networks.
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