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ABSTRACT 
This article describes a neural network model that addresses the acquisition of speaking 
skills by infants and subsequent motor equivalent production of speech sounds. The 
model learns two mappings during a babbling phase. A phonetic-to-orosensory mapping 
specifies a vocal tract target for each speech sound; these targets take the form of convex 
regions in orosensory coordinates defining the shape of the vocal tract. The babbling pro-
cess wherein these convex region targets are formed explains how an infant can learn 
phoneme-specific and language-specific limits on acceptable variability of aJticulator 
movements. The model also learns an orosensory-to-mticulatory mapping wherein cells 
coding desired movement directions in orosensory space learn articulator movements that 
achieve these orosensory movement directions. The resulting mapping provides a natural 
explanation for the formation of coordinative structures. This mapping also makes effi-
cient use of redundancy in the articulator system, thereby providing the model with motor 
equivalent capabilities. Simulations verify the model's ability to compensate for con-
straints or perturbations applied to the mticulators automatically and without new learning 
and to explain contextual vm·iability seen in human speech production. 
1. Introduction 
Speech production is perhaps the most complex motor control task performed by humans. In addi-
tion to the amazing rapidity with which words and phonemes are spoken, producing speech sounds 
requires intricate interactions among information in many different reference frames. These 
include, but are not limited to, acoustic, somatosensory, and motor frames. Acoustic signals form 
the actual medium tln·ough which speech is communicated; the tme job of the speech production 
mechanism is the creation of an appropriate set of acoustic signals to convey linguistic units from 
the speaker to listeners. Somatosensory signals from tactile and proprioceptive receptors provide 
information about the shape of the vocal tract, which determines the sounds being produced. 
Finally, motor reference frames are used to issue the commands to individual articulators and mus-
cles to produce the movements that result in speech. Normal speech production results from the 
effmtless use of fine-tuned interactions between these very different reference frames. Under-
standing these frames and their interactions constitutes a difficult task for speech production mod-
elers. 
Additional factors further complicate the formulation of a computational model of speech produc-
tion. First, the interactions between the different reference frames are language-specific. For exam-
ple, English listeners distinguish between the sounds /r/ and /1/, but Japanese listeners do not. 
Corresponding differences are seen in the articulator movements of the two groups (Miyawaki et 
al., 1975). Thus, the precise nature of mappings between acoustic goals and articulator movements 
depends on the language being spoken. Interactions between reference frames must also be time-
varying. As an infant grows, physical characteristics such as the length of the vocal tract and the 
shapes of articulators change. Temporary or permanent damage to the articulators may also occur. 
Such changes will affect the acoustic signal that is produced with a given set of motor commands. 
Maintaining the ability to produce important acoustic feat1!l'es properly thus requires that parame-
ters governing the mappings between acoustic, somatosensory, and motor frames change with 
time. 
The language-specific and time-varying aspects of mappings between reference frames implies 
that the speech production system must be adaptive; that is, the parameters governing these map-
pings must be tuned to appropriate values for the infant's native language(s) and must be kept 
tuned as the infant grows. In infants, babbling comprises an action-perception cycle that can be 
used to tune the parameters of the production system. Similarly, a complete computational model 
of speech production should be capable of using an action-perception cycle to tune the parameters 
governing its performance. 
Speech production is also inherently motor equivalent; i.e., many different motor actions can be 
used to produce the same speech sound. For example, a speaker may speak normally, using 
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upward and downward movements of the jaw, or he/she can speak with the jaw clenched on a pipe. 
Production of a given speech sound in these two cases requires a completely different set of aiticu-
lator positions and movements, yet humans automatically compensate for such constraints (e.g., 
Abbs & Gracco, 1984; Folkins & Abbs, 1975; Kelso et al., 1984; Lindblom et al., 1979). Compu-
tational models of speech production should also produce such immediate and automatic compen-
sation for perturbations or constraints on the articulators. 
Computational modeling of speech production is thus a daunting task. Nonetheless, important 
computational models have been formulated. The dynamic articulatory model of Henke (1966) 
represented the first use of computer technology to generate complex movements of model articu-
lators. This model provided an explanation for a wide range of speech production data, and central 
concepts of the model such as the look-ahead theory of coarticulation are still actively discussed in 
the speech production literature (e.g., Boyce et al., 1990; Wood, 1991). More recently, Saltzman & 
Munhall (1989) describe the most complete computational model of speech production to date. 
This task-dynamic model, developed at Haskins Laboratories, has been used to explain a wide 
range of comticulation and motor equivalence data. 
However, these models do not deal with the problem of adaptive organization of model pm·ame-
ters. In fact, MacNeilage & Davis (1990) lament that "there is at present no unified view of how 
[speech] motor control develops" due to the lack of attention to speech acquisition in the speech 
production literature (p. 454). 
The remainder of this article describes a computational model t!Iat confronts the problem of speech 
acquisition while providing a unified account of many aspects of speech production in humans. 
The model is called DIVA because an important aspect of the model is a mapping from Directions 
(in an orosensory space) Into Velocities of Articulators, and has been briefly introduced inGuen-
ther (1992; 1993). The model is self-organizing; that is, all model pm·ameters are learned via an 
action-perception cycle, occurring during a babbling phase, rather than handcrafted by the mod-
eler. To this end, the model is formulated as an adaptive neural network. Two learning processes 
are carried out during babbling: (1) learning of acceptable ranges of orosensory variables for each 
phoneme, and (2) learning of the redundant mapping between orosensory variables and articulator 
movements. The lem·ning processes use oniy information available to an infant (i.e., there are no 
"training sets" for the system's mappings as in backpropagation algorithms), and alllem·ning laws 
governing the model's synapses use oniy information directly available from the pre- and post-
synaptic cells. The self-organizing process is described in detail in Section 3. Other issues 
addressed by the model include: 
1. The role of orosensory and acoustic feedback in acquisition and production of speech. In 
DIVA, acoustic feedback is used for acquiring the orosensory targets corresponding to speech 
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sounds, and orosensory feedback (Perkell, 1980) is used for both acquisition of speaking skills and 
for normal speech production. This is described in Section 2, which gives an overview of the 
DIVA model. 
2. The form of vocal tract "targets". Data indicate that the target shape of the vocal tract corre-
sponding to a phoneme is not a specific configuration, but is instead a range of vocal tract configu-
rations that all produce acceptable sounds (e.g., Keating, 1990; Lindblom, 1983). The DIVA 
model takes the novel approach of learning regions in orosensory space for each phoneme. These 
regions, rather than specific configurations of the vocal tract, act as the vocal u·act targets. From a 
dynamical systems viewpoint, this corresponds to using convex region attractors rather than point 
attractors (cf. Saltzman & Munhall, 1989). These issues are discussed in Section 4. 
3. Motor equivalence. An appropriate mapping from vocal u·act targets to articulator movements 
is required to achieve automatic compensation for unexpected or unusual conditions. In the task-
dynamic model of Saltzman & Munhall ( 1989), this is accomplished through a complex dynamical 
system. The complexity of this dynamical system is largely due to the redundant nature of the 
mapping between vocal tract configurations and articulator positions; that is, many different com-
binations of articulator positions can be used to produce a single vocal u·act configuration. The 
DIVA model uses a much simpler redundant mapping between desired directions of movement in 
vocal tract configuration space and velocities of the articulators, detailed in Section 5. Fmther-
more, the parameters of this mapping are learned during babbling, and coordinative structures 
(e.g., Easton, 1972; Fowler, 1980; Kelso eta!., 1984; Saltzman & Kelso, 1987) arise naturally in 
this learning process. 
4. Coarticulation and speaking rate effects. The use of convex region targets in the DIVA model 
provides natmal explanations for coarticulation and speaking rate effects. These concepts are 
beyond the scope of the present mticle and are described in detail elsewhere (Guenther, 1994). 
Although not discussed in the present article, the coarticulation and speaking rate aspects of the 
model were in place for the model simulations described in Section6. 
2. Overview of the DIVA Model 
A block diagram of the DIVA model is shown in Figure I. The model uses two different kinds of 
neural su·ucture to represent information: vectors and maps. A vector is a set of cells that each 
code a different dimension in the space being represented (i.e., the input space); the pattern of 
activity across these cells codes the current position in this space. The term map describes a set of 
cells wherein each cell codes a small region in the input space. Only one cell can be maximally 
active in a map, and this cell alone codes the current position in the input space. Both vector and 
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map representations have been widely reported in the neurophysiological literature; see Grobstein 
(1991) and Penfield & Rasmussen (1950) for examples of these neural stmctures. 
Three main levels of representation are used in the model: a speech sound (auditory) level, an 
orosensory (somatosensory) level, and an articulatory level. There are two learned mappings 
between these levels (shown as filled semicircles in Figure 1): a phonetic--to-orosensory mapping, 
and an orosensory-to-articulatoiy mapping. The parameters of these mappings are tuned during 
the babbling phase described in the next section. 
The components of the DIVA model are outlined in the following paragraphs. For clarity of expo-
sition, this discussion will start at the Articulator Velocity Vector block and move clockwise 
around Figure 1. 
Phoneme String 
(Prod~ction) 
' 
Orosensory 
.---...-1 Direction 
Tactile/Pro- Vector Random 
Generator 
(Babbling) 
prioceptive 
Feedback 
Acoustic 
Feedback 
Articulator 
Velocity 
Vector 
' ___ , 
FIGURE I. Overview of the DIVA model. Learned mappings are indicated by filled semicircles. 
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2.1. Articulator Velocity Vector 
The Articulator Velocity Vector (AVV) consists of a set of cells1 that command movements of the 
articulators. The activity of each cell is meant to correspond roughly to a commanded contraction 
of a single muscle or a group of muscles in a fixed synergy. The cells are formed into antagonistic 
pairs, with each pair corresponding to a different degree of freedom of the articulatory mechanism. 
Appendix A tabulates the articulatory degrees of freedom used in the model. 
During babbling, Alticulator Velocity Vector cells are randomly activated to produce movements 
of the articulators. During performance, activation of the Al'ticulator Velocity Vector cells occurs 
through the phonetic-to-orosensory and orosensory-to articulatory mappings. 
2.2. GO Signal 
The GO signal (Bullock & Grossberg, 1988) is used to gate the movement commands multiplica-
tively at the Articulator Velocity Vector before sending them to the motoneurons controlling the 
contractile state of the muscles. This signal corresponds to volitional contl'Ol of movement onset 
and speed in a human being. Application of the model to speaking rate effects is carried out in 
Guenther (1994 ); for the simulations of this paper, a fixed GO signal value of 1 is used. 
2.3. Speech Recognition System 
Infants as young as one month of age have been shown to exhibit categorical perception of speech 
sounds (Eimas et al., 1971). The ability to identify a phoneme in different contexts and across 
speakers has been demonstrated at six months of age (Kuhl, 1979), and language-specific categor-
ical perception is evident by ten to twelve months of age (Werker & Tees, 1984). These abilities 
are represented by the Speech Recognition System in the DIVA model. During babbling, this sys-
tem interprets the infant's speech signal, activating appropriate cells in the Speech Sound Map 
whenever the infant produces a speech sound from his/her native language. For simplicity, speech 
sounds in the present implementation are equated to phonemes; the main concepts of the model 
remain valid, however, for different choices of sound units such as extrinsic allophones or auditory 
distinctive features. 
The process of speech recognition is a very complex one and is beyond the scope of this model. 
Thus, even though the Speech Recognition System is conceptualized as interpreting acoustic sig-
nals, no acoustic signal is used in the present implementation. Instead, the Speech Recognition 
System is implemented as an expert system that looks at key constrictions of the vocal tract to 
determine which, if any, speech sounds would be produced. If the system recognizes a configura-
L Each cell, or neuron, in the model corresponds only loosely to an hypothesized population of neurons in 
the nervous system; the model should thus be considered as a set of hypothesized stages of neural computa-
tion rather than as an attempt to identify specific neurons in the brain. 
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tion corresponding to a known speech sound, it activates the corresponding cell in the Speech 
Sound Map. This activation drives learning in the phonetic-to-orosensory mapping. This corre-
sponds to the assumption that an infant learns when a match occurs between acoustic effects of 
his/her own productions and sound categories established by listening to other's productions. 
2.4. Speech Sound Map 
Each cell in this map codes a different speech sound. During babbling, cells in the map are inactive 
except when the Speech Recognition System determines that the model has produced a speech 
sound; when tltis happens, the activity of the corresponding cell in the Speech Sound Map is set 
to 1. During production, a higher-level brain center is assumed to sequentially activate the speech 
sound cells for the desired phoneme string. 
2.5. Orosensory Direction Vector 
The term orosensory was used to describe tactile, proprioceptive, and more complex sensory infor-
mation about the state of the vocal tract by Perkell (1980), who noted the impmtance of this kind 
of information for planning speech movements. This kind of information is key to the DIVA model 
both for specifying the targets of speech and for activating appropriate articulator movements to 
reach these targets. 
Cells in the Orosensory Direction Vector (ODV) receive inltibitory tactile and proprioceptive feed-
back about the state of the vocal tract. The present implementation uses 16 different orosensory 
dimensions, corresponding to proprioceptive information from individual articulators, tactile 
information from pressure receptors, and higher-level combinations of information such as the 
sizes of important constrictions in the vocal tract. A complete list of the orosensory dimensions 
used in the model is given in Appendix B. 
One of the main tasks of the model during babbling is to differentiate between important and 
unimportant orosensory cues for a sound. To verify that the model can successfully perform this 
task, tile orosensory dimensions used herein correspond to a wide range of available sensory infor-
mation, including not oniy impmtant cues about vocal tract shape but also relatively mtimportant 
cues such as the positions of individual articulators (Abbs, 1986; Fowler, 1990). As discussed in 
Section4, the model successfully extracts the important information for each speech sound from 
this very general set of available sensory information. Thus, DIVA relies far less on assumptions 
about the form of available sensory information than most models of speech production. 
Orosensory Direction Vector cells also receive excitatory input via the learned phonetic-to-orosen-
sory mapping. When a cell in the Speech Sound Map is activated for performance of the corre-
sponding sound, this input to the Orosensmy Direction Vector acts as a target in orosensory space 
for producing that sound. 
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During babbling, changes in the configuration of the vocal tract will cause changes in the Orosen-
sory Direction Vector activities. These changes drive learning in the orosensory-to-ruticulatory 
mapping. During performance, the Orosensory Direction Vector represents the difference between 
the learned orosensory target for the desired sound and the current configuration; this value thus 
specifies a desired movement direction in orosensory space that is then mapped into a set of articu-
lator velocities to move the vocal tract in this direction. 
3. Acquisition of Speaking Skills in DIVA 
Acquisition of speaking skills in the DIVA model consists of finding appropriate parameters, or 
synaptic weights, for the phonetic-to-orosensory and orosensory-to-articulatory mappings during a 
babbling phase. Two different methods of babbling were used for simulations. In the first method, 
separate babbling stages were used to train the orosensory-to-articulatory mapping and the pho-
netic-to-orosensory mapping. Thls corresponds to an early stage of infant learning where the 
sounds of speech are essentially ignored (and are largely absent) while learning sensory-motor 
relationships, followed by a stage in which the speech sounds are produced more frequently and 
drive learning of appropriate orosensory tru-gets for each sound. This is consistent with the stages 
of babbling commonly seen in infants (e.g., Kaplan & Kaplan, 1971; Oller, 1980; Sachs, 1976; 
Stark, 1980), in which non-speech vocalizations and articulator movements occur well before the 
onset of frequent speech sounds. Although it is likely that sensory-motor learning starts before 
learning of speech sound targets, it is also necessary for this sensory-motor leru·ning to continue 
when speech sounds become prevalent so that the increasingly complex articulatory movements 
involved can be learned. In DIVA, the production of speech sounds results in activation of cells in 
the Speech Sound Map and consequent changes in the Orosensory Direction Vector; this amounts 
to the addition of "noise" to the orosensory-to-articulatory map learning. To verify that proper 
leaming occurs despite thls noise, the second learning method involved learning both mappings 
simultaneously. Since the two methods yield the srune major results, only the steps involved in the 
latter method will be detailed, occurring as follows (refer to Figure 1): 
I. Randomly activate an Articulator Velocity Vector. In DIVA, babbling is produced by super-
imposing random movements of the speech articulators on an oscillatory movement of the jaw. 
This corresponds to the phase in infant babbling known as variegated or nonreduplicated bab-
bling (Oller, 1980; Stark, 1980) which starts at an age of approximately 10 mouths; this phase 
has been hypothesized as the stage during which infants learn to produce the various phonemes 
of their native language (MacNeilage & Davis, 1990). With the exception of the AVV cells cod-
ing jaw movement, each AVV cell is activated to a value of I with probability 0.1; otherwise, 
its value is 0. 
2. For each of 10 time steps, repeat the following: 
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a. Carry out learning in the phonetic-to-orosensory mapping. The synaptic weights in 
the pathways projecting from a Speech Sound Map cell to the Orosensory Direction Vec-
tor cells represent a vocal tract target for the corresponding speech sound in orosensory 
space. When the changing vocal tract configuration is identified by the Speech Recogni-
tion system as producing a speech sound during babbling, the appropriate Speech Sound 
Map cell's activity is set to 1. This gates on learning in the synaptic weights of the pho-
netic-to-orosensory pathways projecting from that cell (see (2) in Section 4), resulting in a 
modification of the target associated with the active speech sound. Tllis modification is 
appropriate because it expands the target to include the current configuration of the vocal 
tract, which is available through orosensory feedback at the Orosensory Direction Vector 
cells. See Section 4 for details of this learning process. 
b. Carry out learning in the orosensory-to-articulatory mapping. Random activation of 
AVV cells produces movements of the articulators which are transmitted through orosen-
sory feedback to the Orosensory Direction Vector stage, resulting in changes of the ODV 
cell activities. These changes in activity gate on learning in the synaptic weights of the 
orosensory-to-articulatory pathways (see (4) in Section 5). If an ODV cell's activity is 
decreasing, the synaptic weights in pathways projecting from this cell to active Articulator 
Velocity Vector cells will increase; in this way, each ODV cell learns a set of articulator 
movements which will reduce the ODV cell's activity. 
3. Go to (1). 
With the model simulation operating approximately in "real-time" (as evidenced by the speed of 
articulator movements visible in a computer animation), the entire babbling sequence takes 
approximately 30 minutes, during which 5000 random movements of the articulators are carried 
out. During this time the model learns to produce a set of 29 English phonemes; a complete set of 
phonemes is not possible due to simplifications in the articulatory structure. 
The next two sections motivate and detail the phonetic-to-orosensory and orosensory-to-articula-
tory mappings. 
4. The Targets of Speech: Ranges vs. Canonical Positions 
One of the most active debates in the speech production literature over the past 30 years concerns 
the nature of the "targets" as specified to the production mecha1Jism. Henke (1966) posited targets 
consisting of desired spatial positions of the articulators. The target for a flexible articulator such 
as the tongue consisted of a series of spatial target positions for small segments of the articulator. 
MacNeilage (1970) also proposed the control of spatial positions of articulators, suggesting that an 
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articulator's target could be specified as a set of desired muscle lengths. Muscle length targets have 
been proposed more recently by Cohen et al. (1988). 
These spatial and muscle length target models suffer from the same shortcoming: they cannot 
account for compensatory movements of one articulator when another articulator cannot reach its 
"normal" position. For example, Lindblom et al. (1979) show that subjects immediately compen-
sate for unnatural jaw positions imposed by a bite block when producing vowels, presumably by 
adjusting the position of the tongue. Compensation was evident even on the first glottal pulse. This 
eliminates the possibility that acoustic feedback played a role in producing the compensatory 
movements, but not the possibility that orosensory feedback played a role. Other studies (e.g., 
Folkins & Abbs, 1975; Abbs & Gracco, 1984; Kelso et al., 1984) show similar compensatory 
actions during lip and jaw peiturbations, and the ability for one to produce intelligible speech with 
a pipe clenched in one's mouth provides an everyday example of this phenomenon. 
Their results led Lindblom et al. to hypothesize that t11e targets were not spatial positions of indi-
vidual articulators, but instead more abstract functions of vocal tract shape that correspond more 
closely to the speech signal. Specifically, they suggested that "the target of a vowel segment is 
coded neurophysiologically in terms of its [vocal tract] area function by means of corresponding 
sensory information" (p. 157). Similarly, Perkell (1980) suggested that the targets were "orosen-
sory features" such as proprioceptive and tactile patterns that corresponded directly to distinctive 
features in t11e acoustic waveform. More recently, targets in Saltzman & Munhall (1989) are speci-
fied in terms of vocal tract variables that define aspects of key constrictions in the vocal u·act. 
These vocal u·act variables form a relatively low-dimensional representation of t11e acoustically 
important aspects of the vocal u·act shape. 
A common assumption of these models is t11at targets correspond to (possibly context-dependent 
or time-varying) canonical positions of articulators or vocal u·act variables. There is significant 
evidence, however, for an alternative hypothesis: the targets of the speech production mechanism 
are instead ranges of articulator positions. For example, English speakers/hearers do not differen-
tiate between velar and palatal stop consonants; as a result, wide anteroposterior variability is seen 
in the place of constt'iction for the stop consonants /k/ and /g/ in different vowel contexts (e.g, 
Daniloff et al., 1980; Kent & Mini fie, 1977). Kent & Mini fie point out that if the target position for 
/k! or /g/ is very concrete and positionally well-defined, then the variation cannot be explained by 
a target position model. Furthermore, if the target positions are only loosely defined, the possibility 
exists for too much variation that can desu·oy phonemic identity. Since large anteroposterior varia-
tion is seen in /k/ and /g/ but little or no variation is allowable in the vertical position of the tongue 
body (i.e., the tongue body must contact the palate), it appears that neither a well-defined nor 
loosely defined target position will suffice. A more parsimonious explanation is that the tongue 
body target is an anteroposterior range of positions, and the actual position that is realized depends 
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on contextual influences. This explanation holds also for vowels, where wider variation of tongue 
body position is seen along acoustically impmtant dimensions as compared to acoustically less 
important dimensions (Perkell and Nelson, 1985). 
More evidence for target ranges rather than positions comes from Keating (1990). Production of 
vowels in different consonant contexts results in large, but not complete, variability iu velum posi-
tion during the vowel (Kent et al., 1974). For example, if a vowel is produced between two non-
nasal consonants as in the word "dad", the velum remains completely closed throughout the utter-
ance. When a vowel is produced between a nasal and a nonnasal consonant as in the word "dan", 
the velum smoothly transitions from closed to open during the vowel. Thus, it would appear that 
no fixed target velum position is specified for vowels. However, Kent et al. (1974) report that for a 
vowel between two nasal consonants, a slight but incomplete raising of the velum occurs during 
the vowel, followed by a lowering of the velum for the final nasal consonant. It thus appears that 
the velar target for vowels is a range of positions from maximally closed to largely, but not com-
pletely, open. 
To explain these data, Keating (1990) hypothesized a "window theory" of coarticulation wherein 
the target for each articulator is not a fixed position, but a range of possible positions. When pro-
ducing a sequence of phonemes, an unspecified procedure might then be used to find an optimal 
path of the a1ticulator tln·ough the sequence of target ranges. 
As Fowler (1990) points out, however, in many cases the position of a single articulator may vary 
because this a1ticulator is used in concert with other articulators to produce a higher-level goal 
which does not show much variability. For example, Abbs (1986) reports that whereas large vari-
ability is seen in lower lip height and jaw height during production of the vowel /a/, the quantity 
[lower lip height+ jaw height] remains relatively constant. Variability is also seen in lower lip and 
upper lip heights used to produce bilabial closure (e.g., Kelso et al., 1984). In this case, it is insuf-
ficient to simply move the articulators to the acceptable ranges for upper lip height and lower lip 
height; in addition, one must insure that the resulting lip aperture is zero. A simple window theory 
as proposed by Keating ( 1990) cannot explain these data. 
The present work proposes a "convex region2 theory" that handles these shortcomings. Within this 
convex region theory, the target for a speech sound is specified within a high-dimensional orosen-
sory space. Tllis orosensory space includes not only the positions of individual articulators, but 
also other forms of orosensory information including tactile information from pressure receptors 
and more complex information corresponding to higher-order combinations of tactile and proprio-
2. A convex region is a region in space such that for any two points in the region, all points on a line seg-
ment connecting these two points are also in the region. A cube is an example of a convex region in 3-D 
space. 
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ceptive information such as the degree of constriction at different points along the vocal tract (see 
Appendix B for a full list of the orosensory variables used in the present implementation). Each 
dimension of the orosensory target specifies a range of acceptable positions. For example, the tar-
get for the vowel /a/ would include relatively large ranges of positions along the orosensory 
dimensions corresponding to lower lip height and jaw height, but a very small range of positions 
for the orosensory dimension corresponding to [lower lip height +jaw height]. 
A very important aspect of this work concerns how the nervous system extracts the appropriate 
forms of orosensory information that define the different speech sounds. How is it that the nervous 
system "knows" that it is lip aperture, and not lower lip height or upper lip height, that is the 
important mticulatory variable for stop consonant production? How does the nervous system know 
that whereas lip aperture must be strictly controlled for bilabial stops, it can be allowed to vmy 
over a large range for many other speech sounds, including not only vowels but also velm·, alveo-
lar, and dental stops? Perhaps even more telling, how does the nervous system of a Japanese 
speaker know that tongue tip location during production of /rl can often vm·y widely, while the ner-
vous system of an English speaker knows to control tongue tip location more strictly when produc-
ing /r/ so that /1/ is not produced instead? 
The manner in which tm·gets m·e learned in DIVA provides a unified answer to these questions. 
Figure 2 schematizes the learning sequence for the vowel /i/ along two dimensions (corresponding 
to lip aperture and lower lip height) of orosensory space. Every time the model produces the vowel 
/i/ from any vocal tract configuration during babbling, tl1e Speech Recognition System activates 
the cell for /i/ in the Speech Sound Map. The first time that the phoneme is produced during bab-
bling, the corresponding cell in the Speech Sound Map learns the orosensory position that caused 
the phoneme. This corresponds to a point in orosensory position space, schematized in Figure 2(a). 
The next time the phoneme is babbled, the Speech Sound Map cell expands its learned target to be 
a convex region that encompasses both the previous orosensory position and the current orosen-
sory position, as shown in Figure 2(b); tltis occurs via the simple and biologically plausible learn-
ing Jaw of (2) below. 3 In this way, t11e model is constantly expanding its convex region tm·get for 
Iii to encompass all of the vm·ious vocal u·act configurations that can be used to produce /i/. 
Now we can address the questions posed above. Consider the regions that result after many 
instances of producing the vowel /i/ and the bilabial stop /p/ (Figure 2(c)). The convex region for 
/p/ does not vmy over the dimension of lip aperture but varies largely over the dimension of lower 
lip height; this is because all bilabial stops that the model has produced have the same lip aperture, 
3. Note that for reasons of pm·simony the present implementation of the modellem'llS hyperrectangles, 
which are not generally the minimal convex regions that encompass all experienced orosensory positions. A 
decision as to whether the model must be modified to learn the minimal convex region requires further 
investigation. 
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L
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FIGURE 2. Learning of the convex region target for the vowel /i/ along m·osensory dimeusions 
corresponding to lip aperture and lower lip height. (a) The first time /i/ is produced during 
babbling, the learned target is simply the configumtion of the vocal tmct when the sound was 
produced. (b) The sc'Cond time /i/ is babbled, the convex region target is expanded to encompass 
both vocal tmct configurations used to produce the sound. (c) Schematized convex regions for /i/ 
and /p/ aller many productions of each sound during babbling. Whereas the target fhr /i/ allows 
large variation along the dimension of lip aperture, the target f<n· the bilabial stop /p/ rc'quil-es 
strict control of this dimension, indicating that the model has learned that lip apm·ture is an 
important aspect of /pi but not /i/. 
but lower lip height has varied. In other words, the model has learned that bilabial aperture is the 
important orosensory invariant for producing the bilabial stop /p/. Furthermore. whereas lip aper-
ture is the important orosensory dimension for /p/, the model has learned that this dimension is not 
very important for /i/, as indicated by the wide range of lip aperture in the target for /il in 
Figure 2(c). Finally, since convex region learning relies on language-specific recognition of pho-
nemes by the infant, the shapes of the resulting regions will vary from language to language. 
The mechanism used to learn the convex region targets in DIVA is related to the Vector Associa-
tive Map detailed in Gaudiano & Grossberg (1991), and works as follows. The activity of an 
Orosensory Direction Vector cell is governed by the following equation: 
d; = Eslii- fi (1) 
1 
where d; is the activity of the i1h Orosensory Direction Vector cell, f; is the orosensory feedback 
signal coding position along the i1h dimension of orosensory space, s1 is the activity of the lh 
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Speech Sound Map cell, aud z1; is the synaptic weight of the pathway from the /h Speech Sound 
Map cell to the i1h Orosensory Direction Vector cell. The learning law governing modification of 
the synaptic weights is: 
(2) 
where E1 and a 1 are learning parameters (0 < a 1 << 1) and [x] + is a rectification function such 
that [x] + = 0 for x < 0 and [x) + = x for x ~ 0. The learning law of (2) ensures that modifica-
tion of a given phoneme's orosensory target oniy occurs when that phoneme is being produced. 
The weights start out large (initialized to 2.0) and primarily decrease with learning; this decrease 
in the weights corresponds to an increase in the size of the orosensory convex region target. 
To see why this is the case, refer to Figure 3(a), which schematizes the mapping from a Speech 
Sound Map cell to the antagonistic pair coding one dimension of the Orosensory Direction Vector. 
The orosensory feedback signal antagonistic pairs (fi+,f;J each sum to a constant value of I; this 
kind of push-pull relationship between cell activities is often found in the nervous system (e.g., 
Sakata et al., 1980). Assume a large value of £ 1 and a very small value of a 1 in (2). The first time 
the speech sound corresponding to s1 is produced during babbling, the weight pair (zJi+' z1) will 
converge to the value of (fi+,f;J when tllis sound occurred; this is a direct consequence of the 
learning law defined in (2). Assume that this occurred with (f;+JJ = (0.4, 0.6) . The equation 
governing Articulator Velocity Vector cell activities a; during performance is: 
ai = k [d) +wJi 
J 
(3) 
where the w1; are synaptic weights governing the orosensory-to-articulatory mapping. Therefore, 
during performance only positive di will activate articulator movements. With 
(zJi+' z1) = (0.4, 0.6) , from (I) we can see that any value of (j~+,f) otherthan (0.4, 0.6) will 
drive an articulator movement when .\] is activated to 1. This corresponds to a point attractor or 
point target at (0.4, 0.6) for (fi+,JJ . 
Now consider what happens if the sound corresponding to .\] is produced a second time, with 
(fi+,J) = (0.5, 0.5) , Learning will drive the weights (zJi+' z1J to (0.4, 0.5). With this weight 
pair, we see from (1) that a positive di will only result if (j~+,J;.) is outside the range 
(0.4 -:;,!;+-:;, 0.5, 0.5 -:;,f;.-:;, 0.6) . This range thus defines a convex region attractor. Further 
decreases in the weight values will result in further increases in the size of the convex region 
attractor. 
This section has outlined how the DIVA model learns a convex region target in orosensory space 
for each speech sound, and has shown that during performance of the sound positive activities at 
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Direction 
Vector 
Articulator 
Velocity 
Vector 
raise/lower 
tongue tip 
(a) 
tongue body 
constriction 
degree ,, ......... 
T T T ....... .. 
raise/lower 
jaw raise/lower tongue body 
(b) 
FIGURE 3. (a) Portion of the acoustic-to-orosensory mapping from a Speech Sound Map cell to 
the antagonistic pair coding one dimension of orosensory space. (b) Schematized view of 
orosensory-to-articulatm·y mapping after babbling. Orosensory Dirc>etion Vectm· cells, each 
coding a desired movement direction in orosensory space, projc>et with large weights to 
Articulator Velocity Vector cells thai move the vocal tract in the appropriate dirc>etion. Projections 
to other AVV cells have withered away to zero during leaming. Activity at an ODV cell during 
performance will propagate through the large weightc'<l pathways and activate the co...-esponding 
set of articulator movements; this set of m·ticulator movements constitutes a coordinative 
structure. 
the Orosensory Direction Vector will only arise when the current vocal tract configuration is out-
side of the convex region. These positive ODV activities code the desired movement direction in 
orosensory space. The next section describes the mapping which transforms this desired orosen-
sory movement direction into an appropriate set of a1ticulator movements. 
5. Mapping Orosensory Targets into Articulator Movements 
The problem of mapping from orosensory space to articulator space in DIVA is analogous to the 
inverse kinematics problem of arm movement control: given a desired 3-D spatial trajectory of the 
hand, calculate an appropriate set of joint angle time courses to move the hand along this trajec-
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tory. For speech production, we want to map from a desired trajectory in orosensory space into 
movements of the speech articulators. To afford motor equivalence. such a mapping must be 
redundant; that is. it must be possible to reach a given orosensory target with an infinite number of 
different articulator configurations. A common method for solving the inverse kinematics problem 
for a redundant manipulator is through the use of the Jacobian pseudoinverse; this kind of solution 
is used to map from vocal tract variables to articulator variables in the speech production model of 
Saltzman & Munhall (1989). However. pseudoinverse methods can lead to spurious movements of 
the articulators well after a vocal u·act target has been reached or when no target at all has been 
specified. Overcoming these problems leads to a very complex dynamical system in Saltzman & 
Munhall (1989); in fact, Munhall et al. (1991) state that this computational complexity "should 
encourage us to seek alternative solutions" to the problem of articulator movement planning 
(p. 305). The DIVA model posits a much simpler solution to this redundant mapping problem, and 
the parameters governing this mapping are learned by the model during babbling, not handcrafted 
by the modeler. 
The DIRECT model of reaching (Bullock eta! .. 1993; Guenther, 1992) proposes a solution to the 
problem of redundant inverse kinematics that uses a learned mapping between desired movement 
directions in 3-D space and movement directions in joint space (i.e., joint rotations). Mathematical 
analysis and simulation results show that the parameters in this mapping can be learned in an 
action-perception cycle, and that the resulting direction-to-rotation mapping results in immediate, 
automatic compensation for unpracticed events such as reaches with a blocked joint or reaches 
using a tool rather than the hand. 
Analogously, the DIVA model learns a mapping from directions in orosensory space to movement 
directions in aJticulator space (i.e .. aiticulator velocities). Learning of the orosensory-to-aiticula-
tory mapping occurs as follows. Randomly activated Articulator Velocity Vector cells cause move-
ments of the speech articulators which are reflected through orosensory feedback as changes in 
activity of the Orosensory Direction Vector cells. It is these changes in ODV activity, rather than 
the magnitude of activity, that drives learning in the orosensory-to-articulatory pathways according 
to the following equation: 
(4) 
where £ 2 and a 2 are learning parameters (0 < a 2 « 1). Thus. a decrease in au ODV cell's activity 
results in an increase in the weight projecting from the ODV cell to active Alticnlator Velocity 
Vector cells; these AVV cells are responsible for the movements that resulted in the initial decrease 
of ODV activity. In this way, each ODV cell learns a set of mticulator velocities that cause move-
ments to decrease the ODV cell's activity, i.e. movements that move the vocal tract in the desired 
direction. The resulting mapping requires only NxM parameters (synaptic weights), where N is the 
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number of Orosensory Direction Vector cells and M is the number of Articulator Velocity Vector 
cells, and learning of a complete set of parameters can occur very rapidly, minimally requiring 
only one random activation of each Articulator Velocity Vector cell (i.e., M total learning trials). 
The orosensory-to-aiticulatOiy mapping in DIVA is closely related to the coordinative structure 
modeling concept (e.g., Easton, 1972; Fowler, 1980; Kelso et al., 1984; Saltzman & Kelso, 1987). 
A coordinative structure is a task-specific grouping of articulators; such groupings arise naturally 
in the DIVA self-organization process. Figure 3(b) schematizes the results after babbling for the 
ODV cell coding an increase in tongue tip constriction degree. This cell now projects tbrough 
large weights to AVV cells that raise the tongue tip, the jaw, and the tongue body; the weights for 
projections to other AVV cells have withered to zero. During performance, a positive activity at 
this ODV cell will arise when the "task" is to increase tongue tip constriction degree, as for a den-
tal stop. This positive activity will propagate tJn·ough the pathways with large weights (see (3)), 
resulting in the simultaneous raising of the tongue tip, tongue body, and jaw; this task-specific 
grouping of articulators constitutes a coordinative structure. Furthermore, if one of these three 
movements is blocked (e.g., a bite block could be used to prevent jaw movement), the other move-
ments continue to decrease tongue tip constriction degree, resulting in the automatic compensation 
demonstrated in the model simulations of Section 6. 
Investigation of (3) reveals two more important properties of the orosensory-to-articulatory map-
ping. First, non-zero ai activities can only occur during performance when there are positive dj, 
i.e. when the current vocal tract configuration is outside the convex region target. Thus, no spuri-
ous movements of the articulators can occur after the vocal tract target has been reached (cf. 
pseudoinverse methods discussed earlier). Second, ai (articulator velocity) varies directly with dj 
(distance from the target)4; such a direct variation of articulator velocity with movement distance 
has been widely reported (e.g., Kozhevnikov & Chistovich, 1965; MacNeilage, 1970; Sussman & 
Smith, 1971) and is credited with producing nearly constant movement durations. 
6. Model Performance 
After the babbling phase, arbitrary phoneme strings can be specified to the model for production. 
The model simulation produces an animation sequence showing the movements of the articulators 
as the su-ing is being produced. Production of a phoneme su-ing occnrs as follows: 
1. Activate the Speech Sound Map cell corresponding to the next phoneme to be prodnced. 
4. The present implementation of !he model simply assumes !hat actual articulator velocity is equal to ai; 
!his is unrealistic in that it can result in infinite accelerations. The direct relationship between articulator 
velocity and distance from the target will hold, however, for more realistic relationships between com-
manded and aetna! velocity. 
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2. Repeat the following for each time step until the orosensory target for this phoneme is reached: 
a. Update the Orosensory Direction Vector based on the current vocal tract configuration. 
b. Map this into an Articulator Velocity Vector and update articulator positions accordingly. 
3. If more phonemes remain, deactivate the Speech Sound Map cell and go to step 1. 
Several variations to this process were studied. In some simulations the convex region targets were 
modified based on future phonemes in the stl'ing to investigate coarticulation data. Other simula-
tions modulated the size of the targets based on speaking rate to investigate speaking rate data. 
These variations are discussed in detail in Guenther (1994). Finally, some simulations used the 
Speech Recognition System rather than orosensory feedback to the ODV stage to detect phoneme 
completion. The major results reported here hold for all variations of the simulations. 
Figure 4(a) shows three frames of the animation corresponding to the phrase "sap". Figure 4(b) 
shows three frames of "sap" with the jaw fixed; this simulates bite block experiments such as those 
of Lindblom et al. (1979). Despite the removal of the articulatory degree of freedom corresponding 
to the jaw, the model successfully reaches tile orosensory configurations necessary for producing 
the phoueme string. This is patticularly evident for the tongue tip position of ti1e fricative /s/ and 
the lip closure of the bilabial stop /p/. Figure 4(c) shows the model producing the /p/ of "sap" 
despite application of a bottom lip perturbation (left side) or a jaw perturbation (right side) during 
upward movement of the bottom lip. This simulates perturbation experiments such as those per-
formed by Folkins & Abbs (1975), Abbs & Gracco (1984), and Kelso et al. (1984). Finally, 
Figure 4(d) shows the model producing the velat· stop /k/ in "luke" (left side) and "leak" (right 
side). The "+" marker marks front-back position of the stop for "luke". Comparison of the stop 
location during "leak" reveals the anteroposterior vat·iation reported for human subjects when pro-
ducing these words (e.g., Daniloff et al., 1980; Kent & Minifie, 1977). Variability results in DIVA 
because the vocal tract configuration for /k/ moves to the closest point on the convex region target. 
When the preceding phoneme is a back vowel such as /u/ this results in a relatively posterior stop 
location, and when it is a front vowel such as /i/ this results in a relatively anterior stop location. 
Thus, the model reproduces the "economy of effort" seen in human speech (Lindblom, 1983) by 
moving from the vocal tract configuration for the vowel to the closest acceptable configuration for 
the sound /k/. 
The simulation results presented here verify the model's ability to perform speech in a motor 
equivalent matter. All compensation for perturbations and constrained articulators occurs antomat-
ically, with no learning required under the constrained conditions. 
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FIGURE 4. Simulation results. (a) Production of "sap" under normal conditions. (b) Production of "sap" with jaw 
fixed. (c) Production of /p/ in "sap" with lip and jaw perturbations. (d) Production of /k/ in "luke" and "leak". 
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7. Concluding Remarks 
This article has shown that study of the process by which infants learn to control their speech aitic-
ulators can lead to many important theoretical contributions to the ongoing process of understand-
ing speech production. By addressing the question of how the nervous system learns which 
orosensory information is important for a particular speech sound, a new convex region theory of 
the targets of speech was formulated. This theory generalizes and extends the window theory of 
coarticulation posited by Keating (1990), addressing shortcomings pointed out by Fowler (1990) 
and Keating herself, who offered no procedure for constmcting articulator paths through window 
targets. The present article showed how the convex region theory explains data on variability in 
speech production; a detailed description of how the theory provides natural explanations for data 
on coarticulation and speaking rate effects is given in Guenther (1994). Investigating how an 
infant can learn a mapping from desired movement trajectories formulated in a sensory coordinate 
frame into the motor coordinate frame of articulator movements led to a simplified solution to the 
inverse kinematics problem for a redundant system. This solution provides a natural explanation 
for the formation of coordinative structures, and simulations verified motor equivalent properties 
seen in human speech such as automatic compensation for ruticulator constraints and perturba-
tions. 
Finally, the model as posited here does not address many important issues concerning the control 
of timing in speech production (e.g., Fowler, 1980). Future work on the model will include an 
investigation of these timing issues as well as the incorporation of tme acoustic information into 
the action-perception cycle. 
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Appendix A. Articulatory Degrees of Freedom 
The following articulatory degrees of freedom are presently used in the DIVA model: 
1. Raise/lower jaw 
2. Raise/lower tongue body with respect to jaw 
3. Raise/lower tongue tip with respect to tongue body 
4. Raise/lower upper lip 
5. Raise/lower lower lip with respect to jaw 
6. Raise/lower velum 
7. Forward/backward extension of tongue body with respect to jaw 
8. Forward/backward extension of tongue tip witb respect to tongue body 
9. Forward/backward extension of botb lips simultaneously 
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Appendix B. Orosensory Dimensions 
The following orosensory dimensions are presently used in the DIVA model. Several of these 
dimensions are closely related to the vocal tract variables of Saltzman & Munhall (1989). 
1. Jaw height with respect to skull 
2. Tongue body horizontal position with respect to skull 
3. Tongue body height with respect to jaw 
4. Tongue body height with respect to skull 
5. Tongue body pressure receptors 
6. Tongue tip horizontal position with respect to skull 
7. Tongue tip height with respect to tongue body 
8. Tongue tip height with respect to skull 
9. Tongue tip pressure receptors 
1 O.Lip protrusion 
ll.Lip aperture 
12.Lower lip height with respect to jaw 
13.Lower lip pressure receptors 
14.Upper lip height with respect to skull 
15.Upper lip pressure receptors 
16. Velum height 
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