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Abstract Nonverbal behavior plays an important role in any
human-human interaction. Teaching - a inherently social ac-
tivity - is not an exception. So far, the effect of nonverbal
behavioral cues accompanying lecture delivery was investi-
gated in the case of traditional ex-cathedra lectures, where
students and teachers are co-located. However, it is becom-
ing increasingly more frequent to watch lectures online and,
in this new type of setting, it is still unclear what the effect of
nonverbal communication is. This article tries to address the
problem and proposes experiments performed over the lec-
tures of a popular web repository (“Videolectures”). The re-
sults show that automatically extracted nonverbal behavioral
cues (prosody, voice quality and gesturing activity) predict
the ratings that “Videolectures” users assign to the presenta-
tions.
Keywords Video lectures · Generative modeling · Classifi-
cation · Social signal processing
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1 Introduction
During the last decade, advances in Information and Com-
munication technologies had a major impact on teaching and
learning practices. In the USA, as early as in the academic
year 2000-2001, 90% of public 2-year and 89% of public
4-year institutions offered distance education courses, not to
mention that almost three millions individuals were earning
credits at college-level via online courses [41]. Social media
as well, while not being specifically aimed at didactic activ-
ities, attracted the attention of teachers and students: in the
USA, more than 60% of the faculties include social media in
their teaching practices, whether this means to deliver con-
tent through social networking platforms (30% of the teach-
ers) or to require access to social media in order to complete
assessed exercises (40% of the teachers) [24].
Not surprisingly, the same period witnessed the birth of
the most popular online repositories of lecture and presen-
tation recordings like, e.g., “Videolectures”1 (recognized in
2013 as a World Summit Award Global Champion by UN-
ESCO) and the “Khan Academy”2 (opened in 2006 and rec-
ognized with the Microsoft Tech Award in 2009). Further-
more, major institutions like the Stanford University3 paved
the way to Massive Open Online Courses (MOOCs), i.e.
web delivered courses capable of attracting up to 160,000
individuals both watching lectures and solving assessed ex-
ercises [22].
More in general, the use of videos as a means of com-
munication between people is becoming ubiquitous: at the
moment this article is being written4, Youtube users upload
every day 12 years of video material and access the popular
1 http://www.videolectures.net
2 http://www.khanacademy.org
3 http://online.stanford.edu/courses
4 http://www.youtube.com/yt/press/statistics.html
2 D.S. Cheng et al.
on-line platform one trillion times per year, an average of
140 visits per person on Earth (the figure refers to 2011).
The evidence above suggests that watching online lec-
tures is likely to become an important aspect of learning
and teaching practices. While challenges and opportunities
of such an evolution are widely debated (see, e.g., [11, 16,
17]), only minor attention was paid to the effect of non-
verbal communication - well known to influence percep-
tion and outcomes of students in traditional teaching settings
(see [40, 46] for extensive surveys) - during the consumption
of online courses. The goal of this paper is to fill, at least
partially, such a gap.
In particular, this work focuses on “Videolectures” (see
above). One of the most interesting aspects of such a plat-
form is that the online recordings are accompanied by rat-
ings (one to five stars) that account for the overall appre-
ciation of the users. Therefore, it is possible to investigate
whether features automatically extracted from the lectures
are predictive of the ratings or not. The experiments (per-
formed over 90 lecture recordings) show that features ac-
counting for gestures, voice quality and prosody (automat-
ically extracted from the videos) allow one to predict with
accuracy up to 69.4% whether a lecture is perceived to be
of excellent quality (at least four stars) or not (less than four
stars).
The rest of this paper is organised as follows: Section 2
surveys previous work on technological and psychological
aspects of nonverbal communication, Section 3 describes
the extraction of nonverbal behavioral cues, Section 4 re-
ports on experiments and results and the final Section 5 draws
some conclusions.
2 Previous Work
Nonverbal behavior is the subject of extensive investigation
in Human and Computing Sciences. This section surveys
some of the most important results of both areas with partic-
ular attention for works aimed at teaching related scenarios.
2.1 Human Sciences
Nonverbal communication (gestures, postures, facial expres-
sions, vocalisations, etc.) is well known to play a major role
in any form of human-human [15, 33] and human-machine
interaction [26, 32]. Since teaching is a inherently social ac-
tivity, education sciences investigated extensively the effect
of nonverbal behavior during lectures or, more in general,
oral presentations (see [40, 46] for extensive surveys). Two
main aspects of the problem were explored: on one hand,
the effect of teachers’ nonverbal behavior on the impres-
sions developed by students [2, 3] and, on the other hand,
the impact of teachers’ nonverbal behavior on students’ out-
comes [12, 36].
In [2], nonverbal behavioral cues (head nods, self-touches,
yawns, frowns, downward gaze, etc.) observed in brief silent
videos (10 seconds) were shown to be significantly corre-
lated with ratings assigned by students. Similarly, students
were shown to be consensual above chance about warmth
and flexibility of teachers observed only for a few seconds in
a video [3]. The way teachers communicate immediacy via
nonverbal cues (e.g., the teacher is behind the desk or not,
the teacher looks at the class or not, etc.) was shown to in-
fluence the cognitive performance of students in [36]. In the
same vein [12], nonverbal immediacy was shown to have a
statistically significant impact on student outcomes (grades,
cognitive learning, etc.).
2.2 Computing
In recent years, nonverbal behavior attracted significant at-
tention in the computing community as well. In particular,
domains like Affective Computing [31] and Social Signal
Processing [43] adopted nonverbal behavioral cues as a phys-
ical, machine detectable evidence of emotional and social
phenomena, respectively. Research efforts targeted a wide
spectrum of problems, including conflict detection [28], com-
munication dynamics [7, 25], mimicry measurement [10],
early detection of developmental and cognitive diseases [37],
role recognition [38], prediction of negotiation outcomes [9],
videosurveillance [4, 5, 6, 8], etc. Furthermore, several works
were dedicated to the automatic prediction of traits likely to
be relevant in a teaching context like, in particular, person-
ality [21, 23, 30] and dominance [13, 27, 34, 35].
In [30], Support Vector Machines (SVM) classify au-
dio and video feature vectors (including mean of pitch, en-
ergy and spectral entropy, fidgeting, etc.) into classes ac-
counting for two personality traits (extraversion and locus
of control). The works in [21, 23] predict the way prosodic
features influence the perception of personality, namely the
way traits are perceived by others. Both works use machine
learning algorithms (e.g., SVMs) to map basic prosodic fea-
tures (e.g. pitch and energy) into personality assessments
made in terms of the Big Five, the most important and com-
mon personality model [45].
In [34, 35], speaking activity (speaking time, number of
turns, interruptions, etc.) and SVMs have been used to pre-
dict whether people are low, normal or high in dominance.
Similar speaking related features were fed to a Dynamic
Bayesian Network in [27], together with visual attention fea-
tures (who looks at whom) in order to predict the most dom-
inant person in a meeting. A similar multimodal approach
was proposed in [13].
Nonverbal cues influence the perception of social phe-
nomena not only when displayed by humans, but also when
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Fig. 1 The scheme shows tha rating prediction approach. Audio and video channels are processed separately to extract features accounting for
nonverbal behavior. Rating predictions are made separately for the two modalities and then combined.
synthesized with machines [43]. This makes it possible to
create artificial agents that replicate the results of social psy-
chology [18] by interacting with humans like humans do [42].
In a teaching perspective, this was used, e.g., to develop
agents helping students to learn procedural tasks [14] or in-
structing medical personnel on how to use web-based ser-
vices [39].
3 Nonverbal Behavior Analysis
The goal of this work is to predict automatically whether
Videolectures users rate a recording “high” (at least four
stars) or “low” (less than four stars) based on the nonverbal
behavior of the speaker. Figure 1 shows the overall archi-
tecture of the proposed approach. Video and audio channels
are processed individually, the former to estimate pose and
movement patterns, the latter to extract prosody and voice
quality. The final prediction stage combines decisions made
using individual modalities. The rest of this section shows
how the approach analyses nonverbal behavioral cues and
represents them in terms of feature vectors.
3.1 Pose Estimation
The approach estimates body pose using the pictorial struc-
tures framework with flexible mixtures-of-parts (see [47] for
a full description). Such a model breaks a body image into K
individually detectable parts that form the skeleton of a per-
son (see Figure 2). In general, the parts correspond to recog-
nizable limbs or joints (e.g., head, arm, elbow, etc.) and are
grouped into “types” T . These latter include different ori-
entations (e.g., vertical or horizontal) and semantic classes
(e.g., extended, bent, open, close, etc.), all captured through
a mixture model.
Given an image I, pi = (xi,yi) denotes the pixel loca-
tion of part i and ti denotes its type. A pose corresponds to
a configuration where the K parts co-occur while respect-
ing mutual constraints (e.g., the distance between upper and
lower arm cannot exceed a certain value). The representation
of a pose is a graph G= (V,E) where vertices correspond to
parts and links to constraints.
The model allows one to assign every pose a score that
depends on three components:
S(I, p, t) = S(t)+S(I, p)+S(p). (1)
The first component measures the compatibility of all part
types:
S(t) = ∑
i∈V
btii + ∑
i, j∈E
b
ti,t j
i j , (2)
where bi and bi j are parameters learned from training data
and t = {t1, . . . , tK} is a list of part types (see Section 4 for
more details).
The second component is an appearance model that es-
timates the localization of each part in the image:
S(I, p) = ∑
i∈V
wtii φ(I, pi), (3)
where p = {p1, . . . , pK} is a list of part positions, and wtii is
a template for type ti of part i. This latter is matched against
the feature vector φ(I, pi) extracted from location pi (e.g.,
Histogram of Gradients).
The third component is a deformation model that evalu-
ates the relative placement of all connected parts:
S(p) = ∑
i, j∈E
w
tit j
i j ψ(pi, p j), (4)
where the parameters w
tit j
i j are learned from the data and
ψ(pi, p j) = [dxi j,dx2i j,dyi j,dy2i j]T is the relative location of
parts i and j, with dxi j = xi− x j and dyi j = yi− y j.
The value of parameters w and b is learned by maximiz-
ing the difference between the score of positive and negative
examples (the former are images where the exact position of
each body part is available, the latter are images where the
exact position is not available). In this way, the position of
the person depicted in I is inferred by maximizing S(I, p, t)
over p and t. In other words, the model estimates the score
above for all possible positions and types of the K parts and
finds the case for which the score is maximum.
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Fig. 2 The gesturing of the speaker is captured by tracking his body pose: (top-left) the pictorial structures framework of [47] detects the most
plausible configuration of certain body parts; (top-right) these body parts connect to form a (partial) human skeleton; (bottom-left) we then calculate
a “stick man” representation; and (bottom-right) we retrieve five angles of interest (θ5, not shown, is the absolute deviation of the torso from the
vertical position) at each frame for which the lecturer is detected.
The pose leading to the highest value of S(I, p, t) allows
the extraction of the “stick-man” of Figure 2 and, corre-
spondingly, the measurement of five angles of interest: left
shoulder angle θ1, right shoulder angle θ2, left elbow angle
θ3, right elbow angle θ4, and torso inclination θ5 (see Fig-
ure 2). The shoulder angles measure the relative change in
orientation between the torso and the upper arms. The elbow
angles measure the relative change in orientation between
the upper arms and the lower arms. The torso angle mea-
sures the absolute deviation of the torso from the straight
vertical orientation.
3.2 Movement from Optical Flow
The pose estimation algorithm adopts a simplified, skeleton-
based representation of human body that can describe move-
ments only partially. Therefore, the approach includes the
extraction of low-level features that account for the optical
flow and aim at capturing long-term movement patterns.
Raw optical flow vectors are extracted using the approach
proposed in [20] and their dimensionality is then reduced
via Principal Component Analysis (PCA). Due to memory
constraints, the PCA is applied only to a subset of the opti-
cal flow vectors actually extracted from a given video. The
number of vectors in such subset, denoted with NPCA, is a
hyper-parameter to be set experimentally (its value is sup-
posed to be significantly smaller than the total number of
raw vectors extracted from the video).
Optical flow vectors are projected onto the first NPC Prin-
cipal Components (NPC is set to preserve a fraction E of the
original data variance) and then grouped into NC clusters us-
ing the kNN algorithm, where the value of NC is set empiri-
cally. In this way, each optical flow vector can be assigned to
a different cluster and a video can be represented with a his-
togram where each bin corresponds to the number of vectors
assigned to a particular cluster.
The raw optical flow vectors were extracted with three
different approaches: the first is to use the optical flow from
the whole frame as a single vector. The second is to ex-
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tract the optical flow from 100 patches uniformly distributed
across the whole frame and consider each of them inde-
pendently. The third is to extract the vectors only from the
part of the image where the upper-body detector presented
in [47] has identified the speaker.
3.3 Prosody and Voice Quality Extraction
Nonverbal aspects of speech influence, to a significant ex-
tent, the impression that listeners develop about speakers [44].
Therefore, the approach focuses on prosody (the way one
talks) and voice quality (the spectral properties of one’s voice).
The extraction of such information includes two main steps:
the first is the extraction of low-level features and the second
is the estimation of statistics that account for the distribution
of low-level features in a given recording.
The speech signal is first segmented into syllables us-
ing the approach in [29] because syllable nuclei are the seg-
ments where speech properties are more stable and can be
extracted more reliably. The prosody related low-level fea-
tures are mean energy, mean pitch, mean and bandwidth
of the first three formants, jitter (pitch variation), shimmer
(energy variation) and syllable duration measurements. The
voice quality low-level features, extracted from the Long
Term Average Spectrum of the syllable nuclei, are harmonic-
ity, spectral centroid, spectral tilt, spectral skewness and
spectral kurtosis. The feature set is completed by glissando
likelihood, Teager Energy Operator, Zero Crossing Rate and
the first 13 Mel Frequency Cepstral Coefficients (including
their differences between consecutive frames).
The extraction of the features above is performed for
each detected syllable. A speech sample is represented in
terms of statistics that describe the distribution of the low-
level features across individual syllables. In the case of this
work, the statistics are mean, variance and 10th, 25th, 75th
and 90th percentiles (the xth percentile is the feature value
below which lie x% of the observed feature values). The two
main advantages of this approach are to ensure that the size
of the feature vector is independent of the number of sylla-
bles and to reduce the dimensionality of the feature space.
In total, a speech sample is represented with 216 features (6
statistics of 36 short-term features).
4 Prediction Experiments and Results
The next sections describe data and results obtained by using
audio and video modalities both individually and in combi-
nation. All experiments were performed using a k-fold ap-
proach (k = 9) and the folds are the same for both modali-
ties. The use of 9 folds makes it possible to have a test set
with 10 samples (the dataset includes 90 videos) where both
classes are represented 5 times. The experiments are speaker
rating total analyzed suitable used
1 37 27 17 13
1.5 2 0 - -
2 52 32 18 15
2.5 4 0 - -
3 110 25 17 17
3.5 25 0 - -
4 272 32 27 22
4.5 114 0 - -
5 1067 30 26 23
total 1683 147 104 90
Table 1 Distribution of the ratings over the presentations of Videolec-
tures. Around 150 presentations were analysed to be included in the
corpus (column “analysed”), but only 104 of them show the speaker
enough time to allow experiments (column “suitable”). The final num-
ber of presentations retained for the experiments (column “used”) was
set to ensure balance between the classes “low” (less than four) and
“high” (more than three).
independent, the same subject never appears in both training
and test set.
4.1 The Data
The experiments were performed over a corpus of 90 lecture
recordings collected from Videolectures, one of the largest
presentation repositories available on the web. The reposi-
tory users have the possibility of assigning each lecture a
score ranging between 1 (“poor quality”) and 5 “stars” (“ex-
cellent quality”). As rating of a presentation, Videolectures
posts the average of the scores assigned individually by all
users.
Table 1 reports the distribution of the ratings across the
presentations that were actually scored by the users (roughly
11% of the recordings available on Videolectures5). The ta-
ble shows, from left to right, the total number of presenta-
tions assigned a given rating, the number of presentations
analysed to be included in the corpus, the number of presen-
tations identified as suitable for the experiments (meaning
that the speaker is visible most of the time) and the num-
ber of presentations actually retained for the experiments.
This latter was set to ensure a balanced distribution over
the classes “low” (rating less than four) and “high” (rating
greater or equal to four).
The experiments were performed over 3000 frames long
segments (two minutes at 25 fps) extracted from each of the
presentations6.
5 As of September 2011.
6 The list of videos used in the experiment is avail-
able at https://pavisdata.iit.it/data/salvagnini/
RatingPrediction_VL/RP_VL90v_INFOCOM2013.pdf
6 D.S. Cheng et al.
4.2 Experiments on Pose and Gestures
The pose and gesture estimator described in Section 3 was
trained using four manually annotated videos of the corpus
above as positive examples, and the videos of the INRIA Per-
son corpus as negative examples (the same data as the work
in [47]). The resulting estimator was used to extract the five
angles depicted in Figure 2 for each frame of the 90 videos
of the corpus (a total of 3000 angles per video). In case the
speaker was not detected in a given frame, the angles were
all set to null.
The angles were used as features in different combina-
tions, only shoulders (S), only elbows (E), shoulders and
elbows (SE), and all angles (SET ). Table 2 reports the ac-
curacy (percentage of correctly classified samples) for three
different classifiers: Support Vector Machines (SVM) with
radial basis kernel function, Logistic Regression (LR) and
Hidden Markov Models (HMM) with Gaussian emission prob-
abilities and different number of states.
In the case of SVM and LR, the sequence of the angle
values extracted from a video was represented as a single
feature vector and treated as a high-dimensional point. In
the case of the Hidden Markov Models, it was possible to
process the sequence as such and, therefore, to capture the
gesture dynamics. The high visual appearance variability of
the data does not allow one to train one HMM per class and
then assign a test sequence x¯ to class cˆ according to the fol-
lowing expression:
cˆ = argmax
c∈C
p(x¯|θ¯c) (5)
where θ¯c is the parameter set of the HMM trained over the
sequences of class c, p(x¯|θ¯c) is the likelihood of such HMM
and C is the set of the classes. The approach is rather to train
one HMM per training sequence and then find the set M
of the M models with the highest likelihood for the test se-
quence x¯. Each of the models inM is trained over a sample
of a certain class and, therefore, it is possible to find the class
most frequently represented in the set. Such a class is as-
signed to the test sequence x¯ as well. Such an approach cor-
responds to a kNN approach where the likelihoods act as dis-
tances (even if likelihoods do not induce a correct distance
metric). In this way, the highly heterogeneous typologies of
gestures can be locally learned, and taken into account in a
non-parametric form by the kNN policy. The value of M was
set through cross-validation for each HMM topology and set
of angles (see above). The best performances were obtained
with M ranging between 11 and 19. The fraction of models
inM that are trained over the most represented class is used
as a confidence score.
Table 2 reports the results obtained using a k-fold ap-
proach (k = 9) and three values for the number H of states
in the HMMs (H = {2,3,4}). Overall, the results are bet-
ter than in the case of SVMs and LR. In particular, elbows
left elbow right elbow
0
0.5
1
1.5
 
 
Low
High
Fig. 3 Amplitude of gestures considering the elbow angles. As visible,
liked lessons have the lecturer which presumably is steadier.
angles seem to be the most informative, while they give low
accuracy when considered by the other approaches. The rea-
son is likely that the states of the HMMs are the realization
of a clustering process separating diverse configurations of
the joint angles. Furthermore, the transition matrix accounts
for the dynamics of such configurations. SVM and LR do
not capture such aspects.
Besides achieving higher performances, HMMs allow
one to understand the difference between presentations rated
high and low. If HMMs with two states (H = 2) and only el-
bows are considered (case E above), each state of the HMM
encodes a particular configuration of the elbows, i.e., a pair
of mean angles with the associated variances. The similar-
ity between the two states of a given HMM can be com-
puted as the linear distance between the related mean an-
gles of the right elbow, and the same for the left elbow. The
higher this distance, the higher the difference between the
two states, i.e., the higher the angular span between the two
configurations. For example, this will happen if people keep
their arms and forearms along the body in some frames, and
in other frames the forearms are orthogonal to the arms. In
other words, higher diversity among the states means a more
pronounced gesture dynamics.
This reasoning can be translated into quantitative mea-
surements. It is possible to compute the distances between
the states of each HMM, then it is possible to obtain the me-
dian of the distances for the models trained over videos of
class high and videos of class low. Figure 3 shows the medi-
ans for both classes (left and right elbow are considered sep-
arately). The plot shows that distances, hence amplitude of
gestures, tends to be higher for the presentations of the low
class. In other words, when the speaker gestures too much
and too widely, the presentation is less appreciated.
Finally, it is worth noting that HMMs cannot be applied
to the motion flow or the audio data (see below), since in
both cases we have a histogram for a single video, i.e. tem-
poral information is absent.
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Fig. 4 Size and color of the bubbles account for the F-score of the features (the larger the bubble, the more discriminant the feature). The features
are grouped into Voice Quality, Prosody and MFCC. The abbreviations “var”, “mean” and “perNN” stand for variance, mean and NNth percentile
respectively.
Body Parts SVM LR HMMH=2 HMMH=3 HMMH=4
S 52.0% 51.0% 64.4% 55.5% 56.6%
E 52.0% 42.0% 66.7% 61.1% 65.5%
SE 60.0% 58.0% 66.7% 62.2% 62.2%
SET 61.1% 60.0% 64.4% 64.4% 55.5%
Table 2 Results for different body parts and classifiers. All values
above 50% are statistically significant and the accuracies written in
boldface are the highest ones.
4.3 Experiments on Movement
The overall movement of the speaker is captured with op-
tical flow measurements. The approach requires one to set
several parameters (see Section 3 for more details), namely
number of clusters NC, number of frames NPCA used to ex-
tract the Principal Components from a video, and amount
of variance E to be retained when applying PCA to video
frames. Table 3 reports the performances obtained by aver-
aging over all combinations of the parameters above for the
following values: NC ∈ {50,100,200}, E = 99%, NPCA ∈
{50,100} when using only part of the frames, and NPCA ∈
{15,20,30}, E ∈ {95%,99%} when computing the optical
flow on the whole frame.
The results are not above chance and this seems to sug-
gest that the overall movement on the frame does not in-
fluence the attribution of the scores. The reason is probably
that the optical flow captures not only the movement of the
speaker, but also the movement of the camera and/or of the
Preprocessing SVM LR
whole frames 54.9% 57.3%
100 patches whole frame 54.8% 54.8%
100 patches only speaker 50.1% 50.9%
Table 3 Classification based on the optical flow extracted from each
frame of the videos. For each experiment we report the average on all
the tests for the values of the parameters: NPCA, E, NC .
background. This is likely to introduce a confounding effect.
4.4 Experiments on Prosody and Voice Quality
In the case of speech, the prediction is made after selecting
the features most likely to account for the differences in rat-
ings, i.e. after identifying the fraction V of features with the
highest F-score:
F(x) =
(El [x]−E[x])2+(E[x]−E[x])2
1
nl−1 El [x−E[x])2]+
1
nh−1 Eh[(x−E[x])2]
(6)
where El [x] and Eh[x] are the averages of feature x over class
low and high, nl and nh are the number of samples in class
low and high, and E[x] is the average of feature x over the en-
tire dataset. After the feature selection, the samples are clas-
sified with a linear kernel SVM. The fraction V (see above)
and the SVM regularization parameter C are set via cross-
validation: the values of V and C that lead to the highest
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Feature set SVM
Prosody 57.8%
Voice Quality 53.3%
MFCC 64.5%
all 66.7%
Table 4 Classification based on prosody, voice quality, MFCC and
their combination. The values above 60% correspond to statistically
significant differences with respect to chance (p < 5%). The highest
accuracy is written in boldface.
performance over the training set are retained for the test.
The values of V explored during the cross-validation range
between 10% and 50%, those of C in {10n,−5≤ n≤ 1}.
The experiments were performed using separately prosody,
voice quality and MFCC features as well as using all the fea-
tures together (see Section 3 for details on how features are
grouped). The results (see Table 4) show that prosody and
voice quality features do not work better than chance when
used alone, but improve the performance of the MFCC when
used in combination.
Figure 4 shows the F-scores of all features. Each col-
umn corresponds to a low-level feature while each row cor-
responds to one of the statistics extracted over the whole
recording (the larger is the bubble the more the feature is
likely to discriminate between low and high class). The val-
ues are measured over the entire dataset, but they are repre-
sentative of those observed for each of the 9 folds adopted in
the experiments. The features that seem to be the most dis-
criminant are spectral skewness and kurtosis (related to the
concentration of the energy on one side of the spectral cen-
troid), MFCC coefficients (related to the distribution of the
energy over the frequencies) and the mean of the first for-
mant (related to quality of the vowels and to the phonemes
being uttered).
4.5 Combination
The experiments presented so far consider audio and video
separately. This section shows that the combination of the
two modalities, performed at both feature and decision level
(see below), leads to an improvement of the best results ob-
tained using only audio or only video.
Combination (or fusion) of the modalities at the feature
level means that that the feature vectors extracted from au-
dio and video are concatenated. This makes it possible to ap-
ply such a combination approach only in the case of motion
flow and audio. Pose estimation cannot be included because
it does not produce a feature vector, but a a sequence of angle
values. The combination was performed using the parame-
ters that were most effective in the unimodal experiments:
NC = 100, E = 95, NPCA = 30 and extraction of optical flow
from the entire frame for the optical flow, the 91 features
with the highest F-score in the case of audio. The concate-
criteria max min average median maj. vote
acc. 61.7 % 61.7 % 62.3% 69.4% 69.3 %
Table 5 Performance of the combination (decision level). The scores
from the classifiers on the three different signals are combined accord-
ing to the criteria proposed in [19] (see the text for more details). The
highest accuracy is typed in boldface.
nation of the feature vectors is fed to SVM an LR and the re-
sulting accuracies are 66.7% and 63.3%, respectively. This
does not correspond to an improvement with respect to the
best unimodal approach (see above).
Combination (or fusion) at the decision level means that
the classification outcomes obtained with individual modali-
ties (only audio or only video) are used jointly to reduce the
number of errors. By “classification outcome” it is meant
here the score (typically a probability) that classifiers asso-
ciate to a given class. In the case of SVM and LR, the score
is an estimate of p(c|x¯), where c is a class and x¯ is the feature
vector extracted from the data. In the case of the HMMs, the
outcome is the confidence score described in Section 4.2.
All outcomes used in this work range between 0 and 1 and
are thus comparable to each other.
For the decision level combination as well, the parame-
ters of the individual classifiers are set to the values that gave
the best performances in the unimodal experiments (see above).
The classification outcomes are combined using the rules
descibed in [19]: max (the output of the classifier with the
highest score is the output of the combination), min (the out-
put of the classifier with the lowest score is the output of the
combination), average (the class for which the average of
the scores is the highest is the output of the combination),
median (the class for which the median of the scores is the
highest is the output of the combination) and majority vote
(the class that has the highest score for the majority of the
individual classifiers is the output of the combination).
Table 5 reports the combination results when using all
individual classifiers (pose estimation, optical flow and au-
dio). All combination rules lead to statistically significant
results and the best accuracy is 69.4%, obtained with the
median rule. For comparison purposes, the combination was
performed using the max rule for all possible pairs of indi-
vidual classifiers as well, but the results were inferior. Over-
all, nonverbal communication appears to influence the rat-
ings to an extent sufficient to be modeled and predicted with
statistical approaches.
5 Conclusions
This work investigated the effect of nonverbal communi-
cation on the ratings assigned to presentations posted on
large online repositories such as “Videolectures” and “Aca-
demic Earth”. The experiments focused on the nonverbal
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cues most important in an oral presentation, namely pose,
gestures, movements and prosody. The results were obtained
over a corpus of 90 recordings collected from“Videolectures”
and show that it is possible to predict, to a statistically signif-
icant extent, whether a presentation is rated as high or low in
terms of overall quality (less than four or at least four stars,
respectively). Furthermore, the experiments show that the
combination of different cues, especially when performed at
the decision level, leads to an accuracy close to 70%.
The findings confirm that the way speakers deliver their
content to the audience influences the overall appreciation
of a presentation. In line with the “Media Equation”, the
tendency to react to people portrayed in videos like if we
meet them in person [32], the effect is observable even in
the case of recordings watched through a web interface. The
technical quality of the videos available on “Videolectures”
changes significantly depending on the cases. While certain
recordings are of professional quality, others barely manage
to show the speaker. This limits significantly the effective-
ness of pose, gesture and movement estimators. Hence, the
performance achieved in the experiments is likely to be a
lower bound of what it can be obtained with data of higher
quality. Furthermore, editing, compression and overall video
quality might influence the ratings as well and their effect
should be investigated. Using only an excerpt of the videos
might be a limitation even if psychologists suggest that a
thin slice of behavioral evidence is sufficient to develop an
impression about an individual [1].
To the best of our knowledge, this work is the first at-
tempt to predict lecture ratings using an automatic approach,
with the exception of the preliminary results presented ear-
lier by the authors [? ]. While showing that the task can
be performed with accuracy well beyond chance, the work
leaves open at least two important issues. The first is the
role of the verbal content that, in this work, was fully ne-
glected. Separating the effect of verbal and nonverbal com-
munication is difficult. However, the safest interpretation of
the results obtained in this work is probably that nonverbal
behavioral cues can make an important difference (in terms
of ratings) when the content of several presentations is of
comparable quality.
The second issue is the role of culture on production and
perception of nonverbal behavior. Web based repositories in-
clude contributions from any culture and provide access to
users of any cuktural background. Therefore, it is difficult to
address the problem in detail. On the other hand, the perfor-
mances achieved over the data of this work seem to suggest
that cultural differences (both among the speakers and the
raters) still allow effective automatic processing.
The most promising applications of the approach pro-
posed in this paper are, on one hand, the automatic assess-
ment of material to be included in online repositories and, on
the other hand, the training of speakers and teachers towards
better delivery practices. Future work will explore both di-
rections after significantly increasing the size of the corpus.
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