Self-avoiding walks are a simple and well-known model of long, flexible polymers in a good solvent. Polymers being pulled away from a surface by an external agent can be modelled with self-avoiding walks in a half-space with a Boltzmann weight y associated with the pulling force. This model is known to have a critical point at a certain value y c of this Boltzmann weight, which is the location of a transition between the so-called free and ballistic phases. We prove that y c = 1, confirming conjectures based on numerical estimates by several authors.
Introduction
Self-avoiding walks (SAWs) were first considered as a model of long linear polymers by Orr [15] and Flory [4] . Early studies into using SAWS to model polymers at an impenetrable surface were conducted by Silberberg [17] and Clayfield and Lumb [1] , and some important rigorous results were derived by Whittington [19] . The model can be enhanced by accounting for attractive or repulsive interactions with the surface [7, 8, 11] , and/or a force applied to part of the polymer towards or away from the surface [5, 12, 13, 16, 18] .
Here we consider the case of polymers terminally attached to an impenetrable surface, with no interactions (attractive or repulsive) between the polymer and the surface, and with a force perpendicular to the surface applied to the non-attached end of the polymer. The model will comprise SAWs in a half-space of the d-dimensional hypercubic lattice which start at a fixed vertex on the (d − 1)-dimensional boundary of the half-space. The force will be modelled by associating a fugacity (Boltzmann weight) y with the height of the final vertex of a walk above the surface.
When y is small, the partition function (to be defined precisely in the next section) is dominated by walks which end close to the surface; when y is large, it is dominated by those which end far away from the surface. These two behaviours characterize the two phases of the model: the free phase for small y and the ballistic phase for large y. There is a critical fugacity y c which separates these two phases -it is the precise value of this critical fugacity which is the subject of this paper. We prove that y c = 1 for all dimensions d ≥ 2.
This result was conjectured by Janse van Rensburg, Orlandini, Tesi and Whittington [10] based on numerical estimates derived from Monte Carlo simulations. Guttmann, Jensen and Whittington [5] later used exact enumeration and series analysis techniques to draw the same conclusion. It may also be possible to derive this result from probabilistic work of Ioffe and Velenik [9] .
In Section 2 we precisely define the model of interest, and give some fundamental results about its behaviour in the thermodynamic limit. In Section 3 we define generating functions for several related classes of SAWs in different geometries, and prove some useful inequality relations satisfied by these functions. Finally, in Section 4, we use these inequalities, together with a fundamental result about subadditive sequences, to prove that the critical pulling fugacity is y c = 1.
There are a number of related results which can be proven using the methodology presented in this paper. These include a more complete picture of the relationships between the radii of convergence of the various generating functions we discuss, a similar result for self-avoiding polygons, and some results which apply to more general models of pulled adsorbing walks and polygons. We intend to explore and discuss these results further in a later publication.
The model
For brevity we will often denote x (d) by z, but this should not be taken to mean that we are working in three dimensions. Let
Let c n be the number of n-step self-avoiding walks on L, starting at the origin (0, 0, . . .), and let u n ≤ c n be the number of those walks which also stay entirely in H.
It is a famous result of Hammersley [6] that, because of the sub-multiplicativity relation
exists and is finite. The constant κ is generally referred to as the connective constant of the lattice. The growth constant is then defined to be µ = e κ , and it follows that
where θ(n) = e o(n) . The exact form of θ(n) is not rigorously known for d ≤ 4, though it is generally expected to have a power-law form, so that c n ∼ An γ−1 µ n for some constants A and γ, with a possible logarithmic correction term when d = 4.
It is well-known (for example, see [7] ) that restricting walks to a half-space does not change the growth rate, so that
Now let u n (h) be the number of n-step SAWs in H which end at distance h from the boundary of the half-space; that is, the number of SAWs in H whose final vertex γ n = (γ Figure 1 for an example. To model a pulling force being applied to the unattached end of a walk, we will associate a fugacity (Boltzmann weight) y ≥ 0 with this height, and accordingly define the partition function of walks of length n to be
It is proved in [10] that the free energy Figure 1 : One of the objects described by the model: a self-avoiding walk in the 2-dimensional upper half-space, of length n = 25 and height h = 3. The red arrow indicates the pulling force being applied to the unattached end of the walk.
exists. It is a convex function of log y [12] , and is thus continuous. Since U n (y) is clearly a non-decreasing function of y, the same also holds for λ(y).
is the number of half-space SAWs which start and end on the surface (henceforth referred to as loops), and the growth rate of such objects is the same as that of full-and half-space SAWs [7] , we also have λ(0) = κ. Since λ(y) is continuous and non-decreasing, it follows that
At the opposite extreme from loops are half-space SAWs with the maximum possible height. For each n there is a walk with length and height n, so U n (y) ≥ y n . Thus
Together, (4) and (5) imply that there is a critical value y c ≥ 1 of y where λ is non-analytic, and
It is the value of this critical fugacity y c which is the main result of this article.
Theorem 1. The critical fugacity y c for pulled SAWs in a half-space of the d-dimensional hypercubic lattice is y c = 1.
Before commencing the proof, we will give a physical interpretation of the free energy λ(y) and its critical point y c .
The average height of half-space SAWs of length n (in the absence of any force) is
More generally, under the influence of the pulling force modelled by the fugacity y, we have the average height
Dividing by n, we then have the average height per step E * n (y) = E n (y)/n. One may consider this quantity in the limit of walk length n; the convexity of λ(y) then provides, for almost all y > 0,
At points where λ(y) is not differentiable (there is certainly at least one such point, at y = y c ), one may consider the left-and right-derivatives, which exist for all y > 0. See [12] for further details. By convexity, λ(y) is strictly increasing for y > y c . Thus
So we see that y c is the location of a transition between two phases of the model: the free phase, when the average height of a walk is o(n), and the ballistic phase, when the average height is Θ(n) and a positive fraction of a walk's steps are directly away from the surface. In [12] it is proved that λ(y) is asymptotic to log y, implying that
That is, in the limit of infinite pulling force, the single walk which steps perpendicularly away from the surface dominates all others. We finally note that some authors ( [12] , for example) write y = e f , where f is the (reduced) pulling force; so f > 0 for a force pulling upwards and f < 0 for a force pulling downwards. The critical fugacity y c = 1 then corresponds to the zero-force regime f = 0.
Generating function relations
To prove Theorem 1, we will rephrase the free energy λ(y) in terms of the radius of convergence of the generating function of half-space walks, and then relate that generating function to those of three other classes of SAWs: full-space walks, bridges, and irreducible bridges.
The generating function of half-space SAWs, with z conjugate to length and y conjugate to height, is
Viewed as a power series in z with coefficients in Z[y], U (z, y) has radius of convergence z u (y). It follows from basic principles of power series that
To prove that y c = 1, it thus suffices to show that z u (y) < e −κ for y > 1. We have thus far only considered the height of walks in the half-space H; that is, we have defined height to be a non-negative quantity. We now generalise this, by defining c n (h) to be the number of n-step SAWs in the full-space L whose final vertex γ n = (γ
Here then, height could be positive or negative. It is clearly bounded in absolute value by the length, so that c n (h) = 0 if |h| > n. By reflective symmetry, we also have c n (h) = c n (−h).
The partition function of full-space walks is then Figure 2 : A schematic of the decomposition used in Lemma 1. The nadir γ m of the full-space walk, where it is split into a reversed half-space walk and a half-space walk, is indicated.
this is a Laurent polynomial in y. By symmetry, C n (y) = C n (1/y). Just as we did for half-space walks, we can then define the generating function
Viewed as a power series in z with coefficients in Z[y, 1/y], C(z, y) has radius of convergence z c (y). Again, by symmetry, z c (y) = z c (1/y). Every half-space walk is also a full-space walk, so we obviously have U (z, y) ≤ C(z, y). To obtain an upper bound on C(z, y), we generalise a well-known decomposition argument, presented in e.g. [7] . We define the nadir 1 of a walk to be the final vertex of minimal zcoordinate visited by the walk. That is, the nadir of a SAW γ of length n is the vertex γ m where
Given a full-plane SAW γ of length n and height h, let γ m be its nadir. Then, possibly after translation so that the nadir has z-coordinate 0, note that γ [1] = (γ 0 . . . , γ m ) is the reversal of a half-space walk, while γ [2] = (γ m , . . . , γ n ) is a half-space walk. If γ [1] has height h 1 and γ [2] has height h 2 , then h 1 ≤ 0, h 2 ≥ 0 and h 1 + h 2 = h. Since reversals of half-space walks are just counted by U (z, 1/y), we have the following (crude) upper bound.
Lemma 1.
The generating functions C(z, y) and U (z, y) satisfy, for y > 0 and 0 ≤ z < min{z c (y), z u (y), z u (1/y)}, C(z, y) ≤ U (z, 1/y)U (z, y).
Proof. As an inequality of formal power series, this follows directly from the decomposition described above. Then for z and y in the region described by the lemma, all terms are absolutely convergent, so the inequality holds for the actual power series.
See Figure 2 for a rough schematic of this decomposition. At this point we note that, by Pringsheim's Theorem [3, Thm. IV.6], if a power series P (z) with non-negative real coefficients has radius of convergence r, then it must have a singularity at z = r. The inequalities discussed here and in Section 4 can be extended to complex z (essentially just by considering the absolute values of the generating functions instead), but for the purposes of this paper, Pringsheim's Theorem allows us to deal with real z only.
Next, we remind the reader of another class of SAWs. A bridge is a walk γ of length n whose vertices satisfy γ z-coordinate, while the last vertex has (not strictly) maximal z-coordinate. We note here that we do not consider the empty walk to be a bridge (a convention not necessarily followed by all authors). Let b n (h) be the number of bridges of length n and height h. Like full-and half-space walks, we have the partition functions B n (y) and the generating function B(z, y). In keeping with previous terminology, let z b (y) be the radius of convergence of B(z, y) when viewed as a power series in z with coefficients in Z[y].
As with full-and half-space walks, there is another well-known decomposition argument which relates half-space walks to bridges. To proceed, we need one more definition. The zenith 2 of a SAW is the final vertex with maximal z-coordinate. That is, if γ has length n, then its zenith is γ m , where
Now, let γ be a half-space walk of length n and height h. For reasons which will soon be clear, we append a step in the positive z direction to the start of γ to form γ , and denote the first vertex of γ by γ −1 . Let γ * 1 be the zenith of γ . Then let γ [1] = (γ −1 , . . . , γ * 1 ) be the subwalk of γ up to γ * 1 . This subwalk is a bridge. (This is the reason for appending the step to the start of γ: if this had not been done, the first vertex might not have had strictly minimal z-coordinate.) If γ * 1 = γ n , we are done. Otherwise, let γ * 2 be the nadir of (γ * 1 , . . . , γ n ), and γ [2] = (γ * 1 , . . . , γ * 2 ). Then γ [2] is an upside-down bridge (that is, a bridge reflected in the ±z direction). See Figure 3 for an illustration of this process.
We continue in this fashion, alternating between bridges and reflected bridges, until we have covered the entirety of γ . Say we obtain r pieces, of heights h 1 , h 2 , . . . , h r . Then the odd-index heights (corresponding to the bridges) are positive and the even-index heights (corresponding to the reflected bridges) are negative; moreover,
Also,
Lemma 2. The generating functions U (z, y) and B(z, y) satisfy, for y > 0 and 0 ≤ z < min{z u (y), z b (y), z b (1/y)}, zyU (z, y) ≤ e B(z,y)+B(z,1/y) .
Proof. The generating function of half-space walks with a single +z step attached is zyU (z, y).
The above decomposition of a half-space walk into bridges is then covered by the crude inequality of formal power series
To see this, observe that for each h ≥ 1, we have three choices: either the decomposition of a half-space walk contains a bridge of height h, a reflected bridge of height −h, or neither. Once a collection of heights has been selected, (7) implies that there is only one possible order in which they can be concatenated. Each half-space walk (with a step added at the start) has a unique decomposition, so the inequality follows. Next, we apply the inequality 1 + x ≤ e x to (9) , to obtain
This is an inequality of formal power series. With the restrictions on z and y as stated in the lemma, however, we see that everything in this final version is also absolutely convergent.
Finally, we remind the reader of the standard decomposition of bridges into irreducible bridges. An irreducible bridge is one which cannot be split into a concatenation of two smaller bridges. Let i n (h) be the number of irreducible bridges of length n and height h; we then have the partition functions I n (y), the generating function I(z, y) and its radius of convergence z i (y).
Since every bridge can be written uniquely as a concatenation of irreducible bridges, the following result is standard and well-known.
Lemma 3. The generating functions B(z, y) and I(z, y) satisfy, for y > 0 and z < min{z b (y),
4 The critical fugacity y c
The only things we now need in addition to Lemmas 1-3 are some basic results on subadditive sequences and power series. Like the lemmas in the previous section, these are straightforward generalisations of existing results, adapted so as to account for the tracking of height with the variable y. See [14] (for example) for a thorough treatment. By simple inclusion, we obviously have
It follows that, for y > 0,
The result used by Hammersley to prove that the connective constant of SAWs exists is generally known as Fekete's Lemma [2] . It states that if {a n } is a subadditive sequence (that is, its terms satisfy a m+n ≤ a m + a n ), then the limit lim n→∞ 1 n a n exists and is equal to inf n 1 n a n . The first part of this lemma, combined with (1), merely states that the connective constant κ exists; the second part, however, gives us a lot more. We have c n ≥ e κn = µ n . Now let |z| < µ −1 = z c (1), multiply by z n and sum. One obtains
As z approaches z c (1) from below, the right side diverges, and hence so too must the left side. In order to make use of a result like this here, we need a version of (12) which also takes the variable y into account. Fortunately, this is straightforward. Any full-space SAW γ of length m + n can be split into two smaller SAWs γ [1] and γ [2] of lengths m and n. If γ has height h and γ [1] has height h 1 , then γ [2] has height h − h 1 . We thus have 
Then by Fekete's Lemma, C n (y) ≥ z c (y) −n . We can then get something analogous to (12) , and we have the following.
Lemma 4. For y > 0, the generating function C(z, y) diverges as z → z c (y) from below.
Proof of Theorem 1. Take y ≥ 1. Recall that we wish to show z u (y) < z u (1) = z c (1) = e −κ for y > 1. For real z < z c (y), we can combine Lemmas 1 and 2 to obtain z 2 C(z, y) ≤ zyU (z, y) z y U (z, 1/y) ≤ e 2B(z,y)+2B(z,1/y) .
The left side has radius of convergence z c (y), while the right side has radius of convergence z b (y) ≤ z c (y). (Note that because 1/y ≤ 1 and B n (y) is non-decreasing in y, z b (y) ≤ z b (1/y).)
