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APPLICATION OF MULTIVARIATE SPLINES TO DISCRETE
MATHEMATICS
ZHIQIANG XU
Abstract. Using methods developed in multivariate splines, we present an
explicit formula for discrete truncated powers, which are defined as the number
of non-negative integer solutions of linear Diophantine equations. We further
use the formula to study some classical problems in discrete mathematics as
follows. First, we extend the partition function of integers in number theory.
Second, we exploit the relation between the relative volume of convex polytopes
and multivariate truncated powers and give a simple proof for the volume
formula for the Pitman-Stanley polytope. Third, an explicit formula for the
Ehrhart quasi-polynomial is presented.
1. Introduction
Let M be an s×n integer matrix with columns m1, . . . ,mn ∈ Zs such that their
convex hull does not contain the origin. For a given α ∈ Zs, consider the following
system of linear Diophantine equations
Mβ = α, β ∈ Zn.
The number of non-negative integer solutions β for this system is denoted by t(α|M)
and the resulting function t(·|M) on Zs is called a discrete truncated power. Discrete
truncated powers, also called vector partition functions, have many applications in
various mathematical areas including Algebraic Geometry, Representation Theory,
Number Theory, Statistics and Randomized Algorithms. In general, one studies
t(·|M) by generating functions and by means of algebraic geometry etc. [2, 3, 5, 6,
28]. For example, when M is unimodular, that is when every nonsingular square
submatrix of order s has determinant ±1, two algebraic algorithms for generating
the explicit formula for t(·|M) are presented in [16]. When s = 1, an explicit
formula for t(·|M), which counts the integer solutions for the linear Diophantine
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equation, is presented in [2]. Especially, Popoviciu [27] gave a beautiful formula for
t(·|M), when M = (a, b) where a and b are relatively prime.
In this paper, an explicit formula for t(·|M) is presented for any integer matrix
M . In contrast to other ways, our method is based on multivariate spline functions
and is inspired by the work of Dahmen, Micchelli and Jia [10, 12, 21, 22], who
exploited the relation between t(·|M) and multivariate splines, and demonstrated
the piecewise structure of t(·|M). Moreover, we believe that the tool of multivariate
splines, which have been developed in this latter theory, shed some light on problems
concerning t(·|M).
The main results in this paper are as follows. As the central result of the pa-
per, an explicit formula for t(·|M) in terms of multivariate splines is presented. As
applications of our formula, we first generalize the formula for partition functions
in [2] and give a simple proof for Popoviciu’s formula. Further, we show that the
relative volume of a convex polytope agrees with the value of the multivariate trun-
cated power at a certain point. We also present an efficient method for computing
the volume of convex polytopes and re-prove the volume formula for the polytope
related to empirical distributions, which is presented in [26] as a central result.
The paper is organized as follows. To help make this paper self-contained, we
introduce the multivariate truncated power and the box spline in Section 2. In
Section 3, the discrete truncated power t(·|M) is introduced. An explicit formula
for t(·|M) is described in Section 4. The proof of the formula is presented in Section
5. In Section 6, we simplify the explicit formula for t(·|M) for some special matrices
M . The explicit formula for partition functions in [2] follows directly from our
formula. Section 7, containing two subsections, uses multivariate truncated powers
to investigate the volume of convex polytopes and the Ehrhart quasi-polynomial.
Particularly, in Subsection 7.1, an efficient method for computing the volume of
convex polytopes is introduced, with re-proving the volume formula for the polytope
related to empirical distributions which is the main result in [26]; in Subsection 7.2,
an explicit formula for the Ehrhart quasi-polynomial is presented.
APPLICATION OF MULTIVARIATE SPLINES TO DISCRETE MATHEMATICS 3
It is necessary here to recall some previous notations (see [22]). Throughout
the paper, Z+ and R+ denote the non-negative integer and non-negative real sets
respectively. For given sets D1, D2, let 1D1(D2) = 0 if D1 ∩ D2 = ∅, otherwise
let 1D1(D2) = 1. The linear space R
s is equipped with the norm | · | given by
|x| = ∑1≤j≤s |xj |, where x = (x1, x2, . . . , xs) ∈ Rs. Let A and B be two subsets
of Rs. Then A − B is the set of all elements in the form of a − b, where a ∈ A
and b ∈ B. The sets A + B and cA are defined analogously, where c ∈ R. The set
A\B is the complement of B in A. A subset Ω of Rs is called a cone if Ω + Ω ⊆ Ω
and cΩ ⊆ Ω for all c > 0. If a cone is also an open set, then we call it an open
cone. Let Y be an s× n matrix. The linear span of Y , denoted by span(Y ), is the
set {∑y∈Y ayy : ay ∈ R for all y}. The cone spanned by Y , denoted by cone(Y ),
is the set {∑y∈Y ayy : ay ≥ 0 for all y}. We denote by cone◦(Y ) the relative
interior of cone(Y ). The convex hull of Y , denoted by [Y ], is the set {∑y∈Y ayy :
ay ≥ 0 for all y and
∑
y∈Y ay = 1}. Let M be an s × n matrix with integer
columns m1, . . . ,mn. We denote by [[M ]] the zonotope spanned by m1, . . . ,mn,
i.e., [[M ]] := {∑nj=1 ajmj : 0 ≤ aj ≤ 1, ∀j}. Moreover, set [[M)) := {∑nj=1 ajmj :
0 ≤ aj < 1, ∀j}.
We shall use standard multiindex notations. Specifically, an element α ∈ Zs+
is called an s-index, and |α| is called the length of α. Define zα := zα11 · · · zαss
for z = (z1, . . . , zs) ∈ Cs and α = (α1, . . . , αs) ∈ Zs+. Also, set exp(cα) :=
(exp(cα1), . . . , exp(cαs)), where c is a constant. For z = (z1, . . . , zs) ∈ Cs and
w = (w1, . . . , ws) ∈ (C \ 0)s, set z/w := (z1/w1, . . . , zs/ws). We denote by Pk :=
Pk(R
s) the linear space of polynomials in s real variables with total degree ≤ k,
where k ∈ Z. If k is a negative integer, then we interpret Pk as the trivial linear
space {0}. Moreover, we also set P(Rs) := ⋃∞k=0 Pk(Rs).
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2. Multivariate truncated powers and box splines
Let M be an s× n real matrix with rank(M) = s. Throughout this section we
always assume that the convex hull of M does not contain the origin. The multi-
variate truncated power T (·|M) associated with M , introduced firstly by Dahmen
[8], is the distribution given by the rule
(2.1)
∫
Rs
T (x|M)φ(x)dx =
∫
R
n
+
φ(Mu)du, φ ∈ D(Rs),
where D(Rs) is the space of test functions on Rs, i.e., the space of all compactly
supported and infinitely differentiable functions on Rs. From (2.1), we see that the
support of T (·|M) is cone(M). In fact, T (·|M) is identified with the function (see
[15] pp.12)
(2.2) T (x|M) = voln(M
−1x ∩ Rn+)√
| det(MMT )| ,
where M−1x := {y : My = x} and voln(M−1x ∩ Rn+) denotes the volume of
M−1x∩Rn+ in Rn. In the following, we review some basic properties of multivariate
truncated powers. For more detailed information about this function, the reader is
referred to [8, 15].
For y = (y1, . . . , ys) ∈ Rs and a function f defined on Rs, we denote by Dyf
the directional derivative of f in the direction y, i.e., Dy =
∑s
j=1 yjDj, where
Dj denotes a partial derivative with respect to the jth coordinate. The following
differential formula was given in [8]. For y ∈ M , we have DyT (·|M) = T (·|M\y).
More generally,
(2.3) DY T (·|M) = T (·|M\Y ) for Y ⊂M
where DY :=
∏
y∈Y Dy.
Let Y (M) denote the set consisting of those Y ⊂ M such that M\Y does not
span Rs and let D(M) denote the linear space of those infinitely differentiable
complex-valued functions f on Rs that satisfy the following system of linear partial
differential equations:
DY f = 0, ∀ Y ∈ Y (M).
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Based on the definition of D(M), we can see that D(M ′) ⊂ D(M) when M ′ ⊂M .
It was also proved in [9, 14] that D(M) ⊆ Pn−s.
Let c(M) be the union of all the sets cone(M \ Y ), as Y runs over Y (M). A
connected component of cone◦(M)\c(M) is called a fundamental M -cone according
to [12]. Then T (·|M) agrees with some homogeneous polynomial of degree n− s in
D(M) on each fundamental M -cone. In fact, T (·|M) is generally continuous and
positive on cone◦(M).
We now turn to box splines. The box spline B(·|M) associated with M is the
distribution given by the rule [13, 14]
(2.4)
∫
Rs
B(x|M)φ(x)dx =
∫
[0,1)n
φ(Mu)du, φ ∈ D(Rs).
According to (2.4), the support of B(·|M) is [[M ]], and hence, we have (see [15],
pp.33)
{j ∈ Zs : B(x− j|M) 6= 0} = Zs ∩ (x− [[M))).
By taking φ = exp(−iξ·) in (2.4), we obtain the Fourier transform of B(·|M) as
B̂(ζ|M) =
n∏
j=1
1− exp(−iζTmj)
iζTmj
, ζ ∈ Cs.
For more detailed information about box splines, the reader is referred to [15].
3. Discrete truncated powers
Let M be an s × n matrix with integer columns m1, . . . ,mn and suppose that
[M ] does not contain the origin. From the definition of t(·|M) given in Section 1,
we have
(3.1)
∑
α∈Zs
ϕ(α)t(α|M) =
∑
β∈Zn
+
ϕ(Mβ), for any ϕ ∈ D(Rs).
A comparison between (3.1) and (2.1) shows that (3.1) is a discrete version of (2.1).
This observation was the motivation to designate t(·|M) a discrete truncated power.
Also the identity
(3.2) T (x|M) =
∑
α∈Zs
t(α|M)B(x − α|M)
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established in [10] shows that these three functions, T (·|M), B(·|M) and t(·|M),
are closely related.
We denote by S the linear space of all complex functions on Zs. Given y ∈ Zs,
the backward difference operator ∇y is defined by the rule ∇yf := f − f(· − y),
where f ∈ S. More generally, for an integer matrix Y , we define
∇Y :=
∏
y∈Y
∇y.
In [12], the following difference formula was given:
∇yt(·|M) = t(·|M \ y), for any y ∈M.
More generally,
∇Y t(·|M) = t(·|M \ Y ), for any Y ⊆M.
Given θ = (θ1, . . . , θs) ∈ (C \ 0)s, we set
Mθ := {y ∈M : θy = 1}.
Let
A(M) := {θ ∈ (C \ 0)s : span(Mθ) = Rs}.
As pointed out in [11], θ ∈ A(M) if and only if it has the form
(3.3) θ = exp(2piiα/ detY ),
for some Y ∈ B(M), and the vector α ∈ Zs satisfying Y Tα = | detY |L, where
L ∈ Zs ∩ [[Y T )), i.e., is a lattice point in the parallelepiped determined by Y T .
Here,
B(M) = {Y ⊆M : #Y = s, span(Y ) = Rs}.
We let
∇(M) := {f ∈ S : ∇Y f = 0, for all Y ∈ Y (M)}.
In [11], Dahmen and Micchelli showed that a sequence f ∈ ∇(M) if and only if
it has the form f(α) =
∑
θ∈A(M) θ
αpθ(α), α ∈ Zs, where pθ ∈ D(Mθ) for each
θ ∈ A(M). For a fundamental M -cone Ω, we set
v(Ω|M) := Zs ∩ (Ω− [[M ]]).
Dahmen and Micchelli also proved the following result in [12]:
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Theorem 3.1. ([12, Thm.3.1]) Let M = {m1, . . . ,mn} be an s× n integer matrix
and suppose that M spans Rs and the convex hull of M does not contain the origin.
Then for any fundamental M -cone Ω, there exists a unique element fΩ(·|M) ∈
∇(M) such that fΩ(·|M) agrees with t(·|M) on v(Ω|M). Moreover, fΩ(·|M) has
the following properties: for any x ∈ Ω such that
v(x|M) ∩ cone(M) = {0},
fΩ(·|M) is uniquely determined by
fΩ(α|M) = δ0α, α ∈ v(x|M),
and satisfies the relation
(3.4) fΩ(α|M) = (−1)n−sfΩ(−α−
n∑
j=1
mj |M), α ∈ Zs.
We denote by θ()pθ the complex sequence given by α 7→ θαpθ(α), with α ∈ Zs,
where pθ ∈ P(Rs) and θ ∈ (C \ 0)s. Let E denote the linear space of all sequences
of the form f =
∑
θ θ
()pθ. It is easily seen that each f ∈ E can be written uniquely
in the form
∑
θ θ
()pθ. Hence, we can define mappings Pθ from E into P(R
s) as
Pθ : f 7→ pθ.
Based on Theorem 3.1, fΩ(α|M) ∈ ∇(M). So, it can be written in the form of
(3.5) fΩ(α|M) =
∑
θ∈A(M)
θαpθ(α), α ∈ Zs,
where pθ(α) ∈ D(Mθ). According to the definition of Pθ, one has PθfΩ(α|M) =
pθ(α), for any θ ∈ A(M). Let e := (1, 1, . . . , 1) ∈ Zs. As, for any y ∈M , ey = 1, we
see that e ∈ A(M). In fact, PefΩ(·|M) is the polynomial part of fΩ(·|M). In [12],
Dahmen and Micchelli showed that the following equation holds: for x ∈ Ω,
(3.6) T (x|M) = PefΩ(x|M) +
∑
0<|u|≤n−s
DuPefΩ(x|M)(−i)|u|DuB̂(0|M)/u!.
From this equation, the following theorem was proved in [12].
Theorem 3.2. ([12, Prop.5.3]) Under the conditions of Theorem 3.1, the leading
homogeneous term of PefΩ(·|M) agrees on Ω with T (·|M).
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4. An explicit formula for discrete truncated powers
The objective of this section is to present an explicit formula for discrete trun-
cated powers t(·|M) which is the central result of the paper. Throughout the rest
of the paper, we use Ω to denote any particular fundamental M -cone. According
to Theorem 3.1, the discrete truncated power t(·|M) agrees, on v(Ω|M), with an
element in ∇(M), which is denoted as fΩ(·|M). We use Ω to denote the closure of
Ω. From Lemma 4.4 in [22], we have Ω ∩ Zs ⊂ v(Ω|M). Note that t(α|M) = 0,
when α ∈ Zs \ cone(M). Hence, to present an explicit formula for t(·|M), we only
need an explicit formula for fΩ(·|M).
In the following theorem, we give the polynomial part of fΩ(·|M), i.e., PefΩ(·|M).
Theorem 4.1. Suppose that pµ,Ω is the homogeneous polynomial part of degree
n − s − µ of PefΩ(x|M). Under the conditions of Theorem 3.1, when x ∈ Ω, we
have
pµ,Ω(x) =
{
T (x|M), µ = 0,
−∑µ−1j=0 (∑|u|=k−j Dvpj,Ω(x)(−i)|u|DuB̂(0|M)/u!) ,(4.1)
1 ≤ µ ≤ n− s.
Proof. Rewriting of Equation (3.6) yields
T (x|M) −
∑
0<|u|≤n−s
DuPefΩ(x|M)(−i)|u|DuB̂(0|M)/u!
= PefΩ(x|M), x ∈ Ω.
(4.2)
According to (4.2), p0,Ω(x) agrees with T (x|M) on Ω. Since both sides of (4.2) are
polynomials, we can rewrite (4.2) as
(4.3)
p0,Ω(x)−
∑
0<|u|≤n−s
Du
n−s∑
µ=0
pµ,Ω(x)(−i)|u|DuB̂(0|M)/u! =
n−s∑
µ=0
pµ,Ω(x), x ∈ Rs.
A comparison between both sides of the equation above shows that
pµ,Ω(x) = −
µ−1∑
j=0
 ∑
|u|=µ−j
Dupj,Ω(x)(−i)|u|DuB̂(0|M)/u!
 , 1 ≤ µ ≤ n− s.

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Based on (3.5), to write down an explicit formula for t(·|M) on Ω, we only
need a formula for PϑfΩ(·|M) for each fixed ϑ ∈ A(M). To describe the formula
conveniently, we supposeM\Mϑ = (m1, . . . ,mκ), where κ = #M−#Mϑ. We select
r as the least integer in the set {r : (ϑm)r = 1 for all m ∈ M \Mϑ}. (According
to (3.3), the set is non-empty, since there is at least an integer,
∏
Y ∈B(M) | det(Y )|,
in it.) We use qϑµ,r(x), µ ∈ Z+, to denote homogeneous polynomials satisfying the
following condition:
(4.4) qϑµ,r(x) =
∑
j1+···+jκ=µ
1
rκ
Dj1m1 · · ·DjκmκT (x|Mϑ)
κ∏
i=1
sji+1(ϑ
−mi)
(ji + 1)!
, x ∈ Ω.
Throughout the rest of the paper, we set
sj(x) := (−1)j(x + 2jx2 + · · ·+ (r − 1)jxr−1)
and M˜r := {m˜1, . . . , m˜n}, where if mi ∈Mϑ, then m˜i = mi, otherwise, m˜i = rmi.
Theorem 4.2. Suppose that pϑµ,Ω is the homogeneous polynomial part of degree
n − s − κ − µ of PϑfΩ(·|M). Under the conditions of Theorem 3.1, for each fixed
ϑ ∈ A(M), we have
pϑ0,Ω(·) = qϑ0,r(·),
pϑµ,Ω(·) = qϑµ,r(·)−
µ−1∑
j=0
 ∑
|u|=µ−j
Dvpϑj,Ω(·)(−i)|u|DvB̂(0|M˜r)/u!
 ,
1 ≤ µ ≤ n− s− κ,
where r is the least positive integer such that (ϑm)r = 1 holds for all m ∈M \Mϑ.
Combining Theorem 4.2 and qϑ0,r(x) = T (x|Mϑ)
∏
w∈M\Mϑ
1
1−ϑ−w , x ∈ Ω, we
can easily extend Theorem 3.2 as follows:
Theorem 4.3. ([31]) Under the conditions of Theorem 3.1, the leading part of
PϑfΩ(·|M) agrees with
T (·|Mϑ)
∏
w∈M\Mϑ
1
1− ϑ−w
on Ω.
An alternative method for proving Theorem 4.3 is also given in [31].
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Remark 4.4. Since PϑfΩ(·|M) is a polynomial and Ω ∩ Zs ⊂ v(Ω|M) (see Lemma
4.4 in [22]), Theorem 3.2 and Theorem 4.3 also hold on Ω.
Remark 4.5. In [5], Brion and Vergne give formulas for the lattice point enumerator
of a convex rational polytope in terms of certain Todd differential operators. These
are interesting connections to topology. The salient difference in approaches lies in
our explicit use of splines. Although the formula presented in [5] might eventually
be equivalent our, the analysis of the equivalence between our different formulas
would be the content of another paper.
Example 4.6. We consider the number of non-negative integer solutions of the
linear equations
(
3 2 1 0
0 1 2 2
)
x1
x2
x3
x4
 = (k1k2
)
.
SetM =
(
3 2 1 0
0 1 2 2
)
and k =
(
k1
k2
)
. A simple computation shows that A(M) =
{(1, 1)} ∪A3(M) ∪ A2(M), where
A3(M) = {(1,−1), (exp (2pii/3), exp (2pii/3)), (exp (4pii/3), exp (4pii/3))},
A2(M) = {(−1, 1), (exp (2pii/3), 1), (exp (2pii/3),−1), (exp (4pii/3), 1),
(exp (4pii/3),−1), (i,−1), (exp (3pii/2),−1), (exp (2pii/3), exp (5pii/3)),
(exp (4pii/3), exp (pii/3))}.
For θ ∈ A3(M), we have #Mθ = 3 while #Mθ = 2 provided that θ ∈ A2(M).
For the matrix M , there are 3 fundamental M -cones, i.e., Ω1 := cone
◦(M12), Ω2 :=
cone◦(M23) and Ω3 := cone
◦(M34), whereM12 =
(
3 2
0 1
)
,M23 =
(
2 1
1 2
)
and M34 =(
1 0
2 2
)
.
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Using Theorem 4.2, we obtain the explicit formula for t(·|M) as follows: when
k ∈ v(Ω1,M),
t(k|M) =
k22/24 + 5k2/24 + 11/48 + 5/48 +
(
(3 +
√
3i)k2/36 + (17 + 3
√
3i)/72
)
· exp((2piik1 + 2piik2)/3) + (−1)k2(k2/24 + 5/48) + exp((4piik1 + 4piik2)/3)(
(3−
√
3i)k2/36 + (17− 3
√
3i)/72
)
+ exp(2piik1/3)/18−
√
3/18i exp(2piik1/3)(−1)k2
+exp(4piik1/3)/18 +
√
3/18i(−1)k2 exp(4piik1/3) + exp((2piik1 + 5piik2)/3)(1/24
+
√
3/72i) + exp((4piik1 + piik2)/3)(1/24−
√
3/72i);
when k ∈ v(Ω2,M),
t(k|M) =
k1k2/18− (k21 + k22)/72 + 7k2/72 + k1/18 + 23/108 + (−1)k2(k2/24 + 5/48)
+ exp((2piik1 + 2piik2)/3)
(
(3 +
√
3i)/108 · (2k1 − k2) + 19/216 +
√
3/24i
)
+exp((4piik1 + 4piik2)/3)
(
(3−
√
3i)/108 · (2k1 − k2) + 19/216−
√
3/24i
)
+(−1)k1/16 + 1/18 exp(2piik1/3)−
√
3/18i exp(2piik1/3)(−1)k2 + exp(4piik1/3)/18
+
√
3/18i(−1)k2 exp(4piik1/3) + 1/8 exp(piik1/2)(−1)k2 + 1/8(−1)k2 exp(3piik1/2)
+(1/24 +
√
3i/72) exp((2piik1 + 5piik2)/3) + (1/24−
√
3i/72) exp((4piik1 + piik2)/3);
when k ∈ v(Ω3,M),
t(k|M) =
k21/24 + k1/4 + 47/144 + (−1)k2(k1/12 + 1/4) + (−1)k1/16 + exp(2piik1/3)/18
−(
√
3/18)i exp(2piik1/3)(−1)k2 + (1/18) exp(4piik1/3) + (
√
3/18)i exp(4piik1/3)(−1)k2
+(1/8) exp(piik1/2)(−1)k2 + (1/8) exp(3piik1/2)(−1)k2 .
5. Proof of Theorem 4.2
In this section, we shall prove Theorem 4.2. The proof begins with several
lemmas, designed to make the proof more readable. The main idea for proving
Theorem 4.2 is to generalize Equation (3.6), with the equation playing an important
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role in obtaining the polynomial part for fΩ(·|M). This is the plan. Our discussion
will be broken into three steps.
First, we introduce a set. Let
c(Ω, H) :=
⋂
h∈H
⋂
bh∈[0,1]
(Ω + bhh),
where H is a finite set of real s-vectors. For example, if we set H := {1} and
Ω := (0,+∞), then c(Ω, H) = (1,+∞). We have
Lemma 5.1. Suppose that H is a finite set of real s-vectors. Then for the funda-
mental M -cone Ω, the set c(Ω, H) ⊂ Ω and the volume of c(Ω, H) in Rs is infinity.
Proof. According to the definition of c(Ω, H), one has
c(Ω, H) =
⋂
h∈H
⋂
bh∈[0,1]
(Ω + bhh) ⊂
⋂
h∈H,bh=0
(Ω + bhh) = Ω.
Based on the definition of the fundamental M -cone, there exist real s-vectors
g1, . . . , gω, ω ∈ N, such that span{g1, . . . , gω} = Rs and Ω = {a1g1 + · · · + aωgω :
ai > 0}. Hence, for any h ∈ H , there exist a˜1(h), . . . , a˜ω(h) ∈ R such that
h = a˜1(h)g1 + · · ·+ a˜ω(h)gω. Then
c(Ω, H) =
⋂
h∈H
⋂
bh∈[0,1]
⋃
a1,...,aω>0
{
ω∑
i=1
(ai + bha˜i(h))gi}.
Let a(h) := max{|a˜1(h)|, . . . , |a˜ω(h)|} and let a(H) := max{a(h) : h ∈ H}. A
simple observation is that ai+ bha˜i(h) > 0 for any bh ∈ [0, 1], h ∈ H , provided that
ai > a(H). Hence, we have
S := {x : x = a1h1 + · · ·+ aωhω, ai ∈ R, ai > a(H)} ⊂ c(Ω, H).
Note that the volume of S in Rs is infinite. So, the volume of c(Ω, H) in Rs is also
infinite. 
Second, we shall generalize Equation (3.6), since it is of importance in obtaining
the explicit formula for PefΩ(x|M). We recall some notations and definitions. Let
ϑ be an arbitrary but a fixed vector in A(M). Recall that r is the least positive
integer such that (ϑm)r = 1 holds for all m ∈ M \Mϑ. Let M˜r = {m˜1, . . . , m˜n},
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where if mi ∈Mϑ, then m˜i = mi, otherwise, m˜i = rmi. Before extending Equation
(3.6), we first generalize (3.2) as follows:
Proposition 5.2.
(5.1)
∑
α∈Zs
ϑ−αt(α|M)B(x−α|M˜r) =
∑
0≤r1,...,rκ<r
ϑ−
∑
κ
i=1 miriT (x−
κ∑
i=1
miri|M˜r).
Proof. Using the fact that t(α|M) = #{β ∈ Zn+ :Mβ = α}, we see that∑
α∈Zs
ϑ−αt(α|M)B(x − α|M˜r) =
∑
β∈Zn
+
ϑ−MβB(x−Mβ|M˜r) =
∑
β1,...,βn∈Z+
ϑ−
∑κ
i=1
miβiB(x−
n∑
i=1
miβi|M˜r).(5.2)
We can write βi as γir + ri, where 0 ≤ ri < r, γi, ri ∈ Z+ for i ≤ κ. Substituting
βi = γir + ri, where i ≤ κ, into (5.2) and noting that ϑrmi = 1, we obtain that∑
0≤r1,...,rκ<r
∑
γ1,...,γκ∈Z+
∑
βκ+1,...,βn∈Z+
ϑ−
∑κ
i=1
miriB(x −
κ∑
i=1
miri
− r
κ∑
i=1
miγi −
n∑
i=κ+1
miβi|M˜r)
=
∑
0≤r1,...,rκ<r
ϑ−
∑
κ
i=1 miri ·
∑
β∈Zn
+
B(x− M˜rβ −
κ∑
i=1
miri|M˜r)
=
∑
0≤r1,...,rκ<r
ϑ−
∑
κ
i=1
miriT (x−
κ∑
i=1
miri|M˜r).
The last equation follows from
∑
β∈Zn
+
B(x − M˜rβ|M˜r) = T (x|M˜r), which can
be obtained directly from the definitions of B(·|M) and T (·|M).
Now we arrive at∑
α∈Zs
ϑ−αt(α|M)B(x− α|M˜r) =
∑
0≤r1,...,rκ<r
ϑ−
∑κ
i=1
miriT (x−
κ∑
i=1
miri|M˜r).

In fact, if we set ϑ = e, then (5.1) is reduced to (3.2). So, as said above, (5.1) can
be considered as a generalization of (3.2). To simplify the term ϑ−αt(α|M)B(x −
α|M˜r) in (5.1), we need to study θ/ϑ where θ ∈ A(M).
Proposition 5.3. For any θ ∈ A(M), we have θ/ϑ ∈ A(M˜r) and D(Mθ) ⊂
D((M˜r)θ/ϑ).
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Proof. The definition of M˜r shows that ϑ
m = ϑ−m = 1 for any m ∈ M˜r. Hence,
(M˜r)θ = (M˜r)θ/ϑ for any θ ∈ A(M). Also, rMθ ⊂ (M˜r)θ since θm = 1 implies
θrm = 1. So, we have span((M˜r)θ/ϑ) = span((M˜r)θ) = span(Mθ) = R
s which
implies θ/ϑ ∈ A(M˜r). To prove that D(Mθ) ⊂ D((M˜r)θ/ϑ), we only need to
show that D(Mθ) ⊂ D((M˜r)θ) since (M˜r)θ = (M˜r)θ/ϑ. Select an f ∈ D(Mθ) and
consider DY˜ f , where Y˜ = (y˜1, . . . , y˜w) ∈ Y ((M˜r)θ). We claim that DY˜ f = 0. We
set Y = (y1, . . . , yw), where yj = y˜j if y˜j ∈ Mϑ otherwise yj = y˜j/r. We can see
that Y ∈ Y (Mθ) and hence DY˜ f = c0DY f = 0, where c0 is a non-zero constant.
So, we have f ∈ D((M˜r)θ), which implies that D(Mθ) ⊂ D((M˜r)θ). 
We now generalize Equation (3.6). Let Hϑ := {(r − 1)mi : 1 ≤ i ≤ κ} and
Qϑ,r(x) :=
∑
0≤r1,...,rκ<r
ϑ−
∑κ
i=1
miriT (x−
κ∑
i=1
miri|M˜r).
Then we have the following result.
Lemma 5.4. When x ∈ c(Ω, Hϑ),
(5.3) Qϑ,r(x) = PϑfΩ(x|M) +
n−κ−s∑
|u|=1
DuPϑfΩ(x|M)(−i)|u|DuB̂(·|M˜r)(0)/u!.
Proof. By Proposition 5.2 we have
Qϑ,r(x) =
∑
α∈Zs
ϑ−αt(α|M)B(x − α|M˜r).
So, to this end, we only need to prove that
∑
α∈Zs
ϑ−αt(α|M)B(x−α|M˜r) = PϑfΩ(x|M)+
n−κ−s∑
|u|=1
DuPϑfΩ(x|M)(−i)|u|DuB̂(·|M˜r)(0)/u!.
The definition of c(Ω, Hϑ) shows that v(x|M˜r) ⊂ v(Ω|M) provided that x ∈
c(Ω, Hϑ). Noting that {j ∈ Zs : B(x − j|M˜r) 6= 0} = v(x|M˜r) (see [15], pp.33), we
have
(5.4)
∑
α∈v(Ω|M)
ϑ−αt(α|M)B(x − α|M˜r) =
∑
α∈Zs
ϑ−αt(α|M)B(x − α|M˜r),
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where x ∈ c(Ω, Hϑ). Hence,
∑
α∈v(Ω|M)
ϑ−αt(α|M)B(x − α|M˜r) =
∑
α∈Zs
ϑ−αt(α|M)B(x − α|M˜r)
=
∑
α∈Zs
∑
θ∈A(M)\ϑ
(θ/ϑ)αPθfΩ(α|M)B(x − α|M˜r) +
∑
α∈Zs
PϑfΩ(α|M)B(x − α|M˜r)
=
∑
α∈Zs
PϑfΩ(α|M)B(x − α|M˜r) where x ∈ c(Ω, Hϑ).
(5.5)
The last equation follows from
∑
α∈Zs ρ(α)B(x−α|M˜r) ≡ 0 for any ρ(α) ∈ E(M˜r)
(see Proposition 5.2 in [12]) and
∑
θ∈A(M)\ϑ(θ/ϑ)
αPθfΩ(α|M) ∈ E(M˜r), where
E(M˜r) is the space of functions ρ(α) of the form
ρ(α) =
∑
θ∈A(M˜r)\e
θαpθ(α), pθ(α) ∈ D((M˜r)θ).
We now consider the sum
(5.6)
∑
α∈Zs
PϑfΩ(α|M)B(x − α|M˜r), where x ∈ c(Ω, Hϑ).
Let Ψ(y) = PϑfΩ(y|M)B(x− y|M˜r). Then
Ψ̂(ξ) =
∫
Rs
Ψ(y) exp(−iyξ)dy
=
∫
Rs
PϑfΩ(y|M)B(x− y|M˜r) exp(−iyξ)dy
=
∫
Rs
PϑfΩ(x− t|M)B(t|M˜r) exp(−i(x− t)ξ)dt
= exp(−ixξ)
∫
Rs
PϑfΩ(x− t|M)B(t|M˜r) exp(itξ)dt
= exp(−ixξ)PϑfΩ(−iD + x|M)B̂(−ξ|M˜r).
Taking into account that (see [9])
q(D)B̂(2piα|M˜r) = 0, where α ∈ Zs \ 0 and q ∈ D(M˜r),
Poisson’s summation formula converts the sum (5.6) into
(5.7) PϑfΩ(−iD+ x|M)B̂(·|M˜r)(0),
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since PϑfΩ(· + x|M) ∈ D(Mϑ) for each fixed x and D(Mϑ) ⊂ D(M˜r). Expanding
PϑfΩ in a Taylor series for each fixed x and noting that B̂(0|M˜r) = 1, one has
PϑfΩ(−iD + x|M)B̂(·|M˜r)(0)
= PϑfΩ(x|M) +
∑
0<|u|≤n−κ−s
DuPϑfΩ(x|M)(−i)|u|DuB̂(·|M˜r)(0)/u!,(5.8)
where x ∈ c(Ω, Hϑ). So, combining (5.1), (5.4), (5.5), (5.6), (5.7) and (5.8), we
have
Qϑ,r(x) = PϑfΩ(x|M) +
n−κ−s∑
|u|=1
DuPϑfΩ(x|M)(−i)|u|DuB̂(·|M˜r)(0)/u!.

Finally, we present an explicit formula for Qϑ,r(x).
Lemma 5.5. When x ∈ c(Ω, Hϑ),
Qϑ,r(x) =
∑
0≤j1+···+jκ≤n−s−κ
1
rκ
Dj1m1 · · ·DjκmκT (x|Mϑ)
κ∏
i=1
sji+1(ϑ
−mi)
(ji + 1)!
.
Proof. When x ∈ c(Ω, Hϑ), we can see that Qϑ,r(x) is a polynomial of degree less
than n− s+ 1. Using the Taylor expansion, we obtain
T (x−
κ∑
i=1
rimi|M˜r) = T (x|M˜r) +
n−s∑
j=1
1
j!
(−
κ∑
i=1
riDmi)
jT (x|M˜r),
where x ∈ c(Ω, Hϑ). Noting that
r−1∑
ri=0
ϑ−rimi = 0, we have
Qϑ,r(x)
=
∑
0≤r1,...,rκ<r
ϑ−
∑
κ
i=1 rimiT (x−
κ∑
i=1
miri|M˜r)
=
∑
0≤r1,...,rκ<r
ϑ−
∑
κ
i=1
rimi
T (x|M˜r) + n−s∑
j=1
1
j!
(
−
κ∑
i=1
riDmi
)j
T (x|M˜r)

=
∑
0≤r1,...,rκ<r
ϑ−
∑κ
i=1
rimi
∑
0≤j1+···+jκ≤n−s
(
κ∏
i=1
(−riDmi)ji
ji!
)
T (x|M˜r)
=
∑
0≤j1+···+jκ≤n−s
∑
0≤r1,...,rκ<r
ϑ−
∑
κ
i=1 rimi
(
κ∏
i=1
(−riDmi)ji
ji!
)
T (x|M˜r).
(5.9)
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Moreover, if there exists an index jh = 0, where 1 ≤ h ≤ κ, then
(5.10) ∑
0≤r1,...,rκ<r
ϑ−
∑κ
i=1
rimi
κ∏
i=1
(−riDmi)ji =
κ∏
i=1
(
r−1∑
ri=0
ϑ−rimi(−riDmi)ji
)
≡ 0,
since
∑r−1
rh=0
ϑ−rhmh(−rhDmh)jh =
∑r−1
rh=0
ϑ−rhmh ≡ 0.
Recall that sj(x) = (−1)j(x+ 2jx2 + · · ·+ (r − 1)jxr−1). Based on (5.9), (5.10)
and (2.3), we have
Qϑ,r(x) =
∑
0≤r1,...,rκ<r
ϑ−
∑κ
i=1
rimi
∑
0≤j1+···+jκ≤n−s
(
κ∏
i=1
(−riDmi)ji
ji!
)
T (x|M˜r)
=
∑
κ≤j1+···+jκ≤n−s
ji≥1
∑
0≤r1,...,rκ<r
(
κ∏
i=1
ϑ−rimi
(−riDmi)ji
ji!
)
T (x|M˜r)
=
∑
κ≤j1+···+jκ≤n−s
ji≥1
1
rκ
∑
0≤r1<r
· · ·
∑
0≤rκ<r
(
κ∏
i=1
ϑ−rimi
(−ri)ji
ji!
Dji−1mi
)
T (x|Mϑ)
=
∑
0≤j1+···+jκ≤n−s−κ
1
rκ
κ∏
i=1
 ∑
0≤ri<r
ϑ
−rimi (−ri)ji+1
(ji + 1)!
Djimi
T (x|Mϑ)
=
∑
0≤j1+···+jκ≤n−s−κ
1
rκ
Dj1m1 · · ·DjκmκT (x|Mϑ)
κ∏
i=1
sji+1(ϑ
−mi)
(ji + 1)!
,
provided that x ∈ c(Ω, Hϑ). 
We now have all the ingredients for the proof of our main theorem.
Proof of Theorem 4.2. Since PϑfΩ is a polynomial, it can be determined by its
values on c(Ω, Hϑ) according to Lemma 5.1. We recall (4.4) that, for µ ∈ Z+, the
homogeneous polynomials qϑµ,r(x) of degree n− s− κ− µ satisfy
qϑµ,r(x) =
∑
j1+···+jκ=µ
1
rκ
Dj1m1 · · ·DjκmκT (x|Mϑ)
κ∏
i=1
sji+1(ϑ
−mi)
(ji + 1)!
, x ∈ Ω.
Based on Lemma 5.5, we have
Qϑ,r(x) =
∑
0≤µ≤n−s−κ
qϑµ,r(x), x ∈ c(Ω, Hϑ).
Note that PϑfΩ(x|M) can be written in the form
∑n−s−κ
µ=0 p
ϑ
µ,Ω(x). By Lemma 5.4,
one has
(5.11)
n−s−κ∑
µ=0
qϑµ,r(x) = PϑfΩ(x|M) +
n−κ−s∑
|u|=1
DuPϑfΩ(x|M)(−i)|u|DuB̂(0|M˜r)/u!.
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Comparing the homogeneous polynomials on both sides of (5.11), we arrive at
pϑ0,Ω(x) = q
ϑ
0,r(x),
pϑµ,Ω(x) = q
ϑ
µ,r(x) −
µ−1∑
j=0
 ∑
|u|=µ−j
Dupϑj,Ω(x)(−i)|u|DuB̂(0|M˜r)/u!
 , µ ≥ 1.

6. Discrete truncated powers associated with special matrices
In this section, we shall present more detailed information concerning t(·|M) for
some particular matrices M . We first introduce some definitions. Let
Sk(M) := {Y ⊆M : #Y = s+ k, span(Y ) = Rs}.
In this notation, B(M) = S0(M). If gcd{| det(X)| : X ∈ B(Y )} = 1 for any
Y ∈ Sk(M), then M is called a k-prime matrix. In particular, when M is a 1-
prime matrix, it is also called a pairwise relatively prime matrix. When s = 1,
the k-prime matrix has the property that any k integers in {m1, . . . ,mn} have no
common factor.
An explicit formula for t(·|M) is presented in [2] when s = 1 and M is a 1-prime
matrix.
Theorem 6.1. ([2]) Suppose that M = (a1, . . . , an) ∈ Zn with a1, . . . , an pairwise
relatively prime. Then
t(α|M) = R−α(a1, . . . , an) + (−1)n
n∑
j=1
1
aj
∑
θaj=16=θ
n∏
k=1,k 6=j
θ−α
θak − 1 ,
where R−α(a1, . . . , an) = −Res(F−α(z), z = 1), and F−α(z) = z−α−1(1−za1)···(1−zan )(1−z) .
Based on Theorem 4.2, we can extend the theorem above to higher dimensions.
Theorem 6.2. Under the conditions of Theorem 3.1,
fΩ(α|M) = PefΩ(α|M) +
∑
θ∈A(M)\e
θα
1
| det(Mθ)|
∏
w∈M\Mθ
1
1− θ−w 1cone(Mθ)(Ω),
provided that M is a 1-prime matrix, where PefΩ(α|M) is presented in Theorem
4.1.
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Proof. Select a θ ∈ A(M) \ e. To this end, we need to prove that #Mθ = s. By
(3.3), θ has the form
θ = exp(2piiα/| detY |),
where the definitions of Y = (y1, . . . , ys) and α are identical to those of (3.3). Note
that θy = 1 provided that y ∈ Y , i.e., Y ⊂Mθ. We assert thatMθ = Y . Otherwise,
if there exists y0 ∈ M \ Y such that θy0 = 1, then we can select an s × s square
matrix Y ′ ⊂ (y0, y1, . . . , ys) such that y0 ∈ Y ′ and span(Y ′) = Rs. Without loss of
generality, we suppose Y ′ = (y1, . . . , ys−1, y0). For each y ∈ Y ′, we have θy = 1.
Hence, there is a β := (β1, . . . , βs) ∈ Zs such that θ is in the form of
θ = exp(2piiβ/| detY ′|).
Without loss of generality, we suppose that β1 6= 0. Since 0 < α1 ≤ | detY | − 1
and 0 < β1 ≤ det(Y ′)− 1, we have gcd(det(Y ), det(Y ′)) > 1 due to α1/| detY | =
β1/| detY ′|, which contradicts gcd(det(Y ′), det(Y )) = 1. That is, Mθ = Y .
Note that PθfΩ(α|M) is a constant. This follows from the fact that the polyno-
mial PθfΩ(α|M) ∈ D(Mθ) ⊂ P0. By Theorem 4.3,
PθfΩ(α|M) = T (α|Mθ)
∏
w∈M\Mθ
1
1− θ−w ,
when α ∈ Ω. Then, we have
fΩ(α|M) = PefΩ(α|M) +
∑
θ∈A(M)\e
θα
∏
w∈M\Mθ
1
1− θ−w T (α|Mθ), α ∈ Ω ∩ Z
s.
It implies that
fΩ(α|M) = PefΩ(α|M) +
∑
θ∈A(M)\e
θα
1
| det(Mθ)|
∏
w∈M\Mθ
1
1− θ−w 1cone(Mθ)(Ω).

We next show one example, as the application of Theorem 6.2.
Example 6.3. Consider the following partition function
p{a,b}(n) = #{(x, y) ∈ Z2+ : ax+ by = n, a, b ∈ Z+},
where a and b are relatively prime. We shall prove that p{a,b}(n) =
n
ab − { b
−1n
a } −
{a−1nb }+1, which is “the beautiful formula due to Popoviciu” [3], where { ta} is the
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fractional part of ta , b
−1 and a−1 denote two integers satisfying b−1b ≡ 1 mod a,
and a−1a ≡ 1 mod b.
When n ≥ 0, p{a,b}(n) = t(n|(a, b)). Note that T (x|(a, b)) = x+ab andD1B̂(0|(a, b)) =
− i2 (a+ b). By Theorem 6.2, when n ≥ 0, p{a,b}(n) equals to
n
ab
+
a+ b
2ab
+
1
a
a−1∑
k=1
exp(2piinka )
1− exp(− 2piibka )
+
1
b
b−1∑
k=1
exp(2piinkb )
1− exp(− 2piiakb )
.(6.1)
Based on the discrete Fourier analysis, one has (see [3], pp.144)
(6.2) − { t
a
} = 1− a
2a
+
1
a
a−1∑
k=1
exp(2piitka )
1− exp(− 2piika )
,
where t, a ∈ Z. According to (6.2), (6.1) can be reduced to nab−{ b
−1n
a }−{a
−1n
b }+1.
7. Exact volume of polytopes and the Ehrhart polynomial
7.1. Exact volume of polytopes. A convex polytope P is the convex hull of
a finite set of points in Rn. In this section, we shall omit the qualifier “convex”
since we confine our discussion to such polytopes. An integer polytope is a polytope
whose vertices have integer coordinates. Similarly, a rational polytope is a polytope
whose vertices have rational coordinates. The exact computation of the volume of
P is an important and difficult problem which has close ties to various mathematical
areas [1, 4, 7, 26]. If P is a d-dimensional polytope in Rn, then let voln(P ) denote
the d-dimensional volume of P in Rn, i.e., the d-dimensional measure of P in Rn.
Let RP denote the affine space that is spanned by the vertex vectors of P . The
lattice points in RP form an Abelian group of rank d, i.e., RP ∩ Zd is isomorphic
to Zd. Hence, there exists an invertible affine linear transformation T : RP → Rd
satisfying T (RP ∩ Zn) = Zd. The relative volume of P, denoted as vol(P ), is just
the d-dimensional volume of the image T (P ) ⊂ Rd. For more detailed information
about the relative volume, the reader is referred to [29].
We next introduce a method for computing the relative volume of polytopes,
which depends on the counting function for the integer points in a polytope. We
consider the function of an integer-valued variable g that describes the number of
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lattice points lying inside the dilated polytope gP :
LP (g) := #
(
gP
⋂
Z
n
)
.
In [18], Ehrhart inaugurated the study of the general properties of LP (g). He
proved that for an n-dimensional polytope P , LP (g) is a polynomial in the positive
integer variable g and that in fact
LP (g) = vol(P )g
n +
1
2
vol(∂P )gn−1 + · · ·+ χ(P ).(7.1)
Here, χ(P ) is the Euler characteristic of P and vol(∂P ) is the surface area of P
normalized with respect to the sublattice on each face of P . Moreover, the leading
coefficient of LP (g) is the relative volume of P . Hence, if we obtain the leading
coefficient of LP (g), we can know the relative volume of P . In [1] and [7], the
leading coefficient of LP (g) was computed by the interpolation and the residue
theorem respectively. We can even present a formula for the leading coefficient of
LP (g) using discrete truncated powers. Our result is
Theorem 7.1. Suppose that PM,b := {x : Mx = b,x ∈ Rn+} is an (n − s)-
dimensional rational polytope. Here, M is an s × n integer matrix and b is an
s-vector. Then vol(PM,b) = C0 · T (b|M), where C0 = gcd{| det(Y )| : Y ∈ B(M)}.
Proof. To prove the theorem, we only need to prove that
vol(PM,b) = #{[[MT )) ∩ Zn} · T (b|M)
since C0 = #{[[MT )) ∩ Zn} (see [30]). Since the dimension of PM,b is n−s, we have
b ∈ cone◦(M). By (2.2), T (b|M)/vol(PM,b) is a constant which is independent of
b ∈ cone◦(M). For the integer matrix M , there exists an integer vector b0 ∈
cone◦(M), such that PM,b0 is an integer polytope. We now consider LPM,b0 (g).
Through the definition of LPM,b0 (g) and t(·|M), we have
LPM,b0 (g) = t(gb0|M),
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with gb0 ∈ cone◦(M) when g ∈ Z+. Based on Theorem 3.2 and Theorem 4.3, the
leading term of LPM,b0 (g) is
T (gb0|M)
 ∑
{θ∈A(M):Mθ=M}
θgb0
 = gn−sT (b0|M)
 ∑
{θ∈A(M):Mθ=M}
θgb0
 .
Since LPM,b0 (g) is a polynomial, we obtain that
∑
{θ∈A(M):Mθ=M}
θgb0 is a con-
stant, i.e., θb0 = 1. Hence, we have
∑
{θ∈A(M):Mθ=M}
θgb0 = #{θ ∈ A(M) :Mθ =M} = #{[[MT )) ∩ Zn}.
So,
#{[[MT )) ∩ Zn} · T (b0|M) = vol(PM,b0).
It follows that
T (b|M)/vol(PM,b) = T (b0|M)/vol(PM,b0) = 1/#{[[MT )) ∩ Zn},
when b ∈ cone◦(M). Hence vol(PM,b) = #{[[MT )) ∩ Zn} · T (b|M). 
Theorem 7.2. Suppose that PbA = {x : Ax ≤ b,x ∈ Rn+} is a n-dimensional
polytope, where A is an s×n integer matrix and b is an s-vector. Then voln(PbA) =
T (b|M), where M = (A,Es×s).
Proof. Since PbA is an n-dimensional polytope in R
n, the relative volume of PbA is
equal to the volume of PbA . Let PA,b = {(x,y) : Ax+Es×sy = b,x ∈ Rn+,y ∈ Rs+}.
Since Es×s ⊂ M , we have gcd{| det(Y )| : Y ∈ B(M)} = 1. If each component of
b is rational, then PA,b is a rational polytope. Note that voln(P
b
A) = vol(P
b
A) =
vol(PA,b). By Theorem 7.1, voln(P
b
A) = vol(PA,b) = T (b|M) when PA,b is a ratio-
nal polytope. Since both T (b|M) and voln(PA,b) are continuous at b and the real
number can be approximated by rational numbers, one has voln(P
b
A) = T (b|M) for
any b ∈ cone◦(M). 
How can T (·|M) be computed? In [24], an efficient method for calculating the
multivariate truncated power is presented.
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Theorem 7.3. ([24]) Let M be an s× n matrix with columns m1, . . . ,mn ∈ Zs \ 0
such that the origin is not contained in conv(M). For any λ1, . . . , λn ∈ R, and
x =
∑n
j=1 λjmj ,
(7.2) T (x|M) = 1
n− s
n∑
j=1
λjT (x|M \mj).
Hence, one can compute T (x|M) according to the recurrence (7.2). Combining
Theorem 7.2 and Theorem 7.3, we can present an iterative method for computing
voln(P
b
A). In fact, the computational complexity is O(s
n−s). So, when d := n−s is
fixed, i.e., the dimension of the corresponding polytope is fixed, the run time of the
algorithm based on recurrence (7.2) is a polynomial function of s. For a detailed
description of the algorithm based on (7.2), the reader is referred to the [19] and
[20].
In the following, we shall present a simple proof for the volume formula for a
polytope using this method, which is the central result in [26].
Let
Πn(x) := {y ∈ Rn : yi ≥ 0, y1 + · · ·+ yi ≤ x1 + · · ·+ xi, for all 1 ≤ i ≤ n}
for arbitrary x := (x1, . . . , xn) with xi > 0 for all i. Let Vn(x) := vol(Πn(x)). The
function Vn(x) is a homogeneous polynomial of degree n in the variables x1, . . . , xn.
This polynomial arises in a variety of mathematical fields, such as the calculation
of probabilities derived from empirical distribution functions, the study of parking
functions, and plane partitions. In [26], an explicit formula for Vn(x) is presented
using a probabilistic method. Based on (7.2), we shall show a simple proof for the
explicit formula for Vn(x).
Theorem 7.4. ([26]) For each n = 1, 2, . . . ,
Vn(x) =
∑
k∈Kn
xk
k!
=
1
n!
∑
k∈Kn
(
n
k
)
xk,
where Kn := {k ∈ Zn+ :
∑j
i=1 ki ≥ j for all 1 ≤ j ≤ n− 1 and
∑n
i=1 ki = n}.
Proof. Let b = (b1, . . . , bn)
T , where bi =
∑i
h=1 xh, let Ii denote the ith column
of the n × n identity matrix, and let I˜i =
∑n
h=i Ih. Let M0 = (I˜1, . . . , I˜n) and
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M = (M0, En×n). Using these notations, we have
Πn(x) = {y ∈ Rn+ :M0y ≤ b}.
By Theorem 7.2, Vn(x) = T (b|M). To this end, we present an explicit formula for
T (b|M). Note that b = x1I1 + (x1 + x2)I2 + · · ·+ (
∑n
h=1 xh)In. By Theorem 7.3,
T (b|M) = 1
n
(x1T (b|M \ I1) + · · ·+ (
n∑
h=1
xh)T (b|M \ In)).
Note that
b = x1I1 + (x1 + x2)I2 + · · ·+ (
n∑
h=1
xh)In
= x1I1 + · · ·+ (
i−1∑
h=1
xh)Ii−1 + (
i∑
h=1
xh)I˜i + xi+1Ii+1 + · · ·+ (
n∑
h=i+1
xh)In
= x1I1 + · · ·+ (
i−1∑
h=1
xh)Ii−1 + (
i∑
h=1
xh)I˜i + xi+1Ii+1 + · · ·+ (
n∑
h=i+1
xh)In.
For any fixed integer i, where 1 ≤ i ≤ n, we have T (b|M \ Ii ∪ I˜i) = 0 since
b /∈ cone(M \ Ii ∪ I˜i). Hence,
T (b|M \ Ii) = 1
n− 1(x1T (b|M \ Ii ∪ I1) + · · ·+ (
i−1∑
h=1
xh)T (b|M \ Ii ∪ Ii−1)
+xi+1(b|M \ Ii ∪ Ii+1) + (
n∑
h=i+1
xh)T (b|M \ Ii ∪ In)).
Moreover, for any i > j, we have
b = x1I1 + · · ·+ (
j−1∑
h=1
xh)Ij−1 + (
j∑
h=1
xh)I˜j + xj+1Ij+1 + · · ·+
(
i−1∑
h=j+1
xh)Ii−1 + (
i∑
h=j+1
xh)I˜i + xi+1Ii+1 + · · ·+ (
n∑
h=i+1
xh)In.
Substitute b into T (b|M \(Ii∪Ij)) and then expand T (b|M \(Ii∪Ij)) by Theorem
7.3. Continuing the process, we have
Vn(x) = T (b|M) = 1
n!
∑
i∈σn
x(i),
where σn is the set of permutations of the set {1, 2, . . . , n}, x(i) = x(i1, . . . , in) =
x(i1) · · ·x(in) and x(ik) = xjk+1+ · · ·+ xik . Here, jk = maxJk (when Jk = ∅, jk =
0), and Jk =
⋃
j≤k−1,ij≤ik
{ij} for a fixed permutation i = 〈i1, . . . , in〉. To this end,
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we prove
(7.3)
∑
i∈σn
x(i) =
∑
k∈Kn
(
n
k
)
xk
by induction. When n = 1, it is easy to prove that the conclusion holds. Suppose
that the conclusion holds for n = m, i.e.,∑
i∈σm
x(i) =
∑
k∈Km
(
m
k
)
xk.(7.4)
We now consider the case where n = m+1. Note that xm+1 appears in x(ik) if and
only if ik = m+ 1. Hence, by (7.4), we have∑
i∈σm+1
x(i) =
∑
k∈Km+1
akx
k,
where, if km+1 = 0,
ak =
(
m
k1 − 1, . . . , km
)
+ · · ·+
(
m
k1, . . . , km − 1
)
=
(
m+ 1
k
)
,
if km+1 = 1, then ak = (m + 1)
(
m
k1,...,km
)
=
(
m+1
k1,...,km,km+1
)
=
(
m+1
k
)
. Noting
km+1 ≤ 1, we have ∑
i∈σm+1
x(i) =
∑
k∈Km+1
(
m+ 1
k
)
xk.
Hence, (7.3) holds when n = m+ 1. 
7.2. An explicit formula for Ehrhart polynomials. The explicit formula for
LP (g) is interesting. For any rational polytope, Ehrhart proved that LP (g) is a
quasipolynomial in g. Here a quasipolynomial is an expression of the form cn(g)t
g+
· · ·+ c0(g), where the ci(g) are periodic functions in g. In (7.1), three coefficients of
LP (g) are presented. The other coefficients of LP (g) have remained a mystery, even
for a general lattice 3-simplex, until rather recently with the work of Pommersheim
[25] in R3, Kantor and Khovanskii [23] in R4, Cappell and Shaneson [6] in Rn,
and Diaz and Robins [17] in Rn. In the following theorem, the explicit formula for
LP (g) is presented in terms of multivariate truncated powers, where P is a rational
polytope.
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Theorem 7.5. Let (n− s)-dimensional polytopes P = {x ∈ Rn+ :Mx = b}, where
M is an s× n integer matrix and b is an integer s-vector. We have
LP (g) =
n−s∑
j=0
pj,Ω(b)g
n−s−j+
∑
θ∈A(M)\e
n−s−(#M−#Mθ)∑
j=0
(θb)gpθj,Ω(b)g
n−s−(#M−#Mθ)−j ,
where Ω is a fundamental M -cone, pj,Ω(x) and p
θ
j,Ω(x) are presented in Theorem
4.1 and Theorem 4.2 respectively.
According to the definition of LP (g) and t(·|M), we have LP (g) = t(gb|M). By
Theorem 4.1, Theorem 4.2 and the properties of multivariate truncate powers, the
theorem follows.
References
1. M. Beck and D. Pixton, The Ehrhart polynomial of the Birkhoff polytope, Discrete
Comp. Geom., 30 (2003) 623-637.
2. M. Beck, R. Diaz and S. Robins, The Frobenius problem, rational polytopes, and
Fourier-Dedekind sums, J. Number Theory, 96(2002) 1-21.
3. M. Beck and S. Robins, Computing the continuous discretely: integer-point enumer-
ation in polyhedra, Springer, New York, 2007.
4. B. Bueler, A. Enge and K. Fukuda, Exact volume computation for polytopes: A
practical study. In: Polytopes-Combinatorics and Computation, G. Kalai, and G.M.
Ziegler, Eds., Birkha¨user Verlag, Basel, 2000.
5. M. Brion and M. Vergne, Residue formulae, vector partition functions and lattice
points in rational polytopes, J. Amer. Math. Soc. 10(1997) 797-833.
6. S. E. Cappell and J. L. Shaneson, Genera of algebraic varieties and counting of lattice
points, Bull. Amer. Math. Soc., 30 (1994) 62-69.
7. C. S. Chan and D. P. Robbins, On the volume of the polytope of doubly stochastic
matrices. Experiment. Math., 8 (1999) 291-300.
8. W. Dahmen, On multivariate B-splines, SIAM J. Numer. Anal., 17 (1980) 179-191.
9. W. Dahmen and C. A. Micchelli, Translates of multivariate splines, Linear Algebra
Appl., 52/53 (1983) 217-234.
10. W. Dahmen and C. A. Micchelli, Recent progress in multivariate splines, in Approxi-
mation Theory IV (C. K. Chui, L.L. Schumaker, and J. Ward, Eds.), Academic Press,
New York, 1983, 27-121.
11. W. Dahmen and C. A. Micchelli, On the solution of certain systems of partial dif-
ference equations and linear dependence of translates of box splines, Trans. Amer.
Math. Soc., 292 (1985) 305-320.
12. W. Dahmen and C. A. Micchelli, The number of solutions to linear Diophantine
equations and multivariate splines, Trans. Amer. Math. Soc., 308 (1988) 509-532.
APPLICATION OF MULTIVARIATE SPLINES TO DISCRETE MATHEMATICS 27
13. C. de Boor and R. DeVore, Approximation by smooth multivariate splines, Trans.
Amer. Math. Soc., 276 (1983) 775-788.
14. C. de Boor and K. Ho¨llig, B-splines from parallelepipeds, J. Anal. Math., 42(1982/83)
99-115.
15. C. de Boor, K. Ho¨llig and S. Riemenschneider, Box Splines, Springer-Verlag, New
York, 1993.
16. J. A. De Loera and B. Sturmfels, Algebraic unimodular counting, Math. Program.,
Ser. B 96 (2003) 183-203.
17. R. Diaz and S. Robins, The Ehrhart polynomial of a lattice polytope, Ann. Math.,
145 (1997) 503-518.
18. E. Ehrhart, Sur un proble`me de ge´ome´trie diophantienne line´aire II, J. Reine Angew.
Math., 227 (1967) 25-49.
19. T. A. Grandine, The stable evaluation of multivariate simplex splines, Math. Comp.,
50 (1988) 197-205.
20. T. A. Grandine, The computational cost of simplex spline functions, SIAM J. Numer.
Anal., 24 (1987) 887-890.
21. R. Q. Jia, Multivariate discrete splines and linear diophantine equations, Trans.
Amer. Math. Soc., 340 (1993) 179-197.
22. R. Q. Jia, Symmetric magic squares and multivariate splines, Linear Algebra Appl.,
250 (1997) 69-103.
23. J. M. Kantor and A. Khovanskii, Une application du The´ore`me de Riemann-Roch
combinatoire au polynoˆme d’Ehrhar des polytopes entier de Rd, C. R. Acad. Sci.
Paris, Ser., I 317 (1993) 501-507.
24. C. A. Micchelli, On a numerically efficient method for computing multivariate B-
splines in Multivariate Approximation Theory, W. Schempp and K. Zeller, eds.,
Birkha¨user, Basel, 1979, 211-248.
25. J. Pommersheim, Toric varieties, lattice points, and Dedekind sums, Math. Ann., 295
(1993) 1-24.
26. J. Pitman and R. Stanley, A polytope related to empirical distributions, plane trees,
parking functions, and the associahedron, Discrete Comput. Geom., 27 (2002) 603-
634.
27. T. Popoviciu, Asupra unei probleme de partitie a numerelor, Acad. Republicii Pop-
ulare Romane, Filiala Cluj, Studii si cercetari stiintifice 4(1953) 7-58.
28. A. Szenes and M. Vergne, Residue formulae for vector partitions and Euler-MacLaurin
sums, Adv. Appl. Math., 30 (2003) 295-342.
29. R. Stanley, Enumerative Combinctorics, Vol. 1, Wadsworth, Belmont, Calif., 1986.
30. R. Stanley, A zonotope associated with graphical degree sequences, in Applied Ge-
ometry and Discrete Mathematics: The Victor Klee Festschrift (eds. P. Gritzmann
and B. Sturmfels), Providence, RI, Amer. Math. Soc., DIMACS Series in Discrete
Mathematics, Vol. 4, pp. 555-570, 1991.
31. R. H. Wang and Z. Q. Xu, Discrete truncated powers and lattice points in rational
polytopes, J. Comp. Appl. Math., 159 (2003) 149-159.
Institute of Computational Mathematics, Academy of Mathematics and System Sci-
ences, Chinese Academy of Sciences, Beijing, 100080, China
E-mail address: xuzq@lsec.cc.ac.cn, Fax: +86-10-62542285.
