Abstract-The Internet-of-Things (IoT) paradigm envisions billions of devices all connected to the Internet, generating low-rate monitoring and measurement data to be delivered to application servers or end-users. Recently, the possibility of applying in-network data caching techniques to IoT traffic flows has been discussed in research forums. The main challenge as opposed to the typically cached content at routers, e.g., multimedia files, is that IoT data are transient and therefore require different caching policies. In fact, the emerging locationbased services can also benefit from new caching techniques that are specifically designed for small transient data. This paper studies in-network caching of transient data at content routers, considering a key temporal data property: data item lifetime. An analytical model that captures the trade-off between multihop communication costs and data item freshness is proposed. Simulation results demonstrate that caching transient data are a promising information-centric networking technique that can reduce the distance between content requesters and the location in the network where the content is fetched from. To the best of our knowledge, this is a pioneering research work aiming to systematically analyze the feasibility and benefit of using Internet routers to cache transient data generated by IoT applications.
I. INTRODUCTION
T HE realization of Internet-of-Things (IoT) [1] , which envisions ubiquitous connectivity among billions of Machine-to-Machine (M2M) devices over the Future Internet [2] , will necessitate effective measures that reduce the traffic load from IoT applications. Even though such devices each generate low-rate traffic of measurement, monitoring, and automation data, the presence of M2M traffic flows may become disruptive to network operations [3] and the Internet as a whole [4] , [5] .
A. In-Network Caching
One traditional technique that avoids unnecessary end-toend (E2E) communications is in-network caching [6] - [8] , which has been proven to be an effective way of delivering popular content to multiple users without explicitly contacting data sources for each and every communication attempt from requesting end-points. By temporarily storing multimedia files The authors are with the 5G Innovation Centre, Institute for Communication Systems, Electronic Engineering Department, University of Surrey, Guildford GU2 7XH, U.K. (e-mail: s.vural@surrey.ac.uk; n.wang@surrey.ac.uk; p.navaratnam@surrey.ac.uk; r.tafazolli@surrey.ac.uk).
Digital Object Identifier 10.1109/TNET. 2016.2616359 in content routers [9] , data caching improves end-user experience by providing requested contents more quickly, and can significantly reduce in-network traffic [10] . Both push-based [11] and pull-based [12] caching have been shown to reduce in-network traffic in the past, with their own merits and deficiencies. In push-based schemes, data servers push data items to a number of fixed repositories in the network, whereas in pull-based ones, caching decisions 1 are made on an on-demand basis, i.e. based on incoming requests from data clients. Effective planning can be achieved by a push-based mechanism for static networks, where demand and supply trends are well-known or can be statistically learned, and an origin server can coordinate when and how to update cache repositories [13] - [15] . However, for dynamic environments where there exists a mixture of both near-periodic and sporadic data request traffics, the network itself should quickly adapt to the changes in locations, numbers, and rates of request traffics. In such a case, a push-based caching strategy becomes rigid. Therefore, pull-based caching, in which network nodes decide what to cache in a distributed manner, is a more suitable choice for more dynamic networks.
On the other hand, typical pull-based [16] caching techniques, which estimate data popularity [8] solely based on the rate of received requests [12] at content routers, cannot be directly applied to the case of IoT data. This is because, unlike multimedia files, IoT data are transient [17] , i.e. in contrast to those data files that have the same content forever, IoT items "expire" in a certain time period, called data item lifetime, after being generated at source locations; hence, expired IoT items are no longer useful and must be discarded.
In-network caching can potentially be applied to monitoring applications which can greatly benefit from IoT data collected at specific locations, such as ambient monitoring in urban areas [18] - [21] and tracking current traffic conditions [22] , [23] . For instance, an update on the recent ambient conditions, such as pollution level indicators in a location X, is popular among many location-based services which deliver local information to end-users. Depending on the popularity of specific IoT data streams collected at specific locations, content routers [9] in the Internet can cache query results [10] without relaying the requests all the way to IoT data sources.
The feasibility of using in-network caching techniques for IoT is being discussed in the Information-Centric Networking Research Group (ICNRG) [24] under the Internet Research Task Force (IRTF). Information Centric Networking (ICN) has been proposed as a network architecture which enables native content/data awareness by the underlying network, 1 The decision on whether to cache a received data item or not.
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including content searching/resolution and caching. Some latest works have introduced ICN support for machine type communications, including publish/subscribe (PubSub) based data delivery in IoT applications [25] , [26] . Caching decisions are likely to be dependent on the delay tolerance of different IoT applications [27] and their requirements on data freshness [28] , [29] . Some information pieces that are periodically delivered to a remote monitoring centre for performance tracking purposes are delay tolerant [30] , whereas others relating to critical events must be relayed urgently to a remote control centre [31] . For instance, caching the collected data for a time-critical IoT application, such as e-Health [32] , would require high data freshness, yet at the same time a punctual response, e.g. in the e-Health context, quick medical response to sudden changes in a patient's blood pressure and heart rate [33] . Similarly, in smart-grid monitoring use-cases, locally caching recovery instructions/data instead of server retrievals could allow faster response to device failures [25] . Hence, by means of local data processing and data caching in an information-aware network, efficiency and Quality-of-Service (QoS) support can be facilitated [25] .
Besides the emerging market of IoT, which this paper mainly focuses on, some other applications may also benefit from new caching technologies designed for transient data items. For instance, many mobile user applications, such as location-based services [34] that are provided to a mobile user equipment (UE) require regular and timely location updates from the UE to be delivered to application servers. Another example is news items published on websites, often advertised with tag lines like "latest news" or "now trending", and requested by many users either regionally or world-wide. Such items also have certain lifetimes [35] , e.g. a few hours, until being discarded by the publishers. Finally, stock quotes and trade transactions [29] also deal with real-time data service requests. By caching these transient items in routers, systems can react to application requests for real-time data more quickly.
B. Problem Statement
In short, for transient data [15] , there is a need to consider data freshness when making caching decisions, which must be performed based on dynamic variables related with not only the rate of data requests coming from applications but also data item lifetime. This leads to the following question: Based on their temporal properties, how should content routers adjust the probability to cache received transient data items? This must take into account item lifetimes, i.e. how quickly items expire.
C. Contribution
Considering this problem, this paper provides methods to determine the following:
• At a high level: considering their lifetimes, the quantifiable benefits of caching transient data items, • At the content router level: how to efficiently cache received items to achieve high caching gains. Towards this, the paper proposes a model, which considers "data transiency" and "in-network caching" simultaneously.
The model is designed to evaluate the possibility of pull-based caching of transient data items at Internet content routers, and addresses the interplay among data freshness [36] and multihop communications [37] . The model uses a cost function which is based on data item lifetime as well as dynamically adapted system variables, such as the rate of received requests. The cost function introduces a communications coefficient, which is to cater for data freshness constraints posed by an IoT application provider, while also efficiently using the communication resources provided by the network operator, and hence it can be determined based on a service level agreement (SLA) between IoT application providers and network operators.
Following ICN principles, routers keep a Content Interest Table (CIT) . In ICN, a CIT is used to track the neighbors interested in specific contents, hence effectively establishing a multihop data path between each requester and the data source of interest. As such, the presented analysis considers a generic multihop path between a content source and a content requester. Along this path, in an attempt to reduce their expected costs, routers dynamically modify the probability to cache of each content based on a received data item for that content. Hence, this proposed approach is a type of selective caching in which routers decide how often to cache data items based on how often contents are requested, i.e. content popularity. The concept of selective caching is concerned with whether or not to cache data items, and it can follow various strategies, not necessarily content popularity. For instance, in [38] , topological characteristics are considered when making caching decisions.
Taking our previous work [39] as a starting point, this paper provides (i) a thorough description of the model, (ii) algorithmic descriptions of the simple router actions to be taken at packet reception events, and (iii) extensive packet-level simulation results performed using the Network Simulator 3 (ns3) [40] platform for performance demonstration in various parameter settings. We believe that this work will impact the long term content router architecture evolution, with intelligence and flexibility of caching transient data generated from future emerging IoT applications.
In the rest of the paper, first, the related work on in-network caching is mentioned briefly in Sec. II. Then, in Sec. III, the concept of "freshness" of transient data is explained, and the theory of data item existence probability at content routers is presented. Sec. IV presents the analysis that captures the trade-off between item freshness and multihop retrieval, and then derives a cost function. Packet-level simulation results are presented in Sec. VI. Finally, Sec. VII concludes the paper.
II. RELATED WORK
The caching algorithms in previous studies are designed for popular data files, such as multimedia, that are frequently requested by a large number of users over the Internet. However, the contents of such files are in-transient; i.e. these contents never expire. Recently the feasibility of caching transient IoT data has been discussed and supported by ICNRG [24] under the Internet Research Task Force (IRTF), and some experiments [41] have been conducted.
A. In-Transient Data
Mostly coupled with the newly emerging content-based future Internet architectures [9] , [42] , [43] (as opposed to the existing host-based Internet architecture), caching algorithms are considered as a feature of content delivery networks and information centric networking. The common approach is the design of content router functionalities to support incoming requests for different data files, dynamically cache those files, and efficiently manage router caching space through suitable cache replacement policies [7] , [44] . For instance, the Breadcrumbs system in [45] presents a best-effort caching and query routing policy that uses the caching history of passing contents to modify the forwarding rates of request packets. The Cache-and-Forward (CNF) protocol architecture in [46] is based on content routers with sufficient storage that can cache large data files. Based on this architecture, later studies propose different caching algorithms to be deployed in CNF routers. In [8] , en-route autonomous caching with the idea of "content popularity" is introduced, where the least accessed content is removed first when the residual caching space is low. Other studies on CNF formulate optimization problems [47] , targeting at minimal total expected content delivery delay.
Besides architectural approaches, analytical models have also been proposed for in-network caching systems, which are designed for caching in-transient data files. In [12] , a model for general cache networks is provided, which solves a system of equations to find the incoming and outgoing request rates of all routers, using the global information of network topology, request and data traffic, and router variables. The probability to cache a file is considered to be directly proportional to the rate of incoming requests for that file, scaled by the sum of the rates of all existing data files in the network. Poisson streams of requests with exponential inter-arrival times are considered. Another central algorithm, the Traffic Engineering Collaborative Caching (TECC), proposed in [48] , includes traffic engineering constraints in its general framework of cache coordination, such as link cost and utilization, besides routers' limited caching spaces. The optimization target is to minimize the maximum link utilization in the network, considering limited caching spaces and popularity of different data pieces. The work in [10] provides hybrid cache management algorithms, in which distributed caching decisions are supported by a parent node that connects a cluster of caching nodes. Content placement among these nodes is modelled as a linear program towards minimizing a global cost function. Then, a set of local decisions are determined, which the network nodes should make to achieve a near optimal caching performance. A more distributed model is provided in [49] , in which the probability to cache is considered over a path of routers towards the source, based on router caching spaces and the number of hops that packets traverse.
B. Transient Data
Caching transient data has not been extensively studied so far, however the possibility of caching IoT data has been argued for, and supported by some discussions [1] , [24] , [25] , preliminary observations [41] , and proactive caching models [15] . The possibility of caching either IoT system variables [1] or application data/instructions [25] has also been discussed.
The recent study in [41] supports the idea of in-network IoT data caching, as part of its general discussions on the feasibility of ICN techniques in the IoT domain. Although the study is mainly on ICN in general, but not on content caching, the benefits of IoT caching are highlighted from an energyefficiency point of view. By means of experiments, it has been observed that up to 50% reduction in radio transmissions can be achieved by opportunistically caching IoT data packets at resource-constrained devices. Data freshness has been mentioned as a challenge that conflicts with caching, yet the paper does not study the temporal properties of IoT data items and does not provide a specific method to address the trade-off between data freshness and communication costs.
In [15] , caching dynamic content in content distribution networks is analytically studied. Proactive content distribution is promoted, as opposed to pull-based caching, when contents are dynamic. By means of a central decision at an origin data server, which is based on statistical estimates on user requests for contents, data items are distributed to fixed replica servers that provide the cached contents to requesting users. Such push-based caching systems are suitable for those use cases where the locations of content distribution servers (replicas) can be strategically decided based on the locations of data servers, such as dynamic web content distribution. However, considering the large number of IoT traffic sources generating data traffic at a high variety of rates, collecting information on these dynamic traffic flows at central servers to facilitate finer push-based caching decisions would not be scalable. IoT sources may turn on and off instantaneously, make transitions between active and dormant device states, may connect/disconnect to/from the network sporadically, and even move. Hence a pull-based mechanism in which routers adapt to device/network dynamics in a distributed way based on incoming request trends is a more feasible caching solution for the IoT paradigm.
These recent works and the latest discussions on research groups signify the potential of opportunistic in-network caching of dynamic/transient data. This paper is the first study that systematically analyzes both the feasibility and the specific strategy of caching IoT data in Internet content routers. The paper shows that a simple data freshness measure that is based on data item lifetime makes it possible and beneficial to cache transient IoT items on an on-demand basis.
III. PRELIMINARIES

A. Contents and Data Items
In this paper, all contents are uniquely named with a static content identifier, referred as CID. Different data items associated with a common content (e.g. specific reading values for a given content at different time instances) share the same CID. For each content, the source node generates data items in a pull-based manner, i.e. only upon receiving a request packet based on that CID. In addition to the CID field, each data item that is generated for a specific content also contains a timestamp field indicating when the data item is generated at the source, as well as a lifetime field indicating the duration for which the value carried in the item is valid after its generation time (indicated by the timestamp field). Based on the timestamp and lifetime values, the actual time instance when this data value expires can be obtained. Lifetime T of a content is determined and expressed by the data source, and learned by a router or requester upon receiving the data message that carries the CID of that content. Regarding request messages, each request carries a CID field, indicating what content is requested. Routers index cached data items according to their CIDs only; i.e. there can be at most one data item in a router's cache regarding a specific content at a time.
B. Data Paths
Routers keep track of their neighbor routers that have requested a particular content by recording the router IDs in their CIT entry for that content, and forward received data items to these neighbors in the reverse direction, effectively forming a multihop path between each requester of a content and its serving point.
In this paper, the path that a data item traverses is modelled as shown in Fig. 1 , where the source and requester routers are depicted as S and R, respectively, and S is N hops away from R. Node R is a generic IoT data requesting client, which connects to the Internet, where the first-hop Internet router is represented by node 1 in Fig. 1 . Similarly, node S is where a data item is generated. Without loss of generality, it can represent either directly an IoT device or an IoT gateway, connected to an Internet router depicted by node N − 1 in the figure.
Request packets travel from R to S, whereas the data item provided by S is forwarded to R in the reverse direction. For instance, the router that is i hops away from R receives the item from hop i + 1, 2 which was fetched either from the data source S itself or from the cache of another router located on the multihop path towards the source, i.e. i + 2, . . . , N − 1.
In the remainder of this section, two key concepts, namely "data item freshness" and "probability of data item existence" are introduced.
C. Data Item Freshness
When caching a transient data item, it is essential to consider its lifetime T , which is the time period during which the item is considered to be valid, following the instance when the item is generated at its source. When a data item is received by a router, the router evaluates how 'fresh' the item is, so as to decide on its "cacheability". The router takes into account: the time of arrival t arr of the item at the router, the time of item generation/availability t gen at its source (the edge Internet router), and its lifetime T that it can spend in the Internet. The router considers two time windows of length T , following the time instances t gen and t arr , and determines how much overlap exists between these two time windows. This is shown in Fig. 2 (a) and (b). In Fig. 2(a) , there is some overlap, indicating a certain amount of data freshness, whereas in Fig. 2(b) , no overlap exists, i.e. a non-fresh item. In these figures, data age denotes the age of the item, which is the time period between the arrival at the router and the availability at the source. In short, when the item's data age at the time of reception by the router is smaller than its lifetime T , the item is considered to have a certain level of data freshness.
Basically, the larger the overlap, the fresher the item (i.e. if the source and the router were co-located with no latency in packet delivery, then 100% freshness would be achieved). Accordingly, the freshness of a transient data item can be defined as:
Items with a negative freshness value (when data age is larger than lifetime) are not cached at content routers. 1) Freshness Loss: Due to in-network time delays, data items have finite non-zero data ages when received by routers. When a data item is retrieved from its source S by a router x, a certain amount of cumulative networking time delay 3 occurs, denoted by d (S, x) . This reduces the item's residual lifetime during which the item can be considered to have some level of freshness, i.e. T res = T − d(S, x), which yields a freshness of
. If the data item additionally gets cached at network routers and then this cached item is retrieved by requesters, then there is an extra amount of caching age, 4 which is the cumulative time period that the item resides in router caches until requested. An item retrieved from a router's cache is hence "less fresh", compared to an item retrieved from its source S, and have a freshness of Therefore, we define the freshness loss (FL) of a data item as the reduction in freshness caused by caching at routers, given by:
D. Probability of Fresh Data Item Existence
Routers can respond to a request for a transient data item only if a non-expired copy of the item exists in their caches at the time the request is received, i.e. a cache hit. Therefore, it is essential to first define the probability that a given nonexpired data item exists in a router at a random time, called the probability of existence, P e . 5 This probability is equal to 1 at the source node and 0 at requesters, by definition.
Consider a router to perform in-network caching of transient data, and consider a specific data item received by the router with a residual lifetime T res = T − data age. The incoming request rate for the content is denoted by r in , which is the total rate of requests for that content received by the router from its neighbors. 6 Since routers simply forward request packets when data items do not exist in their caches, the outgoing rate of data requests for the same item at the router is r out = (1 − P e )r in . In other words, r out is the rate at which a router sends a request to its next hop towards the content's source. Furthermore, following content-centric networking principles, data items are returned to only those routers that request them; i.e. the rate of data messages arriving at the router is r d ≈ r out . This is achieved by keeping a content interest table (CIT) at routers, which keeps a record of which data item has been requested by which neighboring router.
Let P c denote the probability to cache the item when it arrives at the router. Then, the rate r c of caching the item is:
For a caching rate of r c , the average time period between successive caching events is approximately 7 the fraction of time that the item exists in the router's cache is simply its probability of existence: P e = Tres 1/rc = T res r c (See Fig. 3 ). Therefore,
Pe
Tres ≈ (1 − P e ) r in P c , which gives:
Based on this definition, two conclusions can be drawn on how P e changes with respect to P c and r in , as illustrated by Fig. 4: (1) It is more likely to find the data item in the cache if the incoming request rate is higher, (2) If the router chooses to cache an item more often by picking a higher P c for that item, this increases the likelihood of finding the item in its cache. 5 Note that cache hit occurs provided that a fresh item exists in the router cache, and only when a request is received. 6 The rate of request arrival r in differs at different routers, and depends on the average rate of request generation at requesters as well as the position of routers with respect to requesters and data source. 7 When
≤ Tres, the item in the cache never expires, as new caching events occur before item expiry; i.e. Pe = 1, by definition. 
IV. ANALYSIS
In this section, the trade-off between communication costs of data item retrieval and freshness loss cost of cached items is studied analytically. First, caching age, i.e. the time period during which items stay in router caches, is modelled, which is used to model freshness loss. Then, communication cost of an item at a router is analyzed. Finally, a cost function is introduced, which combines freshness loss cost and communication cost.
The analysis in this section considers a multihop path between a requester R and a data item source S, as illustrated in Fig. 1 . Mathematical expressions are derived for the router located at hop i from R.
A. Caching Age (CA)
When an item is cached at a router, a certain amount of caching age occurs for the time the item stays in the router's cache. In fact, the item fetched from hop i's cache might have been cached several times on the multihop path from the source. Due to this probabilistic nature of the item's retrieval location, in this section, the expected total caching age, denoted by E[CA(i)], is studied.
The expected total caching age E[CA(i)] of the item at hop i is the sum of: (1) the expected caching age of the item at the instance when it was received by hop i, and (2) the average period of time the item has stayed in hop i's cache by the time a request for the item arrives at hop i, called the expected additional caching age. In the following, these two components of caching age are studied.
1) Expected Caching Age of an Item Received by Hop i:
When a router i receives a request for a data item, there are two cases that may happen: (1) the router can respond to the request immediately if it has a cached item, which has a probability P e (i), and (2) the router does not have a cached item and thus forwards the request to its next hop towards the data source, which has a probability 1 − P e (i). In the second case, the item could be fetched from an intermediate router on the path to the source node, or from the source itself if none of the routers on the path have cached the item. Hence, a cached item at hop i may have been previously cached at one or more routers, i. e. i + 1, . . . , N − 1 . The expected caching age that the received item at hop i has is denoted by G(i + 1), as the item comes from hop i + 1.
The value of G(i + 1) depends on where the item that is received by hop i from hop i + 1 is actually fetched from. Denoting the probability that the item exists at hop k as P e (k), when hop i forwards the request to hop i + 1 towards the data source, the probability that hop j, where i < j ≤ N , returns the item is:
where the product term denotes the probability that all hops i + 1 ≤ k < j do not have a cached item. Using Eqn. 5, the expected caching age that hop i receives from hop j due to potential caching at a hop j, where i < j ≤ N − 1, is:
Considering all possibilities, the expected caching age of an item received by hop i can then be estimated by:
For instance, if the item was fetched from hop i+1's cache, i. 
At the source node G(N ) = 0, as P e (N ) = 1 and E[CA(N )] = 0. Furthermore, G(N + 1) = 0, as hop N + 1 does not exist.
2) Expected Additional Caching Age, CA(i): Upon reception by a hop i, an additional caching age is introduced to the data item if hop i decides to cache the item as well. This accounts for the time period the item spends in the router's cache until when it is used to respond to a request. By definition, the expected value of the additional caching age at the source node is CA(N ) = 0.
As shown in Fig. 5 , the expected additional caching age CA(i) depends on the time instance when the request arrives at the router after the item is cached. In other words, before the item expires (has a remaining lifetime T res = 0) different requests are answered by items with different caching ages, depending on when these requests arrive at the router.
The average inter-arrival time between consecutive request arrivals for an item at hop i is approximately equal to the reciprocal of the incoming request rate, i.e. d I (i) = 1 rin(i) . Here, the request rate r in (i) is an average value computed and updated by router i based on a recent history of request arrivals, and reflects an instantaneous snapshot of the recent request arrival rate (Algorithm 1 in Section V-A). Using d I (i), the average number of times n(i) that the cache of the router at hop i can respond to incoming requests can be approximated by:
where T res (i) is the residual lifetime of the item when it arrives at hop i, as defined in Section III-D. For the k th request arriving at the router, the expected additional caching age is approximately k average inter-arrival times, i.e. k.d I (i).
Considering that a request arrives at a random time instance, the expected value of the caching age that the item experiences at hop i depends on a comparison of d I (i) and T res (i), as follows:
In Eqn. 10, the different cases arise from the expected number of times that the item can be used to respond to a request after being cached. In the first case, the item can be used only once, as there is enough time just to fit in one interarrival time d I (i) in T res (i). In the second case, d I (i) > T res (i), i.e. it is expected that the first request packet is to arrive after the item expires; hence routers do not cache such items. In the last case, more than one cache returns are expected to happen, hence CA(i) depends on how many d I (i) can fit in T res .
3
) The Expected Total Caching Age of an Item at Hop i: The expected total caching age E[CA(i)] of a cached item at
hop i is the sum of the expected additional caching age CA(i) caused by caching at hop i, which is given by Eqn. 10, and the expected caching age G(i + 1) of the retrieved item from hop i + 1, given by Eqn. 7. Hence: 
B. Communication Cost and Freshness Loss Cost
Getting a data item from the network involves a trade-off between two options: (1) fetching a newly generated "fresh" item from the source that is usually several hops away from the requester, and (2) fetching a not-so-fresh item from an intermediate router's cache but incurring less communication cost. This is shown in Fig. 6 , where R is the requester and S is the source. In this section, these two cost terms are derived for the router at hop i.
1) Expected Freshness Loss Cost of an Item Returned by Hop i:
When hop i receives a request, it either returns the item itself if it has a non-expired cached copy, or otherwise it forwards the request towards the source. Using the definition given by Eqn. 2, the expected freshness loss cost per bit of an item returned by hop i from its cache is:
where the expected caching age E[CA(i)] is given by Eqn. 11 in Sec. IV-A. This happens with probability P e (i). On the other hand, if the item does not exist in hop i's cache, which has a probability 1 − P e (i), it is retrieved from another hop i < j ≤ N on the path towards the source S. In that case, the expected freshness loss cost of the fetched item by hop i is:
Hence, the expected freshness loss cost of an item returned by hop i, either from its own cache or retrieved, is:
Using Eqns. 13 and 14, F C(i) can be written in the following recursive form:
where F C(i + 1) is simply Eqn. 13. Since there is no freshness loss cost at the source, i.e. F C(N ) = 0, this gives
for the last hop router before the source.
The freshness loss cost function F C(i) is in fact a multiple of G(i).
Multiplying both sides of Eqn. 8 by 1 T , and using Eqn. 12 we obtain:
Then, using Eqns. 11 and 12 for F L(i) and Eqn. 16 for F C(i + 1) in Eqn. 15:
Furthermore, using Eqn. 11 in Eqn. 8:
Eqns. 16 and 18 are the final expressions to estimate the freshness loss cost F C(i) of an item retrieved from hop i.
The lemma below states that F C(i) is a normalized value.
Lemma 1: The freshness loss cost F C(i) of an item retrieved from hop i is normalized, i.e. F C(i) ≤ 1.
Proof: A non-expired (fresh) data item received by hop i must have a non-zero residual lifetime, i.e. T res (i) > 0. This suggests that the sum of all caching age contributions from hops i+1, . . . N −1 (routers towards the source) cannot exceed item lifetime, hence
j=i CA(j) ≤ T . Then, using Eqn. 18 and since CA(N ) = 0, we have:
This concludes the analysis on freshness loss cost. Next, communication cost is analyzed.
2) Expected Communication Cost of an Item Returned by Hop i:
The expected communication cost of an item returned by hop i is defined by:
where h(i) is the expected number of hops between router i and the location where the item is fetched from by hop i (when it does not possess it) on the multihop path towards the source node. Communication cost incurs when hop i does not have a cached item, which happens with probability 1 − P e (i). In Eqn. 20, h(i) is divided by N , i.e. the hop distance between the requester and the data source, so that the cost is normalized. The expected hop distance h(i) can be computed by:
where (j − i) is the number of hops from i to j, with i < j ≤ N , which is multiplied by the probability that the item is fetched from hop j when hop i does not possess it.
The probability of fetching an item from hop j, with i < j ≤ N , is given by Eqn. 5, and is multiplied by 1 − P e (i) to reflect the cases when the item does not exist at hop i. Note that if P e (i) = 1, then h(i) = 0. Since the source node, which is at hop N , always has a fresh data item, P e (N ) = 1 by definition. With this, Eqn. 21 can be reduced to:
This equation can then be written in recursive form as:
Since there is no communication cost at the source, i.e. h(N ) = 0, for the last hop router at hop N − 1, this gives h(N − 1) = (1 − P e (N − 1) ).
Using Eqns. 20 and 22, the expected communication cost can be written in the following final form as provided in Eqn. 24, where the division by N is a normalization so that the communication cost of a full path-traversal between a requester and the data source is 1.
C. Cost Function
The two cost terms, i.e. freshness loss cost F C(i) and communication cost C(i) are contradictory. The minimal freshness cost, which happens when the item is fetched from its source, comes at the cost of maximal communication cost. On the contrary, when communication cost is minimized (items are deterministically cached (P c = 1) at routers) the expected freshness loss of the retrieved item is not minimal. This suggests that if the network routers are configured to cache items with higher probability, this reduces their communication costs with a sacrifice in item freshness. Similarly, if a certain level of item freshness is desired, then routers must retrieve the item from its source occasionally. In fact, retrieval from source is inevitable as items are transient, i.e. they expire in time.
In order to strike the balance between these two contradicting objectives, the following cost function is defined:
where α is called the communication coefficient, which is a scaling constant that is introduced to capture the relative importance that a user application gives to communication retrieval cost, i.e. a high α means higher cost of retrieval and indicates that the application does not prefer frequent source retrieval. 8 The cost function C(i) can be written as a function of P e (i), as follows:
8 The specific value of α must be determined based on a service level agreement (SLA) between IoT application providers and network operators, so as to cater for specific IoT application constraints (in particular in terms of data freshness) while efficiently using the network's communication resources. 
The cost function in Eqn. 26 can be written in the following form, as a function of P e :
In this section, the router actions are described. First, the main system variables are introduced. Then, the actions at data item and request packet reception events are explained. The key system variables are listed in Table I .
A. Incoming Request Rate, r in
The rate of incoming request packets is updated each time a request packet is received. To achieve this, a sliding time window of request reception times is kept and updated. Algorithm 1 outlines this procedure. The algorithm records the time period of the most recent W request packet reception instances to estimate r in .
B. Update of the Probability of Caching, P c
Initially, P c = 0, as no data item has been received so far. Upon reception of a fresh data item, routers first compute the residual lifetime of the item and determine whether it can be used to serve incoming requests. The criterion of this initial filtration is d I < T res , i.e. item lifetime should be more than the expected inter-arrival time of the first request packet for it, so that at least one request can be serviced while the item is in the cache. If d I ≥ T res , then the router sets P c = 0. Otherwise, P c is increased/reduced according to expected gains in the cost function (see Eqn. 27), as follows: 
else 15 :
end if 17: end if 18: end procedure Equation 28 suggests that if in-network caching for a particular content is not desired at all, then α = 0 is to be set for that content, as this sets the right hand side of the equation to 0, effectively setting caching probability to 0.
A monotonic increase/decrease in P c causes the same type of change in P e due to the relation between the two, as provided by Eqn. 4.
C. Data Item Arrival
Algorithm 2 outlines the operations performed upon reception of a data item. Router i makes decisions based on the residual lifetime T res (i), current rate of incoming requests r in (i), and received feedbacks G(i + 1) and h(i + 1).
The router first estimates the probability of existence P e (i) value, based on the current P c (i), r in (i), and T res (i). Then, if the item does not have sufficient lifetime, it is discarded, and P c (i) is reset to 0. Otherwise, the added caching age CA(i) is estimated by Eqn. 10, which is used to update G(i) in the next step.
Following the update of P e (i), P c (i) is modified based on the criterion in Eqn. 28, and finally the item is cached probabilistically based on the updated value of P c (i). In the proposed system, if the available caching space is full, then any expired item is evicted from the cache to make space for the new item (Section V-F).
D. Request Packet Arrival
Upon receiving a request packet, router i first updates the request rate r in (i). The operations are outlined in Algorithm 3.
If the router has a matching cached item and it has expired, 
Compute CA; See Eqn. 10 8:
See Eqn. 23 10 :
P c = P c + Δp;
12:
else 13 :
end if 15: if rand(0, 1) < P c then 16: Cache item; 17: end if 18: Send item to the Earliest Requesting Node in CIT; 19: Remove the Earliest Requesting Node from CIT; 20: end if then the cached item is evicted, 10 and the request packet is forwarded to the next hop towards the source. Router i adds the requesting node prev's ID to its CIT. If a fresh cached item is found, this is a cache-hit situation, in which case the router updates the h and G values in the item header (i.e. enters its own feedback information) and returns the item to prev. The feedback values have been computed upon item reception right before caching (Alg. 2). If there is no matching item in cache, prev is added to the CIT and the request is forwarded towards the source.
E. Algorithm Complexity
The proposed caching system has two core decision points: (1) Decision on item cacheability, and setting CA by Eqn. 10, (2) Increment/decrement of P c based on the comparison operation given by Eqn. 28. These are simple ALU operations, along with the rest of the operations, i.e. computation of P e , G, h, and T res . These operations are performed upon data item reception (Algorithm 2). Request arrival operations are typical in any caching system; and the feedback values of h and G have already been computed at data item arrival time (as these computations are performed only when a cache hit occurs). Hence, the complexity of the proposed system is the number of these ALU operations performed in each data item reception instance. Forward Request to next hop towards Source; 6: Add prev in Content Interest Table; 7:
else Cache hit 8: Update h and G in item header; 9: Return the item to the requesting neighbor prev in CIT; 10: end if 11: else No matching entry in cache 12: Forward Request to next hop towards Source; 13: Add prev in Content Interest Table; 14: end if
F. Cache Space Use and Cache Evictions
The distinguishing property of transient data items is that such items expire in time.
11 Therefore, as opposed to conventional in-transient items, a separate timer would be needed to keep track of which item expires in the cache, or else a periodic scan of the cache space would be required to monitor residual item lifetimes. To avoid this, cache evictions must be applied only when needed, i.e. when a new fresh item arrives.
Another important aspect of the proposed caching mechanism is that there can be at most one data item about a given content at a time in each router's cache. As a result, if a fresher data item arrives (as compared to the cached data item), only then the router makes a caching decision (based on the current value of the caching probability regarding that content), and replaces the existing item if a caching decision has been made.
The cache eviction policy for transient items can hence be summarized as follows. When an unexpired data item X arrives at a router and a caching decision has been made for the item, then another data item Y is evicted from the cache if one of the following conditions holds:
1) The cache space is full and the item Y (whether or not X and Y are of the same content) has expired, 2) The cache space is full and the item Y (whether or not X and Y are of the same content) has not expired, but Y is the least fresh item in the cache (called the Least Fresh First (LFF) eviction policy), 3) Cache is not full, and items X and Y are of the same content. This is the case when X is an updated value, and hence it is fresher than Y .
VI. PERFORMANCE EVALUATION
The performance of the proposed caching mechanism for transient contents is evaluated via simulations using Network Simulator 3 (ns-3) [40] . A multihop path between a requester R and a data source S (see Fig. 1 ) is evaluated. 11 The system envisions a separate cache space for transient data items so as to avoid any potential dependency between transient and in-transient items. 
A. Simulation Settings
The paper specifically focuses on caching decisions based on item lifetimes, as the focus of the paper is data transiency. Hence, the main system parameter is item lifetime T , and in each setting 8 different contents are present at S, each of which has a different lifetime, i.e. T = 1, 5, 10, 30, 60, 120, 240, 300 seconds. Data item size is 512 kB, and link time delay is 10 ms. The increment/decrement of P c in Alg. 2 is set to Δp = 0.001.
Various simulations settings have been evaluated, to observe the behavior of the proposed caching system with respect to varying system parameters, which are: (i) request rate r (requests/second), (ii) path length N = 5, 10, 20 hops between R and S, and (iii) communication coefficient α = 0, 0.1, . . . , 0.9, 1 (see Section IV-C).
Request packets are sent from R to S for every content, where the request packet generation follows a stationary Poisson process with exponential inter-arrival times, 12 corresponding to an average rate denoted by r requests/second, where request rates are r = 0.01, 0.05, 0.1, 0.2, 0.5, 1.
The first set of results are produced with sufficient cache space at routers to accommodate all of the 8 contents at a time. This is because IoT data items are negligibly small as compared to today's router cache spaces, and the proposed caching scheme allows at most one data item for each content. However, for analysis purposes, the results for caching limited cases in which router cache sizes have 1, 2, 4 spaces are also presented.
In all figures presented, the data points represent average values calculated over 40 simulation runs for each setting.
B. Key Performance Metrics
The key performance metrics presented in this section are summarized in Table II .
C. Results
In this section, results for the three performance metrics (Table II) are illustrated. In each figure, results are with respect to T or α in the x-axis, and graphs for different values of one or two other parameters are presented in order to observe the changing behavior with respect to multiple parameters at a time. When a parameter's variation has not been shown in a figure, a default value is used for that parameter. Unless otherwise stated, the default values of the system parameters are as follows: T = 60 seconds, N = 10 hops, α = 0.5, and 1) Request Rate: Fig. 7 considers different request rate (r) scenarios, and illustrates how contents with different lifetimes (T ) are affected by the request rate parameter. As expected, higher cache hit rates are achieved for higher r, except for the content with the lowest lifetime T = 1, which the routers prefer not to cache due to the expectation that items of that content would expire quickly and hence received requests would not be served from cache (see Eqn.10, the precondition for caching, i.e. T ≥ T res (i) > 1/r in must hold). If the request rate is sufficiently low, all tested content lifetime cases do not show cache hits (r = 0.01 reqs/sec).
The figure also demonstrates the tradeoff between retrieved freshness and hop distance to retrieval location. For the low request rate case, due to no cache hits, items are almost always retrieved from the source, and have maximal freshness. The exception is when lifetime is comparable to the propagation delay between the source and the requester, i.e. T = 1 sec (a path length of N = 10 means 100ms propagation delay). This causes a maximal achievable freshness of ≈ 0.9 for the T = 1 case. A less severe case is observed to be T = 5 sec, which shows cache retrievals when request rate is high (r = 0.2, 1), as high request rate triggers caching at routers.
2) Path Length: In Fig. 8 , different path lengths (N ) are considered, for higher (r = 1 reqs/sec) and a lower (r = 0.05 reqs/sec) request rate scenarios. When the request rate is lower, cache hit ratio shows more variations with respect to path length N . In this case, cache retrievals from the source are more often observed (hence higher |hops|/N ) when path length is shorter (e.g. N = 5), as the communication cost is lower. Increase in request rate promotes caching at routers less for a higher path length (e.g. N = 20), as the communication cost is still relatively higher when N is larger. The changes with respect to lifetime T are similar to those shown in Fig. 7 and explained in Section VI-C1.
3) Communication Coefficient: A higher communication coefficient α promotes caching more, hence a higher cache hit ratio, lower average freshness of retrieved items, and lower average hop distance to retrieval location, as illustrated in Fig. 9 . The figure also shows higher caching effects when request rate is higher. The changes with respect to lifetime T are similar to those shown in Fig. 7 and explained in Section VI-C1.
Simulation results shown in Fig. 9 demonstrate that caching gains are not clearly observable for α = 0.3, but evidently seen for α = 0.4, 0.5, 0.7. This is related with Eqn. 28, which describes routers' strategy of updating their caching probability variables. Basically, if the first condition in this equation (i.e. 
D. Scenario With Limited Cache Space
In this section, the effect of cache space on caching performance is evaluated. Three scenarios are considered, named CL 4 (Cache Limit of 4 items), CL 2, and CL 1; hence the number of data items that a router's cache can hold at a time is 4, 2, and 1, respectively. Recall that there can be at most one item for each content at a time, and there are 8 contents with different lifetimes at the source. The case in which router cache space is unlimited is named as NCL (No Cache Limit). In the CL (Cache Limit) scenarios, besides router cache spaces, other simulation settings are unchanged (as compared to NCL), and are as outlined in Section VI-A. Results are demonstrated in Figs. 10, 11, 12 . A common observation in these results is that with the decrease in cache space, items are no longer cached in the CL cases as much as they are in the NCL case. This causes them to be retrieved from the source node, effectively increasing the average normalized hop distance to the retrieval location (|hops|) and also increasing the average freshness of retrieved items (since those items that are retrieved from the source are much fresher than those taken from caches). The effect on cache hit ratio is the reverse: with smaller cache space, cache hits are less frequent.
Another observation is that the effect of cache space is not the same in all cases of the item lifetime T . The main reason is that the cache hit ratio of items with larger T are normally higher, as such items stay longer in cache after being cached. Inevitably, this has a negative impact on the average freshness: items with large T have less freshness; this can be observed for the NCL case in the figures. However, with smaller cache space, this is no longer the case, as now the items with larger lifetime T are removed from cache more often (as they tend to stay in cache longer), hence their cache hit ratio gets a hit from a limited cache space.
In all figures, the initial (starting from the smallest T and as T increases) increase in cache hit ratio (and the decreases in freshness and hop distance) is due to the fact that small lifetime items have generally a low "caching performance", i.e. low cache hit ratio, high freshness, and high |hops|.
What is most striking in these figures is that, when cache space is limited, for a given request rate and a cache limit condition, there is a "best" item lifetime T that strikes the balance between item freshness and the pair of "cache hit ratio and hop distance" (please see the dipping point for |hops| and retrieved freshness, which is co-located (same T ) with the peak observed for cache hit ratio. This trend is more magnified when "caching conditions" get worse, i.e. a lower request rate, or a lower alpha (recall that a high communication coefficient causes more emphasis on communication costs), or a higher path length N . When cache spaces are limited, such factors play a bigger role.
Note that when the cache is unlimited and (i) request rate is high (r = 1) (Fig. 10) , or (ii) path length N is low (Fig. 11) or (iii) α is high (Fig. 12) , then the caching gains are highest across a wide range of item lifetimes.
VII. CONCLUSION
The benefit of caching in-transient multimedia files is clear; yet, to date, there has been no study or development effort that evaluates the potential of in-network caching techniques to be applied to transient data items. The difference to in-transient multimedia files is that transient items have a certain lifetime, and become less fresh over time before completely expiring. This paper is the first attempt to understand if caching transient data items in Internet content routers (or any generic multihop network) is beneficial, and provides a quantifiable way to measure caching gains. By defining the freshness of a transient data item and considering the tradeoff between item freshness and multihop communication costs, a model is proposed for content routers to adapt their caching strategy.
Caching benefits are verified through packet-level simulations using the ns-3 simulator on a multihop path between a requester and a data source. Results demonstrate that the proposed caching strategy adapts to the two key system variables: a data item's lifetime and received rate of requests for the data item. In doing so, it is shown that caching transient items is indeed possible, making it possible to fetch items from routers directly with tolerable reduction in item freshness, depending on item lifetime.
