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Анотацiя
У статтi розглянуто сучасний пiдхiд до розв’язання лiнiйних оптимiзацiйних
задач з невизначеностями. Вiн передбачає побудову робастного аналога вихiдної
детермiнованої задачi. Залежно вiд множини невизначенностей, робастну оптимi-
зацiйну задачу зводять або до стандартної задачi лiнiйного програмування, або до
складнiшої нелiнiйної задачi.
З використанням робастної лiнiйної моделi, розв’язано задачу знаходження до-
ходу малого пiдприємства для рiзних типiв множини невизначеностей. Чисель-
на реалiзацiя розв’язкiв виконана з використанням пакету прикладних програм
Matlab.
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1 Вступ
У багатьох прикладних задачах оптимiзацiї параметри задач уважають точно вi-
домими. Однак це рiдко вiдбувається на практицi. Зазвичай реальнi данi мають
невизначеностi через їх випадковий характер, неточнiсть вимiрювань та iншi при-
чини.
Iснують рiзнi пiдходи врахування невизначеностей у даних задачi. Так, пiсля-
оптимiзацiйний аналiз розв’язкiв дозволяє визначити можливi межi змiни пара-
метрiв обмежень i цiльової функцiї задачi, за яких зберiгається одержаний опти-
мальний план та виявити параметри, до змiнення яких цей розв’язок є найбiльш
чутливим. У стохастичному програмуваннi розробляють методики знаходження
розв’язкiв оптимiзацiйних задач, що використовують знання законiв розподiлу
ймовiрностей для вхiдних даних чи їх оцiнок.
Останнiм часом усе бiльшу популярнiсть набирає методологiя оптимiзацiї при
невизначеностi в даних, яку називають робастною оптимiзацiєю.
Уперше такий пiдхiд до задач лiнiйного програмування запропонував Сойстер
(Soyster, 1973), який розглядав простi збурення в даних задачi й намагався пе-
реформулювати початкову проблему для одержання розв’язку, допустимого при
всiх невизначеностях у параметрах умов. Запропонована методика призводила до
суттєвого погiршення отриманого значення цiльової функцiї порiвняно з опти-
мальним розв’язком детермiнованого аналога задачi. Пiсля майже 25-рiчного за-
буття, методика робастної оптимiзацiї отримала продовження в роботах Бен-Тала,
Немировського та Горяшка (Ben-Tal & Nemirovski, 1998, 2002; Goryashko & Nemi-
rovski, 2014) яким, певною мiрою, вдалося поєднати надiйнiсть i ефективнiсть
розв’язку. Новi пiдходи до описання геометрiї областi невизначеностi запропоно-
вано в роботах (Bertsimas & Sim, 2004), (Li, Ding, & Floudas, 2011) та (Li, Tang, &
Floudas, 2012).
2 Поняття про робастну оптимiзацiю






де 𝑋 ∈ R𝑛 — вектор змiнних управлiння, 𝐶 ∈ R𝑛 — вектор коефiцiєнтiв цiльової
функцiї, 𝐴 = (𝑎𝑖𝑗) — матриця обмежень, 𝑖 ∈ 𝐼 = {1, . . . ,𝑚}, 𝑗 ∈ 𝐽 = {1, . . . , 𝑛},
𝐵 ∈ R𝑚 — вектор правих частин системи обмежень.
Припускають, що параметри задачi можуть мати невизначеностi, про розпо-
дiл ймовiрностей яких певно невiдомо. Задача полягає у знаходженнi розв’язку
«iмунiзованого» до помилок оцiнок i мiнливостi вхiдних даних.
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Означення 2.1. Невизначеною задачею лiнiйного програмування (НЗЛП) нази-









Фактично, це нескiнченна множина детермiнованих ЗЛП, для всiх реалiзацiй
вектора параметрiв 𝜉 з деякої множини невизначеностi 𝑈 .
Означення 2.2. Вектор 𝑋 ∈ R𝑛 називають робастно допустимим розв’язком
НЗЛП, якщо вiн справджує всi реалiзацiї обмежень iз заданої областi невизначе-
ностi, тобто
𝐴 (𝜉)𝑋 6 𝐵,𝑋 > 0 ∀𝜉 ∈ 𝑈.







𝐴 (𝜉)𝑋 6 𝐵,
𝑋 > 0.
(2)
Завдання полягає у знаходженнi робастно оптимального розв’язку задачi (2),
тобто найбiльш ефективного розв’язку для всiх можливих збурень значень вхi-
дних параметрiв.
Концепцiя робастностi суттєво залежить вiд вигляду множини невизначено-
стi 𝑈 , вiд того якою мiрою ми намагаємося охопити рiвень захисту вiд збурення
даних. У робастнiй постановцi задачi припускають таке.
1. Нехай 𝐽𝑖 — пiдмножина iндексiв 𝑖-го рядка, яка мiстить змiннi iндекси,
вiдповiднi коефiцiєнти яких мають невизначеностi. Кожний елемент 𝑎𝑖𝑗 в 𝐽𝑖 ма-
трицi 𝐴 стає випадковою величиною ?̃?𝑖𝑗 з симетричного i обмеженого iнтервалу
[𝑎𝑖𝑗 − ?̂?𝑖𝑗; 𝑎𝑖𝑗 + ?̂?𝑖𝑗] , де 𝑎𝑖𝑗 — номiнальне значення, ?̂?𝑖𝑗 > 0 — збурення 𝑎𝑖𝑗.
2. Покладаємо 𝜉𝑖𝑗 =
?̃?𝑖𝑗−𝑎𝑖𝑗
?̂?𝑖𝑗
, що вiдповiдає невiдомому розподiлу ймовiрностей
i набуває значень в [−1; 1]. Тодi можна записати ?̃?𝑖𝑗 = 𝑎𝑖𝑗 + 𝜉𝑖𝑗?̂?𝑖𝑗.













⎫⎬⎭ 6 𝑏𝑖 ∀𝑖 (4)
𝑥𝑗 > 0 ∀𝑗 (5)
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Робастна оптимiзацiйна задача є дворiвневою i суттєво залежить вiд геоме-
трiї множини невизначеностi. Складнiсть розв’язання такої проблеми пов’язана
з наявнiстю внутрiшньої екстремальної задачi щодо вектору збурень 𝜉, що в за-
гальному випадку не гарантує опуклостi областi допустимих розв’язкiв (4), (5).
3 Геометрiя областi невизначеностi






для 𝑝 = 1, 2,∞.
3.1 «Коробка» (Box representation, Soyster (1973))
Множину невизначеностей описують з використанням ∞-норми невизначеного
вектора даних 𝜉 так:
𝑈∞ = {𝜉 | ‖𝜉‖∞ 6 Ψ} = {𝜉 | |𝜉𝑗| 6 Ψ ∀𝑗 ∈ 𝐽𝑖}























?̂?𝑖𝑗𝑥𝑗 6 𝑏𝑖 ∀𝑖
𝑥𝑗 > 0 ∀𝑗.
Зауважимо, якщо умова
𝑥𝑗 > 0 ∀𝑗





?̂?𝑖𝑗 |𝑥𝑗| 6 𝑏𝑖 ∀𝑖







?̂?𝑖𝑗𝑢𝑗 6 𝑏𝑖 ∀𝑖,
−𝑢𝑗 6 𝑥𝑗 6 𝑢𝑗,
𝑢𝑗 > 0 ∀𝑗 ∈ 𝐽𝑖.
Вибiр такої множини невизначеностей забезпечує максимально можливий рi-
вень захисту i припускає, що всi параметри можуть досягати своїх найгiрших
можливих значень (найгiрший випадок сценарiю). Перевагою такого пiдходу є
простота розв’язання, оскiльки робастна оптимiзацiйна задача зводиться до зви-
чайної задачi лiнiйного програмування. Недолiком методу є високий рiвень консе-
рватизму, тому можливе суттєве погiршення значення цiльової функцiї. Графiчна






𝑎1𝑎1 − ?̂?1 𝑎1 + ?̂?1
Ψ = 1
Рис. 1:
3.2 Елiпсоїдальна область (Ellipsoidal set, Ben-Tal & Nemi-
rovski (1998))
Елiпсоїдальну область невизначеностi задають з використанням 2-норми невизна-
ченого вектора даних 𝜉:








де Ω — бюджет невизначеностi, який контролює розмiр невизначеної множини.
Якщо Ω >
√︀
|𝐽𝑖|, де |𝐽𝑖| — потужнiсть множини 𝐽𝑖, то весь невизначений
простiр покривається елiпсоїдальною множиною 𝑈2.





























































𝑗 6 𝑏𝑖 ∀𝑖
𝑥𝑗 > 0 ∀𝑗
Основна iдея застосування елiпсоїдальної областi полягає в тому, що кутовi
значення навряд чи вiдбудуться, що дозволяє певною мiрою поєднувати надiйнiсть
i ефективнiсть розв’язку.
Недолiком методу є перетворення ЗЛП у складнiший робастний аналог — не-
лiнiйну задачу математичного програмування (SOCP — second order conic pro-
gramming).







𝑎1𝑎1 − ?̂?1 𝑎1 + ?̂?1
Ω = 1
Рис. 2:
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3.3 Полiедральна множина (Polyhedral set, Bertsimas & Sim,
2004)
Множина невизначеностей задається 1-нормою невизначеного вектора даних 𝜉:







де параметр Γ визначає бюджет невизначеностi. Якщо Γ > |𝐽𝑖|, то загальний









⎫⎬⎭ = {Γ𝑝𝑖, 𝑝𝑖 > ?̂?𝑖𝑗 |𝑥𝑗|} .







𝑎𝑖𝑗𝑥𝑗 + Γ𝑝𝑖 6 𝑏𝑖 ∀𝑖
𝑝𝑖 > ?̂?𝑖𝑗𝑥𝑗 ∀𝑗 ∈ 𝐽𝑖
𝑥𝑗 > 0 ∀𝑗
.
Розв’язання робастної оптимiзацiйної задачi зводять до розв’язання стандартної
задачi лiнiйного програмування, але суттєво бiльшої розмiрностi.
Запровадження полiедральної множини невизначеностi дозволяє контролюва-
ти консерватизм, зберiгаючи при цьому обчислювальнi можливостi.
Графiчна iлюстрацiя полiедральної множини невизначеностi для двох змiнних






𝑎1𝑎1 − ?̂?1 𝑎1 + ?̂?1
Γ = 1
Рис. 3:
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4 Розв’язання задачi оптимiзацiї доходу малого
пiдприємства
Розгляньмо задачу максимiзацiї доходу малого пiдприємства на основi лiнiйної
моделi його функцiонування. Припускаємо, що основним ресурсом такого пiдпри-
ємства є персонал, тому основним ресурсним обмеженням буде робочий час пра-
цiвникiв. Для побудови моделi вважаємо, що кiлькiсть працiвникiв пiдприємства
дорiвнює 10. На основi вимог, визначених в КЗпП, норма тривалостi робочого ча-
су на 2018 рiк становить 1993 години. Керуючими змiнними моделi — 𝑥𝑗, 𝑗 = 1, 12
уважаємо типи проектiв, замовлення на якi може отримати пiдприємство. Матри-
ця обмежень 𝐴 = (𝑎𝑖𝑗), де 𝑎𝑖𝑗 — час на виконання 𝑖-м працiвником 𝑗-го завдан-
ня. Додатково накладаємо певнi умови, пов’язанi з попереднiми замовленнями й
маркетинговими дослiдженнями ринку. На основi складеної технологiчної таблицi
будуємо модель задачi:
𝐹 (𝑋) = 2800𝑥1 + 2500𝑥2 + 5600𝑥3 + 5500𝑥4 + 13800𝑥5 + 27000𝑥6+ (6)
+ 12700𝑥7 + 15100𝑥8 + 13500𝑥9 + 29400𝑥10 + 25600𝑥11 → max (7)
(8)
80𝑥1 + 48𝑥2 + 88𝑥4 + 16𝑥8 + 40𝑥9 + 100𝑥10 + 200𝑥11 + 8𝑥12 6 1993; (9)
48𝑥1 + 84𝑥3 + 40𝑥5 + 168𝑥6 + 32𝑥7 + 20𝑥8 + 100𝑥10 6 1993; (10)
40𝑥2 + 88𝑥3 + 200𝑥9 + 480𝑥11 6 1993; (11)
36𝑥1 + 84𝑥4 + 80𝑥5 + 200𝑥7 + 496𝑥10 6 1993; (12)
(13)
40𝑥2 + 80𝑥4 + 400𝑥6 + 168𝑥8 6 1993; (14)
48𝑥2 + 80𝑥3 + 240𝑥7 + 488𝑥11 6 1993; (15)
88𝑥4 + 80𝑥8 + 280𝑥9 + 420𝑥10 6 1993; (16)
56𝑥1 + 80𝑥5 + 460𝑥6 + 240𝑥7 + 80𝑥12 6 1993; (17)
(18)
120𝑥5 + 320𝑥6 + 200𝑥9 + 400𝑥11 + 160𝑥12 6 1993; (19)
60𝑥3 + 200𝑥5 + 280𝑥8 + 280𝑥10 6 1993; (20)
(21)
15 6 𝑥1 + 𝑥2 6 30;
10 6 𝑥4 + 𝑥5 6 25;
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𝑥12 > 0.05 (𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 + 𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 + 𝑥10 + 𝑥11) ; (22)
𝑥12 6 0.1 (𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 + 𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 + 𝑥10 + 𝑥11) ; (23)
𝑥𝑗 > 0, 𝑗 = 1, 12. (24)
(25)
Уважаємо, що параметри матрицi обмежень задачi точно не визначенi й мо-
жуть змiнюватись у межах 20% вiд своїх номiнальних значень. Припускаємо, що
правi частини балансових спiввiдношень є жорсткими i порушувати їх не можна.
Розв’язуємо низку задач для множин невизначеностi рiзної геометрiї з пара-
метрами, що контролюють розмiр невизначеностi.
Отриманi числовi значення цiльової функцiї для кожного методу розв’язання
(𝐹𝐵, 𝐹𝐸, 𝐹𝑃 — цiльовi функцiї для прямокутного представлення, елiпсоїдаль-
ної i полiедральної множин вiдповiдно) i ступiнь їх вiдхилення вiд значень для
детермiнованої задачi наведено в таблицi 1.
Значення параметрiв Ψ = 0, Ω = 0, Γ = 0 вiдповiдають розв’язку початкової
детермiнованої задачi.
Табл. 1:
Ψ 𝐹𝐵 % Ω 𝐹𝐸 % Γ 𝐹𝑃 %
0 355680 0 0 355680 0 0 355680 0
0,2 348550 2 0,2 352030 1,02 0,2 353230 0,67
0,4 341690 3,93 0,4 348460 2,03 0,4 350820 1,37
0,6 335100 5,78 0,6 344960 3,01 0,6 348470 2,03
0,8 328740 7,56 0,8 341530 3,98 0,8 346160 2,68
1 322620 9,29 1 338160 4,93 1 343910 3,31
1,2 316710 10,95 1,2 334850 5,86 1,2 341700 3,93
1,4 311020 12,56 1,4 331590 6,77 1,4 339530 4,54
1,6 305520 14,1 1,6 328390 7,67 1,6 337350 5,15
1,8 300200 15,6 1,8 325305 8,53 1,8 335140 5,77
2 295060 17,04 2 322120 9,44 2 332940 6,39
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За отриманими числовими розв’язками побудовано графiки залежностей зна-
чень цiльової функцiї вiд розмiру бюджету невизначеностi (рис. 4).
Рис. 4:
Числовi розв’язки задачi отримано з застосуванням системи Matlab, М-файли
i програму для випадку елiпсоїдальної множини невизначеностi наведено в дода-
тку.
5 Висновок
У статтi розглянуто задачу знаходження економiчних показникiв малого пiдпри-
ємства на основi робастної лiнiйної моделi. Аналiз розв’язку дозволяє спрогно-
зувати розвиток пiдприємства у припущеннi, що вхiднi параметри задачi можуть
мати невизначеностi, закони розподiлу ймовiрностей яких невiдомi. Для розгляну-
тої задачi найкращi показники отримали для полiедральної множини невизначе-
ностi — вiдхилення вiд розв’язку початкової детермiнованої задачi не перевищило
6,5% при можливих збуреннях даних в межах 20%. Але, хоча робастна задача для
такої областi звелась до стандартної ЗЛП, кiлькiсть змiнних збiльшилась з 12 до
22, а кiлькiсть обмежень — з 16 до 66.
6 Додаток. М-файл задачi
% Елiпсоїдальна множина невизначеностi
% Цiльова функцiя
function fe1= myfune1(x)
Mathematics in Modern Technical University, 2018(1), 61–73 71
fe1 = -2800*x(1) -2500*x(2) -5600*x(3) -5500*x(4) -13800*x(5)
-27000*x(6) -12700*x(7) -15100*x(8) -13500*x(9) -29400*x(10)
-25600*x(11);
% Система обмежень (елiпсоїдальна область)
function [c, ceq]= mycone1(x, W)
c(1) =80*x(1) +48*x(2) +88*x(4) +16*x(8) +40*x(9) +100*x(10)
+200*x(11) +8*x(12)+W*sqrt (8^2*x(1) ^2+4.8^2*x(2) ^2+8.8^2*
x(4) ^2+1.6^2*x(8) ^2+4^2*x(9) ^2+10^2*x(10) ^2+20^2*x(11)
^2+0.8^2*x(12) ^2) -1993;
c(2) =48*x(1) +84*x(3) +40*x(5) +168*x(6) +32*x(7) +20*x(8) +100*
x(10)+W*sqrt (4.8^2*x(1) ^2+8.4^2*x(3) ^2+4^2*x(5)
^2+16.8^2*x(6) ^2+3.2^2*x(7) ^2+2^2*x(8) ^2+10^2*x(10) ^2)
-1993;
c(3) =40*x(2) +88*x(3) +200*x(9) +480*x(11)+W*sqrt (4^2*x(2)
^2+8.8^2*x(3) ^2+20^2*x(9) ^2+48^2*x(11) ^2) -1993;
c(4) =36*x(1) +84*x(4) +80*x(5) +200*x(7) +496*x(10)+W*sqrt
(3.6^2*x(1) ^2+8.4^2*x(4) ^2+8^2*x(5) ^2+20^2*x(7)
^2+49.6^2*x(10) ^2) -1993;
c(5) =40*x(2) +80*x(4) +400*x(6) +168*x(8)+W*sqrt (4^2*x(2)
^2+8^2*x(4) ^2+40^2*x(6) ^2+16.8^2*x(8)^2) -1993;
c(6) =48*x(2) +80*x(3) +240*x(7) +488*x(11)+W*sqrt (4.8^2*x(2)
^2+8^2*x(3) ^2+24^2*x(7) ^2+48.8^2*x(11) ^2) -1993;
c(7) =88*x(4) +80*x(8) +280*x(9) +420*x(10)+W*sqrt (8.8^2*x(4)
^2+8^2*x(8) ^2+28^2*x(9) ^2+42^2*x(10) ^2) -1993;
c(8) =56*x(1) +80*x(5) +460*x(6) +240*x(7) +80*x(12)+W*sqrt
(5.6^2*x(1) ^2+8^2*x(5) ^2+46^2*x(6) ^2+24^2*x(7) ^2+8^2*x
(12) ^2) -1993;
c(9) =120*x(5) +320*x(6) +200*x(9) +400*x(11) +160*x(12)+W*sqrt
(12^2*x(5) ^2+32^2*x(6) ^2+20^2*x(9) ^2+40^2*x(11) ^2+16^2*x
(12) ^2) -1993;
c(10) =60*x(3) +200*x(5) +280*x(8) +280*x(10)+W*sqrt (6^2*x(3)





c(15) =-0.1*x(1) -0.1*x(2) -0.1*x(3) -0.1*x(4) -0.1*x(5) -0.1*x
(6) -0.1*x(7) -0.1*x(8) -0.1*x(9) -0.1*x(10) -0.1*x(11)+x(12)
;
c(16) =0.05*x(1) +0.05*x(2) +0.05*x(3) +0.05*x(4) +0.05*x(5)
+0.05*x(6) +0.05*x(7) +0.05*x(8) +0.05*x(9) +0.05*x(10)
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+0.05*x(11)-x(12);
ceq =[];
% Програма для функцiї fmincon
K=1
for W=0:0.1:2
[x, fe1 , flag]= fmincon (@myfune1 ,[0.1 0.1 0.1 0.1 0.1 0.1
0.1 0.1 0.1 0.1 0.1 0.1] ,[] ,[] ,[] ,[] ,[0 0 0 0 0 0 0 0 0
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I. V. Alieksieieva, T. I. Perevozniuk (2018). Application of robust optimization for a linear model of
operation of a small enterprise. Mathematics in Modern Technical University, 2018(1), 61–73.
Abstract. In this paper the modern approach of solving linear optimization problems with un-
certainty is presented. It involves the construction of a robust counterpart of the initial deterministic
problem.
Depending on the uncertainty sets, a robust optimization problem is brought either to a standard
linear programming problem, or to a more complex nonlinear problem. Using the robust linear model,
the problem of finding the income of a small enterprise for various types of uncertainty sets is solved.
Numerical realization of solutions is made using the package of Matlab applications.
Keywords: linear optimization problem, robust optimization, robust counterpart, uncertainty
set.
