I. INTRODUCTION
E LECTROMAGNETIC (EM) inverse scattering theory relies on a great variety of algorithms which can be employed to compute images of an inaccessible domain using EM signals [1] . At microwave frequencies, various imaging algorithms exist for a wide range of applications in the biomedical field, including brain stroke monitoring [2] , evaluation of bones' health [3] , and breast cancer imaging [4] . More recently, various groups have also been considering new microwave imaging (MWI) and therapy applications, such as MWI and hyperthermia treatment of cancer by means of magnetic nanoparticles [5] .
Microwave breast cancer imaging (BCI) research includes two families of techniques: tomographic and radar-based. Tomographic algorithms aims to produce a full image of the region under test, while radar-based methods aim to identify a pathology within a region without inferring a complete image of the breast [6] , [7] . Tomographic techniques for breast imaging have been applied to both treatment monitoring [8] , [9] as well as breast cancer detection [10] - [12] .
A popular approach in EM microwave tomography is based on the distorted Born iterative method (DBIM) [13] - [15] , which uses a succession of linear approximations to estimate both morphological and dielectric features of the reconstruction domain. In this work, the linear system of equations at each DBIM iteration is solved by using an iterative method based on adaptive shrinkage soft thresholding. This approach belongs to a wider class of methods based on compressed sensing (CS) theory [16] - [20] .
CS methods rely on a L 1 -minimization procedure such as the basis pursuit [21] or the least absolute shrinkage and selection operator (LASSO) [22] , [23] , which is based on convex optimization. Orthogonal matching pursuit (OMP) [24] builds the support of the reconstructed sparse vector by adding iteratively one index per time at the current support at each iteration. OMP is computationally more efficient compared to basis pursuit and LASSO, at the cost of recovery performance. Bayesian approaches have also been successfully applied to both single and multi-frequency MWI algorithms [25] - [27] .
Thresholding techniques, such as iterative hard thresholding (IHT) proposed in [28] , [29] and the modified version of the iterative shrinkage thresholding algorithm (ISTA) [30] proposed in this paper, can be viewed as a compromise in the trade-off between computational efficiency and recovery accuracy. They set the profile support in one step by choosing coefficients which maximize the correlations between the propagation and scattering matrix and the unknown profile. At each iteration, the application of either soft or hard thresholding enforces sparsity on the unknown vector. This sparsity promotion [31] in the solution of the under-determined linear problem can improve the convergence of the DBIM algorithm, for example in applications related to microwave breast cancer imaging (BCI) [32] , [33] .
As for all the inversion strategies, the choice of the regularization parameter still represents an issue. In the ISTA framework, the thresholding operation depends on this selection and can provide very different results. Generally, the use of some a priori information, like the level of sparsity of the considered signal or the noise level, is required for a proper setting of the regularization strategy. Therefore, the use of an efficient selection criterion for fixing the regularization parameter is of great interest in the scientific community.
This work proposes a novel ISTA implementation as the linear solver of the DBIM, which results in a robust and flexible approach to microwave tomography. The algorithm implements a multi-threshold strategy which can estimate more efficiently the unknown objects (frequency dependent) complex permittivity. To improve the algorithms robustness, we implement an automatic threshold selection process, which is shown to be effective for numerical breast phantoms of different inhomogeneity profiles.
The remainder of the paper is organised as follows: Section II reviews the mathematical formulation of the inverse problem at hand, while Section III details our proposed approach. Numerical results presented in Section IV show that the proposed method outperforms the standard sparsity-based version of ISTA for microwave breast imaging. Finally, we present a summary with conclusions and possible work in Section V.
II. MATHEMATICAL FORMULATION
In the following, a simplified two-dimensional geometry is considered by using transverse-magnetic (TM) electric fields generated by z-oriented current wires, employed both as transmitting and receiving antennas. All the probes are located on a measurement contour Γ which is included in the computational domain and contains the imaging domain, realizing a multiview-multistatic configuration. The scattered field is collected at the receivers locations along the measuring contour Γ (see Fig. 1 ). Inversion is carried out by exploiting the wellknown distorted Born approximation [15] , [34] - [40] , which linearizes the full-wave scattering equation in a linear version by replacing the total field E t with the known "incident" field E i , i.e. the electric field evaluated for the chosen complex permittivity assumed as background. 
A. Overview of the DBIM Formulation
The k-th iteration of the DBIM inversion procedure can be expressed mathematically as:
in which
b (r , ω) represents the difference between targets' complex permittivity and that of the background (the "contrast function"), and r T x and r Rx are vectors pointing at transmitter and receiver locations. The function G (k ) represents the inhomogeneous Green's function, i.e. the impulse response of the system at the k-th DBIM iteration. After the linear inversion, the complex permittivity estimation is improved by adding the new update to the background permittivity of previous step, i.e.
Equation (1) can be re-arranged as function of the contrast (k ) , leading to a matrix equation [41] , [42] :
in which A (k ) (ω) is the matrix which relates the data (the scattered field samples ΔẼ (k ) s (ω)) to the unknowns (the contrast function samples (k ) ) at the single frequency ω, where the
dependence on r has been neglected and ΔẼ 
in which the quantities ∞ (r), Δ (r) and σ s (r) are the unknown parameters of the Debye model to be determined. As in previous work [14] , we assume that the relaxation time constant "τ " is known and invariant with position, equal to 17.5 picosecond. This is a reasonable assumption since this constant does not vary extensively across the different biological tissues of the breast [43] - [45] .
The use of Debye model described by (3) allows a multifrequency implementation of the DBIM, which can increase independent information content [46] , and thus enhance the reconstruction capabilities of MWI algorithms. Using this Debye model, the matrix equation (2) is transformed to (4) shown at the top of this page, which describes the linear problem at each iteration of the multi-frequency DBIM algorithm.
B. ISTA Approach for Solving the Linear Problem
Previous work has shown that sparsity can represent an efficient way to solve the linear inverse problem in MWI via the DBIM [28] , [29] . Sparsity refers to the number of nonzero coefficients of the unknown vector, which can be captured by the so-called L 0 -norm. Unfortunately, since all the L 0 -norm minimization procedures represent NP-hard problems, a more computationally tractable version in noisy scenarios is required. Therefore, the considered problem can be driven into a L 1 -norm minimization procedure of the type (omitting the ω dependence) [47] :
in which δ is a small number. In order to solve the problem defined in (5), a possible strategy is represented by ISTA, for which the general step can be written as [30] :
in which S λ·α ( k ) represents the soft-shrinkage thresholding operator, N I S T A is the number of ISTA iterations (i.e., the inner loop), B (k ) † denotes the conjugate transpose of the matrix
The parameter α (k ) represents a convergence parameter which is chosen in the range 0, 2/S max B (k ) , in which S max B (k ) is the largest singular value of the matrix B (k ) [40] , [48] , and λ is a regularization parameter. The threshold is fixed at T (k ) = λ · α (k ) and its choice does not represent a trivial task, but should be carefully tuned using some a priori information on the signal before getting its recovery.
Many criteria have been proposed for setting the regularization parameter properly. In [21] , [49] this parameter is fixed at λ = σ 2log (p), with p cardinality of the considered dictionary and σ the estimated level of noise. Conversely, Fang et al. [50] propose an adaptive threshold along the outer loop of the minimization scheme, i.e. λ (k ) = |x (k ) | s , with k representing the considered DBIM iteration and | (·) | s being the absolute value of the s-th non-zero coefficient of (·). Unfortunately, both these criteria require some strong a priori information in order to be set, such as the noise level or the degree of sparsity of the solution.
The methodology proposed in this paper aims at improving the thresholding operation by a proper selection of the regularization parameter without any prior information, enhancing reconstruction performance in the framework of the DBIM-based microwave imaging. 
III. THE ADAPTIVE MULTI-THRESHOLD SHRINKAGE THRESHOLDING ALGORITHM (AMTISTA)

A. Methodology and Innovations
The general framework of ISTA approaches is well-known in the optimization literature. It belongs to gradient-based methods and can be related to the proximal forward-backward iterative scheme introduced in [51] - [53] . Among all the different kinds of available thresholds, this paper focuses on the "soft-shrinkage" thresholding, which consists of throwing away all the signal coefficients which are below the threshold value and "rescaling" the remaining coefficients according to a linear mapping. Our algorithm follows this general approach but also implements modifications which can improve DBIM's performance in microwave breast imaging.
In particular, we observe that the vector of unknowns in (4) includes a conductivity term which is much lower in magnitude compared with the permittivity terms, even after rescaling by the factor ω 1 0 . For this reason, a thresholding algorithm based on the use of three different thresholds is developed in this work. The use of a different threshold for each group of unknowns (multi-threshold) in the Debye model allows us to account for differences in their convergence rate and estimated values (see Fig. 2 for a proof of concept of the multi-threshold idea). The idea of employing multiple thresholds has been proposed previously [54] - [56] , but its use within a CS-DBIM framework is proposed here for the first time, to the best of authors' knowledge.
Beyond the multi-threshold concept, the proposed approach is characterized by an adaptive selection of the coefficients based on the previous DBIM iteration. For the previous reasons, this methodology has been named AMTISTA (adaptive multi-threshold iterative shrinkage thresholding algorithm). Fig. 3 . Flow chart for the proposed AMTISTA approach. N is the number of iterations after which the adaptive criterion for the regularization parameter is applied, N m ax is the maximum number of iterations selected for the DBIM procedure and δ is a small number employed as threshold for the stopping criterion on the residual error.
Another advantage of the proposed algorithm is its ability to incorporate bounds on Debye parameters as constraints inside the AMTISTA solver. This is more effective than enforcing hard constraints at the end of each DBIM iteration, which can lead the minimization procedure to a deadlock. On the contrary, our proposed approach forces the algorithm not to update those pixels which have already reached the saturation condition, i.e. all those pixels that exceed the minimum and maximum bounds fixed from the initial a priori information, and treating the linear problem as a constrained optimization procedure. Fig. 3 shows a brief sketch of the proposed approach. The scheme consists of two steps, with the first one consisting of a single-frequency reconstruction which results in a low-resolution image. This image is used as initial guess in the second, multi-frequency DBIM reconstruction in order to increase robustness and enhance recovery performance. The first step initial guess assumes only knowledge of the breast external surface (the skin thickness and properties are unknown), which is filled with a homogeneous Debye medium representing average breast tissue ( ∞ = 5.76, Δ = 5.51 and σ s = 0.08 S/m).
B. Implementation
The inversion scheme starts with a finite difference time domain (FDTD) forward solver with convolution perfectly matched layers (CPML) based on a recursive-convolution technique [57] , which are necessary in order to prevent non-physical reflections from outgoing waves for a wide range of incident angles. The employed source is a modulated Gaussian pulse, i.e.:
in which ω = 2πf , f is the carrier frequency, Δ is the time shift for the impulse start and T d is proportional to the pulse duration. Eq. (7) describes the current source as a function of time in the source location. Then, the total field evaluated at k-th iteration of the DBIM is compared with the reference data in order to obtain an approximated linear equation (4), which is solved by using a standard Landweber approach [58] without any thresholding. After reaching the convergence at iteration k = N , which could be verified when the residual error between two consecutive iterations is small, i.e.
with κ > 0 a small number, and F being the number of frequencies employed, then the thresholding operation is applied (see Fig. 3 ).
Conversely from the standard ISTA, the proposed approach relies on a set of thresholds which goes from a maximum down to a minimum value for each DBIM iteration. Thus, the selection of the thresholding interval represents an important task. For each DBIM iteration, the AMTISTA threshold is applied moving from the highest value to the lowest one in the selected range by using a small enough step-size.
The generic iteration of the AMTISTA approach can be described mathematically, for a fixed DBIM iteration, as:
in which the thresholds have been selected by means of an automatic and adaptive criterion: in which the convergence parameter α (k ) is the same used in Section II for the ISTA approach, and the mathematical notation " · " refers to an averaging operation on all the pixels inside the breast, which is equal to N I D , and | · | refers to the absolute value operator. Regarding the optimal selection of the β parameters, a numerical qualitative validation of the proposed empirical choice is reported and discussed in Section IV.
The proposed setup for the thresholding parameters allows an automatic and adaptive selection of the values to be employed, exploiting the knowledge of the previous step recovery to choose the optimal parameters for the selective thresholding. Such a choice drives into better reconstruction performance compared to standard inversion strategies. This criterion has been tested in different numerical scenarios, exhibiting general validity and providing an interesting unsupervised approach.
C. Performance
We first demonstrate the enhanced resolution of the DBIM-AMTISTA algorithm by considering the reconstruction of two rectangular scatterers in a homogeneous background. Fig. 4 shows a numerical example with two non-weak scatterers of size λ b /2 located at a distance of λ b /10 from each other. It is easy to observe that using the AMTISTA approach as the solver at each DBIM iteration resolves the targets more clearly than a standard conjugate gradient least square (CGLS) linear solver, suggesting that thresholding methods can improve resolution relative to conventional L 2 -based linear solver. An example of the value of incorporating bounds on Debye parameters as constraints inside the AMTISTA solver is illustrated in Fig. 5 . This figure shows an example of the values for the estimated unknown coefficients (k ) and of the complex permittivity parameters (k ) at the k-th iteration of the minimization procedure. At this iteration, most pixels in the updating contrast function correspond to saturated pixels which will be not processed in the following DBIM iterations. The same principle has been applied for all the Debye unknowns, which allowed to reduce further the normalised residual error in the functional trend, i.e. an improvement in the quality of the recovery.
IV. NUMERICAL RESULTS
A. Reconstructions From Numerical Two-Dimensional Breast Phantom Data
As in our previous work with thresholding methods [28] , [32] , we have evaluated the proposed algorithm using simulated data from realistic numerical breast phantoms taken from the university of Wisconsin Madison repository [59] , [60] .
We consider three different breast phantoms (ID = 062204 slice 106, ID = 070604PA1 slice 135, and ID = 070604PA2 slice 136), with percentage of fibroglandular tissue that varies between 25% and 75% (average Debye parameters are reported in Table I ). We assume that these phantoms are immersed in a lossless, non-dispersive matching medium whose Debye parameters are ∞ = 2.6, Δ = 0, σ s = 0 S/m. In all the following examples, data is acquired by sixteen filamentary antennas equally-spaced around the breast on a circle of radius equal to 6 cm, discarding the monostatic contributions and reciprocal data. In the following, for the sake of space limitation and in order to make the discussion of the results more efficient, we show the real and imaginary parts of the complex permittivity function at a certain frequency instead of its Debye parameters.
The reconstruction performance and its accuracy have been estimated via two normalized root mean square errors defined as:
in whichˆ (f ) andˆ (f ) are the estimated real and imaginary parts of the retrieved permittivity profile, while tr ue and tr ue represent the reference profiles.
The inversion process consists of two steps: the first step uses single-frequency data at 1 GHz, and its output is used as the initial guess in the second step, which involves a multifrequency reconstruction. The advantages of this approach in reconstructing breast phantoms have been demonstrated in [29] , [47] . We chose to use frequencies up to 2 GHz which represent a good trade-off between penetration depth and imaging resolution [61] , [62] . This choice is also in agreement with the selected number of antennas based on the theoretical analysis of [63] .
The choice of the proper frequency step-size does not represent a trivial task, and has not been studied in depth, to the best of authors' knowledge. Therefore, we have performed reconstructions for two of the phantoms using different frequency spacings. Respective reconstruction errors calculated by (10) are reported in Table II . It is easy to observe that a 200 MHz spacing seems to be the right choice, both for the phantoms with a high percentage of fibro-glandular tissues (ID: 070604PA1) as well as for mostly-adipose-tissue phantom (ID: 062204).
Regarding the choice of the β parameters, a numerical analysis has been performed and reported in Fig. 6 . In order to select these parameters properly, different values for both β max and β min have been considered. It is easy to observe that the higher the value of β min is, the less relevant the value of β max is. This feature is quite interesting and allows a certain level of freedom in the choice of β max . Thus in the following numerical simulations, we chose β min = 0.5 and β max = 1. This regularization strategy outperforms the standard processing, as shown in Figs. 7, 8 and 9 for a signal-to-noise ratio equal to 60 dB, driving into lower reconstruction errors and faster computation. Fig. 10 shows the plot of the normalised residual errors for different breast phantoms along the second-step DBIM iterations. The proposed approach is tested and compared with other standard methods described previously in Section II-B. As shown in Fig. 10 , it is easy to observe that the use of a fixed regular- ization parameter as suggested in [21] provides good recovery performance in case of high SNR values, while an adaptive regularization strategy, like the one suggested in [50] , works well with different SNR values. The respective errors are listed in Table III for different SNRs relative to the energy of the total field at all the employed frequencies. The amount of white Gaussian noise added in the numerical simulations has been evaluated starting from the power of the useful signal, i.e.:
in which M is the number of multiview-multistatic data per each frequency, n f is the number of frequencies employed in the inversion procedure and y ij is the signal collected at the i-th transmitter-receiver couple and for the j-th frequency. A quick comparison of the AMTISTA results in Figs. 7, 8 and 9 to those using the standard regularization parameters in the ISTA framework suggests an improved performance for the proposed approach (only the adpative regularization parameter case is reported in the previous images since it has the lowest reconstruction error compared to the fixed case). The accuracy of the retrieved profiles is quite good and could be improved further by exploiting a more suitable decomposition basis which is able to enforce sparsity in the signal representation. Moreover, the method is robust against noise as proved by the values proposed in Table III . It is worth to note that the proposed approach is blind and does not require any prior information, conversely from the standard ISTA approaches described in Section II-B. 
B. Performance Assessment Using Data From a Three-Dimensional CAD Model
As our final aim is the use of this algorithm for microwave imaging in clinical applications, it is important to test its applicability to data from a more realistic system that could be used in microwave medical imaging experiments. To this end, we have considered a three-dimensional numerical model that employs a cylindrical imaging tank filled with a realistic coupling medium, fully modelled printed monopole antenna, and a simple target to be reconstructed. This represents an intermediate step before testing with experimental data [64] - [68] , and can help us to isolate systematic model errors from random errors that may occur in experimental measurements.
An overview of our three-dimensional (3-D) case of study is reported in Fig. 11 . The proposed setup consists of a plastic cylindrical tank filled with triton as matching medium (Fig. 11-b) . The system has been simulated using the commercial electromagnetic software CST Microwave Studio solver.
As this imaging problem does not require high resolution, we have performed single-frequency reconstructions assuming knowledge of the background medium properties as our initial guess. To reduce the ill-posedness of the electromagnetic inverse scattering problem at hand, a spatial projection operator has been employed in order to reduce the cardinality of the geometry, i.e. to reduce the number of unknowns. In this example, the initial fine grid of the imaging domain is projected on a coarser grid in the inversion procedure, moving from 7200 to 1800 unknowns approximately.
Prior to inversion, we applied a "standard empty-tank" calibration procedure [69] . Two different three-dimensional (3-D) CST Microwave Studio simulations were run using this software in order to obtain the incident field at the receiver locations E C S T ,3D inc , i.e. the field without the target, and the total field E C S T ,3D tot , i.e. the field with the target inside the tank. Another two-dimensional simulation was run to evaluate the incident field at receiver locations via in-house FDTD codes E
F D T D ,2D inc
. Then, the new "calibrated" data per each frequency at receiver locations was calculated by:
The reason for calling (12) a "calibrated" field is that it is the result of a numerical calibration procedure to scale the CST results to the FDTD results, similar to standard calibration of experimental data (e.g., [69] ). This can be seen as an attempt to convert the collected numerical data to the assumed numerical model using a so-called "incident field" calibration.
Reconstructions at 2 GHz are shown in Fig. 12 . The target can be clearly detected, but its complex permittivity values are underestimated. This is not unexpected given that we considered a 2-D forward solver with filamentary antennas in our imaging algorithm to invert 3-D data. Fig. 12 tries to provide an overview of the limitations related to a 2-D processing for the inversion procedure starting from 3-D data in a step-wise fashion. It starts with the processing of 3-D CST data which takes into account the use of realistic monopole antennas immersed in a triton solution to image a water circular target.
As a matter of fact, the main difference between our 2-D inhouse FDTD model and the CST one shown in Fig. 11 is related to use of realistic antennas which are not properly taken into account in the inversion procedure, introducing propagation and scattering errors. Furthermore, the 3-D nature of the problem affects the 2-D inversion, introducing modelling errors which are also related to the multi-scattering phenomena arising from the different layers, e.g. the bottom of the tank and the top in- terface between matching medium and air. Fig. 12(a)-(b) shows the impact of these modelling errors on the retrieved profiles.
With the aim of isolating the effect of antenna modelling and to study only the limitations introduced by the 3-D geometry processed by 2-D codes, we used the same scenario but with ideal dipole antennas. Fig. 12(c)-(d) shows some recoveries obtained by means of processing 3-D FDTD in-house data in which ideal dipole antennas have been employed. Compared to Fig. 12(a)-(b) , the recoveries are improved and the permittivity values of the retrieved target are closer to the true ones.
Finally, Fig. 12 (e)-(f) shows the retrieved profiles by processing 2-D FDTD data of the corresponding 3-D model of Fig. 11 . An overview of all the recoveries with a focus on the cut at y = 2.5 cm is reported in Fig. 12 (g)-(h), illustrating the limitations and advantages of the proposed approach.
In order to explore and quantify the importance of modelling properly the employed realistic antennas and the impact of the multi-scattering interactions related to the 3-D geometry, Fig. 13 considers the ratio between the calibrated field E cal , i.e. the 3-D CST field multiplied by the calibration coefficients, and the 2-D FDTD field evaluated with the same geometry but by using in-house codes based on ideal sources E
F D T D ,2D tot
. To perform this analysis, a quantitative relative error was evaluated as:
Two main frequencies have been considered and reported in the text, i.e. f = 1.2 GHz and f = 2 GHz, whose relative errors are shown in Fig. 13 . From the analysis of this figure, it is easy to observe that the errors at 1.2 GHz are higher than those ones at 2.0 GHz, and the motivation is related to the design of the considered antenna, which operates better at 2 GHz rather than at 1.2 GHz [66] . Furthermore, it is evident that there are higher differences in the values of the electric fields for all those antennas that are farther from the monostatic contribution. For the sake of clarity, it is worth to mention that in standard MWI the targets to be retrieved are usually characterised by low values of the contrast function χ = , in which tar g is the complex permittivity function of the considered scatterers and b is complex permittivity of the background. Typical values of the contrast function are lower than one, and this assumption allows to limit the non-linear scattering phenomena in order to reach the convergence and obtain good recovery performance, but in the example proposed in this section, the value of the contrast function χ is quite high (more than twenty), and this dramatically limits the quality of the recovery.
Therefore, to conclude the analysis, we added one last example to test the 2-D inversion performance of the proposed Nevertheless the limitations related to the use a of 2-D model to process 3-D data with realistic antennas, the quality of recoveries can be improved considerably by exploiting a scatteredfield calibration method [69] , which results in more accurate reconstructions compared to the incident-field one at the price of a higher experimental complexity.
V. CONCLUSION
In this paper a novel adaptive shrinkage-thresholding method for quantitative medical imaging applications of breast tissues has been presented. Important novelties of this approach are the use of multiple thresholds to recover the different unknowns in the Debye model as well as the adaptive selection of these thresholds.
Moreover, we have shown that employing modified hard constraints inside the linear step of the inversion procedure can enhance reconstruction quality.
The performance of the method has been tested in complex non-sparse scenarios for breast imaging purposes, showing a good agreement with the reference profiles for three different anthropomorphic breast phantoms with different percentage of fibroglandular/adipose tissues. Performed reconstructions have been compared with the standard sparse-based approach named ISTA, obtaining better recoveries and more stable results. Moreover, some preliminary three-dimensional numeri-cal simulations to test the proposed inversion scheme have been considered.
Beyond moving to more realistic cases, our future work will focus on the choice of a proper decomposition basis which can enforce the sparsity of the problem while trying to reduce the ill-posedness of the inverse problem.
