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Abstract.  In this paper, we analyze the literature on Formal Concept 
Analysis (FCA) using FCA. We collected 702 papers published 
between 2003-2009 mentioning Formal Concept Analysis in the 
abstract. We developed a knowledge browsing environment to support 
our literature analysis process. The pdf-files containing the papers were 
converted to plain text and indexed by Lucene using a thesaurus 
containing terms related to FCA research. We use the visualization 
capabilities of FCA to explore the literature, to discover and 
conceptually represent the main research topics in the FCA community. 
As a case study, we zoom in on the 140 papers on using FCA in 
knowledge discovery and data mining and give an extensive overview 
of the contents of this literature. 
Keywords: Formal Concept Analysis (FCA), knowledge discovery, text 
mining, exploratory data analysis, systematic literature overview 
1   Introduction 
Formal Concept Analysis (FCA) was invented in the early 1980s by Rudolf Wille as a 
mathematical theory (Wille, 1982). FCA is concerned with the formalization of 
concepts and conceptual thinking and has been applied in many disciplines such as 
software engineering, knowledge discovery and information retrieved during the last 
15 years. The mathematical foundation of FCA is described by Ganter (1999). 
A textual overview of part of the literature published until the year 2004 on the 
mathematical and philosophical background of FCA, some of the applications of FCA 
in the information retrieval and knowledge discovery field and in logic and AI was 
given in Priss (2006). An overview of available FCA software is provided by Tilley 
(2004). Carpineto (2004) provides an overview of FCA applications in information 
retrieval. In Tilley (2007), an overview of 47 FCA based software engineering papers 
was given. The authors categorized these papers according to the 10 categories as 
defined in the ISO 12207 software engineering standard and visualize them in a 
concept lattice. In Lakhal et al. (2005), a survey on FCA-based association rule 
mining techniques is given. 
In this paper, we describe how we used FCA to create a visual overview of the 
existing literature on concept analysis published between the years 2003 and 2009. 
The core contributions of this paper are as follows. We visually represent the 
literature on FCA using concept lattices, in which the objects are the scientific papers 
and the attributes are the relevant terms available in the title, keywords and abstract of 
the papers. We developed a toolset with a central FCA component that we use to 
index the papers with a thesaurus containing terms related to FCA research and to 
generate the lattices. As a case study, we zoom in on the 140 papers published 
between 2003 and 2009 on using FCA in knowledge discovery and data mining. 
The remainder of this paper is composed as follows. In section 2 we introduce the 
essentials of FCA theory and the knowledge browsing environment we developed to 
support this literature analysis. In section 3 we describe the dataset used. In section 4 
we visualize the literature using FCA lattices and we summarize the papers published 
in the knowledge discovery field. Section 5 concludes the paper. 
2   Formal Concept Analysis 
Formal Concept Analysis can be used as an unsupervised clustering technique. The 
starting point of the analysis is a database table consisting of rows G  (i.e. objects), 
columns M (i.e. attributes) and crosses I G M⊆ ×  (i.e. relationships between objects 
and attributes). The mathematical structure used to reference such a cross table is 
called a formal context (G, M, I). In this paper, scientific papers (i.e. the objects) are 
related (i.e. the crosses) to a number of terms (i.e. the attributes); here a paper is 
related to a term if the title or abstract of the paper contains this term. Scientific 
papers containing terms from the same term-clusters are grouped in concepts. Given a 
formal context, FCA then derives all concepts from this context and orders them 
according to a subconcept-superconcept relation. This results in a line diagram (a.k.a. 
lattice). The details of using FCA for text mining can be found in (Poelmans 2009). 
2.1 FCA software 
We developed a knowledge browsing environment to support our literature analysis 
process. One of the central components of our text mining environment is the 
thesaurus containing the collection of terms describing the different FCA-related 
research topics. The initial thesaurus was constructed based on expert prior 
knowledge and was incrementally improved by analyzing the concept gaps and 
anomalies in the resulting lattices. The thesaurus is a layered thesaurus containing 
multiple abstraction levels. The first and finest level of granularity contains the search 
terms of which most are grouped together based on their semantical meaning to form 
the term clusters at the second level of granularity. 
The papers that were downloaded from the World Wide Web (WWW) were all 
formatted in pdf. These pdf files were converted to ordinary text and the abstract, title 
and keywords were extracted. The open source tool Lucene was used to index the 
extracted parts of the papers using the thesaurus. The result was a cross table 
describing the relationships between the papers and the term clusters or research 
topics from the thesaurus. This cross table was used as a basis to generate the lattices.  
3   Dataset 
This Systematic Literature Review (SLR) has been carried out by considering a total 
of 702 papers related to FCA published between 2003 and 2009 in the literature and 
extracted from the most relevant scientific sources. The sources that were used in the 
search for primary studies contain the work published in those journals, conferences 
and workshops which are of recognized quality within the research community. These 
sources are: IEEE Computer Society, ACM Digital Library, Sciencedirect, 
Springerlink, EBSCOhost, Google Scholar, Repositories of the ICFCA, ICCS and 
CLS conference 
Other important sources such as DBLP or CiteSeer were not explicitly included 
since they were indexed by some of the mentioned sources (e.g. Google Scholar). In 
the selected sources we used various search strings including "Formal Concept 
Analysis ", "FCA", "concept lattices”, “Temporal Concept Analysis”. We ensured that 
papers that appeared in multiple sources were only taken into account once.  
4   Studying the literature using FCA 
The 702 papers are grouped together according to a number of features within the 
scope of FCA research. The FCA lattices facilitate our exploration and analysis of the 
literature. The lattice in Fig. 1 contains 8 categories under which 53% of the 702 FCA 
papers can be categorized. Knowledge discovery is the most popular research theme 
covering 20% of the papers and will be analyzed in detail in section 4.1. Recently, 
improving the scalability of FCA to larger and complex datasets emerged as a new 
research topic covering 5% of the 702 FCA papers. In particular, we note that almost 
half of the papers dedicated to this topic work on issues in the KDD domain. Another 
important research topic in the FCA community is information retrieval covering 15% 
of the papers. 25 of the papers on information retrieval describe a combination with 
KDD approach and in 18 IR papers authors make use of ontologies. 15 IR papers deal 
with the retrieval of software structures such as software components. In 13% of the 
FCA papers, FCA is used in combination with ontologies or for ontology engineering. 
In 11% of the papers, the extension of FCA to deal with fuzzy attributes is 
investigated. The temporal variant of FCA received only minor attention, covering 
1% of the papers. Other important topics are using FCA in software engineering 
(15%) and for classification (7%). 
 
Fig. 1.  Lattice containing 702 papers on FCA 
4.1 Knowledge discovery and data mining 
In the past, the focus in knowledge discovery and data mining was on developing 
fully automated tools and techniques that extract new knowledge from data. 
Unfortunately, these techniques allowed almost no interaction between the human 
actor and the tool and failed at incorporating valuable expert knowledge into the 
discovery process (Keim 2002), which is needed to go beyond uncovering the fool’s 
gold. These techniques assume a clear definition of the concepts available in the 
underlying data which is often not the case. Visual data exploration (Eidenberger 
2004) and visual analytics (Thomas 2005) are especially useful when little is known 
about the data and exploration goals are vague. Since the user is directly involved in 
the exploration process, shifting and adjusting the exploration goals is automatically 
done if necessary. 
In Conceptual Knowledge Processing (CKP) the focus lies on developing methods 
for processing information and knowledge which stimulate conscious reflection, 
discursive argumentation and human communication (Wille 2006). An important 
subfield of CKP is Conceptual Knowledge Discovery. FCA is particularly suited for 
exploratory data analysis because of its human-centeredness (Correira 2003). The 
generation of knowledge is promoted by the FCA representation that makes the 
inherent logical structure of the information transparent. The system TOSCANA has 
been used as a knowledge discovery tool in various research and commercial projects 
(Stumme 1998).  
About 74% of the FCA papers on KDD are covered by the research topics in 
Figure 2. In section 4.1.1 we zoom in on the 35 papers (25%) in the field of 
association rule mining. 19% of the KDD papers are on using FCA in the discovery of 
structures in software and will be described in section 4.1.2. Section 4.1.3 describes 
the 9% of papers on applications of FCA in web mining. Section 4.1.4 discusses some 
of the extensions of FCA theory for knowledge discovery (11% of papers). In section 
4.1.5 we describe some of the applications of FCA in biology, chemistry and 
medicine covering 10% of the KDD papers. The applications on using Fuzzy FCA for 
KDD, covering 9% of the papers, will be discussed in section 4.1.6.  
 
Fig. 2.  Lattice containing 140 papers on using FCA in KDD 
4.1.1 Association rule mining 
Association rule mining covers 25% of the papers using FCA for KDD. Association 
rule mining from a transaction database requires the detection of frequently occurring 
patterns called frequent itemsets (FI). Recent approaches for FI mining use the closed 
itemset paradigm to limit the mining effort to the subset of frequent closed itemsets 
(FCIs). The intent of a concept C is called a closed itemset and consists of the 
maximum set of attributes that characterizes C. Several FCA-based algorithms were 
developed for mining frequent closed itemsets including CLOSE, PASCAL, 
CHARM, CLOSET and TITANIC (Stumme 2002) which mines frequent closed 
itemsets by constructing an iceberg concept lattice. In Qi et al (2004) an algorithm 
Closearcher is proposed based on FCA for mining frequent patterns.  
The minimal generators for a concept C are the minimal subsets of C’s intent which 
can similarly characterize C. Nehmé (2005) proposes a novel method for computing 
the minimal generator family. Tekaya et al. (2005) propose an algorithm called 
GenAll to build an FCA lattice in which each concept is decorated by its minimal 
generators with the aim to derive generic bases of association rules. Generic bases 
constitute reduced sets of association rules and preserve the most relevant rules 
without loss of information. The GenAll algorithm further improves on the algorithm 
presented by Nourine et al. (1999). In Hamrouni, (2005), the extraction of reduced 
size generic bases of association rules is discussed to decrease the overwhelming 
number of association rules resulting from ARM. Hamrouni (2005a) proposes an 
algorithm called PRINCE which builds a minimal generator lattice from which the 
derivation of the generic association rules becomes straightforward. Dong et al. 
(2005) introduce the succinct system of minimal generators (SSMG) as a minimal 
representation of the minimal generators of all concepts, and gives an efficient 
algorithm for mining SSMGS. The SSMGS are also used for losslessly reducing the 
size of the representation of all minimal generators. Hamrouni et al. (2007) present a 
new sparseness measure for formal contexts using the framework of SSMGS. Their 
measure is an aggregation of two complementary measures, namely the succinctness 
and compactness measures of each equivalence class, induced by the closure operator. 
This is important for the performance of frequent closed itemset mining algorithms 
which is closely dependent on the type of handled extraction context, i.e. sparse or 
dense. Hermann et al. (2008) investigate the computational complexity of some of the 
problems related to generators of closed itemsets. The authors also present an 
incremental polynomial time algorithm that can be used for computing all minimal 
generators of an implication-closed set. In Yahia et al. (2004), inference axioms are 
presented for deriving all association rules from generic bases.  
Valtchev et al. (2004), discuss the existing FCA-based data association rule mining 
techniques and provide guidelines for the design of novel ones to be able to apply 
FCA in a larger set of situations. They also propose two online methods for 
computing the minimal generators of a closure system. Gupta et al. (2005) discuss 
how classification rules based on association rules can be generated using concept 
lattices. Valtchev et al. (2008) show how FCIs can be mined incrementally yet 
efficiently whenever a new transaction is added to a database whose mining results 
are available. In Quan et al (2009), a new cluster-based method is proposed for 
mining conceptual association rules. Maddouri (2005) discusses the discovery of 
association rules and proposes a new approach to mine interesting itemsets as the 
optimal concepts covering a binary table. Maddouri et al. (2006) summarizes many of 
the statistical measures introduced for selecting pertinent formal concepts. Maddouri 
et al (2009) present a method for building only a part of the lattice including the best 
concepts, which are used as classification rules.  
Wollbold et al (2008) make use of FCA to construct a knowledge base consisting 
of a set of rules such that reasoning over temporal dependencies within gene 
regulatory networks is possible. Zhou et al (2005) use FCA to mine association rules 
from web logs, which can be used for online applications such as web 
recommendation and personalization. Richards et al. (2003) explores the possibilities 
of using FCA for mining knowledge and reorganizing this knowledge into an 
abstraction hierarchy and to discover higher-level concepts in the knowledge. 
Richards et al (2003a) discuss the discovery of multi-level knowledge from rule bases 
which is important to allow queries at and across different levels of abstraction. FCA 
is used to develop an abstraction hierarchy and the approach is applied to knowledge 
bases from the domain of chemical pathology. In Zarate et al. (2009), FCA is used to 
extract and represent knowledge in the form of a non-redundant canonical rule base 
with minimal implications from a trained ANN. 
4.1.2 Software mining 
Software mining covers 19% of the 140 KDD papers and describes how FCA can be 
used to gain insight in amongst others software source code. In Cole et al. (2005), 
FCA is used to conceptually analyse relational structures in software source code and 
to detect unnecessary dependencies between software parts. In Cellier et al. (2008), 
FCA is used in combination with association rules for fault localization in software 
source code. Wermelinger (2009) uses FCA lattices to visualize the relations between 
the software artefacts and the developers who should fix the bugs in them. In 
Eisenbarth (2003), a technique is presented for reconstructing the mapping for 
features that are triggered by the user to the source code of the system. Mens et al 
(2005) use FCA to delve a system’s source code for relevant concepts of interest: what 
concerns are addressed in the code, what patterns, coding idioms and conventions 
have been adopted and where and how are they implemented.  
Crosscutting concerns, i.e. functionalities that are not assigned to a single modular 
unit in the implementation are one of the major problems in software evolution. 
Aspect Oriented Programming offers mechanisms to factor them out into a modular 
unit, called an aspect. In Tonella et al. (2004), aspect identification in existing code is 
supported by means of dynamic code analysis. Execution traces are generated for the 
use cases that exercise the main functionalities of a given application. The 
relationship between execution traces and executed computational units is subjected 
to concept analysis. In the resulting lattice, potential aspects are detected. Yang et al 
(2008), discuss an aspect-mining approach in which execution profiles of legacy 
systems are analyzed using concept lattices to identify the invoked computational 
units that traverse system’s use case models. They can be abstracted into early-aspects 
for re-engineering of the legacy system with AOSD. Qu (2007) also discusses the use 
of FCA for aspect mining to identify crosscutting concerns in a system thereby 
improving the system’s comprehensibility and enabling migration of existing (object-
oriented) programs to aspect-oriented ones. Breu et al (2006) mined aspects from 
Eclipse by analyzing where developers added code to the program over time. In Del 
Grosso et al. (2007), an approach is proposed to identify from database-oriented 
applications, pieces of functionality to be potentially exported as services. 
Role Based Access Control (RBAC) is a methodology for providing users in an IT 
system with specific permissions like read or write. Molloy et al. (2008) use FCA for 
mining roles from user-permission and user-attribute information to complement the 
costly top-down approaches for RBAC. Dau et al. (2009) apply FCA in combination 
with Description Logics to capture the RBAC constraints and for deriving additional 
constraints. 
4.1.3 Web mining 
Web mining and improving the quality of web search results is investigated in 8% of 
the KDD papers. Periodic web personalization aims to recommend the most relevant 
resources to a user during a specific time period by analyzing the periodic access 
patterns of the user from web usage logs. Beydoun et al. (2007) introduce a system 
which captures user trails as they search the internet. They construct a semantic web 
structure from the trails and this semantic web structure is expressed as a conceptual 
lattice guiding future searches. Beydoun (2009) further investigates the possibilities of 
FCA for processing students virtual surfing trails to express and exploit the 
dependencies between visited web-pages to yield subsequent and more effective 
focused search results. He (2007) also proposes a method for automatically mining 
and acquiring web user profiles using FCA. Okubo et al. (2006) show how FCA can 
be used for the conceptual clustering of web documents and to provide a conceptual 
meaning for each document cluster. Myat at al (2005) use FCA for conceptual 
document clustering to manage the information published on the World Wide Web. 
Wang et al. (2008) give a method for using FCA for developing a topic-specific web 
crawler for use in web data mining.  
Du et al. (2009) present a method based on FCA for mining association rules that 
can be used to match user queries with web pages to avoid returning irrelevant web 
pages for search engine results. Hsieh et al. (2007) propose a knowledge acquisition 
system which dynamically constructs the relationships and hierarchy of concepts in a 
query-based ontology to provide answers for user’s queries. Kim et al. (2007) discuss 
a novel approach using FCA to build a contextualized folksonomy and concept 
hierarchies from tags of blogosphere.  
4.1.4 Extending FCA for data mining 
In the last years, multiple extensions have been introduced into the literature that 
improve traditional FCA theory’s applicability to knowledge discovery problems. 
Belohlavek et al. (2009) emphasizes the need for taking into account background 
knowledge in FCA. They present an approach for modeling background knowledge 
that represents user’s priorities regarding attributes and their relative importance. Only 
those concepts that are compatible with user’s priorities are considered as relevant and 
extracted from the data. In Pogel et al. (2008), FCA is used in combination with a tag 
context for formally incorporating important kinds of background knowledge. The 
results are Generalized Contingency Structures and Tagged Contingency structures 
which can be used for data summarization in epidemiology. In Poelmans et al. (2009), 
FCA is used in combination with Emergent Self Organising Maps for detecting 
domestic violence in the unstructured text of police reports. 
In Besson et al. (2006), FCA is extended to cope with faults and to improve formal 
concepts towards fault tolerance. Pfaltz (2007) extends FCA to deal with numerical 
values. Valverde-Albacete et al. (2006) introduced a generalization of FCA for data 
mining applications called K-Formal Concept Analysis. This idea was further 
developed in Valverde-Albacete et al. (2007) where the lattice structure for such 
generalized contexts was introduced. This research topic was further investigated in 
Valverde-Albacete et al (2008). Hashemi (2004) proposes a method for efficiently 
creating a new lattice from an already existing one when the data granularity is 
changed. Lei (2007) introduces the notion of extended many-valued context to avoid 
the generation of a large one-valued context in document knowledge discovery. In 
Deogun et al (2003) FCA is complemented with Bacchus probability logic, which 
makes use of statistical and propositional probability inference. The authors introduce 
a new type of concept called "previously unknown and potentially useful" and 
formalize KDD as a process to find such concepts. 
In its classical form FCA considers attributes as a non-ordered set. When attributes 
of the context are partially ordered to form a taxonomy, conceptual scaling allows the 
taxonomy to be taken into account by producing a context completed with all 
attributes deduced from the taxonomy. In Cellier et al (2008) an algorithm is proposed 
to learn concept-based rules in the presence of a taxonomy. 
Another FCA research topic is attribute reduction. Shao et al. (2008) show how to 
remove redundant attributes from real set formal contexts without any loss of 
knowledge. Wu et al. (2009) discuss the application of viewing data at different levels 
of granularity to construct a granular data structure which can be used for knowledge 
reduction in FCA. Wang et al (2008) deal with approaches to generalized attribute 
reduction in a consistent decision formal context. Ganter et al (2008) describe how 
scaled many-valued contexts of FCA may make feature selection easier. 
4.1.5 FCA mining applications in biology and medicine 
10% of the KDD papers describe applications of FCA in biology, chemistry or 
medicine. In Sato et al (2007), FCA is used to cluster time-series medical data and to 
analyze these clusters. Sklenar (2005) used FCA to evaluate epidemiological 
questionnaire physical activity data to find dependencies between demographic data 
and degree of physical activity. In Kaytone et al. (2009), FCA is used for mining and 
clustering gene expression data. Fu (2006) applies FCA as a tool for analysis and 
visualization of data in a digital ecosystem. Maddouri (2004) outlines a new 
incremental learning approach based on FCA that supports incremental concept 
formation and applies it to the problem of cancer diagnosis. The incremental approach 
has the advantage of handling both the problem of data addition, data deletion, data 
update, etc. 
4.1.6 Fuzzy FCA in KDD 
In Fuzzy FCA, each table entry contains a truth degree to which an attribute applies to 
an object. 9% of the papers use Fuzzy FCA for KDD. In Chou et al. (2008), Fuzzy 
FCA is used for tag mining, i.e. to analyze the relationships between semantic tags 
and Web APIs. In Fenza et al. (2008), Fuzzy FCA is used for the discovery of 
semantic web services. Zhou et al. (2006) use Fuzzy FCA to construct a user 
behaviour model from web usage logs to identify the resources that the user is most 
likely interested in during a given period. Fenza et al (2009) present a system which 
uses fuzzy FCA for supporting the user in the discovery of semantic web services. 
Through a concept-based navigation mechanism, the user discovers conceptual 
terminology associated to the web resources and uses it to generate an appropriate 
service request. Yan (2007) uses Fuzzy Set Theory to extend the many-valued context 
from FCA. This fuzzy many-valued context can then be used for document 
knowledge discovery. 
5   Conclusion 
We found FCA to be an interesting instrument to explore the literature on concept 
analysis. Over 700 papers have been published over the past 7 years on FCA and 140 
zoomed in on applying FCA in KDD. The main research topics in this area are 
association rule mining, software mining, web mining, KDD in medicine and biology, 
using Fuzzy FCA for KDD and to extend the capabilities of traditional FCA theory 
for data mining. In the future, we will host the references and links to the article on a 
public interface. Further research consists of doing this same analysis for information 
retrieval, scalability and ontology construction.  
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