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This thesis is concerned with the construction and enhancement of algorithms involving prob-
ability and statistics. The main motivation for these are problems that appear in finance and
more generally in applied science. We consider three distinct areas, namely, credit risk modelling,
numerics for McKean Vlasov stochastic differential equations and stochastic representations of
Partial Differential Equations (PDEs), therefore the thesis is split into three parts.
Firstly, we consider the problem of estimating a continuous time Markov chain (CTMC)
generator from discrete time observations, which is essentially a missing data problem in
statistics. These generators give rise to transition probabilities (in particular probabilities of
default) over any time horizon, hence the estimation of such generators is a key problem in
the world of banking, where the regulator requires banks to calculate risk over different time
horizons. For this particular problem several algorithms have been proposed, however, through
a combination of theoretical and numerical results we show the Expectation Maximisation (EM)
algorithm to be the superior choice. Furthermore we derive closed form expressions for the
associated Wald confidence intervals (error) estimated by the EM algorithm. Previous attempts
to calculate such intervals relied on numerical schemes which were slower and less stable. We
further provide a closed form expression (via the Delta method) to transfer these errors to the
level of the transition probabilities, which are more intuitive. Although one can establish more
precise mathematical results with the Markov assumption, there is empirical evidence suggesting
this assumption is not valid. We finish this part by carrying out empirical research on non-Markov
phenomena and propose a model to capture the so-called rating momentum. This model has
many appealing features and is a natural extension to the Markov set up.
The second part is based on McKean Vlasov Stochastic Differential Equations (MV-SDEs),
these Stochastic Differential Equations (SDEs) arise from looking at the limit, as the number of
weakly interacting particles (e.g. gas particles) tends to infinity. The resulting SDE has coefficients
which can depend on its own law, making them theoretically more involved. Although MV-SDEs
arise from statistical physics, there has been an explosion in interest recently to use MV-SDEs
in models for economics. We firstly derive an explicit approximation scheme for MV-SDEs with
one-sided Lipschitz growth in the drift. Such a condition was observed to be an issue for standard
SDEs and required more sophisticated schemes. There are implicit and explicit schemes one
can use and we develop both types in the setting of MV-SDEs. Another main issue for MV-
SDEs is, due to the dependency on their own law they are extremely expensive to simulate
compared to standard SDEs, hence techniques to improve computational cost are in demand.
The final result in this part is to develop an importance sampling algorithm for MV-SDEs, where
our measure change is obtained through the theory of large deviation principles. Although
importance sampling results for standard SDEs are reasonably well understood, there are several
difficulties one must overcome to apply a good importance sampling change of measure in this
setting. The importance sampling is used here as a variance reduction technique although our
results hint that one may be able to use it to reduce propagation of chaos error as well.
Finally we consider stochastic algorithms to solve PDEs. It is known one can achieve numerical
advantages by using probabilistic methods to solve PDEs, through the so-called probabilistic
domain decomposition method. The main result of this part is to present an unbiased stochastic
representation for a first order PDE, based on the theory of branching diffusions and regime
switching. This is a very interesting result since previously (Itô based) stochastic representations
only applied to second order PDEs. There are multiple issues one must overcome in order to
obtain an algorithm that is numerically stable and solves such a PDE. We conclude by showing




This thesis studies the areas of probability and statistics, although at first it may seem that these
are only useful for gambling, as it turns out they have many more applications. For example,
people use techniques from probability to model disease spread and techniques from statistics to
model earthquake recurrences. However, one of the main applications of these areas, especially
probability, has been finance. Since the late 20th century models and algorithms have been
developed to describe stock price changes, calculate the chance of a company defaulting, model
risk and performance of a hedge fund’s portfolio etc.
Although this sounds great, it is important that the models reflect reality and the algorithms
are usable (can be calculated in a reasonable time on a computer). One particular problem
we focus on is estimating the chances (probability) of a company or country defaulting, this is
typically referred to as the risk of the company (country). There are of course some difficulties
in accurately modelling this risk. But even when one has a model, obtaining the probabilities of
default is still a challenging task. In this thesis we look to improve both the modelling dynamics
and the algorithm to estimate the probabilities. One of the other key problems we look into is
the case where one has a model, but understanding the dynamics of the model is difficult. An
example could be, we have a model for stock price movement and want to know the probability
that the price reduces by 10% over the next year, but we can only estimate that using an
algorithm (commonly referred to as a numerical technique in this setting). The improvement we
look to make here could be cutting computation time (the time taken to run on a computer).
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Estimating Probabilities in Credit
Risk Modelling
This thesis is focused on results of probabilistic and statistical algorithms. Such algorithms appear
frequently in many aspects of modern life but are also fundamentally important in finance and
science more generally. As the problems considered use results and ideas from various areas of
mathematics we split the thesis into three distinct parts. In keeping with this theme we also split
the introduction likewise, one can view the introductory material here as that for each chapter.
In order to keep the thesis as self-contained as possible we also provide a preliminaries chapter
at the start of each part where the background material is covered.
How to read this thesis One can read the thesis in a sequential way, however a reader
interested in a particular part need not read the other two parts. Namely, each of the three parts
are independent of each other, hence one can read, Chapter 1 with Part II, Chapter 2 with Part
III and Chapter 3 with Part IV independently. Moreover, the majority of the preliminary material
is for the benefit of a reader unfamiliar with the topic and therefore can be skipped by readers
more familiar with the material. Some of the notation we use clashes between parts and hence
is introduced in the specific part, however, we do introduce several spaces and probabilistic
notation in Chapter 4.
Although this thesis considers different areas of mathematics, there is a central theme running
throughout; we endeavour to construct and test algorithms for improved convergence and or
efficiency.
1.1 Motivation and Background
Before defining our problem in a precise way, let us describe the main motivation for considering
this work; credit risk modelling and the 2008 financial crash. This will guide us in framing the
problem mathematically.
Credit risk modelling is a key component of any institution which deals with large sums of
money. For banks the organisation which sets the regulation for regulatory capital requirement
is known as Basel committee on banking supervision (although it is common to refer to this as
just the Basel committee and the regulation as the Basel accord). For insurance firms, there is a
different regulation, the current is known as Solvency II. Many of the ideas and goals between
the two overlap but we will focus on the banking sector. The main aim of the regulator is to
develop policies to ensure banks do not take too many risky investments, see [Lüt08, Chapter 2]
from some of the history of the Basel accord. Although this was set up in 1988, the financial
crisis in 2008 showed up multiple flaws in the safeguards. Many of the assumptions used to
model the “riskiness” of an investment simply did not reflect reality. In recent years this has
lead to drastic overhauls in the regulation and consequently with some of the simpler models
being replaced by more complex ones. Moreover, concepts such as liquidity (ease with which
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an asset can be sold) that were not truly considered before now feature at the forefront of the
regulation∗.
In general, these changes have made the problems mathematically more involved and in
some cases highly non trivial. Although the Basel accord governs a large proportion of banking
activity, we shall focus on one part, the so-called risk charge that a bank must pay, and more
specifically estimating the transition probability matrix (TPM) for a company’s credit rating. Due
to the large sums of money involved, accurate estimation of these probabilities is imperative.
Credit Risk Basics
Let us start by describing key concepts, one can consult texts such as [Lüt08] or [MFE15] for
a full discussion on credit risk. Every investment intrinsically carries some form of risk, which
brings us to our first definition. Credit Risk (or Credit Worthiness) is the risk of loss in investment
due to some event, generally referred to as a “credit event". That is, the risk that any investment
will not be paid in full by the obligor. Traditionally, investments were bonds and the debt holders
(investors) that purchased the bonds were concerned that the counterparty (obligor) would
default on the bond payment. For reason, credit risk may also be referred to as default risk.
Several difficulties can arise when modelling credit risk, the most fundamental of these is
lack of data. Default events are relatively rare (especially in a healthy economy) and defaults
can be somewhat unexpected. In the event of a default the loss from the portfolio can be large
and moreover the size of loss is unknown by the investor before the default occurs. Although
default events are rare they are present in every contract that requires a payment obligation.
This comes from the fact no future payment is guaranteed, mathematically we can think of this
as the probability of not receiving the payment is greater than zero, the so-called, probability
of default (PD). Clearly, the PD is not constant in time, the longer the time horizon the greater
the PD. Typically PDs are quoted over the one year time horizon, that is the probability that the
obligor defaults within one year.
Even at this point we have a difficulty to overcome, how does one assign a default probability
to every borrower in a bank’s credit portfolio? One approach is to calibrate default probabilities
from market data, this is the concept used by KMV where they calculate the EDF (Expected
Default Frequencies), see [MFE15, Chapter 8] for further details. Another method to compute
default probabilities is through the credit risk inherent in credit spreads of certain traded
products, commonly credit default swaps (CDS), see [MFE15, Chapter 9] . Finally, and also most
common is using credit ratings either assigned through an external rating agency such as Moody’s
investor service or Standard & Poor, or indeed by the bank’s on internal rating system. Closely
related to default probabilities is that of credit migration and migration risk, which is the loss
due to an asset changing its PD, typically through a change in rating. We shall focus heavily on
credit ratings.
Returning to an earlier point, an obligor defaulting only implies they cannot match the full
demands of their debts. Hence, an obligor defaulting does not imply that all the money from the
investment is lost, only a proportion. We define the exposure at default EAD of an obligor as the
portion of the exposure (investment) which is lost in the event of default. We further define the
recovery risk as the uncertainty about the proportion of loss in the event of default. In the event
of recovery (some amount being paid back) the uncertainty is in the amount of money received
after default, see [Tas04] or [MFE15, Chapter 8] for example.
Credit Ratings
Credit ratings play a key role not just in the calculation of a bank’s capital charge (amount of
capital a bank must hold) but also are typically a requirement for corporations wishing to issue
bonds. There are different agencies which provide firms with a rating and the credit rating the
agency gives a company determines in some respect the financial health of the company (or
country). Ratings are typically given in terms of letters, for example AAA, AA, A, BBB, BB, B,
C, D (although it varies between agencies) with, AAA the best (safest), C the worst (riskiest)
and D to imply the firm has defaulted. It is also standard for banks to use their own internal
∗The current regulation can been found on the Basel committee website https://www.bis.org/bcbs/.
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ratings system (see [YWZC14]). Rating grades are typically put into two categories, “investment
grade”, which for example is BBB and better and “speculative grade” which are the lower rated
firms. For an overview of the ‘science’ involved in the rating procedure see [Can04].
The main object of interest in this work is the so-called annual Transition Probability Matrix
(TPM), it is a stochastic matrix which shows the migration probabilities of different rated
companies within a year. Rating agencies produce these annually. It is possible that such matrices
are not initially stochastic due to company mergers or rounding for example. However, they can
be renormalised by methods as described in [KS01] and, as argued in [BDK+02], renormalising
non rated companies across all ratings is indeed the industry standard.
One problem considered here is that a TPM encases transition probabilities over a 1-year
time frame and often in practice one needs a 3 month or 10 day transition matrix for which
probabilities of default are lower than those in the TPM. Therefore one wants to accurately
estimate the sub-annual matrix given the annual matrix. In the Basel proposals, Basel 3 [Sup13,
p.3] a large part of the risk charge will be measured using ES (expected shortfall), which (as
shown in [CDS10]) is extremely sensitive to a small shifts in probabilities. Therefore, accurate
and consistent estimation is essential in the calculation. Moreover, with the perspective of the
IFTR 9 regulation (most recent regulation), one needs to better estimate the related probabilities
of default (PD) since for a company whose risk profile changes significantly, one needs to assess
its risk throughout the bond’s lifetime.
Credit ratings are of course not without their own issues, in theory the rating given to a
company should reflect the risk of that company. However, due to trends such as economic
fluctuations there are reasons one would want to know the risk over a longer period of time,
which is also viewed as the more prudent view point. This longer time view is known as through
the cycle (TTC), while the short term risk is known as point in time (PIT). There are different
arguments for which is better, typically rating agencies use TTC because they provide more
stable ratings, although are clearly less useful for short term investments. We shall not go into
details here, however, one can consult [IJJK14] or [Cou08] for further discussion on this topic.
The final point to make on credit ratings is there are essentially two levels of information. As
mentioned previously it is common for rating agencies to produce annual (empirical) transition
matrices. However, this data is anonymous, namely, one cannot track the movement of an
individual company. Consequently, all companies in the same rating must be treated equally
which corresponds to the so-called Markov assumption. This implies that the best we can do is
model these transition probabilities in a Markovian way, we will come back to this in detail in
Chapter 6. It is possible (at a cost) to buy the full ratings data set which allows one to track the
movements of each company. Provided one has access to this data set it allows use to consider
more general (non-Markov) models, again we shall return to this in Chapter 7.
Risk Charge and Regulation
The final part of this discussion involves regulation and associated with that is the risk charge.
For the benefit of a reader unfamiliar with the area we will try to avoid banking terminology,
however, an interested reader can consult texts such as [CCP12] for precise details. The main
motivation for estimating the probabilities comes from the calculation of risk charges. A risk
charge is an amount of capital a bank must hold back (not invest) to cover against large losses. As
mentioned earlier, new regulation was introduced post 2008 to improve the previous regulatory
issues surrounding the amount of capital a bank is required to hold. It should be mentioned here
that regulation can be updated frequently, the regulation that came in post 2008 crash, Basel
2.5 has been replaced recently by Basel 3. Because from our perspective Basel 2.5 is simpler
to explain and in either framework, probabilities (mainly of default) still need to be estimated.
We stick to describing some of the changes between Basel 2 and Basel 2.5 and mainly use this
framework when testing models.
One of the key changes from Basel 2 to Basel 2.5 is the charge known as the IRC (Incremental
Risk Charge) component, but in order to understand why IRC came into existence we must first
look at the 2008 financial crisis. Although banks had a risk charge at the time of the crash it was
easily overwhelmed and this comes down to serious underestimation of risk at both the level
of the banks and the Basel committee. Mortgage backed securities being a classic example of
where risk was severely underestimated.
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The committee deals with various aspects of banking, however we will be focusing on
the non-securitised (the investment isn’t secured against an asset, for example a mortgage is
secured against a property) capital requirements associated to pillar 1 of the regulation. A capital
requirement (or risk charge) is money which a bank is forbidden to invest, that is, it must
hold money at a central bank. The level of the capital held is calculated based on the risk of
a bank’s investment, such that it doesn’t go bankrupt under a stress scenario. As mentioned
above, unfortunately the regulation during the crisis was based on assumptions that were not
true of a stressed market. One assumption in particular was that a bank could sell certain
positions (investments) within 10 days, these are referred to as liquid, see [Sup13, pg.4]. As it
turns out, many of these positions that were thought to be liquid became illiquid in a stressed
market. Furthermore, the measure of loss was purely concerned with the probability of default,
and is not interested in so-called credit migration, namely, when a position changes its rating
(quality) [Sup09, pg.1]. Since higher quality positions are more expensive (lower return), a
rating migration will change its value and if the bank cannot sell the position there is more
scope for it to further decrease in quality. In fact due to these flaws, the majority of money lost
from banking organisations came from losses of this form [Sup09, pg.1]. In some cases this was
enough to bankrupt the bank.
With the above in mind, one of the main goals of Basel 2.5 was to make more robust estimates
on a bank’s ability to trade in a stressed market, see [Sup09] for a full account. In essence this
meant exchanging the 10 day selling period to a minimum three month selling period, a so-called
liquidity horizon. Also, to account for the potential loss in value due to a rating downgrade, the
credit migration risk. Therefore under this changed regulation a bank must calculate the risk to
any of its investment over a three month period, where risk incorporates default and migration
risk.
The latest regulation (Basel 3) concentrates even more on this idea of liquidity and ap-
propriate stress-testing of banks, namely, how well would a bank perform under a theoretical
stress scenario. As mentioned previously the precise requirements from different regulations can
change but at the core one must always model and hence estimate quantities such as probability
of default.
Key Questions.
Now that we have detailed the background on the problem, let us define our key questions.
• How do we convert this problem into a framework that allows us to use the tools from
mathematics? How does this vary under the two levels of information mentioned above,
namely, annual and individual transition results?
• In the case of less information, what methods can be used and is there a “best” algorithm
to use? Moreover can we obtain error estimates from the algorithm using the Fisher
information matrix?
• In the case of obtaining more information, we can use more general, non-Markov models.
How does this new model effect the rating transitions and in particular probabilities of
default?
We shall answer these questions in Part II, however, let us discuss here how the mathematical
framework for credit risk can be introduced.
1.2 Mathematical Framework
Now that one has some understanding on the problem and how it is used in a wider context let
us express the problem mathematically and develop a strategy to tackle it.
1.2.1 Estimating a Markov Chain with missing data
As previously mentioned, a bank can have access to the overall transitions of all companies
over the year (the TPM) and not to the set individual company movements (which are more
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expensive). As we also discussed, companies can leave the system and this would make the TPM
not a stochastic matrix, however, the matrix one obtains from the ratings agency is reweighted in
such a way that it is. We do not go into how valid a method is, the reader can consult [BDK+02]
for such discussion.
There are three points to make here, firstly the rating assumption automatically yields a
Markov structure (see Section 5.1 for details on Markov chains), that is, we take every company
in every rating to have the same risk. Hence the company’s default probability is completely
determined by its current rating so previous ratings do not change this. Secondly, we only receive
annual data, this implies we have a missing data problem e.g. a company can jump from rating
A → B → A in one year and we would observe no movement. Finally, our TPM is empirical,
therefore there are possible transitions that we do not observe, but we still want to estimate a
probability of such an event.
Hence by taking a company’s rating as X, the goal is to estimate the Markov chain (stochastic
matrix) governing X which implies its probability of rating transitions and in particular the
probability of default. There are two types of Markov chain we may use, we can either view this
as a discrete Markov process or a continuous one, a so-called continuous time Markov chain
(CTMC). We focus on the CTMC approach (we give some justification for this in Remark 1.2.2),
such models are determined by a so-called generator matrix Q. When one has a generator matrix
it is simple to obtain the stochastic matrix for X over any time interval t by taking† eQt. Hence,
we wish to estimate Q to understand the risk of each rating.
The agent only has the annual empirical TPM, say P , and using this data wishes to fit a
CTMC. That is we want to find a generator matrix Q, such that eQ is “close” to P . Although
one can often find a matrix Q such that eQ = P , typically this is not a generator, hence eQt
will not be a stochastic matrix for all t. This makes the estimation non-trivial and is referred to
as the embeddability problem. It is discussed in great detail by [IRW01] and, for more of the
mathematics and many of the existing results on the embeddability problem, we point the reader
to [Lin11].
Theorem 1.2.1. Let P be a transition matrix with entries (Pij)i,j=1,...,h, and suppose that either,
(a) det(P ) ≤ 0, or (b) det(P ) >
∏
i pii, or (c) there are states i and j such that j is accessible from
i, but pij = 0.
Then, there does not exist an exact generator for P .
Since every empirically observed TPM will satisfy one of the conditions Theorem 1.2.1,
typically condition‡ c). It implies one cannot simply take log(P (1)) (where log is the matrix
logarithm) to obtain Q.
Several approaches exist to tackle this estimation problem [KS01], [IRW01], [TÖ04], [BS05],
[Ina06], [BS09], either using deterministic algorithms (e.g. diagonal or weighted adjustment,
Quasi-optimization of the generator) or statistical ones (Expectation-Maximisation (EM), Markov
chain Monte-Carlo (MCMC) ones), see Section 6.2. We focus on the Expectation-Maximisation
algorithm of [BS05] for CTMCs and allow for an absorbing state. We will give full details on
these methods in Chapter 6.
Remark 1.2.2 (Continuous over Discrete). We focus purely on continuous over discrete time
models. Continuous time algorithms yield robust estimators while the discrete ones do not, with
robustness understood in the following sense: from P (1) estimate P (0.5) and P (0.25). From P (0.5)
estimate P (0.25) again. Continuous algorithms yield the same P (0.25), discrete algorithms (in
general) will not.
In theory, a discrete Markov process is more accurate i.e. a company would not get rerated more
than once in a single day. However this would lead to an extremely computationally heavy model
since all possible combinations of paths would need to be considered. Therefore the expressions on
can derive from continuous models are easier to work with.
†Since Q is a matrix, e is the matrix exponential.
‡There has never been an observation of a AAA company defaulting over a one year horizon, though in theory it
could happen.
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1.2.2 Removing Markovian Assumption
Credit rating models within the Markovian framework are handy both from a theoretical and
numerical perspective. As shown in [LS02] (with access to the “full” dataset), rating transitions
exhibit non-Markov features. Namely, an obligor that has recently downgraded into a certain
rating is more likely to downgrade further than other obligors currently in that rating. Such an
effect is referred to as rating momentum; momentum may also appear in upgrades, however, it
is not as apparent. Main (non-Markovian) effects include rating drift (or momentum) [AK92]
and [LS02], rating stickiness [MFE15] and specific rating agencies’ policies (see [CH01] and
[Løf05]). [NPV00] highlight non-Markovian patterns in transition probabilities for ratings and
discuss their dependence with respect to the parameters like industry, domicile and business
cycle. However, of these effects rating momentum is the most important to capture and what we
look to model here.
The rating momentum effect has a non-negligible bearing on the risk attributed to a portfolio
as it makes defaults of investment grade bonds likelier than in the standard Markov set up.
[Cou08, p.8] report on the temporal span of the rating drift (for a certain Standard & Poor’s
database) and its mean reversion. Over longer horizons the non-Markov effects such as mo-
mentum become more pronounced, i.e. have a larger impact on transition probabilities. At a
practical level the IFRS9 regulation requires knowledge of risks on rating migrations over longer
horizons, hence these effects can significantly change the results. When one has access to the
full data set it is possible to create models that capture non-Markov effects and this is one of our
contributions. The proposed model captures the momentum effect which leads to an interesting
result, whereby we find the purely Markov model underestimates default risk in investment
grades, but overestimates the risk in some speculative grades. We discuss this further in Section
7.2.
Potential Non-Markov Models
Different models have been introduced in the past to incorporate non-Markov phenomena. We
briefly overview some of these works here.
There are several works such as [MW07], [KP07] and [FBSN16], which look at using the
observed transition matrix to model the movement of companies. However, these works are
mainly concerned with portfolio and industry wide modelling to capture systematic effects such
as contagion. This is different to the obligor’s dependence on its own history, which we wish to
model here.
Extended State Space and Mixture Models. [CHL04], attempt to take non-Markovian effects
into account while keeping some Markovian structure. The idea is to extend the state space to
include + and − states, for example when a company downgrades from A to B, it goes into state
B−, which has higher probabilities of downgrades than B. Similarly if the company moves from
B to A it goes into A+ which has smaller probabilities of downgrades than A. This allows us to
keep the Markov assumption, however, we must calibrate many more parameters and we do not
observe a company belonging to the excited or non-excited state. Therefore when successive
transitions occur, it is unknown whether the company was in the excited or non-excited state.
Hence calibrating an intensity between excited and non-excited states seems impossible. One
could navigate around this by assuming excited states do not jump to non excited states, but this
is against empirical evidence of momentum reducing over time, see [Cou08] for example.
[DJM16] apply a semi-Markov model to capture the observed effect that companies move
from states not following an exponential distribution. However, they still rely on the Markov
transition structure. Hence they need to expand the state space in order to include momentum.
Related to this approach is [FS08], where the authors use two different time homogeneous
CTMC generator matrices (thus making transitions non-Markov), however, it does not capture
momentum since the jump itself is Markov.
Hidden Markov Model (HMM). A different idea is to use a hidden Markov model (HMM)
(see [CMR05] for a complete account). The HMM approach to credit risk can be traced back
to the work of R. Elliot and is described in [Kor12]. In rough, the approach considers two
processes (X,Y ), the observed (published) credit rating Y and the “true" credit rating X which is
unobserved, i.e. hidden. The paradigm is, credit ratings are assumed to be “noisy” observations
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and not the true representation of the credit risk. The goal is then to use Y to make inference on
X. In such a setup if one considers the noisy observation and the true rating as correlated, then
rating momentum can be added into the model. Although this approach has some benefits, the
work appears to be constrained to the discrete time case.
Hazard Rates, Point Processes and self-exciting Marked Point Processes. Let us start by discussing
Hazard rates, the main work in this area for credit ratings is given in [KLM08]. An extensive work
bringing hazard rate methodologies to the estimation of probabilities of default can be found
in [Cou08] (and references therein). The paradigm is that each company has a corresponding
hazard rate (a parameter), in this hazard rate one can encode various factors such as momentum
for example. The issue with [KLM08]’s methodology is that they must calibrate parameters
for each of the various transitions with the extra variables to obtain the probabilities of these
transitions. This however, increases the model’s complexity greatly. Our goal is to present a
model as parsimonious as possible that captures rating momentum.
Our approach relies on point processes that are dependent on their own history, so called
self-exciting processes (see [DVJ03], [DVJ07]). Point processes are generalisations of Markov
processes and hence a natural choice for our model. One of the most satisfying results of using
point processes though is that one can capture rating momentum by adding only a small number
of parameters. The most common example of a self-exciting process is a Hawkes process. These
processes appear in other areas of mathematical finance, such as limit book orders and high
frequency trading [BMM15], however, they have not been fully utilized in credit transitions. A
Hawkes process can be thought of as a counting process (similar to a Poisson process) which in




φ(t− s)dNs , (1.2.1)
where N is a counting measure and denotes that an event has occurred (this will be a rating
change in our case), and φ is the impact on the intensity and allows the intensity to depend on
previous events. By setting φ = 0 the Hawkes process reduces to a Poisson process. A common
choice for φ is the so-called exponential decay, namely φ(t−s) = αβ exp(−β(t−s)) with α, β > 0.
Functions of this form are useful since the event’s influence on the intensity weakens as time
progresses, hence we can account for momentum reducing over time (agreeing with the findings
of [Cou08]).
Hawkes processes in this form are not fit for our purposes since we require different changes
to intensity dependent on whether it is an upgrade or a downgrade. Further we require the
baseline intensity µ must depend on the current state. Such processes are referred to as marked
point processes, since to each event observed one assigns a mark to indicate the type of event,
see [DVJ03, Chapter 6.4]. We discuss this further in Section 5.4 and 7.2.
1.2.3 Contributions
Part II contains many results in the field of credit risk.
Firstly in Chapter 6 we conduct a series of tests on the various algorithms in the literature
to estimate Q. We find that the EM algorithm is the best choice for this problem in terms of
accuracy and computational efficiency. Moreover, under an extremely mild assumption for credit
risk we strengthen the convergence result of the EM algorithm, this ensures the EM converges
in parameter space, hence the values it returns are stable from one iteration to the other, see
Theorem 6.1.8. This is of course key since it implies a robustness about the algorithm that was
not previously known. Moreover in Theorem 6.1.12 we derive a closed form expression for the
error in the estimated Q via the Fisher information matrix. This is a substantial improvement
on the previous numerical approaches which are slow and due to the often small parameter
values unstable. Finally our closed form expression for the error in Q allows us to further obtain
a closed form expression for the error in the transition probabilities, through the so-called delta
method, see Theorem 6.1.14. This has never been fully considered before, however, it is highly
useful for financial institutions since the errors are easily interpretable.
In Chapter 7, we look to remove the Markov assumption, that is we do not view every
company in the same rating to have the same risk. This effect was observed in [LS02] when the
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authors provide evidence showing that a company which has been recently downgraded is more
likely to be further downgraded, so-called momentum. However, there has not been a simple
model produced that captures this effect. We present a marked self-exciting point process model
which one can view as a generalisation of a Markov model which allows for rating momentum.
In order to calibrate this model (and any non-Markov model for that matter) we require access to
the “full” data set and this will be discussed further in Chapter 7. Our model has many appealing
features such as only requiring four extra parameters (compared to the ≈ 50 already in the
Markov model). Moreover, as shown in Figure 7.1 we observe an interesting consequence of
using a non-Markov model, although default risk for investment grade companies are more
likely with the momentum effect, speculative grade companies are viewed to be less risky. This
indeed has implications for banks and regulators when calculating risk charges. To substantiate
our claim we test the Markov and non-Markov model against empirical observations from the
Moody’s proprietary corporate credit ratings data set and found that the Markov model does




2.1 Motivation and Background
The algorithms mentioned in Chapter 1 are statistical algorithms, that is, one has data and
a model, but is interested in estimating (fitting) parameters to the model. Of course there
are other problems which require algorithms, such as estimating the solution to an equation
or approximation of an integral etc. However, in this setting they are typically referred to
as numerical techniques and we shall use the terms interchangeably throughout. The judge
of quality of the algorithm (numerical technique) is its accuracy in approximation and its
computational complexity.
This chapter focuses on simulation and estimation of McKean Vlasov Stochastic Differential
Equations (MV-SDEs). MV-SDE are stochastic differential equations where the coefficients of the
SDE depend on the law of the solution, typically written in the following form:
dXt = b(t,Xt, µt)dt+ σ(t,Xt, µt)dWt, X0 = x, (2.1.1)
where µt denotes the law of the process X at time t i.e. the pushforward measure µt = P ◦X−1t ,
and W is a standard Brownian motion (under P). The motivation to study these equations
originated from statistical physics. That is, one can consider a large number, N of weakly























where δXj,Nt is the Dirac measure at point X
j,N
t , and the Brownian motions (BM) W
i, i =
1, . . . , N are independent. It is straightforward to see that motion of particle i depends on all
other particles j, however, the dependence on any individual particle becomes weaker as N
becomes larger. For large N , (2.1.2) is a difficult system to study, however, as shown in [Szn91],













where Xi, the solution of (2.1.1) driven by the Brownian motion W i. Such a result is typically
referred to as propagation of chaos, it implies that (2.1.1) is the large N (or asymptotic) limit of
(2.1.2), therefore one can study (2.1.1) to understand the particle system. As it turns out we
will need to generalise this result, hence we will come back to it in more detail later.
Although MV-SDEs have their roots in statistical physics, they have many other applications
such as fluid dynamics and weather prediction, see [BBC+10] and modelling neuron activity in
the brain, see [DIR+15]. Recently there has been a large increase in interest from economics and
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finance using MV-SDEs to model systems with a large number of competing agents. Classically
so-called stochastic differential games involved a set of N agents following some dynamics
and was written as a stochastic control problem. One is then interested in finding the agent’s
“optimal” action, from a given set of controls. The standard example is when all agents are treated
equally and finding the optimal amounts to determining a Nash equilibrium. There is a vast array
of work on stochastic games and stochastic control and one can consult texts such as [Car08],
[Pha09], [BLR17], [Car16] for various examples. One should note however, these models rely
heavily on so-called BSDEs (Backward Stochastic Differential Equations) and FBSDEs (Forward
BSDEs), this is a fascinating but complex subject and we do not discuss it here, although we will
give further details in Part IV.
Similar to above, one may be interested to know or it may be of benefit to instead of
considering an extremely large (but finite) number of agents (which all act in a statistically
similar way), approximate the dynamics by taking the number of agents to infinity. By making
the approximation of an infinite number of agents, this reduces the complexity of the model and
allows for more tractable results. Again the problem is to solve for a Nash equilibrium. There
are two ways in which one can do this, firstly optimise with a fixed measure, then take the limit
N →∞ and solve for the law (find the fixed point where the measure coincides with the law),
this is referred to as a mean-field game, as developed by Lasry and Lions in 2006, see [GLL11]
and [CD17a, Chapter 3] for further details. The second way is the reverse order, i.e. take the
limit N →∞ first with a fixed control, which then yields a so-called optimisation problem over
control dynamics of McKean-Vlasov type, then solve the optimisation problem, one can consult
[CD+15] and [CD17a, Chapter 6] for results in this area. As it turn out the two approaches lead
to different results as discussed in [CDL13]. Such approaches can be used to model portfolio
strategies of jealous investors or runs on a bank, said differently, these are useful tools when one
looks to take behaviour into account (herd behaviour for example) which is of clear importance
in finance and economics. Outside of finance mean field games have also recently been used to
model optimal energy consumption and storage, see for example [MAT18]. For a full account on
both methods and their applications the reader can consult [CD17a] and [CD17b].
Although mean-field game type problems constitute the main application of MV-SDEs in
finance, there is other work which relates MV-SDEs and their connect with SPDEs to model
mortgage backed securities (MBS), see [AHL18]. MBS are where a bank “pool” a large number of
its mortgage customers and sell the mortgage repayment stream to investors, essentially creating
a bond. During the financial crisis in 2008 MBS are often looked upon as one of the key drivers,
mainly due to the size and complexity of the mortgage pools making it difficult to understand
the risk, but also the fact that many banks were putting so-called sub prime mortgages in their
MBS making them riskier investments than initially thought. What makes these sorts of asset
ideal for modelling using McKean-Vlasov type equations is, it is very easy to capture effects such
as contagion via the interaction. Another more direct use of MV-SDEs is in stock prices with
dividends, see [Bañ18]. The idea here is that dividends are paid based on an expected stock
price, rather than just the realised.
Further references and results. Here we shall only consider standard MV-SDEs and numeri-
cal techniques for them. Although there has been a great deal of work extending results and ideas
from standard SDEs to the McKean-Vlasov setting which we provide some references for here.
There has been work on linking such MV-SDEs to solutions of PDEs (Fokker-Plank) and SPDEs,
see [DIR+15], [CX10], [BLP+17] and [CM17b] and references therein. For differentiability and
Malliavin calculus results on MV-SDEs, the key main difficulty is how to “differentiate” on the
measure component. The idea on how one can do this was solved by Lions (see [Car10] for
details), and subsequently work has been carried out by [BLP+17], [CCD14], [CM17b] and
[Bañ18] and references therein. Finally, [BLP09] and [BDL+09] developed the McKean-Vlasov
type extension to BSDEs, a so called mean field BSDEs (or FBSDEs), this work is critical in order
to establish the results on mean-field games as discussed above.
Key Questions.
Let us now set out the questions we wish to address.
• How does one simulate a MV-SDE and how does this compare to the simulation of standard
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SDEs?
• What are the current limitations surrounding the simulation of MV-SDEs and can one look
toward SDEs as inspiration to improve the simulation? That is, can we simulate MV-SDEs
with superlinear growth?
• How does the measure dependency affect the computational cost and again can we take
inspiration from SDEs to build an improved algorithm variance reduction? In particular
can we perform importance sampling with MV-SDEs.
We address these questions in Part III, however, let us discuss the first question here.
2.2 Current Results on Simulation
In order to motivate why these questions are important, let us discuss the differences in simu-
lation between SDEs and MV-SDEs. Despite MV-SDEs having recently had an increase in their
applications and popularity, the simulation of these equations is still more challenging compared
to standard SDEs. This remains one of the main issues regarding the use of MV-SDEs. This stems
from the fact that (in general) there is no clear, easy alternative way to approximate the law
using stochastic techniques. Therefore and somewhat perversely, although (2.1.1) is typically
more beneficial from the theoretical point of view, it is not particularly useful from the numerical
standpoint. For simulation purposes, when the law of the SDE is a priori unknown, one typically
reverts back to (2.1.2).
Using Lipschitz (or stronger) assumptions, one of the earliest works in the field is a conver-
gence result in [Szn91] showing convergence of the interacting particle system to the MV-SDE.
Following that [BT97], [KHO97] and [Bos04] worked on the convergence rate of a Euler type
interacting particle scheme. There was not much work done after this until recently where
three different approaches to the problem have been proposed in order to make the simulation
more efficient [GP18], [CM17a], [HAT18] and [STT17] among others. Firstly, [GP18] navigate
around the problem of approximating the law of the MV-SDE via a large particle system by
writing an approximation scheme to the law directly using PDEs. Although this requires an
additional step we can use the same law for all particles, which removes a large part of the
computational cost. Secondly, [STT17] and [HAT18] apply Multilevel Monte Carlo techniques to
improve the simulation of MV-SDEs. That is they develop a Multilevel Monte Carlo scheme which
has a smaller weaker error. Finally [CM17a] use cubature methods as developed in [LV04], such
methods have been shown to be effective alternatives to Monte Carlo and again in this setting
eliminate the need for a particle system. Although these papers have shown superior convergence
to that of standard Monte Carlo with interacting particles, they all rely on sufficiently smooth
coefficients and all are required to be Lipschitz. Moreover, they all require scalar or first order
interaction with the law. In this chapter we focus on schemes that do not require differentiable
and Lipschitz-type coefficients and show the enhancements one is able to make in this setting.
To see why MV-SDEs are much harder to deal with than standard SDEs let us consider
the following example. If one is interested in estimating a quantity such as E[G(XT )], then
the system (2.1.2) is a system of ordinary SDEs. In general one cannot simulate SDEs exactly
either and hence requires a numerical scheme, such as the Euler scheme (under sufficiently nice
coefficients). We partition the time interval [0, T ] into M steps of size h := T/M , we then define
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be the i-th component of the solution of (2.1.2), discretised on [0, T ] over M steps. The quantity
of interest, which, in our case is θ = E[G(XT )], will then be approximated by the Monte Carlo
estimator






Unlike standard SDEs which are affected by two sources of error (statistical and discretisation),
the MV-SDE approximation is affected by three.
• The statistical error, that is the difference between θ̂N,M and E[G(Xi,N,M )].
• The discretisation error (bias), that is, the difference between E[G(Xi,N,M )] and E[G(Xi,N )].
• The propagation of chaos error of approximating the MV-SDE with the interacting particle
system, that is, the difference between E[G(Xi,N )] and E[G(X)].
The discretisation error of ordinary SDEs has been analyzed by many authors, and it is well
known that, e.g., under the Lipschitz assumptions the Euler scheme has weak convergence error
of order 1M (see [KP11, Chapter 14]). It is of course well known, the standard deviation of the
statistical error is of order of 1√
N
(see [Gla13, Chapter 1]). There has also been some work
detailing the error from the propagation of chaos as a function of N , essentially for G and X
nice enough the weak error is also of the order 1√
N
, see for example [KHO97] and [Bos04] for
further details.
Although all three errors are of interest, we shall concentrate on the discretisation and
statistical error.
2.2.1 Non Lipschitz Simulation
It is well documented that for standard SDEs, the Euler scheme diverges when one leaves the
realm of Lipschitz (or linear) type growth and one considers monotone or one-sided Lipschitz
growth in drift (see [HJK11]) for example, for all t ∈ [0, T ],
〈x− x′, b(t, x)− b(t, x′)〉 ≤ L|x− x′| ,
where 〈·, ·〉 is the standard scalar product and | · | our norm. This is in spite of the fact that the
SDE is known to have a unique strong solution, see [Mao08, Theorem 2.3.5]. This is not ideal
since many SDEs one wishes to use in practice have coefficients that only satisfy these more









dt+ σXtdWt, X0 = x,
where a, b and σ are positive constants, see [Tie13] for more discussion on this model and its
applications. There are also many such SDEs that are commonly used in finance which have
nonlinearly growing coefficients, see [CJM16] for several such examples. One possible way
around this is to modify the drift such that it remains bounded but the scheme still converges
to the true, there are two such methods taming as developed in [HJK12] (see Section 8.3 for
further details) and truncation, see [CJM16].
It has also been shown that MV-SDEs with non Lipschitz growth conditions also give rise to
unique strong solutions. One would then expect that naively applying an Euler type numerical
scheme would lead to a similar divergence. As it turns out, not only is this the case but the
interaction among the particles implies that if one particle diverges it can bring the other particles
with it, thus the whole system diverges. We refer to this effect as particle corruption, which
will be discussed in more detail in Chapter 9. Our goal is therefore to draw upon the work
on standard SDEs to create a numerical scheme for MV-SDEs that is stable when one has non
Lipschitz coefficients.
It should be noted here that taming is one solution to the problem of simulating SDEs with
more general coefficients. It has been shown that the implicit (or backward) Euler scheme
still converges for one sided Lipschitz functions, see [HMS02], [Szp10] and [MS13] for details
on the algorithm. There are however, two problems extending implicit schemes here, firstly
implicit schemes are far more costly than explicit schemes since they involve solving a fixed
point equation at every step, see [HJK12]. Secondly, in order to simulate a MV-SDE (and hence
a particle system) extending the implicit scheme to an N -particle system would then require N
fixed point equations to solve at every step. This along with the already large computational
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growth in N suggests an implicit algorithm unfavourable in this setting. We shall return to this
in Chapter 9.
2.2.2 Importance of Improved Simulation
As one may have realised, because we can introduce a particle system and write the discretisation
error on that, the computational complexity of the step size is “the same” between SDEs and
MV-SDEs. However, the same is not true as a function of N .
To see this let us consider an example and for simplicity let us ignore the discretisation error,
hence the error is O(1/
√
N). For standard SDEs, due to the fact they are independent simulating
N SDEs is N times more expensive than simulating a single SDE. Therefore, if one wants to
decrease the error by one order of magnitude, then the simulation is 102 times the cost, that is
the computational complexity grows like O(N2). For MV-SDEs all N particles depend on each
other, therefore the cost of simulating N particles is N2 times more expensive than simulating
one. This implies that in order to decrease the error by one order of magnitude requires 104
times the cost, namely, the computational complexity grows like O(N4).
Clearly this growth makes large particle systems completely infeasible, hence one looks
towards minimising the error with a fixed N . There are techniques known as variance reduction
techniques for Monte Carlo which do this at the level of the statistical error. The goal of Chapter
10 is to use one such technique known as importance sampling to improve the performance.
Importance sampling works by changing the measure under which the simulations are carried
out, if one does this in such a way that “important” regions of the distribution are simulated
from more often then one can dramatically reduce the variance. Of course in the MV-SDE setting
the SDE depends on its own law (and hence measure) therefore one must be careful about how
the measure change is performed. Although we focus purely on a reduction in the statistical
error this method may provide an interesting approach to also reducing the propagation of chaos
error, we shall discuss this further in Chapter 10.
2.2.3 Contributions
We make several contributions in these directions and provide answers to the question posed
earlier. Firstly with regard to the simulation of MV-SDEs with super linear growth, in Chapter 9 we
show additional difficulties in using basic Euler scheme, so-called particle corruption technique.
We provide a pathwise propagation of chaos result in this setting, which had previously only
been shown in the Lipschitz setting, see Proposition 9.1.2. We also propose and prove strong
convergence of two algorithms capable of handling such MV-SDEs, an implicit and explicit,
this is carried out in Theorems 9.1.9 and 9.1.3 respectively. We further obtain the standard
1/2 rate of convergence w.r.t. the stepsize for the explicit scheme. Although we do not obtain
a corresponding convergence rate for the implicit scheme, the numerical examples appear to
suggest the explicit scheme is superior. Moreover, the proof of the implicit scheme is quite
technical and relies on stopping time arguments. Due to the law dependency, stopping times
are known to be an issue for MV-SDEs and hence we must be extremely careful applying such
arguments.
The second part of our contribution is w.r.t. variance reduction for MV-SDEs. The idea
of variance reduction techniques in Monte Carlo methods for standard SDEs is well studied,
however, this is not the case for MV-SDEs. The added computational complexity of the particle
makes more efficient techniques even more desirable. By efficient we mean, reduce the number
of particles required to yield a given error. In Chapter 10 we propose two types of importance
sampling algorithm (one is capable of handling super linear growth), see Section 10.1 for
the algorithms. One of the first hurdles one must overcome here is, since the measure is an
intrinsic part of the MV-SDE equation, but this explicit dependence is “lost” when taking a
particle approximation, how does the measure change effect that? This to best of our knowledge
has never properly been addressed and it doing it naively means that the particle system does
not converge to the correct MV-SDE. To address this issue in Proposition 10.1.4 we present a
propagation of chaos result under a measure change which shows the necessary adjustment one
must make. For the importance sampling in Theorems 10.2.7 and 10.2.9 we use large deviation
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principles to select a measure change and show through numerical testing the variance reduction
(and hence computational cost saving) one can achieve. Finally, this work is based solely on
reducing Monte Carlo error, however, the theory may lend itself to reducing propagation of




Stochastic Methods for PDEs
The final area we study is the somewhat surprising connection between stochastic analysis and
PDEs, namely, for certain classes of PDEs, one can represent the solution the PDE as the expected
value of some function of an SDE. It is common to say a PDE whose solution can be written this
way, has a stochastic representation. One useful result is that this gives access to Monte Carlo
simulation which does not suffer the curse of dimensionality. There has been a vast amount of
literature recently focusing on such representations, this is the main topic of Part IV.
3.1 Motivation and Background
It is difficult to overstate the importance of PDEs in mathematical modelling, they have found
application in almost every area. For a complete review of the theory of PDEs, one can consult
[Eva98] and references therein. For applications of PDEs in finance one can consult [GHL13]
for example, where they derive and consider PDEs for many exotic options. While there have
been many numerical methods considered to solve PDEs (see for example [Tre00]), we shall
concentrate on so-called stochastic representations.
Many books involving SDEs contain a section detailing the connection between them and
linear PDEs, often referred to as the Feynman-Kac formula. For this small exposition we follow
the results in [PR16, Chapter 3.8], but one can obtain similar results in [Mao08], [KS12] and
[Fri12] among others.
We start by defining the following SDE in Rd, with fixed x ∈ Rd over the interval [0, T ] with
T > 0 fixed, {







σ(s,Xt,xs )dWs, t < s ≤ T,
where b, σ : [0, T ]×Rd → Rd are jointly continuous functions in t and x. The following conditions
can be weakened (see [PR16, Chapter 3.7]), but to keep things simple let us assume the b and
σ are Lipschitz in space and satisfy the usual time boundedness condition in time, namely
b(·, 0) ∈ L1 and σ(·, 0) ∈ L2. Then Xt,x has a unique strong solution (see [PR16, Theorem
3.17]).
Now let us also consider the coefficients, c, f : [0, T ]× Rd → R and G : Rd → R, which we
assume are continuous and there exists constants C, p > 0 such that,
|c(t, x)| ≤ C , |f(t, x)|+ |G(x)| ≤ C(1 + |x|p) , (t, x) ∈ [0, T ]× Rd. (3.1.1)
The basic idea of stochastic representations is to consider the following linear (backward)
parabolic PDE, often referred to as the Cauchy problem,{
∂tu(t, x) + Lu(t, x) + c(t, x)u(t, x) + f(t, x) = 0 (t, x) ∈ [0, T ]× Rd,
u(T, x) = G(x), x ∈ Rd.
(3.1.2)
where L is the standard 2nd order differential operator, commonly referred to as an Itô generator
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The Feynman-Kac formula for this problem is,














The goal then is to connect (3.1.3) with the solution to (3.1.2). We have the following result
[PR16, Proposition 3.41].
Proposition 3.1.1. Let u ∈ C1,2([0, T ]× Rd) be a solution to (3.1.2) such that there exists a M ,
q > 0 with,
|u(t, x)| ≤M(1 + |x|q) , ∀(t, x) ∈ [0, T ]× Rd.
Moreover, if the growth conditions (3.1.1) are satisfied, then u(t, x) satisfies (3.1.3) (The Feynman-
Kac formula).


















































c(r,Xt,xr )drc(s,Xt,xs )ds ,















































where we have used the expectation to remove the stochastic integral (although technically
one needs to show enough integrability) and used that u solves the PDE to obtain the final line.
Noticing that u(T,Xt,xT ) = G(X
t,x
T ) and rearranging for u(t, x) one obtains (3.1.3).
There are of course some quite strong assumptions in here such as u being a unique classical
solution, but as it turns out, these assumptions can be lifted and we can connect (3.1.3) with
(3.1.2), provided one is willing to also accept a weaker form of solution, a so-called viscosity
solution of the PDE, which we will return to in Chapter 11. This then leads to the far more
general result [PR16, Theorem 3.42],
Theorem 3.1.2 (Feynman-Kac’s Formula). Let the coefficients in the PDE (3.1.2) be continuous
and satisfy the growth conditions (3.1.1). Then the function u defined in (3.1.3) is a continuous
function of (t, x) ∈ [0, T ] × Rd which grows at most polynomially at infinity and is the unique






uniformly for t ∈ [0, T ] and some δ > 0.
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This result is one of the reasons stochastic representations are useful, even when the PDE
does not have a classical solution, (3.1.3) still has some meaningful connection and hence is
the basis for the majority of the theoretical work in the area. We do not give details of the proof
here but the interested reader can consult [PR16] for further discussion.
Remark 3.1.3 (Connections with different types of PDE). The above results apply to backward
PDEs i.e. PDEs with a terminal condition. As it turn out one can construct analogous results for
PDEs with initial conditions provided that the coefficients in the SDE, as well as that in the PDE do
not depend on time. See [PR16, Chapter 3.8] for details and results. One can also consult this text
for adding in Dirichlet Boundary conditions and elliptic PDEs.
We now move on to generalisations of the Feynman-Kac formula and show the limitation
using standard SDEs. The above stochastic representation was useful since it allowed us to
represent the solution of the PDE purely in terms of its coefficients. Let us consider the more
general nonlinear PDE (often referred to as a semi-linear PDE),{
∂tu+ Lu+ f(t, x, u(t, x),∇xu(t, x)σ(t, x)) = 0 , (t, x) ∈ [0, T )× Rd ,
u(T, ·) = G(·) , x ∈ Rd .
(3.1.4)
Our goal is to derive the stochastic representation for this PDE. For the sake of argument let us
assume that there is a unique C1,2 solution and nice conditions on all coefficients. Following a
similar argument to above we would obtain the following stochastic representation,














This is a problem since now the stochastic representation depends on the solution itself. That is
(3.1.3) depends only on known functions c, f and G, while (3.1.5) depends on the unknown u.
This is clearly not desirable and shows the limitation of using SDEs as stochastic representations.
The breakthrough to this more general framework was given by Backward Stochastic Differ-
ential Equations (BSDEs) and Forward BSDES (FBSDEs), see [PR16], [PP92], [Car08, Chapter
8], [EKPQ97], [CM10] among others for results on (F)BSDEs generally and their application to
PDEs. Although BSDEs give a solution, from a numerical standpoint they can be difficult to work
with. A different approach to deal with nonlinear PDEs (although under more restrictive assump-
tions) is branching diffusions, originally developed by [Sko64], [Wat65], [McK75], however
more recently [RRM10], [HL12], [HLTT14], [HLOT+16] have extended the scope. Both of these
techniques require a good deal of machinery in order to properly convey the idea and results,
we therefore leave this here and give a detailed explanation of both FBSDEs and branching
diffusions in Chapters 11 and 12.
3.1.1 Why Stochastic Representations are numerically useful
As mentioned above there are some theoretical merits from using stochastic representations of
PDEs, however, there are large gains to be made numerically from such representations. This
motivation follows the author’s joint work with Bernal and dos Reis [BdRS17].
As mentioned PDEs are ubiquitous in modelling, appearing in image analysis and processing,
inverse problems, shape analysis and optimization, filtering, data assimilation and optimal
control. They are used in Math–Biology to model population dynamics with competition or
growth of tumours; or to model complex dynamics of movement of persons in crowds or to
model (ir)rational decisions of players in games and they feature in many complex problems in
Mathematical Finance. Underpinning all these applications is the necessity of solving numeri-
cally such equations either in bounded or unbounded domains in potentially high dimensions.
Firstly one should note that Monte Carlo does not suffer from the curse of dimensionality as
deterministic based solvers do. This is shown in [HJK16], where the authors use stochastic
techniques to solve a 100 dimensional semilinear parabolic PDE. Solving these types of problems
in almost unthinkable with traditional PDE solvers. However, where one is able to make real
computational savings is through parallelising the PDE solver which we shall now explain.
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Deterministic Domain Decomposition. Let us start by attempting to parallelise a classic (deter-
ministic) based solver. The standard example of a Boundary Value Problem (BVP) is Laplace’s
equation with Dirichlet Boundary Conditions (BCs):
∆u(x) = 0 if x ∈ D ⊂ Rd, u(x) = g(x) if x ∈ ∂D. (3.1.6)
The large data sets involved in realistic applications nearly always imply that the discretisation
of a BVP such as (3.1.6) leads to algebraic systems of equations that can only be solved on a
parallel computer with a large number (say p >> 1) of processors. Not only does parallelisation
require multiple processors but also parallel algorithms. The classical Schwarz’s alternating
method was the first and remains the paradigm of such algorithms which we refer to as
“Deterministic Domain Decomposition” (DDD) [SBG04]. While state-of-the-art DDD algorithms
outperform Schwarz’s alternating method in every respect, the latter nonetheless serves to
illustrate the crucial difficulty they all face. The idea of Schwarz’s algorithm is to divide D into
a set of p overlapping subdomains, and have processor j = 1, · · · , p solve the restriction of the




Figure 3.1: Domain decomposition on an arbitrary domain D, split into four overlapping
subdomains Di as required for Schwarz’s alternating method. The subdomain D3 is highlighted.
Since the solution is not known in the first place, the BCs on the fictitious interfaces of Dj are
also unknown, therefore, an initial guess has to be made in order to give processor j a well-posed
(yet incorrect) problem. The BCs along the fictitious interfaces of Dj are then updated from the
solution of the surrounding subdomains in an iterative way until some convergence criteria is
met.
Inter-processor communication and the scalability limit of DDD. Since the inter-processor
communication involved in DDD’s updating procedure is intrinsically sequential, it sets a limit to
the scalability of the algorithm by virtue of the well known Amdahl’s law.
A simple illustrative example is as follows. A fully scalable algorithm would take half the
time (say T/2) to run if the number of processors was doubled. If there is a fraction ν < 1 of the
algorithm which is sequential, then the completion time will not drop below Tν, regardless of
how many processors are added. For instance, in Schwarz’s method, if 5% (i.e. ν = .05) of the
execution time of one given processor is lost by waiting for the artificial BCs to be ready, then
the execution time could be shortened by at most a factor of 20 (with infinitely many processors;
a factor of about 19 would already take around 360 processors∗. In other words, Schwarz’s
alternating algorithm, or any DDD algorithm for that matter, cannot exploit the full capabilities
of a parallel computer due to the idle time wasted in (essential) communication.
We emphasise this point further by borrowing an example from David Keyes†. The Gordon
Bell prizes are annually awarded to numerical schemes which achieve a breakthrough in
performance when solving a realistic problem. In 1999, one such problem was the simulation of
∗The time taken can be theoretically calculated by the amount of extra overlap caused by the processors divided by
the number of processors, namely T (1 + (p− 1)ν)/p.
†See http://www.mcs.anl.gov/research/projects/petsc-fun3d/Talks/bellTalk.ppt
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the compressible Navier-Stokes equations around the wing of an airplane. With 128 processors,
the winning code took 43 minutes to solve the task. On the other hand, with 3072 processors
it took it 2.5 minutes instead of 1.79 as would have been the case with a fully parallelisable
algorithm. The remaining 28% of computer time were lost to interprocessor communication. At
this point, adding more processors would have led to a faster loss of scalability.
The Probabilistic Domain Decomposition (PDD) method. A conceptual breakthrough was
achieved by Acebrón et al. with the PDD method (or rather, the PDD framework) [ABLS05],
based on a previous, unpublished idea by Renato Spigler. PDD is the only domain decomposition
method potentially free of communication, and thus potentially fully scalable. It does so by
splitting the simulation in two separate stages, the first stage recasts the BVP into a stochastic
formulation (via the Feynman-Kac formula) which allows to compute the solution of the PDE at
certain specific points in time/space. Thus, we can compute the “true” solution values of the
DDD’s fictitious interfaces for the Dj ’s. Therefore, the fictitious boundaries that were previously
unknown are now known and hence do not need to be communicated!
Consequently, the subdomains are now completely independent of each other, the second
stage then involves solving for the solution over the subdomains in a full parallel way. PDD
calculations will be affected by two independent sources of numerical error: the subdomain
solver and the statistical error of Monte Carlo simulations.
Results for the speed up one can obtain and further results on the algorithms can be found in
works such as [ARRS09], [ARRS10], [BA16], [BdRS17] among others.
Key Questions.
There are several questions we wish to address here.
• How can one solve more general PDEs than linear second order via so-called branching
diffusions? Related to this, how can such representations be used to construct unbiased
estimators?
• How can we then use the branching diffusion machinery to consider a representation for a
first order PDE?
• Can this representation be used/adapted to solve more general PDEs, such as degenerate
second order PDEs?
To answer these questions requires us to introduce additional theory, we therefore postpone
the discussion until Part IV.
3.1.2 Contributions
The main purpose of Chapter 12 is to give an overview of branching diffusions. This is mainly to
help the reader unfamiliar with the topic since the current literature is limited to a handful of
papers and is technical.
We have discussed why stochastic representations are useful, but as one may observe from
our examples, we always require a second order term in space. In Chapter 13 we shall remove
this requirement and construct a stochastic representation for a first order PDE which has finite
variance and is unbiased, see Theorem 13.2.7. As far as we are aware such a result is the first of
its kind and although it has been carried out on a simple first order PDE there is some numerical
evidence to suggest this method can be extended to the nonlinear setting. Such a breakthrough
has much wider implications since such a method would be capable of tackling nonlinear first
order PDEs in high dimensions, or indeed degenerate second order semilinear PDEs which are




Due to the range of topics considered in some instances we use the same symbol to denote some-
thing different in different parts. Although there are several notations that we keep consistent
throughout which we list here.
Notation
We denote the set of natural numbers (without zero) by N and unless otherwise stated d, n, m, l,
N , M are positive integers i.e. ∈ N. Further, we will work with Rd, the d-dimensional Euclidean





i the usual Euclidean distance on Rd and by 〈a, b〉 =
∑d
i=1 aibi the usual scalar
product. To denote m-by-d real matrices, we write Rm×d, for A ∈ Rm×d, we denote its transpose
by Aᵀ. Let a, b ∈ R, we use the standard probability notation for of a ∧ b to denote min(a, b) and
a ∨ b to denote max(a, b).
As is standard in analysis, we use C to denote a generic positive constant that can change
from line to line. Crucially C will only ever depend on “known” parameters e.g. Lipschitz
constants, T etc. In the case C depends on a changeable parameter, for example x, we write
C(x).
We denote by B the Borel σ-algebra, and when it is required to be explicit on which space
we use B(Rd) for example. For two measurable space (X, E) and (Y,G) we denote by ⊗ the
standard product σ-algebra of the measurable spaces. Namely, E ⊗ G is the σ-algebra generated
from the Cartesian product of sets in E and G. For a given (measurable) set A, we denote by 1A
the indicator of that set.
The parameter t is always taken as time and we work on a finite interval, i.e. we set some
0 < T <∞ and take t ∈ [0, T ]. We denote by (Ω,F ,P) a probability space and where appropriate
the filtered probability space, (Ω,F , (Ft)t≥0,P). In the case where we are dealing with Brownian
motion Parts III and Part IV, (Ω,F , (Ft)t≥0,P) is taken to satisfy “the usual conditions”, where
Ft is the augmented filtration of a standard multidimensional Brownian motion W on the time
interval [0, T ].
P and Q are probability measures and E is the expectation (under P unless stated otherwise).
When we need to be explicit we write EP or EQ to denote the expectation under this measure.
Similarly, W is often taken as a Brownian motion under P, when we need to be explicit we write
W P or WQ to denote which measure it is a Brownian motion under.
Function Spaces
We use the following notation for spaces, which are standard in stochastic analysis litera-
ture. We define Sp for p ≥ 1, as the space of Rd-valued, F·-adapted processes Z, that satisfy,
E[sup0≤t≤T |Z(t)|p]1/p <∞. Similarly, L
p
t (Rd), defines the space of Rd-valued, Ft-measurable
random variables X, that satisfy, E[|X|p]1/p <∞.
We denote by C(Rd) as the set of continuous functions on Rd, we further denote by Ckb (Rd)
all k times differentiable real valued functions defined on Rd, with bounded partial derivatives
up to order k. Similarly, we denote by C1,2([0, T ]× Rd) all real valued functions defined on the
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product space [0, T ]× Rd which are continuously differentiable in the first component and twice
continuous differentiable in the second. We use C0([0, T ]) to denote all continuous real valued
functions on the interval [0, T ], with value zero at (time) zero. When it is not clear we use “;”
to denote what space is being mapped from and to, for example C(X;Y ) is the continuous
functions mapping X to Y .
Finally we denote by HdT the Cameron-Martin space of absolutely continuous functions with
square integrable derivative over the interval [0, T ] with values in Rd, i.e. (if d = 1 we just write
HT = H1T )
HdT =
{
















This part is based on the author’s joint work with dos Reis [dRS17] and dos Reis and Pfeuffer
[PRS18].
The goal in this part is to develop techniques to help improve the estimation of probabilities
that are crucial in credit risk modelling, most importantly probability of default. Initially, in
Chapter 6 we work under the Markov assumption, that is we treat every company in the same
rating as having the same risk. This is also the best modelling one can come up with when
individual transitions are not known. Following that, in Chapter 7 we consider the problem
when one has access to the full list of company transitions and therefore can remove the Markov
assumption. This makes the theory more complex, however, we are able to better capture the
data using these techniques. In both cases our goal will be to calibrate a model and we opt for
statistical methods to do this and in particular likelihood inference.
5.1 Markov Chains
The theory of Markov chains (processes) is apparent in many areas of mathematics and science,
although here we will only provide minimal details of the concepts and results needed for TPMs.
We will focus on continuous time Markov chains (CTMCs) on a discrete state space. For more
details and proofs of these one should consult one of the many books on the subject, for example
[Nor98].
We work with a probability space (Ω,F ,P) and consider a stochastic process X = {X(t)| 0 ≤
t} defined on a finite discrete state space S, namely we can define S := {1, . . . , h} for h ∈ N.
Hence for any t ≥ 0, X(t) : Ω → S, we say that such a process is a CTMC if the following
property holds for all t, s ≥ 0, and i, j ∈ S,
P
[




X(s+ t) = j|X(s) = i
]
. (5.1.1)
Further, we say the process is a time-homogeneous CTMC if the following also holds,
P
[




X(t) = j|X(0) = i
]
. (5.1.2)
One key concept in CTMCs is the notion of a generator matrix, which we will come onto very






converges component-wise and we denote the limit of such a series as eQ (naturally). Moreover,
suppose for some matrix P , that we can find a matrix Q, such that eQ = P . Then, for all t ≥ 0,
we obtain the relation etQ = P t. This leads to the following theorem (note at present there are
no restrictions on P and Q).
Theorem 5.1.1. Let Q be a matrix on S. Set, P (t) = etQ. Then (P (t) : t ≥ 0) has the following
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properties:
1. P (s+ t) = P (s)P (t) for all s, t (semigroup property).
2. (P (t) : t ≥ 0) is the unique solution to the forward equation
d
dt
P (t) = P (t)Q , P (0) = Id . (5.1.4)
3. (P (t) : t ≥ 0) is the unique solution to the backward equation
d
dt
P (t) = QP (t) , P (0) = Id . (5.1.5)





P (t) = Qk . (5.1.6)
The beauty of this theorem is that there are very little assumptions placed on P and Q.
However, let us define the following [Nor98, pg 69].
Definition 5.1.2. Consider some set S and a matrixQ,Q is referred to as a generator (orQ-matrix)
on this set if the following conditions hold:
• 0 ≤ −qii <∞ for all i ∈ S.
• qij > 0 for all i, j ∈ S such that i 6= j.
•
∑
j∈S qij = 0 for all i ∈ S.
This implies qii = −
∑
j 6=i qij , i.e. rows of Q all sum to zero. Further, it is common to denote
qi =
∑
j 6=i qij (as an aside qi is taken to be the rate of leaving state i).
This leads us onto the extremely useful theorem [Nor98, pg 63].
Theorem 5.1.3. A matrix Q on a finite set S is a generator iff P (t) = etQ is a stochastic matrix
for all t ≥ 0.
Note that Theorem 5.1.3 implies if Q is a generator, then P := eQ is a stochastic matrix.
However, given a stochastic matrix P , there may not exist a generator Q that eQ = P . This is
what gives rise to Theorem 1.2.1 and will be discussed further in Chapter 6.
The Q matrix also implies how one can simulate a Markov chain, we observe that state
i has intensity qi, that is, if X = i, then the probability of X moving follows an exponential
distribution with mean 1/qi. Moreover, when X transitions to another state the probability of
jumping to state j is qij/qi.
Likelihood of CTMC
Let (X(t))t≥0 denote a CTMC over the finite state space {1, . . . , h} with a generatorQ. Associated
to X(t) is, for i, j in the state space, Kij(t) the number of jumps from i to j in the interval [0, t]
and by Si(t) the holding time of state i in the interval [0, t].
The likelihood of a continuous time fully observed Markov chain with generator Q is given


























One can see from this expression why we have a “missing data” problem. In the case of the
discretely observed TPMs, we not observe K and S, hence the likelihood cannot be fully
evaluated and by extension cannot simply be maximised.
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5.2 Overview of Markov Chain Monte Carlo algorithm
For details on the Markov Chain Monte Carlo (MCMC) theory we refer the reader to [GRS96].
Algorithms for implementing MCMC to estimate a generator, from discrete observations are
discussed in [BS05] and [BS09]. MCMC differs from the Expectation Maximisation (EM) in the
sense that EM estimates the set of parameters which maximises the likelihood function (see
Section 6.1), while MCMC samples from the posterior distribution. Namely, given some data D,




with π(D|θ) denoting the likelihood and π(θ) the prior distribution. MCMC obtains the best
guess of θ by sampling from π(θ|D) and taking the Monte Carlo approximation of the expected
value. The reason the expectation is our best guess is due to the fact we use both the data
(likelihood) but also our experience on what the outcome should approximately be (the prior).
Although the prior can be extremely useful in stopping ‘bad’ answers it is also a criticism of
MCMC due to so-called prior sensitivity.
5.2.1 MCMC with missing data
As alluded to in the previous section, the problem one faces here is a missing data problem. One
algorithm often used in this situation is the Expectation Maximisation (EM) algorithm which we
discuss further in Section 6.1. However here we focus on the MCMC approach.
Remark 5.2.1. Here we purely discuss MCMC to sample from the posterior, this is the standard
approach. MCMC algorithms which approximate the maximum likelihood in the presence of missing
data do exist, but are more useful when for example one cannot explicitly write the E step in the EM
algorithm (see [GC93]).
Similar to the case of the EM algorithm the problem faced here is missing data. Namely we
wish to consider the so-called posterior distribution of the generator matrix Q, which we denote
by π(Q|D) (although it is common to suppress the data and only write π(Q)). The difficulty is,
in its current state this is an extremely hard distribution to evaluate since we do not have a good
handle on the likelihood, so we augment with an auxiliary variable X (see [GRS96, p.105] and
[BG93]). In general X need not require an interpretation, although here it will correspond to
the full Markov chain. In order to generate realisations of π(Q|D), we specify the conditional
distribution π(X|Q,D) which provides the joint distribution π(Q,X|D) = π(Q|D)π(X|Q,D)
and therefore the marginal distribution of Q is π(Q|D). One can then sample from the marginal
distribution by using any sampling method that preserves the joint distribution π(Q,X|D) (and
by extension π(Q|D)), such as Gibbs or Metropolis Hastings.
The method used in [BS05] and [BS09] is the data augmentation algorithm from [TW87]
(see also [LR02, p.200]). We specify the prior distribution π(Q) and take a realisation from this
distribution, Q(0), we then construct a sequence {Q(k), X(k)}, for k = 1, . . . ,M by:
1. Draw, X(k) ∼ π(X|Q(k−1), D).
2. Draw, Q(k) ∼ π(Q|X(k), D) = π(Q|X(k)) (since X(k) is richer than D).
3. Save {Q(k), X(k)} and take k = k + 1.
Under mild conditions (see [GRS96, Chapter 4]), after some burn-in n, the sequence {Q(k), X(k)}
for k ≥ n has the same distribution as π(Q,X|D). Moreover, the marginals also have the correct





For the choice of prior, π(Q), [BS05] suggest a prior from the gamma distribution with shape
αij and scale 1/βi. Hence, qij ∼ Γ(αij , 1/βi), where αij , βi ≥ 0, ∀ i 6= j ∈ {1, . . . , h}. With this
choice, the prior is a conjugate prior. Although this prior has some drawbacks, we note, by
assuming the prior to follow a Gamma distribution we effectively bound the parameter space,
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therefore there is no need to make the space compact. Noting that the posterior distribution of
X is equivalent to the likelihood i.e. π(X|Q) = Lt(X;Q), one has
π(Q|X,D) = π(Q|X) = π(Q,X)
π(X)
∝ Lt(X;Q)π(Q) .



























That is, X gives us both Kij and Si. We do not have equality here since there is no normalisation
term, however, note that the resulting posterior is in the same form as the prior. Hence we
generate qij with i 6= j from the distribution Γ
(
Kij(t) + αij , 1/(Si(t) + βi)
)
(since each qij is
taken as independent).
5.2.2 Single Component Metropolis Hastings
The previous description deals with the MCMC algorithm in the Markov missing data setting,
which we use in Chapter 6. However, in Chapter 7 we have access to the full data set (that
is we know K and S for each individual company) and therefore we do not require the data
augmentation step. That being said, because we have access to individual company transitions
we look to drop the Markov assumption and use a more complex model, which in turn implies
we do not have the conjugate priors as described above. This forces us to then use a more general
sampling method, the so-called Metropolis Hastings (MH) algorithm, originally developed in
this context by [Has70]. In our case we have multiple parameters to estimate, hence we look to
use a variant of the MH, the so-called single component MH, described in [GRS96, Section 1.4].
The single component MH algorithm works by preforming n updating steps for each time
interval. Let us denote by∗ Xt,i the state of component i at time t. The next iteration for step i,
i.e. the t+ 1 iteration is then carried out as a standard MH algorithm, we generate a candidate
point Yi from the distribution, ψi(Yi|Xt,i, Xt,−i), where Xt,−i denotes the most recent step in
the t+ 1 iteration, namely,
Xt,−i := {Xt+1,1, . . . Xt+1,i−1, Xt,i+1, . . . , Xt,n} , (5.2.1)
that is, components 1, . . . , i− 1 have already been updated. Therefore, the ith proposal distribu-
tion only generates a candidate point for the ith component of X. However, it may do this with
dependence on the other components of X. The acceptance of any such component happens
with probability α(X−i, Xi, Yi), which is defined as,







where π(Xi|X−i) is the full conditional distribution of Xi under π(·) (which we define below).
As one would expect, if Yi is accepted or rejected we only update the ith component accordingly,
the other components do not change.
Remark 5.2.2 (More Advanced Algorithms). Here we presented classical MCMC, which works
well in many situations but can be slow. There is vast amounts of work on extending these sorts
of algorithms with so-called Hamiltonian (or Hybrid) Monte Carlo (HMC) [Nea11], Metropolis
Adjusted Langevin Algorithm (MALA) [RT96], Sequential Monte Carlo (see [GDF01]) and Particle
MCMC (see [DM13]). For our purposes, however, MCMC will suffice.
∗Note that here X is still a Markov chain, except now it is defined on a general state space rather than the discrete




As so much of finance relies so heavily on the idea of risk, let us describe the concept of a risk
measure. Rather simply a risk measure is a way to express loss in terms of risk. One can consult
[Lüt08, Chapter 2] or [MFE15] for more details.
The most well known risk measure is value at risk (VaR), which mainly stems from the fact it
is easy to understand. It can be defined in the following way for portfolio P with (random) loss
L within α percent,
VaRα(P ) = inf
x∈R
{P[L ≤ x] ≥ α} . (5.3.1)
That is, if we have some probability distribution of possible loss, VaRα is the smallest loss such
that with α percent the loss observed does not exceed VaRα.
Although, VaR is intuitive one can ask does such a measure behave as expected? Related to
this [ADEH99] was the first to lay down a solid mathematical framework for risk measures. With
the main contribution being the idea of coherent risk measures. Although we won’t go into the
details about coherent risk measures, it is essentially a set of properties one expects a “good” risk
measure to satisfy. One such property is diversification and as it turns out, VaR does not satisfy
this property.
Due to this, the regulation is changing to so-called Expected Shortfall (ES) which is a coherent
measure. ES is in fact closely related to VaR, except instead of one using a fixed level α, one







It is of course clear that ESα ≥ VaRα and by conditioning over all remaining confidence levels, ES
better deals with “tail risk” and also does not suffer the discontinuity of VaR. That is (especially
for small portfolios), one can have VaRα+ε  VaRα for small ε (see [GLS00]).
5.4 Point Processes
In the Markov chain setting we had a constant intensity, that is, qi denoted the “rate” at which
one exits state i. This is of course part of the Markov framework since the intensity is completely
determined by the current state. Therefore, to include non-Markov effects into the model, namely
rating momentum we must look to generalise this. Of course the Markov framework appears very
suitable for this problem and hence we do not want to change too many aspects and this leads
one (rather naturally) to point processes. Point processes is a vast topic in itself and we point the
interested read to [DVJ03] and [DVJ07] for a full overview on the theory and applications.
Before getting into too much detail let us pick up from Chapter 1 and discuss how we look to
embed history dependence into the model. Recall that we were interested in Hawkes processes




φ(t− s)dNs . (5.4.1)
By setting φ = 0 then we have constant intensity and this is equivalent to the Markov setting.
However, φ allows us to vary the intensity with previous events, this is a key feature we need for
momentum. As also described in Chapter 1, at this point the Hawkes process is just a counting
process (it is a generalisation of a Poisson process), to make a process that takes values on some
state space we consider a so-called marked point process, see [DVJ03, Section 6.4]. Marked point
processes (MPPs), are essentially point processes on a product space T × K, that is, we return a
set of values, {tk, κk} for k = 1, 2, . . . , where we typically think of tk as the event time of the
point process (with intensity λ) and κk of the “mark” associated to the event. Although these
notions are what we shall use, in general tk could be a multidimensional object e.g. include
spatial dependence. In our particular case we shall have κk ∈ {1, . . . , h} namely, it will denote
the rating and this ensures our marked point process is well defined and is sometimes referred
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to as a multivariate point process in this case.









where we have the following notation, Ng is the set of events occur, λg is the intensity and
f is the so-called mark’s distribution. The ∗ symbolises that the the intensity and mark dis-
tribution depend on previous events. Namely, the intensity at time ti depends on the events,
{(t1, κ1), . . . , (ti−1, κi−1)}. Also note the distinction that λ(ti) does not depend on the mark κi,
but the mark is allowed to depend on time ti. The subscript g is a common notation used to imply
this is the intensity of the ground process, i.e. we are only considering the events of interest.
Further details of likelihoods of MPP can be found in [DVJ03, Section 7.3].
One reason that we believe MPPs are a good choice for this particular problem is that one
can view them as natural generalisation of CTMCs. This is apparent from the likelihood since,
letting λ = qi and f = qij/qi we recover the likelihood of a CTMC, see (5.1.7).
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Chapter 6
In the Markov Setting
The current regulation modelling assumption is that a company’s rating transition is Markov.
That is, only the company’s current rating determines its transition probabilities. Although this
assumption has been called into question (see [LS02] and Section 7.1 for example), this does
make calculations more tractable. We discuss removing the Markov assumption in Chapter 7.
Recalling the problem. We take the view of a financial agent who wishes to estimate
probabilities of default or assess risk in their portfolio due to credit transitions but does not have
access to (the expensive) individual credit rating transitions. The agent only has the annual TPM
(missing data case), say P (1), and uses a continuous time Markov chain (CTMC), say (P̂ (t))t≥0,
with a finite state space to model the changes in rating over time. Under standard conditions
the evolution of the CTMC can be written as P̂ (t) = eQt where Q is the generator matrix. The
problem is then to estimate Q given P (1).
This estimation is non-trivial due to the so-called embeddability problem (as mentioned in
Chapter 1). It is discussed in great detail by [IRW01] and, for further discussion and results, we
point the reader to [Lin11].
Several approaches exist to tackle this estimation problem [KS01, IRW01,TÖ04,BS05, Ina06,
BS09], either using deterministic algorithms (e.g. diagonal or weighted adjustment, Quasi-
optimization of the generator) or statistical ones (Expectation-Maximisation (EM), Markov
chain Monte-Carlo (MCMC) ones), see Section 6.2. We focus on the Expectation-Maximisation
algorithm of [BS05] for CTMCs and allow for an absorbing states.
Remark 6.0.1. If a matrix P is embeddable∗, the algorithms below are pointless and one can easily
tackle the problem through eigenvalue decomposition etc. Or in the case where the exact timing
of rating transitions are known (full data case) one can use the standard maximum likelihood
estimator as in [JLT97]. In this chapter the only data given is a set of yearly TPMs which in general
are not embeddable and the methods just mentioned do not yield useful results.
Preliminaries and standing convention. Throughout this part we consider companies defined
on a finite state space {1, . . . , h}, where each state corresponds to a rating. We denote AAA
as rating 1 and D (default) as rating h. We adopt the standard notation that P is an h-by-h
stochastic matrix, which will be the observed TPM (at, say, time t = 1) and Q is an h-by-h
generator matrix. We further denote by Pij := (P )ij , by qij := (Q)ij and the intensity of state i
by qi =
∑
j 6=i qij where i, j ∈ {1, . . . , h}. A standard assumption used in credit risk modelling is
that default is an absorbing state, hence Phh = 1 (which is the case when we set qh = 0). We
work with infinitesimal generators of the following class.
Our Contribution Firstly we provide sufficient conditions to extend the convergence result
of [BS05] to individual parameters rather than just convergence of likelihoods. The conditions
presented are trivially satisfied in the context of the TPM problem. Secondly, we derive two closed
form expressions for the entries of the Hessian of the likelihood function used in the EM algorithm.
This eliminated several instability issues appearing in other numerical implementations found
in the literature and allows for computational speedups (comparatively). Moreover, the result
provides a way to estimate the error of the estimation via the Fisher information matrix (Wald
∗In this setting a stochastic matrix P is embeddable if there exists a generator Q such that P = eQ.
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intervals) and assess the nature of the stationary point the algorithm has converged to. We
further provide expressions allowing one to transfer confidence intervals at the level of the
generator matrix to the level of rating transitions and probabilities of default, where they can
be easily interpreted. Finally we give a short overview of known methods and implement them
with some modifications as to improve their performance. See Sections 6.2 & 6.3 for precise
meanings: we apply the algorithms to certain credit risk problems and carry out a simulation
study to check the impact in the computation of risk charges, namely IRC (Incremental Risk
Charge) with VaR (Value at Risk), IDR (Incremental Default Risk) with VaR and IRC with ES
(Expected Shortfall). We distinguish portfolio types (mixed, investment or speculative); the
impact of different types of generators (stable vs unstable); dependence on the sample size
and general convergence. We compare probabilities of default as maps of time across different
algorithms and find interesting results.
This chapter is organised as follows. In Section 6.1 we present the EM algorithm and we
state our main theoretical findings, in particular in Section 6.1.2 and 6.1.3 we establish our
closed form expressions for the Wald confidence intervals for the generator and the underlying
TPM. In Section 6.2 we briefly present other known algorithms and in Section 6.3 we present
the benchmarking results. Finally we calculate the Wald confidence intervals on empirical data
in Section 6.4.
Remark 6.0.2 (Software availability). The findings and algorithms of this work are now part of an
improved version of the CRAN R-package ctmcd: Estimating the Parameters of a Continuous-Time
Markov Chain from Discrete-Time Data (see [Pfe17]) — https://CRAN.R-project.org/package=ctmcd
6.1 The EM Algorithm
There exists extensive literature on the majority of the algorithms we present in this section,
therefore we only provide brief discussions and include references for additional information.
Further, we will use the theory of Markov chains extensively.
If a matrix Q satisfies the conditions in Definition 5.1.2, then for all t ≥ 0 the matrix
P (t) := eQt is a stochastic matrix (Theorem 5.1.3), where eA is the matrix exponential of matrix
A. The goal of the algorithms presented is to calculate a generator matrix Q such that eQt is the
“best fit” to the observed TPM, where t denotes the length of time between the rating updates
(typically one year).
As in Section 5.1, let (X(t))t≥0 denote a CTMC over the finite state space {1, . . . , h} with
a generator Q of the above class. Associated to X(t) is, for i, j in the state space, Kij(t) the
number of jumps from i to j in the interval [0, t] and by Si(t) the holding time of state i in the
interval [0, t].
6.1.1 The Algorithm
Many methods have been developed in statistics in order to obtain the maximum likelihood
estimate, but many methods break in the presence of missing data. Mathematically, we are
interested in some set X , but we are only able to observe Y, with the assumption there is a
many-to-one mapping from X to Y. That is, X is a much richer set than Y.
When dealing with such a case, the Expectation Maximisation (EM) algorithm often offers
a robust solution to the problem. [MK07] provide a complete overview of the algorithm. The
basis of the algorithm is, we observe data y which is a realisation (element) of Y . We know y has
density function g (sometimes referred to as a sampling density) depending on parameters Ψ in
some space Λ, but we want the density (likelihood) of X (y). Hence, postulate some family of
densities f , dependent on Ψ, where f corresponds to the density of the complete data set X (y)






The idea is, the EM algorithm maximises g w.r.t. Ψ, but we force it to do so by using the density
f . Further, define,





)∣∣y] for Ψ′,Ψ ∈ Λ, (6.1.1)
where EΨ[·|y] is the conditional expectation, conditional on y under parameters Ψ. We assume
R to exist for all pairs (Ψ′,Ψ), in particular we assume f(x; Ψ) > 0 almost everywhere in X
for all Ψ (otherwise the logarithm is infinite). Let us clarify, f is calculated using Ψ′, but the
expectation is calculated using Ψ. The EM algorithm is then the following iterative procedure.
1. Choose an initial Ψ(1) and take p = 1.
2. E-step: Compute R(Ψ; Ψ(p)).
3. M-step: Choose Ψ(p+1) to be the value of Ψ ∈ Λ that maximises R(Ψ; Ψ(p)).
4. Check if the predefined convergence criteria is met, if not, take p = p+ 1 and return to (ii).
The particular problem of generator estimation For our problem the observed process is a
discrete time Markov chain (DTMC), the unobserved process to estimate is a continuous time
Markov chain (CTMC). Therefore, the observed data is the discrete transitions (annual TPM) and
the parameters we wish to estimate are the entries in the generator. Mathematically we consider
the case where the CTMC is observed at times t0 < t1 < · · · < tM , denote by ∆tu := tu − tu−1
for u ∈ {1, . . . ,M} and the transition matrix over that interval by N(u). The likelihood of the











Even though this is not the likelihood of a CTMC, it is the likelihood based on what we can
observe so in effect the EM algorithm looks to find Q to maximise (6.1.2). Therefore the Wald
confidence intervals are also based on this likelihood.























where y denotes the discrete time observations. This gives important intuition about the EM
algorithm, recall that the issue with only having the discrete time data is that one does not know
K and S (missing data), hence likelihood maximisation is more difficult. The purpose of the
EM is then to replace the data we do not have access to by the corresponding expected value.






The difficult step is the calculation of EQ[Kij(t)|y] and EQ[Si(t)|y]. We follow an approach
similar to [BS05] (see also [BMNS02]) but express the result in a framework more suited
to generator estimation from TPMs, rather than the estimation from individual movements.
Furthermore, the result derived in [BMNS02] is for irreducible Markov chains making it not
applicable to our case (CTMC with absorbing states), accounted for in Proposition 6.1.2.
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Consider the following functions (see [BMNS02]), for 1 ≤ i, j ≤ h














where we denote by c = (c1, · · · , ch) ∈ Rh and Z ∈ Rh×h with Zii = 1 for i ∈ {1, · · · , h}.
Observe that V ∗ij is the Laplace-Stieltjes transform of the holding times S and the probability
generating function of the jumps K, with initial and final states X(0) = i and X(t) = j
respectively. Denoting by V ∗(c, Z; t) the h-by-h matrix of elements V ∗ij(c, Z; t). This allows us to
give the main theorem (similar version) in [BMNS02].
Theorem 6.1.1. For t ≥ 0, the matrix V ∗(c, Z; t) is given by,
V ∗(c, Z; t) = exp
(
[Q • Z −∆(c)]t
)
,
where • is the Schur (Hadamard) product† of matrices, Q is the generator matrix from the CTMC
and ∆(c) is the diagonal matrix with entries ci at position ii for i = 1, . . . , h.
A closed form expression for the expectation terms in (6.1.4) follows from a result in [VL78]
(sketched also in [HJ11]).
Proposition 6.1.2. Let ei be the column vector of length h which is one at entry i and zero

















α, β ∈ {1, · · · , h}. (6.1.6)
Consider a CTMC X that we observe at n time points 0 ≤ t1 < t2 < · · · < tn and denote by ys the
state of the Markov chain at time ts, i.e. ys := X(ts). Then, the expected jumps and holding times



































Proof. We firstly note that a similar technique to the one below is detailed in [HJ11], however,
for completeness we detail the steps here. Observe that V ∗ in (6.1.5) satisfies the differential
equation in the statement of Theorem 6.1.1 (see [BS05]).
d
dt
V ∗µν(c, Z; t) = −V ∗µν(c, Z; t)cν +
h∑
r=1
V ∗µr(c, Z; t)qrνZrν µ, ν ∈ {1, . . . , h}. (6.1.7)
To simplify the presentation, define for any two states µ, ν ∈ {1, . . . , h}, satisfying the positive
probability condition PQ[X(t) = ν|X(0) = µ] > 0, for t > 0,
ξ̄ijµν(t) := EQ[Kij(t)|X(t) = ν,X(0) = µ] and ζ̄iµν(t) := EQ[Si(t)|X(t) = ν,X(0) = µ] .
Note that the positive probability condition allows for the Markov process to be reducible. It is a




ξ̄ijysys+1(ts+1 − ts) and EQ[Si(t)|y] =
n−1∑
s=1
ζ̄iysys+1(ts+1 − ts) . (6.1.8)
†The Shur product of two h× h matrices A and B is the h× h matrix with elements AijBij .
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Before continuing we study the related quantities,
ξijµν(t) = EQ[Kij(t)1{X(t)=ν}|X(0) = µ] and ζiµν(t) = EQ[Si(t)1{X(t)=ν}|X(0) = µ] .
Again we only consider indices µ, ν s.t. PQ[X(t) = ν|X(0) = µ] > 0, for t > 0. From standard
conditional probability, the relationship between these quantities is,
ξ̄ijµν(t) =
ξijµν(t)
PQ[X(t) = ν|X(0) = µ]
and ζ̄iµν(t) =
ζiµν(t)
PQ[X(t) = ν|X(0) = µ]
. (6.1.9)
By defining ξij(t) as the h-by-h matrix with µ, ν entry ξijµν(t), where we define ξ
ij
µν(t) = 0 for
µ, ν such that PQ[X(t) = ν|X(0) = µ] = 0. It is shown in [BS05] that ξij satisfies the following
differential equation, with the obvious condition ξij(0) = 0,
d
dt




By considering a system of linear inhomogeneous differential equations its solution is given by






j exp((t− s)Q)ds . (6.1.10)






i exp((t− s)Q)ds . (6.1.11)
As it turn out we can obtain explicit solution to this integral using the method in [VL78] as







where A1, A2 and B1 are h-by-h matrices. Noting that any integer power of an upper triangular







Recalling for matrix exponentials, ddte

















Alternatively, we can write, Ḟj(t) = Fj(t)Aj =⇒ Fj(t) = exp(Ajt), for j = 1, 2 and Ġ1(t) =
F1(t)B1 +G1(t)A2. Again using the same result for inhomogeneous differential equations we

































Similarly, setting A1 = A2 = Q and B1 = eie
ᵀ
i , produces (6.1.11). By then using the fact that
PQ[X(t) = ν|X(0) = µ] = (exp(Qt))µν along with (6.1.9) and (6.1.8) we obtain the required
results.
Thus we obtain closed form expressions for the two key quantities appearing in (6.1.4). This
approach differs from [BS05] where they describe numerical schemes to solve the differential
equations, namely Runge-Kutta and uniformization. These techniques can yield good results at
this level, but our closed form expression will pay dividends when it comes to error estimation.
This yields the relation we desire, however, in our example we have an observed TPM (or
sequence of TPMs), P , in the case of equal observation windows, t in the interval [0, T ] (although
it is trivial to generalise) the expectation can be expressed as,




































where n = T/t (the number of observations) and Pu is the TPM of the u-th observation.
Remark 6.1.3 (The reducible case). Previously, we only had observed transitions, hence they must
have a non-zero probability of occurring. Here we can sum s and r over the full range because Psr(t)
acts as an indicator of possible transitions, that is, if Psr(t) = 0 we set the s, r component as 0.
Clearly, if Psr(t) > 0, but (exp(Qt))sr = 0, Q is misspecified.
Roughly speaking, the above formula is taking each row in the TPM to contain equal amounts
of information (observations). When one knows the number of transitions between the states
N , then one replaces Pusr(t) by Nsr(u), where Nsr(u) is the number of observed transitions in
observation u.
Likelihood Convergence of the EM algorithm In the case of this problem [BS05] provide
a proof that the likelihood function converges with one small caveat in order to keep the
parameter space compact. Namely, they use the following constrained parameter space, Qε,
which can be achieved by setting, Qε = {Q ∈ Q| det[exp(Q)] ≥ ε} (Q is the parameter space
from Definition 5.1.2) for some ε > 0. Theorem 4 in [BS05] states that the algorithm will
converge to a stationary point of the likelihood or hit the boundary of the parameter space they
have induced. It is accepted this is a crude approach to solving the problem and further analysis
is needed when det[exp(Q)] = ε. An alternative approach would be to use a penalised likelihood
as discussed in [MK07, p.214].
Parameter convergence criteria The above convergence is sufficient for one to conclude
convergence of the likelihood. However, it is not sufficient for convergence of the parameters
as one cannot state that the series of iterates Q(k) converge (‖Q(k+1) −Q(k)‖ → 0 as k →∞).
From a theoretical standpoint this may not be as important as convergence of the likelihood
itself, nonetheless, it is of key importance for applications. For instance, without convergence of
the parameters the risk charge different financial agents obtain from the same data may vary
wildly, even under very strict convergence conditions. Before proving convergence we require
two important points.
Remark 6.1.4. With (6.1.12) in mind we assume that for any s 6= r such that Pusr(t) = 0 for all u,
we take the starting point q(0)sr := (Q(0))sr = 0. As discussed in [BS05], any point set to zero will
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stay at zero for all iterations. Note, we are not changing the problem since these terms will converge
to zero under the EM algorithm.
Assumption 6.1.5 (Element constraint). Similar to [BS05], we will use a manual space constraint
to obtain the convergence. Take 1 > ε > 0, such that ∀ i 6= j, qij < 1/ε. Moreover, we assume
adjacent mixing, namely, for i ∈ {2, . . . , h− 1}, qi,i±1 > ε and q1,2 > ε.
We denote the space of generator matrices which satisfy this condition as Λε.
The above assumption ensures non-zero entries in the tri-diagonal band and also only finite
entries as one can take ε as small as we wish. In the case of TPMs associated to credit ratings,
such an assumption is trivially satisfied as one generally has diagonally dominant matrices and
companies can always be upgraded or downgraded by one, thus Pui,i±1 are typically non-zero.
Diagonal dominance is sufficient for the generator to be identifiable and therefore entries do not
blow up, we discuss the notion of identifiability in Section 6.1.2.
Proving the parameters converge is more challenging than the likelihoods, however, [Wu83]
provide a sufficient condition for this to occur, namely a sufficient condition for ‖Q(k+1)−Q(k)‖ →
0 as k →∞ is, there exists a forcing function‡ F such that,
R(Q(k+1);Q(k))−R(Q(k);Q(k)) ≥ F (||Q(k+1) −Q(k)||) .
An example of a forcing function is σ(t) = λt2 where λ > 0. We require the following bounds on
the expected values to show convergence.
Lemma 6.1.6. Let n and Pu be as defined in (6.1.12) and assume for i 6= j there exists a
u ∈ {1, . . . , n} such that Puij > 0 (we observe a movement from i to j in observation window u).








εhth exp(−th2/ε) , exp(ht/ε)
} . (6.1.13)
Moreover, assuming there exists a u ∈ {1, . . . , N} such that Puii > 0, we obtain the following bound
on the expected holding time,






To maintain the flow of the text we state immediately our main convergence result, and defer
the proof of the Lemma to Section 6.5.1.










≥ λ‖Q(k+1) −Q(k)‖2 ,
where || · || is the Euclidean norm.























Due to the form of the Euclidean norm squared and the function R, it is sufficient to show the
inequality holds for all i 6= j. Namely, it is sufficient to show the existence of a λ > 0 such that,


























for all i 6= j. We tackle the log terms first. It is well known that we can express any C∞-function
using Taylor expansion to a finite number of terms with some error (remainder) term. Moreover,
‡A forcing function is defined as any function F : [0,∞)→ [0,∞) such that for any sequence tk defined in [0,∞),
limk→∞ F (tk) = 0 implies limk→∞ tk = 0.
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the error term has a known form and hence, using an exact Taylor expansion to second order,





























where we have expanded q(k)ij around q
(k+1)
ij . Substituting (6.1.4) into the LHS of (6.1.15), the
condition simplifies to,











In order to show this bound we need to get a handle on Z. Clearly, there are two options between






ij . In the latter case we obtain,








EQ(k) [Si(T )|P ]2







Since we can element wise bound Q(k), using Lemma 6.1.6 and Assumption 6.1.5 we can bound
the term EQ(k) [Kij(T )|P ] from above and EQ(k) [Si(T )|P ] from below by constants (depending
on ε). Hence, we can choose a λ independent of k such that the condition is satisfied.
The second case q(k)ij > q
(k+1)
ij , follows a similar argument. Again, we can set Z as the larger
of the two values, thus we obtain the following inequality,














)2 (q(k)ij − q(k+1)ij )2 .
Using Lemma 6.1.6, we can reduce this inequality to,


















Since Puij > 0 and we can bound each qij from above, again we choose a λ independent of k.
Starting value for the EM algorithm The final point to discuss, is the choice of the initial
matrix Q. It is useful from a computational point of view to start in a good place. Here we choose
Q based on a generalisation of the QOG algorithm (described in Section 6.2.1) that allows for





× |qij | ,
where |qij | is the magnitude of qij and Re(qij), is the real component of qij . With the newly
defined Q we apply the QOG algorithm. We take any zero entries not in the final row to be a
small number (10−5, say) unless there are zero observed transitions. This defines our initial
choice of Q. We define the EM algorithm steps as,
1. Take an initial intensity matrix Q and positive value ε.
2. While the convergence criteria is not met and all entries of Q are within the boundaries
(1) E-step: calculate EQ[Kij(T )|P ] and EQ[Si(T )|P ].
(2) M-step: set q′ij = EQ[Kij(T )|P ]/EQ[Si(T )|P ], for all i 6= j and set qii appropriately.
(3) Set Q = Q′ (where Q′ is the matrix of q′s) and return to E-step.
3. End while and return Q.
This leads to the following theorem for convergence of the EM.
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Theorem 6.1.8 (Convergence of the EM). Assume that our initial point is in the parameter space
Λε: is a true generator and satisfies Assumption 6.1.5. Then either the sequence of points {Q(k)}k
converges to a single point in Λε which is also a stationary point of the likelihood, or the entries go
to the boundary (blow up or some tri-diagonal elements in an non-absorbing row go to zero).
A proof of Theorem 6.1.8 follows directly from Theorem 4 in [BS05] and our Theorem 6.1.7.
Remark 6.1.9 (The unique maximiser of the Likelihood). The natural question one may ask is
does this stronger form of convergence imply convergence to the global maximum? The problem of
existence and uniqueness of maximum likelihoods in this setting is a very challenging problem with
a long history. [BS05] give a wonderful overview on the subject, Theorem 1 in [BS05] also provides
results on existence and uniqueness of the maximum. Unfortunately, one cannot say more than this,
if one can derive conditions under which a unique maximum existed (for non-embeddable TPMs)
then the above convergence result is sufficient to conclude the EM will converge to the MLE.
Our Theorem 6.1.7 is handy in this context as it shows that once the EM lands “near” the global
maximum the iteration will converge to it.
6.1.2 Variance Estimation
In this section we derive an expression for the Hessian of the likelihood. We use a result in
[Oak99] and follow [BS09], however, unlike [BS09], we provide a closed form expression for the
Hessian. This result eliminates the stability problems observed in the numerical simulation case
when the entries in Q are small. The Hessian provides a way to estimate the Wald confidence
intervals of the maximum likelihood estimates and further allows us to assess the nature of the
converged stationary point (this is further discussed in Section 6.4.1).
We point the reader to [BS05, Theorem 1] for results on the existence and uniqueness
of maximum likelihood estimators with respect to this problem. Further, for discussions on
consistency and asymptotic normality related to this problem one should consult [KW13],
[KW14]. [KW13], provide sufficient conditions for consistency, the key assumption relies on
so-called model identifiability§. [KW13] prove identifiability under conditions which are too
restrictive for our purpose; [BS05, DY07] discusses the problem of identifiability in detail.
From [Cut73], [BS05] for the model to be identifiable it is sufficient (though very crude) to
have mini(exp(Qt))ii > 1/2, [Cul66] gives a requirement for general matrices based on the
eigenvalues which one can always aposteriori verify after a Q is deduced. The crucial assumption
in [KW14] to obtain asymptotic normality, is that the Hessian must be invertible at the true
value, we can of course verify invertibility a posteriori.
Let us now state the following definition.
Definition 6.1.10 (Allowed pairs). We say that the pair α, β is allowed if α 6= β (not in the
diagonal) and qαβ is not converging to zero under the EM algorithm.
For practical applications, one can imagine the set of allowed values, as the set of α, β such
that qαβ > ε, where ε is some cut-off point (10−8, say). The reason we must exclude small
parameters is, this analysis only holds in the large data limit, since we do not have an infinite
amount of data we cannot for certain rule out some jump, however, if qαβ is converging to zero,
it implies that this parameter is either zero or extremely close to zero and therefore we can
bound it above by a small number. Moreover, from a mathematical point of view a parameter
which does tend to zero (or even becomes zero) lies on the boundary, where the notion of
differentiability is not clear. Therefore, we can think of the “allowed pairs” as the variables when
solving the problem in a restricted parameter space.
As it turns there are two approaches to obtain the Hessian for the EM in this setting, which
we now detail both.
Hessian via Oakes formula
The first approach is to use the result from [Oak99] for calculating the Hessian of the likelihood,
in the likelihood.
§In our setting a model is identifiable if there does not exist a generator Q′ 6= Q such that exp(Qt) = exp(Q′t).
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Lemma 6.1.11. The second derivative of the likelihood with parameter Ψ and observed information

































where δab is the Kronecker delta. From our previous work, (6.1.16) is easy to obtain, however,
(6.1.17) involves derivatives of the expected jumps and holding times and is thus challenging.
[BS09] opt for a simple numerical scheme to compute these derivatives and found unstable
results, although the authors do remark that more sophisticated numerical schemes could yield
improved results at greater computational expense.
We now present the following theorem.
Theorem 6.1.12. Let µ, ν, α, β ∈ {1, . . . , h}, and Q, Q′ be two generator matrices (∈ Λε for some



































































































The proof of this uses similar techniques to Proposition 6.1.2 along with differentiation
properties of matrix-exponentials, and is deferred to Section 6.5.2.
Remark 6.1.13. In the above representation for the derivative of R, we use subscripts of the form
h+ ys+1 and 3h+ ys+1, this is simply a consequence of the result in [VL78]. Namely, we are not
interested in all the entries of the matrix, only an h-by-h segment. We therefore need to adjust the
indexing to only take elements at this specific segment.
Using Theorem 6.1.12 and Lemma 6.1.11, we can write the elements of the Hessian corre-
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A similar transform to (6.1.12) can be applied here to obtain the Hessian from TPMs. When
using the result to estimate the error, some knowledge of the number of companies per rating is
required.
Direct Differentiation for Gradient and Hessian of the Likelihood
Relying on first principles, it turns out that one can do without the said formula in [Oak99] and
derive a closed form solution involving matrix exponentials for the gradient and the Hessian by
direct differentiation.
A formula for obtaining the Hessian is useful, however, while the second derivative can
inform us about errors at the level of the generator matrix, it does not shed light on how these
errors propagate to the transition probabilities. For that we need to be able to take further
derivatives.
Using properties of derivatives and integrals of exponentials of matrices (see [Wil67] and

























Using (6.1.18), we can directly calculate the first and second derivative of the likelihood function
for a discretely observed Markov process. Let (α, β) and (µ, ν) be allowed pairs for generator Q,


























































These estimates are direct applications of (6.1.18) (see also Section 6.5.2), hence we omit
the steps. Both approaches yield are exact expressions for the Hessian and thus for the Fisher
information matrix. However, the direct approach is of distinctly reduced complexity, which
consequently leads to clearly reduced computing times.
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Computation of the Error Since the Hessian is only defined for allowed pairs the matrix is
smaller than (h− 1)2-by-(h− 1)2. We compute the Wald confidence intervals as follows,
• Let Na be the number of allowed pairs in the estimated Q. Define an Na-by-2 matrix VQ as





• The information matrix is given by−H(·). The estimated variance of the allowed parameter
qab is then the ith diagonal element of −H(·)−1, where VQ(i, 1) = a and VQ(i, 2) = b.
• The Wald 95% confidence interval for qab is qab ± 1.96
√
V ar(qab).
6.1.3 The Delta method - Confidence Intervals for Probabilities
The object we are estimating is the generator matrix Q, thus the confidence intervals are based
on the entries of this matrix. Although it is useful to know the confidence interval for such
an estimation, from a practitioners standpoint it is more useful to know how this uncertainty
propagates to the underlying TPM and estimated probabilities of default. This is a classical
problem in statistics where one wishes to consider how the confidence interval changes under
some transformation (in this case P (t) = exp(Qt)), the method to do this is known as the Delta
method, see [LC98] for further information.
We construct confidence intervals for each element in P individually using the set of allowed
pairs, see Definition 6.1.10, we consider the confidence interval for the transition probability pij







That is for a fixed t, pij(VQ; t) is a multivariate function of the allowed pairs, VQ, in Q. This leads
to the following result.
Theorem 6.1.14. Assume asymptotic normality holds for all allowed pairs, let VQ̂ denote the
allowed pairs of Q̂ (our MLE estimate) and fix t. Then, for each i, j in the state space with i 6= h,














provided ∂pij(VQ̂; t)/∂VQ̂ 6= 0, where
∂
∂VQ̂
denotes the vector constructed by differentiating
w.r.t. each element in VQ̂ then evaluated at Q̂, and H(Q̂)
−1 is the inverse Hessian matrix at
















The proof of this result is given in Section 6.5.3. The assumption that ∂pij(VQ̂; t)/∂VQ̂ 6= 0 is
extremely mild and can be easily checked once the MLE estimate is found.
6.1.4 Further Discussion on the Results
The main results presented throughout this section have been involved with the convergence
and error estimation of the EM algorithm. Although we have concentrated on the particular
problem of credit risk modelling, the problem of determining transition matrices over shorter
time frames is not unique to finance. For example [CS02] consider a similar problem but in a
medical setting. The assumptions we make here are appropriate for the finance problem we are
considering, however one could look to relax the off diagonal assumption (Assumption 6.1.5)
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we make on the generator to prove convergence and instead only consider that all ratings (other
than default) formed a communicating class. That being said for this particular set up it seems
an unnecessary complication. One assumption that is difficult to remove however, is the diagonal
dominance assumption required to have a unique (identifiable) generator. That is we need to
observe the empirical transition matrix frequently enough so that most transitions are captured.
In the majority of cases though I believe this will hold.
Focussing more on the error estimation results and in particular the Delta method, it is not
ideal that we must make assumptions that one has to verify a posteriori, such as the derivative
of the transition probability being non-zero. However, due to the off diagonal assumption it is
not a restrictive assumption, moreover it is also simple to check.
6.2 Competitor Algorithms
We have described several aspects of the EM with relation to this problem. Let us now discuss
other algorithms that have been proposed in the literature.
6.2.1 Deterministic algorithms
Diagonal Adjustment (DA) The first method to discuss is diagonal adjustment, see [IRW01].
Given a TPM, P , one calculates the matrix logarithm directly. However, due to the embeddability
problem, the logarithm may not be a valid generator. To solve this problem [IRW01] suggest
setting for i 6= j,
qDAij =
{
(log(P ))ij , if (log(P ))ij ≥ 0 ,
0 , otherwise.
and adjusting (re-balancing) the diagonal element correspondingly, qDAii =
∑
j 6=i−qij for i ∈
{1, · · · , h}. Hence forcing the corresponding matrix QDA to satisfy the properties of a generator.
Weighted Adjustment (WA) Weighted adjustment is also suggested in [IRW01]. It follows
diagonal adjustment except, one re-balances across the entire row. Again, calculate the logarithm




max(qij , 0) , Bi =
∑
j 6=i
max(−qij , 0) .
The entries corresponding to weighted adjustment are defined as,
qWAij =

0 if i 6= j and qij < 0 ,
qij −Bi|qij |/Gi otherwise if Gi > 0 ,
qij otherwise if Gi = 0 .
Quasi-Optimisation of the Generator (QOG) The above two methods are unfortunately not
optimal in any sense. The QOG (Quasi-Optimisation of the Generator), method suggested in
[KS01] relies on optimisation and is therefore an improvement on the diagonal and weighted
adjustment methods. QOG involve solves the minimisation problem minQ∈Q ‖Q−log(P )‖, where
Q is the space of stable generator matrices and || · || is the Euclidean norm. Further, [KS01]
provide an efficient algorithm to obtain Q.
6.2.2 Statistical algorithm: Markov Chain Monte Carlo
An alternative statistical algorithm one can adopt is MCMC (Markov Chain Monte Carlo), see
Section 5.2. It should be noted that all MCMC algorithms presented here use a so-called auxiliary
variable technique, by introducing the fully observed Markov chain, X as a random variable.
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Moreover, the prior for Q is Γ(α, 1/β) (shape and scale), which is conjugate for the likelihood of
a CTMC.
Gibbs Sampling - Bladt & Sorensen 2005 To simulate the Markov process, X, [BS05] suggest
a rejection sampling method. As is stated in [BS05], such a sampling method runs into difficulties
when considering low probability events since the rejection rate will be high (e.g. default for
high rated bonds). The MCMC algorithm is summarised as follows, [Ina06],
1. Construct an initial generator Q using the prior distribution (Γ(αij , 1/βi)).
2. For some specified number of runs
(1) Simulate X for each observation from Y , with law according to Q.
(2) Calculate the quantities of interest K and S, from X.
(3) Construct a new Q by drawing samples from Γ(Kij(t) + αij , 1/(Si(t) + βi)).
(4) Save this Q and use it in the next simulation.
3. From the list of Qs, drop some proportion (burn in), then take the mean of the remainder.
The issues with this method are the choice of α and β and the number of runs required before
we know that the sample has converged (burn in). Both of these are critical in obtaining accurate
answers from MCMC and although [BS05] suggested taking αij and βi to be 1, they observe
MCMC overestimating entries in the generator when true entries were small. Furthermore, here
we are required to use the TPM indirectly through inferring company transitions. That is, we
consider M companies in each rating and define the number of companies to make the transition
i to j as M × Pij , this of course need not be an integer, but we can always normalise the entries.
The reason we cannot use the TPM directly as we did in the EM algorithm is due to the fact that
MCMC becomes very sensitive to the values in the prior. The burn in for MCMC will be of little
concern to us here as will become apparent when carrying out analysis on the algorithms.
Importance Sampling - Bladt & Sorensen 2009 [BS09] address some of the issues in [BS05]
by running the same algorithm as previous combined with an importance sampling scheme based
on the Metropolis-Hastings algorithm (in its essence a single component Metropolis-Hastings
algorithm). The proposal distribution suggested is a Markov chain with generator given by the





1h − Ih − hIh
)
,
where 1h and Ih is the h-by-h matrix of ones and identity matrix respectively and W is a scaling
factor set to match the intensities in the true generator matrix Q. [BS09] note that if entries in
Q are known to be zero, then the corresponding element in Q∗ should also be set to zero and
the diagonal modified accordingly. Thus transitions rarely produced by the generated Markov
chain will occur much more frequently under Q∗. Thus we have solved (at least partially) one of





where L is the CTMC likelihood. For the priors, [BS09] do not suggest any significant improve-
ment on their earlier work. The authors use α = 1 and β = 5, which they claim gives better
results than the suggestion in [BS05]. However, it still provides a problem when dealing with
entries in Q which are close to zero. The problem stems from the fact that very little information
is known (rarely observed) for certain transitions, therefore the output for these entries is mostly
based on our prior beliefs.
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MCMC Mode Algorithm [Ina06] presented an alternative algorithm to the original MCMC
algorithm presented in [BS05] whereby one calculates the mode rather than the mean. The
author claims that this gives extremely accurate results and outperforms other algorithms. The
reasoning presented is that the standard MCMC overestimates in the small probability cases
due to the gamma distribution being ‘skewed’, therefore the mode is a better estimate. [Ina06]
approximates the mode of {q(k)ij } by kernel smoothing over the estimates (after taking the log
transform to ensure all results are positive).
6.3 Benchmarking the Algorithms
Due to the diversity of investments a bank makes, one cannot assess an algorithms’ performance
with a single test. With this in mind we consider a host of tests on different portfolios and matrices.
The computations were carried out on a Dell PowerEdge R430 with four Intel Xeon E5-2680
processors. At the same time the work [SdR17], [Pfe17] also carried out a comparative study.
The performance tests of [Pfe17] are a just subset of those we present next and independently
confirm (where there is overlap) our findings, in particular the timing of the MCMC algorithms
versus the EM. A version of our algorithms appear in the mentioned R-package (see Remark
6.0.2).
The tests conducted in this section are theoretical in the sense that we take a “true” solution
(based on reasonable values). This is important for a comparative analysis because it allows us
to measure the suitability of the model in terms of convergence etc. Later in this chapter and in
Chapter 7 we shall use empirical data to demonstrate the model and techniques.
The first observation we make is, transition matrices can vary substantially depending on the
financial climate (see [CHL04] and [Can04]). Therefore we consider two different generator
matrices which can be thought of as the generator in financial stress and the generator in
financial calm. In order to keep these matrices ‘reasonable’ we start off with the generator given
in [CHL04] built using a large amount of data (see also [Ina06]) and consider a generator which
has in general higher transition rates and one with lower transition rates. Through considering
more than one generator this provides a more detailed assessment of the performance of the
various algorithms than other comparative reviews, such as [Ina06]. The generators we consider
are shown in Table 6.1 and Table 6.2. We observe that Table 6.1, has more non-zero entries and
larger entries than that of Table 6.2.
AAA AA A BBB BB B C D
AAA -0.146371 0.085881 0.04549 0.015 0 0 0 0
AA 0.018506 -0.166337 0.114831 0.033 0 0 0 0
A 0.0276 0.047012 -0.198043 0.09043 0.023001 0.01 0 0
BBB 0.011469 0.010734 0.088133 -0.243046 0.077569 0.044407 0.010734 0
BB 0 0 0.019159 0.184699 -0.323077 0.106166 0.013053 0
B 0 0 0.012280 0.034822 0.093489 -0.296265 0.134273 0.022401
C 0 0 0 0 0.02 0.140209 -0.600939 0.440730
D 0 0 0 0 0 0 0 0
Table 6.1: True unstable generator
AAA AA A BBB BB B C D
AAA -0.061371 0.055881 0.005490 0 0 0 0 0
AA 0.013506 -0.096337 0.074831 0.008 0 0 0 0
A 0 0.037012 -0.097442 0.06043 0 0 0 0
BBB 0 0.000734 0.058133 -0.120843 0.057569 0.004407 0 0
BB 0 0 0.009159 0.104699 -0.190024 0.076166 0 0
B 0 0 0 0.024822 0.083489 -0.174985 0.064273 0.002401
C 0 0 0 0 0 0.080209 -0.300939 0.220730
D 0 0 0 0 0 0 0 0
Table 6.2: True stable generator
Throughout the analysis we refer to the multiple MCMC algorithms introduced in Section
6.2 which we label in the following way: MCMC BS05 is [BS05]’s algorithm of Section 6.2.2;
46
MCMC BS09 is [BS09]’s algorithm of Section 6.2.2; and MCMC Mode is [Ina06]’s algorithm in
Section 6.2.2.
6.3.1 Sample Size Inference
The first test we consider is an extension to a test in [Ina06], where the author considers a true
underlying generator and masks it by using it to simulate TPMs, which we view as observations,
then applying the algorithms to each observation. The key point here is, [Ina06] only simulates
100 companies per rating and hence the outputted TPM is non-embeddable (has 0 entries
for accessible jumps). This is an extremely useful test because it provides a fair and intuitive
way to assess the performance of each algorithm, however, [Ina06] only considers one true
generator and only one level of information i.e. 100 companies per rating. Alongside the two
different generators we also consider a range of companies per rating to determine its effect on
convergence for each algorithm. Furthermore, [Ina06] uses seven years worth of data, although
one would likely have access to multiple years worth of TPM data, it is unlikely that we would
have seven years of transitions from the same generator. Hence we consider four years, which is
more consistent with time homogeneity estimates for generators (see [CHL04]). We calculate
our estimates for the generator as follows.
1. Take a range of obligors per rating, [100, 200, 300, 500, 750, 1000] and 10 random seeds.
2. For each true generator simulate four one year TPMs for each seed and for each obligor
per rating. Hence we have (#Years×#Obligors categories×#Random Seeds×#True gener-
ators), simulated TPMs.
3. For each set of four simulated TPM we estimate the generator for each algorithm. MCMC
may take a long time to run, therefore we consider the time taken to carry out the first
10 runs and the total time taken, if these exceed 180 or 18 000 seconds respectively, the
algorithm is deemed to be too slow and no result is returned. Note, MCMC algorithms
use 3000 runs with a burn in of 300. This is smaller than [Ina06] for example, however,
[Ina06] shows apparent convergence to the stationary distribution in a small number of
iterations and we observe a similar result.
4. Therefore, for each algorithm we have (# Obligors categories × # Random Seeds × #
True generators) estimated generators to analyze.
We analyze the estimated generators by considering, distance between estimated generator
and true generator in Euclidean norm and difference in one year probability of default. All
results presented have been obtained by analyzing the estimated generator for each seed, then
averaging. This gives a better picture of the average performance.
Algorithms Deterministic EM MCMC
Time (seconds) < 1 ∼ 10 ∼ 103 to ∼ 104
Table 6.3: Order of time taken to execute the various algorithms. Note that MCMC also depends
on the level of information i.e. obligors in each rating. We also note that BS 09 algorithm is
faster than the other MCMC algorithms but still takes 104 seconds in the case of 1000 obligors
per rating.
Convergence in Euclidean Norm Our goal in this analysis is to consider the empirical rate of
improvement of each algorithm as our ‘information’ about the true generator increases. For each
obligor category we calculate the natural log of the distance (measured by the Euclidean norm)
between the estimate and the true. The results are shown in figures 6.1 and 6.2.
Note the x-axis is on a logarithmic scale. We observe similarities between the two figures,
most notably in the case of low information all algorithms have very similar convergence
results, however, as we increase the information there is substantial variation in improvement,
MCMC BS09 algorithm does not improve as well as the other algorithms. Missing points stem





































Algorithm Convergence for Unstable Generator
EM DA WA QOG MCMC Mode MCMC BS05 MCMC BS09



































Algorithm Convergence for Stable Generator
EM DA WA QOG MCMC Mode MCMC BS05 MCMC BS09
Figure 6.2: Showing the log of the error for each algorithm as a function of obligors per rating.
The MCMC algorithms have a potentially increased error due to the Monte Carlo simulation,
lowering it requires a larger computational expense to the already most expensive algorithm
being tested here. For the [BS09] algorithm, the neutral matrix approximation may give poor
mixing, thus the additional error.
Error in Probability of Default Although overall error is important, it does not provide details
on the small probability scale. This is extremely important in banking, since estimation of the
probability of default is crucial. Using the same estimated generators as previous we calculate
the corresponding one year TPM, that is, we calculate exp(Qestimate) (using the expm function
in MATLAB) for each seed then take the average. The averaged TPM default probabilities are
compared to the true ones. To keep the numbers in the comparisons meaningful we plot the log





The results of which are given in Figures 6.3 and 6.4.
Unlike the overall error, there appears to be far greater volatility in the error estimation w.r.t.
the probability of default. Moreover, there appears to be no general downward trend in error
for the investment grade ratings. A likely cause for this is, even with 1000 companies there
are still no/few investment grade defaults. Of the algorithms MCMC BS09 performs the worst.
The EM algorithm though has consistently one of the smallest errors and is clearly the best in









































































































































































































Figure 6.4: Showing the log of the relative default error for each algorithm as a function of
obligors per rating.
generator was similar.
6.3.2 Time Dependent Probability of Default
A key question that has not been addressed in the literature is how do the probabilities of default
change in time among the several algorithms. For ths we only consider EM, QOG, WA and the
MCMC Mode algorithm from [Ina06], since these algorithms gave the best probability of default
estimates.
We consider a non-embeddable TPM, then estimate the generator matrix Q, from Q we can
easily calculate the probability of a company with some initial rating defaulting in time t > 0.
The goal here is to assess how that probability changes with time. The TPM is given in Table 6.4,
for the MCMC algorithm we took this table to be generated with 250 obligors per rating.
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AAA AA A BBB BB B C D
AAA 0.8824 0.1176 0 0 0 0 0 0
AA 0.0064 0.9111 0.0813 0.0008 0.0001 0 0.0003 0
A 0.0003 0.0559 0.8836 0.0499 0.0079 0.0015 0.0002 0.0007
BBB 0 0.0116 0.1585 0.7640 0.0528 0.0070 0 0.0061
BB 0 0 0.0213 0.1193 0.7746 0.0623 0.0099 0.0127
B 0 0 0.0062 0.0199 0.1669 0.7017 0.0730 0.0322
C 0 0 0 0 0.0417 0.2083 0.4544 0.2956
D 0 0 0 0 0 0 0 1
Table 6.4: Observed TPM used to estimate the generators in probability of default plots.
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Probability of Default over Time
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Figure 6.5: Probability of default over time for EM, QOG, MCMC Mode and WA.
The probability of default across ratings over the one year time horizon is found in Figure 6.5.
The plots give a deeper understanding to the algorithms themselves. As the probability of default
increases the algorithms converge, however, in the case of less defaults we observe a much larger
discrepancy. This can be thought of as the algorithm’s ability to deal with missing data, in the
lower grades we observe defaults and thus have a handle on the probability, however, in the case
of AAA ratings we observe no defaults and therefore it is an approximation by the algorithm.
This shows the difference between the methods, shows the potential prior dependence in the
MCMC algorithm. What is also extremely interesting is that QOG set the jump in the generator
from AA to C as zero (even though the TPM has a non zero entry there), this implies QOG may
in some places under estimate the risk for the investment ratings, this can be seen by the fact
QOG puts a smaller probability of default on AAA.
There is a clear ovestimation of the probability of default at higher grades by the WA and
MCMC algorithms.
6.3.3 Risk Charge
The previous tests have been rather theoretical, we now consider a practical test to asses the
performance of these algorithms in calculating risk charges. We do not give much discussion
to the calculation of these risk charges for more technical details readers should consult texts
such as [SC11]. Here we consider multiple stylized portfolios to represent the risk appetites
of different banks. To best of our knowledge analysis into how different risk measures react to
different portfolio types has not been considered in the literature. The risk charges we consider
are IRC (VaR at 99.9% with a 3 months liquidity horizon including mark to market loss), IDR
(VaR at 99.9% over one year only considering default) and a theoretical risk charge which is
IRC but measured using Expected Shortfall (ES) at 97.5%. The final risk charge is included
due to the Basel committee showing an increasing interest in ES. We consider 4 years worth of
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simulated data, and to keep the analysis realistic we consider 200 companies per rating. We
consider 3 different portfolios corresponding to risk averse (all investment grade), a speculative
portfolio (all speculative grades) and finally a mixed portfolio. The portfolios considered are
given in Tables 6.5, 6.6 and 6.7. The tables show the values and ratings of the various bonds in
each portfolio.
AAA 100, 500, 1500, 750
AA 200, 750, 2000, 650
A 150, 400, 400
BBB 300, 500, 150, 1500
BB 500, 250, 700
B 200, 500
C 100, 150, 200
Table 6.5: Mixed portfolio
AAA 1000, 500,
1500, 1500
AA 100, 400, 750,
2000, 400, 1500











BB 1000, 150, 100,
800, 1500
B 100, 300, 400,
750, 2000, 1500
C 400, 500, 400, 1000
Table 6.7: Speculative portfolio
Alongside these portfolios we calculate the risk charges using the following information,
• The interest rates we receive for a bond in each rating are
AAA AA A BBB BB B C
2.65% 2.69% 2.78% 2.93% 3.18% 5.45% 12.39%
These figures are based on interest rates from Moody’s and can be found in Section 4.1 of
[SC11]. Although these interest rates do not technically match the generators we are using
for the TPMs they provide reasonable interest rates for our toy example.
• We assume that all money is lost in the case of default (zero recovery rate).
• We calculate credit migration using the one factor¶ credit metrics model ([GFB97]), i.e.
normalised asset returns follow,
zi = βiX +
√
1− β2i εi ,
whereX is the systematic risk, εi is the idiosyncratic risk both standard normally distributed














where PDi is the probability of default of asset i. Consequently we see that the higher P
D
i
the lower the value of β.
• Although more sophisticated methods are available for calculation of VaR and ES (see
[Fer14]), we calculate the risk charges using Monte Carlo. This is sufficient here since the
portfolios are small relative to a typical bank portfolio, therefore we can obtain accurate
estimates using a reasonable number of simulations.
• Again, we calculate 10 realisations of the TPMs and estimate a generator for each.
We consider 15×105 simulations for each portfolio, to assess whether this was sufficient we
calculated VaR and ES using 7.5×105, 10×105, 12.5×105 and 15×105 simulations and found
the difference between 7.5×105 and 15×105 to be < 5% for all cases. Hence were are confident
that 15×105 gives sufficiently accurate results for our purposes.
With respect to the risk charge calculation, similar to the previous analysis, we calculate the
risk charges for every set of TPMs, then average over all the seeds to obtain the risk charge. The
risk charges as set by the true generators are given in Table 6.8.
¶This is technically not the true regulation for the calculation of IDR which requires a two factor model, however our
goal here is only to use these calculations as a method for comparing algorithms.
51
Stable Unstable
Mixed Investment Speculative Mixed Investment Speculative
IRC 702 0.32 3395 1251 0.41 5057
IRC ES 508 0.20 2409 842 3.78 3826
IDR 750 0 3400 1750 200 4600
Table 6.8: Risk charge results for the true generators.





i=1 |Risk Charge Estimate(i)− Risk Charge True|
Risk Charge True
,
where Risk Charge Estimate(i) is the ith realisation of the risk charge and N is the number of
TPM sets (10 here). The results obtained by the algorithms are shown in Table 6.9.
Stable Unstable
Mixed Investment Speculative Mixed Investment Speculative
EM 7.3 7.5 1.5 22.5 29 195 2.6
DA 11.9 8.1 2.4 36.9 66 829 4.3
WA 11.8 8.1 2.3 37.3 69 293 4.1
IRC QOG 11.6 7.8 2.3 26.7 38 976 4.1MCMCBS05 154 306 000 2 49.6 478 000 4.1
MCMCBS09 24.9 18.4 14.4 68.3 264 000 14
MCMCMode 12.5 8.1 3.6 34.9 39 000 3.9
EM 5.3 115 3.4 8.6 375 2.7
DA 8.2 235 5.1 16.6 1130 3.9
WA 7.8 210 5 16.4 1109 3.8
IRC ES QOG 7.3 123 4.9 12.6 622 3.8MCMCBS05 35.4 135 000 4.7 19.7 5315 4.1
MCMCBS09 21 610 15.5 67.7 6693 13.1
MCMCMode 9.2 235 6.1 19.1 1063 3.5
EM 6 0 0.3 4.3 113 3.5
DA 10 0 1.2 8.6 295 5.7
WA 9.3 0 0.6 8.6 295 5.2
IDR QOG 7.3 0 0.6 5.4 185 5.3MCMCBS05 139 1580 0.3 12.6 530 4.7
MCMCBS09 20 40 9.3 33.7 775 13.2
MCMCMode 10 10 0.9 8 278 4.7
Table 6.9: Risk charge results for each algorithm as a %.
It should be noted, in the stable IDR some algorithms produce a non-zero value for the
investment portfolio, therefore we have inserted the money value. The first observation we make
is, all algorithms overestimate the risk for the investment portfolio. This is down to two key
feature, one is the ‘step like’ nature of VaR, where in a small portfolio, small probability changes
can make a large difference. The other is because we are averaging over multiple Monte Carlo
simulations, thus having one default in one of those realisations will change the overall average
dramatically. In terms of a typical bank portfolio this type of error should not be a problem since
we would be dealing with a far larger number of assets and hence one would obtain multiple
defaults. However, the results do still give a useful comparison between the algorithms. Although
the MCMC algorithms can outperform the deterministic algorithms for the speculative grades,
remarkably in all categories the EM produces the best results. From the tests we have considered
we conclude the EM to be the superior algorithm for this problem.
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6.4 Error estimation of the EM algorithm
As we have established that the EM algorithm is a good choice of algorithm for this problem
let us now also discuss another important feature of the algorithm, namely the ability to obtain
(cheaply) Wald confidence intervals for the estimate. This is of course in general a major
advantage of the statistical algorithms over their deterministic counterparts is that one can
derive error estimates (confidence intervals) without the brute force (slightly ad-hoc) method of
bootstrapping. For MCMC this comes by looking at the posterior distribution, which we get for
free. However, as we have seen MCMC is computationally expensive. Moreover, unlike the EM
where the error can be transformed cheaply, MCMC requires use to calculate stochastic matrices
for each realisation then calculate the credible interval.
For this we use empirical data, namely, we take the full dataset described in Section 7.1
(which uses Moody’s ratings) and build the corresponding one year TPM.
Remark 6.4.1 (Difference in the notation). Our previous examples were based on Standard and
Poor notation. However, now that we have access to the Moody’s data we use this. The key differences
are that there is one extra rating (9 instead of 8) and default is now denoted by C.
A 95% confidence interval for the generator matrix estimate based on Moody’s discretely
observed corporate ratings data for the year 2016 is illustrated in Figure 6.6. For this interval, the
computation time was 0.8s for the direct differentiation approach compared to 1.9s for the Oakes
formula approach, both detailed in 6.1.2. For the 21 dimensional generator matrix confidence
interval of Moody’s corporate ratings data with the modifiers 1, 2 and 3 (and aggregated annual
transitions from 1987 to 2016) the computing times are 35.5s for the new expression vs. 83.9s for
the formula of [dRS17].














1.000 [−0.11; −0.016] [0.016; 0.11]
[−0.063; −0.02] [0.015; 0.057] [−0.0038; 0.014]
[9.6e−05; 0.0081] [−0.095; −0.062] [0.058; 0.09]
[0.011; 0.025] [−0.12; −0.089] [0.064; 0.091] [0.0016; 0.013] [−0.0014; 0.0035]
[0.037; 0.072] [−0.21; −0.15] [0.094; 0.15] [−0.0041; 0.017] [−0.0019; 0.0039]
[−0.00081; 0.0025] [0.029; 0.052] [−0.22; −0.17] [0.13; 0.18] [−0.0041; 0.0055]
[−0.0031; 0.0071] [0.094; 0.14] [−0.29; −0.23] [0.057; 0.1] [0.037; 0.081]
[−0.041; 0.11] [−0.031; 0.18] [−0.94; −0.45] [0.35; 0.82]
[0; 0] [0; 0] [0; 0] [0; 0] [0; 0] [0; 0] [0; 0] [0; 0] [0; 0]
Figure 6.6: Confidence Interval for the entries of the Generator Matrix for Moody’s Corporate
Rating Discrete-Time Transition Matrix 2016.
As we have already derived a closed form expression for the Hessian we can easily compute
(6.1.19). Hence, it is straightforward to compute the confidence interval for the transition
probabilities. This is of course an extremely useful result since it allows one to understand the
uncertainty at the level of the estimation of transition probabilities, and critically, uncertainties
in the probability of default. Figures 6.7 and 6.8 show such intervals for probability of default
estimates from Moody’s corporate ratings data 2016 and a time horizon of up to 10 years. One
can see that this procedure allows to quantify the error of probability of default predictions for
arbitrary time horizons. This is especially interesting as this parameter is an important ingredient
to the calculation of expected losses over lifetime in the IFRS 9 regulatory framework.
6.4.1 Confidence Intervals w.r.t. information
The previous example looked at confidence intervals with fixed information. Now we want to
look at how these intervals change w.r.t. new (more) information. We consider a true generator
matrix (which is the MLE Markov generator from the full dataset, described in Section 7.2.5)
and from that simulate multiple companies over multiple years to construct a “empirical” dataset.
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Figure 6.7: Confidence Intervals as maps of time for Discrete-Time Transitions into the Default
Category C over 10 years- Moody’s Corporate Rating Discrete-Time Transitions 2016



























































































































Figure 6.8: Confidence Intervals as maps of time for Discrete-Time Transitions into the Default
Category C over 10 years- Moody’s Corporate Rating Discrete-Time Transitions 2016
We then introduce the EM algorithm to more and more data and assess how the estimate and
error change as the amount of data increases. By using a known generator, we also assess the
accuracy of the estimate and error. From a computational point of view, matrix exponentials
embed highly nonlinear dependencies in the elements of Q and P therefore to understand the
error we consider how both of them change as the amount of information changes.
We consider the scenario of 250 obligors per rating and simulate 50 years worth of transitions
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(i.e. the number of companies that made each transition). We then apply the EM algorithm using
1 year worth of data then 2 years etc up to 50 years. In the case of a company defaulting we
replace it with the rating they were pre-default. This implies that the amount of “information”
obtained from each year is similar. We plot the results in Figure 6.9.
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Figure 6.9: Estimated value in some TPM entries and 95% confidence interval as the amount of
data increase.
One observes that in most cases the errors in the TPM behave as expected. The surprising
result is the Ba to Ca entry, which actually has an increase in error. As alluded above, one can
only understand the error in the TPM by understanding the underpinning error of the generator
estimation. Although, in theory the Ba to Ca transition depends on all entries in the generator
we know that certain entries will have a greater impact. We therefore look at the error in some
important generator entries, Figure 6.10.
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Figure 6.10: Estimated value in the generator and 95% confidence interval as the amount of
data increase.
We see that the main contributor to the error is (unsurprisingly) the Ba to Ca entry. Initially
we need to wait for a transition from Ba to Ca which increases the likelihood and hence uncer-
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tainty surrounding the estimate, moreover it then takes several more years of data before the
estimate becomes more stable. This uncertainty in the generator then propagates to uncertainty
in the TPM, and one observes the extremely strong correlation between the TPM entry and the
corresponding generator entry. Due to this, the error in the Ba to Ca transition probability is
much larger than the other estimates, even after 50 years of observation. Of course this behaviour
in the CTMC modelling is not ideal (and the IFRS 9 regulation exacerbates the effect), but it
shows some of the challenges in obtaining good estimates and errors for small probabilities (rare
events), namely that the model is still sensitive to individual observations. One can use this to
assess the sensitivity in the model. For example, adding one observation of a company defaulting
and recomputing the probabilities with associated error will give us an idea of the sensitivity.
Connection to the Global Maximum
A previous problem with the EM was one could not be sure of the nature of the stationary point.
However, we know the form of the Hessian, and therefore we can easily check if this point is a
maximum by assessing the eigenvalues of this matrix. Clearly, if we were not at a maximum,
then it would be worth perturbing the outputted generator and rerunning the algorithm. As
discussed in Remark 6.1.9 the question of a global maximum is very difficult in this setting.
Remark 6.4.2. One way that has been suggested to improve the chances of the EM converging
to the global maximum is, to start from multiple points. Here we can consider creating starting
points by setting for each i 6= j, qij ∼ Exp(λ) (exponential random variable with intensity λ) for an
appropriate λ then setting qii appropriately.
We tested the EM according to the above remark and found in every case considered the EM
always returns the same generator.
6.5 Proof of Results
6.5.1 Proof of Lemma 6.1.6
We now provide the proof of Lemma 6.1.6, all terms used have the same definition as they did
when the Lemma was stated. Throughout we assume i 6= h, thus from from Assumption 6.1.5
PQ[X(t) = j|X(0) = i] > 0 for all j ∈ {1, . . . , h} and t > 0. The first inequality we prove is the
lower bound on the expected number of jumps. Following the assumptions in Lemma 6.1.6 and
time homogeneity we make the observation
EQ[Kij(T )|P ] ≥ PuijPQ[Kij(t) ≥ 1|X(0) = i,X(t) = j] .
The above inequality holds because we are only considering X(0) = i, X(t) = j and not all
possible combinations of start and end states, moreover, PQ[Kij ≥ 1|X(0) = i,X(t) = j] ≤∑∞
n=1 nPQ[Kij = n|X(0) = i,X(t) = j]. We further observe,




Thus the lower bound in inequality (6.1.13) can be easily obtained. We now prove the upper
bound on the expected number of jumps. The first observation we make is for all ν ∈ {1, . . . , h},
EQ[Kij(T )|X(0) = i,X(t) = ν] = sup
µ∈{1,...,h}
EQ[Kij(T )|X(0) = µ,X(t) = ν] .
To see this, let µ 6= i, then denote by τi the first time the process enters state i (if PQ[X(t) =
i|X(0) = µ] = 0 for t > 0, then the result is trivial), by the law of total probability we find,
EQ[Kij(t)|X(0) = µ,X(t) = ν]
= EQ[Kij(t)|X(0) = µ,X(t) = ν, τi < t]PQ[τi < t|X(0) = µ,X(t) = ν]
+ EQ[Kij(t)|X(0) = µ,X(t) = ν, τi ≥ t]PQ[τi ≥ t|X(0) = µ,X(t) = ν] .
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The second term is zero. Then, using the Markov property we obtain,
EQ[Kij(t)|X(0) = µ,X(t) = ν] ≤ EQ[Kij(t)|X(τi) = i,X(t) = ν, τi < t]
≤ EQ[Kij(t)|X(0) = i,X(t) = ν] .
Consequently from this observation and (6.1.12) we obtain,
EQ[Kij(T )|P ] ≤ hn
h∑
ν=1
EQ[Kij(t)|X(0) = i,X(t) = ν] .
Observe that,
EQ[Kij(t)|X(0) = i,X(t) = ν] =
EQ[Kij(t)1{X(t)=ν}|X(0) = i]
PQ[X(t) = ν|X(0) = i]
≤ EQ[Kij(t)|X(0) = i]
PQ[X(t) = ν|X(0) = i]
.
The numerator is easy to bound by considering the expected number of jumps out of i,
EQ[Kij(t)|X(0) = i] ≤ −qiit .
The denominator requires further analysis, firstly, let m = |i− ν|, and therefore by Assumption
6.1.5 we can go from state i to ν in m jumps, w.l.o.g. let i ≥ ν (it will be come clear that the
ordering does not matter). Firstly, if i = ν then,
PQ[X(t) = ν|X(0) = i] ≥ eqiit .
For i > ν, we use the Markov property to obtain,
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.
Conditioning on X only making one jump in each increment we obtain,










As m ≤ h and the terms are strictly smaller than 1, the sought result follows (independent of
ν 6= i).
The last inequality to prove concerns the holding times. By taking for Puii > 0,
EQ[Si(T )|P ] ≥ PuiiEQ[Si(t)|X(0) = i,X(t) = i] ≥ Puiit exp(qiit) ,
where the final inequality follows by simply considering the case of no jumps. We can then apply
the bounds from Assumption 6.1.5 to complete the inequality.
6.5.2 Proof of Theorem 6.1.12
We recall from [Wil67], [TC03] that for a square matrix M whose elements depend on a vector











for all i ∈ {1, . . . , r}. Let µ, ν, α, β ∈ {1, . . . , h}. Recalling Proposition 6.1.2, differentiating


























Note that although the expected value of K only depends on individual elements of the matrix
and not the full matrix, we are still able to use the differentiation result since Aij = e
ᵀ
iAej .

















































































again C(αβ)η and C
(αβ,µν)
ψ are as defined in the Theorem’s statement.
Therefore, we have a closed form expression for the derivative of expected jumps w.r.t. qαβ .
























where C(αβ,µ)ω is as defined in the Theorem. Combining these yields the required result.
6.5.3 Proof of Theorem 6.1.14
The proof relies on the multivariate delta method, see [LC98, Theorem 8.16] for example.
Proposition 6.5.1 (Delta Method). Let (X1ν , . . . , Xsν), ν = 1, . . . , n, be n independent s-tuples
of random variables with E[Xiν ] = ξi and cov(Xiν , Xjν) = σij . Let X̄i denote the empirical mean,
X̄i :=
∑





h(X̄1, . . . , X̄s)− h(ξ1, . . . , ξs)
)










, provided v2 > 0.
We now have the necessary result to give the proof.
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Proof of Theorem 6.1.14. The assumption of asymptotic normality implies the expectation and
covariance assumption of Proposition 6.5.1. Moreover, it follows from standard results in
likelihood based inference that σ ≈ −H(Q̂)−1 (see [Kni00, Chapter 5.4]).
For the partial derivatives of the probability matrix, it follows immediately by arguments in
Section 6.1.2. Also note that this representation implies the first partial derivatives of pij exist
and are continuous.
To complete the proof we must show the RHS of (6.1.19) is strictly positive. Firstly, at a
maximum H is negative definite (hence H−1 is also negative definite), therefore it is enough to





The aim of this chapter is to generalise away from the Markov assumption (in a sensible way).
We recall that the Markov assumption arises naturally when using the TPM data in Chapter 6,
hence here we consider the full dataset, which we describe in Section 7.1.
Our Contribution. In the setting of continuously observed data, we propose a tractable and
parsimonious model that captures the non-Markovian phenomenon of rating momentum. We
provide a calibration procedure and several comparative tests based on Moody’s corporate credit
ratings data set (see Section 7.1). Most notable is the difference between empirical, Markov
(CTMC) and non-Markov (our model) estimates of probabilities of default: we observe in several
cases the Markov model under or overestimates the probabilities of default empirically observed,
while the non-Markov model provides better agreement.
This chapter is organised as follows. In Section 7.1 we overview the data paradigms and
describe the data we work with. In Section 7.2 we use Moody’s corporate credit ratings data set
to test for non-Markovianity and calibrate the proposed non-Markov model; we also give due
attention and discuss the effect of adding momentum in the estimation of default probabilities.
7.1 Data description
To illustrate the statistical methods we develop in this work, we use the proprietary Moody’s
corporate credit ratings data set, which comprises continuous-time observations for 17097 entities
(companies) in the time from Jan 1, 1987 to Dec 31, 2017. Through the remainder of the article
we refer to this as the “Moody’s data set”. Some of the discrete data is available publicly but the
full data set is proprietary and must be purchased. Other papers such as [CHL04] also use the
full Moody’s data set.
The rating categories Moody’s data set are depicted in decreasing order of rating quality
as “Aaa”, “Aa1”, “Aa2”, “Aa3”, “A1”, “A2”, “A3”, “Baa1”, “Baa2”, “Baa3”, “Ba1”, “Ba2”, “Ba3”,
“B1”, “B2”, “B3”, “Caa1”, “Caa2”, “Caa3”, “Ca”, “C”. We define “C” as the default category. The
refinements “1”, “2” and “3” shall be referred to as modifiers in the following. The ratings “Aaa”
to “Baa3” are the so-called “Investment Grade” block while the ratings “Ba1” to “Ca” form the
“Speculative Grade” block.
A standard data aggregation arrangement is to aggregated all modifiers within their rating
class. For instance, we group “Aa1”, “Aa2”, “Aa3” as “Aa” and so on to obtain the following
categories in decreasing credit quality: “Aaa”, “Aa”, “A”, “Baa”, “Ba”, “B”, “Caa”, “Ca” and “C”
(Default Category). We shall use the standard aggregation unless otherwise stated.
As described there are two data paradigms, a discrete (missing) and continuous (full). In
Section 6.4 we constructed annually discretised rating transition matrices from this data, and
one is led to use a Markov model. The remainder of this chapter focuses on the full dataset and
its richness allows one to expand the scope to non-Markov models.
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7.2 Extending Markov Processes to Capture Rating Momen-
tum
In Chapter 6 we highlighted many good features of the EM algorithm, namely, one can derive
closed form expressions for the errors. However, the EM algorithm does not generalise well.
One quickly runs into difficulty when using models that have more complex likelihoods. This is
indeed the case when we generalise to point processes.
Before detailing the model let us start by showing that the data contains non-Markov features.
7.2.1 Testing for non-Markovian phenomena
The problem of testing whether a time series satisfies the Markov property is a well known
problem. A robust test is presented in [CH12] where the Markov property is tested against a
general non-parametric hypothesis. Although this approach is general, the result often only
informs us whether the Markov assumption holds or not i.e. we do not typically learn the specific
nature of the non-Markovianity. As we look to test specifically for the effect of so-called rating
momentum we apply a similar test to that described in [LS02].
In [LS02]’s analysis of Standard and Poor’s rating data set, the authors tested and showed
the presence of rating momentum. For consistency and completeness we show that rating
momentum is also present in Moody’s data set. The test follows a standard semi-parametric
hazard model approach developed in [AHK91] (see also [ABGK12]). The basic idea is to test
whether the intensity (from leaving the state) is influenced by previous transitions, that is, we
model the intensity for any given firm, n in state i as,
λin(t) = qi(t) exp(cZn(t)),
where q is an unspecified “baseline” intensity∗, Z contains information relating to the firm and
c is the coefficient we estimate. One important point here is that we are often dealing with
censored observations (many firms stop being rated after a while), hence using hazard models
is useful since we have access to the theory of partial likelihoods which can handle censored
observations, see [CO84]. One can then for example set the covariate Z as,
Zn(t) =
{
1, if firm n was downgraded to its current state,
0, otherwise.
Hence in this setting the Markov assumption is equivalent to the null hypothesis c = 0. The
general statistical framework including fitting c by maximising the partial likelihood is covered
in [AHK91] and [LS02, Appendix A], but we do not discuss these further here.
In [LS02] the authors test many different phenomena across a whole host of ratings, by
varying the Z above†. However, as it is commonly accepted that rating momentum exists in the
data here we only look to show a basic form of rating momentum. Essentially if the previous
move was an downgrade/upgrade is there a statistically significant change in the time spent in
the current state (signifying the process is not Markov).
The result can be seen in Table 7.1 – we can see a statistically significant downward momen-
tum effect but no significant upward momentum behaviour in the Moody’s data. Recall that a
positive coefficient implies that the intensity increases i.e. in the case of a downgrade the firm
stays in the next state for less time. These findings are consistent with those of [LS02].
coefficient p-value
downward momentum 0.33010 <0.0001
upward momentum -0.01487 0.68153
Table 7.1: Likelihood ratio test for downward and upward momentum.
∗Observe that we are not assuming that the baseline is time homogeneous in the test.
†One advantage of using this set up is that very little changes when testing for different phenomena. Namely all
formulas stay the same the only changes are the Z and refitting c.
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7.2.2 Our Proposed Rating Momentum Model
As one can see from Table 7.1, there is very strong evidence that downward momentum exists in
the data. Let us now describe a methodology using marked point processes (see Section 5.4) that
can capture this effect.
To incorporate rating momentum into such models we take inspiration from Hawkes processes
and change the intensity of the model. The basic idea is to start with a CTMC (with generator
matrix Q), which acts as a baseline intensity, then to that add a non-Markov component which is
a self-excitation intensity that decays exponentially. That is, any downgrade observed increases
the intensity of then future downgrades for a certain while. We also introduce two types of
momentum, one if the company downgrades from investment grade (Baa and better) and one if
from a speculative grade (this modelling choice is further discussed in Section 7.2.4 and 7.2.5).
Using the same notation as before, given a state space {1, . . . , h} such that state h (default)
is absorbing. This will constitute our mark space and we model the intensity of the stochastic











where m denotes investment or speculative downgrade and τm(t) is the set of jump times (of
type m) that influence the momentum at time t and αm and βm correspond to the intensity and
memory of the “momentum” in each case. In this set up we add only four parameters to the
≈ (h− 1)2 parameters of the CTMC case; the effectiveness of this parsimony is substantiated
below. To the best of our knowledge, no other model we are aware of captures the momentum
effect so simply. Further parameters and extensions can be introduced, nonetheless, we focus on
this model and its analysis is found in Section 7.2.3 and 7.2.5.
The following modelling assumptions (although most of these can be easily lifted and
extended to further settings), we believe these are reasonable and keep the model parsimonious.
1. We only consider downward momentum, there is no momentum for upward movement.
Since upward momentum is not as statistically significant.
2. There are two types of momentum, an investment and speculative. Companies being
downgraded from the investment grades (numerically these are the ratings from 1 to
(h − 1)/2) feel the investment momentum and remaining downgrades the speculative
momentum.
3. Finally (not easy to remove) no points occurred prior to time 0, the so-called edge effects.
This essentially says that companies do not have momentum when they are initially rated.
Remark 7.2.1 (Prudent Estimation). Since we only consider momentum as a purely negative effect,
if we assume a company has no momentum when it initially does, this will give us more conservative
numbers for downgrades. Therefore in calibration, if one does not use a full history of a company’s
rating change, the model will be more prudent.
With these assumptions let us define the mark distribution. We take the following marked













j,k=1 qjk1{X(t−i )=j, X(ti)=k}
λg(ti)
(upgrade) ,
where we denote by t−i the time immediately prior to the ith jump and Nj is the number of states
one can downgrade to i.e. Nj =
∑
k>j 1{qjk>0}. Substituting the intensity and mark distribution
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Note that the likelihood is for the information from one company. We can construct the likelihood
of multiple companies by taking the product but it is worthwhile noting that this assumes
independence among companies. This is unlikely to be true due to business cycles etc, however,
these correlated systemic effects can be introduced into risk modelling using methods from
[MW07]. Hence we concentrated purely on the idiosyncratic effect of rating momentum.













This likelihood is complex and there appears to be no real simplification as is done in the CTMC
case, the main reason for this is the time and history dependence amongst jumps for which
handy relations of the form qKijij are no longer possible. We proceed forward by relying on
Markov Chain Monte Carlo (MCMC) techniques to estimate the parameters.
7.2.3 An MCMC calibration algorithm for the model
In the TPM (using CTMC) setting considered in [BS05], [BS09] and [dRS17] the data augmen-
tation step for CTMC was costly making the algorithm extremely slow compared to the other
algorithms. In our setting, we have access to a complete data set and this expensive step is
avoided. Moreover, the likelihood we deal with is complex and thus MCMC is one of the few
methods that can deliver reasonable estimations.
The basic set up of MCMC is to estimate parameter(s) θ through its posterior distribution given
some data D, typically denoted π(θ|D). In general, one cannot access this posterior distribution
and direct Monte Carlo simulation is not possible as one does not know the normalising constant.
MCMC gets around this by observing through Bayes’ formula that,
π(θ|D) ∝ L(D; θ)π(θ) ,
where L is the likelihood and π(θ) is the prior distribution of θ. It is then possible to sample
from this distribution using the Metropolis-Hastings algorithm with some proposal distribution.
Let X denote the set of all company transitions, we are interested in obtaining the joint
distribution, π(Q,α, β|X) where Q is the matrix with the baseline intensities and jump proba-
bilities (has the same form as a generator of a CTMC) and α := (α1, α2), β := (β1, β2) are the
momentum parameters. Since we assume Q, α and β to be independent, Bayes’ theorem implies
that,
π(Q,α, β|X) ∝ π(X|Q,α, β)π(Q)π(α)π(β) = Lπ(Q)π(α)π(β) ,
where L is the likelihood defined in (7.2.1). The full conditional distribution of each parameter
is obtained by conditioning on knowledge of all other parameters.
For the priors, firstly for Q, we assume that the initial transitions carry no momentum hence
we can set the prior as the CTMC maximum likelihood estimate (MLE) based on the initial
transitions. We therefore set the prior as exponential with the mean being the MLE. For α and β,
we use a Gamma random variable with a reasonable variance as the prior. The intuition is that
we have far less knowledge for these parameters but do not expect them to be zero or too large.
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The next issue we tackle is the simulation from the full conditional distribution. Dealing with
the parameters of the model first, their full conditional distributions are clearly not standard
distributions so we use the single-component Metropolis Hastings algorithm. As always with
Metropolis Hastings we need to define a good proposal function. In order to avoid a high number
of rejections we take our proposal as a Gamma random variable with mean as the current step
and a small variance. This in effect creates a random walk type sampling scheme that is always
nonnegative. Therefore if we denote the set of parameters by γ and the proposal distribution
by ψ (which can depend on the current parameters), the nth step acceptance probability of a




where γn,−s denotes the set of parameters at the nth update not including the s parameter.
Model Calibration
Now that we have the necessary tools, we can calibrate our model using Moody’s data set.
Running 11000 MCMC iterations (taking 1000 burn in) we obtain the following results‡.
Q =

−0.0869 0.0836 0.0031 0 0.0002 0 0 0 0
0.0117 −0.1088 0.0942 0.0025 0.0003 0.0001 0 0 0
0.0006 0.0240 −0.0938 0.0666 0.0017 0.0007 0.0002 0 0
0.0002 0.0016 0.0387 −0.0947 0.0496 0.0040 0.0006 0.0000 0
0.0001 0.0006 0.0033 0.0636 −0.1774 0.1060 0.0037 0.0001 0
0.0000 0.0003 0.0012 0.0035 0.0503 −0.1610 0.1012 0.0040 0.0004
0 0.0002 0.0001 0.0013 0.0048 0.1028 −0.1976 0.0622 0.0261
0 0 0.0018 0.0029 0.0050 0.0447 0.1346 −0.2838 0.0948
0 0 0 0 0 0 0 0 0

,
and for the momentum parameters,
α = (0.031, 0.1291) and β = (3.5234, 1.7095)
One interesting observation arising from calibration is the difference in momentum param-
eters for the investment and speculative downgrades. There is apparently more momentum
in the speculative downgrades than in the investment downgrades, namely, the momentum
intensity is larger and lasts longer in speculative grades. One possible explanation for this is
that investment grade companies are downgraded far more readily as they are monitored more
closely. Therefore such companies being downgraded does not imply as much “turmoil” as it
does for non investment companies. Another explanation may be due to economic effects that
influence investment and non investment grade companies, for example, investment grade
companies are influenced more by systemic factors than idiosyncratic factors [Cou08, pg 175],
and of course our momentum model is purely idiosyncratic.
7.2.4 Bayesian Information Criterion
Let us give some justification for the use of this model. We have argued that a point process style
model is a strong choice and in an effort to keep the model as robust and simple as possible we
added four extra “momentum parameters” (with relation to the CTMC model). We believe four
to be the optimal choice due to the fact that only adding two parameters does not yield as good
a fit to what we observe and adding parameters to every rating does not seem appropriate since
we do not have enough transitions across all ratings to obtain a good fit.
As we have access to the full data, one can also simply calculate the MLE Q matrix in the
Markov setting. Therefore we can test our momentum model against the purely Markov model.
The Markov model is a particular case of our momentum model, hence a priori the non-
Markov model stands to fit the data better. The question is if one is actually capturing the data
‡The MCMC algorithm, written in MATLAB, took ≈ 8.5 hours to run on a Intel Xeon E7-4660 v4 2.2GHz processor.
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better or over fitting. To do this we calculate the Bayesian Information Criterion (BIC) which is a
common test used in statistics for model selection and is known to penalise model complexity
more than other statistical tests, such as Akaike information criterion (see [CH08, Chapter 3]).
We believe this makes BIC a good test to justify our more complex model. The BIC for a model
M can be written as (some authors use the negative of this)





where n refers to the number of data points and dim(M) is the number of parameters in the
model. From a given set of models, the model with the largest BIC is taken as the best. Naturally
the indicator of how much “better” one model is over another is the difference in the BIC, where
a BIC difference strictly greater than 10 is taken as very strong evidence of the model superiority.
BIC
Difference 138.5  10
Table 7.2: The BIC difference between the non-Markov and Markov model on the Moody’s
dataset.
The result in Table 7.2 provides us with confidence that our non-Markov model captures
reality better without over fitting and with sufficient parsimony with relation to the Markov
(CTMC) one.
7.2.5 Examples and testing
Probabilities of default as maps of time: Markov Vs. non-Markov. One important aspect of the
non-Markov theory is how it impacts the TPM and transition probabilities one estimates. In
the standard Markov set up the TPM is calculated using Theorem 5.1.3. In the non-Markov set
up we do not have such a simple relation, hence we are forced to use Monte Carlo techniques,
i.e. simulate multiple realisations according to our model and estimate the corresponding
probabilities (we used 108 companies in each rating).
It is of particular interest to understand how the probabilities of default are altered by this
model change. Using the calibrated model, Figure 7.1 details the probabilities of defaults for the
various ratings as maps of time.





























































































Figure 7.1: The probability of default given by each model for various ratings as a function of
time. For the Markov model we have also attached the corresponding 95% confidence intervals.
65
The first observation one can make is that even including the confidence intervals§ for the
Markov model, the non-Markov model produces higher probabilities of default, except for the
lowest ratings (the non-Markov default probability is also lower for rating Caa). The reason for
this is precisely the non-Markovianity in the data. In a Markov framework all companies in the
same rating are treated the same, consequently, it is unlikely that an investment grade company
will continue to downgrade quickly while the non-Markov model allows for this.
On the other hand, many companies enter rating Ca before defaulting, hence in the momen-
tum model many companies in this rating are carrying an extra term making default more likely.
This implies we can account for a larger number of defaults and keep the Q matrix stable. This is
not the case in the Markov model and thus to produce enough defaults one makes the Q matrix
less stable.
Remark 7.2.2. Although MCMC allows one to easily construct credible intervals for the model
parameters there does not appear to be a computationally feasible way to transfer the errors in our
non-Markov model parameters to the probabilities of default. We will discuss this point further in
the conclusion.
Probabilities of default: Empirical Vs. Markov Vs. non-Markov. To test how reliable these results
are we can compare one year probabilities of default as estimated from each calibrated model
compared to that we actually observe from the data. In order to do this we fix some time horizon,
T (one year here) and consider all companies that have either defaulted or not withdrawn by
the time horizon. We then build an empirical TPM over this horizon based on the company’s
rating at time zero and T . Concentrating solely on probabilities of default we obtain the results
in Table 7.3.
Model
Ratings Investment Grade Speculative Grade
Aaa Aa A Baa Ba B Caa Ca
Empirical 0 0 0 0.0004000 0.0005 0.0012 0.0064 0.0563
non-Markov 1× 10−6 4× 10−6 0.0000125 0.0000734 0.0011 0.0052 0.0298 0.0845
Markov 3× 10−8 2.5× 10−7 4.86× 10−7 0.0000271 0.0002 0.0031 0.0407 0.1635
Table 7.3: Comparing one year probability of defaults of each model against the empirical
observations.
The results in the table are interesting because the change in model makes some default
probabilities higher and others lower. Starting with the investment grade, unfortunately we
do not have enough data to fully assess default probabilities at this level. The only grade a
default within a year is observed is Baa, it is higher than both models predict. One reason
the momentum model may not capture this probability as well is the way we have set up the
momentum parameters i.e. an investment and speculative set, and Baa is at the turning point.
Comparing the Markov and non-Markov, it is of course unsurprising that our model makes
investment grade defaults more likely.
For the speculative grades, one observes that Ca and Caa firms have lower one year default
probability in the non-Markov model and these estimates are closer to the empirical observations.
This is exactly due to the reason mentioned previously, companies downgrading into Ca and Caa
“poison” the data in the Markov setting. Implying that in a Markov world a company initially
rated Caa or Ca is viewed to be more risky than it actually is.
The difference between the models may have a large impact on a bank’s capital requirements
for regulation. Although the non-Markov model makes most ratings more risky than the Markov
model, we feel it provides a more accurate reflection of default risk.
Remark 7.2.3 (Limitations from censored data). Unfortunately we are limited to small time
horizons here due to censored data. Namely, since default is absorbing as soon as a company defaults
we keep that information up to the terminal time. However, many companies are only rated over a
few years and therefore if we look at empirical TPMs over longer horizons they are built with less
(non default) data. Since we do not want to use the Markov assumption there does not appear to be
§In this case we have calibrated the Markov model using the full data. Hence we have no expected values appearing
in the MLE estimate and the Hessian is simply a diagonal matrix. One can then again use the Delta method as before but
with this simpler Hessian.
66
a way to incorporate this lost data. Therefore we can only obtain “accurate” numbers on short time
scales.
7.3 Conclusion and Outlook
In Chapter 6 we obtained closed form expressions for the expected number of jumps and holding
times of a CTMC with an absorbing state, given discrete observations. We then used these
representations to
derive a closed form expression for the Hessian of the likelihood which is crucial in calculating
Wald confidence intervals. Although errors at the level of the generators are useful, from a
practitioner standpoint errors at the level of transition probabilities are more important and
through the delta we provide a relatively simple formula to obtain these. This coupled with
stronger convergence has elevated the EM algorithm to be the optimal algorithm to tackle this
particular problem.
Across the battery of tests carried out, the EM algorithm outperforms competing algorithms.
The EM is a tractable algorithm, slower than the deterministic algorithms but still several orders
of magnitude faster than the Markov-Chain Monte-Carlo alternatives (Table 6.2). The statistical
algorithms (EM and MCMC) embed a strong robustness property for the estimator contrary to the
deterministic algorithms, i.e. the likelihood is far less sensitive to small changes in the underlying
TPM. On the more practical side, Figure 6.5 highlights that for lower ratings algorithms produce
essentially the same estimates for the probabilities of default while a palpable difference emerges
at higher ratings.
In a data paradigm, in Chapter 7 we have shown the significance of being able to capture
non-Markov effects in rating transitions. Comparing against empirical probabilities of default,
one finds a tendency for the Markov chain model to overestimate on some speculative grades
and underestimate on investment grades. We address this issue by providing a parsimonious
model that better captures default probabilities, where empirically observed. Moreover, the
non-Markov model points toward significantly higher probabilities of default in the investment
grades, where such values are not empirically observed, thus making it more prudent. It is our
belief that the model we present provides a more accurate view of reality and hence should
be considered in credit risk modelling. These observations further highlight the importance of
understanding so-called model risk and its potential impact in risk calculations.
One issue highlighted in this chapter was the expensiveness of calculating errors (credible
intervals) in the non-Markov model. As discussed obtaining the intervals at the level of the
model parameters is straightforward¶, however, transferring this to the transition probabilities
requires us to numerically calculate (via Monte Carlo) a transition matrix for each realised set
of model parameters. In essence the problem is a Monte Carlo inside a Monte Carlo which is
often computationally expensive. A future line of research would therefore be to develop a
more efficient method to go from the parameter intervals to transition probabilities, either by
optimally selecting values or via importance sampling (this could work especially well when one
is only interested in default probabilities).
¶In the MCMC set up we already have the set of iterations, one therefore simply calculates the smallest interval that









This part is based on the author’s joint work with dos Reis and Tankov [RST18] and dos Reis
and Engelhardt [RES18].
We recall that this chapter involves the study of McKean Vlasov Stochastic Differential
Equations (MV-SDEs). As remarked in the introduction, compared to standard SDEs, there
are far less numerical techniques available for MV-SDEs. This is a major issue due to the
growing popularity of these equations and the added computational complexity involved in their
simulation.
Motivated by the work on standard SDEs we address the challenge of deriving numerical
algorithms for MV-SDEs with superlinear growing drifts. Chapter 9 focuses on the convergence of
explicit and implicit numerical schemes for such MV-SDEs, while Chapter 10 focuses on variance
reduction, in particular we propose two importance sampling algorithms. Importance sampling
is a variance reduction technique whereby one changes the measure under which simulations
are carried out, this is far more involved in the case of MV-SDEs since the coefficients themselves
depend on this measure.
Let us review the core concepts required for this work and present our results in Chapters 9
and 10.
8.1 Wasserstein Metric
As MV-SDEs depend on measures (via their own law) in order to do calculations involving
measures we must introduce a notion of distance in this space. The standard choice to determine
distances between measures in measure spaces (which is useful for the MV-SDEs framework) is
the so-called Wasserstein distance, see [Vil08, Chapter 6] for details.
Given the measurable space (Rd,B(Rd)), we denote by P(Rd) the set of probability measures
on this space, and write µ ∈ P2(Rd) if µ ∈ P(Rd) and,
∫
Rd |y|
2µ(dy) < ∞. We then have
the following metric on the space P2(Rd), the so-called Wasserstein metric (or distance) for
µ, ν ∈ P2(Rd),










There is of course no need to take p = 2 and have the measures defined on Rd, one can generalise
this to any p ∈ [1,∞) and consider a Polish metric space (X , d), see [Vil08, Definition 6.1].
However, this is far more general than we need for our setting. Proof that the Wasserstein is
indeed a metric (satisfies the axioms of distance is given in [Vil08, pg 94]).
One may ask, why Wasserstein is a good choice of metric? The Wasserstein metric features
heavily in optimal transport theory and [Vil08, Chapter 6] gives motivation why that is the case.
For MV-SDEs the main reason is that due to the infimum it is relatively simple to bound and is in








where f is a global Lipschitz function, one can see that the distance between these integrals is























|x− y|dπ(x, y) ,
where π has marginals µ and ν and we have used µ and ν are probability measures to obtain the
first equality. Taking infimum over π and using Jensen’s inequality implies the distance between
the integrals is bounded by CW (2)(µ, ν).
One of the results that is useful for us is the convergence of an empirical distribution to the
true in W (2). Namely, consider a random variable Y with law (Borel probability measure) µ,






δY i → µ as N →∞ ,
weakly with probability 1 (see [Dud18, Theorem 11.4.1]). But moreover, one can also consider
the convergence of this in terms of N , namely, provided µ ∈ P2(Rd) we wish to consider
E[W (2)(µN , µ)2], the classical convergence result can be found in [RR98, Chapter 10.2], but
more recently the convergence has been improved upon, to the following (see [CD17a, Theorem
5.8]).
Theorem 8.1.1. Let µ ∈ Pq(Rd) for some q > 4, then for each d ≥ 1 there exists a constant
(dependent on d, q and µ) such that for all N ≥ 2,
E[W (2)(µN , µ)2] ≤ C

N−1/2 if d < 4,
N−1/2 log(N) if d = 4,
N−2/d if d > 4.
This result is useful when one wishes to consider the so-called particle approximation of a
MV-SDE converging to the true solution, this is crucial for results below and will be discussed
more thoroughly.
8.2 McKean-Vlasov stochastic differential equations
Let W be an l-dimensional Brownian motion and take the progressively measurable maps
b : [0, T ] × Rd × P2(Rd) → Rd and σ : [0, T ] × Rd × P2(Rd) → Rd×l. MV-SDEs are typically
written in the form,
dXt = b(t,Xt, µ
X
t )dt+ σ(t,Xt, µ
X




where µXt denotes the law of the process X at time t, i.e. µ
X
t = P ◦X−1t . We make the following
assumption on the coefficients throughout.
Assumption 8.2.1. Assume that σ is Lipschitz in the sense that there exists L > 0 such that for all
t ∈ [0, T ] and all x, x′ ∈ Rd and ∀µ, µ′ ∈ P2(Rd) we have that
|σ(t, x, µ)− σ(t, x′, µ′)| ≤ L(|x− x′|+W (2)(µ, µ′)),
and let b satisfy
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1. One-sided Lipschitz in x and Lipschitz in law: there exist Lb, L > 0 such that for all t ∈ [0, T ],
all x, x′ ∈ Rd and all µ, µ′ ∈ P2(Rd) we have that
〈x− x′, b(t, x, µ)− b(t, x′, µ)〉 ≤ Lb|x− x′|2 and |b(t, x, µ)− b(t, x, µ′)| ≤ LW (2)(µ, µ′).
2. Locally Lipschitz with polynomial growth in x: there exists q ∈ N with q > 1 such that for all
t ∈ [0, T ], ∀µ ∈ P2(Rd) and all x, x′ ∈ Rd
|b(t, x, µ)− b(t, x′, µ)| ≤ L(1 + |x|q + |x′|q)|x− x′|.
Using the one-sided Lipschitz drift, a particularised version of [dRST17, Theorem 3.3]
provides a result for existence and uniqueness.
Theorem 8.2.2 ([dRST17]). Suppose that b and σ satisfy Assumption 8.2.1 and be continuous
in time. Further, assume for some m ≥ 2, X0 ∈ Lm0 (Rd). Then there exists a unique solution for





















If the law µX is known beforehand, then the MV-SDE reduces to a “standard” SDE with
added time-dependency. Typically this is not the case and usually the MV-SDE is approximated
by a weakly interacting particle system. This argument is sometime referred to as a decoupling
argument or decoupling technique, since as we take the number of particles to infinity, the
dependence of one particle any other vanishes.
The interacting particle system approximation
We approximate (8.2.1) (driven by the Brownian motion W ), using an N -dimensional system
of interacting particles. Let i = 1, . . . , N and consider N particles Xi,N satisfying the SDE with
Xi,N0 = X
i













dW it , (8.2.2)





(dx) and δXj,Nt is the Dirac measure at point X
j,N
t , and the
independent Brownian motions W i, i = 1, . . . , N (also independent of the BM W appearing in
(8.2.1); with a slight abuse of notation to avoid re-defining the probability space’s Filtration).
Propagation of chaos. In order to show that the particle approximation is of use, one shows
a pathwise propagation of chaos result. Although different types exist we are interested in
















0 , t ∈ [0, T ] , (8.2.3)




t for all i.
Under global Lipschitz conditions, one can then prove the following convergence result (see












All SDEs appearing below have initial condition Xi0 and we work on the interval [0, T ].
Remark 8.2.3 (Requirement to extend propagation of chaos). The above convergence result does
not cover the non Lipschitz growth we allow for in Theorem 8.2.2. Hence we look to generalise the
result, which is done in Proposition 9.1.2.
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8.3 Explicit and Implicit for methods for super linear SDEs
We have already alluded to the issue of using basic a Euler (Euler Maruyama) scheme to simulate
SDEs with super linear growth. In order to make the work self contained we now look to present
some of the schemes one can use in this setting for standard SDEs. Later we introduce potential
MV-SDE equivalents of these schemes.
Remark 8.3.1 (Euler Scheme for non Lipschitz). One should note that the Euler scheme is known
to converge in some non globally Lipschitz settings, for example in the locally Lipschitz with linear
growth, [YM08] show convergence. Hence we are focusing here on the case where the spatial
coefficient of drift can grow faster than linearly.
The main result proving that the Euler scheme does not work in this setting was given in
[HJK11], consider a standard SDE, X with measurable coefficients b and σ such that the SDE,
dXt = b(Xt)dt+ σ(Xt)dWt, X0 = x0 ,
has a unique strong solution for t ∈ [0, T ]. For ease of presentation we shall use this SDE as a
running example in this section. One can then consider an Euler approximation on this SDE
by introducing the iterative sequence YMtk : Ω → R, k = {0, . . . ,M − 1}, and M ∈ N, where















This leads to the divergence result [HJK11, Theorem 1].
Theorem 8.3.2. Assume existence of a strong solution to X and assume σ(x0) 6= 0 and let there
exist constants C ≥ 1, β > α > 1 such that for all |x| ≥ C,
max(|b(x)|, |σ(x)|) ≥ |x|
β
C
and min(|b(x)|, |σ(x)|) ≤ C|x|α .
Then there exists a constant c ∈ (1,∞) and a sequence of nonempty events ΩM ∈ F for all M ∈ N,
that satisfy P(ΩM ) ≥ c(−M
c) and |Y NT (ω)| ≥ 2(α
(M−1)) for all ω ∈ ΩM .
Moreover, if the exact solution X ∈ LpT for some p ∈ [1,∞), then,
lim
M→∞
E[|XT − YMT |p] =∞ and lim
M→∞
∣∣∣E[|XT |p]− E[|YMT |p]∣∣∣ =∞.
The point of this theorem is that although the set of ω ∈ Ω where the Euler scheme attains
large values is small (exponentially small), when such realisations do occur however, the values
are much larger (double exponentially large). This implies that the L1 norm is unbounded for
all M . Hence we obtain not only that the Euler scheme does not converge as M → ∞ but it
in fact diverges. One may also note the somewhat unintuitive max and min condition on the
coefficients, this essentially is to guarantee that either the drift or diffusion grows faster than
linearly and the other grows slower than that.
Many SDEs exist and have unique strong solutions that satisfy the growth condition in the
above theorem, see for example [Mao08, Theorem 2.3.5]. Hence in order to simulate these
SDEs we are required to develop more sophisticated sampling techniques. There have been
some more crude approaches to solving the problem, for example, removing paths that leave a
suitably large ball as considered in [MT05]. As we shall discuss however, such approaches are
not suitable for generalising away from standard the SDE setting to the MV-SDE setting due
to the law dependence. We therefore concentrate on the two main approaches to tackling this
problem, the explicit (tamed Euler) and implicit (backward Euler) schemes.
The original solution to the problem of simulating super linear growing SDEs was given in
[HMS02], where the authors propose a so called backward Euler scheme. With our example
SDE X above the backward Euler scheme (commonly referred to as the implicit scheme) is the
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One observes that the main difference here is that ỸMtk+1 appears on both sides of the equation,
hence this scheme relies on solving for the fixed point. The advantage of this is one does not
observe the wild oscillations that appear when using the Euler scheme in the super linear setting.
This allows us to obtain strong convergence even when we have super linear coefficients. As
we look to generalise such results we do not give the details here but an interested reader can
consult [HMS02] and [MS13] for further details.
Although the implicit allows us to deal with SDEs that have more general coefficients the
main issue with this method is the computational complexity. This is due to the appearance of
ỸMtk+1 on both sides, which implies we are required to solve a fixed point equation at every time
step. This is more expensive than standard explicit schemes and moreover scales with dimension
squared (see [HJK12]). The goal is therefore to construct an explicit algorithm capable of
handling a super linear (drift) coefficient. This was achieved in [HJK12] where the authors
propose a so-called tamed Euler scheme. Since this original work other explicit schemes have
been developed, see for example [Sab13] and [CJM16]. Although all schemes are based on the
idea that the drift must be truncated (but the truncation is dependent on stepsize). Taking the

















where α ∈ (0, 1/2]. The key feature here is that the denominator in the drift bounds the size,
however, as M → ∞ the bound becomes less strict. It is then possible to show this scheme
converges for super linear drifts and has the advantage of being completely explicit. Again we do
not give the precise convergence results here but one can consult, [HJK12], [Sab13], [CJM16]
amongst others for further details and discussion of the various schemes.
8.4 Large Deviation Principles
In this section, we state and review the main results from the large deviations theory that we
require. This is a small overview of the theory, for a full exposition the reader can consult
texts such as [DZ10] or [DE11]. The large deviation principle (LDP) characterises the limiting
behaviour, as ε→ 0, of a family of probability measures {µε} in exponential scale on the space
(X ,BX ), with X a topological space so that open and closed subsets of X are well-defined, and
BX is the Borel σ-algebra on X . The limiting behaviour is defined via a so-called rate function.
We assume the probability spaces have been completed, consequently, BX is the complete Borel
σ-algebra on X . We have the following definition [DZ10, pg.4].
Definition 8.4.1 (Rate function). A rate function I is a lower semicontinuous mapping I : X →
[0,∞] (such that for all α ∈ [0,∞), the level set ΨI(α) := {x : I(x) ≤ α} is a closed subset
of X ). A good rate function is a rate function for which all the level sets ΨI(α) are compact
subsets of X . The effective domain of I, denoted DI , is the set of points in X of finite rate, namely,
DI := {x : I(x) <∞}.
We use the standard notation: for any set Γ, Γ denotes the closure, Γo denotes the interior
and finally ΓC denotes the complement of Γ. As is standard practice in LDP theory, the infimum
of a function over an empty set is interpreted as ∞. We then define what it means for this
sequence of measures to have an LDP [DZ10, pg.5].
Definition 8.4.2. A family of probability measures, {µε} with ε > 0 satisfies the large deviation
principle with a rate function I if, for all Γ ∈ B,
− inf
x∈Γo
I(x) ≤ lim inf
ε→0
ε logµε(Γ) ≤ lim sup
ε→0




It is also typical to have LDP defined in terms of a sequence of random variables Zε, in which
case one replaces µε(Γ) by P[Zε ∈ Γ].
The following result can be viewed as a generalisation of Laplace’s approximation of integrals
to the infinite dimensional setting and transfers the LDP from probabilities to expectations (see
[DZ10]).
Lemma 8.4.3 (Varadhan’s Lemma). Let {µε} be a family of measures that satisfies a large deviation
principle with good rate function I. Furthermore, let Zε be a family of random variables in X such
that Zε has law µε and let ϕ : X → R be any continuous function that satisfies the following

























As is discussed in [GR08], one needs a slight extension to Varadhan’s lemma to allow the
function ϕ to take the value −∞. The extension is proved in [GR08].
Lemma 8.4.4. Let ϕ : X → [−∞,∞) and assume the conditions in Lemma 8.4.3 are satisfied.
Then the following bounds hold for any Γ ∈ B
sup
x∈Γ0





























The previous lemma allows us to control the lim inf and lim sup of the process even when
they are not equal (as is the case in Varadhan’s lemma).
8.4.1 Sample Path Large Deviation
Varadhan’s lemma is useful because it turns a potentially awkward expression involving limits
into a simpler optimisation problem, provided we know the corresponding rate function. For our
purposes the random variable in question will be Brownian motion, hence we wish to obtain its
rate function. LDP results require us to introduce some parameter ε (that we can take to zero),




and denote by νε the probability measure∗ induced by Wε(·). This then leads to the following
result, see [DZ10, Theorem 5.2.3].
Theorem 8.4.5 (Schilder). The family of measures {νε} in C0([0, T ]) satisfies a LDP with good







|φ̇(t)|2dt, φ ∈ HdT ,
∞ otherwise.
This implies that when dealing with BM, we can now write the optimisation problem in
Varadhan’s lemma explicitly.
Remark 8.4.6. There is also some interesting work connecting MV-SDEs and large deviations
through there empirical measures, see [DMG98], [BDF12] and [Fis14] for example. Although
related these works consider a different problem to ours hence we mention them purely for reference.
∗As one does with the Wiener measure, we can view νε as a measure on the space of continuous functions mapping
R+ to Rd, which have value zero at time zero.
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8.5 Importance Sampling and large deviations
Monte Carlo is an extremely useful numerical technique that is used to approximate integrals,
see [Gla13] for a full discussion and its application to finance. Despite the technique being
quite general it can suffer from rather poor convergence. The reason for this is the error (which
is based on the variance of the estimate) only reduces with order 1/
√
N , for N Monte Carlo
samples. In view of the poor convergence of the standard Monte Carlo, it is typical to enhance
the standard approach with a so-called variance reduction technique, importance sampling is one
such technique and what we focus on here.
To motivate our approach we recall ideas from the pioneering works [GHS99], [GR08]
and [Rob10] which establish a connection between large deviations and importance sampling.
Importance sampling uses the following idea. Consider the problem of estimating EP[G(X)]
where X is some random variable/process governed by probability P. Through Radon-Nikodym
theorem we can rewrite this expectation under a new measure Q weighted by the Radon-
Nikodym derivative, thus EP[G(X)] = EQ[G(X) dPdQ ]. Although the expectations (first moments)


















As it turns out, if one chooses dQdP =
G
EP[G] , then the variance under Q is zero, i.e. we have no
error in our Monte Carlo simulation. Unfortunately though, in order to choose such a change
of measure one would need to a priori know the value of EP[G(X)] i.e. the value we wish to
estimate in the first place.
Instead one typically chooses Q to minimise (8.5.1) over a set of equivalent probability
measures, chosen to add only a small amount of extra computation and such that the process X
is easy to simulate under the new measure. Specialising to the Brownian filtration, a common
choice of Q is the Girsanov transform, (8.5.2) where f is often taken to be a deterministic
function.
For example in [TFC16] the authors develop an importance sampling procedure in the context
of Gaussian random vectors through a so-called “tilting” parameter, which corresponds to shifting
the mean of the Gaussian random vector via a Girsanov transform. Although this method is
intuitive, it still requires estimation of the Jacobian of G w.r.t. the tilting parameter and applying
Newton’s method to select the optimal parameter value. These steps can be computationally
expensive, and it is difficult to obtain rigorous optimality results.
Even after one has reduced the set of measures Q to optimise over, in general the problem of
minimising (8.5.1) will not have a closed form solution. Thus we instead minimise a proxy for
the variance obtained in the so-called small noise asymptotic regime as discussed in [GHS99]





















, with F = log(G). (8.5.2)
Typically G is defined as a functional of the SDE, but here with a slight abuse of notation we
have redefined it as the functional of the driving Brownian motion. It is important for this type
of argument that we are able to write the solution of the SDE in terms of BM as well, i.e. we
can write Xt = H(t,W·). Finding the optimal f by minimising (8.5.2) is in general intractable,





















which equals log of (8.5.2) when ε = 1, the small noise asymptotic approximation is then,






















One then computes a candidate variance reduction parameter f∗ by minimising L(f), which can
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by exp(L(f)). Crucially, L is in a form that can
be evaluated using the Varadhan’s lemma, i.e., we can change L into a supremum depending
on the rate function. One other advantage of using this method is that it allows us to also
ask whether the measure change we have selected is optimal (in some sense). The standard
optimality concept in this setting is so-called asymptotically optimal, which we will give a precise
definition of later. Moreover, the measure change we use here is a deterministic measure change
arising from LDP, there is a stochastic variant of this and we shall come back to this point
in Chapter 10. It is important to note, these approximations are not approximations for the
original problem (calculate EP[G(X)]), they are only approximations to help choose the change
of measure we want to apply.
Remark 8.5.1 (Minimise Error). This section has discussed how one can use LDP to obtain an
optimisation problem to minimise variance. A different (and perhaps more natural) way to approach
the problem is to use Cramér’s theorem (see [DZ10, Chapter 2.2]) and calculate the optimal measure
change in terms of optimising the corresponding rate function. This way corresponds to minimising
the error between the empirical (Monte Carlo) and the true expectation.
This is the approach adopted in [HN16] and they show the method in simple cases. However, it is
unclear how to extend this method to more general cases and therefore is not a practical alternative
at present.
8.6 Deterministic Optimal Control
Due to the fact that our variance reduction is an optimisation problem, that is, we wish to find
the change of measure (the function f living in some space) which minimises our proxy for the
variance. It turns out the theory we require is (deterministic) optimal control. Optimal control
is essentially an extension to calculus of variation (which itself is an extension of calculus).
The main difference being, optimal control allows for inequality constraints while calculus of
variation requires equality constraints. These theories have had many applications and interesting
results which we do not discuss here, however, one can consult [FR75], [YZ99] among others
for further details.
One of the most important results from optimal control is Pontryagin’s maximum principle.
Roughly speaking, Pontryagin’s maximum principle gives a set of differential equations that the
optimal control must satisfy. Let us recall the main ideas following [YZ99, p.102]. We start with
the controlled dynamical system x(t) which takes the following form:{
ẋ(t) = b(t, x(t), u(t)), a.e. t ∈ [0, T ]
x(0) = x0 ,
(8.6.1)





f(t, x(t), u(t))dt+ h(x(T )) , (8.6.2)
f is typically referred to as the running cost and h the terminal cost. We then have the following
assumption.
Assumption 8.6.1. For ease of writing we denote by ϕ(t, x, u) to be any of the functions b(t, x, u), f(t, x, u)
or h(x). We then assume the following,
• (U, d) is a separable metric space and T > 0.
• The maps b : [0, T ]×Rn×U → Rn, f : [0, T ]×Rn×U → R and h : Rn → R are measurable
and there exists a constant L > 0 and a modulus of continuity η : [0,∞)→ [0,∞) such that,{
|ϕ(t, x, u)− ϕ(t, x̂, û)| ≤ L|x− x̂|+ η(d(u, û)) ∀t ∈ [0, T ] x, x̂ ∈ Rn, u, û ∈ U ,
|ϕ(t, 0, u)| ≤ L ∀(t, u) ∈ [0, T ]× U .
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• The maps b, f and h are C1 in x and there exists a modulus of continuity η : [0,∞)→ [0,∞)
such that,
|∂xϕ(t, x, u)− ∂xϕ(t, x̂, û)| ≤ η
(
|x− x̂|+ d(u, û)
)
∀t ∈ [0, T ] x, x̂ ∈ Rn, u, û ∈ U .
As discussed in [YZ99, p.102], Assumption 8.6.1 implies that (8.6.1) admits a unique solution
and (8.6.2) is well defined. Let us denote by U [0, T ] := {u(·) : [0, T ] → U | u is measurable},




Such u∗ is referred to as an optimal control, and the corresponding x∗(·) := x(·;u∗) the optimal
state trajectory. We can then state the deterministic version of Pontryagin’s maximum principle
as [YZ99, p.103].
Theorem 8.6.2. [Pontryagin’s Maximum Principle] Let Assumption 8.6.1 hold and let (x∗, u∗) be
the optimal pair to (8.6.3). Then, there exists a function p : [0, T ]→ Rn satisfying the following,{
ṗ(t) = −∂xb(t, x∗(t), u∗(t))ᵀp(t) + ∂xf(t, x∗(t), u∗(t)), a.e. t ∈ [0, T ]
p(T ) = −∂xh(x∗(T )) ,
(8.6.4)
and
H(t, x∗(t), u∗(t), p(t)) = max
u∈U
{H(t, x∗(t), u, p(t))} a.e. t ∈ [0, T ] ,
where
H(t, x, u, p) := 〈p, b(t, x, u)〉 − f(t, x, u) (t, x, u, p) ∈ [0, T ]× Rn × U × Rn .
Typically p is referred to as the adjoint function and (8.6.4) the adjoint equation, and the
function H is called the Hamiltonian.
Remark 8.6.3 (An alternative approach). The maximum principle is not the only way one can
use to solve this problem. An alternative is by solving the so-called Hamilton-Jacobi-Bellman (HJB)




Simulation of McKean-Vlasov SDEs
with Super-Linear Growth
The aim of this chapter is to develop a numerical scheme for simulating a McKean-Vlasov
Stochastic Differential Equations (MV-SDEs) with drifts of super-linear growth and Lipschitz
diffusion coefficients (with linear growth).
Similar to standard SDEs, MV-SDEs have been shown to have a unique strong solution in the
super-linear growth setting in spatial parameter setting, see [dRST17]. Of course, many mean-
field models exhibit non globally Lipschitz growth, for example, mean-field models for neuronal
activity (e.g. stochastic mean-field FitzHugh-Nagumo models or the network of Hodgkin-Huxley
neurons) [BFFT12], [BCC11], [BFT15] appearing in biology or physics [DGG+11], [DFG+16].
We refer to the review in [BFFT12] for further motivation of the problem.
Closer to our work, we highlight: [BF17] develop an explicit Euler scheme to deal with a
specific MV-SDE type equation; convergence is given but under Lipschitz conditions and constant
diffusion coefficient. [Mal03] studies an implicit Euler scheme in order to approximate a specific
equation and requires constant diffusion coefficient, symmetry and uniform convexity of the
interaction potential.
Our Contribution. Firstly, we show that the above particle scheme converges in the super-
linear growth case without coercivity/dissipativity (propagation of chaos). This result is crucial in
showing convergence of the numerical scheme to the particle system rather than to the original
MV-SDE, with corresponding rate.
The second contribution is the development and strong convergence of the explicit scheme to
the MV-SDE, inspired by the explicit scheme originally developed in [HJK12], [Sab13]. We also
obtain the classical 1/2 rate of convergence in the stepsize. Combining this with the propagation
of chaos result gives an overall convergence rate for the explicit scheme.
The final contribution is to show strong convergence of an implicit scheme. This turns out
to be a challenging problem since results involving implicit schemes rely on stopping time
arguments. This causes several issues when generalising results to the MV-SDE setting and
we have had to make stronger assumptions on the coefficients in this setting in order for the
arguments to continue to hold. On the other hand, we allow for both random initial conditions
and time dependent coefficients that to the best of our knowledge have not been fully treated in
the standard SDE setting. We discuss these issues in Remarks 9.1.5 and 9.3.11. We only focus
on strong convergence of this scheme and not the rate, mainly because the explicit scheme
is in general superior (as our numerical testing shows) and such proof would lead to lengthy
statements below without substantially enhancing the scope of our work.
From a technical point of view, we highlight the successful use of stopping time arguments
in combination with McKean-Vlasov equations and associated particle systems to show the
convergence of the implicit scheme.
The chapter is structured in the following way. In Section 9.1, we state our main result,
namely, propagation of chaos and convergence results for the two schemes. Following that,
in Section 9.2 we provide several numerical examples and highlight the particle corruption
phenomena. This analysis implies one cannot hope to build a reliable scheme based on a
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standard Euler scheme. We further show the increased computational complexity associated
with a MV-SDE makes the implicit scheme a less viable option than the explicit (tamed) scheme.
Finally, the proofs are given in Section 9.3.
Standard Euler scheme particle system. In general one cannot simulate (8.2.2) directly
and therefore turns to a numerical scheme such as Euler. We partition the time interval [0, T ] into
M steps of size h := T/M , we then define tk := kh and recursively define the particle system for
























(dx), ∆W itk := W
i
tk+1





Lipschitz regularity it is well known that this scheme converges, see [BT97] or [KHO97] (here a
weak rate of convergence is shown under an additional regularity assumption).
Euler particle system for the super-linear case: Explicit and Implicit. However, as dis-
cussed in works such as [HJK11], [HJK12], [Sab13] one does not have convergence of the Euler
scheme when we move away from the global Lipschitz setting. The goal of this chapter is to
construct suitable numerical schemes that converge. Inspired by the above works we consider a




















∆W itk , (9.0.1)





(dx) and α ∈ (0, 1/2] with X̄i,N,M0 = Xi0.
Of course, explicit schemes are not the only method one can deploy to solve this problem,


















∆W itk , (9.0.2)





(dx) and X̃i,N,M0 = X
i
0.
Remark 9.0.1. There are other explicit types of explicit schemes that can handle non Lipschitz
growth, such as the truncation in [CJM16]. For this work though we shall focus on work stemming
from [HJK12].
9.1 Main Results
We state our main results and assumption here, the proofs are postponed to Section 9.3. For this
work we put additional assumption on the time dependence,
Assumption 9.1.1. Assume that b and σ are 1/2-Hölder continuous in time.
Recall that we want to associate a particle system to the MV-SDE and show its convergence,
so-called propagation of chaos. We have the following result that holds under weaker assumptions
than those in Theorem 9.1.3.
Proposition 9.1.2 (Propagation of chaos). Let Assumption 9.1.1 and the assumptions in Theorem







t |2] ≤ C

N−1/2 if d < 4,
N−1/2 log(N) if d = 4,
N−2/d if d > 4.
Therefore, to show convergence between our numerical scheme and the MV-SDE, we only




We first introduce the continuous time version of the explicit scheme. Denote by κ(t) := sup{s ∈
{0, h, 2h, . . . ,Mh} : s ≤ t} for all t ∈ [0, T ],
bM (t, x, ν) :=
b(t, x, ν)
1 +M−α|b(t, x, ν)|
,





























Note that |bM (t, x, ν)| ≤ min (Mα, |b(t, x, ν)|) and that X̄i,N,Mtk = X
i,N,M
tk
for all k ∈ {0, 1, . . . ,M}
and hence Xi,N,M is a continuous version of X̄i,N,M from (9.0.1). This then leads to our main
explicit scheme convergence result.
Theorem 9.1.3 (Strong Convergence of Explicit). Let Assumption 8.2.1 and 9.1.1 hold, further
let X0 ∈ Lm(Rd) for m ≥ 4(1 + q) (note q > 1). Let Xi be the solution to (8.2.3), and Xi,N,M be













N−1/2 + h if d < 4,
N−1/2 log(N) + h if d = 4,
N−2/d + h if d > 4.
The following convergence result is crucial to the above theorem.







t |2] ≤ Ch.
Proof of Theorem 9.1.3. Theorem 9.1.3 is a consequence of Propositions 9.1.2 and 9.1.4.
Remark 9.1.5 (Issues using stopping times). The technique of using the stopping time τ iR :=
inf{t ≥ 0 : |Xi,N,Mt | ≥ R} to control the particles is suboptimal and several problems appear
by introducing them. Namely, one can only consider stopping times that stop one particle since
otherwise the convergence speed would decrease with a higher number of particles. However, applying
a stopping time to a single particle does not allow us to fully bound the coefficients and moreover
destroys the result of all particles being identically distributed.
The stopping times arguments used for the implicit scheme below require stronger assumptions
in order to make the theory hold.
Implicit scheme
We have shown convergence of the explicit scheme for non Lipschitz coefficients, although this
is indeed not the only method, there is another popular method known as implicit or backward
Euler scheme. That being said, the implicit scheme has some well documented disadvantages,
namely it is expensive compared to its explicit counterpart, we discuss this issue further in
Section 9.2. One can consult, [MS13] for example on the implicit scheme (and extensions) for
standard SDEs.
Standard implicit scheme convergence results rely on the so called monotone growth condi-
tion, we therefore proceed with the following assumption.
Assumption 9.1.6.
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(H1). There exists a constant C such that, for all µ ∈ P2(Rd),
|b(0, 0, µ)|+ |σ(0, 0, µ)| ≤ C .
(H2). σ is only a function of time and space (does not have a measure dependence).
Although the main convergence theorem requires both H1 and H2, we only use H2 at the
end of the proof of convergence. We present our auxiliary results requiring only H1 as we believe
them to be of general independent interest.
Remark 9.1.7 (Monotone Growth). The combination of Assumption 8.2.1, 9.1.1 and H1, imply
the monotone growth condition. Namely, there exist constants α and β such ∀ t ∈ [0, T ], µ ∈ P2(Rd)
with l being the dimension of the BM,




|σa(t, x, µ)|2 ≤ α+ β|x|2.
We now state the strong convergence of the implicit scheme (9.0.2) to (8.2.2).
Proposition 9.1.8. Let Assumption 8.2.1, 9.1.1 and 9.1.6 hold. Fix a timestep h∗ < 1/max(Lb, 2β)








s] = 0 .
Theorem 9.1.9 (Strong Convergence of Implicit Scheme). Let the Assumption in Proposition










s] = 0 .
Proof. The proof of this result follows by combing Proposition 9.1.2 and 9.1.8 and noting that
the assertion in Proposition 9.1.8 is independent of N .
9.1.1 Further Discussion of Results
The results presented here are focused on the simulation of MV-SDEs with superlinear coefficients.
This widens the application of MV-SDEs considerably since many applications require non
Lipschitz growth. That being said we are still making a rather strong assumption on the measure
dependence and we do not allow for general cross terms e.g. XE[X]. The main reason for this
is, at present, there is no general theory regarding existence and uniqueness of MV-SDEs with
such general coefficients. Consequently one must understand these more fundamental results
before constructing numerical schemes. However, there is a vast amount of research going into
MV-SDEs and in the near future such existence and uniqueness results may be proved. In that
case the numerical schemes above may be able to handle these more general equations or may
require a further slight modification.
It is our belief that Assumption 9.1.6 although sufficient, is not necessary to guarantee the
implicit scheme converges. As research is carried out into stopping times and MV-SDEs, future
theoretical developments in this direction may allow this assumption to be weakened.
9.2 Numerical testing and Examples
We illustrate immediately our results with numerical examples. We highlight the issues of
using the standard Euler scheme in this setting and also compare the computational time and
complexity of the explicit and implicit scheme. We juxtapose our findings to those in [BFFT12].
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9.2.1 Particle Corruption
It is well known that the Euler scheme fails (diverges) when one moves outside the realm of
linear growing coefficients, see [HJK11]. We claim that this divergence is worse in the setting of
MV-SDEs and associated particle system due to an effect we refer to as particle corruption.
The basic idea is that one particle becomes influential on all other particles, thus we are
no longer in the setting of “weakly interacting”. This is of course not a problem for standard
SDE simulation. We show two aspects of particle corruption in a simple example, firstly it exists
i.e. one particle can cause the whole system to crash. Secondly and perhaps more profoundly,
the more particles one has the more likely this is. This is of course a devastating issue when
simulating a MV-SDE since accurately approximating the measure depends on having a large
number of interacting particles.
To show this example we take a classical non-globally Lipschitz SDE, the stochastic Ginzburg




Xt −X3t + cE[Xt]
)
dt+ σXtdWt, X0 = x.
This MV-SDE clearly satisfies the assumption to have a unique strong solution in Sp for all p > 1,
hence in theory one could calculate ϕ(t) := E[Xt] and have a standard SDE with one-sided
Lipschitz drift. The analysis carried out in [HJK11] then implies that the Euler scheme diverges
here.
Showing particle corruption exists. For our example we simulate N = 5000 particles with
a time step h = 0.05, T = 2 and X0 = 1, we also take σ = 3/2 and c = 1/2. We rerun this
example until we observed a blow up and plotted the particle paths in Figure 9.1.
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Realisations in the particle system
Other Particles
Corrupt Particle
Figure 9.1: Showing the realisations of the particles in the system. We note that the particle
given by the dashed line is starting to oscillate and is taking larger values than its surrounding
particles.
Figure 9.1 show the first part of the divergence, namely all particles are reasonably well
behaved until one starts to oscillate rapidly. We have stopped plotting before the time boundary
since this particle diverges shortly after this. We refer to this particle as the corrupt particle and it
is fairly straightforward to see it will diverge. However, due to the interaction this single particle
influences all the remaining particles and the whole system diverges shortly after.
Remark 9.2.1 (Why is particle corruption so pronounced?). The reason this effect is so dramatic
is a simple consequence of the mean-field interaction. Typically, one observes divergence of the Euler
scheme via a handful of Monte Carlo simulations that return extremely large (or infinite) values.
When one then looks to calculate the expected value of the SDEs at the terminal time for example,
these few events completely dominate the other results. This is summed up in a statement of [HJK11],
where an exponentially small probability event has a double exponential impact.
The difference in the MV-SDE (weakly interacting particle) case is that the expectation ap-
pears inside the simulation, hence a divergence of a single particle influences multiple particles
simultaneously during the simulation and not just at the final time.
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Convergence of Euler and propagation of chaos is impossible. The above shows that
one particle diverging can cause the whole system to diverge, one may argue that using more
particles would reduce the dependency between them and hence influence the system less. In
fact as we shall see the opposite is true, the more particles the more likely a divergence is. To
test this we use the same example as above but use N = [1000, 5000, 10000, 20000] particles
and rerun each case 1000 times and record the total number of times we observe a divergence
over the ensemble.
Number of particles 1000 5000 10000 20000
Number of blow ups 3 32 43 108
Table 9.1: Number of divergences recorded at each particle level out of 1000 simulations.
The results in Table 9.1 show conclusively that the more particles the more likely a divergence
is to occur. This is a real problem in this setting since in order to minimise the propagation of
chaos error one should take N as large as possible, but in doing so makes the Euler scheme
approximation (likelier to) diverge.
Remark 9.2.2 (Euler cannot work). We have shown that naively applying the standard Euler
scheme in the MV-SDE setting with non globally Lipschitz coefficient has issues. However, for standard
SDEs there are some simple fixes one can apply and still obtain convergence e.g. removing paths that
leave some ball as considered in [MT05]. Methods like this cannot work here since, we either take
the ball “small” and therefore our approximation to the law is poor. Or we take a large ball, but
then as the particles head towards the boundary they can “drag” other particles with them which
again makes the system unstable.
The dependence on the measure (other particles) implies that the more crude approximation
techniques cannot yield the strong convergence results we obtain with the more sophisticated
techniques presented here. In [BFFT12] the authors have a non-globally Lipschitz MV-SDE and
simulate using standard Euler scheme. Since no divergence was observed in their simulations they
conjectured that the Euler scheme works in their setting, however, they used a “small” diffusion
coefficient (σ ∈ [0, 0.5]) and small particle number (in the order of hundreds), which makes
divergence unlikely to be observed (but not impossible) and yields poorer approximation results.
Again, our methods provide certainty in terms of convergence (and convergence rate).
9.2.2 Timing of Implicit vs Explicit: Size of cloud and spatial dimension
It is well documented that implicit schemes are slower than explicit ones, mainly because one
must solve a fixed point equation at each step. This operation is not “cheap” and moreover scales
d2 in dimension, see [HJK12]. Of course this analysis is carried out for standard SDEs, what we
wish to consider is how the particle system affects the timing of both methods.
We consider the same example as previous (but take T = 1), we then consider a set of
dimensions from 1 to 200 and number of particles from 100 to 20000. Plotting the time taken for
both methods is given in Figure 9.2.
Firstly, we observe that the explicit scheme is two to three orders of magnitude faster than the
implicit scheme. At the highest dimensional and particle number this difference is very apparent
with the tamed scheme taking approximately 1 minute and the implicit 10 hours. Another note
to make is the scaling of each method, both methods scale similarly with particle number , but
the tamed scheme scales linearly with dimension, this is superior to the d2 scaling of the implicit
scheme.
Even for the case d = 1, N = 20000 the tamed scheme takes approximately 7 seconds while
the implicit scheme takes approximately 23 minutes. For many practical applications N = 20000
is not enough for an acceptable level of accuracy, with this in mind and the dimension scaling,
this makes the implicit scheme a very expensive method in this setting.
9.2.3 Explicit Vs Implicit Convergence: the Neuron Network Model
We compare the convergence of the explicit and the implicit scheme. To this end we use the











































Figure 9.2: Showing how the time (in seconds) of the explicit scheme (left; timescale ≈ 60
seconds) and implicit scheme (right; timescale ≈ 104 seconds) changes with particles and
dimension.
activity. In our notation their system with b : [0, T ]×R3×P2(R3)→ R3, σ : [0, T ]×R3×P2(R3)→
R3×3 reads for x = (x1, x2, x3), z = (z1, z2, z3) ∈ R3 as
b (t, x, µ) :=
 x1 − (x1)3/3− x2 + I −
∫
R3 J (x1 − Vrev) z3dµ(z)
c (x1 + a− bx2)
ar
Tmax(1−x3)
1+exp(−λ(x1−VT )) − adx3

σ (t, x, µ) :=








1 + exp(−λ(x1 − VT ))
+ adx3 Γ exp(−Λ/(1− (2x3 − 1)2)),





 σV0 0 00 σw0 0
0 0 σy0
 ,
where the parameters have the values
V0 = 0 σV0 = 0.4 a = 0.7 b = 0.8 c = 0.08 I = 0.5 σext = 0.5
w0 = 0.5 σw0 = 0.4 Vrev = 1 ar = 1 ad = 1 Tmax = 1 λ = 0.2
y0 = 0.3 σy0 = 0.05 J = 1 σJ = 0.2 VT = 2 Γ = 0.1 Λ = 0.5.
As the true solution is unknown to compare the convergence rates, we use as proxy the output of
the explicit scheme with 223 steps. Since the explicit scheme has convergence rate
√
h we know
that 216 steps and below yields one order of magnitude larger errors. The simulation for 1000
particles and average root mean square error of each particle is given in Figure 9.3.
One can observe that although initially the implicit scheme has a better rate of convergence,
it levels off to yield the expected 1/2 rate. Making the explicit scheme the more computationally
efficient. Of course our “true” was calculated from the explicit scheme, hence we additionally
carried out a similar test with a “true” from the implicit, and the results were almost identical.
Remark 9.2.3 (Small Diffusion Setting). Above, we have taken σext = 0.5, this goes against the
example in [BFFT12] where σext = 0. As it turns out, in the case σext = 0, the implicit scheme has
a convergence rate close to 1 (up to an error of around 10−4), while the explicit scheme maintains
the standard 1/2 rate. It is our belief that this is due to the fact that when σext = 0 the diffusion
coefficient makes little difference, hence both scheme revert close to their deterministic convergence
rate. The explicit scheme of course still rate of order 1/2, while the implicit is order 1. It may




















































Figure 9.3: Root mean square error of the explicit and implicit. The number of steps of the
explicit scheme are M ∈ {22, 23, . . . , 216} and of the implicit scheme are M ∈ {22, 23, . . . , 211}.
We used 1000 particles and the true is calculated from the explicit with 223 steps. Both schemes
converge with rate 1/2.
course though this is a special case and is not true in general.
Obtaining the Density
Figure 9.4: Approximate density of the first and second component of the MV-SDE at time
T = 1.2. We used 10000 particles, 220 steps and a bandwidth of 0.15 in the kernel smoothing.
In some applications as well as the value of the MV-SDE at the terminal time, one may also be
interested in the density (law). In [BFFT12, Section 4] the authors compare density estimation
using both the Fokker-Plank equation and the histogram from the particle system. The approach
using PDEs becomes computationally expensive here if one considers multiple populations of
MV-SDE and hence the authors take a simple case (see [BFFT12, Section 4.3]). There are of
course other drawbacks such as dimension scaling which often make stochastic techniques more
favorable in this setting. Moreover, using the PDE one will only obtain the density, if one is
further interested in calculating a “payoff” i.e. E[G(XT )] for some function G. Then we would
require an additional integral approximation or Metropolis Hastings style sampling scheme
to calculate this expectation. While [BFFT12] apply a basic histogram approach when using
MV-SDEs, this does not yield particularly nice results, namely, the resultant density is not a
smooth surface. There are however, many statistical techniques one can use to improve this, see
[Kee11, Chapter 18.4] for further results and discussion. Taking the example in [BFFT12] (with
σext = 0) and applying MATLAB’s ksdensity function we obtain Figure 9.4.
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One can observe the similarity between our result using SDEs and the one obtained in
[BFFT12, pg 31] using the (expensive) PDE approach.
9.3 Proof of Main Results
We shall use C to denote a constant that can changes from line to line, but only depend on
known quantities, T , d, the one-sided Lipschitz coefficients etc.
9.3.1 Propagation of Chaos
Let us show the propagation of chaos result.
Proposition 9.1.2. Let t ∈ [0, T ] and fix 1 ≤ i ≤ N , we then approach the proof in the usual way

















|σa(s,Xis, µs)− σa(s,Xi,Ns , µ̄Ns )|2ds , (9.3.1)
where σa is the ath column of matrix σ, hence σa is a d-dimensional vector. Considering the first
integral in (9.3.1),
〈Xis −Xi,Ns , b(s,Xis, µs)− b(s,Xi,Ns , µ̄Ns )〉 =〈Xis −Xi,Ns , b(s,Xis, µs)− b(s,Xi,Ns , µs)〉
+ 〈Xis −Xi,Ns , b(s,Xi,Ns , µs)− b(s,Xi,Ns , µ̄Ns )〉.
Applying the one-sided Lipschitz property in space and W (2) in measure along with Cauchy-
Schwarz we obtain,
〈Xis −Xi,Ns , b(s,Xis, µs)− b(s,Xi,Ns , µ̄Ns )〉 ≤ C|Xis −Xi,Ns |2 + C|Xis −Xi,Ns |W (2)(µs, µ̄Ns ) .





j=1 δXjs . Since W
(2) is a metric (see [Vil08, Chapter 6]), we have
W (2)(µs, µ̄
N
s ) ≤W (2)(µs, µNs ) +W (2)(µNs , µ̄Ns ) .
Since µNs , µ̄
N
s are empirical measures a standard result for Wasserstein metric is










We leave the other W (2) term for the moment and consider the diffusion coefficient in the time
integral. Since σ is globally Lipschitz and W (2) for each a (by definition σa = σea, with ea the
basis vector, global Lipschitz follows from our norm).
|σa(s,Xis, µs)− σa(s,Xi,Ns , µ̄Ns )|2
≤ C
(

















One can note this is independent of a. The final term to bound is the stochastic integral term, to




































|Xjs −Xj,Ns |2 +W (2)(µs, µ̄Ns )2ds
]
. (9.3.2)





































|σa(s,Xis, µs)− σa(s,Xi,Ns , µ̄Ns )|2ds
)1/2]
,
where we have applied Burkholder-Davis-Gundy to remove the stochastic integral. Using Young’s















|σa(s,Xis, µs)− σa(s,Xi,Ns , µ̄Ns )|2ds
]
.












































|Xjs −Xj,Ns |2 +W (2)(µs, µ̄Ns )2ds
]
.




t |2 to the other side, noting that the supremum value over the







































































where the final step follows from Grönwall’s inequality. At this point, one could conclude a
pathwise propagation of chaos result, see [Car16, Lemma 1.9], however, here we are interested
in the rate of convergence. This is well understood for W (2). We use the improved version
[CD17a, Theorem 5.8] of the classical convergence result [RR98, Chapter 10.2]. Provided
Xi· ∈ L
p










N−1/2 if d < 4,
N−1/2 log(N) if d = 4,
N−2/d if d > 4.
Using the result in Theorem 8.2.2 with our assumption then completes the proof.
9.3.2 Proof of Explicit Convergence
We detail the results to prove Proposition 9.1.4. To keep expressions as compact as possible for














which holds since every i is identically distributed.
Remark 9.3.1. Note that for any fixed M ≥ 1, the drift is a bounded function, moreover, σ is at





E[|Xi,N,Mt |p] ≤ C(M,p,E[|Xi0|p]) ,
which is finite provided E[|Xi0|p] <∞.
Lemma 9.3.2. Suppose Assumption 8.2.1 and 9.1.1 are fulfilled and X0 ∈ L2(Rd), then there
























































































































∣∣∣bM (κ(s), Xi,N,Mκ(s) , µX,N,Mκ(s) )∣∣∣ ∫ s
κ(s)









≤ tM2α−1 ≤ t,




κ(s) ) is Ftk -measurable for s < tk+1 and α ≤ 1/2.
Putting this together and using Assumption 8.2.1 and 9.1.1 and the bound to remove the
stochastic integral we obtain
E
[∣∣Xi,N,Mt ∣∣2] ≤ E[∣∣Xi0∣∣2]+ C(1 + E[ ∫ t
0

































[∣∣Xi,N,Mu ∣∣2] ds) <∞,






[∣∣Xi,N,Mu ∣∣2] < C,
where C is a constant which is independent of N and M .















[∣∣∣Xi,N,Mt −Xi,N,Mκ(t) ∣∣∣p ∣∣∣bM (κ(t), Xi,N,Mκ(t) , µX,N,Mκ(t) )∣∣∣p] ≤ C, (9.3.4)










then the estimates (9.3.3) and (9.3.4) hold for those p as well.



























≤ T pM−p/2, (9.3.5)

























































































∣∣Xi,N,Ms ∣∣2 + ∣∣Xi,N,Ms ∣∣2)] ≤ CM−1,




[∣∣∣Xi,N,Mt −Xi,N,Mκ(t) ∣∣∣p] ≤ CM−p/2,








∞ for some p > 2, then
E














































































where we have used that ( 1N
∑N




j=1 |Xj,N,Ms |p, since p > 2 and that the
particles are identically distributed. Hence we get the desired result here as well.






[∣∣∣Xi,N,Mt −Xi,N,Mκ(t) ∣∣∣p ∣∣∣bM(κ(t), Xi,N,Mκ(t) , µX,N,Mκ(t) )∣∣∣p] ≤ E [∣∣∣Xi,N,Mt −Xi,N,Mκ(t) ∣∣∣p]Mpα ≤ C,
holds for any t ∈ [0, T ] and 1 ≤ i ≤ N , which completes the proof.
Lemma 9.3.4. Suppose that Assumption 8.2.1 and 9.1.1 are fulfilled, then for every p ≥ 2 with









∣∣∣Xi,N,Mt ∣∣∣p] < C.
Proof. Define p̂ ≥ 2 such that E[|X0|p̂] <∞ and note that if p̂ < 2 we have nothing to prove by
using Lemma 9.3.3.












































∣∣Xi,N,Ms ∣∣2 ∣∣∣σ(κ(s), Xi,N,Mκ(s) , µX,N,Mκ(s) )∣∣∣2 ds)q/4]),
∗Observe that Lemma 9.3.3 holds for the current value of p and since q = 2p ∧ p̂ it implies that it holds for q/2.
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where C denotes in each case a constant that is independent of M . With Young’s inequality in
the form ab ≤ 12C a
2 + C2 b

























































Taking the 12E[sup0≤s≤t |X
i,N,M























∣∣Xi,N,Mt ∣∣q] < C, (9.3.6)
holds for some positive constant C which dependent on E[|Xi0|q] but is independent of N and
M .
Since (9.3.6) is proven for q we can set p = q and use this result in the next step of the
iteration. Since the new q is at most twice as much as p, Lemma 9.3.3 can again be applied for
q/2. This iteration gets repeated until q = p̂.
Now we can complete the proof of Proposition 9.1.4.










































































































+ 〈∆Xi,N,Ms , b
(











+ 〈∆Xi,N,Ms , b
(











+ 〈∆Xi,N,Ms , b
(

























































































∣∣∆Xi,N,Ms ∣∣2 + 12 ∣∣∣b(κ(s), Xi,N,Ms , µX,N,Ms )− b(κ(s), Xi,N,Mκ(s) , µX,N,Ms )∣∣∣2 .
As we will take supremum over time and expected values we can furthermore estimate the



























∣∣∣Xi,N,Ms ∣∣∣q + ∣∣∣Xi,N,Mκ(s) ∣∣∣q)4]E [∣∣∣Xi,N,Ms −Xi,N,Mκ(s) ∣∣∣4]ds.





























Again Assumption 8.2.1 yields
〈∆Xi,N,Ms , b
(























∣∣∆Xi,N,Ms ∣∣2 + 12 1N
N∑
j=1
∣∣∣Xj,N,Ms −Xj,N,Mκ(s) ∣∣∣2 ,
and the definition of bM that
〈∆Xi,N,Ms , b
(













∣∣∆Xi,N,Ms ∣∣2 + 12 ∣∣∣b(κ(s), Xi,N,Mκ(s) , µX,N,Mκ(s) )− bM(κ(s), Xi,N,Mκ(s) , µX,N,Mκ(s) )∣∣∣2
≤ 1
2
∣∣∆Xi,N,Ms ∣∣2 + 12M−2α∣∣b(κ(s), Xi,N,Mκ(s) , µX,N,Mκ(s) ) ∣∣4
≤ 1
2
























































∣∣∣σa(s,Xi,Ns , µX,Ns )− σa(κ(s), Xi,N,Mκ(s) , µX,N,Mκ(s) )∣∣∣2 ds].
and ∣∣∣σa (s,Xi,Ns , µX,Ns )− σa (κ(s), Xi,N,Mκ(s) , µX,N,Mκ(s) )∣∣∣2
≤ C |s− κ(s)|+ C
∣∣∣Xi,Ns −Xi,N,Mκ(s) ∣∣∣2 + CW (2) (µX,Ns , µX,N,Mκ(s) )2
≤ CM−1 + C




≤ CM−1 + C
∣∣∣Xi,Ns −Xi,N,Mκ(s) ∣∣∣2 + CN
N∑
j=1
(∣∣∆Xj,N,Ms ∣∣2 + ∣∣∣Xj,N,Ms −Xj,N,Mκ(s) ∣∣∣2) .
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∣∣∆Xi,N,Ms ∣∣2 + 1N
N∑
j=1








































by Lemma 9.3.4 and since Xi,N are identically distributed and Xi,N,M are identically distributed
















∣∣∆Xi,N,Mu ∣∣2 ]ds+M−2α +M−1) <∞,







∣∣Xi,Nu −Xi,N,Mu ∣∣2] ≤ CM−1.
9.3.3 Proof of Implicit Convergence
The main goal here is to prove Proposition 9.1.8. We loosely follow [MS13], however, due to the
extra dependencies on time and measure and further allowing for random initial conditions we
require more refined arguments. We take N as some fixed positive integer. Before considering
the implicit scheme, let us show a result on the particle system (8.2.2).
Proposition 9.3.5. Let Assumption 8.2.1, 9.1.1 and H1 (in Assumption 9.1.6) hold, further, let









and for τ im = inf{t ≥ 0 : |X
i,N
t | > m}
sup
1≤i≤N







Proof. Firstly, let us consider the stopped process Xi,NT∧τ im . Applying Itô to the square of this
process and taking expectations yields
E[|Xi,NT∧τ im |
2] = E[|Xi0|2] + E
[ ∫ T∧τ im
0
2〈Xi,Ns , b(s,Xi,Ns , µX,Ns )〉+
l∑
a=1
|σa(s,Xi,Ns , µX,Ns )|2ds
]
≤ E[|Xi0|2] + 2αT +
∫ T
0






where we have used the growth and stopping condition to remove the martingale term, then
the monotone growth, uniform boundedness of b in the measure component b and Grönwall’s
inequality to obtain the result.
Noting that the following lower bound also holds,
E[|Xi,NT∧τ im |
2] ≥ m2P(τ im ≤ T ) ,
hence we obtain,







Further, since limm→∞ |Xi,NT∧τ im | = |X
i,N
T |, we obtain by Fatou’s lemma,
E[|Xi,NT |








The result then follows by noting that E[|Xi0|2] = E[|X0|2] and hence the bounds are independent
of i, so we obtain the result for the supremum over i.
Let us now return to the implicit scheme. At each time step ti and for each particle i one
















this leads us to consider a function F
F (t, x, µ) := x− b(t, x, µ)h. (9.3.7)
For the implicit scheme to have a solution the function F must have a unique inverse. The
following lemma is crucial in proving convergence of the implicit scheme.
Lemma 9.3.6. Let Assumption 8.2.1, 9.1.1 and H1 (in Assumption 9.1.6) hold and fix h∗ <
1/max(Lb, 2β). Further, let 0 < h ≤ h∗ and take any t ∈ [0, T ] and µ ∈ P2(Rd) fixed, then for all
y ∈ Rd, there exists a unique x such that F (t, x, µ) = y. Hence the fixed point problem in (9.0.2) is
well defined.
Moreover, for all t ∈ [0, T ] and µ ∈ P2(Rd) the following bound holds,
|x|2 ≤ (1− 2hβ)−1(|F (t, x, µ)|2 + 2hα) ,
and for any i ≥ 1 the following recursive bound holds,




















+ 2hα+ 2hβ|X̃i,N,Mtk |












is the ath entry of the vector.
Proof. Let us first prove there exists a unique solution to (9.3.7), in the sense that for all t ∈ [0, T ]
and µ ∈ P2(Rd) fixed, then there exists a unique x ∈ Rd such that F (t, x, µ) = y for a given
y ∈ Rd, provided 0 < h < h∗. This is a classical problem considered in [Zei90, p.557] or see
[LdRS15, p.2596], which requires F to be continuous, monotone and coercive (in x). Clearly,
since b is continuous, one has F is continuous. For monotonicity in F ,
〈x− x′, F (t, x, µ)− F (t, x′, µ)〉 = |x− x′|2 − 〈x− x′, b(t, x, µ)h− b(t, x′, µ)h〉
≥ |x− x′|2(1− Lbh) ,
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which is clearly > 0 provided h < 1/Lb. Coercivity follows similarly by the monotone growth
condition in b,




〈x, F (t, x, µ)〉
|x|
=∞, for h < 1/β.
Hence F (t, x, µ) = y has a unique solution for F defined in (9.3.7) and therefore the numerical
scheme (9.0.2) is well defined.
To show x is bounded by F (·, x, ·), again fix some t ∈ [0, T ] and µ ∈ P2(Rd), then,
|F (t, x, µ)|2 = |x|2 − 2〈x, b(t, x, µ)〉h+ |b(t, x, µ)|2h2
≥ |x|2 − 2〈x, b(t, x, µ)〉h ≥ (1− 2hβ)|x|2 − 2hα.
Since h < 1/(2β), we obtain,
|x|2 ≤ (1− 2hβ)−1(|F (t, x, µ)|2 + 2hα) .
This result is also useful since it holds for all t ∈ [0, T ] and µ ∈ P2(Rd). For the recursive bound




, µ̃X,N,Mtk ) = X̃
i,N,M
tk+1










= F (tk−1, X̃
i,N,M
tk
, µ̃X,N,Mtk−1 ) + b(tk−1, X̃
i,N,M
tk








Of course, this recursion is only valid for k ≥ 1, due to the appearance of tk−1. Using this relation
observe the following,




= |F (tk−1, X̃i,N,Mtk , µ̃
X,N,M
tk−1
















+ 2〈F (tk−1, X̃i,N,Mtk , µ̃
X,N,M
tk−1
) + b(tk−1, X̃
i,N,M
tk







We now look to bound these various terms, by definition of F ,







+ |b(tk−1, X̃i,N,Mtk , µ̃
X,N,M
tk−1




≤ 2hα+ 2hβ|X̃i,N,Mtk |
2.
Similarly,




















In order to obtain the desired form we note the following,
σ(t, x, µ)∆Wt =
l∑
a=1
σa(t, x, µ)(∆Wt)a ,
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crucially one observes (∆Wt)a is a scalar, then standard properties of norms yield,
|σ(tk, X̃i,N,Mtk , µ̃
X,N,M
tk
)∆W itk | ≤
l∑
a=1









The bound on F then follows immediately from these results.
Let us now show the first moment bound result, as is standard with implicit schemes we
firstly do this under a stopping time, hence define,
λim = inf{k : |X̃
i,N,M
tk
| > m}. (9.3.10)
One should note that this stopping time does not actually bound X̃ at that point, the best one




Lemma 9.3.7. Let Assumption 8.2.1, 9.1.1 and H1 (in Assumption 9.1.6) hold and fix h∗ <









≤ C(p,m) ∀k ≤M and 0 < h ≤ h∗.
Using standard notation, C(a) denotes a constant that can depend on variable a.
Proof. As it turns out the function F in (9.3.7) gives us a useful bound, from (9.3.9) we obtain,













Hence, multiplying with the indicator and taking expected values yields,




































Using the bounds on each coefficient of σ, it is straightforward to observe,









Using this bound we obtain,
E[|F (tk, X̃i,N,Mtk+1 , µ̃
X,N,M
tk
)|p1{k+1≤λim}] ≤ C(p,m) .




















where the inequality follows from Lemma 9.3.6, our bound on F , and the assumption that
X0 ∈ Lp(Rd). Again, the corresponding bound is independent of the choice of i, hence the result
holds for the supremum over i.
Although the previous bound is useful, the presence of the stopping time is inconvenient, we
therefore remove it and show the second moment is bounded.
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Proposition 9.3.8. Let Assumption 8.2.1, 9.1.1 and H1 (in Assumption 9.1.6) hold and fix








2] ≤ C .
Proof. Firstly let us take a nonnegative integer K, such that Kh ≤ T . Now let us consider
(9.3.8), one can note that this bound still holds where the F terms are multiplied by 1{λim>0}
(since both sides are nonnegative and the indicator is bounded above by one). Summing both
sides from k = 1 to K ∧ λim, noting that F terms cancel, we obtain,











































where we use the convention
∑0
k=1 · = 0. Although the stopping time is useful it is not ideal that
it appears on the sum, however, for nonnegative terms it is straightforward to take the stopping
time into the coefficients and for the stochastic term we can rewrite as,
K∧λim∑
k=1





















this term is a martingale. We therefore obtain the following bound,








































The idea is to apply the discrete version of Grönwall’s inequality to this (see for example
[MPF12, pg 436] or [MS13, Lemma 3.4]), which requires our bound to be in terms of F . Using













































where we have used independence of σ(·)1{λim>0} and ∆W along with the growth bounds on σ
to obtain the final inequality. Combing this with our previous bounds and appealing again to
Lemma 9.3.6 (to bound X̃ by F ) we obtain,
















































Applying a discrete version of Grönwall inequality and noting
∑K
k=1 1 ≤ T/h yields

























Recalling (9.3.9), we can apply the same arguments as previous to obtain the bound
E
[















≤ C(1 + (1 + h)E[|X̃i,N,Mt0 |
2]) .
Noting that our bound for F is now independent of m, we can use Fatou’s lemma to take the
limit and obtain (for K ≥ 1),















Again by Lemma 9.3.6, the LHS bounds X̃i,N,MtK+1 (with some constant) hence we obtain a bound
for X̃i,N,Mtk for k ≥ 2. Clearly X̃
i,N,M
t0 has second moment (by assumption), therefore we need



















then we can apply the same bound on F as above.
In order to complete the proof, we need to also show this bound exists for all i and 0 < h ≤ h∗.
One can see immediately that all bounds decrease as h decreases, hence the supremum value is
to set h = h∗, which is also finite since h∗ < 1/(2β). The supremum over i follows from the fact
that all bounds are independent of i.
Now that we have established a bound on the second moment, we look to show convergence
of this scheme to the true particle system solution. As always with discrete schemes it is beneficial
to introduce their continuous counterpart. As it turns out doing it naively for implicit schemes




















where X̂i,N,M0 = X
i






















dW is . (9.3.11)
The first result we wish to present is that the discrete and continuous versions stay close to
one another, up to the stopping time (9.3.10).
Lemma 9.3.9. Let Assumption 8.2.1, 9.1.1 and H1 (in Assumption 9.1.6) hold and fix h∗ <
1/max(Lb, 2β). Further assume X0 ∈ L4(q+1)(Rd). Then for 1 ≤ p ≤ 4 the following holds for












≤ C(m, p)hp .




|F (tk−1, X̃i,N,Mtk , µ̃
X,N,M
tk−1




Proof. To show the first part we start by noting the following useful relation between (9.0.2)
















Noting that one can bound,
|b(t0, X̃i,N,Mt0 , µ̃
X,N,M






1 + |tk|1/2 + |X̃i,N,Mt0 |



























One observes that the terms on the RHS are bounded by C(p,m) for p ≤ 4 sinceX0 ∈ L4(q+1)(Rd)
and Lemma 9.3.7. This completes the first part of the proof.
For the second part, recall from the relation between (9.0.2) and (9.3.11), one has,















t0 )h+ F (tk−1, X̃
i,N,M
tk
, µ̃X,N,Mtk−1 ) .
Using the reverse triangle inequality we obtain,
|X̂i,N,Mtk |
2 ≥ −|b(t0, X̃i,N,Mt0 , µ̃
X,N,M
t0 )h|+ |F (tk−1, X̃
i,N,M
tk
, µ̃X,N,Mtk−1 )| .
The result follows from squaring both sides and applying the generalisation of Young’s inequality,
namely,
|b(t0, X̃i,N,Mt0 , µ̃
X,N,M














The next result we wish to present is that both schemes do not blow up in finite time, for this
102
we define a new stopping time,
ηim := inf
{
t ≥ 0 : |X̂i,N,Mt | ≥ m, or |X̃
i,N,M
κ(t) | > m
}
.
Lemma 9.3.10. Let Assumption 8.2.1, 9.1.1 and H1 (in Assumption 9.1.6) hold, fix h∗ <
1/max(Lb, 2β) and assume X0 ∈ L4(q+1)(Rd). Then, for any ε > 0, there exists a m∗ such
that, for any m ≥ m∗ we can find a h∗0(m) (note the dependence on m) so that,
sup
1≤i≤N
P(ηim < T ) ≤ ε , for any 0 < h ≤ h∗0(m).
Proof. Note due to the initial condition being random we must be careful with how we set m,
we shall come back to this later. Let us start by applying Itô to the stopped version of (9.3.11),
|X̂i,N,MT∧ηim |


























We now look to bound the various integrands, firstly one can observe
〈X̂i,N,Mt , b
(























+ 〈X̃i,N,Mκ(s) , b
(














≤ C|X̂i,N,Mt − X̃
i,N,M
κ(s) |(1 + |X̃
i,N,M
κ(s) |
q+1) + α+ β|X̃i,N,Mκ(s) |
2 ,
where we used Cauchy-Schwarz, polynomial growth bound and monotone growth to obtain the
final inequality.
Taking expectations and noting that due to the stopping time the stochastic integral is a
martingale i.e. has second moment, we obtain,
E[|X̂i,N,MT∧ηim |
2]





κ(s) |(1 + |X̃
i,N,M
κ(s) |




To proceed we note the following, |X̃i,N,Mκ(s) |
2 ≤ 2(|X̃i,N,Mκ(s) − X̂
i,N,M











where we used the fact that the stopping time ensures X̃ and X̂ are ≤ m for s < ηim and s = ηim













Hence the following result holds,
E[|X̂i,N,MT∧ηim |










The next step is of course to take the expectation inside the integral, let us start by noting the
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(W is −W iκ(s))|ds
]
+ C(m)h1/2,
where we have used Lemma 9.3.9 for the final inequality. For the other terms, one can note due














































































E[|Xi0|2] + C + C(m)h1/2
)
exp(CβT ) , (9.3.13)
where the final inequality follows from Grönwall.
In order to obtain an upper bound on the probability of the stopping time occurring we
look to obtain a lower bound for (9.3.11) at the stopping time. For the moment let us take
Xi0 < m, hence η
i
m > 0, there are now two possible ways the stopping time can be reached, if
X̂ hits the boundary first then we have |X̂i,N,Mηim | = m and if X̃ hits the boundary first we have
|X̃i,N,Mηim | > m.
In the case that X̂ hits the boundary first, the lower bound is obvious, namely |X̂i,N,Mηim | = m.













where again we are taking k ≥ 1 here, but this is not a problem since we are assuming for the
moment Xi0 < m. Observing that this lower bound holds independent of which process triggers
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the stopping condition we can say w.l.o.g. that,






(1− 2hβ)m2 − 2hα
)











2 − C2h)1{|Xi0|<m} − C(m)h
2
1{|Xi0|<m} ,
where |b(t0, X̃i,N,Mt0 , µ̃
X,N,M
t0 )|1{|Xi0|<m} ≤ C(m)1{|Xi0|<m} via the growth condition on b. Let us
now combine these results to obtain an upper bound for the probability of the stopping time,
notice that,
E[|X̂i,N,MT∧ηim |




≥ P(ηim = 0) +
(
(C1m
2 − C2h)− C(m)h2
)
P({|Xi0| < m} ∩ {0 < ηim < T}) .
Leaving the second term for the moment, and noting that Xi0 is uniformly integrable, then for
any ε > 0 one obtains,




for m sufficiently large, call this point m∗. It is also useful to note that P({|Xi0| < m} ∩ {0 <
ηim < T}) = P({0 < ηim < T}). It is clear from our previous analysis that for m large enough
and (9.3.13) the probability can be bounded by,
P(0 < ηim < T ) ≤
E[|X̂i,N,MT∧ηim |
2]
(C1m2 − C2h− C(m)h2)
≤
(
E[|Xi0|2] + C + C(m)h1/2
)
exp(CβT )
C1m2 − C2h− C(m)h2
.
Now the goal is to bound this by 2ε/3, we already have taken m sufficiently large to obtain the





2 ≤ 1. It is clear

















Again for 0 < h < h∗02(m) the above inequality holds. Hence for any m ≥ m∗ and any 0 < h <
min(h∗01(m), h
∗
02(m)), we have, P(ηim < T ) ≤ P(ηim = 0) + P(0 < ηim < T ) ≤ ε.
We now look towards showing our strong convergence result, firstly by showing convergence
between (9.3.11) and (8.2.2) and then (9.0.2) and (8.2.2). From this point onwards we require
H2 (in Assumption 9.1.6).
Remark 9.3.11 (On the diffusion coefficient σ being independent of the measure). The reason
we cannot allow σ to have measure dependence is because our stopping time arguments do not work.
Namely in order for two diffusion coefficients to be similar we require all N particles to be close to
one another, not just the ith particle. As it turns out though, this is not a problem for the drift term,
so we make no change to the measure dependence there.
Recalling the stopping time in Proposition 9.3.5, we now define θim := τ
i
m ∧ ηim and have the
following convergence result.
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Lemma 9.3.12. Let Assumption 8.2.1, 9.1.1, the full Assumption 9.1.6 hold, fix h∗ < 1/max(Lb, 2β)








|2] ≤ C(m)h .
Proof. For ease of presentation we denote by κ(s) := (κ(s)− h) ∨ 0. As is standard we start by























2〈Xi,Ns − X̂i,N,Ms ,
(





By writing out the drift term we have that,





= 〈Xi,Ns − X̂i,N,Ms , b(s,Xi,Ns , µX,Ns )− b(s, X̂i,N,Ms , µX,Ns )〉
+ 〈Xi,Ns − X̂i,N,Ms , b(s, X̂i,N,Ms , µX,Ns )− b(κ(s), X̂i,N,Ms , µX,Ns )〉

























|Xi,Ns − X̂i,N,Ms |2 + |Xi,Ns − X̂i,N,Ms |+ h







+ (1 + |X̂i,N,Mκ(s) |







where we have used the growth bounds on b (in particular bounded in measure) along with
several applications of Cauchy-Schwarz and Young’s inequality. Similar arguments yield the
following bound for the diffusion,
|σ(s,Xi,Ns )− σ(κ(s), X̃
i,N,M
κ(s) )|














2〈Xi,Ns − X̂i,N,Ms ,
(







We use Burkholder Davis Gundy inequality, however care is needed since the terminal time is a
stopping time. It turns out the usual upper bound still holds (see for example [Pro05, pg. 226]),
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2〈Xi,Ns − X̂i,N,Ms ,
(









|Xi,Ns − X̂i,N,Ms |2
l∑
a=1










































|Xi,Ns − X̂i,N,Ms |2 + |Xi,Ns − X̂i,N,Ms |







+ h+ (1 + |X̂i,N,Mκ(s) |










h+ |Xi,Ns − X̂i,N,Ms |2 + |X̂i,N,Ms − X̂
i,N,M
κ(s) |








The goal is to use a Grönwall type inequality, hence we want to bring the expectation inside the














































(1 + |X̂i,N,Mκ(s) |










Noting 1{·} = 12{·}, we obtain via Cauchy-Schwarz inequality,
E
[





















κ(s) | ≤ |b
(



































where we used Lemma 9.3.7 to obtain the final inequality (note by assumptionX0 ∈ L4(q+1)(Rd)).
Arguing in the exact same fashion also yields,
E
[
(1 + |X̂i,N,Mκ(s) |








































Observing for a random variable Y , E[|Y |] ≤ E[|Y |2]1/2, we observe that the above inequality

























which gives the result we set out to show.
We now can prove our main implicit scheme result.




T and also let us note






























E[1{τ im≤T or ηim≤T}] .





1{τ im>T, ηim>T}] ≤ C(m, s)h
s .
Also let us note,
E[|Er(T )i|2] ≤ 2E[|Xi,NT |
2 + |X̃i,N,MT |
2] ≤ 2C ,








By subadditivity of measures, E[1{τ im≤T or ηim≤T}] ≤ P(τ
i
m ≤ T ) + P(ηim ≤ T ) and then Proposi-
tion 9.3.5, there exists m∗ (dependent on δ), such that for m ≥ m∗,
2− s
2δs/(2−s)











|2] ≤ C(m)h .
By Lemma 9.3.10, by taking h small enough for any ε̃ > 0, P(ηim < T ) ≤ ε̃. Hence, for any δ and


























The aim of this chapter is to develop efficient importance sampling algorithms for computing the
expectations of functionals of solutions to MV-SDEs. We recall that the quantity of interest, is







The precision of this approximation is affected by three sources of error.
• The statistical error, that is the difference between θ̂N,n and E[G(Xi,N,M )].
• The discretisation error, that is, the difference between E[G(Xi,N,M )] and E[G(Xi,N )].
• The propagation of chaos error of approximating the MV-SDE with the interacting particle
system, that is, the difference between E[G(Xi,N )] and E[G(X)].
The discretisation error of ordinary SDEs has been analysed by many authors, and it is well
known that, e.g., under the Lipschitz assumptions the Euler scheme has weak convergence error




There has been some work detailing the error from the propagation of chaos as a function
of N , essentially for G and X nice enough the weak error is also of order 1√
N
, see for example
[KHO97] and [Bos04] for further details. In spite of this relatively slow convergence, many MV-
SDEs have a reasonably “nice” dependence on the law which makes the particle approximation
a good technique. On the other hand, one often wants to consider rare events in the context of
the MV-SDE, and in this realm the statistical error will dominate the propagation of chaos error.
The focus here is therefore on the statistical error of the Monte Carlo method. We will discuss
the point of statistical against propagation of chaos error in more detail in Section 10.3.
Importance sampling is based on the following identity, valid for any probability measure Q








The variance of the Monte Carlo estimator obtained by simulating X under the measure Q and
correcting by the corresponding Radon-Nikodym density is different from that of the standard
estimator, and can be made much smaller by a judicious choice of the sampling measure Q.
Importance sampling is most effective in the context of rare event simulation, e.g., when
the probability P[G(X) > 0] is small. Since the theory of large deviations is concerned with
the study of probabilities of rare events, it is natural to use measure changes appearing in or
inspired by the large deviations theory for importance sampling. We refer, e.g., to [DW04] and
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references therein for a review of this approach and to [GHS99], [GR08], [Rob10] for specific
applications to financial models. The large deviations theory, on the one hand, simplifies the
computation of the candidate importance sampling measure, and on the other hand, allows to
define its optimality in a rigorous asymptotic framework.
Our Contribution. The main contribution of this work is two-fold. Firstly we show how one
can apply a change of measure to MV-SDEs, and propose two algorithms that can carry this out:
the complete measure change algorithm and the decoupling algorithm. In the complete measure
change approach, the IS measure change is applied simultaneously in the coefficients and in the
expectation to be evaluated. In the decoupling approach we first estimate the law of the solution
in a first set of simulations without measure change and then perform a second set of simulations
under the importance sampling measure using the approximate solution law computed in the
first step.
Secondly, for both approaches, we use large deviations techniques to obtain an optimisation
problem for the candidate measure change. We focus on the class of Cameron-Martin transforms,





















where ft is a deterministic function. Following earlier works on the subject, we use the large
deviations theory to construct a tractable proxy for the variance of G(X) under the new measure.
Of course, the presence of the interacting particle approximation introduces additional complexity
at this point. Moreover, unlike the work of [GR08] which considered a very restrictive class of
SDEs (the geometric Brownian motion), here we deal with a general class of MV-SDE where the
drifts are of super-linear growth and satisfy a monotonicity type condition. This is very important
in practice since many MV-SDEs fall into this category.
We then minimise the large deviations proxy to obtain a candidate optimal measure change
for the two approaches that we consider. We find that the decoupling approach yields an easier
optimisation problem than the complete measure change, which results in a high dimensional
problem. However, by using exchangeability arguments the latter problem can be transformed
into a far simpler two dimensional one. We implement both algorithms for two examples coming
from the Kuramoto model from statistical physics and show that the variance of the importance
sampling schemes is up to 3 orders of magnitude smaller than that of the standard Monte Carlo.
Moreover, the computational only increases by a factor of 2–3 for the decoupling approach and
is approximately the same as standard Monte Carlo for the complete measure change. We also
estimate the propagation of chaos error and find that this is dominated by the statistical error
by one order of magnitude. That being said, although the complete measure change appears to
operate well in certain situations, it does rely on a change of measure which isn’t too “large”. We
come back to this point throughout.
Concerning the measure change paradigm, in this work we focus on deterministic (open
loop) measure changes over stochastic (feedback) measure changes. This is a decision one
faces when using importance sampling and there are advantages and disadvantages to both. As
pointed out in [GW97], deterministic measure changes may lead to detrimental results in terms
of variance reduction, however, the increase in computational time of the importance sampling
is overall negligible. Stochastic measure changes as discussed in [DW04] give improved variance
reduction in far more generality, however, calculating the measure change is computationally
burdensome, so the overall computational gain is less clear. As this is the first paper to marry
importance sampling with MV-SDEs we feel it is beneficial to use deterministic based measure
changes and leave stochastic measure changes as interesting future work. We provide precise
conditions under which our deterministic measure change leads to an asymptotically optimal
importance sampling estimator in the class of all possible measure changes. Further, one of our
algorithms requires a measure changed propagation of chaos result to hold (Proposition 10.1.4)
and it is not clear how to prove such a result if one uses stochastic measure changes.
The chapter is organised as follows. In Section 10.1 we discuss how importance sampling
and measure changes can be carried out for MV-SDE, and in Section 10.2 we introduce our
concept of optimality and identify the candidate optimal measure changes using the theory of
large deviations. Section 10.3 illustrates numerically our results while proofs from Section 10.2
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are carried out in Section 10.4.
10.1 Potential Importance sampling Algorithms
Leaving LDPs and the optimality of the IS (importance sampling) on the side, let us discuss how
IS can be achieved for MV-SDEs with a given measure change.
Recall that MV-SDEs take the form (8.2.1). Because we change the measure we make explicit
the dependence on the law of the solution process µXt,P = P ◦X
−1
t . If one knows the law µ
X
beforehand , then one can treat the MV-SDE as a “standard” SDE and use IS as usual. However,
typically one does not have access to the law, and the MV-SDE must be approximated by a
so-called particle system approximation.
Remark 10.1.1 (Initial Condition). Throughout this chapter we only consider MV-SDEs with
deterministic initial conditions.
The interacting particle system approximation. We approximate (8.2.1) (driven by the P-
Brownian motion W P), using an N -dimensional system of interacting particles. Let i = 1, . . . , N























where δXj,Nt is the Dirac measure at point X
j,N
t , and the independent P-Brownian motions
W i,P, i = 1, . . . , N (also independent of the BM W P appearing in (8.2.1)). Due to the several
changes of the measure throughout this section we keep track of which W we refer to.
Remark 10.1.2 (On the empirical measure µX,Nt ). Unlike standard measures, empirical measures
do not have dependence on the underlying measure P, namely empirical measures are maps that
depend on a sequence of ωi ∈ Ω, thus one should write µX,Nt instead of µ
X,N
t,P . Of course, this is a
pathwise statement, since the ωi are generated under P, the distribution of the empirical measure
does depend on P.













0 = x0 , t ∈ [0, T ] ,
Then under nice enough conditions we obtain a pathwise propagation of result of (10.1.1) to
this system (see Proposition 9.1.2).
Setup to change measures. When it comes to changing the measure under which we
simulate we are also changing our approximation of the law. Since MV-SDEs depend explicitly
on the law, this makes importance sampling more difficult. This will be one of the main points
throughout this section.
Fix a deterministic square-integrable function ḣ ∈ L20(R). Then one can define the prob-





t ), see (10.0.1), so that
dWQt = dW
P
t − ḣtdt is a Q-Brownian motion. We note that the Radon-Nikodym density
dQ





s )t =: Et is itself the solution of the SDE













Since P and Q are equivalent, one can also define Zt := E−1t := dPdQ |Ft . With our conditions on ḣ
it is also a straightforward task to show Et and Zt are in Sp for all p ≥ 1.
Recall our goal: estimate EP[G(XT )] = EQ[G(XT ) dPdQ ] for some function G by simulating X
under Q. In the following paragraphs we present two alternative ways to achieve this goal.
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A running example. We present our algorithm in general setting with (8.2.1). For the sake






dt+ σdW Pt , X0 = x0 , t ∈ [0, T ] . (10.1.2)
with σ ∈ R+ and f, b̂ nice∗. We believe many of the arguments that are used at this level can be
extended to cover more general MV-SDEs (such as higher order interactions). However, obtaining
analogous results to those of standard MV-SDEs, such as propagation of chaos, is made more
challenging by the inclusion of the measure change. Therefore, these have to be considered on a
case by case basis.
10.1.1 Fixing the Empirical Law - a decoupling argument
An obvious way to solve the problem of IS is to approximate the law of the MV-SDE under P and
use that as a fixed input to a new equation which will be simulated under Q. In this set up the
McKean-Vlasov SDE turns into an SDE with random coefficients. The algorithm is as follows.
1. Use (10.1.1) with N particles to approximate (8.2.1). Use some numerical scheme (under
P, say Euler) to simulate the particles in time, calculating an empirical law over [0, T ]. This
gives an approximation for the empirical law µNt which is then fixed.
Define a new SDE, approximating the original MV-SDE (8.2.1), which is now a standard
SDE with random coefficients
dX̄t = b(t, X̄t, µ
N




t , X̄0 = x0, (10.1.3)
where W P is a P-Brownian motion independent of the {W i,P}i=1,··· ,N appearing in
(10.1.1). SDEs with random coefficients appear typically in optimal control, hence the
reader can consult texts such as [YZ99, Chapter 1] for further details on existence unique-
ness of such SDEs.
2. Change the probability measure to Q, which is our importance sampling measure change.













t , X̄0 = x0 .
3. This second run is therefore standard importance sampling, but the SDE has random
coefficients i.e. the empirical law is random.
We will refer to algorithms of this form as Decoupling Algorithms. This scheme has the
disadvantage in that it requires twice the amount of simulation and one will require a handle on
the error coming from the original approximation of the law.
It is not a requirement to use interacting particles to approximate the law of the SDE, any
approximation will work. The goal here is to make the SDEs independent.
10.1.2 Complete Measure Change
An alternative is to change the measure under which we are simulating in the coefficients and
the Brownian motion. This is not a simple problem and as far as we are aware changing the
measure of a MV-SDE and its particle approximation is not discussed elsewhere in the literature
(for this purpose†), we therefore provide a discussion along with the pitfalls here. This is more
complex than the decoupled case and for clarity we use (10.1.2) throughout.
∗We use b̂ here since it takes the expectation rather than a measure input.
†Measures changes for MV-SDE appear in methods requiring to remove the drift altogether, for instance in establishing
weak solutions to MV-SDEs, see e.g. [DG87].
113















where again Z := E−1.











dt+ σdWQt , and dZt = ḣtZtdW
Q
t , Z0 = 1 ,
















dt+ σdW i,Qt , (10.1.4)
dZi,Nt = ḣtZ
i,NdW i,Qt , Z
i,N
0 = 1 .









Remark 10.1.3. One may be tempted to use a different approach, namely first apply an interacting










dt+ σdW i,Pt ,














dt+ σdW i,Qt ,
where we have taken the same ḣ for every Brownian motion in order for all particles to have the
same law. However, it is easy to see by the standard propagation of chaos result that as N →∞,













dt+ σdW Pt ,
which is not what one is looking for.
To state a propagation of chaos result for the particle system (10.1.4) we introduce the













dt+ σdW i,Qt , (10.1.6)
dZi = ḣtZ
idW i,Qt , Z
i = 1 .





















0 = 1 ,
(10.1.7)
where b̂ is continuous in time, b̂ and f are Lipschitz in space, and b̂ is a bounded Lipschitz function in
its third variable. Let Xi,Nt , denote the corresponding particle approximation (see (10.1.4)). Then
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This proposition may be used to analyze the convergence of the Monte Carlo estimator
(10.1.5). Indeed, due to the fact that there is no coupling (or law dependency) in Zi,Nt , Z
i,N = Zi


















The first term above converges to θ as N →∞ by the law of large numbers, and the second term
can be shown, e.g., to converge to zero in probability using Proposition 10.1.4 if G is sufficiently
regular.
Proof of Proposition 10.1.4. The idea of the proof is to appeal to a Grönwall type inequality,
but this is made difficult due to the presence of Z term in (10.1.7). One can note, due to the
assumptions on the coefficients of the SDE, all p-moments exist. Using our prescribed form of
the MV-SDE we obtain,







































where the empirical measure in the second term is the one constructed from the i.i.d. SDEs in
(10.1.7), hence each Xj corresponds to a independent realisation of the MV-SDE, namely it has
the correct distribution. Splitting the original difference into three, we use the Lipshitz property


















)∣∣2 ≤ C|Xi,Ns −Xis|2 .
For the second difference we use the fact that b̂ is bounded along with the Lipschitz property in









































Zjs |Xj,Ns −Xjs | .
















































One can use Cauchy-Schwarz along with the properties of Z to obtain,
EQ
[














Although at first it appears one cannot use Grönwall here, there is a nonlinear generalisation
due to Perov (see [MPF12, Theorem 1, p360]) which we can use since the nonlinear term on the
RHS is square root of the term on the left. Finally, take the supremum over i and using the fact
that the variables f(Xjs )Z
j



























[∣∣f(X1s )Z1s − EQ[f(X1s )Z1s ]∣∣2]ds → 0
as N →∞, which concludes the proof.
The Complete Measure Change Algorithm We now describe the algorithm for simulating a
general MV-SDE under a complete measure change.






































0 = 1 .









We will refer to algorithms of this form as Complete Measure Change Algorithms. An advantage
one can immediately see is that one simulates the particles only once. A key disadvantage is
that the importance sampling to estimate the object of interest E[G(XT )], may yield a poorer
estimation of the original law µ and the term EQ[f(Xt)Zt] in (10.1.6). We will discuss this in
Section 10.3.
10.2 Optimal Importance Sampling for McKean-Vlasov SDEs
The previous section detailed algorithms for simulating MV-SDEs under an arbitrary change of
measure. We now want to use the theory of large deviations to determine, in a certain optimal
way, a measure change which will reduce the variance of the estimate.
An important point here is that we will be using the LDP for Brownian motion, rather than
the MV-SDEs. There are several works dealing with Large Deviations for MV-SDEs and their
associated interacting particles systems, see [BDF12], [Fis14], [dRST17] but such results are
not of use to us here since we must be able to (cheaply) simulate the SDE after the change of
measure. We therefore restrict to the Girsanov measure change since we know how the SDE
changes under the measure change.
In this section we first show how the LDP framework can be applied to both algorithms to
yield a simplified optimisation problem for finging the asymptotically optimal measure change
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(Theorems 10.2.9 and 10.2.7) and then demonstrate how these simplified optimization problems
may be solved in practice.
10.2.1 Preliminaries
We recall some of the main concepts for importance sampling with LDP, see [GR08] for further
discussion. We denote by WdT the standard d-dimensional Wiener space of continuous functions
over the time interval [0, T ] which are zero at time zero and in the one-dimensional case we
simply write WT instead of W1T . This space is endowed with the topology of uniform convergence
and with the usual Wiener measure P, defined on the completed filtration FT , which makes the
process Wt(x) = xt with x ∈WdT a standard d-dimensional Brownian motion.
The goal is to estimate the expected value of some functional G̃ : WdT → R+ continuous in
the uniform topology (G̃ is explained later). For the change of measure, one considers a Girsanov
transform where the allowed functions are from the Cameron-Martin space, i.e. (if d = 1 we just
write HT = H1T )
HdT =
{






|ḣt|2 dt <∞ i.e. ḣt ∈ L2t (Rd)
}
.
For any deterministic drift h ∈ HdT , the stochastic exponential defines the Radon-Nikodym

















Under this new measure Q, the process WQ· = W P· − h· is a standard d-dimensional Q-Brownian
motion.
Standing assumptions We consider MV-SDEs with nonlinear interaction between the SDE
and its law. In this section we concentrate on one-dimensional SDEs of the form,
dXt = b(t,Xt, µt)dt+ σdWt, X0 = x0. (10.2.2)
Throughout this section we will refer to the following assumptions (similar to assumptions in
Section 8.2), for functions b : [0, T ]× R× P2(R)→ R and σ > 0 constant.
Assumption 10.2.1. Assume that b is Lipschitz in the sense that ∃L > 0 such that ∀t ∈ [0, T ],
∀x, x′ ∈ R and ∀µ, µ′ ∈ P2(R) we have that
|b(t, x, µ)− b(t, x′, µ′)| ≤ L(|x− x′|+W (2)(µ, µ′)).
Moreover, ∀ x ∈ R and µ ∈ P2(R), b is continuous over the interval [0, T ].
Assumption 10.2.2. Assume b satisfies the monotone growth and local Lipschitz conditions in
Assumption 8.2.1. Further, ∀ x ∈ R and µ ∈ P2(R), let b be continuous in time over the interval
[0, T ].
In view of Section 8.2, either of these assumptions yield the existence of a unique strong
solution to (10.2.2). We further use the following assumption for the terminal function G. Note
that this assumption is on G as a function of the SDE, rather than the driving Brownian motion
as is the case in [GR08].
Assumption 10.2.3. The functional G is non-negative, continuous and satisfies the following
growth condition
log(G(x)) ≤ C1 + C2 sup
t∈[0,T ]
|xt|α ,
for x : [0, T ] 7→ R a continuous function starting at x0 where C1, C2 are positive constants and
α ∈ [1, 2).
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The notion of “optimality” for the measure change we use is so-called asymptotically op-
timal, as defined in‡ [GHS99]. Following the approach of [GHS99], we want to estimate
E[exp(log(G(X)))]. Here we perform a measure change for the Brownian motion, so for ease
of writing let us define F (W ) := log(G(X(W ))) and consider the more general problem of
estimating,
α(ε) := E[exp(F (
√
εW )/ε)], for ε > 0.
This is our original problem when ε = 1, and we can use Varadhan’s lemma to understand this
quantity as ε → 0, this is referred to as small noise asymptotics. We now consider a general
estimator for this quantity α̂(ε) (there is no requirement for α̂ to be based on a deterministic
measure change). At this point we have no conditions on these estimators so we follow definition
[GHS99, Definition 2.1].
Definition 10.2.4. A family of estimators {α̂(ε)} is said to be asymptotically relatively unbiased
if the following holds,
E[α̂(ε)]− α(ε)
α(ε)
→ 0 as ε→ 0 .
The above definition yields estimators that in some sense converge, but we are interested in
comparing such estimators and for this we look at their second moment.









where the infimum is over all asymptotically relatively unbiased estimators.
One of the goals of this section will be obtaining conditions when measure changes of type
(10.2.1) are asymptotically optimal. As it turns out, using this definition it is not difficult to
obtain a necessary and sufficient condition for asymptotic optimality, a similar argument is given
in [GHS99, pg 126]. Let us consider some asymptotic unbiased estimator α̂, and define the
difference ∆(ε) := E[α̂(ε)]− α(ε), it is a straightforward consequence of Jensen’s inequality and
some rearranging,
log(E[α̂(ε)2]) ≥ 2 log(E[α̂(ε)]) = 2 log(E[α(ε)]) +O(∆(ε)/α(ε)) ε→0−−−→ 2 log(E[α(ε)]) .
Thus we have a lower bound for an estimator, moreover, note that this implies the degenerate
estimator α̂(ε) = α(ε) is asymptotically optimal, since α is not random. One can use Varadhan’s













Therefore any estimator which equals the RHS of this expression is asymptotically optimal.
Depending on which algorithm we use this will be a slightly different expression but the
argument to obtain the bound is the same.
10.2.2 The decoupling algorithm
We first consider the decoupling algorithm presented in Section 10.1.1. We build µNt , from an
independent N -particle system which is simulated under a numerical scheme, and then consider
‡A related but slightly weaker definition of optimality is used in [GR08].
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the following approximation of SDE§ (10.2.2),
dXt = b(t,Xt, µ
N
t )dt+ σdWt, X0 = x0 . (10.2.4)
In order to distinguish the current SDE from the previous particle approximation we introduce a
so-called copy space (see for example [BLP+17]) (Ω̃, F̃ , (F̃t)t≥0, P̃) (with the usual conditions
and F̃t is the augmented filtration over the N -dimensional Brownian motion). The N -system
SDEs used to approximate this measure is then defined on this space, hence (10.2.4) is defined
on the product space (Ω,F ,P)⊗ (Ω̃, F̃ , P̃).





∣∣F̃T ], dEt = ḣtEtdW Pt , E0 = 1,
and we make use of small noise asymptotics in order to write this variance in a “LDP” tractable
form, hence we define, for h ∈ HT























where G(W ) := G(X(W )). One should also keep in mind that G also depends on µN , however,
we suppress this notation for ease of presentation.
Remark 10.2.6. In (10.2.5), we have a conditional expectation, thus L(h;µN ) is technically a
random variable in Ω̃. This is not typically the case when using Varadhan’s lemma, however, because
the random variable is independent of the Brownian motion and G is still P̃-a.s. continuous w.r.t.
the Brownian motion (Section 10.4.2), upon checking the moment condition, we are still able to use
Varadhan’s lemma, P̃-a.s..
Theorem 10.2.7. Let Assumptions 10.2.3 and 10.2.2 hold and fix ω̃ ∈ Ω̃ (and thus µN). Fur-
thermore assume that there exists u ∈ HT such that G(u) > 0. Then the following statements
hold:
i. Let h ∈ HT such that ḣ is of finite variation. Then Varadhan’s lemma holds for the small noise
asymptotics, namely we can rewrite (10.2.5) as,




















ii. There exists an h∗ ∈ HT which minimizes (10.2.6).










There exists a maximizer h∗∗ for this problem. If





then h∗∗ defines an asymptotically optimal measure change and is the unique maximizer of (10.2.7).
All of these results are P̃-a.s. since the particle system yields a random measure from Ω̃. The
proof of this theorem requires several auxiliary results which we defer to Section 10.4.2. One
should also note that the requirement for G > 0 for some u is not restrictive, it is purely there
§The measure, µN is a random measure, but is independent of the process X thus we have decoupled the SDE.
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for technical reasons since one cannot have a maximiser if log(G(u)) = −∞ for all u ∈ HT . The
assumption that ḣ has finite variation is necessary to establish the continuity of the functional in
Varadhan’s lemma.
Remark 10.2.8 (Concavity of log(G) and asymptotic optimality). Consider the problem of mini-
mizing (10.2.6) and assume that one can interchange the inf and the sup. Then,
inf
h∈HT




























because the inner problem is solved by h = u. Therefore, a sufficient condition for an asymptotically
optimal measure change of type (10.2.1) is the exchangeability of inf and sup above. Since L is a
convex function in h, and the integral terms in (10.2.6) are concave in u, a sufficient condition
for such exchangeability is that log(G) is concave. Indeed, in the case of convex-concave functions
we can invoke the minimax principle to swap infimum and supremum, see [ET99, pg. 175] for
example.
In [GR08], the process X was a geometric Brownian Motion and the authors were able to
explicitly link the concavity of log(G) with the properties of the function G. Here the dependence of
G on the Brownian motion is more complex, and it appears to be difficult to check concavity. Hence,
in general one has to check numerically whether (10.2.8) holds. However, even if (10.2.8) fails, one
can still use h∗∗ to construct a candidate importance sampling measure if this is justified by superior
numerical performance.
10.2.3 The complete measure change algorithm
Here we focus on the algorithm discussed in Section 10.1.2. Recall that we are interested in


















Minimising the variance is equivalent to minimize the first term in the RHS. As a first step to






dt+ σdW i,Pt , Xi,N0 = x0 , (10.2.9)
dE it = ḣtE itdW
i,P
t , E i0 = 1, (10.2.10)
where W i,P denotes the driving P-Brownian motion of particle i, and all W i,Ps are independent
of each other. We approximate EP[G2(X)(ET )−1] with EP[G2(Xi,N )(E i,NT )−1]. Since E i = E i,N
(due to the absence of cross dependency), one can equivalently minimize
EP
[
G2(Xi,N )(E iT )−1
]
, over all h ∈ HT . (10.2.11)
In order to use the LDP theory to minimize (10.2.11), we define G̃ as the functional dependent
on the underlying P-Brownian motions, i.e., for all i ∈ {1, . . . , N}, G̃i : WNT 7→ R, where,
G̃i(W
1, . . . ,WN ) := G(Xi,N (W 1, . . . ,WN )). The corresponding small noise asymptotics takes
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the following form:

































, h ∈ HT
(10.2.12)
where we remark that the value of this expression does not depend on the choice of i. We then
obtain the following result for L̄ (compare with Theorem 10.2.7).
Theorem 10.2.9. Fix N ∈ N and let Assumptions 10.2.3 and 10.2.1 hold. Assume that there exists
(u1, û) ∈ H2T such that G̃1(u1, û, . . . , û) > 0. Then the following statements hold
i. Let h ∈ HT such that ḣ is of finite variation. Then Varadhan’s lemma holds for the small noise
























ii. There exists an h∗ ∈ HT which minimizes (10.2.13).
















There exists a maximizer (h∗∗, u∗∗) for this problem. If
L̄(h∗∗) = 2 log
(
G̃1(h












then h∗∗ is asymptotically optimal and is the unique maximizer of (10.2.14), where we have
taken i = 1 without loss of generality.
The proof of this theorem is deferred to Section 10.4.1. Similarly to the previous discussion
if log(G̃1) is a concave function in u ∈ HNT , then we know that (10.2.15) holds (this is discussed
at the end of Section 10.4.1). However, in general (10.2.15) is difficult to check since, even with
h∗ fixed, L̄ is still an N -dimensional optimisation problem, since (10.2.13) is supremum over
u ∈ HNT .
There is also a difficulty in quantifying how the measure change affects the propagation of
chaos error i.e. a measure change that is good for the statistical error may be damaging to the
propagation of chaos error. We discuss this point further in Section 10.3.
10.2.4 Computing the optimal measure change
The exponential form of the SDEs (the log-normal class) considered in [GR08] and [Rob10]
allows the maximisation to be written in the form of an Euler-Lagrange equation (calculus of
variations approach). Due to the more general coefficients here, we obtain a more complex
interaction between the Brownian motion and the value of the SDE. Consequently we need to
look towards the more general theory of optimal control to calculate the change of measure¶.
Deterministic optimal control is a large subject area and one can consult [FR75] or [YZ99] for
example. We recall that we are working under the P-measure.
¶Even though we are initially dealing with SDEs, in the large deviations asymptotics, the trajectory of the Brownian
motion becomes a deterministic control.
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Maximum principle for Theorems 10.2.7 and 10.2.9. The maximum principle allows to
translate the simplified optimization problems of Theorems 10.2.7 and 10.2.9 into boundary
value problems for ODE. One can observe that we are actually interested in u̇ rather than u, that
is, in the decoupled case we can write the controlled dynamics as









The theory above is for infimum while we are interested in supremum, therefore we use the fact
that sup{f} = − inf{−f}.
. For the decoupling algorithm Theorem 8.6.2 yields the following equations for the adjoint









2pt , X0 = x0 ,
(10.2.16)
that is, the optimal control is related to p through, u̇∗t =
1
2σpt.
. For the complete measure change algorithm the argument is similar argument to the above
one, but here we also need to deal with the measure term. Noting that we have two controls
to optimise over (recall Theorem 10.2.9) we obtain more complex expressions. Theorem 8.6.2
yields the following system of ODEs,







































0 = x0 ,
˙̂







2p2t , X̂0 = x0 ,
(10.2.17)






t = 0 as the optimal controls. From Theorem 10.2.9 we
obtain the measure change as ḣ = u̇.
The difference between (10.2.16) and (10.2.17) comes from the fact that for the complete
measure change we have a higher dimensional problem. That is, we have two controls and
two “SDEs” thus we have more terms to optimise. Recall, when one wishes to assess asymptotic
optimality, (10.2.13) is still an N -dimensional problem.
Remark 10.2.10 (Accuracy of Change of Measure). In [GR08], they were able to obtain explicit
solutions in certain situations, but here, due to the increase in complexity, we expect this to rarely be
the case. We therefore need to set reasonable tolerances in checking whether asymptotic optimality
holds.
10.2.5 Further Discussion of Results
We have presented results for two different importance sampling algorithms. Both are interesting
and have their advantages and disadvantages and we discuss this throughout the next section.
However, one important aspect of our results is the fact that σ is constant. This is not ideal
as many models have a non-constant σ, however, this was a necessary assumption to ensure
continuity of the SDE w.r.t. the Brownian motion in high dimensions. This is required for
Varadhan’s lemma, hence removing such an assumption requires one to also prove Varadhan’s
lemma holds without the continuity condition. This is of course not a trivial problem and requires
one to understand the theory of rough paths.
Another important point that is of particular interest here is whether we can use the complete
measure change algorithm not to reduce the variance but to reduce the propagation of chaos
error. That is, dependent on the particular measure dependence in the MV-SDE can we “push”
particles to important regions and obtain an optimisation problem for that setting. We will come
back to this later.
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10.3 Example: Kuramoto model
The Kuramoto model is a special case of a so-called system of coupled oscillators. Such models
are of particular interest in physics and are used to study many different phenomena such as
active rotator systems, charge density waves and complex biological systems amongst other








dt+ σdW Pt , t ∈ [0, T ], X0 = x0 ,
where K is the coupling strength and σ has the physical interpretation of the temperature in the
system. We consider a terminal condition G(x) = a exp(bx) (satisfying Assumption 10.2.3). Our
goal is to obtain the asymptotically optimal change of measure that improves the estimation of
EP[G(X̄T )].
One can see that such a model easily satisfies the assumptions required. Let us now apply
the theory from the previous section to calculate the optimal change of measure. We should
point out here that we do not have the concavity required for asymptotic optimality to hold
automatically, therefore we need to check this condition.
By our previous discussion, to apply the decoupling algorithm here we would generate a set







sin(Y i,Nt − X̄t)− sin(X̄t)
)
dt+ σdW Pt , t ∈ [0, T ], X̄0 = x0 .
Let us now apply the theory from the previous section to calculate the optimal change of measure.
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t − X̂t)− sin(X̂t)
)
+ 12(N−1)σ
2p2t , X̂0 = x0 ,
To show the numerical advantages one can achieve by using importance sampling we consider
how the time taken and the estimate given by the algorithms change with the number of particles
N .
For this example we use, T = 1, X̄0 = 0,K = 1, σ = 0.3, a = 0.5 and b = 10. For the numerics
we use an Euler scheme with step size of ∆t = 0.02. The systems of equations are solved using
MATLAB’s bvp4c function. For the importance sampling, we use the particle positions from the
first Monte Carlo simulation as the empirical law.
Monte Carlo Decoupled Complete
N Payoff Error Time Payoff Error Time Payoff Error Time
1× 103 1.5066 0.1490 3 1.5729 0.0028 9 1.5419 0.0024 3
5× 103 1.5895 0.0626 27 1.5840 0.0013 54 1.5710 0.0013 28
1× 104 1.6813 0.0693 76 1.5728 0.0009 153 1.5860 0.0009 75
5× 104 1.5899 0.0200 1 025 1.5820 0.0004 2 052 1.5738 0.0004 1 062
1× 105 1.5807 0.0176 3 433 1.5731 0.0003 6 935 1.5882 0.0003 3 644
Table 10.1: Results from standard Monte Carlo and the importance sampling algorithms. Time is
measured in seconds and error refers to square root of the variance.
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We recall that the decoupling importance sampling requires two runs, here we use the sameN
for both of these. The first note one can make is how the time scales when increasing the number
of particles, namely one can truly observe the N2 complexity‖. As expected the decoupling
algorithm takes approximately twice as long as the standard Monte Carlo (computing the change
of measure is not time consuming). Following this point we also observe that the complete
measure change has roughly the same computational complexity as standard Monte Carlo.
The other key point is the reduction in variance (standard error) one obtains with importance
sampling. For this example we see that both importance sampling schemes reduce the variance
by several orders of magnitude. Further, if one is interested in the decoupling algorithm it may be
more efficient to take less simulations in the second importance sampled run. Finally, we checked
the asymptotic optimality (for the decoupling) numerically and there is only a small difference
between the two sides in (10.2.15), we therefore believe we are close to the optimal. Table 10.1
does show that the use of importance sampling in MV-SDEs is both viable and worthwhile.
. Estimating the propagation of chaos error. As was mentioned in the introduction, theoretically
the statistical error and the propagation of chaos error converge to zero at the same rate. We
now use this example to show that the statistical error dominates. Since the Euler scheme is the











G(X̄i,N )− EP[G(X̄1,N )] + EP[G(X̄1,N )]− EP[G(X̄1)] .
The first difference on the RHS is the statistical error, and the second one is the propagation of
chaos error. It is then clear that if one considers M realisations of 1N
∑N
i=1G(X̄
i,N ) and takes
the average this approximates EP[G(X̄1,N )] but does not change the propagation of chaos error.
Hence for large M the error reduces to the propagation of chaos error. To show the propagation
of chaos error is negligible compared to the statistical error here, we repeat the simulation for
N = 5× 103 particles, M = 103 times and we obtain an average terminal value of 1.5772 (with
an average standard error of 0.06533, which agrees with the result in Table 10.1). Comparing this
to the 105 decoupled entry (which has almost no statistical error) in Table 10.1, we can conclude
the propagation of chaos error at least an order of magnitude smaller than the statistical error.
Another example: a terminal condition function with steep slope Let us consider the
terminal condition G(x) =
(
tanh(a(x − b)) + 1
)
/2, for a large (G can be understood as a
mollified indicator function). Then EP[G(XT )] ≈ P(XT ≥ b). We take the same set up as before











We obtain the following table (we omit the times here since they are similar).
Monte Carlo Decoupled Complete
N Payoff (10−9) Error (10−9) Payoff (10−9) Error (10−9) Payoff (10−9) Error (10−9)
1× 103 1.015 0.671 3.864 0.0250 8.456 0.101
5× 103 1.093 0.752 3.952 0.0112 5.564 0.0185
1× 104 8.829 7.071 3.910 0.0077 32.956 0.1520
5× 104 1.106 0.271 3.970 0.0035 2.101 0.0024
1× 105 5.158 1.990 3.901 0.0024 16.781 0.019
Table 10.2: Results from standard Monte Carlo and the importance sampling algorithms. Note
that for ease of presentation the payoff and error are all scaled to be 10−9 of the values presented.
The results in Table 10.2 highlight the key differences in the algorithms. Clearly this is a
difficult problem for standard Monte Carlo to solve. The reason of course being that although
G is mollified it still changes value quickly over a small interval. For example G at 0.25 is
‖Even if one is able to optimize the code somewhat, with this method we cannot escape the extra complexity arising
from the particle interaction.
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approximately 10−10, but G(0.5) ≈ 10−7 and G(0.75) ≈ 10−4, hence a reasonably small change
in the value of the SDE can influence the outcome significantly. However, for the standard Monte
Carlo run, only 60 of the 100, 000 were > 1/2 at the terminal time and none were above 3/4.
Hence standard Monte Carlo is not giving much information about the most important region of
the function.
The importance sampling schemes again give reduced errors, however, this example highlights
the differences between them. Although the complete measure change does have a smaller error
than standard Monte Carlo the payoff oscillates around and hence the decoupled algorithm
appears to be superior since the payoffs are consistent and the error decreases in the expected
manner.
. Robustness of complete measure change. The above table shows why one has to consider
the effect of the measure change on the propagation of chaos error. The reason this is more
prominent here than in the previous example is because the magnitude of the optimal measure
change is far larger. Hence, even when we use a large number of particles they may provide a
poor approximation of the law, this is where this algorithm lacks robustness.
Remark 10.3.1 (Requirement for improved simulation). It is clear from these examples that
combining importance sampling with MV-SDEs can provide a major reduction in the required
computational cost, namely we can achieve a smaller variance with far less simulations (and
hence time). When using decoupling, unfortunately one has to approximate the law first, which
is computationally expensive to do using a particle approximation. Hence, one may look towards
more sophisticated simulation techniques to speed up the first run, for example [GP15] or towards
multilevel Monte Carlo such as [STT17]. However, with the ability to almost eliminate the variance
one should always keep in mind the benefits from importance sampling.
10.4 Proof of Main Results
We now provide the proofs of our two main theorems. Throughout we work under the P-measure
and we omit it as a superscript in our Brownian motions. Some arguments align with those of
[GR08] and we quote them where appropriate.
10.4.1 Proofs for Theorem 10.2.9
Continuity of the SDE w.r.t. Brownian motion is key as it allows to apply directly the contraction
principle transferring Schilder’s LDP for the Brownian motion to an LDP for the solution of the
SDE; otherwise difficulties would arise when using Varadhan’s lemma. Unlike the decoupled
case, we will stick to Lipschitz coefficients here, the reason for this is that Lemma 10.4.3 does
not generalise well for SDEs of the type (10.2.9).
Lemma 10.4.1. Fix N ∈ N, let Assumption 10.2.1 hold and let X ∈ Sp for p ≥ 2 denote the
N -dimensional strong solution to the SDE system defined in (10.2.9). Then X is continuous w.r.t.
the set of N Brownian motions in the uniform topology.
Proof. To show continuity in the uniform topology we consider two sets of iid Brownian motions,
Wt = (W
1
t , . . . ,W
N
t ) and W̃t = (W̃
1
t , . . . , W̃
N
t ) and show continuity by analyzing the difference




t , . . . , W̃
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t ) and X
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Considering the time integral first, we can bound as follows,




















where we used the Lipschitz property and the definition of the Wasserstein-2 metric for empirical









|X̃j,Ns −Xj,Ns | ≤
N∑
j=1
|X̃j,Ns −Xj,Ns | .
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|W̃ is −W is | ,
where the final step follows from Grönwall’s inequality. It is then clear that
∑N
i=1 sup0≤s≤T |W̃ is−






t | → 0, hence we obtain the required continuity.
We next show that one can use Varadhan’s lemma in this case.
Lemma 10.4.2. Fix N ∈ N, let h ∈ HT and let Assumptions 10.2.3 and 10.2.1 hold.









































































































It is then sufficient to show that the three terms are finite when we take lim supε→0. The
first term is clearly finite by the conditions on h. Finiteness of the third term follows from
























































Applying similar arguments as in Lemma 10.4.1 we obtain
|X1,Nt (
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i and that the above estimate
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|W is |α . (10.4.1)



































where we have used the independence of the Brownian motions to obtain the sum over i.
Finiteness of this term then follows by arguments similar to those in Lemma 7.6 and 7.7 in
[GR08]. To conclude, we have shown that all terms are finite and the result follows.
Before finishing the proof of Theorem 10.2.9, we note that the LDP for Brownian motion in
pathspace is given by Schilder’s theorem, which states that for a d-dimensional Brownian motion
W , then
√







|ẏt|2dt , if y ∈ HdT ,
∞ , if y ∈WdT \HdT .
Proof of Theorem 10.2.9. The continuity of the SDE from Lemma 10.4.1 along with existence of
a unique strong solution under Assumptions 10.2.1, ensure G̃1 is a continuous function under
Assumption 10.2.3. By assumption, there exists a point (u1, û) ∈ H2T such that G̃(u1, û, . . . , û) >
0, this along with (10.4.1) and recalling α < 2 we obtain the existence of maximisers by Lemma
7.1 of [GR08]. Similarly the +ḣ2 yields existence of a minimising h for L̄.
Moreover, continuity of G̃ w.r.t. the Brownian motion and finite variation of ḣ implies the
exponential term in (10.2.12) is continuous. Thus to use Varadhan’s lemma we only need to
check the integrability condition, which is given in Lemma 10.4.1, hence relation (10.2.13)
follows.
The remaining part to be proved is that (10.2.15) implies asymptotically optimal. This
essentially relies on showing that (10.2.14) is a lower bound for the RHS of (10.2.3). Using the














It is then clear that the supremum is bounded below by the case u2 = · · · = uN , which yields the
expression (10.2.14).
Strict convexity along with arguments on page 18 in [GR08] yields the uniqueness which
completes the proof.
10.4.2 Proofs for Theorem 10.2.7
We recall, that due to the independence of the original particle system from the SDE in question,
we work on the product of two probability spaces, consequently (since µN will be a “realisation”
coming from the space Ω̃) our results are all P̃-a.s..
As before we need to prove that the SDE is a continuous map of the Brownian motions. We
were unable to find any results for the monotone (one-sided Lipschitz), locally Lipschitz case,
we therefore provide a proof of this result here (Lemma 10.4.4). The proof of this relies on the
following lemma.
Lemma 10.4.3. Let Assumption 10.2.2 hold and let X̄ be the solution to (10.2.4). Then consider
the following stochastic processes
X+t := x01{x0≥0} +
∫ t
0









X−t := x01{x0≤0} −
∫ t
0









where C is the constant in the one-sided Lipschitz condition of b.
Then, ∀ t ≥ 0, X−t ≤ X̄t ≤ X+t , P⊗ P̃-a.s..
Proof. Firstly, one can easily show through a standard Picard iteration argument that both X±
have unique, progressively measurable solutions in S2 (see [Mao08, Section 2.3]). We argue
by contradiction and show the upper bound X̄ ≤ X+, the lower bound follows by the same
argument in the opposite direction. Since b is monotone (Assumption 10.2.2), we can derive the
following bounds ∀ s ∈ [0, T ] and µ ∈ P2(R),
b(s, x, µ) ≤ C(|x|+ 1) for x ≥ 0 and b(s, x, µ) ≥ −C(|x|+ 1) for x ≤ 0 .
Assume that there exists a time t2 such that X̄t2 > X
+
t2 . If X̄t ≥ 0 for all t ∈ [0, t2], then,
X+t2 − X̄t2 =x01{x0≥0} − x0 +
∫ t2
0









− σWt2 ≥ 0,
which yields a contradiction. Alternatively, let t1 := max{t ≤ t2 : X̄t = 0}. By continuity, X̄t1 = 0
and so

















− σ (Wt2 −Wt1) ≥ 0,
which contradicts X̄t2 > X
+
t2 and thus proves the result.
One can now use this lemma to prove the following result.
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Lemma 10.4.4. Let X̄ be defined as in (10.2.4), with coefficients satisfying Assumption 10.2.2,
then X̄ is a P⊗ P̃-a.s. continuous map of Brownian motion in the uniform norm.
Proof. To prove this result we require that, if sup0≤s≤t |W̃s −Ws| → 0, then sup0≤s≤t |X̄s(W̃ )−
X̄s(W )| → 0. We note that we work on the uniform topology and hence we may assume that all
(a finite number of) Brownian motions are uniformly bounded on [0, T ]. Lemma 10.4.3, implies
that we can bound the value X̄ takes by the processes X±· . It is a straightforward application of
Grönwall’s Lemma to deduce,
X+t ≤
(


















Hence we can bound the value X̄ can take as a function of its Brownian motion (which itself is
bounded by the uniform topology). Let us now consider the difference in the SDEs driven by the
different Brownian motions,
|X̄t(W̃ )− X̄t(W )| ≤
∫ t
0
|b(s, X̄s(W̃ ), µNs )− b(s, X̄s(W ), µNs )|ds+ σ|W̃t −Wt| .
By Assumption 10.2.2, b is locally Lipschitz, hence,
|b(s, X̄s(W̃ ), µNs )− b(s, X̄s(W ), µNs )| ≤ C(W̃ ,W )|X̄s(W̃ )− X̄s(W )| .
Noting further that σ|W̃t−Wt| ≤ σ sup0≤s≤t |W̃s−Ws|, then by Grönwall’s inequality we obtain,






eC(W̃ ,W )t .
Again, by the uniform topology, we must have W̃ and W bounded, thus C(W̃ ,W ) < ∞ and
hence, sup0≤s≤t |X̄s(W̃ )− X̄s(W )| → 0 when sup0≤s≤t |W̃s −Ws| → 0.
We now prove that the uniform integrability condition still holds, namely that we can still
apply Varadhan’s Lemma, in both settings.
Lemma 10.4.5. Let h ∈ HT , then under Assumption 10.2.3 and 10.2.2 the integrability condition






















Proof. The h terms can be dealt with using the same arguments as before. The term we are
interested in is the G term. Using arguments as in the proof of Lemma 10.4.2, we only need to


















)) ∣∣∣F̃]) <∞ .
Recall that Lemma 10.4.3, yields the bound, X−t ≤ X̄t ≤ X+t , P⊗ P̃-a.s.. Hence, for α ∈ [1, 2)





|X+t |α + sup
0≤t≤T
|X−t |α = |X+T |
α + |X−T |
α ,
where the final equality comes from the fact |X±| are nondecreasing processes. Due to the
dependence on the external measure µN , all of these results are P̃-a.s., but for ease of presentation
we will omit it here. Further recall that by Grönwall’s lemma (or see proof of Lemma 10.4.4),
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One can show that this quantity is finite by following the same arguments as [GR08, pg.16].
We can now prove the second main theorem, the arguments follow similar lines to those we
used to conclude the proof of Theorem 10.2.9.
Proof of Theorem 10.2.7. The continuity of the SDE from Lemma 10.4.4 along with existence
of a unique strong solution under Assumption 10.2.2, ensure G is a P̃-a.s. continuous function
under Assumption 10.2.3. We then obtain the existence of the maximiser by Lemma 7.1 of
[GR08].
Moreover, the P̃-a.s. continuity of G w.r.t. the Brownian motion and finite variation of ḣ
implies that to use Varadhan’s lemma we only need to check the integrability condition, which
is given in Lemma 10.4.5. This with Lemma 7.6 in [GR08] is enough to complete the proof by
arguments on page 18 in [GR08].
10.5 Conclusion and Outlook
For Chapter 9 we have shown how one can apply the techniques from SDEs to the MV-SDE
setting and some of its pitfalls and challenges that arise. The numerical testing carried out shows
that the explicit scheme yields superior results (over the implicit scheme) in general.
Although we have been able to obtain convergence for the implicit scheme it is under stronger
assumptions than the explicit scheme, that being said we still observed numerical convergence in
Section 9.2.3. The reason for these assumptions is that the implicit scheme is more challenging
to bound than the explicit. The standard approach around this problem is to use stopping time
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arguments, however, as described in Remark 9.1.5 stopping times are harder to handle in the
MV-SDE framework. Caution is therefore needed to account for the extra technicalities that arise.
With regard to the explicit and implicit scheme in this setting, the explicit scheme appears to
be the superior choice. Namely, it has the same convergence rate as the implicit but is cheaper
to compute. However, for standard SDEs the implicit scheme can handle monotone growth
coefficients, that is σ need not be Lipschitz. Similar to above the existence of such MV-SDEs with
monotone coefficients is not yet known but one may require an implicit type scheme to handle
these equations. Therefore it is important to understand both algorithms.
We also leave open a proof for the convergence rate of the implicit scheme. Showing such a
convergence rate in our framework is clearly possible but adds little in scope given the gains of
the explicit over the implicit scheme. We leave the question open until a time a more resourceful
implicit scheme can be designed. Moreover, to achieve such a rate potentially requires one to
develop an analogous split step backward Euler scheme as in [HMS02] for MV-SDEs. Then
use scheme as a stepping stone between the implicit and true and calculate the corresponding
convergence rates to determine the overall convergence rate.
Another interesting area which we have not discussed is sign preservation and the impact it
has on the law. For example a MV-SDE may be known to be positive, however, if the numerical
scheme takes the solution into the negative region how does the law dependence influence the
remaining particles? One can consider the special case of Lb < 0 in Assumption 8.2.1, even
though the MV-SDE could have a nonnegative solution, the numerical scheme may not preserve
this feature.
For Chapter 10, we have demonstrated the use of importance sampling in the MV-SDE setting
and in particular how one can simulate a particle system under a measure change. Although
importance sampling requires additional work, namely, calculating the measure change, we have
shown that this is negligible compared to the numerical advantages one gains.
One interesting open problem this work leaves is, using importance sampling to reduce the
propagation of chaos error. Namely, one can consider a hybrid decoupled-complete measure
change approach whereby one uses the complete measure change algorithm to reduce the
approximation of the error, then use this particle system as the “first run” in the decoupled
algorithm. Due to the scaling as a function of N of the particle system, dropping the error from
the law approximation by one order of magnitude implies the algorithm can be made two orders
of magnitude faster for the same error.
In general in this chapter we have concentrated on increasing the practicality of MV-SDEs,
whether that is providing a numerical scheme for MV-SDEs that converges under weaker
assumptions or improving computational efficiency. As the field continues to be researched
and more complex models are proposed, algorithms such as these will be required. In terms
of finance there are some interesting measure dependent models, such as the expected value
dividend model in [Bañ18]. This model has many similarities to standard Geometric Brownian
Motion with dividend payments but in general the appearance of a law dependence for dividends
is intuitive. For example one can set up dividend payments based on the difference between
the company’s current value and its expected value i.e. pay out less when performance is below
average. Of course it is common for the SDEs used to not be in the form of GBM, hence if one










This Part is based on the author’s joint work with dos Reis [RS18].
We recall that the main goal of this part to construct a stochastic representation for first order
parabolic PDEs. This problem is indeed non trivial since stochastic representations typically
require second order terms. Before discussing this problem we firstly overview the literature
on stochastic representations for semilinear parabolic PDEs. There are two main methods one
can use here forward backward SDEs (FBSDEs) or branching diffusions. While the FBSDE
methodology is well understood, the notion of branching diffusions is less well known. We
therefore introduce the theory and explain the idea of branching diffusions in Chapter 12. We
then look to use these ideas to construct an unbiased representation for a first order parabolic
PDE in Chapter 13.
To help ensure this part is self-contained we will overview some key results. In the interest
of space however, these introductions are brief and do not cover many key and interesting
results within each field. We therefore encourage any interested reader to consult the references
contained within for further details.
11.1 Malliavin Calculus
One of the techniques we require for our stochastic representation is Malliavin calculus, which
was originally developed by Paul Malliavin in the 1970’s. We shall give a short overview here,
but all proofs and results can be found in texts such as [Nua06] and [DNØP09].
The theory was originally developed as an infinite dimensional∗ integration by parts tech-
niques which could allow one to obtain smoothness results of densities for SDEs driven by
Brownian motion. In fact the theory is sometimes called the stochastic calculus of variation (but
this is not common). Unfortunately the scope of this theory was thought to be limited and the
mathematics was too complex for the results it produced, since in most cases the density results
could be obtained via Hömander’s theory. However, in the mid 1980’s Malliavin calculus was
used to obtain an explicit formula for the process appearing in the martingale representation
theorem, the so-called Clark-Ocone formula (see [Nua06, Proposition 1.3.14]). The martingale
representation theorem is important in mathematical finance, therefore the ability to obtain
an “explicit” formula is very useful. Sticking with the finance theme [FLL+99] used Malliavin
calculus to obtain formulas for Greeks (sensitivity of an option’s price to various parameters).
The number of areas Malliavin calculus has application in continues to grow and is too vast to
mention them all here, we encourage the interested reader to consult [Nua06] and [DNØP09]
for more information.
Remark 11.1.1. It should be noted that there are different ways one can introduce the Malliavin
calculus. One can approach it using Wiener-Itô chaos expansion, this is probably the most common
approach and has the advantage of making some proof simpler. However, an alternative (and
more intuitive approach) is to extend the notion of Fréchet derivatives to the stochastic setting
∗Infinite dimensional in the sense that we perform calculus on the Weiner space.
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and obtain a stochastic derivative that way. An excellent overview of both approaches is given in
[DNØP09, Appendix A]. Either approach however produces the same theory.
For our purposes we want to use Malliavin calculus as a way to rewrite derivatives w.r.t.
the initial condition, this is very similar to what is done in [FLL+99]. Here we present some
basic (but extremely useful) results from Malliavin calculus. In order to keep our presentation as
concise as possible we chose to introduce the Malliavin derivative as a stochastic derivative† as
is done in [DNØP09, Appendix A], that is we work with the usual Wiener space and measure,
hence can regard all Brownian motions as elements in C0([0, T ]) with values in Rd.
Definition 11.1.2. Assume that F : Ω→ R has a directional derivative in all directions γ ∈ HdT
(the Cameron Martin space) in the strong sense, that is,
DγF (ω) := lim
ε→0
F (ω + εγ)− F (ω)
ε
,
exists in L2(Ω). Define γ(t) =
∫ t
0
g(s)ds for g ∈ L2([0, T ]) (hence γ ∈ HdT ) and assume in addition




ψ(t, ω)g(t)dt for all γ ∈ HdT .
Then we say that F is differentiable and set,
DtF (ω) := ψ(t, ω).
We call D·F ∈ L2([0, T ]× Ω) the stochastic derivative of F and the set of all differentiable random
variables is denoted by D1,2.
If we now consider the space P of random variables F : Ω→ R of the form,
F (ω) = f
(∫ T
0






where f is a polynomial in each of its entries, each hi := (h1i , . . . , h
d
i ) ∈ L2([0, T ]) and∫ T
0





hji (t) · dW
j
t (ω) .
Note that such polynomials are referred to as Wiener polynomials and are dense in L2(Ω). We
then have the following result [DNØP09, Lemma A.12],













Reader’s familiar with Malliavin calculus will realise that this is sometimes given as the
definition of a derivative, see [Nua06, Definition 1.2.1]. Now we look to associate the stochastic









The unfortunate result with obtaining the Malliavin derivative this way is that it is not clear that
the space D1,2 is closed under this norm. We therefore define the following space.
†That is we look to construct the derivative using notion of Fréchet derivatives, but particularised to the setting of
Wiener spaces.
135
Definition 11.1.4. We define D1,2 as the closure of P w.r.t. the norm || · ||1,2.
The space D1,2 consists of random variables F ∈ L2(Ω) such that there exists a sequence
Fn ∈ P which converges to F in L2(Ω) as n → ∞ and the sequence DtFn converges in
L2([0, T ] × Ω). Since the operator Dt is closeable on P ([DNØP09, Theorem A.14]) we can




This leads to the following definition.
Definition 11.1.5 (Malliavin Derivative). Let F ∈ D1,2, hence there exists a convergent sequence








DtF · g(t)dt ,
for all γ(t) =
∫ t
0
g(s)ds ∈ HdT . We call DtF the Malliavin derivative of F .
One can show using this definition of Malliavin derivative that the same rules for iterated
Itô integrals apply, as one obtains starting from the chaos expansion approach. Hence this is
indeed a consistent definition to use. The Malliavin derivative is of course only half of the story,
one also requires integration. This operator is commonly referred to as the divergence operator,
although it is also common to see it being referred to as the Skorohod integral. Similar to the
Malliavin derivative it is possible to define the integral via Wiener-Itô chaos expansion (see
[DNØP09, Chapter 2] for example). However, it can also be viewed as the adjoint operator of
the Malliavin derivative via the following integration by parts [Nua06, Section 1.3].
Definition 11.1.6. We denote by δ the adjoint of the operator D. That is, δ is an unbounded
operator on L2([0, T ]× Ω) with values in L2(Ω) such that:






]∣∣∣ ≤ C(u)||F ||L2(Ω) ,
for all F ∈ D1,2, C is a constant dependent on u.
• If u ∈ Domδ, then δ(u) is the element in L2(Ω) characterised by,
E[Fδ(u)] = E[〈DF, u〉] ,
for any F ∈ D1,2.
One can note that since D is densely defined (in L2([0, T ] × Ω)), δ(u) is unique for any
u ∈ Domδ. It is common to refer to u in Domδ as Skorohod integrable. The Skorohod integral
is extremely important to obtain the properties that make Malliavin calculus so useful. The
Skorohod integral is actually a generalisation of the Itô integral, however, the Skorohod integral
allows for so-called anticipating integrands, namely integrands that are not Ft-measurable as one
requires for Itô calculus, see [NP88] or [Nua06, Section 1.3] for example. Due to the connection





Let us now state the key properties from Malliavin calculus we will use (all results are proved
in [DNØP09]).
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Chain Rule. Let F ∈ D1,2 and g ∈ C1b (R). Then g(F ) ∈ D1,2 and,
Dtg(G) = g
′(G)DtG.
Skorohod Extends Itô Let u be an adapted stochastic process in L2([0, T ] × Ω). Then u ∈





Integration by Parts. Let u be a Skorohod integrable stochastic process and F ∈ D1,2 such
that the product Fu(·) is Skorohod integrable. Then,




First Variation and Malliavin Derivative One of the most fascinating results is the connec-
tion between the Malliavin derivative and and the so-called first variation process. Let X be an
Rn valued SDE,
dXt = b(Xt)dt+ σ(Xt)dWt, X0 = x ∈ Rn ,
where b, σ ∈ C1b and σ is uniformly elliptic. Then the first variation process Yt := ∂xXt, satisfies,
dYt = b
′(Xt)Ytdt+ σ
′(Xt)YtdWt, Y0 = 1 .
This is process is discussed further in [Fri12, Section 5.5] for example. Then the first variation




These various properties lead to the so-called Bismut-Elworthy-Li (BEL) formula (also com-
monly referred to as automatic differentiation), see [FLL+99] or [DNØP09, Theorem 4.14].
Theorem 11.1.7. Let the assumptions on the coefficients above hold and let a be a continuous
deterministic L2([0, T ]) function such that,∫ T
0
a(t)dt = 1 .
Then for any g such that E[g(XT )2] <∞ we obtain,










There are a few interesting points to note here, firstly, the RHS does not depend on the
derivative of g (and we make no assumption on g being differentiable). Furthermore, the
integrand is also independent of g, hence once one can calculate the integral (common referred
to as the Malliavin weight) for a given SDE, this applies to all functions g with the required
integrability. Finally, the end expression does not require any Malliavin terms (Dt or δ), however,
the theory is essential in order to obtain the result. This theorem will turn out to be crucial for
our work on branching diffusions.
11.2 Viscosity Solutions
In Section 8.6 we considered classical (deterministic) optimal control. It turns out that the
stochastic version of this theory and in particular the Dynamic Programming Principle (DPP)
is extremely useful for showing that a stochastic representation solves the PDE. Recall in
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Chapter 3 we started with a classical solution to the PDE then derived the corresponding
stochastic representation via Itô’s formula. We would now like to consider the reverse i.e.
under some assumptions show that the stochastic representation is the solution to a PDE. Of
course if we do not assume the PDE to have a classical solution, then one may ask does the
“stochastic representation” make sense. As it turns out, one can still obtain meaning from a
stochastic representation even when the PDE itself does not omit a unique classical solution, see
[Pha09, Chapter 4] or [PR16, Chapter 3.8].
The solution the stochastic representation gives rise to is known as a viscosity solution,
viscosity solutions were developed by [CL83] to analyse first order Hamilton Jacobi equations.
First order Hamilton Jacobi equations were known to have weak solutions but there was a
problem regarding uniqueness, as it turns out the notion of viscosity solutions allows one to
obtain such uniqueness results. Although they were originally developed for first order equations
this was later generalised to second order ones (see [CIL92]).
Remark 11.2.1 (Viscosity vs. weak solutions). Viscosity solutions are similar but not the same
as “weak solutions” to PDEs. They are similar to weak solutions in the sense that they allow us to
have a continuous function “solving” a PDE, but without the requirement on that function being
differentiable. However, they were developed for optimal control type problems, where weak solutions
(using integration by parts) are not convenient (showing uniqueness is an issue and nonlinearities of
the solution are difficult to handle), as one uses optimal control type arguments to show stochastic
representations of PDEs, viscosity solutions are the natural choice of “general” solution.
There are various works on viscosity solutions such as [PR16, Chapter 6.5], [Pha09, Chapter
4], for a full guide on the second order case one can consult [CIL92]. These works give results
on uniqueness of solutions under monotonicity assumptions however, as we are only interested
in viscosity solutions as generalised solutions of PDEs we shall follow [Car08, Chapter 8.3]. Let
us start by considering the following semi-linear PDE for u an Rd valued function defined on
[0, T ]× Rl,{
∂u
∂t (t, x) + Lu(t, x) + g(t, x, u(t, x),∇u(t, x)σ(t, x)) = 0 ∀ t ∈ [0, T ] and x ∈ R
l
u(T, x) = Ψ(x), ∀x ∈ Rl ,
(11.2.1)















In the case that b, σ, g and Ψ are not sufficiently differentiable functions, (11.2.1) will not have a
classical solution. Hence we look to generalise the notion of “solution” in a sensible way (allows
us to put estimates on the solution), which is goal of the viscosity solution.
We first make an assumption on the PDE, for 1 ≤ i ≤ d, the ith component of g, denoted by
gi, depends only on the ith row of ∇u(t, x). Hence we can rewrite (11.2.1) for i = 1, . . . , d,{
∂ui
∂t (t, x) + Lui(t, x) + gi(t, x, u(t, x), (∇u(t, x))iσ(t, x)) = 0 ∀ t ∈ [0, T ] and x ∈ R
l
u(T, x) = Ψ(x), ∀x ∈ Rl ,
We then have the following definition (see [Car08, Definition 8.11]).
Definition 11.2.2. Assume u ∈ C([0, T ] × Rl;Rd) and u(T, x) = Ψ(x), for all x ∈ Rl. For any
1 ≤ i ≤ d, and ϕ ∈ C1,2([0, T ] × Rl) and (t, x) ∈ [0, T ] × Rl, such that ϕ(t, x) = ui(t, x) and
ui − ϕ is a local maximum at (t, x), if
−∂ϕ
∂t
(t, x)− Lϕ(t, x)− gi(t, x, u(t, x),∇ϕ(t, x)σ(t, x)) ≤ 0 ,
then the function u is called a viscosity subsolution. Instead, let ϕ be such that ϕ(t, x) = ui(t, x)
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and ui − ϕ be a local maximum at (t, x), if
−∂ϕ
∂t
(t, x)− Lϕ(t, x)− gi(t, x, u(t, x),∇ϕ(t, x)σ(t, x)) ≥ 0 ,
then the function u is called a viscosity supersolution.
Moreover, u is a viscosity solution of (11.2.1) if it is both a viscosity subsolution and viscosity
supersolution.
Further results Although we have presented viscosity solutions which are useful for semi linear
parabolic PDEs. Various results exist for elliptic PDEs, see [PR16, Chapter 6.5] for example. More
recent work has been carried out on extending the notion of viscosity solutions to path-dependent
PDEs, see [EKT+14] for further details.
11.3 (F)BSDEs
In this section we shall discuss Backward SDEs (BSDEs) and Forward BSDEs (FBSDEs). These
equations are extremely important in mathematical finance since they allow one to consider
incomplete markets, non linear options such as CVAs (credit valuation adjustments) and are
hugely important in stochastic differential games which are fundamental in economics, see
[Car08], [Car16] and [Pha09] among others. There are many texts one can follow to obtain an
understanding of BSDEs such as [EKPQ97], [PR16], [Mao08] among others, however, we shall
mainly follow [Car08, Chapter 8].
Let us start by defining a multidimensional BSDE [Car08, Definition 8.1]. For this we define
the following spaces,
• Pn is the set of Rn-valued, Ft-progressively measurable processes on Ω× [0, T ],
• S2n(0, T ) = {ϕ ∈ Pn with continuous paths such that E[sup0≤t≤T |ϕt|2] <∞},




Definition 11.3.1. Let ξT ∈ L2T be an Rd valued terminal condition and let g(t, ω, y, z) be an
Rd valued coefficient (commonly known as a driver), which is Pd ⊗ B(Rd × Rd×l)-measurable. A
solution for the d-dimensional BSDE associated with the parameters (g, ξT ) is a pair of progressively
measurable processes (Yt, Zt)0≤t≤T such that the following holds,{
Y ∈ S2d , Z ∈ H2d×l,
Yt = ξT +
∫ T
t
g(s, ω, Ys, Zs)ds−
∫ T
t
ZsdWs, 0 ≤ t ≤ T .
The differential form of this equation is,
−dYt = g(t, Yt, Zt)dt− ZtdWt, YT = ξT .
There are indeed some interesting differences between BSDEs and SDEs, the two main
differences is that BSDE have a terminal condition ξT , and therefore one looks to solve at some
earlier time t. The other difference is we now talk of a solution as a pair (Y, Z). The idea is, Z
ensures that Y “hits” the target ξT at time T .
The first result on existence and uniqueness for BSDEs was given in [PP90], under the
following assumption.
Assumption 11.3.2. We assume the driver to satisfy the following:
• (g(t, 0, 0))t≤T ∈ H2d.
• g is globally Lipschitz w.r.t. (y, z), namely there exists a constant C ≥ 0 such that for all
(y, y′, z, z′)
|g(ω, t, y, z)− g(ω, t, y′, z′)| ≤ C(|y − y′|+ |z − z′|), dt⊗ dP a.e.
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We then have the following result, see [Car08, Theorem 8.2].
Theorem 11.3.3. Under Assumption 11.3.2, there exists a unique solution (Y,Z) of the BSDE with
parameters (g, ξT ).
Similar to standard SDEs, the proof of this result can be done using either fixed point or
Picard approximation. One can find explicit solutions in some cases and also prove existence
of solutions with more general assumptions. However, we do not discuss this further here and
instead move onto an important class of BSDEs.
As it turns out, if the BSDE coefficients are deterministic functions of a diffusion process,
then the solution (Y,Z) is also a deterministic function of that process. This also has connections
to semi-linear PDEs but this will be discussed later. The framework here is that the terminal
condition of the BSDE (sometimes referred to as a Markovian BSDE) is governed by some





s )dWs, t ≤ s ≤ T
Xt,xs = x 0 ≤ s < t .
(11.3.1)
Further, for any‡ (t, x) ∈ [0, T ]× Rl, we denote by (Y t,xs , Zt,xs )0≤s≤T , the solution to the BSDE,{
−dY t,xs = g(s,Xt,xs , Y t,xs , Zt,xs )1{s≥t}ds− Zt,xs dWs




The system (11.3.1) and (11.3.2) is referred to as a forward backward stochastic differential
equation (FBSDE). FBSDEs are extremely important in finance, such as option pricing where the
forward process denotes the stock and the terminal value is the payoff of the option. In order for
the system to have reasonable estimates we require some assumption on the forward process.
Assumption 11.3.4. We assume the following on the coefficients of (11.3.1).
• b and σ are uniformly Lipschitz continuous w.r.t. x.
• there exists a constant c > 0 s.t. for any (s, x),
|b(s, x)|+ |σ(s, x)| ≤ c(1 + |x|) .
One also requires assumptions on the coefficients of the BSDE§, we then make the equivalent
assumption to Assumption 11.3.2.
Assumption 11.3.5. Let the following hold.
• The function g : [0, T ]× Rl × Rd × Rd×l → Rd is uniformly Lipschitz in (y, z) with Lipschitz
constant C i.e.,
|g(s, x, y1, z1)− g(s, x, y2, z2)| ≤ C(|y1 − y2|+ |z1 − z2|) .
• There exists a constant C such that for a real constant p ≥ 1/2,
|g(s, x, 0, 0)|+ |Ψ(x)| ≤ C(1 + |x|p) .
We then have the following existence result for an FBSDE.
Theorem 11.3.6. Let Assumptions 11.3.4 and 11.3.5 hold, there exists two measurable deter-
ministic functions u(t, x) and d(t, x) such that the solution (Y t,xs , Z
t,x
s ) of BSDE (11.3.2) is given
by,
∀s ≤ T, Y t,xs = u(s,Xt,xs ), and Zt,xs = d(s,Xt,xs )σ(s,Xt,xs ), ds⊗ dP-a.e.
‡Note that we are taking the diffusion process to be l dimensional, hence, σ is a square matrix.
§One should note that while we previously allowed g to be random, it is now a completely deterministic function.
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Furthermore, for any Ft-measurable random variable χ ∈ L2, the solution (Y t,χs , Zt,χs )s≥t is given
by (u(s,Xt,χs ), d(s,X
t,χ
s ))s≥t.
Remark 11.3.7 (More general assumptions). Although Assumption 11.3.5 is standard, these can
be generalised, see [Car08, Chapter 8] and references therein. Such results are very important in
the context of finance, however, in order to keep this section concise we do not discuss them.
As we shall discuss, the FBSDE system offers us a way to solve a semi-linear PDE. Indeed the
forward diffusion process is the driving SDE in Feynman-Kac representation, and the solution to
the PDE is the Y process of the corresponding BSDE.
11.3.1 Solving a Non Linear Second Order PDE: FBSDEs
Now that we have introduced the FBSDE framework let us give the main result on FBSDEs
solving semi linear PDEs. Although it is possible to start with a classical solution to the PDE and
show that the FBSDE solves this PDE just by applying Itô, typically one only has knowledge of
the coefficients of the PDE (or FBSDE) and these do not necessarily lead to a classical solution.
Therefore, one must generalise the notion of solution and it turns out that viscosity solutions
(see Section 11.2) are ideal in this setting. Recall in Definition 11.2.2 we require the viscosity
solution to be continuous, hence we require the following assumption.
Assumption 11.3.8. The mapping x→ (g(t, x, 0, 0),Ψ(x)) is continuous for all t ∈ [0, T ].
We may now state the crucial result, see [Car08, Theorem 8.12].
Theorem 11.3.9. Under Assumptions 11.3.4, 11.3.5 and 11.3.8, the function u(t, x) := Y t,xt is a
viscosity solution to the PDE (11.2.1) and grows at most polynomially at infinity.
This result states that under the appropriate Lipschitz assumptions the FBSDE can tell us
about the solution of the PDE. This result was originally given in [PP92], however, by assuming
more regularity [PP92] proved another interesting connection, [Car08, Theorem 8.14].
Theorem 11.3.10. Let Assumptions 11.3.4, 11.3.5 and 11.3.8 hold and additionally assume that
b, σ, g and Ψ are three times continuously differentiable with bounded derivatives w.r.t. x. Then,
1. If u belongs to C1,2([0, T ] × Rl,Rd) is a classical solution to (11.2.1), then the couple
(u(s,Xt,xs ),∇u(s,Xt,xs )σ(s,Xt,xs )) is a solution to (11.3.2) in the time interval [t, T ]. In
addition, for any t ≤ T , u(t, x) = Y t,xt .
2. If (Y t,xs , Z
t,x
s ) is the unique solution of the (11.3.2), then u(t, x) := Y
t,x
t , 0 ≤ t ≤ T , x ∈ Rl
belongs to C1,2([0, T ]× Rl,Rd) and it is a classical solution of (11.2.1).
The second result in this theorem is interesting since it uses the FBSDE system in order to
obtain results for the solution of the PDE. However, at a practical level, Theorem 11.3.9 is the
more important result.
Numerics for FBSDEs
Recall from Chapter 3 one of the main motivations for obtaining a stochastic representation is
that it allows one to make numerical gains over deterministic algorithms through probabilistic
domain decomposition. At this point we have only described results at the theoretical level,
namely, there exists a solution to the FBSDE system (and hence the PDE). The goal here is to
discuss methods to (approximate) obtain such a solution.
Similar to standard SDEs, in general the BSDE (or FBSDE) solution is unknown and therefore
one must look towards numerical schemes in order to estimate it. The simulation of the forward
diffusion is well known (see [KP11] for example), as it turns out however, simulation of the
BSDE part is much more involved. Even though the work on the connection with PDEs was
carried out in the early 90’s it was more than 10 years later before a viable numerical scheme
was proposed. There were some algorithms developed beforehand, but these required high
regularity and or required estimation of several integrals. The first real breakthrough was given
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in [Zha04] and this was soon followed up by [BT04], which is now the standard numerical
scheme for BSDE simulation.
To see why BSDEs are more challenging, let us consider the naive Euler discretisation of
(11.3.2). That is consider some partition 0 = t0 < · · · < tM = T , for some integer M > 0,
denoting the discretised version of the BSDE as Ȳ and Z̄, we have terminal value ȲtM = Ψ(X̄T ),
and recursively define (the backwards step) by,
Ȳti − Ȳti−1 = −g(ti−1, X̄ti−1 , Ȳti−1 , Z̄ti−1)(ti − ti−1) + Z̄ti−1(Wti −Wti−1) .
There are several problems with this algorithm, firstly it is an implicit scheme (recall we wish
to solve for Ȳti−1) but this is more not ideal, than catastrophic. Secondly, we only have one
equation and two unknowns i.e. Ȳ and Z̄. Finally (and possibly most importantly) Ȳ and Z̄ are
not adapted to the filtration in this scheme since time ti−1 depends on the Brownian motion at
time ti. The solution to this is not obvious, essentially by either multiplying by the Brownian
increment or not and taking conditional expectations we can split the backward scheme into
two steps. The corresponding numerical scheme for the BSDE is, set ȲtM = Ψ(X̄T ), then for
i = 1, . . . ,M − 1 we recursively define (see [BT04]),
Z̄ti−1 = (ti − ti−1)−1E[Ȳti(Wti −Wti−1)|Fti−1 ] ,
Ȳti−1 = E[Ȳti |Fti−1 ] + g(ti−1, X̄ti−1 , Ȳti−1 , Z̄ti−1)(ti − ti−1) .
This scheme solves the issues above, namely we now have two equations for our two unknowns,
but crucially due to the conditional expectations we have that the scheme is adapted. Therefore
we have a viable numerical scheme for the BSDE.
The only issue one now faces is how to approximate the conditional expectations. It turns
out there are many ways in which to do this. The original approach is so-called optimal basis
fitting as suggested in [LS01], a different approach is to use Malliavin calculus as in [BET04].
More sophisticated approaches for BSDE simulation are overviewed in [CM10].
The simulation of BSDEs is still a very active area of research, more recent methods and
relaxing of assumptions can be found in [BTW17], [HJK16], [GT16] and [LdRS15] among
several others. There has also been work into an extension of BSDEs to so-called two BSDEs
(or second order BSDEs) as considered in [CSTV07] and more recently [PT+15]. These have
connections to fully nonlinear PDEs, however, we not discuss these further here but encourage
interested readers to consult these texts for more details.
Although BSDEs have many applications and are quite general, the requirement to go back-
wards makes algorithms computationally expensive. Indeed, the fact a conditional expectation
appears in the discretisation can be viewed as a Monte Carlo within a Monte Carlo. Of course
the reason for the conditional expectation in the scheme is in order to ensure adaptedness of the
solution. Ideally we could capture semi-linear PDEs (as we can with BSDEs) but without the
expensive backward stepping (as is the case with a diffusion process), we present such a method




In Chapter 3 we saw how one can derive stochastic representations for PDEs (the Feynman-
Kac formula) and gave motivation as to why this is an important result. One issue we faced
however, was that the SDE methodology broke down when we tried to extend the theory to
so-called semi-linear PDEs. In Section 11.3 we described the BSDE methodology and showed that
although the approach is general, the requirement to go backwards makes numerical schemes
expensive. The goal of this chapter is to present (in some sense) the best of both worlds, namely,
an algorithm capable of handling nonlinear PDEs but is also completely “forward”. This is the
so-called branching diffusion approach. It should be noted that nothing appearing in this chapter
is new, the goal is mainly to present the theory of branching diffusions and this will help describe
some of the key features of the method presented in Chapter 13.
12.1 Solving a Non Linear Second Order PDE: Branching Dif-
fusions
As mentioned in Chapter 3, the theory of branching diffusions can be traced as far back as the
1960’s with [Sko64] and [Wat65], and to solving a specific PDE (the KPP equation) in [McK75].
One issue with the method in these papers however, was the requirement to have specific forms
of equation, therefore it was not a general tool. However, the far more recent works of [RRM10]
and [HL12] provided a simple idea as to how such results could be extended to PDEs with
polynomial dependence in the solution∗.
Following that [HLTT14] provided a rigorous framework and used branching diffusions as
a way to solve BSDEs with polynomial drivers w.r.t. the solution Y (and hence were viscosity
solutions of semi-linear PDEs with polynomial dependence in the solution). Building on this
work [HLOT+16] used Malliavin calculus to show branching diffusions give rise to a viscosity
solution with polynomial dependence in the solution and the gradient of the solution. Therefore
creating a completely forward stochastic representation of a semi-linear PDE.
One of the issues surrounding branching diffusions is that proofs showing the stochastic
process is integrable and a viscosity solution for the PDE are very technical. Most of these
technical details will be covered in Chapter 13, therefore the main goal of this section is to
present the idea of branching diffusions and “why” they solve nonlinear PDEs. As a consequence,
until we come to state any theorems we will assume the PDE has a unique classical solution with
bounded derivatives.
∗The fact that we are limited to polynomial dependence is not as restrictive as it first sounds since many functions
can be well approximated by polynomials.
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12.1.1 Semi-Classical Case






= 0 (t, x) ∈ [0, T )× R ,
u(T, ·) = Ψ(·) x ∈ R ,
(12.1.1)
where c is a positive constant and for all i ∈ {0, . . . ,M}, αi ≥ 0,
∑M










Of course, one could just use BSDEs but the goal here is to obtain a completely forward
representation of this solution. Under the same arguments as presented in Chapter 3, assuming
u exists and satisfies (12.1.1), we obtain,



















s = y .
We now consider the transform ũ(t, x) = u(t, x)e−ct, hence we obtain the following SDE for ũ,






























Hence, solving for ũ between s and T we obtain,

















Converting back into u and rearranging for u(s, y) yields,


















Taking conditional expectation (again w.r.t. the filtration at time s),















At first glance it appears we have not improved the situation from Chapter 3, i.e. we still have
a dependency on u inside the expectation, however, we will be able to remove it after making
some observations. To make notation easier let us take s = 0. Namely, we have a terminal value
PDE and we want to know the solution at (0, y). The stochastic representation of this is then,
















We are now in the position to introduce the notion of “particles”, at first this seems like an
abstract construction but it will become more intuitive as we manipulate the expectation. Let us
denote by τ the lifetime of the particle starting at time 0, we take τ as a r.v. such that τ ∼ Exp(c)
(exponential random variable with intensity c). We then make the following observation,
e−cT = P[τ ≥ T ] = E[1{τ≥T}] , the CDF of τ ∼ Exp(c).






One must be careful here with the expectations, moreover, we change our σ-algebra here to
F = FX ⊗Fτ = σ(Xs : s ≤ T, τ), where FX is the original σ-algebra from the process X and
Fτ is the σ-algebra from the exponential random variable. Taking τ |= W (independent), we use






















We now want to do the same for the second term in (12.1.2). This is more complicated since
X appears inside an integral, but a similar argument can be used. Firstly, we would like to use
the tower property to condition with FX , therefore we can treat X as deterministic inside the
integral. Then noting, ce−ct is the density function of an exponential r.v. with intensity c, we
can introduce the indicator 1{t<T} and we obtain an expectation over τ ∼ Exp(c) (same as


















































Therefore, we can rewrite the solution to u as












This gives an intuitive statement, either the particle lives beyond the terminal time τ ≥ T or it
“branches” τ < T . The case where the particle lives to time T is trivial, the key point to discuss
now is what happens in the case of a branching (the event τ < T ).
To do this one considers a new r.v. I |= τ,W such that I ∼ MN(α), ( I is multinomial parameter
α = (α1, . . . , αM ) ∈ RM , that is P(I = i) = αi for i ∈ {1, . . . ,M}). Recall that I is well defined
in the sense that α defines a probability distribution. We then expand our σ-algebra again, hence
define F = FX ⊗Fτ ⊗FI = σ(Xs : s ≤ T, τ, I) (σ-algebra generated by the random variables).
For ease of writing we will denote by Eτ,Xτ [·] = E[·|σ(τ,Xs : s ≤ τ)], note that the σ-algebra
generated by Xτ works here since we are considering τ as well. Again, by a Tower property
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For the next part it will be beneficial for us to keep the conditional expectation there, thus
we obtain,
u(0, y) = E0,y
[
























Ψ(Xτ,XτT )1{τ+τ ′≥T} + 1{τ+τ ′<T}Eτ+τ ′,Xτ+τ′
[






for τ ′ and I ′ identically distributed to τ and I but independent. This finally allows us to obtain a
representation in terms of the particles.Previously we had a term uI , hence we consider this as I
particles. By taking τ ′ independent for each particle 1, . . . , I, and each Brownian motion also
independent, then every particle is independent of each other†. Therefore we are able to take










Before writing the full expression we need to relabel to have a consistent notation. Define τk
as the survival time of the kth particle, where k is the index of that particle and k− the index
of the parent particle‡, the index k = 1 is reserved for the initial particle. Further, denote by
Tk the total time the particle survived to (thus T1 = τ1), hence we have the recursive relation
Tk = (Tk− + τk) ∧ T . Finally, denote by Kt the indices of the alive particles at time t, note since
I can equal zero it is possible for a particle to have no descendants, i.e. dies. We obtain the
following relation,


















where we see k ∈ Kτ1 corresponds to I, we also introduce k into X to denote the particle index.
This relation gives us the notion of the branching process, namely, if τ1 < T , we have I = |Kτ1 |
particles (independent of each other), all starting at time τ1 and point Xτ1 . To help keep the
notation as simple as possible we will adopt the notation X0,y,kt to denote the time t location




Remark 12.1.1 (A Comment on the Filtration). The goal here is to give a detailed introduction
that allows us to show how the branching representation arises. The problem we now face is, as
soon as we introduce multiple (independent) particles, each of these require their own Brownian
motion, exponential stopping time and (if need be) their own multinomial branching. Consequently
it is common practice to state at the start that we take the filtration defined with as many random
variables as we need and therefore, never need to constantly redefine our filtration.
Clearly each τk > 0 (P-a.s.), hence by continuing to expand (substitute for) uI we will
eventually have the set KT (i.e. continue to expand until every particle hits the terminal
†Independence here is w.r.t. the conditional expectation, since all I particles start at time τ and position Xτ .
‡Parent particles need not be unique i.e. k− may be the same for many different k
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boundary T ) creating a completely independent set of random variables for each particle. For
k ∈ KT (thus 1{Tk<T} = 0), we obtain the following stochastic representation,






One notes that if the case τ1 ≥ T occurs, then KT = {1}. The key result here however, is that we
have a representation for the nonlinear PDE but it is dependent only on the terminal value and
the SDE (diffusion process). Therefore the representation is a completely forward representation.
To give an intuitive explanation for the algorithm we consider the case where the non
linear term in the one dimensional PDE is 12 (1 + u(t, x)
2). Therefore if an event occurs before
terminal time T , our particle can either “die”, which is the realisation I = 0 or branch into two
independent particles I = 2. We give a potential realisation in Figure 12.1.



























Figure 12.1: The figure shows a potential realisation of a branching diffusion. We start with an
initial particle and at τ1 = 0.25 branches into two particles. One of those particles branches into
two again at time 0.5, while the other one dies at time 0.6 (hence τ2 = 0.35 and τ3 = 0.25). The
remaining two particles then go on to hit the terminal boundary (so τ4 and τ5 are both > 0.5).
We also have KT = {4, 5}.
Remark 12.1.2 (Computational Complexity). This expression yields the desired forward represen-
tation. However, there are two important quantities that one must check are finite. Since we will use
Monte Carlo to solve this we require finite variance, but also due to particles branching we need to
ensure the number of particles remains finite. These will be some of the main considerations through
the remainder of this chapter (and Chapter 13).
12.1.2 Marked Branching Diffusion Case
The semi classical case provides an idea of how (forward) stochastic representations can be
built for non-linear PDEs. The main issue with the semi-classical case though is, the condition∑M
i=0 αi = 1 with αi ≥ 0 is too restrictive for most applications. As it turns out though, it is
not too difficult to construct an algorithm that generalises this, as considered in [HL12] and
[RRM10]. Following that a solid mathematical framework for showing the connection between
branching diffusions, BSDEs and PDEs was given in [HLTT14]. The intuition here is almost
identical to the previous section, hence we only point out the key step.
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= 0 (t, x) ∈ [0, T )× R ,
u(T, ·) = Ψ(·) x ∈ R ,
where again c is a positive constant. However, we do not assume α is a constant and αi sum to
one. As we are only giving intuition at this point let us again assume that the PDE has a classical
bounded solution so the arguments follow. The idea now is to define a probability distribution
p, hence
∑M
i=0 pi = 1 and for all i, pi ≥ 0, with the restriction, if there exists (t, x) ∈ [0, T )× R,







= 0 (t, x) ∈ [0, T )× R ,
u(T, ·) = Ψ(·) x ∈ R ,
(12.1.3)
Following the exact same argument as in the semi-classical case we can arrive at the following
stochastic representation for the solution at u(0, y),















As p is a probability distribution, then we can again introduce a multinomial distribution on
this sum. Namely, we say the process branches in I particles where I ∼ MN(p), but now
such a branching carries the weight αIpI . This make the representation more complex since
each “branching” carries its own weight, however, one can capture many more PDEs with this
generalisation.
Remark 12.1.3 (Choice of p). In principle the choice of p doesn’t make a difference (provided it
satisfies the conditions) however, like importance sampling, there are “good” choices of p in terms of
variance reduction. This is discussed further in [HL12].
The assumptions required for the convergence are given in [HLTT14], however, this algorithm
has been generalised further. Therefore to avoid unnecessary overlap we leave out stating the
main result and instead focus on the more general case.
12.1.3 Age Marked Branching Diffusions
The final increase in generality we make are so-called age-dependent marked branching diffusions,
as developed in [HLOT+16]. We now consider the more general semi-linear PDE for functions§
u : [0, T ]× Rd → R, {
∂tu+ Lu+ f(t, x, u,Du) = 0 (t, x) ∈ [0, T )× Rd ,
u(T, ·) = Ψ(·) x ∈ Rd ,
(12.1.4)


















Let us consider nonnegative integer m, then L ⊂ Nm+1 and a sequence of functions (c`)`∈L and
(ai)i=1,...,m, where c` : [0, T ]×Rd → R and ai : [0, T ]×Rd → R. For every ` = (`0, `1, . . . , `m) ∈ L,
denote |`| :=
∑m
i=0 `i. Then the function f (the driver in the context of BSDEs), is a function
§Observe that taking u a function in R implies the notion of viscosity solutions follows easily, see Definition 11.2.2.
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f : [0, T ]× Rd × R× Rd → R, of the form,







(ai(t, x) · z)`i . (12.1.5)
Hence using this representation of f we can consider semilinear PDEs with polynomial depen-
dence in u and Du. The exact dependence is determined by the set L, for example, consider the







(ai(t, x) · z)`i = c(0,0)(t, x) + c(1,1)(t, x)y(a1(t, x) · z) .
The second term in the context of (12.1.4) is a term of the form “uDu”, we have seen in previous
sections how one can use branching arguments to handle nonlinearities in u, what we shall now
explain is how to deal with terms of the form Du. Similar to previous we start by presenting the
intuition behind the idea under “nice” assumptions. Following that though we shall state the
representation result precisely.
For ease of presentation for the moment we drop the general case of f as in (12.1.5) and
follow the example as presented in [HLOT+16], which is the second order extension to Burgers







u(t, x)2 + u∂xu(t, x)
)
= 0 (t, x) ∈ [0, T )× R ,
u(T, ·) = Ψ(·) x ∈ R ,
(12.1.6)
linking this with previous we have L = {(2, 0), (1, 1)}. Assuming u, b and σ are all sufficiently
differentiable and bounded, then the solution to this PDE can be represented via,
u(0, y) = E
[












where we have used that we can solve the SDE exactly in this case, i.e. X0,ys = y + Ws. By
introducing some probability distribution ρ on R+ (previously we used exponential but this turns
out not to be the best choice), then denote by F (T ) :=
∫∞
T
ρ(s)ds, the so-called survival function.
Following the same arguments as previous we can introduce τ1 from distribution described by ρ
and I a multinomial over the two events (since the cardinality of L is two and I ∈ L), hence the
representation is,











In the case I1 = (2, 0) we deal with this term in the same fashion as detailed above. The more
interesting case is I1 = (1, 1), by independence of particles arguments we can write this term as,
u∂xu(τ1,Wτ1 + y) = E
[Ψ(W 1,2T + y)











[Ψ(W 1,3T + y)










where F1 is the filtration generated up to time τ1 (we shall make this more precise later). Note
that we have adopted the same notation for X and put k into the superscript of W to denote
each particles independent Brownian motion. To deal with the ∂x term we can use the so-called
automatic differentiation technique as shown in (11.1.1). In this case it is simple since our first
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variation process is just a constant equal to one (and σ = 1), thus we obtain,
∂xE
[Ψ(W 1,3T + y)











[(Ψ(W 1,3T + y)









)W 1,3T3 −W 1τ1
τ3
∣∣∣F1].










(Ψ(W 1,2T + y)











(Ψ(W 1,3T + y)








)(W 1,3T3 −W 1τ1
τ3
)I1(2)∣∣∣F1]] .
Hence we return back to the original particle representation that is the above has the same form
as u2, except now any derivative term carries the Malliavin weight. Again we can then continue
to expand out the u terms to remove the dependence on it.
General Branching Representation
Now that we have given the intuition on how the branching representation arises we state the
general case as considered in [HLOT+16], indeed all proofs and results in this section are given
in [HLOT+16]. The volume of notation surrounding branching diffusions can make the results
difficult to understand. In order to make the result as readable as possible we stick to a similar
notation to [HLOT+16] and for completeness we restate all our notation. For the moment we
take the initial condition of the system as (0, x0), but we will look to generalise this later.
In order to construct the branching diffusion process we first of all consider a probability
space (Ω,F ,P) which also contains,
• a sequence of i.i.d. positive random variables (τm,n)m,n≥1 of density ρ,
• a sequence of i.i.d. random integers (Im,n)m,n≥1, with distribution P(Im = `) = p`, ` ∈ L.
Additionally we take the two sequences (τm,n)m,n≥1 and (Im,n)m,n≥1 as independent. Using
these sequences we can construct the branching process as (see [HLOT+16, Section 2.2])
1. We firstly start with a particle (which has mark 0) indexed by (1) and whose lifetime
(arrival time) is denoted by T1 := τ1,1 ∧ T .
2. We take k = (k1, . . . , kn) ∈ Nn as a particle of generation n, namely there has been n− 1
“branching events” to construct this particle. The arrival time of this particle is denoted
by Tk. Let us assume that Tk < T (hence a branching event occurs), with event of type
In,πn(k), where πn is an injection from Nn to N. Therefore at time Tk, the particle branches
into |In,πn(k)| particles (which are of generation n + 1), and each particle is indexed by
(k1, . . . , kn, i) for i = 1, . . . , |In,πn(k)|. Note that the case |In,πn(k)| = 0 is the case where
the particle dies with no offspring (although this does not imply it does not contribute to
the expectation). To make our notation simpler let us define Ik := In,πn(k).
3. Each Ik = (`0, `1, . . . , `m), which implies we have |`| offspring particles from particle k. Of
these offspring particles we mark the `0 by 0, the `1 by 1 etc, until every offspring has a
mark¶ associated to it.
¶Note the distinction between “index” and “mark”. The index identifies the particle, hence every particle has its own
unique index. While the mark will be used to identify the Malliavin weight, therefore multiple particles can have the
same mark.
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4. For a particle of index k = (k1, . . . , kn, kn+1) (an n+ 1 generation particle) we denote by
k− its “parent” i.e. k− = (k1, . . . , kn), which is clearly not unique in general. Hence the
arrival time of particle k can be written w.r.t. its parent as, Tk := (Tk− + τn+1,πn+1(k)) ∧ T .
Alternatively, Tk− is the “birth time” of particle k and the arrival time of particle k−. For
the initial particle, k = (1), we adopt the convention k− = ∅ and T∅ = 0.
Although the situation is more complex here, the picture of what is going on is still the same
as Figure 12.1. The only difference is we must record additional information at each branching
event so one can calculate the value of the mark (weight). In order to be able to state the
representation we introduce the notation, θk denotes the mark associated to the particle with
index k, and the set of particles of generation n alive at time t by,
Knt :=
{
{k : of generation n s.t. Tk− ≤ t < Tk}, when t ∈ [0, T )
{k : of generation n s.t. Tk = T}, when t = T .
Associated to this we denote by Knt := ∪s≤tKns as the set of all particles of generation n alive
before time t, Kt := ∪n≥1Knt as the set of particles (of any generation) alive in the system at
time t and finally Kt := ∪n≥1K
n
t as the set of all particles that have lived before time t.
Clearly, in this process a particle can produce several other particles we need to check the
system has finite computational cost (namely the number of particles remains finite), this is
given by [HLOT+16, Proposition 2.3].
Proposition 12.1.4. Assume that
∑
`∈L |`|p` <∞. Then the branching process is well defined on
[0, T ], namely KT is a.s. finite.
Of course as we have discussed, τ and I only constitute some features of the branching
diffusion, we finally look to equip each particle with a Brownian motion‖. Similar to our
other random variables we consider a sequence of independent d-dimensional Brownian mo-
tions (Wm,n)m,n≥1, which are also independent of (τm,n, Im,n)m,n≥1. Define for the initial




t , for t ∈ [0, T(1)], then for subsequent generation particles
k = (k1, . . . , kn) ∈ KT \{(1)} we define the Brownian motion as, W kt := W k−Tk− + ∆W
k
t−Tk− ,
where ∆W kt−Tk− := W
n,πn(k)
t−Tk− , for t ∈ [Tk−, Tk]. Recall W
n,πn(k)
· is independent of all other
Brownian motions.
With these notions, (W k· )k∈KT is referred to as a branching Brownian motion and for each












s , t ∈ [Tk−, Tk], P-a.s.,
where for particle (1), the initial condition is X(1)0 = x0, where x0 ∈ Rd is some constant. This
process (Xk· )k∈KT is our marked branching diffusion process.
For the branching diffusion process we make the following assumptions ([HLOT+16, As-
sumptions 3.1 and 3.2]).
Assumption 12.1.5.
1. The probability mass function (p`)`∈L satisfies p` > 0 for every ` ∈ L, and
∑
`∈L |`|p` <∞.
Moreover, the density function ρ : R+ → R+ is continuous, with ρ(t) > 0 for all t ∈ [0, T ]




2. The coefficient in SDE (b, σ) : [0, T ]×Rd → Rd×Rd×d are bounded continuous and Lipschitz
in x.
3. c` : [0, T ]× Rd → R and ai : [0, T ]× Rd → Rd are bounded continuous.
‖Without the Brownian motion, what we have described is an age-dependent marked branching process. Adding the
Brownian motion turns the branching process into a branching diffusion.
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r )dWr, s ∈ [t, T ],
where W is d-dimensional Brownian motion.
Assumption 12.1.6. There exists a measurable functional W(t, s, x, (Wr −Ws)r∈[t,s]) which is
a continuous mapping (t, x) → W(t, s, x, (Wr −Wt)r∈[t,s]), and for any s ∈ [t, T ] and bounded
measurable function φ : Rd → R,
∂xE[φ(X
t,x
s )] = E[φ(X
t,x
s )W(t, s, x, (Wr −Ws)r∈[t,s])].
As discussed in Section 11.1, such aW can be obtained for an appropriate diffusion process
via Malliavin calculus, although it should be noted that suchW are not unique.
We are now in a position to state the main representation as in [HLOT+16]. Let us denote by
Wk := 1{θk=0} + 1{θk 6=0}aθk(Tk−, X
k
Tk−
) · W(Tk−, Tk, XkTk− ,∆W
k
· ).


























































As described in [HLOT+16], ψ and ψn are defined for the initial condition (0, x0), however,
the same argument applies if we perturb to the initial condition to (t, x), to make the initial
condition explicit we put it in as a superscript, e.g. ψt,x. The final process we introduce is similar




















We can now use these processes to state the main branching diffusion result, [HLOT+16,
Theorem 3.5].
Theorem 12.1.7. Let Assumptions 12.1.5 and 12.1.6 hold, moreover assume for all (t, x) ∈
[0, T ]× Rd there exists ε > 0 such that,
(ψs,y)(s,y)∈Bε(t,x) and
(





are uniformly integrable, where Bε(t, x) := {(s, y) ∈ [0, T ]× Rd : |s− t|+ |x− y| ≤ ε}.
Then the function u(t, x) := E[ψt,x] is a continuous viscosity solution of the semilinear PDE
(12.1.4). Moreover, u has a continuous first derivative in space.
Although the above theorem is general, the additional assumptions are not easy to verify,
moreover, we do not say anything about ψ being square integrable (a requirement to use Monte
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Carlo). To address these issues [HLOT+16] consider the following more explicit assumptions
([HLOT+16, Assumption 3.6 and 3.10])
Assumption 12.1.8. The coefficients b and σ are bounded continuous, with bounded continuous
gradients, Db and Dσ. Moreover, σ is uniformly elliptic.
Let n ≥ 1 and q > 1, and denote by LΨ the Lipschitz constant of Ψ. We then denote by
B∞0 (LΨ) := {(x1, . . . , xd) ∈ Rd : |xi| ≤ LΨ for i = 1, . . . , d} and Wt,x,s := W(t, s, x, (Wr −
Wt)r∈[t,s]). We then introduce the following constants C1,q and C2,q,
C1,q := |Ψ|q∞ ∨ sup
0≤t<s≤T,x∈Rd,i=1,...,m,a0∈B∞0 (LΨ)
E
[∣∣∣(a0 · (Xt,xs − x))(ai(t, x) · Wt,x,s)∣∣∣q] ,
and
C2,q := |Ψ|q∞ ∨ sup
0≤t<s≤T,x∈Rd,i=1,...,m
E
[∣∣∣(√s− t ai(t, x) · Wt,x,s)∣∣∣q] .












With the above constants we make the assumption.
Assumption 12.1.9. There exists a q > 1, such that one of the following two holds



















This then leads to the following result (see [HLOT+16, Theorem 3.12])
Theorem 12.1.10. Let Assumptions 12.1.5, 12.1.8 and 12.1.9 hold. Then the following is true.
1. Assumption 12.1.6 holds and
(




(t,x)∈[0,T ]×Rd is uniformly inte-
grable. Hence the representation u(t, x) := E[ψt,x] is a viscosity solution of (12.1.4).
2. If one further has that Assumption 12.1.9 holds for some q ≥ 2, then E[|ψt,x|2] <∞.
We therefore have conditions under which the branching representation is square integrable.
Although Assumption 12.1.9 seems somewhat arbitrary it can be viewed as a “small maturity” or
“small nonlinearity” restriction.
Branching diffusions is still a very active area of research as papers look to extend the idea to
more settings. For examples on this one can consult, [AC17], [CT17], [HLT18], [War18] among
others for such results.
Remark 12.1.11. The one drawback for branching diffusions over BSDEs is that one requires
stricter assumptions. The overall message is that BSDEs will work in more settings, but when
branching diffusions work, they are much more computationally efficient.
12.2 Introduction to Unbiased Simulation of SDEs
Recently the ideas from branching diffusions have been used to create a method to approximate
an expected value of an SDE with no error coming from the time discretisation, see [HLTT17]
and [DOW17]. The discretisation error is in some sense a “worse” error than the statistical error,
the reason is that one can estimate the statistical error through basic variance approximation
techniques, while it is not straightforward to estimate the bias. The fact one can construct an
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unbiased simulation method at all is a remarkable result and relies on one being able to alter the
driving SDE at the level of the PDE. That is, imagine we are interested in estimating E[G(XT )],
where the driving SDE is
dXs = b(s,Xs)ds+ σ(s,Xs)dWs , Xt = x .
Under sufficiently nice conditions one can view this as the solution to the linear terminal valued
PDE {




xu(t, x) = 0 ,
u(T, x) = G(x) .
The idea now is to change the PDE to also change the driving SDE, namely we can equivalently
consider the PDE{








xu(t, x) = 0 ,
u(T, x) = G(x) .














dX̄s = b0ds+ σ0dWs , X̄t = x .
Provided we can simulate X̄ exactly (which is the case for b0 and σ0 constant) then we can apply
a branching diffusion algorithm to solve this PDE and hence the original problem. Crucially,
since we simulate the SDE exactly, there is no error coming from the numerical scheme under
which we simulate the SDE. We will not go into any further detail here as we use and explain
these arguments and techniques in detail in the next chapter. Although we encourage the reader
to see [HLTT17] and [DOW17] for details on the method outlined above.
Remark 12.2.1 (Simpler Notation). One nice feature of this method is that unlike the previous
branching diffusion algorithms, here we only ever have one particle. Therefore we do not need to
index the particle and this keeps the notation simpler. In Chapter 13 we shall also be in the situation
whereby we only have one particle, hence we can also use simpler notation.
Remark 12.2.2 (Alternative methods). There are alternative methods one can use to simulate an
SDE exactly. One alternative is the so-called parametrix method which relies on measure changes, see
[AKH17]. As it turns out, this is very similar to the representation one obtains via regime switching.
Also [RG15] construct an unbiased estimator based on a sequence of approximations.
However, one of the main advantages of branching diffusions for unbiased simulation is that it
fits well in the framework of probabilistic PDE simulation, see [HLOT+16]. Therefore we can truly
construct an unbiased representation of the PDE.
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Chapter 13
Representation for Transport PDEs
In this chapter we focus on transport PDEs, which are PDEs with no dependence on second
spatial derivative, that is can be written as,{
∂tv(t, x) + b(t, x) ·Dv(t, x) = f(t, x, v,Dv) ,
v(T, x) = g(x) .
Specifically we look to develop a stochastic representation for transport PDEs (under some
assumptions). One of the main limitations when using Itô based stochastic techniques to represent
PDEs is the requirement that the PDE is of second order in space (i.e. a “Laplacian” must be
present). Indeed, the PDEs considered in Chapter 12 were all second order, thus PDEs with
only one spatial and one time derivative (transport PDEs) have been, until now beyond the
scope of stochastic techniques. One idea to navigate around this is to perturb the PDE by a
“small” Laplacian, then one can use stochastic techniques on the perturbed PDE. Although this
does provide a way to approximate the solution, it is very dependent on the perturbation being
small enough so that the solution of the perturbed PDE is close to the first order PDE. Of course
introducing a perturbation will lead to an error (bias) in the estimation, but more problematic
is that the inverse of the perturbation coefficient will appear in the nonlinearities containing
derivatives, thus the small perturbation makes the numerical scheme unstable. We discuss this
point further in Section 13.4. Let us note that stochastic representations are only important for
transport PDEs with nonlinearities in the derivative of the solution, see Remark 13.0.1.
As discussed in the previous chapter branching algorithms offer a useful approach to solve
non-linear PDEs and also for unbiased simulation of SDEs (see [HLOT+16], [DOW17]), via
Monte Carlo methods. However, in order to apply Monte Carlo one requires estimators to be
square-integrable and of finite computational complexity. For square integrability several works
have fine tuned previous results to allow for increasing general cases: [HLTT17] introduced
a control variate on the final step, which allowed for an unbiased simulation of an SDE with
constant diffusion; later, [HLOT+16] changed the time stepping scheme from an Exponential to
a Gamma random variable, this allowed for the simulation of semilinear PDEs; most recently,
[DOW17] used antithetic variables as well as control variates to obtain an unbiased algorithm
for an SDE with non constant diffusion.
The material we present requires all of the above mentioned improvements along with new
ideas in order to ensure the estimator to be square-integrable. Taking the long view, we believe
these techniques to be crucial in extending this type of stochastic representations to the fully
non-linear case. The second order parabolic fully nonlinear case has been considered in [War17]
and [War18], but the theoretical basis for that case is to the best of our knowledge open. There
are also several works looking at branching style algorithms but to tackle different types of PDEs,
see [CT17], [AC17] and [HLT18] for further results.
Our Contributions. The contributions of this work are two-fold. Firstly we show how one can
take the ideas of branching diffusions and regime switching to construct an unbiased stochastic
representation for transport PDE. To the best of our knowledge this is the first result of its kind.
Secondly, we improve upon the techniques currently presented in the literature [HLOT+16],
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[DOW17], [HLTT17] in order to show our representation is square integrable and of finite
computational complexity and thus can be used in Monte Carlo simulation. For better readability
we also provide a heuristic description of our ideas.
From a methodological point of view, the approach presented is related to the regime switching
algorithms presented in [DOW17] and [HLTT17], where one adds and subtracts terms in the
PDE to change the “driving SDE” defined by the Dynkin operator. Such algorithms were inspired
by branching diffusion algorithms as developed in [RRM10] and [HL12]. Here we add and
subtract the second order derivative, which leaves us with a nonlinear PDE that can then be
solved using regime switching (essentially we perturb the PDE then correct for the perturbation).
Crucially this does not require σ to be small. Although the transport PDE we consider is simple,
one of the main challenges is to keep the representation square integrable, which comes from
the added second order term. The general case (fully nonlinear) is left as an open problem,
nonetheless we give numerical examples showing that the general case is within (numerical)
reach.
Remark 13.0.1. Basic first order PDEs can easily be made to have a stochastic like representation
using branching type arguments, for example a PDE of the type,
∂tu(t, x) + b(t, x)∂xu(t, x) + u(t, x)
2 = 0, u(T, x) = g(x) .
It is possible to write the solution to this as,





where X is the deterministic process satisfying the ODE dXs = b(t,Xs)ds, Xt = x. Introducing
random times into the solution of u as is done in standard branching we can obtain a solution to u
as the expected product of particles at time T . A similar argument can also be made for nonlinear
ODEs.
What is crucial here though is that this argument only holds when we do not have nonlinearities
in the first derivative of the process, since we require Malliavin integration by parts tricks to deal
with those. This is also the case when we want to apply the unbiased trick to b.
This work is organised as follows. In Section 13.1 we present our notation, the problem and
give a heuristic description of our ideas. In Section 13.2 we present and prove our main results.
Finally Section 13.4 illustrates numerically our findings to show our method is indeed unbiased.
Moreover, we show the capability of our method to tackle problems in the nonlinear setting
where the perturbation technique performs poorly.
13.1 Regime Switching Diffusion Representation
13.1.1 Notation and recap of stochastic representations
Consider a multidimensional stochastic differential equation (SDE) X starting at time point t,
0 ≤ t ≤ T of the form,
dXs = b(s,Xs)ds+ σ(s,Xs)dWs , for s ∈ [t, T ] and Xt = x ,
where the drift b : [0, T ] × Rd → Rd and diffusion σ : [0, T ] × Rd → Rd×d satisfy the usual
Lipschitz conditions so that the above SDE has a unique strong solution.
We associate with the SDE the infinitesimal generator L, which when applied to any function
φ ∈ C1,2b ([0, T ]× Rd,R) in the domain of L is,
(Lφ)(t, x) = b(t, x) ·Dφ(t, x) + 1
2
a(t, x) : D2φ(t, x) , for all (t, x) ∈ [0, T ]× Rd ,
where we define a(t, x) = σ(t, x)σ(t, x)ᵀ, A : B := trace(ABᵀ), ᵀ is the transpose of a matrix
and D, D2 denotes the usual multi-dimensional spatial differential operators of order one and
two (see [Eva98]).
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It well known by the Feynman-Kac formula that if a unique classical solution v ∈ C1,2b exists
to the following PDE, {
∂tv(t, x) + Lv(t, x) = 0 ,
v(T, x) = g(x) ,
for g a Lipschitz continuous function, then the solution of this PDE admits a stochastic represen-
tation, v(t, x) = E[g(XT )|Xt = x].
13.1.2 Heuristic derivation of the idea of our work
To aid the presentation we give an introductory outline of our work. Although the ideas are
inspired by those of branching diffusions and regime switching, how we construct the repre-
sentation is different to that considered in Chapter 12. The ultimate goal here is to construct a
stochastic representation of PDEs with only first order spatial derivatives and develop a way to
deal with the corresponding 2nd order nonlinearity. We consider PDEs of the form{
∂tv(t, x) + b(t, x) ·Dv(t, x) = 0 ,
v(T, x) = g(x) ,
(13.1.1)
for notational convenience we will work in one spatial dimension here (hence D = ∂x). The
problem with constructing a stochastic representation involving the use of Itô’s formula is that
we automatically obtain a second order derivative. However, it is known that arguments from
branching diffusion can be used to deal with higher order derivatives through the Bismut-
Elworthy-Li formula (automatic differentiation as developed in [FLL+99]). Let us assume that v
solving (13.1.1) is a unique classical solution which is C1,2b (i.e. we can apply Itô’s formula to v),
then we can consider the following equivalent PDE{






0∂xxv(t, x) = 0 ,
v(T, x) = g(x) ,
where σ0 is some constant. In fact, as considered in [HLTT17], we can consider the equivalent
PDE,{










0∂xxv(t, x) = 0 ,
v(T, x) = g(x) ,
(13.1.2)
where b0 is also some constant.
Stochastic Representation. Using the Feynman-Kac formula one can easily obtain the
following stochastic representation of the solution to (13.1.2),












∣∣∣ X̄t = x] , (13.1.3)
where the driving SDE satisfies∗
dX̄s = b0ds+ σ0dWs , X̄t = x s ∈ [t, T ]. (13.1.4)
One can observe that such a representation holds provided our constants are Ft measurable.
Introduce a new random variable. Following a standard branching diffusion style argument,
alongside the Brownian motion, W , we also consider an independent random variable τ with
density f > 0 on [0, T − t+ ε] for ε > 0 and denote by F the corresponding survival function,
namely for s ∈ R+ F (s) :=
∫∞
s
f(r)dr. Consider some nice functions ψ and φ, then following
∗Since we only have one “particle” in this set up we do not require the complex notation of Chapter 12. Hence we

















where Ef denotes the expectation for the random variable τ .












σ20∂xxv(t+ τ, X̄t+τ )
+
(
b(t+ τ, X̄t+τ )− b0
)
∂xv(t+ τ, X̄t+τ )
] ∣∣∣ X̄t = x] . (13.1.5)
One may note the abuse of notation here, the original Feynman-Kac representation expectation
was only w.r.t. the Brownian motion, while (13.1.5) is w.r.t. both τ and the Brownian motion. To
make the notation easier we now introduce the following stochastic sequence of times (stochastic
mesh on the interval [t, T ]), t =: T0 < T1 < · · · < TNT < TNT+1 := T constructed as follows,
take a sequence of i.i.d. copies of τ , then set Tk+1 = (Tk + τ (k)) ∧ T for k ∈ Λ ⊂ N, where
Λ is the set of integers (of stochastic length) {1, . . . , NT + 1}. Using this mesh we then define
∆Tk+1 = Tk+1 − Tk and ∆WTk+1 = WTk+1 −WTk .
Choosing the SDE’s coefficients. Let us now consider a good choice of constant for b0 (we
define σ0 later). As discussed in [HLTT17,DOW17], one can use the so called frozen coefficient
function which defines the Euler scheme. That is, we may define the SDE X̄ recursively over the
random mesh by
X̄Tk = X̄Tk−1 + b(Tk−1, X̄Tk−1)∆Tk + σk−1∆WTk , X̄0 = x , (13.1.6)
for k ∈ Λ. Define θk−1 as the times in the mesh and position of the SDE up to time Tk−1 i.e.
θk−1 := (T1, . . . , Tk−1, x, X̄T1 , . . . , X̄Tk−1). Furthermore define the functions b̄(θk−1, s, X̄s) =
b(Tk−1, X̄Tk−1) and σ(θk−1, s) = σk−1 for Tk−1 < s. Then the SDE defined recursively by,






σ(θk−1, s)dWs , (13.1.7)
is the Euler scheme in (13.1.6). Moreover, it is clear that the coefficients b̄(θk, ·) and σ(θk, ·)
are FTk -adapted, hence can be used in (13.1.5). Using the coefficients coming from the Euler
scheme is key here since we can simulate an Euler scheme exactly and hence the SDE appearing
in (13.1.5) can be simulated exactly (which leads to the unbiased representation).
Remark 13.1.1. We draw attention to a subtlety in the notation, we will define σ on intervals of
the form (·, ·], thus σ is constant over each interval in the time mesh (as is the case in the Euler
scheme).
Obtaining a representation for the derivatives. The only terms left to consider in (13.1.5)
are the derivatives of v. We will formulate rigorous results in Section 13.2, for now let us
assume that all functions are sufficiently smooth and with good properties. We construct the
Bismut-Elworthy-Li formula (automatic differentiation) w.r.t. the SDE (13.1.7). From [FLL+99,
Assumption 3.1] the following integration by parts relation holds for any square integrable
function φ,






∣∣∣ Xt = x] ,




In the case of the SDE being (13.1.7), it is clear that the first variation process is constant equal
to one (note σ does not have a space dependence). Typically one takes constant µ = 1/(s− t),
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thus for (13.1.7) we obtain,









∣∣∣ Xt = x] ,
The same method yields a similar expression for the second derivative













 ∣∣∣ Xt = x
 ,





























)2 − (σ(θ0, T1)−1)2∆T1
∆T 21
∣∣∣ Xt = x] ,
the ∂xv term is similar. The idea of branching diffusion style algorithms is to continuously
substitute in terms involving the solution until we remove the dependence on it. Of course,
v(t, x) does not appear inside the expectation, however, by using the tower property and flow
property of the SDE we are able to derive the corresponding representations for ∂xv(Tk, XTk)
and ∂xxv(Tk, XTk).
Rewriting the stochastic representation (13.1.5). Substituting in the expressions for




























] ∣∣∣∣∣ X̄t = x
]
,
whereWk is the so-called Malliavin weight stemming from the automatic differentiation,
Wk :=














One observes that this Feynman-Kac representation now only depends on the solution v if
T2 < T .
Taking the limit. Following the standard procedure in branching diffusions (see [HL12,
HLTT14,HLOT+16]), executing the same argument multiple times removes the dependence on
v on the right hand side. Following [DOW17] we introduce the following notation,
Mk+1 = ∆bkσ(θk, Tk+1)
−1 ∆WTk+1
∆Tk+1




















for k ∈ Λ. (13.1.9)
It is then clear that the solution to the PDE can be written as follows,







∣∣∣∣∣ X̄t = x
]
. (13.1.10)
Although this relation is useful for us, in its current form it is not square integrable, thus we
need to use some variance reduction techniques in order to use Monte Carlo. Moreover, many of
the operations above require some form of integrability, these points will be the main focus of
the next section.
13.2 Stochastic Representation
We look to derive a square-integrable representation that solves a PDE of the form,{
∂tv(t, x) + b(t) ·Dv(t, x) = 0 for all (t, x) ∈ [0, T )× Rd ,
v(T, x) = g(x) .
(13.2.1)
We wish to consider SDEs of the form (13.1.7), in d-dimensions this is,
dX̄s = b̄(θ, s)ds+ σ(θ, s)IddWs , for s ∈ [t, T ] and X̄t = x ,
where Id is the d-dimensional identity matrix. Unlike typical stochastic representations, σ is
not fixed by the PDE, thus we have the freedom to choose σ. Although, the representation is
somewhat independent of the precise choice of σ, the variance of the estimate (and hence the
usefulness) heavily depends on σ.
Remark 13.2.1. We show the representation in the case b is independent of space. Our original
case was that detailed in Section 13.3.1, however, we were not able to obtain finite variance. We
therefore make the assumption b only depends on time and return to the case of space dependency in
Section 13.3.1, which is future work.
In order to keep our representation and in particular our proofs as readable as possible, we
consider only the one dimensional case. As one can clearly see though, due to fact that σ is a
scalar multiplied by the identity, all our arguments generalise to the higher dimensional case.
The previous section outlined how one builds the stochastic representation without going into
detail about when the various steps are applicable. We now want to show that this representation
holds under some integrability and regularity assumptions. In the previous section we required
two types of random variable, namely a driving Brownian motion and an i.i.d. sequence of
random times τ (k) with density f , independent of the Brownian motion and k ∈ Λ as before.
Thus consider the probability space (Ω,F ,P) generated by these random variables, we also
denote by PW and Pf the probability measure (EW and Ef the corresponding expectation)
restricted to the Brownian motion and random times respectively. With this notation, one may
think of P as the product measure PW ⊗ Pf . The corresponding filtration Ft is the sigma-algebra
generated by the set of random times up to t i.e. max{k : Tk ≤ t} and the Brownian motion up
to t, hence, Ft := σ(T1, . . . , Tk, (Ws)s≤t).
Let us first state the assumptions we will use.
Assumption 13.2.2. We assume the drift, b : [0, T ]→ R is uniformly Lipschitz in time.
The analysis we carry out using regime switching techniques is sufficiently difficult to present
that we assume the existence of a good enough solution to the transport PDE, as opposed to
assuming sufficient conditions that would allow us to derive the said solution. Waiving the next
assumption is left for future work.
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Assumption 13.2.3. Firstly we assume that there exists a unique solution v ∈ C1,3b ([0, T ],Rd) to
(13.2.1). In particular, we have that the terminal condition function g of the PDE satisfies g ∈ C2b .
The assumption on g is not necessary since it follows from v ∈ C1,3b , however, we make this
explicit since it is all we require for our estimator to be of finite variance. It is possible to put
some conditions on b and g leading to a unique solution for general transport PDEs see [Kat75]
for example. We do not go into detail here as this will again be the subject of future work.
We consider the particles to have a life time given by Gamma distributed random variables,
i.e. τ has density,
f(s) := fκ,ηΓ (s) =
sκ−1 exp(−s/η)
Γ(κ)ηκ
, for all s > 0 where κ, η > 0 , (13.2.2)




We will use a mesh dependent coefficient for σ relying on the times at which the regime
switching occurs,
σ(θk−1, s) := σ0
k−1∏
i=1
∆Tni for s ∈ (Tk−1, Tk] , k = 1, . . . , NT + 1 , n ∈ R and σ0 ∈ R+ ,
(13.2.3)




i , with the convention
∏0
i=1 · = 1.
Remark 13.2.4 (Adaptedness of σ). Even though our σ depends on the stochastic mesh, it is
Ft-adapted. This is of fundamental importance to show that the estimator in (13.2.5) solves the
PDE (13.2.1).
We make an assumption on the parameters of σ and f .
Assumption 13.2.5. The power exponent n in the diffusion coefficient (13.2.3) satisfies n ≤ −1.
The shape parameter of the Gamma random variable, (13.2.2), is κ = 1/2.
Remark 13.2.6. Under Assumption 13.2.5, σ is a positive function bounded from below away from
zero. The bounds on n and κ are mainly for convenience in order for the proof of Proposition 13.2.8
to follow.
As was alluded to in Section 13.1, (13.1.10) was not useful since it did not have finite
second moment. To solve this problem we employ variance reduction techniques, namely
antithetic variables and control variates. Consider the following auxiliary random variables,
β := (β1 + β2)/2 with
β1 :=














where X̂ is the antithetic of X̄ i.e. the Euler scheme defined by, X̂Tk = X̄Tk−1 + b(Tk−1)∆Tk −
σ(θk−1, Tk)∆WTk and V and M as defined in (13.1.8). It is straightforward to see that the
additional g term is a control variate since its input is independent of Brownian motion ∆WTNT+1 .
One can further understand (β1, β2) as an antithetic pair.
We now state our main result of the chapter.
Theorem 13.2.7. [Representation Solves the PDE] Let Assumptions 13.2.2, 13.2.3 and 13.2.5
hold, and let us denote by v̂ : [0, T ]× R→ R the following function,


















with {Pk}k as defined in (13.1.9). Then v̂ solves the PDE (13.2.1), namely v̂ = v (hence v̂ is an
unbiased estimator of v). Moreover, the stochastic process generating v̂ is square integrable and
hence of finite variance.
Outline of proof The proof of Theorem 13.2.7 requires several steps which we show in the
following order.
1. Take ṽ in (13.2.5), which is the expected value of a stochastic process (estimator).
2. Show that the estimator is square integrable, Proposition 13.2.8.
3. Show that under enough integrability a stochastic representation to (13.2.1) exists when a
C1,3b ([0, T ],R) solution exists, Theorem 13.2.10.
4. Show that (13.2.5), satisfies the integrability conditions in Theorem 13.2.10 and thus
solves (13.2.1), Theorem 13.2.13.
13.2.1 Variance analysis for a specific diffusion coefficient
Since our regime switching algorithm does not create new particles, our computational complex-
ity for any Monte Carlo realisation is only O(C(NT + 1)), since T <∞, it is clear we have finite
computational complexity. We therefore only need to consider the variance of the estimator. We
obtain the following.










Although this proof is argued in a similar style to the proof of Proposition 4.1 in [DOW17],
there are many subtle differences and we overall require a more refined analysis of the various
terms to ensure our estimator has finite second moment. We point in particular to the “Interval
splitting” argument in order to deal with instability in the last time point of the random mesh.
This is essential to deal with the second order term that appears.
Proof. [Finite variance of the estimator]. Consider Fk the sigma-algebra generated by the set of
random times up to Tk+1 and the Brownian motion up to Tk, hence†,Fk := σ(T1, . . . , Tk+1, (Ws)s≤T∧Tk).
Throughout the proof, for ease of writing we suppress the condition in the expectation of the
process starting at x at time t.
In order to show finite variance we only need to show finite second moment (the dominant
term), further note that due to the indicators we obtain no cross term. Looking first at the second
term of (13.2.5), by the bounds on the coefficients on the SDE and the Lipschitz property of g
we have E[g(X̄T1)2] <∞, and F (T − t) > 0, thus we have finite variance on the second term.













)2 ∣∣∣∣∣NT = `
× P[NT = `] .
In order to tackle this term we split the proof into several steps by bounding various quantities
then combining them together to show the sum is bounded. We also note that we often work
with conditional expectations, hence statements involving them are to be understood in the
P-a.s. sense.
Step 1: Bounding E[β2|FNT , NT = `], for β from (13.2.4). As is standard practice when we
only care about showing an estimate to be finite we use C to denote some finite constant which
†One should note the small but critical distinction between Ft and Fk.
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can change over inequalities but crucially can only depend on “known” constants such as T etc.





)2 ∣∣∣∣∣NT = `






Rewriting β with MNT+1 and VNT+1 as common factors then using Young’s inequality we obtain,
E
[



























∣∣∣∣∣FNT , NT = `
 .
Considering the first term on the RHS, we note by the Lipschitz property of g that,
|g(X̄TNT+1)− g(X̂TNT+1)| ≤ L|X̄TNT+1 − X̂TNT+1 | ≤ C|σ(θNT , TNT+1)∆WTNT+1 | .































where we used 1/F (∆TNT+1)
2 ≤ C in the inequality. For the second term on the RHS, it is more
complex, let us first split the terms using Cauchy-Schwarz,
E
[(
g(X̄TNT+1) + g(X̂NT+1)− 2g(X̄TNT + b(TNT )∆TNT+1)
)2
V 2NT+1




g(X̄TNT+1) + g(X̂NT+1)− 2g(X̄TNT + b(TNT )∆TNT+1)





∣∣∣∣∣FNT , NT = `
]1/2
.
Let us firstly focus on the g term. Consider the ODE on the interval s ∈ [TNT , TNT+1],
dYs
ds
= b(TNT ) , YTNT = X̄TNT .
Then, the solution is YTNT+1 = X̄TNT + b(TNT )∆TNT+1. Consequently,
g
(



















By applying Itô’s formula to g(X̄TNT+1) and g(X̂TNT+1) (recall g ∈ C
2
b ), and using (13.2.6) we
obtain,




















X̄TNT + b(TNT )(s− TNT )
))
b(TNT )ds . (13.2.7)
Since g′ is Lipschitz, we obtain,
|g′(X̄s)− g′
(
X̄TNT + b(TNT )(s− TNT )
)
| ≤ C|X̄s − X̄TNT + b(TNT )(s− TNT )|
≤ Cσ(θNT , TNT+1)|Ws −WTNT | ,
the same bound holds for the g(X̂s) term. Thus the following bound can be obtained for the






X̄TNT + b(TNT )(s− TNT )
))
b(TNT )ds
≤ C|b(TNT )|σ(θNT , TNT+1)
∫ TNT+1
TNT
|Ws −WTNT |ds .













∣∣∣ FNT , NT = `
]
≤ C∆T 6NT+1 .






)4 ∣∣∣ FNT , NT = `






)2 ∣∣∣ FNT , NT = `
 .
Using that g′ is Lipschitz and the difference is given by
|g′(X̄s)− g′(X̂s)| ≤ C|σ(θNT , TNT+1)(Ws −WTNT ) + σ(θNT , TNT+1)(Ws −WTNT )| .







)4 ∣∣∣ FNT , NT = `
 ≤ Cσ(θNT , TNT+1)8∆T 4NT+1 .
Recalling that g′′ is bounded, we can bound the remaining term in (13.2.7) by a similar term to
164
the stochastic integral to obtain,
E
[
(g(X̄TNT+1) + g(X̂TNT+1)− 2g(X̄TNT + b(TNT )∆TNT+1))
4|FNT , NT = `
]
(13.2.8)
≤ Cσ(θNT , TNT+1)8∆T 4NT+1 .
The above bound was obtained using differentiability and Itô’s formula, however, it will also
be useful for us to note that just using the Lipschitz property yields,
E
[
(g(X̄TNT+1) + g(X̂TNT+1)− 2g(X̄TNT + b(TNT )∆TNT+1))
4|FNT , NT = `
]
≤ Cσ(θNT , TNT+1)4∆T 2NT+1 .
Hence we obtain the following stronger bound for the g terms
E
[
(g(X̄TNT+1) + g(X̂TNT+1)− 2g(X̄TNT + b(TNT )∆TNT+1))









For the V term,
E
[
V 4NT+1|FNT , NT = `
]










)4 ∣∣∣FNT , NT = `]





















∣∣∣∣∣FNT , NT = `
















Therefore, the conditional expectation of β2 can be bounded by,


















Step 2: Bounding E[P 4k+1|Fk, NT = `]. Let k ∈ Λ and note by Assumption 13.2.2 we obtain,
E
[
∆b4k|Fk−1, NT = `
]
≤ C∆T 4k .
From (13.1.8) we observe the following,



















By Assumption 13.2.5 and the fact that σ is bounded from below implies that the V term
dominates the M term, hence, we obtain,












































One can view this product as having two components, one which does not depend on ∆TNT+1
which comes from the ∆bNT and a component that does depend on ∆TNT+1. In order to show
that the second moment is finite we split these two components and show each of them is finite.


























Applying Cauchy-Schwarz to the internal expectation and using the previous bounds we obtain,
E[∆b2NTP
2









Note that this bound and (13.2.9) have no dependence on the Brownian motion, therefore we








































































































Recall the goal here is to ultimately bound this by a term of the form CNT , which holds provided
all ∆Tk dependence is to a positive power. Recall that since f is the density for the Gamma
distribution with shape κ, we have that,




≤ C∆T 2−2κNT .
Using the representation for σ we obtain terms of the form ∆T 2−2κ−2−4nk , hence we require
2κ− 4n ≥ 0, which suggests n ≤ −κ/2. Since Assumption 13.2.5 implies these conditions on n
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∣∣∣NT = `] . (13.2.12)
Showing this is finite is done in [DOW17]. As it turns out the other term in (13.2.10) also
dominates this term, hence we do not discuss it further.
For the second term in (13.2.10) we note that the σ terms do not depend on the Brownian










































































































for ν ∈ [0, 2] , (13.2.15)
where the inequality comes from the observation that,
min
[
1, σ(θNT , TNT+1)
2∆TNT+1
]
≤ σ(θNT , TNT+1)ν∆T
ν/2
NT+1
for any ν ∈ [0, 2] .
The presence of ∆T−1NT+1 makes (13.2.15) more challenging. Of course, one could take ν = 2
to remove ∆T−1NT+1, however, this also removes σ and since κ > 0 we are still left with an
unbounded product. Therefore we must chose ν carefully and apply a delicate argument to
appropriately bound (13.2.15).
One can note the similarity between (13.2.15) and (13.2.12). However, (13.2.15) is more
complex and as it turns out, the bound we eventually achieve for it dominates (13.2.12). We
therefore complete the proof showing (13.2.15) is bounded, since this implies (13.2.12) is
bounded.







)2 ∣∣∣∣∣NT = `
P[NT = `] .
Let us split this into two components, ` = 1 and ` ≥ 2. When ` = 1 we obtain nothing from the
product and are thus only showing that β is square integrable, such is obvious from our previous
‡Note that κ = 1/2 also implies 1/f(∆T1) ≤ C.
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calculations. We now concentrate on the case ` ≥ 2. Recall that for i = 1, . . . ,M , if Yi ∼ Γ(a, b)
i.i.d. then
∑M










)2 ∣∣∣∣∣NT = `,∆TNT+1 ≥ T`















∣∣∣NT = `] .
Firstly, we note that when ∆TNT+1 ≥ T/`, the expectation is simple to bound since we can











)2 ∣∣∣∣∣NT = `,∆TNT+1 ≥ T`
P [∆TNT+1 ≥ T` ∣∣∣NT = `
]
≤ `C` .













∆Ti < T −
T
`m+1
∣∣∣NT = `] .
Due to the fact κ = 1/2 by Assumption 13.2.5, the distribution of
∑`
i=1 ∆Ti is Gamma with shape
parameter at least 1, therefore the density has a finite maximum, unfortunately the conditioning















































Using this form we have removed the conditional dependence on the number of jumps and
therefore we can use the distribution of
∑`
i=1 ∆Ti. We note that for ` large the density of the
distribution at point T will be larger than values less than T , further, since the density has a

















where we have used the p.d.f. of a Gamma random variable to obtain the last inequality. Similar

















∣∣∣∣∣NT = `, T`m+1 ≤ ∆TNT+1 < T`m
]
.
A simple requirement for the product to be bounded is −(2 − ν)n − 2κ ≥ 0, by Assumption
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13.2.5 κ = 1/2, hence −n ≥ 1/(2 − ν). As it turns out, taking ν = 1 is useful to complete the
proof, therefore we require n ≤ −1, which holds by Assumption 13.2.5. This set of κ, ν and n
also allow us to bound (13.2.12), hence we only considered (13.2.15).
The only term we have to consider in the expectation is ∆T−1+ν/2NT+1 , but by our conditioning






)2 ∣∣∣∣∣NT = `








One can easily see that the sum in m converges since (1/2)(m+ 1)−m ≤ 0 for m ≥ 1 and ` ≥ 2,
the sum can be easily bounded by
∑∞
m=1 2
−(1/2)m+1/2 = C for any ` ≥ 2. One can compare this
to the result in [DOW17, Proposition 4.1] where the authors obtain a bound of the form C`,
hence our bound is not as strong but it is still good enough to ensure convergence.
Step 5: The sum over NT converges. The final step of the proof is to show that the overall sum
converges. We proceed by observing the following (see [DOW17, Proposition 4.1]),



















































since κ = 1/2 this gives a sequence that converges under summation.





leave a σ20 term behind. Thus as one would expect the variance will be minimised by taking σ0
smaller, however, to deal with terms involving nonlinearities in ∂xv one obtains terms of the form 1σ
thus an optimisation needs to be performed in order to set σ0 at the correct level. Crucially however,
the expected value (bias) is not effected by this choice.
13.2.2 Estimator solves the PDE under enough integrability
At this point we have only proved that the estimator can be approximated via Monte Carlo. We
now show that given some extra integrability conditions the estimator solves PDE (13.1.1). The
final step is to show the said integrability conditions hold.
Theorem 13.2.10 is the analogous result to Theorem 3.5 in [HLOT+16] (Theorem 12.1.7),
however, the representation we derive below is more complex. The reason for the added
complexity is the antithetic as well as the control variate on the final jump. Where as the control
variate keeps the final Malliavin weight the same, the antithetic changes the weight, this then
requires us to have extra terms that [HLOT+16] does not have.










































∆gTNT+1 := g(X̄TNT+1)− g(X̄TNT + b(TNT )∆TNT+1) ,
∆ĝTNT+1 := g(X̂TNT+1)− g(X̄TNT + b(TNT )∆TNT+1) ,
the first and second order Malliavin weights are given by,
W1k+1 = σ(θk, Tk+1)−1
∆WTk+1
∆Tk+1







The superscript in ψ, ψ̃, Φ1 and Φ2 denotes the initial condition for the SDE, X̄. Further assume
that,






are uniformly integrable and that ψT1,X̄T1 , ∆b2ψ̃T2,X̄T2W13 , σ(θ1, T2)2ψ̃T2,X̄T2W23 are P-a.s. uni-
formly integrable and ψ̃T1,X̄T1W12 and ψ̃T1,X̄T1W22 are P-a.s. integrable.
Then, the function v̂(t, x) := E[ψt,x|Ft] solves the PDE (13.2.1).
Remark 13.2.11 (P-a.s. (uniformly) integrable). Note that some of the processes stated in the
theorem, for example ψT1,X̄T1 and ψ̃T1,X̄T1W22 depend on random “initial conditions”. Hence some
of these processes are unbounded, but are finite up to a null set. For example, when we state
ψ̃T1,X̄T1W22 is P-a.s. integrable, we mean that, E[|ψ̃T1,X̄T1W22 | |FT1 ] <∞ P-a.s. and similar for the
uniform integrability condition.
This theorem only shows that the estimator gives rise to the solution of the PDE under certain
integrability assumptions. In order to finish our proof we need to show that such integrability
conditions hold (Theorem 13.2.13). Although it is ψ that solves the PDE, our proof relies on
various intermediary steps requiring additional integrability on ψW . Since one does not have this
in general, we introduce the seemingly arbitrary ψ̃ and Φ which have the required integrability.
Therefore, throughout the proof we show that one can view these additional processes as ψW
with a control variate and perform the various steps on ψ̃ and Φ.
Remark 13.2.12. The Malliavin weights are given by (13.1.8) since our unbiased estimation puts
us in the simple setting where the SDE has constant coefficients (see [FLL+99]).
Proof. The main idea of this proof is to first show a stochastic representation for the PDE, then
show that this representation and E[ψt,x|Ft] are equivalent. Following Section 13.1.2, since a
C1,3b solution is assumed to exist, one can take constants b0 and σ0 and define the following PDE
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(equivalent to (13.2.1)),{




0∂xxv(t, x) + (b(t)− b0)∂xv(t, x)− 12σ
2
0∂xxv(t, x) = 0 ,
v(T, x) = g(x) .
Assume that these constants b0 and σ0 are adapted to the filtration Ft (as defined at the start of
Section 13.2). Define X̃ as the solution to the SDE on s ∈ [t, T ]
dX̃s = b0ds+ σ0dWs , X̃t = x .
again since v ∈ C1,3b , one obtains from the Feynman-Kac formula,










It is important to note that we have not assigned values to the constants b0 and σ0 here, only
that they are adapted to the initial filtration. Using standard branching arguments, we introduce
a random variable independent of Brownian motion, corresponding to the life of the particle
which allows us to rewrite the previous expression as§,














As before, the representation does not depend on the value of the constants, therefore let us
take b0 := b(t) and σ0 := σ0 (in the sense of (13.2.3)), thus X̃ is equivalent to X̄.
This can be thought of as the forward representation, the goal now is to reach the same
representation going backwards. Namely, starting from the estimator ψt,x, we want to remove
the Malliavin weights and obtain the same relationship. We break the remainder of the proof
into several steps.
Step 1: Continuity of the functions. We start by noting that between any two mesh points, the
SDE is continuous w.r.t. its initial condition (Tk, X̄Tk), which is clear from the fact that it is just an
SDE with constant coefficients. This along with the uniform integrability assumption of ψ implies
that the function v̂ is jointly continuous. This stems from the fact that we can define ψt,xn as ψ
t,x
but with the NT replaced by NT ∧n, hence ψt,x = limn→∞ ψt,xn . Then for each n we have a finite
product of jointly continuous functions, which is therefore jointly continuous. Then uniform
integrability allows us to take the limit as n → ∞ inside to conclude that (t, x) → E[ψt,x|Ft]
must also be a jointly continuous function.
The weightsWi are also continuous w.r.t. the initial condition. Thus by arguing in a similar
way to above we have E[ψ̃t,xWi1|Ft] and E[Φ
TNT ,X̄TNT
i WiNT+1|Ft] are jointly continuous by the
uniform integrability assumption.
Step 2: Rewriting the representation. By construction of ψ, there are two main cases, either
the particle goes through a regime switch, which implies {NT ≥ 1} or it “survives” until the
end, {NT = 0}. The key difference to the representation is the introduction of the variance
reduction techniques when {NT ≥ 1}, this is also the distinction between ψ and ψ̃. Hence the






























∆bk−1W1k − 12σ(θk−2, Tk−1)
2W2k
f(∆Tk−1)
∣∣∣∣∣ Xt = x, σ(θ0, t)
]
,
where we are using conditioning to state the initial condition of the SDE. In order to save space
in the future we will stick to conditioning Ft. Concentrating on the case {NT ≥ 1}, then the
random variable ∆T1 exists and satisfies t < T1 < T . Hence we can consider the filtration up to















































































where we have used that ∆b1 and σ(θ0, T1) are bounded and our integrability assumptions on Φ
and ψ̃T1,X̄T1 to apply the tower property. We see here that the antithetic variable is causing extra
difficultly since we need to treat the case NT = 1 separately.
Step 3: Existence and continuity of derivatives. In order to obtain the required expression we
must also understand the derivatives of the function, hence we must show these derivatives
exist and obtain a representation for them. One can identify the terms inside the conditional
expectations as Φ
TNT ,X̄TNT
i WiNT+1 and ψ̃
T1,X̄T1Wi2 for i ∈ {1, 2}.
Let us denote by η(T1, X̄T1) := E[ψt,x|FT1 ], notice that for the same reasons ψt,x is a
continuous function of x, η(T1, X̄T1) is continuous w.r.t. X̄T1 (which is in turn continuous w.r.t.
x). Let us now consider derivatives of this function w.r.t. x. However, one should note that this
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expectation is on the product space of random variables Ti and W . While the Malliavin automatic
differentiation results only hold differentiating EW [·]. Therefore we must swap the derivative
with the expectation Ef , which we have proved to be valid (actually shown a more general case)
in Lemma 13.5.1 under the assumed integrability. Hence since we have a continuous function
over a bounded interval, one can conclude via Lemma 13.5.1 and automatic differentiation,





∣∣Ft] = E [η(T1, X̄T1)Wi1∣∣Ft] = E [ψt,xWi1∣∣Ft] .
Technically we have again used the Tower property to remove the final conditional expectation





∣∣Ft] = E [1{NT=0}ψt,xWi1 + 1{NT≥1}ψt,xWi1∣∣Ft] .
One can automatically see that if NT ≥ 1 then ψ = ψ̃, for the case NT = 0, we need to show





∣∣Ft] = E [1{NT=0}Φt,x1 W11 ∣∣Ft] .






∣∣Ft] = E[1{NT=0} g(X̄TNT+1)− g(X̂TNT+1)2F (∆TNT+1) W11
∣∣∣Ft] .
Using that W and −W have the same distribution andW1 is an odd function of the Brownian






∣∣Ft] = E[21{NT=0} g(X̄TNT+1)2F (∆TNT+1)W11
∣∣∣Ft] ,





∣∣Ft] = E [1{NT=0}Φt,x2 W21 ∣∣Ft] .














By the fact that g(X̄TNT + b(TNT )∆TNT+1) is FNT -adapted, and the weight has zero expecta-
tion we can remove this term from the expectation. Again, since W and −W have the same






∣∣Ft] = E[21{NT=0} g(X̄TNT+1)2F (∆TNT+1)W21
∣∣∣Ft] ,
again, this yields the required result. Thus the spatial derivatives of v̂ satisfy,









Uniform integrability of ψ̃Wi and ΦiWi then implies ∂ixv̂(t, x) is a continuous function and one
can use this integrability to also conclude ∂ixv̂(t, x) = E
[
ψt,xWi1
∣∣Ft]. Thus existence of the first
and second spatial derivatives are assured.
Step 4: Representations match. Introducing the following notation, NT (s) := NT −Ns, i.e.
the number of regime switches that occur between time s and T , with the obvious relation
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NT (t) = NT .
To show that the two representations are the same, we need to consider the terms ∂ixv̂(T1, X̄T1)
for t ≤ T1 < T . One has that,
v̂(T1, X̄T1) = E[ψT1,X̄T1 |FT1 ] .
To apply derivatives we again introduce the function η(T2, X̄T2) = E[ψT1,X̄T1 |FT2 ] and then
Lemma 13.5.1 and Malliavin automatic differentiation implies,
∂ixv̂(T1, X̄T1) = E[ψT1,X̄T1Wi2|FT1 ] P-a.s.
Using the same arguments as before we can rewrite this as,






2 + 1{NT (T1)≥1}ψ̃
T1,X̄T1Wi2
∣∣∣FT1] P-a.s.
One then recognises the internal conditional expectations in (13.2.18) as the derivatives of v̂















This leads us to the following nonlinear relation for v̂,











Since this representation and (13.2.17) are equal we have v(t, x) = v̂(t, x) hence our representa-
tion solves the PDE.
13.2.3 Verifying the integrability assumptions
Theorem 13.2.10 relied on various integrability assumptions and our final result is to show that
these assumptions hold.
Theorem 13.2.13. Let Assumptions 13.2.2, 13.2.3 and 13.2.5 hold. Then the integrability condi-
tions in Theorem 13.2.10 hold.
Proof. We start by showing the uniform integrability conditions, recall that for uniform integra-
bility to hold it is sufficient to show the stochastic process is in Lp for p > 1 (see [Wil91, Chapter
13] for results on uniform integrability).
Firstly, by Proposition 13.2.8, one can conclude that ψt,x ∈ L2, thus we have the required
uniform integrability. Let us now consider ψ̃t,xW11 and ψ̃t,xW21 . Due to both quantities having
very similar forms we consider ψ̃t,xWi1 for i ∈ {1, 2}, hence we want to show,
E[|ψ̃t,xWi1|p|Ft] <∞, for some p > 1.
We show this by borrowing many of the arguments in the proof of Proposition 13.2.8, hence we


























)2 ∣∣∣ Ft] .
We now use the same techniques from the proof of Proposition 13.2.8, firstly, we can condition
on NT = ` and multiply by the corresponding probability. Then by conditioning on FNT (see
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We now use these bounds to bound ψ̃W. Concentrating on the ∆bNT term, we follow the finite
variance proof and condition out ∆b2NTP
2
NT






























)2 ∣∣∣ Ft, NT = `] .


















)2 ∣∣∣ Ft, NT = `] . (13.2.19)




)2 |F0] ≤ CE[(W21)2 |F0] ≤ C 1∆T 21 .














∣∣∣ Ft, NT = `] ≤ E[CNT ∣∣∣ Ft, NT = `] ,
where the inequality follows from our assumptions on f and σ.
Using this argument to deal with the extra Malliavin weight and the arguments in Proposition






























, for ν ∈ [0, 2] .
The finiteness of these bounds follows directly from Proposition 13.2.8.
For the f(∆T1)−1∆b1ψ̃T1,X̄T1W12 and f(∆T1)−1σ(θ0, T1)2ψ̃T1,X̄T1W22 terms, these follow
automatically from Proposition 13.2.8.
For uniform integrability of Φ1W1, take p = 2 as above. Then use Cauchy-Schwarz and the
Lipschitz property of g, which yields |∆gTNT+1 −∆ĝTNT+1 | ≤ Cσ(θNT , TNT+1)|∆WTNT+1 |. One
notes that the σ and ∆T terms cancel and hence finite.
Similarly, for Φ2W2, again take p = 2 and use Cauchy-Schwarz along with (13.2.8). Again
all terms cancel which implies this is also finite and hence uniformly integrable.
The final integrability results we require are all P-a.s. results. We have ψT1,X̄T1 , ∆b2ψ̃T2,X̄T2W13
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and σ(θ1, T2)2ψ̃T2,X̄T2W23 are P-a.s. uniformly integrable, and ψ̃T1,X̄T1W12 and ψ̃T1,X̄T1W22 are
P-a.s. integrable. However, these follow from the arguments above along with the fact that
t < T1 < T2 P-a.s. hence σ(θ1, T2) <∞ P-a.s. Hence we have shown all the required integrability
conditions to use Theorem 13.2.10.
The proof of Theorem 13.2.7 follows in a straightforward way by combining these results.
Proof of Theorem 13.2.7. By letting Assumptions 13.2.2, 13.2.3 and 13.2.5 hold, then Theorems
13.2.10 and 13.2.13 imply that our estimator ṽ given in (13.2.5) solves the PDE (13.2.1).
Moreover, Proposition 13.2.8, implies that ψ is square integrable and hence of finite variance.
13.3 Towards the general case and future work
The methodology presented in this work can be extended to accommodate PDEs of the form,{
∂tv(t, x) + b(t) ·Dv(t, x) + h(t, x) = 0 for all (t, x) ∈ [0, T )× Rd ,
v(T, x) = g(x) ,
(13.3.1)
where h is a nice function and we still have v ∈ C1,3b . As in the case of standard branching
representations one introduces a further probability measure PB on the space {0, 1}, where 0
signifies the case the particles dies (this can be thought of as a v0 term) at position (Tk, X̄Tk)
and we evaluate h at this position.
13.3.1 Allowing b to have spatial dependence
Throughout this chapter we have made the assumption that the drift b does not depend on space.
The main reason for this is to ensure finite variance. One can consider replacing Assumption
13.2.2, with b : [0, T ]× R→ R, satisfying 1/2-Hölder in time, Lipschitz in space and uniformly
bounded and most of the arguments presented still hold. The bound that changes and makes the








(b(Tk, X̄Tk)− b(Tk, X̄Tk−1))4 + (b(Tk, X̄Tk−1)− b(Tk−1, X̄Tk−1))4|Fk−1, NT = `
]
.
For the second term we can use 1/2-Hölder continuity in time of b, for the first term we can
Lipschitz continuity in space to obtain,
E[(b(Tk, X̄Tk)− b(Tk, X̄Tk−1))4|Fk−1, NT = `] ≤CE[(X̄Tk − X̄Tk−1)4|Fk−1, NT = `]
≤CE[(∆Tk + σ(θk−1, Tk)∆WTk)4|Fk−1, NT = `]
≤Cσ(θk−1, Tk)4∆T 2k .
Since σ is bounded from below we can conclude,
E[∆b4k|Fk−1, NT = `] ≤ Cσ(θk−1, Tk)4∆T 2k .
It is also straightforward to see the same bound applies if we take b Lipschitz in time. The bounds
on M and V still have the form














although one should note that we cannot use the ∆b bound above in the M term since they are
w.r.t. different conditional expectations. That being said though one can still observe where a
problem arises by considering,
E
[
E[P 4k+1|Fk, NT = `]















)∣∣∣Fk−1, NT = `].
Whereas in the proof we can bound (13.2.9) by the term arising from the V (i.e. the V bound
dominates the M bound), that is not the case here. To see this take n = −1 for the coefficient in










)∣∣∣Fk−1, NT = `].
Therefore the 1 (term arising from the M) is larger if ∆Tk < ∆Tk+1, hence we cannot dominate
in the same way. As it turns out this a not a problem for obtaining (13.2.12), however, it does
become an issue for obtaining (13.2.15). This appears because (13.2.15) relies on a cancelling












∣∣∣Fk−1, NT = `].
This extra ∆Tk dependency makes the bound far weaker and consequently proving finite variance
becomes more difficult. Of course the new bound we have obtained is not sharp, for example in
the case ∆Tk ≥ ∆Tk+1 we can return the original bound.
If we wish to argue the proof in a similar way one must either look to obtain a stronger
bound on ∆b (this is essentially why b in Assumption 13.2.2 worked), or one can find a way to
make the V term dominate without increasing its size so much to break the remainder of the
proof. For example, an interesting route to explore is to add an event probability distribution to
the M and V term (similar to other branching diffusion algorithms) applying a judicious choice
of probability distribution may give us the means to bound the M term by V again.
There are of course many different approaches one can take to solve this problem and
as described, the remaining arguments in Theorems 13.2.10 and 13.2.13 follow with a more
general b. But proving finite variance of this representation remains an open question.
13.3.2 Fully nonlinear first order case
Of course the true end goal of this work is to handle nonlinearities, for example, Burger’s type
vDv, which arise in many applications and for which numerical methods like characteristics
cannot apply. Therefore future work will be on addressing explicit conditions under which this
method provides solutions to transport PDEs of the form,{
∂tv(t, x) + b(t, x) ·Dv(t, x) = f(t, x, v,Dv) ,
v(T, x) = g(x) ,
where f is polynomial in v and Dv.
Handling such general first order PDEs will require additional arguments to what we have
presented here. However, ideas from the case b(t, x) along with the (purely numerical) technique
presented in [War17] may yield the necessary tools to overcome such equations.
Remark 13.3.1 (Requirement for Smooth Solutions). In theory this technique should be able
to extend to the general, fully nonlinear case, one will still require a sufficiently smooth classical
solution to the underlying PDE. The reason for this is due to the fact we assign a representation to
∂xxv, thus we automatically require existence of this quantity.
This implies that if we argue that the representation solves the PDE via viscosity solutions then




We show the potential of this method on two examples to compare this technique against the
standard perturbation technique. The first example is a simple linear PDE which satisfies all of
our assumptions and hence is only an example to show that our algorithm converges to the true,
while the perturbation converges to a different value. The second is a nonlinear first order PDE,
this is the more interesting case and we still observe our method giving reasonable results.
13.4.1 Simple First Order PDE
Let us consider the following linear PDE,{
∂tv(t, x) + ∂xv(t, x) = 0 for all (t, x) ∈ [0, 1)× R ,
v(1, x) = 10 cos(x− 1− 5) .
(13.4.1)
It is then clear to see that v(t, x) = 10 cos(x− t− 5) satisfies this PDE. Although such a PDE is
easy to solve it serves as a good example to show the issue using a perturbation. We want to
solve this PDE at the point (0, 10), where the true solution is ≈ 2.84. By considering the case
where we perturb by σ = 0.1, and then estimate the expectation using varying amounts of Monte
Carlo simulations, see Figure 13.1. To get a handle on the variance (error) we ran the simulation
50 times, plotted the average and the approximate 90% confidence interval. That is we view
the largest and smallest value as a proxy for convergence of the algorithm. For the unbiased
algorithm we also took, n = −1 and for the Gamma parameters κ = 1/2 and η = 2.



















Perturbed vs Non Perturbed
Non Perturbed Error Perturbed Error Perturbed Average Non Perturbed Average True
Figure 13.1: Shows the error and estimates of the solution as a function of the number of Monte
Carlo simulations. The error corresponds to the approximate 90% confidence interval.
What is clear from Figure 13.1 is, as the number of Monte Carlo simulations increase, both
algorithms are converging. However the perturbed case stays at a constant level away from the
true value, which implies that the estimate is biased (as was expected). Therefore no amount
of Monte Carlo simulations will yield the true solution. For the unbiased algorithm, although
having a higher variance, we see that the average hovers around the true and moreover we
observe convergence towards this point.
Hence the stochastic representation we derive indeed yields the true solution of the PDE,
what is more fascinating and important about this result though is σ is not tending to zero, in
fact we can bound it from below, this is the key step when it comes to more complex PDEs.
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Moreover, this calculation was carried out using a basic Monte Carlo algorithm, one could
look to more sophisticated techniques as appearing in [DOW17] where the authors apply particle
methods for an improved convergence.
13.4.2 Nonlinear PDE
Let us now generalise to the nonlinear setting and consider the following PDE,{





2 + v(t, x)2 − 1
)
= 0 for all (t, x) ∈ [0, 1)× R ,
v(1, x) = cos(1− x) .
(13.4.2)
We have taken this PDE since it is simple to observe that v(t, x) = cos(t−x) is the solution. It also
is nice enough that one would expect our unbiased algorithm and the perturbation algorithm to
work reasonably well. We want to solve this at the point (0, 1).
. Convergence issue for the perturbation algorithm One can note that, applying the perturbation
technique implies that the resulting PDE is a second order semilinear PDE, and hence the
corresponding branching algorithm is given in [HLOT+16]. This creates a problem for the
convergence of the algorithm, Assumption 3.10 and Theorem 3.12 of [HLOT+16] give minimum
bounds on the relative size of the drift to the diffusion, even for (13.4.2) which has a extremely
nice solution, we observe that the algorithm fails to converge for σ0 = 0.5 and has a large
variance for σ0 smaller than 1. Needless to say this is not a desirable property for the algorithm
to have; perturbation can only work as a method if the perturbation is small and here we observe
that there is a lower bound on the size of the perturbation and hence the bias of the estimator.
Furthermore, as it turns out, there is no such problem with our unbiased algorithm and one can
observe convergence for σ0 < 0.5.
With the above in mind, in order to make the two algorithms comparable we set the perturbed
algorithm as σ0 = 1, but the remaining parameters are as above. Because the variance here
is larger than the linear PDE we consider 100 realisations for each Monte Carlo level then
take the approximate 80% confidence intervals and the average is then based on these 80
realisations. Furthermore, because we are dealing with nonlinear terms we have a more complex
representation and need to establish a probability distribution for the type of event i.e. v2, (∂xv)2
etc. This is well understood in the case of the perturbation algorithm (see [HLOT+16]), however,
the variance of our unbiased algorithm seems to be highly dependent on how one chooses this
probability distribution.
Figure 13.2: Shows the error and estimates of the solution as a function of the number of Monte
Carlo simulations. The error corresponds to the approximate 80% confidence interval.
Figure 13.2 shows that yet again our unbiased algorithm provides a correction for the second
order term. While the perturbation algorithm converges to a different value. However, it is clear
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that the variance in our algorithm is much higher. One of the reasons for this is because of the
uncertainty in what events will be used for each realisation. Namely, for the linear PDE case,
there was no probability distribution over events and this allowed us to bound the variance. In
this more general case, more work would have to be done in order to bound the variance, and
from our numerical example the choice of probability distribution has a role to play here.
13.5 Technical Result: Swapping Differentiation with Integra-
tion
When deriving the PDE we swapped the operators ∂x with Ef . This essentially requires taking a
limit inside an integral, hence we show this is valid in this setting. A similar result was tackled in
[HLTT17, Lemma A2], although our proof follows similar ideas to the one presented there, our
version relaxes some of the conditions on the second derivative.
Lemma 13.5.1. Let Assumptions 13.2.2, 13.2.3 and 13.2.5 hold. Moreover let ψT1,X̄T1 , ∆b2ψ̃T2,X̄T2W13
and σ(θ1, T2)2ψ̃T2,X̄T2W23 be P-a.s. uniformly integrable, let ψ̃T1,X̄T1W12 and ψ̃T1,X̄T1W22 be P-a.s.
integrable (as defined in Theorem 13.2.7), and define the function
v̂(T1, X̄T1) := Ef [EW [ψT1,X̄T1 |FT1 ]|FT1 ] .
Then for i ∈ {1, 2},
∂ixv̂(T1, X̄T1) = Ef [∂ixEW [ψT1,X̄T1 |FT1 ]|FT1 ] P-a.s.
Proof. Technically, the results below are for random variables and hence should be viewed in the
a.s. sense, however, for ease of presentation we suppress writing a.s. at the end of each equation.
Let us start by noting that,







where NT (T1) = NT − NT1 . Observing that we can remove the time integral for the case
NT (T1) = 0, that is,
v̂(T1, X̄T1) = Ef [EW [1{NT (T1)=0}ψ
T1,X̄T1 + 1{NT (T1)≥1}ψ
T1,X̄T1 |FT1 ]|FT1 ] ,
and by integrability we have
Ef [EW [1{NT (T1)=0}ψ
T1,X̄T1 |FT1 ]|FT1 ] = EW [Ef [1{NT (T1)=0}ψ
T1,X̄T1 |FT1 ]|FT1 ]
= EW [g(X̄TNT+1)|FT1 ] .
Hence we only need to consider the case NT (T1) ≥ 1 hence T2 < T . To make the proof easier
we define the function ϕ for T1 < T2 < T and X̄T2 ∈ R as follows,
1
f(∆T2)
ϕT1,X̄T1 (T2, X̄T2) = E[1{NT (T1)≥1}ψ
T1,X̄T1 |FT2 ] .
Following the argument as in Theorem 13.2.10 one can conclude from our uniform integrability
assumption that for any T1 < T2 < T , ϕT1,X̄T1 (T2, X̄T2) is P-a.s. continuous in space i.e. w.r.t.
X̄T2 . Further for any fixed t < T1 < T2, ϕ is bounded in space. To see this one can observe for
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T2 < T ,



























Removing FT2 -measurable terms and noticing that the remaining terms are integrable and
∆bk−1 < C independent of X̄T2 , we have ϕ
T1,X̄T1 (T2, ·) is bounded in space, as required. Hence
we can consider the following bounded Lipschitz approximation to ϕ,
ϕ
T1,X̄T1
n (T2, x) := inf
y∈R
{
ϕT1,X̄T1 (T2, y) + n|x− y|
}
.
One can observe this approximation is both pointwise convergent and increasing in n. We
therefore work with this approximation and take the limit to complete the proof.
Let us consider differentiating w.r.t. x, and in order to make all steps clear let us explicitly

































where we are using the notation X̄εT2 to denote the SDE with initial condition perturbed by ε.
Dominated convergence theorem implies we can take the limit inside the expectation if we show
the “integrand” to be bounded. Using the Lipschitz assumption on ϕn, one has that,
|ϕT1,X̄T1+εn (T2, X̄εT2)− ϕ
T1,X̄T1
n (T2, X̄T2)| ≤ C|X̄εT2 − X̄T2 | .






≤ C , (13.5.1)



























Completing the proof for the first derivative requires showing one can take the limn→∞, however,
we suppress this here and concentrate on the second derivative. One can check this holds by
following the arguments presented in the case of the second derivative.
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where we have used our first derivative result and the fact that ϕn is a bounded Lipschitz
function to rewrite this derivative with a Malliavin weight. To bound this term one can apply




)2∣∣∣FT1] ≤ C .


























To complete the proof we need to also take the limn→∞, and have the expected values the
same. Firstly recall that ϕ is an upperbound for ϕn, hence the result follows from the monotone
convergence theorem (see [Wil91, Section 5.3]). Alternatively, one can use the upper bound and
uniform integrability results in Theorem 13.2.13 to take the limn→∞.
13.6 Conclusions and Outlook
We have demonstrated a stochastic algorithm capable of dealing with first order PDEs, where
originally such PDEs seemed beyond the reach of stochastic methods without approximation.
This has potentially large implications for numerics of such PDEs since stochastic algorithms can
easily be parallelised and scale favourable with dimension as argued in [BdRS17].
Future work focuses on the open questions left throughout this work. Namely assuming
conditions that allow to show a solution to the PDE via its estimator, i.e. lifting Assumption
13.2.3. Secondly constructing a representation with finite variance that can deal with the full
nonlinearities of the PDE, i.e. allowing for Burger’s type nonlinearities on the RHS of PDE terms
(13.2.1), or more generally fully nonlinear second order PDEs. Another interesting class related
to this is degenerate second order semilinear PDEs which are also out of reach of the current
theory. As mentioned there are multiple works being produced based on branching diffusions and
numerical results seem to suggest branching algorithms are capable of handling fully nonlinear
PDEs (see [War17]) although the theory is still under development. As branching diffusions
(and regime switching) are relatively new areas the full potential of the techniques are still to
be realised, consequently the somewhat restrictive assumptions in Chapter 12 can possibly be
weakened to bring them more in-line with BSDEs. If this is the case, then branching diffusion
can provide an extremely efficient (and potentially unbiased) high dimensional PDE solver.
With regard to finance the connection is straightforward, indeed many option pricing prob-
lems can be represented as a PDE and in particular if one has a basket option then these PDEs
are high dimensional. Of course one does not always need the PDE representation, however, it
is useful if one wishes to understand the surface of the solution. That is, stochastic representa-
tions are useful for solving at one single point and breaking the domain (as is done in PDD),
however, if one wants to know the solution over multiple times or spatial positions then using
the PDE representation is more efficient. Moreover, for much of the branching diffusion theory
(in particular the unbiased results) it is easier to understand converting between the original
182
expectation and the corresponding PDE. Related to this, one can also obtain the price of an Asian
option as the solution to a degenerate second order PDE, this further emphasises why stochastic
representations of PDEs are important in finance as well as many other fields.
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