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DEFORMATION OF OPERATOR ALGEBRAS BY BOREL COCYCLES
JYOTISHMAN BHOWMICK, SERGEY NESHVEYEV, AND AMANDIP SANGHA
Abstract. Assume that we are given a coaction δ of a locally compact group G on a C∗-algebra A
and a T-valued Borel 2-cocycle ω on G. Motivated by the approach of Kasprzak to Rieffel’s deforma-
tion we define a deformation Aω of A. Among other properties of Aω we show that Aω ⊗K(L
2(G))
is canonically isomorphic to A ⋊δ Gˆ ⋊δˆ,ω G. This, together with a slight extension of a result of
Echterhoff et al., implies that for groups satisfying the Baum-Connes conjecture the K-theory of Aω
remains invariant under homotopies of ω.
Introduction
Assume G is a discrete group and A = ⊕g∈GAg is a G-graded algebra. Given a C
∗-valued 2-
cocycle ω on G we can define a new product on A by the formula ag · ah = ω(g, h)agah for ag ∈ Ag
and ah ∈ Ah. Some of the well-known examples of C
∗-algebras, such as irrational rotation algebras
and, more generally, twisted group C∗-algebras or twisted crossed products, are operator algebraic
variants of this construction. Nevertheless the question what this construction means for a general
C∗-algebra A and a locally compact group G has no obvious answer. A natural replacement of a
G-grading is a coaction of G on A. But then the subspaces Ag are often trivial for non-discrete G
and it is not clear how to define the new product.
In [9] Rieffel succeeded in defining the product in the case G = Rd using oscillatory integrals. A
few years ago Kasprzak [4] proposed an alternative approach that works for any locally compact
group G and a continuous T-valued 2-cocycle ω. In fact, he considered only abelian groups and,
correspondingly, actions of Gˆ rather than coactions of G, but it is easy to see that his construction
makes sense for arbitrary G. It should also be mentioned that for discrete groups a different, but
equivalent, approach has been recently suggested by Yamashita [14]. Kasprzak’s idea is as follows.
Given a coaction δ of G on A, consider the dual action δˆ of G on A ⋊δ Gˆ. Using the cocycle ω we
can deform this action to a new action δˆω. Then by general results on crossed products it turns out
that A⋊δ Gˆ has another crossed product decomposition Aω ⋊δω Gˆ such that δˆ
ω becomes dual to δω .
The C∗-algebra Aω is the deformation of A we are looking for.
The goal of this note is to define Aω for arbitrary Borel cocycles ω. For abelian groups, restricting
to continuous cocycles is not a serious omission, essentially since Borel cocycles correspond to Borel
bicharacters and these are automatically continuous. But for general groups the class of continuous
cocycles is too small and the right class is that of Borel cocycles [6, 7]. Given a Borel cocycle ω,
there are no obvious reasons for the twisted dual action δˆω to be well-defined on A ⋊δ Gˆ. What
started this work is the observation that δˆω is well-defined for dual coactions. Since any coaction
is stably exterior equivalent to a dual coaction, and it is natural to expect that exterior equivalent
coactions produce strongly Morita equivalent deformations, this suggested that Aω could be defined
for arbitrary δ. In the end, though, we found it easier to relate Aω to twisted crossed products
rather than to use dual coactions. This simplifies proofs, but the fundamental reasons for why Aω
is well-defined become somewhat hidden.
Our deformed algebras Aω enjoy a number of expected properties. In particular, they come with
canonical coactions δω . However, the isomorphism A⋊δ Gˆ ∼= Aω ⋊δω Gˆ, which played an important
Date: July 11, 2012; minor corrections April 19, 2013.
Supported by the Research Council of Norway.
1
2 J. BHOWMICK, S. NESHVEYEV, AND A. SANGHA
role in [4] and [14], is no longer available for general cocycles. Instead we construct an explicit
isomorphism Aω ⊗K(L
2(G)) ∼= A⋊δ Gˆ⋊δˆ,ω G, which is equally well suited for studying Aω.
Let us finally say a few words about sources of examples of coactions. The easiest is, of course,
to take the dual coaction on a crossed product A = B ⋊α G. In this case the deformation produces
the twisted crossed product B ⋊α,ω G, as expected. But even if we start with dual coactions, we
can get new coactions by taking e.g. free products. Given a corepresentation of the dual quantum
group Gˆ, we can also consider infinite tensor products, as well as free Araki-Woods factors, see [12]
and references therein.
Acknowledgement. It is our pleasure to thank Pawe l Kasprzak and Makoto Yamashita for the
inspiring correspondence.
1. Actions, coactions and crossed products
In this preliminary section we fix our notation and list a number of facts that we will freely use
later.
Let G be a second countable locally compact group. Fix a left-invariant Haar measure on G.
Denote by λ and ρ the left and right regular representations on G. We will usually identify the
reduced group C∗-algebra C∗r (G) with its image under λ. Similarly, we will usually identify C0(G)
with the algebra of operators of multiplication by functions on L2(G). Denote by K the algebra of
compact operators on L2(G).
Denote by ∆: C0(G) → M(C0(G) ⊗ C0(G)) = Cb(G ×G) and ∆ˆ: C
∗
r (G) → M(C
∗
r (G) ⊗ C
∗
r (G))
the standard comultiplications, so
∆(f)(g, h) = f(gh), ∆ˆ(λg) = λg ⊗ λg.
Let W ∈M(C0(G)⊗ C
∗
r (G)) be the fundamental unitary, defined by
(Wξ)(s, t) = ξ(s, s−1t) for ξ ∈ L2(G×G).
In other words, if we identify M(C0(G) ⊗ C
∗
r (G)) with the algebra of bounded strictly continuous
maps G→M(C∗r (G)), then W (g) = λg. We have
W ∗(1⊗ f)W = ∆(f) for f ∈ C0(G),
W (λg ⊗ 1)W
∗ = ∆ˆ(λg) and W
∗(ρg ⊗ 1)W = ρg ⊗ λg for g ∈ G.
We will also use the unitary V = (ρ⊗ ι)(W21) ∈M(ρ(C
∗
r (G))⊗ C0(G)). We have
V (f ⊗ 1)V ∗ = ∆(f) for f ∈ C0(G),
V ∗(1⊗ ρg)V = ρg ⊗ ρg and V (1⊗ λg)V
∗ = ρg ⊗ λg for g ∈ G.
Assume now that α : G→ Aut(B) is a (continuous) action of G on a C∗-algebra B. We consider α
as a homomorphism α : B → M(B ⊗ C0(G)), so that α(b)(g) = αg(b). Then (α ⊗ ι)α = (ι ⊗∆)α.
We define the reduced crossed product B ⋊α G by
B ⋊α G = α(B)(1⊗ ρ(C∗r (G))) ⊂M(B ⊗K).
This is equivalent to the standard definition. Since we consider only reduced crossed products
in this paper, we omit r in the notation.
By a coaction of G on a C∗-algebra A we mean a non-degenerate injective homomorphism δ : A→
M(A ⊗ C∗r (G)) such that (δ ⊗ ι)δ = (ι ⊗ ∆ˆ)δ and the space δ(A)(1 ⊗ C
∗
r (G)) is a dense subspace
of A⊗ C∗r (G). The crossed product is then defined by
A⋊δ Gˆ = δ(A)(1 ⊗C0(G)) ⊂M(A⊗K).
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The algebra A⋊δ Gˆ is equipped with the dual action δˆ of G defined by δˆg = Ad(1⊗ ρg). Thinking
of δˆ as a homomorphism A⋊δ Gˆ→M((A⋊δ Gˆ)⊗ C0(G)), we have
δˆ(δ(a)) = δ(a) ⊗ 1, δˆ(1⊗ f) = 1⊗∆(f).
It follows that
δˆ(x) = V23(x⊗ 1)V
∗
23 for x ∈ A⋊δ Gˆ ⊂M(A⊗K).
Similarly, starting with an action α of G on B we get a dual coaction αˆ of G on B⋊αG such that
αˆ(α(b)) = α(b) ⊗ 1, αˆ(1⊗ ρg) = 1⊗ ρg ⊗ λg.
Therefore
αˆ(x) =W ∗23(x⊗ 1)W23 for x ∈ B ⋊α G ⊂M(B ⊗K).
A 1-cocycle for an action α of G on B is a strictly continuous family U = {ug}g∈G of unitaries
in M(B) such that ugh = ugαg(uh). Given such a cocycle, we can define a new action αU of G on B
by αU,g = ugαg(·)u
∗
g. The actions α and αU are called exterior equivalent. We have an isomorphism
B ⋊α G ∼= B ⋊αU G respecting the dual coactions, defined by
α(b) 7→ αU (b), 1⊗ ρg 7→ αU (u
∗
g)(1 ⊗ ρg).
If we think of U as an element of M(B⊗C0(G)), then this isomorphism is implemented by the inner
automorphism AdU of M(B ⊗K).
Similarly, a 1-cocycle for a coaction δ of G on A is a unitary U ∈ M(A ⊗ C∗r (G)) such that
(ι⊗ ∆ˆ)(U) = (U ⊗ 1)(δ ⊗ ι)(U). Given such a cocycle, we can define a new coaction δU by δU (a) =
Uδ(a)U∗. The coactions δ and δU are called exterior equivalent. The inner automorphism AdU
of M(A ⊗K) defines an isomorphism of A ⋊δ Gˆ onto A ⋊δU Gˆ respecting the dual actions, see [5,
Theorem 2.9].
In particular, given a coaction δ of G on A we can consider the coaction a⊗T 7→ δ(a)13(1⊗T ⊗1)
of G on A ⊗K, then take the 1-cocycle 1 ⊗W ∗ for this coaction (the cocycle identity means that
(ι ⊗ ∆ˆ)(W ) = W13W12) and get a new coaction on A ⊗ K. In order to lighten the notation we
will denote this new coaction by δW ∗ . Then the Takesaki-Takai(-Katayama-Baaj-Skandalis) duality
states that
(A⋊δ Gˆ⋊δˆ G,
ˆˆ
δ) ∼= (A⊗K, δW ∗).
Explicitly, the isomorphism is given by
δˆ(δ(a)) = δ(a) ⊗ 1 7→ δ(a), δˆ(1⊗ f) = 1⊗∆(f) 7→ 1⊗ f, 1⊗ 1⊗ ρg 7→ 1⊗ ρg.
If we identify A⊗K with δ(A) ⊗K ⊂M(A⊗K ⊗K), then this isomorphism is simply AdW23.
We finish this section by discussing how to recover A from A⋊δ Gˆ for a coaction δ. Consider the
homomorphism
η : A⋊δ Gˆ→M((A⋊δ Gˆ)⊗K) ⊂M(A⊗K ⊗K)
defined by η(x) =W23δˆ(x)W
∗
23. In other words, η is the composition of δˆ : A⋊δ Gˆ→M(A⋊δ Gˆ⋊δˆG)
with the Takesaki-Takai duality isomorphism A⋊δ Gˆ⋊δˆ G
∼= δ(A) ⊗K. Explicitly,
η(δ(a)) = (δ ⊗ ι)δ(a), η(1 ⊗ f) = 1⊗ f ∈M((A⋊δ Gˆ)⊗K)
From this we see that δ(A) ⊂M(A⋊δ Gˆ) is the closed linear span of elements of the form (ι⊗ϕ)η(x)
with x ∈ A⋊δ Gˆ and ϕ ∈ K
∗.
More generally, assume we are given an action α of G on a C∗-algebra B and a nondegenerate
homomorphism π : C0(G) → M(B) such that α(π(f)) = (π ⊗ ι)∆(f). Put X = (π ⊗ ι)(W ) and
consider the homomorphism
η : B →M(B ⊗K), η(x) = Xα(x)X∗.
Then by a Landstad-type result of Quigg [11, Theorem 3.3] and, more generally, Vaes [13, Theo-
rem 6.7], the closed linear span A ⊂ M(B) of elements of the form (ι ⊗ ϕ)η(x), with x ∈ B and
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ϕ ∈ K∗, is a C∗-algebra, the formula δ(a) = X(a⊗1)X∗ defines a coaction of G on A, and η becomes
an isomorphism B ∼= A⋊δ Gˆ that intertwines α with δˆ.
2. Deformation of algebras
Denote by Z2(G;T) the set of T-valued Borel 2-cocycles on G, so ω ∈ Z2(G;T) is a Borel function
G×G→ T such that
ω(g, h)ω(gh, k) = ω(g, hk)ω(h, k).
For every cocycle ω consider also the cocycles ω˜ and ω¯ defined by
ω˜(g, h) = ω(h−1, g−1) and ω¯(g, h) = ω(g, h).
Define operators λωg and ρ
ω˜
g on L
2(G) by ∗
λωg = ω˜(g
−1, ·)λg, ρ
ω˜
g = ω˜(·, g)ρg .
Then
λωg λ
ω
h = ω(g, h)λ
ω
gh, ρ
ω˜
g ρ
ω˜
h = ω˜(g, h)ρ
ω˜
gh and [λ
ω
g , ρ
ω˜
h ] = 0 for all g, h ∈ G.
Fix now a cocycle ω ∈ Z2(G;T) and consider a coaction δ of G on a C∗-algebra A. Assume first
that the cocycle ω is continuous. In this case the functions ω˜(·, g) belong to the multiplier algebra
of C0(G), so we can define a new twisted dual action δˆ
ω on A⋊δ Gˆ by letting δˆ
ω
g = Ad(1⊗ ρ
ω˜
g ). In
other words, if we consider ω˜ as a multiplier of C0(G) ⊗ C0(G), then
δˆω(x) = ω˜23δˆ(x)ω˜
∗
23 = ω˜23V23(x⊗ 1)V
∗
23ω˜
∗
23 ∈M(A⊗K ⊗K).
For f ∈ C0(G) we obviously have δˆ
ω(1 ⊗ f) = δˆ(1 ⊗ f) = 1 ⊗∆(f). By the Landstad-type duality
result of Quigg and Vaes it follows that δˆω is the dual action on a crossed product Aω ⋊δω Gˆ for
some C∗-subalgebra Aω ⊂M(A ⋊δ Gˆ) ⊂M(A⊗K) and a coaction δ
ω of G, and this subalgebra is
defined using slice maps applied to the image of A⋊δ Gˆ under the homomorphism
ηω : A⋊δ Gˆ→M(A⊗K ⊗K), η
ω(x) =W23ω˜23δˆ(x)ω˜
∗
23W
∗
23.
If the cocycle ω is only assumed to be Borel, it is not clear whether the action δˆω is well-defined.
Nevertheless, the homomorphism ηω : A ⋊δ G → M(A ⊗ K ⊗ K) defined above still makes sense.
Therefore we can give the following definition.
Definition 2.1. The ω-deformation of a C∗-algebra A equipped with a coaction δ of G is the
C∗-subalgebra Aω ⊂M(A⊗K) generated by all elements of the form
(ι⊗ ι⊗ ϕ)ηωδ(a) = (ι⊗ ι⊗ ϕ)Ad(W23ω˜23)(δ(a) ⊗ 1),
where a ∈ A and ϕ ∈ K∗.
In case we want to stress that the deformation is defined using the coaction δ, we will write Aδ,ω
instead of Aω.
Note that if we considered elements of the form (ι ⊗ ι ⊗ ϕ)ηω(x) for all x ∈ A ⋊δ Gˆ, this would
not change the algebra Aω, since η
ω(1⊗ f) = 1⊗ 1⊗ f .
In order to get an idea about the structure of Aω consider the C
∗-algebra C∗r (G,ω) generated by
operators of the form
λωf =
∫
G
f(g)λωg dg, f ∈ L
1(G).
∗The operators λωg and ρ
ω˜
g are more commonly defined by λ
ω
g = λgω(g, ·) = ω(g, g
−1
·)λg and ρ
ω˜
g = ρgω(·, g
−1) =
ω(·g, g−1)ρg. With our definition some of the formulas will look better. If the cocycle ω satisfies ω(g, e) = ω(e, g) =
ω(g, g−1) = 1 for all g ∈ G, then the two definitions coincide, that is to say ω(h−1, g) = ω(g, g−1h), which follows by
applying the cocycle identity for ω to the triple (h−1, g, g−1h). Any cocycle is cohomologous to a cocycle satisfying
the above normalization conditions, so in principle we could consider only such cocycles.
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When necessary we denote by λω the identity representation of C∗r (G,ω) on L
2(G). A simple
computation shows that
Wω˜(λg ⊗ 1)ω˜
∗W ∗ = λωg ⊗ λ
ω¯
g . (2.1)
The map g 7→ λωg ⊗ λ
ω¯
g therefore defines a representation of G on L
2(G×G) that is quasi-equivalent
to the regular representation, so it defines a representation of C∗r (G). Denote this representation
by λω ⊠ λω¯. We can then write
ηωδ(a) = (ι⊗ (λω ⊠ λω¯))δ(a) for a ∈ A.
Since the image of C∗r (G) under λ
ω
⊠λω¯ is contained inM(C∗r (G,ω)⊗C
∗
r (G, ω¯)), we see in particular
that Aω ⊂M(A⊗ C
∗
r (G,ω)).
Example 2.2. Assume the groupG is discrete. Denote by Ag ⊂ A the spectral subspace corresponding
to g ∈ G, so Ag consists of all elements a ∈ A such that δ(a) = a⊗ λg. The spaces Ag, g ∈ G, span
a dense ∗-subalgebra A ⊂ A. By (2.1), if a ∈ Ag then η
ωδ(a) = a⊗λωg ⊗λ
ω¯
g . Thus the linear span of
elements (ι ⊗ ι⊗ ϕ)ηωδ(a), with a ∈ A and ϕ ∈ K∗, coincides with the linear span Aω of elements
a ⊗ λωg , with a ∈ Ag and g ∈ G. The space Aω is already a ∗-algebra and Aω is the closure of Aω
in A ⊗ C∗r (G,ω). In particular, we see that for discrete groups our definition of ω-deformation is
equivalent to that of Yamashita, see [14, Proposition 2]. ♦
The following theorem is the first principal result of this section.
Theorem 2.3. The C∗-algebra Aω ⊂M(A⊗K) coincides with the norm closure of the linear span
of elements of the form (ι⊗ ι⊗ ϕ)ηωδ(a), where a ∈ A and ϕ ∈ K∗.
While proving this theorem we will simultaneously obtain a description of Aω ⊗K. We need to
introduce more notation in order to formulate the result.
In addition to λω we have another equivalent representation ρω of C∗r (G,ω) on L
2(G) that maps
λωg ∈M(C
∗
r (G,ω)) into ρ
ω
g .
Given an action α of G on a C∗-algebra B, the reduced twisted crossed product is defined by
B ⋊α,ω G = α(B)(1 ⊗ ρω(C∗r (G,ω))) ⊂M(B ⊗K).
The reduced twisted crossed product has a dual coaction, which we again denote by αˆ, defined by
αˆ(x) =W ∗23(x⊗ 1)W23, so αˆ(α(b)) = α(b)⊗ 1, αˆ(1⊗ ρ
ω
g ) = 1⊗ ρ
ω
g ⊗ λg.
The last ingredient that we need is the well-known fact that the cocycles ω˜ and ω¯ are cohomologous.
Explicitly,
ω˜(g, h) = ω¯(g, h)v(g)v(h)v(gh)−1 , where v(g) = ω(g−1, g)ω(e, e).
This follows from the cocycle identities
ω(h−1, g−1)ω(h−1g−1, gh) = ω(h−1, h)ω(g−1, gh), ω(g−1, gh)ω(g, h) = ω(g−1, g)ω(e, h);
recall also that ω(e, h) = ω(e, e) for all h, which follows from the cocycle identity applied to (e, e, h).
We can now formulate our second principal result.
Theorem 2.4. Put u(g) = ω(g−1, g)ω(e, e). Then the map
Ad((1 ⊗Wω˜)(1⊗ 1⊗ u)) : A⋊δ Gˆ⋊δˆ,ω G→M(A⊗K ⊗K)
defines an isomorphism A⋊δ Gˆ⋊δˆ,ω G
∼= Aω ⊗K.
For discrete groups the fact that the C∗-algebras Aω and A ⋊δ Gˆ ⋊δˆ,ω G are strongly Morita
equivalent was observed by Yamashita [14, Corollary 15].
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Proof of Theorems 2.3 and 2.4. Denote by θ the map in the formulation of Theorem 2.4. In order
to compute its image, observe first that since ¯˜ω(h, g) = ω(h, g)u(h)u(g)u(hg)−1 , we have
uρωg u
∗ = u(g)ρ
¯˜ω
g .
Next, it is straightforward to check that Wω˜ commutes with 1⊗ ρ
¯˜ω
g . We thus see that θ acts as
δ(a) ⊗ 1 7→ ηωδ(a), 1⊗∆(f) 7→ 1⊗ 1⊗ f, 1⊗ 1⊗ ρωg 7→ 1⊗ 1⊗ uρ
ω
g u
∗.
In particular, we see that the image of the C∗-subalgebra
(1⊗∆(C0(G)))(1 ⊗ 1⊗ ρω(C∗r (G,ω)))
∼= C0(G)⋊Adρ,ω G
of M(A⋊δ Gˆ⋊δˆ,ω G) is
1⊗ 1⊗ uC0(G)C∗r (G,ω)u
∗ = 1⊗ 1⊗K.
Therefore 1⊗ 1⊗K is a nondegenerate C∗-subalgebra of M(θ(A⋊δ Gˆ⋊δˆ,ω G)) ⊂M(A ⊗K ⊗K).
It follows that there exists a uniquely defined C∗-subalgebra A1 ⊂M(A⊗K) such that
θ(A⋊δ Gˆ⋊δˆ,ω G) = A1 ⊗K.
By definition of crossed products and the above computation of θ we then have
A1 ⊗K = ηωδ(A)(1 ⊗ 1⊗K).
Applying the slice maps ι ⊗ ι ⊗ ϕ we conclude that the closed linear span of elements of the form
(ι⊗ ι⊗ ϕ)ηωδ(a) coincides with the C∗-algebra A1. This finishes the proof of both theorems. 
Theorem 2.4 essentially reduces the study of ω-deformations to that of (twisted) crossed prod-
ucts. As a simple illustration let us prove the following result that refines and generalizes [14,
Proposition 14].
Proposition 2.5. Assume we are given two exterior equivalent coactions δ and δX of G on a C
∗-
algebra A. Then Aδ,ω ⊗K ∼= AδX ,ω ⊗K.
Proof. Since δ and δX are exterior equivalent, we have (A ⋊δ Gˆ, δˆ) ∼= (A ⋊δX Gˆ, δˆX), and hence
A⋊δ Gˆ⋊δˆ,ω G
∼= A⋊δX Gˆ⋊δˆX ,ω G. 
Note that for continuous cocycles this result is also a consequence of the following useful fact
combined with the Takesaki-Takai duality.
Proposition 2.6. If the cocycle ω is continuous, then any two exterior equivalent coactions have
exterior equivalent twisted dual actions. More precisely, assume X ∈ M(A ⊗ C∗r (G)) is a 1-cocycle
for a coaction δ of G on A. Then the element U = X12ω˜23X
∗
12ω˜
∗
23 ∈M(A⊗K⊗C0(G)) is a 1-cocycle
for the action δˆωX of G on A⋊δX Gˆ, and the isomorphism AdX : A⋊δ Gˆ→ A⋊δX Gˆ intertwines δˆ
ω
with (δˆωX)U .
Proof. Denote by Ψ the isomorphism AdX : A⋊δ Gˆ→ A⋊δX Gˆ and put
Y = 1⊗ ω˜ ∈M(1⊗ C0(G) ⊗ C0(G)) ⊂M((A⋊δ Gˆ)⊗ C0(G)) ∩M((A⋊δX Gˆ)⊗ C0(G)).
Then U = (Ψ ⊗ ι)(Y )Y ∗ ∈ M((A ⋊δX Gˆ) ⊗ C0(G)). In order to show that U is a 1-cocycle for δˆ
ω
X ,
observe first that
(Y ⊗ 1)(δˆX ⊗ ι)(Y ) = (ι⊗ ι⊗∆)(Y )ω˜34, (2.2)
which is simply the cocycle identity for ω˜. We also have the same identity for δˆ. Furthermore,
since Ψ intertwines δˆ with δˆX , we also get
((Ψ⊗ ι)(Y )⊗ 1)(δˆX ⊗ ι)(Ψ ⊗ ι)(Y ) = (ι⊗ ι⊗∆)(Ψ⊗ ι)(Y )ω˜34.
Multiplying this identity by the adjoint of (2.2) we obtain
((Ψ ⊗ ι)(Y )⊗ 1)(δˆX ⊗ ι)(U)(Y
∗ ⊗ 1) = (ι⊗ ι⊗∆)(U).
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Since δˆωX = Y δˆX(·)Y
∗, this is exactly the cocycle identity
(U ⊗ 1)(δˆX ⊗ ι)(U) = (ι⊗ ι⊗∆)(U).
Since δˆω = Y δˆ(·)Y ∗, δˆωX = Y δˆX(·)Y
∗ and Ψ intertwines δˆ with δˆX , we immediately see that Ψ
intertwines δˆω with (Ψ⊗ ι)(Y )δˆX(·)(Ψ ⊗ ι)(Y )
∗ = UδˆωX(·)U
∗. 
We finish the section with the following simple observation.
Proposition 2.7. Assume ω1, ω2 ∈ Z
2(G;T) are cohomologous cocycles. Then Aω1
∼= Aω2 .
Proof. By assumption there exists a Borel function v : G→ T such that
ω˜1(g, h) = ω˜2(g, h)v(g)v(h)v(gh)
−1 ,
that is, ω˜1 = ω˜2(v ⊗ v)∆(v)
∗. Note that then λω1g = v(g
−1)vλω2g v
∗. Using that W∆(v)W ∗ = 1 ⊗ v
and that W commutes with v ⊗ 1, for any operator x on L2(G) we get
Wω˜1(x⊗ 1)ω˜
∗
1W
∗ = (v ⊗ v∗)Wω˜2(x⊗ 1)ω˜
∗
2W
∗(v∗ ⊗ v).
This shows that
ηω1 = Ad(1⊗ v ⊗ v∗)ηω2 ,
which in turn gives Aω1 = Ad(1⊗ v)(Aω2). 
3. Canonical and dual coactions
By the Landstad-type result of Quigg and Vaes the twisted dual action δˆω, when it is defined, is
dual to some coaction. The action δˆω is apparently not always well-defined on A⋊δ Gˆ. Nevertheless
the new coaction on Aω always makes sense.
Theorem 3.1. For any cocycle ω ∈ Z2(G;T) and a coaction δ of G on a C∗-algebra A we have:
(i) the formula δω(x) =W23(x⊗ 1)W
∗
23 defines a coaction of G on Aω;
(ii) if the twisted dual action δˆω is well-defined on A ⋊δ G, then A ⋊δ Gˆ = Aω(1⊗ C0(G)) and the
map ηω : A⋊δ Gˆ→M(A⊗K ⊗K) gives an isomorphism A⋊δ Gˆ ∼= Aω ⋊δω Gˆ that intertwines the
twisted dual action δˆω on A⋊δ Gˆ with the dual action to δ
ω on Aω ⋊δω Gˆ.
Proof. (i) We repeat the computations of Vaes in the proof [13, Theorem 6.7]. Since
W13W12 = (ι⊗ ∆ˆ)(W ) =W23W12W
∗
23,
for x = (ι⊗ ι⊗ ϕ)ηω(y), y ∈ A⋊δ Gˆ, we have
δω(x) = (ι⊗ ι⊗ ϕ⊗ ι)(W24(η
ω(y)⊗ 1)W ∗24)
= (ι⊗ ι⊗ ϕ⊗ ι)(W24W23ω˜23(δˆ(y)⊗ 1)ω˜
∗
23W
∗
23W
∗
24)
= (ι⊗ ι⊗ ϕ⊗ ι)(W34W23W
∗
34ω˜23(δˆ(y)⊗ 1)ω˜
∗
23W34W
∗
23W
∗
34)
= (ι⊗ ι⊗ ϕ⊗ ι)(W34(η
ω(y)⊗ 1)W ∗34).
From this one can easily see that the closure of δω(Aω)(1⊗ 1⊗C
∗
r (G)) coincides with Aω ⊗C
∗
r (G),
because (K ⊗ 1)W (1⊗ C∗r (G)) = K⊗C
∗
r (G) andW
∗(K⊗C∗r (G)) = K⊗C
∗
r (G). Since 1⊗W is a 1-
cocycle for the trivial coaction on A⊗K (so (ι⊗∆ˆ)(W ) =W12W13), the identity (ι⊗∆ˆ)δ
ω = (δω⊗ι)δω
follows.
(ii) This is [13, Theorem 6.7] applied to the action δˆω. 
The twisted dual action is well-defined for continuous cocycles, but as the following result shows
it can also be well-defined even if the cocycle is only Borel.
Proposition 3.2. If δ is a dual coaction, then the twisted dual action δˆω of G on A ⋊δ Gˆ is well-
defined for any ω ∈ Z2(G;T).
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Proof. By assumption we have A = B⋊αG and δ = αˆ for some B and α. Then A⋊δ Gˆ = B⋊αG⋊αˆGˆ
is the closure of
(α(B)⊗ 1)(1 ⊗ (ρ⊗ λ)∆ˆ(C∗r (G)))(1 ⊗ 1⊗ C0(G)) ⊂M(B ⊗K ⊗K).
We have to check that the inner automorphisms Ad(1⊗ 1⊗ ρω˜g ) of B⊗K ⊗K define a (continuous)
action of G on this closure. Since these automorphisms act trivially on α(B) ⊗ 1, we just have to
check that the automorphisms Ad(1⊗ ρω˜g ) of K ⊗K define an action on the C
∗-algebra
(ρ⊗ λ)∆ˆ(C∗r (G))(1 ⊗ C0(G))
∼= C∗r (G)⋊ Gˆ.
The operator V commutes with 1⊗ ω˜(·, g), and AdV ∗ maps the above algebra onto 1 ⊗K. Hence
Ad(1⊗ω˜(·, g)), and therefore also Ad(1⊗ρω˜g ), is a well-defined automorphism of that algebra. Finally,
the continuity of the action holds, since any Borel homomorphism of G into a Polish group, such as
the group Aut(K), is automatically continuous. 
For dual coactions it is, however, straightforward to describe the deformed algebra, see [14, Ex-
ample 8] for the discrete group case. In order to formulate the result, define a unitary W ω on
L2(G×G) by
(W ωξ)(g, h) = ω˜(g−1, h)ξ(g, g−1h).
In other words, if we let W ∗(G,ω) = C∗r (G,ω)
′′, then W ω ∈ L∞(G)⊗¯W ∗(G,ω) = L∞(G;W ∗(G,ω))
and W ω(g) = λωg .
Proposition 3.3. Assume α is an action of G on a C∗-algebra B. Consider the dual coaction δ on
A = B ⋊α G. Then for any ω ∈ Z
2(G;T) the map
B ⋊α,ω G 7→M(B ⊗K ⊗K), x 7→ W
ω∗
23 (x⊗ 1)W
ω
23,
defines an isomorphism (B ⋊α,ω G, αˆ) ∼= (Aω, δ
ω).
Proof. First of all observe that by (2.1) we have
ηω(δ(1 ⊗ ρg)) = 1⊗ ρg ⊗ λ
ω
g ⊗ λ
ω¯
g .
This implies that Aω is the closed linear span of elements of the form
(δ(b) ⊗ 1)
∫
G
f(g)(1⊗ ρg ⊗ λ
ω
g )dg,
where b ∈ B and f ∈ L1(G). Using the easily verifiable identity
W ω∗(ρωg ⊗ 1)W
ω = ρg ⊗ λ
ω
g ,
we get the required isomorphism
α(B)(1⊗ ρω(C∗r (G,ω)))→ Aω, x 7→ W
ω∗
23 (x⊗ 1)W
ω
23.
In order to see that this isomorphism respects the coactions, we just have to check that
δω(1 ⊗ ρg ⊗ λ
ω
g ) = 1⊗ ρg ⊗ λ
ω
g ⊗ λg,
that is, W (λωg ⊗ 1)W
∗ = λωg ⊗ λg. But this follows immediately from W (λg ⊗ 1)W
∗ = λg ⊗ λg,
since λωg is λg multiplied by a function that automatically commutes with the first leg of W . 
Consider now an arbitrary coaction δ of G on a C∗-algebra A and choose two cocycles ω, ν ∈
Z2(G;T). Using the coaction δω on Aω we can define the ν-deformation (Aω)ν of Aω.
Proposition 3.4. The map
Aων →M(A⊗K ⊗K), x 7→W23ν˜
∗
23(x⊗ 1)ν˜23W
∗
23,
defines an isomorphism Aων ∼= (Aω)ν . In particular, the map η
ωδ : A→M(A⊗K ⊗K) defines an
isomorphism A ∼= (Aω)ω¯.
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Proof. For a ∈ A and ϕ ∈ K∗ consider the element
x = (ι⊗ ι⊗ ϕ)ηωδ(a) = (ι⊗ ι⊗ ϕ)(ι ⊗ (λω ⊠ λω¯))δ(a) ∈ Aω.
Recall that λω ⊠ λω¯ denotes the representation of C∗r (G) defined by λg 7→ λ
ω
g ⊗ λ
ω¯
g . Then
δω(x) =W23(x⊗ 1)W
∗
23 = (ι⊗ ι⊗ ϕ⊗ ι)(W24((ι⊗ (λ
ω
⊠ λω¯))δ(a) ⊗ 1)W ∗24).
Since W (λωg ⊗ 1)W
∗ = λωg ⊗ λg, as was already used in the proof of the previous proposition, the
above identity can be written as
δω(x) = (ι⊗ ι⊗ ϕ⊗ ι)(ι⊗ ((λω ⊠ λω¯)⊠ λ))δ(a).
It follows that
ηνδω(x) = (ι⊗ ι⊗ ϕ⊗ ι⊗ ι)(ι⊗ ((λω ⊠ λω¯)⊠ (λν ⊠ λν¯)))δ(a).
Therefore (Aω)ν is the closed linear span of elements of the form
(ι⊗ ι⊗ ϕ⊗ ι⊗ ψ)(ι ⊗ ((λω ⊠ λω¯)⊠ (λν ⊠ λν¯)))δ(a),
where a ∈ A and ϕ,ψ ∈ K∗.
Observe next that
Wν˜∗(λωνg ⊗ 1)ν˜W
∗ = λωg ⊗ λ
ν
g ,
which is simply identity (2.1) for the cocycle ν¯ multiplied on the left by ω˜(g−1, ·)ν˜(g−1, ·) ⊗ 1. It
follows that the unitary
Σ23(ν˜W
∗ ⊗ ν˜∗W ∗)Σ23 on L
2(G)⊗4,
where Σ is the flip, intertwines the representation (λω ⊠ λω¯) ⊠ (λν ⊠ λν¯) of C∗r (G) with the repre-
sentation (λων ⊠ λω¯ν¯)⊗ 1⊗ 1. Furthermore, for any y ∈ C∗r (G) we have
(Ad ν˜W ∗)(ι⊗ ϕ⊗ ι⊗ ψ)((λω ⊠ λω¯)⊠ (λν ⊠ λν¯))(y) = ̟24((λ
ων
⊠ λω¯ν¯)(y)⊗ 1⊗ 1),
where ̟ = (ϕ⊗ ψ)(AdWν˜) ∈ (K ⊗K)∗. Therefore for any a ∈ A we get
(Ad ν˜23W
∗
23)(ι ⊗ ι⊗ ϕ⊗ ι⊗ ψ)(ι⊗ ((λ
ω
⊠ λω¯)⊠ (λν ⊠ λν¯)))δ(a) = ̟35(η
ωνδ(a) ⊗ 1⊗ 1).
This shows that Ad(ν˜23W
∗
23) maps the algebra (Aω)ν onto Aων ⊗ 1, which proves the first part of
the proposition. Then the second part also follows, since the deformation of A by the trivial cocycle
is equal to δ(A). 
4. K-theory
We say that two cocycles ω0, ω1 ∈ Z
2(G;T) are homotopic if there exists a C([0, 1];T)-valued
Borel 2-cocycle Ω on G such that ωi = Ω(·, ·)(i) for i = 0, 1. Our goal is to show that under certain
assumptions on G the deformed algebras Aω0 and Aω1 have isomorphicK-theory. For this we will use
the following slight generalization of invariance under homotopy of cocycles of K-theory of reduced
twisted group C∗-algebras, proved in [1].
Theorem 4.1. Assume G satisfies the Baum-Connes conjecture with coefficients. Then for any
action α of G on a C∗-algebra B and any two homotopic cocycles ω0, ω1 ∈ Z
2(G;T), for the corre-
sponding reduced twisted crossed products we have K∗(B ⋊α,ω0 G)
∼= K∗(B ⋊α,ω1 G).
The proof follows the same lines as that of [1, Theorem 1.9]. The starting point is the isomorphism
K ⊗ (B ⋊α,ω G) ∼= (K ⊗B)⋊Ad ρω¯⊗α G, x 7→ ω
∗
13V13xV
∗
13ω13,
which maps ρω¯g ⊗ 1 ⊗ ρ
ω
g into 1 ⊗ 1 ⊗ ρg. This is a particular case of the Packer-Raeburn stabi-
lization trick, see [8, Section 3]. Therefore instead of twisted crossed products we can consider
(K ⊗B)⋊Ad ρω¯⊗α G.
Now, given a homotopy Ω of cocycles, consider the action Ad ρΩ¯ of G on C[0, 1]⊗K defined, upon
identifying C[0, 1]⊗K with C([0, 1];K), by (Ad ρΩ¯g )(f)(t) = (Ad ρ
ω¯t
g )(f(t)), where ωt = Ω(·, ·)(t).
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Lemma 4.2 (cf. Proposition 1.5 in [1]). For any compact subgroup H ⊂ G and any t ∈ [0, 1], the
restrictions of the actions Ad ρΩ¯ and id⊗Ad ρω¯t to H are exterior equivalent.
Note that this is easy to see for homotopies of the form ωt = ω0e
itc usually considered in applica-
tions, where c is an R-valued Borel 2-cocycle. Indeed, by [6, Theorem 2.3] the second cohomology
of a compact group with coefficients in R is trivial, so there exists a Borel function b : H → R such
that c(h′, h) = b(h′) + b(h)− b(h′h). Extend b to a function on G as follows. Choose a Borel section
s : G/H → G of the quotient map G→ G/H, g 7→ g˙, such that s(e˙) = e. Then put
b(g) = b(s(g˙)−1g)− c(s(g˙), s(g˙)−1g) + b(e).
A simple computation shows that c(g, h) = b(g) + b(h) − b(gh) for all g ∈ G and h ∈ H. Then
the unitaries uh ∈ M(C[0, 1] ⊗ K) defined by uh(t) = e
it(b−b(·h)) form a 1-cocycle for the action
(Ad ρΩ¯)|H such that Ad(uhρ
Ω¯
h ) = id⊗Ad ρ
ω¯0
h .
Proof of Theorem 4.1. For every t ∈ [0, 1] consider the evaluation map evt : C[0, 1]⊗K⊗B → K⊗B.
It is G-equivariant with respect to the action Ad ρΩ¯ ⊗ α of G on C[0, 1] ⊗ K ⊗ B and the action
Ad ρω¯t ⊗ α of G on K ⊗B. We claim that it induces an isomorphism
(evt⋊G)∗ : K∗((C[0, 1] ⊗K ⊗B)⋊Ad ρΩ¯⊗α G)→ K∗((K ⊗B)⋊Ad ρω¯t⊗α G).
By [1, Proposition 1.6] in order to show this it suffices to check that for every compact subgroup H
of G the map evt induces an isomorphism
(evt⋊H)∗ : K∗((C[0, 1] ⊗K ⊗B)⋊Ad ρΩ¯⊗α H)→ K∗((K ⊗B)⋊Ad ρω¯t⊗α H).
By Lemma 4.2 the action Ad ρΩ¯ ⊗ α of H on C[0, 1] ⊗ K ⊗ B is exterior equivalent to the action
id⊗Ad ρω¯t ⊗ α, so that
(C[0, 1] ⊗K ⊗B)⋊Ad ρΩ¯⊗α H
∼= C[0, 1] ⊗ ((K ⊗B)⋊Ad ρω¯t⊗α H).
If the cocycle U = {uh}h∈H defining the exterior equivalence is chosen such that uh(t) = 1 for
all h ∈ H, then the corresponding homomorphism
C[0, 1]⊗ ((K ⊗B)⋊Adρω¯t⊗α H)→ (K ⊗B)⋊Adρω¯t⊗α H
is simply the evaluation at t. Obviously, it defines an isomorphism in K-theory. 
Combining Theorems 2.4 and 4.1 we get the following result that generalizes several earlier results
in the literature [10, 14].
Corollary 4.3. Assume G satisfies the Baum-Connes conjecture with coefficients. Then for any
coaction δ of G on a C∗-algebra A and any two homotopic cocycles ω0, ω1 ∈ Z
2(G;T), we have an
isomorphism K∗(Aω0)
∼= K∗(Aω1).
We finish by noting that for some groups it is possible to prove a stronger result. For example,
generalizing Rieffel’s result for Rd [10] we have the following.
Proposition 4.4. If G is a simply connected solvable Lie group, then for any coaction δ of G on a
C∗-algebra A and any cocycle ω ∈ Z2(G;T) we have K∗(Aω) ∼= K∗(A).
Proof. By the stabilization trick and Connes’ Thom isomorphism we have Ki(A ⋊δ Gˆ ⋊δˆ,ω G)
∼=
Ki+dimG(A⋊δ Gˆ) ∼= Ki(A⋊δ Gˆ⋊δˆ G)
∼= Ki(A). 
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Appendix A. Rieffel’s deformation
It was stated by Kasprzak [4] that for G = Rd his approach to deformation, which our construction
extends, is equivalent to that of Rieffel [9], but no proof of this was given. A sketch of a possible
proof was then proposed by Hannabuss and Mathai [2], but in our opinion it is not easy to obtain
a complete proof following the suggested strategy. The goal of this appendix is to give a different
rigorous proof using completely positive maps constructed by Kaschek, Neumaier and Waldmann [3].
We will use the conventions in [3] that are slightly different from those of Rieffel. Assume V is a
2n-dimensional Euclidean space with scalar product 〈·, ·〉, and J is a complex structure on V , so J
is an orthogonal transformation and J2 = −1. Fix a deformation parameter h > 0.
Assume we are given an action α of V on a C∗-algebra A. Denote by A∞ the subalgebra of smooth
vectors for this action. It is a Fre´chet algebra equipped with differential norms ‖ · ‖k, k ≥ 1. Rieffel
defines a new product ∗h on A∞ by
a ∗h b =
1
(πh)2n
∫
V×V
αx(a)αy(b)e
− 2i
h
〈x,Jy〉dx dy,
where the integral is understood as an oscillatory integral.
Denote by Ax the spectral subspace of A∞ corresponding to x ∈ V , so Ax consists of elements
a ∈ A such that αy(a) = e
i〈x,y〉a for all y ∈ V . Then for a ∈ Ax and b ∈ Ay we have
a ∗h b = e
ih
2
〈x,Jy〉ab.
Note that the spectral subspaces are often trivial, so this formula by no means determines ∗h. Nev-
ertheless it indicates that the cocycle of deformation is ω(x, y) = e
ih
2
〈x,Jy〉. The Rieffel deformation
of A is a certain C∗-algebraic completion of A∞ equipped with the product ∗h and with the involution
inherited from A, see [9] for details. We denote it by A˜ω.
The action α can be viewed as a coaction δ of V on A. Namely, define the Fourier transform
F : L2(V )→ L2(V ) by
(Ff)(x) =
1
(2π)n
∫
V
f(y)e−i〈x,y〉dy.
Then AdF defines an isomorphism of C0(V ) onto C
∗
r (V ), and by letting δ = Ad(1 ⊗F)α we get a
coaction of V on A. Note that a ∈ A lies in the spectral subspace Ax if and only if δ(a) = a⊗λx, in
agreement with our previous notation. We can then consider the ω-deformation Aω of A. Our aim
is to construct an isomorphism between Aω and A˜ω.
Following [3] define a map Φ: A→ A by
Φ(a) =
1
(πh)n
∫
V
e−
1
h
‖x‖2αx(a)dx.
We have
Φ(a) = e−
h
4
‖x‖2a for a ∈ Ax. (A.1)
The image of Φ is contained in A∞. So we can consider Φ as a map T˜ : A → A˜ω. Identifying A
with Rieffel’s deformation of A˜ω corresponding to the complex structure −J , we also get a similarly
defined map S˜ : A˜ω → A, so the restriction of S˜ to A∞ coincides with the restriction of Φ to A∞.
Since Φ considered as a map (A, ‖ · ‖) → (A∞, ‖ · ‖k) is bounded for any k, the map T˜ : A → A˜ω is
bounded by standard estimates for the operator norm on A˜ω, see [9, Proposition 4.10]. By symmetry
the map S˜ is also bounded. The main result in [3] states that the maps T˜ and S˜ are completely
positive. We will reprove this a bit later.
We want to define analogues of the maps T˜ and S˜ for Aω. For this, define a unit vector ξ0 ∈
L2(V ) by
ξ0(x) =
(
h
2π
)n/2
e−
h
4
‖x‖2 .
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Consider the normal state ϕ0 = (· ξ0, ξ0) on B(L
2(V )). We have
ϕ0(λ
ω
x ) = ϕ0(λ
ω¯
x ) = e
−h
4
‖x‖2 .
Note that this means that on the C∗-algebra generated by the operators λωx , which is the algebra
of canonical commutation relations for the space V equipped with the Hermitian scalar product
h〈x, y〉+ ih〈x, Jy〉, the state ϕ0 is simply the vacuum state.
Define T : A→ Aω and S : Aω → A by
T (a) = (ι⊗ ι⊗ ϕ0)η
ωδ(a), S(b) = (ι⊗ ϕ0)(b).
Using that δ(A)(1 ⊗ C∗r (V )) ⊂ A ⊗ C
∗
r (V ) it is not difficult to see that the image of S is indeed
contained in A rather than in M(A). This will also become clear from the proof of Lemma A.2
below.
The maps T and S are completely positive. Using that ηωδ(a) = a⊗ λωx ⊗ λ
ω¯
x for a ∈ Ax, we get
T (a) = e−
h
4
‖x‖2a⊗ λωx and S(a⊗ λ
ω
x) = e
−h
4
‖x‖2a for a ∈ Ax. (A.2)
Lemma A.1. For any n ≥ 1 and a1, . . . , an ∈ A we have
S˜(T˜ (a1) . . . T˜ (an)) = S(T (a1) . . . T (an)).
Proof. If for every j the element aj lies in a spectral subspace Axj , then the identity in the formulation
follows immediately from (A.1) and (A.2). We will show that this is enough to conclude that it holds
for arbitrary elements.
We claim that there exists a von Neumann algebra M containing A such that the action α of V
on A extends to a continuous (in the von Neumann algebraic sense) action of V on M and such
that M is generated as a von Neumann algebra by the spectral subspaces of this action. Indeed,
first represent the crossed product A⋊α V faithfully on some Hilbert space H and consider the von
Neumann algebra N ⊂ B(H) generated by A. The action α of V on A extends to an action β of V
on N . Consider the double crossed productM = N ⋊β V ⋊βˆ Vˆ in the von Neumann algebraic sense.
By the Takesaki duality we have (M,
ˆˆ
β) ∼= (N⊗¯B(L2(V )), β ⊗ Ad ρ). This gives us an equivariant
embedding of A ⊂ N into M equipped with the action
ˆˆ
β. It is also clear that M is generated by the
spectral subspaces of the action, so our claim is proved.
We continue to denote by α the action of V on M . Denote by M ⊂ M the set of elements
a ∈ M such that the map x 7→ αx(a) is norm-continuous. This is an ultrastrongly operator dense
C∗-subalgebra of M . We continue to denote by T, S, T˜ , S˜ the maps defined for the C∗-algebra M in
place of A. The maps T and S have obvious extensions to normal maps between the von Neumann
algebras generated by M and Mω. On the other hand, the map Φ,
Φ(a) =
1
(πh)n
∫
V
e−
1
h
‖x‖2αx(a)dx,
is still well-defined on M , but now the integral should be taken with respect to the ultrastrong
operator topology. The image of M under Φ is contained in M∞. It therefore makes sense to ask
whether the identity
Φ(Φ(a1) ∗h · · · ∗h Φ(an)) = S(T (a1) . . . T (an))
holds for all a1, . . . , an ∈M , which would imply the assertion of the lemma. Since this identity holds
for a1, . . . , an lying in spectral subspaces of M , it suffices to show that both sides of the identity are
normal maps in every variable aj running through the unit ball M1 of M . This is clearly the case
for the right hand side. In order to prove the same for the left hand side it suffices to show that for
any b, c ∈M∞ the map
M1 →M, a 7→ Φ(b ∗h Φ(a) ∗h c),
is continuous in the ultrastrong operator topology.
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Using basic estimates for oscillatory integrals, see [9, Chapter 1], and the fact that the map Φ is
bounded as a map (M, ‖ · ‖) → (M∞, ‖ · ‖k) for every k, it is easy to check that Φ(b ∗h Φ(a) ∗h c)
can be approximated in norm uniformly in a ∈M1 by integrals of the form∫
V 3
ψ(x, y, z)αx(b)αy(a)αz(c)dx dy dz,
where ψ is a smooth compactly supported function and the integral is taken with respect to the
ultrastrong operator topology. Since such integrals are clearly continuous in a ∈M1 in this topology,
this finishes the proof of the lemma. 
We will need the above lemma only for n = 1, 2, 3.
Lemma A.2. The maps T˜ and S˜ are completely positive, and all four maps T, S, T˜ , S˜ are injective
and their images are dense.
Proof. We begin by proving that T˜ and S˜ are injective. It suffices to consider T˜ . Assume T˜ (a) = 0.
Then
1
(πh)n
∫
V
e−
1
h
〈x−y,x−y〉αx(a)dx = αy(Φ(a)) = 0 (A.3)
for all y ∈ V , hence, by analyticity, for all y in the complexification VC of V . This implies that the
Fourier transform of the A-valued function x 7→ e−
1
h
‖x‖2αx(a) is zero, whence a = 0.
Next we will show that the images of T˜ and S˜ are dense. It suffices to consider S˜, and then it
is enough to show that the image of Φ is dense. It is well-known, and is easy to check using e.g.
Wiener’s Tauberian theorem, that the translations of the function e−
1
h
‖x‖2 span a dense subspace
of L1(V ). Using the first equality in (A.3) and that αy(Φ(a)) = Φ(αy(a)), we conclude that the
closure of the image of Φ contains all elements of the form
∫
V f(x)αx(a)dx with f ∈ L
1(V ). Hence
this closure coincides with A.
Let us show now that T˜ and S˜ are completely positive. Again, it is enough to consider S˜. Since
by Lemma A.1 we have
S˜(T˜ (a)∗T˜ (a)) = S(T (a)∗T (a)) ≥ 0,
and the image of T˜ is dense, we see that S˜ is positive. Passing to deformations of matrix algebras
over A we conclude that S˜ is completely positive. This finishes the proof of the lemma for T˜ and S˜.
Turning to T and S, by Lemma A.1 we have ST = S˜T˜ = Φ2. Since the map Φ is injective and its
image is dense, it follows that the map T is injective and the image of S is dense. Consider the maps
T ′ : Aω → (Aω)ω¯ and S
′ : (Aω)ω¯ → Aω defined by (Aω, δ
ω) in the same way as T and S were defined
by (A, δ). Then T ′ is injective and the image of S′ is dense. By Proposition 3.4 the map ηωδ defines
an isomorphism A ∼= (Aω)ω¯. By definition of T and S
′ we immediately get T = S′ηωδ. Hence the
image of T is dense. We also have ηωδS = T ′. Indeed, a simple computation similar to the ones
used in the proof of Proposition 3.4 shows that for b = (ι⊗ ι⊗ ϕ)ηωδ(a) ∈ Aω we have
ηωδS(b) = (ι⊗ ι⊗ ι⊗ ϕ0 ⊗ ϕ)(ι⊗ ((λ
ω
⊠ λω¯)⊠ (λω ⊠ λω¯)))δ(a)
and
T ′(b) = (ι⊗ ι⊗ ϕ⊗ ι⊗ ϕ0)(ι ⊗ ((λ
ω
⊠ λω¯)⊠ (λω¯ ⊠ λω)))δ(a).
Alternatively, the identity ηωδS = T ′ is immediate on elements of the form a ⊗ λx, where a ∈
Ax, hence it holds on arbitrary elements by an argument similar to the one used in the proof of
Lemma A.1. It follows that the map S is injective. 
Note that instead of injectivity we will only need to know that S and S˜ are faithful. While it
is obvious that S˜ is faithful, this is not the case for S, since the state ϕ0 is very far from being
faithful on the von Neumann algebra generated by C∗r (V, ω). This von Neumann algebra is a factor
of type I∞ and ϕ0 is a normal pure state on it, as can be shown by recalling that ϕ0 defines the
vacuum state on the algebra of canonical commutation relations generated by the operators λωx .
14 J. BHOWMICK, S. NESHVEYEV, AND A. SANGHA
Theorem A.3. There is a unique isomorphism Aω ∼= A˜ω that maps T (a) into T˜ (a) for every a ∈ A.
Proof. Assume first that there exists a faithful state ψ on A. Consider the positive linear functionals
ψω = ψS and ψ˜ω = ψS˜ on Aω and A˜ω. Since the positive maps S and S˜ are faithful, these functionals
are faithful. Consider the faithful GNS-representation of Aω on H with cyclic vector ξ defining ψω,
and the faithful GNS-representation of A˜ω on H˜ with cyclic vector ξ˜ defining ψ˜ω. By Lemma A.1
for n = 2 we have
(T (a)ξ, T (b)ξ) = (T˜ (a)ξ˜, T˜ (b)ξ˜).
Since the images of T and T˜ are dense, it follows that there exists a unitary operator U : H → H˜
such that UT (a)ξ = T˜ (a)ξ˜. By Lemma A.1 for n = 3 we have
(T (a)T (b)ξ, T (c)ξ) = (T˜ (a)T˜ (b)ξ˜, T˜ (c)ξ˜),
that is, (UT (a)T (b)ξ, UT (c)ξ) = (T˜ (a)UT (b)ξ, UT (c)ξ). Therefore UT (a) = T˜ (a)U , so AdU defines
the required isomorphism.
In the general case the proof is basically the same, but instead of one state ψ we have to choose
a faithful family of states on A and consider direct sums of the GNS-representations defined by the
corresponding positive linear functionals on Aω and A˜ω. 
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