In this work, we will study the simplicity and the isolation of the first eigensurface for the spectrum of the operator Δ 2 p u+2β.∇(|Δu| p−2 Δu)+ |β| 2 |Δu| p−2 Δu, where β ∈ IR N under Navier boundary conditions.
Introduction
We consider the following eigenvalue problem 
where Ω is a bounded smooth domain in IR N (N ≥ 1), β ∈ IR N , Δ 
This problem was considered by P. Drábek and M.Ôtani [9] for m = 1, the authors showed that the problem (2) has a principal positive eigenvalue which is simple and isolated. In [11] , A. El Khalil, S. Kellati and A. Touzani, have studied the spectrum of the p-biharmonic operator with weight and with Dirichlet boundary conditions, they showed that this spectrum contains at least one non-decreasing sequence of positive eigenvalues. In [18] M. Talbi and N. Tsouli considered the spectrum of the weighted p-biharmonic operator with weight and showed that the following eigenvalue problem
where ρ ∈ C(Ω) and ρ > 0, contains at least one non-decreasing sequence of eigenvalues and studied the one dimensional case. The authors, in the same reference gave the first eigenvalue λ 1 and showed that if m ≥ 0 a.e, λ 1 is simple and associated with positive eigenfunction. Also they showed that if m ∈ C(Ω), λ 1 is isolated and every positive or negative eigenfunction is associated with λ 1 . In [4] , the authors have studied the spectrum of the problem (1), in the linear case (p = 2) and recently the authors in [5] , have showed that the spectrum of problem (1) in the nonlinear case, contains at least one sequence of positive eigensurfaces (Γ p n (., m)) n defined by
and Γ p n (β, m) → +∞ as n −→ +∞, where
The main goal of this work is to show that Γ 
Preliminaries
In our further considerations we will use the standard spaces 
is uniquely solvable in X (cf. [12] ). We denote by Λ the inverse operator of
In the following lemma we give some properties of the operator Λ (cf. [2] ,).
Lemma 2.1 (i) (Continuity):
There exists a constant C p > 0 such that:
(iii) (Symmetry) The following identity:
(v) (Regularity and Hopf-type maximum principale) Let f ∈ C(Ω) and
Let N p be the Nemytskii operator defined by:
. The third order eigenvalue problem of p-biharmonic operator is defined by
Lemma 2.2 ([5]) The problem (1) is equivalent to the problem
F ind (v, Γ) ∈ L p (Ω) \ {0} × IR * + such that e β.x N p (v) = ΓΛ(e β.x mN p (Λv)) in L p (Ω). (6) Definition 2.3 We say that (u, Γ) ∈ X \ {0} × IR * + is a solution of problem (1) if (v, Γ) where v = −Δu is a
solution of the problem (6)
We consider the functionals
where γ(K) indicates the genus of K.
Lemma 2.4 ([5])
(i) For all β ∈ IR N , F β satisfies condition (S + ), i.e. v n v in L p (Ω) and lim sup n→+∞ Ω F β (v n )(v n − v)dx ≤ 0,(7)imply v n −→ v strongly in L p (Ω). (ii) For all β ∈ IR N , G β is completely continuous in L p (Ω).
Theorem 2.5 ([5]) The problem (1) has at least one sequence of positive eigensurfaces (Γ
p n (., m)) n≥1 defined by (∀β ∈ IR N ) Γ p n (β, m) = inf K∈Bn sup u∈K Ω e β.x |Δu| p dx, and Γ p n (β, m) → +∞ as n −→ +∞.
Remark 2.6
The first eigensurface is Γ p 1 (., m) which defined by
Proposition 2.7
The spectrum of problem (1) 
By (8) and (9) we deduce that
i.e. Γ is an eigensurface of problem (1) .
Remark 2.9 Analogously, we can prove that the set of eigenfunctions associated with the same eigensurface of problem (1) is compact.
The main results of this work are stated in the following section.
On the first eigensurface
In this section we will study the first eigensurface Γ p 1 (., m). Using the results of P. Dràbek, M.Ôtani (cf. [9] ) and the abstract result of T. Idogawa, M. Otani (cf. [13] ) we will prove the following theorem. 
Hence, for all β ∈ IR N , we obtain ., m) . Proof 3.5 P. Drábek and M.Ôtani (cf. [9] ) showed that
If m ≥ 0, using the similar method, we get for any
Then if we put, for any β ∈ IR
N Φ β (v) = Ω e β.x |v| p dx − Γ p 1 (β, m) Ω me β.x |Λv| p dx,
from (10) and lemma 3.2 we have
It follows that Φ β (max(v, w)) = Φ β (min(v, w)) = 0, hence max(v, w) and min(v, w) are solutions of problem (6) associated with Γ p 1 (., m)
Lemma 3.6 Every eigenfunction of problem (6) is in C(Ω).

Proof 3.7 If v is an eigenfunction of problem (6) associated with Γ, then
The assertion (vi) of lemma 2.1 enables us to notice that |Λv| ≤ Λ|v| ∀v ∈ L s (Ω) ∀s ∈ (1, +∞).
In [9] , the authors showed that N p (ΛN p (Λv)) ∈ C(Ω) and can be done in the same way that N p (ΛN p (|Λv|)) ∈ C(Ω) . Hence from (12) we deduce that v ∈ L ∞ (Ω) and it follows from (11) and the assertion (vi) of lemma 2.1 that v ∈ C(Ω).
Lemma 3.8 Let Γ ∈ IR *
+ and (Γ p n (., m)) be a sequence of eigensurfaces of problem (6) 
then there is v ∈ C(Ω)\{0} and a subsequence of eigenfunctions associated with a subsequence of (Γ p n (., m)) which converges to v in C(Ω). Moreover v is an eigenfunction associated with Γ.
Proof 3.9
The fact that Γ p n (β, m) −→ Γ, proposition 2.7 implies that Γ is an eigensurface of problem (6) . Let (v n ) be a subsequence of eigenfunctions associated with (Γ p n (., m)). From lemma 3.6 we deduce that
The assertion (v) in lemma (2.1) implies that
Proof of theorem 3.1. (., m) ) such that Γ is an eigensurface of problem (6) with v be an eigenfunction associated with Γ. Then by lemma 3.2, for all β ∈ IR N , we have
which is impossible. Thus Γ p 1 (., m) is the first eigensurface associated to problem (6) .
(ii) (a) Let v be an eigenfunction associated with Γ
From lemma 3.2 and the fact that m ≥ 0 we have
and |v| is an eigenfonction associated with Γ p 1 (., m). Therefore
The assertion (vi) in lemma 2.1 implies that |v| > 0. Consequently, every nontrivial solution of problem (6) ., m) . kw(x) ). Lemma 3.4 enables us to claim that max k is a solution of problem (6) 
and 
For any unit vector e, we have
and
Dividing these inequalities by t > 0 and t < 0 and letting t tend to 0 ± , we get
This implies that v = kw, as wanted to prove. 
Then from the assertion (v) in lemma 2.1, we have
It follows that
We deduce that
The monotonicity of N p implies that
Since a → 1 in C(Ω). Consequently, Λv n > 0 for n large enough, which is absurd.
