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In de laatste tiental jaren is siliciumfotonica enorm gegroeid, met name in indu-
striële toepassingen. Geı̈ntegreerde fotonische circuits (PIC’s) uit silicium begin-
nen meer en meer gebruikt te worden in datacenters, hoogperformante computers
en in coherente communicatietechnieken dankzij de compatibiliteit met CMOS-
technologie, die toelaat om dergelijke chips in hoog volume en tegen lage kostprijs
te produceren. Het hoog indexcontrast van silicium laat toe om de componenten
compact te schikken met een hoge densiteit, om zo meer complexe chips te krij-
gen. Recent werden silicium-gebaseerde PIC’s gedemonstreerd met duizenden
componenten op een enkele chip. Bijvoorbeeld, een geı̈ntegreerde optische inter-
connectie tussen processor en geheugen werd gedemonstreerd door onderzoekers
van MIT, UC Berkeley en Colorado Boulder, zoals weergegeven in figuur 1 [1].
Figuur 1: Het volledige circuit met de elektrische geı̈ntegreerde circuits (EICs) en de
fotonische circuits (PIC’s) op een chip uit Ref. [1]. Dit circuit bevat 70 miljoen
transistoren en 850 fotonische componenten.
Parasitaire effecten
Met de toenemende densiteit van fotonische componenten op PIC’s beginnen pa-
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rasitaire effecten prominent te worden. Parasitaire effecten verwijzen naar onbe-
doelde effecten van het circuit of het systeem. Deze zijn in het verleden syste-
matisch bestudeerd en gemodelleerd in elektronische gen̈tegreerde circuits (EICs)
toen de dichtheid van de transistors een zeker niveau bereikte. De verschillende
vormen van parasitaire effecten in EICs zijn rigoureus gestandaardiseerd. Ze ma-
nifesteren zich als weerstand, capaciteit en inductie. Daartegenover zijn deze ef-
fecten in siliciumfotonica veel complexer en meer uiteenlopend. Mogelijke pa-
rasitaire effecten in PIC’s zijn: buigingsverliezen, substraatverliezen, overbodige
reflecties, het inkoppelen van substraatverliezen naar andere delen van het circuit,
terugwaartse verstrooiing door ruwheid van de wanden van de golfgeleider, onge-
wenste koppeling tussen golfgeleiders die niet logisch verbonden zijn, enz. [2, 3]
Een korte illustratie van enkele van deze effecten is weergegeven in figuur 2.
Daarenboven treden de parasitaire effecten in EICs gewoonlijk slechts op over een
kleine afstand, zoals bijvoorbeeld de parasitaire capaciteit tussen naburige transis-
toren. Daartegenover kunnen de parasitaire effecten in PIC’s over een groter bereik
plaatsvinden, zelfs tussen verafgelegen delen van dezelfde chip. In deze thesis pre-
senteren wij ons werk over de typische en meest frequente vormen van parasitaire
effecten, zoals valse reflecties, substraatverliezen en -koppelingen, gedistribueerde
terugwaartse verstrooiing van het licht en ongewenste evanescente koppeling. De
experimentele observaties worden gegeven, in combinatie met gesimuleerde data
en verdere bespreking van de oorsprong en impact van deze effecten.
Figuur 2: Verschillende parasitaire effecten in PIC’s uit ref. [2]. De brede diversiteit van
de parasitaire effecten in PIC’s maakt het moeilijk om deze effecten te bestuderen en
modelleren in vergelijking met EICs.
Achterwaartse verstrooiing in silicium golfgeleiders and ringresonatoren
Een vorm van parasitaire effect is de gedistribueerde achterwaartse verstrooiing
van het licht, veroorzaakt door de ruwheid van de wanden van de golfgeleiders
(Fig. 3), die onvermijdelijk is met de huidige fabricagetechnologie. Dusver is het
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probleem uitvoerig bestudeerd en er heerst consensus dat extra buigingsverliezen
en stochastische achterwaartse verstrooiing veroorzaakt zullen worden door deze
ruwheid van de zijwanden van de golfgeleider. Maar ons onderzoek toont aan dat
het transmissiespectrum van een silicium golfgeleider ook sterk gevoelig is aan dit
probleem. Voor centimeter lange golfgeleiders vertoont het transmissiespectrum
sterke en snelle fluctuaties zoals blijkt uit figuur 4. Wij presenteren een grondige
analyse van de connectie tussen deze fluctuaties met de gedistribueerde achter-
waartse verstrooiing van het licht, voortkomend uit de ruwheid van de zijwanden
van de golfgeleider.
Figuur 3: SEM afbeelding van ref. [4] die de ruwheid weergeeft van de zijwanden van een
standaard golfgeleider op silicium-op-isolator, gefabriceerd in een CMOS fab.
Figuur 4: Een opgemeten transmissiespectrum van een standaard golfgeleider met
verschillende lengtes, gefabriceerd in IMEC. Alle golfgeleiders vertonen sterke fluctuaties,
waarvan de intensiteit schaalt met de lengte van de golfgeleider.
De ruwheid van de zijwanden van de golfgeleider is nog nefaster voor resone-
rende structuren, zoals ringresonatoren (RRs). De terugwaartse verstrooiing van
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het licht zal twee circulerende modes koppelen, waarvan een mode circuleert in
wijzerzin (CW), en de andere mode in tegenwijzerzin (CCW) (Fig. 5). Oorspron-
kelijk zijn deze modes gedegenereerd en resonant met dezelfde golflengte. Maar
door de koppeling van het licht wordt dit principe opgeheven en resonantiesplitsing
zal optreden (Fig. 6). Daarenboven zullen ook ongewenste reflecties geinduceerd
worden naar de in poort en verliezen naar de add poort.
Figuur 5: (a) schema voor een ideale ringresonator. (b) tCMT schema voor een
realistische ringresonator met terugwaartse verstrooiing van het licht (rbs) dat koppelt
naar CW en CCW modes.
Figuur 6: Een opgemeten spectrum van een echte, gefabriceerde silicium ringresonator.
Verschillende resonanties vertonen splitsingen met verschillende vormen. Er zijn sterke
verliezen naar de add poort.
Wij presenteren een uitgebreide analyse van ringresonatoren met terugwaartse
verstrooiing van licht en tonen de oorzaak van de asymmetrische resonantiesplit-
sing aan, welke de terugkoppeling is aan de directionele koppelaars. Vervolgens
bouwen wij een model, steunend op tijdsdomein gebaseerde gekoppelde modethe-
orie (tCMT), die alle vormen van resonantiesplitsing kan verklaren. Wij gebruiken
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dit model om de meetdata van meer dan 1000 resonanties te fitten en zodoende een
beschrijvende analyse te kunnen geven van de terugwaartse verstrooing in functie
van enkele fysische parameters van ringresonatoren.
Figuur 7: Schema’s van ringresonatoren met een reflector en de reflector zelf,
respectievelijk.
Ontworpen reflecties in silicium ringresonatoren
Tot dusver kunnen slechts twee parameters aangepast worden in het ontwerp van
een silicium ringresonator, namelijk de koppelingscoëfficiënt κ van de directio-
nele koppelaar en de total rondganglengte L. Echter, het is reeds aangetoond dat
de terugstrooiing een negatief effect heeft op de prestaties van de ringresonator.
Daarom kan het beschouwd worden als een oncontrolleerbare ontwerpparameter
van de ringresonator. Wij ontwerpen een nieuwe, afstembare reflector (Fig. 7),
die ingewerkt kan worden in het ontwerp van een ringresonator om zo de interne
reflecties controleerbaar te maken. Enkele toepassingen zijn experimenteel aange-
toond. De allerbelangrijkste is dat we via deze methode de stochastische reflecties
kunnen onderdrukken, aangezien de interne reflecties gecontroleerd kunnen wor-
den via de reflector. Met correcte afstemming kunnen we niet alleen de resonan-
tiesplitsing elimineren, maar ook de reflectie aan de in poort en het verlies aan de
add poort onderdrukken (Fig. 8).
Deze component kan ook ontworpen worden om aan de ringresonator een ul-
trabreed vrij spectraal bereik (FSR) en afstembereik te geven. De reflector maakt
gebruik van het principe dat de uitdoofverhouding (ER) van een resonantie enorm
onderdrukt kan worden door middel van interne reflecties. De reflector kan zoda-
nig ontworpen worden dat hij een reflectiespectrum heeft waar slechts één golf-
lengtepunt uit een breed spectrum geen reflectie heeft. Daardoor heeft enkel deze
0-reflectiegolflengte een ultrabreed FSR (Fig. 9(a)). Bovendien, gebruik makend
van het tweestaps afstelmechanisme, kan de zeer hoge ER resonantie afgestemd
worden over een veel groter golflengtebereik dan de resonantie van een traditio-
nele ringresonator (Fig. 9(b)).
De bovenvermelde toepassingen zijn gedemonstreerd met een ringresonator
met een afstembare reflector in de resonator. Indien we twee identieke reflectors in
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Figuur 8: (a) en (b) tonen het verwijderen van de resonantiesplitsing aan de thru en de
drop poorten. (c) en (d) tonen het onderdrukken van verlies en reflecties aan de add poort
en de in poort, respectievelijk.
Figuur 9: (a) toont de experimentele demonstratie van een ultrabreed vrij spectraal bereik.
(b) toont het grote afstembereik van de resonantie.
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de ring plaatsen (Fig. 10), dan kunnen nog meer interessante verschijnselen plaats-
vinden. In dit geval wordt een ingebedde Fabry-Perot (FP) caviteit gevormd tussen
de twee reflectoren. Het uitgangssignaal is het resultaat van de interactie tussen de
ringresonantie en de FP mode. De FP mode kan heel nauwkeurig afgestemd wor-
den door de instelling van de twee reflectoren. Hetzelfde geldt voor de splitsing
van de FP mode en de ring resonantie. Wanneer er een niet-nul ontstemming is tus-
sen de ringresonantie en de FP resonantie dan ontstaat een Fano resonantie met een
zeer steile helling. Deze mode is uitermate geschikt voor hooggevoelige sensors
en schakelaars. Wij hebben experimenteel de afstembare Fano resonantie gede-
monstreerd via deze methode. Een maximale helling van 700 dB/nm met een ER
van meer dan 36 dB is opgemeten (Fig. 11).
Figuur 10: (a) en (c) conceptuele voorstelling van onze component en de Fabry-Perot
caviteit die gevormd is door de twee reflectors, voorgesteld door de blauwe lijnen. (b) en
(d) voorstelling met de in een lus eindigende, MZI gebaseerde reflectors.
Figuur 11: Opgemeten Fano resonantie die gegenereerd wordt door onze component. De
maximale helling kan groter zijn dan 700 dB/nm.
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Figuur 12: Opgemeten EIT piek. Dit toont een fazetransformatie rond 0.95π binnen een
optisch bereik van 0.01 nm.
Wanneer de FP mode en de ringresonantie perfect zijn afgestemd op elkaar
treedt er elektromagnetisch geı̈nduceerde transparantie op (EIT). De eigenschap-
pen van EIT zijn onder meer een ultrasmal venster in het transmissiespectrum en
een abrupte faseverandering binnen dit ultrasmal venster. Deze abrupte fazeveran-
dering weerspiegelt de sterke dispersie, m.a.w. een hoge groepindex en een lage
groepsnelheid. Dat is waarom EIT tot dusver een van de meest belovende technie-
ken is voor traag licht toepassingen, zoals optische buffers of optisch geheugen.
Wij hebben experimenteel aangetoond dat EIT optreedt in onze component, met
een fazeverandering van 0.95π binnen een 0.01 nm golflengtebereik (Fig. 12).
Figuur 13: Een ontworpen circuit om achterwaartse koppeling te introduceren en te
manipuleren.
Manipulatie van de terugkoppeling van het licht in silicium ringresonato-
ren
Tijdens het onderzoek naar de terugstrooiing van licht begrepen we dat niet alleen
de terugstrooiing bijdraagt tot de resonantiesplitsing; ook de terugkoppeling is be-
langrijk. De terugkoppeling dient dus beschouwd te worden als een bijkomende
vrijheidsgraad in het ontwerp van een silicium ringresonator. Wij hebben bijge-
volg ook een circuit ontworpen dat toelaat om deze terugkoppeling te manipuleren
voor een ringresonator (Fig. 13). Een uitgebreide karakterisering door middel van
simulaties en een experimentele demonstratie van dit circuit werden uitgevoerd.
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Figuur 14: Opgemeten spectra die de manipulatie van achterwaartse koppeling aantonen.
De piek asymmetrie van een gesplitste resonantie kan aangepast worden en
resonantiesplitsing kan dus compleet verwijderd worden.
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Figuur 15: Een uitvergroting van enkele uitgemeten resonanties van een ringresonator met
een koppelingsbrug van 400 nm. Alle resonanties tonen een Q-factor die groter is dan
300,000 en een grote ER. Het vrij spectraal bereik van een dergelijke resonator is
ongeveer 2.5 nm.
Deze karakterisering toont aan dat de assymmetrie van een resonantiesplitsing kan
aangepast worden, en dat de splitsing kan verwijderd worden (Fig. 14). Daarbo-
venop tonen we dat dit circuit een ultrahoge Q-factor heeft die dicht bij 400,000
ligt (Fig. 15). Dit is tot heden de grootste Q-factor voor een silicium ringresonator
met een standaard stripgolfgeleider.
Besluit
In deze thesis presenteren wij ten eerste ons onderzoek naar parasitaire effecten in
siliciumfotonica met een focus op bepaalde, typische vormen van deze parasitaire
effecten. Hun oorsprong en impact worden besproken met zowel simulatie- als
meetresultaten. Daarna geven we een uitgebreide analyse van terugstrooiing van
licht in silicium golfgeleiders en ringresonatoren, een van de belangrijkste vormen
van parasitair effect. Vervolgens introduceren we een concept om interne reflec-
ties te gebruiken als een additionele vrijheidsgraad in het ontwerp van silicium
ringresonatoren en geven daarna een demonstratie van onze methode. Enkele ap-
plicaties die gebruik maken van de methode worden ook besproken. Ten slotte
tonen wij ook de manipulatie van terugkoppeling van het licht aan en stellen dit
voor als nog een extra vrijheidsgraad van silicium ringresonatoren.
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The past decade has witnessed the rapid growth of silicon photonics, especially
in industrial applications. Silicon photonics integrated circuits (PICs) start to be-
come more and more widely employed in data centers, high performance comput-
ers and coherent communications thanks to its CMOS compatibility that makes
large volume and low cost fabrication possible and its ultra high index contrast
which allows compact components and high integration density. Recently, sili-
con photonics integrated circuits (PICs) with thousands of components have been
continuously demonstrated. For instance, an on-chip interconnection circuit to
communicate optically between processor and memories has been demonstrated
in silicon photonics by researchers from MIT, UC Berkeley and Colorado Boul-
der, as exhibited in Fig. 16 [1].
Figure 16: The full circuit with both EICs and PICs on a chip in Ref. [1]. This circuit
contains 70 million transistors and 850 photonic components.
Parasitics
With the integration density growing, the parasitics in silicon PICs should draw
attention. Parasitics refer to those unintended effects in a circuit or system. They
have been systematically studied and modelled in electronics integrated circuits
(EICs) when the integration density of transistors grew to a certain level. The
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forms of parasitics in EICs are highly standardized. They appear as resistance, ca-
pacitance and inductance. While in silicon PICs, they are much more diverse and
complicated. The potential parasitics in PICs include but are not limited to: bend
losses, substrate leakage, coupling from substrate leakage to other parts of the cir-
cuit, spurious reflections, roughness induced backscattering, unwanted coupling
between logically not coupled waveguides etc. [2, 3] A brief illustration of some
photonics parasitics are given in Fig. 17. Moreover, usually the parasitics in EICs
only exit in short range, for instance, the parasitic capacitance between adjacent
transistors. While parasitics in PICs can be long range, even between distant parts
of a chip. In this thesis, we present our work on some typical and most frequent
forms of parasitics in silicon photonics, including spurious reflections, substrate
leakage and coupling, distributed backscattering and unwanted evanescent cou-
pling. Their experimental observations are provided, with further discussions and
simulations about their origins and impacts.
Figure 17: An example figure showing different kinds of parasitics in PICs from Ref. [2].
This broad diversity imposes difficulty and complexity in studying and modelling parasitics
in PICs compared to those in EICs.
Backscattering in Silicon waveguides and ring resonators
One form of the parasitics in silicon photonics is the distributed backscattering
caused by sidewall roughness of the waveguides (Fig. 18), which is inevitable
due to current fabrication technology. So far, it has been intensively studied and
it’s concluded that extra radiation loss and stochastic backscattering will be in-
duced by the sidewall roughness to a waveguide. But our research reveals that, the
transmission spectrum of a silicon waveguide will also be strongly impacted. For
centimeter long waveguides, the transmission spectra exhibit strong and rapid fluc-
tuations as evident in Fig. 19. We present an in-depth analysis of the connection
between these fluctuations with sidewall roughness induced backscattering.
The sidewall roughness induced backscattering is more detrimental to resonant
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Figure 18: A SEM figure from Ref. [4] showing sidewall roughness of a standard strip
waveguide on SOI substrate fabricated at a mature CMOS fab.
Figure 19: Measured transmission spectra of standard strip waveguides with different
lengths fabricated at IMEC. All show strong fluctuations, whose strength scales with
waveguide length.
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devices like ring resonators (RRs). This backscattering will couple two circulating
modes, one of which is circulating clockwise (CW) and the other one counter-
clockwise (CCW) (Fig. 20). Originally they are degenerate and resonant at the
same wavelength. Due to the coupling, their degeneracy is broken and resonance
splitting will appear (Fig. 21). Moreover, unwanted reflection to the in port and
leakage to the add port will also be induced.
Figure 20: (a) schematic for an ideal ring resonator. (b) tCMT schematic for a real ring
resonator with backscattering (rbs) that couples CW and CCW modes.
Figure 21: A measured spectra of a real silicon ring resonator. Various resonances exhibit
splitting with different shapes. And strong leakage to the add port is present.
We present a comprehensive analysis of ring resonators with backscattering
and prove the origin for asymmetric resonance splitting, which is the backcoupling
at the directional couplers. Then a model based on temporal coupled mode theory
(tCMT) that can explain all kinds of resonance splitting is built. We use this model
to fit over 1000 resonances from measurements and give a quantitative analysis of
the dependency of backscattering on some physical parameters of ring resonators.
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Figure 22: Schematics of the ring with a reflector and the reflector itself, respectively.
Engineered reflections in silicon ring resonators
So far, only two degree of freedoms can be manipulated at the design stage of
a silicon ring resonator, namely coupling coefficient κ of the directional coupler
and the total roundtrip length L. However, the backscattering is already proven to
impact the ring resonators’ performance significantly. Thus it can be considered
as an uncontrollable degree of freedom for silicon ring resonators. We design a
novel tunable reflector (Fig. 22), which can be incorporated into a ring resonator
to provide tunable internal reflections. A couple of applications have been exper-
imentally demonstrated. First of all, it can fundamentally suppress the stochastic
backscattering, as now the internal reflections can be tuned through controlling the
reflector. Under correct tuning condition, not only the resonance splitting can be
eliminated, but also the reflection to the in port and leakage to the add port can be
suppressed (Fig. 23).
This kind of structure can also be designed to provide a silicon RR with an ultra
wide FSR and tuning range. It take advantages the principle that extinction ratio
(ER) of a resonance can be dramatically suppressed by internal reflections. And
the tunable reflector can be designed to provide a reflection spectrum where only
one wavelength point in a broad span shows 0 reflection. Thus only the resonance
that matches the 0 reflection point will have a large ER (Fig. 24(a)). Moreover,
using two-step tuning mechanism, this large ER resonance can be tuned in a much
broader range than a resonance of a normal silicon ring resonator (Fig. 24(b)).
The applications above are demonstrated using a ring resonator with one tun-
able reflector inside. Placing two identical reflectors inside a RR (Fig. 25) can give
more interesting phenomenon. In this case, an embedded Fabry-Perot (FP) cav-
ity is formed by the two reflectors. The outputs become the result of interaction
between the ring resonance and the FP mode. The FP mode can be tuned to very
smooth condition by controlling the two reflectors, so is the detuning between the
FP mode and the ring resonance. When they have non-zero detuning, their in-
terference will generate Fano resonance with very sharp slope, which is a great
candidate for high efficiency sensors and switches. We experimentally demon-
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Figure 23: (a) and (b) show the resonance splitting elimination at the thru and drop ports.
(c) and (d) show the suppression of leakage to the add port and reflection to the in port.
Figure 24: (a) shows the experimental demonstration of the ultra wide FSR spectrum. (b)
presents the broad tuning range of this resonance.
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strate the tunable Fano resonance using this approach. A maximum slope rate over
700 dB/nm with an ER over 36 dB was observed (Fig. 26).
Figure 25: (a) and (c) give conceptual illustrations of our device and the Fabry-Perot
cavity formed by two reflectors, which are represented by blue lines. (b) and (d) show the
schematics where the loop-ended MZI based reflectors replace the blue lines.
Figure 26: Measured Fano resonance generated by our device. The maximum slope rate
can be over 700 dB/nm.
When the FP mode and the ring resonance have zero detuning, a phenomenon
called electromagnetically induced transparency (EIT) will be generated. The fea-
tures of EIT include an ultra narrow window in the amplitude transmission spec-
trum and an abrupt phase change within this ultra narrow window. This abrupt
phase change within this narrow optical range reflects the strong dispersion, in
other words, large group index and slow group velocity. That is why EIT is so
far one of the most promising methods to demonstrate slow light applications, like
optical buffer and storage. We experimentally demonstrate EIT in our device, with
a phase change around 0.95π within 0.01 nm range (Fig. 27).
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Figure 27: Measured EIT peak. It shows a phase change around 0.95π within 0.01 nm
optical range.
Figure 28: A designed circuit in order to introduce and manipulation backcoupling in a
realistic way.
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Figure 29: Measured spectra to show the manipulation of backcoupling. Peak asymmetry
of a split resonance can be adjusted and resonance splitting can be eliminated.
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Figure 30: Some zoomview of resonances measured of a ring resonator with coupling gap
at 400 nm. All resonances show Q factor larger than 300,000 and large ER. The FSR of
such a resonator is about 2.5 nm.
Backcoupling manipulation of silicon ring resonators
In the study of backscattering in silicon ring resonator, we realize that not only
the backscattering contributes to the resonance splitting, but also the backcou-
pling plays a role. So the backcoupling should be considered as another degree
of freedom for silicon ring resonator. We also design a circuit that is capable to
manipulate this factor for a silicon ring resonator (Fig. 28). A comprehensive sim-
ulation characterization and experimental demonstration of this circuit is given. It
shows that, this method can be used to adjust peak asymmetry of a split resonance
and elimination of resonance splitting can be achieved (Fig. 29). Moreover, we
observed an ultra high Q factor that is close to 400,000 from this circuit (Fig. 30),
which is so far the largest Q factor for silicon ring resonator with standard strip
waveguide.
Conclusion
In this thesis, we first show our work on the parasitics in silicon photonics with
focus on some typical forms of parasitics. Their origins and impacts are discussed
both with simulation results and measurement results. Then we give a compre-
hensive analysis of backscattering in silicon waveguides and ring resonators, as
it is inevitable and one of the most influential parasitics. After this, we propose
the concept to treat the internal reflections as one degree of freedom for design
of silicon ring resonators and give the demonstration of our method. A couple of
applications are given using this method. Finally, we show the manipulation of
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1.1 Silicon photonics integrated circuits
Photonics is the branch of science that processes information by means of manipu-
lating light. Light as the carrier for information can accommodate huge bandwidth
(at the level of Terahertz) compared to electrical signal (at the level of gigahertz).
Moreover, the extremely low propagation loss for light in optical fiber (<1dB/km)
makes distant communications possible. It has grown to be influential in most
aspects of life since the first practical component was born in 1960s. So far this
field has become quite mature and many functional devices have been well devel-
oped. There exist light sources that generate light, optical isolators that protect
light sources from back-reflected light, modulators that impose information onto
light by modulating its intensity according to the information pattern sent to the
modulator through electrical signal, optical amplifiers that boost the signal power
against noise, photo detectors that convert incoming light into electrical signal
for further processing and all the other passive components including resonators,
splitters/combiners, filters, (de-)multiplexers and so on. Recently it has been offi-
cially recognized as a key enabling technology (KET) by the EU-Commission.
Even if you might have not been directly exposed to this technology, without
it your life quality will definitely be degraded. For instance, fiber-to-the-home
(FTTH) transceivers which enable high speed internet surfing and high-resolution
TV programs are employed throughout the world; all the communication channels
between continents utilize optical fibers, where light, instead of electric current,
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is propagating as it is able to carry much more information and has only a low
propagation loss; huge data-centers supporting large companies like Google and
Facebook are gradually switching to take advantage of optical fibers supporting
optical signal instead of conventional copper cables guiding electrical signal; cur-
rently rapidly growing VR technology is also a field where photonics play a vital
role; Optical medical microscopy is active in the medical field helping maintain
and increase our health-care and so on.
Figure 1.1: A mainstream SOI wafer consists of three layers: a bottom layer of silicon with
a thickness around 800 µm; a intermediate layer of SiO2 with a thickness around 2 µm; a
top layer of 220 nm thickness silicon, where the structures will be fabricated. The SiO2
serves as an intervening layer that prevents the substrate leakage.
Those photonics functionalities can either be implemented as bulky systems
with discrete devices/equipment or as integrated circuits with many functionali-
ties fabricated on small chips, which are called photonic integrated circuits (PICs).
And just like the importance of electronics integrated circuits (EICs) in all the
electric applications, PICs are also key parts in the photonics technologies. The
integration of multiple components onto a single chip can not only dramatically
reduce the cost and size of the device but also significantly improve their perfor-
mance sometimes, for instance an integrated Raman spectroscopy is reported to
have a detected signal with 4 orders of magnitude higher than confocal Raman,
which is both bulky and expensive [1]. Among all the material platforms for PICs,
silicon-on-insulator (SOI) is one of the most promising and widely used. It consists
of three layers shown in Fig. 1.1. The main advantages are listed as following:
• CMOS compatibility. Photonics on SOI, or silicon photonics, utilizes sil-
icon as the structure layer, which is also commonly used for EICs. Thus
it can enjoy the mature fabrication technology developed for EICs, called
Complementary metal–oxide–semiconductor (CMOS) technology. Using
this technology can dramatically increase the manufacture volume and de-
crease the cost per chip.
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Figure 1.2: Absorption coefficient of silicon in cm-1 as a function of the wavelength at
temperature of 300 K.
• Ultra high index contrast. Silicon has an refractive index around 3.45 while
the refractive index of SiO2 is only 1.45. This large index contrast al-
lows very tight confinement of optical field in silicon waveguides. In other
words, the waveguide cross section can be made very compact (hundreds
of nanometer) without significant loss and the bend radius can also be quite
tight (<5 µm) without noticeable radiation loss. These features allow com-
pact components and high integration density compared to other platforms
• Low loss. It is transparent for wavelength longer than 1.1 µm due to its large
band-gap (around 1.1 eV) as evident in Fig. 1.2 [2]. And it can only guide
light shorter than 4 µm due to the absorption of SiO2. This wavelength
range covers the telecommunications bands used in fiber optic communica-
tions.
• Silicon is very sensitive to temperature variation. This is both a blessing
and a curse. Due to the large thermo-optic coefficient (1.8 × 10−4/K), it’s
very efficient to use heaters to tune the optical properties of silicon pho-
tonics components. But at the same time, it makes silicon photonics very
vulnerable to background temperature variation, which is a main source of
noise, especially for resonant devices, where the light intensity is quite high
to induce temperature change.
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Figure 1.3: Silicon photonics 2013–2024 market forecast. Source: Silicon Photonics
Report—Yole Development; Yole: ’Emerging optical data centers from big Internet
companies (Google, Facebook, ...) will be triggering the market growth in 2018....’
The first proposal to use silicon as the material to demonstrate on-chip optical
functionalities can be traced back to the 1980s. Richard Soref and Klaus Peter-
mann pioneered in this field with their work on silicon waveguides and switches
[3–6]. The past decade witnessed the explosive growth of silicon photonics, espe-
cially in the industrial field. Silicon photonics is a disruptive technology in applica-
tions like data centers, coherent communications and high performance computing
(HPC) [7–10], some giant companies including Intel, Cisco, Mellanox, Facebook,
have invested huge sources to develop silicon photonics as an enabling technol-
ogy for those applications, and they start to massively deploy silicon photonics
products like 100 Gbs optical transceiver modules. The market forecast for silicon
photonics in Fig. 1.3 shows that the total market volume of silicon photonics will
grow to almost 200 million USD in 2019.
Figure 1.4: A brief illustration of the potential parasitics of a capacitor(a) and parasitic
capacitance in electronics integrated circuits(b).
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Figure 1.5: An example figure showing different kinds of parasitics in PICs from Ref. [11].
This broad diversity imposes difficulty and complexity in studying and modelling parasitics
in PICs compared to those in EICs.
1.2 Parasitics in silicon photonics
Along with the rapid development of silicon photonics, there are still some re-
maining issues to be modelled or solved. Parasitics is one of them. Parasitics refer
to those unintended effects in a circuit or system [12–14]. In electronic integrated
circuits (EICs), they appear as resistance, capacitance and inductance, which have
already been in-depth studied and perfectly modelled [15, 16]. Fig. 1.4 gives an
example of parasitics of a capacitor and parasitic capacitance between metal lay-
ers in a simplified circuit. A good understanding and model of those parasitics are
vital especially for large scale integrated circuits. Without taking them into consid-
eration, the fabricated circuits might show deviated or unpredictable performance
compared with design. Parasitics become more and more performance limiting
with increasing integration density [17]. Nowadays, even if PICs are not yet hav-
ing similar integration density as EICs, the parasitics start to attract attention due
to three reasons:
• The difference between photonics parasitics and electronics parasitics. Par-
asitics in PICs are much more complicated and diverse than those in EICs.
They are not so standardized that they can be simply divided into a couple
of categories (like resistance, capacitance and inductance in EICs). The po-
tential parasitics in PICs include but are not limited to: bend losses, bend in-
duced mode conversion, substrate leakage, coupling from substrate leakage
to other part of the circuit, spurious reflections, roughness induced backscat-
tering, unwanted coupling between logically not coupled waveguides, radi-
1-6 INTRODUCTION
ation that might be accidentally captured by other components etc. [11, 18]
A brief illustration of some photonics parasitics are given in Fig. 1.5. More-
over, usually the parasitics in EICs only act over short range, for instance, the
parasitic capacitance only takes place between adjacent transistors. While
parasitics in PICs happen over long range, even between distant parts of a
chip.
Effects mentioned above are just examples of linear parasitics. If nonlin-
earities are considered, the parasitic library can be expanded significantly
including nonlinear absorption, thermally induced index change, self phase
modulation etc. Moreover, the nature of coherence of light makes parasitics
worse and more complicated to model in PICs as the light can be construc-
tively or destructively interfered. So far only some of those parasitics have
attracted attention to some extent, and only in an independent way instead
of global modelling and standardization. All these difficulties require that
the parasitics in PICs should be systematically studied as early as possible,
for us to be well prepared for large scale PICs.
• Unlike EICs, where parasitics can be safely ignored when a circuit only
contains a few components, even a few integrated optical components can
suffer significantly from parasitics. For instance, the most fundamental
building blocks in PICs, namely waveguides, can deviate from their ideal
performance drastically due to sidewall roughness induced backscattering
[19–23]. Our research found that centimeter long silicon waveguides behave
like random cavities instead of a wavelength-independent guiding chan-
nel [21, 22]. This has been so far ignored and will cause serious problems
for optical circuits using long waveguides, for instance, optical sensors, de-
lay lines, reservoir computing based on long spiral waveguides and so on.
Another example is silicon ring resonators. We will discuss in chapter 3
about how strongly the parasitic reflection inside a ring resonator can distort
its spectrum and cause problems for circuits that use ring resonators [24–
29]. Also literature reports that parasitics will degrade performance of de-
vices like Mach-Zehnder-Modulators (MZM), Multi-Mode-Interferometers
(MMI), arrayed-waveguide-gratings (AWG), Fabry-Perot cavities (FP) and
so on [30–33].
• With the rapid growing of silicon photonics, large scale PIC in silicon pho-
tonics may be just around the corner. Many groups are now dedicated to
design and fabricate complicated PICs with thousands of optical compo-
nents. Researchers at MIT, UC Berkeley and Colorado Boulder gave the
first demonstration of an on-chip interconnection circuit to communicate op-
tically between processor and memories as exhibited in Fig. 1.6 [34]. This
heralds the future of photonics processors. Sun et.al. successfully imple-
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mented a large-scale nanophotonic phased array with 64×64 (4096) optical
nanoantennas [35]. And our group is also working hard on the way of de-
signing robust and programmable PICs where light will be distributed into
tens or hundreds of pathways as shown in Fig. 1.7. Moreover, the integra-
tion of PICs with other technologies are also emerging. For instance, the
existence of MEMS components or circuits on PICs have been intensively
evaluated [36–38].
Figure 1.6: The full circuit with both EICs and PICs on a chip in Ref. [34]. This circuit
contains 70 million transistors and 850 photonic components.
Figure 1.7: One of our group’s project to utilize thousands of photonic components on chip
to provide re-configurable and robust PICs.
In chapter 2, we will present our study of some typical parasitics in silicon
photonics, including spurious reflections, substrate leakage and coupling, radiation
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loss and distributed backscattering etc.
1.3 Silicon ring resonators
Figure 1.8: A couple of components in silicon photonics. Source: www.caliopa.com.
As a mature platform for PICs, there are many components developed in silicon
photonics to enable various functionalities. Fig. 1.8 gives a couple of examples.
Ring resonators are one of the most important building blocks. They can be used
in various applications, including wavelength division multiplexing (WDM) filters,
(de-)multiplexers, laser cavities, high speed modulators and switches in telecom-
munications and datacomms [39–43]. In bio-photonics field they are widely de-
veloped for high resolution sensors as the resonances of ring resonators are ex-
tremely sensitive to external environment change [44]. Microwave photonics also
rely heavily on ring resonators to achieve efficient microwave generation or pro-
cessing [45].
A comprehensive explanation of ring resonators is given in Ref. [46]. Briefly
speaking, a ring resonator consists of a waveguide looped back to itself with one
or two bus waveguide(s) next to it as shown in Fig. 1.9. Depending on the number
of bus waveguides and thus the total ports of a ring resonator, it’s named either
all-pass ring resonator or add-drop ring resonator. Light injected to the in port
of one bus waveguide will be partially coupled into the looped waveguide and
partially coupled back to the bus waveguide after each roundtrip. Under the cir-
cumstances where the optical roundtrip of the looped waveguide equals multiple
of wavelengths λ, there will be resonances. Thus a ring resonator supports numer-
ous resonances. Resonances at the pass (or through) port are Lorentzian shaped
notches while they appear as peaks at the drop port as plotted in Fig. 1.9. Ide-
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Figure 1.9: (a) presents a schematic of an add-drop ring resonator. When one of the two
bus waveguides are removed, it’s called all-pass ring resonator. (b) gives the ideal output
spectra of such a ring resonator. Lorentzian shaped resonances at the pass and drop ports
with no transmission and reflection at the add and in port, respectively.
ally there should exist no transmission to the add port and no reflection to the in
port. The optical spacing between two resonances is defined as free spectral range
(FSR), which is determined by the length of the looped waveguide following equa-
tion FSR = λ
2
ngL
, where λ is the resonance wavelength, ng and L are the group
index and physical length of the looped waveguide, respectively. The difference
between the peak transmission and background transmission of one resonance is
called extinction ratio (ER). Another parameter called quality factor (Q) is to eval-
uate how long light can be confined in such a resonator, mathematically it’s defined
as Q = λBW , where BW is the abbreviation for bandwidth, it can also be called
full-width-half-maximum (FWHM).
Generally speaking, it’s desirable to make all these three parameters as large as
possible. Larger FSR allows more channels for ring resonator based WDM filters
and (de-)multiplexers. It also means wider operation range of ring resonator based
sensors and single mode laser cavities. High ER will give a large on-off contrast
of ring modulators and de-multiplexers, thus low cross-talk of the communication
channel. While large Q factor means a narrow resonance, which is beneficial for
ring based sensors and laser cavities, even if at certain cases it is detrimental.
For instance, high Q will limit the modulation speed of a ring based modulator.
Moreover, ring resonators with larger Q factors will confine light for a longer time.
This is very attractive for ring based nonlinear optics.
Silicon photonics as a platform for ring resonators has unique advantages and
drawbacks compared to other platforms. It has a very large index contrast (3.45 for
silicon and 1.45 for silicon dioxide) that enables good confinement of light even
with very small waveguide cross-section. Thus ultra compact ring resonators are
possible in silicon photonics. And this will facilitate ring resonators with large
FSR, as it is inversely proportional to total length of a ring resonator. So far, there
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Figure 1.10: Figure from Ref. [46] showing some examples of silicon ring resonators. (a)
Coupled ring resonators. (b) Circular ring resonators with symmetric coupling sections.
(c) Racetrack ring resonators with extra straight coupling sections. (d) ring resonator with
bend directional coupler for reduced wavelength dependency. (e) Ultra long spiral ring
resonators.
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exist only two degrees of freedom when design silicon ring resonators, namely
coupling coefficient κ and total roundtrip length L. Ideally, they determine the
performance indicators of a ring resonator, like FSR, ER and Q factor. However,
in chapter 3 we will demonstrate that there exist another two factors that impact the
outputs of ring resonators significantly, which are internal reflections and backcou-
pling. In chapters 4 and 5, we will propose our methods to manipulate the internal
reflections, while in chapter 6, the methods to manipulate backcoupling will be
introduced. Overall, we want to make these two factors as new degrees of freedom
when designing silicon ring resonators.
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2
Parasitics in Silicon Photonics
Integrated Circuits
In this chapter, we will focus on some unwanted effects (usually problematic) in
silicon photonics integrated circuits called parasitics, which are defined as ”changes
in behavior due to the connection/proximity of other components. Here, we will
focus on some most important cases, including backreflections, backscattering,
substrate leakage, radiative coupling etc. Their origins will be explained and their
influences on the performance of waveguides and ring resonators will be compre-
hensively studied.
2.1 Grating coupler reflections
The introduction of parasitics and the importance to model them in silicon pho-
tonics have already been given in chapter 1. To provide a better understanding,
here we present some experimental observations of circuits/components with par-
asitics and compare them with ideal cases. We start with a simple circuit as shown
in Fig. 2.1(a). It just contains two grating couplers and one straight waveguide
in between. The grating coupler is one of the most popular methods to couple
light between fibers and optical chips as indicated in Fig. 2.1(b) [1]. Ideally it’s
considered to be a component with a relatively flat optical spectrum within cer-
tain bandwidth, and importantly without reflection. And a waveguide is believed
to guide light without any wavelength dependency in its transmission spectrum.
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So the ideal power transmission spectrum of such a circuit looks like a Gaussian-
shape curve (or polynomial in log-scale). However, for short waveguides (shorter
than 1 cm) we observe regular ripples with different periods and sharp fluctuations
on top of this Gaussian-shape curve as also shown in Fig. 2.2.
Figure 2.1: (a) shows a simple circuit with only two grating couplers and one waveguide.
It already exhibits clear parasitics effects. (b) gives the brief illustration of how grating
coupler can couple light between waveguides and fibers.
Figure 2.2: Measured transmission spectra of three circuits shown in Fig. 2.1 with
different waveguide lengths, all shorter than 1 cm. They are spiral shaped waveguides with
standard 450 nm×220 nm cross-section. All show certain degree of regular ripples and
rapid fluctuations.
To analyze the contributions to the ripples and fluctuations, we performed a
Fourier transform of the measured transmission spectrum. To understand the value
of doing Fourier transform analysis of an optical transmission spectrum, we take
a single Fabry-Perot cavity as an example. The conceptual schematic is shown in
Fig. 2.3(a). It consists of two mirrors with certain reflectivity R1 = R2 = R and
a channel between them with loss τ2 and physical length Lp. The transmission
as a function of wavevector k0 =
2πneff







Apparently, it shows a periodic feature as a function of k0, as evident in Fig. 2.3(b).
The transmission contains a series of peaks periodically located with spacing of
∆k = πLp . Alternatively, we can say that the transmission as a function of k0
has a frequency of Lpπ . Therefore, we can use the optical length Lo = Lpng as
the measure for frequency in the Fourier transform of a transmission spectrum. A




If we plot its Fourier transform as a function of optical length, we get a series of
peaks located at multiples of Lo as shown in Fig. 2.4. Each peak at mLo cor-
responds with m roundtrips the light has travelled. So by looking at the Fourier
transform of an optical transmission spectrum, we can retrieve the hidden cavities
within a circuit by analyzing the locations of peaks. Note that, the peaks in the
Fourier transform spectrum are ideally delta functions with ultra narrow widths if
the measured optical spectrum is infinite (ultra wide span, from almost 0 µm til
∞µm). However, for a real case, the optical spectrum is usually tens of nanome-
ters. As a consequence, the peaks at the Fourier transform spectrum show certain
widths as illustrated in Fig. 2.4. This is easy to understand, as for a standard
Fourier transform pair (time-frequency), the longer is the signal in time, the higher
resolution will be achieved in its frequency (narrower peaks in its Fourier trans-
form). Note that, the example is chosen to be a cavity, while in reality, an interfer-
ence path between two signals can also lead to a peak in its Fourier transform. The
interference can happen between two physical pathways, or two waveguide modes
etc.
The Fourier transforms of the spectra in Fig. 2.2 are presented in Fig. 2.7. Ob-
viously, for each circuit with different waveguide length there is a peak located at
the optical length of the waveguide if we assume the group index to be around 4.4.
These peaks indicate that the reflections happen at the grating couplers standing at
two ends of the waveguides. We use our optical circuit simulator-Caphe [3] to do
some simulations for the effects of grating couplers’ reflections. Clearly shown in
Fig. 2.5, by adding only 2% power reflectivity to each grating coupler, significant
ripples already appears and the strengths of these ripples grow with grating coupler
reflectivity as evident in Fig.2.6. Now such a circuit becomes a Fabry-Perot cavity
instead of a wavelength independent guiding channel.
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Figure 2.3: A Fabry-Perot cavity and its transmission spectrum. It consists of two mirrors
with certain reflectivity and a channel between them with loss τ2 and physical length Lp.
The transmission spectrum as a function of the wavevector k shows periodically located
peaks .
Figure 2.4: The Fourier transform of the transmission spectrum of a single Fabry-Perot
cavity. It contains a series of peaks equally spaced with the period equaling the optical
length of the cavity Lo. When the transmission spectrum is infinite (a), the peaks in the
Fourier transform are delta functions (c). While if the transmission is measured within
certain span (b), the peaks in the Fourier spectrum are broadened.
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Figure 2.5: Simulated transmission spectra of circuits shown in Fig. 2.1 with and without
parasitic reflections of the grating couplers. The parameters for the grating couplers’
spectrum are extracted by fitting a real measurement.
Figure 2.6: Ripple strength as a function of power reflectivity of the grating couplers.
Ripple strength is defined as the extinction ratio of the ripples shown in Fig. 2.5.
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2.2 Substrate leakage and coupling
Moreover, for all the three circuits, we can always observe a peak standing at
2.65 mm. Our first thought tells that this might be attributed to the substrate cou-
pling, as the substrate silicon usually has a thickness between 700-800 µm with
an index of 3.45. The mechanism can be explained in the following way: light
from fiber entering the grating coupler might be partially guided to the substrate
silicon (as evident in the FDTD simulation plotted in Fig. 2.8) and will be reflected
again at the bottom of the substrate. Due to the roughness of the substrate bottom
surface, the reflected light can propagate to many directions and be captured by
other components on the chip as shown in Fig. 2.9.
Figure 2.7: Fourier transforms of measured spectra in Fig. 2.2. Clearly, for each
spectrum, there exists a peak standing at the optical length of the waveguide (the group
index of a silicon strip waveguide is around 4.4). This indicates that the grating couplers
introduce certain reflections. Moreover, for all the spectra there stand a peak located at
around 2.65 mm. This matches well with the optical length of the substrate silicon, as it
has a thickness between 700-800 µm and an index of 3.45.
To verify this, we performed a simple measurement. The schematic is given in
Fig.2.10 and the results are presented in Fig. 2.11. We align the input fiber well
to the grating coupler while randomly move the output fiber somewhere distant
enough from the output grating coupler. Still you could get as high as -35 dBm
power transmission, which is only 30 dB lower than a waveguide transmission
spectrum (laser output power is 4 dBm, setup loss is 3.5 dB, each grating coupler
has a loss about 4 dB). And the spectrum exhibits similar shape with a waveguide
transmission spectrum, meaning it is the spectrum of the grating coupler, which
indicates that the input grating coupler plays a role in this parasitic light path. If
we keep the output fiber aligned to the output grating coupler and move the input
fiber away from the input grating coupler, you get a much lower transmission with
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Figure 2.8: 2D simulation of a SOI grating coupler using Lumerical FDTD. Clearly,
certain amount of light will be directed towards the substrate when it enters the grating
coupler.
Figure 2.9: A brief illustration of the coupling from substrate leakage. This parasitic effect
will contribute to the fluctuations in the transmission spectra of PICs.
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stronger noise. This is reasonable as in our hypothesis, the input grating coupler
helps the leakage to the substrate, without the input grating coupler, most of the
light coming out of the input fiber will be reflected back at the silicon layer.
Figure 2.10: Illustration of the measurements performed to investigate the substrate
leakage.
Figure 2.11: A simple measurement to investigate the substrate leakage and coupling.
When only input fiber is aligned to the grating coupler while output fiber is away from the
output grating coupler, there should not exist any light path between two fibers. But still
high transmission is observed, only 30 dB lower than a normal waveguide transmission
and it shows the grating coupler spectrum. When the output fiber is aligned and input fiber
is away from the grating coupler, much lower transmission is measured with strong noise.
2.3 Radiation loss and Backscattering
The two kinds of parasitics mentioned above, namely grating couplers reflections
and substrate coupling, only contribute to ripples with single and deterministic pe-
riods (a single peak in the Fourier transform spectrum gives a periodic signal with
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single frequency). What is responsible for the rapid fluctuations in the transmis-
sion spectrum and those distributed peaks in the Fourier transform spectrum? The
answer is sidewall roughness induced backscattering of the waveguide. Fig. 2.12
gives a SEM picture of a standard SOI waveguide fabricated at a mature CMOS
fab. Clearly the sidewall exhibits roughness, which is inevitable based on current
fabrication technology. It has been intensively studied in past years and the con-
sequences of this sidewall roughness can be classified into two categories, that are
extra loss and distributed stochastic backscattering [4–11].
2.3.1 Radiation loss
The extra loss is due to the coupling from the guided mode in the waveguide
to those radiation modes caused by the perturbation of the roughness and it’s
called radiation loss. It has been theoretically studied and modelled by Payne and
Lacey [12] and is believed to be the main loss source of current silicon waveguides
fabricated at mature CMOS fab [6, 13] as the intrinsic loss of undoped silicon is
very low for photon energies below its band gap (≈1.1eV) or wavelength longer
than 1.1 µm. Equation (2.3) gives an upper bound of the radiation loss caused by





Figure 2.12: A SEM figure from Ref. [15] showing sidewall roughness of a standard strip
waveguide on SOI substrate fabricated at a mature CMOS fab.
k0, d and neff are wavevector in vacuum, half width of the waveguide core and
effective index of a silicon slab with the same thickness of the waveguide core, re-
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spectively. Functions g and f present in this model help understand the impacts
of waveguide parameters on this radiation loss. Their complete expressions can be
found in Ref. [12, 16]. Briefly speaking, g purely depends on the waveguide ge-
ometry while f is related to the statistical distribution of the roughness (Gaussian,
exponential etc.) with correlation length Lc included and it is also dependent on
the waveguide geometry. It is usually in the same order of unity [12]. σ refers to the
root-mean square of the roughness profile. Clearly, the most influential parameter
is the waveguide core width. The scattering loss scales inversely proportionally to
the forth power of d. For a silicon strip waveguide with 400 nm width and 200 nm
thickness, a roughness with a root-mean square at 5 nm can generate 60 dB/cm
loss [17], which is unacceptable to silicon PIC. Luckily, current CMOS technol-
ogy usually generates a root-mean square smaller than 2 nm, corresponding with
an upper bound of the scattering loss at 1.58 dB/cm [18], which is consistent with
measured waveguide propagation loss at the level of 2 dB/cm or less. Silicon strip
waveguides with overall losses smaller than 1 dB/cm have been reported [19].
This model provides a rigorous explanation of the radiation loss caused by
sidewall roughness. But it’s too complicated to be directly applied for engineering
purpose. D.Melati et al. proposed a more straightforward model for radiation loss





Here A is a factor that takes into account only the roughness standard deviation
and correlation length while being independent on the slab width as long as it’s far
away from the mode cut-off. This so-called nw model gives information on the
”sensitivity” of the mode to the width variations produced by the sidewall rough-
ness and consequently on the amount of power coupled out to the radiative modes.
The good agreement between this model with the traditional model provided in
equation (2.3) is shown in Fig. 2.13. It provides an easier understanding of the in-
teraction between optical fields and sidewall roughness. A straightforward design
rule about how to reduce the radiation loss by playing with waveguide geome-
try and its optical parameters (neff for instance) can be developed based on this
model.
The consequence of extra loss brought by sidewall roughness has been dis-
cussed. However with our research on silicon waveguides going on, we start to
realize that the influence of sidewall roughness on the transmission is more com-
plicated, which we will comprehensively discuss in chapter 3.
2.3.2 Backscattering
Besides the extra radiation loss, another consequence of sidewall roughness is the
stochastic backscattering. Logically speaking, sidewall roughness can be consid-
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Figure 2.13: Figure from Ref. [9] shows the good agreement between the radiation loss
predicted by the nw model (dashed lines) and by the traditional model in equation (2.3)
(dots). (a) provides the results of slabs with different index contrast and fixed roughness
parameters (σ = 2nm,Lc = 50nm) and (b) hives the results of different modes of the
slab with ∆n = 30% (σ = 2nm,Lc = 50nm).
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Figure 2.14: Measured reflection spectra from a standard strip waveguide using Optical
Frequency Domain Reflectrometry (OFDR) from Ref. [8]. The origin to the reflection is
attributed to roughness induced backscattering and it shows stochastic nature in optical
span with a relatively higher reflection for TE polarization than TM.
Figure 2.15: An optical circuit model built in Caphe with distributed backscattering
included. The simulated results are plotted in Fig.2.16. WG refers to waveguide section,
REFL represents reflector and GC stands for grating coupler.
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ered as distributed lumped scatterers along the waveguide. The scatterers will
scatter incoming light (forward propagating) to many directions. Directions that
are outside the waveguide core can be considered as coupling to radiation modes,
or radiation loss. While light can also be scattered backwards, this is the so-called
backscattering. According to Ref. [7, 8, 20], the backscattering shows a stochas-
tic nature in optical domain as shown in Fig.2.14, with a waveguide cross-section
dependent and polarization dependent strength. According to Ref. [8], for TE po-
larization, the backscattering strength is 4.1 m−1 for 490 nm width and 12.8 m−1
for 350 nm width, which is reasonable as the narrower is the waveguide width,
more sidewall roughness the light feels. While we observed a strength of 6-8 m−1
for 450 nm wide waveguide [20], which is consistent with literature. By adding
some distributed reflectors along the waveguide to model the backscattering as
plotted in Fig. 2.15, we are able to get a simulated spectrum matching the mea-
surement data better as illustrated in Fig. 2.16. Each lumped reflector is constant
in reflectivity but random in phase to provide a good behavior model of distributed
backscattering [21]. Ideally the placement of the distributed reflectors should fol-
low the correlation length of the sidewall roughness and the reflectivity should be
dependent on the root mean square of the sidewall roughness. Here it is just a
quick demo to show the influence of backscattering.
Figure 2.16: Circuit simulation of circuit shown in Fig. 2.1 with parasitic reflections at the
grating coupler as well as distributed reflectors along the waveguide. When parasitic
reflections of the grating coupler and waveguide sidewall roughness induced
backscattering are included, we can get a good predictive simulation of the circuit
transmission.
Here we’d like to provide some discussions about multiple factors that influ-
ence the effects induced by sidewall roughness to light, based on which potential
solution towards backscattering insensitive devices can be developed.
• Platforms:The sidewall roughness is a bigger concern to high index con-
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trast platforms like silicon photonics, as the electric field of the light will
feel roughness more due to the ultra compact waveguide cross-section and
consequently strong electric field discontinuity at the sidewall. Middle or
low index contrast platforms like silica, silicon nitride and III-V have been
reported to suffer much less from sidewall roughness [22–25]. Thus ultra
low propagation loss waveguide and high Q resonator can be realized as
backscattering is now the biggest loss source.
Figure 2.17: Simulated mode profile of a silicon rib waveguide and strip waveguide from
Ref. [26]. The rib waveguide leads to a smaller overlap between optical mode and
waveguide vertical sidewall.
• Waveguide cross-section: The principle is similar with platforms as they all
determine the electric field profile at the sidewall. Given the standardized
silicon thickness (220 nm), the way to manipulate cross-section is to change
the width of strip waveguide or use rib waveguide. Narrower waveguide will
lead to a weaker confinement thus stronger overlap between optical mode
and sidewall roughness as evident in Fig. 2.17. That is why waveguides are
usually tapered to a wider width in devices like AWG and long waveguide
MZI sensors, which are very sensitive to phase errors [27–29]. This is be-
cause the effective index of a waveguide neff is very sensitive to waveguide
core width w. ∆neff∆w can be as large as 3 × 10
−3/nm for light in funda-
mental TE polarization as shown in Fig. 2.18 [29]. And sidewall roughness
can bring significant phase errors. Recent research reported in Ref. [30]
shows that, the coherence lengths for single mode strip and rib waveguides
in silicon photonics fabricated at mature CMOS fab are limited to around
4.17 mm and 1.61 mm respectively. Using broad waveguide is an effective
method to reduce impacts of sidewall roughness. But broad waveguide will
support multiple modes and raise the modal cross talk issue, so for bend sec-
tions, they are usually tapered back to standard 450 nm waveguide width to
avoid higher mode activation. While the use of rib waveguides will also ef-
fectively reduce the overlap between optical mode and sidewall roughness.
But it brings an issue of component footprint. For strip waveguide, the bend
radius can be down to sub 5-µm without problem, while for rib waveguide,
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it has to be larger than 20µm to avoid significant bend loss. Moreover, for
rib waveguide there exists another issue that needs to be well controlled,
namely etch depth. Variation in this parameter also significantly impacts the
effective index as evident in Fig. 2.19 [30].
• Polarization: All the effects brought by sidewall roughness we mentioned
above are about TE polarized mode by default, which is the most popular
modes used in silicon photonics area. But using TM mode significantly re-
duces the effects of sidewall roughness by a factor of 35 [31]. This is due
to the different direction of the electric field of different polarizations as ev-
ident in Fig. 2.20. For TE mode, electric field is resonating perpendicularly
to the sidewall, while for TM mode, it’s resonating parallel to the sidewall,
resulting no discontinuity at the sidewall thus less field feels the roughness.
Silicon ring resonators using TM mode have been successfully demonstrated
with a Q factor over 300,000, almost 4 times of a TE ring resonator [32].
Figure 2.18: Simulated effective index of a silicon strip waveguide as a function of core
width for different modes from Ref. [29].
2.4 Evanescent coupling
Another important form of parasitics is the potential evanescent coupling between
two adjacent waveguides/elements, which are designed not to feel each other. The
coupling can be triggered because that there is certain portion of electric field
of the guided mode presenting outside the waveguide core and this tail can be
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Figure 2.19: Simulated effective index of a silicon rib waveguide as a function of slab
thickness or etch depth for TE polarization from Ref. [30].
Figure 2.20: Simulated electric field distribution of TE polarization (a) and TM
polarization (b) in a strip silicon waveguide. Clearly, due to the different resonant
direction of the field, there is discontinuity at the vertical sidewall of TE polarization.
While for TM light, it feels vertical sidewall much less.
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Figure 2.21: Measured coupling spectra of a series of parallel strip waveguides with same
width of 450 nm fabricated at Imec. Results indicate that the minimum spacing between
two waveguides can be 1.6 µm to avoid any coupling between them.
captured by nearby components when the phase matching condition is achieved.
This effect is vital for large scale integrated optics as it determines the minimum
safe distance between two components, which in turn sets an upper limit to the
highest integration density of a PIC where waveguide arrays are widely employed,
for instance, optical interconnect and phased arrays. It also sets certain limit on
devices using arrayed waveguides like AWG and dense waveguide superlattice
[28, 33].
Current experiments indicate that the waveguides need to be at least 4 µm
spaced away in order to avoid low crosstalk at a single wavelength or tens of µm
away for broad wavelength range [34, 35]. To study this, we designed a set of di-
rectional couplers with constant coupling length (400 µm) but varying spacing be-
tween their centers. The waveguides all have the same cross-section that is 450 nm
width and 220 nm thickness fabricated at IMEC. The results plotted in Fig. 2.21
show that, coupling becomes negligible when spacing is larger than 1.6 µm. Note
that our chip has no dioxide cladding, so for silicon dioxide protected structures
the minimum safe spacing should be larger than 1.6 µm. This is also true for nar-
rower waveguide as light will be less confined (more electric field outside core)
thus easily coupled for both cases.
Meanwhile, we want to investigate the influence of the waveguide width on
coupling as the key factor that matters is the phase matching between two waveg-
uides. Phase matching is a fundamental concept to explain devices like directional
couplers and it is also frequently used for some nonlinear effects like four-wave-
mixing. Basically speaking, light is guided as mode in a waveguide and due to
the difference in mode profile (for instance, confinement factor), each mode has
its own propagation constant β = 2πneffλ . β is dependent on both wavelength of
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Figure 2.22: Measured coupling spectra of two parallel waveguides with different
waveguide width and constant spacing of 1200 nm. One width is fixed to 450 nm while the
other one is swept from 400 nm to 500 nm. Results show that only 10 nm change in the
waveguide width lead to no coupling between them even their spacing is as low as
1200 nm.
the light as well as properties of the waveguide, including its geometry and mate-
rial. This propagation constant, as its name suggests, plays an important role in the
properties of light during its propagation as it determines the phase evolution dur-
ing the propagation. If β doesn’t change along the propagation direction, then the
phase is a product of β and propagation length L. Ideally, modes in a waveguide
are orthogonal to each other, which means no power transfer among them. How-
ever, when a perturbation is present, for instance, a side waveguide WGb standing
in parallel close enough to the original waveguide WGa, the light in WGa will
start to feel WGb and power exchange will gradually take place between these
two waveguides. This is the basic concept of a directional coupler. And it can be
modelled in a mathematical way based on coupled mode theory (CMT). Accord-
ing to Ref. [36–38], the two modes in two adjacent waveguides can be expressed
as equations (2.5) and (2.6):
da1
dz
= −jβ1a1 + κ12a2 (2.5)
da2
dz
= −jβ2a2 + κ21a1 (2.6)
Where a1 and a2 are the electric field strengths of the two modes in each waveg-
uide. βx is the propagation constant of mode ax. κ12 and κ21 refer to the coupling
coefficients between the two modes. They are identical for linear and passive cir-
cuits and in following context they will be replaced with κ. z is the propagation
distance in space. Note that these equations are only valid when κ  β, which
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Figure 2.23: Power exchange between two waveguides as a function of propagation
distance z. The curves are calculated based on equation (2.9). (a) shows the case of




is often the case for a typical directional coupler. If we start with 0 amplitude
at the input of WG2 (a2(z = 0) = 0) and unit amplitude at the input of WG1










δ2 + κ2 (2.8)
Where δ = β1−β22 is the so-called phase mismatch factor between the two waveg-






κ2 + δ2L) (2.9)
Clearly, the maximum power transfer from WG1 to WG2 is limited by the factor
phase mismatch factor δ as illustrated in Fig. 2.23. When δ = 0, namely β1 = β2,
the phase matching is met, a 100% power exchange can be achieved.
Figure 2.24: Another circuit consisting of 3 waveguides with 450 nm width at the
boundary and a different width in the center. The spacing between W1 and W3 are fixed at
1.2 µm and the coupling length is 140 µm.
We also designed and measured another sets of similar devices. They have the
same coupling length and varying spacing but one of the two waveguides has a
different width than 450 nm. The measurements tell us that a 10 nm change in the
waveguide width will significantly break the phase matching condition and lead to
negligible coupling between them even at the spacing of 1200 nm. Knowing this
fact will effectively reduce the footprint of integrated optics and arrayed waveg-
uides based devices. Using mismatched waveguides to reduce cross-talk has now
been widely adopted in dense waveguide superlattice [33].
Besides these normal directional coupler structures, we also performed some
other related experiments to further study the coupling between waveguides. The
circuits we measured are shown in Fig. 2.24. It contains three waveguides, with
two outside ones having the same width, namely 450 nm, while the middle one’s
width is swept from 300 nm to 500 nm. The spacing between centers of two bound-
ary waveguides are fixed at 1200 nm to limit the variables. We input light from one
of the three ports and measured the transmission at each output. If we assume no
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Figure 2.25: Measured spectra of circuits shown in Fig. 2.24 with different center
waveguide widths. All show a strong coupling between W1 and W3 irrespective of the
center waveguide width. But with increasing center waveguide width (thus smaller phase
mismatch), the coupling becomes stronger.
coupling between WG1 (WG3) and WG2 due to the large phase mismatch, then
naturally we would also expect no coupling between WG1 and WG3. However,
when injecting light to WG1, we observed high transmission at WG3 irrespective
of the center waveguide width as shown in Fig. 2.25. It seems that WG1 and WG3
can feel each other bypassing the ”transparent” center waveguide as they are per-
fectly phase matched. And with the center waveguide width approaching 450 nm,
the coupling between WG1 and WG3 also grows. This phenomenon imposes more
attention when designing dense waveguide arrays but it can also be taken advan-
tage of towards novel devices, for instance, novel three waveguide couplers and
switches are theoretically proposed in Ref. [39].
2.5 Summary
In this chapter, we give an overview of some of the most popular forms of par-
asitics in silicon PICs, including lumped reflections, substrate leakage and cou-
pling, stochastic backscattering, evanescent coupling, radiative coupling and loss
etc. Their respective origins and impacts have been discussed in detail. However,
this is just partial picture of the complete parasitics in silicon PICs. The diversity
and complexity of the parasitics in photonics urge us to make a comprehensive
research and systematic model of them as soon as possible in order to be well
prepared to the large scale silicon PICs.
2-22 PARASITICS
References
[1] Diedrik Vermeulen, Yannick De Koninck, Yanlu Li, Emmanuel Lambert,
Wim Bogaerts, Roel Baets, and Günther Roelkens. Reflectionless grating
couplers for Silicon-on-Insulator photonic integrated circuits. Optics ex-
press, 20(20):22278–22283, 2012.
[2] Wim Bogaerts. Nanofotonische golfgeleiders en fotonische kristallen in
Silicium-op-Isolator / Wim Bogaerts. PhD thesis, Ghent University, 2004.
[3] Martin Fiers, Thomas Van Vaerenbergh, Ken Caluwaerts, Dries Vande Gin-
ste, Benjamin Schrauwen, Joni Dambre, and Peter Bienstman. Time-domain
and frequency-domain modeling of nonlinear optical components at the
circuit-level using a node-based approach. JOSA B, 29(5):896–900, 2012.
[4] Pieter Dumon, Wim Bogaerts, Vincent Wiaux, Johan Wouters, Stephan
Beckx, Joris Van Campenhout, Dirk Taillaert, Bert Luyssaert, Peter Bien-
stman, Dries Van Thourhout, et al. Low-loss SOI photonic wires and ring
resonators fabricated with deep UV lithography. IEEE Photonics Technol-
ogy Letters, 16(5):1328–1330, 2004.
[5] Wim Bogaerts, Roel Baets, Pieter Dumon, Vincent Wiaux, Stephan Beckx,
Dirk Taillaert, Bert Luyssaert, Joris Van Campenhout, Peter Bienstman, and
Dries Van Thourhout. Nanophotonic waveguides in silicon-on-insulator
fabricated with CMOS technology. Journal of Lightwave Technology,
23(1):401–412, 2005.
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3
Backscattering in silicon waveguides
and ring resonators
In Chapter 2 we briefly discussed backscattering and its effects on short waveguide
circuits, which are the sharp fluctuations on top of the grating coupler spectrum and
stochastic reflections. However its effects are more complicated to be summarized
in one sentence. In this chapter, we will give a more comprehensive and in-depth
characterization of backscattering and its effects on silicon waveguides1 as well as
ring resonators2.
3.1 Backscattering in silicon waveguides
3.1.1 Strong fluctuations in waveguide spectral transmission
The work presented in this section is done in close collaboration with my col-
league, Yufei Xing. The waveguide is the most basic building block in any inte-
grated optics platform. Thus the complete understanding and accurate model of
its behavior is vital for PIC design especially for large scale circuits where waveg-
uides can be the most dominant elements. Similarly in EICs, the interconnect wires
start to be the most performance limiting element instead of the transistors when
the integration density grows to a certain level. Waveguides are also critical to
1in collaboration with Yufei Xing
2in collaboration with Thomas Van Vaerenbergh
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Figure 3.1: Measured transmission spectra of standard strip waveguides with different
lengths fabricated at IMEC. The spectra are normalized to the grating couplers spectra
fitted from measurement by a forth order polynomial equation. There is no top oxide
cladding for the waveguides. All show strong fluctuations, whose strength scales with
waveguide length. For a 7 cm long waveguide, the spectrum shows dips with an extinction
ratio over 14 dB.
Figure 3.2: Zoomed views of some dips from each of those two spectra shown in Fig. 3.1.
Clearly, the dip gets narrower with longer waveguide.
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the performance of some devices, for instance, long spiral waveguides based pho-
tonic reservoir computing, MZI based biosensors, waveguide based delay lines,
microwave photonics devices utilizing very long waveguide cavities etc.
So far, waveguides are considered as a light guiding channel with loss coeffi-
cient that is wavelength independent and a wavelength dependent phase response
due to dispersion. The study of sidewall roughness makes its model more accurate
with stochastic reflections included. Still, the transmission spectrum is by default
not affected. However, the measurements of short waveguides in last chapter al-
ready showed the distortion of the transmission spectra due to sidewall roughness,
even if the fluctuations are weak, in the order of 1 dB. Silicon strip waveguides start
to behave weird when they are longer than 1 cm. Fig.3.1 plots our measurements
of transmission spectra of some centimeter long waveguides with standard strip
cross-section (450 nm × 220 nm) fabricated at IMEC. Three main observations
can be extracted from these measurements:
• The strong fluctuations. For 7 cm long waveguide, we observe fluctuations
with an extinction ratio almost 14 dB. This is absolutely unacceptable for
any waveguide based devices or circuits. 14 dB is even larger than extinc-
tion ratio of most filters, sensors or modulators. Such strong fluctuations will
seriously degrade or even kill the performance of entire circuits, especially
when this feature is not considered in the circuit model at the design stage.
Moreover, this phenomenon is detrimental for waveguide characterization.
Currently most popular method to characterize waveguide propagation loss
is the cut-back method. In detail, a couple of waveguides with different
lengths will be measured in transmission. Then the loss is simply extracted
by linearly fitting the curve of transmission vs waveguide length. Appar-
ently, if waveguide shows strong fluctuations like this, this method won’t
be accurate for propagation loss extraction, which is the most fundamental
performance indicator of a waveguide.
• The fluctuation strength scales with waveguide length. As shown in Fig.3.1,
for a 0.2 cm long waveguide, the ripples are slightly larger than 1 dB. It
grows to 6.5 dB for a 2 cm long waveguide, 9.6 dB for a 4 cm long waveg-
uide and reaches 14 dB when waveguide length is 7 cm. This implies the
reason behind these fluctuations has something to do with the waveguide
length. And the waveguide model somehow should also be length depen-
dent.
• The dips get narrower with waveguide length. It drops from over 70 pm of
a 2 mm long waveguide til only 7 pm of a 7 cm long waveguide as shown in
Fig. 3.2.
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Figure 3.3: Probability density function of the measured transmission spectra shown in
Fig. 3.1. We could see the left shift of these distributions due to higher propagation loss of
a longer waveguide. Moreover, the PDF gets broader with increasing waveguide length. In
other words, more potential transmission values can happen for a longer waveguide.
3.1.2 PDF of waveguide transmission spectrum
Another indirect observation from the measured transmission spectra is presented
in Fig. 3.3. It shows the probability density function (PDF) of the transmission
spectrum of each waveguide. Studying the PDF can give us a lot of information.
For an ideal waveguide, its PDF should be a Dirac function with a peak of 1 at the
position corresponding with its total propagation loss (loss per unit α × waveg-
uide length L) as the loss should be wavelength independent. However, due to the
sidewall roughness and parasitic reflections at the grating couplers, the transmis-
sion spectrum is a distribution centered at the mean value of its spectrum. And
the highest value should correspond with its total propagation loss. To understand
this, we take a simplified example with only parasitic reflections at the grating
couplers. So the circuit now behaves like a Fabry-Perot cavity with two ”mirrors”
at two ends as shown in Fig. 2.5. Clearly, it is the upper envelope of the spectrum
with ripples that correspond with the real waveguide transmission, i.e., its total
propagation loss. The existence of scatterers will only add dips to the transmission
spectrum of a waveguide.
Due to higher loss of a longer waveguide, the center of the PDF is blue shifted,
which is expected. However, something surprising is the broadening of the PDF
with increasing waveguide length. In other words, for longer waveguide, the trans-
mission of the waveguide may have more possible values. This is quite a detrimen-
tal feature as a waveguide, because now its behavior will become more and more
non-deterministic and unpredictable. Moreover, the PDF shows asymmetry with
respect to its center. We found the PDF fits well into generalized extreme value
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distribution given in equation (3.1), where a limit distribution needs not to exist. It
is often used to model a sequence of independent and identically distributed ran-





(1 + εs)(−1/ε)−1exp(−(1 + εs)−1/ε) (3.1)
Where, s = x−µσ . x refers to the original data, in this case, it’s the data of the
transmission spectra. σ µ represent the deviation and mean value of this distri-
bution respectively. ε is a factor only about the distribution shape. So using this
distribution to characterize a waveguide transmission is more robust and accurate
than using a loss coefficient.
3.1.3 Origins for strong fluctuations
Now we start to focus on the origins of those fluctuations and and try to clarify
its dependency on waveguide length. We attribute the fluctuations to the sidewall
roughness induced stochastic backscattering. As briefly explained in section 2, the
sidewall roughness can be considered as distributed scatterers along the waveg-
uide. The light propagating along the waveguide will be weakly reflected by each
scatterer as shown in Fig. 3.4(a) and those numerous reflections contribute to the
stochastic backscattering discussed in former literature [1–8]. But what has been
neglected is the fact that this backscattered light will be reflected again by the
scatterers and propagate to the output of the waveguide. Due to their coherence,
the output of the waveguide is actually an interference pattern between numerous
beams including those reflected multiple times and one always forward propagat-
ing without being reflected at all as illustrated in Fig. 3.4(b). This explains why the
dips get sharper with increasing waveguide length. As longer waveguide contains
more scatterers thus more beams are interfering at the output leading to a sharper
interference pattern.
3.1.4 Circuit model for waveguides with stochastic backscatter-
ing
We use the optical circuit simulator Caphe to verify our hypothesis. To model the
distributed scatterers we use a series of weak reflectors along the waveguide. The
spacing between two reflectors are chosen to be 25 µm as an approximation be-
cause the measured optical span is 20 nm, such a span corresponds with a spatial
resolution around 28 µm according to equation fsr = λ
2
ngL
. In other words, the
transmission measured at 20 nm span can only contain full information of a spatial
cavity longer than 28 µm. Features of any cavity shorter than this value can not
be fully captured within a 20 nm wavelength range. The section length can be
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Figure 3.4: Conceptual illustrations of waveguide with distributed scatterers. The
contributions of the backscattering to the reflection of a waveguide have been thoroughly
studied (a) but the their effects on transmission of a waveguide have been ignored (b).
Figure 3.5: Optical circuit simulations and measured transmission spectra of waveguides
with distributed reflectors at the spacing of 25 µm. 1 cm is shown in blue while 7 cm in
orange.
BACKSCATTERING 3-7
chosen shorter for improved accuracy but at the price of more time and memory
consumption for the simulation. And according to Ref. [9], the reflector can be
designed with constant reflectivity and random phase to model roughness scatter-
ers. This is reasonable as within this 25 µm, the reflections caused by each point
roughness will be averaged out and generate a constant reflection if it’s consid-
ered as a black box. While the random phase between two reflectors reflects the
stochastic nature of roughness. The simulations of a 1 cm and 7 cm waveguides
are plotted in Fig. 3.5. The corresponding measurements are also placed for com-
parison. This circuit model can give a good reproduction of the strong fluctuations
and the waveguide length dependency of the fluctuations also exists. This circuit
model not only helps understand the principle behind the fluctuations, but also en-
ables more accurate performance prediction of PIC where long waveguide might
be involved at the design/simulation stage.
Figure 3.6: The fluctuations at the spectral transmission of a waveguide can be enhanced
by lumped parasitic reflections of the grating couplers. The curve is generated from Caphe
simulation.
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3.1.5 Mathematical model for waveguides with stochastic backscat-
tering
Figure 3.7: A representation of waveguides with stochastic distributed backscattering by a
mathematical model, called random walk problem. Each walk event represents a
backscattering to the propagating light caused by the roughness. Its length refers to the
power reflectivity of such a backscattering and its direction has the same meaning of phase
of the backscattering.
This phenomenon can also be intuitively explained in a mathematical way with
the help of a random walk model evident in Fig. 3.7. Imagine a ”drunk” guy start-
ing to conduct a series of random walks from a specific location pointed by the
solid red arrow and ending up at a position pointed by the dashed red arrow af-
ter those walks. Each walk has the same distance but can point at any directions.
Then this model can represent the waveguide with sidewall roughness very well.
The starting point corresponds with the light beam travelling directly from input
to output without reflected at all. And the end location should represent the out-
put power of a waveguide. Each random walk stands for a reflection caused by
distributed scatterers. The walking distance is a representation of the beam that is
scattered forward to the output of the waveguide, while the direction represents the
phase of the reflection which is random. The gradient circles drawn in blue cover
all the potential end positions, namely all the potential transmission of a waveg-
uide. Not difficult to understand, longer waveguide will bring two consequences:
a starting position closer to origin due to higher propagation loss and more ran-
dom walks as the number of scatterers scale with waveguide length. These two
consequences will result in a larger gradient blue circle. Optically speaking, this
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means more potential values at the output of longer waveguide, thus the PDF will
be broader. And there will be higher chance for the end position of a longer waveg-
uide to reach the origin (i.e. zero transmission) and that’s why we see the longer
tail extending towards low power of the PDF shown in Fig. 3.3. Based on the
study, we highly recommend to use broader waveguide for long range routing.
3.1.6 Enhancement of the fluctuations by lumped parasitic re-
flections
As a complete circuit, the grating couplers are always at both ends of a waveg-
uide so the parasitic reflections of them shall not be isolated from the study of
waveguide backscattering. We add two reflectors with certain amount of power
reflectivity at both ends of a waveguide in the circuit model and find the maximum
extinction ratio of these fluctuations gets enhanced by lumped parasitic reflections
as evident in Fig. 3.6. This is reasonable as the grating coupler at the input will
reflect back those backscattering and help them contribute to the output. It is there-
fore essential to reduce any kind of parasitic reflections in the circuit, for instance,
use of off-axis grating coupler with significantly weakened reflections [10], im-
proved Multi-Mode-Interferometer (MMI) with optimized isolation [11], carefully
designed waveguide crossing [12] etc.
3.2 Backscattering in silicon ring resonators
Figure 3.8: (a) schematic for an ideal ring resonator. (b) tCMT schematic for a real ring
resonator with backscattering (rbs) that couples CW and CCW modes.
Backscattering is responsible for stochastic reflections and fluctuations in trans-
mission spectra of silicon waveguides or any waveguide based devices without
feedback. Its detrimental effect is amplified for devices with feedback, for in-
stance resonators, as light will be confined for multiple roundtrips. Even weak
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reflections per roundtrip will be coherently built up due to their usually high Fi-
nesse. We will take silicon microring resonators as an example to evaluate the
impact of backscattering.
Figure 3.9: A measured spectra of a real silicon ring resonator. Various resonances exhibit
splitting with different shapes. And strong leakage to the add port is present.
3.2.1 Problem description of backscattering in a silicon ring
resonator
The basic introduction of a ring resonator has been given in chapter 1. And its ideal
output spectra are plotted in Fig. 1.9. The nature of a looped waveguide makes a
ring resonator inherently support two propagating modes, namely clockwise (CW)
and counter-clockwise (CCW) modes as illustrated in Fig. 3.8. Depending on the
direction of the input light, there should be only one of them being activated for
an ideal case. Even if they are both activated (for instance, two beams injected
from both ends of the bus waveguide simultaneously), they still resonate at the
same wavelength due to their degeneracy which is only valid when they are inde-
pendent from each other. However, the existence of sidewall roughness will cause
backscattering of the light propagating along the ring waveguide, and the backre-
flected light will propagate in a reverse direction. Thus the backscattering can be
considered as a coupling element between CW and CCW mode. And this coupling
will break the degeneracy. As a consequence, their resonance frequency will start
to split and peak splitting will start to appear in the spectra at drop and pass ports
if the split distance is large enough compared to its FWHM. This is very analo-
gous to quantum systems where two quantum particles (for instance, they can be
electrons, atoms, molecules, or harmonic oscillators) are originally degenerate at
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Figure 3.10: Histogram of split ratios of 6 sets of silicon ring resonators fabricated at
IMEC; Each set contains 7 rings with variable lengths but the same coupling gap and
coupling length. And each set has a different coupling gap. In total there are as many as
1080 resonances. When a resonance split is larger than half of 3dB bandwidth, it becomes
visible and over 550 resonances exhibit visible splitting.
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the same energy level. When an external magnetic filed or electric field is applied
to them, their energy levels or spectral lines will be split. These are well know
the Stark effect and the Zeeman effect. Moreover, due to the activation of another
mode, there will be significant leakage to the add port and reflection to the in port.
These various irregular resonance shapes together with the leakage and reflection
are problematic for most of ring resonator based applications.
• In ring-based sensors the shift of the resonance wavelength might not be
correctly detected [13].
• In ring-resonator-based tunable lasers, the reflection at in port and the leak-
age to the add port as well as the distortion of the ring’s transmission spec-
trum may cause laser instabilities.
• In ring-resonator-assisted loss characterization techniques, wrong model pa-
rameters will be extracted from an imperfect fitting of split resonances [14].
• Ring-resonator-based wavelength-division multiplexing (WDM) filters will
deviate from the designed filter specifications as the Q-factor cannot be well
controlled.
• Ring-assisted microwave detection circuits could result in the wrong peak
power extracted from a split resonance [15].
Figure 3.11: A pie chart clearly shows the dominance of asymmetric splitting among all of
the splitting resonances we measured from 42 rings (in total more than 550 resonances
exhibit splitting). Examples of asymmetric and symmetric resonance splitting are also
given.
But how frequent can this splitting happen? We measured 6 sets of silicon
add-drop ring resonators fabricated at IMEC with air cladding, each set contains 7
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ring resonators with variable roundtrip lengths, and each set is different with each
other in terms of coupling gaps. In total there are as many as 1080 resonances. To
quantitatively characterize the problem of resonance splitting, we make a figure
of merit called split degree, that is the ratio of optical spacing between two peaks
of a split resonance and optical bandwidth of this resonance ∆λBW . When the split
degree is greater than 1, i.e. split distance is larger than its bandwidth, the splitting
starts to be visible. For all the 1080 resonances, those exhibiting visible splitting
amounts to over 550. And the split degree can be sometimes larger than 4, under
such circumstances, the split resonance is resolved to two clearly distinguished
peaks. This serves a strong proof of the severity of this problem in current silicon
photonics. We also note the clear tendency of strong split degree with increasing
coupling gap. It is reasonable as the bandwidth of the resonance will decrease with
increasing coupling gap, thus given the same splitting distance, the split degree
shall increase. This gives a hint that increasing resonance bandwidth is an option
to avoid resonance splitting at the sacrifice of low Q factor.





are zero. (b) Illustration of the extra reflections caused
by directional couplers in a ring. The directional coupler in a ring resonator can be
physically divided into three parts, two scattering centers at the beginning and end, and a
distributed scatterer in the straight section due to extra coupling length. Scatterers will
cause unwanted backcoupling κ
′
to adjacent port as well as reflection to in port r
′
, while
coupling length will bring roughness induced backscattering noted with rc
There have been quite some efforts made to analyze and model ring resonators
with backscattering inside. The peak splitting is already attributed to the sidewall
roughness induced backscattering both theoretically and by fitting measurement
results with a model for ring resonator including backscattering. But the research
is not yet fully complete. So far these models can only successfully explain sym-
metric resonance splitting [14, 16–18], which means the two peaks split from a
resonance have the same height. While the asymmetric resonance splitting can
not be well fitted thus thoroughly understood. To highlight the importance of suc-
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cessfully modelling asymmetric resonance splitting, we analyzed the frequency of
asymmetric splitting in all the measured resonances that exhibit splitting. Result
is plotted in Fig. 3.11, it’s astonished to realize that over 80% resonance splittings
are asymmetric. What’s more, the reason for the extreme diversity in resonance
splitting is also not yet fully understood. Even if the sidewall roughness induced
backscattering is indeed stochastic, but it is not the only reason for those various
splitting shapes.
3.2.2 Improved tCMT model for ring resonator
To analyze this problem we first build a theoretical model for ring resonator with
backscattering included. The model is based on temporal coupled mode theory
(tCMT), which has proven to be a great tool for normal ring resonators or coupled
resonators [19]. This model is analyzing a resonator in time domain, with time
scale related to its roundtrip time (around 1 ps). It has certain requirements to
assure its accuracy when applied to a ring resonator, namely the loss rate of the
resonator shall be much less than Our model is based on the existing tCMT model
for ring resonator but improves it in two aspects:
• an element serving as a model for backscattering is included. This element
is responsible for the coupling between CW and CCW modes in this model.
• the concept of backcoupling κ′ is proposed and added into our model. In
contrast to the normal forward coupling of a directional coupler, backcou-
pling is the term describing the unwanted coupling from in port to its adja-
cent port as shown in Fig.3.12(a).
The two factors above grant the ability of successfully explaining and accurately
fitting all kinds of resonances to our model. As mentioned above, a ring resonator
naturally supports two modes, i.e. CW and CCW modes. Ideally only one of them
is activated by its corresponding in port. If we assume CW mode is the one to be




= j(ω0 + j
1
τtot
)αcw − jµiSi − jµ12αccw (3.2)
dαccw
dt





iSi − jµ21αcw (3.3)
And the outputs at each port port are given in equations (3.4)-(3.7)
Sr = −jµiαccw − jµ
′
iαcw (3.4)
Sp = Si − jµiαcw − jµ
′
iαccw (3.5)
Sa = −jµoαccw − jµ
′
oαcw (3.6)




• αcw and αccw are the two modes energy amplitudes respectively. They are
normalized in such a way that their square represent the energy in the res-
onator.
• ω0 is the intrinsic resonant frequency of this resonator, purely depends on
the physical parameter of the ring resonator, for instance, total roundtrip
length and effective index.













, namely decay rate due to propagation loss τl,
decay rate due to coupling (both forward coupling and backcoupling) at two









o to be the same if the two directional couplers are designed
to be identical, which is often the case, as it is very easy to design and obtain
for an add-drop ring resonator. As this model is in temporal domain, so
it’s always temporal term ”rate” instead of spatial terms like loss, coupling





• µi and µo stand for the mutual coupling of the two directional couplers.
Their dependency on the spatial field coupling coefficient κ are given in
equation (3.9). Where vg and ng refer to the group velocity and group index












• µ12 and µ21 are the element representing backscattering, which can be con-
sidered as a lumped reflector inside the ring cavity. As shown in equations
(3.2) and (3.3), they are responsible for the coupling between these two
modes. Without them is the case for a normal ring resonator. The strength of
the backscattering that couples CW and CCW should be independent on the
propagation direction of light, thus µ12 and µ21 should have the same ampli-
tudes. For linear and passive device, they are also expected to have opposite
phase due to the reciprocity and in later paragraph we will show that our
fitting results from measurement also confirm this. But at this moment, we
still consider them to have their own phases. Similar to µo and µi, they also
depend on some spatial parameters, in this case, it is the reflectivity of the









rbs should also be wavelength dependent according to Ref. [4]. However,




o are two terms describing the so-called backcoupling at the directional
couplers. It is also dependent on the spatial field backcoupling coefficient
κ
′
















• Sx refers to the wave amplitude at each port. S2x has the unit of power. For
an ideal ring resonator, reflection to in port Sr and transmission at add port
Sa should be 0.
Now we can solves equations (3.4)-(3.7) based on formula (3.2) and (3.3). We
take the transmission at drop port for example, transmissions at other ports can also
be derived. Both ideal case and the case with backscattering and backcoupling are









































































j(ω − ω1) + BW12
+
BW0
2 (1 + f)
2




• A0 is a dimensionless factor, scaled by potential losses outside the ring cav-
ity. Using this factor helps fit the measured results which might include other
losses for instance, the grating coupler loss, bus waveguide propagation loss
etc.
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• BW0 and ω0 are the intrinsic resonance frequency and bandwidth of the res-
onator without any parasitics. They are determined by the physical config-
urations of this resonator, including roundtrip length, propagation loss and
coupling coefficients of the directional couplers. Strictly speaking, BW02 =
1
τtot
, where 1τtot =
1
τl











with backcoupling. In those equations above, µi = 2τi is approximated to
BW0
2 .
• f shown in equation (3.13) is a dimensionless factor which equals the ratio
of forward coupling κ over backcoupling κ
′
. Introducing this factor helps
reduce the freedoms (or parameters) in this equation.
• (ω1, BW1) and (ω2, BW2) represent the respective (resonance frequency,
bandwidth) of these two modes.
Also:


















|µ12µ21| and φµ = ∠µ12µ21. Our measurement fitting results indicate
φµ is close to 0, this means that φµ12 = −φµ21 , which verifies our hypothesis. This
also implies that the coupling between these two modes is conservative instead of
dissipative because now the scatter matrix of the lumped reflector is conservative
to 1.
Now it becomes quite clear that, instead of a single Lorentzian shaped reso-
nance with central frequency ω0 and bandwidth BW0 at the ideal case, there are
two Lorentzian shaped resonances standing at their own frequencies ω1 and ω2
with different bandwidths BW1 and BW2 due to the presence of backscattering.
The difference in resonance frequency is linear to the backscattering strength µ0
which is in good correspondence with former literature [20]. If backscattering
is strong enough to make their separation become comparable with their band-
widths, a visible splitting shall appear. While their peak heights are determined
by two factors according to equation (3.13), including their respective bandwidth
BWx and the f factor that related to the backcoupling. The former one stands in
the denominator of the equation while the second one is in the numerator. How-
ever, based on careful analysis of our measured data, we conclude that the main
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Figure 3.13: A measured spectrum with 3 split resonances. We analyze these resonances in
detail to get the proof of the origins for the asymmetry in resonance splitting, which we
believe to be the backcoupling.
responsibility for their peak height asymmetry should be taken by the latter one,
namely backcoupling.
Resonance 1 Resonance 2 Resonance 3
BW1/pm 16.7188 14.1098 21.0971




P1 0.1447 0.1236 0.099




Table 3.1: The detailed data of above spectrum in Fig. 3.13. The existence of f can be
inferred from a comparison of the first and third resonance. The peak with larger
bandwidth has a higher peak power; comparing the first and second resonance, the
relative difference in bandwidths of first resonance is only 6.7%, whereas that in second
resonance is 31.6%, but the first one shows a even larger difference in peak power (47.5%)
than the second one (42%); This decoupling relative peak power and bandwidth can only
be explained with a non-zero f .
To perform the analysis, we focus on a measured spectrum with some asym-
metric resonance splitting as shown in Fig. 3.13. And Table 3.1 shows the char-
acteristics of those split resonances. If there were no backcoupling at all (f = 0),
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the only reason that there could be an asymmetry in the peak power of the two
modes is that their bandwidths are different, as can be seen in the denominator of
equation (3.13). Two natural conclusions can be derived consequently:
• a larger bandwidth should lead to a lower peak power.
• a large difference between peak power should correspond with a large dif-
ference in bandwidth.
Figure 3.14: A sweep of different f factors using circuit simulator Caphe. When f = 0
and φµ = 0, the red line is generated, which is a symmetric split resonance; When
magnitude of f is increased, the degree of asymmetry increases accordingly.
However, something different is observed in the measured spectra shown in Ta-
ble 1. For the first and third resonances, the peak with the larger bandwidth ac-
tually has a higher peak power. In addition, when comparing the first and sec-
ond resonances, we also find a discrepancy: in the first resonance, the two peaks
have a much smaller difference in bandwidth (6.7%) than in the second resonance
(31.6%), but at the same time the two peaks of the first resonance have a larger
difference in power (47.5%) than those of the second one (42%). Moreover, as
mentioned above, our fitting of the measured spectra tell us φµ is very close to
0, meaning the difference in their bandwidths should be negligible. All of these
observations and analysis reveal that, besides bandwidth, there must be another
factor introducing an asymmetry and we believe it to be the backcoupling.
To further confirm this, we build a circuit model in Caphe. The very big ad-
vantage of using optical circuit simulator is its behavior parameter sweep at a very
fast speed compared to other physics simulations. In this model, we include the
backcoupling (f factor) into the directional couplers and by comparing the results
3-20 CHAPTER 3
when f = 0 and f 6= 0 we can get a straightforward view how backcoupling in-
fluences the relative peak height of those two peaks in a split resonance as evident
in Fig. 3.14. When no backcoupling is present (f = 0), only symmetric resonance
splitting appears. While keeping the backscattering strength constant and varying
the magnitude of f , asymmetry start to emerge. One interesting condition is when
f = ±1, according to equation (3.13), under such condition, one peak will have 0
transmission. This can be utilized to eliminate backscattering induced resonance
splitting.
Figure 3.15: A sweep of different f factors using circuit simulator Caphe. When f = 0
and φµ = 0, the red line is generated, which is a symmetric split resonance; When
magnitude of f is increased, the degree of asymmetry increases accordingly.
3.2.3 Model validation by measurement fitting
After a comprehensive explanation of our model for ring resonator with backscat-
tering and backcoupling, we’d like to show the fitting of measured ring spectra
using this model. We implement equation (3.13) into Python and use least square
method to perform the fitting of drop port spectra. With minor revisions, trans-
mission at pass port can also be fitted with corresponding mode equation derived
from tCMT. The parameters fed into the fitting procedure are [A0, ω0, BW0, µ0,
f , φµ], which can be translated into [amplitude factor, resonance frequency, in-
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trinsic bandwidth, amplitude of backscattering, backcoupling coefficient, phase of
backscattering]. Since least square is a relatively simple fitting algorithm used to
find local minimum instead of global minimum, which is very fast in speed but
also quite sensitive to the initial guess of the parameters. We implement an algo-
rithm into our code that can automatically and very accurately guess all the initial
parameters from the measured spectra.
Figure 3.16: Simulated spectra of 3 rings with the same length, loss and backscattering
strength. The coupling coefficient κ of the directional coupler is increasing From top to
bottom, with decreasing Q factor. The splitting distance keeps constant but the broadening
of the resonance will gradually makes splitting invisible.
Figure 3.15 gives examples of 3 different ring models. The green line is the
result of a traditional Lorentzian model. It fails to fit resonances with even a small
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Figure 3.17: Simulated resonances of ring resonators with and without backscattering. At
the case with backscattering, even if the resonance is too broad to make the resonance
splitting visible, still it’s distorted from a Lorentzian shape.
amount of splitting. The black curve fits the resonances with a t-CMT model with
backscattering, but without backcoupling (f = 0). Only symmetrically split reso-
nances can be handled by this model, and it performs poorly for asymmetric peaks.
Our improved t-CMT model with a non-zero backcoupling factor f is plotted in a
red dashed line. It accurately fits non-split, symmetrically split and asymmetrically
split resonances.
Figure 3.18: (a) and (b) present the amplitude transmission spectra and phase responses
of a ring resonator under different coupling regions. (c) is the phasor plot. It clearly
distinguishes these three coupling regions.
The paragraph above verifies the ability of our model to successfully handle
any kind of resonance splitting. But in reality, the case with invisible resonance
splitting also happens occasionally. As for a given backscattering strength, the
splitting distance between the two peaks is constant no matter what the Q factor
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Figure 3.19: Two inverse phasor plots of the resonances plotted in Fig. 3.17. The
difference between them are amplified when it’s very hard to distinguish them by purely
looking at the amplitude transmissions.
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Figure 3.20: Fitting qualities of visible resonance splitting and invisible splitting,
respectively. Both cases can be fitted accurately using our model, and the extracted values
of the power reflectivity are all close to the simulation value.
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(FWHM of the resonance) is as evident in Fig. 3.16, where the resonances of ring
resonators with fixed backscattering strength but variable Q factors are simulated.
So if the Q factor is not very high, in other words, the resonance is relatively
broad compared to the backscattering induced splitting distance, then the splitting
may be invisible under the envelope of the resonance. But the resonance is still
slightly distorted from a pure Lorentzian shape without any backscattering and
splitting as evident in Fig. 3.17. The parameters in the simulations: propagation
loss α = 2 dB/cm, ring roundtrip length L = 2∗π∗35µm, group index ng = 4.2,
the backscattering strength (power reflectivity) r = 7 ∗ L = 0.00154, the power
coupling coefficients κ = 0.01 for the visible resonance splitting and κ = 0.08 for
the invisible split resonance. The simulated FSR is around 2.6 nm.
By only looking at the amplitude transmission spectrum, it’s hard to distin-
guish this with a normal Lorentzian resonance. However, using modified phasor
plot can directly amplify the difference. Phasor plot is a representation of the phase
response together with the amplitude response by plotting the real part of the elec-
tric field ReE = |E|cos(φ) vs its imaginary part ImE = |E|sin(φ). Circular
curves of normal Lorentzian resonance will be generated in this phasor plot as il-
lustrated in Fig. 3.18. The length of the arrow pointing from the origin (0,0) to one
specific point on the curve is the amplitude of the electric field at this point while
the angle between this arrow and the x-axis contains the effective phase shift at this
wavelength point. It has been adopted to analyze the response of a ring resonator
or WGM, especially to recognize the coupling condition [21, 22], as the curves of
resonance at different coupling conditions (critical-, under-, over- coupling) show
different feature as also illustrated in Fig. 3.18. For this invisible resonance split-
ting (but not a Lorentzian resonance), the phasor plot is still a pseudo-circular
curve with only slight difference with that of a normal Lorentzian resonance. But
the phasor plot of the inverse of the electric field (G = 1E ), which is called inverse
phasor plot [22], can clearly amplify this difference. Fig. 3.19 shows the inverse
phasor plots of the resonances in Fig. 3.17. Obviously, the peak in the bottom
phasor plot identifies the invisible resonance splitting. While for a pure Lorentzian
resonance, it’s still a circular curve without this kind of peak.
So this situation is worthy investigating to validate our model as handling such
a resonance with a Lorentzian function is inaccurate and unreliable. We use our
model to fit the two resonances plotted in Fig. 3.17. The fitting qualities are
provided in Fig. 3.20. First of all, both resonance patterns can be fitted accu-
rately using our model while the fitting for the invisible resonance splitting using
Lorentzian model is poor. Secondly, the fitted value of the power reflectivity r
all show a good match with the value we choose in the simulation. This further
validates the ability of our model to handle all kinds of resonances in a reliable
manner.
We proposed the concept of backcoupling so we want to provide a solid proof
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Figure 3.21: A measured spectrum with fitted amplitude of f factor at each resonance.
Similar in other measured spectra, the amplitude of f is in the range of 0 to 0.4.
and give a basic guideline of its typical value. Figure 3.21 plots the f -factor for a
typical example of measured rings. The amplitude of f factor varies from 0 to 0.4,
which means that there can be as much as 40% of the cross-coupled field (16% of
the power) coupled back to the adjacent port of in port. Such a large value explains
the significant difference in peak power in some split resonances.
3.2.4 Break down backscattering to individual contributions
Since our model is capable to fit various resonance shapes and extract the key
parameters of each resonance, so we want to do more with this model. Among
the fitting parameters, µ0 can be used to retrieve the backscattering strength of a
ring resonator at specific resonance according to equation (3.10). So we target a
comprehensive analysis of the backscattering in silicon ring resonators, trying to
break it down to all the individual contributions and provide a guideline about the
dependency of backscattering strength on physical parameters of ring resonators.
Generally speaking, a ring resonator consists of a looped waveguide and one or
two directional couplers. So each component can potentially introduce unwanted
reflection or scattering, contributing to the total backscattering in ring. It’s essen-
tial to to have a good understanding of all the individual contributions so that we
might conclude with a quantitatively predictable equation for backscattering.
3.2.4.1 Sidewall roughness-induced backscattering
For the ring waveguide itself, roughness-induced backscattering is the only contri-
bution to backscattering in the ring that has been verified and analyzed in detail.
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Figure 3.22: FDTD simulations of mode profiles of directional couplers with 200 nm gap
(blue) and 300 nm gap (green), as well as single-mode waveguide (red). Clearly, the
electric field magnitude at the sidewall of a directional coupler is stronger than that of a
waveguide.
Other potential contributions from the ring waveguide could include the interface
between a bend and a straight waveguide. In [23], the bend radius of ring resonator
is chosen to be as large as 20µm. At such large radii, the transition between bend
and straight waveguide is almost perfect in silicon wire waveguides [24], which
might explain why only roughness induced backscattering was observed. For
sharper bend radii, 5µm or even smaller, the interface between bend and straight
section can introduce additional reflections.
According to [5], roughness-induced backscattering can be considered as a sta-
tistical process, where the reflectivity’s spectral characteristics (mean value, stan-
dard deviation and correlation length) depend on the waveguide length. Using op-
tical frequency-domain reflectrometry (OFDR), Morichetti [4, 5] demonstrated a
linear relationship between reflected powerRw and waveguide length if the waveg-
uide is short compared to the decay length of the propagation losses. For a ring
resonator, the same technique clearly shows how a coherent addition of the reflec-
tions for each roundtrip in the ring increases the reflected power around resonance
wavelength. This linear relationship is:
Rw = r
2
w = Hw × Lw (3.18)
Here, Hw is a parameter dependent on waveguide dimension and sidewall quality.
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3.2.4.2 Coupler-Induced Backscattering
In addition to the waveguide roughness, the directional couplers should also be
considered as a source of backscattering. Ideally, a directional coupler shown in





forward coupling k and transmission t. But this is not always the case: the exper-
imentally determined increase in loss in coupling sections [25] indicates that this
reflection component can be non-negligible in microrings.
There can be two different types of backscattering associated to a directional
coupler (Fig. 3.12(b)):
1. The existence of an adjacent waveguide is actually a perturbation to the ef-
fective index of the original waveguide. So the beginning and end interface
of a directional coupler can behave like scatterers due to an abrupt change
in effective index. This scattering can couple to the backward propagating
waveguide modes, i.e. an unwanted field backreflection r
′
to the input port
and a backcoupling k
′
to the adjacent port. The more abrupt this transi-
tion from an isolated waveguide to a pair is, the stronger the scattering can
be. The abruptness increases for smaller gap, so we can expect a larger
backscattering of the coupling sections in rings with a smaller gap.
2. For directional couplers with long (straight) coupling section, the power is
exchanged back and forth between the two waveguides, increasing the local
field intensity at the internal walls, which is verified by a commercial FDTD
simulator provided by Lumerical as illustrated in Fig. 3.22. Therefore, for
the same waveguide length, there can be significantly higher backscatter-
ing by sidewall roughness compared to a single waveguide. The coupler
roughness-induced backscattering is indicated as rc. Similar to waveguides
(equation (3.18)), the total reflected power Rc = r2c has a form of:
Rc = Hc × Lc, where Hc > Hw (3.19)
3.2.4.3 Separation of Distributed and Lumped Backscattering
In our t-CMT model for a ring resonator, both backscattering rbs and backcou-
pling k
′
are included. The backscattering rbs consists of distributed backscattering
caused by waveguide roughness (rw), whose power reflectivity has a linear de-
pendence on ring length L, and lumped reflection introduced by couplers (r
′
and
rc), whose power reflectivity should be independent on ring length, but depen-
dent on couplers parameters, for instance, gap and coupling length. Based on this
knowledge, assuming a low average total reflectivity during one roundtrip, only
first order reflection contributions are taken into account. When the ring length
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L << 12αloss we propose for low-field reflectivity rbs a simple linear approxima-
tion of power reflectivity Rbs = r2bs:
Rbs = H0L+ C0 (3.20)
H0L0 refers to the distributed backscattering caused by roughness and C0 covers
the contribution from the couplers.
3.2.5 Quantitative analysis of backscattering
In previous section we proposed a quantitative prediction model for backscattering
in ring resonator as in equation (3.20). According to this equation, the average
backscattering strength is waveguide length and coupler section dependent with
respective coefficients H0 and C0. To make it valuable, these two coefficients
have to be determined from measurements.
A set of rounded rectangular add-drop microrings (fixed 6.5µm coupling length
and 4.5µm bend radius) with 7 different total ring lengths (150-1000 µm) and 6
different coupling gaps (150-400 nm) were measured in order to verify the model
proposed in equation (3.20) and to extract these two coefficients. With this, we in-
tend to verify that the sources of backscattering include circular waveguide rough-
ness as well as directional couplers. All resonances between 1520 nm and 1560 nm
are analyzed, using a 1pm resolution wavelength scan with a continuous-wave tun-
able laser and power meter in a vertical coupling setup. The devices were designed
with the IPKISS framework [26] and fabricated at IMEC in a passive silicon pho-
tonics technology. The waveguide dimensions are 450 nm × 220 nm, embedded
in oxide and excited with TE polarization using fiber grating couplers.
3.2.5.1 Extracting the Backscattering from model
With an accurate peak-fitting model we can now look deeper into the actual backscat-
tering in SOI microrings. First of all, the strength of the backscattering will be
mathematically extracted from measured spectra. By analyzing the transmission
spectra at the drop port and the add port, the field backreflectivity rbs for each
individual resonance can be calculated. As the rbs variation with wavelength has
a strong stochastic component, we look at the mean and standard deviation of rbs
over the different resonances within the transmission spectrum of a single ring.












where FSRλ is the free spectral range in wavelength domain, λ0 is the central
wavelength of the fitted resonance. All of these parameters, λ0, FSRλ and µ0 can
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be directly extracted from the fit of the peak. From equations (3.14) and (3.15)
equation (3.22) can be generated:




















Here ∆λbs refers to the wavelength spacing between the two peaks of a split
resonance. F = FSRλBWλ is the finesse of the ring, where F/2π is the number of
roundtrips light makes during the cavity lifetime. This equation mathematically
describes the coherent addition of the backreflection contribution for each of the
F/2π roundtrips.
However, for non-split peaks, the fitted parameter µ0 is not always reliable, as
the effect of the envelope shape on the properties of the individual peaks can be
ambiguous: there are often multiple solutions for the resonance modes αcw and
αccw. Instead, the relative peak intensity at the add and drop port can be used to











1 + (Frbsπ )
2
(3.25)
Similar to equation (3.24), the dependency on Frbs reflects the coherent addition
of reflection per roundtrip at resonance.
3.2.5.2 Separating Distributed and Lumped Backscattering
In equation (3.20) the total backscattering is separated into contributions by lumped
scatterers (C0) and by distributed scatterers (H0), like sidewall roughness. H0 de-
pends on the electric field strengths at the sidewalls and the quality of sidewall. A
lower value of H0 can be obtained by using a better etch process, broader waveg-
uides, or the TM polarization [4, 27].
We applied our model and extraction procedures to rings with different roundtrip
length and coupling gaps. The propagation losses in the measured waveguides are
of the order of < 2dB/cm [28]. This makes, even if the additional losses in the
coupling sections of small gap resonators are considered, the linear approximation
in equation (3.20) a valid assumption.
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The power reflectivity Rbs is plotted in Fig. 3.23, which confirms that the
highest power reflection Rbs per roundtrip is of the order of 0.01, and therefore
higher order reflection contributions can indeed be safely neglected in equation
(3.20).
Figure 3.23: Power backscattering per roundtrip for rings with different roundtrip lengths
and different directional coupler gaps. A linear increase of the backscattering for longer
rings is observed, which corresponds to the distributed scattering H0. A decrease in
backscattering for larger coupler gap is also shown, corresponding to the lumped
scattering C0 in the directional couplers.
It’s clearly observable that that the reflected power increases linearly with the
ring length, confirming the length-dependent model from equation (3.20). It is also
shown that for a larger coupler gap, the curve shifts down. This confirms that the
directional coupler plays an important role in the lumped scattering contribution
C0, and that smaller gaps will lead to stronger discontinuities and backscattering.
This is again confirmed in Fig. 3.24 where dependencies of C0 and H0 on the
coupler gap are plotted. For all gaps, H0 is quite stable around 6-8 m−1, which
corresponds well with the value reported in [5]. As H0 represents the backscatter-
ing caused by sidewall roughness, it is indeed expected to be independent of the
gap. In terms of C0, it is clearly shown in the same figure that rings with larger
gap have smaller C0, meaning less backscattering induced by the couplers.
3.2.6 Coupler-Induced Backscattering
C0 is more complicated to understand than H0. In reality, besides couplers the
bend/straight transition might also introduce extra lumped reflections. These re-
flections could add a small contribution to C0 that is independent of the coupling
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Figure 3.24: Fitted parameters H0 and C0 versus coupler gap. H0 remains constant for
different gaps, as it only depends on the ring waveguide roughness. And the value is well
matched with formerly reported value. C0 decreases for increasing gap, as the larger gap
is, the smaller influence of directional coupler will be.
parameters. For simplicity, let’s assume that the lumped contributions to backscat-
tering solely originate in the directional couplers. The effect of the couplers is
investigated by measuring another sets of rings with a fixed coupler gap (200 nm),
7 different ring roundtrip lengths (150-1000 µm), and 6 different coupling lengths
(5-15 µm).
Figure 3.25 again plots Rbs as function of ring length, but now for directional
couplers with 3 different coupler lengths. The curves with the longer coupling
lengths Lc show a higher backscattering. Figure 3.26 quantifies how C0 increases
with coupling length Lc. H0 also shows a slight increase, but less pronounced,
and still within the range reported in [5]. The change in H0 can also be due to a
secondary effect: longer coupler lengths increase the ring linewidth, which affects
the quality of the fit due to the existence of noise in the spectrum.
All of the data shown tell us that the coupler sections indeed introduce con-
siderable reflections, and the strength of that reflection depends on both gap and
coupling length.
3.2.7 Wavelength-dependent Model for Full-Spectrum Fitting
With the model discussed in the previous section, we could accurately fit every
individual resonance separately.
However, in reality, there should be a constant set of parameters for the ring
circuit instead of a unique set of parameters for each resonance. By claiming that
each resonance has different parameters, i.e. backcoupling and backscattering, the
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Figure 3.25: Power backscattering as function of ring roundtrip length for different
coupling lengths Lc. The backscattering increases with larger roundtrip lengths, and with
larger coupling length.
Figure 3.26: Fitted backscattering contributions H0 and C0 for different coupling lengths
Lc. C0 increases with increasing Lc, indicating more backscattering caused by directional
couplers. H0 remains in the expected range of 6-8m−1
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Figure 3.27: A directional coupler supports two supermodes, namely even and odd modes
(or symmetric and anti-symmetric). The final output of a DC is a result of the interference
between the two modes after the coupling length.
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differences between resonances in a single spectrum could be explained. The ques-
tion how to physically explain the differences between the parameters of different
resonances within the same spectrum still remains.
Back to our former analysis, we remind ourselves that there are two individual
contributions: roughness-induced backscattering and directional couplers. It has
already been reported in [5] that the roughness-induced backscattering exhibits a
degree of randomness, which might be a reason for the different shapes of reso-
nances in a single spectrum. This is also analyzed in the previous section about
backscattering in the waveguide. We show that the a waveguide with distributed
backscattering is like a random walk model. Even each reflection event has the
same amplitude, due to the random phase, the final transmission or reflection of the
waveguide might end up at different values. So for different resonances, the same
ring waveguide might generate quite different reflectivity. However, our analysis
and measurement results in previous sections reveal that the strength of backscat-
tering only influences the spectral separation of the two split peaks. In other words,
the large differences in peak powers of each split-resonance cannot be explained
by the randomness in backscattering.
When the layout of the system is considered, we see that for an add-drop
filter, there are two couplers, so four scatterers in total. These four scatterers
plus backscattering will form a complicated multi-cavity system in the ring cir-
cuit, which will show a certain wavelength dependency. In order to verify this,
the circuit simulator Caphe with a detailed model for the ring circuit is used to
fit the measured data. The objective function for the fitting is differential evo-
lution [29], which is much more time consuming but rigorous than other simple
algorithm using objective functions like least square. The wavelength span of the
fitting procedure as well as the measured spectrum is chosen to be 20 nm with a
1 pm resolution, in order to incorporate enough resonances and include adequate
data points within one single resonance. In this model, a basic directional cou-
pler contains two independent ’waveguides’ corresponding with the even and odd
supermodes. The effective indexes are simulated using FIMMWAVE. The scat-
terers at the input and output stages of a directional coupler couple the individual
waveguide mode to the supermodes as shown in Fig.3.27, and also add parasitic
reflection and backcoupling. Thus, the parameters to be fitted include:
• Coefficients of a third-order polynomial equation describing the effective
index of the ring waveguide versus wavelength.
• Coefficients of two second-order polynomial equations for the effective in-
dexes of the two supermode waveguides.
• Reflection and backcoupling of these scatterers. They are assumed to be
constant among all of these scatterers.
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• Roughness induced backscattering strength for even and odd modes of the
directional coupler.
Moreover, for the sake of both accuracy and efficiency, we’d prefer to imple-
ment a multi-stage fit, rather than a single fitting procedure that is fed with all
parameters simultaneously. In detail, the effective index of the ring waveguide is
first fitted to find the correct positions of the resonances. Then the effective indexes
of the supermode waveguides are fitted to get the proper coupling strength of the
directional couplers. Subsequently comes the fitting of these parasitics, including
backscattering of the waveguide as well as backreflection and backcoupling of the
scatterers. Usually it takes around 10 hours to finish all these fitting procedures.
Figure 3.28: Fitting of a 75um long ring; here the circuit simulator caphe is used to fit a
ring circuit, in other words, the complete spectrum is fitted instead of individual resonance.
Figure 3.28 and 3.29 show the fitting of two relatively short rings. Due to the
limited number of resonances in the spectrum, the randomness of the backscatter-
ing does not play a significant role. Even if in our model backscattering is con-
sidered to be wavelength independent, a relatively good match between simulation
and measured data can still be achieved, and the fitted parameters are consistent
with previously fitting results or simulated values. For example, the power cou-
pling ratio is in the order of 1× 10−3, similar to the value simulated by Lumerical
FDTD Solutions, which is 3.6 × 10−3. The fitted value of backcoupling of the
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Figure 3.29: Fitting of a 100um long ring, the good matching shows the reproducibility of
this circuit fitting model.
directional coupler is in the order of 10−5, in good correspondence with the previ-
ously reported f -factor for the electric field, which is from 0 to 0.3, i.e. from 0 to
0.09 for power.
Figure 3.30 shows the fitting result of a longer ring, with more than 10 res-
onances. Due to the large number of resonances here, the randomness of the
backscattering can become quite influential and will have an impact on the fit-
ting quality. As expected, the fitting mismatch increases, which can actually be
considered as a measure for randomness of the distributed backscattering. Still,
we can extract trends from this fitting.
In summary, we identify two reasons in order to explain why individual reso-
nances in the same ring can be quite different, not only in split ratio, but also in
asymmetry and bandwidths. The first one is due to the previously reported ran-
domness in waveguide-roughness-induced backscattering, and this will affect the
split ratio of the resonances. The second contribution is from the complicated di-
rectional couplers, which contain not only lumped multi-scatterers that introduce
extra reflection and backcoupling but also distributed backscattering due to the
sidewall roughness of the extra coupling length.
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Figure 3.30: Fitting of a 300um long ring; Larger mismatch is expected, due to the
randomness of roughness induced backscattering, which is not included in this circuit
model. However, there is still a good match and it clearly shows the variety in split
resonance shapes caused by multi-scatterers in the ring circuit.
3.2.8 Phase response of rings with resonance splitting
Besides the distortion in the amplitude transmission spectrum, backscattering is
also supposed to impact the phase response of a ring resonator. To investigate
this, we performed a series of simulation using caphe. Fig. 3.31 shows the sim-
ulated phase response at the drop port. With increasing reflectivity that couples
CW and CCW modes, the resonance splitting becomes more and more obvious.
In the meantime, we observe the change in the phase response. For an ideal ring
resonator, the phase shows a continuous change around the resonance. While for
a resonance with splitting, the phase change around the resonance becomes non-
continuous.
3.2.9 Methods to suppress resonance splitting
After understanding the origin of the resonance splitting, a number of techniques
to reduce or avoid resonance splitting can be suggested. Generally, the methods to
suppress resonance splitting can be classified into four categories:
1. Improving the lithography and etching technology to reduce the sidewall
roughness [4].
BACKSCATTERING 3-39
Figure 3.31: The backscattering will not only modify the resonance shape in amplitude
spectrum, but also distorts the phase response.
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2. Using TM polarisation or rib waveguides so that the sidewall sees weaker
electric field [4, 27].
3. Lowering the Q factor, i.e. strengthening the coupling coefficient of the
directional coupler(s). Among the 6 measured sets of rings with gaps from
0.15 µm to 0.4 µm, there is a clear observable trend that resonance splitting
is very rare in rings with gap of 0.15 µm. On the other hand, rings with a gap
larger than 0.25 µm, almost invariably exhibit severe resonance splitting due
to a narrower bandwidth/higher Q factor, as illustrated in Fig. 3.10. This is
also confirmed by the simulation results plotted in Fig. 3.16.
4. Active compensation: either the backscattering rbs or the backcoupling (f
factor) of the whole ring circuit could be tailored. The former method re-
lies on an intentional reflector inside the ring, whose reflectivity as well as
phase could be tuned, to compensate the parasitic backscattering rbs. As a
consequence, the total ring circuit can be made to suffer no backscattering
at all. The second method tunes the f factor to be 1, so that the input wave
contributes equally to CW and CCW modes. As in equation (3.13), when
f = 1, one peak of a split resonance disappears. In such a case, the parasitic
backscattering as well as the resonance splitting still occurs, but one peak is
suppressed at the output.
3.3 Summary
In this chapter we provide a comprehensive and in-depth analysis of backscattering
in silicon waveguides and ring resonators, respectively. The impacts of backscat-
tering on individual component observed through measurements are given. We
found that the existence of backscattering makes silicon waveguides not wave-
length independent elements any more. Their transmission spectra show strong
and rapid fluctuations, and the fluctuation strength grows with waveguide length.
We successfully build an optical circuit model with backscattering included to
produce the transmission spectra similar with measurements and we also propose
to explain a waveguide with backscattering using a mathematical model-random
walk problem.
While for the ring resonators, we figure out the impacts of backscattering on
the ring output spectra and the origins for asymmetric resonance splitting, which
is the backcoupling at the directional couplers. We build a thorough theoretical
model based on temporal coupled mode theory (tCMT) that is capable to fit all
kinds of resonances. With this model, we further make a quantitative analysis of
backscattering in silicon ring resonators with respect to the physical parameters
of a ring, including roundtrip length, coupling gap and coupling length. Finally
a circuit model that incorporates many parasitics of a ring resonator is built and
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it can fit a complete ring spectrum with a common set of parameters for the ring
instead of fitting resonance one by one with different sets of parameters for each
resonance.
With this study on backscattering in silicon ring resonators, we are going to
introduce an effective method based on reflection engineering to actively compen-
sate the backscattering in next chapter.
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4
Engineered reflections in silicon ring
resonator with one tunable reflector
4.1 Introduction
In the previous chapter, we thoroughly explained and modeled the problem of
backscattering in silicon waveguides and ring resonators. We show the origins and
impacts of backscattering on these components. Generally speaking, stochastic
backscattering behaves like a lumped reflector inside a ring cavity. So if we were
able to fully control the total reflections inside the ring resonator, we should be able
to control its output spectra. And under the condition that the reflection approaches
0, the backscattering can be fundamentally suppressed.
To achieve a full control of the reflections, we need an intentional reflector
inside the ring cavity, whose reflectivity and phase are tunable. In this chapter, we
will discuss about such a reflector and how we realize reflections engineering in
silicon ring resonator with such a tunable reflector. Two applications of this kind
of device will be shown. The first one is the fundamental suppression of stochastic
backscattering while the second one is to make a silicon ring resonator with an
ultra wide FSR and tuning range.
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4.2 Fundamentally suppress backscattering by re-
flection engineering inside silicon ring resonator
Given the severity and high frequency of backscattering in silicon ring resonators,
many efforts have been done to explain, originate and model backscattering in
silicon ring resonators. However, there have been very few effective approaches
reported to fundamentally suppress it or eliminate its impacts. Based on former
discussion, we are aware that lowering the Q factor (broadening the resonance) will
efficiently avoid resonance splitting. But this method lacks control of reflection to
the in port and leakage to the add port. Moreover, the Q factor is actually a very
key factor for ring resonator based devices and usually it’s desirable to have a high
Q factor. For instance, ring resonator based sensors require a high Q for the sake
of high efficiency and resolution. So this method is only a compromise approach
that is simple in design but poor in performance and may not be a good idea for
most ring based applications.
Figure 4.1: (a) An example figure from Ref. [1] about a tungsten contact via and heater for
silicon modulator as well as strip waveguide. (b) A brief layout from the same literature
showing the heater used to tune a ring resonator.
Using TM polarization on the other hand, can fundamentally avoid backscat-
tering inside the ring cavity. But it also has some key drawbacks. The use of
TM polarization makes the light less confined, thus the minimum bend radius
(around 25 µm) should be quite large compared to the ring with TE polarized light
(4.5 µm) to avoid bend radiation loss. This sacrifices the compact footprint of the
silicon ring resonator, which is one of key advantages brought by silicon photonics.
Another disadvantage is about the tuning of a ring resonator. One reason why ring
resonators are so popular is that their resonance is very sensitive to environment, so
the tuning can be easily and efficiently achieved. Metal heaters on top of the ring
resonators are one of the most popular approaches to tune the ring resonators as
briefly illustrated in Fig. 4.1 [2–6]. However, metal can absorb light significantly
so there should be certain distance between the heaters and waveguides to avoid
loss. But this distance, on the other hand, affects the tuning efficiency. Since the
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electric field of TM polarized light is vertically polarized making it more sensi-
tive to the upper cladding as shown in Fig. 2.20. Consequently, the heaters should
be further away for rings with TM polarization and this will increase the power
consumption of the heaters to achieve the same tuning range. Moreover, TM light
is less confined than TE polarization in a waveguide with the same cross-section.
As a result, light in TM polarization is less sensitive to the index change in the
waveguide core. This fact also lowers the tuning efficiency for waveguides with
TM polarization.
Figure 4.2: Schematic (a) and experimental results (b) of the interferometric approach to
eliminate resonance splitting induced by backscattering proposed in Ref. [7].
Werquin et al. [7] have proposed an approach based on the interference of light
from the pass port and the reflection of the ring resonator as shown in Fig. 4.2.
By tuning the relative optical length of these two paths, one peak of the split-
resonance will be suppressed. However, it works only for an individual resonance
as each resonance splitting condition may be notably different. Besides, the cor-
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rected resonance, even if it’s non-split, has a lower quality compared to the original
resonance in terms of extinction ratio. What’s more, the backreflection cannot be
fixed in this way. Another drawback is that this solution only works for the through
port, thus for the all-pass ring resonator configuration.
In this section we will give a theoretical characterization and experimental
demonstration of one method briefly introduced in the last section, that is us-
ing an intentional reflector to compete with stochastic backscattering rbs. This
method, instead of post-processing resonances out of ring resonators, can funda-
mentally suppress backscattering inside the ring cavity. Thus all impacts brought
by backscattering can be handled. Not only resonance splitting will be eliminated
but also the reflection to the in port and leakage to the add port can be reduced.
4.2.1 An integrated tunable reflector
The idea follows our study of backscattering in silicon ring resonator. It’s con-
cluded that total backscattering in a ring resonator including sidewall roughness
induced backscattering as well as directional coupler induced backreflections can
be simply represented by a reflector with a given reflectivity and phase. Naturally
if we can take control of the total reflectivity inside the ring, we can then fully
control the impacts brought by reflections and under correct condition, all the im-
pacts shall be cancelled out if the total reflectivity can be fully suppressed. In
order to do so, we need an integrated reflector to be put inside the ring that can be
dominant over the backscattering. The reflector should be widely tunable as the
backscattering itself is quite stochastic, making it impossible to accurately know its
reflectivity and phase. Actually there have already been quite some studies about
implementing Bragg reflectors inside ring resonators to achieve certain control of
reflectivity [8, 9]. However, backscattering suppression can not be realized based
on these structures due to the poor tunability of the Bragg reflectors.
Figure 4.3: Schematics of the ring with a reflector and the reflector itself, respectively.
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Figure 4.4: Simulated transmission spectrum of a MZI with (a) balanced arms and (b)
length difference between two arms.
Figure 4.5: Schematic of a Sagnac mirror (a) and its reflectivity as a function of the
coupling coefficient κ (b).
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We propose a novel type of integrated tunable reflector as shown in Fig. 4.3(b).
The reflector itself is a sub-circuit consisting of a Mach-Zehnder-Interferometer
(MZI) with a loop end. MZI is another very popularly used device in various pho-
tonics applications. It consists of one splitter that splits incoming light into two
beams and they will propagate through two arms whose lengths determine the rel-
ative phase conditions of the two beams when they arrive at the combiner. The
outputs at two ports of the combiner depend on the phase difference between the
two beams. If two arms are identical, it’s usually called a balanced MZI, which
can produce a relatively flat optical transmission spectrum. When length differ-
ence ∆L is introduced between two arms, the output spectrum will show a peri-
odic wavelength response as shown in Fig. 4.4. In integrated optics, the splitter
and combiner are usually chosen to be directional couplers (DC) or multi-mode-
interferometers (MMI). The former one has an advantage of compact footprint. In
silicon photonics, it typically has the length around 10s of µm or even shorter, de-
pending on the gap. But it is very sensitive to the fabrication variation. According
to Ref. [10], a normal silicon directional coupler has a sensitivity to fabrication
variation at ∆L3dB∆g ≈ 300nm/nm, where L3dB is the length required to get a
3 dB split ratio, i.e. 50/50 splitter, and g represents the gap. In other words, for
a designed 50/50 splitter with a gap at 230 nm. A gap change of ±20 nm around
230 nm which is quite realistic in silicon photonics, the split ratio will change from
65% to 35%. The MMI, on the other hand, outperforms DC in terms of robustness
to fabrication variation. But this comes at the price of higher insertion loss (typi-
cally 0.3-0.5 dB [10]) and larger footprint (over 100µm long for a 2x2 MMI). In
this reflector, we choose DC in order to keep the total roundtrip length of the ring
resonator short.
Our reflector can be treated as a MZI whose two outputs are connected with
a loop. Alternatively it can be considered as a special Sagnac mirror whose di-
rectional coupler is replaced by a MZI. This way helps to understand its principle
easier. A Sagnac mirror shown in Fig. 4.5 is a 2-port device that provides fixed re-
flectivity at a certain wavelength. It is a loop ended directional coupler, whose cou-
pling coefficient determines the reflectivity of the mirror as evident in Fig. 4.5(b).
And a MZI is just a ”tunable” 2x2 directional coupler with a tunable split ratio be-
tween its two outputs. Thus by tuning the MZI’s split ratio, the reflectivity of the
Sagnac mirror also becomes tunable. The reflection and transmission coefficients
of a Sagnac mirror is given in equation (4.1):
r = 2jκtE0e
jφL , t = (t2 − κ2)E0ejφL (4.1)
Where E0 represents the input electric field strength, κ and t are the field coupling
and transmission coefficients of the directional coupler, respectively. φL refers to
the phase induced by the loop waveguide. Clearly, when κ = t, all the light will
be reflected.
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Figure 4.6: Simulated reflection spectrum of the tunable reflector. (a) ∆L = 0 produces a
flat spectrum. (b) ∆L = 50 shows a strong, periodic wavelength dependence oscillating
between 0 and 100%. Blue and red corresponds with an ideal directional coupler case and
a realistic directional coupler case, respectively. The reflection does not reach 100%
because of the small propagation loss of the waveguides which is taken into account. (c)
The reflectivity also depends on the coupling coefficients κ of the two DCs. (d) Simulated
tunability of such a reflector. When κ is in the range 0.15-0.85, Adding 0.5π phase shift in
one arm can generate a change in reflectivity from 0 to 100%.
The key parameters that determine the reflection spectrum of our reflector are
listed :
• The armlength of the phase shifter L1.
• The length difference ∆L = L1 − L2 between two arms.
• The coupling coefficients κ1 and κ2.
L1 should not be too short in order to provide sufficient phase shift to tune the
reflectivity. And it shouldn’t be too long either, as it contributes to the ring cavity
roundtrip length. In terms of the length difference ∆L, it is mainly responsible
for the FSR of the reflection spectrum, as FSR = λ
2
ng∆L
. When ∆L = 0, it’s
a relatively flat spectrum similar to the MZI as shown in Fig. 4.6(a), while the
spectrum starts to become wavelength dependent when ∆L grows as also evident
in Fig. 4.6(b). In these figures, both two curves corresponding with ”ideal DC” and
”real DC” are drawn. Ideal DC means the directional couplers in the circuit model
are wavelength independent. While real DC represents the real world where each
wavelength has a slightly different coupling coefficient of the same DC. In our
circuit model, it’s approximately to linear dependency. In reality, the wavelength
dependency of a DC is more complicated than linear. But a linear dependency here
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is accurate enough to show the influence of DC on the reflector’s performance. Any
higher-order dependence does not affect our analysis in any substantial way.
Figure 4.7: Measured reflection and transmission spectra of two different reflectors. (a)
shows the balanced reflector with a flat spectra and (b) presents the results of a
unbalanced reflector with periodic in spectra. The strong ripples in the reflection spectra
are due to the reflection happening at the fiber/air facet as well as air/chip facet.
Static measurements of the reflector’s spectra confirm the simulations. In
Fig. 4.7, both flat and strongly wavelength dependent reflection spectra are ob-
served with different ∆L. The measurement is performed using vertical coupling
setup and it has a severe problem for the reflection spectrum, which are the strong
ripples. They are due to the interference between signal and those parasitic re-
flections happening at different interfaces including fiber/air, air/chip and grating
coupler/waveguide as briefly illustrated in Fig. 4.8. The former two are the main
contributions due to large index difference. We also notice the difference in the am-
plitudes of the ripples in Fig. 4.7(a) and (b). This is due to the difference in their
reflectivity. When the signal strength (reflector’s reflectivity) has the similar mag-
nitude as the parasitic reflections, their interference generate a larger extinction
ratio. While if two beating signals have very different strength, their interference
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Figure 4.8: A brief illustration showing that the measured spectrum is an interference
pattern between the light reflected by the reflector (signal) and the parasitic reflections
(noise), for instance, the fiber-air facet induced reflection.
only generates small ripples.
Figure 4.9: Measured reflection and transmission spectra of different reflectors using index
matching fluid to suppress the parasitic reflections and reveal the real reflection spectra of
the reflectors. (a) shows the results without this fluid. (b) is the spectrum of the same
reflector using fluid. (c) and (d) are measured spectra of two other reflectors.
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Another experiment is performed in order to suppress the parasitic reflections
by filling the gap between fiber and chip with index matching fluid. It has an index
around 1.52 which is very close to the fiber core index. Clearly, the results plotted
in Fig. 4.9 are much cleaner.
The influence of coupling coefficient κ on its reflectivity can be more straight-
forward observed from Fig. 4.6(c) and (d), which shows the reflectivity at 1550 nm
as a function of κ and the tunability of the reflectivity under different κ. We notice
that κ has to be in the range of 15% to 85% in order for the reflector to provide the
reflectivity range from 0 to 100%. This is similar and in consistence with former
research about MZIs, where it shows that κ has to be in the same range in order for
a 3 stage cascaded MZI to be able to operate at 50/50 split ratio [11]. The reason
behind this is simple: if the κ is less than 15% or more than 85%, a MZI can not
provide an extinction extinction ratio larger than 3 dB in its transmission spectrum.
The simulated tunability of the reflector shows that only π2 radians added to the
phase shifter could lead to a reflectivity change from 0 to 100%. This can be easily
achieved by thermo-optic tuning with relatively low power consumption. And the
active measurement proves that 6 mW consumed by the metal heater can lead to
a 35 dB change in its reflectivity/transmission as evident in Fig. 4.10. Use of
more efficient heater can further reduce the power consumption. The broad tuning
range and simple tuning mechanism are the key features that make it possible to
compensate the stochastic backscattering in ring resonator.
Figure 4.10: Active measurement of the reflector with metal heater shows that 6 mW will
change its reflectivity as much as 35 dB.
In order to test our hypothesis, we built a circuit model for a ring resonator
with backscattering in caphe. According to our model presented in [12], backscat-
tering can be treated as a lumped reflector with a constant reflectivity but a random
phase. So such a lumped reflector is added in the ring circuit for the stochastic
backscattering. Moreover, additional parasitic reflections and backcoupling at the
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directional couplers are also included. The results of this circuit without and with
our reflector are shown in Fig. 4.11. Obviously, without the intentional reflector,
the spectrum shows resonance-splitting due to the existence of backscattering and
other parasitics. The asymmetry in some split resonances and the diversity in these
resonances can be attributed to additional parasitic effects, namely reflections and
backcoupling at the directional couplers [12].
By introducing our reflector and adjusting the phase in one arm, the total re-
flectivity inside the ring can be controlled, and as a consequence, the resonance
shape evolves from visibly split to non-split. And note that, during the modula-
tion period, one peak of the split resonance wavelengths hardly changes with only
the other one keeping moving. The principle behind this is simple: the resonance
splitting will create two peaks on both sides of the original resonance. One is blue
shifted (Rb) and the other one is red shifted (Rr), with a separation that depends
linearly on the coupling strength between the CW and CCW propagating modes,
and this is given by the reflectivity of the cavity reflector [12]. The phase shift of
the tuner in the MZI reflector will add an increment to the total optical length of
the ring cavity, thus leading to a redshift of the entire spectrum (both Rb and Rr).
At the same time this phase shift will increase the reflectivity, and thus Rb will
experience an additional blueshift due to the increase of the separation, effectively
cancelling the redshift and keeping Rb in place. For the redshifted resonance Rr,
the two effects add up.
When the phase shift in the MZI induces the maximum, near-100% reflectiv-
ity (or 0% transmission), the peak separation is maximum, at half the FSR of the
original ring resonator: the shifted resonanceRr is now exactly in between its cor-
respondingRb and theRb of the adjacent resonance. This can be easily understood
as now the ring cavity is cut in one place, turning it into a Fabry-Perot cavity with
twice the roundtrip length. This confirms that now the travelling wave cavity is
turned into a standing wave cavity. Increasing the phase shift further will start to
decrease the reflectivity, but with a flip in phase. This will continue to shift the Rr
peak, now reducing the separation with the next resonance’s Rb, eventually merg-
ing with the resonances. At that point, the phase shifters have added 2π phase shift
to the circumference of the ring, effectively increasing the order of each resonance
with 1. Note that, the phase shifter in the MZI only controls the relative positions
of the split peaks. To control the absolute position of the resonances, an additional
thermal tuner can be added in the main loop of the ring, or a global temperature
control can be used.
To further investigate the phenomenon of this shift pattern and show it more
clearly, we performed other simulations and realize that it depends on the direc-
tional couplers of the reflector. If it’s a perfect 50/50 splitter, the left peakRb of the
split resonance doesn’t shift at all during one modulation period of the reflectivity
provided by the reflector (from 0 to 100%, then back to 0), as shown in the top
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Figure 4.11: Simulated through port spectrum of a ring circuit with only backscattering
and other parasitics in the circuit, including reflections and backcoupling at the
directional couplers (a), and with both backscattering and tunable reflector (b) and (c). It
shows clearly how the resonance shape evolves with phase shift. (d) gives the brief
schematic of the device with a phase shifter.
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Figure 4.12: During the one modulation period of the power reflectivity of the reflector
(from 0 to 100%, then return to 0), the two peaks shift at different speed. If the DCs of the
reflector are 50/50 splitter, then one peak doesn’t shift at all as shown in the top figure.
While if the DCs are not 50/50, for instance a 40/60 case in the bottom figure, the peak
slightly shifts.
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figure in Fig. 4.12. If it’s not a 50/50 splitter, for instance a 40/60 splitter due to
fabrication variation, the left peakRb slightly shifts as evident in the bottom figure
in Fig. 4.12. The inset in the bottom figure is a zoom view of the blue curve, to
show that it increases slightly.
Figure 4.13: Microscopic images of the fabricated devices with in house processed metal
heaters. (a) presents the overview of the chip and (b) provides zoomed view of one single
device.
To demonstrate our method, we designed and fabricated these structures through
IMEC 200 mm CMOS technology line via Europractice MPW service. The waveg-
uide cross-section is designed to be 450 nm × 220 nm. The sample is covered
by a planarized oxide cladding for the convenience of metal heaters we are going
to process, as shown in Fig. 4.13. The heaters consist of a titanium resistive el-
ement connected with gold contact electrodes. The Ti heater has a 2 µm width
and 100nm thickness. A 200 µm long Titanium heater usually has a measured
resistance ≈ 1 Kω. For the device, we choose the two arms of the MZI reflector
to be identical, with a length of 200 µm, to make sure sufficient phase shift can
be achieved. The measurement results show that 15 mW can give a π phase shift
of our heater. This is over-dimensioned to demonstrate the concept: experimental
results show that the length of the MZI arms can be shortened to 70-100 µm, even
without the use of more efficient heaters.
As a reference to our actively compensated ring resonator we use two ring
resonators without reflectors inside, located close to our device on the same chip
to prove the existence and influence of actual backscattering. This is necessary
as backscattering, especially those from sidewall roughness, is fabrication quality
dependent. To demonstrate our method of suppressing backscattering, we need
first to assess the backscattering statistics of this run. These rings are config-
ured at different coupling conditions, and therefore their resonances have differ-
ent line widths. The measured spectra in Fig. 4.14 clearly show how frequent
the backscattering-induced resonance splitting can be and the suppression of ex-
tinction ratio of split resonances when comparing those non-split resonances with
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Figure 4.14: Two measured spectra of simple ring resonators (without reflectors) on the
same chip, located close to the ring resonator with tunable reflector. Both rings, which
have different coupling conditions, show clear resonance-splitting in most resonance
peaks.
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split resonances. These spectra once again confirms the existence of backscatter-
ing. Note that these test rings have a much shorter total length compared to our
device, thus our device is expected to suffer from much stronger backscattering as
the backscattering strength grows linearly with ring roundtrip length [12].
The active measurement of our device is shown in Fig. 4.15 and Fig. 4.16. For
the measurement, an Agilent tunable laser (TL) is used as the optical source. It
can perform wavelength sweep from 1465 nm til 1570 nm with a resolution of
1 pm. The scan of 20 nm with 1 pm resolution takes less than half a minute. The
minimum input power is limited to 4 mW so an additional attenuator is connected
with the laser output to suppress the input power into the ring resonator in order
to avoid any nonlinear effects. After the attenuator is the polarization controller to
tune the light into TE polarization which is supported by our on chip structures.
Fiber at 10 degree angle is used to vertically shine light onto the grating coupler
which couples light into the waveguides. Output coupling structure is similar with
a grating coupler and an angled fiber. The light coming out of the output fiber goes
into a 50/50 splitter. One arm is connected to a HP8163A power meter for fiber
alignment while the other one is connected to Agilent photodiode to collect data.
A Keithley 2400 is used to provide a DC current to a probe that touches the on
chip metal contact pads connected to a Titanium heater.
As evident in Fig. 4.15, by injecting current, under correct condition all of the
resonance shapes at the drop and thru ports become non-split, and the shift pattern
of the two peaks observed in the simulation is also reproduced in the measurement,
that is one peak hardly moves while the other one is moving much rapidly in the
tuning period.
Besides recovered resonance shape, the extinction ratio is also increased dra-
matically compared to the original split resonance. This is because the extinction
ratio gets suppressed by reflection inside the ring [13], details and mathematical
deviation of this phenomenon will be given in next chapter.
We also characterized how the unwanted transmission at in and add ports will
be influenced. Both spectra show a clear suppression in power and a change in
shape. In detail, for the add port spectrum, after injecting proper current, instead
of a split resonance the shape becomes non-split. But this residual transmission is
not a sign of remaining backscattering in the ring resonator, instead, it is actually
caused by the parasitic reflections at the input and output grating couplers, which
excites the clockwise ring mode from the through port. From another point of view,
this actually can be considered as an additional confirmation of the elimination of
backscattering in the ring since the resonance shape has become a clear Lorentzian-
line. A similar analysis can be applied to the reflection spectrum at the in port,
which has originally a clearly split resonance pattern, while after current injection,
the resonances disappear, with just parasitic random reflections remaining.
The measurement results at the drop port are also plotted in Fig. 4.15. The res-
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Figure 4.15: Experimental measurements of compensated backscattering. (a)
demonstrates the control of all the resonances. (b) gives a zoomed-in view about how the
resonance shapes evolve from clearly split to non-split. (c) shows the same compensation
for the output at the drop port.
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Figure 4.16: Measured spectra of the same device for the in (a) and the add ports (b).
Clearly, under correct tuning condition, both the leakage to the add port and reflection to
the in port can be significantly suppressed. There is still some residual transmission, but
not due to internal backscattering. Instead it’s caused by the parasitic reflections at the
other parts outside the ring cavity as illustrated in (c).
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onance splitting exhibits the same trend in both ports of an add-drop filter, which
again confirms the fact that, our solution indeed fundamentally compensates the
backscattering inside the ring resonator.
A key limitation of our device is the long ring length, or in other words, the
small free spectral range (FSR). But the currently demonstrated device is not yet
optimized in its total length. For instance, the MZI reflector’s arm length can be
safely reduced to 80-100 µm without sacrificing performance. This will bring a
200 µm reduction in the total ring length. Still, the lower boundary of the roundtrip
length is around 350 µm, which translates to a maximum FSR of 1.7 nm. This will
limit its application as WDM filter. But it can still be valuable for applications like
microwave filters, integrated optical sensors or multi-mode laser cavities.
4.3 An ultra wide FSR and tuning range of a single
silicon ring resonator by means of engineered re-
flections
Figure 4.17: A simulated intensity distribution of the fundamental TE mode in a bend
silicon strip waveguide. It clearly shows the mode will be positioned closer to the outer
wall.
The use of such a tunable reflector in ring resonator can bring another interest-
ing application besides backscattering suppression, which is a single silicon ring
resonator with an ultra wide FSR and tuning range.
As we already emphasized in previous chapter, it is very desirable for a ring
resonator to have a large FSR as this is very beneficial for most ring based appli-
cations. For instance, a larger FSR for a ring resonator based (de-)mutiplexers in
telecommunications allows more signal channels can be processed. Or it means
a wider sensing and detection range for ring resonator based sensors. Also ring
resonators are widely used as single mode laser cavities. Such a large FSR will
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provide a wider operation span of this laser. FSR of a single ring resonator is
mainly determined by its roundtrip length L as FSR = λ
2
ngL
, where ng is the
group index of the waveguide. This is why silicon photonics is very attractive for
ring resonators. Its ultra high index contrast allows very tight bend radius thus
compact ring roundtrip length. But the length can not indefinitely go short as mul-
tiple problems will be raised for very tight bend radius (smaller than 4 µm):
• In a bend section, the mode will be pushed towards the outer wall of the
waveguide as evident in Fig. 4.17. This will bring two consequences: extra
radiation loss and stronger backscattering [14, 15].
• A very sharp bend usually has a different effective index of the optical mode.
Or in other words, the mode profile looks different with that in a straight
waveguide. Thus the interface between bend and straight section could in-
duce backreflections.
• For the coupling section of a circular ring resonator, the coupling coefficient
is also bend radius dependent. These extremely sharp bends make it difficult
to engineer the coupling section for a specific coupling strength without
resorting to impractically narrow gaps [16, 17] that are hard to fabricate
and will cause extra coupling loss and coupler induced backscattering to the
circuit [12, 18]
Figure 4.18: Example figure from Ref. [19] about the performance of a two ring system
utilizing Vernier effect to get a large FSR.
So far, the smallest silicon ring resonator fabricated with acceptable perfor-
mance has a radius of 1.5 µm with a FSR around 45 nm [17]. Further increase
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of the FSR can only be realized through more complicated methods. One of
them is to take advantage of Vernier effect brought by two or multiple ring res-
onators [19–21], each of them with a slightly different FSR. Only the resonance
that matches all resonances of these resonators will show a larger extinction ratio,
other resonances will be suppressed as shown in Fig. 4.18. Mathematically, the





However, multiple rings will impose additional requirements to the design ac-
curacy and fabrication tolerance as resonances of each ring need to be precisely
matched, not only in the resonance wavelength, but also preferably in their band-
width. It also complicates the stabilization mechanism, as the rings need to be
independently controlled. Besides, the tuning efficiency of the Vernier circuit is
relatively poor and the resonance mode is hard to move continuously in the spec-
trum. Moreover, the well known problem of backscattering induced splitting is not
considered and cannot be compensated.
Figure 4.19: Example figure from Ref. [22] about the bragg grating assisted ultra wide
FSR silicon ring resonator. (a) presents its conceptual illustration and microscopic image
after the Ebeam fabrication. (b) is the overall spectrum at the through port and (c) is a
zoomed view of other split resonance. The problem of using bragg grating lies in three
aspects: demand of Ebeam lithography; non-predictable performance due to fabrication
variation and hard to recover by dynamic tuning; limited tuning range.
An alternative is to add intentional reflections inside the ring cavity to suppress
or cancel the side resonances, except for one resonance [22–24]. Bragg gratings
can be used to implement this effect [22, 23], but the need for high-resolution
e-beam lithography negates some of the advantages of current silicon photonics
technologies. Moreover, the Bragg grating is not simple to design such that it
needs to correctly aligned with the required resonances of the ring. Even a small
fabrication variation can make the Bragg grating perform different from its design
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and it can not be easily recovered by tuning. Urbonas et al. deposited metal
nanodisks along the ring waveguide, but this introduces material incompatibilities
to silicon photonics. Moreover, metal particles will bring significant absorption
loss. As clearly shown in [24], the Q factor as well as the extinction ratio of
the resonance are limited to less than 3 dB and 300, respectively, which are quite
inadequate for most ring based applications. Even if the grating assisted ultra-wide
FSR ring resonators could have a good performance in terms of extinction ratio and
Q factor, as present in Fig. 4.19, maximum tuning range of this resonance is the
same as that of a normal silicon ring resonator, which is around 7 nm if metal
heaters are applied as the temperature variation induced by a heater is generally
less than 100 K and the thermo-optic coefficient of Silicon is 1.8 × 10−4 K−1
[25, 26], which is not enough to take full advantage of the FSR.
In our work, we also count on the internal reflection engineering to achieve
an ultra wide FSR. But instead of using Bragg grating or metal particles, we use
the tunable reflector introduced in previous section. The fundamental principle
we rely on for an ultra wide FSR is the fact that internal reflections inside a ring
resonator will not only cause splitting to a resonance, but also suppress its ER
significantly. So if we manage to get a reflection pattern inside the ring cavity,
where only one wavelength point λ0 in a broad range has zero reflectivity with
the rest span suffering from strong reflection, then this resonance located at λ0
will have a very large ER while all the others are suppressed by strong reflections.
Under these circumstance, this ring can be considered as a pseudo single mode
ring with an ultra wide FSR.
4.3.1 Theoretical explanation based on tCMT
We first mathematically prove how the internal reflections will lead to suppression
of ER. To do this, we re-use the tCMT model for a ring resonator with internal
reflections, and now we solve the equations at the thru port according to equation






























ω1 = ω0 + |µr|, ω2 = ω0 − |µr|. Here the backcoupling related terms µ
′
i
and f are ignored for simplicity. All other terms shown in this equation have been
systematically explained in chapter 3. Naturally we see two Lorentzian shaped
resonances with their own frequency and bandwidth. When µr = 0, i.e. no internal
reflections, we get the output at the thru port of an ideal ring resonator, that is:











This is a pure Lorentzian shaped resonance with central frequency ω0. The

































+ 1τl , then Pr ≈ 0, or physically speaking, when the power
coupled into the MRR from the input port i equals the roundtrip loss plus the power
coupled to the output port d, we get critical coupling, which gives us the largest
extinction ratio as ER = 1 − 10log10Pr. For an all-pass ring, where 1τo = 0, the
critical coupling condition is changed to κ2i = a
2
l . It is in good correspondence
with former literature which describes critical coupling in the space domain [27].
In [27], the critical coupling condition for an all-pass MRR has the same formula,
while for an add-drop MRR it is written as (1−κ2i ) = (1−κ2o)(1−a2l ). After some




l −κ2oa2l , where the term κ2oa2l is generally two
orders of magnitudes smaller, and therefore negligible. at that point it becomes the





The point is, the transmission at the resonance frequency ω0 will be strongly
modified when there is internal reflection present. Let’s get the equation for Pr in








































Here, all the terms in temporal domain (τ, µi, µr) are replaced with their cor-
responding spatial domain terms (κ, α, r). When r = 0, this equation becomes
identical with equation (4.6). Now it is apparently too complicated to directly an-
alyze in a quantitative way. If we assume that the ring resonator is still configured














Now we plot how the reflectivity r will impact the transmission at resonance
frequencyPr , thus the ER of this resonance in Fig. 4.20. When the ring is critically
coupled, even a tiny reflectivity that is not able to cause resonance splitting, could
suppress its ER dramatically. To make the analysis more practical, we investigate
how the extinction ratio changes with reflectivity when the MRR is not critically
coupled. This is necessary because in reality, it’s very difficult to fabricate a ring
where all coupling factors and losses are matched at the correct wavelength, due
to fabrication variability. So exploring the behavior of the ring in the non-critical-
coupling regime can also be considered as a fabrication tolerance analysis of the
device. In Fig. 4.21 the dependency of the extinction ratio on reflectivity |r|
under different coupling strength is given. In contrast to Fig. 4.20, the MRR
is not configured at the critical coupling point. The loss factor α2l is set to be
constant at 0.0114 corresponding with a 0.05 dB roundtrip power loss and κi is set
to be identical with κo, which is often the case and much easier to ensure than an
absolute coupling coefficient.
Figure 4.20: At the critical coupling point, the extinction ratio drops dramatically with
increasing reflection until it reaches an almost constant value.
It’s natural to expect a performance degradation due to the deviation from the
critical coupling condition, which appears in the smoother slope and the smaller
side mode suppression ratio (SMSR), here SMSR is defined as SMSR = ER0 −
ERr, where ER0, ERr refers to the extinction ratio of the resonance that suffers
zero reflection and the resonance that suffers strong reflection, respectively. How-
ever, the extinction ratio still drops significantly with increasing reflectivity, and
it’s noteworthy that the extinction ratio of the remaining resonance (ER0) as well
as the side mode suppression ratio (SMSR) can be improved simply by increas-
ing the coupling coefficient, as illustrated in Fig. 4.22. This device is then quite
practical, as we require no exact configuration such as critical coupling. Another
advantage is that in this configuration the MRR becomes less sensitive to stochastic
backscattering, which we will discuss in detail in a later section.
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Figure 4.21: The extinction ratio still changes significantly with increasing reflectivity
when the MRR is configured as κi = κo, which is the general case and easy to guarantee.
Figure 4.22: These figures show how the extinction ratio as well as the side mode






4.3.2 Design and simulation
Figure 4.23: For the application to generate an ultra wide FSR ring resonator, the MZI of
the tunable reflector is designed with a length difference ∆L.
With this knowledge in mind, we need to design a reflector that can provide
a satisfying reflection spectrum described above. We still use the same reflector
introduced in previous section. And our complete device for this application looks
very similar with that used for backscattering suppression shown in Fig. 4.3(a).
The difference lies in the design of the loop ended MZI reflector. For this applica-
tions, the MZI of the reflector is designed to operate with a length difference ∆L
between its two arms as shown in Fig 4.23. Following equation (4.9), where m is
an integer named interference order. ∆L is defined in such a way that, at wave-
length λ0, the reflectivity is 0, while all the other wavelength suffer from strong
reflections as plotted in Fig. 4.24, which is a simulated reflection spectrum of this
reflector. The specialty of such a spectrum is that within a very wide range, there
is only one point with zero reflectivity, while the rest of the span exhibits strong
reflections. Increasing m will bring some benefit as it has a sharper slope, but in
return, a very large m will add additional zero reflection points to the spectrum.
Ideally the directional couplers of the reflector are designed to be 50/50 which is
also applied in the simulation shown in Fig. 4.24. But a DC is very sensitive to
fabrication variation, which is inevitable and usual in silicon photonics. To inves-
tigate this issue, we simulate the reflection spectrum of the reflector with different
coupling coefficients of the DCs. Results plotted in Fig. 4.25 proves that even with
a 30/70 splitter this unique reflection spectrum still remains.
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Figure 4.24: Simulated curves of the reflection spectra of the reflector. This unique
spectrum provides only one zero reflection point in a very wide range. This is one of the
basic principle to achieve an ultra wide FSR ring resonator. Larger order m leads to a
sharper slope, but it can not be too large in order to avoid extra dips.
Figure 4.25: Simulated curves of the reflection spectra of the reflector under different
coupling coefficients of the directional couplers.
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Fig. 4.26 presents the simulated transmission spectra of the thru port. Here,
L2 = 10 µm, m = 23, thus ∆L = 7.44 µm, and the total roundtrip length is set
to be around 150 µm and a resonance appears at 1540 nm. The roundtrip loss is set
to be 0.05 dB (corresponding with a loss coefficient of 330 dB/m), and κi = κo.
In consistence with the theory, only the resonance of zero reflection shows a large
extinction ratio in the ring spectrum, while the other resonances all have very small
extinction ratio and clear resonance splitting.
Besides, we notice that, another part of the theory is also verified, which is,
the SMSR and ER of the surviving resonance could be increased simply by cou-
pling more power into the ring, as also shown in Fig.4.26. Even though for large
coupling coefficient, for instance, κ2i = 0.5, the adjacent resonance modes start
to arise, we can again suppress it by increasing the interference number m as this
will sharpen the slope of the reflector spectrum. Just be careful not to make m
too large for extra zero reflection points to appear. However, we need to bear in
mind that by increasing the power coupling coefficient, the bandwidth and the Q
factor of the resonance will be broadened and decreased respectively, which is not
so desirable in many applications.
Tunability of such a device is also worthy studying as optical sensors are one
of its potential applications. Good news is that the zero reflection point λ0 of the
reflector shifts at the same pace with the ring spectrum if the index change happens
globally instead of locally (evident in Fig. 4.27), which means during the index
modulation period, this single mode holds. Thus it can be safely implemented as
an optical sensor with wide detection range. Unfortunately for current structure,
the global tuning efficiency or tuning range is the same as a normal silicon ring
resonator. In detail, a global temperature change at 1 K or an index change in the
waveguide core at 1.8 × 104 will lead to the resonance shifts the same amount as







So 100 K change in the temperature will only lead to around 7 nm. This isn’t
very good if it is used as a wavelength tunable filter. However, instead of global
tuning the temperature or index, a two-step local tuning method can be adopted to
increase the tuning range and efficiency of this single mode notably. The schematic
is given in Fig. 4.28, where two separate phase shifters (PS1 and PS2) are used to
independently tune the local index. PS1 is on top of one arm of the MZI reflector.
Logically speaking, it performs the function of choosing the location of this single
mode by shifting the zero reflection point of the reflector, whose mathematical
representation is given in equation (4.11). While PS2 is responsible for the comb
shifting the complete ring spectrum by adding incremental to its total roundtrip
length. The graphical illustration is given in Fig. 4.29. The quantitative description
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Figure 4.26: A simulated through port spectra of our device under different coupling
conditions, κ2i = 0.05 (a), κ
2
i = 0.2 (b) and κ
2
i = 0.5 (c). The order m is chosen to be 23,




Figure 4.27: In common tuning configuration, the zero-reflection wavelength of the
reflector (a) and the resonance wavelength of the MRR (b) shift at the same rate, and thus
the MRR remains single mode. ng is designed to be 4.2, so maximum
∆n = 0.488%ng ≈ 0.02
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Figure 4.28: Instead of using one common phase shifter, we can implement two separate
phase shifters to achieve individual tuning of the zero-reflection wavelength of the reflector
and the resonance wavelength of the ring.
Figure 4.29: Brief illustration of the functionalities of PS1 and PS2 in Fig. 4.28. PS1 is in
charge of shifting the zero reflection point of the reflector while PS2 performs the comb
shift, to select one of the ring resonance to match the zero reflection point.
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Figure 4.30: (a) Without PS2, tuning PS1 might result in degradation of the relocated
single mode resonance as the local ring resonance doesn’t match well with the zero
reflection point. (b) With PS2 working, the performance of the relocated single mode
resonance can be improved due to the good alignment between local resonance and zero
reflection point. With the same index change, we achieve a 4 times larger wavelength shift
compared to common tuning.
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ng(Lps1 + Lps2) + neffLrest
(4.12)
• λ0 is the wavelength of the single resonance. At original state, this is the
zero-reflection wavelength of the reflector and it matches one of the reso-
nance wavelength of the ring resonator.
• ∆nps1 and ∆nps2 are the effective index change in PS1 and PS2 respec-
tively. Similarly, Lps1, Lps2 refer to the physical length of these two phase
shifters.
• Lrest stands for the rest length of the ring resonator. Lrest + Lps1 + Lps2
represents the total length of ring L.
• ∆λref and ∆λring are the shift of the zero-reflection wavelength of the
reflector and the resonance wavelength of the ring resonator, respectively.
Figure 4.31: When optimizing for a larger tuning range (at the cost of smaller SMSR) we
achieve a tuning rang almost as wide as 100 nm with the same index change.
Clearly shown in equation (4.11), the term Lps1∆L acts like an amplification co-
efficient for the shift of the zero reflection point of the reflector, making it shift
much further than a normal silicon ring resonator given the same index change.
For instance, if Lps1 is designed to be 100 µm and ∆L = 7.3 µm (corresponding
with m = 23), the tuning range of the zero-reflection wavelength is 14× larger
than a normal silicon ring resonance with the same index change ∆n. This en-
ables the possibility to achieve a wider tuning range of this single mode. After the
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zero reflection point is shifted to a specific position, PS2 will be precisely tuned
to arrive at a condition where ∆λref = ∆λring + nFSR, then one resonance of
the ring will match this new zero reflection point, thus a single mode at the new
location is generated. the evolution of this two step tuning mechanism is presented
in Fig. 4.30. In this example, L2 = Lps2 = 10 µm, m = 23, L=150 µm, we
achieve a 4× higher tuning efficiency. If these parameters are optimized for a even
higher tuning efficiency, for instance, L2 = Lps2 = 50 µm, m=27, L=260 µm, the
tuning range can expand to almost 100 nm, covering the spectrum from 1500 nm
to 1600 nm, as illustrated in Fig. 4.31.
Figure 4.32: Tuning map for the two phase shifters PS1 and PS2 to achieve a continuous
shift of the single mode resonance. Figures (a), (c) and (e) give the results of the first
design, where the SMSR of each wavelength is larger than 28 dB while the tuning range is
only 30 nm, 4 times wider than that of a normal silicon ring resonator; The results of the
modified design are illustrated in figures (b), (d) and (f), where the design parameters are
changed to achieve a much wider tuning range around 90 nm at the price of a smaller
SMSR, but still, at each wavelength, a SMSR larger than 14 dB can be guaranteed. Note
that, 85 nm tuning range comes with a ∆φps1 that is less than 0.7 × 2π, an even wide
range is feasible by increasing ∆φps1.
In Fig. 4.32, we give a more straightforward way to illustrate how to tune the
PS1 and PS2 in order to achieve a tuning of the single mode wavelength. Clearly,
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by tuning the index change of PS1 and PS2 in a feasible range (0-0.02), we can
address a continuous shift of the single mode wavelength in a 30 nm span or a
90 nm span, depending on the design parameters of the MZI reflector. And at each
wavelength, an extinction ratio larger than 30 dB and a side mode suppression
larger than 26 dB (14 dB for the 90 nm tuning span) can be guaranteed. In other
words, a wide tuning range comes at the price of a smaller side mode suppression.
However, the extinction ratio would be roughly independent of the length of PS1.
Thus, the choice between a larger tuning range and a larger side mode suppression
would depend on specific application. These figures actually reveal another impor-
tant feature of our device, which is the tolerance to the design accuracy. In other
words, it does not require a ridiculously precise design of the individual optical
length, as the single mode condition can be always achieved by dynamic tuning
PS1 and PS2.
As we commented on other approaches towards ultra wide FSR, the existence
of stochastic backscattering and parasitic reflections inside a ring resonator shall
not be neglected. So we also investigate how tolerant our device is to uninten-
tional backscattering. To do this, we add lumped reflector with random phase and
constant power reflectivity that is proportional to the total roundtrip length of the
ring according to literature Ref. [28] and our own work. The parasitics of the di-
rectional coupler are also taken into account. The simulated outputs are plotted in
Fig. 4.33.
Naturally, due to the presence of parasitics, the performance degrades in terms
of a lower ER and SMSR. When the length grows from 150 µm to 300 µm, and
the power reflectivity caused by backscattering increases from 0.00105 to 0.0021,
the single mode condition is detuned when the ring is configured at κ2i = 0.2 and
m = 23. The reason is simple, due to the existence of the stochastic backscatter-
ing, the single mode resonance is not in the condition of zero internal reflection.
But still, one could increase the performance by simply increasing the coupling
coefficients and increasing the resonant number m, as illustrated in Fig. 4.33(b)
and Fig. 4.33(c). Theoretically, we can also compensate backscattering by tuning
the reflector’s reflectivity as introduced and demonstrated in previous section in
this chapter. However, it might be quite complicated as now the reflector is not de-
signed as balanced. Any tuning of PS1 will lead to the shift of the zero reflection
point. So another phase shifter PS3 on the other arm of the MZI is needed. Both
PS1 and PS3 should work in order to compensate backscattering and tune the zero
reflection point to the same location.
4.3.3 Experimental characterization
The devices shown in Fig. 4.34 are fabricated in IMEC’s 200mm CMOS pilot line
through the Europractice MPW service [29]. The substrate is a 220 nm thick SOI
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Figure 4.33: Effect of unintentional backscattering on the performance of the MRR. (a)
L = 150 µm, κ2i = 0.2, Rbs = 7 × L. (b) L = 300 µm, κ2i = 0.2, Rbs = 7 × L. (c)
L = 300 µm, κ2i = 0.4, Rbs = 7 × L and m = 55. When the ring roundtrip length
increases from 150 µm to 300 µm, and the corresponding power reflectivity of
backscattering grows to 7m−1 × L = 0.0021, the side mode suppression shows a
significant decrease. But we could increase the κi and the resonant number m to
compensate as in (c).
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Figure 4.34: Microscope images of the fabricated device with two integrated phase shifters
(metal heaters) (a) and a zoom view of a single device (b).
wafer and the devices are covered by 1.5 µm thick planarized silicon dioxide layer,
on top of which the integrated metal heaters are processed in the Ghent University
clean rooms. Again, each heater consists of a titanium resistive element with 2 µm
width and 100 nm thickness. The metal wires are based on Gold with 10 µmwidth
and 500 nm thickness. All the waveguides are designed to have a width at 450 nm
to ensure single mode operation. Grating couplers are employed to achieve fiber-
chip coupling. For the measurement, we still use an Agilent tunable laser (1465 nm
to 1570 nm) to perform the wavelength sweep. And the two metal heaters (PS1
and PS2) are driven by two Keithley 2400 sourcemeters independently. PS1 is
responsible for shifting the zero-reflection wavelength of the reflector while PS2
is in charge of shifting the ring spectrum.
In Fig. 4.35 we give the measured spectra of our device when PS1=0mW,
meaning no power is injected into phase shifter 1. By tuning PS2 to correct condi-
tion, where one of the ring resonance matches the zero-reflection point (around
1505 nm), the SMSR and ER improve. The designed zero-reflection point is
1480 nm. This deviation is due to the fabrication variation that influences the ef-
fective index of the waveguides. Current devices shows a maximum SMSR around
12 dB, this can be further improved by multiple ways:
• Current ring roundtrip length is excessively long as each arm of the MZI
reflector is designed to be 200 µm to ensure adequate phase shift. Long
roundtrip leads to small FSR, which means the side modes are very close
to the single mode. As a results, a smaller SMSR is present. However, the
experiment shows that each arm can be safely reduced to less than 100 µm.
The total roundtrip length can be optimized to only 60% of the current value,
meaning the FSR will be increased by more than 1.5 times. This will sig-
nificantly increase the spacing between single mode and side modes, thus
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Figure 4.35: Measured spectra of our device. (a) shows the condition that the ring
resonance doesn’t match the zero-reflection point perfectly, so a resonance with small
extinction ratio and side mode suppression ratio is observed. While (b) gives the results
when PS2 is tuned such that one resonance is well aligned to the zero-reflection point. The
performance gets improved.
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Figure 4.36: By controlling PS1, the zero-reflection point can be shifted. Then tuning PS2
will again make one resonance match it to get a good ER and SMSR. 16 mW (around
0.0148 index change) can shift the single mode around 55 nm, which is 11× more efficient
than a normal silicon ring resonator.
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increase the SMSR.
• As demonstrated in the theoretical part, SMSR can be simply increased by
increasing the coupling coefficient of the ring resonator, at the price of lower
Q factor.
• Also discussed in the theoretical section, SMSR can be further increased by
increasing them factor of the reflector. In this way, the slope of the reflection
spectrum will be sharpened. But increasing m will slightly decrease the
tuning range and it can not be too large to avoid extra zero reflection point.
So there is certain comprise.
In Fig. 4.36 we show the shift of the single mode by injecting power into PS1.
Still, PS2 needs to be controlled to get a good alignment between the ring reso-
nance and the zero-reflection point. The measured results show that 16 mW can
shift the resonance around 55 nm. According to Ref. [30], 18 mW for a Titanium
heater leads to a temperature change around 93 K (corresponding index change
0.0167). So 16 mW can roughly generate a index change of 0.0148. Compared to
a normal silicon ring resonator, such an index change will only shift the ring res-
onance around 5.5 nm assuming the group index to be 4.2. Usually the maximum
power injected to a metal heater is limited in order to avoid burning heater, so this
indicates that our device has a 11× wider tuning range than a normal silicon ring
resonator if the same heaters are used.
4.3.4 Drawbacks of this structure
There exist some drawbacks or problems of this kind of structure. Due to the strong
internal reflections inside the ring cavity, both CW and CCW modes are activated.
So there will be strong leakage to the add port and reflection to the in port as
shown in Fig. 4.37. The reflection shows clear resonance pattern and the leakage
at the add port is as high as the transmission at the drop port. Unfortunately,
this is unavoidable for this structure. For applications, where a laser diode or
semiconductor optical amplifier (SOA) will be connected directly to the in and
add ports of this device, this reflection needs to be taken into consideration at the
design stage as it might cause instabilities to the gain medium.
4.4 Other applications
This kind of structure can provide more applications than the two discussed above.
Thanks to its fully tunable reflection conditions inside the ring cavity, almost all
the applications relying on a ring resonator or some applications based on coupled
ring resonators can be potentially realized using this structure, including a tunable
microwave filter, novel sensing scheme based on resonance splitting etc.
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Figure 4.37: A measured spectra of a device with ultra wide FSR. It shows strong reflection
to the in port and the leakage to the add port is as high as the transmission at the drop port.
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Figure 4.38: A brief illustration of the principle of a microwave photonics filter. When a
microwave signal is applied to a modulator, there would be two sidebands generate at both
sides of the optical carrier in the frequency spectrum. If this signal passes a notch filter,
the two sidebands will be filtered out.
Figure 4.39: An example of making tunable microwave notch filter based on silicon PIC
from Ref. [31].
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Figure 4.40: Static measurement of our device as a tunable MPF (a) and the whole
spectrum (b). By tuning the metal heaters on top pf one arm of the MZI reflector, the
spacing between two adjacent peaks can be tuned over entire FSR. The asymmetry in two
peaks is due to the ripples of the complete spectrum induced by parasitic reflections of the
grating couplers and fiber/air facet.
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4.4.1 Tunable microwave photonics filter
The advantage of large bandwidth, low loss, electromagnetic immunity as well
as reconfiguration and tunability make photonics integrated circuit a wonderful
choice for microwave application. Microwave filters using photonics technology,
or in other words, microwave photonics filters (MPF) are now widely used for
applications including wireless communication, radar system, satellite communi-
cation, sensor networks etc. It takes the functionality of filtering microwave com-
ponent (in the frequency range from a few gigahertz to hundreds of gigahertz) from
an incoming signal. As a filter, tunability of the central frequency and bandwidth
of such a MPF is highly desirable to handle the random or unpredictable signals.
And the ring resonator with an tunable reflector inside can be a great candidate
for a tunable microwave notch filter, which is supposed to block unwanted fre-
quency components or to monitor signals in channel. Various approaches based in
fiber technology have been demonstrated [32–34]. While the demand for on chip
MPFs is growing as chip scale solution always provides benefit in terms of low
cost and high volume production, compactness as well as capability of integration
with EICs.
The basic illustration of such a microwave notch filter is plotted in Fig. 4.38.
When a microwave signal is applied to an optical carrier through modulator, two
sidebands standing symmetrically to the carrier will be generated. The frequency
spacing between each sideband and the carrier equals the frequency of the mi-
crowave signal. While a notch filter typically has a spectrum where two dips are
present close to each other. If the frequency spacing between the two dips equal
the spacing between two sidebands and the optical carrier frequency locates in the
middle, then the microwave component will be filtered out when the modulated
signal passes through this filter. That’s why the tunability of such a notch filter is
highly desirable.
J. Dong et al. proposed to make such a notch MPF based on a silicon PIC,
where two indirectly coupled or cascaded silicon ring resonators with slightly dif-
ferent FSR are employed as shown in Fig. 4.39 [31]. By tuning individual rings,
their respective resonances location can be shifted. Thus two adjacent resonances
with different spacing between them can be achieved. Half of the spacing cor-
responds with the frequency of the to-be-filtered microwave signal. While this
method is accompanied with one inevitable drawback that is the asymmetric peaks
as clearly shown in Fig. 4.39(b) and (c). This is mainly due to the dispersion
effect of the directional couplers. It’s well known that within a single ring res-
onator’s spectrum, each resonance may be quite different in terms of extinction
ratio and bandwidth due to the dispersive feature of the coupling coefficient while
the roundtrip loss is relatively wavelength independent. So using this cascaded ring
resonator as a MPF will frequently lead to two adjacent resonances with asymmet-
ric extinction ratio. This will cause unequal filter coefficient of the two sidebands.
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Figure 4.41: Schematic of a ring resonator with sidewall grating (a). Resonance splitting
can be induced (b). This resonance splitting can be used to generate pulse advancement,
which is so called fast light (c). Source: ref. [35].
Besides dispersive directional couplers, fabrication variation of the two ring res-
onators will also contribute to this problem. Moreover, it requires two heaters to
work independently for each of the ring resonators. While our structure relies on a
single ring resonator with symmetrical splitting induced by the reflector, the prob-
lem of asymmetry in the two peaks is fully avoided and it only requires one heater
to tune the reflectivity. The static measurement is given in Fig. 4.40(a). Using a
metal heater to tune the reflector’s reflectivity, the spacing between the two peaks
can be tuned over the entire FSR. The current ring has very long length around 600
µm as the MZI arm is designed to be 200 µm, which gives a FSR less than 1 nm.
So the maximum tuning range of this ring is around 120 GHz. But by reducing
the MZI armlength, the FSR could be increased to around 1.8 nm, corresponding
with a frequency spacing at 220 GHz. The little asymmetry in two peaks is due to
the parasitic reflections taking place at the grating couplers and fiber/air facets that
cause ripples on top of the transmission spectrum as shown in Fig. 4.40(b).
4.4.2 Tunable fast light
Slow and fast light techniques that can lead to modification of the group velocity
of light have been attracting research attention recently. Potential applications of
slow-light and fast-light include controllable optical delay lines, optical buffers,
true time delay for synthetic aperture radars, and cryptography and imaging in the
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quantum information field [36–39]. Fast light is particularly interesting as light
can travel at a speed larger than c. And this superluminal signal velocities do not
violate Einstein causality [40]. It can be achieved through dispersion engineering
to get a very large anomalous dispersion at the frequency of interest, as indicated
by the equation (4.13).
vg =
c





Where n(ω) is the frequency dependent effective index of light in a guiding chan-
nel and ωc refers to the central frequency. When ng > 1, it’s slow light while for
fast light, ng has to be smaller than 1.
It has been demonstrated using stimulated Brillouin scattering in fibers, coher-
ent population oscillation in erbium-doped fiber amplifiers, electromagnetically
induced absorption in atomic vapors and four wave mixing processes in SOA
etc. [38, 41–43]. In terms of the demonstration in silicon photonics, people usu-
ally use ring resonators with resonance splitting as the splitting region can give
anomalous dispersion. While the resonance splitting is usually achieved using ei-
ther coupled resonators or sidewall grating along the ring waveguide as shown in
Fig. 4.41 [35, 44]. The pulse advancement depends on the dispersion condition,
which apparently depends on the splitting condition. While these two approaches
have no control of the splitting condition, as the parameters that determine the
splitting condition are not tunable. Our approach, as demonstrated in previous
sections, can tune the splitting distance over entire FSR, thus in theory it is a won-
derful candidate to demonstrate tunable fast light.
4.4.3 Novel sensing scheme based on Resonance Splitting
Figure 4.42: The schematic of the ring based sensor. One of the MZI reflector’s arm will
be exposed to the sensing environment.
Sensing is one of the most attractive applications of photonics integrated cir-
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cuits (PICs) [45–48], and silicon photonics has proven to be a quite promising
platform for this application due to its high sensitivity and mass fabrication po-
tential. Among silicon photonics devices, ring resonators and Mach-Zehnder-
Interferometers (MZIs) are the most commonly used to demonstrate sensing appli-
cations. Ring resonators have advantages of a very narrow bandwidth, leading to a
high sensitivity [49–51]. But sensing range is within the free spectral range (FSR),
and rings can be sensitive to temperature-induced noise. MZI-based sensors can
benefit from the temperature insensitivity as the temperature induced index change
would cancel out if the MZI are designed to be balanced. However, they have the
drawback of a broad bandwidth.
Figure 4.43: Field reflectivity r0 as a function of index change. (a) L1 = L2 = 200µm (b)
L1 = L2 = 400µm. Increasing the arm length will lead to a smaller FSR but a sharper
slope.
A novel sensing scheme can be developed with a silicon ring resonator with the
tunable reflector inside, as shown in Fig. 4.42. The basic principle is the reflection
induced resonance splitting of a ring resonator. The split distance is proportional
to the reflection inside the ring, which couples the clockwise and counterclockwise
mode. This idea of using resonance splitting for sensing application has already
been adopted to detect the number of nanoparticles like viruses using a high Q
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whispering-gallery-microcavity (WGM) [52], as the split distance reported is sup-
posed to scale with the number of nanoprticles attached to the WGM.
In our sensing mechanism here the intentionally introduced loop-MZI reflector
in the ring will incorporate the sensor waveguide. A small change in the sensor
waveguide will introduce a significant change in its reflectivity, which will in turn
affect the peak splitting in the ring transmission spectrum. Consequently we can
track the split distance to detect the change of environment index. This kind of
structure will combine both advantages of MZI based sensors and ring resonator
based sensors. Since it is a ring resonator, it’s accompanied with narrow bandwidth
and high sensitivity and resolution. While the sensing element here is actually a
MZI, which gives the robustness to temperature variation.
Figure 4.44: Simulated spectra of two devices, (a) L1 = L2 = 100µm.
(b)L1 = L2 = 250µm. The red curve shows the original non-split resonance, while other
colorful curves indicate how the split distance increases with increasing index change of
the sensing arm. The result shows a efficiency around 350 nm/RIU.
Briefly speaking, the distance between the split peaks in the frequency domain
∆ω is related to the reflectivity in the following equation:








Where r0 is the field reflectivity, c light speed in vacuum, ng group index of
the waveguide and L ring’s physical length. For simple coupling, we find that








Where λ0 is the original resonance wavelength, λ1, λ2 are the two wavelengths
when the original resonance becomes split. ∆λ is the split distance between λ1
and λ2, and FSR the free spectral range in the wavelength domain. All of the pa-
rameters in equation (4.15) can be extracted from the measured spectra by proper
fitting introduced in chapter 3.
Figure 4.45: Simulated ∆λ as a function of ∆neff .
In terms of the MZI based reflector, one arm L1 is exposed to the sensing
environment while the rest of the device is covered by proper cladding. A small
change in the index of the sensing arm can already introduce a significant effect in
the reflection of the reflector. It is this sensitivity which we use to create a sensor.
Thus the change in environment index will lead to a change in effective index neff
of arm L1, and a change in reflectivity, and as a consequence a change in the ring
peak splitting ∆λ.
The sensing efficiency is given in equation (4.16). Clearly, in order to achieve
a large efficiency, we need a large FSR and a high sensitivity of reflectivity dr0dn .
The first term is inversely proportional to ring’s length L (including the total length
of the reflector), while the second term is proportional to the length of MZI’s arm
L1 as illustrated in Fig. 4.43. In summary, the sensing efficiency as a function
4-50 CHAPTER 4
of sensing length L1 is relative constant at a value around 350nm/RIU (refractive










In this chapter, we thoroughly discussed reflection engineering in a silicon ring
resonator using a single tunable reflector inside. We both theoretically prove and
experimentally demonstrate a couple of applications of such a structure. First of
all, this structure can be utilized to fundamentally suppress stochastic backscat-
tering, which is an inevitable problem in silicon photonics. We demonstrate that,
by tuning the reflector using metal heaters, not only the resonance splitting at the
drop port and the thru port can be eliminated, but also the reflection to the in port
and leakage to the add port can be significantly suppressed. Secondly, this kind
of device can be used to generate a silicon ring resonator with ultra wide FSR and
tuning range by introducing a small length difference to the two arms of the MZI
reflector. Besides these two applications, we also briefly introduce the possibility
of such a device to be used as tunable microwave photonic filter as well as a novel
optical sensor which senses the environment by tracking the resonance splitting.
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Engineered reflections in silicon ring
resonators with double tunable
reflectors
5.1 General introduction of the device
In chapter refch4 we give two in-depth analyzed and a few briefly introduced ap-
plications of a silicon ring resonator with a single tunable reflector inside. Due to
the broad tuning range and efficient control of such a reflector, we manage to get
diverse reflection conditions inside a ring cavity. And it’s quite natural to think one
step further: what if we put two reflectors inside a ring resonator? The unique thing
of putting an extra reflector lies in that two embedded Fabry-Perot cavities will be
formed inside the ring resonator. So instead of a pure travelling wave cavity, now
it becomes a mixed cavity system (two travelling modes and two standing wave
modes). The interaction between these modes will generate multiple interesting
phenomenon. In this chapter, we will thoroughly analyze such a device and show
some phenomenon observed in experiments and give theoretical explanation.
The schematic of such a device is given in Fig. 5.1(a) and (c). it consists of a
ring resonator with two reflectors placed symmetrically in the ring cavity. Each of
the reflector is controlled by a PS on top of one of its arms. The illustration of this
FP cavity formed by the two reflectors are presented in Fig. 5.1(b) and (d). Based
on the working conditions of these two reflectors, the output of such a device can
be categorized into three stages:
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Figure 5.1: (a) and (c) give the conceptual illustrations of our device and the Fabry-Perot
cavity formed by two reflectors, which are represented by blue lines. (b) and (d) show the
schematics where the loop-ended MZI based reflectors replace the blue lines.
• Pure traveling wave cavity. It will become this case when both reflectors are
tuned to introduce zero reflections. Thus this device is a pure ring resonator.
The output at its drop port is then a Lorentzian shaped resonance as evident
in Fig. 5.2(a). Note that in the simulations, the DCs of those reflectors are
defined as perfect 50/50 splitters and the MZI is balanced, thus reflectors in-
troduce zero reflections at the original state (without extra phase shift added
to the PS). Even if the fabricated reflectors will for sure introduce certain
reflectivity at the original state as the DCs will be deviated from 50/50 con-
dition, it can always be tuned to zero reflection condition as explained in
chapter 4.
• When one of the reflectors starts to introduce reflectivity by adding phase
shift to its arm while the other one stays at zero reflection condition, normal
resonance splitting will start to appear as shown in Fig. 5.2(a). And the split
distance is proportional to the phase shift added. Under this circumstance,
the device can be used to demonstrated applications mentioned in previous
chapter, including tunable MPF, tunable fast light etc.
• When the second reflectors also start to increase its reflectivity, two embed-
ded FP cavities will be constructed. And their outputs or their modes are
determined by two reflectors. Now the device becomes a mixed cavity sys-
tem whose output is a result of the interaction of the FP cavity and the ring
cavity. Under different tuning conditions of the two reflectors (thus the FP
mode), Fano resonance or electromagnetically induced transparency (EIT)
will be generated as plotted in Fig. 5.2(c) and (d). Each of them can be fur-
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Figure 5.2: Simulated outputs at the drop port of the device. Without any reflections, we
see a Lorentzian-shaped resonance. Increasing one reflector’s reflectivity leads to normal
resonance splitting (a); When the second reflector also introduces reflection, a Fano
resonance appears from the interference between a FP mode and a ring resonance (b); An
EIT like spectrum can be generated by precisely adjusting the reflectors’ reflectivities (c).A
zoom view of one resonance (d).
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Figure 5.3: Microscopic images of our devices (a) and a zoomed view of the heaters (b).
(c) gives the designed layout for this device.
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Figure 5.4: A basic introductory figure of a Fano resonance, with indication of its key
parameters, including ER and slope rate.
ther tuned using metal heaters. The details about Fano resonance and EIT
will be given later.
The microscopic figures of our devices are given in Fig. 5.3. The device is
fabricated on IMEC’s passive silicon photonics platform through the Europractice
MPW service. As usual, the substrate is a 220 nm thick SOI wafer. We design the
waveguide cross-section to be 450 nm×220 nm to ensure single mode operation.
Grating couplers are employed to achieve vertical coupling between fibers and our
chip. The structures are covered by planarized silicon dioxide protection layer, on
top of which our metal heaters are processed in-house. The heaters are based on
titanium resistive elements with a 2 µm width and 100 nm thickness connected
with gold contact electrodes.
5.2 Fano resonance
5.2.1 Introduction and background
As mentioned above, in the third stage, one important phenomenon is the tunable
Fano resonance generated by this device. Fano resonance was first proposed by
U. Fano in 1961 [2]. It is a general phenomenon throughout nuclear, atomic and
solid-state physics [3–8]. Overally speaking, the Fano resonance line-shape is due
to the interference between two scattering amplitudes, one due to scattering within
a continuum of states (the background process) and the second due to an excita-
tion of a discrete state (the resonant process). In photonics world, the origin for
Fano resonance lies in the interference between two modes, one of which is very
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Figure 5.5: An example illustration of the asymmetric Fano resonance from Ref. [1].
Clearly shown in this figure, the Fano resonance originates from the interaction between a
sharp resonance mode and a smooth background mode. In Ref. [1], this sharp resonance
mode comes from a resonator side coupled to a bus waveguide while the smooth
background comes from a Fabry-Perot cavity formed by two partial transmitting element
on two sides of the bus waveguide.
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smooth corresponding (low Q) with background mode while the other one can be a
resonance (high Q) serving as the discrete state. Further speaking, around the res-
onance, the background mode varies smoothly both in amplitude and phase, while
the resonance changes rather rapidly, especially in phase. For instance, a ring
resonance can have almost π phase change around its resonance. Thus their in-
terference pattern around the resonance will be very asymmetric due to the abrupt
phase change accompanied by the resonance.
Fano resonances are considered interesting in photonics thanks to its extremely
sharp slope and asymmetric shape in contrast to ordinary Lorentzian shaped res-
onance as shown in Fig. 5.4. These features make Fano resonance an attractive
candidate for high efficiency sensors, low power consumption switches and mod-
ulators [9–12], as a much smaller wavelength shift is needed to generate the same
transmission change. Recently ultra small laser cavities utilizing Fano resonances
have also been demonstrated [13].
Figure 5.6: The conceptual schematic proposed by Fan for Fano resonance Ref. [1]. Two
partial transmitting/reflecting elements are placed on the bus waveguide to form a
Fabry-Perot cavity, which will interact with the ring resonance at the bus waveguide
output.
For those applications like sensors and switches, it’s highly desirable or nec-
essary to function as an integrated circuit. Indeed, Fano resonances have already
been demonstrated in integrated optics through various approaches, including em-
bedded ring resonators, plasmonics and metamaterials, two beam interference in a
ring resonator, two indirectly coupled WGMs, a ring resonator with coupled feed-
back waveguide, photonics crystal cavity etc. [13–19] And silicon photonics, as
one of the most promising platforms for integrated optics, has also been heavily
investigated for demonstration of Fano resonances. Unfortunately each of these
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methods has its drawbacks. Either the devices are not fully integrated, or they
suffer from relatively low extinction ratio (ER) and slope rate as well as poor tun-
ability. If Fano resonance is considered to outperform ordinary Lorentzian shaped
resonance as a candidate for high efficiency sensor and low power switch, its slope
rate shall be at least higher than a normal Lorentzian resonance of silicon ring
resonators, which can be approximated to 60 dB/nm (3 dB bandwidth of a silicon
ring resonator resonance can be as narrow as 100 pm, so the slope rate is approxi-
mately 3 dB50 pm = 60 dB/nm). However, Fano resonances demonstrated in silicon
photonics so far have not yet shown superior performance.
Figure 5.7: An experimental implementation of the structure proposed in Ref. [1] in silicon
photonics reported in Ref. [17]. Two partial transmitting/reflecting elements are realized
by sidewall grating along the bus waveguide.
Our device gets the Fano resonance through the interference of a low Q Fabry-
Perot cavity mode and a high Q ring resonance. Fan theoretically proposed a
similar approach in 2002, where two reflectors at the bus waveguide were used
to form a FP cavity outside the ring cavity as shown in Fig. 5.6 [1]. Zhang et al.
made an experimental implementation of the structure proposed by Fan in silicon
photonics platform [17], where they used two sidewall gratings as the partially
transmitting elements as given in Fig. 5.7. Unfortunately, the parameters of the
Fabry-Perot cavity (grating period, cavity length etc.) formed by those sidewall
gratings, which determine the properties of the Fano resonance, can only be phys-
ically adjusted instead of dynamically tuned. Thus they can only achieve tuning
of the Fano resonance by injecting a high power pump laser to optically modify
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the coupling strength between the Fabry-Perot cavity and the ring cavity. This is
impractical for many applications and has a poor tuning range and efficiency. The
maximum ER and slope rate reported is limited to 22.54 dB and 250.4 dB/nm,
respectively. And the tuning range up to 90 pm is demonstrated.
Figure 5.8: Simulated spectra of the embedded Fabry-Perot cavity (a),(b) and its schematic
(c).
5.2.2 Principle and simulation
The structure proposed by us consists of a silicon ring resonator and two tunable
reflectors inside as shown in Fig. 5.1(a) and (c). The Fano resonance comes from
the interference of two modes, the background mode is from the Fabry Perot (FP)
cavity formed by those two reflectors as illustrated in Fig. 5.1(b) and (d), while the
other discrete mode is the ring resonance. The FP mode is dependent on the two
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Figure 5.9: Simulated spectra of the complete device (a),(b), and its schematic (c). The
tuning conditions are the same with those in Fig. 5.8.
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reflectors which can be efficiently tuned using metal heaters, thus the generated
Fano resonance exhibits good tunability in terms of ER and slope rate. It has been
experimentally proven to generate a Fano resonance with over 40 dB maximum
ER and over 700 dB/nm slope rate, which to our best knowledge, are the largest
values realized so far.
Figure 5.10: This figure gives the conceptual illustration of the generation of a double
Fano resonance pattern from the interference between a continuous mode and a split
resonance.
The reflector is already characterized in detail in chapter 3. Here both reflectors
are designed to be identical with balanced MZI in order to provide flat reflection
spectrum. The armlength is designed to be 200 µm to ensure adequate phase
shift induced by metal heaters. And they are placed symmetrically in the ring
waveguide. In Fig. 5.8 we plot the simulated spectra of the Fabry-Perot cavity
and the complete device in Fig. 5.9. As clearly shown in Fig. 5.8, by introducing
different phase shifts to the reflectors to change their reflectivities, the Fabry-Perot
mode can be tuned from quite sharp (highQ) to very smooth (lowQ). The smooth
mode can interfere with the discrete ring resonance mode to generate the Fano
resonance, as exhibited in Fig. 5.9. It is somehow confusing as the resonance
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Figure 5.11: Simulation shows the influence of the power coupling coefficient of the ring
resonator on the performance of the Fano resonance.
now shows a symmetric pattern around the dip while a Fano resonance shall be
asymmetric as we always claim. It is easy to understand. The resonance pattern
shown in Fig. 5.9 is not a single Fano resonance, instead, it consist of two identical
Fano resonances standing back to back, which makes it symmetric with respect
to the dip. Current ring resonance mode shows a resonance splitting due to the
internal reflections inside the ring cavity which couple the clockwise circulating
mode and counter-clockwise circulating mode and break their degeneracy [20].
So this Fano resonance is an interference between a continuous background mode
(FP mode) with a split resonance (or two Lorentzian resonances standing back to
back). Thus double Fano resonance are generated. If the reference point is set to
the peak position (resonant wavelength), then the resonance is indeed asymmetric,
with one side being a Lorentzian shape while the other side being quasi-linear.
Fig. 5.10 gives the conceptual illustration of how this double Fano resonances are
generated from the interference between the FP mode and a split resonance. For
comparison, the generation of a normal single Fano resonance is also provided.
In these two simulations, we only tune one of those reflectors with another one
fixed at specific reflection for simple demonstration, while in reality both reflectors
can be controlled independently. Note that, the two peaks of the split resonance
shift at slightly different rates. This phenomenon agrees well with our former
observations [21]. and has already been well explained in chapterr̃efch4.
We also investigate how the power coupling coefficient of the directional cou-
plers in the ring resonator will influence the Fano resonance as coupling coefficient
is one of the most common parameters to be engineered for a ring resonator. The
results are plotted in Fig. 5.11. The ER of the Fano resonance can be increased
by decreasing the power coupling coefficient (thus increasing the Q factor of the
ring resonator) but this comes at the price of higher insertion loss. This is easy to
ENGINEERED REFLECTIONS 5-13
understand, as a higher Q factor will have a more abrupt phase change around a
narrower optical bandwidth. Thus the interference between this resonance mode
and the background mode will lead to a larger ER and sharper slope.
5.2.3 Measurement
The measurement of such a device is performed with the same setup introduced
in previous chapters. First of all we give the overall measured spectra of the three
stages in Fig. 5.12. Each spectrum in this figures corresponds with a tuning con-
dition of the two phase shifters, which control the reflectivity of the reflectors. It
shows good one-to-one correspondence with the three stages introduced and simu-
lated in the introduction part as shown in Fig. 5.2. Clearly, all the three stages can
be reproduced in experiments. In Fig. 5.12(a), we plot the spectra of Lorentzian-
shaped resonances where both reflectors introduce zero or very low reflections
as well as the normal resonance splitting case where only one reflector introduces
strong reflection. If we further increase the second reflector’s reflectivity by chang-
ing the power injection to the phase shifter, the Fano resonance starts to appear, as
shown in Fig. 5.12(b). The spectra with EIT-feature is given in Fig. 5.12(c) and a
zoom view of one EIT resonance is plotted in Fig. 5.12(d). EIT is generated on
the basis of Fano resonance, by precisely controlling one phase shifter. As we can
see from the legend in Fig. 5.12(c), the power injection to PS2 only changes from
0.0 mW to 0.8 mW, but a clear EIT peak appears.
In terms of the Fano resonance pattern, its specific measured spectra are ex-
hibited in Fig. 5.13. Similar to the simulations, we fix one reflector and sweep
the power injected to the other reflector. These measurements show the same res-
onance shapes and shift patterns as the simulation results in Fig. 5.9. Due to the
disperse behavior of the directional couplers, which means that the coupling coef-
ficients vary with wavelength, the measured resonances show different extinction
ratios. The maximum ER can be over 40 dB within a 100 pm wavelength range,
which gives a sharp slope with a rate over 400 dB/nm. While the maximum slope
rate observed at some resonances can be over 700 dB/nm with an extinction ratio
larger than 36 dB. Much less wavelength shift is needed to adequate extinction
ratio if this Fano resonance is implemented as an optical sensor or switch. Such
the efficiency will be increased and power consumption will be reduced. As for
the tuning efficiency, less than 3 mW can tune the ER to reach its maximum. The
tuning of the ER is always accompanied with the shift of the wavelength but this
problem can be easily solved with an extra heater to control the ring resonance.
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Figure 5.12: Overall measured spectra of our device with different tuning conditions of the
two phase shifters. The figure presents a one-to-one correspondence with the three stages
explained in the simulation part and plotted in Fig. 5.2.
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Figure 5.13: Measurements showing the tunability of the Fano resonance. One phase
shifter is fixed with the other one receiving different power injection. The maximum ER can
be larger than 40 dB with a corresponding slope rate over 400 dB/nm. While at other
resonance, we observe a even sharper slope rate, which is over 700 dB/nm.
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5.3 Optical analogue to electromagnetically induced
transparency
5.3.1 Introduction
Figure 5.14: The spectral characteristics of EIT based on Fig. 1 from [22]. It will generate
an ultra narrow window in the transmission or absorption spectrum. And the phase
response or index profile shows an abrupt change within this window.
The same structure can also generate another phenomenon, which is called
electromagnetically induced transparency (EIT). EIT is a fundamental phenomenon
originally shown in atomic physics with a set of three energy states that is shown
in Fig. 5.15 [22]. It will generate an ultra narrow ”transparent window” in the
transmission or absorption spectrum as shown in Fig. 5.14. Take the ”lambda”
scheme for example, to observe EIT in atomic states requires two lasers, one of
them called ”probe” is tuned to near the resonance between two of the energy
states (from state ”1” to state ”2”) to measure the transmission or absorption spec-
trum of these states. Ideally this will show a Lorentzian shape line as illustrated in
dashed line in Fig. 5.14. If another laser called ”pump” is present which is tuned
to near resonance between the states ”2” and ”3”, then a transparent window in
the spectrum will be created by this ”pump” laser. The principle behind this is
the destructive interference of the transition probability amplitude of competing
excitation pathways (from ”1” directly to ”2”, or from ”1”-¿”2”-¿”3”-¿”2”). Due
to this, the electrons somehow are forbidden to transit between these two states,
thus no absorption is present and a narrow transparent window is created. That is
why EIT is also considered as a Fano resonance, from the interference between the
probability amplitudes of these two excitation pathways.
The main benefit of demonstrating this in photonics lies in the utilization of the
abrupt phase change within this ultra narrow window, which means extreme dis-
persion with very large group index ng or low group velocity vg . And this feature
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Figure 5.15: EIT level schemes can be sorted into three categories; vee, ladder, and
lambda.
is very promising to further realize slow light or even stopped light [23]. Practi-
cally speaking, optical buffer or storage based on EIT becomes feasible and other
applications like optical gyroscopes, laser cooling, optical switching or nonlinear
optics can also be developed based on EIT [23–27]. Many efforts have been taken
to generate EIT in an optical way through various platforms [28–31], including
silicon photonics [32–39]. Among these approaches, coupled cavities are the most
popular choice due to their similarity with atomic states. Each cavity is supposed
to resonant at the frequency corresponding with energy state ”2” (in other words,
the two resonances need to have zero detuning). But they have to have different
Q factors (photon lifetime), which refer to the two different transition pathways of
”pump” and ”probe”. Ref. [32, 40] provide the mathematical prove of the similar-
ity between a coupled resonator system with the atomic system for the generation
of EIT and the mapping of those key parameters from each system.
5.3.2 Simulation
The simulated amplitude spectra in Fig. 5.2 already proves the ability of this device
to generate an EIT peak. Fig. 5.16 further presents the simulated phase response
of generated EIT peak and its tunability. By tuning the two reflectors, both of the
extinction ratio of the EIT and the phase change can be tuned. In the simulation,
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Figure 5.16: Tunability and phase response of the EIT peak generated by this ring with
two reflectors. Left and right columns present the transmission in dB and the phase
response normalized to π, respectively. By tuning the relative phase shift of the reflectors,
we can get various EIT resonances.
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Figure 5.17: By precisely controlling one of the reflectors, a clear EIT peak emerges. Note
the tiny change in the power injection shown in the legend.
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we observe a phase change around 0.99 pi within less than 2 pm optical range.
Figure 5.18: Measured phase response for the Lorentzian-shaped resonance (a) and
normal resonance splitting (b).
5.3.3 Measurement
For the measurements, the overall measured spectra are already shown in previ-
ous section in Fig. 5.12. Clearly, the EIT peak is observed and importantly, we
get the transition between Fano resonance and EIT in a single device, this is in
consistence with other literature that theoretically proves EIT is fundamentally a
Fano resonance [40]. In Fig. 5.17 it clearly shows that, only 0.4 mW change in the
power injection into one of the phase shifters, the resonance pattern can be very
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Figure 5.19: Measured phase response for the spectrum with EIT peaks (c) and a zoom
view of one of the EIT peak (d). When EIT is present, an abrupt phase change happen
within its ultra narrow bandwidth.
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Figure 5.20: Measured group delay of the spectrum shown in Fig. 5.19. At the EIT peak,
there is a larger group delay at 4100 ps, compared to the background level at 3200 ps, the
EIT slows light down at 1100 ps. We also notice some dips at the delay spectrum at the
resonances showing splitting. This is the so-called fast light phenomenon. Due to our
tunability of the internal reflections, we can achieve both tunable fast light and slow light.
different. When PS2=0.05 mw, EIT is quite obvious, while when PS2=0.45 mW,
the resonance pattern becomes quite different and the EIT peak disappears. This
small power injection change in PS2 won’t change the reflectivity of this reflector
very much, so is not the FP mode. But the slight frequency detuning between the
FP mode and the ring resonance lead to the disappear of the EIT peak.
To get the phase response, we use an optical vector network analyzer (OVNA)
from Luna Inc. to perform the measurements. It has an integrated interferometer
that helps to extract the phase responses from our chip. The wavelength resolution
is 1.5 pm. The results are given in Fig. 5.18 and Fig. 5.19. We list three sets of
phase measurements, corresponding with the pure Lorentzian-shaped resonance
pattern, normal resonance splitting pattern and EIT resonance pattern. Consistent
with former literature, when it’s pure ring resonance, the abrupt phase change only
happens near the resonance wavelength [41]. While at the resonance splitting case,
there is a gradual phase change in the splitting region. This phenomenon can be
used to demonstrate fast light [42]. While at the EIT resonance, there is an abrupt
phase change as large as 0.95π in an optical range less than 10 pm. We also give
the measured group delay of such a device using the same equipment. Results of
the spectrum shown in Fig. 5.19 are given in Fig. 5.20. Clearly, at the EIT peak,
the group delay is 1100 -ps larger than the background level. What’s more, for the
other peak where it shows resonance splitting, we observe a smaller group delay,
indicating a pulse advance. This is the so-called fast light effect introduced by
resonance splitting [42], which has been introduced in chapter 4. Due our ability
to fully control of the reflections inside the ring cavity (thus the resonance splitting
conditions and the dispersion conditions within the splitting region), we are able to
get a larger pulse advancement ( 1200 ps in our case) than former literature [42].
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The tunability of the EIT resonance can also be viewed in Fig. 5.19.
5.4 Contour plot presentation
Figure 5.21: Definition of the two parameters to be characterized by the contour plots,
namely extinction ratio and slope rate. (a), (b) and (c) present the case of normal
resonance splitting, Fano resonance and EIT, respectively.
In sections above, we separately discussed the results of tuning of PS1 and PS2
for Fano resonance and EIT. Even if it’s clear that the Fano resonance and EIT are
both tunable by controlling PS1 and PS2, the tendency of how to tune PS1 and PS2
to get the desired performance of Fano resonance and EIT is not shown. Next we
will provide two contour plots based on simulation results. The first one character-
izes the dependency of the extinction ratio (ER) of the split resonance (defined in
Fig. 5.21) on the PS1 and PS2, note that the split resonance can be anyone among
the Fano resonance, EIT and normal resonance splitting. The second one is about
the approximated slope rate (SR, also defined in Fig. 5.21). The contour plots are
given in Fig. 5.22. In the simulations, the DCs of the reflectors are designed to
be 50/50, so at the beginning state (PS1=PS2=0), both reflectors introduce zero
reflection. When PS1 increases to 0.5 π, the reflectivity also increases to 100%
accordingly. So the x and y axis in the contour plots also represent the reflectivity
of the reflector from 0 to 100% (with varying phase). Besides the two contour
plots, four examples of from 4 different regions in the contour plot are also given.
They refer to Lorentzian resonance, normal resonance splitting, Fano resonance
and EIT, respectively. The former two belong to the large space of blue in the
contour plots, where both ER and SR are low. Also we get a conclusion from this
plots that, if PS1=PS2, then the resonance splitting disappears.
In this simulation, the two phase shifters of the reflectors are placed according
to the schematic shown in Fig. 5.1. In this configuration, the two reflectors are not
exactly point symmetric with respect to the ring center. So the contour plots don’t
show any symmetry with respect to the diagonal. If we place the two reflectors
according to the schematic shown in top figure in Fig. 5.23, then the contour plots
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Figure 5.22: Contour plots of extinction ratio and slope rate vs PS1 and PS2. The x and y
axis refer to the tuning range from 0 to 0.5 π of two phase shifters. They also present the
reflectivity of the reflectors from 0 to 100%.
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Figure 5.23: The two reflectors are now rearranged to make the two reflectors symmetric
with respect to the center of the ring cavity. Now the two contour plots show certain
symmetry with respect to the diagonal.
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are more or less symmetric with respect to the diagonal as evident in Fig. 5.23.
But it’s interesting to notice that, in this configuration, EIT can not be generated
as the maximum SR observed in the contour plot is less than 500 dB/nm. While
typically a resonance with EIT peak should have a SR over 1000 dB/nm due to the
extreme narrow optical range. The reason lies in the symmetric position of the two
reflectors. This can be understood with following simulations.
As we mentioned above, when the two phase shifters change, both the am-
plitude and phase of their reflections change. To reduce the number of varying
parameters, we perform another simulation where the two MZI based reflectors
are replaced with dimensionless lumped reflectors, whose phase is constant. Their
power reflectivity are noted with r1 and r2. We plot the contour plots of ER and
SR as a function of r1, r2, respectively. The results are given in Fig. 5.24. They
look quite similar with the contour plots shown in Fig. 5.23, as in both cases, the
two reflectors are point symmetric with respect to the center of the ring. More-
over, in this configuration, we also notice that the EIT can not be generated due to
the limited SR observed in the contour plot, which is also limited to 500 dB/nm,
exactly the same with previous simulation.
5.5 Summary
In this chapter, we discussed two applications of a silicon ring resonator with two
integrated tunable reflectors inside, namely Fano resonance and electromagnet-
ically induced transparency (EIT). Each of them is systematically discussed in-
cluding theory explanation, simulation characterization and experimental demon-
stration. Basically speaking, they are generated as a result of interaction between
an embedded Fabry-Perot cavity formed by the two reflectors and the silicon ring
cavity. Depending on the frequency detuning of these two cavities, either Fano
resonance (non-zero detuning) and EIT (zero detuning) can be generated. And
their respective parameters can also be tuned by controlling the two reflectors.
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Figure 5.24: The two reflectors are now replaced with two dimensionless lumped
reflectors, with constant reflection phase. The contour plots show similar pattern with
those in Fig. 5.24.
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Backcoupling manipulation of silicon
ring resonator
6.1 Introduction
Figure 6.1: Brief illustration of the concept of backcoupling. Left one shows the case of an
ideal ring resonator, where the incoming light will only contribute to one of the two
circulating modes. If backcoupling exists, both modes will be coupled from the incoming
light as illustrated in the right part.
Previous chapters talk about novel applications or enhanced performance of
silicon ring resonators by means of internal reflections engineering. The devices
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with one or two reflectors and their applications have been systematically dis-
cussed. However, based on our work presented in chapter 3, there is another degree
of freedom that impacts ring resonators performance and has been so far neglected,
which is the so-called backcoupling. It is the contribution from the input light to
the counter circulating mode (CW in Fig. 6.1) besides the normal circulating mode
(CCW in Fig. 6.1). In this chapter, we will demonstrate the manipulation of the
backcoupling using two kinds of structures, one of which has a standard silicon
ring resonator with only stochastic backscattering inside while the other one has a
tunable reflector inside.
6.2 Theory
For an ideal ring resonator without internal reflections, the backcoupling has no
effects on the outputs of a ring resonator as the two circulating modes are degen-
erate and resonant at the same frequency. Something interesting happens at the
case with internal reflections. Their degeneracy will be broken due to the coupling
between them and the resonance of the ring resonator will show split. Under this
circumstance, the backcoupling will strongly impact the outputs as mathematically









j(ω − ω1) + BW12
+
BW0
2 (1 + f)
2
j(ω − ω2) + BW22
] (6.1)
This equation describes the transmission at the drop port of an add-drop ring
resonator with internal reflections inside. Two peaks start to emerge instead of a
single resonance due to resonance splitting. f = κ
′
κ is a dimensionless factor to
indicate backcoupling κ
′
. It can be a complex number, whose amplitude is the
strength of the backcoupling normalized to forward coupling κ of a directional
coupler, while its phase describes the phase difference between backcoupling and
forward coupling. For instance, if they are in phase, f is a positive real number,
while if they have a π phase difference, f is a negative real number. And f will
strongly influence the heights of these two peaks in a split resonance. Thus a tun-
able f or backcoupling can make the two peaks in a split resonance controllable.
To make it more clear, we also derive the transmission equation at the thru port
as shown in equation (6.2) and replace the f factor with the normal backcoupling
factor κ
′
. As in equation (3.13), it will become not so easy to understand when
f =∞ (for instance, κ very small with respect to κ′ ).
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j(ω − ω2) + 1τtot
] (6.2)
ω1 = ω0 + µr, ω2 = ω0 − µr (6.3)
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Figure 6.2: Simulated through port spectra of a circuit shown in Fig.6.1(b) with
backcoupling induced at the directional coupler. (a) presents the results when f=0,0.2 or
0.5. When f=0, i.e. no backcoupling is present, the spectrum shows asymmetric resonance
splitting. By varying the backcoupling strength (f=0.2 or 0.5), the peak asymmetry can be
adjusted. (b) shows the case when f=0.5 and -0.5. The minus sign indicates a π phase
difference between κ and κ
′
. (c) gives the results when f=1 and -1, namely the amplitude
of backcoupling equals that of forward coupling. Under such condition, one peak will be







































All the concepts of these terms are explained in chapter 3. Clearly, the indi-
vidual contribution from the input to CW and CCW modes will strongly affect the
peak heights of the split resonance, as κ and κ
′
both stand in the numerator.
6.3 Conceptual simulation
We use Caphe to perform the simulation of this conceptual device. The simu-
lated manipulation of backcoupling of a circuit shown in Fig. 6.1(b) is given in
Fig. 6.2. It contains internal reflection (a lumped reflector) that leads to resonance
splitting and directional couplers that include backcoupling. For simplicity, we
mark the two peaks in a split resonance with Pb and Pr, respectively. Pb refers
to the blue shift one while Pr refers to the red shift one. As shown in Fig. 6.2(a),
symmetric splitting (Pb = Pr) happens when f = 0, namely without backcou-
pling. By varying the strength of the backcoupling, the peak asymmetry can be
adjusted. This would be useful to demonstrate single sideband filter. While adding
a minus sign to f , or physically speaking, introducing π phase difference between
backcoupling and forward coupling, the individual peak to be manipulated can be
switched as shown in Fig. 6.2(b). Under special condition, when f = ±1 (κ = κ′ ),
one of those two peaks will be fully suppressed as evident in equation (3.13) and
Fig. 6.2(c).
The manipulation of the internal reflection can control the splitting distance
between Pb and Pr. While manipulation of backcoupling can further allow the
control of the individual peak height. In summary, by combining these two degrees
of freedom, we manage to get full control of a split resonance.
6.4 Practical circuit design and simulation
In the simulation performed above, we manage the backcoupling by means of man-
ually modifying the scatter matrix of a directional coupler, which is not feasible
in reality and it can not simulate every possible cases of backcoupling in order to
make the directional coupler’s scatter matrix unitary. For instance, the f in our
current circuit mode can not be pure imaginary (π2 phase difference between κ and
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Figure 6.3: A designed circuit in order to introduce and manipulation backcoupling in a
realistic way. A MZI is placed in front of a ring resonator to dynamically control the
intensity of light at two inputs of a ring resonator. Each of the input will couple to one
circulating mode in the ring. Thus the manipulation of the MZI split ratio will lead to the
manipulation of the coupling ratio from input light to the two circulating modes of the ring
resonator. A tunable reflector introduced in chapter 4 and 5 is implemented inside the ring
cavity to couple the two circulating modes and induce resonance splitting. PS indicates
phase shifter and DC refers to directional coupler.
κ
′
), otherwise the circuit would introduce gain, which makes no sense. In order
to fully investigate the backcoupling in a practical way, we design a circuit shown
in Fig. 6.3. It can be considered as two parts, a Mach-Zehnder-Interferometer
(MZI) that splits incoming light into two paths (in1 and in2) and a ring resonator
that accepts both of these two paths. Each of these two inputs will contribute to
one circulating mode of the ring resonator (CW and CCW). Thus the split ratio of
the MZI determines how much incoming light will be coupled to each circulating
mode. There is also a tunable reflector introduced in chapter 4 implemented in the
ring cavity, in order to couple these two modes and induce resonance splitting to
visualize the impacts of backcoupling. Two phase shifters are placed in the cir-
cuit. One of them (PS1) is on the arm of the MZI and the other one (PS2) is on
one access waveguide of the ring resonator. PS1 is responsible for tuning the split
ratio of the MZI, alternatively speaking, it controls the magnitude of f or back-
coupling. While PS2 changes the relative phase difference between two inputs of
the ring resonator, in other words, it takes control of the phase of f which is the
phase difference between κ and κ
′
. There is actually a third phase shifter within
the reflector to tune its reflectivity, for simplicity it’s omitted in the figure.
It can be also mathematically proven that this circuit is identical with a pure
ring resonator that has internal backscattering and backcoupling at the directional
couplers. In the view of tCMT for this circuit, there are two modes αcw and αccw
in the ring cavity. Each of them resonant with the same angular frequency ω0,
which is the eigenfrequency of the resonator. Also each mode has the same total
decay rate 1τtot , that includes loss rate
1
τl
, coupling rates 1τi ,
1
τo
due to the coupling
to two bus waveguides. These two modes are coupled with each other through
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internal reflections µr. They are fed by the external incoming light at ports in1 and
in2, respectively, marked with Sin1 and Sin2. Sin1 and Sin2 are dependent with
each other, as S2in1 + S
2
in2 = Sin, where Sin is the original input at the port in.
So the mode amplitude equations based on tCMT for this circuit ((6.8) and (6.9))
are identical with the equations for a single ring resonator with backscattering and
backcoupling given in chapter 3.
dαccw
dt
= j(ω0 + j
1
τtot
)αccw − jµiSin1 − jµrαcw (6.8)
dαcw
dt
= j(ω0 + j
1
τtot
)αcw − jµiSin2 − jµrαccw (6.9)
Sin1 can be replaced with mSin and Sin2 replaced with nSin, where m2 +
n2 = 1. So varying the ratio between Sin1 and Sin2 is the same with varying the
ratio between backcoupling and forward coupling of the directional couplers.
To characterize this structure, we build a corresponding circuit model in caphe.
The reflector is tunable in its reflectivity, which can range from 0 to 100%. The
MZI is designed to be balanced in its two arms and its DCs are designed as 50/50
splitter. At the original state without any phase shift added to PS1, all the light
from port in will be directed to port in2. While adding π phase shift into PS1,
all the light will be directed to port in1. in1 and in2 will have identical transmis-
sion when PS1=0.5π. The two input waveguides of the ring resonator are also
designed to be identical. For simplicity, we omit the dispersive behavior of all the
directional couplers and only focus on one resonance to observe its evolution and
the impacts of backcoupling. The parasitics of the directional couplers including
its lumped backcoupling and reflections are also neglected as the internal reflection
is dominant by the tunable reflector and the external backcoupling introduced by
the MZI is also dominant over the lumped backcoupling induced at the directional
couplers.
We continue to use the optical circuit simulator Caphe to perform the charac-
terization of such a device. We start with the case when the reflector introduces
zero reflectivity and confirm that under such circumstance, the backcoupling has
no impacts on the outputs. The results are plotted in Fig. 6.4. (a) and (c) show the
output at out1 while (b) and (d) present the results at out2. (a) and (b) give the ma-
nipulation of PS1 with PS2=0 while (c) and (d) shows the results of changing PS2
with PS1 fixed at 0.2π (in order to make light split into both in and in2). Clearly,
when there is no internal reflections and resonance splitting, varying backcoupling
(both amplitude and phase) doesn’t modify the resonance shape. The change in the
transmission level shown in Fig. 6.4(a) and (b) is due to the change in the MZI’s
split ratio when PS1 is working. In detail, when PS1 = 0, all the light coming
from MZI is in in2, thus there is no transmission from out1 as shown in (a). Be-
sides, when PS1 = π, ideally only in1 of the MZI has light thus only out1 has
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Figure 6.4: Simulated spectra of the circuit in Fig.6.3 at the condition when the reflector
introduces 0 reflectivity. Left column refers to out1 and right column presents the results at
out2. Clearly, when there is no internal reflection thus no resonance splitting,
manipulating backcoupling doesn’t modify the resonance shape. The change in the
transmission level is due to the change in the split ratio of the MZI.
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Figure 6.5: When resonance splitting is present, the impacts of backcoupling will become
visible. These figures show the results of manipulating PS1 with PS2=0. (a) and (b) show
the outputs at out1 while (c) and (d) present the results at out2.
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light with no transmission at out2. However, the phase added into a phase shifter
is wavelength dependent. Thus in Fig. 6.4(b) the transmission spectrum at out2 is
approaching 0 only at one wavelength point.
Figure 6.6: When backcoupling equals forward coupling (in1=in2), one of the two peaks
in a split resonance can be suppressed. And by adding either 0.5π or 1.5π phase shift to
PS1, we can also choose which peak to be suppressed.
The impacts of backcoupling start to appear when there is certain reflection
inside the ring cavity that is strong enough to cause resonance splitting. The results
of manipulating PS1 when PS2=0 is shown in Fig. 6.5. Top two panels show the
spectra at out1 while bottom two give the outputs at out2.
From the figure some useful information can be extracted. First of all, res-
onance splitting is eliminated when PS1 = 0.5π as shown in all panels. This
confirms the conclusion obtained above, that is when the amplitude of backcou-
pling equals that of the forward coupling, one peak of the split resonance will be
suppressed. By adding either 0.5π or 1.5π phase shift to PS1, we can also choose
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which peak to be suppressed as shown in Fig. 6.6.
Another observation is that, by manipulating the ratio between in1 and in2
through changing PS1, the peak asymmetry can be adjusted as evident in Fig. 6.5.
This is also consistent with former simulation and theoretical analysis. The ratio
between in1 and in2 in this circuit is similar to ratio between the amplitudes of
forward coupling and backcoupling, thus by changing PS1 the peak asymmetry
can be adjusted.
We also notice that under some conditions, the two peaks of the split resonance
(Pb, Pr) point to opposite directions (peak or dip). For instance, at the beginning
state (PS1 = 0.05π), the resonance in out1 shows asymmetry in the peak di-
rections as shown in Fig. 6.5(a). One of them (Pb) points down (dip) with the
other (Pr) pointing up (peak). By adding more than 0.5π to PS1, both peaks will
point down as evident in Fig. 6.5(b). There are multiple reasons behind this phe-
nomenon. In the ring cavity, CW and CCW modes are activated simultaneously.
They are coupled through the internal reflection and CW is supported through ex-
ternal incoming light at in2 while CCW is fed by external port in1. And the output
at out1 contains two contributions. One is from in1 and happens through the cou-
pling of the CCW mode supported by in1, which is a dip feature in spectrum as
out1 serves as the thru port for in1. The other one is from in2 through coupling of
the CCW mode supported by in2, which is a peak in the spectrum as out1 serves as
the add port for in2. In other words, with only incoming only from in1, spectrum
at out1 shows dips, while with only in2 working, it shows peaks. So the relative
light intensity at in1 and in2 will determine the overall behavior of the output at
out1 and out2. This is one of the reasons. Moreover, in1 and in2 are not inde-
pendent with each other. According to equation (3.13), their ratio also determine
the relative peak height of the split resonance. That’s why the out1 spectrum show
both peak and dip patterns.
Now we start to control PS2 to see the impacts of phase manipulation of back-
coupling. To do this, we fix PS1 at 0.2π in order to split light into two ports
(in1 and in2). The results are present in Fig. 6.7. (a) and (b) show the output
at out1 while (c) and (d) present the results at out2. In summary, by changing
PS2, the peak asymmetry can also be adjusted and the pointing direction can also
be reversed depending on which region PS2 is in, (0, 0.5π) or (0.5π, π). When
PS2=0.5π, the resonance again becomes symmetric as shown in Fig. 6.7.
6.5 Experimental results
6.5.1 Ring with tunable reflector
We designed two kinds of circuits as shown in Fig. 6.8. The only difference be-
tween them lies in the source of the internal reflection of the ring resonator. In one
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Figure 6.7: We fix PS1=0.2π and vary PS2 to change the phase difference between
backcoupling and forward coupling. (a) and (b) show the output at out1 while (c) and (d)
present the results at out2.
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Figure 6.8: Microscopic images of the devices to manipulate backcoupling. (a) is the
circuit with a circular ring resonator, whose internal reflection is induced by stochastic
backscattering. (b) presents the circuit with a ring resonator that has a tunable reflector
inside.
circuit (Fig. 6.8(a)), the ring cavity is a circular ring resonator with a bend radius
of 35 µm. The internal reflection is caused by the stochastic backscattering while
in the other one (Fig. 6.8(b)), there is a tunable reflector inside the ring cavity. For
each kind of circuit, we designed three instances with different coupling coeffi-
cients of the ring cavity. For the ring with reflector inside, we vary the coupling
coefficients by changing the coupling length, from 1 µm till 5 µm with a fixed gap
at 200 nm. While for the circular ring resonator, this is done by changing its cou-
pling gap, from 200 nm to 400 nm. We first show the experimental characterization
of the circuit with a tunable reflector.
We start with the demonstration of the tunability of the internal reflection using
a phase shifter (PS3) within the reflector, which is shown in Fig. 6.8(b). The
results of such a device under different working conditions of PS1 are exhibited
in Fig. 6.9. At both cases, the resonance splitting can be eliminated under correct
tuning condition, which means zero internal reflections. Next we characterize the
manipulation of backcoupling (both in amplitude and phase) by changing PS1 and
PS2 under the condition when internal reflections become 0. To check whether
it matches the simulation or not. Fig. 6.10 plots the results. Clearly, without
internal reflections and resonance splitting, backcoupling imposes no influence on
the output resonance, which is in consistency with former simulations. The change
in PS1 only lead to the change in the overall transmission level, due to the change
in the split ratio of the MZI.
After this, we start to investigate how the manipulation of backcoupling would
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Figure 6.9: Demonstration of the tunability of internal reflections using PS3 shown in
Fig. 6.8(b). (a) and (b) present the tunability under different conditions of PS1.
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Figure 6.10: Without internal reflections and resonance splitting, varying PS1 and PS2 do
not impact the resonance shape, which is consistent with former simulation results.
affect the output through measurement results. Similar with the procedure in the
simulation part above, we first isolate PS2 (PS2=0mW) and gradually change PS1
to observe its impacts. The measured spectra plotted in Fig. 6.11 perfectly match
the simulated spectra presented in Fig. 6.5. First of all, changing PS1 indeed ad-
justs the peak asymmetry, which confirms the potential application as a single
sideband filter. And under specific point, one of the peaks disappears as shown in
the red curves in Fig. 6.11(a) and (b), indicating the equal amplitude of backcou-
pling and forward coupling (in1=in2). Moreover, we also observed the transition
in the pointing direction of one peak.
Following the same procedure with simulation part, we start to investigate the
influence of PS2, which is the change in the relative phase between backcoupling
and forward coupling. We fix PS1 to be 0 and gradually increase PS2. Different
with the configuration in simulation, where we need to fix PS1 not to be 0 in
order to split light both into in1 and in2 as the directional couplers (DCs) are
perfect 50/50 splitters. While in the experiments, when PS1=0 there are already
transmission to both in1 and in2 due to fabrication variation which makes the DCs
deviated from 50/50. The results are plotted in Fig. 6.12. The resonances show
good one to one matching with the simulations exhibited in Fig. 6.7. Changing
PS2 could significantly modify the resonance shape. When PS2=4.41 mW, the
resonance becomes symmetric splitting, indicating 0.5π phase difference between
backcoupling and forward coupling.
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Figure 6.11: Measured spectra at out1 and out2 at fixed PS2=0 with varying PS1. They
show good match with simulation results plotted in Fig. 6.5.
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Figure 6.12: Measured spectra at out1 and out2 at fixed PS1=0 with varying PS2. They
show good match with simulation results plotted in Fig. 6.7.
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Figure 6.13: Measured spectra with varying PS1 and fixed PS2=0 of two circuits. They
both have circular ring resonators (without tunable reflector) but with different coupling
coefficients ((a) low Q and (b) high Q). Resonance splitting due to stochastic
backscattering is present in both case and it can suppressed by varying PS1.
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6.5.2 Circular ring resonator
In previous subsection, we show the experimental demonstration of a backcoupling
manipulation in a ring that has a tunable reflector inside. Based on the results,
multiple potential applications can be achieved, including single sideband filter,
Fano resonance etc. Here we are going to show the experimental characterization
of another similar circuit, where the ring with a tunable reflector is replaced with
a circular ring resonator, whose internal reflections are purely induced by parasitic
reflections and stochastic backscattering. We want to investigate the manipulation
of backcoupling on this kind of circuit as we believe it to be an alternative method
to solve the problem of backscattering induced resonance splitting. Compared to
the method introduced in chapter 4, it’s biggest advantage lies in that this method
doesn’t increase the total roundtrip length of a ring resonator. Thus the FSR of a
ring resonator wouldn’t be sacrificed in order to avoid resonance splitting.
The manipulation of PS1 at PS2=0 mW of two rings with different coupling
coefficients (Q factor) are given in Fig. 6.13. Both resonances show clear splitting
due to stochastic backscattering. And by varying PS1, one of the peaks can be
suppressed, which is consistent with former observations and it confirms the po-
tential to manipulate backcoupling to avoid resonance splitting. Also the transition
in the pointing direction of one peak is observed. Similarly, varying PS2 can also
suppress one of the peaks and eliminate splitting as evident in Fig. 6.14.
Another very interesting and surprising observation is the ultra high Q and
ultra large Finesse of the resonances of the ring resonator with smallest coupling
coefficients (coupling gap at 400 nm). Zoomview of different resonances of such a
ring resonator in Fig. 6.15 all show a bandwidth less than 5 pm, with corresponding
Q factors all larger than 300,000, even approaching 400,000. Moreover, they are
all accompanied with satisfying extinction ratio (ER), ranging from 6 dB to 11 dB.
The FSR of such a resonator is around 2.5 nm and the corresponding Finesse is in
the range between 500 and 625. The FSR and Finesse can be further increased by
using smaller bend radius. The reason we chose it to be 35 µm is to make sure the
stochastic backscattering to be strong enough to cause resonance splitting. While
for practical use, it can be safely reduced.
Q factor is a measure of the sharpness of the resonance, defined as Q =
λ
FWHM , where FWHM is the 3-dB bandwidth of the resonance. It represents
the number of oscillations of the field before the circulating energy is depleted to
1/e of the initial energy [1]. More simply, it determines how long the light can
resonant in the cavity before attenuated to a very low level. Thus a high Q fac-
tor is very critical for ring resonator based nonlinear optics, like frequency comb,
wavelength conversion, four wave mixing, optical logic operation etc., as it means
long photon lifetime. It’s also desirable to have a high Q factor for ring based
practical devices including (de-)multiplexers, laser cavities, sensors, filters etc. As
a high Q factor means a narrow resonance bandwidth, and the narrow bandwidth
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Figure 6.14: Measured spectra with varying PS2 and fixed PS1=0 of two circuits with
circular ring resonators that have different coupling coefficients ((a) low Q and (b) high
Q). Resonance splitting due to stochastic backscattering is present in both case and it can
suppressed by varying PS2.
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Figure 6.15: Some zoomview of resonances measured of a ring resonator with coupling
gap at 400 nm. All resonances show Q factor larger than 300,000 and large ER. The FSR
of such a resonator is about 2.5 nm. The calculated Finesse is around 600.
Figure 6.16: Quality factor as a function of cavity length for four propagation loss figures
from Ref. [1].
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can provide high resolution and efficiency. But for ring based modulators, the Q
factor can not be too high in order to get a high modulation speed.
Figure 6.17: Finesse as a function of cavity length for four propagation loss figures from
Ref. [1].
The Q factor is limited by the total loss in the cavity. Here, the loss includes
both the propagation loss (radiation loss, absorption loss, bend loss, substrate leak-
age etc.) and the coupling loss to the bus waveguides. As a consequence, there are
two terms describing the Q factor of a cavity, namely loaded Q (Ql) and intrinsic
Q (Qi). The former one refers to the Q factor with coupling loss to the bus waveg-
uide included, while the second one applies to the case where the cavity is isolated
from external world. When the ring resonator is critically coupled, in other words,
coupling loss equals the propagation loss, then Ql=0.5Qi. According to Ref. [1],







Where ng and L refers to the group index and roundtrip length of this ring. λ0
is the resonant wavelength. rx is the self-coupling coefficient, or the transmission
coefficient of the directional couplers in the ring. Its relationship with coupling
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coefficient κ is r2 + κ2 = 1 if coupling loss is neglected. a represents trans-
mission coefficient per roundtrip, it depends on the propagation loss coefficient
α[m−1] (α[dB/m] = 4.34α[m−1]) as a2 = exp(αL), here α[m−1] refers to
the propagation loss in the ring waveguide and doesn’t include the coupling loss
to the bus waveguides. From this equation, it is known that Q factor depends
on three physical parameters, namely roundtrip length, propagation loss per unit
length α[dB/cm] and coupling coefficients.
Increasing length seems to be the easiest method to increase Q factor, but its
contribution is limited as increasing L will also increase roundtrip loss. And at
some point, the benefit brought by increasing L would be cancelled by the high
roundtrip loss. This is verified by Fig. 6.16 from Ref. [1]. Moreover, increasing
L is detrimental to other important parameters, including FSR and Finesse. The
importance of large FSR has been explained in chapter 4. It is also beneficial to
obtain a relatively large Finesse. Finesse, which is defined as the ratio of FSR and
FWHM Finess = FSRFWHM , is a measure of the sharpness of resonances relative
to their spacing. Physically speaking, Finesse is supposed to represent with a
factor of 2 the number of round-trips made by light in the ring before its energy
is reduced to 1/e of its initial value. Quite similar with Q factor, it is very crucial
to have a large Finesse for ring based nonlinear optics applications, where it is
necessary for light to stay in the cavity as long as possible. To improve the Q
factor by means of increasing roundtrip length would always sacrifice the FSR and
Finesse, as evident in Fig. 6.17. As seen from Fig. 6.16, if α = 2.7 dB/cm, which
is close to the propagation loss of standard strip silicon waveguides fabricated
at CMOS fabs, the maximum loaded Q factor for an add-drop ring resonator by
increasing L is limited to 136,000 with a roundtrip length longer than 13 mm. The
experimental demonstrations of silicon ring resonators with ultra high Q using
this approach all show a very long length and small FSR (<100 pm) [2, 3]. This
is ok for applications like microwave photonics, but it’s unacceptable for other
applications like WDM filters, sensors, laser cavities etc., where FSR and Finesse
are also important.
If we only consider the case where L is in a reasonable range in order to get a
satisfying FSR and Finesse, the intrinsic Q factor can be approximately estimated
based on the propagation loss factor α[m−1]. For intrinsic Q, we first replace r1, r2
in equation (6.10) with 1. And based on Taylor expansion, we get approximations
for
√
a and 1− a:
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Where R refers to the bend radius of the ring resonator if it’s circular. So min-
imizing the propagation loss is the most fundamental way to increase the Q fac-
tor. However, even if the silicon doesn’t absorb light with wavelength longer than
1.1 µm, the inevitable sidewall roughness serves as the main source for the prop-
agation loss. So far, the silicon strip waveguide fabricated at mature CMOS fabs
using deep UV (DUV) lithography are reported to have a propagation loss around
2 dB/cm [4, 5]. Even if fabricated using ebeam lithography, which is supposed
to provide higher resolution than DUV lithography, the silicon strip waveguide
also exhibits loss around 1 dB/cm [6], as the etching procedure also contributes
to sidewall roughness. This is why the ring resonator using strip waveguides only
show moderate Q factors of a few 10k. Unless the fabrication technology sees
a fundamental upgrade, for instance, using extreme UV (EUV) instead of DUV,
the propagation loss of silicon strip waveguides is not supposed to show an abrupt
improvement.
One way to reduce the propagation loss of silicon strip waveguide is to use TM
polarization. As explained in chapter 3, TM polarization exhibits weak disconti-
nuities of the electric field at the vertical sidewall, thus it’s less vulnerable to the
roughness and suffers lower propagation loss. A circular ring resonator using TM
polarization has been demonstrated and shows a maximum Q factor at 340,000 [7],
which is comparable with our results. The ring has a bend radius of 20 µm with
a corresponding FSR around 5.5 nm, which is larger than our results. But their
FSR can not be further increased as the bend radius for TM polarization can not
go as tight as that for TE polarization due to the weaker confinement of TM polar-
ization. But in our approach, the bend radius can be safely reduced down to sub
5 µm (corresponding with a FSR around 20 nm). Moreover, in the approach using
TM polarization, resonance splitting still happens occasionally from resonance to
resonance and have no way to eliminate it. While in our approach, this problem
can be dynamically solved.
In our analysis, the Q factor measured in our device is approaching the intrin-
sic Q factor. First proof comes from the 3D FDTD simulation of the directional
coupler shown in Fig.6.18. Such a DC consisting of a bus waveguide and a 35 µm
bend radius arc with a 400 nm gap in between has a coupling coefficient less than
0.003 according to the simulation, which is very close to 0. Moreover, an intrin-
sic Q factor of 380,000 corresponds with a propagation loss around 2.02 dB/cm,
which matches the mainstream cognition of the propagation loss for silicon strip
waveguides based on current fabrication technology (standard 200 mm wafer with
DUV lithography).
Usually, the loaded Q factor can be increased towards the intrinsic Q factor
by decreasing the coupling coefficients of the directional couplers, as the coupling
loss to bus waveguides will be suppressed. However, this will decrease the extinc-
tion ratio of the resonance, which is supposed to reach its maximum when the ring
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Figure 6.18: FDTD simulation of the transmission of the directional coupler consisting of
a circular arc with 35 µm bend radius and a bus waveguide with 400 nm gap in between.
The coupling coefficient is less than 0.003.
is critically coupled. We simulate a circular add-drop ring resonator with the same
bend radius of 35 µm, the propagation loss at 2.02 dB/cm and the coupling coef-
ficients at 0.0025. The resonance shows a similar Q factor at 300,000 but with an
ER less than 3.5 dB at the non-split condition and 1.5 dB with resonance splitting
(Fig. 6.19). While in our measured results, the ER can be as large as 11 dB. The
reason is that the manipulation of backcoupling through PS1 and PS2 enhances
the ER as evident in both simulation (Fig. 6.5 and Fig. 6.5) and measurements
(Fig. 6.11 and Fig. 6.12). The further principle behind this is assumed to the Fano
resonance, which comes from the interference between the MZI mode and the ring
resonance mode.
Another series of simulation are performed to further confirm this. We put
all the parameters above into the simulation of the circuit shown in Fig. 6.3. The
results of manipulating PS1 (thus the amplitude of the backcoupling) are provided
in Fig. 6.20. When PS1 = π, this refers to the case without backcoupling, as
all the light is at ”in1”. In this case, the output shows a symmetric resonance
splitting, with an ER at 1.5 dB, which matches with the output of a pure circular
ring with backscattering inside (Fig. 6.19(b)). When PS1 = 0.5π, this means
the backcoupling now has the equal amplitude with the forward coupling, thus the
resonance splitting disappears. And the resonance shows an ER at 3.5 dB, which
matches the with the output of a pure circular ring without backscattering inside
(Fig. 6.19(a)). But when PS1 has other values, for instance, 0.2π, the ER of the
resonance is much larger, can be around 10 dB, which matches our measurements.
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Figure 6.19: FDTD simulation of the transmission of the directional coupler consisting of
a circular arc with 35 µm bend radius and a bus waveguide with 400 nm gap in between.
The coupling coefficient is around 0.003.
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Figure 6.20: Simulated outputs of the circuit shown in Fig. 6.3 but with the same
parameters in the simulation of a pure circular ring above. Manipulating the backcoupling
can increase the extinction ratio of the resonance.
6.6 Summary
In this chapter we demonstrate the manipulation of another degree of freedom for
silicon ring resonator, namely the backcoupling. Manipulation the backcoupling
is to allocate the contributions from the input to the two coupled circulating modes
in the ring resonator, i.e CW and CCW modes. Due to any kind of internal re-
flections, they are coupled and resonance splitting will be induced. Without any
backcoupling, they are supposed to be symmetric. Manipulating the backcoupling
can adjust their relative peak asymmetry and under correct condition (backcou-
pling equals forward coupling), one of the peaks will be suppressed, thus it is an
effective method to eliminate resonance splitting. Moreover, the fabricated circuit
with a 35 µm bend radius pure circular ring resonator shows ultra high Q factor
and large Finesse.
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I started my Ph.D at the beginning of the maturization stage of silicon photon-
ics. Initially, I focused my studies on the issue of parasitics in silicon PICs, as
understanding and modelling them is one of the key steps for large scale silicon
PICs. The outcome of this work is presented in chapter 2, where we give our
study of the most important and frequent forms of parasitics in silicon photonics,
such as spurious reflections at the grating couplers, substrate leakage and coupling
to other components, distributed backscattering caused by sidewall roughness and
unintended evanescent coupling. Their impacts and origins are discussed through
simulations and measurements.
During the study of these parasitic effects, I spent quite some time and efforts
in modelling the backscattering in silicon waveguides and ring resonators. This
is induced by the sidewall roughness of the waveguides, which is unavoidable in
silicon photonics based on current fabrication technology. Besides the stochastic
reflections and extra radiation loss induced by the backscattering, our research
revealed that the backscattering will also induce rapid and strong fluctuations in
its transmission spectrum. And these fluctuations are dependent on the waveguide
length. For a 2 cm long WG, the maximum fluctuation is about 6.5 dB, and it grows
to over 14 dB for a 7 cm long WG, which is absolutely unacceptable for a guiding
channel. We built an optical circuit model to confirm the connection between
backscattering and the fluctuations. We also use a straightforward mathematical
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model to explain this.
The impacts of backscattering are more severe in resonant devices such as ring
resonators, as the backscattering per roundtrip length will coherently build up due
to the high Q factors and long photon lifetime in ring resonators. At the time when I
studied the backscattering in silicon ring resonators, this issue had already attracted
a lot of attention and it was concluded that the internal backscattering will lead to
resonance splitting, as it couples two originally degenerate modes (clockwise and
counter-clockwise circulating modes). This phenomenon can be explained in ana-
logue to Zeeman or Stark effect, where the spectral lines of atoms will split in
the presence of an external electric or magnetic field. But simple resonance split-
ting that has symmetric peak power can be well explained and modelled, while
diverse asymmetric resonance splitting shapes we observed in rings could not be
explained in a satisfactory manner. What’s more, based on our measurements of
over 1000 resonances, we found that asymmetric resonance splitting comprised
over 80% of all split resonances, which made it quite compelling to explain and
model the asymmetric resonance splitting. During our study we identified and ex-
perimentally confirmed the origin for this asymmetric splitting, concluding that
can be attributed to the backcoupling in the directional couplers. Also, we built a
model based on tCMT for a ring resonator with both backscattering and backcou-
pling. All kinds of resonances could be well fitted using this model. We applied
the model to over 1000 resonances from different ring resonators to extract the
backscattering strength of each resonance. With this rich data, we performed a
quantitative analysis of the dependency of backscattering strength on some impor-
tant physical parameters of a ring resonator, including the coupler gap, coupling
length and ring roundtrip length.
During the work of modeling the backscattering in silicon ring resonators, the
idea that the internal reflections should be manipulated was gradually taking shape.
After all, backscattering is just a form of uncontrollable internal reflections, and it
proves to significantly impact the performance of a ring resonator. So in chapter 4,
we proposed a method to get full control of the internal reflections by incorporating
a tunable reflector inside a ring cavity, and we proposed the internal reflection as
another degree of freedom when designing a silicon ring resonator. The reflector is
based on a loop-ended MZI, and with only a π/2 phase shift it can provide a change
in its reflectivity from 0 to almost 100%. With such a reflector, manipulating
the internal reflections by tuning its reflectivity can lead to multiple applications.
First of all comes the fundamental suppression of backscattering. The simulated
and measured results all confirm this. Not only can we eliminate the resonance
splitting under correct tuning condition, but also suppress the leakage to the add
port and reflection to the in port. Another application lies in the generation of a ring
resonator with an ultra wide FSR and tuning range. There is only one resonance
with an outstanding extinction ratio in over 150 nm optical range, while all the
BACKCOUPLING 7-3
Figure 7.1: The design of a generic programmable ring resonator. Top part shows the
schematic and bottom part presents the designed layout.
other resonances show splitting and have only very limited extinction ratio. What’s
more, the tuning range of this resonance is 11 times larger than that of a normal
silicon ring resonator. This is realised using two-step tuning mechanism. Besides
the two applications mentioned above, this device is also eligible for applications
such as tunable microwave photonics filters, tunable fast light and optical sensors.
Since we’ve proven the value of engineering the internal reflections in silicon
ring resonator using a single tunable reflector inside, it’s quite natural to think one
step further: what if we put two reflectors inside a ring cavity. In chapter 5, we in-
vestigate such a device. In this case, it becomes more complicated and interesting.
As these two reflectors will form embedded Fabry-Perot cavities inside the ring
cavity. The interaction of these two cavities will generate two different phenom-
ena, namely Fano resonance and electromagnetically induced transparency (EIT).
Fano resonances have very sharp slope and can be used as high efficiency sensors
and switches. It can be generated by the interference of two modes, one of which is
supposed to be a very smooth background mode (low Q) while another one should
be a discrete mode (high Q). And these two modes need to be different in their
resonance frequency (non-zero detuning). In terms of EIT, its features include an
ultra narrow window in the amplitude transmission spectrum and an abrupt phase
change within this ultra narrow window. This extreme dispersion leads to large
group index and slow group velocity. So it is very promising to demonstrate slow
light applications, like optical buffer and storage. In our circuit, the FP mode can
be tuned to be very smooth by controlling the two reflectors and the detuning be-
tween the FP mode and ring resonance can also be controlled in the same way.
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When they show a certain detuning, Fano resonances can be generated, with tun-
able extinction ratio and slope rate. We observed a slope rate over 700 dB/nm,
which is one order of magnitude higher than a silicon ring resonance. When these
two modes have zero detuning, EIT will emerge. The experiments show that we
get an EIT peak with 0.95π phase change within a 0.01 pm span. Also we demon-
strate a time delay of 1100 ps due to the EIT peak.
Also originating from the work of modelling backscattering in silicon ring
resonators, we were aware that the backcoupling at the directional couplers also
served as an influential factor for the outputs of a ring resonator. But the backcou-
pling at a conventional directional couplers is usually very weak and uncontrol-
lable. In chapter 6, we propose a novel method to manipulate the backcoupling
and propose it to be another degree of freedom for silicon ring resonators. The
simulations and measurements prove the manipulation of the backcoupling. And
it can be used to eliminate stochastic backscattering induced resonance splitting.
Moreover, using this approach we manage to get a pure circular ring resonator,
whose resonances all show Q factors over 300,000 (max. 380,000) and extinction
ratios larger than 6 dB (max. 11 dB). And the ring has a large FSR around 4.5 nm,
the corresponding Finesse is in the range of 500 to 625.
7.2 Future work
We can take it one step further. As a continuation of our work on silicon ring res-
onators, we designed a so-called generic programmable ring resonator as shown
in Fig. 7.1. Generally speaking, it is an add-drop ring resonator but with many
tunable degrees of freedom. First of all, it contains two tunable reflectors, whose
reflectivity and phase can be adjusted using the four phase shifters (2 for each re-
flector) in their arms. Moreover, the optical length of the ring resonator can be
tuned using the four phase shifters on the ring waveguide, thus the resonance loca-
tion can be controlled. This will also control the detuning between the FP cavity
(formed by the two reflectors) and the ring cavity. Finally, the coupling coefficients
that influence the extinction ratio and Q factor of the resonance can also be tuned
as the fixed directional couplers have been replaced by a tunable Mach-Zehnder in-
terferometer. Because the phase relations between the 4 functional elements in the
ring (the two couplers and the two reflectors) can also be adjusted, it is not possible
to manipulate the phases at each of these elements. This structure adds tunability
to most of the functional parameters of the ring resonator, taking exception of the
backcoupling.
We expect it to perform all the functions introduced in this thesis as well as
many other applications based on ring resonators or coupled resonators. For in-
stance, as this ring is a 4-port device, it has 16 elements in its Scattering matrix.
Due to reciprocity, 10 of those are independent. As this ring also has 10 degrees of
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freedom, the ambition is to take full control of the scattering matrix of this device,
effectively creating a programmable 4-port (for a given wavelength).
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