Abstract: We examine various phenomena induced by white Gaussian random perturbations in the response of nonlinear dynamical systems. In the rst part of this work, digital and analog experiments are conducted on a simple single-degree-of-freedom oscillator with piecewise linear restoring force and harmonic forcing. They reveal that small noise perturbations can give rise to large deviations of the response which ultimately lead to transitions between the coexisting attractors of the unperturbed system. These transitions are analyzed probabilistically by determining the mean time spent by the trajectories to exit from the basin of a given attractor. By determining the relationship between mean rst-exit time and noise intensity, it is found that each attractor can be characterized by an activation energy which yields a measure of its relative stability. We also nd that, even in the case of a single attractor, weak noise can induce large excursions to sets of the state space (chaotic semi-attractor) which are otherwise globally repelling in the absence of noise. In the second part of this work, some results obtained numerically are shown to be predicted theoretically by the use of asymptotic analyses of the randomly perturbed response of dynamical systems in the limit of weak noise. These techniques provide a generalization of the notion of potential to non-potential, nonequlibrium systems. In particular, the notion of activation energy is veried theoretically, and its determination may be possible without massive computer simulations.
Introduction
To predict the transition rates of chemical reactions, Kramers [1] proposed, in his now celebrated paper published in 1940, a model based on one-dimensional Brownian particle motion in an external force eld characterized by a potential U(x) and subject to viscous forces. This model is described by the equation x + _x + U 0 (x) = (2D) 1=2 (t) (1) where (t) is a white Gaussian noise excitation with autocorrelation function h(t)(t 0 )i = (t0t 0 ), and where U 0 (x) = dU=dx. The particles are initially in an equilibrium state corresponding to a potential minimum and, as a result of the random perturbations, may escape by going over a potential barrier of height 1U. He found that the rate of escape of particles over this potential barrier follows an Arrhenius-type law as given by = f exp(01U=D) (2) in the limit of weak noise intensity D. Kramers derived several analytic approximations for the attempt frequency of escape f in various ranges of the viscous damping . The problem of escape from a potential well has many applications in the elds of physics, chemistry, biology and engineering. Motivated by Kramers' results, our interest here is to examine the eects of noise perturbations on a nonequilibrium system, namely a harmonically-forced oscillator whose steady states may correspond in the phase space to periodic or aperiodic solutions. Noise is inherently present in a real-life environment, and thus it is relevant to investigate how random perturbations may modify the dynamical behavior of the system. As in the case of equilibrium systems described by equation (1) , it is expected that after suciently long time, white Gaussian noise perturbations will drive the system out of a given nominal basin of attraction of a steady state, with probability one, however small the noise intensity. Thus, noise-induced transitions will result, the rate of which may follow the same law as that found by Kramers. In addition to exploring new nonlinear dynamical phenomena, such investigations may also allow us to obtain a global picture of the stability of the system. When confronted with the analysis of nonlinear dynamical systems, four main investigations should ideally be attempted as pointed out by Hsu [2] ; rst, for a given set of system and excitation parameters, one should determine all the possible limit sets in the phase space to which the response may tend asymptotically as time goes to innity. Second, one should conduct local stability analyses in order to classify these limit sets as attractors, semi-attractors (saddles), or repellors. Third, a bifurcation analysis should indicate how these solutions are created, evolve, and are destroyed as the parameters are varied. Ultimately, a global stability analysis must take up the task of nding the basin of attraction of each stable steady state solution, that is, the domain in state space of initial conditions which lead asymptotically to that solution. However knowledge of the geometric characteristics of the basins of attraction is not sucient to determine the relative stability of the corresponding attractors. A measure of the ability of each attractor to withstand and survive disturbances of a given type should also be obtained. Most stability analyses are local, in the sense that only the system's response to innitesimal perturbations is determined. Of more interest is to study the eects of nite disturbances capable of causing major qualitative changes in the system's response, such as the case of white Gaussian noise perturbations. Such noise eects have been studied in the past by Freidlin and Wentzell [3] , by Khas'minskii [4] , by Ludwig [5] , by Matkowsky and co-workers [6, 7, 8, 9] , by Schuss [10, 11] , by Graham and co-workers [12, 13, 14, 15, 16] , by Kautz [17] and by Dimentberg [18] , among others. Our study is organized as follows. In x2, we introduce the equation of motion of the chosen nonlinear oscillator and indicate briey its relevance to engineering systems. This oscillator has the advantage of not requiring the usual numerical integration of ordinary dierential equations since it is characterized by a piecewise linear restoring force. We then give a solution method to determine numerically the transient and steady-state trajectories in the case of harmonic and random forcing functions. The dynamical behavior of the system is then analyzed in the absence of noise perturbations: digital and analog simulations reveal a rich array of steady states whose bifurcating behavior is examined by varying the frequency of the harmonic excitation, while keeping other parameters constant. In x3, we then examine the eects of weak random perturbations on the steady states. When the system is characterized by multiple coexisting attractors in the state space, we nd that random perturbations can cause transitions between these states, hence leading to the breakdown of nominally stable regimes. These transitions are investigated in a probabilistic manner by examining the perturbed trajectories in terms of the Poincar e mapping associated with the unperturbed system; in particular, a quantity of prime interest is the mean rst-exit time h e i of the trajectories out of the basin of a given attractor. We nd in all cases that mean rst-exit times scale exponentially with the inverse of the noise intensity according to an Arrhenius-type law 0 exp(E a =D). More specically, each attractor is characterized by an activation energy E a which might represent, in analogy with potential systems, the energy height to be exceeded by the trajectories in order to escape from the basin of the attractor. Thus a global stability analysis of the system can be accomplished by the determination of the activation energy of each attractor. We also nd in x3 that, even in the case of a single steady state, weak random perturbations can induce large excursions to other regions of attraction of the state space which are otherwise globally repelling in the absence of noise: noise-induced transitions from an attractor to a chaotic semi-attractor are obtained, eectively leading to large noise amplication in the system. In x4, we review from the mathematics and physics literature a number of techniques of asymptotic analysis for the response of nonlinear systems perturbed by weak Gaussian white noise. These techniques are based either on functional representations in the theory of large deviations or on singular perturbation techniques of boundary value problems. They yield useful asymptotic forms of probabilistic characteristics of the response, such as escape probabilities, mean exit-times, most probable exit paths and exit points. Both approaches provide a generalization of the notion of potentials to non-potential, non-equilibrium systems. The determination of the \quasipotential" of a system is pivotal since it provides to logarithmic accuracy the probabilities of escape of trajectories from the basin of an attractor in the limit of weak noise. The notion of activation energies of an attractor is thus veried theoretically, and their determination may be possible without lengthy and dicult simulation of the system. In the Appendix, we show how an electronic analog circuit model of the oscillator can be built. Diagrams of the circuit and of our experimental set-up are given. All phenomena described herein were rst observed in \real-time" from the response of this circuit.
The Nonlinear Oscillator: Solution Method
We investigate here the response of an oscillator subject to piecewice-linear restoring forces such as those due to clearances, elastic stops, or prestressed springs. In some applications, one wishes to limit the amplitude of the vibrations by introduction of \buers" or \barriers", such as in heat exchanger tubes, or for ships with mooring lines or dock-side fenders. In others, piecewise-linear restoring forces are the result of the vibro-impact motions of bodies in elastic contact, such as in rotating gears with backlash. The equation of motion of the system is given by
where f represents a \clearance"-type nonlinearity:
f(x) = 8 < :
x + 1; x < 01; 0; jxj < 1; x 0 1; x > 1
The forcing function will be taken to be the sum of a constant term f 0 , of a harmonically varying term f 1 cos!t, and of a white Gaussian random process (t) of density D:
The random process (t) has a zero mean and an autocorrelation function h(t)(t + )i = 2D(). Systems governed by equations of this type have been studied extensively both theoretically, experimentally and numerically. See, for example, Comparin and Singh [19] , Heiman et al. [20, 21] , Bapat et al. [22, 23, 24] , Popplewell et al. [25] , Holmes [26, 27] , Shaw et al. [28, 29, 30, 31] . See also Thompson and Stewart [32] in connection with the vibrations of mooring structures. These studies demonstrate typical characteristics of nonlinear dynamical systems: the existence of various types of responses encompassing harmonic, subharmonic and chaotic solutions which may coexist in the phase plane. Results presented herein are a combination of digital and analog experiments. An electronic analog circuit of equation (3) is described in the Appendix. Our emphasis here is on investigating the particular eects of additive noise perturbations to the steady-state responses, although other types of random perturbations are possible, such as those of the system's parameters. Numerical studies can be pursued without numerical integration of the equation of motion, since local linear solutions can be written explicitly in each of the domains x < 1, 01 < x < 1 and 1 < x. However, the steady-states cannot be obtained in closed form. They have to be obtained numerically by piecing together the local linear solutions from one domain to the next, the resulting trajectories being globally nonlinear. Given conditions x(t) = x t and _x(t) = y t at time t, the solution to equation (3) at time t 0 = t + 1t is given by, in the domain 01 < x < 1 (that is, from time t to time t 0 , the trajectory is assumed to remain in that domain):
x(t + 1t; t; x t ; y t ) = (c 1 =2)e 021t + (c 0 =2) + (f 0 + k )t=2 + a cos !t + b sin!t (6) where k is a random perturbation related to the white Gaussian noise process (t) during the time interval [t = k1t; t 0 = (k + 1)1t) by k = 1 1t
for 1t 
c 0 = 2x t + y t 0 (f 0 + k )(t + 1=2) 0 a(2 cos!t 0 ! sin!t) 0 b(2 sin!t + ! cos !t): (10) In the domains x < 01 or 1 < x, the local solution which satises x(t) = x t and _x(t) = y t at time t is given at time t 0 = t + 1t by x(t + 1t; t; x t ; y t ) = e 01t cos ! d 1t + sin! d 1t + cos!t + sin!t + (11) where ! d = p 1 0 2 is the damped natural frequency, and where the constants , , , , are given by
= f 0 + k 7 1; = x t 0 0 cos !t 0 sin!t; (14) Given some initial condition (x(0); y(0)) at t = 0, the global response of the system is then obtained by piecing together these local solutions at the crossing times, that is, whenever the variable jx(t)j reaches 1. This global solution is found numerically until steady state is reached. In the remainder of this study, the values of the parameters , f 0 and f 1 are xed to = 0:01; f 0 = f 1 = 0:25:
Only the eect of varying the forcing frequency ! is considered here. The study of bifurcating behavior of the response is simplied by use of the Poincar e section plane 6 t0 = f(x; y; t)jt = t 0 ; mod 2=!g (16) (t 0 = 0 is chosen) and the corresponding Poincar e map in that plane. Harmonic and subharmonic (period-n) steady-state solutions correspond respectively to one xed point and n xed points in 6 0 . A bifurcation diagram can be found by plotting the position of these Poincar e points versus a system or excitation parameter. Figure 1 shows the bifurcation diagram obtained by varying the forcing frequency !. This diagram demonstrates a rich array of responses, a few of which are shown in the projected phase plane in Figure 2 . Several harmonic and (1/3 and 1/2) subharmonic resonances are observed. The existence of multiple coexisting steady states is a dominant feature.
For suciently large values of the forcing frequency, only one response survives, which corresponds to a non-impacting, linear steady-state. Steady-state solutions x(t) can either cross both points 01 and 1, or 1 only, or stay entirely in the domain x > 1 (non-impacting solution). It was also observed that the smaller the damping parameter, the more complex and richer the bifurcation diagram becomes. The higher the dissipation of energy, the more contraction of volumes of phase space onto attractors, and hence, subharmonic and chaotic responses tend to be destroyed as the damping level is increased.
Eects of Additive Noise Perturbations
As a general rule, addition of noise to the system at a steady state corresponding to one of several coexisting attractors, will cause the response to quickly uctuate about the basin of that attractor. Over a much larger time scale, the system will exhibit rare, yet large uctuations and may escape to an adjacent basin to be subsequently captured by another attractor. Hence, it is important to have a global picture of the system's response, that is, to have knowledge of all possible attractors and semi-attractors (saddles) and corresponding basins of attraction. This can be achieved by studying the properties of the Poincar e map which takes a point in 6 0 at a time kT to another point at time (k + 1)T, T being the forcing period. In 6 0 , the basin boundary usually corresponds to the stable manifolds of semi-attractors, also called \basic sets" [33] , such as saddle points. As will be seen, noiseinduced escape occurs in phase space through such semi-attractors. The probability distribution of points in 6 0 is a quantity of interest to characterize the eects of noise perturbations. The second quantity, which quanties escape probabilities, is the time e of rst escape from an attractor or \rst-exit time". Various statistics of the rst-exit time can then be computed for each attractor, such as the mean rst-exit time h e i. This quantity is a good measure of the stability of the attractor, that is, of its ability to \survive" random perturbations. The local distribution of \Poincar e" points about an attractor can generally be found quickly from numerical simulation. However, since transitions from one attractor to another occur over a much larger time scale, the determination of rst-exit times and of the global distribution over 6 0 requires much more computational eort. The weaker the intensity of the noise perturbations, the longer the rst-exit times and the rarer the escape events.
In fact, in view of Kramers' results, it is of prime interest to determine how mean exit-times behave asymptotically as the noise intensity goes to zero. Note that, in the absence of noise, mean exit-times must take an innite value. The object of this section is to show how the \Poincar e" points are distributed in the basin of each coexisting attractor and to show how the mean exit-times scale with the noise intensity for each attractor. This is accomplished by considering various cases corresponding to the bifurcation diagram of Figure 1 . These cases are taken suciently far from bifurcation points, since near such points, one of the steady states is about to lose stability through a saddle-node or a ip (period-doubling) bifurcation, even in the absence of noise perturbations. The rst case considered here corresponds to ! = 0:80 for which two period-1 attractors coexist; see Figure 1c and Figure 2b . One of the attractors corresponds to a resonant solution (denoted as R) with large amplitude, the other to a non-resonant (denoted as NR) solution with smaller amplitude. Each attractor is mapped into a single xed point in 6 0 . The corresponding basins of attraction are shown in Figure 3a . The two basins are separated by a fractal basin boundary. The corresponding semi-attractor and its unstable manifold can be found by the method of \straddle orbits" [33] and are shown in Figure 3b . The semi-attractor is the intersection of its stable and unstable manifolds; it is here chaotic and may be interpreted as an innite set of unstable periodic orbits. It would appear from the size and shape of its local basin that the non-resonant attractor would be the least able to survive random perturbations. To evaluate the relative stability of each attractor, time series of Poincar e points such as that shown in Figure 4 are obtained by perturbing the system, initially set on attractor R or NR, by noise realizations of given intensity D. From these time series, we obtain realizations of escape events from one basin to another for a given value of the noise intensity. To each of these realizations corresponds a realization of the rst-exit time e . First-exit times from the non-resonant attractor can be found for values of D ranging from 0:5 2 10 04 to 10 03 . Note in Figure 4 the sharp dierence in the size of the uctuations caused by the noise perturbations from the non-resonant to the resonant attractor. Figure 5 shows the distribution of this random variable for D = 10 04 . It appears to be shaped as an exponential distribution (1=h e i) exp(0 e =h e i); for such a distribution the corresponding mean and standard deviation are equal, and it was in fact veried that these quantities were always approximately equal for all studied cases. If the quantity h e i can be determined, it is then possible to predict the probability of escape with a specied time interval. If the mean exit-time h e i N R is plotted versus the inverse of the noise intensity, 1=D, as shown in Figure 6a , the following asymptotic law is obtained h e i N R = 0 exp(E a =D) (17) in the limit D ! 0. Since escape rates and mean rst-exit times are related by = 1=h e i, this relationaship is identical to Kramers' law governing the transition rates in potential systems. Thus it may be possible to extend the concept of energy well and minimum escape energy to non-equilibrium, oscillatory systems and their attractors which do not correspond to the minima of potentials. The relative stability of attractors can then be quantied by comparing their mean rst-exit times, or equivalently, their activation energies. Thus, measurements of rst-exit times are repeated for the resonant attractor. However, escape events from the resonant attractor to the non-resonant attractor can only be observed for suciently high values of D (D > 0:014). For lower values of D, such escapes become too improbable to obtain statistically meaningful results. The mean exit-time h e i R follows the relation given in equation (17), with a considerably larger value of the activation energy as seen in Figure 6b . By extrapolating to smaller values of D according to the corresponding Arrhenius-type law, the ratio of h e i R to h e i N R can be estimated to take the value of 10 30 for D = 0:001 and 1:5 2 10 4 for D = 0:01. For values of D less than 0:01, it is clearly highly improbable that one would observe a return of the system's response to the non-resonant attractor once it has escaped from its basin. We can also determine the distribution of Poincar e points in 6 0 from time series (such as that shown in Figure 4 ) obtained from a system initially set onto the non-resonant attractor and computed until the system escapes to the resonant xed point. Some correlation between the contours of this distribution shown in Figure 7 and the stable invariant manifold of the chaotic semiattractor can be seen. However due to the nature of that semi-attractor, it is not easy to analyze the exit paths from one attractor to the other. To do this, the experiments are repeated for the higher damping ratio = 0:05 and at the forcing frequency ! = 0:74: in this case, the semi-attractor separating the two stable (resonant and non-resonant) is a period-one saddle orbit, as seen in Figure  8 , thus simplifying the analysis of exit paths. First-exit events for each basin of attraction lead to the determination of the mean rst-exit times h e i N R and h e i R whose dependence upon the noise intensity D is shown in Figure 9 . Comparison of the activation energies again shows that on average the resonant attractor can withstand noise perturbations far longer than the non-resonant attractor. Also shown in Figure 10 is the distribution of Poincar e points computed from trajectories initially set on one of the two attractors and ending in the neighborhood of the other xed point after escape. Here, the trajectories are clearly seen to escape from one basin to the other through the saddle orbit; however, it appears that the most probable escape trajectory from a given basin of attraction diers from the corresponding branch of the unstable manifold of that saddle point. Once the system has escaped from a given domain, the path taken to reach the other attractor is clearly seen to correspond to the corresponding branch of the unstable invariant manifold.
We consider next the case of ! = 1:88 and = 0:01, for which four attractors coexists. See Figure  2f . They correspond to two period-3 subharmonic solutions with largest amplitude of oscillations (denoted as T 3 and T 3 0 , T 3 corresponding to the largest of the two), to one period-2 subharmonic solution (denoted as T 2), and to a single harmonic solution with smallest amplitude of oscillations (denoted as T 1). These attractors correspond to stable xed points in the Poincar e section plane. The basins of these attractors are shown in Figure 11 , along with the location of the stable xed points in each basin. They have a complex interlacing structure, each basin sharing a common boundary with all of the three other basins. However, as seen in the previous examples, it is the \primary basin", that is, the continuous part of a basin surrounding each xed point, and the location of the semi-attractor on the boundary of that basin which are of importance. Indeed, addition of noise to the system will create uctuations in this part of the basin, until the trajectory is pushed across the basin boundary, the crossing points being most probably points of the semi-attractor whose stable invariant manifold denes this boundary. We nd here that these unstable limit sets correspond in the Poincar e section plane to saddle points. These points are indicated in Figure 11 for each basin. It is seen that the size of the primary basins and the distance from stable xed points to the corresponding saddle points are all of the same order. However the cumulative eects of noise perturbations dier from one attractor to the next. First note that these perturbations can in principle, cause the trajectories to escape from a given basin to any of its three adjacent basins. An example of an escape realization out of the basin of T 3 is shown in Figure 12 for the noise intensity D = 2 2 10 05 : after escaping from T 3, the trajectory is seen to be rst attracted by T 3 0 and to subsequently escape from the basin of T 3 0 to the basin of T 1 from which it could not be seen to escape. A suciently large number of escape events from the basin of T 3 can be obtained to conclude that, for small values of D, the trajectories may escape from T 3 to T 3 0 , T 2 or T 1 with equal probability and with equal mean exit-time. The mean rst-exit times h T 3 i of the transitions T 3 ! T 3 0 , T 3 ! T 2 or T 3 ! T 1 are found to follow an Arrhenius-type law, and the corresponding activation energy of attractor T 3, E T 3 , can be found to be approximately 1:2210 04 . The experiments are then repeated for attractor T 3 0 : transitions to the basin of T 3 could not be observed for suciently small noise intensity, but could be observed with nearly equal probability to the basins T 2 and T 1, yielding an activation energy of E T 3 0 6:52 10 05 for attractor T 3 0 . Transitions from the basin of T 2 could only be observed to the basin of T 1, with activation energy E T 2 1:3210 04 . To estimate the activation energy of attractor T 1, much stronger noise perturbations had to be applied to the system in order to enable transitions to the basin of T 2, and T 2 only. A value of E T 1 5 2 10 04 is found for the activation energy of attractor T 1. The resulting mean rst-exit times for each attractor are summarized in Figure 13 as a function of the inverse of the noise intensity. The least stable attractor is T 3 0 and the most stable attractor is T 1: in fact, for suciently small noise intensity, all trajectories eventually end up in the basin of T 1, the probability of reinjection into the basin of T 2, T 3 and T 3 0 being nearly zero. Only for suciently strong noise intensity will transitions occur from T 1 to T 2, and hence possibly to T 3 or T 3 0 , although residence times in the latter basins will be extremely short. We conclude by stating that, although each attractor is locally stable, tiny noise perturbations will cause attractors T 2, T 3 and T 3 0 to all eventually collapse to T 1, thus simplifying the dynamical \landscape" of the system. The examples examined thus far involved dynamical landscapes populated by several attractors, each with its basin whose boundary is associated with a semi-attractor. We now examine a situation for which the response can be captured by only one attractor. In most cases, small random perturbations produce only a small diusive eect on the response about the attractor. There exist however cases of single attractors which can be dramatically aected by very small perturbations. Consider for example the case of ! = 0:49 and = 0:01 for which the only attractor is a period-1 orbit (see Figure  1a) . A perturbed trajectory is shown in Figure 14 for the noise intensity D = 10 05 : the time sequence of Poincar e points reveals sharp transitions from the period-1 attractor to large amplitude oscillations which appear in the Poincar e section plane to be chaotic-like. The response is extremely sensitive to very small perturbations due to either external noise or parameter variations, and large noise amplication is produced as demonstrated by Figure 15 showing the power spectra of the unperturbed system, of the white Gaussian perturbation, and that of the perturbed system. As the noise intensity is increased, the residence times of the response about the periodic attractor become shorter, and the response eventually appears entirely \chaotic". Since the system has only one attractor, it would appear that another phenomenon induced by random perturbations is at hand. To what limit set, if any, of the state space is the perturbed system attracted? The answer may be found by examining the bifurcation diagram of the response in the vicinity of the frequency ! = 0:49: it is seen from Figure  1a that the unperturbed system lies between two windows of chaotic behavior. As the frequency is increased from ! = 0:47, a chaotic attractor is abruptly destroyed at ! 0:475 by a process known as a crisis (Grebogi et al. [34] ): the chaotic attractor suddenly disappears due to a collision with an unstable limit set and it is then replaced by a period-2 attractor. Past this \crisis" point, the system is characterized by unusually long chaotic transients for initial conditions in the former basin of attraction of the destroyed chaotic attractor. Such chaotic transients have been observed in other nonlinear, deterministic systems. The existence of such chaotic transients can be shown numerically by looking at the evolution of a rectangle of initial conditions at successive iterations of the Poincar e return map. It is seen in Figure 16 that the initial area quickly contracts onto a highly folded structure which is sustained for a long time. All trajectories eventually collapse in an abrupt manner to the periodic attractor. Hence, we surmise that for ! = 0:49 a chaotic semi-attractor coexists with the period-1 attractor. Chaotic transients correspond to initial conditions which are close to this unstable limit set and its stable manifold. They remain for a long time in a neighborhood of the chaotic semiattractor, but eventually escape from it, since the semi-attractor is globally repelling. Thus, weak noise perturbations have the eect of creating transitions from the periodic attractor to the chaotic semi-attractor and vice-versa. As the noise intensity is increased, the semi-attractor becomes more \stable": the lifetime of the trajectories near the semi-attractor is increasing while the lifetime of the trajectories near the periodic attractor is decreasing. This is demonstrated in Figure 17 : the mean rst-exit time hi A corresponding to the periodic attractor varies according to equation (17) , but the mean rst-exit time hi A corresponding to the semi-attractor follows the law 0 0 exp(0E SA =D), that is, a \negative" activation energy is associated with the semi-attractor. Note that the closer the frequency is to the crisis point ! 0:475, the stronger this phenomenon, and the more sensitive the periodic attractor is to random perturbations. More importantly, this behavior was not isolated to this frequency window. Analog simulations revealed its presence to varying strength across most of frequency interval 0:45 < ! < 1:08, especially in the vicinity of period-doubling sequences. Even in the case of multiple attractors, small noise perturbations may induce chaotic transients without necessarily resulting in a transition to an adjacent basin of attraction.
Asymptotic Analysis of Randomly Perturbed Nonlinear Systems in the Limit of Weak Noise
In order to assess these noise eects theoretically, we must examine the general problem of predicting the behavior of randomly perturbed systems in the limit of weak noise, that is, of systems governed by stochastic dierential equations of the type dX (t) = b(X )dt + 1=2 (X )dW(t) (18) in the limit ! 0. Here, X is an n-dimensional random process, and W(t) stands for an mdimensional standard Wiener process (Brownian motion) whose time derivative is formally the white Gaussian noise process. The parameter is introduced to characterize the smallness of the random perturbations. The problem can rst be posed as that of determining the limit behavior of the stationary probability density p (x), assumed to exist, of X (t) as ! 0. If equation (18) is interpreted in the sense of Itô, then p (x) is governed by the stationary Fokker-Planck-Kolmogorov (FPK) equation
where b i is the ith coecient of the n-dimensional drift vector b(x), and a ij is the ijth coecient of the diusion matrix (x)(x) T . Asymptotics of p in the limit of ! 0 have been derived by Freidlin and Wentzell [3] based on the study of probabilities of improbable events. Indeed, for small , it is expected that the response process X (t) will be in the vicinity of the stable limit sets (that is, the attractors which may be xed points, limit cycle, or strange attractors) of the noise-free system _x = b(x) during overwhelmingly large intervals of time. Only rarely will the response exhibit a transition from one attractor to another due to the improbable occurrence of large values of the small random perturbations. Asymptotics of probabilities of large deviations of the process X (t) from the deterministic trajectory x(t) can be determined [3] from the minimum of an action functional S T1T2 (x) dened over the set of absolutely continuous n-dimensional vector functionsx(t), T (20) where the a 01 ij are the elements of the inverse of the diusion matrix assumed to be nonsingular. Note that the action functional vanishes for all deterministic trajectories associated with the eld b(X), and that it takes positive values for all other trajectories. The functional 01 S T1T2 (x) describes the behavior on the interval from T 1 to T 2 of probabilities of large deviations from the trajectory of the unperturbed dynamical system _x = b(x) as ! 0, in the sense that ProbfjjX (t) 0x(t)jj < g expf0 01 S T1T2 (x)g; (21) for any small > 0. Hence, the value of the functional S T1T2 at a given function is a measure of the diculty of the passage of the process X in the vicinity of this function [3] . More specically, for any domain D with smooth boundary @D, the following logarithmic asymptotics can be given as the solution of a variational problem:
Similarly, if the deterministic system _x = b(x) has a unique attractor A (in the sense that all the trajectories starting from any point of the state space R n converge to the limit set A), then a quasipotential 9 associated with the stationary probability density p can be shown [3, 13] to be given by:
9(x) = 0 lim !0 lnp (x) = miñ
where C(A) is an arbitrary additive constant. The minimization in equation (23) is taken over all pathsx(t) starting from some arbitrary point of the attracting limit set and ending at point x. Note that the endpoints T 1 and T 2 are left free. The minimum can actually be attained only for the paths x(t) taken over innite time intervals such thatx(01) 2 A andx(T) = x and they correspond to the most probable paths of equation (18) from the attractor to point x. This extremum principle for the quasi-potential has also been derived by using the concept of path integral representation for the transition probability density in the weak noise limit (see, for example, Graham and T el [13] ). In the case of multiple attractors A i of the unperturbed system, a global potential 9 at each point x can be constructed from local pieces 9 i dened by equation (23) by taking the minimum of all 9 i (x) at each point x: 9(x) = min Ai 9 i (x) (24) where the constants C(A i ) have to be properly adjusted relative to one another before the minimum can be evaluated. Fixing these constants amounts to balancing the steady state probability ow between all the basins of attraction. This may be done by imposing the continuity of 9 at the \lowest" saddle point lying on the separatrix between any two contiguous basins; see Freidlin and Wentzell [3] and Graham and T el [13] for more detail. An important implication of equation (24) is that in general 9 should not be dierentiable at the points x where the minimum changes from one local branch 9 i to another 9 j . Freidlin and Wentzell [3] also show that the knowledge of the quasipotential 9 dened by equation (23) for an attractor A of a xed point type or limit cycle type will give the location of the point or set of points on the (non-characteristic) boundary D of a domain \attracted to A", near which the trajectories of X (t) starting inside the domain reach the boundary, in the limit ! 0. The location of these points is such that the quasipotential reaches its minimum on the boundary. Furthermore, the quasipotential also gives the principal term of the asymptotics of the mean exit-time t (x) of the process X (t) from domain D with boundary @D which is dened as the following quantity
where E stands for the mathematical expected value. Hence, t (x) is the average time of rst exit of trajectories X (t) from the domain , starting at a point x of . Then, the following asymptotics can be given lim 9 i (y) (27) where the constants C(A i ) have to be determined so as to properly normalize the quasipotentials 9 i relative to one another. Thus it is seen from equation (27) that the mean exit-time obeys an Arrheniustype asymptotic form 0 exp(E a =), found by Kramers in connection with reaction kinetics. Thus the numerical results obtained in the previous section regarding mean rst-exit times are justied theoretically. The activation energy E a is a quantity independent of the noise intensity and hence is a characteristic of the attractor itself. It is seen to be the minimum dierence in quasipotential between @D(A i ) and A i . The minimum of 9 i is generally reached on singular points or singular sets of points of the separatrix. For each attractor, the exit rate r (A i ) dened as the inverse of t (A i ) must be balanced by an equal rate of entrance into the domain of attraction of A i due to the presence of other attractors. Kautz [17] gives an informal demonstration of the underlying principle of equation (27) . Using arguments based on Monte Carlo simulation, he shows that, in the limit of weak noise, the most probable escape trajectory from an attractor is the trajectory requiring minimum available noise energy, and that this minimum energy is the activation energy of escape. Application of this minimum principle for the computation of activation energies thus requires the determination of this optimal escape path which starts at an arbitrary point of the attracting limit set and which ends at a saddle point on the separatrix. Alternatively, the determination of the quasipotential and thus of the activation energy associated with an attractor of equation (18) can be made by seeking a singular perturbation solution of equation (19) (28) The WKB approximation has been very successful for solving singularly perturbed linear initial value and boundary-value problems (see Bender and Orszag [35] ). The method of rays introduced by Cohen and Lewis [36] for diusion-type equations is based on the expansion of equation (28) . It has been used to nd stationary solutions of FPK-type equations in the limit of small noise by a number of investigators, most notably Graham and co-workers [12, 13, 15, 16] , Ludwig [5] , Matkowsky and coworkers [7, 37, 38] . By retaining the rst two terms in the WKB series, the following approximation is sought p (x) = w(x) exp 0 1
This asymptotic representation is in agreement, to leading order of , with the functional representation of p given in equation (23) in the limit of ! 0. Also note that most known closed-form solutions of (19) follow such representation exactly and for all values of > 0. By substituting equation (29) into equation (19) and keeping terms of order 01 , a time-independent Hamilton-Jacobi (also called eikonal) equation governing the quasipotential 9(x) only is obtained:
Note that this is a nonlinear, yet rst-order partial dierential equation, and that it is valid if 9 is twice continuously dierentiable over the entire state space. The properties of function 9 solution of equation (30) have been described by Graham et al. Since it relates to a probability density, 9(x) must be a single-valued function of x bounded from below.
If natural boundary conditions are imposed on equation (19) , then 9(x) must approach +1 at the boundaries. Since the diusion matrix is non-negative, 9 must be non-increasing on the deterministic trajectories of _x = b(x):
d9(x(t)) dt
Thus, if 9 can be determined form equation (30), it is a Lyapunov function of the corresponding deterministic system. Since 9 must be bounded from below, d9=dt must vanish at the limit sets.
Hence, it is required that 9(x) be extremal, i.e. @9=@x i = 0 (i = 1;2;:::;n) at the limit sets of _ x = b(x). Attractors must correspond to minima of 9 (maxima of p ), repellors to maxima (minima of p ), and saddle points to saddles. A solution of equation (30) 
whose corresponding canonical equations of motion are given by (k = 1;:::;n):
These equations form the basis of the method of rays [5, 36] : by appropriately choosing initial conditions, a family of rays governed by equation (33) can be found to cover the x-space by varying the variable t, and a set of parameters ( 1 ; : : :; n01 ) if the Jacobian of the transformation from x to (t;) does not vanish. Along each ray x(t; ), the function 9(x) satises the equation:
Initial conditions can be given by determining the behavior of 9 in the neighborhood of each stable limit set of the unperturbed system. In the case of a stable xed point x 3 of the system _x = b(x), the probability density function is expected to have a Gaussian shape; indeed, after linearizing the drift vector and diusion matrix about 
Thus, can be chosen so as to parametrize a small surface surrounding the xed point. Similarly, appropriate initial conditions can be found in the vicinity of a stable limit cycle. The relationship between the functional integral representation of the quasipotential and the solution of Hamilton-Jacobi equation (30) can be drawn [5] in view of the connection of Hamilton-Jacobi theory of rst-order partial dierential equations with the calculus of variations. Indeed, the canonical dierential equations (33) 
If the diusion matrix (a ij ) is non-singular, with inverse (a 01 ij ), then the Lagrangian associated with H(x; p) is given by, in view of equation (33) 
and hence, the maximum principle given by equation (23) is recovered. Note that the expression of 9 given above is more general since it applies even in the case of a singular diusion matrix. A direct application of these asymptotic techniques can be found in [41] and [42] .
Conclusion
Small additive random perturbations of the white Gaussian type can give rise to large eects in the form of transitions between the attractors or semi-attractors of the unperturbed system. Such transitions in engineering systems can result in catastrophic system behavior due to the breakdown of a nominal steady-state regime or due to large noise amplication. Additive noise can also be deliberately injected into a dynamical system in order to quantify the relative stability of its attractors in terms of mean rst-exit times or escape rates. These quantities follow simple exponential asymptotic laws identical to that found by Kramers for potential systems. Noise-induced transitions have been illustrated on a simple nonlinear oscillator excited by a constant-plus-harmonic forcing. Coupling of the system with its environment should also lead to random perturbations of the system parameters, and some research should also be devoted to the case of parametric, or \multiplicative", random perturbations. In the case of purely additive perturbations, drastic changes in the system's response are due to large excursions across the basin boundaries of the noise-free attractors. For multiplicative noise perturbations, the shape of these boundaries is altered by the random perturbations themselves, and hence the mechanisms involved may be considerably more complicated. Random parametric perturbations have been found in some cases to modify the nature of existing steady-states and to create new steady-states which are not present in the absence of noise. See for example Horsthemke and Lefever [40] . More work is also needed to obtain qualitative and quantitative knowledge regarding noise-induced transitions between attractors of a more complex nature, and especially between attractors and semi-attractors of nonlinear dynamical systems. In the latter case, knowledge of the steady states is insucient to predict noise-induced phenomena, and attention must also be given to understanding the transient behavior of the unperturbed system. Some general analytical methods regarding randomly perturbed dynamical systems have been reviewed from the mathematical literature. The rst approach stems from the theory of large deviations, whereby escape probabilities can be predicted as the solution of variational problems. In the second approach, mean rst-exit times are found by singular perturbations of certain boundary value problems. Both approaches predict exponential asymptotics of the quantities of interest. Information regarding the most probable exit paths from a domain and exit points of the boundary of the domain can also be predicted. These analytical methods are clearly superior to digital simulations and their usefulness will be demonstrated in future work.
Appendix:
Analog electronic simulation of equation (3) is accomplished through the use of integrated circuit modules and passive components such as resistors, capacitors, and diodes. The piecewise-linear functions can be built by using diodes within the feedback loop of an op-amp in a conguration such as the one illustrated in Figure A1 . This conguration allows one to alleviate the diodes imperfections by using the high gain of JFET or MOSFET op-amps. When the current i t = V 1 =R 1 + V 2 =R 2 is positive, diode D 2 conducts and the output of the module is V out = 0R 4 (V 1 =R 1 + V 2 =R 2 ). Should i t be negative, the current will ow through diode D 1 , thereby preventing saturation of the op-amp and giving V out = 0. The analog circuit model of the system governed by equation (3) is shown in Figure A2 . It uses only four AD845-KN (Analog Devices) op-amps and a correspondingly small number of resistors to minimize thermal noise. The \dead-space" nonlinearity f is generated by the parallel conguration of two diode modules of the type shown in Figure A1 . Each module uses two fast-switching silicon diodes. The analysis of the circuit is started by determining the output voltage V out in terms of V 1 :
(A:1)
Since op-amp # 1 is congured as a summing-integrating amplier, one may write Figure A3 . More detail regarding analog circuit simulation can be found in [43] and references therein. These electronic analog systems permit unique insight into nonlinear systems, and are potentially wellsuited for the exploration of new phenomena and mechanisms. They yield a great deal of information in considerably shorter times than those required by comparable digital simulations. The speed and ease with which results can be obtained by means of this approach compensate for their generally lower numerical precision. Their exibility is also an advantage, particularly in the investigation of nonlinear systems, and certain diculties encountered in digital simulations are alleviated. For example, the detection and analysis of the phenomena induced by either changes of a given system's parameters, or changes of the excitation's characteristics, are problematic on the computer. In analog simulations, such changes are relatively simple to introduce by means of potentiometers, for example, and to visualize by means of an oscilloscope. Mean exit-time h e i R from the resonant attractor; here, the activation energy is found to be E a 0:07. Comparison of the two diagrams clearly demonstrates that once the response has escaped from the basin of the non-resonant attractor, it is highly improbable that it will return to it for any given value of the noise intensity. Figure 1a) ; the perturbations are added to the system once its response has reached its steady state. The noise intensity is set to D = 10 05 ; (a) time sequence of the y-components of Poincar e points; (b) sequence of Poincar e points in Poincar e section plane. Figure 15: Power Spectrum of the response displacement x(t) for ! = 0:49 and = 0:01. The spectrum of the unperturbed response has a primary peak at ! = 0:49. The at level curve correspond to the white Gaussian perturbation. The spectrum of the perturbed system was computed from a large number of transitions between the attractor and semi-attractor. Figure 1a) and follows the law 0 exp(E A =D) with E A = 9:7 2 10 05 . hi SA corresponds to the chaotic semi-attractor and follows the law 0 0 exp(0E SA =D) with E SA = 6:5 2 10 06 . All exit-times are measured in units of the forcing period T = 2=!. Figure A1 : Ideal diode module. Figure A2 : Electronic circuit analog of system (3). Figure A3 : Data acquisition and analysis network.
