Let G be a finite group, and let {B C G} the class of its classifying stack B C G in Ekedahl's Grothendieck ring of algebraic C-stacks K 0 (Stacks C ). We show that if B C G has the mixed Tate property, the invariants H i ({B C G}) defined by T. Ekedahl are zero for all i = 0. We also extend Ekedahl's construction of these invariants to fields of positive characteristic.
Introduction
Let k be a field, and denote by K 0 (Stacks k ) the Grothendieck ring of algebraic k-stacks, introduced by T. Ekedahl in [14] . It is a commutative ring with identity 1 = {Spec k}. By definition, every algebraic stack X of finite type over k and with affine stabilizers has a class {X } in K 0 (Stacks k ).
Assume now that k is algebraically closed of characteristic zero, and let G be a finite group. In [33, Section 9] , B. Totaro considered the following properties of the classifying stack B k G: stable rationality of B k G, triviality of the birational motive of B k G, the equality {B k G} = 1 in K 0 (Stacks k ), the weak Chow-Künneth property for B k G, the Chow-Künneth property for B k G, and the mixed Tate property for B k G.
As Totaro observed, all known examples suggest that these properties are equivalent. Let V be a faithful G-representation over k. Up to stably birational equivalence, the quotient variety V /G is independent of the choice of V , hence the groups H i nr (k(V ) G , Q/Z(j)) are independent of V . When the unramified Brauer group Br nr (k(V ) G ) = H 2 nr (k(V ) G , Q/Z(1)) is non-zero, the six properties considered by Totaro fail. A proof of the equivalence of the properties of B k G listed by Totaro seems to be out of reach of current techniques.
Following Totaro, we say that B k G has the mixed Tate property if the Voevodsky motive with compact support of B k G is a mixed Tate motive; see Section 4.1. In this paper, we investigate the relation between the equality {B k G} = 1 in K 0 (Stacks k ) and the mixed Tate property for B k G. There is no known implication among these two properties, in either direction.
For every commutative ring with identity R, let K 0 (Mod R ) denote the Grothendieck group of finitely generated R-modules, that is, the abelian group generated by isomorphism classes [M ] of finitely generated R-modules M , subject to the relations [M ⊕ N ] = [M ] + [N ] for every two abelian groups M, N . When k = C, for every integer i Ekedahl constructed a group homomorphism
such that H i ({X}/L m ) = H i+2m (X(C), Z) for every smooth smooth C-variety X and every m ∈ Z (note that L is invertible in K 0 (Stacks k ); see Section 2) . When k is an algebraically closed field of characteristic zero, he gave a similar definition using ℓ-adic cohomology. For every prime ℓ and every i, one has a group homomorphism
et (X, Z ℓ ) for every smooth proper k-variety X and every m ∈ Z. If k = C, the knowledge of H i ({B C G}) amounts to the knowledge of H i ℓ ({B C G}) for every prime ℓ; see Lemma 4.4. The invariants H i ({B C G}) have been further investigated in [21] and [22] .
Ekedahl's construction makes essential use of Bittner's presentation of the Grothendieck ring of varieties K 0 (Var k ) proved in [3] , which depends on Hironaka's resolution of singularities. In particular, at the present state of knowledge about resolution of singularities, Ekedahl's construction does not extend to fields of positive characteristic.
We now state our main result, which gives some evidence for the equivalence between the mixed Tate property for B k G and the equality {B k G} = 1 in K 0 (Stacks k ). As an application of Theorem 1.1, we prove a conjecture of I. Martino . Let k = C, and for every prime p ≥ 3 let G p be the Heisenberg group of order p 3 . The group G 3 admits a faithful 3-dimensional representation, hence {B C G 3 } = 1 in K 0 (Stacks C ) by [21, Theorem 2.4] . In [21, Theorem 4.4 ], Martino proved that H i ({B C G 5 }) = 0 for every i = 0, with the help of a computer calculation. He conjectured that the same should be true for G p , where p is an arbitrary odd prime number; see [21, Conjecture,  Every element α ∈ K 0 (Mod Z ℓ ) can be written in a unique way as α = n[Z ℓ ] + β, where n ∈ Z and β is a linear combination of classes of finite cyclic ℓ-groups (a similar definition applies to elements of K 0 (Mod Z ). We say that α is torsion if n = 0. In characteristic zero, Ekedahl showed that H i ({B C G}) is torsion for every i = 0, H i ({B C G}) = 0 for i > 0 or i = −1, H 0 ({B C G}) = [Z], and H −2 ({B C G}) = [Hom(Br nr (C(V G )), Q/Z)], where V is a faithful complex representation of G; see [13, Theorem 5.1] . We prove an analog of Ekedahl's Theorem in positive characteristic. Theorem 1.3. Let G be a finite group. There exists a positive integer N such that for every prime p ≥ N , for every algebraically closed field k of characteristic p, and every prime ℓ = p, H i ℓ ({B k G}) is torsion for every i = 0 and:
Here V is a faithful G-representation over k.
As a corollary, we give the first examples of finite groups G such that {B k G} = 1 in K 0 (Stacks k ) in positive characteristic; see Corollary 7.10.
The proof of Theorem 1.3 consists of a spreading-out argument. The hypothesis p ≥ N is a technical condition that seems necessary to make our proof work, and could be removed if we knew resolution of singularities in positive characteristic.
We give a brief summary of the content of each section of the paper. In Section 2 we discuss preliminaries about Grothendieck rings, and in Section 3 we cover the preliminaries on weight structures that will be needed for the proof of Theorem 1.1. In Section 4 we give an alternative construction of Ekedahl's H i ℓ , and in Section 5 we give a simplified variant of this constructions, together with an application to the calculation of of the motivic class of a linear algebraic group. Theorem 1.1 is proved in Section 6, and Theorem 1.3 in Section 7.
Notation. If k is a field, we denote by k an algebraic closure of k. The exponential characteristic of k is 1 if char k = 0 and is p if char k = p > 0. A k-variety is a separated geometrically integral k-scheme of finite type. If X is a k-variety, we set X := X × k k. If ℓ is a prime different from char k, we denote by Z ℓ the ring of ℓ-adic integers, and by H í et (X, Z ℓ ) the i-th group of ℓ-adic cohomology on X. If k = C, we write H i (X(C), Z) for the i-th singular cohomology group of X(C).
If S is a commutative ring with identity, and a ∈ S, we define Φ a := {a, a n − 1 : n ≥ 1} ⊆ S, and we write Φ −1 a S for the localization of S at the multiplicative subset generated by Φ a . If a, a 1 , . . . , a n ∈ S, we say that a is a polynomial in a 1 , . . . , a n if a belongs to the image of the homomorphism Z[x 1 , . . . , x n ] → S given by x i → a i . Following Ekedahl [14] , we define the Grothendieck ring of stacks K 0 (Stacks k ) as the abelian group generated by isomorphism classes {X } of algebraic stacks X with affine stabilizers and of finite type over k, modulo the relations {X } = {Y}+{X \Y} for every closed embedding Y ⊆ X , and the relations {E} = {A r k × k X } for every vector bundle E → X of constant rank r. The product is defined on generators by {X } · {Y} := {X × k Y}, and we have 1 = {Spec k}. By [14, Theorem 1.2], the canonical ring homomorphism K 0 (Var k ) → K 0 (Stacks k ) induces an isomorphism
Preliminaries
Several definitions of a Grothendieck ring of algebraic stacks predate that of Ekedahl; see [1] , [20] and [32] .
There is a filtration Fil • K 0 (Var k ), such that for every integer n the subgroup Fil n K 0 (Var k ) is generated by elements of the form {X}/L m , where X is a k-variety and dim(X) − m ≤ n. We denote byK 0 (Var k ) the completion of K 0 (Var k ) with respect to this filtration. Since the filtration is compatible with multiplication, K 0 (Var k ) inherits a ring structure. For every n ≥ 1, we have (1 − L n ) i≥0 L ni = 1 inK 0 (Var k ). Therefore, we have canonical ring homomorphisms
During the proof of Theorem 1.3, we will use a generalization of K 0 (Var k ). If S is a scheme, we define K 0 (Sch S ) as the abelian group generated by isomorphism classes {X} of S-schemes X, modulo the relations {X} = {Y } + {X \ Y } for every closed subscheme Y ⊆ X. The fibered product over S makes K 0 (Sch S ) into a commutative ring with identity. By definition, K 0 (Var k ) = K 0 (Sch k ). For every morphism f : T → S, we have an induced ring homomorphism f * : K 0 (Sch S ) → K 0 (Sch T ). Remark 2.3. Assume that k is a perfect field. Denote by K ′ 0 (Var k ) the abelian group generated by classes {X} of smooth k-schemes of finite type, modulo the relations {X} = {Y } + {X \ Y } for every closed embedding of smooth k-schemes Y ֒→ X. The fibered product over k makes K ′ 0 (Var k ) into a commutative ring with identity. There is a canonical ring homomorphism K ′ 0 (Var k ) → K 0 (Var k ). Using the defining presentations of K ′ 0 (Var k ) and K 0 (Var k ), it is easy to show that this homomorphism is injective. It is also surjective, because every reduced k-scheme admits a locally-closed stratification with finitely many strata and such that the every stratum is smooth over k; here we use that k is perfect.
2.2.
Grothendieck rings of additive categories. We recall some standard definitions; see [16, 3.2.1] or [5, 5.3] .
If A is an additive category, we define the Grothendieck group of A as the abelian group K 0 (A) generated by isomorphism classes [A] of objects A of A modulo the relations [A ⊕ B] = [A] + [B] for every A, B ∈ A. If A is a monoidal additive category, the tensor product on A induces a multiplication on K 0 (A), which makes K 0 (A) into a commutative ring with identity. Example 2.4. Let R be a commutative ring with identity, and let Mod R denote the category of finitely generated R-modules. If R is a principal ideal domain then, as an abelian group, K 0 (Mod R ) is freely generated by the classes of R and R/P n , where P ⊆ R is a non-zero prime ideal and n ≥ 1; see [14, Proposition 3 
Let C be a triangulated category. Recall that this means that C is an additive category together with a translation (or suspension) functor X → X [1] , and a class of distinguished triangles; see [15, IV.1] . We define the Grothendieck group K tr 0 (C) of C as the abelian group generated by isomorphism classes [X] of objects X ∈ C, modulo the relations
Of course, K tr 0 (C) is in general different from K 0 (C). If C is a tensor triangulated category, K tr 0 (C) has a natural ring structure. 2.3. The derived category of representations of a profinite group. Let G be a profinite group, and let R be a topological commutative ring with identity. If ℓ is a prime number, we will use R = Z, Z/ℓ with the discrete topology, or Z ℓ , Q ℓ with the ℓ-adic topology. We denote by Rep G,R the category whose objects are finitely generated continuous R-modules, equipped with a continuous R-linear G-action.
We denote by D b (Rep G,R ) the bounded derived category of Rep G,R . We define
This is the Grothendieck ring of D b (Rep G,R ), viewed as an additive category. The derived tensor product in D b (Rep G,R ) endows L 0 (Rep G,R ) with the structure of a commutative ring with identity:
, where for every integer n, the subgroup Fil n L 0 (Rep G,R ) consists of complexes concentrated in degrees ≤ n. We letL 0 (Rep G,R ) be the completion of L 0 (Rep G,R ) with respect to this filtration. Since the filtration is stable under multiplication, there is a canonical ring homomorphism L 0 (Rep G,R ) →L 0 (Rep G,R ). For every integer i, we have a group homomorphism
Preliminaries on weight structures
In the proof of Theorem 1.1, we will make use of the theory of weight structures on triangulated categories. In this section, we provide the basic definitions and references that are needed to follow our argument. The material of this section will only be used in Section 6.
Idempotents and retracts. Let
A be an additive category. Then A embeds into its idempotent completion (or Karoubi envelope) Kar(A). By definition, Kar(A) is the universal enlargement of A in which every idempotent splits. A concrete description of Kar(A) is as follows: the objects of Kar(A) are pairs (A, p), where A is an object of A, and p : A → A is a projector, that is, p 2 = p. Homomorphisms (A, p) → (B, q) are given by homomorphisms ϕ :
Recall that if A is abelian or triangulated, every retract is a direct summand; see [24, Lemma 2.1.5] for the triangulated case. Let B be an additive subcategory of the additive category A. We say that
For every additive subcategory B of A, we define Kar A (B) as the smallest retraction-closed subcategory of A containing B.
Triangulated categories.
Let C be a triangulated category, and let B be a full additive subcategory of C. Recall that B is strictly full if it is full and closed under isomorphisms in C. We say that B is thick if it is closed under direct summands; see [24, Definition 2.1.6] or [33, p. 17 ]. As we have mentioned, all retracts in C are direct summands, hence B is thick if and only if it is retractionclosed. If B is thick, then it is strictly full.
The inclusion of B in C is an additive functor, hence it preserves direct sums. It follows that X = X 1 ⊕ X 2 in C, hence X 1 = Im p and X 2 = Ker p in C. By the universal property of kernel and image, we deduce that X 1 ∼ = Y and X 2 ∼ = Z. Since B is strictly full, we conclude that Y, Z ∈ B, as desired.
Let C be a triangulated category, and let S be a collection of objects of C. There exists a smallest strictly full triangulated subcategory C S of C containing S. One can explicitly describe C S as follows (see [30, Tag 09SI] for the case when S consists of a single element). Let S 1 be the strictly full subcategory of C consisting of objects in C isomorphic to direct summands of finite direct sums
where E i ∈ S and n j ∈ Z. For n ≥ 2, define S n inductively as the full subcategory of C whose objects are isomorphic to direct summands of objects X fitting into a distinguished triangle
Lemma 3.2. Let C be a triangulated category, let S be a collection of objects of C, and for every n ≥ 1 define S n as above. Then the smallest strictly full triangulated subcategory C S of C is the increasing union of the S n .
Proof. See [30, Tag 0ATG]. There, the term saturated is used; see [30, Tag 05RB] for the definition. It is immediate to see that a strictly full subcategory is thick if and only if it is saturated.
We say that a triangulated subcategory B of C is negative if for every two objects X, Y ∈ B and every i > 0 we have Hom(X, Y [i]) = 0.
The envelope of S is defined as the smallest full subcategory B of C that is extension-closed, that is, 0 ∈ B, and for every distinguished triangle
in C, if A, C ∈ B then B ∈ B, and thick (or equivalently closed under retracts, by [24, Lemma 2.1.5]).
We say that a collection S of objects of C densely generates a triangulated subcategory B of C if B is the smallest triangulated subcategory of C closed under retractions (that is, containing all retracts of its objects in C) whose set of objects contains S. Equivalently, B is the envelope of ∪ j∈Z S[j].
Weight structures.
A t-structure on a triangulated category C is a pair of strictly full subcategories C ≤0 and C ≥0 satisfying the axioms of [15, IV.4, Definition 2]. The notion of a weight structure on C is a natural counterpart to the notion of t-structure. It was introduced independently by Bondarko [5] and Pauksztello [26] (who used the name co-t-structure). Our main references for weight structures are [5] and [7] .
The following is [5, Definition 1.1.1].
Definition 3.3. A pair of strictly full subcategories C w≤0 and C w≥0 of C is said to define a weight structure w on C if the conditions below are satisfied. Let C w≤n := C w≤0 [−n] and C w≥n := C w≥0 [−n].
(1) C w≤0 and C w≥0 are additive and Karoubi-closed in C.
(
The heart of the weight structure w is the strictly full subcategory C w≤0 ∩ C w≥0 .
In this paper we make use of the "cohomological convention" (C w≤0 , C w≥0 ) for weight structures, as in [5] . In [7] , the "homological convention" (C w≤0 , C w≥0 ) is used. To switch between the two conventions, it suffices to remember that C w≤0 = C w≥0 and C w≥0 = C w≤0 ; see [7, p. 41 ].
Proposition 3.4 (Bondarko) . Let B be a negative additive subcategory of C, and assume that the objects of B densely generate C.
(a) There exists a (unique) weight structure w on C whose heart equals Kar C (B). We say that the weight structure w on C is bounded if for every object X ∈ C there exist i, j ∈ Z such that X ∈ C w≤i and X ∈ C w≥j . Proposition 3.5 (Bondarko) . Let w be a weight structure on C. If w is bounded and the heart of w is idempotent complete, then C is idempotent complete.
4.
The homomorphisms H i ℓ 4.1. Triangulated categories of motives. Let k be a perfect field of exponential characteristic p (that is, p = 1 if char k = 0, and p = char k if char k > 0), and let R be a ring (commutative, with identity) such that p is invertible in R. We follow the notation of [33, Section 5] . We denote Voevodsky's "big" triangulated category of motives over k with R coefficients by DM(k; R); see [33, p. 2095] . It is a tensor triangulated category, with a symmetric monoidal product ⊗.
If X is a smooth separated k-scheme of finite type, we denote by M (X) the motive of X and by M c (X) the compactly supported motive of X; see [33, p. 2096] .
The category DM(k; R) contains a motive R(j) for every j ∈ Z, with the properties that R(a)⊗R(b) ∼ = R(a+b) for all integers a, b and that R(j)[2j] = M c (A j k ) for all j ≥ 0; see [33, p. 2096 
The category DM gm (k; R) of geometric motives is defined as the smallest thick triangulated subcategory of DM(k; R) which contains M (X)(a) for all smooth separated schemes X of finite type over k and all integers a; see [33, p. 2099] .
We denote by DMT(k; R) the smallest triangulated subcategory of DM(k; R) closed under arbitrary direct sums and containing R(j) for every j ∈ Z. We denote by DMT gm (k; R) the smallest thick triangulated subcategory of DM gm (k; R) containing R(j) for every j ∈ Z. Objects of DM gm (k; R) are called mixed Tate motives, and objects DMT gm (k; R) are called "small" mixed Tate motives. if char k > 0 (here we use that k is perfect). We thus obtain a ring homomorphism
Let G be the absolute Galois group of k, and let ℓ = p be a prime number. We define ν ℓ := ν Z ℓ . We let Corr(k; Z ℓ ) be the additive category whose objects are smooth projective k-varieties, and whose morphisms are Z ℓ -correspondences. We have an additive functor F : Corr(k; Z ℓ ) → D b (Rep G,Z ℓ ), which to a smooth projective k-variety associates the complex (M, d), where M i := H í et (X, Z ℓ ) and d i = 0 for every integer i. By the Künneth formula with Z ℓ -coefficients for smooth projective varieties over an algebraically closed field (see [23, Theorem VI.8.21]), we see that
which also respects the monoidal structures. We thus obtain a ring homomorphism 
The homomorphisms Φ −1 L χ ℓ andχ ℓ are the unique extensions of χ ℓ to K 0 (Stacks k ) andK 0 (Var k ), respectively. (c) If char k = 0, the homomorphisms χ ℓ , Φ −1 L χ ℓ andχ ℓ coincide with those introduced by Ekedahl.
Proof. (a) If X is smooth and proper over k, then ν ℓ ({X}) is the class of the Chow motive (X, id X ) of Mot(k; Z ℓ ).
(b) We note that the image of Φ L inK 0 (Var k ) consists of invertible elements, and that the same is true for the image of Z ℓ (−1)[−2] inL 0 (Rep G,Z ℓ ). By the universal property of localization, we obtain the vertical homomorphisms in the diagram. Using the decomposition {P 1 k } = L + 1, we see that χ ℓ (L) = [Z ℓ (−1)[−2]]. By the universal property of localization, χ ℓ uniquely extends to a homomorphism Φ −1 L χ ℓ . The homomorphism χ ℓ :
is continuous with respect to the filtration topologies. By the universal property of the completion, it induces a unique homomorphismχ ℓ at the level of completions. This completes the construction of the commutative diagram.
(c) If X is a smooth projective k-variety, by (a) we have that χ ℓ ({X}) is the class of the complex (M, d), where M i = H í et (X, Z ℓ ) and d i = 0 for every i ∈ Z. Therefore, our definition of χ ℓ agrees with that of Ekedahl on the classes of smooth projective k-varieties; see [14, Section 3]. By Theorem 2.1, K 0 (Var k ) is generated by the classes of smooth projective k-varieties.
Remark 4.3. When char k = 0, we do not know whether K 0 (Var k ) is generated by classes of smooth proper k-varieties. Thus, we do not know whether χ ℓ is determined by its behavior on classes of smooth proper k-varieties.
Let R be a topological commutative ring with identity, let G be a profinite group, and let i be an integer. We have a group homomorphism d) is concentrated in degree < i, this is zero. It follows that, when we endow L 0 (Rep G,R ) with the filtration topology and K 0 (Rep G,R ) with the discrete topology, the homomorphism h i R is continuous, and so it uniquely induces a group homomorphism
. Let now k be a perfect field of exponential characteristic p, let ℓ = p be a prime number, and let G be the absolute Galois group of k. We define h i ℓ :
For every smooth projective k-variety X and every m ∈ Z, the compositionĤ
The following observation is implicit in [14] and [13] . 
Proof. It is enough to consider those α of the form {X}/L m , where X is a smooth projective variety over C, and m ∈ Z. We have H i ({X}/L m ) = H i+2m (X(C), Z) and H i ℓ ({X}/L m ) = H i+2ḿ et (X, Z ℓ ). By Artin's Comparison Theorem, for every n we have a canonical isomorphism
Passing to the projective limit in n, we get
Recall that every smooth complex variety is homeomorphic to a finite simplicial complex. Moreover, for every bounded complex (M, d) of finite abelian groups and for every integer i the natural map
Since Z ℓ is flat over Z, we have H i (X(C), In [8] , Bondarko pursues the study of variants of H i ℓ from a different point of view. Bondarko's paper does not treat stacks, and focuses on unramified cohomology of sheaves with transfers.
A variant of H i ℓ
The material of this section will not be used elsewhere in this article. The discussion of the previous section simplifies if one is only interested in cohomology with coefficients Z/ℓ. There is a homomorphism of rings
which sends the class of a Z/ℓ-motive (X, q) to j [q * H i (X, Z/ℓ)]t i . The fact that ψ Z/ℓ is a ring homomorphism follows from the Künneth formula with Z/ℓ coefficients; see [23, Theorem VI.8.1].
Proposition 5.1. Let k be a perfect field of exponential characteristic p, and let ℓ be a prime different from p.
(a) The composition
has the property that for every smooth proper k-scheme X, we have
(b) The homomorphism ψ Z/ℓ uniquely induces a commutative diagram of ring homomorphisms
Entirely analogous results hold using H • (−, Q ℓ ), where ℓ is a prime number different from p.
Proof. The proof is analogous to that of Proposition 4.2.
We now give an application of Proposition 5.1 to the computation of the motivic class {B k G} ∈ K 0 (Stacks k ) of a linear algebraic k-group G, and to its relation with the stable rationality of B k G.
Recall that B k G is said to be stably rational over k if there exist a G-representation V over k and a dense open subscheme U ⊆ V such that there exists a G-torsor U → U/G, where U/G is a stably rational variety (that is, we may find m ≥ 0 such that U/G × k A m k is birationally equivalent to some A n k ). By the no-name lemma, this definition is independent of the choice of V and U .
The equality {B k G} = 1 in K 0 (Stacks k ) holds for a large number of finite group schemes G over k. For example, it holds if G = µ n , or a symmetric group S n ; see [13, The equality {B k G}{G} = 1 in K 0 (Stacks k ) holds for many connected linear algebraic groups G. For example, it holds if G is special (i.e. H 1 (K, G) = 0 for every field extension K/k), G = PGL 2 and PGL 3 by [2] , G = SO n by [11] and [31] , and G a split group of type G 2 , Spin 7 and Spin 8 by [27] . In all these examples B k G is stably rational.
Assume that k is a field of characteristic zero admitting a biquadratic extension. In [29, Theorem 1.5], we constructed the first example of a connected group G such that {B k G}{G} = 1. It has the property that B k G is stably rational. In [29, Theorem 1.6], we gave an example of a finite group scheme A such that B k A is stably rational but {B k A} = 1.
As an application of Proposition 5.1, we generalize the results of [29] to the case where the characteristic of the base field is different from 2.
Proposition 5.2. Let k be a perfect field of characteristic different from 2 which admits a biquadratic field extension.
(a) There exists a k-torus G of rank 3 such that B k G is stably rational but {B k G}{G} = 1 in K 0 (Stacks k ). 
for some monic polynomial f (L) with integer coefficients. Now we apply ψ i Z/2 and consider the leading coefficients of the resulting polynomial in t: 
Proof of Theorem 1.1
Let k be a perfect field of exponential characteristic p, and let R be a commutative ring with identity such that p is invertible in R. Recall that we denote by DMT gm (k; R) the smallest thick triangulated subcategory of DM gm (k; R) containing R(j) for every j ∈ Z. Lemma 6.1. Assume that R is a principal ideal domain. Then DMT gm (k; R) is the smallest strictly full subcategory of DM gm (k; R) containing R(j) for every j ∈ Z.
Proof. Let T be the smallest strictly full triangulated subcategory of DM gm (k; R) containing R(j) for every j ∈ Z. To prove that T coincides with DMT gm (k; R), it suffices to show that T is thick. Consider the strictly full additive subcategory T 0 of T consisting of finite direct sums of R(j)[2j] = M c (A j k ) for every j ∈ Z. Triangulated subcategories are closed under translation, hence R(j) belongs to any triangulated subcategory containing R(j)[2j]. This shows that T is densely generated by T 0 . For every choice of integers i, j, h, we have It follows that T 0 is equivalent to the category of finitely generated graded free R-modules (R(i)[2i] corresponds to a copy of R in degree i). The idempotent completion of this category is the category of finitely generated graded projective R-modules. Since R is a principal ideal domain, every finitely generated projective module is free, hence T 0 is idempotent complete.
By Proposition 3.4 applied to C = T and B = T 0 , there exists a weight structure w on T whose heart equals T 0 . It is clear that w is bounded, hence we may apply Proposition 3.5. We deduce that T is idempotent complete. By Lemma 3.1, we conclude that T is thick, as desired.
Recall that we denote by L the class of A 1 k in K 0 (Var k ). We denote by L the class of the Lefschetz motive in K 0 (Mot(k; R)), so that [P 1 k ] = 1 + L in K 0 (Mot(k; R)), and also the class of R(1) [2] = M c (A 1 k ) in K tr 0 (DMT gm (k; R)). The homomorphisms
the isomorphism on the right is (4.1). Note that for every i, j ∈ Z, we have [R(i)[j]] = (−1) j L i in K tr 0 (DM gm (k; R)). Proof. Define S := {R(j) : j ∈ Z}. By Lemma 6.1, M ∈ S n for some n ≥ 1. We prove that [M ] ∈ K tr 0 (DM gm (k; R)) is a polynomial in L and L −1 by induction on n. If n = 1, then M is a finite direct sum of R(i) [j] , and the conclusion is immediate. If M ∈ S n for some n > 1, there exists a distinguished triangle Proof of Theorem 1.1. (a) Fix an embedding of G in GL n , for some n ≥ 1. By [33, Corollary 8.15] , GL n /G is Z ℓ -mixed Tate. Since M c (GL n /G) belongs to DM gm (k; Z ℓ ), by [33, Theorem 7.2(4) ] we have that M c (GL n /G) belongs to the smallest thick subcategory of DM gm (k; R) that contains R(j) for all integers j, that is, it belongs to DMT gm (k; Z ℓ ). By Proposition 6.2, we deduce that [M c (GL n /G)] ∈ K 0 (DM gm (k; R)) is a polynomial in L, L −1 . It follows that ν ℓ ({GL n /G}) is a polynomial in L, L −1 .
By [13, 
is a rational function of L in Φ −1 L K 0 (Mot(k; Z ℓ )), that is, it can be expressed as a fraction f (L)/g(L), where f (L) is a polynomial in L and g(L) is a product of elements of Φ L .
Following [14, Section 2], we let K 0 (Coh k,ℓ ) be the Grothendieck ring of the category of mixed Galois Q ℓ -representations; see also [2, §2.2] . By [12, p. 6] , we have a ring homomorphism
which sends the class of a smooth k-variety X to j (−1) j [H j et,c (X, Q ℓ )]. We also have a ring homomorphism
which sends the class of a Chow motive (X, q) to j (−1) j [q * H j et (X, Q ℓ )]. We have χ c = χ ′ c • ν ℓ : by Theorem 2.1, it suffices to check this on the classes of smooth projective varieties, where it is obvious.
We denote by ϕ : Recall that a smooth k-variety Y is said to be separably unirational if there exists a separable rational map P n k Y for some n ≥ 1.
Lemma 7.1. Let k be an algebraically closed field of positive characteristic p, let Y be a smooth projective k-variety of dimension d, and let ℓ be a prime different from p.
(a) For every i > 0, we have H 2d+í (Y, Z ℓ (d)) tors ∼ = Hom(H 3 et (Y, Z ℓ ) tors , Q ℓ /Z ℓ ). We also have a short exact sequence 
We apply H i ℓ to both sides of the equation and use (7.4) : If G is the trivial group, then the conclusion is clear. Assume now G is non-trivial, and that the conclusion holds for all i ∈ Z and all proper subgroups of G. This means that for every j there exists N j such that the proposition holds for H j for every prime p > N j . Let N be an integer strictly greater than n, the N j , and all primes dividing the order of G, and assume that char k = p ≥ N .
We start by showing that H i ℓ ({B k G}) is torsion for every ℓ = p. By [13, Theorem 5.1], the classes H i ℓ ({B Q G}) and H i ℓ ({B Q H j }) in K 0 (Mod Q ) are torsion for all i = 0, and equal to [Z ℓ ] if i = 0. Therefore, (7.8) implies
where r i is the sum of the m j , over those j satisfying i + 2(d − a j ) = 0. Let R be a discrete valuation ring with residue field k, a field of fractions K of characteristic zero, and such that N is invertible in R. By the invariance ofétale cohomology under extensions of separably closed field [23, Corollary VI.2.6], we have
By the proper base change theorem inétale cohomology [23, Theorem VI.2.1], we deduce that
Combining (7.7), (7.9) and the inductive assumption, we deduce that H i ℓ ({B k G}) is torsion.
Assume now that i > 0. By the inductive assumption and Lemma 7.1(a) every term on the right hand side of (7.7) is zero, hence H i ℓ ({B k G}) = 0. If i = 0, by Lemma 7.1(a) and (b) the only non-zero term on the right-hand side of (7.7) is H 2d et (X k , Z ℓ (d)) ∼ = Z ℓ . If i = −1, by Lemma 7.1(c) the first term in the right-hand side of (7.7) is [H 2d−1 et (X k , Z ℓ (d))] = 0.
Note that X k is birationally equivalent to U k /G, which is separably unirational since char k does not divide the order of G. By Lemma 7.1(a) and (b), together with the inductive assumption, the other terms in the right-hand side of (7.7) are torsionfree (that is, integer multiples of [Z ℓ ]). It follows that H −1 ℓ ({B k G}) is torsion-free. Since it is also torsion, it must be zero.
Assume now that i = −2. By the inductive assumption we have
Since dim(X q ) k ≤ d − 1, by Lemma 7.1(a) and (b) H 2d−2 et ((X q ) k , Z ℓ (d)) is torsionfree for every q. Since H −2 ℓ ({B k G}) is torsion, it now follows from (7.7) that H −2 ℓ ({B k G}) = [H 2d−2 (X k , Z ℓ (d)) tors ]. By Lemma 7.1(d), we conclude that H −2 ℓ ({B k G}) = [Hom(Br(X k ){ℓ}, Q ℓ /Z ℓ )]. Since X k is birationally equivalent to V k /G, we have Br(X k ) ∼ = Br nr (k(B k G)). This completes the proof.
If k is a field of characteristic zero, there exists a finite group G such that {B k G} = 1 in K 0 (Stacks k ); see [13, Corollary 5.2] . We may now extend this statement to sufficiently large positive characteristic. Corollary 7.10. There exist a finite group G and an integer N ≥ 0 such that for every field k of positive characteristic p ≥ N , {B k G} = 1 in K 0 (Stacks k ).
Proof. Let q be a prime, and let G be a finite q-group constructed in [28, Theorem 3.5] . It has the property that Br nr (V ) G = 0 for every field k of characteristic different from q, and every faithful k-representation V of G. Let N ≥ 0 be the constant given by applying Theorem 1.3 to G. We may assume that N > q. Then for every field k of characteristic p ≥ N , we have H 2 q ({B k G}) = 0, where we view {B k G} as an element of K 0 (Stacks k ). We conclude that {B k G} = 1 in K 0 (Stacks k ), hence {B k G} = 1 in K 0 (Stacks k ).
