ABSTRACT. Using the method of similar operators we study an even order differential operator with periodic, semiperiodic, and Dirichlet boundary conditions. We obtain asymptotic formulas for eigenvalues of this operator and estimates for its spectral decompositions and spectral projections. We also establish the asymptotic behavior of the corresponding analytic semigroup of operators.
INTRODUCTION
We consider an even order differential operator of the following type
, where q is a potential and bc stands for boundary conditions. One of the main problems of the spectral analysis of this operator is to establish sharp enough asymptotic formulas for its eigenvalues. As a rule, it is required the continuity of the potential q. But last time the case of nonsmooth potentials is considered actively by many authors. Let us give a brief survey of the most important achievements for this case.
For k = 1 the operators L bc with various boundary conditions are the Hill ones. They were studied in details in [1] , [2] (see also the references therein). In [3, Ch. II, Theorem 2] it was established the asymptotic behavior of eigenvalues for this operator with regular and strongly regular boundary conditions. In [4] A. Badanin and E. Korotyaev carried out spectral analysis of even order differential operator in L 2 (R) with periodic potential from the space L 1 (T), where T = R \ Z. They obtained many interesting results for this operator concerning description of its spectrum, asymptotic behavior of eigenvalues, and spectral gaps. In the case k = 2 similar results were obtained in [5] for the operator L bc with periodic boundary conditions and potential q from the real space L 1 (T). Fourth order differential operator of a general form was considered in papers [6, 7, 8, 9] .
Asymptotic behavior of eigenvalues for the operator L bc in the negative Sobolev space H −m [−1, 1] with periodic and semiperiodic boundary conditions and potential q from H −m [−1, 1] were given in [10, 11, 12] .
In [13] O.A. Veliev considered the nonself-adjoint ordinary differential operators with periodic and semiperiodic boundary conditions and summable complex-valued coefficients. He obtained asymptotic formulas for their eigenvalues and eigenfunctions. He also established necessary and sufficient conditions on the coefficient under which the root functions of these operators form a Riesz basis in
In [14, Theorem 1] and [15] it was described the asymptotic behavior of eigenvalues for an even order differential operator with the Dirichlet boundary conditions and for the operator L bc in the case k = 2 and periodic boundary conditions, respectively.
The aim of this paper is to give a detailed spectral analysis for an even order differential operator with a nonsmooth complex-valued potential and various boundary conditions. To do this, we use a new approach which is based on the method of similar operators developed in the general setting in [16, 17, 18, 19] . This method allows us to reduce the study to an associated operator which is simpler than the initial operator L bc .
The paper is organized as follows. In Section 2 we state the main results. In Section 3 we recall some basic notions for the method of similar operators and study an abstract operator having properties Key words and phrases. spectrum, even order differential operator, asymptotic behavior of eigenvalues, semigroup of operators. 1 similar to those of the operator L bc with periodic, semiperiodic, and Dirichlet boundary conditions. In Section 4 the results of Section 3 are applied to the operator L bc . The main results are proven in the final Section 5.
PRELIMINARIES AND MAIN RESULTS
Let L 2 [0, ω] be the Hilbert space of square summable complex functions on [0, ω], ω > 0, with inner product (x, y) =
We consider the operators
and the boundary conditions bc of the following types:
The operators L bc with the boundary conditions (a), (b), and (c) will be denoted by L per , L ap , and L dir , respectively. The operator L bc may be applied to investigate vibrations of beams, plates and shells (see [20] ). For example (see [21, Sec. 1.14] ), the Vlasov model of the bending cylindrical shells gives vibration equations of the form y (8) + by = λ y, where b is a potential and λ is a spectral parameter.
To state our main results, we need some notation. The operator
is an unperturbed operator and Q is the operator of multiplication by the potential q. As is well known, L 0 bc is a self-adjoint operator with discrete spectrum.
For bc ∈ {per, ap} the operators L bc and L 0 bc will be denoted by L θ and L 0 θ , where θ = 0 and θ = 1 stands for bc = per and bc = ap, respectively. Now we describe the spectrum σ (L 0 bc ) and the eigenfunctions of the operators 
Here the sequence ξ bc : m + N → (0, ∞) satisfies the estimate: |ξ bc (n)| ≤ Cα n /n 4k−3 , where (α n ) is a square summable sequence.
Here the sequence ξ bc : m + N → (0, ∞) satisfies the estimate: 
where the sequence η dir : {n ∈ N | n ≥ m + 1} → (0, ∞) satisfies the estimate: |η dir (n)| ≤ Cβ n /n 4k−3 with some square summable sequence (β n ).
If q is a function of bounded variation (or smooth function), then we have
From Theorem 4 it follows directly
Corollary 5. The operator L dir is a spectral operator (in the Dunford sense) (see [22] ).
To state the next result, we need some additional notation. By P n , n ∈ Z + , denote the Riesz projections constructed for the sets {π 2k (2n + θ ) 2k /ω 2k }. Next, by P n,dir , n ∈ N, denote the Riesz projections constructed for {π 2k n 2k /ω 2k }. Hence, L 0 bc P n = λ n P n , n ∈ Z + , for bc ∈ {per, ap}, and L 0 dir P n,dir = λ n,dir P n,dir , n ∈ N. For all x ∈ L 2 [0, ω] these projections have the following form:
(a), (b): P n x = P −n−θ x + P n x = (x, e −n−θ )e −n−θ + (x, e n )e n , n ∈ Z + ; P 0 x = P 0 x = (x, e 0 )e 0 for θ = 0 and n = 0; (2.6) (c):
Let m be as in Theorem 1 or Theorem 4 (for bc ∈ {per, ap} or bc = dir, respectively). We denote by P (m) the projection ∑ m j=0 P j for bc ∈ {per, ap} and by P (m) the projection ∑ m j=1 P j,dir for bc = dir. Let bc ∈ {per, ap} and Ω ⊂ Z + \ {0, . . . , m}. For the set
We consider also the set ∆ = ∆(Ω) = ∪ n∈Ω σ n , where σ n is defined in Theorem 1, and denote by P n the Riesz projection constructed
In this case, Ω ⊂ N \ {1, . . . , m} and P n,dir is the Riesz projection constructed for the singleton σ n = { λ n,dir }, n ≥ m + 1. .
By · 2 we denote the norm in the ideal 
Theorem 6 implies directly
Corollary 7. The following estimates of the spectral decompositions for the operators L bc and L 0 bc hold:
and
where σ (m) is the set from representation (2.1).
Finally, we state the result on asymptotic behaviour of an analytic semigroup of operators related to the operator −L bc .
Theorem 8. Let m be as in Theorem 1 or in Theorem 4. The operator −L bc , bc ∈ {per, ap, dir}, is sectorial and it generates an analytic semigroup of operators T
for bc ∈ {per, ap} and
where the eigenvalues λ s,dir , s ≥ m + 1, are defined in (2.4) .
In Section 5 it will be also given a representation of the semigroup T (m) :
Note that some of the results stated above have been partially announced in [24] .
SPECTRAL ANALYSIS OF AN ABSTRACT OPERATORS IN HILBERT SPACE
In this Section we apply the method of similar operators to abstract linear operators acting in a complex Hilbert space H and having the same spectral properties as L bc , bc ∈ {per, ap, dir}. Recall some basic notions and results of this method in the form relevant to our purposes (see [18, Section 2] and [19, Section 2] ).
Let End H be the Banach algebra of bounded linear operators acting in H.
Definition 9. Two linear operators
Such an operator U is called a similarity transformation from A 1 to A 2 . 
5) for any X ∈ U and ε > 0 there exists λ ε ∈ ρ(A) such that X (A − λ ε I) −1 < ε, where ρ(A) is the resolvent set of the operator A. 
This solution can be found by the method of simple iterations by setting X 0 = 0, X 1 = B and X n+1 = Φ(X n ), n ≥ 2. Moreover, the operator Φ : U → U is a contraction in the ball {X ∈ U : X − B * ≤ 3 B * } and the invertible operator I + ΓX * ∈ End H is a similarity transformation from A − B to A − JX * . Now we apply the method of similar operators to an abstract linear operator of the form A bc − B, where A bc : D(A bc ) ⊂ H → H is a normal operator (see [25, Ch. 1, Sec. 6]) with discrete spectrum. Our conditions on B will be described below. The index bc here stands to denote our assumption that the spectrum σ (A bc ) has the following form λ n = π 2k (2n + θ ) 2k /ω 2k , n ∈ Z + , k > 1, for bc ∈ {per, ap} and λ n,dir = π 2k n 2k /ω 2k , n ∈ N, k > 1, for bc = dir. In fact, we assume that A bc and L 0 bc have the same spectral properties. Keeping this in mind, we will use the same notation for the eigenvalues and eigenfunctions of these two operators as well as for the corresponding projections. In addition, for bc ∈ {per, ap} the operators A bc will be denoted by A θ , where θ = 0 and θ = 1 stands for bc = per and bc = ap, respectively.
Let J denote one of the sets Z + or N. We suppose that the operator B belongs to the ideal of HilbertSchmidt operators S 2 (H) (see [23, Ch. 3, Sec. 9] ). By X 2 = ∑ n, j∈J |(X g n , g j )| 2 1/2 , X ∈ S 2 (H), it is denoted the norm in S 2 (H). Here g n , n ∈ J, are the eigenfunctions of the operator A bc .
Let P n , n ∈ Z + , and P n,dir , n ∈ N, be the orthogonal Riesz projections constructed for the sets {λ n } and {λ n,dir }, respectively. Therefore, A θ P n = λ n P n and A dir P n,dir = λ n,dir P n,dir . For every x ∈ H these projections are defined by formulas (2.6) and (2.7).
We take the ideal of Hilbert-Schmidt operators S 2 (H) in the role of the space of admissible perturbations U and construct the transformers J bc , Γ bc ∈ End S 2 (H) in the following way. If bc ∈ {per, ap}, then they are defined by
If bc = dir, then they are determined by
Taking into account the definition of S 2 (H) and using that min λ i =λ j |λ i − λ j | and min i = j |λ i,dir − λ j,dir | are positive, we conclude easily that the transformer Γ bc , bc ∈ {per, ap, dir}, is well-defined and bounded on S 2 (H). Also, for bc ∈ {per, ap} we consider the sequences of transformers J m,bc and 
The proof is similar to the proof of [19, Lemma 2] . 
The proof is similar to the proof of [19, Lemma 4] . Now we are ready to state the main theorem on similarity.
Theorem 14. Let B belong to S 2 (H) and m ∈ J satisfy one of the following conditions:
Then A bc − B is similar to A bc − J m,bc X * , where X * ∈ S 2 (H) is a solution of the nonlinear equation 
The proof follows from Lemma 13 and Theorem 11. Throughout the rest of this section, we will use the assumptions and notation of Theorem 14.
Theorem 15. The operator A bc − B has a discrete spectrum and
where the sets σ (m) and σ n , n ≥ m + 1, are mutually disjoint and A (m) and A n are defined as follows. For bc ∈ {per, ap}, A (m) is the restriction of the operator A bc − P (m) X * P (m) to the invariant subspaces H (m) = Im P (m) and A n is the restriction of the operator A bc − P n X * P n to the subspace H n = Im P n . If bc = dir, then A (m) is the restriction of the operator A bc − P (m) X * P (m) on the invariant subspaces H (m) = Im P (m) and A n is the restriction of the operator A bc −P n,dir X * P n,dir on the subspace H n = Im P n,dir .
Proof. Obviously, the operator A bc − J m,bc X * has a discrete spectrum. Therefore, the operator A bc − B also has a discrete spectrum. Hence, the spectrums of these operators coincide. Next, the subspaces H (3.9) such that σ (m) is a finite set with number of points not exceeding 2m + 1 and the sets σ n , n ≥ m + 1, consist of at most two points. Every set σ n , n ≥ m + 1, coincides with the spectrum of a matrix A n having the following form
10)
where
and for all n ≥ n 0 := max{m + 1, (3 B 2 ω 2k π −2k /2) 1/(2k−1) }, the Hilbert-Schmidt norm of the matrix C n satisfies the estimate C n 2 ≤ ω 2k 2π 2k n(2n + θ ) 2k−2 P n B − P n BP n 2 BP n − P n BP n 2 .
(3.11)
Proof. Applying the projection P n to the left-hand and right-hand parts of the equation (3.8) with X = X * , we obtain P n X * P n = P n BP n + P n (BΓ m,bc X * )P n , n ≥ m + 1. (3.12)
Next, for all operators X ,Y ∈ S 2 (H) we have the following equalities :
and, consequently,
Now we estimate the second factor in (3.13). Using the equalities (Γ m,bc X * )P n = Γ m,bc (X * − J m,bc X * )P n , n ≥ m + 1, we get
Since the operator X * satisfies (3.8) and P n X * P n = P n BP n + P n BΓ m,bc (X * − J m,bc X * )P n , n ≥ m + 1, we have (X * − J m,bc X * )P n = X * P n − P n X * P n = (B − P n BP n )P n + BΓ m,bc (X * − P n X * P n )P n − Γ m,bc (X * − P n X * P n )P n BP n − P n BΓ m,bc (X * − P n X * P n )P n .
Therefore,
Thus, for n ∈ N such that 3d n B 2 ≤ 1/2,
Consequently, 14) which is the desired estimation of the second factor in (3.13). Using (3.13) and (3.14), we get
Since the restrictions of the operators from (3.12) to H n coincide with matrices B n and C n , the matrix C n satisfies the estimation (3.15) . This proves Theorem 16. 
where the sequence (η n ) satisfies the estimate 16) and
The proof is similar to the proof of Theorem 16. 1) -(3.4) . Here we take into account that P s QP j , s, j ∈ Z, are Hilbert-Schmidt operators.
Remark 18. Since a shift of the potential q to a constant shifts the spectrum to the same constant, in proving our results we may assume without loss of generality that q 0 = 0. Now we define the matrix of operators Q. If bc ∈ {per, ap}, then the matrix of operators has the form (b s j ), s, j ∈ Z, where
In the case bc = dir we compute the matrix coefficients q s j , s, j ∈ N, of the operator Q. We get
Thus,
The following lemmas are needed in the sequel.
Lemma 19. The operators Γ m,bc Q, m ∈ J, bc ∈ {per, ap, dir}, are Hilbert-Schmidt ones and there exists m ∈ J such that Γ m,bc Q 2 < 1. Moreover, the following estimates hold:
Proof. Let bc ∈ {per, ap}. Using (4.1), we have
where q 2 2 = ∑ s∈Z |q s | 2 . Therefore, Γ bc Q ∈ S 2 (H). Next, since the operators Γ m,bc Q differ from Γ bc Q by some finite rank operator (see formula (3.2)), then Γ m,bc Q ∈ S 2 (H). Taking s = ±n and j = ±n in (4.5), we obtain (4.3) and (4.4), respectively. 9 Moreover, from (3.2) we get
Hence, we can find an m ∈ Z + such that Γ m,bc Q 2 < 1.
Similar arguments with (4.2) and (3.2) prove the result in the case bc = dir. 
Proof. First we consider the case bc ∈ {per, ap} and, for the reader's convenience, divide the proof into several steps. 1) Prove that QΓ bc Q belongs to S 2 (H). Using (4.1) and [7, Lemma 7] , we have
(4.10) Therefore, the operator QΓ bc Q belongs to S 2 (H). Since the operators QΓ m,bc Q differ from QΓ bc Q by some finite rank operator, QΓ m,bc Q ∈ S 2 (H).
2) Now we obtain the estimate (4.6). Taking in (4.10) s = n and s = −n − θ , we have
Let us estimate the norm in the right-hand side of (4.11). Using formula (4.1) and Hölder's inequality, we get
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Taking the square summable sequence
, n ∈ N, (4.12)
we then have
From (3.2) it follows that the same estimates hold for the operator (QΓ m,bc Q)P n . Combining this and (4.11), we obtain (4.6).
3) Next let us estimate P n (QΓ bc Q) 2 , n ∈ Z. We have
The same estimates hold for the operator P n (QΓ m,bc Q). Using this and (4.11) with P n (QΓ m,bc Q) instead of (QΓ m,bc Q)P n , we get (4.7).
Let now bc = dir. In this case the proof is similar to the previous one and we omit it. Note only that to check the estimates (4.8) and (4.9) one should take, instead of α(n), the square summable sequence
where The following lemma contains all we need for the preliminary similarity transformation in our situation. The operator B is Hilbert-Schmidt one and the following representation holds
Note that the operator J l,bc Q does not belong to S 2 (H). In this relation take L 0 bc = L 0 bc − J l,bc Q as the unperturbed operator we need. Obviously, this operator is a normal one. From Theorem 22 it then follows that the operator L bc is similar to L 0 bc − B, where B ∈ S 2 (H). This provide the possibility to apply the scheme of method of similar operators from Section 3 to this operator, which leads to the second theorem on similarity.
Theorem 23. There exist numbers l ∈ J and m ≥ l + 1, such that the conditions (3.6) 
(4.15)
In this equation the operator B is defined in (4.14) and l satisfies Theorem 22.
Proof. Follows from Theorems 14 and 22.
We end this section with some additional properties of the operator B that will be useful for our further consideration in the next section.
From (4.14) it follows that
Let bc ∈ {per, ap}. Applying the operator P n to (4.16) on the right side and on the left side, and using the equality (J l,bc Q)P n = P n (J l,bc Q) = P n (J l,bc Q)P n , we get
Then the inequality Γ l,bc Q 2 ≤ 1/2 implies that
In case bc = dir, by similar arguments, we obtain (4.17) -(4.20) with the projections P n,dir instead of P n .
By using (4.3), (4.6), (4.7) and (4.10) in (4.19) and (4.20) for bc ∈ {per, ap} and (4.4), (4.8), and (4.9) for bc = dir, we have 23) where the sequences α and β are defined in (4.12) and (4.13), respectively.
PROOFS OF THE MAIN RESULTS
In this section we prove our main results. where A n is the restriction of the operator P n X * P n to the subspace Im P n and A (m) is the restriction of operator L 0 bc − P (m) X * P (m) to the subspace Im P (m) . Note that the sets σ (m) and σ n are mutually disjoint and λ n = π 2k (2n + θ ) 2k /ω 2k .
To obtain the asymptotic formulas for the eigenvalues of the operator L bc , we now describe the sets σ n , n ≥ m + 1. The operators A n , n ≥ m + 1, are represented as
where B n , C n and D n are the restrictions of the operators P n (J m,bc Q)P n = P n QP n , P n (B − J m,bc Q)P n and P n (X * − B)P n to the subspace Im P n , respectively. Then we have To continue, we need the following notation. For sequences of complex numbers a n , b n , n ≥ 1, with a n b n = 0, we define the following matrices U −1 n = 1 1 − b n /a n b n /a n , U n = 1/2 − √ a n /(2 √ b n ) 1/2 √ a n /(2 √ b n ) and note that U n 0 a n b n 0 U −1 n = − √ a n b n 0 0 √ a n b n , n ≥ 1.
Put a n = q −2n−θ + c 12 and b n = q 2n+θ + c 21 . Multiplying the both parts of (5.2) by U n from the left and by U −1 n from the right, we have Using these inequalities and representation (5.13), we obtain
To continue, we estimate UP(∆, L 0 bc ) 2 .
By similar arguments, the same estimation holds for VP(∆, L 0 bc ) 2 . Therefore,
