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Abstract
We review the general theory of duality rotations which, in four dimensions,
exchange electric with magnetic fields. Necessary and sufficient conditions in order
for a theory to have duality symmetry are established. A nontrivial example is
Born-Infeld theory with n abelian gauge fields and with Sp(2n,R) self-duality.
We then review duality symmetry in supergravity theories. In the case of N = 2
supergravity duality rotations are in general not a symmetry of the theory but a
key ingredient in order to formulate the theory itself. This is due to the beautiful
relation between the geometry of special Ka¨hler manifolds and duality rotations.
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1 Introduction
It has long been known that the free Maxwell’s equations are invariant under the ro-
tation of the electric field into the magnetic fields; this is also the case if electric and
magnetic charges are present. In 1935, Schro¨dinger [2] showed that the nonlinear elec-
trodynamics of Born and Infeld [1], (then proposed as a new fundamental theory of
the electromagnetic field and presently relevant in describing the low energy effective
action of D-branes in open string theory), has also, quite remarkably, this property. Ex-
tended supergravity theories too, as first pointed out in [3, 5] exhibit electric-magnetic
duality symmetry. Duality symmetry thus encompasses photons self-interactions, grav-
ity interactions and couplings to spinors (of the magnetic moment type, not minimal
couplings).
Shortly after [3–5] the general theory of duality invariance with abelian gauge fields
coupled to fermionic and bosonic matter was developped in [6,7]. Since then the duality
symmetry of extended supergravity theories has been extensively investigated [8–11],
and examples of Born-Infeld type lagrangians with electric-magnetic duality have been
presented, in the case of one abelian gauge field [12–16] and in the case of many abelian
gauge fields [17–20]. Their supersymmetric generalizations have been considered in [21,
22] and with different scalar couplings and noncompact duality group in [17,18,23–25].
We also mention that duality symmetry can be generalized to arbitrary even dimen-
sions by using antisymmetric tensor fields such that the rank of their field strengths
equals half the dimension of space-time, see [26, 27], and [11, 16, 18, 24, 25, 28, 30, 31].
We provide a rigorous formulation of the general theory of four-dimensional electric-
magnetc duality in lagrangian field theories where many abelian vector fields are coupled
to scalars, fermions and to gravity. When the scalar fields lagrangian is described by a
non-linear sigma model with a symmetric space G/H where G is noncompact and H
is its maximal compact subgroup, the coupling of the scalars with the vector fields is
uniquely determined by a symplectic representation of G (i.e. where the representation
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space is equipped with an invariant antisymmetric product). Moreover fermions coupled
to the sigma model, which lie in representations of H , must also be coupled to vectors
through particular Pauli terms as implied by electric-magnetic duality.
This formalism is realized in an elegant way in extended supergravity theories in
four dimensions and can be generalized to dyons [32] in D-dimensions, which exist when
D is even and the dyon is a p-brane with p = D/2 − 2. In the context of superstring
theory or M theory electric-magnetic dualities can arise from many sources, namely
S-duality, T -duality or a combination thereof called U -duality [29]. From the point of
view of a four dimensional observer such dualities manifest as some global symmetries of
the lowest order Euler-Lagrange equations of the underlying four dimensional effective
theory.
The study of the relations between the symmetries of higher dimensional theories
and their realization in four dimension is rich and fruitful, and duality rotations are an
essential ingredient. Seemingly different lagrangians with different elementary dynami-
cal fields can be shown to describe equivalent equation of motions by using duality. An
interesting example is provided by the N = 8, D = 4 supergravity lagrangian whose
duality group is G = E7,(7), this is the formulation of Cremmer and Julia [5]. An al-
ternative formulation obtained from dimensional reduction of the D = 5 supergravity,
exhibits an action that is invariant under a different group of symmetries. These two
theories can be related only after a proper duality rotation of electric and magentic
fields which involves a suitable Legendre transformation (a duality rotation that is not
a symmetry transformation).
Let us also recall that duality rotation symmetries can be further enhanced to lo-
cal symmetries (gauging of duality groups). The corresponding gauged supergravities
appear as string compactifications in the presence of fluxes and as generalized compact-
ifications of (ungauged) higher dimensional supergravities.
As a main example consider again the N = 8, D = 4 supergravity lagrangian of
Cremmer and Julia, it is invariant under SO(8) (compact subgroup of E7,(7)). The
gauging of SO(8) corresponds to the gauged N = 8 supergravity of De Witt and Nicolai
[33]. As shown in [34] the gauging of a different subgroup, that is the natural choice in
the equivalent formulation of the theory obtained from dimensional reduction of D = 5
supergravity, corresponds to the gauging of a flat group in the sense of Scherk and
Schwarz dimensional reduction [35], and gives the massive deformation of the N = 8
supergravity as obtained by Cremmer, Scherk and Schwarz [36].
Electric-Magnetic duality is also the underlying symmetry which encompasses the
physics of extremal black holes and of the “attractor mechanism” [37–39], for recent
reviews on the attractor mechanism see [40–42]. Here the Bekenstein-Hawking entropy-
area formula
S =
1
4
A
3
is directly derived by the evaluation of a certain black hole potential VBH at its attractive
critical points [43]
S = π VBH
∣∣
C
where the critical points C satisfy ∂VBH |C = 0. The potential VBH is a quadratic
invariant of the duality group; it depends on both the matter and the gauge fields
configuration. In all extended supersymmetries with N > 2, the entropy S can also
be computed via a certain duality invariant combination of the magnetic and electric
charges p, q of the fields configuration [44, 45]
S = πS (p, q) .
In the remaining part of this introduction we present the structure of the paper by
summarizing its different sections.
In Section 2 we give a pedagogical introduction to U(1) duality rotations in nonlinear
theories of electromagnetism. The basic aspects of duality symmetry are already present
in this simple case with just one abelian gauge field: the hamiltonian is invariant (du-
ality rotations are canonical transformations that commute with the hamiltonian); the
lagrangian is not invariant but must transform in a well defined way. The Born-Infeld
theory is the main example of duality invariant nonlinear theory.
In Section 3 the general theory is formulated with many abelian gauge fields inter-
acting with bosonic and fermionic matter. Necessary and for the first time sufficient
conditions in order for a theory to have duality symmetry are established. The maximal
symmetry group in a theory with n abelian gauge fields includes Sp(2n,R). If there are
no scalar fields the maximal symmetry group is U(n). The geometry of the symmetry
transformations on the scalar fields is that of the coset space Sp(2n,R)/U(n) that we
study in detail. The kinetic term for the scalar fields is constructed by using this coset
space geometry. In Subsection 3.6 we present the Born-Infeld lagrangian with n abelian
gauge fields and Sp(2n,R) duality symmetry [18]. The self-duality of this lagrangian is
proven by studying another example: the Born-Infeld lagrangian with n complex gauge
fields and U(n, n) duality symmetry. Here U(n, n) is the group of holomorphic duality
rotations. We briefly develop the theory of holomorphic duality rotations.
The Born-Infeld lagrangian with U(n, n) self-duality is per se interesting, the scalar
fields span the coset space U(n,n)
U(n)×U(n) , in the case n = 3 this is the coset space of the
scalars of N = 3 supergravity with 3 vector multiplets. This Born-Infeld lagrangian is
then a natural candidate for the nonlinear generalization of N = 3 supergravity.
We close this sections by presenting, in a formulation with auxiliary fields, the su-
persymmetric version of this Born-Infeld Lagrangian [17, 18]. We also present the form
without auxiliary fields of the supersymmetric Born-Infeld Lagrangian with a single
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gauge field and a scalar field; this theory is invariant under SL(2,R) duality, which
reduces to U(1) duality if the value of the scalar field is suitably fixed. Versions of this
theory without the scalar field were presented in [46–48].
In Section 4 we apply the general theory of duality rotation to supergravity theories
with N > 2 supersymmetries. In these supersymmetric theories the duality group is
always a subgroup G of Sp(2n,R), where G is the isometry group of the sigma model
G/H of the scalar fields. Much of the geometry underlying these theories is in the (local)
embedding of G in Sp(2n,R). The supersymmetry transformation rules, the structure
of the central and matter charges and the duality invariants associated to the entropy
and the potential of extremal black holes configurations are all expressed in terms of
the embedding of G in Sp(2n,R) [11]. We thus present a unifying formalims. We also
explicitly construct the symplectic bundles (vector bundles with a symplectic product
on the fibers) associated to these theories, and prove that they are topologically trivial;
this is no more the case for generic N = 2 supergravities.
In Section 5 we introduce special Ka¨hler geometry as studied in differential geometry,
we follow in particular the work of Freed [49], see also [50] (and [51]) and then develop the
mathematical definition up to the construction of those explicit flat symplectic sections
used in N = 2 supergravity. We thus see for example that the flat symplectic bundle
of a rigid special Ka¨hler manifold M is just the tangent bundle TM with symplectic
product given by the Ka¨hler form. A similar construction applies in the case of local
special geometry (there the flat tangent bundle is not of the Ka¨hler manifold M but
is essentially the tangent bundle of a complex line bundle L → M). This clarifies the
global aspects of special geometry and the key role played by duality rotations in the
formulation of N = 2 supergravity with scalar fields taking value in the target space M .
Duality rotations are needed for the theory to be globally well defined.
In Section 6 duality rotations in nonlinear electromagnetism are considered on a
noncommutative spacetime, [xµ, xν ] = iΘµν . The noncommutativity tensor Θµν must
be light-like. A nontrivial example of nonlinear electrodynamics on commutative space-
time is presented and using Seiberg-Witten map between commutative and noncommu-
tative gauge theories noncommutative U(1) Yang Mills theory is shown to have duality
symmetry. This theory formally is nonabelian, F̂µν = ∂µÂµ − ∂νÂµ − i[Âµ, Âν ], its
self-duality is in this respect remarkable. One can also enhance the duality group to
Sp(2,R) and couple this noncommutative theory to axion, dilaton and Higgs fields,
these latter via minimal couplings. Duality in noncommutative spacetime allows to
relate space-noncommutative magnetic monopoles to space-noncommutative electric
monopoles [52, 53].
A special kind of noncommutative spacetime is a lattice space (it can be studied
with noncommutative geometry techniques). Duality rotations on a lattice have been
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studied in [54].
In Appendix 7 we prove some fundamental properties of the symplectic group Sp(2n,R)
and of the coset space Sp(2n,R)/U(n). We also collect for reference some main formulae
and definitions.
In Appendix 8 a symmetry property of the trace of a solution of a polynomial matrix
equation is proven. This allows the explicit formulation of the Born-Infeld lagrangian
with Sp(2n,R) duality symmetry presented in Section 3.7.
2 U(1) gauge theory and duality symmetry
Maxwell theory is the prototype of electric-magnetic duality invariant theories. In vac-
uum the equations of motion are
∂µF
µν = 0 ,
∂µF˜
µν = 0 , (2.1)
where F˜ µν ≡ 1
2
ǫµνρσFρσ. They are invariant under rotations
(
F
F˜
) 7→ (cosαsinα −sinαcosα )(FF˜), or
using vector notation under rotations
(
E
B
) 7→ (cosαsinα −sinαcosα )(EB). This rotational symmetry,
called duality symmetry, and also duality invariance or self-duality, is reflected in the
invariance of the hamiltonian H = 1
2
(E2 + B2), notice however that the lagrangian
L = 1
2
(E2 −B2) is not invariant. This symmetry is not an internal symmetry because
it rotates a tensor into a pseudotensor.
We study this symmetry for more general electromagnetic theories. In this section
and the next one conditions on the lagrangians of (nonlinear) elecromagnetic theories
will be found that guarantee the duality symmetry (self-duality) of the equations of
motion.
The key mathematical point that allows to establish criteria for self-duality, thus
avoiding the explicit check of the symmetry at the level of the equation of motions,
is that the equations of motion (a system of PDEs) can be conveniently split in a set
of equations that is of degree 0 (no derivatives on the field strengths F ), the so-called
constitutive relations (see e.g. (2.5), or (2.8)), and another set of degree 1 (see e.g.
(2.2), (2.3) or (2.9), (2.10)). Duality rotations act as an obvious symmetry of the set
of equations of degree 1, so all what is left is to check that they act as a symmetry
on the set of equations of degree 0. It is therefore plausible that this check can be
equivalently formulated as a specific transformation property of the lagrangian under
duality rotations (and independent from the spacetime dependence Fµν(x) of the fields),
indeed both the lagrangian and the equations of motions of degree 0 are functions of
the field strength F and not of its derivatives.
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2.1 Duality symmetry in nonlinear electromagnetism
Maxwell equations read
∂tB = −∇×E , ∇ ·B = 0 (2.2)
∂tD = ∇×H , ∇ ·D = 0 (2.3)
they are complemented by the relations between the electric field E, the magnetic field
H , the electric displacement D and the magnetic induction B. In vacuum we have
D = E , H = B . (2.4)
In a nonlinear theory we still have the equations (2.2), (2.3), but the relations D =
E, H = B are replaced by the nonlinear constitutive relations
D = D(E,B) , H = H(E,B) (2.5)
(if we consider a material medium with electric and magnetic properties then these
equations are the constitutive relations of the material, and (2.2) and (2.3) are the
macroscopic Maxwell equations).
Equations (2.2), (2.3), (2.4) are invariant under the group of general linear transfor-
mations (
B
′
D
′
)
=
(
A B
C D
)(
B
D
)
,
(
E
′
H
′
)
=
(
A B
C D
)(
E
H
)
. (2.6)
We study under which conditions also the nonlinear constitutive relations (2.5) are
invariant. We find constraints on the relations (2.5) as well as on the transformations
(2.6).
We are interested in nonlinear theories that admit a lagrangian formulation so that
relativistic covariance of the equations (2.2), (2.3), (2.5) and their inner consistency is
automatically ensured. This requirement is fulfilled if the constitutive relations (2.5)
are of the form
D =
∂L(E,B)
∂E
, H = −∂L(E,B)
∂B
, (2.7)
where L(E,B) is a Poincare´ invariant function of E and B. Indeed if we consider E
and B depending on a gauge potential Aµ and vary the lagrangian L(E,B) with respect
to Aµ, we recover (2.2), (2.3) and (2.7). This property is most easily shown by using
four component notation. We group the constitutive relations (2.7) in the constitutive
relation1
G˜µν = 2
∂L(F )
∂Fµν
; (2.8)
1a practical convention is to define
∂Fρσ
∂Fµν
= δµρ δ
ν
σ rather than
∂Fρσ
∂Fµν
= δµρ δ
ν
σ − δνρδµσ . This explains the
factor 2 in (2.8).
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we also define Gµν = −12ǫµνρσG˜ρσ, so that G˜µν = 12ǫµνρσGρσ (ǫ0123 = −ǫ0123 = 1). If
we consider the field strength Fµν as a function of a (locally defined) gauge potential
Aµ, then equations (2.2) and (2.3) are respectively the Bianchi identities for Fµν =
∂µAν − ∂νAµ and the equations of motion for L(F (A)),
∂µF˜
µν = 0 , (2.9)
∂µG˜
µν = 0 . (2.10)
In our treatment of duality rotations we study the symmetries of the equations (2.9),
(2.10) and (2.8). The lagrangian L(F ) is always a function of the field strength F ; it is
not seen as a function of the gauge potential Aµ; accordingly the Bianchi identities for
F are considered part of the equations of motions for F .
Finally we consider an action S =
∫L d4x with lagrangian density L = L(F ) that
depends on F but not on its partial derivatives; it also depends on a spacetime metric
gµν that we generally omit writing explicitly
2, and on at least one dimensionful constant
in order to allow for nonlinearity in the constitutive relations (2.8) (i.e. (2.5)). We set
this dimensionful constant to 1.
The duality rotations (2.6) read(
F ′
G′
)
=
(
A B
C D
)(
F
G
)
. (2.11)
Since by construction equations (2.9) and (2.10) are invariant under (2.11), these duality
rotations are a symmetry of the system of equations (2.9), (2.10), (2.8) (or (2.2), (2.3),
(2.5)), iff on shell the constitutive relations are invariant in form, i.e., iff the functional
dependence of G˜′ from F ′ is the same as that of G˜ from F , i.e. iff
G˜′µν = 2
∂L(F ′)
∂F ′µν
, (2.12)
where F ′µν and G
′
µν are given in (2.11). This is the condition that constrains the la-
grangian L(F ) and the rotation parameters in (2.11). This condition has to hold on
shell of (2.8)-(2.10); however (2.12) is not a differential equation and therefore has to
hold just using (2.8), i.e., off shell of (2.9) and (2.10) (indeed if it holds for constant
field strengths F then it holds for any F ).
2Notice that (2.9), (2.10) are also the equation of motions in the presence of a nontrivial met-
ric. Indeed S =
∫L d4x = ∫L√gd4x. The equation of motions are ∂µ(√g F ∗µν) = ∂µF˜µν =
0 , ∂µ(
√
g G∗µν) = ∂µG˜
µν = 0 , where the Hodge dual of a two form Ωµν is defined by Ω
∗
µν ≡
1
2
√
g ǫµνρσΩ
ρσ .
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In order to study the duality symmetry condition (2.12) let
(
A B
C D
)
=
(
1 0
0 1
)
+ǫ
(
a b
c d
)
+. . .,
and consider infinitesimal GL(2,R) rotations G→ G+ ǫ∆G, F → F + ǫ∆F ,
∆
(
F
G
)
=
(
a b
c d
)(
F
G
)
, (2.13)
so that the duality condition reads
G˜ +∆G˜ = 2
∂L(F +∆F )
∂(F +∆F)
. (2.14)
The right hand side simplifies to3
∂L(F +∆F )
∂(F +∆F)
=
∂L(F +∆F )
∂F
∂F
∂(F +∆F)
=
∂L(F +∆F )
∂F
− ∂L(F )
∂F
∂(∆F)
∂F
then, using (2.13) and (2.8), condition (2.14) reads
cF˜ + dG˜ = 2
∂(L(F +∆F )− L(F ))
∂F
− 2a∂L(F )
∂F
− bG˜ δG
∂F
. (2.15)
In order to further simplify this expression we write 2F˜ = ∂
∂F
FF˜ and we factorize out
the partial derivative ∂
∂F
. We thus arrive at the equivalent condition
L(F +∆F )−L(F )− c
4
FF˜ − b
4
GG˜ = (a + d)(L(F )−LF=0) . (2.16)
The constant term (a + d)LF=0, nonvanishing for example in D-brane lagrangians, is
obtained by observing that when F = 0 also G = 0.
Next use L(F + ∆F ) − L(F ) = ∂L(F )
∂F
∆F = 1
2
aFG˜ + 1
2
bGG˜ in order to rewrite
expression (2.16) as
b
4
GG˜ − c
4
FF˜ = (a+ d)(L(F )− LF=0)− a
2
FG˜ . (2.17)
If we require the nonlinear lagrangian L(F ) to reduce to the usual Maxwell lagrangian
in the weak field limit, F 4 << F 2, i.e., L(F ) = LF=0 − 1/4
∫
FFd4x + O(F 4), then
G˜ = −F +O(F 3), and we obtain the constraint (recall that ˜˜G = −G)
b = −c , a = d ,
3here and in the following we suppress the spacetime indices so that for example FG˜ = FµνG˜
µν ;
notice that FG˜ = F˜G, ˜˜F = −F , and F˜ G˜ = −FG where FG = FµνGµν .
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the duality group can be at most SO(2) rotations times dilatations. Condition (2.17)
becomes
b
4
(
GG˜ + FF˜
)
= 2a
(
L(F )− LF=0 − 1
2
F
∂L
∂F
)
. (2.18)
The vanishing of the right hand side holds only if either L(F ) − LF=0 is quadratic
in F (usual electromagnetism) or a = 0. We are interested in nonlinear theories; by
definition in a nonlinear theory L(F ) is not quadratic in F . This shows that dilatations
alone cannot be a duality symmetry. If we require the duality group to contain at least
SO(2) rotations then
GG˜ + FF˜ = 0 , (2.19)
and SO(2) is the maximal duality group. Relation (2.18) is nontrivially satisfied iff
a = d = 0 ,
and (2.19) hold.
In conclusion equation (2.19) is a necessary and sufficient condition for a nonlinear
electromagnetic theory to be symmetric under SO(2) duality rotations, and SO(2) ⊂
GL(2,R) is the maximal connected Lie group of duality rotations of pure nonlinear
electromagnetism4.
This conclusion still holds if we consider a nonlinear lagrangian L(F ) that in the
weak field limit F 4 << F 2 (up to an overall normalization factor) reduces to the most
general linear lagrangian
L(F ) = LF=0 − 1
4
FF +
1
4
θF F˜ +O(F 4) .
In this case G = F˜ +θF +O(F 3). We substitute in (2.17) and obtain the two conditions
(the coefficients of the scalar F 2 and of the speudoscalar FF˜ have to vanish separately)
c = −b(1 + θ2) , d− a = 2θb . (2.20)
The most general infinitesimal duality transformation is therefore(
a b
−b(1 + θ2) a+ 2θb
)
=
(
a+ θb 0
0 a+ θb
)
+Θ
(
0 b
−b 0
)
Θ−1 (2.21)
4This symmetry cannot even extend to O(2) because already in the case of usual electromagnetism
the finite rotation
(
−1 0
0 1
)
does not satisfy the duality condition (2.12). It is instructive to see the
obstruction at the hamiltonian level. The hamitonian itself is invariant under D → D, B → −B, but
this transformation is not a canonical transformation: the Poisson bracket (2.33) is not invariant.
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where Θ =
(
1 0
θ 1
)
. We have dilatations and SO(2) rotations, they act on the vector(
F
G
)
via the conjugate representation given by the matrix Θ. Let’s now remove the
weak field limit assumtion F 4 << F 2. We proceed as before. ¿From (2.12) (or from
(2.17)) we immediately obtain that dilatations alone are not a duality symmetry of the
nonlinear equations of motion. Then if SO(2) rotations are a duality symmetry we have
that they are the maximal duality symmetry group. This happens if
GG˜+ (1 + θ)2FF˜ = 2θF G˜ . (2.22)
Finally we note that the necessary and sufficient conditions for SO(2) duality rota-
tions (2.22) (or (2.19)) can be equivalently expressed as invariance of
L(F )− 1
4
FG˜ . (2.23)
Proof: the variation of expression (2.23) under F → F +∆F is given by L(F +∆F )−
L(F )− 1
4
∆F G˜− 1
4
F∆G˜ . Use of (2.16) with a + d = 0 (no dilatation) shows that this
variation vanishes.
2.2 Legendre Transformations
In the literature on gauge theories of abelian p-form potentials, the term duality transfor-
mation denotes a different transformation from the one we have introduced, a Legendre
transformation, that is not a symmetry transformation. In this section we relate these
two different notions, see [15] for further applications and examples.
Consider a theory of nonlinear electrodynamics (p = 1) with lagrangian L(F ). The
equations of motion and the Bianchi identity for F can be derived from the Lagrangian
L(F, FD) defined by
L(F, FD) = L(F )− 1
2
FF˜D , FD
µν = ∂µAD
ν − ∂νADµ , (2.24)
where F is now an unconstrained antisymmetric tensor field, AD a Lagrange multiplier
field and FD its electromagnetic field. [Hint: varying with respect to AD gives the
Bianchi identity for F , varying with respect to F gives Gµν = FD
µν that is equivalent
to the initial equations of motion ∂µG˜
µν = 0 because FD
µν = ∂µAD
ν − ∂νADµ (Poincare´
lemma)].
Given the lagrangian (2.24) one can also first consider the equation of motion for F ,
G(F ) = FD , (2.25)
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that is solved by expressing F as a function of the dual field strength, F = F (FD). Then
inserting this solution into L(F, FD), one gets the dual model
LD(FD) ≡ L(F (FD))− 1
2
F (FD) · F˜D . (2.26)
Solutions of the (2.26) equations of motion are, tothether with (2.25), solutions of the
(2.24) equations of motion. Therefore solutions to the (2.26) equations of motion are
via (2.25) in 1-1 correspondence with solutions of the L(F ) equations of motion.
One can always perform a Legendre transformation and describe the physical system
with the new dynamical variables AD and the new lagrangian LD rather than A and L.
The relation with the duality rotation symmetry (self-duality) of the previous section
is that if the system admits duality rotations then the solution FD of the LD equations
of motion is also a solution of the L equations of motion, we have a symmetry because
the dual field FD is a solution of the original system. This is the case because for any
solution L of the self-duality equation, its Legendre transform LD satisfies:
LD(F ) = L(F ) . (2.27)
This follows from considering a finite SO(2) duality rotation with angle π/2. Then
F → F ′ = G(F ) = FD, and invariance of (2.23), i.e. L(F ′) − 14F ′G˜′ = L(F ) − 14FG˜ ,
implies LD(FD) = L(FD), i.e., (2.27).
In summary, a Legendre transformation is a duality rotation only if the symmetry
condition (2.8) is met. If the self-duality condition (2.8) does not hold, a Legendre
transformation leads to a dual formulation of the theory in terms of a dual Lagrangian
LD, not to a symmetry of the theory.
2.3 Hamiltonian theory
The symmetric energy monentum tensor of a nonlinear theory of electromagnetism (ob-
tained via Belinfante procedure or by varying with respect to the metric) is given by5
T µν = G˜
µλFνλ + ∂
µ
νL . (2.28)
The equations of motion (2.10) and (2.9) imply its conservation, ∂µT
µ
ν = 0. Invariance
of the energy momentum tensor under duality rotations is easily proven by observing
that for a generic antisymmetric tensor Fµν
F˜ µλFνλ = −1
4
∂µλF˜
ρσFρσ , (2.29)
5symmetry of T µν follows immediately by observing that the tensor structure of G˜µν implies G˜µν =
fs(F )F
µν + fp(F )F˜
µν with scalars fs(F ) and fp(F ) depending on F , the metric η = diag(−1, 1, 1, 1)
and the completely antisymmetric tensor density ǫµνρσ. (Actually, if the lagrangian is parity even, fs
is a scalar function while fp is a pseudoscalar function).
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and then by recalling the duality symmetry condition (2.19).
In particular the hamiltonian
H = T 00 = D ·E − L (2.30)
of a theory that has duality rotation symmetry is invariant.
In the hamiltonian formalism duality rotations are canonical transformations, since
they leave the hamiltonian invariant they are usual symmetry transformations. We
briefly describe the hamiltonian formalism of (nonlinear) electromagnetism by avoiding
to introduce the vector potential Aµ; this is appropriate since duality rotations are
formulated independently from the notion of vector potential. Maxwell equations (2.2),
(2.3) and the expression of the hamiltonian suggest to consider B andD as the analogue
of canonical coordinates and momenta q and p, while E, that enters the lagrangian
togheter with B, is the analogue of q˙.
Recalling the constitutive relations in the lagrangian form (2.7) we obtain that the
hamiltonian H = H(D,B) is just given by the Legendre transformation (2.30). More-
over H = ∂H
∂B
and E = ∂H
∂D
. The equations of motion are
∂tB = −∇× δH
δD
, (2.31)
∂tD = ∇× δH
δB
. (2.32)
The remaning equations ∇ · B = 0, ∇ · D = 0 are constraints that imposed at a
given time are satisfied at any other time. The Poisson bracket between two arbitrary
functionals U , V of the canonical variables is
{U, V } =
∫
∂U
∂D
·
(
∇× ∂V
∂B
)
− ∂V
∂D
·
(
∇× ∂U
∂B
)
d3r , (2.33)
in particular the only nonvanishing parenthesis between the canonical variables B and
D are {Bi(r),Dj(r′)} = ǫijk∂k∂3(r − r′). The equations of motion (2.31) and (2.32)
assume then the canonical form ∂tB = −{B, H} , ∂tD = {D, H} where H =
∫ H d3r
is the hamiltonian (H being the hamiltonian density). We see that H as usual is the
generator of time evolution. The consitency and the hidden Poincare´ invariance of the
present formalism is proven in [55].
In the canonical formalism the generator of duality rotations is the following nonlocal
integral [57], [56]
Λ =
1
8π
∫ ∫
D1 ·(∇×D2) +B1 ·(∇×B2)
|r1 − r2| d
3r1d
3r2 (2.34)
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where the subscripts indicate that the fields are taken at the points r1 and r2. We have
{D,Λ} = B and {B,Λ} = −D .
Finally we remark that it is straighforward to establish duality symmetry in the
hamiltonian formalism. Indeed there are three independent scalar combinations of the
canonical fieldsB andD, they can be taken to be: D2+B2,D2−B2 and (D×B)2. The
last two scalars are duality invariant and therefore any hamiltonian that depends just on
them leads to a theory with duality symmetry. The nontrivial problem in this approach
in now to constrain the hamiltonian so that the theory is Lorentz invariant [58], [57].
The condition is again (2.19) i.e., D ·H = E ·B.
2.4 Born-Infeld lagrangian
A notable example of a lagrangian whose equations of motion are invariant under duality
rotations is given by the Born-Infeld one [1]
LBI = 1−
√
−det(η + F ) (2.35)
= 1−
√
1 +
1
2
F 2 − 1
16
(FF˜ )2 (2.36)
= 1−
√
1−E2 +B2 − (E ·B)2 . (2.37)
In the second line we have simply expanded the 4x4 determinant and espressed the
lagrangian in terms of the only two independent Lorentz invariants associated to the
electromagnetic field: F 2 ≡ FµνF µν , F F˜ ≡ FµνF˜ µν .
The explicit expression of G is
Gµν =
F˜µν +
1
4
FF˜ Fµν√
1 + 1
2
F 2 − 1
16
(FF˜ )2
, (2.38)
and the duality condition (2.19) is readily seen to hold. The hamiltonian is
HBI =
√
1 +D2 +B2 + (D ×B)2 − 1 . (2.39)
Notice that while the E and B variables are constrained by the reality of the square
root in the lagrangian, the hamiltonian variables D,B are unconstrained. By using the
equations of motion and (2.19) it can be explicitly verified that the generator of duality
rotations is time independent, {Λ, H} = 0.
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2.5 Extended duality rotations
The duality symmetry of the equations of motion of nonlinear electromagnetism can be
extended to SL(2,R). We observe that the definition of duality symmetry we used can
be relaxed by allowing the F dependence of G to change by a linear term: G = 2 ∂L
∂F
and
G = 2 ∂L
∂F
+ ϑF togheter with the Bianchi identities for F give equivalent equations of
motions for F . Therefore the transformation(
F ′
G′
)
=
(
1 0
ϑ 1
)(
F
G
)
(2.40)
is a symmetry of any nonlinear electromagnetism. It corresponds to the lagrangian
change L → L + 1
4
ϑF F˜ . This symmetry alone does not act on F , but it is useful if
the nonlinear theory has SO(2) duality symmetry. In this case (2.40) extends duality
symmetry from SO(2) to SL(2,R) (i.e. Sp(2,R)). Notice however that the SL(2,R)
transformed solution, contrary to the SO(2) one, has a different energy and energy
momentum tensor (recall (2.28)). On the other hand, as we show in Section 3.6, if the
constant ϑ is promoted to a dynamical field we have invariance of the energy momentum
tensor under SL(2,R) duality.
3 General theory of duality rotations
We study in full generality the conditions in order to have theories with duality rotation
symmetry. By properly introducing scalar fields (sigma model on coset space) we en-
hance theories with a compact duality group to theories with an extended noncompact
duality group. A Born-Infeld lagrangian with n abelian field strengths and U(n) duality
group (or Sp(2n,R) in the presence of scalars) is constructed.
3.1 General nonlinear theory
We consider a theory of n abelian gauge fields possibly coupled to other bosonic and
fermionic fields that we denote ϕα, (α = 1, ...p). We assume that the U(1) gauge
potentials enter the action S = S[F, ϕ] only trough the field strengths FΛµν (Λ = 1, . . . , n),
and that the action does not depend on partial derivatives of the field strengths. Define
G˜ µνΛ = 2
∂L
∂FΛµν
, i.e,
G˜ µνΛ = 2
δS[F, ϕ]
δFΛµν
; (3.1)
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then the Bianchi identities and the equations of motions for S[F, ϕ] are
∂µF˜
Λµν = 0 , (3.2)
∂µG˜
µν
Λ = 0 , (3.3)
δS[F, ϕ]
δϕα
= 0 . (3.4)
The field theory is described by the system of equations (3.1)-(3.4). Consider the duality
transformations (
F ′
G′
)
=
(
A B
C D
)(
F
G
)
(3.5)
ϕ′α = Ξα(ϕ) (3.6)
where
(
A B
C D
)
is a generic constant L(2n,R) matrix and the ϕα fields transformation in
full detail reads ϕ′α = Ξα(ϕ,
(
A B
C D
)
), with no partial derivative of ϕ appearing in Ξα.
These duality rotations are a symmetry of the system of equations (3.1)-(3.4) iff,
given F , G, and ϕ solution of (3.1)-(3.4) then F ′, G′ and ϕ′, that by construction satisfy
∂µF˜
′Λµν = 0 and ∂µG˜′Λ
µν = 0, satisfy also
G˜′Λ
µν = 2
δS[F ′, ϕ′]
δF ′Λµν
, (3.7)
δS[F ′, ϕ′]
δϕ′α
= 0 . (3.8)
We study these on shell conditions in the case of infinitesimal GL(2n,R) rotations
F → F ′ = F +∆F , G→ G′ = G+∆G ,
∆
(
F
G
)
=
(
a b
c d
)(
F
G
)
, (3.9)
∆ϕα = ξα(ϕ) . (3.10)
The right hand side of (3.7) can be rewritten as
δS[F ′, ϕ′]
δF ′Λ
=
∫
y
δS[F ′, ϕ′]
δFΣ(y)
δFΣ(y)
δF ′Λ
. (3.11)
We now invert the matrix
(
δF ′
δF
δF ′
δϕ
δϕ′
δF
δϕ′
δϕ
)
, recall that F1F˜2 = F˜1F2 and observe that
∫
y
δS[F, ϕ]
δF (y)
b
δG(y)
δFΛ
=
1
4
δ
δFΛ
∫
y
G˜ bG+
1
4
∫
y
G˜(b− bt) δG
δFΛ
.
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We thus obtain
δS[F ′, ϕ′]
δF ′Λ
=
δS[F ′, ϕ′]
δFΛ
−aΣΛ δS[F
′, ϕ′]
δFΣ
− 1
4
δ
δFΛ
∫
y
G˜ bG− 1
4
∫
y
G˜(b− bt) δG
δFΛ
. (3.12)
Since the left hand side of (3.7) is G˜Λ +
1
2
δ
δFΛ
∫
y
F˜ c F + 1
2
(c− ct)ΛΣF˜Σ + 2d ΣΛ δS[F,ϕ]δFΣ , we
rewrite (3.7) as
δ
δFΛ
(
S[F ′, ϕ′]− S[F, ϕ]− 1
4
∫
y
(F˜ c F + G˜ bG)
)
(3.13)
= (at + d) ΣΛ
δ
δFΣ
S[F, ϕ] +
1
4
(c− ct)ΛΣF˜Σ + 1
4
∫
y
G˜(b− bt) δG
δFΛ
.
Since this expression does not contain derivatives of F , the functional variation becomes
just a partial derivative, and (3.13) is equivalent to
∂
∂FΛ
(
L(F ′, ϕ′)− L(F, ϕ)− 1
4
F˜ c F − 1
4
G˜ bG
)
(3.14)
= (at + d) ΣΛ
∂
∂FΣ
L(F, ϕ) + 1
4
(c− ct)ΛΣF˜Σ + 1
4
G˜(b− bt) ∂G
∂FΛ
.
Here L(F, ϕ) is a shorthand notation for a lagrangian that depends on F , ϕα, ∂ϕα and
eventually higher partial derivatives of the fields ϕα, say up to order ℓ. Equation (3.14)
has to hold on shell of (3.1)-(3.4). Since this equation has no partial derivative of F and
at most derivatives of ϕα up to order ℓ, if it holds on shell of (3.1)-(3.4) then it holds
just on shell of (3.1), and of the fermions fields equations, the scalar and vector partial
differential equations being of higher order in derivatives of F or ϕα fields. In particular
if no fermion is present (3.14) holds just on shell of (3.1).
Since the left hand side of (3.14) is a derivative with respect to FΛ so must be the
right hand side. This holds if we consider infinitesimal dilatations, parametrized by
κ
2
∈ R, and infinitesimal Sp(2n,R) transformations
at + d = κ1 , bt = b , ct = c . (3.15)
We can then remove the derivative ∂
∂FΛ
and obtain the equivalent condition
L(F ′, ϕ′)− L(F, ϕ)− κL(F, ϕ)− 1
4
F˜ c F − 1
4
G˜ bG = f(ϕ) (3.16)
where f(ϕ) can contain partial derivatives of ϕ up to the same order as in the lagrangian.
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We now show that f(ϕ) in (3.16) is independent from ϕ. Consider the ϕ-equations
of motion (3.8),
δS[F ′, ϕ′]
δϕ′α
=
∫
y
δS[F ′, ϕ′]
δϕβ(y)
δϕβ(y)
δϕ′α
+
∫
y
δS[F, ϕ]
δF (y)
δF (y)
δϕ′α
=
δS[F ′, ϕ′]
δϕα
− δS[F, ϕ]
δϕβ
∂ξβ
∂ϕα
− 1
4
δ
δϕα
∫
y
G˜ bG
=
δS[F, ϕ]
δϕα
− δS[F, ϕ]
δϕβ
∂ξβ
∂ϕα
+
δ
δϕα
(
S[F ′, ϕ′]− S[F, ϕ]− 1
4
∫
y
G˜ bG
)
where only first order infinitesimals have been retained, and where techniques similar
to those used in the study of (3.11) have been applied. On shell the left hand side has
to vanish; since the first two addends on the right hand side are proportional to the
ϕ-equations of motion, this happens iff on shell
δ
δϕα
(
S[F ′, ϕ′]− S[F, ϕ]− κS[F, ϕ]− 1
4
∫
y
(G˜ bG+ F˜ c F )
)
= 0 . (3.17)
Comparison with (3.16) shows that on shell
δ
δϕα
f(ϕ) = 0 . (3.18)
In this expression no field strength F is present and therefore the equations of motion of
our interacting system are of no use; equation (3.18) holds also off shell and we conclude
that f(ϕ) is ϕ independent, it is just a constant depending on the parameters a, b, c, d
(it usually vanishes). We thus have the condition
L(F ′, ϕ′)−L(F, ϕ)− κL(F, ϕ)− 1
4
F˜ c F − 1
4
G˜ bG = consta,b,c,d (3.19)
If we expand F ′ in terms of F and G, we obtain the equivalent condition
∆ϕL(F, ϕ) = 1
4
F˜ c F − 1
4
G˜ bG+ κL(F, ϕ)− 1
2
G˜ a F + consta,b,c,d (3.20)
where ∆ϕL(F, ϕ) = L(F, ϕ′)−L(F, ϕ).
Equation (3.20), where G˜ µνΛ = 2∂L/∂FΛµν , is a necessary and sufficient condition in
order to have duality symmetry. This condition is on shell of the fermions equations of
motion, in particular if no fermion is present this condition is off shell. In the presence
of fermions, equation (3.20) off shell is a sufficient condition for duality symmetry.
The duality symmetry group is
R
>0 × SL(2n,R) , (3.21)
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the group of dilatations times symplectic transformation; it is the connected Lie group
generated by the Lie algebra (3.15). It is also the maximal group of duality rotations
as the example (or better, the limiting case) studied in the next section shows.
We have considered dynamical fermionic and bosonic fields ϕα. If a subset χr of
these fields is not dynamical the corresponding equations of motion are of the same
order as those defining G, and thus (3.14) and (3.20) hold on shell of all these equations.
Moreover since no ∂χr appears in the lagrangian, the duality transformations for these
fields can include the field strength F , i.e., χr → χ′r = Ξr(F, χ). In this case there is an
extra addend in (3.11). The necessary and sufficient duality condition (3.20) does not
change.
We also notice that condition (3.19) in the absence of dilatations (κ = 0), and for
consta,b,c,d = 0 is equivalent to the invariance of
L − 1
4
F˜G . (3.22)
3.2 The main example and the scalar fields fractional transfor-
mations
Consider the Lagrangian
1
4
N2ΛΣFΛFΣ + 1
4
N1ΛΣFΛF˜Σ + L (φ) (3.23)
where the real symmetric matrices N1(φ) and N2(φ) and the lagrangian L (φ) are just
functions of the bosonic fields φi, i = 1, . . .m, (and their partial derivatives).
Any nonlinear lagrangian in the limit of vanishing fermionic fields and of weak field
strengths F 4 << F 2 reduces to the one in (3.23). A straighforward calculation shows
that this lagrangian has R>0 × SL(2n,R) duality symmetry if the matrices N1 and N2
of the scalar fields transform as
∆N1 = c+ dN1 −N1a−N1 bN1 +N2 bN2 , (3.24)
∆N2 = dN2 −N2a−N1 bN2 −N2 bN1 , (3.25)
and
∆L (φ) = κL (φ) . (3.26)
If we define
N = N1 + iN2 ,
i.e., N1 = ReN , N2 = ImN , the transformations (3.24), (3.25) read
∆N = c+ dN −Na−N bN , (3.27)
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the finite version is the fractional transformation
N ′ = (C +DN ) (A+ BN )−1 . (3.28)
Under (3.28) the imaginary part of N transforms as
N ′2 = (A+BN )−†N2(A+BN )−1 (3.29)
where −† is a shorthand notation for the hermitian conjugate of the inverse matrix.
The kinetic term 1
4
N2ΛΣFΛFΣ is positive definite if the symmetric matrix N2 is
negative definite. In Appendix 7.2 we show that the matrices N = N1 + iN2 with N1
and N2 real and symmetric, and N2 positive definite, are the coset space Sp(2n,R)U(n) .
A scalar lagrangian that satisfies the variation (3.26) can always be constructed using
the geometry of the coset space Sp(2n,R)
U(n)
, see Section 3.4.2.
This example also clarifies the condition (3.15) that we have imposed on theGL(2n,R)
generators. It is a straighfoward calculation to check that the equations (3.2), (3.3) and
G˜ = N2F +N1F˜ (3.30)
have duality symmetry under GL(2n,R) transformations with ∆N given in (3.27). How-
ever it is easy to see that equation (3.14) implies, for the lagrangian (3.23), that condition
(3.15) must hold. The point is that we want the constitutive relations G = G[F, ϕ] to
follow from a lagrangian. Those following from the lagrangian (3.23) are (3.30) with
N1 and N2 necessarily symmetric matrices. Only if the transformed matrices N ′1 and
N ′2 are again symmetric we can have G˜′ = ∂L(F
′,ϕ′)
∂F ′
as in (3.7), (or more generally
G˜′ = ∂L
′(F ′,ϕ′)
∂F ′
). The constraints N ′1 = N ′1t, N ′2 = N ′2t, reduce the duality group to
R>0 × SL(2n,R).
In conclusion equation (3.20) is a necessary and sufficient condition for a theory of n
abelian gauge fields coupled to bosonic matter to be symmetric under R>0× SL(2n,R)
duality rotations, and R>0 × SL(2n,R) is the maximal connected Lie group of duality
rotations.
3.3 A basic example with fermi fields
Consider the Lagrangian with Pauli coupling
L0 = −1
4
FµνF
µν − 1
2
ψ∂/ψ − 1
2
ξ∂/ξ +
1
2
λF µνψσµνξ (3.31)
where σµν = 1
4
[γµ, γν ] and ψ, ξ are two Majorana spinors. We have
G˜µν = 2
∂L0
∂Fµν
= −F µν + λψσµνξ (3.32)
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and the duality condition (3.20) for an infinitesimal U(1) duality rotation
(
0
−b
b
0
)
reads
∆ψL0 +∆ξL0 = − b
4
λF˜ψσξ +
b
4
λ2 ψσµνξ ψσ˜µνξ . (3.33)
It is natural to assume that the kinetic terms of the fermion fields are invariant under
this duality rotation (this is also the case for the scalar lagrangian L (φ) in (3.26)), then
using γ5σ
µν = iσ˜µν we see that the coupling of the fermions with the field strength is
reproduced if the fermions rotate according to
∆ψ =
i
2
bγ5ψ , (3.34)
∆ξ =
i
2
bγ5ξ ; (3.35)
we also see that we have to add to the lagrangian L0 a new interaction term quartic in
the fermion fields. Its coupling is also fixed by duality symmetry to be −λ2/8.
The theory with U(1) duality symmetry is therefore given by the lagrangian [3]
L = −1
4
FµνF
µν − 1
2
ψ∂/ψ − 1
2
ξ∂/ξ +
1
2
λF µνψσµνξ − 1
8
λ2 ψσµνξ ψσ
µνξ . (3.36)
Notice that fermions transform under the double cover of U(1) indeed under a rotation
of angle b = 2π we have ψ → −ψ, ξ → −ξ, this is a typical feature of fermions
transformations under duality rotations, they transform under the double cover of the
maximal compact subgroup of the duality group. This is so because the interaction with
the gauge field is via fermions bilinear terms.
3.4 Compact and noncompact duality rotations
3.4.1 Compact duality rotations
The fractional transformation (3.28) is also characteristic of nonlinear theories. The
subgroup of Sp(2n,R) that leaves invariant a fixed value of the scalar fields N is U(n).
This is easily seen by setting N = −i1 . Then infinitesimally we have relations (3.15)
with κ = 0 and b = −c, a = −at, i.e. we have the antisymmetric matrix(
a b
−b a
)
,
a = −at, b = bt. For finite transformations the Sp(2n,R) relations (7.2) are comple-
mented by
A = D , B = −C . (3.37)
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Thus A−iB is a unitary matrix (see also (7.8)). U(n) is the maximal compact subgroup
of Sp(2n,R), it is the group of orthogonal and symplectic 2n× 2n matrices.
More in general from Section 3.1 we easily conclude that a necessary and sufficient
condition for a theory with just n abelian gauge fields to have U(n) duality symmetry
is (cf. (3.20))
F˜ΛFΣ + G˜ΛGΣ = 0 (3.38)
G˜ΛFΣ − G˜ΣFΛ = 0 (3.39)
for all Λ,Σ. Moreover since any nonlinear lagrangian in the limit of weak field strengths
F 4 << F 2 reduces to the one in (3.23) (with a fixed value of N ), we conclude that U(n)
is the maximal duality group for a theory with only gauge fields.
Condition (3.39) is equivalent to
(FΣ
∂
∂FΛ
− FΛ ∂
∂FΣ
)L = 0 , (3.40)
i.e. to the invariance of the Lagrangian under SO(n) rotations of the n field strengths
FΣ. Condition (3.38) concerns on the other hand the invariance of the equations of mo-
tion under transformation of the electric field strengths into the magnetic field strengths.
In a theory with just n abelian gauge fields the field strengths appear in the La-
grangian only through the Lorentz invariant combinations
αΛΣ ≡ 1
4
FΛFΣ, βΛΣ ≡ 1
4
F˜ΛFΣ, (3.41)
and equation (3.40), tell us that L is a scalar under SO(n) rotations; e.g. L is a sum of
traces, or of products of traces, of monomials in α and β (we implicitly use the metric
δΛΣ in the α and β products).
If we define
Lα ≡ ∂L
∂αt
, Lβ ≡ ∂L
∂βt
, (3.42)
then using the chain rule and the definitions (3.41) we obtain that (3.38) is equivalent
to
LββLβ − LαβLα + LααLβ + LβαLα + β = 0 . (3.43)
If we define
p ≡ −1
2
(α+ iβ) , q ≡ −1
2
(α− iβ) , (3.44)
then (3.43) simplifies and reads
p− Lp pLp = q −Lq qLq . (3.45)
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Condition (3.43) in the case of a single gauge field was considered in [15] togheter
with other equivalent conditions, in particular LuLv = 1, where u = 12(α+ (α2 + β2)
1
2 ),
v = 1
2
(α− (α2 + β2) 12 ), see also [20].
3.4.2 Coupling to scalar fields and noncompact duality rotations
By freezing the values of the scalar fields N we have obtained a theory with only gauge
fields and with U(n) duality symmetry. Vice versa (following [16] that extends to U(n)
the U(1) interacting theory discussed in [14, 15]) we show that given a theory invariant
under U(n) duality rotations it is possible to extend it via n(n+ 1) scalar fields N to a
theory invariant under Sp(2n,R). Let L(F ) be the lagrangian of the theory with U(n)
duality. From (3.19) we see that under a U(n) duality rotation
L(F ′)− L(F ) = −1
4
F˜ b F +
1
4
G˜ bG . (3.46)
In particular L(F ) is invariant under the orthogonal subgroup SO(n) ⊂ U(n) given by
the matrix
(
A
0
0
−At
)
. This is the so-called electric subgroup of the duality rotation group
U(n) because it does not mix the electric fields F with the dual fields G.
Define the new lagrangian
L(F,R,N1) = L(RF ) + 1
4
F˜N1F (3.47)
where R = (RΛΣ)Λ,Σ=1,...n is an arbitrary nondegenerate real matrix and N1 is a real
symmetric matrix. Because of the O(n) symmetry the new lagrangian depends only on
the combination
N2 = −RtR , (3.48)
rather than on R. Thus L(F,R,N1) = L(F,N ) where N = N1 + iN2.
We show that L satisfies the duality condition (3.20),
(∆F +∆R +∆N1)L(F,R,N1) =
1
4
F˜ c F +
1
4
G˜ bG (3.49)
where as always G˜ = 2 ∂L
∂F
, and where N1 transforms as in (3.24) and
∆R = −R(a + bN1) , (3.50)
so that N2 = −RtR transforms as in (3.25). Notice that we could also have chosen the
transformation ∆R = ΛR− R(a+ bN1) with Λ an infinitesimal SO(n) rotation.
We first immediately check (3.49) in the case of the rotation
(
0
c
0
0
)
. Then in the case(
a
0
0
d
)
, where a = −dt. Finally we consider the duality rotation (00b0). It is convenient to
introduce the notation
F = RF , G = 2∂L(F)
∂F . (3.51)
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We observe that L(F) satisfies the U(n) duality conditions (3.38), (3.39) with F → F ,
G→ G. Equation (3.49) holds because of (3.38) and proves Sp(2n,R) duality invariance
of the theory with lagrangian L.
We end this subsection with few comments. We notice that (3.39) is equivalent to
the invariance of the lagrangian under the infinitesimal SO(n) transformation R→ ΛR.
We also observe that under an Sp(2n,R) duality transformation
(
a
c
b
d
)
, the dressed
fields F and G transform via the field dependent rotation ( 0−b′b′0 ) = ( 0−RbRtRbRt0 ),
∆F = RbRt G , (3.52)
∆G = −R bRt F . (3.53)
The geometry underlying the construction of Sp(2n,R) duality invariant theories
from U(n) ones is that of coset spaces. The scalar fields N parametrize the coset space
Sp(2n,R)/U(n) (see proof in ...). We also have
Sp(2n,R)/U(n) = SO(n)\GL+(n)×Rn(n+1)2 where
GL+(n) is the connected component of GL(n) and the equivalence classes [R] = {R′ ∈
GL+(n); R′R−1 = eΛ ∈ SO(n)} parametrize the coset space SO(n)\GL+(n).
The proof of Sp(2n,R) duality symmetry for the theory described by the lagrangian
L holds also if we add to L an Sp(2n,R) invariant lagrangian for the fields N like the
lagrangian L in (3.65). Of course we can also consider initial lagrangians in (3.46)
that depend on matter fields invariant under the U(n) rotation, they will be Sp(2n,R)
invariant in the corresponding lagrangian L. Moreover, by considering an extra scalar
field Φ, we can always extend an Sp(2n,R) duality theory to an R>0 × Sp(2n,R) one.
3.5 Nonlinear sigma models on G/H
In this section we briefly consider the geometry of coset spaces G/H . This is the
geometry underlying the scalar fields and needed to formulate their dynamics [59, 60].
We study in particular the case G = Sp(2n.R), H = U(n) [6] and give a kinetic term
for the scalar fields N .
The geometry of the coset space G/H is conveniently described in terms of coset
representatives, local sections L of the bundle G → G/H . A point φ in G/H is an
equivalence class gH = {g˜ | g−1g˜ ∈ H}. We denote by φi (i = 1, 2 . . .m) its coordinates
(the scalar fields of the theory). The left action of G on G/H is inherited from that of
G on G, it is given by gH 7→ g′gH , that we rewrite φ 7→ g′φ = φ′. Concerning the coset
representatives we then have
g′L(φ) = L(φ′)h , (3.54)
because both the left and the right hand side are representatives of φ′. The geometry of
G/H and the corresponding physics can be constructed in terms of coset representatives.
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Of course the construction must be insensitive to the particular representative choice,
we have a gauge symmetry with gauge group H .
When H is compact the Lie algebra of G splits in the direct sum G = H+K, where
[H,H] ⊂ H , [K,K] ⊂ H+K , [H,K] ⊂ K . (3.55)
The last expression defines the coset space representation of H. The representations of
the compact Lie algebra H are equivalent to unitary ones, and therefore there exists a
basis (Hα, Ka), where [Hα, Ka] = C
b
αaKb with Cα = (C
b
αa)a,b=1,...m=dimG/H antihermitian
matrices. Since the coset representation is a real representation then these matrices Cα
belong to the Lie algebra of SO(m).
Given a coset representative L(φ), the pull back on G/H of the G Lie algebra left
invariant 1-form Γ = L−1dL is decomposed as
Γ = L−1dL = P a(φ)Ka + ωα(φ)Hα .
Γ and therefore P = P a(φ)Ka and ω = ω
α(φ)Hα are invariant under diffeomorphisms
generated by the left G action. Under the local right H action of an element h(φ) (or
under change of coset representative L′(φ) = L(φ)h(φ)) we have
P → h−1Ph , ω → h−1ωh+ h−1dh . (3.56)
The 1-forms P a(φ) = P a(φ)idφ
i are therefore vielbain on G/H transforming in the
fundamental of SO(m), while ω = ω(φ)idφ
i is an H-valued connection 1-form on G/H .
We can then define the covariant derivative ∇P a = [P, ω]a = P b ⊗−Caαbωα.
There is a natural metric on G/H ,
g = δabP
a ⊗ P b , (3.57)
(this definition is well given because we have shown that the coset representation is
via infiniesimal SO(m) rotations). It is easy to see that the connection ∇ is metric
compatible, ∇g = 0.
If the coset is furthermore a symmetric coset we have
[K,K] ⊂ H ,
then the identity dΓ+Γ∧ Γ = 0, that is (the pull-back on G/H of) the Maurer-Cartan
equation, in terms of P and ω reads
R + P ∧ P = 0 , (3.58)
dP + P ∧ ω + ω ∧ P = 0 . (3.59)
This last relation shows that ω is torsionfree. Since it is metric compatible it is therefore
the Riemannian connection on G/H . Equation (3.58) then relates the Riemannian
curvature to the square of the vielbeins.
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By using the connection ω and the vierbein P we can construct couplings and actions
invariant under the rigid G and the local H transformations, i.e. sigma models on the
coset space G/H .
For example a kinetic term for the scalar fields, which are maps from spacetime
to G/H , is given by pulling back to spacetime the invariant metric (3.57) and then
contracting it with the spacetime metric
Lkin(φ) =
1
2
P aµP
µ
a =
1
2
P ai∂µφ
iPaj∂
µφj . (3.60)
By construction the lagrangian Lkin(φ) is invariant under G and local H transforma-
tions; it depends only on the coordinates of the coset space G/H .
3.5.1 The case G = Sp(2n,R), H = U(n)
A kinetic term for the Sp(2n,R)
U(n)
valued scalar fields is given by (3.60). This lagrangian
is invariant under Sp(2n,R) and therefore satisfies the duality condition (3.26) with
G = Sp(2n,R) and κ = 0. We can also write
Lkin(φ) =
1
2
P aµP
µ
a =
1
2
Tr(PµP
µ) ; (3.61)
where in the last passage we have considered generators Ka so that Tr(KaKb) = δab
(this is doable since U(n) is the maximal compact subgroup of Sp(2n,R)).
We now recall the representation of the group Sp(2n.R) and of the associated coset
Sp(2n,R)
U(n)
in the complex basis discussed in the appendix (and frequently used in the later
sections) and we give a more explicit expression for the lagrangian (3.61).
Rather than using the symplectic matrix S =
(
A
C
B
D
)
of the fundamental representation
of Sp(2n,R), we consider the conjugate matrix A−1SA where A = 1√
2
(
1
−i1
1
i1
)
. In this
complex basis the subgroup U(n) ⊂ Sp(2n,R) is simply given by the block diagonal
matrices
(
u
0
0
u¯
)
. We also define the n× 2n matrix(
f
h
)
=
1√
2
(
A− iB
C − iD
)
(3.62)
and the matrix
V =
(
f f¯
h h¯
)
=
(
A B
C D
)
A . (3.63)
Then (cf. (7.9), (7.10)),
V −1dV =
(
i(f †dh− h†df) i(f †dh¯− h†df¯)
−i(f tdh− htdf) −i(f tdh¯− htdf¯)
)
≡
(
ω P¯
P ω¯
)
, (3.64)
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where in the last passage we have defined the n× n sub-blocks ω and P corresponding
to the U(n) connection and the vielbein of Sp(2n,R)/U(n) in the complex basis, (with
slight abuse of notation we use the same letter ω in this basis too).
We finally obtain the explicit expression
Lkin(φ) = Tr(P¯µPµ) = 1
4
Tr(N−12 ∂µN N−12 ∂µN ) (3.65)
where P = Pµdxµ = Pi∂µφidxµ, N = N1 − iN2 and N = N1 + iN2 = ReN + iImN .
The matrix of scalars N parametrizes the coset space Sp(2n,R)/U(n) (see Appendix
7.2); in terms of the f and h matrices it is given by (cf. (7.19))
N = fh−1 , N−12 = −2ff † . (3.66)
Under the symplectic rotation
(
A
C
B
D
)→ (A′C′B′D′)(ACBD) the matrix N changes via the frac-
tional transformation N → (C ′ +D′N ) (A′ +B′N )−1, (cf. (3.28)).
Another proof of the invariance of the kinetic term (3.65) under the Sp(2n,R) follows
by observing that (3.65) is obtained from the pullback to the spacetime manifold of the
metric associated to the Sp(2n,R)
U(n)
Ka¨hler form Tr(N−12 dN N−12 dN ) (here d = ∂ + ∂ is
the exterior derivative). This metric is obtained from the Ka¨hler potential
K = −4Tr log i(N −N ) . (3.67)
Under the action of Sp(2n,R), N and N −N change as in (3.28), (3.29) and the Ka¨hler
potential changes by a Ka¨hler transformation, thus showing the invariance of the metric.
3.4.2 The case G = R>0 × Sp(2n,R), H = U(n)
In this case the duality rotation matrix
(
a
c
b
d
)
belongs to the Lie algebra of R>0×Sp(2n,R),
as defined in (3.15). In particular infinitesimal dilatations are given by the matrix κ
2
(
1
0
0
1
)
.
The coset space is
R>0 × Sp(2n,R)
U(n)
= R>0×Sp(2n,R)
U(n)
, (3.68)
there is no action of U(n) on R>0. We consider a real positive scalar field Φ = eσ
invariant under Sp(2n,R) transformations. The fields Φ and N parametrize the coset
space (3.68).
Let’s first consider the main example of Section 3.2. The duality symmetry conditions
for the lagrangian (3.23) are (3.24)-(3.26). ¿From equations (3.24),(3.25) (that hold for(
a
c
b
d
)
in the Lie algebra of R>0 × Sp(2n,R)) we see that the fields N , and henceforth
the lagrangian Lkin(φ), are invariant under the R
>0 action. It follows that the scalar
lagrangian
Φ2Lkin(φ) + ∂µΦ∂
µΦ (3.69)
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satisfies the duality condition (3.26). This shows that the lagrangian (3.23) with the
scalar kinetic term given by (3.69) has R>0×Sp(2n,R) duality symmetry. We see that in
the lagrangian (3.23) the scalar Φ does not couple to the field strenght F . The coupling
of Φ to F is however present in lagrangians where higher powers of F are present.
More in general expression (3.69) is a scalar kinetic term for lagrangians that satisfy
the R>0 × Sp(2n,R) duality condition (3.20).
3.6 Invariance of energy momentum tensor
Duality rotation symmetry is a symmetry of the equations of motion that does not leave
invariant the lagrangian. The total change ∆L ≡ L(F ′, ϕ′)− L(F, ϕ) of the lagrangian
is given in equation (3.19). Even if κ = 0 this variation is not a total derivative because
F and G are the curl of vector potentials AF and AG only on shell.
We show however that the variation of the action with respect to a duality rotation
invariant parameter λ is invariant under Sp(2n,R) rotations if the duality rotation (3.10)
of the ϕ fields is λ independent.
Consider the λ-variation of ∆S[F, ϕ] ≡ S[F ′, ϕ′]− S[F, ϕ] = ∫
y
∂L
∂F
∆F +∆ϕS,
δ
δλ
∆S =
∫
y
δ
δλ
(
∂L
∂F
) ∆F +
∫
y
∂L
∂F
δ
δλ
(∆F ) +
δ
δλ
(∆ϕS)
=
∫
y
∂
∂F
(
δL
δλ
) ∆F +
1
2
∫
y
G˜
δ
δλ
(∆F ) + ∆ϕ(
δS
δλ
)
= ∆(
δS
δλ
) +
1
4
δ
δλ
∫
y
G˜ bG (3.70)
where in the second line we used that δ
δλ
∆ϕ = 0. Thus ∆( δS
δλ
) = δ
δλ
(∆S − 1
4
∫
y
G˜ bG)
and therefore from (3.19) we have,
∆(
δS
δλ
) = κ
δS
δλ
(3.71)
thus showing invariance of δS
δλ
under Sp(2n,R) rotations (κ = 0 rotations).
An important case is when λ is the metric gµν , this is invariant under duality rota-
tions. This shows that the energy momentum tensor δS
δgµν
is invariant under Sp(2n,R)
duality rotations.
Another instance is when λ is the dimensional parameter typically present in a
nonlinear theory. Provided the matter fields are properly rescaled ϕ→ ϕˆ = λsϕ, so that
they become adimensional and therefore their transformation ∆ϕˆ, usually nonlinear,
does not explicitly involve λ, then δS
δλ
is invariant, where it is understood that ∂ϕˆ
∂λ
= 0.
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For the action of the Born-Infeld theory coupled to the axion and dilaton fields,
L = 1
λ
(
1−
√
1− 1
2
λN2F 2 − 116λ2N2(FF˜ )2
)
we obtain the invariant ∂L
∂λ
= − 1
λ
(L− 1
4
FG˜);
we already found this invariant in (3.22).
3.7 Generalized Born Infeld theory
In this section we present the Born-Infeld theory with n abelian gauge fields coupled to
n(n + 1)/2 scalar fields N and show that is has an Sp(2n,R) duality symmetry. If we
freeze the scalar fields N to the value N = −i1 then the lagrangian has U(n) duality
symmetry and reads
L = Tr[1 − Sα,β
√
1 + 2α− β2] , (3.72)
where as defined in (3.41), the componets of the n × n matrices α and β are αΛΣ =
1
4
FΛFΣ, βΛΣ = 1
4
F˜ΛFΣ. The square root is to be understood in terms of its power
series expansion, and the operator Sα,β acts by symmetrizing each monomial in the α
and β matrices. A world (monomial) in the letters α and β is symmetrized by averaging
over all permutations of its letters. The normalization of Sα,β is such that if α and β
commute then Sα,β acts as the identity. Therefore in the case of just one abelian gauge
field (3.72) reduces to the usual Born-Infeld lagrangian.
The Sp(2n,R) Born-Infeld lagrangian is obtained by coupling the lagrangian (3.72)
to the scalar fieldsN as described in Subsection 3.4.2 and explicitly considered in (3.109).
Following [18] we prove the duality symmetry of the Born-Infeld theory (3.72) by
first showing that a Born-Infeld theory with n complex abelian gauge fields written in
an auxiliary field formulation has U(n, n) duality symmetry. We then eliminate the
auxiliary fields by proving a remarkable property of solutions of matrix equations [19].
Then we can consider real fields.
3.7.1 Duality rotations with complex field strengths
¿From the general study of duality rotations we know that a theory with 2n real fields
FΛ1 and F
Λ
2 (Λ = 1, . . . n) has at most Sp(4n,R) duality if we consider duality rotations
that leave invariant the energy-momentum tensor (and in particular the hamiltonian).
We now consider the complex fields
FΛ = FΛ1 + iF
Λ
2 , F¯
Λ = FΛ1 − iFΛ2 , (3.73)
the corresponding dual fields
G =
1
2
(G1 + iG2) , G¯ =
1
2
(G1 − iG2) , (3.74)
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and restrict the Sp(4n,R) duality group to the subgroup of holomorphic transformations,
∆
(
F
G
)
=
(
a b
c d
)(
F
G
)
(3.75)
∆
(
F¯
G¯
)
=
(
a¯ b¯
c¯ d¯
)(
F¯
G¯
)
. (3.76)
This requirement singles out those matrices, acting on the vector

F1
F2
G1
G2
, that belong
to the Lie algebra of Sp(4n,R) and have the form A
( a 0
0 a¯
)A−1 1
2
A( b 0
0 b¯
)A−1
2A( c 0
0 c¯
)A−1 A( d 0
0 d¯
)A−1
 (3.77)
where A = 1√
2
(
1
−i1
1
i1
)
. The matrix (3.77) belongs to Sp(4n,R) iff the n × n complex
matrices a, b, c, d satisfy
a
† = −a , b† = b , c† = c . (3.78)
Matrices
(
a b
c d
)
, that satisfy (3.78), define the Lie algebra of the real form U(n, n). The
group U(n, n) is here the subgroup of GL(2n,C) caracterized by the relations6
M †
(
0 −1
1 0
)
M =
(
0 −1
1 0
)
. (3.79)
One can check that (3.79) implies the following relations for the block components of
M =
(
A B
C D
)
,
C
†
A = A†C , B†D = D†B , D†A− B†C = 1 . (3.80)
The Lie algebra relations (3.78) can be obtained from the Lie group relations (3.80) by
writing
(
A
B
C
D
)
=
(
1
0
0
1
)
+ ǫ
(
a
c
b
d
)
with ǫ infinitesimal. Equation (3.77) gives the embedding
of U(n, n) in Sp(4n,R).
The theory of holomorphic duality rotations can be seen as a special case of that of
real duality rotations, but (as complex geometry versus real geometry) it deserves also
an independent formulation based on the holomorphic variables
(
F
G
)
and maps
(
a b
c d
)
.
6In Appendix 7.1 we define U(n, n) as the group of complex matrices that satisfy the condition
U †
(
1
0
0
−1
)
U =
(
1
0
0
−1
)
. The similarity transformation between these two definitions is M = AUA−1.
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The dual fields in (3.74), or rather the Hodge dual of the dual field strength, G˜ µνΛ =
1
2
εµνρσG
ρσ
Λ , is equivalently defined via
G˜ µνΛ ≡ 2
∂L
∂F¯Λµν
, ˜¯G µνΛ ≡ 2
∂L
∂FΛµν
. (3.81)
Repeating the passages of Section 3.1 we have that the Bianchi identities and equations
of motion ∂µF˜
Λµν = 0 , ∂µG˜
µν
Λ = 0 ,
δS[F,F¯ ,ϕ]
δϕα
= 0 transform covariantly under the
holomorphic infinitesimal transformations (3.75) if the lagrangian satisfies the condition
(cf. (3.19))
L(F +∆F, F¯ +∆F¯ , ϕ+∆ϕ)− L(F, F¯ , ϕ)− 1
2
F˜ c F¯ − 1
2
G˜ b G¯ = consta,b,c,d (3.82)
Of course we can also consider dilatations κ 6= 0, then in the left hand side of (3.82) we
have to add the term −κL(F, F¯ , ϕ).
The maximal compact subgroup of U(n, n) is U(n) × U(n) and is obtained by re-
quiring (3.80) and
A = D , B = −C .
The corresponding infinitesimal relations are (3.78) and a = d , b = −c .
The coset space U(n,n)
U(n)×U(n) is the space of all negative definite hermitian matrices
M of U(n, n), see for example [18] (the proof is similar to that for Sp(2n,R)/U(n) in
Appendix 7.2). All these matrices are for example of the form M = −g†−1g−1 with
g ∈ U(n, n). These matrices can be factorized as
M =
(
1 −N1
0 1
)(N2 0
0 N−12
)(
1 0
−N †1 1
)
=
(N2 +N1N−12 N †1 −N1N−12
−N−12 N †1 N−12
)
= −i
(
0 −1
1 0
)
+
(N ImN−1N † −N ImN−1
−ImN−1N † ImN−1
)
= −i
(
0 −1
1 0
)
+
( N 0
−1 0
)(N2 0
0 N−12
)(N † −1
0 0
)
(3.83)
where N1 is hermitian, N2 is hermitian and negative definite, and
N ≡ N1 + iN2 . (3.84)
Since any complex matrix can always be decomposed into hermitian matrices as in
(3.84), the only requirement on N is that N2 is negative definite.
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The left action of U(n, n) on itself g → ( A BC D )g, induces the action on the coset space
M→ ( D −C−B A )M ( D −C−B A )† becauseM = −g†−1g−1. Expression (3.83) then immediately
gives the action of U(n, n) on the parametrization N of the coset space,
N → N ′ = (C+ DN ) (A+ BN )−1 , (3.85)
N2 → N ′2 = (A+ BN )−†N2(A+ BN )−1 . (3.86)
As in Section 3.4, given a theory depending on n complex fields FΛ and invariant
under the maximal compact duality group U(n) × U(n) it is possible to extend it via
the complex scalar fields N , to a theory invariant under U(n, n). The new lagrangian is
L(F,R,N1) = L(RF ) + 1
2
F˜N1F¯ (3.87)
where R = (RΛΣ)Λ,Σ=1,...n is now an arbitrary nondegenerate complex matrix. Because
of the U(n) maximal compact electric subgroup this new lagrangian depends only on
the combination
N2 = −R†R , (3.88)
rather than on R. Thus L(F,R,N1) = L(F,N ) where N = N1+ iN2. A transformation
for R compatible with (3.85) is
R′ = R(A+ BN )−1, (3.89)
whose infinitesimal transformation is ∆R = −R(a + bN ) .
Conversely, if we are given a Lagrangian L with equations of motion invariant under
U(n, n) we can obtain a theory without the scalar field N by setting N = −i1 . Then
the duality group is broken to the stability group of N = −i1 which is U(n) × U(n),
the maximal compact subgroup.
Similarly to Section 3.4.1 we define the Lorentz invariant combinations
αab ≡ 1
2
F aF¯ b, βab ≡ 1
2
F˜ aF¯ b. (3.90)
If we consider lagrangians L(F, F¯ ) that depend only on gauge fields and only through
sum of traces (or of products of traces) of monomials in α and β, then the necessary
and sufficient condition for U(n) × U(n) holomorphic duality symmetry is still (3.43),
where now α and β are as in (3.90).
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3.7.2 Born-Infeld with auxiliary fields
A lagrangian that satisfies condition (3.82) is
L = ReTr [ i(N − λ)χ− i
2
λχ†N2χ− iλ(α + iβ) ] , (3.91)
The auxiliary fields χ and λ and the scalar field N are n dimensional complex matrices.
We can also add to the lagrangian a duality invariant kinetic term for the scalar field
N , (cf (3.65))
Tr(N−12 ∂µN † N−12 ∂µN ) . (3.92)
In order to prove the duality of (3.91) we first note that the last term in the La-
grangian can be written as
−ReTr [ iλ(α + iβ) ] = −Tr(λ2α + λ1β) .
If the field λ transforms by fractional transformation and λ1, λ2 and the gauge fields
are real this is the U(1)n Maxwell action (3.23), with the gauge fields interacting with
the scalar field λ. This term by itself has the correct transformation properties under
the duality group. Similarly for hermitian α, β, λ1 and λ2 this term by itself satisfies
equation (3.82). It follows that the rest of the Lagrangian must be duality invariant.
The duality transformations of the scalar and auxiliary fields are7
λ′ = (C+ Dλ) (A+ Bλ)−1 , (3.93)
χ′ = (A+ BN )χ(A+ Bλ†)† , (3.94)
and (3.85). Invariance of Tr[i(N − λ)χ] is easily proven by using (3.80) and by rewrit-
ing (3.93) as
λ′ = (A+ Bλ†)−† (C+ Dλ†)† . (3.95)
Invariance of the remaining term which we write as ReTr [− i
2
λχ†N2χ] = Tr [12λ2χ†N2χ] ,
is straightforward by using (3.86) and the following transformation obtained from (3.95),
λ′2 = (A+ Bλ
†)−†λ2(A+ Bλ†)−1 . (3.96)
3.7.3 Elimination of the Auxiliary Fields
The equation of motion obtained by varying λ gives an equation for χ,
χ+
1
2
χ†N2χ + α+ iβ = 0 , (3.97)
7In [18] we use different notations: N → S†, λ→ λ†, χ→ χ†,
(
A B
C D
)
→
(
D C
B A
)
.
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using this equation in the Lagrangian (3.91) we obtain
L = ReTr (iNχ) (3.98)
= ReTr (−N2χ) + Tr (N1β) , (3.99)
where χ is now a function of α, β and N2 that solves (3.97). In the second line we
observed that the anti-hermitian part of (3.97) implies χ2 = −β.
In this subsection we give the explicit expression of L in terms of α, β and N .
First notice that (3.97) can be simplified with the following field redefinitions
χ̂ = RχR† ,
α̂ = RαR† , (3.100)
β̂ = RβR† ,
where, as in (3.88), R†R = −N2. The equation of motion for χ is then equivalent to
χ̂− 1
2
χ̂†χ̂+ α̂− iβ̂ = 0 . (3.101)
The anti-hermitian part of (3.101) implies χ̂2 = −β̂ , thus χ̂† = χ̂ − 2iβ. This can be
used to eliminate χ̂† from (3.101) and obtain a quadratic equation for χ̂. If we define
Q = 1
2
χ̂ this equation reads
Q = q + (p− q)Q +Q2, (3.102)
where
p ≡ −1
2
(α+ iβ) , q ≡ −1
2
(α− iβ) .
The lagrangian is then
L = 2ReTrQ+ Tr (N1β) . (3.103)
If the degree of the matrices is one, we can solve for Q in the quadratic equation (3.102).
Apart from the fact that the gauge fields are complex, the result is the Born-Infeld
Lagrangian coupled to the dilaton and axion fields N ,
L = 1−
√
1− 2N2α +N22β2 +N1β . (3.104)
For matrices of higher degree, equation (3.102) can be solved perturbatively,
Q0 = 0 , Qk+1 = q + (p− q)Qk +Q2k , (3.105)
and by analyzing the first few terms in an expansion similar to (3.105) in [17,18] it was
conjectured that
TrQ =
1
2
Tr
[
1 + q − p− Sp,q
√
1 − 2(p+ q) + (p− q)2
]
, (3.106)
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The right hand side formula is understood this way: first expand the square root as
a power series in p and q assuming that p and q commute. Then solve the ordering
ambiguities arising from the noncommutativity of p and q by symmetrizing, with the
operator Sp,q, each monomial in the p and q matrices. A world (monomial) in the letters
p and q is symmetrized by considering the sum of all the permutations of its letters,
then normalize the sum by dividing by the number of permutations. This normalization
of Sp,q is such that if p and q commute then Sp,q acts as the identity. Therefore in the
case of just one abelian gauge field (3.72) reduces to the usual Born-Infeld lagrangian.
An explicit formula for the coefficients of the expansion of the trace of Q is [19, 69]
TrQ = Tr
[
q +
∑
r,s≥1
(
r + s− 2
r − 1
)(
r + s
r
)
S( prqs )
]
. (3.107)
In Appendix 8, following [19], see also [70] and [71], we prove that the trace of Q is
completely symmetrized in the matrix coefficients q and p−q. Since this is equivalent to
symmetrization in q and p (3.106) follows. Since symmetrization in p and q is equivalent
to symmetrization in α̂ and β̂, the Born-Infeld lagrangian also reads
L = Tr[1 − Sα,β
√
1 + 2α̂− β̂2 +N1β] . (3.108)
In [69] the convergence of perturbative matrix solutions of (3.97), are studied. A
sufficient condition for the convergence of the sequence (3.105) to a solution of (3.102)
is that the norms of p− q and q have to satisfy (1−||p− q||)2 > 4||q||. Here || || denotes
any matrix norm with the Banach algebra property ||MM ′|| ≤ ||M || ||M ′|| (e.g. the
usual norm). This condition is surely met if the field strengths FΛµν are weak.
If equation (3.102) is written as (1 + q − p)Q = q +Q2, then the sequence given by
Q0 = 0 , Qk+1 = (1 +q−p)−1q+(1 +q−p)−1Q2k converges and is a solution of equation
(3.102) if ||(1 + q − p)−1|| ||(1 + q − p)−1q|| < 1/4. Notice that the matrix 1 + q − p
is always invertible, use 1
2
(1 + q − p) + 1
2
(1 + q − p)† = 1 , and the same argument
as in (7.18). Notice also that if p and q commute then
√
1 − 2(p+ q) + (p− q)2 =
(1 + q− p)√1 − 4(1 + q − p)−2q and convergence of the power series expansion of this
latter square root holds if ||(1 + q − p)−2q|| < 1/4.
3.7.4 Real field Strengths
We here construct a Born-Infeld theory with n real field strengths which is duality
invariant under the duality group Sp(2n,R).
We first study the case without scalar fields, i.e. N1 = 0 and −N2 = R = 1 .
Consider a Lagrangian L = L(α, β) with n complex gauge fields which describes a
theory symmetric under the maximal compact group U(N) × U(N) of holomorphic
duality rotations. Assume that the Lagrangian is a sum of traces (or of products of
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traces) of monomials in α and β . It follows that this Lagrangian satisfies the self-duality
equations (3.43) with α and β complex (recall end of Section 3.7.1). This equation
remains true in the special case that α and β assume real values. That is L = L(α, β)
satisfies the self-duality equation (3.43) with α = αT = α¯ and β = βT = β¯. We now
recall that equation (3.43) is also the self-duality condition for Lagrangians with real
gauge fields provided that α and β are defined as in (3.41) as functions of field strengths
FΛ that are real (cf. the different complex case definition (3.90)). This implies that the
theory described by the lagrangian L(α, β) that is now function of n real field strengths
is self-dual with duality group U(n), the maximal compact subgroup of Sp(2n,R). The
duality group can be extended to the full noncompact Sp(2n,R), by introducing the
symmetric matrix of scalar fields N via the prescription (3.47).
As a straighforward application we obtain the Born-Infeld Lagrangian with n real
gauge fields describing an Sp(2n,R) duality invariant theory
L = Tr [ 1 − S
bα,bβ
√
1 + 2α̂− β̂2 +N1β ] , (3.109)
where α̂ = RαRt, β̂ = RβRt, N2 = −RtR, and αΛΣ = 14FΛFΣ, βΛΣ = 14 F˜ΛFΣ as in
(3.41).
3.7.5 Supersymmetric Theory
In this section we briefly discuss supersymmetric versions of some of the Lagrangians
introduced. First we discuss the supersymmetric form of the Lagrangian (3.91). Con-
sider the superfields V Λ = 1√
2
(V Λ1 + iV
Λ
2 ) and Vˇ
Λ = 1√
2
(V Λ1 − iV Λ2 ) where V Λ1 and V Λ2
are real vector superfields, and define
WΛα = −
1
4
D¯2DαV
Λ , WˇΛα = −
1
4
D¯2DαVˇ
Λ .
Both WΛ and WˇΛ are chiral superfields and can be used to construct a matrix of chiral
superfields
MΛΣ ≡ WΛWˇΣ .
The supersymmetric version of the Lagrangian (3.91) is then given by
L = Re
∫
d2θ
[
Tr (i(N − λ)χ− i
2
λD¯2(χ†N2χ) + iλM)
]
,
where N , λ and χ denote chiral superfields with the same symmetry properties as their
corresponding bosonic fields. While the bosonic fields N and λ appearing in (3.91) are
the lowest component of the superfields denoted by the same letter, the field χ in the
action (3.91) is the highest component of the superfield χ. A supersymmetric kinetic
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term for the scalar field N can be written using the Ka¨hler potential (3.67) as described
in [72].
Just as in the bosonic Born-Infeld theory, one would like to eliminate the auxiliary
fields. This is an open problem if n 6= 1. For n = 1 just as in the bosonic case the
theory with auxiliary fields also admits both a real and a complex version, i.e. one can
also consider a Lagrangian with a single real superfield. Then by integrating out the
auxiliary superfields the supersymmetric version of the Born-Infeld lagrangian (3.104)
is obtained
L =
∫
d4θ
N 22W 2W¯ 2
1 + A+
√
1 + 2A+B2
+ Re
[∫
d2θ(
i
2
NW 2)
]
, (3.110)
where
A =
1
4
(D2(N2W 2) + D¯2(N2W¯ 2)) , B = 1
4
(D2(N2W 2)− D¯2(N2W¯ 2)) .
If we only want a U(1) duality invariance we can set N = −i and then the la-
grangian (3.110) reduces to the supersymmetric Born-Infeld lagrangian described in [46–
48].
In the case of weak fields the first term of (3.110) can be neglected and the Lagrangian
is quadratic in the field strengths. Under these conditions the combined requirements
of supersymmetry and self duality can be used [73] to constrain the form of the weak
coupling limit of the effective Lagrangian from string theory. Self-duality of Born-infeld
theories with N = 2 supersymmetries is discussed in [24].
4 Dualities in N > 2 extended Supergravities
In this section we consider N > 2 supergravity theories in D = 4; in these theories
the graviton is also coupled to gauge fields and scalars. We study the corresponding
duality groups, that are subgroups of the symplectic group. It is via the geometry of
these subgroups of the symplectic group that we can obtain the scalars kinetic terms, the
supersymmetry transformation rules and the structure of the central and matter charges
of the theory with their differential equations and their duality invariant combinations
VBH and S (that for extremal black holes are the effective potential and the entropy).
Four dimensional N -extended supergravities contain in the bosonic sector, besides
the metric, a number n of vectors and m of (real) scalar fields. The relevant bosonic
action is known to have the following general form:
S = 1
4
∫ √−g d4x(−1
2
R + ImNΛΓFΛµνF Γµν +
1
2
√−g ReNΛΓǫ
µνρσ FΛµνF
Γ
ρσ+
+
1
2
gij(φ)∂µφ
i∂µφj
)
, (4.1)
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where gij(φ) (i, j, · · · = 1, · · · , m) is the scalar metric on the σ-model described by the
scalar manifold Mscalar of real dimension m and the vectors kinetic matrix NΛΣ(φ) is
a complex, symmetric, n × n matrix depending on the scalar fields. The number of
vectors and scalars, namely n andm, and the geometric properties of the scalar manifold
Mscalar depend on the number N of supersymmetries and are summarized in Table 1.
The duality group of these theories is in general not the maximal one Sp(2n,R)
because the requirement of supersymmetry constraints the number and the geometry of
the scalar fields in the theory. In this section we study the case where the scalar fields
manifold is a coset space G/H , and we see that the duality group in this case is G.
In Section 5 we then study the general N = 2 case where the target space is a
special Ka¨hler manifold M and thus in general we do not have a coset space. There the
Sp(2n,R) transformations are needed in order to globally define the supergravity theory.
We do not have a duality symmetry of the theory; Sp(2n,R) is rather a gauge symmetry
of the theory, in the sense that only Sp(2n,R) invariant expressions are physical ones.
The case of duality rotations in N = 1 supergravity is considered in [9], [74], see
also [25]. In this case there is no vector potential in the graviton multiplet hence no scalar
central charge in the supersymmetry algebra. Duality symmetry is due to the number of
matter vector multiplets in the theory, the coupling to eventual chiral multiplets must
be via a kinetic matrix N holomorphic in the chiral fields. We see that the structure of
duality rotations is similar to that of N = 1 rigid supersymmetry. For duality rotations
in N = 1 and N = 2 rigid supersymmetry using superfields see the review [24].
4.1 Extended supergravities with target space G/H
In N ≥ 2 supergravity theories where the scalars target space is a coset G/H , the scalar
sector has a Lagrangian invariant under the global G rotations. Since the scalars appear
in supersymmetry multiplets the symmetry G should be a symmetry of the whole theory.
This is indeed the case and the symmetry on the vector potentials is duality symmetry.
Let’s examine the gauge sector of the theory. We recall from Section 3.1 that we
have an Sp(2n,R) duality group if the vector (FG) transforms in the fundamental of
Sp(2n,R), and the gauge kinetic term N transforms via fractional transformations, if(A B
C D
) ∈ Sp(2n,R),
N → N ′ = (C +DN ) (A+BN )−1 . (4.2)
Thus in order to have G duality symmetry, G needs to act on the vector (FG) via sym-
plectic transformations, i.e. via matrices
(A B
C D
)
in the fundamental of Sp(2n,R). This
requires a homomorphism
S : G→ Sp(2n,R) . (4.3)
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Different infinitesimal G transformations should correspond to different infinitesimal
symplectic rotations so that the induced map Lie(G)→ Lie(Sp(2n,R)) is injective, and
equivalently the homomorphism S is a local embedding (in general S it is not globally
injective, the kernel of S may contain some discrete subgroups of G).
Since U(n) is the maximal compact subgroup of Sp(2n,R) and since H is compact,
we have that the image of H under this local embedding is in U(n). It follows that we
have a G-equivariant map
N : G/H → Sp(2n,R)/U(n) , (4.4)
explicitly, for all g ∈ G,
N (gφ) = (C +DN (φ)) (A+BN (φ))−1 , (4.5)
where with gφ we denote the action ofG onG/H , while the action ofG on Sp(2n,R)/U(n)
is given by fractional transformations. Notice that we have identified Sp(2n,R)/U(n)
with the space of complex symmetric matrices N that have imaginary part ImN =
−i(N −N ) negative definite (see Appendix 7.2).
The D = 4 supergravity theories with N > 2 have all target space G/H , they are
characterized by the number n of total vectors, the number N of supersymmetries, and
the coset space G/H , see Table 1 8.
In general the isotropy group H is the product
H = HAut ×Hmatter (4.6)
where HAut is the authomorphism group of the supersymmetry algebra, while Hmatter
depends on the matter vector multiplets, that are not present in N > 4 supergravities.
In Section 3.5 we have described the geometry of the coset space G/H in terms of
coset representatives, local sections L of the bundle G → G/H . Under a left action of
G they transform as gL(φ) = L(φ′)h , where the g action on φ ∈ G/H gives the point
φ′ ∈ G/H .
We now recall that duality symmetry is implemented by the symplectic embeddings
(4.3) and (4.4) and conclude that the embeddings of the coset representatives L in
Sp(2n,R) will play a central role. Recalling (3.62) these embeddings are determined by
defining
L→ f(L) and L→ h(L) . (4.7)
8In Table 1 the group S(U(p)× U(q)) is the group of block diagonal matrices (P0 0Q) with P ∈ U(p),
Q ∈ U(q) and detP detQ = 1. There is a local isomorphism between S(U(p) × U(q)) and the direct
product group U(1)× SU(p)× SU(q), in particular the corresponding Lie algebras coincide. Globally
these groups are not the same, for example S(U(5)×U(1)) = U(5) = U(1)×PSU(5) 6= U(1)×SU(5).
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Table 1: Scalar Manifolds of N > 2 Extended Supergravities
N Duality group G isotropy H Mscalar n m
3 SU(3, n′) S(U(3)× U(n′)) SU(3,n′)
S(U(3)×U(n′)) 3 + n
′ 6n′
4 SU(1, 1)× SO(6, n′) U(1)× S(O(6)× O(n′)) SU(1,1)
U(1)
× SO(6,n′)
S(O(6)×O(n′)) 6 + n
′ 6n′ + 2
5 SU(5, 1) S(U(5)× U(1)) SU(5,1)
S(U(5)×U(1)) 10 10
6 SO⋆(12) U(6) SO
⋆(12)
U(6)
16 30
7, 8 E7(7) SU(8)/Z2
E7(7)
SU(8)/Z2
28 70
In the table, n stands for the number of vectors and m = dimMscalar for the number
of real scalar fields. In all the cases the duality group G is (locally) embedded in
Sp(2n,R). The number n of vector potentials of the theory is given by n = ng + n
′
where n′ is the number of vectors potentials in the matter multiplet while ng is the
number of graviphotons (i.e. of vector potentials that belong to the graviton multiplet).
We recall that ng =
N(N−1)
2
if N 6= 6 ; and ng = N(N−1)2 + 1 = 16 if N = 6 ; we also
have n′ = 0 if N > 4. The scalar manifold of the N = 4 case is usually written as
SOo(6, n
′)/SO(6)× SO(n′) where SOo(6, n′) is the component of SO(6, n′) connected
to the indentity. The duality group of the N = 6 theory is more precisely the double
cover of SO∗(12). Spinors fields transform according to H or its double cover.
In the following we see that the matrices f(L) and h(L) determine the scalar kinetic
term N , the supersymmetry transformation rules and the structure of the central and
matter charges of the theory. We also derive the differential equations that these charges
satisfy and consider their positive definite and duality invariant quadratic expression
VBH . These relations are similar to the Special Geometry ones of N = 2 supergravity.
¿From the equation of motion
dFΛ = 4πjΛm (4.8)
dGλ = 4πjeΛ (4.9)
we associate with a field strength 2-form F a magnetic charge pΛ and an electric charge
qΛ given respectively by:
pΛ =
1
4π
∫
S2
FΛ , qΛ =
1
4π
∫
S2
GΛ (4.10)
where S2 is a spatial two-sphere containing these electric and magnetic charges. These
are not the only charges of the theory, in particular we are interested in the central
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charges of the supersymmetry algebra and other charges related to the vector multiplets.
These latter charges result to be the electric and magnentic charges pΛ and qΛ dressed
with the scalar fields of the theory. In particular these dressed charges are invariant
under the duality group G and transform under the isotropy subgroup H = HAut ×
Hmatter .
While the index Λ is used for the fundamental representation of Sp(2n;R) the index
M is used for that of U(n). According to the local embedding
H = HAut ×Hmatter → U(n) (4.11)
the indexM is further divided asM = (AB, I¯) where I¯ refers toHmatter andAB = −BA
(A = 1, . . . , N) labels the two-times antisymmetric representation of the R-symmetry
group HAut. We can understand the appearence of this representation of HAut because
this is a typical representation acting on the central charges. The index I¯ rather than
I is used because the image of Hmatter in U(n) will be the complex conjugate of the
fundamental of Hmatter, this agrees with the property that under Ka¨hler transformations
of the U(1) bundle Sp(2n,R)/SU(n)→ Sp(2n,R)/U(n) the coset representatives of the
scalar fields in the gravitational and matter multiplets transform with opposite Ka¨hler
weights. This is also what happens in the generic N = 2 case (cf. (5.61)).
The dressed graviphotons field strength 2-forms TAB may be identified from the su-
persymmetry transformation law of the gravitino field in the interacting theory, namely:
δψA = ∇εA + αTAB µνγaγµνεBVa + . . . (4.12)
Here ∇ is the covariant derivative in terms of the space-time spin connection and the
composite connection of the automorphism group HAut, α is a coefficient fixed by su-
persymmetry, V a is the space-time vielbein. Here and in the following the dots denote
trilinear fermion terms which are characteristic of any supersymmetric theory but do not
play any role in the following discussion. The 2-form field strength TAB is constructed by
dressing the bare field strengths FΛ with the image f(L(φ)), h(L(φ)) in Sp(2n;R) of the
coset representative L(φ) of G/H . Note that the same field strengths TAB which appear
in the gravitino transformation law are also present in the dilatino transformation law
in the following way:
δχABC = PABCD ℓ∂µφℓγµεD + βT[ABµνγµνεC] (4.13)
Analogously, when vector multiplets are present, the matter vector field strengths TI
appearing in the transformation laws of the gaugino fields, are linear combinations of
the field strengths dressed with a different combination of the scalars:
δλIA = iPIAB r∂µφrγµεB + γTI µνγµνεA + . . . (4.14)
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Here PABCD = PABCD ℓ dφℓ and PIAB = PIAB r dφr are the vielbein of the scalar manifolds
spanned by the scalar fields φi = (φℓ, φr) of the gravitational and vector multiplets
respectively (more precise definitions are given below), and β and γ are constants fixed
by supersymmetry.
According to the transformation of the coset representative gL(φ) = L(φ′)h , under
the action of g ∈ G on G/H we have
S(φ)A→ S(φ′)A = S(g)S(φ)S(h−1)A = S(g)S(φ)AU−1 (4.15)
where A = 1√
2
(
1
−i1
1
i1
)
is unitary and symplectic (cf. (7.5)), S(g) =
(
A
C
B
D
)
and S(h) are
the embeddings of g and h in the fundamental of Sp(2n,R), while U = A−1S(h)A is
the embedding of h in the complex basis of Sp(2n,R). Explicitly U =
(
u
0
0
u¯), where u is
in the fundamental of U(n) (cf. (7.13) and (7.8)). Therefore the symplectic matrix
V = SA =
(
f f¯
h h¯
)
(4.16)
transforms according to
V (φ)→ V (φ′) = S(g)V (φ)
(
u−1 0
0 u¯−1
)
. (4.17)
The dressed field strengths transform only under a unitary representation of H and, in
accordance with (4.17), are given by [11](
T
−T¯
)
= −i V (φ)−1
(
F
G
)
; (4.18)
T → u¯T . (4.19)
Explicitly, since
− i V¯ −1 =
(
ht −f t
−h† f †
)
(4.20)
we have
TAB = hΛABF
Λ − fΛABGΛ
T¯I¯ = h¯ΛI¯F
Λ − f¯ΛI¯ GΛ (4.21)
where we used the notation T = (T M¯) = (TM) = (TAB, T¯I¯),
f = (fΛM) = (f
Λ
AB, f¯
Λ
I¯) ,
h = (hΛM) = (hΛAB, h¯ΛI¯) , (4.22)
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that enphasizes that (for every value of Λ) the sections
(
f¯Λ
I¯
h¯ΛI¯
)
have Ka¨hler weight opposite
to the
(
fΛAB
hΛAB
)
ones. This may be seen from the supersymmetry transformation rules of
the supergravity fields, in virtue of the fact that gravitinos and fotinos with the same
chirality have opposite Ka¨hler weight. Notice that this notation (as in [41]) differs from
the one in [11], where (fΛM) = (f
Λ
AB, f
Λ
I) , (hΛM) = (hΛAB, hΛI) .
Consequently the central charges are
ZAB = − 1
4π
∫
S2∞
TAB = f
Λ
ABqΛ − hΛABpΛ (4.23)
Z¯I¯ = −
1
4π
∫
S2∞
T¯I¯ = f¯
Λ
I¯ qΛ − h¯ΛI¯ pΛ (4.24)
where the integral is considered at spatial infinity and, for spherically symmetric con-
figurations, f and h in (4.23), (4.24) are f(φ∞) and h(φ∞) with φ∞ the constant value
assumed by the scalar fields at spatial infinity.
The integral of the graviphotons TAB µν gives the value of the central charges ZAB
of the supersymmetry algebra, while by integrating the matter field strengths TI µν one
obtains the so called matter charges ZI . The charges of these dressed field strength that
appear in the supersymmetry transformations of the fermions have a profound meaning
and play a key role in the physics of extremal black holes. In particular, recalling (4.17)
the quadratic combination (black hole potential)
VBH :=
1
2
Z¯ABZAB + Z¯
IZI (4.25)
(the factor 1/2 is due to our summation convention that treats the AB indices as inde-
pendent) is invariant under the symmetry group G. In terms of the charge vector
Q =
(
pΛ
qΛ
)
, (4.26)
we have the formula for the potential (also called charges sum rule)
VBH =
1
2
Z¯ABZAB + Z¯
IZI = −1
2
QtM(N )Q (4.27)
where
M(N ) = −(iV¯ −1)†iV¯ −1 = −(S−1)tS−1 (4.28)
is a negative definite matrix, here depending on φ∞. In Appendix 7.2 we show that the
set of matrices of the kind SSt with S ∈ Sp(2n,R) are the coset space Sp(2n,R)/U(n),
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hence the matricesM(N ) parametrize Sp(2n,R)/U(n). Also the matricesN parametrize
Sp(2n,R)/U(n). The relation between M(N ) and N is
M(N ) =
(
1 −ReN
0 1
)(
ImN 0
0 ImN−1
)(
1 0
−ReN 1
)
. (4.29)
This and further properties of the M(N ) matrix are derived in Appendix 7.2.
For each of the supergravities with target space G/H there is another G invariant
expression S quadratic in the charges [63]; the invariant S is independent from the
scalar fields of the theory and thus depends only on the electric and magnetic charges
pΛ and qΛ. In extremal black hole configurations πS is the entropy of the black hole.
In the N = 3 supergravity theory S is the absolute value of a quadratic combination
of the charges, while for N ≥ 4 it is the square root of the absolute value of a quartic
combination of the charges. The positive or negative value of this quadratic combination
is related to the different BPS properties of the black hole. It turns out that S coincides
with the potential VBH computed at its critical point (attractor point) [43, 45, 63]. In
the next section we give the explicit expressions of the invariants S . They are obtained
by considering among the H invariant combination of the charges those that are also
G invariant, i.e. those that do not depend on the scalar fields. This is equivalent to
require invariance of S under the coset space covariant derivative ∇ defined in Section
3.5, see also (4.34).
We now derive some differential relations among the central and matter charges. We
recall the symmetric coset space geometry G/H studied in Section 3.5, and in particular
relations (3.58), (3.59) that express the Maurer-Cartan equation dΓ+Γ∧Γ = 0 in terms
of the vielbein P and of the Riemannian connection ω. Using the (local) embedding
of G in Sp(2n,R) we consider the pull back on G/H of the Sp(2n,R) Lie algebra left
invariant one form V −1dV given in (3.64), we have
V −1dV =
(
i(f †dh− h†df) i(f †dh¯− h†df¯)
−i(f tdh− htdf) −i(f tdh¯− htdf¯)
)
=
(
ω P¯
P ω¯
)
, (4.30)
where with slight abuse of notation we use the same letters V , P and ω for the pulled
back forms (we also recall that P denotes P in the complex basis). Relation (4.30)
equivalently reads
dV = V
(
ω P¯
P ω¯
)
, (4.31)
that is equivalent to the n× n matrix equations:
∇f = f¯ P , (4.32)
∇h = h¯P , (4.33)
44
where
∇f = df − fω , ∇h = dh− hω . (4.34)
Recalling that P is symmetric (cf. (7.30)) we equivalently have ∇f = P f¯ , ∇h = Ph¯ .
In these equations we can now see ω and P as our data (vielbein and Riemannian
connection) on a manifold M , while f and h are the unknowns. By construction these
equations are automatically satisfied ifM = G/H and G is a Lie subgroup of Sp(2n,R).
More in general equations (4.32),(4.33) hold (with f and h invertible) iff the integrability
condition, i.e. the Cartan-Maurer equation, d
(
ω
P¯
P
ω
)
+
(
ω
P¯
P
ω
)∧(ωP¯Pω ) = 0 holds. With abuse
of terminology we sometimes call (4.32), (4.33) the Maurer-Cartan equations.
The differential relations among the charges ZAB and Z¯I¯ follow after rewriting (4.32),
(4.33) with AB and I¯ indices. The embedded connection ω and vielbein P are decom-
posed as follows:
ω = (ωNM) =
(
ωABCD 0
0 ωI¯
J¯
)
, (4.35)
P = (PN¯M) = (PNM ) =
(
PA¯B¯CD PA¯B¯J¯
P I¯CD P I¯J¯
)
=
(PABCD PABJ¯
PICD PIJ¯
)
, (4.36)
the subblocks being related to the vielbein of G/H , written in terms of the indices of
HAut ×Hmatter. We used the following indices conventions:
f =
(
fΛM
)
, f−1 =
(
fMΛ
)
= (fM¯Λ
)
etc. (4.37)
where in the last passage, since we are in U(n), we have lowered the index M with the
U(n) hermitian form η =
(
ηMN¯
)
M,N=1,...n
= diag(1, 1, ....1). Similar conventions hold
for the AB and I indices, for example fΛI = f¯
Λ
I¯
= f¯ΛI .
Using further the index decomposition M = (AB, I¯), relations (4.32), (4.33) read
(the factor 1/2 is due to our summation convention that treats the AB indices as inde-
pendent):
∇fΛAB =
1
2
f¯ΛCDPCDAB + fΛIPIAB , (4.38)
∇hΛAB =
1
2
h¯ΛCDPCDAB + hΛIPIAB , (4.39)
∇fΛI¯ =
1
2
f¯ΛCDPCDI¯ + fΛJ¯PJ¯ I¯ , (4.40)
∇hΛI¯ =
1
2
h¯ΛCDPCDI¯ + hΛJ¯PJ¯ I¯ . (4.41)
As we will see, depending on the coset manifold, some of the sub-blocks of (4.36) can be
actually zero. For N > 4 (no matter indices) we have that P coincides with the vielbein
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PABCD of the relevant G/H . Using the definition of the charges (21) we then get the
differential relations among charges: ∇ZM = Z¯N¯PN¯M , where∇ZM = ∂ZM∂φi∞ dφ
i
∞−ZNωNM ,
with φi∞ the value of the i-th coordinate of φ∞ ∈ G/H and φ∞ = φ(r =∞). Explicitly,
using the AB and I indices,
∇ZAB = ZIPIAB +
1
2
Z¯CDPCDAB , (4.42)
∇Z¯ I¯ =
1
2
Z¯ABPABI¯ + Z J¯PJ¯ I¯ . (4.43)
The geometry underlying the differential equation (4.31) is that of a flat symplectic
vector bundle of rank 2n, a structure that appears also in the special Ka¨hler manifolds
of scalars of N = 2 supergravities. Indeed if we are able to find 2n linearly independent
row vectors V ξ = (V ξζ)ζ=1,...2n then the matrix V in (4.31) is invertible and therefore the
connection
(
ω
P
P¯
ω¯
)
is flat. If these vectors are mutually symplectic then we have a sym-
plectic frame, the transition functions are constant symplectic matrices, the connection
is symplectic.
In the present case we naturally have a flat symplectic bundle,
G×H R2n → G/H ;
this bundle is the space of all equivalence classes [g, v] = {(gh, S(h)−1v) , g ∈ G, v ∈
R
2n, h ∈ H}. The symplectic structure on R2n immediately extends to a well defined
symplectic structure on the fibers of the bundle. Using the local sections of G/H and
the usual basis {eξ} = {eM , eM} of R2n (e1 is the column vector with with 1 as first and
only nonvanishing entry, etc.) we obtain immediately the local sections sξ = [L(φ), eξ]
of G×H R2n → G/H . Since the action of H on R2n extends to the action of G on R2n,
we can consider the new sections eξ = sζS
−1(L(φ))ζξ = [L(φ), S
−1(L(φ))eξ] , that are
determined by the column vectors S−1(L(φ)) ξ = (S−1(L(φ))
ζ
ξ)ζ=1,...2n. These sections
are globally defined and linearly independent. Therefore this bundle is not only flat, it
is trivial. If we use the complex local frame Vξ = {sζAζξ} rather than the {sξ} one (we
recall that A = 1√
2
(
1
−i1
1
i1
)
, cf. (7.5)), then the global sections eξ are determined by the
column vectors V −1(L(φ)) ξ = (V −1(L(φ))
ζ
ξ)ζ=1,...2n,
eξ = Vη V −1ηξ . (4.44)
The sections Vξ too form a symplectic frame (a symplectonormal basis, indeed V ρξΩρσV σζ =
Ωξζ , where Ω =
(
0
1
−1
0
)
), and the last n sections are the complex conjugate of the first
n ones, {Vξ} = {VM , V¯M¯}. Of course the column vectors V η = (V ξη)ξ=1,...2n, are the
coefficients of the sections Vη with respect to the flat basis {eξ}.
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Also the rows of the V matrix define global flat sections. Let’s consider the dual
bundle of the vector bundle G ×H R2n → G/H , i.e. the bundle with fiber the dual
vector space. If {sζ} is a frame of local sections of G×H R2n → G/H , then {sζ}, with
〈sζ , sξ〉 = δζξ , is the dual frame of local sections of the dual bundle. Concerning the
transition functions, if s′ζ = sηS
η
ζ then s
′ξ = S−1ξλs
λ. This dual bundle is also a trivial
bundle and a trivialization is given by the global symplectic sections eξ = V ξηVη, whose
coefficients are the row vectors V ξ = (V ξζ)ζ=1,...2n i.e., the rows of the symplectic matrix
V defined in (4.16), (
V Λζ
)
ζ=1,...2n
=
(
fΛM , f¯
Λ
M¯
)
M=1,...n
,(
VΛζ
)
ζ=1,...2n
=
(
hΛM , h¯ΛM¯
)
M=1,...n
. (4.45)
4.2 Specific cases
We now describe in more detail the supergravities of Table 1. The aim is to write
down the group theoretical structure of each theory, their symplectic (local) embedding
S : G→ Sp(2n,R) and N : G/H → Sp(2n,R)/U(n), the vector kinetic matrix N , the
supersymmetric transformation laws, the structure of the central and matter charges,
their differential relations originating from the Maurer-Cartan equations (3.58),(3.59),
and the invariants VBH and S . As far as the boson transformation rules are concerned
we prefer to write down the supercovariant definition of the field strengths (denoted by
a superscript hat), from which the supersymmetry transformation laws are retrieved.
As it has been mentioned in previous section it is here that the symplectic sections
(fΛAB, f¯
Λ
I¯
, f¯ΛAB, f
Λ
I) appear as coefficients of the bilinear fermions in the supercovariant
field strengths while the analogous symplectic section (hΛAB, h¯ΛI¯ , h¯ΛAB, hΛI) would ap-
pear in the dual magnetic theory. We include in the supercovariant field strengths also
the supercovariant vielbein of the G/H manifolds. Again this is equivalent to giving the
susy transformation laws of the scalar fields. The dressed field strengths from which the
central and matter charges are constructed appear instead in the susy transformation
laws of the fermions for which we give the expression up to trilinear fermion terms. We
stress that the numerical coefficients in the aforementioned susy transformations and
supercovariant field strengths are fixed by supersymmetry (or, equivalently, by Bianchi
identities in superspace), but we have not worked out the relevant computations be-
ing interested in the general structure rather that in the precise numerical expressions.
These numerical factors could also be retrieved by comparing our formulae with those
written in the standard literature on supergravity and performing the necessary redefi-
nitions. The same kind of considerations apply to the central and matter charges whose
precise normalization has not been fixed.
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Throughout this section we denote by A,B, . . . indices of SU(N), SU(N) × U(1),
being Haut the automorphism group of the N–extended supersymmetry algebra. Lower
and upper SU(N) indices on the fermion fields are related to their left or right chirality
respectively. If some fermion is a SU(N) singlet, chirality is denoted by the usual (L)
or (R) suffixes.
Furthermore for any boson field v carrying SU(N) indices we have that lower and
upper indices are related by complex conjugation, namely: (vAB···) = v¯AB···.
4.2.1 The N = 4 theory
The field content is given by the
− Gravitational multiplet (vierbein for the graviton, gravitino, graviphoton, dilatino,
dilaton):
(V aµ , ψAµ, A
AB
µ , χABC , N) (A,B = 1, · · · , 4) (4.46)
frequently the upper half plane parametrization S = N¯ is used for the axion-dilaton field.
− Vector multiplets:
(Aµ, λ
A, 6φ)I (I = 1, · · · , n) (4.47)
The coset space is the product
G/H =
SU(1, 1)
U(1)
× SO(6, n)
S(O(6)× O(n)) (4.48)
We have to embed
Sp(2,R)× SO(6, n)→ Sp(2(6 + n),R) . (4.49)
We first consider the embedding of SO(6, n),
S : SO(6, n) → Sp(2(6 + n),R)
L 7→ S(L) =
(
Lt
−1
0
0 L
)
(4.50)
we see that under this embedding SO(6, n) is a symmetry of the action (not only of
the equation of motions) that rotates electric fields into electric fields and magentic
fields into magnetic fields. The natural embedding of SU(1, 1) ≃ SL(2,R) ≃ Sp(2,R)
into Sp(2(6 + n),R) is the S-duality that rotates each electric field in its corresponding
magnetic field, we also want the image of Sp(2,R) in Sp(2(6 + n),R) to commute with
that of SO(6, n) (since we are looking for a symplectic embedding of all Sp(2,R) ×
SO(6, n)) and therefore we have
S : Sp(2,R) → Sp(2(6 + n),R)(
A B
C D
) 7→ S( A BC D ) = (A1 BηCη D1
)
(4.51)
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where η = diag(1, 1, ...,−1,−1, ...) is the SO(6, n) metric.
Concerning the coset representatives, on one hand we denote by L(t) the represen-
tative in SO(6, n) of the point t ∈ SO(6, n)/S(O(6)× O(n)). On the other hand we
have that SU(1, 1)/U(1) ≃ Sp(2,R)/U(1) is the lower half plane (see appendix) and
is spanned by the complex number N with Im N < 0, (frequently the upper half plane
parametrization S = N¯ is used). A coset representative of SU(1, 1)/U(1) is
U(N) =
1
n(N)
(
1 i−N¯
i+N¯
i+N
i−N 1
)
, n(N) =
√
−4Im N
1 + |N|2 − 2Im N (4.52)
(In order to show that the SU(1, 1) matrix U(N) projects to N use (7.13) and (7.19),
that reads N = hf−1 with h and f complex numbers). The coset representative U(N) is
defined for any N in the lower complex plane and therefore U(N) is a global section of
the bundle SU(1, 1) → SU(1, 1)/U(1). (The projection SU(1, 1)→ SU(1, 1)/U(1) can
be also obtained by extracting N from M(N) = (01−10 )AUU †A−1( 0−1 10) , cf. (7.26)).
With the given coset parametrizations the symplectic embedded section
(
fΛΣ
hΛΣ
)
is
fΛΣ = (f
Λ
AB, f¯
Λ
I¯) =
1
n(N)
( 2
1 + iN
Lt
−1 Λ
AB,
2
1− iN¯L
t−1 Λ
I¯
)
hΛΣ = (hΛAB, h¯ΛI¯) =
1
n(N)
( 2N
iN + 1
LΛAB,
2N¯
iN¯ − 1L
Λ
I¯
)
(4.53)
We now have all ingredients to compute the matrix N in terms of N and L. The
coset representative in Sp(2(6 + m),R) of (N, L) is S(AU(N)A−1)S(L), and recalling
that N = hf−1 and (3.62), we obtain after elementary algebra the kinetic matrix
N = ReN + iImN = Re N η + iIm N LLt . (4.54)
The supercovariant field strengths and the vielbein of the coset manifold are:
FˆΛ = dAΛ +
[
fΛAB(c1ψ¯
AψB + c2ψ¯Cγaχ
ABCV a)
+fΛI (c3ψ¯
Aγaλ
I
AV
a + c4χ¯
ABCγabλ
IDǫABCDV
aV b) + h.c.
]
(4.55)
Pˆ = P − ψ¯AχBCDǫABCD (4.56)
PˆIAB = PIAB − (ψ¯AλIB + ǫABCDψ¯CλID) (4.57)
(4.58)
where P = PN dN and PIAB = PIAB idφi are the vielbein of SU(1,1)U(1) and SO(6,n
′)
S(O(6)×O(n′))
respectively. The fermion transformation laws are:
δψA = DǫA + a1TAB µνγ
aγµνǫBVa + · · · (4.59)
δχABC = a2PN ∂µN γµǫDǫABCD + a3T[AB µνγµνǫC] + · · · (4.60)
δλIA = a4PIAB i ∂aφiγaǫB + a5T−Iµν γµνǫA + · · · (4.61)
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Table 2: Group assignments of the fields in D = 4, N = 4
V aµ ψA|µ A
Λ
µ χABC λIA U(N)L
Λ
AB U(N)L
Λ
I RH
SU(1, 1) 1 1 - 1 1 2× 1 2× 1 -
SO(6, n′) 1 1 6 + n′ 1 1 1× (6 + n′) 1× (6 + n′) -
SO(6) 1 4 1 4¯ 4¯ 1× 6 1 6
SO(n′) 1 1 1 1 n′ 1 n′ n′
U(1) 0 1
2
0 3
2
−1
2
1 1 0
In this and in the following tables, RH is the representation under which the scalar fields
of the linearized theory, or the vielbein P of G/H of the full theory transform (recall
text after (3.55) and that P is P in the complex basis). Only the left–handed fermions
are quoted, right handed fermions transform in the complex conjugate representation
of H . Care must be taken in the transformation properties under the H subgroups;
indeed according to (4.17) the inverse right rep. of the one listed should really appear,
i.e. since we are dealing with unitary rep., the complex conjugate
where the 2–forms TAB and TI are defined in eq.(4.21). By integration of these two-
forms we find the central and matter dyonic charges given in equations (4.23), (4.24).
¿From the equations (4.32),(4.33) for f, h and the definitions of the charges one easily
finds:
∇SU(4)×U(1)ZAB = Z¯IPIAB + 1
2
ǫABCDZ¯
CDP (4.62)
∇SO(n′)ZI = 1
2
Z¯ABPIAB + ZIP¯ (4.63)
where 1
2
εABCDZ¯
CD = Z¯AB. In terms of the kinetic matrix (4.53) the invariant VBH for
the charges is given by, cf. (4.27),
VBH =
1
2
ZABZ¯
AB + ZIZ¯
I = −1
2
QtM(N )Q . (4.64)
The unique SU(1, 1) × SO(6, n′) invariant combination of the charges that is inde-
pendent from the scalar fields is I21 − I2I¯2, so that
S =
√
|I21 − I2I¯2| . (4.65)
Here, I1, I2 and I¯2 are the three SO(6, n
′) invariants given by
I1 =
1
2
ZABZ¯
AB − ZIZ¯I , I2 = 1
4
ǫABCDZABZCD − Z¯IZ¯I . (4.66)
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4.2.2 The N = 3 theory
In the N = 3 case [64] the coset space is:
G/H =
SU(3, n′)
S(U(3)× U(n′)) (4.67)
and the field content is given by:
(V aµ , ψAµ, A
AB
µ , χ(L)) A = 1, 2, 3 (gravitational multiplet) (4.68)
(Aµ, λA, λ(R), 3 z)
I I = 1, . . . , n′ (vector multiplets) (4.69)
The transformation properties of the fields are given in Table 3. We consider the (local)
Table 3: Transformation properties of fields in D = 4, N = 3
V aµ ψAµ A
Λ
µ χ(L) λ
I
A λ
I
(L) L
Λ
AB L
Λ
I RH
SU(3, n′) 1 1 3 + n′ 1 1 1 3 + n′ 3 + n′ -
SU(3) 1 3 1 1 3 1 3¯ 1 3
SU(n′) 1 1 1 1 n′ n′ 1 n′ n′
U(1) 0 n
′
2
0 3n
′
2
3+n
′
2
−3(1 + n′
2
) n′ −3 3 + n′
embedding of SU(3, n′) in Sp(3 + n′,R) defined by the following dependence of the
matrices f and h in terms of the G/H coset representative L,
fΛΣ =
1√
2
(LΛAB, L¯
Λ
I) (4.70)
hΛΣ = −i(ηfη)ΛΣ η =
(
1 3×3 0
0 −1 n′×n′
)
(4.71)
where AB are antisymmetric SU(3) indices, I is an index of SU(n′) and L¯ΛI denotes
the complex conjugate of the coset representative. We have:
NΛΣ = (hf−1)ΛΣ = −i(ηfηf−1)ΛΣ (4.72)
The supercovariant field strengths and the supercovariant scalar vielbein are:
FˆΛ = dAΛ +
[ i
2
fΛI λ¯
I
Aγaψ
AV a − 1
2
fΛABψ¯
AψB + ifΛABχ¯(R)γaψCǫ
ABCV a + h.c.
]
Pˆ AI = P AI − λ¯IBψCǫABC − λ¯I(R)ψA (4.73)
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where the only nonvanishing entries of the vierbein P are
PAI =
1
2
ǫABCPIBC = PAI i dzi (4.74)
zi being the (complex) coordinates of G/H . The chiral fermions transformation laws
are given by:
δψA = DǫA + 2iTAB µνγ
aγµνVaǫ
B + · · · (4.75)
δχ(L) = 1/2 TABµνγ
µνǫCǫ
ABC + · · · (4.76)
δλIA = −iP BI i∂µziγµǫCǫABC + TI µνγµνǫA + · · · (4.77)
δλI(L) = iP AI i∂µziγµǫA + · · · (4.78)
where TAB and TI have the general form given in equation (4.21). ¿From the general
form of the equations (4.32), (4.33) for f and h we find:
∇fΛAB = fΛIPIAB , (4.79)
∇hΛAB = hΛIPIAB , (4.80)
∇fΛI¯ =
1
2
f¯ΛCDPCDI¯ , (4.81)
∇hΛI¯ =
1
2
h¯ΛCDPCDI¯ . (4.82)
According to the general study of Section 4.1, using (4.23), (4.24) one finds
∇(H)ZAB = Z¯IP CI ǫABC (4.83)
∇(H)ZI = 1
2
Z¯ABP CI ǫABC (4.84)
and the formula for the potential, cf. (4.27),
VBH =
1
2
ZABZ¯AB + Z
IZ¯I = −1
2
QtM(N )Q (4.85)
where the matrixM(N ) has the same form as in equation (4.29) in terms of the kinetic
matrix N of equation (4.72), and Q is the charge vector Q = (ge).
The G = SU(3, n′) invariant is ZAZ¯A−ZIZ¯I (one can check that ∂i(ZAZ¯A−ZIZ¯I) =
∇(H)i (ZAZ¯A − ZIZ¯I) = 0) so that
S = |ZAZ¯A − ZIZ¯I | . (4.86)
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4.2.3 The N = 5 theory
For N > 4 the only available supermultiplet is the gravitational one, so that Hmatter = 1.
The coset manifold of the scalars of the N = 5 theory [33] is:
G/H =
SU(5, 1)
U(5)
(4.87)
The field content and the group assignments are displayed in Table 4.
Table 4: Transformation properties of fields in D = 4, N = 5
V a ψA; χABC , χL A
ΛΣ LxA RH
SU(5, 1) 1 1 1 - 6 -
SU(5) 1 5 (10, 1) 1 5 5¯
U(1) 0 1
2
(3
2
,−5
2
) 0 1 2
In Table 4 the incides x, y, . . . = 1, . . . , 6 and A,B,C, . . . = 1, . . . , 5 are indices
of the fundamental representations of SU(5, 1) and SU(5), respectively. LxA denotes
as usual the coset representative in the fundamental representation of SU(5, 1). The
antisymmetric couple ΛΣ, Λ,Σ = 1, . . . , 5, enumerates the ten vector potentials. The
local embedding of SU(5, 1) into the Gaillard-Zumino group Usp(10, 10) is given in terms
of the three-times antisymmetric representation of SU(5, 1), this is a 20 dimensional
complex representation, we denote by txyz a generic element. This representation is
reducible to a complex 10 dimensional one by imposing the self-duality condition
t¯x¯y¯z¯ =
1
3!
ǫx¯y¯z¯ uvwt
uvw (4.88)
here indices are raised with the SU(5, 1) hermitian structure η = diag(1, 1, 1, 1, 1,−1).
The self duality condition (4.88) is compatible with the SU(5, 1) action (on t¯x¯y¯z¯ acts the
complex conjugate of the three-times antisymmetric of SU(5, 1)). Due to the self-duality
condition we can decompose txyz as follows:
txyz =
(
tΛΣ6
t¯Λ¯Σ¯6¯
)
(4.89)
where (Λ,Σ, · · · = 1, · · · , 5). In the following we set tΛΣ ≡ tΛΣ6, t¯Λ¯Σ¯ ≡ t¯Λ¯Σ¯6¯, t¯ΛΣ ≡
t¯ΛΣ6 = −t¯ 6¯ΛΣ . The symplectic structure in this complex basis is given by the matrix
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(
0 −1
1 0
)
,
〈t, ℓ〉 := 1
2
(
tΛΣ, t¯Λ¯Σ¯
)( 0 −δΛΣ Γ¯Π¯
δΛ¯Σ¯ ΓΠ 0
)(
ℓΓΠ
ℓΓ¯Π¯
)
(4.90)
=
1
2
tΛΣℓ¯ΛΣ − 1
2
t¯ΛΣℓ
ΛΣ
=
1
3!3!
txyzεxyzuvwℓ
uvw (4.91)
this last equality implies that the SU(5, 1) action preserves the symplectic structure.
We have thus embedded9 SU(5, 1) into Sp(20,R) (in the complex basis).
The 20 dimensional real vector (FΛΣ, GΛΣ) transforms under the 20 of SU(5, 1), as
well as, for fixed AB, each of the 20 dimensional vectors
(
fΛΣAB
hΛΣAB
)
of the embedding
matrix:
U =
1√
2
(
f + ih f¯ + ih¯
f − ih f¯ − ih¯
)
. (4.92)
The supercovariant field strengths and vielbein are:
FˆΛΣ = dAΛΣ +
[
fΛΣAB(a1ψ¯
AψB + a2ψ¯Cγaχ
ABCV a) + h.c.
]
(4.93)
PˆABCD = PABCD − χ¯[ABCψD] − ǫABCDEχ¯(R)ψE (4.94)
where PABCD = ǫABCDFPF is the complex vielbein, completely antisymmetric in SU(5)
indices and PABCD = P¯ABCD.
The fermion transformation laws are:
δψA = DǫA + a3TAB µνγ
aγµνǫBVa + · · · (4.95)
δχABC = a4PABCD i∂µφiγµǫD + a5T[AB µνγµνǫC] + · · · (4.96)
δχ(L) = a6P¯ABCDı¯ ∂µφ¯ı¯γµǫEǫABCDE + · · · (4.97)
where:
TAB =
1
2
(hΛΣABF
ΛΣ − fΛΣABGΛΣ) (4.98)
NΛΣ ∆Π = 1
2
hΛΣAB(f
−1)AB∆Π . (4.99)
With a by now familiar procedure one finds the following (complex) central charges:
ZAB = iV (φ∞)
−1
Q (4.100)
9Strictly speaking we have immersed SU(5, 1) into Sp(20,R), in fact this map is a local embedding
but fails to be injective, indeed the three SU(5, 1) elements 3
√
1 11 are all mapped into the identity
element of Sp(20,R).
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where the charge vector is
Q =
(
pΛΣ
qΛΣ
)
=
(
1
4π
∫
S2
FΛΣ
1
4π
∫
S2
GΛΣ
)
(4.101)
and φ∞ is the constant value assumed by the scalar fields at spatial infinity. ¿From the
equations (Maurer-Cartan equations)
∇(U(5))fΛΣAB =
1
2
f¯ΛΣCDPABCD (4.102)
and the analogous one for h we find:
∇(U(5))ZAB = 1
2
Z¯CDPABCD . (4.103)
Finally, the formula for the potential is, cf. (4.27),
VBH =
1
2
Z¯ABZAB = −1
2
QtM(N )Q (4.104)
where the matrix M(N ) has exactly the same form as in equation (4.29), and N is
given in (4.99).
For SU(5, 1) there are only two U(5) quartic invariants. In terms of the matrix
A BA = ZACZ¯
CB they are:
TrA = ZABZ¯
BA , Tr(A2) = ZABZ¯
BCZCDZ¯
DA . (4.105)
The SU(5, 1) invariant expression is
S =
1
2
√
|4Tr(A2)− (TrA)2| . (4.106)
4.2.4 The N = 6 theory
The scalar manifold of the N = 6 theory has the coset structure [65]:
G/H =
SO⋆(12)
U(6)
(4.107)
We recall that SO⋆(2n) is the real form of O(2n,C) defined by the relation:
L†CL = C , C =
(
0 −1
1 0
)
(4.108)
55
Table 5: Transformation properties of fields in D = 4, N = 6
V a ψA χABC , χA A
Λ Sαr RH
SO⋆(12) 1 1 1 - 32 -
SU(6) 1 6 (20 + 6) 1 (15, 1) + (1¯5, 1¯) 1¯5
U(1) 0 1
2
(3
2
,−5
2
) 0 (1,−3) + (−1, 3) 2
The field content and transformation properties are given in Table 5, where A,B,C =
1, · · · , 6 are SU(6) indices in the fundamental representation and Λ = 1, · · · , 16. The 32
spinor representation of SO⋆(12) can be given in terms of a Sp(32,R) matrix, which in
the complex basis we denote by Sαr (α, r = 1, · · · , 32). It is the double cover of SO⋆(12)
that embeds in Sp(32,R) and therefore the duality group is this spin group. Employing
the usual notation we may set:
Sαr =
1√
2
(
fΛM + ihΛM f¯
Λ
M + ih¯ΛM
fΛM − ihΛM f¯ΛM − ih¯ΛM
)
(4.109)
where Λ,M = 1, · · · , 16. With respect to SU(6), the sixteen symplectic vectors (fΛM , hΛM),
(M = 1, · · · , 16) are reducible into the antisymmetric 15 dimensional representation plus
a singlet of SU(6):
(fΛM , hΛM)→ (fΛAB, hΛAB) + (f¯Λ, h¯Λ) . (4.110)
It is precisely the existence of a SU(6) singlet which allows for the Special Geometry
structure of SO
∗(12)
U(6)
(cf. (5.71), (5.72))10. Note that the element Sαr has no definite
U(1) weight since the submatrices fΛAB, f¯
Λ have the weights 1 and −3 respectively. The
vielbein matrix is
P =
(PABCD PAB
PCD 0
)
, (4.111)
where
PAB = 1
4!
ǫABCDEFPCDEF ; P¯AB = PAB . (4.112)
The supercovariant field strengths and the coset manifold vielbein have the following
expression:
FˆΛ = dAΛ +
[
fΛAB(a1ψ¯
AψB + a2ψ¯Cγaχ
ABCV a)
+a3f
Λψ¯Cγaχ
CV a + h.c.
]
(4.113)
PˆABCD = PABCD − χ¯[ABCψD] − ǫABCDEF χ¯EψF (4.114)
10Due to its Special Geometry structure the coset space SO
∗(12)
U(6) is also the scalar manifold of an
N = 2 supergravity. The two supergravity theories have the same bosonic fields however the fermion
sector is different.
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The fermion transformation laws are:
δψA = DǫA + b1TAB µνγ
aγµνǫBVa + · · · (4.115)
δχABC = b2PABCD i∂aziγaǫD + b3T[AB abγabǫC] + · · · (4.116)
δχA = b4PBCDEi∂aziγaǫF ǫABCDEF + b5TabγabǫA + · · · (4.117)
where according to the general definition (4.21):
TAB = hΛABF
Λ − fΛABGΛ
T¯ = h¯ΛF
Λ − f¯ΛGΛ (4.118)
With the usual procedure we have the following complex dyonic central charges:
ZAB = hΛABp
Λ − fΛABqΛ (4.119)
Z¯ = h¯Λp
Λ − f¯ΛqΛ (4.120)
in the 15 (recall (4.19)) and singlet representation of SU(6) respectively. Notice that
although we have 16 graviphotons, only 15 central charges are present in the supersym-
metry algebra. The singlet charge plays a role analogous to a “matter” charge (hence
our notation Z¯, f¯Λ, h¯Λ). The charges differential relations are
∇(U(6))ZAB = 1
2
Z¯CDPABCD + 1
4!
ZǫABCDEFPCDEF (4.121)
∇(U(1))Z¯ = 1
2!4!
Z¯ABǫABCDEFPCDEF (4.122)
and the formula for the potential reads, cf. (4.27),
VBH =
1
2
Z¯ABZAB + Z¯Z = −1
2
QtM(N )Q . (4.123)
The quartic U(6) invariants are
I1 = (TrA)
2 (4.124)
I2 = Tr(A
2) (4.125)
I3 =
1
233!
Re (ǫABCDEFZABZCDZEFZ) (4.126)
I4 = (TrA)ZZ¯ (4.127)
I5 = Z
2Z¯2 (4.128)
where A BA = ZACZ¯
CB. The unique SO∗(12) invariant is
S =
1
2
√
|4I2 − I1 + 32I3 + 4I4 + 4I5| . (4.129)
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4.2.5 The N = 8 theory
In the N = 8 case [5] the coset manifold is:
G/H =
E7(7)
SU(8)/Z2
. (4.130)
The field content and group assignments are given in Table 6.
Table 6: Field content and group assignments in D = 4, N = 8 supergravity
V a ψA A
ΛΣ χABC S
α
r RH
E7(7) 1 1 - 1 56 -
SU(8) 1 8 1 56 28 + 2¯8 70
The embedding in Sp(56,R) is automatically realized because the 56 defining repre-
sentation of E7(7) is a real symplectic representation. The components of the f and h
matrices and their complex conjugates are
fΛΣAB , hΛΣAB , f¯
AB
ΛΣ , h¯
ΛΣAB , (4.131)
here ΛΣ, AB are couples of antisymmetric indices, with Λ,Σ, A, B running from 1 to
8. The 70 under which the vielbein of G/H transform is obtained from the four times
antisymmetric of SU(8) by imposing the self duality condition
t¯A¯B¯C¯D¯ =
1
4!
ǫA¯B¯C¯D¯A′B′C′D′t
A′B′C′D′ (4.132)
The supercovariant field strengths and coset manifold vielbein are:
FˆΛΣ = dAΛΣ + [fΛΣAB(a1ψ¯
AψB + a2χ¯
ABCγaψCV
a) + h.c.] (4.133)
PˆABCD = PABCD − χ¯[ABCψD] + h.c. (4.134)
where PABCD = 14!ǫABCDEFGHP¯EFGH ≡ (L−1∇SU(8)L)AB CD = PABCD idφi (φi coordi-
nates of G/H). In the complex basis the vielbein PABCD of G/H are 28 × 28 matrices
completely antisymmetric and self dual as in (4.132). The fermion transformation laws
are given by:
δψA = DǫA + a3TAB µνγ
aγµνǫBVa + · · · (4.135)
δχABC = a4PABCD i∂aφiγaǫD + a5T[AB µνγµνǫC] + · · · (4.136)
where:
TAB =
1
2
(hΛΣABF
ΛΣ − fΛΣABGΛΣ) (4.137)
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with:
NΛΣΓ∆ = 1
2
hΛΣAB(f
−1)ABΓ∆ . (4.138)
With the usual manipulations we obtain the central charges:
ZAB =
1
2
(hΛΣABp
ΛΣ − fΛΣABqΛΣ), (4.139)
the differential relations:
∇SU(8)Z AB = 1
2
Z¯ CDPABCD (4.140)
and the formula for the potential, cf. (4.27),
VBH =
1
2
Z¯ABZAB = −1
2
QtM(N )Q (4.141)
where the matrix M(N ) is given in equation (4.29), and N in (4.138).
For N = 8 the SU(8) invariants are
I1 = (TrA)
2 (4.142)
I2 = Tr(A
2) (4.143)
I3 = Pf Z =
1
244!
ǫABCDEFGHZABZCDZEFZGH (4.144)
where PfZ denotes the Pfaffian of the antisymmetric matrix (ZAB)A,B=1,...8, and where
A BA = ZACZ¯
CB. One finds the following E7(7) invariant [44]:
S =
1
2
√
|4Tr(A2)− (TrA)2 + 32Re (Pf Z)| (4.145)
For a very recent study of E7(7) duality rotations and of the corresponding conserved
charges see [66].
4.2.6 Electric subgroups and the D = 4 and N = 8 theory.
A duality rotation is really a strong-weak duality if there is a rotation between electric
and magnetic fields, more precisely if some of the rotated field strengths F ′Λ depend on
the initial dual fields GΣ, i.e. if the submatrix B 6= 0 in the symplectic matrix (ACBD).
Only in this case the gauge kinetic term may transform nonlinearly, via a fractional
transformation. On the other hand, under infinitesimal duality rotations (10
0
1 ) + (
a
c
0
d),
with b = 0, the lagrangian changes by a total derivative so that (in the absence of
instantons) these transformations are symmetries of the action, not just of the equation
of motion. Furthermore if c = 0 the lagrangian itself is invariant.
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We call electric any subgroup Ge of the duality group G with the property that it
(locally) embeds in the symplectic group via matrices
(
A
C
B
D
)
with B = 0. The parameter
space of true strong-weak duality rotations is G/Ge.
The electric subgroup of Sp(2n,R) is the subgroup of all matrices of the kind(
A 0
C At
−1
)
; (4.146)
we denote it by Spe(2n,R). It is the electric subgroup because any other electric sub-
group is included in Spe(2n,R). This subgroup is maximal in Sp(2n,R) (see for example
the appendices in [50, 68]). In particular if an action is invariant under infinitesimal
Spe(2n,R) transformations, and if the equations of motion admit also a π/2 duality
rotation symmetry FΛ → GΛ, GΛ → −FΛ for one or more indices Λ (no transformation
on the other indices) then the theory has Sp(2n,R) duality.
It is easy to generalize the results of Section 2.2 and prove that duality symme-
try under these π/2 rotations is equivalent to the following invariance property of the
lagrangian under the Legendre transformation associated to FΛ,
LD(F,N ′) = L(F,N ) , (4.147)
where N ′ = (C +DN )(A+ BN )−1 are the transformed scalar fields, the matrix (ACBD)
implementing the π/2 rotation FΛ → GΛ, GΛ → −FΛ. We conclude that Sp(2n,R)
duality symmetry holds if there is Spe(2n,R) symmetry and if the lagrangian satisfies
(4.147).
When the duality group G is not Sp(2n,R) then there may exist different maximal
electric subgroups of G, say Ge andG
′
e. Consider now a theory with G duality symmetry,
the electric subgroup Ge hints at the existence of an action S =
∫ L invariant under the
Lie algebra Lie(Ge) and under Legendre transformation that are π/2 duality rotation
in G. Similarly G′e leads to a different action S
′ =
∫ L′ that is invariant under Lie(G′e)
and under Legendre transformations that are π/2 duality rotation in G. The equations
of motion of both actions have G duality symmetry. They are equivalent if L and L′
are related by a Legendre transformation. Since L′(F,N ′) 6= L(F,N ), this Legendre
transformation cannot be a duality symmetry, it is a π/2 rotation FΛ → GΛ, GΛ → −FΛ
that is not in G, this is possible since G 6= Sp(2n,R).
As an example consider the Ge = SL(8,R) symmetry of the N = 8, D = 4 supergrav-
ity lagrangian whose duality group isG = E7,(7) this is the formulation of Cremmer-Julia.
An alternative formulation, obtained from dimensional reduction of the D = 5 super-
gravity, exhibits an electric group G′e = [E6,(6)×SO(1, 1)]⋉T27 where the nonsemisimple
group G′e is realized as a lower triangular subgroup of E7,(7) in its fundamental (sym-
plectic) 56 dimensional representation. Ge and G
′
e are both maximal subgroups of E7(7).
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The corrseponding lagrangians can be related only after a proper duality rotation of
electric and magnetic fields which involves a suitable Legendre transformation.
A way to construct new supergravity theories is to promote a compact rigid electric
subgroup symmetry to a local symmetry, thus constructing gauged supergravity models
(see for a recent review [67], and references therein). Inequivalent choices of electric sub-
groups give different gauged supergravities. Consider again D = 4, N = 8 supergravity.
The maximal compact subgroups of Ge = SL(8,R) and of G
′
e = [E6,(6)×SO(1, 1)]⋉T27
are SO(8) and Sp(8) = U(16) ∩ Sp(16,C) respectively. The gauging of SO(8) corre-
sponds to the gauged N = 8 supergravity of De Witt and Nicolai [33]. As shown in [34]
the gauging of the nonsemisimple group U(1)⋉ T27 ⊂ G′e corresponds to the gauging of
a flat group in the sense of Scherk and Schwarz dimensional reduction [35], and gives
the massive deformation of the N = 8 supergravity as obtained by Cremmer, Scherk
and Schwarz [36].
5 Special Geometry and N = 2 Supergravity
In the case of N = 2 supergravity the requirements imposed by supersymmetry on
the scalar manifold Mscalar of the theory dictate that it should be the following direct
product: Mscalar = M ×MQ whereM is a special Ka¨hler manifold of complex dimension
n andMQ a quaternionic manifold of real dimension 4nH , here n and nH are respectively
the number of vector multiplets and hypermultiplets contained in the theory. The
direct product structure imposed by supersymmetry precisely reflects the fact that the
quaternionic and special Ka¨hler scalars belong to different supermultiplets. We do not
discuss the hypermultiplets any further and refer to [77] for the full structure of N=2
supergravity. Since we are concerned with duality rotations we here concentrate our
attention to an N = 2 supergravity where the graviton multiplet, containing besides the
graviton gµν also a graviphoton A
0
µ, is coupled to n
′ vector multiplets. Such a theory
has a bosonic action of type (4.1) where the number of (real) gauge fields is n = 1 + n′
and the number of (real) scalar fields is 2n′. Compatibiliy of their couplings with local
N = 2 supersymmetry lead to the formulation of special Ka¨hler geometry [75], [76].
The formalism we have developed so far for the D = 4, N > 2 theories is completely
determined by the (local) embedding of the coset representative of the scalar manifold
M = G/H in Sp(2n,R). It leads to a flat -actually a trivial- symplectic bundle with
local symplectic sections Vη, determined by the symplectic matrix V , or equivalently
by the matrices f and h. We want now to show that these matrices, the differential
relations among charges and their quadratic invariant VBH (4.27) are also central for
the description of N = 2 matter-coupled supergravity. This follows essentially from
the fact that, though the scalar manifold M of the N = 2 theory is not in general a
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coset manifold, nevertheless, as for the N > 2 theories, we have a flat symplectic bundle
associated to M , with symplectic sections Vη. While the formalism is very similar there
is a difference, the bundle is not a trivial bundle anymore, and it is in virtue of duality
rotations that the theory can be globally defined on M .
In the next section we study the geometry of the scalar manifold M and in detail its
associated flat symplectic bundle. Then in Section 5.2 we see how, in analogy withN > 2
supergravities, the flat symplectic bundle geometry of M enters the supersymmetry
transformations laws of N = 2 supergravity and the differential relations among the
matter and central charges.
5.1 Special Geometry
There are two kinds of special geometries: rigid and local. While rigid special Ka¨hler
manifolds are the target space of the scalar fields present in the vector multiplets of N =
2 Yang Mills theories, the (local) special Ka¨hler manifolds, in the mathematical literature
called projective special Ka¨hler manifolds, describe the target space of the scalar fields
in the vector multiplets of N = 2 supergravity (that has local supersymmetry). In
order to describe the structure of a (local or projective) special Ka¨hler manifold it is
instructive to recall that of rigid Ka¨hler manifold.
5.1.1 Rigid Special Geometry
In short a rigid special Ka¨hler manifold is a Ka¨hler manifoldM that has a flat connection
on its tangent bundle. This connection must then be compatible with the symplectic
and complex structure of M .
More precisely, following [49], see also [50], a rigid special Ka¨hler structure on a
Ka¨hler manifold M with Ka¨hler form K is a connection ∇ that is real, flat, torsionfree,
compatible with the symplectic structure ω:
∇ω = 0 (5.1)
and compatible with the almost complex structure J of M :
d∇J = 0 (5.2)
where d∇ : Ω1(TM) → Ω2(TM) is the covariant exterior derivative on vector-valued
forms. Explicitly, if J = Jξ ∂ξ where J
ξ are 1-forms, and ∇∂ξ = Aζξ ∂ζ , with Aζξ 1-
forms, then d∇J = dJξ ∂ξ−Jξ ∧Aζξ ∂ζ = (dJξ+Aξζ ∧Jζ) ∂ξ. Notice that the torsionfree
condition can be similarly written d∇I = 0, where I is the identity map in TM , locally
I = dxξ ⊗ ∂ξ. The two conditions d∇J = 0, d∇I = 0 for the real connection ∇ can be
written in the complexified tangent bundle simply as
d∇π1,0 = 0 , (5.3)
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where π1,0 is the projection onto the (1, 0) part of the complexified tangent bundle;
locally π1,0 = dzi ⊗ ∂
∂zi
.
The flatness condition is equivalent to require the existence of a covering of M with
local frames {eξ} that are covariantly constant, ∇eξ = 0. The corresponding transition
functions of the real tangent bundle TM are therefore constant invertible matrices;
compatibility with the symplectic structure, equation (5.1), further implies that these
matrices belong to the fundamental of Sp(2n,R), where 2n is the real dimension of M
(each frame {eξ} can be chosen to have mutually symplectic vectors eξ).
Flatness of ∇ (i.e., the vanishing of the curvature R∇ or equivalently d2∇ = 0) implies
that (5.3) is equivalent to the existence of a local complex vector field ξ that satisfies
∇ξ = π1,0 (5.4)
[hint: in a flat reference frame d∇ = d, and Poincare´ lemma for d implies that any
d∇-closed section is also d∇-exact]. Studying the components of this vector field (with
respect to a flat Darboux coordinate system) we obtain the existence of local holomor-
phic coordinates onM , called special coordinates, their transition functions are constant
Sp(2n,R) matrices, so that the holomorphic tangent bundle TM is a flat symplectic
holomorphic one. Corresponding to these special coordinates we have a holomorhic
function F, the holomorphic prepotential. In terms of this data the Ka¨hler potential
and the Ka¨hler form read
K = 1
2
Im
( ∂F
∂zi
z¯i
)
dzi ∧ dzj , (5.5)
K = i∂∂¯K = i
2
Im
( ∂2F
∂zi∂zj
)
dzi ∧ dzj = i
2
Im(τij)dz
i ∧ dzj , (5.6)
where zi are special coordinates, and τij =
∂2F
∂zi∂zj
.
An equivalent way of characterizing rigid special Ka¨hler manifolds is via a holomor-
phic symmetric 3-tensor C. This tensor measures the difference between the symplectic
connection ∇ and the Levi-Civita connection D, whose connection coefficients we here
denote γkij and γ¯
k¯
ı¯¯.
Define
PR = ∇−D .
The nonvanishing components of PR are
Akij − γkij , Ak¯ij , Ak¯i¯j¯ − γk¯i¯j¯ , Aki¯j¯ , (5.7)
this is so because the components A of the connection ∇ are constrained by condition
(5.3). Since D and ∇ are real and torsionfree we further have that the lower indices in
(5.7) are symmetric, and the reality conditions Akij − γkij = Ak¯i¯j¯ − γk¯i¯j¯, Ak¯i¯j¯ = Aki¯j¯. Since
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both D and ∇ are symplectic we have that for any vector u ∈ TmM , (PR)u : TmM →
TmM is a generator of a symlectic transformation,
u(K(v, w)) = Du(K(v, w)) = K(Duv, w) +K(v,Duw)
u(K(v, w)) = ∇u(K(v, w)) = K(∇uv, w) +K(v,∇uw)
0 = K((PR)uv, w) +K(v, (PR)uw) . (5.8)
If we set u = ∂k, v = ∂i, w = ∂¯¯, and use that K is a (1, 1)-form, we obtain
Akij − γkij = 0 . (5.9)
Then the components of
PR = P + P
are just Ak¯ij and A
k
i¯j¯. This leads to define the tensor
Cijk = −igiℓ¯Aℓ¯jk . (5.10)
Setting u = ∂k, v = ∂i, w = ∂j in (5.8) we obtain that Cijk is totally symmetric in its
indices. Since Djπ
(1,0) = 0 we easily compute, recalling (5.4), Cijk = −〈∇iξ,∇j∇kξ〉,
hence we obtain the coordinate independent expression for C = Cijkdz
i ⊗ dzj ⊗ dzk,
C = −〈∇ξ,∇∇ξ〉 . (5.11)
Flatness of ∇ = D + PR, i.e. d2∇ = 0, is equivalent to
R + dDP + dDP + P ∧ P + P ∧ P = 0 (5.12)
where R = d2D is the Levi-Civita curvature and d∇P is the exterior covariant derivative
action on the 1-form P with values in TCM⊗T ∗CM (where T ∗CM is the complexified cotan-
gent bundle). Now in (5.12), the term R+P ∧P+P ∧P ∈ Ω(1,1)(M,End(TCM,TCM)),
i.e., this term maps T (1,0)M (or T (0,1)M) vectors into (1,1)-forms valued in T (1,0)M (or
T (0,1)M). On the other hand P ∈ Ω(End(TCM,TCM)), in particular it maps T (1,0)M
vectors into forms valued in T (0,1)M , and annihilates T (0,1)M vectors (hence P∧P = 0).
Similar properties hold for the complex conjugate P , with T (1,0)M replaced by T (0,1)M ,
and for dDP and dDP. It follows that equation (5.12) is equivalent to two independent
equations,
R + P ∧ P + P ∧ P = 0 (5.13)
dDP = 0 . (5.14)
Since the covariant derivative of the metric vanishes, this last equation is equivalent to
dDC = 0. In local coordinates we have
dCℓj − γkℓ ∧ Ckj − γkj ∧ Cℓk = 0 . (5.15)
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where Cij = Cikjdz
k. This equation splits in the condition
∂¯C = 0 , (5.16)
so that C is holomorphic, and the condition ∂DC = 0, that can be equivalently written
DiCj = DjCi (5.17)
where Ci is the matrix Ci = (Ckiℓ)k,ℓ=1,...n, i.e., Ci ∈ Ω0(M,T ∗(1,0)M ⊗T ∗(1,0)M), so that
Di is the covariant derivative on functions valued in T
∗(1,0)M ⊗ T ∗(1,0)M .
The local coordinates expression of (5.13) is
Rı¯jk¯ℓ = −C ı¯k¯s¯gs¯pCpjℓ . (5.18)
In conclusion a rigid special Ka¨hler structure on M implies the existence of a holo-
morphic symmetric 3-tensor (cubic form) C that satisfies (5.13) and (5.17).
Viceversa if a Ka¨hler manifold M admits a symmetric holomorphic 3-tensor C that
satisfies (5.13) and (5.17), then M is a special Ka¨hler manifold. Indeed the contraction
of C with the metric gives P, so that we can define ∇ = D − PR. The symmetry of
C implies that d∇π1,0 = 0 so that ∇ is torsionfree and compatible with the complex
structure, d∇J = 0. The symmetry of C also implies (5.8) so that ∇ is symplectic.
Finally (5.13) and (5.17) imply that ∇ is flat.
In special coordinates the holomorphic 3-tensor C is simply given by Cijk =
1
4
∂3F
∂zi∂zj∂zk
.
5.1.2 Local Special Geometry
We have recalled that to a rigid special Ka¨hler manifold of dimension n there is canon-
ically associated a holomorphic n dimensional flat symplectic vector bundle. On the
other hand, to a projective (or local) special Ka¨hler manifold M , of dimension n′ there
is canonically associated a holomorphic n = n′ + 1 dimensional flat symplectic vector
bundle. The increase by one unit of the rank of the vector bundle with respect to the
dimension of the manifold is due to the graviton multiplet. The mathematical descrip-
tion involves the n = n′ + 1 dimensional manifold L, total space of a line bundle over
M .
Ka¨hler-Hodge manifolds and their associated principal bundles M˜ →M
Consider a Ka¨hler -Hodge manifold, i.e. a triple (M,L,K), where M is Ka¨hler with
integral Ka¨hler form K, so that it defines a class [K] ∈ H2(M,Z), and
L
π→ M
is a holomorphic hermitian line bundle with first Chern class equal to [K], and with
curvature equal to −2πiK (recall that on a hermitian holomorphic vector bundle there
is a unique connection compatible with the hermitian holomorphic structure).
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Consider the complex manifold M˜ , that is L without the zero section of L
π→M . The
manifold M˜ is a principal bundle over M , with structure group C× (complex numbers
minus the zero); the action of C× on M˜ is holomorphic. The hermitian connection
canonically associated to L → M induces a connection on M˜ so that in TM˜ we have
the subspaces of horizontal and vertical tangent vectors.
Another property of the manifold M˜ is that it has a canonical hermitian line bundle
π∗L→ M˜ ; it is the pullback to M˜ of L→ M , so that the fiber on the point m˜ ∈ M˜ is
just the fiber of L on the point m = π(m˜) ∈M ,
π∗L −−−→ Ly πy
M˜
π−−−→ M
(5.19)
Explicitly π⋆L = {(m˜, ℓ) ; π(ℓ) = π(m˜)}. The line bundle π∗L is trivial indeed we have
the globally defined nonzero holomorphic section
Ω : M˜ → π∗L
m˜ 7→ (m˜, m˜)
(m, λ) 7→ (m, λ, λ) . (5.20)
In the last line we used a local trivialization of M˜ → M (and henceforth of L → M)
given by a local section s, say m˜ = λs(m) ∼ (m, λ). This induces a local trivialization
s˜ = π∗s of the line bundle π∗L → M˜ . Explicitly s˜ associates to m˜ the point s(m) of
L, so that a generic element ℓ˜ = σs˜(m˜) ∈ L˜ is described by the triple (m, λ, σ), and in
particular
Ω(m˜) = Ω(λs(m)) = λs˜(m˜) ∼ (m, λ, λ) . (5.21)
It can be shown that M˜ is a pseudo-Ka¨hler manifold (i.e. a Ka¨hler manifold where
the metric has pseudo-Riemannian signature). The Ka¨hler form is
K˜ =
i
2π
∂¯∂|Ω|2 , (5.22)
where |Ω|2 is the evaluation on Ω of the hermitian structure of π⋆(L) (this latter is
trivially inherited from the hermitian structure of L). With respect to the correspond-
ing Ka¨hler metric, horizontal and vertical vectors are orthogonal, moreover the Ka¨hler
metric is negative definite along vertical vectors, and positive definite along horizontal
vectors, where K˜|
hor
= |Ω|2π∗K.11 Thus (M˜, K˜) has Lorentzian signature.
11Hint: in the coordinates (zi, λ), associated to the local trivialization m˜ = λs(m) ∼ (m,λ) induced
by a section s of L, we have |Ω|2 = λλ¯|s|2. Moreover horizontal vectors read u = ui∂i − uiaiλ ∂∂λ
where the local connection 1-form on M is a = aidz
i = |s|−2∂|s|2. The pseudo-Ka¨hler form reads
−2πiK˜ = λλ¯∂i∂¯|s|2dzi ∧ dz¯ ¯ + |s|2dλ ∧ dλ¯+ λ∂i|s|2dzi ∧ dλ¯+ λ¯∂¯|s|2dλ ∧ dz¯ ¯.
66
Concerning the pullback π∗K on M˜ of the Ka¨hler form K on M ; while K is in
general only closed, π∗K is exact,
π∗K =
i
2π
∂¯∂log|Ω|2 . (5.23)
This last formula easily follows by pulling back the usual local curvature formula for
the hermitian connection K = i
2π
∂¯∂ log |s|2 and by observing that π∗log|s|2 = log|s˜|2 =
log|Ω|2 − logλ− logλ¯.
In conclusion, one can canonically associate to a Ka¨hler -Hodge manifold (M,L,K)
a pseudo-Ka¨hler manifold (M˜, K˜) that carries a free and holomorphic C× action, and a
line bundle π∗L→ M˜ that has a canonical global holomorphic section Ω.
The bundle L˜ can be naturally identified as the holomorphic subbundle of TM˜ given
by the vertical vectors of M˜ with respect to the holomorphic C× action. The global
holomorphic section Ω corresponds to the vertical vector field that gives the infinitesimal
C
× action. Under this identification we have
K˜(Ω,Ω) = − i
2π
|Ω|2 . (5.24)
This equation shows that under the identification TM˜ |vert ≃ L the corresponding her-
mitian structures are mapped one into minus the other.
Special Ka¨hler manifolds
Following [49], (M,L,K) is special Ka¨hler if (M˜, K˜) is rigid special Ka¨hler and if Ω is
compatible with the symplectic connection ∇˜.
A (projective or local) special Ka¨hler manifold is a Ka¨hler -Hodge manifold
(M,L,K) such that the associated pseudo-Ka¨hler manifold (M˜, K˜) has a rigid special
pseudo-Ka¨hler structure ∇˜ which satisfies
∇˜Ω = π(1,0) . (5.25)
Notice that (5.25) is equivalent to the condition ∇˜uΩ = u for any u ∈ T (1,0)M˜ .
As shown in [50], since ∇˜ is torsionfree and flat, then condition (5.25) implies the C×
invariance of ∇˜, i.e. dRb(∇˜uv) = ∇˜dRbudRbv where Rb denotes the action of b ∈ C×.
Notice also that equation (5.25) is the global version of eq. (5.4).
For ease of notation in the following we denote the flat torsionfree symplectic con-
nection ∇˜ on M˜ simply by ∇.
We now construct a flat symplectic 2n = 2n′ + 2 dimensional bundle H on M that
is frequently used in the literature in order to characterize projective special Ka¨hler
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manifolds. We introduce a new C× action on TM˜ . On M˜ it is the usual one Rbm˜ =
m˜b = bm˜, where b ∈ C×, while on vectors we have
vm˜ 7→ b−1dRb vm˜ . (5.26)
¿From now on by C× action we understand the new above defined one. Thus for example
since b−1dRbΩm˜ = b−1Ωm˜b, then Ω is not invariant under (5.26). On the other hand the
local section (vertical vector field) s˜, obtained from a local section s of L, satisfies
b−1dRbs˜m˜ = s˜bm˜ (or b−1Rb∗s˜ = s˜) and is therefore C× invariant. A C× invariant frame
associated with local coordinates zi ofM and with the local section s of L is (λ−1 ∂
∂zi
, ∂
∂λ
);
it is given by the coordinates (X i, X0) = (λzi, λ), they are C× invariant (b−1Rb∗X = X)
and therefore are homogeneous (projective) coordinates of M .
We define the 2n = 2n′ + 2 dimensional real vector bundle on M (dimRM = 2n′),
H →M (5.27)
by identifying its local sections with the C× invariant sections of TM˜ . In other words H
is the quotient of TM˜ via the C× action (5.26). A point (m, h) ∈ H is the equivalence
class [(m˜, vm˜)] where (m˜, vm˜) ∼ (m˜′, um˜′) if m′ = mb and b−1dRbvm˜ = um˜′. Under
this quotient π⋆L ⊂ TM˜ becomes L, while the subbundle TM˜ |hor of horizontal vectors
becomes L⊗ TM .12 Therefore we have two natural inclusions
L ⊂ H and L⊗ TM ⊂ H . (5.28)
Since the C× action is holomorphic, then H is a holomorphic vector bundle on M of
rank n′ + 1. Since K˜ is a C× invariant 2-form the symplectic structure of TM˜ goes
to the quotient H: indeed K˜(u, v) is a homogeneous function on M if u and v are C×
invariant vector fields of TM˜ . Similarly also the flat symplectic connection ∇ induces
a flat symplectic connection on H (see for example [50]). The inclusion L ⊂ H implies
that
L−1 ⊗H →M (5.29)
has a nonvanishing global holomorphic section.
In the following we work in TM˜ , but we choose C× invariant tensors and therefore
our results immediately apply to the bundle H. Let’s consider a C× invariant flat local
symplectic framing of TM˜ , that we denote by {eξ} = {eΛ, fΛ}, ξ = 1, . . . 2n, Λ = 1, . . . n.
The framing is flat because ∇eΛ = 0,∇fΛ = 0, and it is symplectic because in this
12Hint: denote by v̂m|m˜ the horizontal lift in Tm˜M˜ of the vector vm ∈ TmM . Then the map
L ⊗ TM → (TM˜ |hor)/C×action defined by (ℓm ⊗ vm) 7→ [(ℓm, v̂m|ℓm)] if ℓm 6= 0, and by 0 7→ 0 is well
defined, linear and injective.
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basis the symplectic matrix is in canonical form: the components K˜(eΛ, eΣ), K˜(eΛ, f
Σ),
K˜(fΛ, eΣ), K˜(f
Λ, fΣ) read (
0 −1
1 0
)
(5.30)
With respect to the {eΛ, fΛ} frame, the global section Ω has local components Ω =
Ωξeξ = X
ΛeΛ + FΛf
Λ. We also denote by Ω this column vector of coefficients,
Ω = (Ωξ) =
(
XΛ
FΛ
)
. (5.31)
The local functions XΛ, FΛ on M˜ are holomorphic, indeed (5.25) implies that ∇Ω is a
(1, 0)-form valued in TM˜ , since ∇(Ωξeξ) = dΩξ eξ = ∂Ωξ eξ+ ∂¯Ωξ eξ, we obtain ∂¯Ωξ = 0.
In conclusion (XΛ, FΛ) are local components of the global symplectic section Ω of the
tangent bundle TM˜ .
Each entry XΛ, FΛ is also a local holomorphic section of the line bundle L
−1 → M .
Indeed from the transformation properties of Ω under the C× action m˜ 7→ Re−f(m)(m˜) =
e−f(m)m˜ (or under a change of local trivialization s′(m) = ef(m)s(m)) we have(
XΛ
FΛ
)′
= e−f(m)
(
XΛ
FΛ
)
, (5.32)
therefore for each invertible Ωξ we have that Ωξ
−1
(s)s is a section of L→M or equiva-
lently each XΛ and each FΛ are the coefficients of sections of L
−1 →M .
In conclusion (XΛ, FΛ) are local components of the global symplectic section Ω of the
tangent bundle TM˜ . Each entry is also a local holomorphic section of the line bundle
L−1 →M . Under change of local trivialization of TM˜ we have(
XΛ
FΛ
)′
= S
(
XΛ
FΛ
)
=
(
A B
C D
)(
XΛ
FΛ
)
, (5.33)
where S =
(
A
B
C
D
)
is a constant symplectic matrix. We can also consider a change of
coordinates on M , say z → z′. Provided we keep fixed the frame of TM˜ and the
trivalization of L we then have that XΛ and FΛ behave like local functions on M ,
XΛ(z) = X ′Λ(z′), FΛ(z) = F ′Λ(z
′) (here XA(z) = XA(s(z)) etc.).
It can be shown [50] that from the set of 2n elements {XΛ, FΛ} one can always choose
a subset of n elements that form a local coordinate system on M˜ . Contrary to the Ka¨hler
case (where the metric is Riemanninan) in this pseudo-Ka¨hler case in general neither
{XΛ} nor {FΛ} are coordinates systems on M˜ . The frame {eΛ, fΛ} is determined up to a
symplectic transformation, if using this freedom we have that the {XΛ} are coordinates
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functions then the {XΛ} are named special coordinates. The sections FΛ can then be
seen as functions of the XΛ and are obtained via a prepotential F,
FΛ =
∂ F
∂XΛ
. (5.34)
Recalling (5.23) and (5.24) we have
π∗K =
i
2π
∂¯∂log i〈Ω,Ω〉 (5.35)
and for the corresponding “Ka¨hler ” potential K we have13
K = −log i〈Ω,Ω〉 ; (5.36)
in these formulae we used the standard notation
〈Ω,Ω〉 = K˜(Ω,Ω) .
Using the components (XΛ, FΛ) expression (5.36) reads
K = −log[i(X,F )( 0 −1
1 0
)(
X¯
F¯
)]
= −log[i(FΛX¯Λ −XΛF¯Λ)] . (5.37)
By considering local sections of the bundle M˜ →M , we can then pull back the potential
K to local Ka¨hler potentials on M .
Under the action of e−f(m) ∈ C× on M˜ (or equivalently under change of trivialization
of M˜ →M) we have
K′ = K + f + f¯ (5.38)
thus showing that e−K defines a global nonvanishing section of the bundle L⊗L→ M ,
in particular this bundle is trivial. Explicitly this global section is eK(s)[s, s¯] where s is
any local section of M˜ → M and [s, s¯] = {(sλ, λ−1s¯), λ ∈ C×} is the corresponding local
section of L⊗ L¯.
Symplectic Sections and Matrices from local coordinates frames on M
Let’s examine few more properties of special Ka¨hler manifolds and introduce those
symplectic vectors that we have seen characterizing the geometry of the supergravity
scalar fields. Consider a vector u ∈ T (1,0)m M , this can be lifted to a horizontal vector
uˆ ∈ T (1,0)m˜ M˜ . Because of (5.25) the covariant derivative ∇uˆΩ is again a vector in T (1,0)m˜ M˜ ,
then
〈Ω,∇uˆΩ〉 = 0 , 〈Ω¯,∇uˆΩ〉 = 0 ; (5.39)
13As usual when K is integral K = i2π gi¯dz
i ∧ dz¯ ¯ = i2π∂i∂¯Kdzi ∧ dz¯ ¯ = i2π∂∂¯K.
70
the first relation holds because K˜ = 〈 , 〉 is a (1, 1)-form, the second relation holds
because horizontal and vertical vectors are orthogonal under K˜ (recall paragraph after
(5.22)).
Subordinate to a holomorphic coordinate system {zi} of M , and a local section s of
L→M we have the local coordinates (zi, λ) on M˜ . The corresponding vector fields are
(∂i,
∂
∂λ
). A more natural frame on M˜ is given by considering the vertical vector field
associated to the action of C× on M˜ ,
∂ˆ0 ≡ Ω = λ ∂
∂λ
, (5.40)
and the horizontal lift ∂ˆi of the vector fields ∂i on M
∂ˆi = ∂i − |s|−2∂i|s|2λ ∂
∂λ
= ∂i + ∂iKλ ∂
∂λ
. (5.41)
In (5.41), |s|2 = h(s, s) is the hermitian form of L → M . All these vector fields have
degree 1 and are independent from the section s of L→M .
We define
∇i = ∇∂ˆi . (5.42)
The new sections ∇iΩ are exactly the horizontal vector fields ∂ˆi, indeed from (5.25) we
obtain
∇iΩ = ∂ˆi , ∇0Ω = ∂ˆ0 = Ω . (5.43)
Similarly
∇¯ı¯Ω¯ = 0 , ∇¯0¯Ω = 0 . (5.44)
Recalling (5.39) we obtain
〈Ω,∇iΩ〉 = 0 (5.45)
〈∇iΩ,∇jΩ〉 = 0 (5.46)
〈Ω¯,∇iΩ〉 = 0 . (5.47)
Notice also that 〈Ω, Ω¯〉 is invariant under horizontal vector fields,
∂ˆi〈Ω, Ω¯〉 = ∇i〈Ω, Ω¯〉 = 〈∇iΩ, Ω¯〉+ 〈Ω,∇iΩ¯〉 = 0 (5.48)
where in the last passage we used (5.39) and (5.44). Similarly ∇¯ı¯〈Ω, Ω¯〉 = 0.
The metric associated to the Ka¨hler form (5.22) on M˜ is block diagonal in the ∂ˆ0, ∂ˆi
basis, (see paragraph following (5.22)),(
g˜00¯ 0
0 g˜i¯
)
=
(−λλ¯|s|2 0
0 λλ¯|s|2gi¯◦π
)
=
(−|Ω|2 0
0 |Ω|2 gi¯◦π
)
. (5.49)
71
Because of (5.48) the associated Levi-Civita connection coefficients of M˜ in the ∂ˆi basis
of horizontal vectors coincide with those of M in the ∂
∂zi
basis,
Γ˜ℓij = g˜
k¯ℓ∂ˆig˜jk¯ = g
k¯ℓ∂igjk¯ = Γ
ℓ
ij . (5.50)
In terms of the symplectic frame {eξ} = {eΛ, fΛ}, that is flat, we have ∇Ω =
∇(Ωξeξ) = d(Ωξ)eξ, and ∇iΩ = ∂ˆi(Ωξ)eξ = ∂iΩξ + ∂iKΩξ, i.e.,
∇i
(
XΛ
FΛ
)
= ∂i
(
XΛ
FΛ
)
+ ∂iK
(
XΛ
FΛ
)
. (5.51)
Recalling the interpretation of XΛ or FΛ as coefficients of local sections of L
−1 → M ,
we read in equation (5.51) the covariant derivative of L−1 →M .
It is also convenient to normalize Ω and thus consider the (non holomorphic) non-
vanishing global vector field on M˜ given by
V = eK/2Ω . (5.52)
¿From (5.48) the covariant derivatives of V are
∇iV = eK/2∇iΩ , ∇¯ı¯V = eK/2∇¯ı¯Ω = 0 ,
∇¯ı¯V¯ = eK/2∇¯ı¯Ω¯ , ∇iV¯ = eK/2∇iΩ¯ = 0 .
Explicitly we have14
∇iV = (∂iV ξ + 1
2
∂iKV ξ) eξ , ∇¯ı¯V = (∂¯ı¯V ξ − 1
2
∂¯ı¯K V ξ) eξ = 0 (5.53)
∇¯ı¯V¯ = (∂¯ı¯V¯ ξ + 1
2
∂¯ı¯K V¯ ξ) eξ , ∇iV¯ = (∂iV¯ ξ − 1
2
∂ı¯K V¯ ξ) eξ = 0 . (5.54)
Each coefficient V ξ of V with respect to the C× invariant basis eξ is also a coefficient of a
local section of the bundle L−1/2⊗ L¯1/2 →M . This bundle has connection 1
2
∂iK− 12 ∂¯ı¯K.
Equation (5.53) can be interpreted as the covariant derivative of these line bundle local
sections.
From (5.36), and (5.45)-(5.47) we have
14we find also instructive to obtain the covariant derivative of the section V via this straighforward
calculation that uses λ ∂∂λK = −1,
∇iV = ∇i(eK/2Ωξeξ) = ∂ˆi(eK/2Ωξ)eξ = ∂i(eK/2Ωξ)eξ + ∂iKλ ∂
∂λ
(eK/2Ωξ)eξ = (∂iV
ξ +
1
2
∂iK V ξ) eξ .
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〈V, V¯〉 = −i , (5.55)
〈V,∇iV〉 = 0 , (5.56)
〈∇iV,∇jV〉 = 0 , (5.57)
〈V, ∇¯ı¯V¯〉 = 0 . (5.58)
¿From (5.49), or also from [∇j , ∇¯ı¯] = −∂j ∂¯ıK = −gjı¯ and 〈∇¯ı¯∇jV, V¯〉+〈∇jV, ∇¯ı¯V¯〉 = 0,
we have
〈∇jV, ∇¯ı¯V¯〉 = igjı¯ , (5.59)
(where gjı¯ = ∂j ∂¯ıK = −2πi π∗Kjı¯ is actually gjı¯◦π, the pull back via π of the positive
definite metric on M). If we consider an orthonormal frame {eI}, (I = 1, . . . n′) on M ,
eI = e
j
I∂j , ∂j = e
I
jeI , gjı¯ = e
I
j e¯
J¯
ı¯ δIJ¯ , (5.60)
we lift this frame to a frame of horizontal vectors of T (1,0)M˜ , and if we set
VM = (V, ∇¯I¯ V¯) , M = 0, 1, . . . n′ , (5.61)
(where ∇¯I¯ = e¯ı¯I¯ ∇¯ı¯), then relations (5.56), (5.57), (5.55), (5.59) read
〈VM ,VN〉 = 0 , 〈V¯M ,VN〉 = iδMN . (5.62)
The index M mixes holomorphic and antiholomorphic indices in order to compensate
for the Lorentian signature of the metric
(−1
0
0
gjı¯
)
in (5.55), (5.59).
Explicitly the column vectors of the components of the sections VM = V ξMeξ are(
V ξ
)
=
(
LΛ
MΛ
)
= eK/2
(
XΛ
FΛ
)
,
(∇¯I¯ V¯ ξ) = ( ∇¯I¯LΛ∇¯I¯MΛ
)
, (5.63)
and they can be organized in a 2n× n matrix
(V ξM) = (V, ∇¯I¯ V¯ ξ) =
(
LΛ ∇¯I¯LΛ
MΛ ∇¯I¯MΛ
)
=
(
fΛM
hΛM
)
=
(
f
h
)
. (5.64)
In the last passage we have denoted by f (respectively h) the n × n matrix of entries
fΛM (respectively hΛM).
The N = 2 special geometry relations (5.62) are equivalent to
(f †, h†)
(
0 −1
1 0
)(
f
h
)
= i1 i.e. − f †h+ h†f = i1 (5.65)
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and
(f t, ht)
(
0 −1
1 0
)(
f
h
)
= 0 i.e. − f th+ htf = 0 (5.66)
These two relations are equivalent to require the real matrix(
A B
C D
)
=
√
2
(
Ref −Imf
Reh −Imh
)
(5.67)
to be symplectic. Vice versa any symplectic matrix
(
A
C
B
D
)
leads to relations (5.65), (5.66)
by defining
(f
h
)
= 1√
2
(
A−iB
C−iD
)
. The matrix
V =
(
f f¯
h h¯
)
=
(
A B
C D
)
A , (5.68)
where A = 1√
2
(
1
−i1
1
i1
)
, rotates the flat real symplectic frame {eξ} = {eΛ, fΛ} in the
frame {VM , V¯M¯} that up to a rotation by A−1 = A† is also real and symplectic (but
not flat). This {VM , V¯M¯} frame comes from a local coordinate frame on M , indeed
V¯M¯ = (eK/2Ω¯, eK/2ejI ∂ˆj). The symplectic connection 1-form in this frame is simply
Γ = V −1dV , indeed ∇eξ = 0 is equivalent to
dV = V Γ . (5.69)
We can write Γ =
(
ω P¯
P ω¯
)
, and see this equation as a condition on the Levi-Civita
connection ω and the tensor P of M˜ . The block decomposition ( ωP P¯ω¯ ) follows by recalling
that M˜ is in particular a rigid special Ka¨hler manifold. The difference PR = ∇ − D
between the flat symplectic connection and the Levi-Civita connection is given by the
holomorphic symmetric three form C (c.f. (5.11))
C = −〈∇Ω,∇∇Ω〉 . (5.70)
The properties of C previously discussed in the rigid case apply also to this projective
special geometry case.
5.2 The N = 2 theory
¿From the previous section we see that the N = 2 supergravity theories and the higher
N theories have a similar flat symplectic structure. The formalism is the same, indeed
since the antisymmetric of the U(2) authomorphism group of the N = 2 supersymmetry
algebra is a singlet we have
fΛAB = f
Λ
0ǫAB , hΛAB = hΛ0ǫAB (5.71)
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where fΛ0, hΛ0 are the components of the global section V, therefore from (5.64) we have
as in (4.22),
f = (fΛM) = (f
Λ
AB, f¯
Λ
I¯) ,
h = (hΛM) = (hΛAB, h¯ΛI¯) , (5.72)
as it should be, the sections
(
f¯Λ
I¯
h¯ΛI¯
)
have Ka¨hler weight opposite to the
(
fΛAB
hΛI
)
sections.
The difference between the N = 2 cases and the N > 2 cases is that the scalar
manifold M of the N = 2 case is not in general a coset manifold. The flat symplectic
bundle is therefore not in general a trivial bundle. The gauge kinetic term NΛΣ =
hΛMf
−1M
Σ depends on the choice of the flat symplectic frame {eξ} = {eΛ, fΛ}. This
latter can be defined only locally on M˜ (and therefore on M). In another region we
have a different frame {e′ξ} = {e′Λ, f ′Λ} and therefore a different gauge kinetic term N ′ΛΣ.
In the common overlapping region the two formulations should give the same theory,
this is indeed the case because the corresponding equations of motion are related by a
duality rotation. As a consequence the notion of electric or magnetic charge depends
on the flat frame chosen. In this sense the notion of electric and magnetic charge is not
a fundamental one. The symplectic group is a gauge group (where just constant gauge
transformations are allowed) and only gauge invariant quantities are physical.
A related aspect of the comparison between the N = 2 and the N > 2 theories is
that the special Ka¨hler structure determines the presence of a new geometric quantity,
the holomorphic cubic form C, which physically corresponds to the anomalous magnetic
moments of the N = 2 theory. When the special Ka¨hler manifold M is itself a coset
manifold [78], then the anomalous magnetic moments Cijk are expressible in terms of
the vielbein of G/H , this is for example the case of the N = 2 theories with scalar
manifold G/H = SU(1,1)
U(1)
× O(6,2)
O(6)×O(2) and G/H =
SO⋆(12)
U(6)
[78].
To complete the analogy between the N = 2 theory with n′ vector multiplets and
the higher N theories in D = 4, we also give the supersymmetry transformation laws,
the central and matter charges, the differential relations among them and the formula
for the potential VBH .
The supercovariant electric field strength FˆΛ is
FˆΛ = FΛ + fΛψ¯AψBǫAB − if¯Λı¯ λ¯ı¯AγaψBǫABV a + h.c. (5.73)
The transformation laws for the chiral gravitino ψA and gaugino λ
iA fields are:
δψAµ = ∇µ ǫA + ǫABTµνγνǫB + · · · , (5.74)
δλiA = i∂µz
iγµǫA +
i
2
T¯¯µνγ
µνgi¯ǫABǫB + · · · , (5.75)
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where:
T = hΛF
Λ − fΛGΛ , (5.76)
T¯ı¯ = T¯I¯ e¯
I¯
ı¯ , with T¯I¯ = h¯ΛI¯F
Λ − f¯ΛI¯ GΛ , (5.77)
are respectively the graviphoton and the matter vectors. In (5.74), (5.75) the position of
the SU(2) automorphism index A (A,B = 1, 2) is related to chirality, namely (ψA, λ
iA)
are chiral, (ψA, λı¯A) antichiral.
In order to define the symplectic invariant charges let us recall the definition of the
magnetic and electric charges (the moduli independent charges) in (4.10). The central
charges and the matter charges are then defined as the integrals over a sphere at spatial
infinity of the dressed graviphoton and matter vectors (4.21), they are given in (4.23),
(4.24):
(ZM) =
(
Z, Z¯I¯
)
= iV (φ∞)
−1
Q (5.78)
where φ∞ is the value of the scalar fields at spatial infinity. Because of (5.61) we get
immediately:
∇IZ = ZI . (5.79)
This relation can also be written ∇IZAB = ZIǫAB, and considering the vielbein 1-
form PI dual to the frame eI introduced in (5.60) and setting ∇ ≡ PI∇I we obtain
∇ZAB = ZIPIǫAB .
The positive definite quadratic invariant VBH in terms of the charges Z and ZI reads
VBH =
1
2
ZZ¯ + ZIZ¯
I = −1
2
QtM(N )Q . (5.80)
Equation (5.80) is obtained by using exactly the same procedure as in (4.27). Invariance
of VBH implies that it is a well defined positive function on M .
6 Duality rotations in Noncommutative Spacetime
Field theories on noncommutative spaces have received renewed interest since their
relevance in describing Dp-branes effective actions (see [79] and references therein).
Noncommutativity in this context is due to a nonvanishing NS background two form
on the Dp-brane. First space-like (magnetic) backgrounds (Bij 6= 0) were considered,
then NCYM theories also with time noncommutativity (B0i 6= 0) have been studied
[82]. The NCYM theories that can be obtained from open strings in the decoupling
limit α′ → 0 are those with B space-like or light-like (e.g. B0i = −B1i), these were
also considered the only theories without unitatrity problems [83], however by applying
a proper perturbative setup it was shown that also time-space noncommutative field
theories can be unitary [84].
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Following [79], gauge theory on a Dp-brane with constant two-form B can be de-
scribed via a commutative Lagrangian and field strength L(F +B) or via a noncommu-
tative one L̂(F̂ ), where F̂µν = ∂µAν − ∂νAµ − i[Aµ ⋆, Aν ]. Here ⋆ is the star product, on
coordinates [xµ ⋆, x
ν ] = xµ ⋆ xν − xν ⋆ xν = iΘµν , where Θ depends on B and the metric
on the Dp-brane. The commutative and the noncommutative descriptions are comple-
mentary and are related by Seiberg-Witten map (SW map) [79], [80,81]. In the α′ → 0
limit [79] the exact effective electromagnetic theory on a Dp-brane is noncommutative
electromagnetism (NCEM), this is equivalent, via SW map, to a nonlinear commutative
U(1) gauge theory.
In this section we consider a D3-brane action in the slowly varying field approxi-
mation, we give an explicit expression of this nonlinear U(1) theory and we show that
it is self-dual when B (or Θ) is light-like. Via SW map solutions of U(1) nonlinear
electromagnetism are mapped into solutions of NCEM, so that duality rotations are
also a symmetry of NCEM, i.e., NCEM is self-dual [85], [52]. When Θ is space-like we
do not have self-duality and the S-dual of space-like NCYM is a noncommutative open
string theory decoupled from closed strings [87]. Related work appeared in [88–90]. We
mention that self-duality of NCEM was initially studied in [86] to first order in Θ. On
one hand it is per se interesting to provide new examples of self-dual nonlinear elec-
tromagnetism, as the one we give with the lagrangian (6.12). On the other hand this
lagrangian is via Seiberg-Witten map, and for slowly varying fields, just NCEM. For-
mally NCEM resembles U(N) YM on commutative space, and on tori with rational Θ
the two theories are T -dual [91]. Self-duality of NCEM then hints to a possible duality
symmetry property of the equations of motion of U(N) YM.
Self-Duality of the D3-brane action
Consider the D3-brane effective action in a IIB supergravity background with constant
axion, dilaton NS and RR two-forms. The background two-forms can be gauged away
in the bulk and we are left with the field strength F = F +B on the D3-brane. Here B
is defined as the constant part of F , or B = F|spatial∞ since F vanish at spatial infinity.
For slowly varying fields the Lagrangian, in Einstein frame is essentially the Born-Infeld
action with axion and dilaton. We set for simplicity N = −i1 and gs = 1, where gs
is the string coupling constant. The lagrangian is then L = −1
α′2
√−det(g + α′F). The
explicit expression of G, is obtained from the definition G := ∂L
∂F
and is (cf. (2.38))
Gµν =
F∗µν + α
′2
4
FF∗Fµν√
1 + α
′2
2
F2 − α′4
16
(FF∗)2
. (6.1)
Here F∗µν =
√
gǫµνρσFρσ, cf. footnote 2, Section 2.1. One can then consider a duality
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rotation by an angle γ and extract how B (the constant part of F) transforms
B′µν = cosγ Bµν − sinγ
B∗µν +
α′2
4
BB∗Bµν√
1 + α
′2
2
B2 − α′4
16
(BB∗)2
. (6.2)
Open/closed strings and light-like noncommutativity
The open and closed string parameters are related by (see [79], the expressions for G
and Θ first appeared in [92])
1
g + α′B
= G−1 +
Θ
α′
g−1 = (G−1 −Θ/α′)G (G−1 +Θ/α′) = G−1 − α′−2ΘGΘ
α′B = −(G−1 −Θ/α′)Θ/α′ (G−1 +Θ/α′)
Gs = gs
√
detG
det(g + α′B)
= gs
√
detG det (G−1 +Θ/α′) = gs
√
det g−1 det (g + α′B)
The decoupling limit α′ → 0 with Gs,G,Θ nonzero and finite [79] leads to a well defined
field theory only if B is space-like or light-like. Looking at the closed and open string
coupling constants it is easy to see why one needs this space-like or light-like condition on
B in performing this limit. Consider the coupling constants ratio Gs/gs, that expanding
the 4x4 determinant reads (here B2 = BµνBρσg
µρgνσ, Θ2 = ΘµνΘρσGµρGνσ and so on)
Gs
gs
=
√
1 +
α′−2
2
Θ2 − α
′−4
16
(ΘΘ∗)2 =
√
1 +
α′2
2
B2 − α
′4
16
(BB∗)2 . (6.3)
Both Gs and gs must be positive; since G and Θ are by definition finite for α
′ → 0 this
implies ΘΘ∗ = 0 and Θ2 ≥ 0. Now ΘΘ∗ = 0 ⇔ detΘ = 0 ⇔ detB = 0 ⇔ BB∗ = 0.
In this case from (6.3) we also have Θ2 = α′4B2. In conclusion in order for the α′ → 0
limit defined by keeping Gs,G,Θ nonzero and finite [79], to be well defined we need
B2 ≥ 0 , BB∗ = 0 i.e. Θ2 ≥ 0 , ΘΘ∗ = 0 (6.4)
This is the condition for B (and Θ) to be space-like or light-like. Indeed with Minkowski
metric and in three vector notation (6.4) reads B2 −E2 ≥ 0 and E ⊥ B.
If we now require the α′ → 0 limit to be compatible with duality rotations, we
immediately see that we have to consider only the light-like case B2 = BB∗ = 0. Indeed
under U(1) rotations the electric and magnetic fields mix up, in particular under a π/2
rotation (6.2) a space-like B becomes time-like.
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In the light-like case det(g + α′B) = det(g), relations (6.3) simplify considerably.
The open and closed string coupling constants coincide, since we set gs = 1 we have
Gs = gs = 1, this also implies det(G)= det(g) so that the hodge dual field F
⋆ with the
g metric equals the one with the G metric. Use of the relations
Ω∗µρΩ
∗ρν − ΩµρΩρν = 1
2
Ω2 δ νµ , ΩµρΩ
∗ρν = Ω∗µρΩρν =
−1
4
ΩΩ∗ δ νµ (6.5)
valid for any antisymmetric tensor Ω, shows that any two-tensor at least cubic in Θ (or
B) vanishes. It follows that g−1GΘ = Θ and that the raising or lowering of the Θ and
B indices is independent from the metric used. We also have
Bµν = −α′−2Θµν . (6.6)
Self-duality of NCBI and NCEM
We now study duality rotations for noncommutative Born-Infeld (NCBI) theory and its
zero slope limit that is NCEM. The relation between the NCBI and the BI Lagrangians
is [79]
L̂BI(F̂ ,G,Θ,Gs) = LBI(F +B, g) +O(∂F ) + tot.der. (6.7)
where O(∂F ) stands for higher order derivative corrections, F̂ is the noncommutative
U(1) field strength and we have set gs = 1. The NCBI Lagrangian is
L̂BI(F̂ ,G,Θ,Gs) = −1
α′2Gs
√
−det(G + α′F̂ ) +O(∂F̂ ) . (6.8)
In the slowly varying field approximation the action of duality rotations on L̂BI is derived
from self-duality of LBI . If F̂ is a solution of the L̂Gs,G,ΘBI EOM then F̂ ′ obtained via
F̂
SW map←−−→ F duality rot.←−−→ F ′ SW map←−−→ F̂ ′
is a solution of the L̂G′s,G′,Θ′BI EOM where G′s,G′,Θ′ are obtained using (6.3) from g′, B′
and g′s = gs = 1.
In the light-like case we have Gs = gs = 1, the B rotation (6.2) simplifies to
B′µν = cosγ Bµν − sinγ B∗µν . (6.9)
Using (6.9) the U(1) duality action on the open string variables is
G
′ = G , Θ′µν = cosγΘµν − sinγΘ∗µν . (6.10)
For Θ light-like, solutions F̂ of L̂G,Θ are mapped into solutions F̂ ′ of L̂G,Θ′. Thus we can
map solutions of L̂G,Θ into solutions of L̂G,Θ, therefore the theory described by L̂G,Θ has
U(1) duality rotation symmetry.
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In order to show self-duality of NCEM we consider the zero slope limit of (6.7) and
verify that the resulting lagrangian on the r.h.s. of (6.7) is self-dual. We rewrite LBI in
terms of the open string parameters G,Θ
LBI = −1
α′2
√
−det(g + α′F) = −
√
G
α′2
√
det(g + α′B + α′F )
det(g + α′B)
=
−1
α′2
√
−det(G+ α′F + GΘF ) . (6.11)
The determinant in the last line can be evaluated as sum of products of traces (Newton-
Leverrier formula). Each trace can then be rewritten in terms of the six basic Lorentz
invariants F 2, FF ∗, FΘ, FΘ∗, Θ2 = ΘΘ∗ = 0, explicitly
detG−1 det(G+ α′F + GΘF ) = (1− 1
2
ΘF )2 + α′2[1
2
F 2 + 1
4
ΘF ∗ FF ∗]− α′4(1
4
FF ∗)2
Finally we take the α′ → 0 limit of (6.11), by dropping the infinite constant and total
derivatives the resulting Lagrangian is
√
G times
−1
4
F 2 − 1
8
ΘF ∗ FF ∗
1− 1
2
ΘF
. (6.12)
We thus have an expression for NCEM in terms of F , Θ and G (of course Gµν can be
taken ηµν), L̂EM =
√
G L̂EM,
L̂EM ≡ −1
4
F̂ F̂ =
−1
4
F 2 − 1
8
ΘF ∗ FF ∗
1− 1
2
ΘF
+O(∂F ) + tot. der. (6.13)
The Lagrangian (6.12) satisfies the self-duality condition (3.20) with ϕ = Θ, κ = 0,
a = d = 0, c = −b and therefore NCEM is self-dual under the U(1) duality rotations
(6.10) and F ′ = cosγ F − sinγ G. The change in Θ→ Θ′, that is not a dynamical field,
can be cancelled by a rotation in space so that therefore we can map solution of the
EOM of (6.13) into solutions of the EOM of (6.13) with the same value of Θ.
This duality can be enhanced to Sp(2,R) by considering also axion and dilaton fields;
also Higgs fields can be coupled, the coupling is minimal in the noncommutative theory.
Using this duality one can relate space-noncommutative magnetic monopoles with a
string (D1-string D3-brane configuration) to space-noncommutative electric monopoles
(possibly an F-string ending on a D3-brane) [52, 53].
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7 Appendix: Symplectic group and transformations
7.1 Symplectic group (A,B, C,D and f, h and V matrices)
The symplectic group Sp(2n,R) is the group of real 2n× 2n matrices that satisfy
St
(
0 −1
1 0
)
S =
(
0 −1
1 0
)
(7.1)
Setting S =
(
A
B
C
D
)
we explicitly have
AtC − CtA = 0 , BtD −DtB = 0 , AtD − CtB = 1 . (7.2)
Since the transpose of a symplectic matrix is again symplectic we equivalently have
ABt − BAt = 0 , CDt −DCt = 0 , ADt − BCt = 1 . (7.3)
In particular AtC,BtD,CA−1, BD−1, A−1B,D−1C,ABt, DCt are symmetric matrices
(in case they exist).
If D is invertible we have the factorization(
A B
C D
)
=
(
1 BD−1
0 1
)(
Dt
−1
0
0 D
)(
1 0
D−1C 1
)
(7.4)
where A = Dt
−1
+BD−1C follows from BD−1 = Dt−1Bt.
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The complex basis
It is often convenient to consider the complex basis 1√
2
(
F+iG
F−iG
)
rather than
(
F
G
)
. The
transition from the real to the complex basis is given by the symplectic and unitary
matrix A−1, where
A = 1√
2
(
1 1
−i1 i1
)
, A−1 = A† . (7.5)
A symplectic matrix S, belonging to the fundamental representation of Sp(2n,R), in
the complex basis reads
U = A−1SA . (7.6)
There is a 1-1 correspondence between matrices U as in (7.6) and complex 2n × 2n
matrices belonging to U(n, n) ∩ Sp(2n,C),
U †
(
1 0
0 −1
)
U =
(
1 0
0 −1
)
, U t
(
0 −1
1 0
)
U =
(
0 −1
1 0
)
. (7.7)
Equations (7.7) define a representation of Sp(2n,R) on the complex vector space C2n.
It is the direct sum of the representations
(ψ
ψ¯
)
and
( ψ
−ψ¯
)
, these are real representations of
real dimension 2n. (The representation
(ψ
ψ¯
)
is the vector space of all linear combinations,
with coefficients in R, of vectors of the kind
(
ψ
ψ¯
)
).
The maximal compact subgroup of U(n, n) is U(n) × U(n); because of the second
relation in (7.7) the maximal compact subgroup of Sp(2n,R) is U(n). The usual em-
bedding of U(n) into the complex and the fundamental representations of Sp(2n,R) are
respectively (
u 0
0 u¯
)
,
(
Re u −Im u
Im u Re u
)
, (7.8)
where u belongs to the fundamental of U(n).
The f and h matrices
The f and h matrices are n× n complex matrices that satisfy the two conditions
(f †, h†)
(
0 −1
1 0
)(
f
h
)
= i1 i.e. − f †h+ h†f = i1 (7.9)
and
(f t, ht)
(
0 −1
1 0
)(
f
h
)
= 0 i.e. − f th+ htf = 0 (7.10)
These two relations are equivalent to require the real matrix(
A B
C D
)
=
√
2
(
Ref −Imf
Reh −Imh
)
(7.11)
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to be in the fundamental representation of Sp(2n,R). Vice versa any symplectic matrix(
A
C
B
D
)
leads to relations (7.9), (7.10) by defining(
f
h
)
=
1√
2
(
A− iB
C − iD
)
. (7.12)
In terms of the f and h matrices we have
U = A−1
(
A B
C D
)
A = 1√
2
(
f + ih f¯ + ih¯
f − ih f¯ − ih¯
)
. (7.13)
The V matrix and its symplectic vectors
The matrix
V =
(
A B
C D
)
A =
(
f f¯
h h¯
)
(7.14)
transforms from the left via the fundamental representation of Sp(2n,R) and from the
right via the complex representation of Sp(2n,R). Since A is a symplectic matrix we
have that V is a symplectic matrix, V t
(
0
1
−1
0
)
V =
(
0
1
−1
0
)
, hence also its transpose V t,
V
(
0
1
−1
0
)
V t =
(
0
1
−1
0
)
. The columns of the V matrix are therefore mutually symplectic
vectors; also the rows are mutually symplectic vectors. Explicitly if V ξ is the vector
with components given by the ξ-th row of V , then V ξρΩ
ρσV ζσ = Ω
ξζ , where Ω =
(
0
1
−1
0
)
.
7.2 The coset space Sp(2n,R)/U(n) (M and N matrices)
All positive definite symmetric and symplectic matrices S are of the form
S = ggt , g ∈ Sp(2n,R) . (7.15)
Indeed consider the factorization (7.4) (since S is positive definite also its restriction to
an n dimensional subspace is positive definite, therefore D is invertible). The factoriza-
tion (7.15) is obtained for example by considering the symplectic matrix
g =
(
1 BD−1
0 1
)(√
D−1 0
0
√
D
)
, (7.16)
where the matrix
√
D is the unique positive definite square root of the symmetric and
positive definite matrix D. (Notice that the same proof shows that any symmetric and
symplectic matrix
(
A
Bt
B
D
)
with invertible and positive definite matrix D is of the form
ggt and therefore is positive definite).
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We can now show that the coset space Sp(2n,R)/U(n) is the space of all positive def-
inite symmetric and symplectic matrices. The maximal compact subgroup of Sp(2n,R)
is H := {g ∈ Sp(2n,R); ggt = 1 }, and we have seen in (7.8) that it is U(n).
We then denote by gH the elements of Sp(2n,R)/U(n), where H = U(n), and
consider the map
σ :
Sp(2n,R)
U(n)
→ {S ∈ Sp(2n,R);S = St and S positive definite}
gH 7→ ggt (7.17)
This map is well defined because it does not depend on the representative g ∈ Sp(2n,R)
of the equivalence class gH . Formula (7.15) shows that this map is surjective. Injectivity
is also easily proven: if ggt = g′g′t then g′−1g(g′−1g)t = 1, so that u = g′−1g is an element
of Sp(2n,R) that satisfies uut = 1. Therefore u = g′−1g belongs to the maximal compact
subgroup H = U(n), hence g and g′ belong to the same coset.
The M and N matrices
Notice that the n × n matrices f = (fΛa)Λ,a=1,...n, are invertible. Indeed if the columns
of f were linearly dependent, say fΛaψ
a = 0, i.e. fψ = 0, with a nonzero vector ψ, then
sandwiching (7.9) between ψ† and ψ we would obtain
− (fψ)†hψ + ψ†h†fψ = iψ†ψ 6= 0 (7.18)
that is absurd. Similarly also the matrix h = (hΛa) is invertible. We can then define the
invertible n× n matrix
N = hf−1 (7.19)
that is symmetric (cf. (7.10)) and that has negative definite imaginary part (cf. (7.9))
N = N t , ImN = − i
2
(N −N †) = −1
2
(ff †)−1 , (7.20)
(while N−1 has positive definite imaginary part N−1 − N−† = i(hh†)−1 ). Any sym-
metric matrix with negative definite imaginary part is of the form (7.19) for some (f, h)
satisfying (7.9) and (7.10) (just consider any f that satisfyes (7.20)). There is also
a 1-1- correspondence between symmetric complex matrices N with negative definite
imaginary part and symmetric negative definite matrices M of Sp(2n,R). Given N we
84
consider
M(N ) =
(
1 −ReN
0 1
)(
ImN 0
0 ImN−1
)(
1 0
−ReN 1
)
=
(
ImN + ReN ImN−1ReN − ReN ImN−1
−ImN−1ReN ImN−1
)
= −i
(
0 −1
1 0
)
+
(N ImN−1N † −N ImN−1
−ImN−1N † ImN−1
)
= −i
(
0 −1
1 0
)
− 2
(
hh† −hf †
−fh† ff †
)
= −i
(
0 −1
1 0
)
− 2
(−h
f
)
(−h† f †)
= −2Re
[(−h
f
)
(−h† f †)
]
(7.21)
Since symmetric negative definite matricesM of Sp(2n,R) parametrize the coset space
Sp(2n,R)/U(n), the matrices N too parametrize this coset space.
Under symplectic rotations (5.33) we have(
f
h
)
→
(
f
h
)′
= S
(
f
h
)
=
(
A B
C D
)(
f
h
)
(7.22)
and
N → N ′ = (C +DN )(A+BN )−1 . (7.23)
The transformation of the imaginary part of N is (recall (7.20))
ImN → ImN ′ = (A+BN )−†ImN (A+BN )−1 (7.24)
The transformation of the corresponding matrix M(N ) is
M(N )→M(N ′) = St−1M(N )S−1 , (7.25)
this last relation easily follows from (7.21) and from
(−h
f
)
=
(
0
1
−1
0
)(
f
h
)
.
The relation between the negative definite symmetric matrix M defined in (7.21)
and S defined in (7.15) can be obtained from their transformation properties under
Sp(2n,R),
M = −S−1 =
(
0 −1
1 0
)
S
(
0 −1
1 0
)
. (7.26)
We also have M = −V −†V −1 .
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7.3 Lie algebra of Sp(2n,R) and U(n) (a, b, c, d matrices)
If we write
(
A
B
C
D
)
=
(
1
0
0
1
)
+ ǫ
(
a
c
b
d
)
with ǫ infinitesimal we obtain that the 2n× 2n matrix(
a b
c d
)
(7.27)
belongs to the Lie algebra of Sp(2n,R) if a, b, c, d are real n × n matrices that satisfy
the relations
at = −d , bt = b , ct = c . (7.28)
The Lie algebra of U(n) in this fundamental representation of Sp(2n,R) is given by the
matrices (
a b
−b a
)
with b = bt, a = −at.
In the complex basis (7.6) the Lie algebra of Sp(2n,R) is given by the 2n × 2n
matrices (
a b
b¯ a¯
)
(7.29)
where a and b are complex n× n matrices that satisfy the relations
a
† = −a , bt = b . (7.30)
The Lie algebra of U(n) in this complex basis is given by the matrices
(
a 0
0 a¯
)
with
a† = −a.
8 Appendix: Unilateral Matrix Equations
The remarkable symmetry property of the trace of the solution of the matrix equation
(3.102) holds for more general matrix equations. This trace property and the structure
of the solution itself are studied in [18], and with a different method in [70]; see also [71]
for a unified approach based on the generalized Bezout theorem, and [69] for convergence
of perturbative solutions of matrix equations and a new form of the noncommutative
Lagrange inversion formula.
In this appendix we prove the symmetry property of the trace of certain solutions
(and their powers) of unilateral matrix equations. These are N th order matrix equations
for the variable X with matrix coefficients Ai which are all on one side, e.g. on the left
X = A0 + A1X + A2X
2 + . . .+ ANX
N . (8.1)
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The matrices are all square and of arbitrary degree. We may equally consider the Ai’s
as generators of an associative algebra, and X an element of this algebra which satisfies
the above equation. We consider the formal solution of (8.1) obtained as the limit of
the sequence X0 = 0, Xk+1 = A0 + A1Xk + A2X
2
k + . . . + ANX
N
k . It is convenient to
assign to every matrix a dimension d such that d(X) = −1. Using (8.1), the dimension
of the matrix Ai is given by d(Ai) = i− 1.
First note that we can rewrite equation (8.1) as
1−
N∑
i=0
Ai = 1−X −
N∑
k=1
Ak(1−Xk)
The right hand side factorizes
1−
N∑
i=0
Ai = (1−
N∑
k=1
k−1∑
m=0
AkX
m)(1−X) .
Under the trace we can use the fundamental property of the logarithm, even for non-
commutative objects, and obtain
Tr log(1−
N∑
i=0
Ai) = Tr log(1−
N∑
k=1
k−1∑
m=0
AkX
m) + Tr log(1−X) .
Using d(Ak) = k − 1 and d(X) = −1 we have d(AkXm) = k − m − 1 and we see
that all the words in the argument of the first logarithm on the right hand side have
semi-positive dimension. Since all the words in the expansion of the second term have
negative dimension we obtain
Tr log(1−X) = Tr log(1−
N∑
i=0
Ai)
∣∣∣
d<0
. (8.2)
On the right hand side of (8.2) one must expand the logarithm and restrict the sum to
words of negative dimension. Since d(Xr) = −r by extracting the dimension d = −r
terms from the right hand side of (8.2) we obtain
Trφr = r
∑
{ai}P
(i−1)ai=−r
(∑N
i=0 ai − 1
)
!
a0!a1! . . . aN !
Tr S(Aa00 Aa11 . . . AaNN ) . (8.3)
The relevant point is that all the terms in the expansion of Tr log(1−∑Ni=0Ai) are auto-
matically symmetrized, this explains the symmetrization operator S in the A0, A1, ...AN
matrix coefficients.
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If the coefficient AN is unity, we have the following identity for the symmetrization
operators of N + 1 and of N coefficients (words)
S(Aa00 Aa11 . . . AaNN )|AN=1 = S(Aa00 Aa11 . . . AaN−1N−1 ) .
This is obviously true up to normalization; the normalization can be checked in the
commutative case.
The trace of the solution of (3.102) can now be obtained from (8.3) by considering
r = 1 and N = 2 and by setting A2 to unity.
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