In this paper we show how to improve the detection of shadows in natural scenes using a novel combination of colour and illumination features. Detecting shadows is useful because they provide information about both light sources and the shapes of objects thereby illuminated. Recent shadow detection methods use supervised machine learning techniques with input from colour and texture features extracted directly from the original images (e.g. Lalonde et al. ECCV 2010, Zhu et al. CVPR 2010. It seems sensible to augment these with estimates of scene illumination, as can be obtained with an intrinsic image extraction algorithm. Intrinsic image extraction separates the illumination and reflectance components in a scene, and the resulting illumination maps contain robust intensity change features at shadow boundaries. In this paper, we make two main contributions. First we improve upon existing methods for extracting illumination maps. Second we show how to use these illumination maps together with colour segmentation to extend the Lalonde's approach to shadow detection. Illumination maps are extracted using a steerable filter framework based on global and local correlations in low and high frequency bands respectively. The illumination and colour features so extracted are then input to a decision tree trained to detect shadow edges using AdaBoost. We tested variations of our proposed approach on two public databases of natural scenes. This study showed that our approach improves on that of Lalonde both in terms of sensitivity to shadow edges and rejection of false positives. Following Lalonde we show that our detection results are further improved by imposing an edge continuity constraint via a conditional random field (CRF) model.
Introduction
Shadows are unavoidable in natural images. They are useful because they can provide information about both the light source [10, 17] and the shape of objects [14, 15] , but they also degrade the performance of algorithms for tasks such as segmentation, object detection, tracking, and shape reconstruction. In all of these cases it is beneficial to detect shadows in images. Shadow detection is still an open problem. In this paper we improve on existing supervised learning methods for shadow detection by incorporating an illumination mapc 2011. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
extracted using a correlation-based approach we developed recently [7] -alongside colour features. These features are given as input to a decision tree trained using AdaBoost [3] . Our method outperforms the approach of Lalonde et al. [11] for both shadow edge detection and ground shadow edge detection on a database of images from Zhu et al. [25] .
Background
A shadow is caused by an obstruction between the light source and the target surface. For a point light source, the intensity of a shadow region will be (relatively) constant and determined by the amount of ambient light. However, real light sources are seldom well modelled as infinitely small point sources. In fact, most have finite area. Consequently, shadows can be divided into umbra, penumbra and antumbra regions according to the degree, and nature of the obstruction. In common with the literature we use the term shadow to refer to umbra regions: those wholly occluded from the light source.
Recently, shadow detection methods based on multiple images [6, 8, 12, 14] have been developed for tracking systems. Weiss [24] averaged the gradient profiles of external images for the same scene taken at different times to remove shadows (external shadows move with the sun). Bousseau [2] estimated illumination in single images through interactive user input. Others have used colour features to estimate shadows in single images without user input. For example, Vazquez et al. [23] estimated the colour distributions inside and outside shadow regions to remove shadows. Lalonde et al. [11] used colour ratios across edges in three different colour spaces at different scales to discriminate shadow edges from reflectance edges. Finlayson [5] used intensity entropy as a criterion to find the optimal projection angle in a normalized RGB colour space to remove shadows. Others have used local texture/intensity features to detect shadows (for example Zhu et al. [25] ).
The illumination map of an image provides information not available to most of the shadow detection methods described above. It describes all the changes in illumination within a scene, including shading caused by changes in surface orientation, and incident illumination changes such as attached and cast shadows. However, extracting illumination maps from images is itself a challenging task [1, 13, 19, 22] , and thus so far such maps have not been used widely in shadow detection. Jiang et al. [7] proposed a steerable filter framework to derive illumination and reflectance maps of a scene from a single image based on the relationship between luminance and texture, colour, and local contrast. We extend this framework to improve upon existing methods for cast shadow detection in two ways. First Jiang et al.'s algorithm works well for low-but not high-frequency components of the original image. Since shadow edges are typically high frequency changes in the illumination map we extend their method to work well at high frequencies. Second, we extend the method of Lalonde et al. for shadow detection by incorporating the features extracted from the illumination map as additional inputs to a decision tree that has been trained using supervised learning. The paper is structured as follows. First we outline our algorithm. In Section 2 we describe the extraction of colour edge features which is the basis of Lalonde et al.'s approach, and which is also utilised here. In Section 3 we describe how we extend the illumination map estimation technique of Jiang et al. Next (Section 4) we describe how we perform shadow edge detection by combining the colour features from the first approach with illumination features from the second approach. Finally (Section 5) we present experimental analysis of a number of variations of our method and that of Lalonde et al. 
Outline of algorithm
In this paper, intensity features from illumination maps [7] and colour features [4, 11] from original images are combined to address the problem of shadow detection. The advantage of adding illumination features is that luminance changes due to changes in albedo will have already been removed from such maps. Thus these maps provide robust features for detecting shadow regions. However, the approach of Lalonde et al. only extracted colour ratio and texture features from an image to use as inputs to a supervised learning method.
The structure of our approach is captured in Figs 1 and 2 . The upper path corresponds broadly to the approach of Lalonde et al. without their texture features. When trained the decision tree (Decision Tree 1) produces an initial shadow edge map. We use this to help improve the illumination map estimation process which is itself an improved version of the algorithm of Jiang et al., and is the lower path in Fig. 1 .
The illumination estimation process is shown in Fig. 2 . We improve on Jiang et al.'s intrinsic image extraction framework [7] in order to obtain more accurate illumination maps in higher frequency bands. Jiang et al. look for global correlations between AM (Amplitude Modulation or local luminance contrast) and LM (Luminance Modulation or average local luminance) to spot the difference between reflectance changes (where AM and LM are uncorrelated) and illumination changes (where AM and LM are correlated). The global strategy works well at low frequencies, but not for high frequency changes. We therefore calculate local correlations between LM and AM, and separately between LM and colour features. Both these help us to separate high-frequency filter responses, at a local level, for later reconstruction into either illumination or reflectance maps. For the lower-frequency bands, the global correlation between luminance and contrast in each band still determines the corresponding weights for reconstruction [7] .
Having improved the separation of intrinsic images in the lower path, we then extract features from the illumination map. Using these illumination ratio features and the colour features extracted in the upper path, a second decision tree (also trained using AdaBoost) produces an improved estimate of the shadow edge probability map. This more effectively discriminates shadow edges from reflectance edges. This revised shadow edge probability map can then be improved further using a Conditional Random Field model with constraints that edges should be continuous and that neighbouring pixels should have the same state. 
Colour segmentation and colour feature extraction
We now detail the colour segmentation and feature extraction method. Colour features are used to aid the identification of shadows directly, and to improve the illumination maps produced by the steerable filter method. We initially produce a colour segmentation using the mean shift algorithm [4] in RGB space. The edges of the same colour region will be labelled as shadow or non-shadow edges as shown later.
Having determined the locations of colour edges we extract colour ratios (CR) across edges. The ratio is between the minimum and maximum values in different colour channels across an edge [11] . Shadow edges are due to illumination changes so the illumination ratio for regions either side of shadow edges should be the same everywhere in the image, hence hue should be roughly constant across shadow boundaries. Non-shadow edges will not be so constrained. It is unclear which colour space is the best to estimate these ratios, thus we calculate colour ratios in 3 different spaces (RGB, HSV and LAB) and at 4 different scales. Altogether, we derive a 36-dimensional vector for each edge pixel in the image. Following Lalonde et al., we then use an AdaBoost-based decision tree, trained on a set of labelled images, to classify edges as shadow or non-shadow (see Section 5). This decision tree gives the probability that each edge pixel found by the mean shift algorithm is a shadow edge. The result of applying the decision tree is the initial shadow edge probability map which is used as input to the illumination map estimation process (by helping to separate reflectance and illumination changes, see Section 3). The colour features, meanwhile are also input directly into the final shadow detection process along with the illumination features.
Illumination estimation
Intensity values in natural images are the product of reflectance and illumination, and do not always represent the intrinsic features of the scene, such as the illumination profile, surface orientations or surface colours. It can be advantageous to separate illumination changes from reflectance changes: a type of intrinsic image extraction. Jiang et al. [7] proposed a steerable filter-based framework to measure the correlation between luminance and local contrast, tex-ture, and colour in each frequency and orientation band, then used the resulting correlation coefficients to derive weights for each component of the steerable filter output in order to reconstruct the illumination and reflectance maps. Due to its global nature, this method works well on low but not on high-frequency bands because the origin and hence appropriate classification of high frequency components tends to vary across the image. Thus, we proposed to calculate local correlations in each band and apply these correlations to derive local rather than global weights. At the end of this section we show how if we calculate both local and global correlations we can automatically determine the frequency band at which to shift from one to the other, we refer to this as a hybrid correlation method.
Local correlation between LM and AM
When illumination changes fall across a visual texture the luminance difference (amplitude, absolute contrast) between the light and dark parts of the texture varies with the illumination. This positive correlation between illumination and local amplitude can be used to identify shadow edges [18] . Suppose an image has been decomposed into multiple frequency and orientation bands I i j (i = 1, ..., N; j = 1, .., M) where N is the number of frequency bands and M the number of orientation bands. Modulations of local amplitude (AM) can be represented as the envelope of the high frequency components in I i j . In practice, we can extract the low frequency information from the amplitude of the high frequency components in the original image, i.e. F l (abs(I i j )), where F l is a low-frequency filter. Similarly, local luminance modulation (LM) can be directly extracted by low-frequency filtering, i.e. F l (I). If we have already segmented the image into regions based on colour (e.g. Fig.4(b) ) we need only examine correlations between LM and AM in local regions on either side of colour edges. Let us denote the set of colour edge pixels in the colour segmentation to be D = {d 1 , ...d k , ...d K }, so that d k indexes a point in any the original image I, or any of the filter outputs I i j . Colour in this case comprises both luminance and hue, so the colour edge pixels will be a superset of the shadow edge pixels. Thus we need only examine the regions around these colour edges to find the shadow edges. If the correlation between LM and AM is strong enough, then we assign the associated edge components to the illumination map, otherwise they are assigned to the reflectance map. The local correlation -for a pixel d k -between AM and LM for the i th frequency band and the j th orientation band is denoted by W AM i j (d k ) and is defined as
where
calculates the correlation between two components s 1 and s 2 , and F d k l ( . ) is the output of the filter around edge pixel d k . To calculate the local correlations we must be careful to select the appropriate region of the input image. The high frequency outputs of the steerable filter pyramid will always have large values in the region of edges in the original image, as shown in Fig.3(c) . Therefore if AM is calculated in a local window including these edge pixels the correlation with LM will be compromised. In practice, the values of LM and AM in regions adjacent to each edge are the real concern. Thus an oriented rectangular window is used to calculate the local correlation. As shown in Fig.3(d) , local correlation is calculated for the two regions (shaded region in Fig.3(d) ) either side of the edge region, but the weights are applied to the central edge region. For component I i j which is the response of steerable filter in direction ( j − 1)π/M, the rectangular window should be oriented at π/2 − ( j − 1)π/M; orthogonal to the filter. Fig.4(h) shows the local correlation between LM and AM in one frequency and orientation band. From the results, we can see the local correlation between LM and AM indicates changes in illumination, but may also represent reflectance changes that happen to share features with shadows. The initial shadow edge probability map is used to remove these reflectance changes from the illumination map. We now describe how this is done.
Shadow edges refine the illumination map
As described in Section 2, a decision tree based classifier is used to estimate the probability of a luminance edge being a shadow edge pixel based on the colour features. We denote this probability as W c (d k ) for the edge pixel d k . We now want to produce a reconstructed illumination map based on the local correlation and this initial shadow edge map. The weights of each component in this reconstruction are different for each edge pixel. We denote these weights W l i j (d k ), where l refers to the fact that the reconstruction is partly based on the local correlation (as opposed to the global correlation). Simply put it is the sum of W c (d k ) and the local correlation
Intuitively, the Decision Tree 1 based on colour features indicates that, for a shadow edge, we should allocate the edge to the illumination map rather than to reflectance. W l i j (p) = 0 for any pixel p / ∈ D.
Hybrid correlation
The higher frequency bands in the steerable filter decomposition contain fine details in the image, and are dominated by local features. Therefore a local correlation strategy is better for the high frequency bands than the global strategy which is better for lower frequency components. In our hybrid strategy we thus combine the local and global strategies prior to reconstructing the reflectance and illumination maps. The reconstruction of the illumination map proceeds as follows: where F inv is the inverse or reconstruction filter corresponding to the relevant steerable filter [20] used in the decomposition (steerable filters are their own inverse). W g i j is the global correlation, and T is the threshold frequency above which the local correlation strategy is applied (note: big i = high frequency filter). T is determined from the energy distribution of the global correlation measure W g i j as follows,
where λ is the energy threshold. We set λ = 0.9 in this paper. Fig.4 (e-g) shows example reconstructed illumination maps using global, local and hybrid correlations. The hybrid method characterises the shadow best, retaining its edges and intensity.
Shadow detection
We now combine the colour features described in Section 2 and illumination information (Section 3) into a new shadow edge classifier trained on features from both of sources. We first calculate intensity ratios in the illumination map from regions on either side of colour edges. As with the colour ratios we calculate these intensity ratios at 4 different scales. Taken with the colour features, this provides a 40-dimensional feature vector for each edge pixel identified by the mean shift method. We trained a new decision tree (Decision tree 2 in Fig 1) to classify pixels as shadow or non-shadow. The decision tree gives the probability value p shd of each pixel being on a shadow edge. To further refine the resulting classifications, we introduce a conditional random field (CRF) model [9, 21] built with the constraint that edges should be continuous. The full cost function can be written as:
where the data cost is F d (P i , l Pi ), the smoothing cost is F s (l Pi , l P j ), and λ controls the balance between these two items. For the data cost, the penalty for labelling a pixel shadow or nonshadow will be −log(p shd ) or −log(1 − p shd ). In order to reduce the influence of this prior, a regularisation term is added, so that F d (P i , l P i ) is written as
The constraint function F s (l P i , l P j ) evaluates the cost of giving label l P i to point P i , and label l P j to point P j , where P i and P j are adjacent to each other. If they belong to the same colour edge, and have similar features, then they should have the same label. Otherwise, setting same labels should be penalized. Function F s is defined as
where 1( . ) is the indicator function; f P i is the colour ratio feature in HSV and LAB space of points P i . The optimal label can be found through minimizing the whole cost function i.e.min E by using the graph cut algorithm [9, 21] .
Experimental results
All algorithms tried were evaluated against the labelled dataset from [25] , which comprised 355 mainly outdoor images including natural views, street views and satellite images. Some shadows are caused by natural objects, such as trees and stones, and some by man-made objects, such as buildings, cars, and lamp posts. We conducted two-fold cross validation (with odd and even numbered images making up each set). We tested various versions of our algorithm to see which combination of features was the most effective. It is important to note that Lalonde's data set labels only shadow edges that fall on the ground plane. We therefore tested our algorithm on this criterion, and on the more difficult problem of general shadow edge detection. This involved establishing new ground truth labels for the data set adding non-ground plane shadow edges. Lalonde et al. designed their algorithm for the ground shadow edge task. To be fair to both methods we thus tested each on the full set of 355 with our ground truth, and also on the 135 images (taken from Zhu's [25] and LabelMe [16] ) used by Lalonde to test ground shadow detection. Lalonde et al. do not detail their validation methodology, so we again apply two-fold cross validation. Fig.5 compares the performance of the various classifiers we generated. Lalonde refers to the original AdaBoost method utilising colour and texture features. We also tested Lalonde's method switching off the texture features and using only colour ratio (CR) features. The two methods where indistinguishable based on Zhu's data set, but produced noticeable differences on Lalonde's images. This is because ground plane textures are more consistent than the general case. Thus texture features could work well for ground shadow, but might not for more general shadows. We considered three algorithm variants for generating the illumination maps: the original Jiang et al. [7] method based on global correlations only (global illumination map, GIM), one based on local correlations only (LIM), and a hybrid using global correlations in low frequency bands but local correlations in high frequency bands (HIM). None of these treatments incorporated colour features in Decision Tree 2 (to determine the revised shadow edge map), but they all employed those features in Decision Tree 1 to help them refine their illumination maps. HIM + colour refers to a Decision Tree 2 that was trained using both the illumination map features, and the colour ratio features. Classifications based on HIM + colour were more accurate on both ground truths than all previous methods. Colour and illumination features complement each other, and thus edge pixels are classified as shadows only when hue is relatively constant across the edge and the change in illumination is consistent with the difference between sun and ambient lighting. Finally, adding the CRF model increased classification performance to 83.5% correct rate. Here we adjusted the false alarm rate by altering the regularisation term p c in the CRF. The other parameters were selected as λ = 0.5, β = 4 through cross-validation. More shadow detection samples are shown in Fig.5(c) . Compared with shadow detection results based on colour features, the proposed algorithm can remove the false alarms and increase the possibility of true positives as well.
Conclusion
In the proposed shadow detection algorithm, features from the illumination maps and colour segmentation results are combined as inputs to a decision tree trained to detect shadow edges. A CRF model then improves the detection results by imposing an edge continuity constraint. Illumination maps are extracted using a multi-scale intrinsic feature extraction algorithm. A hybrid correlation strategy is proposed to for selecting filter responses for reconstructing the illumination maps. The proposed algorithm is relatively accurate, outperforming other recent methods. However, there is room for improvement. First, the window size for the reconstructing the illumination map could be optimised. It may also help to make the window size for calculating correlations adaptive. For example, a single window size may be inappropriate if a scene contains a wide range of scales (near and far views) and the standard deviation within a local window could be a useful guide to for decideing the window size. Finally, we are planning to use shadow detection results to further refine intrinsic image extraction methods in an iterative fashion.
