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DESINGULARIZATION OF COMPLEX MULTIPLE ZETA-FUNCTIONS
HIDEKAZU FURUSHO, YASUSHI KOMORI, KOHJI MATSUMOTO, AND HIROFUMI TSUMURA
Abstract. We introduce the method of desingularization of multi-variable multiple zeta-
functions (of the generalized Euler-Zagier type), under the motivation of finding suitable
rigorous meaning of the values of multiple zeta-functions at non-positive integer points. We
reveal that multiple zeta-functions (which are known to be meromorphic in the whole space
with infinitely many singular hyperplanes) turn to be entire on the whole space after taking
the desingularization. The desingularized function is given by a suitable finite ‘linear’ com-
bination of multiple zeta-functions with some arguments shifted. It is shown that specific
combinations of Bernoulli numbers attain the special values at their non-positive integers
of the desingularized ones. We also discuss twisted multiple zeta-functions, which can be
continued to entire functions, and their special values at non-positive integer points can be
explicitly calculated.
0. Introduction
We begin with the multiple zeta-function of the generalized Euler-Zagier type
defined by
ζr((sj); (γj)) = ζr(s1, . . . , sr; γ1, . . . , γr) :=
∞∑
m1=1
· · ·
∞∑
mr=1
r∏
j=1
(m1γ1 + · · ·+mjγj)−sj (0.1)
for complex variables s1, . . . , sr, where γ1, . . . , γr are complex parameters whose real parts
are all positive. Series (0.1) converges absolutely in the region
Dr = {(s1, . . . , sr) ∈ Cr | <(sr−k+1 + · · ·+ sr) > k (1 6 k 6 r)}. (0.2)
The first work which established the meromorphic continuation of (0.1) is Essouabri’s thesis
[5]. The third-named author [17, Theorem 1] showed that (0.1) can be continued meromor-
phically to the whole complex space with infinitely many (possible) singular hyperplanes.
A special case of (0.1) is the multiple zeta-function of Euler-Zagier type defined by
ζr((sj)) = ζr(s1, s2, . . . , sr) =
∞∑
m1,...,mr=1
r∏
j=1
(m1 + · · ·+mj)−sj , (0.3)
which is absolutely convergent in Dr.
Note that ζr((sj)) = ζr((sj); (1)). Its special value ζr(n1, . . . , nr) when n1, . . . , nr are pos-
itive integers makes sense when nr > 1. It is called the multiple zeta value (abbreviated as
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MZV), history of whose study goes back to the work of Euler [6] published in 1776 1. For
a couple of these decades, it has been intensively studied in various fields including number
theory, algebraic geometry, low dimensional topology and mathematical physics.
On the other hand, in the late 1990s, several authors investigated its analytic properties,
though their results have not been published (for the details, see the survey article [18]).
In the early 2000s, Zhao [25] and Akiyama, Egami and Tanigawa [1] independently showed
that (0.3) can be meromorphically continued to Cr. Furthermore, the exact locations of
singularities of (0.3) were explicitly determined in [1]: ζr((sj)) for r ≥ 2 has infinitely many
singular hyperplanes
sr = 1, sr−1 + sr = 2, 1, 0,−2,−4,−6, . . . ,
sr−k+1 + sr−k+2 + · · ·+ sr = k − n (3 6 k 6 r, n ∈ N0). (0.4)
It is natural to ask how is the behavior of ζr(−n1, . . . ,−nr) when n1, . . . , nr are positive (or
non-negative) integers. However, unfortunately, almost all non-positive integer points lie on
the above singular hyperplanes, so they are points of indeterminacy. For example, according
to [1, 2],
lim
ε1→0
lim
ε2→0
ζ2(ε1, ε2) =
1
3
,
lim
ε2→0
lim
ε1→0
ζ2(ε1, ε2) =
5
12
,
lim
ε→0
ζ2(ε, ε) =
3
8
.
There are some other explicit formulas for the values at those non-positive integer points as
limit values when the way of approaching to those points are fixed ([1, 2, 22, 23, 15, 21]).
However points of indeterminacy cannot be easily investigated, so we can raise the following
fundamental problem.
Problem 0.1. Is there any ‘rigorous’ way to give a meaning of ζr(−n1, . . . ,−nr), without
ambiguity of indeterminacy, for n1, . . . , nr ∈ Z>0?
Several approaches to this problem have been done so far. Guo and Zhang [11], Manchon
and Paycha [16] and also Guo, Paycha and Zhang [10] discussed a kind of renormalization
method. In the present paper we will develop yet another approach, called the desingulariza-
tion, in Section 3. The Riemann zeta-function ζ(s) is a meromorphic function on the complex
plane C with a simple and unique pole at s = 1. Hence (s−1)ζ(s) is an entire function. This
simple fact may be regarded as a technique to resolve a singularity of ζ(s) and yield an entire
function. Our desingularization method is motivated by this simple observation. For r > 2,
multiple zeta-functions have infinitely many singular loci. We will show that a suitable finite
sum of multiple zeta-functions will cause cancellations of all of those singularities to produce
an entire function whose special values at non-positive integers are described explicitly in
terms of Bernoulli numbers (see Figure 1 and (4.3) for the case r = 2).
1 You can find several literatures which cite the paper saying as if it were published in 1775. But according
to Euler archive http://eulerarchive.maa.org/, it was written in 1771, presented in 1775 and published in
1776.
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Singularities of
ζ2(s1, s2)
ζ2(s1 − 1, s2 + 1)
ζ2(s1 − 2, s2 + 2)
Figure 1. Singularities of ζ2’s
Another possible approach to the above Problem 0.1 is to consider the twisted multiple
series. Let ξ1, . . . , ξr ∈ C be roots of unity. For γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r),
define the multiple zeta-function of the generalized Euler-Zagier-Lerch type by
ζr((sj); (ξj); (γj)) :=
∞∑
m1=1
· · ·
∞∑
mr=1
r∏
j=1
ξ
mj
j (m1γ1 + · · ·+mjγj)−sj , (0.5)
which is absolutely convergent in the region Dr defined by (0.2). We note that the multiple
zeta-function of the generalized Euler-Zagier type (0.1) is its special case, that is,
ζr((sj); (γj)) = ζr((sj); (1); (γj)).
Because of the existence of the twisting factor ξ1, . . . , ξr, we can see (in Theorem 2.1 below)
that, if no ξj is equal to 1, series (0.5) can be continued to an entire function, hence its values
at non-positive integer points have a rigorous meaning. Moreover we will show that those
values can be written explicitly in terms of twisted multiple Bernoulli numbers.
In Section 1 we will introduce multiple twisted Bernoulli numbers, which are connected
with multiple zeta-functions of the generalized Euler-Zagier-Lerch type (0.5). After discussing
the aforementioned properties of (0.5) in Section 2, we will develop our method of desingu-
larization in Section 3. Multiple zeta-functions (0.1) are meromorphically continued to the
whole space with their singularities lying on infinitely many hyperplanes. Our desingular-
ization is a method to reduce them into entire functions (Theorem 3.4). We will further
show that the desingularized functions are given by a suitable finite ‘linear’ combination of
multiple zeta-functions (0.1) with some arguments shifted (Theorem 3.8) This is the most
important result in the present paper, in which we see a miraculous cancellation of all of their
infinitely many singular hyperplanes occurring there by taking a suitable finite combination
of these functions. We will also prove that certain combinations of Bernoulli numbers attain
the special values at their non-positive integers of the desingularized functions (Theorem 3.7).
Several explicit examples of desingularization will be given in Section 4.
It is to be noted that these observations on our desingularization method lead to the
construction of p-adic multiple L-functions which will be discussed in a separate paper [8].
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1. Twisted multiple Bernoulli numbers
In this section, we first review the definition of classical Bernoulli numbers and Koblitz’
twisted Bernoulli numbers. Then we will introduce twisted multiple Bernoulli numbers,
their multiple analogue, and investigate their expression as combinations of twisted Bernoulli
numbers.
Let N, N0, Z, Q, R and C be the set of natural numbers, non-negative integers, rational
integers, rational numbers, real numbers and complex numbers, respectively. For s ∈ C,
denote by <s and =s the real and the imaginary parts of s, respectively.
It is well-known that ζ(s) is a meromorphic function on C with a simple pole at s = 1,
and satisfies
ζ(1− k) =
{
−Bkk (k ∈ N>1)
−12 (k = 1),
(1.1)
where {Bn} are the Bernoulli numbers 2 defined by
t
et − 1 =
∞∑
n=0
Bn
tn
n!
,
(see [24, Theorem 4.2]).
Definition 1.1 ([13, p. 456]). For any root of unity ξ, we define the twisted Bernoulli
numbers {Bn(ξ)} by
H(t; ξ) =
1
1− ξet =
∞∑
n=−1
Bn(ξ)
tn
n!
, (1.2)
where we formally let (−1)! = 1.
Remark 1.2. Koblitz [13] generally defined the twisted Bernoulli numbers associated with
primitive Dirichlet characters. The above {Bn(ξ)} correspond to the trivial character.
In the case ξ = 1, we have
B−1(1) = −1, Bn(1) = −Bn+1
n+ 1
(n ∈ N0). (1.3)
In the case ξ 6= 1, we haveB−1(ξ) = 0 andBn(ξ) = 11−ξHn
(
ξ−1
)
(n ∈ N0), where {Hn(λ)}n>0
are what is called the Frobenius-Euler numbers associated with λ defined by
1− λ
et − λ =
∞∑
n=0
Hn(λ)
tn
n!
(see Frobenius [7]). We obtain from (1.2) that Bn(ξ) ∈ Q(ξ). For example,
B0(ξ) =
1
1− ξ , B1(ξ) =
ξ
(1− ξ)2 , B2(ξ) =
ξ(ξ + 1)
(1− ξ)3 ,
B3(ξ) =
ξ(ξ2 + 4ξ + 1)
(1− ξ)4 , B4(ξ) =
ξ(ξ3 + 11ξ2 + 11ξ + 1)
(1− ξ)5 , . . .
(1.4)
2 or better to be called Seki-Bernoulli numbers, because Takakazu (Kowa) Seki published the work on these
numbers, independently, before Jakob Bernoulli.
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Let µk be the group of kth roots of unity. Using the relation
1
X − 1 −
k
Xk − 1 =
∑
ξ∈µk
ξ 6=1
1
1− ξX (k ∈ N>1) (1.5)
for an indeterminate X, we obtain the following.
Proposition 1.3. Let c ∈ N>1. For n ∈ N0,(
1− cn+1) Bn+1
n+ 1
=
∑
ξc=1
ξ 6=1
Bn(ξ). (1.6)
Remark 1.4. Let ξ be a root of unity. As an analogue of (1.1), it holds that
φ(−k; ξ) = Bk(ξ) (k ∈ N0), (1.7)
where φ(s; ξ) is the zeta-function of Lerch type defined by the meromorphic continuation
of the series
φ(s; ξ) =
∑
m>1
ξmm−s (<s > 1) (1.8)
(cf. [14, Chapter 2, Section 1]).
We see that (1.6) can also be given from the relation(
c1−s − 1) ζ(s) = ∑
ξc=1
ξ 6=1
φ(s; ξ). (1.9)
Now we define certain multiple analogues of twisted Bernoulli numbers.
Definition 1.5. Let r ∈ N, γ1, . . . , γr ∈ C and let ξ1, . . . , ξr ∈ C \ {1} be roots of unity. Set
Hr((tj); (ξj); (γj)) :=
r∏
j=1
H(γj(
r∑
k=j
tk); ξj) =
r∏
j=1
1
1− ξj exp
(
γj
∑r
k=j tk
) (1.10)
and define twisted multiple Bernoulli numbers 3 {B(n1, . . . , nr; (ξj); (γj))} by
Hr((tj); (ξj); (γj)) =
∞∑
n1=0
· · ·
∞∑
nr=0
B(n1, . . . , nr; (ξj); (γj))
tn11
n1!
· · · t
nr
r
nr!
. (1.11)
Remark 1.6. It is possible to generalize the above definition to the case when ξr = 1. In this
case, the sum with respect to nr on the right-hand side of (1.11) is from −1 to ∞, hence
gives a more natural extension of (1.2).
In the case r = 1, we have Bn(ξ1) = B(n; ξ1; 1). Note that since ξj 6= 1 (1 6 j 6 r), we
see that Hr((tj); (ξj); (γj)) is holomorphic around the origin with respect to the parameters
t1, . . . , tr, hence the singular part does not appear on the right-hand side of (1.11).
We immediately obtain the following from (1.2), (1.10) and (1.11).
3We are not sure which is better, “twisted multiple”, or “multiple twisted”. But we will skip this problem
because it looks that these two adjectives are “commutative” here.
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Proposition 1.7. Let γ1, . . . , γr ∈ C and ξ1, . . . , ξr ∈ C \ {1} be roots of unity. Then
B(n1, . . . , nr; (ξj); (γj)) can be expressed as a polynomial in {Bn(ξj) | 1 6 j 6 r, n > 0}
and {γ1, . . . , γr} with Q-coefficients, that is, a rational function in {ξj} and {γj} with Q-
coefficients.
Example 1.8. We consider the case r = 2. Substituting (1.2) into (1.10) in the case r = 2,
we have
H2(t1, t2; ξ1, ξ2; γ1, γ2) =
1
1− ξ1 exp (γ1(t1 + t2))
1
1− ξ2 exp (γ2t2)
=
( ∞∑
m=0
Bm(ξ1)
γm1 (t1 + t2)
m
m!
)( ∞∑
n=0
Bn(ξ2)
γn2 t
n
2
n!
)
=
∞∑
m=0
∞∑
n=0
Bm(ξ1)Bn(ξ2)
 ∑
k,j>0
k+j=m
tk1t
j
2
k!j!
 γm1 γn2 tn2n! .
Putting l = n+ j, we have
H2(t1, t2; ξ1, ξ2; γ1, γ2) =
∞∑
k=0
∞∑
l=0
l∑
j=0
(
l
j
)
Bk+j(ξ1)Bl−j(ξ2)γ
k+j
1 γ
l−j
2
tk1
k!
tl2
l!
,
which gives
B(k, l; ξ1, ξ2; γ1, γ2) =
l∑
j=0
(
l
j
)
Bk+j(ξ1)Bl−j(ξ2)γ
k+j
1 γ
l−j
2 (k, l ∈ N0). (1.12)
For example, we can obtain from (1.4) that
B(0, 0; ξ1, ξ2; γ1, γ2) =
1
(1− ξ1)(1− ξ2) , B(1, 0; ξ1, ξ2; γ1, γ2) =
ξ1γ1
(1− ξ1)2(1− ξ2) ,
B(0, 1; ξ1, ξ2; γ1, γ2) =
ξ1γ1 + ξ2γ2 − ξ1ξ2(γ1 + γ2)
(1− ξ1)2(1− ξ2)2 ,
B(1, 1; ξ1, ξ2; γ1, γ2) =
ξ21γ1(γ1 − ξ2(γ1 + γ2)) + ξ1γ1(γ1 − ξ2(γ1 − γ2))
(1− ξ1)3(1− ξ2)2 , . . .
The following series will be treated in our desingularization method in Section 3.
Definition 1.9. For c ∈ R and γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r), define
H˜r((tj); (γj); c) =
r∏
j=1
 1
exp
(
γj
∑r
k=j tk
)
− 1
− c
exp
(
cγj
∑r
k=j tk
)
− 1

=
r∏
j=1
 ∞∑
m=1
(1− cm)Bm
(
γj
∑r
k=j tk
)m−1
m!
 . (1.13)
In particular when c ∈ N>1, by use of (1.5), we have
H˜r((tj); (γj); c) =
r∏
j=1
∑
ξc
j
=1
ξj 6=1
1
1− ξj exp
(
γj
∑r
k=j tk
)
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=
∑
ξc1=1
ξ1 6=1
· · ·
∑
ξcr=1
ξr 6=1
Hr((tj); (ξj); (γj)). (1.14)
Remark 1.10. We note that H˜r((tj); (γj); c) is holomorphic around the origin with respect
to the parameters (tj), and tends to 0 as c → 1. We also note that the Bernoulli numbers
appear in the Maclaurin expansion of the limit
lim
c→1
1
(c− 1)r H˜r((tj); (γj); c).
These are important points in our arguments on desingularization methods developed in
Section 3.
Example 1.11. Similarly to Example 1.8, we obtain from (1.13) with any c ∈ R that
H˜2(t1, t2; γ1, γ2; c)
=
∞∑
k,l=0

l∑
j=0
(
l
j
)(
1− ck+j+1
)(
1− cl−j+1
) Bk+j+1
k + j + 1
Bl−j+1
l − j + 1γ
k+j
1 γ
l−j
2
 tk1tl2k!l! . (1.15)
Therefore it follows from (1.11) and (1.14) that∑
ξ1∈µc
ξ1 6=1
∑
ξ2∈µc
ξ2 6=1
B(k, l; ξ1, ξ2; γ1, γ2)
=
l∑
j=0
(
l
j
)(
1− ck+j+1
)(
1− cl−j+1
) Bk+j+1
k + j + 1
Bl−j+1
l − j + 1γ
k+j
1 γ
l−j
2 (k, l ∈ N0)
(1.16)
for c ∈ N>1.
Remark 1.12. Kaneko [12] defined the poly-Bernoulli numbers {B(k)n }n∈N0 (k ∈ Z) by use of
the polylogarithm of order k. Explicit relations between twisted multiple Bernoulli numbers
and poly-Bernoulli numbers are not clearly known. It is noted that, for example,
B
(2)
l =
l∑
j=0
(
l
j
)
Bl−jBj
j + 1
(l ∈ N0),
which resembles (1.12) and (1.16).
2. Multiple zeta-functions
Corresponding to the twisted multiple Bernoulli numbers {B((nj); (ξj); (γj))} is the mul-
tiple zeta-function of the generalized Euler-Zagier-Lerch type (0.5) defined in Introduction,
which is a multiple analogue of φ(s; ξ). This function can be continued analytically to the
whole space and interpolates B((nj); (ξj); (γj)) at non-positive integers (Theorem 2.1).
Assume ξj 6= 1 (1 6 j 6 r). Using the well-known relation
u−s =
1
Γ(s)
∫ ∞
0
e−utts−1dt,
we obtain
ζr((sj); (ξj); (γj))
8 H. FURUSHO, Y. KOMORI, K. MATSUMOTO, AND H. TSUMURA
=
∞∑
m1=1
· · ·
∞∑
mr=1
( r∏
j=1
ξ
mj
j
)( r∏
k=1
1
Γ(sk)
)∫
[0,∞)r
r∏
k=1
exp(−tk(
∑
j6k
mjγj))
r∏
k=1
tsk−1k dtk
=
(
r∏
k=1
1
Γ(sk)
)∫
[0,∞)r
r∏
j=1
ξj exp(−γj(
∑r
k=j tk))
1− ξj exp(−γj(
∑r
k=j tk))
r∏
k=1
tsk−1k dtk
=
(
r∏
k=1
1
(e2piisk − 1)Γ(sk)
)∫
Cr
r∏
j=1
ξj exp(−γj(
∑r
k=j tk))
1− ξj exp(−γj(
∑r
k=j tk))
r∏
k=1
tsk−1k dtk
= (−1)r
(
r∏
k=1
1
(e2piisk − 1)Γ(sk)
)∫
Cr
Hr((tj), (ξ
−1
j ), (γj))
r∏
k=1
tsk−1k dtk, (2.1)
where C is the Hankel contour, that is, the path consisting of the positive real axis (top side),
a circle around the origin of radius ε (sufficiently small), and the positive real axis (bottom
side). Note that the third equality holds because we can let ε → 0 on the fourth member
of (2.1). In fact, the integrand of the fourth member is holomorphic around the origin with
respect to the parameters (tj) because of ξj 6= 1 (1 6 j 6 r). Here we can easily show that
the integral on the last member of (2.1) is absolutely convergent in a usual manner with
respect to the Hankel contour. Hence we obtain the following.
Theorem 2.1. Let ξ1, . . . , ξr ∈ C be roots of unity and γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6
r). Assume that
ξj 6= 1 for all j (1 6 j 6 r). (2.2)
Then, with the above notation, ζr((sj); (ξj); (γj)) can be analytically continued to Cr as an
entire function in (sj). For n1, . . . , nr ∈ N0,
ζr((−nj); (ξj); (γj)) = (−1)r+n1+···+nrB((nj); (ξ−1j ); (γj)). (2.3)
Proof. Since the contour integral on the right-hand side of (2.1) is holomorphic for all (sk) ∈
Cr, we see that ζr((sj); (ξj); (γj)) can be meromorphically continued to Cr and its possible
singularities are located on hyperplanes sk = lk ∈ N (1 6 k 6 r) outside of the region
of convergence because (e2piisk − 1)Γ(sk) does not vanish at sk ∈ Z60. Furthermore, for
sk = lk ∈ N, the integrand of the contour integral with respect to tk on the last member of
(2.1) is holomorphic around tk = 0. Therefore, for lk ∈ N, we see that
lim
sk→lk
∫
C
Hr((tj), (ξ
−1
j ), (γj))t
sk−1
k dtk =
∫
Cε
Hr((tj), (ξ
−1
j ), (γj))t
lk−1
k dtk = 0,
because of the residue theorem, where Cε = {εeiθ | 0 6 θ 6 2pi} for any sufficiently small
ε. Consequently this implies that ζr((sj); (ξj); (γj)) has no singularity on sk = lk, namely
ζr((sj); (ξj); (γj)) is entire. Finally, substituting (1.11) into (2.1), setting (sj) = (−nj) and
using
lim
s→−n
1
(e2piis − 1)Γ(s) =
(−1)nn!
2pii
(n ∈ N0),
we obtain (2.3). Thus we complete the proof of Theorem 2.1. 
Such a type of explicit formulas for non-positive integer values of twisted multiple zeta-
functions in several variables was already obtained by de Crisenoy [4] in a much more general
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context (with real coefficients) by a quite different method. Some partial cases of Theorem
2.1 are also recovered by the results in Matsumoto-Tanigawa [19] and Matsumoto-Tsumura
[20].
In [17, Theorem 1], it is shown that the multiple zeta-function ζr((sj); (ξj); (γj)) of the
generalized Euler-Zagier-Lerch type (0.5) with all ξj = 1 is meromorphically continued to
the whole space Cr with possible singularities. A more general type of multiple zeta-function
is treated in [15], where equation (2.3) without the assertion of being an entire function is
shown in the case of ξj 6= 1 for all j and the meromorphic continuation of ζr((sj); (ξj); (γj)) is
also given. We stress that in a separate paper [8], we construct a p-adic multiple L-function
which can be regarded as a p-adic analogue of ζr((sj); (ξj); (γj)).
Remark 2.2. Without assumption (2.2), it should be noted that (2.1) does not hold generally,
more strictly the third equality on the right-hand side does not hold because the Hankel
contours necessarily cross the singularities of the integrand.
In our recent paper [9], we will show the following necessary and sufficient condition that
ζr((sj); (ξj); (γj)) is entire, and will determine the exact locations of singularities when it is
not entire:
Theorem 2.3. Let ξ1, . . . , ξr ∈ C be roots of unity and γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6
r). Then ζr((sj); (ξj); (γj)) can be entire if and only if the condition (2.2) holds. When it is
not entire, one of the following cases occurs:
(i) The function ζr((sj); (ξj); (γj)) has infinitely many simple singular hyperplanes when
ξj = 1 for some j (1 6 j 6 r − 1).
(ii) The function ζr((sj); (ξj); (γj)) has a unique simple singular hyperplane sr = 1 when
ξj 6= 1 for all j (1 6 j 6 r − 1) and ξr = 1.
3. Desingularization of multiple zeta-functions
In this section we introduce and develop our method of desingularization. In our previous
section we saw that the multiple zeta-function ζr((sj); (γj)) of the generalized Euler-Zagier
type (0.1) is meromorphically continued to the whole space with ‘true’ singularities whilst
the multiple zeta function ζr((sj); (ξj); (γj)) of the generalized Euler-Zagier-Lerch type (0.5)
under the non-unity assumption (2.2) is analytically continued to Cr as an entire function.
Our desingularization is a technique to resolve all singularities of ζr((sj); (γj)) to produce an
entire function ζdesr ((sj); (γj)). Consider the following expression:
ζdesr ((sj); (γj)) := lim
c→1
1
(c− 1)r
∑
ξc1=1
ξ1 6=1
· · ·
∑
ξcr=1
ξr 6=1
ζr((sj); (ξj); (γj)). (3.1)
This is surely nonsense, because c ∈ N>1 on the right-hand side. However, because of the
holomorphy of ζr((sj); (ξj); (γj)), we observe that the left-hand side is also (at least formally)
holomorphic. Our fundamental idea is symbolized in this primitive expression (3.1). Our
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idea is motivated from a very simple observation
(1− s)ζ(s) = lim
c→1
1
c− 1
(
c1−s − 1) ζ(s).
Here on the left-hand side we find an entire function (1− s)ζ(s), which is merely a product
of (1− s) and the meromorphic function ζ(s) with a simple pole at s = 1. While on the right
hand-side, when c ∈ N>1, we may associate a decomposition
1
c− 1
(
c1−s − 1) ζ(s) = 1
c− 1
∑
ξc=1
ξ 6=1
φ(s; ξ)
into a sum of entire functions φ(s; ξ) = ζ1(s; ξ; 1).
Our desingularization method, a rigorous mathematical formulation to give a meaning of
(3.1) will be settled in Definition 3.1. An application of desingularization to the Riemann zeta
function ζ(s) is given in Example 3.3. We will see in Theorem 3.4 that our ζdesr ((sj); (γj)) is
entire on the whole space Cr. We stress that ζdesr ((sj); (γj)) is worthy of an important object
from the viewpoint of the analytic theory of multiple zeta-functions. In fact, its values at not
only all positive or all non-positive integer points but also arbitrary integer points are fully
determined (see Example 4.9).
Theorem 3.7 will prove that suitable combinations of Bernoulli numbers attain the special
values at non-positive integers of ζdesr ((sj); (γj)). Theorem 3.8 will reveal that our desingu-
larized multiple zeta-function ζdesr ((sj); (γj)) is actually given by a finite ‘linear’ combination
of the multiple zeta-function ζr((sj + mj); (γj)) with some arguments appropriately shifted
by mj ∈ Z (1 6 j 6 r). Example 4.2 and Remark 4.3 are our specific observations for double
variable case.
Definition 3.1. For γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r), the desingularized
multiple zeta-function, which we also call the desingularization of ζr((sj); (γj)), is
defined by
ζdesr ((sj); (γj))
:= lim
c→1
c∈R\{1}
(−1)r
(c− 1)r
r∏
k=1
1
(e2piisk − 1)Γ(sk)
∫
Cr
H˜r((tj); (γj); c)
r∏
k=1
tsk−1k dtk (3.2)
for (sj) ∈ Cr, where C is the Hankel contour used in (2.1). Note that (3.2) is well-defined
because the convergence of the contour integral and of the limit with respect to c → 1 can
be justified from Theorem 3.4 (see below).
Remark 3.2. By (2.1) and (1.14), we may say that equation (3.2) is a rigorous way to make
sense of the nonsense equation (3.1).
Example 3.3. In the case r = 1, set (r, γ1) = (1, 1) in (3.2). Similarly to [24, Theorem 4.2],
we can easily see that
ζdes1 (s; 1) = lim
c→1
(−1)
c− 1 ·
1
(e2piis − 1)Γ(s)
∫
C
(
1
et − 1 −
c
ect − 1
)
ts−1dt
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= lim
c→1
(−1)
c− 1
(
ζ(s)− c
∞∑
m=1
1
(cm)s
)
= lim
c→1
(−1)
c− 1
(
1− c1−s) ζ(s) = (1− s)ζ(s). (3.3)
Hence ζdes1 (s; 1) can be analytically continued to C. As was mentioned in Introduction, this
is the ”proto-type” of desingularization.
More generally we can prove the following theorem.
Theorem 3.4. For γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r),
ζdesr ((sj); (γj))
=
r∏
k=1
1
(e2piisk − 1)Γ(sk)
∫
Cr
lim
c→1
(−1)r
(c− 1)r H˜r((tj); (γj); c)
r∏
k=1
tsk−1k dtk
=
r∏
k=1
1
(e2piisk − 1)Γ(sk)
×
∫
Cr
r∏
j=1
lim
c→1
(−1)
c− 1
 1
exp
(
γj
∑r
k=j tk
)
− 1
− c
exp
(
cγj
∑r
k=j tk
)
− 1
 r∏
k=1
tsk−1k dtk, (3.4)
which can be analytically continued to Cr as an entire function in (sj).
For the proof of (3.4), it is enough to prove that if |c− 1| is sufficiently small, then there
exists a function F : Cr → R>0 independent of c such that
|(c− 1)−rH˜r((tj); (γj); c)| 6 F ((tj)) ((tj) ∈ Cr), (3.5)∫
Cr
F ((tj))
r∏
k=1
|tsk−1k dtk| <∞. (3.6)
Now we aim to construct F ((tj)) which satisfies these conditions. Let N(ε) = {z ∈ C | |z| 6 ε}
and S(θ) = {z ∈ C | | arg z| 6 θ}.
Let γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r). Then the following lemma is obvious.
Lemma 3.5. There exist ε > 0 and 0 < θ < pi/2 such that
γj
r∑
k=j
tk ∈ N(1) ∪ S(θ) (3.7)
for any (tj) ∈ Cr, where C is the Hankel contour involving a circle around the origin of radius
ε (see (2.1)).
Further we prove the following lemma.
Lemma 3.6. Let c ∈ R \ {1} satisfying that |c− 1| is sufficiently small. Then there exists a
constant A > 0 independent of c such that
|c− 1|−1
∣∣∣ 1
ey − 1 −
c
ecy − 1
∣∣∣ < Ae−<y/2 (3.8)
for any y ∈ N(1) ∪ S(θ).
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Proof. It is noted that there exists a constant C > 0 such that
|c− 1|−1
∣∣∣ 1
ey − 1 −
c
ecy − 1
∣∣∣ < C (y ∈ N(1)),
where we interpret this inequality for y = 0 as that for y → 0. Also, for any y ∈ S(θ) \N(1),
we have
|c− 1|−1
∣∣∣ 1
ey − 1 −
c
ecy − 1
∣∣∣ = |c− 1|−1∣∣∣ecy − cey + c− 1
(ey − 1)(ecy − 1)
∣∣∣
= |c− 1|−1
∣∣∣ecy − ey + (1− c)(ey − 1)
(ey − 1)(ecy − 1)
∣∣∣
6 |c− 1|−1 |e
cy − ey|
|ey − 1||ecy − 1| +
1
|ecy − 1| .
Hence it is necessary to estimate
|c− 1|−1 |e
cy − ey|
|ey − 1||ecy − 1| .
We note that ∣∣∣eay − 1
a
∣∣∣ = ∣∣∣ ∞∑
j=1
aj−1yj
j!
∣∣∣ 6 |y| ∞∑
l=0
|ay|l
l!
6 |y|e|ay|.
Since |y| 6 <y/ cos θ, we have
|c− 1|−1 |e
cy − ey|
|ey − 1||ecy − 1| =
1
|1− e−y||ecy − 1|
|e(c−1)y − 1|
|c− 1|
6 1|1− e−y||ecy − 1| |y|e
|(c−1)y|
6 |y|e
<y(|c−1|/ cos θ)
|1− e−y||ecy − 1| .
Therefore, if |c− 1| is sufficiently small, then there exists a constant A > 0 such that
|c− 1|−1 |e
cy − ey|
|ey − 1||ecy − 1| 6 Ae
−<y/2.
This completes the proof. 
Proof of Theorem 3.4. With the notation provided in Lemmas 3.5 and 3.6, we set
F ((tj)) = A
r
r∏
j=1
exp
−<(γj r∑
k=j
tk/2)
 = Ar exp
− r∑
j=1
<(γj
r∑
k=j
tk/2)

= Ar exp
− r∑
k=1
<(tk(
k∑
j=1
γj/2))
 = Ar r∏
k=1
exp
−<(tk( k∑
j=1
γj/2))
 .
Then it is clear that F ((tj)) satisfies (3.5) and (3.6). Hence, by Lebesgue’s convergence
theorem we see that (3.4) holds.
Similarly to the proof of Theorem 2.1, since the contour integral on the right-hand side
of (3.4) is holomorphic for all (sk) ∈ Cr, we see that ζdesr ((sj); (γj)) can be meromorphically
continued to Cr and its possible singularities are located on hyperplanes sk = lk ∈ N (1 6 k 6
r) outside of the region of convergence because (e2piisk −1)Γ(sk) does not vanish at sk ∈ Z60.
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Furthermore, for sk = lk ∈ N, the integrand of the contour integral with respect to tk on the
right-hand side of (3.4) is holomorphic around tk = 0. Therefore, for lk ∈ N, we see that
lim
sk→lk
∫
C
lim
c→1
(−1)
c− 1
 1
exp
(
γj
∑r
ν=j tν
)
− 1
− c
exp
(
cγj
∑r
ν=j tν
)
− 1
 tsk−1k dtk
= −
∫
Cε
lim
c→1
1
c− 1
 1
exp
(
γj
∑r
ν=j tν
)
− 1
− c
exp
(
cγj
∑r
ν=j tν
)
− 1
 tlk−1k dtk
= 0,
because of the residue theorem, where Cε = {εeiθ | 0 6 θ 6 2pi} for any sufficiently small
ε. Consequently this implies that ζdesr ((sj); (γj)) has no singularity on sk = lk, namely
ζdesr ((sj); (γj)) is entire. Thus we complete the proof of Theorem 3.4. 
Theorem 3.7. For γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r),
r∏
j=1
(
1− γj
∑r
k=j tk
)
exp
(
γj
∑r
k=j tk
)
− 1(
exp
(
γj
∑r
k=j tk
)
− 1
)2
=
∞∑
m1,...,mr=0
(−1)m1+···+mrζdesr ((−mj); (γj))
r∏
j=1
t
mj
j
mj !
.
(3.9)
Hence, for (kj) ∈ Nr0,
ζdesr ((−kj); (γj)) =
r∏
l=1
(−1)klkl!
×
∑
ν11>0
ν12, ν22>0···
ν1r, ..., νrr>0∑j
d=1
νdj=kj
(16j6r)
r∏
j=1
(
B1+
∑r
l=j νjl
γ
∑r
l=j νjl
j
1∏j
d=1 νdj !
)
. (3.10)
Proof. By (1.13), we have
lim
c→1
(−1)r
(c− 1)r H˜r((tj)
r
j=1; (γj)
r
j=1; c)
= lim
c→1
r∏
j=1
(−1)
c− 1
 1
exp
(
γj
∑r
k=j tk
)
− 1
− c
exp
(
cγj
∑r
k=j tk
)
− 1

=
r∏
j=1
(
1− γj
∑r
k=j tk
)
exp
(
γj
∑r
k=j tk
)
− 1(
exp
(
γj
∑r
k=j tk
)
− 1
)2 .
Hence we obtain (3.9) from (3.4). Also, by (1.13), we have
lim
c→1
(−1)r
(c− 1)r H˜r((tj)
r
j=1; (γj)
r
j=1; c)
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= lim
c→1
r∏
j=1
 ∞∑
mj=1
cmj − 1
c− 1 Bmj
(
γj
∑r
l=j tl
)mj−1
mj !

=
r∏
j=1
 ∞∑
mj=1
Bmj
(
γj
∑r
l=j tl
)mj−1
(mj − 1)!

=
r∏
j=1

∞∑
nj=0
Bnj+1γ
nj
j
∑
νjj ,...,νjr>0∑r
l=j
νjl=nj
t
νjj
j
νjj !
· · · t
νjr
r
νjr!

=
∑
ν11>0
ν12, ν22>0···
ν1r, ν2r,..., νrr>0
r∏
j=1
B1+∑rl=j νjl γ∑rl=j νjlj t
∑j
d=1 νdj
j∏j
d=1 νdj !
 .
Hence, substituting the above relation into (3.4) and using the residue theorem with
lim
s→−k
(
e2piis − 1)Γ(s) = (2pii)(−1)k
k!
(k ∈ N0),
we have
ζdesr ((−kj); (γj)) =
r∏
l=1
(−1)klkl!
2pii
× (2pii)r
∑
ν11>0
ν12, ν22>0···
ν1r, ,..., νrr>0∑j
d=1
νdj=kj
(16j6r)
r∏
j=1
(
B1+
∑r
l=j νjl
γ
∑r
l=j νjl
j
1∏j
d=1 νdj !
)
.
Thus we obtain the assertion. 
Now we give an expression of ζdesr ((sj); (γj)) in terms of ζr((sj); (1); (γj)), which can be
regarded as a multiple version of ζdes1 (s; 1) = (1− s)ζ(s) in the case r = 1 (see Examples 3.3
and 4.1).
For sj ∈ C with <sj > 1 (1 6 j 6 r) and γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r), we set
Ic,r(s1, . . . , sr; γ1, . . . , γr) :=
1∏r
j=1 Γ(sj)
∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj−1
j
×
r∏
j=1
(
1
exp
(
γj
∑r
k=j tk
)
− 1
− c
exp
(
cγj
∑r
k=j tk
)
− 1
)
. (3.11)
From Definition 3.1, we see that
ζdesr ((sj); (γj)) = lim
c→1
(−1)r
(c− 1)r Ic,r((sj); (γj)).
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For indeterminates uj , vj (1 6 j 6 r), we set
G((uj), (vj)) :=
r∏
j=1
(
1− (ujvj + · · ·+ urvr)(v−1j − v−1j−1)
)
(3.12)
with the convention v−10 = 0, and also define the set of integers {al,m} by
G((uj), (vj)) =
∑
l=(lj)∈Nr0
m=(mj)∈Zr∑r
j=1
mj=0
al,m
r∏
j=1
u
lj
j v
mj
j , (3.13)
where the sum on the right-hand side is obviously a finite sum. Note that the condition∑r
j=1mj = 0 for the summation indices m = (mj) can be deduced from the fact that the
right-hand side of (3.12) is a homogeneous polynomial of degree 0 in (vj), namely so is that
of (3.13).
Theorem 3.8. For γ1, . . . , γr ∈ C with <γj > 0 (1 6 j 6 r),
ζdesr ((sj); (γj)) =
∑
l=(lj)∈Nr0
m=(mj)∈Zr∑r
j=1
mj=0
al,m
( r∏
j=1
(sj)lj
)
ζr(s1 +m1, . . . , sr +mr; (1); (γj)) (3.14)
holds for all (sj) ∈ Cr, where (s)0 = 1 and (s)k = s(s + 1) · · · (s + k − 1) (k ∈ N) are the
Pochhammer symbols.
We emphasize here that each term of the right-hand side of (3.14) is meromorphic with
infinitely many singularities but taking the above finite sum of the shifted functions causes
‘miraculous’ cancellations of all the infinitely many singularities to conclude an entire func-
tion.
Remark 3.9. In (3.14), the condition
∑r
j=1mj = 0 implies that all zeta-functions appearing
on the both sides have the same weight s1 + · · ·+ sr.
Proof of Theorem 3.8. First we assume that <sj is sufficiently large for 1 6 j 6 r. From
(2.1) with (ξj) = (1), we have
ζr((sj); (1); (γj)) =
1∏r
j=1 Γ(sj)
∫
[0,∞)r
r∏
j=1
t
sj−1
j
exp
(
γj
∑r
k=j tk
)
− 1
r∏
j=1
dtj . (3.15)
Using the relation
lim
c→1
(−1)
c− 1
( 1
ey − 1 −
c
ecy − 1
)
=
−1 + ey − yey
(ey − 1)2 =
1
ey − 1 −
yey
(ey − 1)2 = E(y) (say),
we have
ζdesr ((sj); (γj)) = lim
c→1
(−1)r
(c− 1)r Ic,r((sj); (γj))
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= lim
c→1
1∏r
j=1 Γ(sj)
∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj−1
j
×
r∏
j=1
(−1)
c− 1
(
1
exp
(
γj
∑r
k=j tk
)
− 1
− c
exp
(
cγj
∑r
k=j tk
)
− 1
)
=
1∏r
j=1 Γ(sj)
∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj−1
j
r∏
j=1
E
(
γj
r∑
k=j
tk
)
.
(3.16)
We calculate the last product of (3.16). Using the relations
1
ey − 1 =
∞∑
n=1
e−ny,
ey
(ey − 1)2 =
∞∑
n=1
ne−ny,
we have, for J ⊂ {1, . . . , r},∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj−1
j
∏
j /∈J
1
exp
(
γj
∑r
k=j tk
)
− 1
∏
j∈J
(
γj
∑r
k=j tk
)
exp
(
γj
∑r
k=j tk
)
(
exp
(
γj
∑r
k=j tk
)
− 1
)2
=
∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj−1
j
∏
j /∈J
∞∑
nj=1
exp
(
−njγj
r∑
k=j
tk
)
×
∏
j∈J
∞∑
nj=1
nj exp
(
−njγj
r∑
k=j
tk
)∏
j∈J
(
γj
r∑
k=j
tk
)
=
∑
n1,...,nr>1
(∏
j∈J
njγj
)∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj−1
j
r∏
j=1
exp
(
−tj
j∑
k=1
nkγk
)∏
j∈J
( r∑
k=j
tk
)
=
∑
n1,...,nr>1
(∏
j∈J
( j∑
k=1
nkγk −
j−1∑
k=1
nkγk
))
×
∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj−1
j
r∏
j=1
exp
(
−tj
j∑
k=1
nkγk
)∏
j∈J
( r∑
k=j
tk
)
=
∑
l∈Nr0
bJ,l
∑
n1,...,nr>1
(∏
j∈J
( j∑
k=1
nkγk −
j−1∑
k=1
nkγk
))
×
∫
[0,∞)r
r∏
j=1
dtj
r∏
j=1
t
sj+lj−1
j
r∏
j=1
exp
(
−tj
j∑
k=1
nkγk
)
=
∑
l∈Nr0
bJ,l
∑
n1,...,nr>1
(∏
j∈J
( j∑
k=1
nkγk −
j−1∑
k=1
nkγk
)) r∏
j=1
Γ(sj + lj)
1(∑j
k=1 nkγk
)sj+lj
=
∑
l∈Nr0
bJ,l
r∏
j=1
Γ(sj + lj)
∑
n1,...,nr>1
∑
K⊂J\{1}
(−1)|K|
r∏
j=1
1(∑j
k=1 nkγk
)sj+lj−δj∈J\K−δj+1∈K
=
∑
l∈Nr0
bJ,l
∑
K⊂J\{1}
(−1)|K|
( r∏
j=1
Γ(sj + lj)
)
ζr((sj + lj − δj∈J\K − δj+1∈K); (1); (γj)), (3.17)
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where |K| implies the number of elements of K,
δi∈I =
{
1 (i ∈ I)
0 (i 6∈ I)
for I ⊂ J , and ∏
j∈J
( r∑
k=j
tk
)
=
∑
l∈Nr0
bJ,l
r∏
j=1
t
lj
j . (3.18)
Hence, by (3.16) we have
ζdesr ((sj); (γj))
=
∑
J⊂{1,...,r}
(−1)|J |
∑
l∈Nr0
bJ,l
∑
K⊂J\{1}
(−1)|K|
( r∏
j=1
Γ(sj + lj)
Γ(sj)
)
ζr((sj + lj − δj∈J\K − δj+1∈K); (1); (γj))
=
∑
J⊂{1,...,r}
∑
K⊂J\{1}
(−1)|J\K|
∑
l∈Nr0
bJ,l
( r∏
j=1
(sj)lj
)
ζr((sj + lj − δj∈J\K − δj+1∈K); (1); (γj)).
(3.19)
Finally we set
H((uj), (vj)) :=
∑
J⊂{1,...,r}
∑
K⊂J\{1}
(−1)|J\K|
∑
l∈Nr0
bJ,l
r∏
j=1
u
lj
j v
lj−δj∈J\K−δj+1∈K
j
and aim to prove that
G((uj), (vj)) = H((uj), (vj)). (3.20)
It follows from (3.18) that
H((uj), (vj)) =
∑
J⊂{1,...,r}
∑
K⊂J\{1}
(−1)|J\K|
(∏
j∈J
r∑
k=j
ukvk
) r∏
j=1
v
−δj∈J\K−δj+1∈K
j
=
∑
J⊂{1,...,r}
(∏
j∈J
r∑
k=j
ukvk
) ∑
K⊂J\{1}
∏
j∈J\K
(−v−1j )
∏
j∈K
v−1j−1.
Since v−10 = 0, we have∑
K⊂J\{1}
∏
j∈J\K
(−v−1j )
∏
j∈K
v−1j−1 =
∏
j∈J
(−v−1j + v−1j−1).
Hence we obtain
H((uj), (vj)) =
∑
J⊂{1,...,r}
∏
j∈J
( r∑
k=j
ukvk
)
(−v−1j + v−1j−1)
=
r∏
j=1
(( r∑
k=j
ukvk
)
(−v−1j + v−1j−1) + 1
)
=
r∏
j=1
(
1−
( r∑
k=j
ukvk
)
(v−1j − v−1j−1)
)
= G((uj), (vj)).
(3.21)
Combining (3.13), (3.19) and (3.21), and regarding (sj)lj and ζr((sj + lj); (1); (γj)) as inde-
terminates u
lj
j and v
lj
j , we see that (3.14) holds when <sj is sufficiently large for 1 6 j 6 r. It
is known that each function on the right-hand side can be continued meromorphically to Cr
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(see [17, Theorem 1]). Since ζdesr ((sj); (γj)) is entire, we see that (3.14) holds for all (sj) ∈ Cr.
Thus we complete the proof of Theorem 3.8. 
4. Examples
Example 4.1. In the case r = 1 and γ1 = 1, we have
G(u1, v1) = 1− u1v1v−11 = 1− u1,
namely, a0,0(1) = 1 and a1,0(1) = −1. Hence we have
ζdes1 (s; 1) = lim
c→1
(−1)
c− 1Ic,1(s) = (s)0ζ1(s; 1; 1)− (s)1ζ1(s; 1; 1) = (1− s)ζ(s),
which coincides with (3.3). We see that
ζdes1 (1; 1) = −1
and
ζdes1 (−k; 1) = (−1)kBk+1 (k ∈ N0).
Example 4.2. In the case r = 2, we can easily check that
G((uj), (vj)) = (1− (u1v1 + u2v2)v−11 )(1− u2v2(v−12 − v−11 ))
= (1− u1)(1− u2) + (u22 − u1u2)v−11 v2 − u22v−21 v22.
Then (3.14) implies that
ζdes2 (s1, s2; γ1, γ2) = (s1 − 1)(s2 − 1)ζ2(s1, s2; (1); γ1, γ2)
+ s2(s2 + 1− s1)ζ2(s1 − 1, s2 + 1; (1); γ1, γ2)
− s2(s2 + 1)ζ2(s1 − 2, s2 + 2; (1); γ1, γ2). (4.1)
Let k, l ∈ N0. By (3.10), we obtain
ζdes2 (−k,−l; γ1, γ2) = (−1)k+l
l∑
ν=0
(
l
ν
)
Bk+ν+1Bl−ν+1γk+ν1 γ
l−ν
2 . (4.2)
Remark 4.3. Setting (γ1, γ2) = (1, 1) in (4.1), we obtain
ζdes2 (s1, s2; 1, 1) = (s1 − 1)(s2 − 1)ζ2(s1, s2)
+ s2(s2 + 1− s1)ζ2(s1 − 1, s2 + 1)− s2(s2 + 1)ζ2(s1 − 2, s2 + 2). (4.3)
From Theorem 3.4, we see that ζdes2 (s1, s2; 1, 1) on the left-hand side of (4.3) is entire, though
each double zeta-function (defined by (0.3)) on the right-hand side of (4.3) has infinitely
many singularities (see (0.4)). In fact, we can explicitly write ζdes2 (−m,−n; 1, 1) in terms of
Bernoulli numbers by (4.2), though the values of ζ2(s1, s2) at non-positive integers (except
for regular points) cannot be determined uniquely because they are irregular singularities
(see [1]).
Example 4.4. In the case r = 3, we can see that
G((uj), (vj)) = (1− (u1v1 + u2v2 + u3v3)v−11 )(1− (u2v2 + u3v3)(v−12 − v−11 ))
× (1− u3v3(v−13 − v−12 ))
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= −(u1 − 1)(u2 − 1)(u3 − 1) + (u1 − 1)(u2 − u3)u3v−12 v3
+ (u1 − 1)u23v−22 v23 + (u1 − u2)u2(u3 − 1)v−11 v2
+ u3(−u1 + 2u2 − u1u2 + u22 + u1u3 − 2u2u3)v−11 v3
− u23(−1 + u1 − 2u2 + u3)v−11 v−12 v23 + u33v−11 v−22 v33
+ u22(u3 − 1)v−21 v22 − u2(2 + u2 − 2u3)u3v−21 v2v3
+ u23(−1− 2u2 + u3)v−21 v23 − u33v−21 v−12 v33.
Therefore we obtain
ζdes3 (s1, s2, s3; γ1, γ2, γ3)
= −(s1 − 1)(s2 − 1)(s3 − 1)ζ3(s1, s2, s3; (1); γ1, γ2, γ3)
+ (s1 − 1)(−1 + s2 − s3)s3ζ3(s1, s2 − 1, s3 + 1; (1); γ1, γ2, γ3)
+ (s1 − 1)s3(s3 + 1)ζ3(s1, s2 − 2, s3 + 2; (1); γ1, γ2, γ3)
+ (−1 + s1 − s2)s2(s3 − 1)ζ3(s1 − 1, s2 + 1, s3; (1); γ1, γ2, γ3)
+ s3(s2 − s1s2 + s22 + s1s3 − 2s2s3)ζ3(s1 − 1, s2, s3 + 1; (1); γ1, γ2, γ3)
− s3(s3 + 1)(1 + s1 − 2s2 + s3)ζ3(s1 − 1, s2 − 1, s3 + 2; (1); γ1, γ2, γ3)
+ s3(s3 + 1)(s3 + 2)ζ3(s1 − 1, s2 − 2, s3 + 3; (1); γ1, γ2, γ3)
+ s2(s2 + 1)(s3 − 1)ζ3(s1 − 2, s2 + 2, s3; (1); γ1, γ2, γ3)
− s2(1 + s2 − 2s3)s3ζ3(s1 − 2, s2 + 1, s3 + 1; (1); γ1, γ2, γ3)
+ s3(s3 + 1)(1− 2s2 + s3)ζ3(s1 − 2, s2, s3 + 2; (1); γ1, γ2, γ3)
− s3(s3 + 1)(s3 + 2)ζ3(s1 − 2, s2 − 1, s3 + 3; (1); γ1, γ2, γ3).
Let k, l,m ∈ N0. By (3.10), we have
ζdes3 (−k,−l,−m; γ1, γ2, γ3) = (−1)k+l+m
m∑
ν=0
m−ν∑
ρ=0
l∑
κ=0
(
l
κ
)(
m
ν ρ
)
×Bk+ν+κ+1Bl−κ+ρ+1Bm−ν−ρ+1γk+ν+κ+11 γl−κ+ρ+12 γm−ν−ρ+13 ,
where
(
m
ν ρ
)
= m!ν! ρ! (m−ν−ρ)! .
Remark 4.5. Our desingularization method in this paper is for multiple zeta-functions of the
generalized Euler-Zagier type (0.1). In [9], we will extend our desingularization method to
more general multiple series.
Remark 4.6. Arakawa and Kaneko [3] defined an entire function ξk(s) associated with poly-
Bernoulli numbers {B(k)n } mentioned in Remark 1.12. It is known that, for example,
ξ1(s) = sζ(s+ 1),
ξ2(s) = −ζ2(2, s) + sζ2(1, s+ 1) + ζ(2)ζ(s).
Comparing these formulas with (3.3) and (4.1), and using the well-known formula
ζ2(0, s) =
∑
m,n=1
1
(m+ n)s
=
∞∑
N=2
N − 1
N s
= ζ(s− 1)− ζ(s),
20 H. FURUSHO, Y. KOMORI, K. MATSUMOTO, AND H. TSUMURA
we obtain
ξ1(s) = −ζdes1 (s+ 1; 1),
and
(1− s)ξ2(s) = ζdes2 (2, s; 1, 1)− ζdes1 (2)ζdes1 (s; 1)− (s+ 1)ζdes1 (s+ 1; 1) + sζdes1 (s+ 2; 1),
ζdes2 (2, s; 1, 1) = (1− s)ξ2(s) + ξ1(1)ξ1(s− 1)− (s+ 1)ξ1(s) + sξ1(s+ 1).
Note that the both sides of the above relations are entire. It seems quite interesting if we
acquire explicit relations between ξk(s) and ζ
des
k ((sj); (1)) for any k > 3.
Related to the Connes-Kreimer renormalization procedure in quantum field theory, Guo
and Zhang [11] and Manchon and Paycha [16] introduced methods using certain Hopf algebras
to give well-defined special values of the multiple zeta-functions at non-positive integers.
Example 4.7. According to their computation table (in loc.cit.), Guo-Zhang’s renormalized
value ζGZ2 (0,−2) of ζ2(s1, s2) at its singularity (s1, s2) = (0,−2) is
ζGZ2 (0,−2) =
1
120
,
while Manchon-Paycha’s value ζMP2 (0,−2) is
ζMP2 (0,−2) =
7
720
.
On the other hand, our desingularized method gives
ζdes2 (0,−2; 1, 1) =
1
18
,
so these three methods give values different from each other.
Question 4.8. Are there any relationships between our desingularization method and their
renormalization methods?
Finally we emphasize that since our ζdesr ((sj); (1)) is entire, their special values at integer
points which are neither all positive nor all non-positive are well-determined. These values
might be also worthy to study. We conclude this paper with the announcement of explicit
examples of those values.
Example 4.9. We have
ζdes2 (−1, 1; 1, 1) =
1
8
,
ζdes2 (−1, 4; 1, 1) = ζ(3)− ζ(4),
ζdes2 (3,−3; 1, 1) =
3
4
− 1
15
ζ(3),
ζdes2 (4,−3; 1, 1) =
1
2
+
1
2
ζ(2)− 1
10
ζ(4).
Also we can give the following examples for non-admissible indices:
ζdes2 (1, 1; 1, 1) =
1
2
,
ζdes2 (2, 1; 1, 1) = −ζ(2) + 2ζ(3),
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ζdes2 (3, 1; 1, 1) = 2ζ(3)−
5
4
ζ(4).
For the details, see [9].
References
1. S. Akiyama, S. Egami, and Y. Tanigawa, Analytic continuation of multiple zeta-functions and their values
at non-positive integers, Acta Arith. 98 (2001), 107–116.
2. S. Akiyama and Y. Tanigawa, Multiple zeta values at non-positive integers, Ramanujan J. 5 (2001),
327–351.
3. T. Arakawa and M. Kaneko, Multiple zeta values, poly-Bernoulli numbers, and related zeta functions,
Nagoya Math. J. 153 (1999), 189–209.
4. M. de Crisenoy, Values at T -tuples of negative integers of twisted multivariable zeta series associated to
polynomials of several variables, Compositio Math. 142 (2006), 1373–1402.
5. D. Essouabri, Singularite´s des se´ries de Dirichlet associe´es a` des polynoˆmes de plusieurs variables et
applications a` la the´orie analytique des nombres, The`se, Univ. Nancy I, 1995.
6. L. Euler, Meditationes circa singulare serierum genus, Novi Commentarii academiae scientiarum
Petropolitanae 20, (1776), 140–186 and Opera Omnia: Series 1, Volume 15, 217–267 (also available
from http://eulerarchive.maa.org/).
7. G. Frobenius, U¨ber die Bernoullischen Zahlen und die Eulerschen Polynome, Preuss. Akad. Wiss.
Sitzungsber (1910), no. 2, 809–847.
8. H. Furusho, Y. Komori, K. Matsumoto, and H. Tsumura, Fundamentals of p-adic multiple L-functions,
and evaluation of their special vales, preprint, submitted.
9. H. Furusho, Y. Komori, K. Matsumoto, and H. Tsumura, Desingularization of multiple zeta-functions of
generalized Hurwitz-Lerch type, to appear in RIMS Kokyuroku Bessatsu (arXiv:1404.4758).
10. L. Guo, S. Paycha and B. Zhang, Renormalization of conical zeta values and the Euler-Maclaurin formula,
preprint, arXiv:1306.3420.
11. L. Guo and B. Zhang, Renormalization of multiple zeta values, J. Algebra 319 (2008), no. 9, 3770–3809.
12. M. Kaneko, Poly-Bernoulli numbers, J. The´or. Nombr. Bordeaux 9 (1997), 221–228.
13. N. Koblitz, A new proof of certain formulas for p-adic L-functions, Duke Math. J. 46 (1979), 455–468.
14. , p-adic Analysis: A Short Course on Recent Work, London Mathematical Society Lecture Note
Series, 46, Cambridge University Press, Cambridge-New York, 1980.
15. Y. Komori, An integral representation of multiple Hurwitz-Lerch zeta functions and generalized multiple
Bernoulli numbers, Q. J. Math. 61 (2010), 437–496.
16. D. Manchon and S. Paycha, Nested sums of symbols and renormalized multiple zeta values,
Int. Math. Res. Not. (2010), no. 24, 4628–4697.
17. K. Matsumoto, The analytic continuation and the asymptotic behaviour of certain multiple zeta-functions
I, J. Number Theory 101 (2003), 223–243.
18. , The analytic theory of multiple zeta-functions and its applications, Sugaku Expositions 23 (2010),
143–167 (originally published in Sugaku 59 (2007), 24–45, in Japanese).
19. K. Matsumoto and Y. Tanigawa, The analytic continuation and the order estimate of multiple Dirichlet
series, J. The´or. Nombr. Bordeaux 15 (2003), 267–274.
20. K. Matsumoto and H. Tsumura, Generalized multiple Dirichlet series and generalized multiple polyloga-
rithms, Acta Arith. 124 (2006), 139–158.
21. T. Onozuka, Analytic continuation of multiple zeta-functions and the asymptotic behavior at non-positive
integers, Funct. Approx. Comment. Math. 49 (2013), 331–348.
22. Y. Sasaki, Multiple zeta values for coordinatewise limits at non-positive integers, Acta Arith. 136 (2009),
299–317.
23. Y. Sasaki, Some formulas of multiple zeta values for coordinate-wise limits at non-positive integers, New
Directions in Value-Distribution Theory of Zeta and L-Functions, R. & J. Steuding (eds.), Shaker Verlag,
2009, pp. 317–325.
24. L. C. Washington, Introduction to Cyclotomic Fields, Second edition, Graduate Texts in Mathematics,
83, Springer-Verlag, New York, 1997.
25. J. Zhao, Analytic continuation of multiple zeta functions, Proc. Amer. Math. Soc. 128 (2000), 1275–1283.
22 H. FURUSHO, Y. KOMORI, K. MATSUMOTO, AND H. TSUMURA
H. Furusho
Graduate School of Mathematics
Nagoya University
Furo-cho, Chikusa-ku
Nagoya 464-8602, Japan
furusho@math.nagoya-u.ac.jp
Y. Komori
Department of Mathematics
Rikkyo University
Nishi-Ikebukuro, Toshima-ku
Tokyo 171-8501, Japan
komori@rikkyo.ac.jp
K. Matsumoto
Graduate School of Mathematics
Nagoya University
Furo-cho, Chikusa-ku
Nagoya 464-8602, Japan
kohjimat@math.nagoya-u.ac.jp
H. Tsumura
Department of Mathematics and Information Sciences
Tokyo Metropolitan University
1-1, Minami-Ohsawa, Hachioji
Tokyo 192-0397, Japan
tsumura@tmu.ac.jp
