We denote by M(ή) the space of all n X n-matrices with their coefficients in the complex number field C and by G the group of invertible matrices GL(n, C). Let W -M(n) 1 be the vector space of Z-tuples of n X ra-matrices. We denote by p: G ~> GL(W) a rational representation of G defined as follows:
P (S)(A(1\ A(2), , A(l)) = (SA(ΐ)S-\ SA(2)S~\ , SA^S' 1 ) if SeG, A(ΐ)eM(n) (£ = 1, 2, -•, /).

This action of G defines an action of G on an algebra C[W] = C[x o (l), • , Xij(l)] of all polynomial functions on W. We denote by C[W]
G the subalgebra of G invariant polynomials. This is a finitely generated subalgebra of C [W] .
If Z = 1 it is a classical result that this ring of invariants is a polynomial ring in n variables. In fact the coefficients of characteristic polynomial of the matrix X(ΐ) -(x^(l)) are algebraically independent invariants and the ring of invariants is generated by them. By the Newton's formula all coefficients of characteristic polynomial of X(ί) are expressed by n traces Tr(X(l)), Ίx(X\ΐj),
.
..,Tr(X(l)»), and hence C[x i3 (ί)]
The following notations are fixed throughout: C the field of complex numbers N additive semigroup of nonnegative integers Q the field of rational numbers
For a complex number z, we denote by z its complex conjugate and set e(z) = exp 2πV -1 z. 
roof, Let f(z) be a polynomial in one variable z defined as 
Then it follows from (2.2) that the Poincare series P(z) equals We set
By Proposition 2.3, P(z) satisfies the following functional equation
This equation is equivalent to
In particular we have Let a and β be the first and second Laurant coefficients of P(z) respectively. Then the Laurant expansion of the Poincare series P(z) begins with
By 2.5.9 Lemma (7), it follows that
Then it follows from (2.5) that
We shall need the following important theorem due to Hubert [3] . THEOREM 
Assume that some invariants I l9 , I μ have a property that their vanishing implies the vanishing of all invariants. Then the ring of invariants is integral over the subring generated by I l9
, I μ . § 3. The ring of invariants of 2 X 2 matrices
In this section we shall be concerned with the ring of invariants of 2χ2 matrices. Throughout this section we assume that I ^> 2.
The Laurant expansion of P 2 (z) at a = 1 begins with Proof.
(1) follows from (2.4). By a direct computation, we see that the first Laurant coefficient at z -1 equals
Then (2) follows from (2.7). (3) is an immediate consequence from (2) and (2.6).
We denote by C ι a subring of (2) generated by traces
is integral over C t .
Proof. By Theorem 1.1, it is enough to show (2) 2 ), /, = Tr (X(1) 2 X(2)),
We denote by C the subring of C[X(ΐ), X(2)] GL{B) generated by ten invariants fu -,/io which are algebraically independent. , f ί0 and an invariant φ of degree (3, 3) . (2) 2 X(Ϊ) 2 ) and Tr(X(l)
X(2)X(ΐ)X(2)X(ΐ)X(2)) span the vector space C[X(ΐ), X{2)]%
L^ consisting of invariants of degree (3, 3) . By the Cayley-Hamilton theorem, we find that for suitable q u e Q and suitable -tuples u = (u u --, Uj) such that 1 <^ ^ u 2 ^ ^ Wj and Mj + + u t = k. PROPOSITION 
The ring of invariants C[X(Ϊ), X(2)] GL(i)
is generated by invariants of the form
Ύr(X(2)X(ί)X(2)X(ΐ) 2 X(2)X(iy).
Proof We claim that any invariant Tr (Z(l) αi X(2) α2 . 0 ^ OΓJ, , a 2r ^ 3 (r > 6), can be written as a polynomial in ϊ τ (Z(l) /9l Z(2) /9a
• X(1)^5X(2)' 96 that, for any r f < r, this assertion is true. Apply the multi-linearlized Cayley-Hamilton theorem for 4 X 4-matrices X l9 X 2 , X i9 X± to the case (2) a \ Then by the inductive hypothesis we conclude the assertion. A similar argument shows that any invariant of the form
The proposition is proved. (2)), A 9 = a n a 12 a n a u GLf » is a free module over C.
