Abstract Evolutionary multitasking has recently emerged as an effective means of facilitating implicit genetic transfer across different optimization tasks, thereby potentially accelerating convergence characteristics for multiple tasks at once. A natural application of the paradigm is found to arise in the area of bi-level programming wherein an upper level optimization problem must take into consideration a nested lower level problem. Thus, while tackling instances of bi-level optimization, a significant challenge surfaces from the fact that multiple upper level candidate solutions are to be analyzed at the same time by inferring the corresponding optimum response from the lower level. Thus, the process of bi-level optimization often becomes exorbitantly time consuming, especially in the case of real-world instances involving expensive objective function evaluations. Accordingly, the significance of this paper lies in showcasing that the practicality of population-based bi-level optimization can be considerably enhanced by simply incorporating the novel concept of evolutionary multitasking into the search process. As a result, it becomes possible to process multiple lower level optimization tasks concurrently, thereby facilitating the exploitation of underlying commonalities among them. To demonstrate the implications of our proposal, we present computational experiments on some synthetic benchmark 
Introduction
A recent study has shown that the concept of multitasking in optimization provides the scope for potentially fruitful implicit knowledge transfer across different optimization tasks, thereby facilitating accelerated convergence characteristics among them [19] . A natural beneficiary of this novel paradigm is contended to be the field of evolutionary bi-level optimization that has begun to gain much research attention in recent years. The formulation of a single-objective bi-level optimization problem (BLOP) is special in the sense that one optimization task (often referred to as the lower level problem or the follower's problem) is nested within another (which is labeled as the upper level problem or the leader's problem). The two levels of this single-act hierarchical optimization setting together comprise a pair of objective functions, namely, F : R u × R l → R and f : R u × R l → R [7, 26, 28, 29] . The relationship between the two functions can be stated according to Eqs. (1) and (2) below. Note that the likely occurrence of additional equality and/or inequality constraints has been suppressed in the formulation for simplicity.
subject to, x l ∈ argmin{ f (x u , x l )}.
In the above, F is the objective function of the so-called leader, and f represents the objective function of the fol-lower. By being single-act, it is implied that each decision maker (i.e., the leader and the follower) must make a one-time decision. The leader makes the (chronologically) first choice by selecting a specific design vector (or decision vector) x u from the upper level design space X u ⊂ R u . Thereafter, the follower simply selects a preferred x l from the lower level design space X l ⊂ R n , such that its objective is optimized given the leader's preceding action. In other words, a rational follower is expected to arrive at a preferred strategy by solving a lower level optimization task (see Eq. 2) that is parametrized by the leader's prior decision x u . A fundamental assumption of the BLOP is that the leader possesses complete knowledge about the characteristics of the design space available to the follower and is aware of the fact that the follower can observe and appropriately respond to the leader's prior action. Accordingly, the main purpose of a BLOP is to determine the optimum decision for the leader in such a setting. Clearly, a mathematical treatment of this scenario must embed the optimization problem of the follower (as a lower level task) within that of the leader (which forms the upper level problem), as has been indicated by Eqs. (1) and (2) . It is interesting to note that a variety of scenarios in operations research, logistics, transportation research, science, economics, security games, complex engineering design, etc., can in fact be posed (or naturally occur) in the form of BLOPs [1, 2, 17, 18, 20, 21, 30, 31, 34] .
Not surprisingly, due to its apparent real-world relevance, the field of BLOPs has attracted much research attention over several decades [4, 10, 35] . More recently, the interest has spread to researchers in the field of computational intelligence for developing more widely applicable techniques for tackling complex real-world BLOPs, i.e., via the use of evolutionary algorithms (EAs) [27, 29, 31] . As is well known, EAs provide several advantages over conventional mathematical tools due to their considerable flexibility in dealing with a wide variety of optimization problems [3] . However, EAs are not exempt from their own share of algorithmic difficulties. With regard to BLOPs, a significant challenge surfaces from the fact that multiple upper level candidate solutions are to be analyzed at the same time by inferring the corresponding optimum response from the lower level. To elaborate, distinct lower level optimization tasks emerge with respect to each upper level candidate solution. Failure to accurately resolve each lower level task may often cause a misleading representation of the leader's estimated objective function value corresponding to a given upper level design vector x u . As a result, the process of optimization generally becomes exorbitantly time consuming, especially when dealing with real-world problems involving several expensive objective function evaluations and conflicts between the two levels.
With the above in mind, in this paper, we demonstrate that the practicality of population-based bi-level optimization can be significantly enhanced simply by incorporating the novel concept of evolutionary multitasking into the search process. As has been demonstrated in [19, 22] , evolutionary multitasking provides the scope for accelerating convergence to near optimal solutions of multiple optimization tasks at once, simply by harnessing the latent complementarities among them (when available). In particular, the true power of implicit parallelism of population-based search is unleashed by combining the design spaces corresponding to different tasks into a unified pool of genetic material, thereby facilitating implicit information exchange among them in the form of encoded genetic material. While encapsulating the major implication of this phenomenon, it is most interesting to note that the notion of multitasking emerges naturally in the realm of evolutionary bi-level optimization wherein multiple lower level optimization tasks (one corresponding to every upper level population member) are to be solved at once. Accordingly, the significance of the present paper lies in revealing the efficacy of evolutionary multitasking as a novel means to augment bi-level optimization. Traditional evolutionary search processes are shown to be considerably enriched by appropriately exploiting the unique benefits of multitasking in optimization.
To provide an in-depth exposition of the notions presented heretofore, the remainder of this paper has been structured as follows. Section 2 introduces the basic concepts of multitasking in optimization and presents an associated multitasking EA. Thereafter, the incorporation of multitasking into BLOPs is described in detail in Sect. 3. Computational tests on some synthetic benchmark problems shall then be carried out in Sect. 4, followed by a real-world case study from the composites manufacturing industry in Sect. 5. Finally, a summary of the research, conclusions, and future directions shall be presented in Sect. 6.
An overview of evolutionary multitasking
We have conceived of the evolutionary multitasking paradigm as a means to leverage upon the true power of implicit parallelism of population-based search. To this end, consider a hypothetical scenario in which K different optimization tasks are to be solved at the same time. Without loss of generality, all tasks are considered to be minimization problems. The kth task, denoted T k , has a design space X k on which the objective function is defined as f k : X k → R. Then, the aim of an evolutionary multitasking engine is to efficiently navigate the design space of all tasks concurrently, aided by the scope for implicit genetic exchange, so as to rapidly obtain argmin{ f 1 (x), f 2 (x), . . . , f K (x)}. Since each f k is treated as an additional factor influencing the evolution of a single population of individuals, the composite problem is also referred to as a K -factorial environment [19] .
While developing an EA for the purpose of multitasking, it is necessary to first devise a technique for comparing candidate solutions in a multitasking environment. To this end, we define a set of properties for every individual p j , where j ∈ {1, 2, . . . , |P|}, in a population P. Note that every individual is encoded into a unified search space Y encompassing X 1 , X 2 , . . . , X K , and can thereafter be decoded into a taskspecific solution representation with respect to each of the K optimization tasks. Once the fitness of every individual has been scalarized according to Definition 3, performance comparison can be carried out in a straightforward manner. For example, individual p 1 will be considered to dominate individual p 2 during evolutionary multitasking simply if ϕ 1 > ϕ 2 .
It should be noted that the procedure described heretofore for comparing individuals is not absolute. As the factorial rank of an individual (and implicitly its scalar fitness) depends on the performance of every other individual in the population, the comparison is in fact population dependent. Nevertheless, the procedure guarantees that if an individual p* maps to the global optimum of any task, then, ϕ * ≥ ϕ j for all j ∈ {1, 2, . . . , |P|}. Therefore, it can be said that the proposed technique is indeed consistent with the ensuing definition of optimality in evolutionary multitasking.
Definition 4 (Optimality in evolutionary multitasking
) An individual p*, with a list of objective values { f * 1 , f * 2 , . . . , f * K }, is considered to be optimum during evolutionary mul- titasking iff ∃k ∈ {1, 2, . . . , K } such that f * k ≤ f k (x k ), for all feasible x k ∈ X k .
The multifactorial evolutionary algorithm:
an evolutionary multitasking engine
In [19] , the Multifactorial Evolutionary Algorithm (MFEA) was developed as a computational analog of the bio-cultural models of multifactorial inheritance [8, 9, 25] . The unique feature of the MFEA is that in a multitasking environment it effectively combines the transmission of biological as well as cultural building blocks from parents to their offspring. Thus, the algorithm is ascribed to the field of memetic computation [7, 23] which has recently emerged as a successful computational paradigm inspired by Darwinian principles of natural selection as well as Dawkins' notion of a meme as the basic unit of cultural transmission [11] .
As summarized in Algorithm 1, the MFEA is initiated by randomly generating a population of n individuals in a unified search space Y . Moreover, each individual in the initial population is pre-assigned a specific skill factor (see Definition 2) in a manner that guarantees every task to have uniform number of representatives. We would like to state that the skill factor of an individual is viewed as the computational representation of its pre-assigned cultural trait. The significance of this step is to ensure that an individual is only evaluated with respect to a single task (i.e., only its skill factor) among all other tasks in the multitasking environment. Doing so is considered practical since evaluating every individual exhaustively for every task will generally be computationally demanding, especially when K (the number of tasks in the multitasking environment) becomes large. The remainder of the algorithm proceeds similarly to standard evolutionary procedures, with the only major deviation occurring in terms of offspring evaluation, as is described next.
Offspring evaluation in the MFEA
Following the memetic phenomenon of vertical cultural transmission [6] , offspring in the MFEA experience strong cultural influences from their parents, in addition to inheriting their genetic material. In the bio-cultural models of multifactorial inheritance, vertical cultural transmission is viewed as a mode of inheritance that operates in tandem with genetics and leads to the phenotype of an offspring being directly influenced by the phenotype of its parents.
The algorithmic realization of the aforementioned notion is achieved in the MFEA via a selective imitation strategy. In particular, selective imitation is used to mimic the commonly observed phenomenon that offspring tend to imitate the cultural traits (i.e., skill factors) of their parents. Accordingly, in the MFEA, an offspring is only decoded (from the unified genotype space Y to a task-specific phenotype space) and evaluated with respect to a single task with which at least one of its parents is associated. As has been mentioned earlier, selective evaluation plays a role in managing the computation expense of the MFEA. A summary of the steps involved is provided in Algorithm 2.
Implicit genetic transfer in the unified search space
Information, in the MFEA, exists in the form of encoded genetic material in the unified search space Y . Thus, the transfer of relevant information from one task to another occurs in the form of implicit genetic transfer when parents belonging to different cultural backgrounds (i.e., having different skill factors) undergo crossover. With this in mind, consider the situation in Fig. 1 where two parents p 1 and p 2 , with different skill factors, undergo crossover in a hypothetical 2-D search space. To be precise, p 1 has skill factor T 1 and p 2 has skill factor T 2 . A pair of offspring, c 1 and c 2 , is created by the simulated binary crossover (SBX) operator [12] . A noteworthy feature of SBX is that it creates offspring that are located close to the parents with high probability [14] . As a result, c 1 is found to inherit much of its genetic material from p 1 , while c 2 is found to inherit much of its genetic material from p 2 . In such a scenario, if c 1 imitates the skill factor of p 2 (i.e., if c 1 is evaluated for T 2 ) and/or if c 2 imitates the skill factor of p 1 (i.e., c 2 is evaluated for T 1 ), then implicit genetic transfer occurs between the two tasks. In particular, if the genetic material corresponding to T 1 (carried by c 1 ) happens to also be useful for T 2 , or vice versa, then the transfer is fruitful (or positive). Otherwise, there is a high chance for the transfer to be negative [15, 24] . However, the nice property of evolution is that when the latter occurs, the negatively transferred genes get gradually eliminated from the population by the process of natural selection.
Note that for implicit genetic transfer to take place efficiently, it is crucial to have an effective unified search space encompassing all the constitutive tasks. Accordingly, assum- 
Thus, the chromosome of an individual in the MFEA is defined by a vector of D multitask random-keys [5] , with each random-key bounded within the fixed range [0, 1]. While addressing task T k , we simply refer to D k random-keys contained in the chromosome.
With the above in mind, we now describe the decoding procedure of a chromosome y ∈ Y into a meaningful task-specific solution representation. In the case of continuous optimization, this can be achieved in a straightforward manner by linearly mapping each random-key from the genotype space to the design space of the optimization task. For instance, consider a task T k in which the ith variable (
If the ith random-key of the chromosome y takes a value y i ∈ [0, 1], then the decoding procedure is simply given by,
Multitasking in bi-level optimization
In this section, we describe the means by which the multitasking paradigm can be incorporated into the evolutionary search process to enhance a bi-level optimization procedure.
In particular, we shall incorporate the MFEA into a basic Nested Bi-Level Evolutionary Algorithm (N-BLEA). The main feature of the N-BLEA, as is imposed by the nature of the BLOP, is that a lower level optimization task must be appropriately solved with respect to each population member in the upper level EA. In particular, with respect to the jth upper level candidate solution x u, j , the corresponding lower level objective function takes the form f (x u, j , x l ). The setup of the solution procedure is illustrated in Fig. 2 . It is to be noted that the optimization of the lower level task is also undertaken by an equivalent EA, so as to overcome the challenges associated with multi-modality, non-differentiability of the lower level objective function, etc. For a summary of the N-BLEA, the reader is referred to Algorithm 3. It must be kept in mind that a standard EA is used at both levels of the N-BLEA, with no non-traditional algorithmic artifacts as have been incorporated in some other previously proposed methodologies for evolutionary bi-level optimization (such as the use of biased lower level population initialization in [31] or the use of a quadratic approximation model in [28] ). This prevents any adulteration of the observed results by factors that are not of interest to the present study. Thereby allowing us to clearly identify and focus on the performance improvements achieved by simply introducing the concept of multitasking into bi-level optimization.
As highlighted by Fig. 2 , multiple lower level optimization tasks are to be solved during every generation of the upper level EA. Thus, it can clearly be seen that the scope for evolutionary multitasking naturally emerges within the context of BLOPs. However, to increase the probability of fruitful information exchange during the process of multitasking, some important steps are taken into consideration. To elaborate, we begin with the assumption that the landscape of the lower level objective function f (x u , x l ) changes slowly with respect to small changes in x u ; this is contended to be a reasonable assumption in many cases of practical interest. Accordingly, it can be claimed that lower level optimization tasks corresponding to neighboring upper level population members are likely to possess useful underly- 1 , s 2 , . . . , s G }; an instantiation is depicted in Fig. 3 . Note that the number of clusters or groups G is determined by the maximum allowable size of each cluster, which in turn depends on the scalability of the evolutionary multitasking engine used to solve the lower level optimization tasks. So for instance, if the multitasking engine is known to perform up to 3 tasks effectively, then G may be chosen to be roughly N /3, where N is the size of the upper level population. Thereafter, lower level optimization tasks corresponding to individuals within each cluster s g ∈ S are performed simultaneously using the MFEA. By doing so, it becomes possible to exploit the underlying commonalities among them, thereby potentially accelerating convergence to high quality lower level solutions. A summary of the steps involved in the Multitasking Bi-Level Evolutionary Algorithm (M-BLEA) is provided in Algorithm 4. Notice that the only distinction between the N-BLEA and the M-BLEA is with regard to the presence of lower level evolutionary multitasking. Thus, any significant variation in the performance of the two algorithms can be entirely attributed to this particular aspect of the respective approaches. 
Benchmark computational studies
In this section, we present results for a series of computational experiments that demonstrate the efficacy of our proposed method on synthetic benchmark problems. The unconstrained single-objective bi-level test problems considered herein have recently been proposed in [26, 29] . The salient feature of the test problems, which are labeled as the SMD benchmarks, is that they are scalable and showcase various levels of difficulty that are commonly encountered in practical bi-level optimization problems. In the present study, only ten-dimensional variants of the benchmarks are considered. For a complete description of their mathematical formulation, the reader is referred to [26, 29] . The details have not been reproduced in this paper for the sake of brevity.
Algorithmic specifications
The purpose of this experimental study is to highlight the performance benefits achievable purely by the scope of evolutionary multitasking when applied to BLOPs. Thus, all peripheral aspects of the N-BLEA and the M-BLEA, including the encoding scheme, crossover operator, mutation operator, and parameter settings, are kept identical. Accordingly, any performance improvements that may be achieved during multitasking can be entirely attributed to the exploitation of underlying commonalities between tasks by the process of implicit genetic transfer. At both levels of the bi-level optimizers we employ the random-key encoding scheme, the SBX operator for crossover, and polynomial mutation [13] . Crossover probability of p c = 1 with 50 % chance of variable exchange between offspring, and mutation probability of p m = 1/5, are used. Finally, we set the crossover index and the mutation index as η c = 20 and η m = 20, respectively.
With regard to population size, the N-BLEA employs 20 individuals at both levels. This implies that at every generation of the upper level EA, N = 20 genetically modified individuals are created. Subsequently, corresponding to each upper level individual, the lower level optimization task is comprehensively solved by evolving another population of n = 20 individuals. Thus, an exorbitantly large number of lower level function evaluations will typically be required to appropriately resolve a BLOP using the N-BLEA.
To overcome the challenge mentioned above, the MFEA has been incorporated into the proposed M-BLEA. Interestingly, the M-BLEA also employs 20 individuals at both levels. Without loss of generality, before executing the lower level optimization tasks, the upper level population is clustered into ten groups (i.e., G = |S| = 10) via Euclidean distance-based single-linkage clustering, with each group comprising 2 individuals (i.e., |s g | = 2, for all g ∈ {1, 2, . . . , G}). Note that any alternate clustering mechanism and/or larger cluster sizes may also be readily tested without any changes to the overall algorithm. The present settings have been fixed throughout the paper as a simple proof-of-concept, and also because the scalability of the current implementation of the MFEA is yet to be thoroughly verified for handling larger number of tasks at a time. Our main aim here is simply to showcase the potential advantages brought to the table by multitasking in bi-level optimization. Under the current settings, it is implied that the MFEA concurrently tackles two lower level optimization tasks that correspond to the two upper level individuals existing within the same cluster. Thus, the n = 20 evolving individuals in the MFEA are evenly split between two lower level tasks which are likely to have underlying commonalities/similarities between them due to their proximity in the upper level search space (as was illustrated in Fig. 3 ). It is expected that the MFEA will automatically harness the available synergies by the process of implicit genetic transfer, thereby providing a significant impetus to the evolutionary search.
Termination criteria
The algorithms follow a variance-based termination criteria at both levels [27] . In particular, when the numeric value of the evolving quantity α u (described below) becomes less than a pre-defined value α stop u , sufficient convergence is assumed to be achieved and the upper level EA terminates.
Here, x u,i,T represents the ith upper level design variable at generation T . Note that the upper level termination criterion is identical in the N-BLEA and the M-BLEA, with α stop u set to 1e−3.
At the lower level, however, the termination criterion is slightly different for the M-BLEA and the N-BLEA due to the presence (or absence) of multiple lower level optimization tasks in a single multitasking environment. In the traditional N-BLEA, the evolving quantity α N−BLEA l is described as follows,
where x l,i,t indicates the ith lower level design variable at generation t of the lower level EA. In contrast, in the M-BLEA, the evolving quantity α M−BLEA l is described as. , which is fixed at 1e−5. Superior convergence is demanded at the lower level since inaccurate lower level solutions are likely to mislead the upper level EA whenever there is a conflict between the two levels.
Numerical results and discussions
The efficacy of the evolutionary multitasking paradigm is illustrated by the comparison study presented in Tables 1  and 2 for examples without and with upper level objective function multi-modality, respectively. The results have been deduced from 31 independent runs of each solver. The performance of the optimizers has been quantified in terms of the total number of lower level function evaluations required for convergence (i.e., for the upper level termination criterion to be satisfied). 
Examples with convex upper level objective functions
As can clearly be seen in Table 1 , the performance of the M-BLEA is significantly superior in comparison to N-BLEA with respect to the number of lower level function evaluations required for convergence. This is true for best, median, mean, and worst-case outcomes (over 31 runs) for benchmark problems SMD1 to SMD5 that are characterized by convex upper level objective functions. In fact, in all cases, the worst-case performance of the M-BLEA is found to be better than the best performance of the N-BLEA. Note that the example SMD6 has been left out in the experiments as it is characterized by infinitely many optimums at the lower level for any given upper level design vector, of which only one corresponds to the best upper level value [29] . From a practical standpoint, such a scenario will often cause uncertainty at the upper level as the optimum response from the lower level optimization task is indecisive. The M-BLEA is thus not currently equipped to handle related uncertain and/or multimodal optimization cases in bi-level optimization. Further, Table 1 presents the accuracy achieved by the two algorithms for upper level objective function values, the theoretical optimum being equal to zero in all cases. Focusing on the averaged (mean) performance of either algorithm, we find that the M-BLEA saves at least 57.06 % of lower level function evaluations in comparison to N-BLEA. The observed saving is in consonance with the fact that in the current implementation of the M-BLEA, the MFEA at the lower level handles two (similar or related) optimization tasks (that are associated with the same cluster) simultaneously in multitasking. Thus, the total number of lower level function evaluations can be expected to be at least halved as compared to N-BLEA, which is indeed found to be the case.
To further emphasize on the improvements brought to the table by multitasking, we refer to Fig. 4 which depicts the averaged convergence trends attained by the N-BLEA and M-BLEA for test problems SMD3 and SMD4. These two problems especially pose notable challenges to the process of bi-level optimization due to the presence of complex multimodality in the lower level objective function landscape [29] . As can be seen in Fig. 4a, b , multitasking successfully provides a significant impetus to the evolutionary search by appropriately harnessing the complementarity between related lower level optimization tasks via implicit genetic transfer, and thereby leading to considerably accelerated convergence towards high quality solutions.
Examples with multimodal upper level objective functions
The complexity of instances SMD7 and SMD8 emerges from the fact that there exist multimodalities in the upper level objective function landscape. Nevertheless, the outcome achieved is very much similar to the previous case where M-BLEA is found to considerably outperform N-BLEA by saving more than 50 % of the lower level function evaluations required for convergence. The results are reported in Table 2 .
Lower Level Function Evaluations

A real-world case study in composites manufacturing
In [17] , the comprehensive optimization of rigid tool Liquid composite molding (LCM) processes was established as a BLOP. Accordingly, in this case study, we consider the simulation-based optimization of a kind of LCM process, namely, compression resin transfer molding (CRTM), for the manufacture of a synthetic fiber-reinforced polymer (FRP) composite part. CRTM is a popular technique for high vol-ume production of FRP parts and is characterized by the use of high stiffness molds. Under the assumption of rigidity, the molds are expected to undergo negligible deflection in response to the large internal forces that originate from the cumulative effect of high fluid (polymer resin) pressure and the compression of the fibrous reinforcement. As a result, CRTM processes find widespread application in areas where tight geometrical tolerances are to be met, such as in the automobile industry. However, it turns out that sophisticated peripheral equipment (such as a hydraulic press) is generally needed to equilibrate the large internal forces. Thus, an important aim in the optimal design of the CRTM process is to maximize throughput (by minimizing manufacturing time) and quality of the finished product, while simultaneously satisfying the constraints placed by the availability and/or running costs of peripheral equipment.
A brief overview of the CRTM process
Before presenting the real-world BLOP associated with composites manufacturing, we present a brief overview of the CRTM cycle. The setup of the cycle, as illustrated in Fig. 5 , comprises a metal mold machined according to the geometry of the composite part to be manufactured. First, a preform of the fibrous reinforcement is placed into the mold cavity (step [a] in Fig. 5) . The mold is then partially closed, mildly compressing the fibrous reinforcement, thereby leaving sufficient gap for the liquid resin to flow through without much hindrance (step [b] in Fig. 5 ). Prior to injecting the resin, the mold is preheated to a preferred operation temperature. Thereafter, a measured volume of liquid thermosetting resin (which is also preheated) is injected into the mold at high pressure (step [c] in Fig. 5 ). Finally, the mold is completely closed in situ to the final thickness of the part using a force-controlled mech- Fig. 5 Steps of the CRTM cycle: a preform placement, b partial mold closure, c resin injection, d in situ mold closure to final part thickness, e resin solidification and part extraction [33] anism, thereby fully compressing the fibrous reinforcement (step [d] in Fig. 5 ). Note that steps [a] to [d] constitute the first phase of the CRTM cycle, which we shall refer to hereafter as the mold filling phase. In the second phase, the filled mold is allowed to rest (under controlled thermal conditions) until the resin solidifies, followed by part extraction (step [e] in Fig. 5 ). Accordingly, step [e] constitutes the curing phase of the manufacturing cycle.
The associated BLOP
While researchers have traditionally attempted to optimize the two phases of the manufacturing cycle separately, in [17, 18] , it was established that more comprehensive results may be obtained by combining the two phases as a single BLOP.
In particular, the curing phase of the CRTM cycle was viewed as the upper level of the BLOP, while the mold filling phase constituted the lower level. For a detailed discussion on the arguments corroborating the bi-level formulation, the reader is referred to [17] . Herein, we simply state the mathematical formulation of the composites manufacturing optimization problem as has been solved in this paper.
Minimize F = 0.7 TEMP diff 20
Curing time − 1000 3000 ,
subject to minimization of f = Mold filling time,
As mentioned earlier, the upper level of the BLOP comprises primarily the curing phase, while the lower level problem is formed by the mold filling phase. To be precise, in Eq. (7), TEMP diff equates to the maximum difference in temperature between the surface and the core of the part during the entire curing cycle and represents a heuristic prediction of the final quality of the composite part. The higher the temperature difference, the greater the chance of residual thermal stresses that diminish the quality of the finished part. As is self-explanatory, the Curing Time (also appearing in Eq. 7) represents the time needed for the resin to solidify (step [e] in Fig. 5 ), while the Mold Filling Time (appearing in Eq. 8) represents the time needed for the mold to be filled with resin (i.e., the time needed to perform step [a] to step [d] in Fig. 5) . Clearly, the Curing Time and the Mold Filling Time are quantities that must preferably be minimized to maximize throughput. Finally, the lower level constraint (in Eq. 8) accommodates for the restrictions placed by the peripheral equipment. In particular, F fluid represents the internal force originating from the high pressure resin injection, F fibre is the reaction force from the compressed fibrous reinforcement, and F capacity is the prescribed capacity of the available hydraulic press. Next, we specify the design variables corresponding to each phase. At the upper level, the temperature profile of the mold during the entire manufacturing cycle (denoted as TEMP profile mold ) constitutes x u . For the lower level optimization task, which is parametrized by TEMP profile mold , the design space X l comprises (a) the mold cavity thickness during resin injection (H inj ), (b) resin injection pressure (P inj ), and (c) preheated resin temperature (TEMP resin ).
To conclude the problem formulation, it is stated that the computation of upper and lower level objectives is carried out via sophisticated process simulation algorithms which numerically evaluate a series of partial differential equations governing the complex non-isothermal and reactive resin behavior in the fibrous media. Details of the algorithms are not presented here for the sake of brevity. The interested reader is referred to [16, 32] . It is important to note that these simulations are typically computationally expensive, consuming several minutes for a single function evaluation of acceptable fidelity for a complex composite part.
Experimental setup and numerical results
We undertake the simulation-based optimization of the manufacturing processes for a circular FRP composite plate. The diameter of the plate is 1 m, with a central injection hole of 2 cm (see Fig. 6 ). The final thickness of the part is 0.75 cm. A glass-fiber chopped strand mat forms the reinforcing material with final fiber volume fraction of 35 %, while an epoxy resin Fig. 7 Comparison of averaged convergence trends achieved by the N-BLEA and the M-BLEA for the composites manufacturing problem system forms the polymer matrix. For complete details of the material properties needed for the simulations, the reader is once again referred to [16] . Finally, it is stated that a highly restrictive F capacity = 2 tons (2E+04 N) is dictated by the available peripheral equipment. The extent of the design space for all design variables is specified in Table 3 (the table includes As is depicted in Fig. 7 , the convergence trends (averaged over three independent runs) of the M-BLEA are considerably improved as compared to that of N-BLEA. The impetus provided to the evolutionary search, as a by-product of implicit genetic transfer in evolutionary multitasking, is found to significantly cut down on the design time for this complex engineering design problem. To elaborate, we find that in achieving the upper level objective function target of 0.28, the M-BLEA saves approximately 65 % in wall-clock time. This outcome highlights the utility of the proposed methodology in the fast-paced practical settings of today where one is faced with tight deadlines and stringent time constraints.
Further, to confirm the robustness of the M-BLEA, we present the final (optimized) upper level design variables attained by both algorithms at termination, in each of the three independent runs. The results are reported in Table 4 . As can be seen, both algorithms converge to more-or-less the same design vector on each run, thereby verifying the accuracy and repeatability of the proposed approach.
Conclusions
The significance of this paper lies in revealing the effectiveness of the novel evolutionary multitasking paradigm as a promising means to enhance the performance of bi-level The table presents the optimum upper level design variables obtained from each of the three independent runs for the composites manufacturing problem optimization. It is found that BLOPs provide a natural environment wherein multiple (related) optimization tasks are to be solved at the same time, thereby presenting the perfect platform for evolutionary multitasking to autonomously harness the relationships between tasks through the process of implicit genetic transfer. To this end, a recently proposed evolutionary multitasking engine, labeled as a multifactorial evolutionary algorithm (MFEA), has been merged into an evolutionary bi-level optimizer. Several benchmark test functions, and a real-world case study in complex engineering design, demonstrate the efficiency of the multitasking paradigm in exploiting the underlying commonalities between optimization tasks, thereby providing a significant impetus to the evolutionary search. The numerical results indicate that the proposed Multitasking bi-level evolutionary algorithm (M-BLEA) successfully converges to high quality solutions in significantly lesser number of lower level function evaluations (and implicitly in significantly lesser amount of wall-clock time) as compared to the basic nested bi-level evolutionary algorithm (N-BLEA) upon which it has been built. The present study has investigated the utility of the M-BLEA in a real-world setting involving expensive simulationbased function evaluations. With regard to future works, we will focus on further improving the algorithm to tackle realtime bi-level optimization problems, such as those occurring in security games. One possible means of achieving further speed up of the M-BLEA is the incorporation of quadratic approximation models (or other surrogate modeling techniques) at the lower level, instead of repeatedly having to solve the lower level optimization task in an evolutionary manner, as has very recently been proposed in [28] .
