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Abstract—In this paper, we consider a problem motivated
by search-and-rescue applications, where an unmanned aerial
vehicle (UAV) seeks to approach the vicinity of a distant quasi-
stationary radio frequency (RF) emitter surrounded by local
scatterers. The UAV employs only measurements of the Doppler
frequency of the received RF signal, along with its own bearing,
to continuously adapt its trajectory. We propose and evaluate a
trajectory planning approach that addresses technical difficulties
such as the unknown carrier frequency offset between the emitter
and the UAV’s receiver, the frequency drifts of the local oscillators
over time, the direction ambiguity in Doppler, and the noise in
the observations. For the initial trajectory, the UAV estimates
the direction of the emitter using a circular motion, which
resolves direction ambiguity. The trajectory is then continuously
adapted using feedback from frequency measurements obtained
by perturbing the bearing around the current trajectory. We
show that the proposed algorithm converges to the vicinity of
the emitter, and illustrate its efficacy using simulations.
Index Terms—Source seeking, Maximum Doppler estimation,
RF trail following, UAV navigation
I. INTRODUCTION
We consider a scenario motivated by search-and-rescue, or
other emergency applications, where a UAV seeks to approach
an RF source, starting from an initially large distance.The
UAV is equipped with a single omnidirectional antenna, and
does not rely on GPS or on being able to decode messages
from the emitter. The source may be surrounded by local
scatterers. In the approach proposed here, the UAV adapts its
trajectory towards the emitter using frequency measurements
on the received beacon. In an ideal line of sight (LoS), a single
omni-directional antenna can extract the angle of the arrival
θ between the velocity vector of the mobile node and LoS to
the source by measuring the Doppler frequency fd =
v cos θ
c
fc,
where v is the velocity and c is the speed of light. Thus, a
natural approach is for the UAV to follow the trajectory that
maximizes the Doppler shift (which corresponds to θ = 0).
However, translating this intuition into a working approach
requires that we address the following technical challenges:
1) The scattering environment around the source causes multi-
path fading, resulting in large spatial variations of the received
signal power. This can often lead to errors in frequency
measurements, especially at the low received signal-to-noise
ratio (SNR) obtained at large distances.
2) The local oscillators at the emitter and UAV are not synchro-
nized, and drift over time. Thus, the frequency measurements
made by the UAV are a sum of the Doppler shift and a slowly
drifting carrier frequency offset.
3) Even in ideal LoS settings, Doppler estimates have direction
ambiguity: if the trajectory makes an angle θ with the LoS,
then the Doppler shift is proportional to cos θ, and cannot
therefore enable us to distinguish between +θ and −θ.
4) Any trajectory adaptation done by the UAV should be
feasible, avoiding sharp direction changes.
The main contribution of this paper is to show that we
can indeed overcome the preceding difficulties to obtain a
scheme that reaches the vicinity of the emitter, with net
distance traversed being only a small fraction (of the order
of 10%) larger than the initial LoS distance between the
UAV and the emitter. We consider a small UAV that flies at
around 100 m altitude, listening to a beacon in commercial
frequency bands (the carrier frequency is set to 2 GHz in our
numerical examples). The initial distance between the UAV
and the source is of the order of 5 km. In our proposed
approach, the UAV obtains an initial trajectory estimate by
finding the direction of maximum Doppler when executing a
circular motion. Subsequently, it employs feedback control to
continuously adapt its trajectory, using the change in measured
frequency offset as it executes designed piecewise linear
deviations in bearing from the nominal trajectory.
The proposed approach performs significantly better than
RF source following using received signal strength (RSS)
measurements [1]. While RSS measurements are simpler to
make and do not require coherent processing at the receiver,
the sensitivity of RSS change as a function of range to the
emitter is small even in ideal settings, since it is proportional
to the inverse square of the range. In addition, local scatterers
around the emitter lead to slow, and deep, spatial variations
in RSS due to fading. The approach in [1] employs the
observation that the rate of change of RSS due to fading is
minimum in the LoS direction, along with a random walk
inspired by bacterial chemotaxis. For a setting similar to ours,
the RSS-based scheme requires the UAV to traverse a distance
that is about three times larger than the shortest path between
the initial UAV location and the emitter. Furthermore, the
trajectories employed in [1], both for initialization and for the
random walk, are non-smooth and difficult to execute.
RSS measurements are more effective if supplemented with
directional information. A rotating UAV was employed in
[2], with the angle of arrival to the emitter estimated as the
direction of maximum RSS. This approach is not applicable to
fixed wing UAVs with omnidirectional antennas as considered
here.
While we consider the problem of approaching the emitter,
there is a significant literature on localizing the emitter using
a mobile platform [3], [4] or multiple mobile platforms [5],
[6]. Particle filter based algorithms for tracking the posterior
distribution of the emitter are investigated in [7], [8]. In
addition to having a different design goal from ours, it is
worth noting that these approaches require that the mobile
platform always knows its own absolute location, say using
GPS. Our problem formulation requires the UAV to track
changes in its own bearing, but does not require that it know its
absolute location, and hence is applicable even in GPS-denied
environments.
Fig. 1. 2D system model, with scatterers in a disk around the source
II. SYSTEM MODEL
The problem of drawing the UAV to the emitter location
is three-dimensional, but we restrict the problem to two
dimensions for simplicity. As shown in Figure 1, the source
is located at the the origin of the 2D plane, and is surrounded
by L local scatterers. The UAV coordinates at any given
time are denoted by p = (x, y) with velocity components
vx = v cos(φ) and vy = v sin(φ). The distance between the
mobile receiver and the source is d. The scatterers are inside
an annulus with outer radius R and inner radius Rin, and the
angles {αi} are uniformly distributed between −pi and pi for
each scatterer.
We consider a narrowband flat fading channel at carrier
frequency fc, and assume that the receiver will compute its
estimates based on known pilot signals transmitted by the
source. The complex baseband channel seen by the mobile
node can be expressed as the sum of LoS and scattered
components and can be written as
h(t) =
√
Kσ2h
K + 1
ej(2pifd,max cos(α−φ)t+2pifo(t)t+ψ0)+√
σ2h
K + 1
L∑
i=1
ej(2pifd,max cos(α
s
i−φ)t+2pifo(t)t+ψi) + n(t)
(1)
where K is the ratio of power between the direct path and
the scattered paths, fd,max =
vfc
c
is the maximum Doppler
frequency, fo(t) is the carrier frequency offset drifting over
time, ψ0 and ψi are the phase of LoS and scattered signal
components respectively, σ2h is the received signal power and
n(t) represents the additive noise at the receiver with the
variance σ2n.
The received signal strength σ2h is governed by the distance
between source and mobile receiver d, along with spatial
variations due to multipath fading. The effect of Doppler
frequency on the received signal profile is negligible at these
low speeds since fc ≫ fd,max. We model the received signal
strength by modeling the electric field at the mobile node at
a point P in polar coordinates (d, α) as [1]:
EF (d, α) =
e−jβd
d
+
L∑
i=1
Γie
−jβ(di+ri)
di + ri
(2)
where β = 2pi
λ
and λ is the wavelength, di + ri is the total
distance of the path that goes from the source to receiver
through ith scatterer and Γi is the reflection coefficient for
the ith scatterer [9].
Frequency estimation accuracy in a flat fading channel,
assuming all paths have the same frequency offset, is propor-
tional to the received SNR [10]. This assumption is a good
approximation for our model when d ≫ R. We use low-
complexity single tone frequency estimation [11], selecting the
maximum frequency over the DFT grid, and then interpolating
using a quadratic fit. As the UAV gets closer to the source,
each path sees a different frequency offset due to the difference
in the reflection angles, and the frequency estimate degrades.
Estimation accuracy in this region could potentially be further
improved with frequency estimates derived from second order
statistics [12], or by employing super-resolution techniques
[13]. However, at shorter ranges, more sophisticated frequency
estimation should be coupled with more detailed anisotropic
reflection models, hence we leave this as an interesting topic
for future work (e.g., on how to track a moving emitter in
urban canyons).
III. ALGORITHM FOR SOURCE SEEKING
In this section, we describe and justify the strategy for
planning the UAV trajectory by using frequency measurements
and show that the proposed algorithm will converge to the
true source direction with no prior information on the source
location. The purpose is to draw UAV to the vicinity of the
emitter as quickly as possible. We set dv ≪ d as the required
distance between UAV and the source at which we declare
the tracking process successful. We assume constant speed
through the trajectory of the UAV and use a feasible trajectory
for the motion of UAV. The goal is to minimize flight time.
We assume prior knowledge of the emitted signal carrier
frequency fc, but not of the carrier frequency offset fo, which
also drifts over time. The pilot beacon for a given frequency
measurement contains N symbols, with symbol period Ts,
so that the measurement interval for frequency estimation is
T = NTs. The pilot beacons are repeated with the period of
Tslot.
For the nth received beacon, frequency measurements are
obtained by applying FFT to the N complex baseband samples
of (1), and the peak frequency ωˆi i ∈ 1, · · · , NFFT is refined
by using a quadratic interpolation with adjacent samples:
ω˜n = ωˆi +
ωˆi−1 − ωˆi+1
2(ωˆi−1 + ωˆi+1 − 2ωˆi)
2pi
TsNFFT
(3)
Thus, we obtain a noisy estimate of the sum of carrier
frequency offset, Doppler frequency and the frequency drift.
We model this, together with the bearing angle measured by
the UAV sensors, as
ω˜n = ωn + nω,n
φ˜n = φn + nφ,n. (4)
where nω,n and nφ,n are frequency measurement and bear-
ing measurement noises, modeled as zero mean independent
Gaussian random variables with variances σ2ω,n and σ
2
φ,n,
respectively. The bearing measurement error variance σ2φ,n
is assumed to be constant throughout the flight. However,
the frequency measurement error variance σ2ω,n can vary: it
increases as RSS drops during fades, and as Doppler spread
increases as the UAV approaches the emitter.
While we do not model the UAV dynamics, we will restrict
the algorithm described in the next section to use trimming
trajectories, which have the desirable property that the tracking
error dynamics and kinematics is time invariant and for which
there are well-developed trajectory tracking controllers [14]–
[16]. The orientation tracking error about the desired trimming
trajectory is included in error parameter nφ,n.
A. Trajectory adaptation
The source tracking algorithm can be divided into two
stages, discussed in more detail below. In the first stage, the
UAV gets a rough estimate of the direction of the source by
doing a circular motion. This stage is optional, and can be
removed at the expense of some inefficiency in flight time.
The second stage involves piecewise linear trajectories with
perturbations of bearing, with change in Doppler providing
feedback signal for continuous trajectory corrections.
Stage 1 - Circular motion for initial trajectory estimate:
The UAV picks a random point at a distance Rc and follows a
circular trajectory, as shown in Figure 2, saving the frequency
measurements ω˜n with corresponding bearing measurements
φ˜n. The largest frequency measurement corresponds to the
maximum Doppler fd,max and bearing angle that corresponds
to the desired direction is approximately pi + α in an ideal
setting. The smallest frequency measurements corresponds to
the −fd,max at the direction of α.
The SNR is low when UAV is very distant, and multipath
fading may occasionally result in large outliers in the fre-
quency measurements ω˜n. We apply outlier rejection to the
frequency measurements as
ωˇn =
{
ω˜n, |ω˜n − ω˜n−1| < 4pi
vfc
c
ω˜n−1, otherwise
(5)
and apply a moving average filter with length 15 Tslot. Then,
the initial direction for UAV is determined by finding the
direction of maximum frequency estimate as follows
i = argmax
n
ωˇn
θ0 = φ˜i. (6)
Fig. 2. Initial circular motion of the UAV
Stage 2 - Continuous updates: In this stage, the UAV
derives information for feedback control of its trajectory in
discrete time steps spanning 2MTslot for each step. If the
estimated direction towards the emitter is θk from the previous
direction, the UAV moves in the direction θk + δk for a time
interval with lengthMTslot, yielding frequency measurements
{ωˇm,m = 1, ...,M}, and then in the direction θk − δk
for the same duration, yielding measurements {ωˇm,m =
M + 1, ..., 2M}. The difference between these two sets of
frequency measurements is used to update θk, as follows:
θk+1 = θk +
1
M
( M∑
m=1
ωˇm −
2M∑
m=M+1
ωˇm
) δk
2pifd,max
. (7)
Taking the difference in this fashion allows significant reduc-
tion of the effect of carrier frequency offset and drift, which
vary slowly relative to the iteration step duration 2MTslot. Ad-
ditional robustness against measurement noise can be obtained
by increasing the perturbation δk, at the cost of increased travel
distance.
B. Analysis
We now analyze the convergence of the algorithm in stage
2. Straightforward trigonometry shows that the update step in
equation (7) with a constant δk = δ can be written as
θk+1 = θk + (cos(θk − θ
∗
k + δ)− cos(θk − θ
∗
k − δ)) δ
= θk − 2 sin(θk − θ
∗
k)sin(δ)δ.
(8)
Let the error term θ˜k = θk−θ
∗
k. For d≫ ||pk+1−pk||2 (range
much larger than the distance between consecutive iterations),
we have θ∗k ≈ θ
∗
k+1, which yields
θ˜k+1 = θ˜k − 2 sin(θ˜k)sin(δ)δ (9)
Intuitive insight is obtained for small θ˜k and δ by using the
approximation sinx ≈ x: θ˜k+1 ≈ θ˜k(1− 2δ
2), corresponding
to exponential decrease in estimation error.
For a rigorous proof of convergence, we pick θ˜2k as a
Lyapunov function. From (9), we obtain that the change in
one time step is given by
θ˜2k+1 − θ˜
2
k = −4α sin θ˜k(θ˜k − α sin θ˜k)
where α = δ sin δ. Note that sinx(x − α sinx) > 0 for 0 <
|x| < pi and 0 < α < 1. Thus, θ˜2k is a strictly decreasing
function for α < 1, which provides a wide range of choices
for δ.
Fig. 3. Trajectory updates using direction perturbations ±δk
IV. SIMULATION RESULTS
The simulation parameters are given in Table I. We apply
NFFT = 4096 point FFT to N = 1000 data chunks in
every Tslot = 50ms for frequency estimation. The average
received SNR at the initial distance of 5 km is set to 0 dB.
Figure 4 shows an example UAV trajectory. Figure 5 shows
the estimated frequency in the presence of multipath, CFO
and frequency drift for that particular trajectory. Figure 5 also
shows the received signal power profile through the trajectory
and the spatial variations at the received power. We observe
that the frequency estimation error increases as the UAV gets
closer to the source due to increased Doppler spread.
Figure 6 shows the histogram of the total distance traveled
with Monte Carlo simulations of 1000 runs for the same
scenario. The average distance traveled is 5.5 km, which is
Parameters
Parameter Symbol Value
d 5000 m
R 200 m
Rin 100 m
fc 2 GHz
v 10 m/s
σ2n -70 dB
Tslot 50 ms
T 10 ms
Ts 10 us
NFFT 4096
δ 10o
dv 200m
M 20
TABLE I
SIMULATION PARAMETERS
1.15 times the shortest path to get within the desired distance
of the target. This significantly outperforms the RSS based
algorithm [1], for which the average distance traveled is about
3 times of the shortest path. The proposed algorithm works
even if we discard stage 1 and use a random initial direction.
Figure 7 shows the histogram of the total distance traveled
with Monte Carlo simulations of 1000 runs with only Stage 2
of the algorithm. The average tracking distance is now 6 km,
which is 1.25 times the shortest path approach.
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Fig. 4. Example trajectory (0 dB average initial SNR, initial distance 5 km).
V. CONCLUSIONS
We have shown that a UAV with a single omnidirectional
antenna can approach an RF source using only frequency and
bearing measurements, in a manner that is robust to multipath
fading (via rejection of outliers in frequency measurements)
and carrier frequency offset and drift (via averaging and
differencing frequency measurements over relatively short
intervals). Our analysis shows exponential convergence to the
correct approach angle towards the source. While the receiver
operations required are more sophisticated than required for
extracting RSS, the performance is far superior to that of
a previously proposed RSS-based scheme. There are several
interesting directions for future work, including improved
algorithms for determining the maximum Doppler, especially
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Fig. 5. Frequency measurements and RSS for the route in Figure 4
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Fig. 6. Histogram of total distance traveled to get to within 200m of the
source (mean ∼ 5.5km)
in the presence of Doppler spread; detailed modeling of
the propagation environments at shorter range, in order to
understand the impact on both the frequency measurements
and the trajectory updates (e.g., if the LoS is blocked, the
UAV may follow a strong reflected path until it sees a LoS
path again); and more detailed accounting of UAV dynamics.
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