The Operational Fixed Interval Scheduling Problem (OFISP) is characterized as the problem of scheduling a number of jobs, each with a fixed starting time, a fixed finishing time, a priority index, and a job class. The objective is to find an assignment of jobs to machines with maximal total priority. The problem is complicated by the restrictions that: (i) each machine can handle only one job at a time, each machine can handle only jobs from a prespecified subset of all possible job classes, and (iii) preemption is not allowed. It follows from the above that OFISP bas both the character of a job scheduling problem and the character of an assignment problem. In this paper we discuss the occurrence of the problem in practice, and we present newly developed exact and approximation algorithms for solving OFISP. Finally, some computational results are shown.
Introduction
The authors were first confronted with the Operational Fixed Interval Scheduling Problem (OFISP) during the development of a decision support system for the maintenance department of the major dutch airline company KLM at Schiphol Airport (see Dijkstra et al. 1990) . Planes arriving at the airport may require a number of maintenance jobs. The processing times as well as the order in which these jobs have to be carried out are specified by strict maintenance norms. As a consequence, the maintenance norms and the time-table determine the fixed intervals in which the jobs have to be carried out in order not to delay the departure of the airplanes on their next flights. The problem is further complicated by the governmental rule that (for safety reasons) each of the available engineers is licensed to carry out jobs on at most two different aircraft types. One of the problems to be solved by the decision support system is to develop maintenance schedules, such that in principle all jobs are carried out. However, jobs with low priority that cannot be carried out within their required interval may eventually be postponed until the next stop of the airplane at an airport.
Later on, the authors became aware of, and involved in several other projects in which OFISP plays an important role. These projects are briefly discussed below:
• The assignment of airplanes to gates (see Hagdorn-van der Meijden Kroon, 1990, and de \Vit, 1991) . This problem also occurs at Schiphol Airport, where airplanes of different types have to be assigned to gates during fixed intervals. However, each gate can only handle a limited set of aircraft types, due to technical restrictions. The problem here is to generate an assignment of airplanes to gates, such that the number of unassigned airplanes -of which the passengers have to be transported from or to the terminal by busis minimized.
• The scheduling of operating rooms in a hospital. In most hospitals a limited number of operating rooms is available. Some of these operating rooms may be general purpose, but others may only be suitable for a subset of the various types of operations. In general the time slot for an operation is fixed some time ahead. Now the problem to be solved in this context is to find a feasible schedule for as many as possible of the planned operations, taking into account the restricted suitability of the operating rooms.
• The assignment of holiday bungalows to vacationers (see Kolen et al., 1987) . Usually holiday bungalows are booked a long time in advance for a period of one or more weeks. The holiday bungalows may differ in several aspects, like size, location, accommodation, quality, and price. Each season the booking office is faced with the problem of finding an assignment of holiday bungalows to vacationers, such that there is a matching between the desires of the vacationers with respect to e.g. comfort, and the available accommodation.
The examples above illustrate that OFISP is an interesting problem from a practical point of view. However, to the best of our knowledge no procedures for solving OFISP have been described in the literature so far. The objective of this paper is to fill this gap. The discussion in this paper is organized as follows. In Section 2 we formulate OFISP as an integer linear program, and present, in Section 3, a polynomial time algorithm for a special case of OFISP. For the general case a new heuristic solution procedure -based on relaxation and decomposition-is discussed in Section 4. In Section 5 we compare the computational results of our heuristic with the results obtained by solving the integer linear program corresponding to OFISP. Finally, we present some conclusions in Section 6. In this paper we follow the literature on job scheduling. Therefore we address the maintenance engineers (gates, operating rooms, holiday bungalows) as 'machines', and the inspections (airplanes, operations, holiday periods) as 'jobs'.
Mat hematical formulation
Suppose there are J jobs to be carried in the time-interval [0, T] , where each job j is represented by the quadruple (si , fi ,pi ,ai ) . Here si and fl are the fixed starting and finishing time of job j, respectively. Furthermore, pi represents the priority index and ai the job class of job j.
The set {tr r = 0,1, ..., R} is used to represent all starting and finishing times of the jobs in chronological order. That is, {t,. I r 0,1, ..., R} = {si , fi I j = 1, , J}, and 4_ 1 < tr for r = 1, R. It is assumed that there are C different machine classes, and A different job classes, where each machine class is allowed to handle jobs from a limited number of job classes. For c = 1, C the integer represents the predetermined number of machines in machine class c, and .,4c is the set of job classes that can be carried out by machines in machine class c. Finally, for j = 1, , J the set C3 consists of all machine classes that can be used for carrying out job j. Mathematically, OFISP can now be formulated as:
OFISP:
where is a binary decision variable, indicating whether job j is assigned to a machine in machine class c (j = 1, ...,J and c E Ci ). The objective function (1) states that we look for a schedule in which the total priority of all assigned jobs is maximal. Furthermore, the set of constraints (2) ensures that at any point in time the total number of jobs j processed on machines in machine class c does not exceed the total number of available machines in machine class c. Moreover, (2) also assures that these jobs can be carried out in a non-preemptive way (see Gertsbakh Stern, 1978) . Note that restrictions corresponding to values of r for which tr is not a starting time of any job j with ai E are in fact redundant, and can be eliminated from the model formulation. Finally, (3) guarantees that each job is assigned at most once, while (4) is the binary constraint on the decision variables.
3 A polynomial-time algorithm for the case C = 1 OFISP is a generalization of the Maximum Fixed Job Scheduling Problem (Max.FSP), which is considered by Arkin Silverberg (1987), Kolen et al. (1987), and Kroon (1990) . In Max.FSP all machines are assumed to be identical, which is equivalent to OFISP when C 1. The above mentioned authors show that Max.FSP can be solved in polynomial time by a minimum cost flow algorithm. Arkin & Silverberg and Kolen et al. first construct a clique-graph. Thereafter, this graph is used as the underlying graph on which a minimum cost flow problem is solved. The construction of the underlying directed graph Ç1 (a) that we use in this paper is more direct than the constructions proposed by the other authors, and can be described as follows. Let each starting and finishing time of a job be represented by a node. That is, the set of nodes is in one-to-one correspondence with the set {t, I r = 0,1, ..., R}. A particular job j is represented in Ç1 (a) by an arc from the node corresponding to $3 to the node corresponding to fj . This arc has an upper capacity of one on the amount of flow that can be transported, and associated costs of -p3 per unit of flow transported. These transportation costs are stored in the J-dimensional vector a. Furthermore, for r = 1, ..., R there is an arc from 4_ 1 to tr with zero costs and unlimited flow capacity. The total amount of flow that must be transported from to to t R equals M1 . The graph Ç1 (-p) is shown in Figure 1 A job is carried out if and only if in the solution to the minimum cost flow problem on Ç1(---p) mie unit of flow passes through the corresponding arc. It is obvious that a minimum cost flow in Ç/ (-p) can be interpreted as a feasible schedule for a subset of jobs of maximum total value. The minimum cost flow problem on the graph Ç 1 (-p) can be solved e.g. by the strongly polynomial time algorithm of Orlin (1988) . In order to speed up the algorithm and to save storage space a graph compression procedure can be applied to the graph as described. There is a one-to-one correspondence between the feasible flows of M1 units of flow in Ç1 (-p), and the feasible flows of M1 units of flow in the graph obtained after applying the following graph compression procedure to Ç1(-p):
Graph Compression Procedure:
Step 1: Search for a pair of consecutive nodes (m, n) in Ç 1 (-p) for which the following condition is NOT true:
CO N DITION(m, n) := at least one arc corresponding to a job leaves node m, and at least one arc corresponding to a job arrives at node n.
Step 2: If no such pair (m, n) is found, then STOP else replace the pair (m, n) by one single node and update the incoming and the outgoing arcs accordingly.
Repeat
Step 1.
Application of the Graph Compression Procedure to the graph of Figure 1 yields the reduced graph of Figure 2 . 4 A dual-cost heuristic for the case C > 1
Kolen Kroon (1989) show that OFISP is NP-hard when C > 1, except for some trivial cases. As a consequence, solving OFISP to optimality when C > 1 requires the use of enumerative, and hence (potentially very) time-consuming algorithms. Since OFISP must be solved routinely in practice, we concentrate on fast procedures that yield satisfactory (and not necessarily optimal) solutions.
In this section we present a dual-cost heuristic for OFISP, which uses the observation that OFISP can be modelled as a minimum cost flow problem with M1 units of flow when C = 1. If C > 1, we construct for each c = 1,...,C a corresponding graph Çc(-p), representing all jobs j for which al E Although the problem obtained in this way is still related to the minimum cost flow problem, it is complicated by the set of restrictions (3), which state that each job may be processed at most once. As a consequence, the graphs Cc(-p) are coupled by a set of constraints. These constraints must ensure that the total amount of flow that passes through the arcs corresponding to job j (j = 1, ..., J) is at most one. An example of the construction nf the graphs Ge (-p) and their coupling constraints is given in the Figures 3 and 4.
In this example it is assumed that the number of job classes equals 3, and that the number of machine classes equals 2. The jobs in job class 1 can be carried out by the machines in machine class 1, the jobs in job class 2 can be carried out by the machines in machine class 2, and the jobs in job class 3 can be carried out by all machines. The corresponding graphs Ç1 (-p) and Ç2 (-p) are represented in Figure 4 , together with their coupling constraints. The coupling constraints are indicated by dotted boxes. Note that, for ease of representation, we did not apply the Graph Compression Procedure here.
The dual-cost heuristic we propose uses the relation between OFISP and the minimum cost flow problem. The heuristic can be summarized as follows:
Repeat Apply upper bounding procedure; Apply lower bounding procedure; Update dual-cost multipliers Until Stop Criterion is fulfilled
The upper (lower) bounding procedure is described in Section 4.1 (Section 4.2). To update the dual-cost multipliers (introduced below), we use the standard subgradient optimization procedure as described by Fisher (1981) as well as a dual-ascent procedure. The dual-cost multiplier updating procedure is described in Section 4.3. Finally, the stop criterion is based upon (i) the gap between upper and lower bound, (ii) the computation time, (iii) the number of iterations, and (iv) the occurrence of cycling.
Upper bounding procedure
Upper bounds to ZoFisp are obtained by Lagrangean relaxation of the constraints (3), using non-negative multipliers u = (u 1 , uj ). The resulting Lagrangean problem LR(OFISP) is formulated as:
LR(OFISP):
ZLR(oFisP)( u ) = max Ece,(Pj -uï) xi,c E' J .1 ui subject to (2) and (4) LR(OFISP) decomposes into C minimum cost flow problems with M, units of flow on the graphs gc(u-p), where the transportation costs per unit of flow are now equal to u3 -p3 for job j. Since it is a well known result (see Fisher, 1981) that mint ,>o ZLR(OFISP)(U)> ZoFisp, it follows that ZLR(OFISP)(u) yields an upper bound to ZOFISP for all u > O. Furthermore, an alternative upper bound -not exploited in our heuristic, but used in Secti?n 5 to compare the computational results with-is obtained by solving the linear programming relaxation of OFISP (or LP(OFISP) for short). Note that this bound equals min"> 0 ZL,R(OFISP)(u), since the Lagrangean problem satisfies the integrality property (see Geoffrion, 1974) . Finally, a third upper bound is obtained by relaxation of the restriction that eàch job j can only be carried out by a machine in machine class c when j E J. Upon relaxation of this set restriction a single class problem with Ec c_ i M, machines remains. This 'set relaxed' problem, denoted by SR(OFISP), can be solved by the procedure described in Section 3.
Lower bounding procedure
The lower bounding procedure -which generates feasible solutions to OFISP-can be described as follows: at each iteration we start out with a tentative schedule with some jobs that have been assigned to a machine, while others are still unassigned. As long as there are idle machines, we search in a greedy fashion for an idle machine with the highest potential profit in terms of the unassigned jobs that can be processed by that machine. The latter is accomplished by repetitively solving a shortest path problem on the graphs Çc(u-p), from which all arcs corresponding to already assigned jobs have been eliminated. More formally, the lower bounding procedure is stated as follows:
Lower bounding procedure: As already stated, the greedy search for a 'locally best' machine class c* is done by solving for each c = 1, , C a shortest path problem on the graph gc (u-p). Let the resulting solution value be equal to Zc . Then the locally best machine class is taken as argmin {Z, I c = 1, , C}. As can easily be seen, this procedure results in a feasible solution to OFISP, since it is ensured that (i) each job is processed at most once, and (ii) each machine processes at most one job at the same time. Consequently, the total value corresponding to the obtained schedule yields a lower bound to Zonsp• During the course of the heuristic the lower bounding procedure is executed every LBf "q iterations.
Dual-cost adaptation procedure
Our heuristic subsequently iterates between the upper bounding procedure and the lower bounding procedure, updating the dual-cost multipliers u each round, until some prespecified stopcriterion is satisfied. To update the dual-cost multipliers we apply in our first heuristic (HI) the well-known subgradient optimization procedure (see Fisher, 1981) :
where À is a positive scalar step size, determined as:
Here Zijii (Zei) is the upper (lower) bound value obtained by heuristic HI. The dual-cost multipliers are initialized at = 0 for j = 1, ...,J. The scalar p has an initial value po which is halved whenever the upper bound has failed to decrease during SG hau iterations.
As an alternative to Hl we have also developed a second heuristic (H2), in which the subgradient optimization procedure is combined with a dual-ascent procedure. In H2 the dual-ascent procedure starts (with the multipliers obtained by the upper bounding procedure) when the upper bound has failed to decrease during DAdecrease subgradient iterations. It modifies the dual-costs of a job assigned more than once in such a way that this job will be assigned to at most one machine class in the next iteration of the upper bounding procedure. More formally, the dual-ascent procedure is described as follows:
Upper Bounding Procedure: Solve a minimum cost flow problem on Ç c (u -p), c = 1, C; Let the corresponding objective value be Zçc(u _p) , c = 1,...,C;
Step 1:
Search for a job j* which is assigned to more than one machine class; If no such job exists then STOP else goto Step 2;
Step 2:
Remove all arcs corresponding to job j* from the graphs Çe (u -p), c E C. and denote the remaining graphs by ec(u -p);
Step 3: Solve a minimum cost flow problem on -Pu -p), c E C1 . and let the corresponding objective value be Zu c(u _ p) , c E ;
Step 4: Define D l := max,Ecf {Zuc(u _p) -Zç (u_p) } and let this maximum be obtained for c = c*;
.
'
Update /Li. := + It is not difficult to see that the value pl . -ni . of the job j* is decreased in such a way, that this job is assigned to at most one machine class in the next iteration of the upper bounding procedure. Furthermore, the upper bound decreases monotonously from one iteration of the upper bounding procedure to the next. The total improvement of the upper bound equals
The total number of dual-ascent iterations is set equal to DAat"• Remark: Note that, for the reader's convenience, we have included the initialization step in our description of the dual-ascent procedure. However, it is understood that the minimum cost flow problem has already been solved in the upper bounding procedure. Note further that in the dual-ascent procedure both A i and 3,2 are positive.
Computational results
Heuristics 111 and H2 have been implemented with Borland's Turbo Pascal 5.0 on an Olivetti M380 with 80386 processor and 80387 mathematical co-processor. The considered instances of OFISP are strongly related to the instances that occurred in the case study for the maintenance department at Schiphol Airport. However, in order to obtain additional information on the robustness of our heuristics, a number of problem parameters have been varied:
-the number of jobs J,
-the number of job classes A,
-the a priori utilization rate p.
Here the a priori utilization rate p of the system is an indicator of the expected workload per capacity unit of the workforce. More formally, the utilization rate is defined as follows:
where D indicates the maximum job duration, T represents the length of the planning horizon, and M denotes the total number of machines. We consider instances with low utilization rate (p = 0.8), medium utilization rate (p = 1), and high utilization rate (p = 1.2).
With respect to the machine classes it is assumed that each machine can process jobs from two A ( different job classes, which results in the relation C = . Remember that this reflects the 2 situation at the maintenance department of KLM at Schiphol Airport, where each engineer is allowed to carry out jobs on at most two different aircraft types. As we consider instances with A = 3, A = 4, and A = 5, this results in instances with C = 3, C = 6, and C = 10. Furthermore, based upon the situation at Schiphol Airport we set the total number of machines M 18. The machines were equally divided over the different machine classes. 1 The parameter D was set in such a way that the required values for the utilization rate p were obtained.
The procedure for generating the jobs is as follows. We consider a planning horizon of T = 1000 time-units and instances with J = 100, J = 200 and J = 300. For each job j the class a i is chosen randomly from the set {1, , AI and the duration d3 is generated randomly from the U(0, D)-distribution. The start time 81 is generated randomly from the U(0, T-di)-distribution, and the finish time f3 is set equal to si + di . The priorities p3 of the jobs are determined in such a way that the total amount of work that is carried out is maximized, which is achieved by putting p3 = d3. Within the set of problems obtained in this way we have generated for each (J, A, p)-combination 10 instances, which yields a total of 270 instances. 2 Table 1 shows some other parameter settings and stop-criteria used for HI and H2.3 In case C = 3 we set M = 6, whereas for C = 6 we set M = 3, and for C = 10 we set M = 2.
'The problem generator is available from the authors on request.
3 The parameter settings are determined based on a small preliminary study. Table 3 shows the average quality (All ,p) and the average CPU-time (in seconds) for the solution to LP(OFISP) obtained by LINDO (Schrage, 1987) . In addition, the number of times the LP-relaxation yields a fractional solution is denoted by LPf , while the number of times the bound obtained by solving SR(OFISP) is better than the bound obtained by the subgradient (dual-ascent) procedure is found in the columns corresponding to dsG (dDA)• From the computational results of Tables 2 and 3 it can be concluded that the heuristics Hl and H2 perform almost equally well with respect to absolute and relative deviation from optimality.
The average relative difference (alter 2J seconds of computation time 5 ) between lower-and upper bound ranges from 1% for high capacitated problems with A = 3 to 6% for low capacitated problems with A = 5. Moreover, the small absolute differences (from 0 to 3% on average) between the heuristic lower bound and the optimal solution indicates that the lower bounding routine is rather effective in finding good solutions to OFISP. From Table 3 it can further be seen that the upper bound obtained from solving the linear programming relaxation LP(OFISP) is tight. However, CPU-time required to compute this upper bound increases dramatically in the number of jobs and in the number of job classes. For some larger problems it even turned out to be too time and memory consuming to compute ZL,p(oFisp)• Furthermore, the number of instances for which an (optimal) integer solution is obtained by solving LP(OFISP) is high for low capacitated problems with a small number of jobs, but decreases fast when capacity utilization and/or the number of jobs increases. Moreover, simply rounding down a fractional solution to LP(OFISP) generally does not lead to a useful integer solution. Therefore one is committed to an enumeration scheme in order to obtain an (optimal) integer solution whenever a fractional solution to LP(OFISP) is obtained. It appears from our experiments that finding such an integer solution by the MIP routine available in MPSX might be very time and memory consuming. The latter makes this approach not suitable for use in practice, where the problem has to be solved fast and routinely in a dynamic environment. Finally, one could observe from Table 3 that the alternative upper bound obtained from solving SR(OFISP) is better than the subgradient and dual-ascent bound when p = 0.8, but gets worse if the capacity utilization gets higher.
Conclusions
In this paper we consider the Operational Fixed Interval Scheduling Problem (OFISP) and its appearance in practice. We suggest for the special single machine class variant an exact algorithm, which is a simplification the algorithms of Arkin & Silverberg (1987) and Kolen et al. (1987) . Furthermore, we formulate the general multiple machine class variant as an integer program, and present two dual-cost heuristics for solving the problem. To the best of our knowledge our heuristics represent the first attempt to solve OFISP using special purpose procedures. Finally, we compare the performance of our heuristics to the performance of the standard LPapproach followed by a standard enumeration scheme. Although it appears from computational experiments that in many cases the LP-approach yields superior upper bounds, there are two serious draw-backs associated with this approach. First, solving LP(OFISP) becomes too time and memory consuming for larger sized problem instances, and second, when the LP-relaxation yields a fractional solution, it turns out that finding an integer solution using a standard enumeration scheme may become an enormous task. The latter two draw-backs together with the observation that our heuristic yields -within an acceptable amount of CPU-time on a personal computer-feasible solutions that are on average only 1-6% from optimality makes our heuristics better suitable for use in practice than the standard LP-approach combined with an enumeration scheme. Nevertheless, future research will also focus on polyhedral methods which hopefully improve the performance of the LP-approach (see Kroon, 1990) .6
H1 (H2) stopped for 22 (17) out of 270 instances before 2J seconds of CPU-time because of the optimality criterion, and for 4 (2) out of 270 instances because of having reached the maximum number of J iterations.
6 The awthors want to express their gratitude to professors Antoon Kolen and Jo van Nunen for their stimulating discussions. 
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