Stochastic stability and stabilization of discrete-time singular Markovian jump systems with partially unknown transition probabilities. International Journal of Robust and Nonlinear Control, 25 (10 considers the stochastic stability and stabilization of discrete-time singular Markovian jump systems with partially unknown transition probabilities. Firstly, a set of necessary and sufficient conditions for the stochastic stability is proposed in terms of LMIs, then a set of sufficient conditions is proposed for the design of a state feedback controller to guarantee that the corresponding closed-loop systems are regular, causal, and stochastically stable by employing the LMI technique. Finally, some examples are provided to demonstrate the effectiveness of the proposed approaches.
INTRODUCTION
Singular systems, which are also referred to as descriptor systems, generalized state-space systems, or differential-algebraic systems, provide convenient and natural representations of practical systems, for example, economic systems, power systems, and circuits systems. Control of singular systems has been an attractive field in control theory and applications [1, 2] . Stability of singular systems is as important as that of normal systems. However, in the singular system, not only asymptotic stability has to be considered but also the regularity and non-impulsivenessncausality are needed to be addressed. Many results have been reported on control for the singular systems [1] [2] [3] [4] [5] [6] .
In recent years, considerable attention has been paid to Markovian jump systems. It is well-known that the Markovian jump systems are an important class of stochastic systems, which are popular in modeling many practical systems that may experience random abrupt changes in their structures and parameters [7] [8] [9] [10] [11] [12] [13] [14] . Singular systems with Markovian jump for the discrete-time case have been studied in [3] . Where the problems of stability, state feedback control and static output feedback control for a class of discrete-time singular Markovian jump systems with completely known transition probabilities are investigated. New necessary and sufficient conditions guaranteeing the systems to be regular, causal, and stochastically stable are proposed in terms of a set of coupled strict LMIs in [3] .
In fact, lots of ideal knowledge for the transition probabilities are expected to predigest system analysis. However, to obtain such available knowledge of the transition probabilities is actually problematic, which may be very expensive. For example, in some communication networks, either the
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variation of delays or the packet dropouts can be vague and random in different running periods of networks. It is very hard or costly to obtain all or even part of the elements in the desired transition probabilities matrix. The same problems may appear in other practical jump systems. Therefore, it is meaningful and necessary to further study more general jump systems with partially unknown transition probabilities from control perspectives, rather than having a large complexity to measure or estimate all the transition probabilities. So far, some methods have been developed to deal with the problem of partially unknown transition probabilities [15] [16] [17] [18] [19] [20] . The stability and stabilization problems of a class of continuous-time and discrete-time Markovian jump linear systems with partially unknown transition probabilities are investigated in [16] . The partially mode-dependent H1 filtering problem for discrete-time Markovian jump systems with partially unknown transition probabilities via different techniques is concerned in [17] , where the unknown elements are estimated. It should be noted that only sufficient conditions are given in [16] , while the necessary and sufficient conditions for the stability analysis and stabilization synthesis problems are firstly derived for both continuous-time and discrete-time cases in [15] . However, up to now, necessary and sufficient conditions on the stochastic stability for discrete-time singular Markovian jump systems with partially unknown transition probabilities have not been fully investigated.
In this paper, the problem of stochastic stability and stabilization of discrete-time singular Markovian jumping systems with partially unknown transition probabilities is considered. Firstly, by the convex combination, a set of necessary and sufficient conditions for the stochastic stability is proposed in terms of LMIs, such that the stability criterion developed in Theorem 3.1 is less conservative than the one in Theorem 1 in [18] . Then sufficient conditions are proposed for the design of a state feedback controller, which guarantees that the closed-loop systems with partially unknown transition probabilities are regular, causal, and stochastically stable by employing the LMI technique.
The remainder of this paper is organized as follows. In Section 2, the considered discrete-time singular Markovian jump systems are formulated, some definitions and lemmas are stated. In Section 3, necessary and sufficient conditions on the stochastic stability of the unforced systems with partially unknown transition probabilities are given, and sufficient conditions on the stochastic stability by LMIs are developed. In Section 4, sufficient conditions on the stochastic stabilization are given to design a state feedback controller by LMIs. Some numerical examples are provided to illustrate the validity and the applicability of the developed results in Section 5. Section 6 concludes the paper.
Notation. The notation used in this technical note is standard. R n stands for the n-dimensional Euclidean space, and R mn represents the set of all m n real matrices. The superscript 'T' stands for matrix transposition. .; F ; P/ is the probability space, where represents the sample space, F is the algebra of subsets of the sample space, and P is the probability measure on F . N C represents the set of positive integers. kAk 1 D max 16j 6n P n iD1 ja ij j and kAk 1 D max 16i6n P n j D1 ja ij j represent the induced Matrix 1-Norm and Matrix 1-Norm, respectively. The notation P>0(P > 0) implies that P is a real symmetric and positive definite (semi-positive definite) matrix. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations. For simplicity, sometimes A i , B i ,andK i areusedtodenoteA.r t /, B.r t /,andK.r t /, respectively.
PROBLEM FORMULATION AND PRELIMINARIES
Fix the probability space .; F ; P/ and consider the discrete-time singular Markovian jump systems described by
where x.k/ 2 R n is the system state; u.k/ 2 R m is the control input; The matrix E 2 R nn may be singular, with rank.E/ D r 6 n; A.r t / and B.r t / are known real constant matrices with appropriate dimensions. ¹r k ;k > 0º is the jumping process. ¹r k º is a discrete-time homogeneous Markovian process with right discrete trajectories, which takes values in a finite set D¹1;2;:::;Nº, with transition probability matrix D OE ij N N ,and ij > 0 is defined as In addition, the transition probabilities of the jumping process are considered to be partially accessed in this paper, that is, some elements in matrix are assumed to be unknown. For instance, for the systems (1) with four operation modes, the transition probability matrix may be expressed as 
where "?" represents the inaccessible elements. For notational clarity, 8i 2`, we denote`
Moreover, if`i ¤ ¿, it is further described as`i D¹ 
where j 1 2`i ;j 2 2`i . 
where x.k;x 0 ;r 0 / denotes the solution to the systems (1) at time k under the initial conditions x 0 and r 0 . IV. The discrete-time singular Markovian jump systems in (1) with u.k/ D 0 are said to be stochastically admissible if they are regular, causal and stochastically stable.
Definition 2.2
For ƒ i 2 R nn ,and P n iD1˛i D 1,where˛i > 0 are scalars, for i 2¹ 1;2;:::;nº, P n iD1˛i ƒ i is said to be convex combination of ƒ i . Copyright 
Lemma 2.1 ([15])
Consider the discrete-time Markovian jump systems x.kC1/ D A.r k /x.k/ with partially unknown transition probabilities. The corresponding systems are stochastically stable if and only if there exists a set of matrices P i >0, i 2`, such that
Lemma 2.2 ([3])
The discrete-time Markovian jump singular systems (1) with completely known transition probabilities are stochastically admissible if and only if there exist a set of positive definite matrices P i , i 2`, and a symmetric and nonsingular matrixˆ, satisfying
Define R 2 R nn as the matrix with the properties of E T R T D 0 and rank.R/ D n r,which are used in all the subsequent lemmas and theorems.
Lemma 2.3 ([3])
Let L i be nonsingular matrices with appropriate dimensions, for i 2`. Then, the inequalities A
where
Lemma 2.4
Let A be a symmetric and positive definite matrix, and lim
Proof From A>0, it is easy to see that there exists a nonsingular matrix
It is easy to see that the following matrix norm inequality holds
which implies lim
Thus, lim
Hence, the result lim 
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STABILITY ANALYSIS
In this section, necessary and sufficient conditions on the stochastic stability of the unforced systems (1) with partially unknown transition probabilities are to be presented.
Theorem 3.1
The discrete-time singular Markovian jump systems (1) with partially unknown transition probabilities are stochastically admissible if and only if there exist a set of positive definite matrices P i ;i 2`, a symmetric and nonsingular matrixˆ, satisfying
Proof
Sufficiency. At first, we note that if`i ¤ ¿,then P j 1 2`i i;j 1 <1, it means that the elements in the i th row are partially known.
If the inequalities in (4) hold, then
where 0 6 i;j 2 1 P j 1 2`i i;j 1 6 1, 8j 2 2`i and P
It is clear that the discrete-time singular Markovian jump systems (1) are stochastically admissible by applying Lemma 2.2. Necessity. Suppose that the discrete-time singular Markovian jump systems (1) are stochastically admissible. Then, we select two nonsingular matrices M and N such that 
The regularity and causality of the systems (1) imply that A 4i are nonsingular for any i 2`. Then, choose nonsingular matrices
and let
A 3i . It can be seen that the stochastic stability of the discrete-time singular Markovian jump systems (1) implies that the discrete Markovian jump systems
are stochastically stable. Thus, there exist matrices
So, a sufficiently large scalar >0always exists, such that, for i 2`,
Let
If`i ¤ ¿, P j 1 2`i i;j 1 <1, which means that the elements in the i th row are partially known. Note that P j 1 2`i i;j 1 6 1. The inequalities (15) can be rewritten as
where the elements i;j 1 , j 1 2`i are all known and i;j 2 , j 2 2`i are all unknown. 
Therefore, the inequalities (16) are equivalent to the inequalities (4). This completes the proof.
It means that the elements in every i th row are all known.
So in this case, Theorem 3.1 is degenerated to Lemma 2.2.
Remark 3.2
Necessary and sufficient conditions of the stochastic stability admissible for the systems (1) have been presented earlier. However, Theorem 1 in [18] is only a sufficient condition. So the stability admissible criterion developed in Theorem 3.1 is less conservative than that in Theorem 1 in [18] . It is worth to pointing out that the following Theorem is to be derived by Theorem 3.1, which will be used to derive the main results of next section.
Theorem 3.2
Let E 1 and E 2 be the given appropriate matrices, the systems (1) with partially unknown transition probabilities and u.k/ D 0 are regular, causal, and stochastically stable if there exist symmetric and positive definite matrices Y i , ‰ and nonsingular matrices G i such that the following set of LMIs holds for each i 2`. 
where 
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Proof By applying Lemma 2.3 to Theorem 3.1 for each i 2`, it follows that inequalities (4) hold if
Pre-multiplying and post-multiplying (18) 
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Remark 3.3
From the proof of Theorem 3.2, it is easy to see that matrices E 1 and E 2 can be arbitrary. So the matrix inequalities in (17) can be viewed as a standard LMI when the matrices E 1 and E 2 are property chosen. The remaining problem is how to choose the matrices E 1 and E 2 .D e fi n et w o scalars ı and " satisfying
We have pointed out that in order to fix the matrices E 1 and E 2 , a matrix equality constraint has to be involved, which forms a minimization problem. Based on the earlier discussion, the following algorithm is to be presented. Iterative LMI algorithm:
Step 1: For desired decay rate ı > 0 and " > 0, give the initial matrices E 1 and E 2 ,fi n da feasible solution for the LMIs (17) . Denote the feasible solution as .ı 0 ;" 0 ;G i0 ;Y i0 ;‰ 0 /. Take G i0 , Y i0 ,and‰ 0 as the iterative initial values.
Step 2: Given the initial values .ı 0 ;" 0 ;G i0 ;Y i0 ;‰ 0 /, solve the minimization problem:
Denote the minimizing solution as .E 11 ;E 21 /.
Step 3: Given the initial matrices .E 11 ;E 21 /, find a feasible solution for the LMIs (17) . Denote the feasible solution as .G i1 ;Y i1 ;‰ 1 / and denote
Step 4:I fı 1 > ı 0 ;" 1 > " 0 . Then, stop. Otherwise, go to step 2.
Remark 3.4
In Theorem 3.2, applying Lemma 2.4, appropriate matrices E 1 and E 2 can guarantee the matrices G (21) and (22) close to zero, which has reduced the conservatism. It is not only easy to obtain the solutions of (17) and the matrix inequalities of the following theorem but also to reduce the conservatism compared with Theorem 8 in [3] , which has used two scalars. Especially, when we choose E 1 and E 2 in terms of E 1 D diagOE˛;˛;
;˛ and E 2 D diagOEˇ;ˇ; ;ˇ, it can be seen that matrix parameters play the same role as scalar parameters in handling this problem by applying a set of matrix operations.
STATE FEEDBACK CONTROL
In this section, the state feedback control for the systems (1) with partially unknown transition probabilities will be studied. Consider the following state feedback controller
where K.r k / is the feedback gain to be determined. Substituting (26) into systems (1) yields the closed-loop systems
Then, by applying Theorem 3.2 to systems (27), the following result can be obtained directly. 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52 53 54 
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In order to design a state feedback controller u.k/ D K.r k /x.k/ for systems (1) in the form of LMI, Theorem 4.1 will be replaced by the following theorem.
Theorem 4.2
Let E 1 and E 2 be given matrices, the closed-loop systems (27) with partially unknown transition probabilities are regular, causal, and stochastically stable if there exist positive definite matrices Y i , ‰, nonsingular matrices G i and H i , and the gain of the stabilizing state feedback controller
, such that the following coupled of set of LMIs hold for each i 2`, 2 6 4
Remark 4.1 Analogous to Remark 3.1, when h
i;j 1 D 0 for every i 2 , the elements of the transition probability matrices are completely known. Then Theorem 3.2, Theorem 4.1, and Theorem 4.2 are degenerated to Theorem 8, Corollary 10, and Theorem 11 of [3] , respectively, which means that the results developed in this paper are more general than those for the systems with completely known transition probability matrices.
NUMERICAL EXAMPLES
In this section, some numerical examples will be given to show the validity of the developed theoretical results. The transition probability matrix of form (2) is given by 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53 The admissibility of unforced systems (1) can be checked using Theorem 3.1 in this paper and Theorem 1 in [18] , for several values of pairs (a,b), where a 2 OE1; 4 and b 2 OE1; 5. The result is depicted in Figure 1 and reveals that our theorem is less conservative than the previous result. The admissibility of systems (1) can be checked using Theorem 4.2 in this paper and Theorem 11 in [3] , for several values of pairs (a,b), where a 2 OE35; 60 and b 2 OE59; 63. The result is depicted in Figure 2 and reveals that the chosen E 1 ;E 2 in terms of matrix in Theorem 4.2 with elements in F2 transition probability matrix are all known less conservative than the previous result.
Example 3
Consider the discrete-time singular Markovian jump systems (1) 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53 
Example 4
Consider the discrete-time singular Markovian jump systems (1) with the parameters the same as in Example 2, and the transition probability matrix of form (2) 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53 
CONCLUSIONS
The stochastic stability and stabilization of discrete-time singular Markovian jump systems with partially unknown transition probabilities have been studied in this paper. The considered systems with partially unknown transition probabilities are more general than the systems with completely known or completely unknown transition probabilities. We give the necessary and sufficient conditions for the stochastic stability analysis by the convex combination in terms of strict LMIs. And sufficient conditions have also been proposed for the design of a state feedback controller, which guarantees that the closed-loop systems are regular, causal, and stochastically stable by employing the LMIs technique. Numerical examples have shown the validity and the applicability of the developed results. It should be noted that in this paper, only the stochastic stability and stabilization problems for discrete-time singular Markovian jump systems without disturbances are considered in this paper. It is well know that disturbances including parameter uncertainties and mismatched disturbances as discussed in [21] [22] [23] widely exist in reality, which may destroy system performance. The future work will focus on the study of discrete-time singular Markovian jump systems with mismatched disturbances and partially unknown transition probabilities. 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53 15 01  02  03  04  05  06  07  08  09  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54 
