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Abstract—In this paper we study the problem of learning from
multiple modal data for purpose of document classification. In
this problem, each document is composed two different modals of
data, i.e., an image and a text. Cross-modal factor analysis (CFA)
has been proposed to project the two different modals of data to
a shared data space, so that the classification of a image or a text
can be performed directly in this space. A disadvantage of CFA
is that it has ignored the supervision information. In this paper,
we improve CFA by incorporating the supervision information to
represent and classify both image and text modals of documents.
We project both image and text data to a shared data space
by factor analysis, and then train a class label predictor in
the shared space to use the class label information. The factor
analysis parameter and the predictor parameter are learned
jointly by solving one single objective function. With this objective
function, we minimize the distance between the projections of
image and text of the same document, and the classification error
of the projection measured by hinge loss function. The objective
function is optimized by an alternate optimization strategy in an
iterative algorithm. Experiments in two different multiple modal
document data sets show the advantage of the proposed algorithm
over other CFA methods.
Index Terms—Multiple modal learning, Cross-modal factor
analysis, Supervised learning
I. INTRODUCTION
In this paper, we deal with the problem of learning from
multiple modal data [1], [2]. Traditional data representation,
classification and retrieval problems usually focus on single
modal data [3], [4]. For example, for the problem of text
classification, we usually only consider using a data set of text
to train a classifier [5], [6]. While for the problem of image
representation, only the images are considered to learn the
representation parameters [7], [8]. Zhang et al. developed and
optimized association rule mining algorithms and implemented
them on paralleled micro-architectural platforms [9], [10].
However, in modern information landscape, the data is usually
composed of different modals. For example, in video clips,
there are two modals of data, e.g. image sequence data and
audio data. Moreover, in a research article, there are not
only the text data, but also the image data. Learning from
these multiple modal data has attracted much attention from
both machine learning and multimedia information processing
communities [11], [12]. Recently, cross-modal factor analysis
(CFA) has been proposed to project different modal of data
to a shared feature space so that classification or retrieval
can be performed cross data modal [13]. It assumes that each
document is composed of two modals of data, e.g., image and
text, and try to learn a projection matrix for each modal, so
that the projections of the two modals of a document can be
as close to each other as possible. With these projections, we
can project any data of one of the two modals to the shared
data space, and then perform retrieval cross these two modals.
Moreover, since the data of different modals can be projected
to a shared data space, we can also train a classifier from both
the modals for the classification of data of any modal. CFA is
further extended to its kernel version in [14].
In this paper, we consider the problem of learning a
classifier from multiple modal data, and using the classifier
to classify a single modal data. In a training set of documents,
each document is composed of data of two modals, e.g., an
image and a text. We can first apply CFA to project two modals
to a shared space and then learn a classifier in this space by
using the class label information. However, in the phase of
projection, the class label information has been ignored by
CFA. Actually, without using supervision information provided
by class label information, it cannot be guaranteed that the
projections are discriminative enough. Although we can apply
powerful classification methods after the projection of multiple
modal data, the discriminative information which is necessary
for classification may has been lost during the projection
procedure. Thus it is very necessary to include the available
class label information in the CFA projection. Surprisingly, no
work has been done to incorporate the supervision information
contained by the class labels to improve the discriminative
ability of CFA. To fill this gap, in this paper, we proposed the
first supervised CFA method by regularizing the projections of
different modals by the class label information.
The contributions of this paper are of two folds:
1) For the first time, we propose the formulation of super-
vised CFA. We propose to project the data of two modals
to a shared data space by orthonormal transformations,
and use a linear class label function to predict the
class labels of the training multiple modal documents.
To formulate the problem, we propose to minimize
the difference between the projections of two modals
of the same document, and simultaneously minimize
the classification error of both modals measured by
hinge loss. In this way, the learning of orthonormal
transformation matrices of multiple modal projections
and the class label predictor parameter are unified,
and the predictor learning can regularize the learning
of orthonormal transformation matrices to improve the
discriminative ability of the multiple modal projections.
2) We also develop an iterative algorithm to optimize the
constrained minimization problem of this formulation.
The projection parameter and the predictor parameter
are optimized alternately in an iterative algorithm. The
orthonormal transformation matrices are optimized by
fixing class label predictor parameter matrix and solving
a singular value decomposition (SVD) problem [15],
[16]. The class label predictor parameter matrix is solved
by fixing orthonormal transformation matrices and solv-
ing a quadratic programming (QP) problem. [17], [18]
The remaining of this paper is organized as follows: in sec-
tion II we introduce the proposed supervised CFA (SupCFA),
in section III the proposed method is evaluated experimentally,
and in section IV, the paper is concluded.
II. PROPOSED METHOD
A. Problem formulation
We assume that we have a training set of n documents D =
{D1, · · · , Dn}, where Di is the i-th document. Each document
is comprised of an image component and an accompanying
text, i.e., Di = (Ii, Ti), where Ii ∈ RdI is a dI -dimensional
feature space of the image, Ti ∈ RdT is a a dT -dimensional
feature of the text. These documents are assumed to belongs to
m classes, and for the i-th document, we define a class label
vector yi = [yi1, · · · , yim] ∈ {+1,−1}m to indicate which
class it belongs to. The j-th dimension of yi, yij = +1 if Di
belongs to the j-th class, and yij = −1 otherwise. The goal
of cross-modal classification is to learn a predictor from the
training set, and use the predictor to predict the class label
vector of given text (image) query T (I).
To this end, we first project images and texts of documents
to a shared d-dimensional feature space by orthonormal trans-
formations, and then learn a linear prediction function in the
share space to predict the class label vector. The projection in
the image and text space are given as follows:
Ii → IiΩI ∈ R
d, Ti → TiΩT ∈ R
d (1)
where ΩI ∈ RdI×d is the orthonormal transformation matrix
of the image data, and ΩT ∈ RdT×d is the orthonormal
transformation matrix of the text data. CFA assumes that the
projections of the image and text of a single document should
be as close to each other as possible, and the squared ℓ2 norm
distance between IiΩI and TiΩT is minimized over all the
training documents,
min
ΩI ,ΩT
n∑
i=1
‖ΩIIi − ΩTTi‖
2
2
s.t. Ω⊤I ΩI = Id×d,Ω
⊤
TΩT = Id×d,
(2)
where Id×d is a dI × dI identity matrix. To predict the class
label vector yi from the projections of image and text of the
i-th document, we try to learn a linear function as follows,
yi ← fW (IiΩI) = (IiΩI)W,
yi ← fW (TiΩT ) = (ΩTTi)W,
(3)
where W ∈ Rd×m is the predictor parameter matrix. To learn
W , we minimize its squared ℓ2 norm and the hinge loss of
the predictor over both the images and texts of all the training
documents,
min
W
‖W‖22 + C1
n∑
i=1
(ξi + εi)
s.t. h− (IiΩI)Wy⊤i ≤ ξi, ξi ≥ 0,
h− (ΩTTi)Wy⊤i ≤ εi, εi ≥ 0, i = 1, · · · , n.
(4)
where ξi is the slack variable of the hinge loss over the image
of the i-th document, εi is that of the text of the i-th document,
h is a parameter of the hinge loss function, and C1 is a
tradeoff parameter. The minimization of ‖W‖22 is to reduce the
complexity of the predictor and also to seek a large margin.
The hinge loss is applied to reduce the prediction error.
The formulation of the proposed method is the combination
of (2) and (4), which is as follows,
min
W,ΩI ,ΩT
1
2
‖W‖22 + C1
n∑
i=1
(ξi + εi) + C2
n∑
i=1
‖IiΩI − TiΩT ‖
2
2
s.t. h− (IiΩI)Wy⊤i ≤ ξi, ξi ≥ 0,
h− (TiΩT )Wy⊤i ≤ εi, εi ≥ 0, i = 1, · · · , n,
Ω⊤I ΩI = Id×d,Ω
⊤
TΩT = Id×d, (5)
where C2 is another tradeoff parameter. Please note that in this
formulation, not only the orthonormal transformation matrices
are variables, but also the predictor parameter. In this way, the
representation and the classification of image and text modals
are unified. Both the images and texts are mapped to a shared
space and then a shared predictor are applied to classify them.
B. Optimization
To solve the problem in (5), we write the Lagrange function
as follows,
L =
1
2
‖W‖22 + C1
n∑
i=1
(ξi + εi) + C2
n∑
i=1
‖IiΩI − TiΩT ‖
2
2
+
n∑
i=1
αi
(
h− (IiΩI)Wy⊤i − ξi
)
−
n∑
i=1
βiξi
+
n∑
i=1
γi
(
h− (TiΩT )Wy⊤i − εi
)
−
n∑
i=1
δiεi
− Tr
(
Γ⊤
(
Ω⊤I ΩI − Id×d
))
− Tr
(
∆⊤
(
Ω⊤TΩT − Id×d
))
,
(6)
where αi, βi, γi, δi, i = 1, · · · , n, Γ and ∆ are Lagrange
multiplier variables. To seek the minimization of the objective,
we set the partial derivative of L with regard to W , ξi and εi
to zero respectively,
∂L
∂W
= W −
n∑
i=1
αi(IiΩI)
⊤yi −
n∑
i=1
γi(TiΩT )
⊤yi = 0,
⇒W =
n∑
i=1
αi(IiΩI)
⊤yi +
n∑
i=1
γi(TiΩT )
⊤yi,
∂L
∂ξi
= C1 − αi − βi = 0⇒ C1 − αi = βi ≥ 0⇒ αi ≤ C1
∂L
∂εi
= C1 − γi − δi = 0⇒ C1 − γi = δi ≥ 0⇒ γi ≤ C1.
(7)
By substituting (7) to (6), we have
L =f(αi|
n
i=1, γi|
n
i=1,ΩI ,ΩT ) + g(αi|
n
i=1, γi|
n
i=1,ΩI ,ΩT ,∆,Γ)
(8)
where
f(αi|
n
i=1, γi|
n
i=1,ΩI ,ΩT )
= −
1
2
n∑
i,j=1
αiαjTr
(
Ω⊤I I
⊤
i yiy⊤j IjΩI
)
+
n∑
i,j=1
αiγjTr
(
ΩIIiy⊤i yjTjΩT
)
−
1
2
n∑
i,j=1
γiγjTr
(
Ω⊤T T
⊤
i yiy⊤j TjΩT
)
+ C2
n∑
i=1
Tr
(
Ω⊤I I
⊤
i IiΩI
)
− 2C2
n∑
i=1
Tr
(
Ω⊤I I
⊤
i TiΩT
)
+
C2
n∑
i=1
Tr
(
Ω⊤T T
⊤
i TiΩT
)
, and
g(αi|
n
i=1, γi|
n
i=1,ΩI ,ΩT ,∆,Γ)
= h
n∑
i=1
(αi + γi)
− Tr
(
Γ⊤
(
Ω⊤I ΩI − Id×d
))
− Tr
(
∆⊤
(
Ω⊤TΩT − Id×d
))
.
(9)
The optimization problem is transferred to the following
coupled problem,
max
αi|ni=1,γi|
n
i=1
,Γ,∆
min
ΩI ,ΩT
L,
s.t. 0 ≤ αi ≤ C1, 0 ≤ γi ≤ C1, i = 1, · · · , n,
Γ ≥ 0,∆ ≥ 0.
(10)
To solve this problem, we employ the alternate optimization
strategy. We optimize αi|ni=1, γi|ni=1 and Γ,∆,ΩI ,ΩT alter-
nately in an iterative algorithm. In each iteration, we first
fix Γ,∆,ΩI ,ΩT and optimize αi|ni=1, γi|ni=1, and then we fix
αi|
n
i=1, γi|
n
i=1 and optimize Γ,∆,ΩI ,ΩT .
1) Optimizing αi|ni=1 and γi|ni=1: Fixing Γ,∆,ΩI and ΩT ,
and removing the terms irrelevant to αi|ni=1 and γi|ni=1 from
(8), we rewrite (10) as
max
αi|ni=1,γi|
n
i=1
−
1
2
n∑
i,j=1
αiαjTr
(
Ω⊤I I
⊤
i yiy⊤j IjΩI
)
+
n∑
i,j=1
αiγjTr
(
ΩIIiy⊤i yjTjΩT
)
−
1
2
n∑
i,j=1
γiγjTr
(
Ω⊤T T
⊤
i yiy⊤j TjΩT
)
+ h
n∑
i=1
(αi + γi)
s.t. 0 ≤ αi ≤ C1, 0 ≤ γi ≤ C1, i = 1, · · · , n.
(11)
This problem can be solved as a QP problem.
2) Optimizing ΩI and ΩT : By fixing αi|ni=1 and γi|ni=1,
and removing terms irrelevant to Γ,∆,ΩI and ΩT from (8),
we rewrite (10) as
max
Γ,∆
min
ΩI ,ΩT
−
1
2
n∑
i,j=1
αiαjTr
(
Ω⊤I I
⊤
i yiy
⊤
j IjΩI
)
+
n∑
i,j=1
αiγjTr
(
Ω⊤I I
⊤
i yiy⊤j TjΩT
)
−
1
2
n∑
i,j=1
γiγjTr
(
Ω⊤T T
⊤
i yiy
⊤
j TjΩT
)
+ C2
n∑
i=1
Tr
(
Ω⊤I I
⊤
i IiΩI
)
− 2C2
n∑
i=1
Tr
(
Ω⊤I I
⊤
i TiΩT
)
+
n∑
i=1
Tr
(
Ω⊤T T
⊤
i TiΩT
)
− Tr
(
Γ⊤
(
Ω⊤I ΩI − Id×d
))
− Tr
(
∆⊤
(
Ω⊤TΩT − Id×d
))
,
s.t. Γ ≥ 0,∆ ≥ 0.
(12)
The primal problem of this dual problem is
min
ΩI ,ΩT
−
1
2
n∑
i,j=1
αiαjTr
(
Ω⊤I I
⊤
i yiy⊤j IjΩI
)
+
n∑
i,j=1
αiγjTr
(
Ω⊤I I
⊤
i yiy⊤j TjΩT
)
−
1
2
n∑
i,j=1
γiγjTr
(
Ω⊤T T
⊤
i yiy⊤j TjΩT
)
+ C2
n∑
i=1
Tr
(
Ω⊤I I
⊤
i IiΩI
)
− 2C2
n∑
i=1
Tr
(
Ω⊤I I
⊤
i TiΩT
)
+
n∑
i=1
Tr
(
Ω⊤T T
⊤
i TiΩT
)
s.t. Ω⊤I ΩI = Id×d,Ω
⊤
TΩT = Id×d. (13)
Using the constrains Ω⊤I ΩI = Id×d and Ω⊤TΩT − Id×d, we
can remove some constant terms from (13) and rewrite it as
min
ΩI ,ΩT
n∑
i,j=1
αiγjTr
(
Ω⊤I I
⊤
i yiy⊤j TjΩT
)
− 2C2
n∑
i=1
Tr
(
Ω⊤I I
⊤
i TiΩT
)
= Tr

Ω⊤I


n∑
i,j=1
αiγjI
⊤
i yiy
⊤
j Tj − 2C2
n∑
i=1
I⊤i Ti

ΩT


s.t. Ω⊤I ΩI = Id×d,Ω
⊤
TΩT = Id×d. (14)
The equivalent problem is
max
ΩI ,ΩT
Tr
(
Ω⊤I ZΩT
)
s.t. Ω⊤I ΩI = Id×d,Ω
⊤
TΩT = Id×d.
(15)
where
Z =
n∑
i,j=1
αiγjI
⊤
i yiy
⊤
j Tj − 2C2
n∑
i=1
I⊤i Ti ∈ R
dI×dT . (16)
The optimal matrices ΩI and ΩT can be obtained by a SVD
of the matrix Z , i.e.,
Z = ΩIΣΩ
⊤
T (17)
where Σ is the matrix of singular values of Z , and Σ is
diagonal.
C. Algorithm
Based on the optimization results, we can design an iterative
algorithm as Algorithm 1. The iterations are repeated T times,
and the t-th each iteration, the variables ΩtI , ΩtT , αti|ni=1 and
γti |
n
i=1 are updated alternately. Finally the predictor parameter
W is calculated from the updated variables.
Algorithm 1 Iterative learning algorithm of supervised cross-
modal factor analysis.
Input: A training set of n documents
{(I1, Ti), · · · , (In, Tn)}, and corresponding class label
vector set {y1, · · · , yn};
Input: Tradeoff parameters C1, C2, and maximum iteration
number T ;
Initialize orthonormal transformation matrices Ω0I and Ω0T ;
for t = 1, · · · , T do
Fix Ωt−1I and Ω
t−1
T , and update αti|ni=1 and γti |ni=1 by
solving the problem in (11);
Fix αti|ni=1 and γti |ni=1 , and update Zt as in (16);
Update ΩtI and ΩtT by applying SVD to Zt as in (17);
end for
Calculate predictor function parameter matrix W from ΩTI ,
ΩTT , α
T
i |
n
i=1 and γTi |ni=1 (7).
Output: The orthonormal transformation matrices ΩTI and
ΩTT and predictor function parameter matrix W .
III. EXPERIMENTS
In this section, we will investigate the proposed algorithm
experimentally.
A. Experiment setup
1) Data sets: In this experiment, we used two different
document data sets composed of images and texts. The first
data set is the TVGraz database [19], which is a multimodal
database of object categories composed of textual and visual
features. The documents belongs to 10 of 256 classes of
Caltech-256. 1,000 webpages are retrieved for each of the
10 classes, and 2,058 image-text pairs are collected. Each
image-text pair is linked to a document, thus we have 2,058
documents of 10 classes in this data set.
The seconde data set is the Wikipedia database, which is se-
lected from Wikipedia featured article database, and Wikipedia
featured article database contains documents of 30 classes.
Because most of the classes of Wikipedia featured articles
database contains very few documents, we only choose the
10 classes with the most documents. Moreover, each featured
article usually have more than one image and section, so we
split each featured article to several documents. Each document
contains a section of a featured article, and the images placed
to this section. We have in total 7,114 documents. Moreover,
we remove the documents which have more than one image,
and the documents which have a text with less than 70 words.
Finally, we have 2,866 documents in total in our experiment.
The images in the documents are represented as feature
vectors using the bag-of-features method, while the texts in the
documents are represented as feature vectors using the bag-of-
words method.
2) Experiment protocol: To conduct the experiment, we
used the 10-fold cross validation strategy. The entire data set
is split to 10 folds randomly, and each fold was used as a
test set in turn, while the remaining 9 sets were combined
and used as a training set. The proposed learning algorithm
was performed to the training set to learn the orthonormal
transformation matrices and the predictor parameter matrix,
and then they are used to represent and classify the individual
images and texts in the test set. The classification accuracy is
measured by the classification rate as follows,
classification rate
=
number of correctly classified images and texts
total number of test images and texts
.
(18)
B. Results
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Fig. 1. Boxplots of classification rates of 10-fold cross validation of different
CFA methods.
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Fig. 2. Convergency curve.
1) Comparison to unsupervised CFA: We first compare the
proposed supervised version of CFA against unsupervised CFA
methods on the problem of image/text classification problem.
We considered the original CFA method [13] and its kernel
version (CFAker) [14] as data representation methods, and
used a SVM as a classifier. The boxplots of classification
rates of the 10-fold cross validations of the compared methods
over two data sets are given in Fig. 1. It is clear that the
proposed SupCFA outperforms the two unsupervised CFA
methods completely. The low quartile of the SupCFA clas-
sification rates is even higher than the upper quartiles of the
tow compared methods. This is not surprising at all because
SupCFA is the only method which can explore the supervision
information to improve the discriminative ability of cross-
modal factor analysis, while CFA and CFAker ignore the
class label information at all. Moreover, it seems that CFAker
outperforms CFA due to its usage of kernel tricks.
2) Algorithm convergency: Since the proposed algorithm ia
an iterative algorithm, it is important to study its convergency
over iterations. We plot the curve of objective function over
different iterations in Fig. 2. It could be seen that the objective
function is reduced significantly in the first 30 iterations, and
it tends to converge after the 30-th iteration.
IV. CONCLUSIONS AND FUTURE WORKS
In this paper, we proposed the first supervised CFA method
for the presentation and classification of multiple modal data.
The proposed method not only projects data of different
modals to a shared data space like CFA, but also tries to
learn a predictor to predict the class labels from this data
space. Moreover, the learning of projection and class label
prediction parameters are learned within a single objective
function. By optimizing this objective function with regard to
both projection and class label prediction parameters jointly,
the class label information is used to guild the learning of CFA
parameters. The experiment results show that the supervised
CFA outperforms both linear and kernel versions of CFA
without considering class label information. We also plan to
explore potential of proposed algorithm using big data analysis
and high performance computing [20], [21], [22], [23], [24],
[9], [10], [25], [26], [27], [28], [29], [30], [31], [20], for
applications of big multimodal data processing [32], [33],
[34], [35], [36], [37], information and network security [38],
[39], [40], [41], [42], [43], [44], [45], [46], [47], computer
vision [48], [49], [50], [51], [52], [53], [54], [55], [56], and
bioinformatics [57], [58], [59], [60], [61], [62], [60], [63], [64],
[65], [66], [67], [68], [69], [70], [71], [72].
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