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ABSTRACT
The objective of this study is to develop a preconditioning method for ideal and
multiphase multispecies compressible fluid flow solver using homogeneous equilibrium
mixture model. The mathematical model for fluid flow going through phase change uses
density and temperature in the formulation, where the density represents the multiphase
mixture density. The change of phase of the fluid is then explicitly determined using the
equation of state of the fluid, which only requires temperature and mixture density. The
method developed is based on a finite-volume framework in which the numerical fluxes
are computed using Roe’s [1] approximate Riemann solver and the modified Harten, Lax
and Van-leer scheme (HLLC) [2].
All speed Roe and HLLC flux based schemes have been developed either by using
preconditioning or by directly modifying dissipation to reduce the effect of acoustic speed
in its numerical dissipation when Mach number decreases. Preconditioning proposed by
Briley, Taylor and Whitfield [3], Eriksson [4] and Turkel [5] are studied in this research,
where as low dissipation schemes proposed by Rieper [6] and Thornber, Mosedale,
Drikakis, Youngs and Williams [7] are also considered. Various preconditioners are
evaluated in terms of development, performance, accuracy and limitations in simulations
at various Mach numbers. A generalized preconditioner is derived which possesses well
conditioned eigensystem for multiphase multispecies flow simulations.
iv
Validation and verification of the solution procedure are carried out on several small
model problems with comparison to experimental, theoretical, and other numerical
results. Preconditioning methods are evaluated using three basic geometries; 1) bump in
a channel 2) flow over a NACA0012 airfoil and 3) flow over a cylinder, which are then
compared with theoretical and numerical results. Multiphase capabilities of the solver are
evaluated in cryogenic and non-cryogenic conditions. For cryogenic conditions the solver
is evaluated by predicting cavitation on two basic geometries for which experimental data
are available, that is, flow over simple foil and a quarter caliber hydrofoil in a tunnel using
liquid nitrogen as a fluid. For non-cryogenic conditions, water near boiling conditions
is used to predict cavitation on two simple geometries, that is, flow over simple foil in a
tunnel and flow over a one caliber ogive. Cavitation predictions in both cryogenic and
non-cryogenic cases are shows to agree well with available experimental data.
v
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CHAPTER 1
INTRODUCTION
This dissertation focuses on the development of preconditioning methods for ideal and
multiphase, multispecies compressible and incompressible fluid flows, which is applicable
to a variety of flow configurations including shock waves, cavitation, and single and
multiphase flow, free surface flow, high-pressure and high-speed flows. The approach is
demonstrated by solving many problems with different flow configurations.
Motivation
Multiphase flows arise in many natural and industrial situations occurring in fluid
mechanics, nuclear, environmental and chemical engineering. A few relevant examples
are fuel spray in combustion process, liquid-jet machining of materials, and steam
generation and condensation in nuclear reactors. The physical mechanisms underlying
multiphase multispecies flows as well as their interplay is very complex. Multiphase flows
have received growing research attention among CFD practitioners due in large measure
to the maturing of single-phase algorithms that have been adapted to the increased
complexity of multispecies systems. However, there remain a number of numerical and
physical modeling challenges that arise in multiphase CFD analysis beyond those present
in single-phase methods. Principal among these are large constituent density ratios, the
presence of discrete interfaces, significant mass transfer rates, non-equilibrium interfacial
dynamics, compressibility effects associated with the very low mixture sound speeds, the
presence of multiple species and void wave propagation. These naturally deserve special
attention when a numerical method is constructed or adapted for multiphase flows.
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Most computational approaches consider the fluids as incompressible (Hirt and
Nichols [12], Lafaurie et al [13], Menard et al [14]). High Mach number flows with material
interfaces have also been the subject of important efforts, with various approaches: Front
Tracking [15], Level Set and Ghost Fluid [16], diffuse interfaces [17], [18], [19] and
others. Only a limited number of researchers have dealt with incompressible liquid
and compressible gas [20]. However, in many applications gas compressibility is of
paramount importance, for example, during phase change. The phenomenon by which a
liquid forms gas filled or vapor-filled cavities under the effect of tensile stress produced
by a pressure drop below its vapor pressure is termed cavitation. In cavitating flows,
compressibility of all phases is important as the liquid phase change occurs under liquid
expansion effects. Moreover, when liquid-gas mixtures appear, the sound propagates
with the mixture sound speed [21] that has a non monotonic behavior with respect to the
volume fraction, resulting in very low sound speed, of the order of a few meters per second.
There is thus no difficulty to reach hypersonic flow conditions with liquid gas mixtures.
Consequently, it is important to build numerical methods able to deal with incompressible
flows, transonic flows and even hypersonic flows in the presence of wave dynamics. This
issue has been addressed intensively in the context of single phase flows since Harlow
and Amsden [22] extending incompressible flow solvers to compressible flows and Turkel
[23] extending compressible flow solvers to the incompressible limits. Most algorithms
to solve multiphase flows in the low Mach regime extends the incompressible methods.
However, this poses difficulties when wave dynamics are present, as incompressible flow
solvers are not conservative in the compressible flow sense. Also, these methods have
difficulties when large density ratios are present. At liquid gas interface, the density ratio
may exceed several hundreds.
Two approaches are commonly used for the simulation of multiphase and multispecies
flows. In the first approach, each phase and/or species is considered to occupy a distinct
volume and the interfaces between the phase and/or species are tracked explicitly, see,
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e.g., [24, 25, 26, 27, 28, 29, 30]. In the second approach, the phase and/or species are
spatially averaged to lead to a homogeneous mixture and are considered to occupy the
same volume. The phase and/or species need not be in equilibrium, i.e. their mechanical
and thermodynamic properties my differ. The advantage of the homogenized-mixture
approach compared to the interface-tracking approach is that its solves only one set
of equations for the mass, momentum and energy of the mixture, supplemented by the
equations for the mass or volume fraction of the mixture constituents [31]. In this research,
the homogenized-mixture approach is used and mechanical and thermodynamical
equilibrium is assumed. i.e. pressure, temperature, and velocity are identical for all
species.
Many of the multiphase flow simulations occur at low Mach numbers and it is well
known that it is difficult to solve the compressible equations for low Mach numbers. For a
single species explicit scheme this is easily seen by inspecting the time steps. For stability,
the time step must be chosen to be inversely proportional to the largest eigenvalue of
the system which, for low speed flows, is approximately the speed of sound. However,
other waves are convected at the fluid speed, which are much slower compared to the
speed of sound. Hence, these waves do not change very much over a time step. Thus,
thousands of time steps may be required to reach the steady state. It is also known that
the conventional numerical methods converges to the exact low Mach number solution if
very fine resolution (mesh) is used. Such meshes are impractical for multi-dimensional
applications, therefore, modification of the baseline schemes have to be considered. We are
seeking a numerical method valid for all speed flows, from transonic to low Mach number.
Transonic and high Mach number conditions require conservative formulations of the
equations and corresponding numerical schemes. In this area, Riemann problem based
methods are recommended. The difficulty with conservative formulations is that as the
incompressible limit is reached when the Mach number tends to zero, it is well known that
corresponding solvers fail to provide an accurate approximations of the incompressible
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equations [32]. It seems that the acoustic dissipation process is adequate enough for
finite volume approximations using Riemann solver. Riemann solvers are based on
acoustic linearization, which aims to slowly dissipate acoustic waves. Therefore, for
Riemann solvers, preconditioning is needed to manage the numerical dissipation in order
to improve the numerical convergence at the low Mach number limits. In multiphase flow
simulation, the need preconditioning is important because of the non-monotonic behavior
of the speed of sound with respect to volume fraction. Preconditioning methods based
on local Mach number are desired to smooth the variation in the preconditioned acoustic
speed.
Objective of the Research
The main objective of this dissertation is to develop a general approach for
modeling and numerical simulation of multiphase and multispecies, compressible and
incompressible flows. The approach is flexible and can have an arbitrary number of
species undergoing phase change. Multiple approaches of dealing with multiphase or
multispecies mixtures exists. However, most of them are limited to either single phase
multispecies fluids [33, 34, 35, 36] or multiphase single species mixtures [37, 38, 39].
To remove these limitations, a new model for multiphase and multispecies flows is
developed that can predict the phase of each species. The model is hyperbolic, allowing the
construction of upwind methods for the computation of convective fluxes. Furthermore,
the model is acoustically and thermodynamically consistent, which means that the model
gives an accurate value for the mixture speed of sound.
To perform simulations which demonstrate the capabilities of the new multiphase
and multispecies model, a numerical method is developed, based on a finite-volume
framework [40, 41, 42]. Roe’s approximate Riemann solver [1] and the modified Harten,
Lax and van Leer scheme (HLLC) [2] are extended to multiphase and multispecies
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flows and used to capture shock waves and contact discontinuities. Both Roe’s and
HLLC schemes are also preconditioned to achieve Mach independent convergence. The
numerical method is verified by applying it to a number of test problems.
This dissertation body is organized as follows. Chapter 2 introduces the mathematical
formulation of multiphase multispecies flow. The governing equation of multiphase
multispecies in conservative form and the mathematical model for the mixture variables
are presented. The mathematical model for multiphase multispecies flow is based
on the homogenized mixture approach. To complete the mathematical model one
needs additional thermodynamic equation of state for fluids. An brief discussion on
thermodynamics of fluids and their properties in the multiphase region is given. Chapter
3 describes the numerical model using finite volume method. The upwind schemes of Roe
and HLLC are extended to multiphase multispecies flows, and the numerical modeling
of sound speed is described. In Chapter 4, eigenvalues and eigenvectors of multispecies
flux Jacobians matrix are derived. The speed of sound for multi-species mixtures is
modeled using thermodynamic averaging functions, which are needed in the evaluation
of eigenvalues and eigenvectors.
Chapter 5, along with Appendices D and E, describes the need for preconditioning
of the Euler and Navier-Stokes equations to address convergence and accuracy issues
associated with low mach number flows. Chapter 6, develops the preconditioned
numerical model of the governing equations. Preconditioned Roe and HLLC upwind
fluxes are derived in generalized form, which eliminates the specific choice of primitive
variables.
In Chapter 7, the preconditioning methods of Briley, Taylor and Whitfield [3], Eriksson
[4] and Turkel [5] are described. A generalized preconditioner is derived which represents
many preconditioners available in literature through simple variable substitutions. In
this chapter, more recent efforts of Thornber, Mosedale, Drikakis, Youngs and Williams
[7] and Rieper [6] that attempt a simple modification of the dissipation is discussed. A
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new Multiphase multispecies fluid flow preconditioning method is then derived by the
use of thermodynamic relationships. Eigenvalues and eigenvectors of preconditioned
multiphase multispecies flux Jacobian are also derived in this chapter.
In Chapter 8, higher order flux reconstruction technique using least-square method is
explained, along with flux limiters of Barth [43] and Ventakakrishnan [44] are studied. In
Chapter 9, characteristic variable boundary conditions (CVBCs) are derived. In Chapter
10, various time integration methods using explicit and implicit formulation are studied
for both steady and unsteady methods. Preconditioned dual time stepping numerical
model is developed for accurate unsteady computations using either Roe or HLLC flux
scheme.
In Chapter 11, validation and verification of the solution procedure are carried out
on several small model problems with comparison to experimental, theoretical, and
numerical results. Preconditioning methods are evaluated using three basic geometries;
1) bump in a channel 2) flow over a NACA0012 airfoil and 3) flow over a cylinder, which
are then compared with theoretical and numerical results.
In Chapter 12, Multiphase capabilities of the solver are evaluated in cryogenic and
non-cryogenic conditions. For cryogenic conditions the solver is evaluated by predicting
cavitation on two basic geometries for which experimental data are available, that is, flow
over simple foil and a quarter caliber hydrofoil in a tunnel using liquid nitrogen as a fluid.
For non-cryogenic conditions, water near boiling conditions is used to predict cavitation
on two simple geometries, that is, flow over simple foil in a tunnel and flow over a one
caliber ogive.
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CHAPTER 2
MATHEMATICAL MODEL
Homogeneous multiphase multispecies flows concerns with the dynamics of fluid in
which the relative motion between the phases are neglected, that is to say any two phases of
a substance are sufficiently well mixed and therefore the disperse particle size is sufficiently
small such that there is no significant relative motion. Homogeneous multiphase
multispecies fluid flow model simplifies the governing continuity, momentum and
energy conservation equations and is assumed to be in thermodynamic and mechanical
equilibrium so that the temperature, pressure, and velocity are identical for phases and
species. The density of the homogenized multiphase multispecies mixture model is given
by
ρm =
N∑
j=1
ρ j (2.1)
where ρ j is a density of each species. The fluid motion is governed by the time
dependent Navier-Stokes equations which are a coupled set of equations that express the
conservation of mass, momentum and energy. The Euler equations are simplified Navier-
Stokes equations with the general assumption that the fluid is compressible, inviscid,
nonconducting, adiabatic, and is not influenced by body forces. To describe conservation
of multiphase multispecies mixture mass/continuity, momentum, and energy, we consider
for an open domain D ⊂ R3 the unsteady Euler equations for a three-dimensional flows.
V (x, t) = (u (x, t) , v (x, t) ,w (x, t)) , (x, t) ∈ D × (0,∞)
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in conservative variables Q :=
(
ρ1, ..., ρN, ρmu, ρmv, ρmw, ρmemo
)
written as
∂Q
∂t
+
3∑
i=1
∂fi
∂xi
= 0, x =
(
x, y, z
)
(2.2)
where the mapping fi := fi (Q) , i = 1, 2, 3, are given by
f1 =

ρ1u
...
ρNu
ρmu2 + pm
ρmuv
ρmuw
ρmuhmo

, f2 =

ρ1v
...
ρNv
ρmuv
ρmv2 + pm
ρmvw
ρmvhmo

, f3 =

ρ1w
...
ρNw
ρmuw
ρmvw
ρmw2 + pm
ρmwhmo

(2.3)
Here the quantities ρm := ρm (x, t) , emo := emo (x, t) and hmo = emo + pm/ρm describe the density,
the total energy per unit mass and the total enthalpy per unit mass of a multiphase
multispecies mixture respectively. The total energy per unit mass is given by
emo = em +
1
2
(
u2 + v2 + w2
)
(2.4)
where em is internal energy per unit mass for mixture is defined as:
em =
 N∑
j=1
e jρ j
 /ρm (2.5)
where e j is internal energy of each species of a mixture. Pressure of the mixture is computed
by Dalton’s law of additive pressures as the sum of the pressures exerted by the individual
constituents, that is:
pm = p1 + p2 + ... + pN (2.6)
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The performance of many existing compressible algorithms, originally developed for
transonic or supersonic flows, degrades as the Mach number of the computed flow tends to
zero. Moreover, the lower the Mach Number is, the more the accuracy of the solution and
the more the iterative convergence degrades. However, the need of computing low Mach
number flows or locally compressible flows is frequently encountered in engineering. At
low Mach number flows, incompressible model cannot be used when the variations of
the temperature cannot be neglected, for example local drop due to phase change process,
also as thermodynamic effect.
A typical example for such a configuration in aerodynamics is the flow over a multi-
element airfoil at high angle of attack. In Figure 2.1 it can be seen that because the
freestream Mach number is only 0.22, a substantial part of the flowfield is essentially
incompressible; significant compressibility effects can be seen only in the vicinity of the
airfoil.
Figure 2.1 Flow over a multi-element airfoil at angle of attack α = 21.4◦ and inflow Mach
number 0.22
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Our goal is to find an approximate solution of (2.2) for flow problems of mixed
compressible and incompressible type that is part of the flow region in incompressible
with locally low Mach numbers, whereas there occur significant compressibility effects
in other regions of the flow. For simplicity in our analysis we only consider the Euler
equations.
Physically, the difficulty in solving the compressible Euler equations (2.2) for low Mach
numbers are associated with the large disparity of the acoustic wave speed and the wave
convected at fluid speed. Mathematically, the resulting system of equations is stiff and the
allowed time step size to compute an approximate steady state solution of (2.2) is usually
so small that convergence of the iterates is very slow. The stiffness of the system can either
be shown by a spectral analysis of Euler equations or by a perturbation analysis at the low
Mach number limit. These are discussed in detail in Appendix D and Appendix E.
Thermodynamics of Fluid
The governing partial differential equations for the dynamics of a compressible
material are not sufficient to completely describe the physical process involved. This
system is under-determined, i.e., the number of unknowns exceeds the number of
equations. In order to complete the conservation law system, additional equations from
thermodynamics have to be included. The properties of a fluid can be divided into
mechanical and thermodynamic properties. The equations for the mechanical balance
laws for mass, momentum, and total energy are given in the Navier-Stokes equations for
viscous, and the Euler equations for inviscid flow. Thermodynamic equations originate
in the microscopic properties of a fluid and are called equations of state.
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Equation of State
The important properties in thermodynamics are pressure p, temperature T and specific
volume ν, which are known as state variables. The relations of pνT are called equations
of state and have function form
f
(
p, ν,T
)
= 0 (2.7)
The specific volume of a substance is the ratio of the substance’s volume to its mass. It is
the reciprocal of density and is an intrinsic property of matter
ν =
V
m
=
1
ρ
(2.8)
where V volume of substance and m is mass of the substance. Under certain conditions,
specific volume ν can be replace by the density ρ in functional relations. From Eq. 2.7, it
can be seen that all three state variables are not independent; specifying two determines
the third. Equations of state are important for gas and liquid phases and the functional
relationship of p, ν and T may appear as an algebraic equation, a graph, or a set of tubular
data. There are two useful purposes of equation of state.
• To predict the pνT behavior of a substance over the desired range of values.
• To evaluate the thermodynamic property data which are not directly measurable,
such as internal energy e, enthalpy h, entropy s, the Gibbs function g, the Helmholtz
function a, and functions related to fugacity f .
All the thermodynamics property data are represented by two-state variables and their
first and second derivatives, hence the equation of state should show unique pνT
characteristics to successfully predict these property values.
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Figure 2.2 Pressure-Temperature Phase Diagram of a Substance
Thermodynamic Property of a Substances
Based on the thermodynamic properties homogeneous mixture of a substances may
exist in several phases:
• A pure solid phase
• A pure liquid phase
• A pure vapor phase
• An equilibrium mixture of liquid and vapor phases
• An equilibrium mixture of liquid and solid phases
• An equilibrium mixture of solid and vapor phases
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Figure 2.3 Pressure-Volume-Temperature Surface for a Substance that Contracts On
Freezing
Figure (2.2) is a pressure-temperature diagram illustrating these various phase regions
for a substance. When a solid changes to a liquid, we say that a melting/fusion process
has taken place; when a liquid changes to a vapor, there is vaporization; and finally, when
a solid changes directly to a vapor, a sublimation process is said to have occurred. In each
of these processes energy must be added to the substance to effect the change in phase.
The temperature at which these changes will occur is dependent on the pressure exerted
on the substance.
The melting line represents a solid-liquid mixture, the vaporization line the liquid-
vapor mixture, and the sublimation line the solid-vapor mixture. The triple-point is the
state where it is possible to maintain an equilibrium mixture of all three phases. The
critical-point is the state where the pure vapor phase has identical properties with a pure
liquid phase at the same pressure and temperature. The three equilibrium lines in Fig
(2.2) is called a saturation curves.
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Figure 2.4 Pressure-Volume-Temperature Surface for a Substance that Expands On
Freezing
Real substances that readily change phase from solid to liquid to gas such as water,
refrigerant-134a, and ammonia cannot be treated as ideal gases in general. The pressure,
volume, temperature relation, or equation of state for these substance is generally very
complicated and the thermodynamic properties are given in tabular form. The two figures
(2.3-2.4) illustrate the function for a substance that contracts on freezing and a substance
that expands on freezing.
The projection of pνT surface on the pν and Tν plane is of particular interest for
understanding multiphase fluid flow. In the Figures (2.5-2.6) pure liquid and pure vapor
are separated by the saturation line. In the saturated region, where both liquid and vapor
coexists only volume of the multiphase mixture changes. For performing mathematical
modeling and numerical simulation for multiphase fluid flow, we see that volume/density
of the substance should be present in the formulation to accurately capture the physics of
the multiphase flow.
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Figure 2.5 Pressure-Volume Projection for a Substance in Liquid-Vapor Region
Figure 2.6 Temperature-Volume Projection for a Substance in Liquid-Vapor Region
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NIST REFPROP
REFPROP is an acronym for REFerence fluid PROPerties. This thermodynamics
application programming interface is developed by the National Institute of Standards
and Technology (NIST), which provides tables and plots of the thermodynamic and
transport properties of industrially important fluids and their mixtures with an emphasis
on refrigerants and hydrocarbons, especially natural gas systems. REFPROP is based on
the most accurate pure fluid and mixture models currently available. It implements
three models for the thermodynamic properties of pure fluids: equations of state
explicit in Helmholtz energy, the modified Benedict-Webb-Rubin equation of state, and
an extended corresponding states (ECS) model. Mixture calculations employ a model
that applies mixing rules to the Helmholtz energy of the mixture components; it uses
a departures function to account for the departure from ideal mixing. Viscosity and
thermal conductivity are modeled with either fluid-specific correlations, an ECS method,
or in some case the friction theory method.
These models are implemented in a suite of FORTRAN subroutines. Routines are
provided that can be used to calculate thermodynamic and transport properties at a
given temperature and density. Iterative routines provide saturation properties for
a specified temperature or pressure. Various flash routines are available to describe
single- or two-phase state given a variety of combinations of state variables. Many of
the thermodynamics properties provided by REFPROP are limited to single-phase state,
such as speed of sound, internal energy, enthalpy, entropy, etc. These properties are
extended across the saturation dome along constant pressure or temperature to define the
thermodynamic properties in two-phase region. Internal energy, enthalpy and entropy
are extended linearly by the weighted average of quality of liquid and vapor. The speed
of sound and coefficients of heat are averaged using a harmonic function that is based on
quality and density of liquid and vapor.
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CHAPTER 3
NUMERICAL MODEL
The integral form of the governing equations can be derived from first principles
using a control-volume approach that is based on the satisfaction of macroscopic physical
laws. The integral form of the flow equations are equivalent to the differential ones in
regions of smooth flow and are also valid across discontinuities where they reduce to the
Rankine-Hugoniot jump relations. The 3D unsteady Euler equation in integral form is
given as: *
V
∂Q
∂t
dV +
	
S
−→
F · nˆdS = 0 (3.1)
where
−→
F is the flux vector given by
−→
F = f1 iˆ + f2 jˆ + f3kˆ. iˆ, jˆ and kˆ are unit vectors in x, y
and z directions respectively, and nˆ is the unit normal to a given control volume. S and V
are domain surface area and its associated volume respectively.
The finite volume technique is a discretized application of the control-volume approach
that was used in the derivation of the integral form of the governing equations. The global
domain is divided into a finite number of control volumes, each one of arbitrary volume
Vi and closed by a boundary Si, where equation (3.1) is applied to each control volume.
Since each control volume Vi shares common boundaries with its neighbors, this approach
retains the conservative property inherent to the integral equations. This feature occurs
because the flux which exits across an interior boundary of one control volume will enter
the neighboring control volume across the common boundary. The end result is that
the contributions from the fluxes across all of the interior boundaries within the global
domain will exactly cancel each other, leaving only those flux contributions across the
external boundary. Numerical approximations to the volume and surface integrals of
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equation (3.1) lead to the unknown states being interpreted as volume-averaged values
in each control volume. The volume-averaged values for the conserved variables Q are
Qi =
1
Vi
*
V
QdV (3.2)
By making the assumption of a fixed control volume so that the time derivative may be
brought outside the integral in equation (3.1), and then substituting volume-averaged
equation (3.2), the finite volume scheme for ith control volume is written as:
Vi
∂Qi
∂t
+
∑
j
[(−→
F · nˆ
)
S
]
i j
= 0 (3.3)
where Si j and Vi are control volume surface area and its associated volume respectively
and j denotes the connected control volume. Equation (3.3) states that the time rate
of change of the volume-averaged state Q in the ith control volume is balanced by the
summation of the area-averaged flux
−→
F i j through the discrete boundary face Si j. Equation
(3.3) can also be interpreted as a discrete form of the differential equation if Qi is assumed
to be the state at the nodal point i. The control volume Vi can be represented by any
arbitrarily shaped volume, i.e. hexahedrals, tetrahedrals, polygons, etc. The flux
−→
F · nˆ is
defined as:
−→
F · nˆ =

ρ1Un
...
ρNUn
ρmuUn + pmnx
ρmvUn + pmny
ρmwUn + pmnz
ρmhmo Un

(3.4)
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where nˆ =
(
nx,ny,nz
)
is the unit normal to the control volume surface and Un = unx +vny +
wnz is wave velocity normal to control volume surface.
The finite volume approach has the basic feature that the time integration and
spatial discretization procedures are fully decoupled. Thus, the spatial discretization
is accomplished independent of the time integration. To solve the finite volume scheme
representing the governing equations of multiphase multispecies fluid flow (3.3), we
assume the system represents non-linear hyperbolic partial differential equations. The
spatial discretization is achieved by modeling the flux at the interface of control volume
using the theory of characteristics for hyperbolic system of equations, and are commonly
known as upwind schemes. Flux operators are constructed so that the differencing
is performed upwind or in the direction opposite to that in which the component of
information are traveling. Two advanced upwind schemes (Roe’s approximate Riemann
solver and the HLLC scheme), which have been used extensively to capture shocks and
contact discontinuities, are extended to multiphase, multispecies fluid flows.
Extended Roe’s Approximate Riemann Solver
Roe’s approximate Riemann solver is widely known in finding an approximate solution
of the Riemann problem. The method has been applied to a variety of physical problems.
Roe’s approximate Riemann solver exploits the fact that the Riemann solution for any
set of linear conservation laws is easily computed. Its derivation is based only on a one-
dimensional interaction of characteristic waves, can be applied in multi-dimensions if
the assumption is made that conserved quantities in grid cells are exchanged by waves
traveling normal to the cell interfaces, i.e. locally one-dimensional. Hence, velocities
parallel to the cell interface are ignored and differences in the parallel components are
assumed to occur across the contact surface. In this research, Roe’s approximate Riemann
solver is utilized and extended to the multiphase multispecies fluid flow problems. The
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extended Roe scheme is used to compute the convective fluxes of the mixture. The
flux at the cell (control volume) interface is calculated by evaluating the changes in flux
associated with each wave strength component characterized by the eigenvalues of the
Jacobian matrix and the right characteristic vector.
To demonstrate the Roe approach in calculating the fluxes at the cell interface, consider
a Riemann problem for three dimensional time dependent Euler equations (2.2) for
multiphase multispecies fluid flow in linearized form as:
∂Q
∂t
+
3∑
i=1
AiQ
∂Q
∂xi
= 0 (3.5)
AiQ =
∂ fi
∂Q
(3.6)
Q (x, 0) =
 QL i f x < 0,QR i f x ≥ 0, (3.7)
Roe then replaced the Jacobian matrix AiQ by a constant Jacobian matrix A˜
i
Q = A˜
i (QL,QR),
which is a function of the left and right states. The original non-linear system of equation
(3.5) are replaced by a linearized system of equations with the constant coefficients:
∂Q
∂t
+
3∑
i=1
A˜iQ
∂Q
∂xi
= 0 (3.8)
This approximate Riemann problem is then solved exactly. The initial conditions of the
approximate Riemann problem (3.7) are the same as that of the original Riemann problem.
Furthermore, the Roe Jacobian matrix A˜iQ must satisfy the following properties:
1. Hyperbolicity of the system of equations: The linearlized system of equations
must preserve the mathematical character of the original non-linear system of
equations. The Roe Jacobian matrix A˜iQ must have real eigenvalues and complete
set of linearly independent right eigenvectors, which allows the matrix to be written
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in the canonical form:
|A˜i| = T˜|Λ˜|T˜−1 (3.9)
where T˜ and T˜−1 are the right and left eigenvectors, respectively, and Λ˜ is the diagonal
matrix of eigenvalues.
2. The Roe Jacobian matrix A˜iQ must be consistent with the exact Jacobian matrix A
i
Q:
A˜i (QL,QR)→ Ai (Q) as QL → QR → Q (3.10)
This property ensures consistency of the governing differential equation so that the
approximate solution tends to the exact solution for small differences in data across
the interface.
3. Conservation across discontinuities:
Fi (QR) − Fi (QL) = A˜i (QR −QL) (3.11)
This property ensures that A˜i satisfies the Rankine-Hugoniot shock jump condition
and is responsible for the sharp resolution of steady shock waves.
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The elements on the Roe Jacobian matrix A˜iQ are the Roe average quantities, which are
computed as:
Rρ =
√
ρmR
ρmL
(3.12)
ρ˜m = RρρmL (3.13)
ρ˜1 =
ρ1L + ρ1RRρ
1 + Rρ
(3.14)
ρ˜N =
ρNL + ρNRRρ
1 + Rρ
(3.15)
u˜ =
uL + uRRρ
1 + Rρ
(3.16)
v˜ =
vL + vRRρ
1 + Rρ
(3.17)
w˜ =
wL + wRRρ
1 + Rρ
(3.18)
h˜mo =
hmoL + h
m
oRRρ
1 + Rρ
(3.19)
where the Roe averaged speed of sound c for single species ideal gas is given as:
c˜2 =
(
γ − 1) (h˜o − (u˜2 + v˜2 + w˜2) /2) (3.20)
and the Roe averaged speed of sound cm for multiphase multispecies fluid flow is
computed using:
c˜m =
cmL + cmRRρ
1 + Rρ
(3.21)
The modeling of the speed of sound for mixtures is not simple and obvious as is the case
for ideal gases and will be discussed later. The flux
−→
F i j across each control volume surface
Si j is computed using the numerical flux formula defined as:
−→
F i j =
−→
F c
(
Qi,Q j
)
+
−→
F d
(
Qi,Q j
)
=
−→
F ci j +
−→
F dij (3.22)
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where
−→
F ci j and
−→
F dij are the convective and diffusive part of the total flux respectively and
i and j represent the left and right state across the control volume surface. The
−→
F ci j is
obtained by the central differencing of the convective flux and
−→
F dij is obtain either by
artificial or upwind numerical dissipation method. Upwind Roe’s flux approximations is
given by (3.22), where:
−→
F c
(
Qi,Q j
)
=
−→
F ci j =
1
2
[−→
F (Qi) +
−→
F
(
Q j
)]
(3.23)
−→
F d
(
Qi,Q j
)
=
−→
F dij = −
1
2
∣∣∣∣A˜ (Qi,Q j)∣∣∣∣ (Q j −Qi) (3.24)
and
∣∣∣A˜∣∣∣ is the flux Jacobian matrix evaluated using Roe averaged variables,Qi j = f (Qi,Q j).
Since the above system is hyperbolic, a similarity transformation exists that permits one
to decompose A˜ as: ∣∣∣A˜∣∣∣ = T˜|Λ˜|T˜−1 (3.25)
where matrix T˜ is composed of right eigenvectors and Λ is a diagonal matrix whose
elements are the eigenvalues of A˜ respectively. The eigenvalues (3.25) are obtained by
determining the eigenvalues of the Jacobian matrix,
AQ = A1Q · nx + A2Q · nz + A3Q · nz (3.26)
given as:
λ1 = λ2 = ... = λN = Un, λN+1 = Un + cm, λN+2 = Un − cm (3.27)
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where AiQ = ∂f
i/∂Q. Therefore, a finite volume scheme using Roe’s flux formulation is
given by:
∂Q
∂t
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
∣∣∣A˜Qi j∣∣∣ (Q j −Qi)} · nˆi jSi j = 0 (3.28)
∂Q
∂t
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
T˜Q
∣∣∣Λ˜Q∣∣∣ T˜−1Q ]i j (Q j −Qi)} · nˆi jSi j = 0 (3.29)
Extended HLLC Approximate Riemann Solver
The approximate Riemann solver proposed by Harten, Lax, and van Leer (HLL)
requires estimates for the fastest signal velocities emerging from the initial discontinuity
at the interface, resulting in a two-wave model for the structure of the exact solution. The
central idea for HLL Riemann solver is to assume, for the solution, a wave configuration
that consists of two waves separating three constant states, Assuming that the wave
speeds are given by some algorithm, application of integral form of the conservation laws
gives a closed-form, approximate expression for the flux. In an HLL scheme, a single state
approximate Riemann solver can be constructed in a way that the entropy condition will be
automatically satisfied and will yield an exact resolution of isolated shocks. The resulting
Riemann solver form the basis of a very efficient and robust approximate Godunov-type
method.
One difficulty with these schemes is the assumption of a two-wave configuration.
This is correct only for hyperbolic systems of two equations, such as the one-dimensional
shallow water equations. For larger systems, such as the Euler equations, the two-
wave assumption is incorrect. The Euler equations, for example, require the resolution
of physical features such as contact surfaces, shear waves and material interfaces. A
modification of the HLL scheme was designed by Toro, Spruce, and Speares, where they
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proposed the HLLC Riemann solver (C standing for contact), as applied to the time-
dependent Euler equations. HLLC is a three-wave model, resulting in two ”star” states
for the intermediate region of the Riemann-problem solution fan. Further improvement
of the scheme was presented by Batten et al. [2], which shows that with proper choice of
acoustic and contact wave velocities, the HLLC scheme will yield an exact resolution of
isolated shock and contact waves. The resulting scheme is positively conservative, which
forces the numerical method to preserve initially positive pressure and densities. In this
research, the HLLC approximate Riemann solver with wave speed proposed by Batten
et al. [2], is extended and is used to compute the convective fluxes of the multiphase
multispecies mixtures.
Figure 3.1 The simplified Riemann wave diagram with two intermediate states used in
the HLLC scheme
The simplified Riemann wave diagram with two intermediate states is illustrated
in Figure [3.1]. The two averaged intermediate states, Q∗L and Q
∗
R, are separated by a
contact wave, whose speed is denoted by SM. The acoustic waves have the minimum and
maximum velocities, SL and SR respectively; all waves exist in the exact solution. The flow
is supersonic from left to right if SL > 0, and the upwind flux is defined as
−→
F =
−→
F (QL),
where QL is the left state. Conversely, the flow is supersonic from right to left if SR < 0,
and the flux is defined as
−→
F =
−→
F (QR), where QR is the right state. For the subsonic flows
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the HLLC approximate Riemann solver defines the two intermediate states as:
Q (x, t) =

QL i f xt ≤ SL,
Q∗L i f SL ≤ xt ≤ SM,
Q∗R i f SM ≤ xt ≤ SR,
QR i f xt ≥ SR,
(3.30)
The corresponding interface flux,
−→
F hllc is defined as
−→
F hllc (x, t) =

−→
F L i f xt ≤ SL,
−→
F ∗L i f SL ≤ xt ≤ SM,
−→
F ∗R i f SM ≤ xt ≤ SR,
−→
F R i f xt ≥ SR,
(3.31)
where
−→
F ∗L and
−→
F ∗R are the two intermediate state fluxes. The two intermediate states
Q∗L and Q
∗
R are determined following the approach suggested by Toro et al. [45], which
imposes an extra condition that satisfies the exact solution for a contact discontinuity, i.e.,
for pressure and the normal component of velocity Un
 p
∗
L = p
∗
R = p
∗
U∗nL = U
∗
nR = U
∗
n
(3.32)
Applying the Rankine-Hugoniot conditions across each waves of speed SL, SM and SR and
simplifying yields
−→
F ∗L =
−→
F L + SL
(
Q∗L −QL
)
(3.33)
−→
F ∗R =
−→
F ∗L + SM
(
Q∗R −Q∗L
)
−→
F ∗R =
−→
F R + SR
(
Q∗R −QR
)
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Assuming that the wave speed SL and SR are known and performing the algebraic
manipulations of equations (3.33), one obtains the following solution for the pressure
in the two intermediate regions as:
p∗L = pL + ρL (SL −UnL) (SM −UnL) (3.34)
p∗R = pR + ρR (SR −UnR) (SM −UnR) (3.35)
From equation (3.32), p∗L = p
∗
R and simplifying allows us to obtain an expression for the
speed SM purely in term of the assumed speed SL and SR, given as:
SM =
pR − pL + ρLUnL (SL −UnL) − ρRUnR (SR −UnR)
ρL (SL −UnL) − ρR (SR −UnR) (3.36)
Batten et al. [2] made a specific assumption to complete the determination of intermediate
Q and
−→
F such that
U∗nL = U
∗
nR = U
∗
n = SM (3.37)
that is to assume constant normal velocity particle between the acoustic waves. Since we
seek the solution of Riemann problem at x/t = 0 plane, the final form of HLLC flux is
defined by
−→
F hllc (x, t) =

−→
F L i f SL ≥ 0,
−→
F ∗L i f SL ≤ 0 ≤ SM,
−→
F ∗R i f SM ≤ 0 ≤ SR,
−→
F R i f SR ≤ 0,
(3.38)
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where
Q∗L =

ρ∗1L
...
ρ∗NL(
ρmu
)∗
L(
ρmv
)∗
L(
ρmw
)∗
L(
ρmemo
)∗
L

= ΩL

ρ1L (SL −UnL)
...
ρNL (SL −UnL)
(SL −UnL) (ρmu)L + (p∗ − pL) nx
(SL −UnL) (ρmv)L + (p∗ − pL) ny
(SL −UnL) (ρmw)L + (p∗ − pL) nz
(SL −UnL) (ρmemo )L − pLUnL + p∗SM

(3.39)
Q∗R =

ρ∗1R
...
ρ∗NR(
ρmu
)∗
R(
ρmv
)∗
R(
ρmw
)∗
R(
ρmemo
)∗
R

= ΩR

ρ1R (SR −UnR)
...
ρNR (SR −UnR)
(SR −UnR) (ρmu)R + (p∗ − pR) nx
(SR −UnR) (ρmv)R + (p∗ − pR) ny
(SR −UnR) (ρmw)R + (p∗ − pR) nz
(SR −UnR) (ρmemo )R − pRUnR + p∗SM

(3.40)
Thus the expression for flux is given as
−→
F ∗L =

ρ∗1LSM
...
ρ∗NLSM(
ρmu
)∗
L SM + p
∗nx(
ρmv
)∗
L SM + p
∗ny(
ρmw
)∗
L SM + p
∗nz((
ρmemo
)∗
L + p
∗) SM

,
−→
F ∗R =

ρ∗1RSM
...
ρ∗NRSM(
ρmu
)∗
R SM + p
∗nx(
ρmv
)∗
R SM + p
∗ny(
ρmw
)∗
R SM + p
∗nz((
ρmemo
)∗
R + p
∗) SM

(3.41)
ΩL = (SL − SM)−1 , ΩR = (SR − SM)−1 (3.42)
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The wave speed SL and SR are computed from
SL = min
[
UnL − cmL, U˜n − c˜m
]
(3.43)
SR = max
[
UnR + cmR, U˜n + c˜m
]
(3.44)
where UnL, UnR, cmL and cmR are the face-normal velocities and the speed of sound of
the mixture at the left and right state, respectively, and U˜n and c˜m are the Roe-averaged
face-normal velocity and the speed of sound. Therefore the HLLC finite volume scheme
is given by:
∂Q
∂t
+
[ 1
V
]
i
∑
j
{−→
F hllc · nˆ
)
i j
Si j = 0 (3.45)
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CHAPTER 4
EIGENVALUES AND EIGENVECTORS FOR THE FLUX JACOBIANS
The system of equations represented by Equation (2.2) can be written in various
equivalent forms. Equation (2.2) is presented in terms of conserved variables in differential
form and Equation (3.3) represents the integral form. The conservative form of the
equations is necessary in order to correctly compute propagation and intensity of
discontinuities (weak solutions), such as shocks, which occur in the flow. A set of variables
that is primitive or non-conservative can also be used to represent Equation (2.2) or Equation
(3.3). A particular choice of primitive variables is:
Primitive − RUP := q1 =
(
ρ1, ..., ρN, u, v, w, pm
)T
which yields equivalent results when used in the Euler equations for smooth flows.
These variables are often used to develop physical boundary conditions necessary for the
numerical solution of the Euler equations [46].
In a hyperbolic system of equations the quantities that propagate along characteristic
lines can be defined and the system can be cast in terms of its characteristic form. A set of
characteristic variable boundary conditions can then be developed, which will contribute
to a well-posed boundary-value problem. The development of the eigensystem of the flux
Jacobians will be discussed in this chapter. The intent is to develop the eigensystem for the
flux Jacobian for the multiphase multispecies fluids mixture. The description will include
the relationship between the conservative, quasi-linear, and non-conservative form of the
Euler equations.
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Eigenvalues
With reference to equation (3.5) the flux Jacobians for the Euler equations are defined
as:
Aiq0 =
∂fi
∂q0
, i = 1, 2, 3.
where fi represents the flux vectors. fi can be written in terms of the conserved variables,
that is,
fi = fi (Q1, ...,QN,QN+1,QN+2,QN+3,QN+4) , i = 1, 2, 3 (4.1)
where
Conservative := Q = q0 =
(
ρ1, ..., ρN, ρmu, ρmv, ρmw, ρmemo
)T (4.2)
= (Q1, ...,QN,QN+1,QN+2,QN+3,QN+4)
Since the Euler equations have a rotational invariance property, the flux vector in rotated
coordinate system is written as:
F =
−→
F · nˆ = f1nx + f2ny + f3nz (4.3)
Therefore, the flux vector in Q form is given by:
F =

Q1
(
Q1
Q0
QN+1nx +
Q1
Q0
QN+2ny +
Q1
Q0
QN+3nz
)
...
QN
(
QN
Q0
QN+1nx +
QN
Q0
QN+2ny +
QN
Q0
QN+3nz
)
QN+1
(
QN+1
Q0
nx +
QN+2
Q0
ny +
QN+3
Q0
nz
)
+ pmnx
QN+2
(
QN+1
Q0
nx +
QN+2
Q0
ny +
QN+3
Q0
nz
)
+ pmny
QN+3
(
QN+1
Q0
nx +
QN+2
Q0
ny +
QN+3
Q0
nz
)
+ pmnz(
QN+4 + pm
) (QN+1
Q0
nx +
QN+2
Q0
ny +
QN+3
Q0
nz
)

(4.4)
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where
Q0 =
∑
j=1,N
ρ j (4.5)
The flux Jacobian Aq0 = ∂F/∂q0 is complicated and solving for the eigenvalues directly
would not be an easy task. The application of the non-conservative equations can be
introduced in order to simplify this problem. The quasi-linear, non-conservative form for
the Euler equations is:
∂qp
∂t
+
3∑
i=1
Aiqp
∂qp
∂xi
= 0 (4.6)
where
Aiqp =
∂qp
∂Q
AiQ
∂Q
∂qp
(4.7)
and qp represent the primitive variables and A
i
qp
is the Jacobian matrix in primitive form.
A transformation between the conserved and primitive variables is defined as:
Mpo =
∂qp
∂Q
(4.8)
Mop =
∂Q
∂qp
Thus flux Jacobian in primitive form is written as:
Aiqp = MpoA
i
QMop (4.9)
Aqp = Mpo
∂F
∂Q
Mop
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For the variable q1, matrix M01 can easily be computed:
M01 =
∂Q
∂q1
=

1 0 . . . 0 0 0 0 0
0 1 . . . 0 0 0 0 0
0 . . . . . .
...
...
...
...
...
0 0 . . . 1 0 0 0 0
u u . . . u ρm 0 0 0
v v . . . v 0 ρm 0 0
w w . . . w 0 0 ρm 0
T1 T2 . . . TN ρmu ρmv ρmw Z

(4.10)
where
T j =
∂ρmemo
∂ρ j
= e jo + ρ j
∂e j
∂ρ j
)
pm
(4.11)
Z =
∂ρmemo
∂pm
=
N∑
j=1
ρ j
∂e j
∂pm
(4.12)
Also, its inverse M10 can be computed directly as:
M10 =
∂q1
∂Q
=

1 0 . . . 0 0 0 0 0
0 1 . . . 0 0 0 0 0
0 . . . . . .
...
...
...
...
...
0 0 . . . 1 0 0 0 0
− uρm − uρm . . . − uρm 1ρm 0 0 0
− vρm − vρm . . . − vρm 0 1ρm 0 0
− wρm − wρm . . . − wρm 0 0 1ρm 0
q2−T1
Z
q2−T2
Z . . .
q2−TN
Z − uZ − vZ −wZ 1Z

(4.13)
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where: q2 = u2 + v2 + w2. The mapping M also provides a similarity transformation to
describe the relation between the conservative Jacobian, AQ, and the non-conservative
Jacobians Aqp , that is:
Aqp = MpoAQMop and AQ = MopAqpMpo (4.14)
It is evident that using the above equation, the computation of flux Jacobian in non-
conservative form requires the flux Jacobian in conservative form. The procedure for
deriving the flux Jacobian in terms of primitive variables can be simplified by expressing
the flux vector F in terms of primitive variables:
fi = fi
(
q1, ..., qN, qN+1, qN+2, qN+3, qN+4
)
, i = 1, 2, 3 (4.15)
and computing the flux Jacobian using:
Aqp = Mpo
∂F
∂Q
Mop = Mpo
∂F
∂qp
(4.16)
where ∂F∂q1 is relatively easy to compute and is given as:
∂F
∂q1
=

Un . . . 0 ρ1nx ρ1ny ρ1nz 0
0 . . . 0 ρ2nx ρ2ny ρ2nz 0
0 . . .
...
...
...
...
...
0 . . . Un ρNnx ρNny ρNnz 0
uUn . . . uUn ρm (Un + unx) ρmuny ρmunz nx
vUn . . . vUn ρmvnx ρm
(
Un + vny
)
ρmvnz ny
wUn . . . wUn ρmwnx ρmwny ρm (Un + wnz) nz
UnT1 . . . UnTN ρm
(
hmo nx + uUn
)
ρm
(
hmo ny + vUn
)
ρm
(
hmo nz + wUn
)
Un
(
ρm
∂em
∂pm
+ 1
)

(4.17)
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Finally, the flux Jacobian in non-conservative form Aqp is given as:
Aq1 = M01
∂F
∂q1
=

Un 0 . . . 0 ρ1nx ρ1ny ρ1nz 0
0 Un . . . 0 ρ2nx ρ2ny ρ2nz 0
0 . . . . . .
...
...
...
...
...
0 0 . . . Un ρNnx ρNny ρNnz 0
0 0 . . . 0 Un 0 0 nxρm
0 0 . . . 0 0 Un 0
ny
ρm
0 0 . . . 0 0 0 Un nzρm
0 0 . . . 0 ρmc2mnx ρmc2mny ρmc2mnz Un

(4.18)
where cm defines the mixture speed of sound and c j are speeds of sound of each species,
hence:
c2m =
∑N
j=1 ρ
2
j
∂e j
∂pm
c2j
ρm
∑N
j=1 ρ j
∂e j
∂pm
(4.19)
Due to the simple structure of Aq1 it is easier to develop the eigensystem of the Euler
equations using the non-conserved form of the equations. The eigenvalues of Aq1 can be
found by solving:
|Aq1 − λI| = 0 (4.20)
resulting in the following eigenvalues:
λ1 = λ2 = . . . = λN+2 = Un (4.21)
λN+3 = Un + cm
λN+4 = Un − cm
Matrix AQ and Aq1 are similar so the eigenvalues for AQ are the same as those of Aq1 .
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Eigenvectors
A set of linearly independent eigenvectors can be developed for the Jacobians, Aqp .
This set must be chosen carefully due to the presence of repeated eigenvalues associated
with the Euler equations. The development will be similar to that followed by Whitfield
and Janus[47]. The right eigenvectors can be found by solving the equation:
(
Aqp − λiI
)
X¯ = 0 (4.22)
For the repeated eigenvalue, λ1 = Un the system of equations is given by:

0 0 . . . 0 ρ1nx ρ1ny ρ1nz 0
0 0 . . . 0 ρ2nx ρ2ny ρ2nz 0
0 . . . . . .
...
...
...
...
...
0 0 . . . 0 ρNnx ρNny ρNnz 0
0 0 . . . 0 0 0 0 nxρm
0 0 . . . 0 0 0 0 nyρm
0 0 . . . 0 0 0 0 nzρm
0 0 . . . 0 ρmc2mnx ρmc2mny ρmc2mnz 0

·

x1
x2
...
xN
xN+1
xN+2
xN+3
xN+4

= 0 (4.23)
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A linearly independent set of N + 2 eigenvectors can be found from the equation:
r1 · · · rN+2 =

α 0 . . . 0 α1ny α1nz
0 α . . . 0 α2ny α2nz
0 . . . . . .
...
...
...
0 0 . . . α αNny αNnz
0 0 . . . 0 −nz ny
nz nz . . . nz 0 −nx
−ny −ny . . . −ny nx 0
0 0 . . . 0 0 0

(4.24)
where
α j =
ρ j√
2cm
(4.25)
and
α =
ρm√
2cm
(4.26)
For the second eigenvalue, λN+3 = Un + cm, the eigenvector can be found by solving the
following system of equations:

−cm 0 . . . 0 ρ1nx ρ1ny ρ1nz 0
0 −cm . . . 0 ρ2nx ρ2ny ρ2nz 0
0 . . . . . .
...
...
...
...
...
0 0 . . . −cm ρNnx ρNny ρNnz 0
0 0 . . . 0 −cm 0 0 nxρm
0 0 . . . 0 0 −cm 0 nyρm
0 0 . . . 0 0 0 −cm nzρm
0 0 . . . 0 ρmc2mnx ρmc2mny ρmc2mnz −cm

·

x1
x2
...
xN
xN+1
xN+2
xN+3
xN+4

= 0 (4.27)
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resulting in:
rN+3 =

ρ1√
2cm
ρ2√
2cm
...
ρN√
2cm
nx√
2
ny√
2
nz√
2
αc2m

(4.28)
Finally, the third eigenvalue, λN+4 = Un − cm, the eigenvector can be found by solving:

cm 0 . . . 0 ρ1nx ρ1ny ρ1nz 0
0 cm . . . 0 ρ2nx ρ2ny ρ2nz 0
0 . . . . . .
...
...
...
...
...
0 0 . . . cm ρNnx ρNny ρNnz 0
0 0 . . . 0 cm 0 0 nxρm
0 0 . . . 0 0 cm 0
ny
ρm
0 0 . . . 0 0 0 cm nzρm
0 0 . . . 0 ρmc2mnx ρmc2mny ρmc2mnz cm

·

x1
x2
...
xN
xN+1
xN+2
xN+3
xN+4

= 0 (4.29)
38
resulting in:
rN+4 =

ρ1√
2cm
ρ2√
2cm
...
ρN√
2cm
− nx√
2
− ny√
2
− nz√
2
αc2m

(4.30)
The matrix of right eigenvectors for the matrix Aq1 can be written as:
Tq1 =

α 0 . . . 0 α1ny α1nz
ρ1√
2cm
ρ1√
2cm
0 α . . . 0 α2ny α2nz
ρ2√
2cm
ρ2√
2cm
0 . . . . . .
...
...
...
...
...
0 0 . . . α αNny αNnz
ρN√
2cm
ρN√
2cm
0 0 . . . 0 −nz ny nx√2 − nx√2
nz nz . . . nz 0 −nx ny√2 −
ny√
2
−ny −ny . . . −ny nx 0 nz√2 − nz√2
0 0 . . . 0 0 0 αc2m αc2m

(4.31)
The set of left eigenvectors can be found in a similar manner by solving
X¯T
(
Aqp − λI
)
= 0 (4.32)
39
The set of left eigenvectors is:
T−1q1 =

αβ−α1(1−n2x)
α2β −
α1(1−n2x)
α2β . . . −
α1(1−n2x)
α2β 0
α1nz
αβ −α1ny√2 −
α1nx
α2βc2m
−α2(1−n2x)α2β
αβ−α2(1−n2x)
α2β . . . −
α2(1−n2x)
α2β 0
α2nz
αβ −α2ny√2 − α2nxα2βc2m
...
. . . . . .
...
...
...
...
...
−αN(1−n2x)α2β −
αN(1−n2x)
α2β . . .
αβ−αN(1−n2x)
α2β 0
αNnz
αβ −αNny√2 − αNnxα2βc2m
ny
αβ
ny
αβ . . .
ny
αβ −nz −nynz
(1−nx)
β
1−n2z (1−nx)
β
−ny
αβc2m
nz
αβ
nz
αβ . . .
nz
αβ ny
−1+n2y(1−nx)
β
nynz(1−nx)
β
−nz
αβc2m
0 0 . . . 0 nx√
2
ny√
2
nz√
2
1
2αc2m
0 0 . . . 0 −nx√
2
−ny√
2
−nz√
2
1
2αc2m

(4.33)
where
β = nx + n2y + n
2
z = 1 + nx (1 − nx) (4.34)
Since the matrix Aq1 has N + 4 linearly independent eigenvectors, it is diagonalizable, i.e.,
T−1q1 Aq1Tq1 = Λ (4.35)
where Λ is a diagonal matrix which contains the eigenvalues of Aq1 . Since the eigenvalues
of Aq1 and AQ are the same, one can use the similarity transform to evaluate the
eigenvectors of AQ. The set of right eigenvectors for AQ is computed as:
TQ = M01Tq1 (4.36)
and the left eigenvectors is computed as:
T−1Q = T
−1
q1
M10 (4.37)
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CHAPTER 5
THE NEED FOR A PRECONDITIONING METHOD
Physically, the difficulty in solving the compressible Euler equations (2.2) for low Mach
numbers are associated with the large disparity of the acoustic wave speed and the wave
convected at fluid speed. Mathematically, the resulting system of equations is stiff and the
allowable time step size to compute a steady state solution of Equation (2.2) is usually so
small that convergence of the iterates is very slow. The stiffness of the system can either
be shown by spectral analysis of Euler’s equation or by a perturbation analysis at the low
Mach number limit. Comparison and analysis show that the accuracy and checker-board
problems [48] are caused by the magnitude of acoustic wave speed being too large and
too small in the coefficient of the velocity-derivative and pressure-derivative dissipation
terms, respectively.
The acoustic wave speed is associated with the speed of sound in the fluid at the
specific thermodynamic state. In a single-phase fluid, speed of sound can be calculated
quite easily while in multiphase region determination of speed of sound is not simple
and obvious. In Figure (5.1) speed of sound for nitrogen is obtained from NIST reference
property database while keeping the temperature at 110.0K, which shows that speed of
sound varies as the density of the fluid changes. In the multiphase region, the speed of
sound is not available and it has to be modeled, such that the mathematical model blends
with speed of sound of liquid and vapor state. It can be also seen that the disparity of
the acoustic wave speed and wave convected at fluid speed increases as fluid density
increases.
Preconditioning techniques involve the alteration of the time-derivatives used in
time-marching computational fluid dynamics (CFD) methods, with the objective of
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Figure 5.1 Nitrogen Speed of Sound at Temperature 110.0K taken from NIST Reference
Property
enhancing their convergence and stability characteristics. The original motivation for the
development of these techniques arose from the need to compute low speed compressible
flows efficiently. Traditional time-marching algorithms that use the physical time-
derivatives in their formulation have been extremely successful in the computation
of transonic and supersonic flows; however, at low Mach number, their performance
suffers because of the wide disparity that exists between convective and acoustic wave
speeds. Preconditioning methods introduce artificial time-derivatives in Euler equation
(5.1) which alter the acoustic waves so that they travel at speeds that are comparable in
magnitude to the convective waves. Thereby, good convergence characteristics may be
attained at all speeds. Consider
∂Q
∂t
+ Γ−1
∂Q
∂τ
+
3∑
i=1
∂fi
∂xi
= 0, x =
(
x, y, z
)
(5.1)
where Γ denotes the preconditioning matrix and τ is artificial-time. Further, the precondi-
tioning techniques can be tailored to improve performance for viscous-dominated flows,
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unsteady flows, high-aspect ratio grids, turbulent flows, reacting flows and multiphase
systems. In each of these instances, the preconditioning procedure must be adapted to
account for the appropriate flow physics. The development, analysis and application
of these methods, therefore, rest upon understanding the close connection between the
physics of fluid flow and the mathematics of convergence.
All CFD algorithms involve an iterative procedure to attain the desired steady-state
solution because of the inherent non-linearity of the governing equations. Time-marching
methods represent a special class of CFD methods, wherein the iterative procedure is
cast within a time-marching framework. These methods utilize the time-dependent (or
unsteady) form of the governing equations. Starting from an ”arbitrary” initial condition,
they advance the solution in time until the transient errors are convected out of the system
or damped and a time-independent steady state is reached. Because of the nature of this
time-iterative procedure, the process of convergence is intimately related to the unsteady
flow physics, which, in turn, make these methods extremely appealing from the viewpoint
of understanding, predicting and enhancing convergence behavior.
There are two principle agents that are responsible for removing errors from a time-
marching system - convection and dissipation. In other words, errors may be convected
out of the system (through boundaries) and/or may be damped within the system.
Convection is embodied within the wave propagation processes that are inherent in the
fluid dynamics equations, while dissipation is embodied within the diffusion or viscous
processes. As an illustration, consider the one-dimensional Navier-Stokes equations:
∂Q
∂t
+
∂f
∂x
=
∂
∂x
Rxx∂qp∂x
 (5.2)
Q :=
(
ρ, ρu, ρeo
)
qp :=
(
p,u,T
)
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where qp is primitive variable and Rxx the viscous matrix. The inviscid fluxes contain the
convective modes, while the viscous fluxes furnish the damping modes of the Navier-
Stokes system. In particular, the inviscid modes are represented by the eigenvalues of the
inviscid flux Jacobian, A = ∂f∂Q , which for the one-dimensional system are the particle wave
speed (u) and the acoustic wave speed (u ± c). These ”inviscid” modes interact with the
”viscous” modes, resulting in a system that is rich in physical complexity. In designing a
preconditioner, attention will be focused on the Euler equations. It should be noted that
the physical equations are described by the three convective wave speeds (i.e., u,u + c and
u − c) and no damping modes are present.
Design of Preconditioning Methods
To understand the preconditioning methods consider the one-dimensional Euler
equations in their characteristic form:
∂W
∂t
+ Λ
∂W
∂x
= 0 (5.3)
where ∂W = T−1∂Q, Λ = diag (u,u + c,u − c) and T−1 is the modal matrix, consisting of the
left eigenvectors of A and satisfying the relation, T−1AT = Λ. It is apparent that the Euler
equations represent a set of three wave equations in the characteristic variable W. Errors
present in the characteristic variables are accordingly transported out of the system at the
wave speed of the system, i.e, u,u + c and u − c.
The inherent strengths and limitations of the traditional time-marching algorithms are
readily apparent. At transonic and supersonic speeds, the acoustic wave speeds are of
the same magnitude as the convective wave speed, which means that all disturbances
are transported out of the system in proportional fashion and efficient convergence is
obtained. Indeed, we note that the time-marching methods are originally developed
for transonic and supersonic aerodynamics computations, and so, this observation is
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not surprising. At low speed, however, the convective wave speed can be orders of
magnitude smaller than the acoustic wave speeds. The convective and acoustic errors
modes are then transported at widely varying time-scales. Since stability constraints
typically force the selection of finite time-step sizes, it is evident that acoustic modes
would be propagated efficiently, while the convective modes would languish. This
naturally results in poor convergence rates of the standard time-marching algorithm.
This problem of high disparate wave-speeds is commonly referred to as a ”stiffness” or
”ill-conditioning” of the governing time-marching system.
Preconditioning involves addition of artificial time-derivative to the natural time-
derivative of the physical system in order to eliminate the stiffness in the wave-speeds
and render the system well-conditioned. A simple preconditioning method for the 1D
Euler system in equation (5.3) is to pre-multiply the artificial time-derivative by a matrix
as follows:
∂W
∂t
+ |Λ|∂W
∂τ
+ Λ
∂W
∂x
= 0 (5.4)
where |Λ| = diag (|u|, |u + c|, |u − c|). This ”preconditioned” system may be re-transformed
to the original conservative form:
∂Q
∂t
+ |A|∂Q
∂τ
+
∂f
∂x
= 0 (5.5)
where |A| = T|Λ|T−1. The magnitudes of the eigenvalues of this modified system are
all unity, indicating that the system is perfectly conditioned. Also, note that the system
maintains the sign of the original eigenvalues, i.e, two positive and one negative for the
subsonic flow and all positive for supersonic flow. While this is a nice ”textbook” example
to show how preconditioning system may be derived, this procedure is, in fact, not very
useful for low Mach number in practice, one reason being the difficulty of extending it to
multi-dimensions.
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It can be noted that the Euler equations are described completely by convective wave
physics and there is no dissipation mechanism present in the system. This is, of course,
true only at the partial differential equation level. Practical schemes always involve the
presence of ”artificial” dissipation terms arising from the discretization of the spatial
and temporal terms. Central differencing of the spatial terms is usually accompanied by
the overt addition of artificial dissipation terms, while upwind differencing inherently
possesses dissipation. One-sided temporal discretization, likewise, introduce dissipative
modes. The form and magnitudes of the artificial dissipation terms are typically
determined by the eigenvalues of the Euler system. Thus, for an ill-conditioned system, the
artificial dissipation terms can also become ill-conditioned and the convergence difficulties
remain valid.
Various preconditioning methods have been developed and each method tries to
modify the acoustic wave speed such that the modified acoustic wave speed is in the range
of convective wave speed. Preconditioning methods are designed such that as the Mach
number of the flow field increases the scheme smoothly recovers from preconditioned to an
un-preconditioned one. There are two categories of preconditioning methods available
in literature; one uses matrix based preconditioners to modify the partial differential
equation that tries to remove the problem of high disparate wave-speed and removes the
ill-conditioning of the dissipation matrix. Preconditioning methods developed by Briley,
et. al. [3], Weiss-Smith [49], Turkel[23, 5], Cho and Merkel [32, 50], and Eriksson [4] belong
in this category. The second method tries to remove the ill conditioning by modifying
the terms of the dissipation matrix directly. Method of Thornber [7] and LM-Roe method
developed by Reiper [6] belong in this category.
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Representation of preconditioners
Assume that a formulation of the unsteady Euler equations (Equation. (5.1)) exists in
one set of variables q0, i.e., Equation. (5.1) is rewritten as
∂q0
∂t
+
∂q0
∂τ
+
3∑
i=1
Aiq0
∂q0
∂xi
= 0 (5.6)
where
Aiq0 =
∂fi
∂q0
, i = 1, 2, 3. (5.7)
On the other hand, for example due to a theoretical analysis or only for simplicity, a
preconditioner Γq1 is formulated for another set of variables q1. In order to apply the
preconditioner Γq1 , Equation. (5.6) needs to be transformed to use the q1 variable set.
Furthermore, the pseudo-time derivative term (the second term in Equation. (5.6)) needs
to be multiplied by the preconditioning matrix, i.e., Equation. (5.6) becomes
∂q1
∂t
+ Γ−1q1
∂q1
∂τ
+
∂q1
∂q0
3∑
i=1
Aiq0
∂q0
∂xi
= 0 (5.8)
Transforming back the equation by change of variable from q1 to q0 results in
∂q0
∂t
+ Γ−1q0
∂q0
∂τ
+
3∑
i=1
Aiq0
∂q0
∂xi
= 0 (5.9)
where
Γ−1q0 :=
∂q0
∂q1
Γ−1q1
∂q1
∂q0
(5.10)
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Introducing a second set of variables q2 (with the preconditioning matrix specified in
terms of q1), Equation. (5.9) can be written as
∂q2
∂t
+ Γ−1q2
∂q2
∂τ
+
3∑
i=1
Aiq2
∂q2
∂xi
= 0 (5.11)
where
Γ−1q2 :=
∂q2
∂q0
Γ−1q0
∂q0
∂q1
=
∂q2
∂q1
Γ−1q1
∂q1
∂q2
(5.12)
and
Aiq2 :=
∂q2
∂q1
Aiq0
∂q1
∂q2
(5.13)
denotes the operators with respect to the change of variables. These transformations of
the equations give us some freedom in the formulation and analysis of preconditioners.
In order to study and compare various preconditioners found in the literature,
transformation matrices need to be derived between the various sets of variables that
have been used. The five variable sets considered in this study are:
Conservative := q0 =
(
ρ1, ..., ρN, ρmu, ρmv, ρmw, ρmemo
)T
= Q
Primitive − RUP := q1 =
(
ρ1, ..., ρN, u, v, w, pm
)T
Primitive − PUT := q2 =
(
p1, ..., pN, u, v, w, T
)T
Primitive − PUS := q3 =
(
p1, ..., pN, u, v, w, sm
)T
Primitive − RUT := q4 =
(
ρ1, ..., ρN, u, v, w, T
)T
where sm is entropy. As mentioned earlier, preconditioning methods developed by Briley,
et. al. [3], Weiss-Smith [49], Turkel[23, 5], Cho and Merkel [32, 50], and Eriksson [4] use the
defined primitive variables, which make it hard to compare. Using above transformation
rules defined earlier, all preconditioners can be reformulated to specific primitive variables
in order to study and compare their mathematical aspects.
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CHAPTER 6
PRECONDITIONED NUMERICAL MODEL
It has been discussed earlier that the preconditioning methods, either due to theoretical
considerations or only for simplicity, are formulated in primitive variables qp, given by:
∂qp
∂t
+ Γ−1qp
∂qp
∂τ
+
3∑
i=1
Aiqp
∂qp
∂xi
= 0 (6.1)
where
Aiqp =
∂qp
∂Q
AiQ
∂Q
∂qp
(6.2)
The 3D preconditioned unsteady Euler equations in integral form are written as:
*
V
∂Q
∂qp
∂qp
∂t
dV +
*
V
∂Q
∂qp
Γ−1qp
∂qp
∂τ
dV +
	
S
−→
F · nˆdS = 0 (6.3)
To simplify the system of equations, a transformation matrix can be defined as follows:
Mpo =
∂qp
∂Q
=
∂qp
∂qo
(6.4)
Mop =
∂Q
∂qp
=
∂qo
∂qp
(6.5)
This can be used as a short-hand to represent transformation between any two sets of
variables. The finite volume scheme for ith control volume is written as:
[
VMop
]
i
∂qp
∂t
+
[
VMopΓ−1qp
]
i
∂qp
∂τ
+
∑
j
[(−→
F · nˆ
)
S
]
i j
= 0 (6.6)
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Here, similar to un-preconditioned the flux,
−→
F i j can be defined by either the artificial or
upwind dissipation method. Next, Roe’s and HLLC approximate Riemann solvers are
extended to incorporate preconditioning methods.
Extended Preconditioned Roe’s Approximate Riemann Solver
Using Roe’s flux formulation Equation (6.6) is written as:
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
∣∣∣A˜Qi j∣∣∣ (Q j −Qi)} · nˆi jSi j = 0 (6.7)
To perform the preconditioning, the dissipation term need to be modified. The steps
specified below show how the modified dissipation term is obtained.
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opM˜po
∣∣∣A˜Q∣∣∣ M˜op]i j (qpj − qpi)} · nˆi jSi j = 0
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜op
∣∣∣∣A˜qp ∣∣∣∣]
i j
(
qpj − qpi
)}
· nˆi jSi j = 0
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp Γ˜qp
∣∣∣∣A˜qp ∣∣∣∣]
i j
(
qpj − qpi
)}
· nˆi jSi j = 0
Defining the preconditioned dissipation matrix as:
A˜
Γqp
qp = Γ˜qpA˜qp (6.8)
and substituting into Equation (6.8) yields:
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp
∣∣∣∣A˜Γqpqp ∣∣∣∣]i j (qpj − qpi)
}
· nˆi jSi j = 0 (6.9)
Equation (6.9) is the preconditioned, unsteady, upwind scheme in primitive variables qp.
Also, this system of equations is hyperbolic, thus a similarity transformation exists that
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will permit us to decompose A˜
Γqp
qp as:
A˜
Γqp
qp = T˜
Γqp
qp Λ˜
Γqp
qp T˜
Γqp−1
qp (6.10)
where matrix T˜
Γqp
qp is composed of right eigenvectors and Λ˜
Γqp
qp is a diagonal matrix whose
elements are eigenvalues of preconditioned dissipation matrix A˜
Γqp
qp , respectively. The
eigenvalues of the preconditioned dissipation matrix (6.8) are
λ1 = λ2 = λ3 = ... = λN+2 = Un, λN+3 = U
′
n + c
′
, λN+4 = U
′
n − c′ (6.11)
where U′n and c
′ are the preconditioned convective and acoustic wave speeds. Thus the
scheme in primitive variables takes this final form:
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp T˜
Γqp
qp
∣∣∣∣Λ˜Γqpqp ∣∣∣∣ T˜Γqp−1qp ]i j (qpj − qpi)
}
· nˆi jSi j = 0
(6.12)
Defining
L˜
Γqp
qp = M˜opΓ˜
−1
qp
T˜
Γqp
qp (6.13)
R˜
Γqp
qp = T˜
Γqp−1
qp (6.14)
results in
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
L˜
Γqp
qp
∣∣∣∣Λ˜Γqpqp ∣∣∣∣ R˜Γqp−1qp ]i j (qpj − qpi)
}
· nˆi jSi j = 0 (6.15)
Conservative Form of Preconditioned Roe’s Upwind Scheme
To obtain the preconditioned unsteady upwind scheme in conservative form, a
transformation needs to be carried out to rewrite Equation (6.9) in conservative form.
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Transforming Equation. (6.9) results in:
[
Mop
]
i
∂qp
∂t
+
[
MopΓ−1qp
]
i
∂qp
∂τ
+
[
MopMpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp
∣∣∣∣∣A˜Γ−1qpqp ∣∣∣∣∣]
i j
(
qpj − qpi
)}
· nˆi jSi j = 0
∂Q
∂t
+
[
MopΓ−1qp MpoMop
]
i
∂qp
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp M˜poM˜op
∣∣∣∣∣A˜Γ−1qpqp ∣∣∣∣∣ M˜po]
i j
(
Q j −Qi
)}
· nˆi jSi j = 0
(6.16)
Using the formula, given in Equation (5.12), a preconditioner in conservative form can be
defined as:
Γ
qp−1
Q = MopΓ
−1
qp
Mpo (6.17)
Substituting into Equation (6.16) results in
∂Q
∂t
+
[
Γ
qp−1
Q
]
i
∂Q
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
Γ˜
qp−1
Q M˜op
∣∣∣∣∣A˜Γ−1qpqp ∣∣∣∣∣ M˜po]
i j
(
Q j −Qi
)}
· nˆi jSi j = 0
∂Q
∂t
+
[
Γ
qp−1
Q
]
i
∂Q
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
Γ˜
qp−1
Q M˜op
∣∣∣∣Γ˜qpA˜qp ∣∣∣∣ M˜po]
i j
(
Q j −Qi
)}
· nˆi jSi j = 0
∂Q
∂t
+
[
Γ
qp−1
Q
]
i
∂Q
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
Γ˜
qp−1
Q M˜op
∣∣∣∣Γ˜qpM˜poM˜opA˜qp ∣∣∣∣ M˜po]
i j
(
Q j −Qi
)}
·nˆi jSi j = 0
∂Q
∂t
+
[
Γ
qp−1
Q
]
i
∂Q
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
Γ˜
qp−1
Q
∣∣∣Γ˜qpQ A˜Q∣∣∣]
i j
(
Q j −Qi
)}
· nˆi jSi j = 0 (6.18)
Equation (6.18) is the preconditioned scheme in conservative form. This can be simplified
further using an approach similar to that used for the primitive variable formulation, i.e.
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using Equations (6.10) and (6.16) results in:
[
Γ˜
qp−1
Q
∣∣∣Γ˜qpQ A˜Q∣∣∣]
i j
(
Q j −Qi
)
=
[
M˜opΓ˜−1qp
∣∣∣∣∣A˜Γ−1qpqp ∣∣∣∣∣ M˜po]
i j
(
Q j −Qi
)
[
Γ˜
qp−1
Q
∣∣∣Γ˜qpQ A˜Q∣∣∣]
i j
(
Q j −Qi
)
=
[
M˜opΓ˜−1qp T˜
Γqp
qp
∣∣∣∣Λ˜Γqpqp ∣∣∣∣ T˜Γqp−1qp M˜po]i j (Q j −Qi)
Defining
L˜
Γqp
Q = M˜opΓ˜
−1
qp
T˜
Γqp
qp (6.19)
R˜
Γqp
Q = T˜
Γqp−1
qp M˜po (6.20)
results in
∂Q
∂t
+
[
Γ
qp−1
Q
]
i
∂Q
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
L˜
Γqp
Q
∣∣∣∣Λ˜ΓqpQ ∣∣∣∣ R˜ΓqpQ ]
i j
(
Q j −Qi
)}
· nˆi jSi j = 0 (6.21)
where Λ
Γqp
Q = Λ
Γqp
qp . Equation (6.21) represents the simplified, preconditioned, upwind
scheme in conservative variables.
Desired Primitive Form of Preconditioned Roe’s Upwind Scheme
It is often desirable to use a set of primitive variablesqr in order to compute the solution,
while the preconditioning method is designed for another set of primitive variables, say
qp. In that case, the preconditioned scheme needs to be transformed to the desired form.
Starting with Equation (6.12) and transformation matrix Mpr results in:
[
Mpr
]
i
∂qr
∂t
+
[
Γ−1qp Mpr
]
i
∂qr
∂τ
+
[
Mpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp T˜
Γqp
qp
∣∣∣∣Λ˜Γqpqp ∣∣∣∣ T˜Γqp−1qp M˜pr]i j (qrj − qri)
}
· nˆi jSi j = 0
(6.22)
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∂qr
∂t
+
[
MrpΓ−1qp Mpr
]
i
∂qr
∂τ
+
[
MrpMpo
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp T˜
Γqp
qp
∣∣∣∣Λ˜Γqpqp ∣∣∣∣ T˜Γqp−1qp M˜pr]i j (qrj − qri)
}
· nˆi jSi j = 0
(6.23)
Using Equation (5.12), a preconditioner in the desired primitive form can be written as:
Γ
qp−1
qr = MrpΓ
−1
qp
Mpr (6.24)
Substituting, one obtains:
∂qr
∂t
+
[
Γ
qp−1
qr
]
i
∂qr
∂τ
+
[Mro
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
M˜opΓ˜−1qp T˜
Γqp
qp
∣∣∣∣Λ˜Γqpqp ∣∣∣∣ T˜Γqp−1qp M˜pr]i j (qrj − qri)
}
· nˆi jSi j = 0
(6.25)
Defining
L˜
Γqp
qr = M˜opΓ˜
−1
qp
T˜
Γqp
qp (6.26)
R˜
Γqp
qr = T˜
Γqp−1
qp M˜pr (6.27)
results in
∂qr
∂t
+
[
Γ
qp−1
qr
]
i
∂qr
∂τ
+
[Mro
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
L˜
Γqp
qr
∣∣∣∣Λ˜Γqpqr ∣∣∣∣ R˜Γqpqr ]i j (qrj − qri)
}
· nˆi jSi j = 0
(6.28)
where Λ
Γqp
qr = Λ
Γqp
qp . Equation (6.28) represents the simplified, preconditioned, upwind
scheme in desired primitive variables.
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Extended Preconditioned HLLC Approximate Riemann Solver
The simplified preconditioned upwind scheme in primitive form is written as:
∂qp
∂t
+
[
Γ−1qp
]
i
∂qp
∂τ
+
[
Mpo
V
]
i
∑
j
{−→
F hllc · nˆ
)
i j
Si j = 0 (6.29)
The simplified preconditioned upwind scheme in conservative form is written as:
∂Q
∂t
+
[
Γ
qp−1
Q
]
i
∂Q
∂τ
+
[ 1
V
]
i
∑
j
{−→
F hllc · nˆ
)
i j
Si j = 0 (6.30)
The simplified preconditioned upwind scheme in desired primitive form is written as:
∂qr
∂t
+
[
Γ
qp−1
qr
]
i
∂qr
∂τ
+
[Mro
V
]
i
∑
j
{−→
F hllc · nˆ
)
i j
Si j = 0 (6.31)
The wave speed SL and SR are computed from
SL = min
[
U
′
nL − c′mL, U˜′n − c˜′m
]
(6.32)
SR = max
[
U
′
nR + c
′
mR, U˜
′
n + c˜
′
m
]
(6.33)
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CHAPTER 7
PRECONDITIONING METHODS
In this chapter, preconditioning methods developed by Briley, et. al. [3], Eriksson [4]
and Turkel [5] and more recent efforts by Thornber [7] and Rieper [6] are presented. The
initial discussion of the preconditioning approaches will be limited to single species fluid
flows; the extension to multiphase and multispecies flow will follow later in the chapter.
Briley, et. al. Preconditioner
Briley, et al. [3] have developed a characteristic based preconditioner in a primitive-
variable formulation for Roe’s flux difference schemes. They showed that the choice of
qp = q1 =
(
ρ, u, v, w, p
)T for non-dimensional primitive variables, algebraic averages
for flux computations, and a simple preconditioning related to a reference Mach number,
provide simplicity and preserve slip-line discontinuities in viscous flow computations.
The basic idea used to determine the preconditioning matrix Γqp is to reduce the rate of
change of pressure by a factor β. They suggested that β should be proportional to the
square of a global Mach number parameter and an implicit numerical method should be
used to remove the additional stiffness associated with the CFL conditions. They proposed
the following preconditioning matrix,
Γqp =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 β

Γ−1qp =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1β

(7.1)
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The associated eigenvalues of the preconditioned system are:
ΛΓqp =
{
Un,Un,Un,U
′
n + c
′
,U
′
n − c′
}
(7.2)
Un = unx + vny + wnz
U
′
n =
1 + β
2
Un
c
′
=
1
2
√
U2n
(
1 − β)2 + 4βc2
Eriksson’s Preconditioner
Eriksson [4] constructed the preconditioned system of the Euler equations in primitive
formulation using qp = q1 =
(
ρ, u, v, w, p
)T as primitive variables. He also proposed
reducing the rate of change of the pressure by factor β such that the entropy of the system
is preserved. He proposed the following entropy preserving preconditioning matrix,
Γqp =

1 0 0 0 −1−βc2
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 β

Γ−1qp =

1 0 0 0 1−β
2
c2β2
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1β

(7.3)
The associated eigenvalues of the preconditioned system are:
ΛΓqp =
{
Un,Un,Un,U
′
n + c
′
,U
′
n − c′
}
(7.4)
Un = unx + vny + wnz
U
′
n =
1 + β
2
Un
c
′
=
1
2
√
U2n
(
1 − β)2 + 4βc2
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Turkel’s Preconditioner
Turkel [23] transformed the conservative form of the Euler equations into non-
conservation from by matrix transformations based on the primitive variables qp = q3 =(
p, u, v, w, S
)T and modified the resulting equations using the pseudo-compressibility
approach. The pressure time derivative is then added to the continuity and momentum
equations. For comparison, the governing equations for this preconditioning scheme
are reformulated according to equation (6.28) based on the desired primitive variable
qp = q1 =
(
ρ, u, v, w, p
)T. Therefore, Turkel’s preconditioning matrix is given as
Γqp =

1 0 0 0 −1−βc2
0 1 0 0 − αuρc2
0 0 1 0 − αvρc2
0 0 0 1 − αwρc2
0 0 0 0 β

(7.5)
Γ−1qp =

1 0 0 0 1−βc2β
0 1 0 0 αuc2βρ
0 0 1 0 αvc2βρ
0 0 0 1 αwc2βρ
0 0 0 0 1β

(7.6)
The associated eigenvalues of the preconditioned system are given as:
ΛΓqp =
{
Un,Un,Un,U
′
n + c
′
,U
′
n − c′
}
(7.7)
Un = unx + vny + wnz
U
′
n =
1 + β − α
2
Un
c
′
=
1
2
√
β(c2 −U2n) + (1 + β − α)2 U2n
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where α is evaluated using:
α =

1 + Mach2 M ≤ 1
2
(
1 −
√
1 + 1Mach2
)
M ≥ 1
(7.8)
Generalized Preconditioner
In this section, the three preconditioners discussed so far are unified into a generalized
mathematical formulation. This generalized formulation has the advantage that it can
switch from one preconditioner to another with a change in input parameters and does
not need the derivation of a separate eigensystem for each choice of primitive variables.
The generalized preconditioner has been developed using qp = q1 =
(
ρ, u, v, w, p
)T
as the primitive variables. By using the transformation rules defined earlier, most of the
preconditioners available in the literature can be derived from the generalized formulation.
The preconditioner in the generalized form can be written as
Γqp =

1 0 0 0 δ−1c2
0 1 0 0 − αuρc2
0 0 1 0 − αvρc2
0 0 0 1 − αwρc2
0 0 0 0 β

Γ−1qp =

1 0 0 0 1−δβc2
0 1 0 0 αuβρc2
0 0 1 0 αvβρc2
0 0 0 1 αwβρc2
0 0 0 0 1β

(7.9)
The various preconditioners discussed here can be recovered with the following choices:

Briley
Eriksson
Turkel

=

α = 0, δ = 1
α = 0, δ = β
δ = β

(7.10)
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To derive the eigensystem of the preconditioned equation, the dissipation matrix needs
to be transformed to a preconditioned one, i.e., starting with
Aqp =

Un ρnx ρny ρnz 0
0 Un 0 0 nxρ
0 0 Un 0
ny
ρ
0 0 0 Un nzρ
0 ρc2nx ρc2ny ρc2nz Un

(7.11)
which results in the following preconditioned dissipation matrix A
Γqp
qp :
A
Γqp
qp = ΓqpAqp (7.12)
=

Un δρnx δρny δρnz
(δ−1)Un
c2
0 Un − αunx −αuny −αunz nxρ − αuUnρc2
0 −αvnx Un − αvny −αvnz nyρ − αvUnρc2
0 −αwnx −αwny Un − αwnz nyρ − αwUnρc2
0 βρc2nx βρc2ny βρc2nz βUn

Since the system of equations is hyperbolic, a similarity transformation exists that will
permit the decomposition of A
Γqp
qp as:
A
Γqp
qp = T
Γqp
qp Λ
Γqp
qp
(
T
Γqp
qp
)−1
(7.13)
where the matrix T
Γqp
qp is composed of right eigenvectors and Λ
Γqp
qp is a diagonal matrix
whose elements are eigenvalues of preconditioned dissipation matrix A
Γqp
qp , respectively.
The eigenvalues of the preconditioned dissipation matrix is given by:
λ1 = λ2 = λ3 = Un, λ4 = U
′
n + c
′
, λ5 = U
′
n − c′ (7.14)
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where U′n and c
′ are preconditioned convective and acoustic wave speeds defined as:
U
′
n = zpUn (7.15)
c
′
=
√
β
(
c2 −U2n) + z2pU2n
where:
zp =
1 +
(
β − α)
2
(7.16)
zm =
1 − (β − α)
2
A set of linearly independent eigenvectors can be derived for the preconditioned
dissipation matrix A
Γqp
qp . This set must be chosen carefully due to the presence of repeated
eigenvalues associated with the preconditioned Euler equations. Also the choice of
eigenvectors must be such that they do not vanish under any circumstances. A choice
that satisfies this condition for the right eigenvectors is given below:
T
Γqp
qp =

nx ny nz
ρ((zpδ−β)Un+c′δ)
βc2 −
ρ((zpδ−β)Un−c′δ)
βc2
0 −nz ny nx − αu(c
′
+zpUn)
βc2 −nx −
αu(c′−zpUn)
βc2
nz 0 −nx ny − αv(c
′
+zpUn)
βc2 −ny −
αv(c′−zpUn)
βc2
−ny nx 0 nz − αw(c
′
+zpUn)
βc2 −nz −
αw(c′−zpUn)
βc2
0 0 0 ρ
(
c′ − zmUn
)
ρ
(
c′ + zmUn
)

(7.17)
The set of left eigenvectors is:
(
T
Γqp
qp
)−1
=
[
L1 L2 L3 L4 L5
]
(7.18)
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where
L1 =
{
nx,ny,nz, 0, 0
}T
(7.19)
L2 =

nxUn(α(vnz−wny)+ρ(β−δ)nx)
βc2−αU2n
−βc2nz+αUn(wn2x+vnynz+wn2z)+ρ(β−δ)Unnxny
βc2−αU2n
βc2ny−αUn(vn2x+wnynz+vn2y)+ρ(β−δ)Unnxnz
βc2−αU2n
βc2(c′+Unzm)nx
2c′(βc2−αU2n)
−βc2(c′−Unzm)nx
2c′(βc2−αU2n)

L3 =

βc2nz−αUn(wn2y+unxnz+wn2z)+ρ(β−δ)Unnxny
βc2−αU2n
nyUn(α(wnx−unz)+ρ(β−δ)ny)
βc2−αU2n
−βc2nx+αUn(un2x+wnxnz+un2y)+ρ(β−δ)Unnynz
βc2−αU2n
βc2(c′+Unzm)ny
2c′(βc2−αU2n)
−βc2(c′−Unzm)ny
2c′(βc2−αU2n)

L4 =

−βc2ny+αUn(vn2y+unxny+vn2z)+ρ(β−δ)Unnxnz
βc2−αU2n
βc2nx−αUn(un2x+vnxny+un2z)+ρ(β−δ)Unnynz
βc2−αU2n
nzUn(α(uny−vnx)+ρ(β−δ)nz)
βc2−αU2n
βc2(c′+Unzm)nz
2c′(βc2−αU2n)
−βc2(c′−Unzm)nz
2c′(βc2−αU2n)

L5 =

−ρδc2nx+αc2(vnz−wny)+αρU2nnx
ρc2(βc2−αU2n)
−ρδc2ny+αc2(wnx−unz)+αρU2nny
ρc2(βc2−αU2n)
−ρδc2nz+αc2(uny−vnx)+αρU2nnz
ρc2(βc2−αU2n)
βc2+αUn(c′−Unzp)
2ρc′(βc2−αU2n)
βc2−αUn(c′+Unzp)
2ρc′(βc2−αU2n)

Limiting and Averaging of β
Most preconditioners suffer from stagnation point instabilities. At the stagnation
point, the local Mach number goes to zero rendering the preconditioning matrix non-
invertible and causing the numerical algorithm to become unstable. To alleviate this
problem many approaches to limit the preconditioning parameter β have been proposed.
Three formulations that perform well in all our test cases, are presented next. The first
formulation of beta is given as
β =

Mach2
1−3Mach2 i f Mach < 0.5
1.0 i f Mach ≥ 0.5
(7.20)
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This formulation is very aggressive near the stagnation point and can cause some
convergence issues. The next formulation is less aggressive near the stagnation points,
but is capable of smoothly varying beta, and completely resolves the singularity of the
preconditioning matrix.
Mach = MAX [MachL,MachR] (7.21)
β
′
=

Mach2
2Mach2∞
− MachMach∞ + 1.0 i f (Mach < Mach∞)
0.5 i f (Mach ≥Mach∞)
β = MIN
[
1.0, β
′ (√
Mach ·Mach∞
)]
In the third formulation β is smoothed, which is very useful in multiphase flow
computations where the speed of sound undergoes large changes. In the vicinity of
stagnation points, Darmofal proposed a very efficient limiting and averaging technique
for β in order to improve robustness [51]. A summary of his technique is as follows: First,
β is computed in every control volume using either Equation (7.20) or Equation (7.21).
Next, a value of β for each control volume face β f ace is calculated as:
β f ace = min
[
1,max
(
βle f t, βright, βlim
)]
(7.22)
where
βlim =
|ple f t − pright|
ρc2
(7.23)
with ρ and c being Roe-averaged quantities. The preconditioning parameter for every
control volume βcv is calculated as
βcv =
N
max
j=1
β f ace (7.24)
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Finally, the β for use in the dissipation term of the preconditioned system at each control
volume face is calculated as
β f lux = max
(
βcvle f t , βcvright
)
(7.25)
Entropy Fix
A proper entropy fix can be crucial to the success of a preconditioner’s implementation.
Many authors, including Darmofal [51], suggested the use of an entropy fix where
threshold is based on the variation of eigenvalue across the cell face. Darmofal, for
example, uses the following definition of the entropy fix
|λi|∗ =
 ∆λi, |λi| < ∆λi|λi|, |λi| ≥ ∆λi (7.26)
where
∆λi = 2|λile f t − λiright | (7.27)
Although the implementation of the current algorithm did converge with such an entropy
fix, it was found that such an entropy fix often resulted in too little dissipation and
instabilities. This entropy fix was also sometimes the source of difficulties in the inversion
of the Jacobian as diagonal terms would become too small. Various entropy fixes were
tested and the following formulation was found to very robust while providing fast
convergence rates.
|λi|∗ =

1
2
(
δc + λ
2
δc
)
|λi| < δmax (|λi|)
|λi| |λi| ≥ δmax (|λi|)
(7.28)
In this formulation δ is a free parameter to be chosen by the user as the threshold for the
application of entropy fix. A δ of the order of 0.5 usually seems to be a good value.
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Rieper’s Modification
The LMRoe scheme of Rieper [6] is a simple modification of the Roe scheme to achieve a
low Mach number variant. Using a discrete asymptotic analysis of the Roe scheme, Rieper
identified that the jump in the normal velocity component ∆U of the Riemann problem
causes the artificial dissipation to grow like 1/Mach which leads to a loss of accuracy as
Mach → 0. Rieper proposed a simple remedy by scaling the jump in ∆U with the local
Mach number. The LMRoe scheme is thus obtained by the simple replacement
∆U→ min (Machlocal, 1) ∆U (7.29)
in the flux function. The local Mach number is defined by
Machlocal =
|Un| + |Vt1| + |Wt2|
c
(7.30)
where |Un|, |Vt1|, |Wt2| and c are the Roe averaged values of the normal velocity U = u · n,
the transverse velocities V = u · t1 and W = u · t2 and the speed of sound respectively.
n, t1 and t2 are the normal and transverse vectors for a given control volume face. A
summary of the test cases used by Rieper shows that: (1) accuracy of the LMRoe scheme
is independent of the Mach number (2) solution converges to the incompressible limit
as Mach → 0 and (3) high speed cases demonstrate that the new scheme reverts to the
classical Roe scheme at moderate and higher Mach numbers.
Thornber’s Modification
Thornber et al. [7] proposed a simple modification of the variable reconstruction
process within finite volume schemes to allow for significantly improved resolution of
low Mach number perturbations for use in mixed compressible/incompressible flows.
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A simple solution to the problem of the excessive numerical dissipation is sought by
modifying the velocity jumps at the control volume interface by a function z, where the
reconstructed velocity u is now defined by
u∗L =
uL + uR
2
+ z
uL − uR
2
(7.31)
u∗R =
uL + uR
2
+ z
uR − uL
2
where z is defined as
z = min (1,max (MachL,MachR)) (7.32)
The main advantage of this modification is that the numerical method locally adapts
the variable reconstruction to allow minimum dissipation of low Mach number features
whilst maintaining shock capturing ability, all without modifying the formulation of the
governing equations. In addition, incompressible scaling of the pressure and density
variations are recovered.
Preconditioning for Multiphase, Multispecies Fluid Flows
In the literature, most preconditioners are derived with an assumption that the working
fluid is either an ideal gas or follows the stiffened equation of state. In this section
a preconditioner for qp = q1 =
(
ρ, u, v, w, p
)T will be derived which is applicable to
Newtonian fluids. Consider the energy conservation principle for a pure fluid undergoing
only compression. The associated equation can be written in differential form as
dQ = de + pdv (7.33)
Where dQ represents the change in the heat of the system, de is the internal energy and
pdv represent the work done. Under the assumption of a reversible process, the energy
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conservation principle can be written in terms of entropy as
dQrev = Tds = de + pdv (7.34)
where v is the specific volume and is related to density as v = 1ρ . Taking the differential of
v results in
dv = − 1
ρ2
dρ (7.35)
Substituting Equation (7.35) into Equation (7.34) yields
Tds = de − p
ρ2
dρ (7.36)
Internal energy can be written as a function of state variables. In this case, choosing ρ and
T as the state variables results in e = e
(
ρ,T
)
with the differential form being
de =
∂e
∂T
)
ρ
dT +
∂e
∂ρ
)
T
dρ (7.37)
Furthermore, temperature can be expressed as T =
(
p, ρ
)
, therefore
dT =
∂T
∂p
)
ρ
dp +
∂T
∂ρ
)
p
dρ (7.38)
Substituting Equation (7.37) in Equation (7.36) and Equation (7.38) results in
Tds =
∂e
∂T
)
ρ
dT +
∂e
∂ρ
)
T
dρ − p
ρ2
dρ (7.39)
Tds =
∂e
∂T
)
ρ
 ∂T∂p
)
ρ
dp +
∂T
∂ρ
)
p
dρ
 + [ ∂e∂ρ
)
T
− p
ρ2
]
dρ
Tds =
∂e
∂T
)
ρ
∂T
∂p
)
ρ
dp +
 ∂e∂T
)
ρ
∂T
∂ρ
)
p
+
∂e
∂ρ
)
T
− p
ρ2
 dρ
67
Introducing a scaling parameter β in order to ”condition” the change in pressure yields
dp∗ = βdp (7.40)
Replacing dp with dp∗ in Equation (7.39) while keeping Tds a constant results in
Tds =
∂e
∂T
)
ρ
∂T
∂p
)
ρ
dp∗ +
 ∂e∂T
)
ρ
∂T
∂ρ
)
p
+
∂e
∂ρ
)
T
− p
ρ2
 dρ∗ (7.41)
Subtracting Equation (7.41) from Equation (7.39) yields
0 =
∂e
∂T
)
ρ
∂T
∂p
)
ρ
(
dp − dp∗) +  ∂e∂T
)
ρ
∂T
∂ρ
)
p
+
∂e
∂ρ
)
T
− p
ρ2
 (dρ − dρ∗) (7.42)
Using Equation (7.40) and solving for dρ∗ results in
dρ∗ = dρ +
∂e
∂T
)
ρ
∂T
∂p
)
ρ
(
1 − β) dp[
∂e
∂T
)
ρ
∂T
∂ρ
)
p
+ ∂e∂ρ
)
T
− pρ2
] (7.43)
Define
θ =
∂e
∂T
)
ρ
∂T
∂p
)
ρ
(
1 − β)[
∂e
∂T
)
ρ
∂T
∂ρ
)
p
+ ∂e∂ρ
)
T
− pρ2
] (7.44)
Making use of the cyclic rule for partial derivatives, i.e.,
(
∂p
∂ρ
)
T
(
∂ρ
∂T
)
p
(
∂T
∂p
)
ρ
= −1 (7.45)
the following simplified definition of θ can be obtained.
θ =
− (1 − β)
∂p
∂T
)
ρ
∂T
∂e
)
ρ
{
p2
ρ2 − ∂e∂p
)
T
}
+
∂p
∂ρ
)
T
(7.46)
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The denominator in the above equation is the speed of sound at constant entropy, i.e.,
defining
c2 =
∂p
∂T
)
ρ
∂T
∂e
)
ρ
{
p2
ρ2
− ∂e
∂p
)
T
}
+
∂p
∂ρ
)
T
(7.47)
results in
θ =
− (1 − β)
c2
(7.48)
Therefore, the change can be written as a transformation matrix

dρ∗
du
dv
dw
dp∗

=

1 0 0 0 θ
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 β


dρ
du
dv
dw
dp

(7.49)
The inverse transform is

dρ
du
dv
dw
dp

=

1 0 0 0 −θβ
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1β


dρ∗
du
dv
dw
dp∗

(7.50)
The structure of the transformation matrix is very similar to the preconditioning matrix in
the generalized formulation, Equation (7.9). Equation (7.50) can be extended to multiple
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species as follows:
Γqp =

1 0 . . . 0 0 0 0 θ
0 1 . . . 0 0 0 0 θ
0 . . . . . .
...
...
...
...
...
0 0 . . . 1 0 0 0 θ
0 0 . . . 0 1 0 0 0
0 0 . . . 0 0 1 0 0
0 0 . . . 0 0 0 1 0
0 0 . . . 0 0 0 0 β

(7.51)
and the inverse is given as
Γ−1qp =

1 0 . . . 0 0 0 0 −θβ
0 1 . . . 0 0 0 0 −θβ
0 . . . . . .
...
...
...
...
...
0 0 . . . 1 0 0 0 −θβ
0 0 . . . 0 1 0 0 0
0 0 . . . 0 0 1 0 0
0 0 . . . 0 0 0 1 0
0 0 . . . 0 0 0 0 1β

(7.52)
The θ is defined using equation (7.48). For multispecies flows, the speed of sound is
replaced with the mixture speed of sound which is defined as
c2m =
∑N
j=1 ρ
2
j
∂e j
∂pm
c2j
ρm
∑N
j=1 ρ j
∂e j
∂pm
(7.53)
where c j and e j are speed of sound and internal energy of each species respectively and pm
is the mixture pressure. This completes the definition of the preconditioning matrix. The
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preconditioned dissipation matrix for multiphase, multispecies flows can be written as
ΓqpAq =

Un 0 . . . 0 nx
(
ρ1 +
(
β − 1)ρm) ny (ρ1 + (β − 1)ρm) nz (ρ1 + (β − 1)ρm) θUn
0 Un . . . 0 nx
(
ρ2 +
(
β − 1)ρm) ny (ρ2 + (β − 1)ρm) nz (ρ2 + (β − 1)ρm) θUn
0 . . . . . .
...
...
...
...
...
0 0 . . . Un nx
(
ρN +
(
β − 1)ρm) ny (ρN + (β − 1)ρm) nz (ρN + (β − 1)ρm) θUn
0 0 . . . 0 Un 0 0 nxρm
0 0 . . . 0 0 Un 0
ny
ρm
0 0 . . . 0 0 0 Un nzρm
0 0 . . . 0 βρmc2mnx βρmc2mny βρmc2mnz βUn

(7.54)
The eigenvalues of preconditioned dissipation matrix are
λ1 = λ2 = . . . = λN+2 = Un, λN+3 = U
′
n + c
′
m, λN+4 = U
′
n − c′m (7.55)
Un = unx + vny + wnz
U
′
n =
1 + β
2
Un
c
′
m =
1
2
√
U2n
(
1 − β)2 + 4βc2m
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The set of right eigenvectors are
T
Γqp
qp =

1 0 . . . 0 0 0 − [c2m{ρ1+(β−1)ρm}+2ρmβmUnχm]c2mχm
[c2m{ρ1+(β−1)ρm}+2ρmβmUnχp]
c2mχp
0 1 . . . 0 0 0 − [c2m{ρ2+(β−1)ρm}+2ρmβmUnχm]c2mχm
[c2m{ρ2+(β−1)ρm}+2ρmβmUnχp]
c2mχp
0 . . . . . .
...
...
...
...
...
0 0 . . . 1 0 0 − [c2m{ρN+(β−1)ρm}+2ρmβmUnχm]c2mχm
[c2m{ρN+(β−1)ρm}+2ρmβmUnχp]
c2mχp
0 0 . . . 0 −nz −ny nx −nx
0 0 . . . 0 0 nx ny −ny
0 0 . . . 0 nx 0 nz −nz
0 0 . . . 0 0 0 −ρmχm ρmχp

(7.56)
where
βm =
1 − β
2
(7.57)
χp = Unβm +
√
U2nβ2m + βc2m
χm = Unβm −
√
U2nβ2m + βc2m
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CHAPTER 8
HIGHER ORDER SPATIAL RECONSTRUCTION
For the first order upwind schemes, the solution is constant over the control volume.
To achieve second order spatial accuracy, the solution has to be piecewise linear over the
control volume. Higher order schemes which are total variational diminishing (TVD),
or monoticity preserving, have been shown to prevent oscillations when applied across
discontinuities. Harten [52] and Van Leer [53] describe the development of TVD schemes
and the fact that nonlinear limiters are necessary to ensure a monoticity preserving
method. Various techniques are available for higher order spatial accurate schemes,
here we have used the variable extrapolation method or Monotone Upstream-centered
Scheme for Conservation Laws (MUSCL) developed by Van Leer [54] to model a higher
order reconstruction for solution variable. Variable extrapolation form the control volume
node i and the control volume boundary (i j) is achieved by the following relation:
fi j = fi + Φi
−→∇ f i · −→ri j (8.1)
where −→ri j is the vector connecting the control volume center and the control volume face,
−→∇ f i is the approximate gradient of variable f in the control volume i and Φi is limiter
(Φi ≤ 1). The limiter Φ is usually given as:
Φ = F
(
f ,
−→∇ f ,−→r
)
(8.2)
is use to reduce the scheme to first order at discontinuities to avoid oscillations caused
by the gradient of variable. The function gradient is approximated by weighted least
73
Figure 8.1 Two-Dimensional example of connected control volumes
squares. The gradient
−→∇ f is defined by:
d f =
−→∇ f · −→dM (8.3)
with the following notations:
−→∇ f =

a
b
c

To determine the gradient component a, b and c, the neighboring control volume are
considered. Relation (8.3) expressed between the various control volume i and connected
control volume j provides N relations:
f j − fi = a
(
x j − xi
)
+ b
(
y j − yi
)
+ c
(
z j − zi
)
, j = 1,N (8.4)
where f j represents the value of the f function at the center of control volume j and x j, y j
and z j represent its coordinates. Figure (8.1) shows an example in two-dimension showing
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the connected control volumes. Thus the following over-determined system is obtained:
M
−→∇ f = D (8.5)
where M is a (Nx3) matrix, D is a size N vector whereas
−→∇ f is size 3 vectors. To make
benefit of this over-determination, system (8.5) is multiplied by the M transpose.
MTM
−→∇ f = MTD (8.6)
A new system is thus obtained,
M∗
−→∇ f = D∗ (8.7)
with
M∗ =

∑
∆x2i, j
∑
∆xi, j∆yi, j
∑
∆xi, j∆zi, j∑
∆xi, j∆yi, j
∑
∆y2i, j
∑
∆yi, j∆zi, j∑
∆xi, j∆zi, j
∑
∆yi, j∆zi, j
∑
∆z2i, j
 (8.8)
D∗ =

∑
∆xi, j∆ fi, j∑
∆yi, j∆ fi, j∑
∆zi, j∆ fi, j
 (8.9)
where:
∆xi, j = x j − xi (8.10)
∆yi, j = y j − yi
∆zi, j = z j − zi
∆ fi, j = f j − fi
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However, the matrix M∗ determinant can become very small if some cells are very close.
To overcome this situation, one way to proceed is to use weights. A very simple weighting
procedure has been proposed by Mavripilis [55]. It consists in modifying sytem (8.7) as
follows:
M∗ =

∑
w2i, j∆x
2
i, j
∑
w2i, j∆xi, j∆yi, j
∑
w2i, j∆xi, j∆zi, j∑
w2i, j∆xi, j∆yi, j
∑
w2i, j∆y
2
i, j
∑
w2i, j∆yi, j∆zi, j∑
w2i, j∆xi, j∆zi, j
∑
w2i, j∆yi, j∆zi, j
∑
w2i, j∆z
2
i, j
 (8.11)
D∗ =

∑
w2i, j∆xi, j∆ fi, j∑
w2i, j∆yi, j∆ fi, j∑
w2i, j∆zi, j∆ fi, j
 (8.12)
where wi, j = 1√
∆x2i, j+∆y
2
i, j+∆z
2
i, j
. This correction guarantees that the determinant of M∗ is O (1).
Another approach to solve equation (8.5) is suggested by Anderson and Bonhaus
where they suggested to decompose M into the product of an orthogonal matrix Q and
an upper triangle matrix R using the Gram-Schmidt process [56]. Hence, the solution to
equation (8.5) immediately follows from
−→∇ f = R−1QTD (8.13)
Using a lower case letter with double subscripts to denote a matrix element, we may write
the Gram-Schmidt orthogonalisation of the matrix M =
[−→m1,−→m2,−→m3] as Q = [−→q 1,−→q 2,−→q 3],
where
−→q 1 = 1r11
−→m1 (8.14)
−→q 2 = 1r22
(−→m2 − r12r11−→m1
)
−→q 3 = 1r33
[−→m3 − r23r22−→m2 −
(r13
r11
− r12r23
r11r22
)−→m1]
76
The entries in the upper triangular matrix R are obtained from
r11 =
√√ N∑
j=1
(
∆xi, j
)2
(8.15)
r12 =
1
r11
N∑
j=1
∆xi, j∆yi, j
r22 =
√√ N∑
j=1
(
∆yi, j
)2 − r212
r13 =
1
r11
N∑
j=1
∆xi, j∆zi, j
r23 =
1
r22
 N∑
j=1
∆yi, j∆zi, j − r12r11
N∑
j=1
∆xi, j∆zi, j

r33 =
√√ N∑
j=1
(
∆zi, j
)2 − (r213 + r223)
Using equations (8.14)-(8.15), the gradient at node i follows from the weighted sum of the
neighboring control volume differences
−→∇ f =
N∑
j=1
−→w i, j
(
f j − fi
)
(8.16)
with the vector of weights −→w i, j defined as
−→w i, j =

αi, j,1 − r12r11αi, j,2 + βαi, j,3
αi, j,2 − r23r22αi, j,3
αi, j,3
 (8.17)
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The terms in the above equation (8.17) are given by
αi, j,1 =
∆xi, j
r211
(8.18)
αi, j,2 =
1
r222
(
∆yi, j − r12r11 ∆xi, j
)
αi, j,3 =
1
r233
(
∆zi, j − r23r22 ∆yi, j + β∆xi, j
)
where
β =
r12r23 − r13r22
r11r22
(8.19)
Limiter Functions
Second and higher order upwind spatial discretizations require the use of limiters or
limiter functions in order to prevent the generation of oscillations and spurious solutions in
regions of high gradients (e.g., at shocks), thus achieving a monotonicity preserving scheme.
This means that maxima in the flow field must be non-increasing, minima non-decreasing,
and no new local extrema may be created during the time evolution. The purpose of a
limiter is to reduce the gradient used to reconstruct the left and right state at the face of
the control volume. The limiter function much be zero at strong discontinuities, in order
to obtain a first-order upwind scheme which guarantees monotonicity. Setting the limiter
to zero leads to the constant reconstruction, that is
QL = Qi (8.20)
QR = Q j
The original unlimited reconstruction has to be retained in smooth flow region, in order
to keep the amount of numerical dissipation as low as possible.
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Limiter of Barth and Jespersen
Barth and Jespersen [43] first implemented the limiter function on unstructured grids,
it is defined at control volume i as
Φi = min j

min
(
1, Qmax−Qi
∆2
)
i f ∆2 > 0
min
(
1, Qmin−Qi
∆2
)
i f ∆2 < 0
1 i f ∆2 = 0
(8.21)
where the abbreviations
∆2 =
1
2
(−−→∇Qi · −→r i j) (8.22)
Qmax = max
(
Qi,max jQ j
)
Qmin = min
(
Qi,min jQ j
)
In equation (8.21) and (8.22), min j and max j means the minimum or maximum value of
all direct neighbors j of control volume i. In order to avoid division by a very small
value of ∆2 in equation (8.20), it is better to modify ∆2 as Sign (∆2) (|∆2| + ω), where ω is
approximately the machine accuracy [44]. Barth’s limiter enforces a monotone solution.
However, it is rather dissipative and it tends to smear discontinuities. A further problem
presents the activation of the limiter due to numerical noise in smooth flow regions, which
usually prevents the full convergence to steady state [44] [57].
Venkatakrishnan’s Limiter
Venkatakrishnan’s limiter [44] [57] is widely used because of its superior convergence
properties. The limiter reduces the reconstructed gradient
−−→∇Q at the control volume i by
79
the factor
Φi = min j

1
∆2
[ (
∆21,max+
2
)
∆2+2∆22∆1,max
∆21,max+2∆
2
2+∆1,max∆2+
2
]
i f ∆2 > 0
1
∆2
[ (
∆21,min+
2
)
∆2+2∆22∆1,min
∆21,min+2∆
2
2+∆1,min∆2+
2
]
i f ∆2 < 0
1 i f ∆2 = 0
(8.23)
where
∆1,max = Qmax −Qi (8.24)
∆1,min = Qmin −Qi
In the above equation (8.24), Qmax and Qmin stand for the minimum/maximum values of
all surrounding control volumes j and including the control volume i itself. Definitions
of Qmax, Qmin and ∆2 are given in equation (8.22). The parameter 2 is intended to control
the amount of limiting. Setting 2 to zero results in full limiting, but this may stall the
convergence. Contrary to that, if 2 is set to large value, the limiter function will return a
value of about unity. Hence, there will be no limiting at all and wiggles could occur in the
solution. In practice, it was found that 2 should be proportional to a local length scale,
i.e.,
2 = (K∆h)3 , (8.25)
where K is a constant of O (1) and ∆h is for example the cube-root of the volume of the
control volume.
The computational effort for the evaluation of one of the above limiter functions is
relatively high. Two loops over edges and one loop over nodes are necessary in order to
compute Qmax, Qmin as well as the limiter Φ itself. Furthermore, Qmax, Qmin and Φ have to
be stored node-wise separately for each flow variable.
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CHAPTER 9
CHARACTERISTIC VARIABLE BOUNDARY CONDITIONS
Many physical problems in fluid dynamics require the numerical solution of partial
differential equations (PDEs) on a finite region as part of an unbounded physical region.
To treat these problems numerically, non-physical boundaries should be imposed. From
a mathematical point of view, in order to determine a unique solution to a given set of
hyperbolic PDEs, it is necessary to specify an Initial Solution and impose condition on
the solution at the non-physical and/or physical boundaries. The imposed conditions
are commonly known as Boundary Conditions (BCs). The resulting problem is called an
Initial Boundary Value Problem (IBVP). To formulate a well-posed IBVP, the correct number
of boundary conditions must be specified. Over-specification or under-specification of
boundary conditions will lead to an ill-posed problem. In some cases, the correct boundary
conditions to be imposed can be easily identified from physical considerations. At a solid
wall boundary, it is trivial that there is no flow passing through the wall and hence the
normal component of flow momentum must be set to zero. In case of a viscous flow, the
tangential component of momentum is also set to zero (the no-slip boundary condition).
But, at artificial boundaries, the choice of boundary conditions is not so obvious since the
boundaries do not correspond to anything physical. From a numerical implementation
point of view, at any interior grid point, if there are no source terms, the flow variables are
computed directly using the data at the neighboring grid points. The need for boundary
conditions arises at grid points on the boundaries (both physical and non-physical), where
sufficient information for such computations is not available to the flow solver. These
boundary conditions are very important since they are used to inform the interior flow
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solver of what is occurring outside the computational domain, and thus set the problem
definition correctly.
The overall accuracy and performance of numerical solutions for such a system of
equations strongly depend on the proper treatment of BCs. Spurious non-physical
reflections resulting form an inappropriate numerical treatment of BCs may spoil the
flow calculation. The use of exact BCs and correct boundary treatments allow one to
greatly reduce the size of computational domain while still maintaining the accuracy of
the solution. They can also give a noticeable speedup in the convergence rate of the
solution. There are intensive studies in literature on the topic related to the specification
of the BCs and their influence on the stability and accuracy of the solution.
A hyperbolic system of equations represents waves propagating in various directions.
These waves carry information about the flow through the flow domain under
consideration. At a domain boundary, some of these waves propagate into the
computational domain and some of them propagate outwards. One of the primary
goals of artificial boundary conditions should be to ensure that no waves enter the
computational domain except for those specified by the user and that the outgoing waves
do not produce any spurious reflections back into the domain. In standard CFD codes
for simulating compressible flows, the implementation of BCs at artificial boundaries is
based on the characteristic variables or the one-dimensional Riemann invariant, where
the information tangential to the artificial boundaries are ignored. The characteristic
variable determine the flow of information at the artificial boundaries, this type of BCs are
known as Characteristic Variable Boundary Conditions (CVBCs). The extension of CVBCs
to multiphase multispecies flows is based on the derivation describe of Whitfield [47].
The BCs are derived by assuming, that the transformed characteristic variables equation
behaves like locally one-dimensional flow, that is the terms orthogonal to normal direction
to the control volume surface are ignored. The quasi-linear, non-conservative form for the
82
Euler equations, in vector form is:
∂qp
∂t
+
3∑
i=1
Aiqp
∂qp
∂xi
= 0
Since the Euler equations are rotationally invariant, the transformation is made such that
the one of the coordinate direction is aligned with the normal direction to the boundary,
thus the transformed equation is written as:
∂qp
∂t
+ Aqp
∂qp
∂n
+ Sk,m = 0
where Sk,m are the remaining terms of the equations and k and m represent the orthogonal
direction to the normal to the boundary. Since we assume the flow is locally one-
dimensional in the derivation of CVBCs, so Sk.m is ignored, that is:
∂qp
∂t
+ Aqp
∂qp
∂n
= 0
The above equation is hyperbolic and can be diagonalized such that:
∂qp
∂t
+ TAqp ΛT
−1
Aqp
∂qp
∂n
= 0
Multiply the equation by T−1Aqp we get:
T−1Aqp
∂qp
∂t
+ ΛT−1Aqp
∂qp
∂n
= 0
Thompson [58] suggested that it is necessary for T−1Aqp to be constant everywhere in order
to define the characteristic variables. Setting
T−1Aqp = T
−1
o,Aqp
(9.1)
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then the characteristic variables can be defined as:
WAqp = T
−1
o,Aqp
qp (9.2)
Thus, the locally one-dimensional characteristic equation is written as:
∂WAqp
∂t
+ Λ
∂WAqp
∂n
= 0 (9.3)
The choice of primitive variable is important in evaluating the BCs. Similar to Whitfield
[47] derivation, the various boundary conditions are evaluated using q1 =
(
ρ, u, v, w, p
)T
as a dependent variable.
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CHAPTER 10
TIME INTEGRATION METHODS
The application of the method of lines, i.e., the separate spatial and temporal
discretization of the governing equations leads to a coupled ordinary differential equations
in time. Many techniques have already been developed to deal to improve solution
accuracy and convergence towards steady-state. However, most of them modify the
original transient evolution of the governing equations. A popular way of removing this
restriction is known as dual time stepping (or DTS). It creates a pseudo-time within which
various acceleration techniques can be used without affecting the original physical-time.
This is done by adding to the governing equations a pseudo-time derivative that emulates
the original physical-time derivative. A physical-time accurate solution is then generated
upon convergence towards pseudo-time steady-state in each physical-time step. The
generalized DTS scheme for each control volume i, the discrete equation is written in
generalized form as
∂qi
∂t
+ Ai
∂qi
∂τ
+ Bi · R
(
qi,q j
)
= 0 (10.1)
where, R represents the spatial discretization residual, which can be separated for
convective and dissipation term as
R
(
qi,q j
)
= Rc
(
qi,q j
)
+ Rd
(
qi,q j
)
(10.2)
The matrix A and B represents the various convergence acceleration techniques. The
system (10.1) has to be integrated in time - either to obtain a steady-state solution, or to
reproduce the time history of an unsteady flow. The above discretized equations (10.1) can
85
be advanced in time by one of two basic methods: explicit or implicit time integration. An
explicit scheme is one for which only one unknown appears in the difference equation in
a manner which permits evaluation in terms of known quantities. It has the advantage of
being economical in memory, simple to program, and readily parallelizable. The primary
disadvantage is a restriction on the time step dictated by the need for explicit schemes
to satisfy the Courant, Friedrichs, and Lewy (CFL) convergence condition for hyperbolic
equations.
An implicit scheme requires the simultaneous solution of a system of equations
involving all of the unknowns at the new time level. The system of equations can be
derived by linearizing the nonlinear residual function R. The resulting set of algebraic
equations can be solved by either a direct method or an iterative technique. In general,
implicit schemes permits larger time steps since they are usually unconditionally stable.
Steady State Time Integration
For steady-state time integration equation (10.1) is given by
∂qi
∂τ
+ Ci · R
(
qi,q j
)
= 0 (10.3)
where Ci = A−1i Bi.
Explicit Methods
An explicit scheme starts from a known solution qn and employs the corresponding
residual Rn in order to obtain a solution at time (t + ∆t). In other words, the new solution
qn+1 depends solely on values already known. The discretized form of the equation (10.3)
is given as
∆qni
∆τ
+ Cni · Rn
(
qi,q j
)
= 0 (10.4)
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A variety of methods for the integration of ordinary differential equations (ODE’s) can be
used to advance the solution of equation (10.4) in time. Single-step, multistage schemes
(such as Runge-Kutta schemes) are usually preferred, rather then linear multistep schemes
(such as the Adams-Bashforth scheme), because multistep schemes requires more storage
and introduce implementation difficulties when combined with a multigrid method. The
most popular and widespread explicit methods are the multistage Runge-Kutta time-
stepping and a variant, the hybrid multistage schemes.
Classical Runge-Kutta Schemes
A classical four-stage Runge-Kutta (R-K) scheme is fourth-order accurate in time is
used to solve a system of equations (10.4). The four-stage R-K scheme can be written as:
W(0)i = q
n
i (10.5)
W(1)i = W
(0)
i −
∆τ
2
C(0)i · Ri j
(
qn
)
W(2)i = W
(0)
i −
∆τ
2
C(1)i · Ri j
(
W(1)
)
W(3)i = W
(0)
i − ∆τC(2)i · Ri j
(
W(2)
)
W(4)i = W
(0)
i −
∆τ
6
(
C(0)i · Ri j
(
W(0)
)
+ 2C(1)i · Ri j
(
W(1)
)
+ 2C(2)i · Ri j
(
W(2)
)
+ C(3)i · Ri j
(
W(3)
))
q(n+1)i = W
(4)
i
Classical R-K scheme requires additional storage of residual to evaluate the fourth-stage
of the scheme.
Multistage Runge-Kutta Schemes
The concept of explicit multistage schemes was first presented by Jameson [59]. The
multistage scheme advances the solution in a number of steps or stages, which can be
viewed as a sequence of updates according to equation (10.4). Applied to the discretized
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governing equations (10.3) an m-stage scheme reads
W(0)i = q
n
i (10.6)
W(1)i = W
(0)
i − φ1∆τCi · R
(
qni ,q
n
j
)
W(2)i = W
(1)
i − φ2∆τCi · R
(
W(1)i ,W
(1)
j
)
W(3)i = W
(2)
i − φ2∆τCi · R
(
W(2)i ,W
(2)
j
)
...
W(m)i = W
(m−1)
i − φm∆τCi · R
(
W(m−1)i ,W
(m−1)
j
)
q(n+1)i = W
(m)
i
In the above expression (10.6), φk represents the stage coefficients with the solution W
(k)
i of
the k-th stage. Unlike in the classical Runge-Kutta scheme, only the zeroth solution and
the last residual are stored here in order to reduce the memory requirements. The stages
coefficients can be tuned to increase the maximum time step and to improve the stability
for a particular spatial discretization. For consistency, it is only required that φm = 1.
A consequence of the modification to the Runge-Kutta scheme is that second-order time
accuracy can be realized only if φm−1 = 1/2. Otherwise, the multistage scheme is first-
order accurate in time. A set of optimized stage coefficients for first and second order
upwind schemes are presented in table 10.1 for the three- to five-stage schemes [60].
Hybrid Multistage Runge-Kutta Schemes
The computational work of an explicit multistage scheme can be substantially reduced
if the dissipation terms are not re-evaluated at each stage. Additionally, the dissipation
terms from different stages can be blended to increase stability of the scheme. The methods
of this type were devised by Martinelli [61] and by Mavriplis et al [62]. Most popular
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first-order scheme second-order scheme
Stage: 3 4 5 3 4 5
CFL 1.5 2.0 2.5 0.69 0.92 1.15
φ1 0.1481 0.0833 0.0533 0.1918 0.1084 0.0695
φ2 0.4000 0.2069 0.1263 0.4929 0.2602 0.1602
φ3 1.0000 0.4265 0.2375 1.0000 0.5052 0.2898
φ4 1.0000 0.4414 1.0000 0.5060
φ5 1.0000 1.0000
Table 10.1 Multistage Runge-Kutta scheme: optimized stage coefficients and CFL number
for first- and second-order upwind spatial discretizations
Central Scheme Upwind Scheme
CFL 3.6 2.0
Stage: φ ψ φ ψ
1 0.2500 1.0000 0.2742 1.0000
2 0.1667 0.0000 0.2067 0.0000
3 0.3750 0.5600 0.5020 0.5600
4 0.5000 0.0000 0.5142 0.0000
5 1.0000 0.4400 1.0000 0.4400
Table 10.2 Hybrid Multistage Runge-Kutta Scheme: Optimized coefficients and CFL
number
explicit 5-stage hybrid scheme is written as
W(0)i = q
n
i (10.7)
W(1)i = W
(0)
i − φ1∆τCi ·
{
Rci j
(
qn
)
+ ψ1Rdi j
(
qn
)}
W(2)i = W
(1)
i − φ2∆τCi ·
{
Rci j
(
W(1)
)
+ ψ2Rdi j
(
W(1)
)
+
(
1 − ψ2)Rdi j (W(0))}
W(3)i = W
(2)
i − φ2∆τCi ·
{
Rdi j
(
W(2)
)
+ ψ2Rdi j
(
W(2)
)
+
(
1 − ψ2)Rdi j (W(1))}
...
W(m)i = W
(m−1)
i − φm∆τCi ·
{
Rdi j
(
W(m−1)
)
+ ψmRdi j
(
W(m−1)
)
+
(
1 − ψm)Rdi j (W(m−2))}
q(n+1)i = W
(m)
i
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The stage coefficients φm and the blending coefficient ψm in the equation (10.7) are given
in table 10.2.
Implicit Methods
It is well known that explicit methods suffer due to severe restriction of CFL condition.
This CFL restriction arises in the system of equations due to stiffness in eigenvalues. To
overcome this problem, implicit methods are desired which are free from CFL restriction
but are still bounded by numerical stability. The discretized form of steady state implicit
equations is written as
∆qni
∆τ
+ Cni · Rn+1
(
qi,q j
)
= 0 (10.8)
As we can see, the implicit formulation leads to set of non-linear equations for the
unknown flow variables at the time (t + ∆t). The solution of equation (10.8) requires
the evaluation of the residual at the new time level, i.e., Rn+1. Since we do not know qn+1,
this cannot be done directly. However, we can linearize the Rn+1 in equation (10.8) about
the current time level, i.e.,
Rn+1 ≈ Rn +
(
∂Rn
∂qn
)
∆qn (10.9)
where ∆qn = qn+1 − qn and the term ∂R∂q is referred as the flux jacobian. Expanding the
linearized residual in its full form is given as
R
(
qn+1i ,q
n+1
j
)
≈ R
(
qni ,q
n
j
)
+
N∑
j=1
∂R
(
qni ,q
n
j
)
∂qni
(
qn+1i − qni
)
+
N∑
j=1
∂R
(
qni ,q
n
j
)
∂qnj
(
qn+1j − qnj
)
(10.10)
Substituting equation (10.10) in equation (10.8), we get
∆qni
∆τ
+ Cni
R (qni ,qnj ) +
N∑
j=1
∂R
(
qni ,q
n
j
)
∂qni
∆qni +
N∑
j=1
∂R
(
qni ,q
n
j
)
∂qnj
∆qnj
 = 0 (10.11)
90
After simplification of the above equations leads to the implicit formulation given as:
C
−1 (qni )
∆τ
+
N∑
j=1
∂R
(
qni ,q
n
j
)
∂qni
∆qni +
N∑
j=1
∂R
(
qni ,q
n
j
)
∂qnj
∆qnj = −R
(
qni ,q
n
j
)
(10.12)
The equation (10.12) constitutes a large, sparse, and non-symmetric matrix with
dimensions equal to the total number of control volumes. The first term contributes
to the diagonal of the matrix and the second term contributes to the off-diagonal of the
non-symmetric matrix. It should be noted that the flux jacobian is often derived from a
crude approximation to the spatial discretization represented by Rn. For example, in the
case of higher order upwind discretizations, it is quite common to base the flux jacobian
solely on a first order upwind scheme. However, for best efficiency and robustness, the
flux jacobian should still reflect the most important features of the spatial discretization.
Unsteady State Time Integration
For unsteady time integration schemes the dual time stepping formulation is
considered, where the pseudo-time helps in improving the convergence and accuracy
between each physical time step. The marching in physical time is purely based on the
length scale or physics of the particular problem, where as pseudo-time can be arbitrarily
modified to move between the transition phase of each physical time. Both explicit
and implicit methods for unsteady time integration are an extension to steady state
formulations. The discretized form of unsteady explicit equations is written as
∆qni
∆t
+ Aki ·
∆qki
∆τ
+ Bki · Rk
(
qi,q j
)
= 0 (10.13)
where n and k represent the integration in physical and pseudo time, respectively. First
order accuracy in physical time is achieved using a backward Euler method, where
as for second order accuracy a backward difference formula (BDF2) of second order is
91
considered. Thus for a first order accurate scheme
qk+1i − qni
∆t
+ Aki ·
qk+1i − qki
∆τ
+ Bki · R
(
qi,q j
)
= 0 (10.14)
where the second order scheme is given by
3qk+1i − 4qni − qn−1i
2∆t
+ Aki ·
qk+1i − qki
∆τ
+ Bki · R
(
qi,q j
)
= 0 (10.15)
It is clearly seen that to achieve higher order accuracy the solution at the previous physical
time step needs to be stored. The above system of equations (10.14)-(10.15) demands the
convergence at each intermediate time step to completely remove the dependency of
pseudo-time to march accurately in physical. Thus leading to an iterative algorithm of
two levels, where the outer level is for marching in physical time and inner level is achieve
the convergence in pseudo time. The convergence at inner level leads to τ → ∞ which
makes the solution to progress in physical time to t + ∆t.
Explicit Method
Explicit unsteady time integration is achieved by choosing the residual at the known
time level, that is Rn
(
qi,q j
)
. In this section we will extend the Runge-Kutta and Hybrid
Runge-Kutta schemes to derive the unsteady formulations. The equation (10.14) and
(10.15) after simplification can be written in generalized form as
∆qki = −∆τ
(
Aki +
α
γ∆t
I
)−1 {
Bki · R
(
qki ,q
k
j
)
+
αqki − βqni − θqn−1i
γ∆t
}
(10.16)
where the value
(
α, β, θ, γ
)
= (1, 1, 0, 1) represents the Euler time discretization in both
physical and pseudo time. The value
(
α, β, θ, γ
)
= (3, 4, 1, 2) represents the Euler
discretization in pseudo time and BDF discretization in physical time.
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Multistage Runge-Kutta Schemes
The unsteady multistage Runge-Kutta scheme is direct extention from steady state
formulation. To simplify the notation, define
Si j
(
qk
)
=
(
Aki +
α
γ∆t
I
)−1 {
Bki · R
(
qki ,q
k
j
)
+
αqki − βqni − θqn−1i
γ∆t
}
(10.17)
Thus the extended explicit unsteady multistage scheme applied to the discretized
governing equations (10.13) for an m-stage scheme reads
W(0)i = q
k
i (10.18)
W(1)i = W
(0)
i − φ1∆τSi j
(
W(0)i
)
W(2)i = W
(1)
i − φ2∆τSi j
(
W(1)i
)
W(3)i = W
(2)
i − φ2∆τSi j
(
W(2)i
)
...
W(m)i = W
(m−1)
i − φm∆τSi j
(
W(m−1)i
)
q(k+1)i = W
(m)
i
Looking closely, at each stage simple system of equations needs to be solved to determine
W(m)i . A simple LU decomposition method can be used to solve this intermediate system.
This unsteady Runge-Kutta inner system is iteratively solved until a sufficient level of
convergence is achieved in pseudo-time. The coefficient φ remains the same as for steady
state method and is given in table 10.1.
Hybrid Multistage Runge-Kutta Schemes
Unsteady hybrid multistage Runge-Kutta schemes can also be extended from steady-
state formulation. To reduce the computational efforts Si j
(
qk
)
is decomposed into
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convective and dissipative terms as
Si j
(
qk
)
= Sci j
(
qk
)
+ Sdi j
(
qk
)
(10.19)
where
Sci j
(
qk
)
=
(
Aki +
α
γ∆t
I
)−1 {
Bki · Rc
(
qki ,q
k
j
)
+
αqki − βqni − θqn−1i
γ∆t
}
(10.20)
Sdi j
(
qk
)
=
(
Aki +
α
γ∆t
I
)−1 {
Bki · Rd
(
qki ,q
k
j
)}
Finally the explicit 5-stage hybrid scheme is written as
W(0)i = q
k
i (10.21)
W(1)i = W
(0)
i − φ1∆τ
{
Sci j
(
qk
)
+ ψ1Sdi j
(
qk
)}
W(2)i = W
(1)
i − φ2∆τ
{
Sci j
(
W(1)
)
+ ψ2Sdi j
(
W(1)
)
+
(
1 − ψ2)Sdi j (W(0))}
W(3)i = W
(2)
i − φ3∆τ
{
Sci j
(
W(2)
)
+ ψ3Sdi j
(
W(2)
)
+
(
1 − ψ3)Sdi j (W(1))}
...
W(m)i = W
(m−1)
i − φm∆τ
{
Sci j
(
W(m−1)
)
+ ψmSdi j
(
W(m−1)
)
+
(
1 − ψm)Sdi j (W(m−2))}
q(k+1)i = W
(m)
i
The stage coefficients φm and the blending coefficient ψm in the equation (10.21) are given
in table 10.2.
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Implicit Methods
Following a similar procedure for steady state implicit formulation, the final form of
unsteady implicit scheme is written as
 αγ∆tI + Aki∆τ + Bki ·
N∑
j=1
∂Ri j
(
qk
)
∂qki
∆qki +Bki N∑
j=1
∂Ri j
(
qk
)
∂qkj
∆qkj = −Bki ·Ri j
(
qk
)
−αq
k
i − βqni − θqn−1i
γ∆t
(10.22)
where the value
(
α, β, θ, γ
)
= (1, 1, 0, 1) represent the Euler time discretization in both
physical and pseudo time. The value
(
α, β, θ, γ
)
= (3, 4, 1, 2) represents the Euler
discretization in pseudo time and BDF discretization in physical time.
Local Time Stepping
The dual-time scheme (10.1) requires the estimation of ∆t and ∆τ to march in time.
In steady state formulation (10.3) the transient state in pseudo-time marching does not
require to be time accurate as they are of no physical importance. Local pseudo-time
stepping method is used to achieve the steady state solution. Local time stepping
accelerates convergence by advancing the solution at each control volume in pseudo-
time at a CFL number near the local stability limit. Whitaker [63], with the aid of a 2-D
stability analysis, presented the expression for the local time step at each control volume.
In this method to estimate the ∆τ, CFL number is fixed so that the local ∆τ for a control
volume is estimated using:
∆τi = CFL
Vi∑N
j=1 max
(
|λi j|
)
· ‖Si j‖
(10.23)
where Vi is the volume of control volume ”i”. λi j and ‖Si j‖ are the eigenvalues and area
associated with the edge ”i j”. In case of preconditioning system, λi j is replaced by the
preconditioned eigenvalues. For unsteady-state formulation (10.1), one is interested in
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the transient or unsteady behavior of the flow. However the estimate of ∆τ remains same
as defined for the steady-state formulation, which now acts as accuracy improvement
techniques. The estimate of ∆t is restricted by the flow features presents in the flow field
and the time-scale associated with these flow features remain fixed for all control volumes.
Residual Smoothing
The maximum time step can be further increased by increasing the support of the
scheme through explicit or implicit averaging of the residuals with their neighbors [64].
After having calculated the changes
−→
Rt with
−→
R i =
∑
j
[(−→
F · nˆ
)
S
]
i j
(10.24)
−→
Rti = ∆τ · −→R i (10.25)
of the flow conditions in a control volume, the residuals are filtered through a smoothing
operator in order to increase the robustness of the scheme.
Explicit Residual Smoothing
The residuals can be smoothed explicitly employing a Laplacian type smoother. The
residuals in a control volume with the neighboring control volume can be smoothed in an
iterative process. In the mth iteration the residuals m
−→
Rt are given by:
−→
Rtmi = ω ·
−→
Rt
(m−1)
i +
(1 − ω)∑
j 1
∑
j
(−→
Rt
(m−1)
j
)
(10.26)
where ω is the coefficient of relaxation. For very anisotropic grids showing large
differences in the face sizes the surface of a control volume, a weighting of the contributions
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with respect to the face size is used. In the mth iteration the residuals m
−→
Rt are given by:
−→
Rtmi = ω ·
−→
Rt
(m−1)
i +
(1 − ω)∑
j Si j
∑
j
(−→
Rt
(m−1)
j · Si j
)
(10.27)
Implicit Residual Smoothing
Alternatively, the residuals can be smoothed implicitly solving the implicit equation
−→
Rti =
−→
Rti +
∑
j
[
εi j ·
(−→
Rt j − −→Rti
)]
(10.28)
where
−→
Rti is the smoothed residual. The equation (10.28) is solved iteratively employing
Jacobi iterations. The smoothed residual in the mth iteration is given by:
−→
Rtmi =
1(
1 +
∑
j εi j
) · −→Rti + ∑
j
[
εi j · −→Rt(m−1)j
] (10.29)
The scaling factor εi j is computed with reference to Martinelli[65] in dependence of the
ratio between the implicit CFL-number and the largest allowable CFL-number CFLmax:
εi j = max
0, 14

[
CFL
CFLmax
· 2λSi j
λSi j + λi j
·
(
1 + rσSi j
)]2
− 1

 (10.30)
Herein , λSi j denotes the maximum eigenvalue of the flux Jacobian for the face, Si j:
λSi j = |max (λ1, λ4, λ5)| · Si j (10.31)
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The term rSi j reflects the relative size of λSi j compared to the surface averaged eigenvalue
λi j integrated over the boundary of the entire control volume:
rSi j =
1
2
·
∣∣∣λi j − λSi j ∣∣∣
λSi j
(10.32)
where
λi =
∑
j
|max (λ1, λ4, λ5)| · Si j (10.33)
λi j =
λi
Si
· Si j (10.34)
Si =
∑
j
Si j (10.35)
In practical computations it has been found that the coefficientσ = 23 gives good results[65].
To simplify the computations εi j = constant can be chosen in lieu of more Jacobi iterations.
The changes in the flow quantities which are caused by the smoothing of the residuals may
lead to a violation of the boundary conditions. Therefore, the residuals in the boundary
points have to be adapted to the respective boundary conditions. To overcome this
problem the residual of the boundary points are not modified, only the internal points
participates in residual smoothing.
Dual Time Stepping Numerical Model
As discussed earlier, to enhance the convergence of unsteady finite volume scheme, we
use local time stepping by adding artificial/pseudo time to the equation. The maximum
change in local time is restricted by the maximum eigenvalue and volume of the control
volume using CFL conditions. The modified equation is written as:
Vi
∂Q
∂t
+ Vi
∂Q
∂τ
+ Ri = 0 (10.36)
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where
Ri =
∑
j
[(−→
F · nˆ
)
S
]
i j
(10.37)
Dual-Time Roe’s Upwind Scheme
From equation (3.22) the Roe’s upwind flux, the total residual can be evaluated
separately as convective and dissipative residuals as given by:
Ri = Rci + R
d
i
where
Rci =
∑
j
[(−→
F c · nˆ
)
S
]
i j
(10.38)
Rdi =
∑
j
[(−→
F d · nˆ
)
S
]
i j
(10.39)
Therefore the upwind Roe’s finite volume scheme in dual time formulation given by:
∂Q
∂t
+
∂Q
∂τ
+
[ 1
2V
]
i
(
Rci + R
d
i
)
= 0
∂Q
∂t
+
∂Q
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
∣∣∣A˜Qi j∣∣∣ (Q j −Qi)} · nˆi jSi j = 0 (10.40)
∂Q
∂t
+
∂Q
∂τ
+
[ 1
2V
]
i
∑
j
{−→
F i +
−→
F j −
[
T˜Q
∣∣∣Λ˜Q∣∣∣ T˜−1Q ]i j (Q j −Qi)} · nˆi jSi j = 0 (10.41)
Dual-Time HLLC Scheme
The dual-time extention to HLLC scheme is written as:
∂Q
∂t
+
∂Q
∂τ
+
[ 1
V
]
i
∑
j
{−→
F hllc · nˆ
)
i j
Si j = 0 (10.42)
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CHAPTER 11
RESULTS FOR IDEAL FLUIDS
A number of test cases were analyzed to validate the preconditioning concept, quantify
convergence improvements and validate the accuracy of the solutions. To study the above
parameters, test cases are evaluated at various mach number and grid levels to reveal the
characteristics of each method.
Inviscid Bump in a Channel
The simplest test case analyzed was an inviscid bump in a channel. The geometry
consists of a channel that was 1 unit tall and 4 units long. The bump was placed on the
lower surface of the channel beginning 1.5 units downstream of the inflow plane and was
1 unit long. The bump has a maximum height of 0.1 units. The geometry is shown in
Figure 11.1. This geometry is meshed using at three different refinement settings. The first
is the coarsest mesh with 51x21x3 node in (x,y,z) directions respectively and was equally
spaced (0.08) in the x-direction. In the y direction, the grid was slightly clustered to the
lower surface. The spacing normal to the lower surface was 0.03 while the spacing normal
to the upper surface was 0.08. The spacing in z-direction is set to 0.08 units. The second
mesh is twice dense as compared to coarse mesh at 101x21x3 nodes in (x,y,z) directions
respectively, and the grid spacing in all directions is simply reduced to half. Finally the
third mesh is the very fine mesh with 201x81x3 nodes in (x,y,z) directions respectively,
which is twice dense compared to the second mesh. These three meshes are used to
perform the grid study and to analyze the effect of different preconditioning methods.
The boundary conditions for the upper, lower, front and back surfaces of the channel were
100
specified as slip wall boundaries. The inflow and outflow planes were both specified to
be characteristic inflow/outflow boundaries.
Figure 11.1 Inviscid bump in a channel geometry and grid
This test case was run using the three different solution settings. In the first setting
the unmodified equations are solved using Roe and HLLC flux formulations. In the
second setting all each preconditioner is set for both Roe and HLLC fluxes. Finally,
in the third setting we study Reiper’s [6] and Thornber’s [7] direct dissipation matrix
modifications. This test case is again repeated at each mesh level to capture any mesh
related dependencies. All runs are performed at variety of inflow Mach numbers ranging
form 0.8 to 0.0001. Finally, we perform the steady state time integration using both explicit
and implicit formulations to analyze and capture any instability issue.
Figure 11.2 Velocity contours in a inviscid bump channel at Mach number 0.01 obtained
from preconditioned Roe/HLLC schemes
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Figure 11.3 Velocity contours in a inviscid bump channel at Mach number 0.01 obtained
from standard Roe/HLLC schemes
Figure 11.4 Velocity contours in a inviscid bump channel at Mach number 0.01 obtained
from incompressible flow solver
Un-preconditioned and Preconditioned Schemes
Figure 11.2 shows improved typical velocity contours in the channel at low Mach
numbers produced by solving preconditioned equations, while Figure 11.3 shows the
inaccurate velocity contours produced by solving standard un-preconditioned schemes.
To validate this statement, velocity contours are generated by obtaining the solution
from incompressible flow solver, shown in Figure 11.4. The solution produced by un-
preconditioned solver are largely different because the standard numerical scheme of
Roe and HLLC produces excessive dissipation at the lower Mach numbers. Various
schemes are available in literature which address this excessive dissipation problem,
here methods from Reiper [6] and Thornber [7], which are applicable to Roe and HLLC
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schemes, are considered. Figure 11.5 shows results for Roe’s scheme preconditioned with
Turkel’s preconditioner and illustrates that the preconditioner produces Mach number
independent convergence. Figure 11.6 shows the unmodified Roe’s scheme and its Mach
number dependent convergence. Essentially identical results are obtained with the HLLC
scheme and are shown in Figures 11.7 (preconditioned with Turkel’s preconditioner)
and 11.8 (un-preconditioned method). Analyzing the convergence plots and inaccuracy
present in the velocity/pressure contours, it can be seen that preconditioning is desired to
enhance accuracy while improving convergence for all Mach numbers.
Figure 11.5 Explicit Roe scheme with Turkel’s preconditioner produces Mach number
independent convergence
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Figure 11.6 Explicit Standard Roe’s scheme produces Mach number dependent
convergence
Figure 11.7 Explicit HLLC scheme with Turkel’s preconditioner produces Mach number
independent convergence
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Figure 11.8 Explicit Standard HLLC scheme produces Mach number dependent
convergence
Implicit vs Explicit Methods
To enhance the convergence and remove stability restrictions on CFL conditions, an
implicit formulation is usually preferred. The implicit solutions are run at a constant CFL
of 1000.0. Figure 11.9 shows the Mach number dependence on convergence of standard
Roe’s scheme. It is seen that implicit algorithm has enhanced the convergence properties
until (compared to the explicit runs) Mach 0.01 but as the Mach number drops, the implicit
algorithm does not resolve the stiffness of system associated with the disparity of acoustic
and convective speeds. This convergence characteristics also reflects the need to use
an advanced system of linear equations solvers, such as generalized minimal residual
method (GMRES), to address the stiffness problem at the cost of increased computations.
In this research, a lower-upper symmetric Gauss-Seidel (LU-SGS) algorithm, which is
very computationally efficient, is used to solve the system of linear equations. The use
105
of GMRES algorithms does resolve the problem associated with stiffness the system of
linear equations but fails to address the accuracy issues at low Mach number. The use
of preconditioning methods combined with a GMRES linear solver is computationally
expensive and therefore it is not used in further analysis.
Figure 11.10 shows similar convergence behavior of implicit numerical algorithm
using the HLLC scheme. In both Figures [11.9 - 11.10], it seen that at Mach number
0.8 the convergence degrades in the implicit formulation due to the presence of shock
wave in the solution and reveals the limitation of the approximate Jacobian method
of the un-preconditioned system used to construct the linearized matrix of the implicit
algorithm. Although the implicit algorithm has improved the convergence behavior until
Mach number 0.01, the solutions are still inaccurate. Figure 11.3 shows the inaccurate
velocity profiles at Mach number 0.01 obtained either solving the governing equations by
using explicit or implicit algorithms; as both methods generate similar results. Thus, to
resolve this issue, we need to have a preconditioned system that results in convergence
enhancement as well as improving the accuracy of numerical simulation.
Figure [11.11 - 11.12] shows the convergence plot of a preconditioned implicit algorithm
for Roe’s and HLLC scheme at CFL of 1000 and it should be noted that preconditioning
produces the identical convergence even at higher Mach numbers, which indicates that the
preconditioning also effects the linearized flux matrix, resulting in identical convergence
properties at all Mach numbers.
106
Figure 11.9 Implicit standard Roe’s scheme produces Mach number dependent
convergence
Figure 11.10 Implicit standard HLLC scheme produces Mach number dependent
convergence
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Figure 11.11 Implicit Roe’s scheme with Turkel’s preconditioner produces Mach number
independent convergence
Figure 11.12 Implicit HLLC scheme with Turkel’s preconditioner produces Mach number
independent convergence
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Comparison of Various Preconditioning Methods
In this section, preconditioning methods developed by Briley, et. al [3], Eriksson [4] and
Turkel [5] and more recent efforts by Thorbner [7] and Rieper [6] are compared. The results
presented here were obtained using qp = q1 =
(
ρ, u, v, w, p
)T as the dependent variables
for both the preconditioned and non-preconditioned formulations. Figure 11.13 shows
the comparison of convergence performance of different preconditioning techniques in
an explicit scheme. All preconditioners perform well in terms of convergence behavior.
Next, the accuracy of the preconditioned formulations is assessed. Figure 11.17 shows
the typical pressure contours at low Mach number and all preconditioners accurately
computed the pressure. Figure 11.15 shows the almost constant but uniform distribution
of density contours at Mach number 0.001. Preconditioning schemes of Eriksson and
Turkel reproduce the similar density contours, while figure 11.16 shows the inaccurate
density contours produced by Briley, et. al. preconditioner, which arises due to imbalanced
entropy condition caused by preconditioning resulting in a large variation in density.
Figure 11.14 shows the convergence characteristics of low dissipation schemes; it is
observed that both schemes behave similarly in convergence as well as accuracy. The
low dissipation fixes are computationally efficient compared to preconditioned schemes
and does not required much code modification. However, fix alone does not improve the
solution to the level obtained through a preconditioned scheme so it still requires more
research to supplement the simple fix.
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Figure 11.13 Various preconditioned Roe’s scheme convergence characteristics at Mach
number 0.001
Figure 11.14 Low dissipation Roe’s scheme convergence characteristics at Mach number
0.001
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Figure 11.15 Density contours in a inviscid bump channel at Mach number 0.001 obtained
from preconditioned Roe/HLLC schemes
Figure 11.16 Density contours in a inviscid bump channel at Mach number 0.001 obtained
from Briley, et. al prconditioned Roe/HLLC schemes
Figure 11.17 Pressure contours in a inviscid bump channel at Mach number 0.001 obtained
from any preconditioned Roe/HLLC schemes
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Mesh Dependency Study
In this section, the performance of preconditioned and low dissipation schemes under
mesh refinement is compared. Three meshes are considered as part of the grid refinement
study. They are: coarse (51x21x3), medium (101x41x3), and fine (201x81x3). Figure 11.18
shows the convergence characteristics of the standard Roe and HLLC schemes under mesh
refinement. Both Roe and HLLC schemes exhibits the same convergence properties. It is
due to the fact that they have similar dissipation characteristics, which causes the residual
plots to have similar convergence trends. Figures [11.19 - 11.21] shows the behavior
of residual convergence with mesh refinement for Turkel, Eriksson and Briley, et. al.
preconditioners respectively, which shows that although preconditioning improves the
accuracy of solution and gives Mach number independent convergence at specific mesh
size, but with mesh refinement convergence degrades due to a reduction in marching
time step size. Figure 11.22 shows the residual convergence of low dissipation Thornber
Roe and HLLC schemes, with an interesting fact that the convergence becomes Mach
number independent with mesh refinement. A similar trend of convergence is found for
the Rieper low Mach fix for the Roe scheme with mesh refinement as shown in Figure
11.23. From the mesh dependence study, it can be interpreted that the preconditioning
improves solution accuracy and produces Mach independent convergence but exhibits
mesh dependent convergence. The low dissipation schemes are efficient in computation
but are not accurate compared to preconditioned schemes but produces mesh independent
convergence characteristics. It can be concluded that more analysis is required to combine
the properties preconditioning and low dissipation schemes to produce Mach and mesh
independent convergence with solution accuracy.
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Figure 11.18 Mesh refinement study: Residual Comparison of standard Roe and HLLC
schemes at Mach number 0.001
Figure 11.19 Mesh refinement study: Residual Comparison of Roe and HLLC schemes
with Turkel preconditioner at Mach number 0.001
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Figure 11.20 Mesh refinement study: Residual Comparison of Roe and HLLC schemes
with Eriksson preconditioner at Mach number 0.001
Figure 11.21 Mesh refinement study: Residual Comparison of Roe and HLLC schemes
with Briley, et. al. preconditioner at Mach number 0.001
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Figure 11.22 Mesh refinement study: Residual Comparison of Roe and HLLC schemes
with Thornber low dissipation fix at Mach number 0.001
Figure 11.23 Mesh refinement study: Residual Comparison of Roe scheme with Rieper’s
low dissipation fix at Mach number 0.001
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NACA 0012 Airfoil Analysis
The NACA0012 airfoil is a standard test case, which is extensively used in the
computational fluid dynamics community for comparison and analysis of the numerical
results. The geometry of the NACA0012 airfoil is generated using the following formula
y = ±0.594689181 ∗
(
0.298222773 ∗ √x − 0.127125232 ∗ x − 0.357907906 ∗ x2
+0.291984971 ∗ x3 − 0.105174696 ∗ x4
) (11.1)
where, 0.0 ≤ x ≤ 1.0
Figure 11.24 Grid for the NACA0012 airfoil analysis
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An unstructured grid was generated around the airfoil using an advancing front
method so that a smooth point distribution is achieved. Figure 11.24 shows the geometry
and unstructured mesh topology. On the surface of the airfoil, 201 points are distributed
with point clustering near the leading edge which are needed to accurately capture the
pressure distribution. Point spacing near the leading edge ranged form 0.001c to 0.01c
at the trailing edge. A two-dimensional triangular mesh with 3523 points and 6808
cells is then constructed with far field extending to at-least 10 times the cord length of
airfoil. Finally, the 2D mesh is then extruded 2 times in the z-direction to generate a
3D-dimensional mesh with 2x6808 prism cells.
Figure 11.25 Typical velocity contours for the NACA0012 airfoil configuration at low Mach
number, obtained by applying second order preconditioning method
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Figure 11.26 Convergence comparison of the implemented preconditioners using Roe’s
scheme for the NACA0012 at Mach number 0.0001
Figure 11.27 Convergence comparison of the implemented preconditioners using HLLC
scheme for the NACA0012 at Mach number 0.0001
118
Figure 11.28 Density contours for the NACA0012 airfoil configuration at Mach number
0.0001 obtained from second order preconditioned Roe/HLLC schemes
Figure 11.29 Density contours for the NACA0012 airfoil configuration at Mach number
0.0001 obtained from second order standard Roe/HLLC schemes
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Figure 11.30 Pressure contours for the NACA0012 airfoil configuration at Mach number
0.0001 obtained from second order preconditioned Roe/HLLC schemes
Figure 11.31 Pressure contours for the NACA0012 airfoil configuration at Mach number
0.0001 obtained from second order standard Roe/HLLC schemes
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Figure 11.25 shows typical velocity contours for the NACA0012 airfoil testcase at low
Mach number obtained by applying preconditioning method. A number of solutions were
computed for this configurations in order to determine the behavior and accuracy of the
solutions for preconditioned equations. Figure 11.26 compares the convergence histories
of various preconditioners and low disspation schemes at Mach number 0.0001. In this
case, the Turkel preconditioner performs better than the rest of the low dissipation and
preconditioning schemes. It is also evident that the low-dissipation flux scheme does not
improve convergence, so those are not further considered for NACA0012 flow analysis.
Briley, et. al. preconditioner showed density behavior that was similar to that for the
inviscid bump case; therefore, it is also not considered for further analysis. Figure 11.27
shows the convergence histories of the HLLC preconditioned flux showing similar trends
compared to Roe’s flux. Figure [11.28 - 11.31] shows the accuracy improvement achieved
in density and pressure profiles around airfoil using preconditioned flux schemes.
Figure [11.32 - 11.33] shows the convergence histories for standard Roe and HLLC flux
for Mach number ranging from 0.0001 to 1.0, which represents the various flow conditions
form low Mach to supersonic. Residual convergence histories for both Roe and HLLC flux
are very similar. Analyzing the convergence history, shown in Figure [11.32 - 11.33], it is
found that around Mach number 0.5 we get the fastest convergence, and the performance
degrades as Mach number increases or decreases form 0.5.
Figure [11.34 - 11.37] shows the convergence histories for the preconditioned Roe and
HLLC flux using Turkel and Eriksson preconditioner for Mach number ranging from
0.0001 to 1.0. It can be seen that preconditioning results in the solutions using Roe and
HLLC fluxes to have Mach independent convergence histories. As the Mach number
goes above the incompressible limit, the preconditioned schemes essentially switch to
the non-preconditioned schemes. As observed in the inviscid bump case, the Turkel
preconditioner has slightly better convergence compared to the Eriksson preconditioner.
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Figure 11.32 Mach Study: Residual Convergence comparison for standard Roe flux
schemes on NACA0012 airfoil
Figure 11.33 Mach Study: Residual Convergence comparison for standard HLLC flux
schemes on NACA0012 airfoil
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Figure 11.34 Mach Study: Residual Convergence comparison for Roe flux schemes with
Turkel preconditioner on NACA0012 airfoil
Figure 11.35 Mach Study: Residual Convergence comparison for Roe flux schemes with
Eriksson preconditioner on NACA0012 airfoil
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Figure 11.36 Mach Study: Residual Convergence comparison for HLLC flux schemes with
Turkel preconditioner on NACA0012 airfoil
Figure 11.37 Mach Study: Residual Convergence comparison for HLLC flux schemes with
Eriksson preconditioner on NACA0012 airfoil
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In order to verify that preconditioning does not degrade the accuracy of the flow
solutions, Coefficient of pressure (Cp) are generated over the NACA0012 airfoil for all
range of Mach number.
Cp =
Pressure − Pressure∞
0.5 ∗Density∞ ∗ Velocity2∞ (11.2)
Figure 11.39, shows the Cp plot using the Turkel preconditioner, with results for Roe and
HLLC flux scheme remain very similar. Figure 11.40, shows the Cp plot using the Eriksson
preconditioner, with the Roe and HLLC flux scheme. Both preconditioners yields accurate
pressure profiles at low and transonic Mach number. Figure 11.38 shows the comparison
of Cp plot computed with and without the preconditioner, for transonic Mach number,
solution for the flow around NACA0012 airfoil were computed for a freestream Mach
of 0.8. This produces transonic flow over the airfoil with a maximum Mach number of
1.2 and a shock wave approximately fifty percent along the chord. Notice that the shock
wave locations are virtually identical in both cases.
Figure 11.38 Computed coefficient of Pressure Cp over NACA0012 airfoil using
preconditioned and non-preconditioned equations at Mach 0.8
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Figure 11.39 Computed coefficient of Pressure Cp over NACA0012 airfoil using Roe and
HLLC flux with Turkel preconditioner at various Mach numbers
Figure 11.40 Computed coefficient of Pressure Cp over NACA0012 airfoil using Roe and
HLLC flux with Eriksson preconditioner at various Mach numbers
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Cylinder Analysis
Flow around a circular cylinder is a standard testcase which is extensively used in
computational fluid dynamics for comparison and analysis of the numerical results. In
mathematics, potential flow around a circular cylinder is a classical solution for the flow of
an inviscid, incompressible fluid around a cylinder that is transverse to the flow. Far from
the cylinder, the flow is unidirectional and uniform. The flow has no vorticity and thus the
velocity field is irrotational and can be modeled using as a potential flow approximation.
Figure 11.41 Grid for flow around cylinder analysis
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The geometry for this test case consisted of a circular cylinder of radius 0.5 units
with a farfield extending to 100 times the radius, i.e., 50 units. The circular cylinder
had 301 points uniformly distributed along the circumference of the cylinder. The two
dimensional mesh, generated using an advancing front methods, had 7121 points and
13902 cells. The 2D mesh is extruded in the z direction to obtain the 3D mesh that is
used in the simulations. Figure [11.42 - 11.44] shows the comparison of pressure, density,
temperature and velocity contour plot profiles around the cylinder at low Mach number
for non-preconditioned and preconditioned flux schemes.
(a) Pressure Non Preconditioned (b) Pressure Preconditioned
Figure 11.42 Comparison of pressure contour plots with non-preconditioned and
preconditioned schemes at low Mach number
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(a) Density Non Preconditioned (b) Density Preconditioned
(c) Temperature Non Preconditioned (d) Temperature Preconditioned
Figure 11.43 Comparison of density and temperature contour plots with non-
preconditioned and preconditioned schemes at low Mach number
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(a) Velocity X Non Preconditioned (b) Velocity X Preconditioned
(c) Velocity Y Non Preconditioned (d) Velocity Y Preconditioned
Figure 11.44 Comparison of X and Y velocity contour plots with non-preconditioned and
preconditioned schemes at low Mach number
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A number of solutions are computed for this configuration in order to determine
the behavior and accuracy of the solution for the preconditioned and low dissipation
equations. For this testcase, numerical computations are performed using an implicit
method. It is found that Riepers low dissipation scheme is very sensitive to the choice of
implicit time-integration method, hence it is not considered further in this study. Figure
11.45 shows a comparison of the pressure contours obtained using the standard Roe/HLLC
fluxes and the preconditioned versions of the same at a Mach number of 0.01. The
Turkel preconditioner appears to provide a better resolution of the rear stagnation point
compared to the Erikkson preconditioner. The Thornber low dissipation scheme does not
appear to resolve the flow behind the cylinder very well; however, it is computationally
very efficient compared to the preconditioned schemes. This suggests that the Thornber
low dissipation scheme can be used for computations when the resolution of the low
Mach number features are not critical compared to other features in the flow domain.
Figure 11.46 shows the comparison of pressure contours at Mach 0.1. Here standard
Roe/HLLC flux still give inaccurate results but is showing signs of recovery in pressure
profiles. The solution computed using the Thornber scheme also improved and compared
to Mach number 0.01, which shows that the scheme has Mach number dependency. The
Eriksson and Turkel preconditioned solutions remain similar up to Mach number 0.01
and demonstrates that preconditioning does indeed generates Mach number independent
solutions and convergence, without losing accuracy.
Finally, Figure 11.47 shows that at sonic speeds all solutions of preconditioned and
low dissipation scheme reverts back to the classical Roe/HLLC schemes. This fall back
does not occur in the wake of the cylinder, where small deviations are visible, but are in
acceptable range. No attempt was made to capture the shock structure by using mesh
adaptation techniques.
131
(a) Standard Flux (b) Thornber Low Dissipation
(c) Eriksson Preconditioner (d) Turkel Preconditioner
Figure 11.45 Comparison pressure contour plots with first order non-preconditioned,
preconditioned and low dissipation schemes at Mach number 0.01
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(a) Standard Flux (b) Thornber Low Dissipation
(c) Eriksson Preconditioner (d) Turkel Preconditioner
Figure 11.46 Comparison pressure contour plots with first order non-preconditioned,
preconditioned and low dissipation schemes at Mach number 0.1
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(a) Standard Flux (b) Thornber Low Dissipation
(c) Eriksson Preconditioner (d) Turkel Preconditioner
Figure 11.47 Comparison pressure contour plots with first order non-preconditioned,
preconditioned and low dissipation schemes at Mach number 1.0
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CHAPTER 12
RESULTS FOR MULTIPHASE FLUID FLOW
In this chapter multiphase capabilities of the solver are evaluated for cryogenic
and non-cryogenic conditions. Cryogens serve as popular fuels for commercial launch
vehicles, while petroleum, hypergolic propellants, and solids are other options. Typically,
a combination of liquid oxygen (LO2) and liquid hydrogen (LH2) is used as a rocket
propellant mixture. The boiling points of LO2 and LH2 under standard conditions are 153
K and 20 K, respectively. By cooling and compressing these gases from regular conditions,
they are stored into smaller storage tanks. The combustion of LO2 and LH2 is clean since it
produces water vapor as a by-product. Furthermore, the power/gallon ratio of LH2 is high
as compared to other alternatives. Though storage, safety, and extreme low temperature
limits are foremost concerns for any cryogenic application, the rewards of mastering the
use of cryogens as rocket propellants are substantial. A turbopump is employed to supply
the low temperature propellants to the combustion chamber, which is under extremely
high pressure. An inducer is attached to the turbopump to increase its efficiency. The
design of any space vehicle component is always guided by minimum size and weight
criteria. Consequently, the size constraint on the turbopump results in high impeller
speeds. Such high speeds likely result in a zone of negative static pressure (pressure drop
below vapor pressure) causing the propellant to cavitate around the inducer blades. The
focus of the current study is, however, restricted to liquid nitrogen (LN2) for cryogenic test
cases and water for non-cryogenic simulations due to availability of experimental data
and other computational results.
For cryogenic conditions, the solver is evaluated by predicting cavitation on two basic
geometries for which experimental data is available, that is, flow over a simple foil and a
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quarter caliber hydrofoil in a tunnel using liquid nitrogen as a fluid. For non-cryogenic
conditions, water near boiling conditions is used to predict cavitation on two geometries,
that is, flow over simple foil in a tunnel and flow over a one caliber ogive.
Cavitating Flow Over a Plano-Convex Foil in a Tunnel
In this section, we investigate the two cavitation scenarios for the liquid flow over a
plano-convex foil. In the first case, liquid nitrogen is considered which represents the
cryogenic flow conditions. In the second case, water at high temperature experiences
cavitation, this situation is considered because this kind of flow occurs very commonly in
industrial applications.
Flow over Plano-Convex Foil Under Cryogenic Conditions
A flow computations on simple foil geometry investigated by Yutaka [8] in a cryogenic
tunnel using liquid nitrogen as the working fluid. Yukata built a new cryogenic cavitation
tunnel of blown-down type and performed an experimental investigation on flow over a
plano-convex foil, shown in Figure 12.1. This profile was chosen for its simplicity, but is
similar to an inducer impeller in the turbo-pump of rocket engines.
Figure 12.1 Cryogenic cavitation tunnel and test section [8]
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Cryogenic cavitation is a complex phenomenon, wherein cryogens such as liquid
nitrogen, liquid hydrogen, etc; have three thermodynamic features compared to ordinary
fluids like water. Firstly, cryogens have small latent heat and nucleation of cavitation
easily occurs. Secondly, cryogens are characterized by low specific heat, hence a large
temperature reduction can result from heat removal due to latent heat of evaporation.
Finally, cryogens have a steep saturation curve gradient, so that the saturation pressure
rapidly decreases with the temperature depression, moderating cavitation growth. These
are called ”thermodynamic effects”.
Figure 12.2 Foil in a Cryogenic cavitation tunnel [9]
Figure 12.2, the sketch of experimental setup detailing the test section and the foil
geometry. The test section has 20mm square cross sectional shape, wherein the foil is
set at the center. The foil size is 20mm in both chord and span length with its shape of
”plano-convex”, that is, one surface (the pressure surface) being planar and the other (the
suction surface) convex with a radius of 26mm. The foil angle of attack is set at 8 degree
in the tunnel to get more flow blockage between the convex surface and the tunnel wall.
Figures [12.3-12.4] show the geometry and unstructured mesh topology. There are 251
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points on the convex (suction) surface of the foil while there are 151 points on the planar
(pressure) side. Points are clustered towards the leading and trailing edges to improve
resolution near the stagnation points.
Figure 12.3 Grid for the foil multiphase flow analysis
Figure 12.4 Grid for the foil multiphase flow analysis, closeup view
The inlet and outlet of the tunnel were placed 10 chord lengths away from the leading
edge of the foil. A two-dimensional triangular mesh with 5138 points and 9783 cells
was generated using the advancing front approach. This was extruded in the z-direction
resulting in a 3D mesh that was used in the cryogenic simulations. Three dimensional
calculations were carried out using the mesh shown in Figure 12.3. Boundary conditions
were slip walls, a fixed velocity at inlet and a fixed pressure at outlet. Inlet temperature
and velocity were 77 K and 8.5 m/sec respectively. Outlet pressure was determined by the
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Run σ Uinlet (m/s) Temperature (K) Pressure Outlet (kPa)
Case 1 0.67 8.5 77 111
Case 2 0.81 8.5 77 121
Case 3 1.08 8.5 77 132
Case 4 1.35 8.5 77 140
Table 12.1 Cryogenic conditions for liquid nitrogen flowing over the plano-convex foil
corresponding cavitation number, defined as,
σ =
Pinlet − Psat
1
2ρLu
2
inlet
(12.1)
where, Psat, ρL and uinlet are saturation pressure, liquid density and inlet velocity,
respectively. Yukata [8] conducted numerical experiments on four outlet pressure
conditions and compared the numerical results to the physical experiments. Table
12.1 shows four different experimental conditions. A similar numerical study has been
conducted, to verify the current multiphase mathematical model. Figure 12.5 shows the
computed results of Yukata [8]. Figure [12.6 - 12.9] the computed results at different outlet
pressure conditions and shows the similarity of both results. There was no cavitation at
σ = 1.35. The cavity was formed in the downstream half on the suction surface of the foil
as σ reduces. At σ = 0.67, the cavity region and temperature depression becomes very
large. Void fraction and pressure profiles showed a correlation that the void fraction is
large in the low pressure region. The pressure on the suction surface become lower than
the saturation pressure corresponding to to the inlet temperature. Generally speaking, the
pressure inside the cavity is nearly equal to local saturation pressure, therefore the plots
indicate that local temperature and pressure in the cavity region progressively decrease
downstream due to thermodynamic effect.
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Figure 12.5 Numerical results of liquid nitrogen cavitation flow over foil at Tinlet = 77 K
and Uinlet = 8.5 m/sec computed by Yakata [8]
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.6 Numerical results of liquid nitrogen cavitation flow over foil at Tinlet = 77 K,
Uinlet = 8.5 m/sec and Poutlet = 111 kPa for σ = 0.67
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.7 Numerical results of liquid nitrogen cavitation flow over foil at Tinlet = 77 K,
Uinlet = 8.5 m/sec and Poutlet = 121 kPa for σ = 0.81
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.8 Numerical results of liquid nitrogen cavitation flow over foil at Tinlet = 77 K,
Uinlet = 8.5 m/sec and Poutlet = 132 kPa for σ = 1.08
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.9 Numerical results of liquid nitrogen cavitation flow over foil at Tinlet = 77 K,
Uinlet = 8.5 m/sec and Poutlet = 140 kPa for σ = 1.35
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Run σ Uinlet (m/s) Temperature (K) Pressure Outlet (kPa)
Case 1 0.854 10.0 363.0 111
Case 2 1.061 10.0 363.0 121
Case 3 1.289 10.0 363.0 132
Case 4 1.455 10.0 363.0 140
Case 5 2.697 10.0 363.0 200
Table 12.2 Non-cryogenic conditions for water flowing over the plano-convex foil
Flow Over Plano-Convex Foil Under Non-Cryogenic Conditions
Similar to the liquid nitrogen case, Yukata [9] has performed number of experiments
using water at high temperature. Table 12.2 shows the various conditions for water
flowing over the plano-convex foil in a tunnel. Water at 363 K has saturation pressure
of 69.783 kPa, as the water flows over the foil cavitation occurs due to a local drop in
pressure. Figures [12.10 - 12.14] show the water cavitation profiles at different outlet
pressure conditions. With the increase in back pressure the cavitation bubble on the
suction surface reduce in size.
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.10 Numerical results of water cavitation flow over foil at Tinlet = 363 K, Uinlet =
10.0 m/sec and Poutlet = 111 kPa for σ = 0.854
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.11 Numerical results of water cavitation flow over foil at Tinlet = 363 K, Uinlet =
10.0 m/sec and Poutlet = 121 kPa for σ = 1.061
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.12 Numerical results of water cavitation flow over foil at Tinlet = 363 K, Uinlet =
10.0 m/sec and Poutlet = 132 kPa for σ = 1.289
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.13 Numerical results of water cavitation flow over foil at Tinlet = 363 K, Uinlet =
10.0 m/sec and Poutlet = 140 kPa for σ = 1.455
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(a) Void Fraction (b) Temperature
(c) Pressure (d) Velocity
Figure 12.14 Numerical results of water cavitation flow over foil at Tinlet = 363 K, Uinlet =
10.0 m/sec and Poutlet = 200 kPa for σ = 2.697
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Flow Over Axisymmetric Ogive
Rouse and McNown [10] carried out a series of experiments wherein was cavitation
induced by convex curvature aft of various axisymmetric forebodies with cylindrical
afterbodies was investigated. They took photographs and pressure measurements along
and aft of the forebodies from which bubble size and approximate shape could be deduced.
Figure [12.15] shows the sketch of water tunnel used by Rouse and McNown [10] to
perform cavitation studies. Using the water tunnel shown in Figure [10] they measured
pressure distribution on three series of head forms, i.e, rounded, conical and ellipsoidal
with cylindrical afterbodies.
Figure 12.15 Sketch of water tunnel used by Rouse and McNown [10]
At low cavitation numbers, the flow exhibits natural cavitation initiating near or just aft
of the intersection between the forebody, or cavitator, and the cylindrical body. For each
head form, measurements were made across a range of cavitation numbers, including a
single phase case (large σ). The experiments were performed at Reynolds number greater
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than 100000 based on maximum cavitator diameter. A value of Re = 136,000 was used
for the simulations. A one Caliber Ogive forebody is chosen and analyzed at several
cavitation numbers and compared with the experimental measurements. Figures [12.16 -
12.17] show the geometry and unstructured mesh topology. There are 101 points on the
convex curvature of the ogive and 151 points on the planar surface. Points are equally
distributed on the convex curvature of the ogive and points are clustered at the end
of ogive surface such that a smooth distribution is achieved downstream on the planar
surface.
Figure 12.16 Grid for the one caliber ogive multiphase flow analysis
Figure 12.17 Grid for the one caliber ogive multiphase flow analysis, closeup view
The inlet and outlet of the tunnel were placed 10 caliber (inch) length way form
the tip of ogive. A two-dimensional triangular mesh with 5536 points and 10581 cells
was generated using the advancing front approach. This was extruded in the z-direction
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resulting in a 3D mesh that was used in the non cryogenic simulations. Three dimensional
calculations were carried out using the mesh shown in Figure [12.16]. Boundary conditions
were slip walls, a fixed velocity at inlet and a fixed pressure at outlet. Inlet temperature
and velocity were 363 K and 1.754 m/s respectively. Outlet pressure was determined by
the corresponding cavitation number, defined by Equation (12.1). Rouse and McNown
conducted the series of experiements on one caliber ogive at various cavitation numbers
and plotted the coefficient of pressure, (Cp) on surface of the ogive and is shown in Figure
12.18.
Figure 12.18 Effect of cavitation on the pressure distribution around a cylindrical body
with a one caliber ogive head [10]
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Run σ Uinlet (m/s) Temperature (K) Pressure Outlet (kPa)
Case 1 0.24 1.745 363 70.136
Case 2 0.32 1.745 363 70.254
Case 3 0.40 1.745 363 70.371
Case 4 0.46 1.745 363 70.459
Case 5 0.55 1.745 363 70.592
Case 6 1.00 1.745 363 71.254
Table 12.3 Flow conditions for water flowing over the one caliber ogive
Figure 12.19 Coefficient of Pressure, Cp, predicted at several cavitation number for a 1-
caliber ogive forebody
In Figure 12.18, ho and h represents the height of water column representing the static
pressure at inlet and on the surface of an ogive, respectively. g and Vo represents gravity
and inlet flow velocity, respectively. Analyzing the experimental results, it can be observed
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that water starts to cavitate near pressure probe number 5 for all flow settings at different
cavitation numbers K. The extent of water cavitation increases with the decrease in
cavitation number. Numerically, simulations are conducted to capture the cavitation
phenomenon on the one caliber ogive. Table 12.3 shows the various conditions for water
flowing over the one-caliber ogive. Water at 293 K has a density of 965.4 kg/m3, vapor
pressure of 69.783 kPa and speed of sound is 1550.5 m/s. These conditions are very similar
to experiments conducted by Rouse and McNown [10].
Figure 12.20 Temperature (K) predicted at several cavitation number for a 1-caliber ogive
forebody
Figure 12.19 shows numerically computed coefficient of pressure plots, Cp, plots over
the one caliber ogive surface. It can be seen that the numerical prediction of cavitation
phenomenon matches with the experimental data. Numerical results also accurately
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capture, initiation of cavitation phenomenon, which is located around pressure probe 5.
When water is undergoing the process of cavitation, the temperature and pressure in the
cavitation bubble remains constant, but the density of fluid changes. Figure 12.20 shows
the small drop in temperature when fluid is going through phase change and remains
constant inside the cavitation bubble. Figure 12.21 shows the formation of water vapor in
the cavitation region, it should noted that density of the fluid mixture consisting of liquid
and vapor changes very little but is going through phase change.
Figure 12.21 Density of Vapor, ρv
(
kg/m3
)
, predicted at several cavitation numbers for a
1-caliber ogive forebody
For non-cavitating flow, the numerical results are equivalent to incompressible flow
solutions. Numerical results presented here are produced by solving preconditioned
multiphase Euler equations, which causes the overshoot of Cp for non-cavitating flows.
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Also the numerical results are two-dimensional approximations of 3D phenomenon,
which also effects the accuracy of computed results. Figure 12.22, consists of three plots
at cavitation number, σ = 0.24. Figure 12.22a shows the variation of pressure around the
one caliber ogive, where in the cavitation zone, the low pressure region is stretched far
behind the ogive forehead, which represents the extent of cavitation bubble. Figure 12.22b
shows the variation of temperature and Figure 12.22c shows a contour plot of cavitation
number, which approximates the shape and size of the cavitation zone. Figure [12.23
- 12.27] shows the variation in pressure and temperature around the one caliber ogive
for various cavitation numbers, along with contour plots of cavitation number which
approximates the cavitating region. From figures [12.22 - 12.27], it can be seen that as the
outlet pressure increases, affecting the flow cavitation number, the bubbly region reduces
and at sufficiently high pressure the flow stops cavitating and behaves like incompressible
flow. Figure 12.28 shows the various plots of Cp, which are plotted separately for clarity.
In figure 12.18, for cavitation numbers 0.24 and 0.32, an overshoot in Cp has been observed,
which is not captured by the current equation sets. Kunz and et al. [66] have pointed
out that the rise in pressure is due to the bubble closing and formation of local stagnation
point on the surface of ogive, causing the flow to separate. Kunz [67] and Utturkar [68]
pointed out that to accurately capture the bubble closing phenomenon, Navier-Stokes
equations are needed along with an appropriate turbulence model. Utturkar [68] also
compared various turbulence models, where he showed that size of cavitation bubble
was very much dependent on the choice of turbulence model.
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(a) Pressure (Pa)
(b) Temperature(K)
(c) Cavitation Number σ
Figure 12.22 Numerical results of water cavitation over one caliber ogive at Tinlet = 363 K,
Uinlet = 1.745 m/sec and Poutlet = 70.136 kPa for σ = 0.24
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(a) Pressure (Pa)
(b) Temperature (K)
(c) Cavitation Number σ
Figure 12.23 Numerical results of water cavitation over one caliber ogive at Tinlet = 363 K,
Uinlet = 1.745 m/sec and Poutlet = 70.254 kPa for σ = 0.32
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(a) Pressure (Pa)
(b) Temperature (K)
(c) Cavitation Number σ
Figure 12.24 Numerical results of water cavitation over one caliber ogive at Tinlet = 363 K,
Uinlet = 1.745 m/sec and Poutlet = 70.371 kPa for σ = 0.40
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(a) Pressure (Pa)
(b) Temperature (K)
(c) Cavitation Number σ
Figure 12.25 Numerical results of water cavitation over one caliber ogive at Tinlet = 363 K,
Uinlet = 1.745 m/sec and Poutlet = 70.459 kPa for σ = 0.46
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(a) Pressure (Pa)
(b) Temperature (K)
(c) Cavitation Number σ
Figure 12.26 Numerical results of water cavitation over one caliber ogive at Tinlet = 363 K,
Uinlet = 1.745 m/sec and Poutlet = 70.592 kPa for σ = 0.55
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(a) Pressure (Pa)
(b) Temperature (K)
(c) Cavitation Number σ
Figure 12.27 Numerical results of water cavitation over one caliber ogive at Tinlet = 363 K,
Uinlet = 1.745 m/sec and Poutlet = 71.254 kPa for σ = 1.0
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(a) Cp at Poutlet = 70.136 kPa, σ = 0.24 (b) Cp at Poutlet = 70.254 kPa, σ = 0.32
(c) Cp at Poutlet = 70.371 kPa, σ = 0.40 (d) Cp at Poutlet = 70.459 kPa, σ = 0.46
(e) Cp at Poutlet = 70.592 kPa, σ = 0.55 (f) Cp at Poutlet = 71.254 kPa, σ = 1.0
Figure 12.28 Coefficient of Pressure plot over one caliber ogive at Tinlet = 363 K, Uinlet =
1.745 m/sec for various cavitation number
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Cryogenic Cavitating Flow Over Quarter Caliber Hydrofoil
In this section, cryogenic flow over a 2D quarter caliber hydrofoil is investigated.
Hord [11] conducted series of experiments by flowing LH2 and LN2 over a quarter caliber
hydrofoil and created a experimental database capturing the pressure and temperature
variation over hydrofoil surface. Hord [11] performed experiments to capture the
dynamics of cavitation, where he varied temperature and pressure to capture incipient
and desinent of the cavitation phenomenon. Figure 12.29 shows the geometry of a plastic
blow-down tunnel that was used to capture the cavitation phenomenon over the hydrofoil
using LH2 and LN2 as cryogens. The tunnel width is 1 inch where the hydrofoil width is
0.312 inches.
Figure 12.29 Cryogenic tunnel used by Hord [11] to perform cavitation experiments on
quarter caliber hydrofoil
Figure 12.30 describes the geometry of a quarter caliber hydrofoil and location of
pressure and temperature probe on the surface of the hydrofoil. Statistically-averaged
pressure and temperature data are available at five probe locations over the body surfaces.
The experimental findings report varying amounts of unsteady behavior in the cavity
closure regions, although no case-specific information or data/visuals are available in that
context. Figure [12.31 - 12.32] shows the computational geometry and unstructured mesh
topology.
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Figure 12.30 Quarter caliber hydrofoil used by Hord [11] to perform cavitation
experiments
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Figure 12.31 Grid for the quarter caliber hydrofoil multiphase flow analysis
Figure 12.32 Grid for the quarter caliber hydrofoil multiphase flow analysis, closeup view
There are 201 points which are equally distributed on the cylindrical head of the
hydrofoil, 41 points on the flat surface and 201 points tapered surfaces, with clustering
of points near the head of an hydrofoil, such that the smooth distribution is achieved
downstream on the hydrofoil surface. A two-dimensional triangular mesh with 11936
points and 22772 cells was generated using the advancing front approach. This was
extruded in the z-direction resulting in a 3D mesh that was used in the cryogenic
simulations. Three dimensional calculations were carried out using the mesh shown
in Figure 12.31. Boundary conditions were slip wall, a fixed velocity at inlet and a
fixed pressure at outlet. To perform computations, several experimental conditions are
chosen from the Hord [11] report, with different freestream temperatures and cavitation
numbers. The operating range of LN2 varies from roughly 70 K-100 K. Table 12.4 shows
the various conditions for LN2 flowing over the quarter caliber hydrofoil. To validate
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Run σ Uinlet (m/s) Temperature (K) Pressure Outlet (kPa) Sat.Pressure (kPa)
289C 1.55 23.5 88.64 643.7 320.24
290A 2.50 22.2 83.05 670.4 188.75
290C 1.70 23.9 83.06 568.3 188.94
293A 1.75 24.0 77.64 513.7 104.77
294F 1.78 9.80 77.94 176.9 108.50
Table 12.4 Flow conditions for liquid nitrogen flowing over the quarter caliber hydrofoil
the use of real fluid properties, the single-phase flow solution is obtained by using the
conditions specified by run ’290A’. Computed results are of run ’290A’ are shown in Figure
12.33, which conforms that under this flow conditions no cavitation occurred. The run
’290A’ specifies the condition for inception of cavitation. Figure 12.33a, also conforms this
situation, where the minimum pressure over the hydrofoil gets close to vapor pressure
(1.87 kPa), which indicates that cavitation is occurring. Since no experimental or visual
data are provided to compare with for any of the non-cavitating (inception) conditions and
computed results shown in Figure 12.33 predicts a non-cavitation scenario, this solution
serves as a justification that flow over quarter caliber hydrofoil does not go through a
phase change, but indicates the onset of cavitation phenomenon.
Figure 12.34 shows numerical results obtained for run condition ’289C’. Figure 12.34c
shows the temperature profile in the cavity. The strong temperature depression at the
leading edge of the cavity is evident with the gradual temperature recovery due to
condensation in the rear of the cavity. Figure 12.34e shows the cavitation contour plots
where the cavity is indicated by the cavitation number exceeding the freestream value.
The overall shape and features of the cavity appears to be similar. Figure 12.34a shows
the computed pressure field indicating strong interaction between the cavity and the
tunnel wall which is expected due to the relative scales of the geometry. The quantitative
comparisons of pressure and temperature depressions in the cavity are compared with
experimental date in Figure 12.34b and 12.34d respectively. In general good comparison
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is obtained for the leading edge temperature depression of approximately 2.5 K. The
temperature in the cavity region remains constant as dictated by the phase change
phenomenon. The temperature rise in the cavity closure region shows some difference;
the computed solution recovers to the freestream value more slowly than does the data,
which does fully recover to the freestream values. The comparison of the pressure
depression in Figure 12.34b also indicates the good overall comparison with the data.
Figure 12.34f shows the close match between the actual saturation pressure and NIST
computed pressure corresponding to temperatures on the saturation curve. A parametric
study of pressure and temperature depressions at three different freestream conditions is
examined. Figure [12.34 - 12.37] shows the computed results and their comparison with
the experimental data at flow conditions shown in table 12.4.
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(a) Pressure (Pa)
(b) Temperature (K)
(c) Cavitation Number σ
Figure 12.33 Numerical results showing non-cavitating flow of liquid nitrogen over
quarter caliber hydrofoil, Run 290A, at Tinlet = 83.05 K, Uinlet = 22.2 m/sec
and Poutlet = 67.04 kPa for σ = 2.5
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(a) Pressure (Pa) (b) Pressure comparision with Exp.
(c) Temperature (K) (d) Temperature comparision with Exp.
(e) Cavitation Number σ (f) Saturated Pressure variation with Temperature
Figure 12.34 Comparison of numerical results with experiments for liquid Nitrogen
cavitation over quarter caliber hydrofoil, Run 289C, at Tinlet = 88.64 K,
Uinlet = 23.5 m/sec and Poutlet = 64.37 kPa for σ = 1.55
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(a) Pressure (Pa) (b) Pressure comparision with Exp.
(c) Temperature (K) (d) Temperature comparision with Exp.
(e) Cavitation Number σ (f) Saturated Pressure variation with Temperature
Figure 12.35 Comparison of numerical results with experiments for liquid Nitrogen
cavitation over quarter caliber hydrofoil, Run 290C, at Tinlet = 83.06 K,
Uinlet = 23.9 m/sec and Poutlet = 56.83 kPa for σ = 1.70
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(a) Pressure (Pa) (b) Pressure comparision with Exp.
(c) Temperature (K) (d) Temperature comparision with Exp.
(e) Cavitation Number σ (f) Saturated Pressure variation with Temperature
Figure 12.36 Comparison of numerical results with experiments for liquid Nitrogen
cavitation over quarter caliber hydrofoil, Run 293A, at Tinlet = 77.64 K,
Uinlet = 24.0 m/sec and Poutlet = 51.37 kPa for σ = 1.75
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(a) Pressure (Pa) (b) Pressure comparision with Exp.
(c) Temperature (K) (d) Temperature comparision with Exp.
(e) Cavitation Number σ (f) Saturated Pressure variation with Temperature
Figure 12.37 Comparison of numerical results with experiments for liquid Nitrogen
cavitation over quarter caliber hydrofoil, Run 294F, at Tinlet = 77.94 K,
Uinlet = 9.8 m/sec and Poutlet = 17.69 kPa for σ = 1.78
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CHAPTER 13
CONCLUSION
This chapter concludes the dissertation with a summary of the computational
capabilities of the newly developed analytical and computational approach for modeling
and numerical simulation of multiphase and multispecies flows. Possible extensions of
the work are also outlined in this chapter.
An preconditioning method for ideal and multiphase multispecies compressible fluid
flow solver is developed, which is applicable to capture a variety of flow phenomenon
including shock waves, cavitation and multiphase fluid flow, using complex geometries
with three-dimensional multielement unstructured grids. A compressible homogeneous
equilibrium mixture model is used to develop solution algorithms for multiphase
multispecies fluid flows. The baseline differential equation is the multiphase multispecies
Euler/Navier-Stokes equations, consisting of homogeneous mixture mass, momentum
and energy equations. The approach is flexible and can have an arbitrary number of
species and the phase of each species is then explicitly determined using thermodynamic
relationship of the fluid along its saturation curve. The modeling and computational
method developed in this thesis is flexible enough to incorporate a variety of different
turbulence models.
The method developed is based on a finite-volume spatial discretization framework.
Roe’s [1] approximate Riemann solver and the modified Harten, Lax and Van-leer scheme
(HLLC)[52], originally developed for single-phase single-species fluids, was successfully
extended to multiphase and multispecies fluids, which is used to capture shock waves
and contact discontinuities. The accuracy of the proposed numerical method and physical
model were verified and validated by solving a number of test problems.
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Preconditioning proposed by Briley, et. al. [3], Eriksson [4] and Turkel [5] are
implemented to remove the stiffness and accuracy problem associated with the numerical
flux schemes at low Mach number. Low dissipation schemes proposed by Rieper [6]
and Thornber [7] were implemented. All preconditioners and low dissipation fixes are
evaluated in terms of development, performance, accuracy and limitations in simulations
at various Mach numbers. A generalized preconditioner is derived and implemented that
has a well conditioned eigensystem for multiphase multispecies flow simulations.
For unsteady simulations, a dual-time stepping formulation is used to enhance
convergence and preconditioning is applied to the pseudo-time derivative. The
preconditioned characteristic variable boundary conditions (CVBCs) are developed to
impose accurate conditions for physical and non-physical boundaries. Various explicit
and implicit preconditioned time integration techniques are derived and studied for
both steady and unsteady simulations. For explicit steady state formulation, Euler,
classical 4-stage Runge-Kutta and 5-stage Martinelli-Jameson time integration techniques
are considered, while for implicit formulations, backward Euler with flux linearization
method is studied. In unsteady simulations the dual-time stepping formulation is
used, where preconditioning is applied to pseudo-time (τ) derivative. For explicit
unsteady formulation Euler (τ)-BDF2 (t), classical 4-stage Runge-Kutta and 5-stage
Martinelli-Jameson with Euler (τ)-BDF2 (t) discretization are considered, while for implicit
formulations, physical time is discretized using backward Euler and BDF2 scheme
followed by flux linearization are studied.
The following summarizes the capabilities of the newly developed analytical and
computational approach for modeling and numerical simulation of multiphase and
multispecies flows;
1. Finite volume method
2. Low Mach number preconditioning
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3. Multiphase and multispecies mixture formulation
4. Euler and Navier-Stokes formulation
5. Coupled incompressible-compressible solver
6. Unstructured mesh formulation
7. Steady and transient flows
8. Subsonic and supersonic flows
9. Explicit and implicit time integration with dual-time stepping
10. Higher order reconstructions
11. Characteristics based boundary conditions
12. Steady cavitating flows,
Validation and verification of the solution procedure is carried out on several small
model problems with comparison to experimental, theoretical, and numerical results.
Preconditioning methods are evaluated using three basic geometries; 1) bump in a channel
2) flow over a NACA0012 airfoil and 3) flow over a cylinder, which are then compared with
theoretical and numerical results. Multiphase capabilities of the solver are evaluated in
cryogenic and non-cryogenic conditions. For cryogenic conditions, the solver is evaluated
by predicting cavitation on two basic geometries for which experimental data are available,
that is, flow over simple foil and a quarter caliber hydrofoil in a tunnel using liquid nitrogen
as a fluid. For non-cryogenic conditions, water near boiling conditions is used to predict
cavitation on two simple geometries, that is, flow over simple foil in a tunnel and flow
over a one caliber ogive. Cavitation predictions in both cryogenic and non-cryogenic cases
show to agree well with available experimental data.
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APPENDIX
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CHAPTER A
THERMODYNAMICS OF IDEAL GAS
Thermodynamic state of fluid is completely defined by state variables. These state
variables are absolute temperature T, the density ρ, and the pressure p. All these quantities
are positive functions. One can relate these variables via the ”Thermodynamics equation of
state”.
p = p
(
ρ,T
)
(A.1)
Here we will consider the so-called perfect gas (or thermally perfect gas). It is a gas whose
state variables satisfy the thermal equation of state in the form
pv = nRT (A.2)
where n is the amount of substance, v is the volume and R is the universal gas constant.
Equation (A.2) can be written as
p =
nRT
v
=
m/vRT
m/n
= ρ
R
MT
with the density ρ = m/v, the molar massM = m/n and m is the mass of gas, to obtain the
form
p = ρRspT (A.3)
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The ratio R/M is known as specific gas constant, Rsp > 0, and depends on the gas. In all
calculations presented in this thesis we used the specific gas constant for air
Rsp,air ≈ 287 Jkg · K (A.4)
Any gas at low density approaches a perfect gas, with a particular value of Rsp. The
constant Rsp can be expressed in the form:
Rsp = Cp − Cv (A.5)
where Cp is the specific heat at constant pressure, and Cv is the specific heat at constant
volume. From experiments it is known, that Cp > Cv. Often a gas is called calorically
perfect if Cp and Cv are constant, independent of T. A gas, which is both thermally and
callorically perfect will sometimes be simply called perfect, except the cases where the
distinction must be made explicitly, We will introduce the quantity γ called the Poisson
adiabatic constant:
γ =
Cp
Cv
> 1 (A.6)
We can write the relations for Cp,Cv and γ,Rsp. It is:
Cv =
1
γ − 1Rsp (A.7)
Cp =
γ
γ − 1Rsp (A.8)
In all calculations presented in this thesis we used γ = 1.4. Futher we will introduce the
specific internal energy e, which can be related to ρ and T via a ”caloric equation of state”
The internal energy Ein of a fluid is an extensive property of the entire fluid considered.
Relevant to computational fluid dynamics are intensive properties, which care defined
locally, such as specific quantities or densities. If the internal energy is related to the mass
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of the fluid
ein =
Ein
m
(A.9)
we obtain the specific internal energy ein. The internal energy per unit volume
 =
Ein
v
(A.10)
is also called internal energy density. Both intensive types of internal energy are related by
 = ρein (A.11)
The relation between internal specific energy ein or internal specific enthalpy hin on the one
hand, and the absolute temperature T on the other hand, is given by the caloric equation of
state:
ein = ein
(
ρ,T
)
(A.12)
The specific internal energy and specific enthalpy energy of a perfect gas is a function of
temperature only ein = (T) and hin = (T):
ein = Cv · T (A.13)
hin = Cp · T (A.14)
The specific heat at constant pressure and volume are thermodynamic properties defined
by
Cv =
∂ein
T
∣∣∣∣∣
v
(A.15)
Cp =
∂hin
T
∣∣∣∣∣
p
(A.16)
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Hence, the relation between internal specific energy ein and enthalpy hin can be expressed
using A.5 as
ein = Cp · T − Rsp · T = hin − pρ (A.17)
The caloric equation of state for a perfect gas can be written also in the form ein = ein
(
ρ,P
)
.
Equation (A.3) and (A.13) can be combined to eliminate the temperature:
p = ρRsp
ein
Cv
ein =
P
ρ · (γ − 1) (A.18)
With the internal energy density  = ρein the relation is simply
p =
(
γ − 1)  (A.19)
The speed of sound is defined as the rate of wave propagation of an infinitesimal (isentropic)
pressure pulse or disturbance
a2 =
∂p
∂ρ
∣∣∣∣∣
s
(A.20)
which is thermodynamically equivalent to
a2 = γ
∂p
∂ρ
∣∣∣∣∣
T
(A.21)
Although viscous flows are generally not isentropic, the speed of sound and Mach number
can enter a compressible flow analysis, for example through the assumption of a perfect
gas. The speed of sound in a perfect gas is given by
a2 =
γp
ρ
= γRspT (A.22)
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The Bulk modulus K gives the change in density with increasing pressure at constant
temperature:
K = ρ
∂p
∂ρ
∣∣∣∣∣
T
(A.23)
which is useful in problems with sound-wave propagation and is related to speed of
sound by a2 = γK/ρ.
In flows driven by buoyancy forces caused by temperature differences (natural
convection), the buoyancy forces are proportional to the coefficient of thermal expansion
β = −1
ρ
∂ρ
∂T
∣∣∣∣∣
P
(A.24)
For a perfect gas: β = 1T .
Now we introduce the total energy E as
E = ρein +
1
2
ρ|−→V |2 (A.25)
Here
−→
V denotes the velocity, and ρ|−→V |2 is the kinetic energy. Using the caloric equation of
state A.18 we can write the equation
p =
(
γ − 1) (E − 1
2
ρ|−→V |2
)
(A.26)
We see that for the Euler equations only a caloric equation of state A.18 is needed, unless
the temperature T is needed for some other purpose. In that case the thermal equation of
state A.1 is also used.
Entropy
One of the important thermodynamical quantities is the specific entropy s. Without
viscosity or other forms of dissipation and away from shocks the entropy is a conserved
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quantity. For example the Euler equations in the low Mach number regime have this
homentropic property. We will introduce this new variable via the Gibbs equation which
combines the first and second laws and is valid for all processes, that is
Tds = dein + pdv (A.27)
where v = 1ρ is the specific volume. This is a property relationship and is an exact differential
of a canonical equation of state of the form ein = ein (s, v), with
dein =
∂ein
∂s
ds +
∂ein
∂v
dv (A.28)
This allows properties to be calculated using
ein = ein (s, v) , T =
∂ein
∂s
∣∣∣∣∣
v
, p = −∂ein
∂v
∣∣∣∣∣
s
, hin = ein + pv (A.29)
ein = ein
(
s, ρ
)
, T =
∂ein
∂s
∣∣∣∣∣
ρ
, p = ρ2
∂ein
∂ρ
∣∣∣∣∣
s
, hin = ein +
p
ρ
(A.30)
Note that this serves as a thermodynamic definition of pressure. The specific enthalpy
can be used to eliminate dein using (A.17) as
dhin = Tds +
dp
ρ
(A.31)
This suggests a more popular canonical equation of state of the form hin = hin
(
s, p
)
, which
is the basis for a Mollier chart. Properties are calculated using
hin = hin
(
s, p
)
, T =
∂hin
∂s
∣∣∣∣∣
p
,
1
ρ
=
∂hin
∂p
∣∣∣∣∣
s
, ein = hin − pρ (A.32)
189
For the perfect gas we have
s = Cv ln
p/po(
ρ/ρo
)γ + const = Cv ln T/To(
ρ/ρo
)γ−1 + const (A.33)
where po, ρo,To are the conditions at some reference state. We say that the flow is isentropic
if s = const along the trajectory of any fluid particle. If the constant is same in the whole
flow field, the the flow is called homoentropic. The condition
s = const (A.34)
can be written for the perfect gas as:
p/po =
(
ρ/ρo
)γ
= (T/To)
γ/(γ−1) (A.35)
Here po, ρo,To are suitable reference values. We will use the subscript ’o’ to denote the
values corresponding to the zero velocity.
The Total Quantities
Here we will introduce the so-called total quantities. At first we will show these
quantities for isentropic flow. Then we will introduce these terms in a broader sense,
defining the total quantities at any point in the flow. For the steady, adiabatic flow,
without volume forces, it is
hin +
1
2
|−→V |2 = const (A.36)
at all equilibrium sections of a streamline (the const. may be different on different
streamlines). This result can be obtained from the continuity and energy equation.
The constant can be conveniently evaluated at a place where
−→
V = 0 and the fluid is
in equilibrium. We define the total enthalpy ho = hin + 12 |
−→
V |2. The constant ho may be
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different on different streamlines. By the subscript ’o’ we denote the values corresponding
to zero velocity. For the perfect gas it is hin = CpT, and we write:
1
2
|−→V |2 + CpT = CpTo (A.37)
Here To denotes the total temperature. With the expression a2 = γRT for the speed of sound,
this gives
1
2
|−→V |2 + a
2
γ − 1 =
a2o
γ − 1 (A.38)
Here ao is the so-called total speed of sound. Multiplying (A.38) by
(
γ − 1) /a2 and using the
definition of the Mach number M = |−→V |/a gives
a2o
a2
=
To
T
= 1 +
γ − 1
2
M2 (A.39)
Similarily, multiplying (A.38) by
(
γ − 1) /a2o it is
a2
a2o
=
T
To
= 1 − γ − 1
2
|−→V |2
a2o
(A.40)
Moreover, if the flow is isentropic, the use of (A.35) gives
po
p
=
(
ρo
ρ
)γ
=
(
1 +
γ − 1
2
M2
) γ
γ−1
(A.41)
and
po
p
=
(
ρo
ρ
)γ
=
1 − γ − 12 |
−→
V |2
a2o

γ
γ−1
(A.42)
The values po and ρo in the equations (A.41), (A.42) are sometimes called the local reservoir
values. We will refer to these values as to the total pressure po and the total density ρo. They
are constant along the trajectory of any fluid particle if the flow is isentropic. And they
are constant in the whole flow field, if the flow is homoentropic. The equation for the
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density (A.42) is sometimes referred to as the Bernoulli’s equations for the compressible
flow. The quantities ho, ao,To, po, ρo that we have been calling the total quantities are called
the stagnation or reservoir quantities.
We can apply these terms in a broader sense, defining the total quantities To, po, ρo at
any point of the flow by:
To (x, t) = T (x, t)
(
1 +
γ − 1
2
M2
)
(A.43)
po (x, t) = p (x, t)
(
1 +
γ − 1
2
M2
) γ
γ−1
(A.44)
ρo (x, t) = ρ (x, t)
(
1 +
γ − 1
2
M2
) 1
γ−1
(A.45)
Here M = M (x, t) is the Mach number at the desired point (x, t). As noted before, in the
case of the steady homoentropic flow with the quantities To, po, ρo are constant throughout
the flow.
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CHAPTER B
NON-DIMENSIONALIZATION OF EULER AND NAVIER STOKES EQUATIONS
It is important in CFD to non-dimensionalize the governing equations for better
accuracy in scientific simulations using computer programs. Many compressible flow
solvers discretize the Euler equations in their finite-volume non-dimensional form using
conservative or primitive variables. To determine the non-dimensional quantities we
have to prescribe some reference quantities. In the flow solver implementation, default
dimensional reference values describe air at normal atmospheric conditions.
Reference Parameter: Default Value
Temperature Tre f 273.15 K
Pressure pre f 101325 N/m2
Mach Number Mre f none
Velocity ure f none
Density ρre f
pre f
Tre f ·Rkg/m
3
Length xre f 1 m
Ratio of Specific Heats γ 1.4
Gas Constant Rre f 287.04 J/
(
kgK
)
Reynolds Number Rere f none
Reynolds Length Xre f 1 m
Prandtl Number Prl 0.72
Turbulent Prandtl Number Prt 0.9
Viscosity Ratio µratio 0.001
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There is no default value for the Reynolds number. Hence, for viscous calculations, the
input of a value is required. No input for the Mach number is required if ure f is defined:
Mre f =
ure f√
γ · Rre f · Tre f
= ure f ·
√
ρre f
γ · pre f (B.1)
and vice versa. Note that the pressure has to be defined in N/m2 and not in bar. Note
that the definition of a reference value in the input parameter lists overwrites the default.
Note that an over-determination of the reference quantities is not allowed. The reference
viscosities are computed from the given values:
µl,re f =
ρre f · Xre f
Re
(B.2)
µt,re f = µl,re f · µratio (B.3)
The following non-dimensional variables are defined using the reference quantities (non-
dimensional values are denoted by a star):
x∗ =
x
xre f
, y∗ =
y
xre f
, z∗ =
z
xre f
ρ∗ =
ρ
ρre f
, p∗ =
p
pre f
, T∗ =
T
Tre f
u∗ =
u
ure f
, v∗ =
v
ure f
, w∗ =
w
ure f
t∗ =
t
tre f
, e∗ =
e
ere f
, e∗o =
eo
eo,re f
s∗ =
s − so
sre f
, h∗ =
h
hre f
, h∗o =
ho
ho,re f
∆∗ = xre f ∆ (B.4)
The time reference can be defined as:
tre f =
xre f
ure f
(B.5)
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The dimensionless reference viscosity and thermal conductivity can be determined as:
µ∗l,re f =
√
γ ·Mre f
Re
(B.6)
µ∗t,re f = µl,re f · µratio (B.7)
κ∗l,re f =
µl,re f
Prl
.
γ
γ − 1 (B.8)
κ∗t,re f =
µt,re f
Prt
.
γ
γ − 1 (B.9)
Using the above method other dimensionless quantities are obtained. For wall
temperature, Tw
T∗w =
Tw
Tre f
(B.10)
For simplicity we define
pre f = ρre f · u2re f (B.11)
The local laminar viscosity µl can be determined from the current temperature employing
the law of Sutherland:
µl = µl,re f ·
(
T
Tre f
) 3
2
· Tre f + 110.4K
T + 110.4K
= µl,re f · (T∗) 32 ·
1 + 110.4KTre f
T∗ + 110.4KTre f
(B.12)
The local turbulent viscosity µt is obtained by a suitable turbulence model. Also the
thermal conductivity K can be computed using the Sutherland law. Thus the ratios of the
local thermal conductivity and viscosity and the farfield values are equal:
µl
µl,re f
=
Kl
Kl,re f
(B.13)
which leads to:
Kl =
µl
Prl
· γ
γ − 1 (B.14)
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The same relationship holds for the turbulent thermal conductivity:
Kt =
µt
Prt
· γ
γ − 1 (B.15)
Finally writting the dimensional Navier-Stokes equation:
Continuity:
∂ρ
∂t
+ ∇ · (ρ−→V ) = 0 (B.16)
Momentum:
ρ
D
−→
V
Dt
= ρ−→g + ∇ · τi j (B.17)
τi j = −pδi j + µ
(
∂ui
∂x j
+
∂u j
∂xi
)
+ δi jλ∇ · −→V (B.18)
For Newtonian fluids:
ρ
D
−→
V
Dt
= ρ−→g − ∇p +
∂τ
′
i j
∂x j
(B.19)
τ
′
i j = µ
(
∂ui
∂x j
+
∂u j
∂xi
)
+ δi jλ∇ · −→V (B.20)
where λ is coefficient of bulk viscosity and λ = − 23µ by Stokes hypothesis. Normally to
simplify the computations λ = 0 is assumed.
Energy:
ρ
Dh
Dt
=
Dp
Dt
+ ∇ · (K∇T) + Φ (B.21)
Φ = τ
′
i j
∂ui
∂x j
(B.22)
The above equation has seven unknowns of which three are assumed to be primary p,
−→
V
and T. The remaining four variables are assumed known from auxilary relations and data
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of the form:
ρ = ρ
(
p,T
)
, µ = µ
(
p,T
)
(B.23)
h = h
(
p,T
)
,K = K
(
p,T
)
(B.24)
Finally, we note that these relations are fairly general and involve only a few restrictive
assumptions: 1) the fluid forms a (mathematical) continuum, 2) The particles are
essentially in thermodynamic equilibrium, 3) The only effective body forces are due to
gravity, 4) the heat conduction follows Fourier’s law, and 5) there are no internal heat
sources. Note: For the field property Q, the time rate of change of Q is the particle
derivative, which is defined as:
DQ
Dt
=
∂Q
∂t
+ u
∂Q
∂x
+ v
∂Q
∂y
+ w
∂Q
∂z
(B.25)
In vector form:
DQ
Dt
=
∂Q
∂t
+
(−→
V · ∇
)
Q (B.26)
where
−→
V = uiˆ + v jˆ + wkˆ, ∇ (·) = i∂(·)∂x + j∂(·)∂y + k∂(·)∂z .
Now, this dimensional Navier-Stokes equation can be non-dimensionalized using
reference parameters. Expanding the continuity equation:
∂ρ
∂t
+
∂ρu
∂x
+
∂ρv
∂y
+
∂ρw
∂z
= 0 (B.27)
Substituting the variables with the non-dimensional ones gives:
∂ρre fρ
∂
Xre f
Ure f
t
+
∂ρre fρUre f u
∂Xre f x
+
∂ρre fρUre f v
∂Xre f y
+
∂ρre fρUre f w
∂Xre f z
= 0 (B.28)
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Simplifying:
ρre f Ure f
Xre f
(
∂ρ∗
∂t∗
+
∂ρ∗u∗
∂x∗
+
∂ρ∗v∗
∂y∗
+
∂ρ∗w∗
∂z∗
)
= 0 (B.29)
Hence non-dimensional continuity equation:
∂ρ∗
∂t∗
+
∂ρ∗u∗
∂x∗
+
∂ρ∗v∗
∂y∗
+
∂ρ∗w∗
∂z∗
=
∂ρ∗
∂t∗
+ ∇∗ · (ρ∗−→V∗) = 0 (B.30)
Before we expand other equations lets take the particle derivatives in non-dimensional
form. It can be seen that particle derivate is similar to continuity equation in non-
dimensional process, therefore:
DQ
Dt
=
(
Ure f Qre f
Xre f
)
DQ∗
Dt∗
(B.31)
The momentum equation looks like with λ = 0:
ρ
D
−→
V
Dt
= ρ−→g −
(
∂p
∂x
iˆ +
∂p
∂y
jˆ +
∂p
∂z
kˆ
)
+
∂
∂x j
[
µ
(
∂ui
∂x j
+
∂u j
∂xi
)]
(B.32)
Substituting the variables with non-dimensional ones gives:
ρre f U2re fXre f
ρ∗D−→V∗Dt∗ =
ρre f U2re fXre f
ρ∗−→g∗−
ρre f U2re fXre f
∇P∗+
µre f Ure fX2re f
 ∂∂x∗j
µ∗ ∂u∗i∂x∗j +
∂u∗j
∂x∗i
 (B.33)
Dividing by
(
ρre f U2re f
Xre f
)
gives non-dimensional form of momentum equation:
ρ∗
D
−→
V∗
Dt∗
= ρ∗
−→
g∗ − ∇∗p∗ + 1
Re
∂
∂x∗j
µ∗ ∂u∗i∂x∗j +
∂u∗j
∂x∗i
 (B.34)
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Finally the energy equation is non-dimensionalized using the similar procedure:
ρ
Dh
Dt
=
Dp
Dt
+ ∇ · (K∇T) + τ′i j
∂ui
∂x j
(B.35)
h = e +
p
ρ
(B.36)
Φ = τ
′
i j
∂ui
∂x j
(B.37)
Expanding Φ gives:
Φ =µ
2 (∂u∂x
)2
+ 2
(
∂v
∂y
)2
+ 2
(
∂w
∂z
)2
+
(
∂v
∂x
+
∂u
∂y
)2
+
(
∂w
∂y
+
∂v
∂z
)2
+
(
∂u
∂z
+
∂w
∂x
)2
+ λ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)2 (B.38)
Since λ = 0, therefore:
Φ =
µre f U2re fX2re f
Φ∗ (B.39)
Substituting the variables with non-dimensional ones gives:
ρre fρ
∗
(
Ure f hre f
Xre f
)
Dh∗
Dt∗
=
ρre f U3re fXre f
 Dp∗Dt∗ +
Kre fX2re f
∇∗ · (K∗∇∗T∗) +
µre f U2re fX2re f
Φ∗ (B.40)
where h∗ = CpT∗. Defining the following terms:
Reynolds Number,Re =
ρre f Ure f Xre f
µre f
(B.41)
Prandtl Number,Pr =
µre f Cp
Kre f
(B.42)
Froude Number,Fr =
U2re f
gXre f
(B.43)
Echert Number,Ec =
U2re f
CpTre f
(B.44)
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Simplifying, we get:
ρ∗
DT∗
Dt∗
= Ec
Dp∗
Dt∗
+
1
RePr
∇∗ · (K∗∇∗T∗) + Ec
Re
Φ∗ (B.45)
Hence the non-dimensional Navier-Stokes equation is written as, assuming −→g ≈ g:
Continuity:
∂ρ∗
∂t∗
+ ∇∗ · (ρ∗−→V∗) = 0 (B.46)
Momentum:
ρ∗
D
−→
V∗
Dt∗
=
1
Fr
ρ∗ − ∇∗p∗ + 1
Re
∇∗ ·
µ∗ ∂u∗i∂x∗j +
∂u∗j
∂x∗i
 (B.47)
Energy:
ρ∗
DT∗
Dt∗
= Ec
Dp∗
Dt∗
+
1
RePr
∇∗ · (K∗∇∗T∗) + Ec
Re
Φ∗ (B.48)
In the flow solver implementation, all output of flow quantities are dimensional values.
Hence in order to write out the monitor output or a restart file, all dimensionless values
are transferred to their dimensional form using the above relationships. In the case of µt:
µt = µ
∗
t ·
µt,re f
µ∗t,re f
(B.49)
As
µt,re f = µl,re f · µratio and µ∗t,re f = µ∗l,re f · µratio (B.50)
µt can also be computed as
µt = µ
∗
t ·
µl,re f
µ∗l,re f
(B.51)
and µt,re f is not needed.
There are various ways the Euler equation can be non-dimensionalized, which then
effects the equation of state. Here are three different methods of non-dimensionalization
which are very common in CFD literature, denote them NonDim1, NonDim2 and
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NonDim3. Based-on different non-dimensionalization choices the reference quantities are
defined. Using these three non-dimenisonalization choices, the form of Euler equation
does not change, but the equation of state and thermodynamic relations have to adapt to
the specific non-dimensionalization. The next section illustrates these three methods and
non-dimensional equations of state in detail.
Non-Dimensionalization: NonDim1
In this method the reference density (ρre f ), temperature (Tre f ) and length (xre f ) is used
to non-dimensionalize the Euler and Navier Stokes equation and equations of state.
Remaining reference variables are derived from these variables, the table shows the
computed reference variables.
Reference Variables: Definitions:
Speed of Sound cre f
√
γ · Rre f · Tre f
Velocity ure f cre f
Pressure pre f ρre f · c2re f
Mach Number Mre f
ure f
cre f
= 1
Time tre f
xre f
cre f
Enthalpy hre f c2re f
Total Enthalpy ho,re f c2re f
Energy ere f c2re f
Total Energy eo,re f c2re f
Entropy sre f Cv =
Rre f
(γ−1)
Entropy Constant so Co + Cv · ln
(
c2re f
ρ
γ−1
re f
)
In CFD computations along with equation of state other thermodynamic equations has to
defined, all these equations are defined in non-dimensional form.
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• Equation of state
p∗ = R∗ · ρ∗ · T∗ (B.52)
R∗ =
1
γ
• Speed of Sound
c∗ =
√
γ · p
∗
ρ∗
=
√
γ · R∗ · T∗ = √T∗ (B.53)
• Energy
e∗ = e∗o − 12
(
u∗2 + v∗2 + w∗2
)
(B.54)
• Enthalpy
h∗ = γ · e∗ (B.55)
• Total Enthalpy
h∗o = h
∗ +
1
2
(
u∗2 + v∗2 + w∗2
)
(B.56)
h∗o = e
∗
o +
p∗
ρ∗
(B.57)
h∗o =
c∗2
γ − 1 +
1
2
(
u∗2 + v∗2 + w∗2
)
(B.58)
• Pressure
p∗ =
(
γ − 1) · ρ∗ · e∗ (B.59)
p∗ =
(
γ − 1) · ρ∗ · (e∗o − 12 (u∗2 + v∗2 + w∗2)) (B.60)
• Entropy
s∗ = ln
(
p∗
ρ∗γ
)
(B.61)
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Non-Dimensionalization: NonDim2
In this method the reference density (ρre f ), pressure (pre f ) and length (xre f ) is used
to non-dimensionalize the Euler and Navier Stokes equation and equations of state.
Remaining reference variables are derived from these variables, the table shows the
computed reference variables.
Reference Variables: Definitions:
Speed of Sound cre f
pre f
ρre f
Velocity ure f cre f
Temperature Tre f
pre f
Rre f ·ρre f
Mach Number Mre f
ure f
cre f
= 1
Time tre f
xre f
cre f
Enthalpy hre f c2re f
Total Enthalpy ho,re f c2re f
Energy ere f c2re f
Total Energy eo,re f c2re f
Entropy sre f Cv =
Rre f
(γ−1)
Entropy Constant so Co + Cv · ln
(
pre f
ρ
γ
re f
)
Below are the equation of state and thermodynamic equations has to defined in non-
dimensional form.
• Equation of state
p∗ = R∗ · ρ∗ · T∗ (B.62)
R∗ = 1
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• Speed of Sound
c∗ =
√
γ · p
∗
ρ∗
=
√
γ · R∗ · T∗ = √γ · T∗ (B.63)
• Energy
e∗ = e∗o − 12
(
u∗2 + v∗2 + w∗2
)
(B.64)
• Enthalpy
h∗ = γ · e∗ (B.65)
• Total Enthalpy
h∗o = h
∗ +
1
2
(
u∗2 + v∗2 + w∗2
)
(B.66)
h∗o = e
∗
o +
p∗
ρ∗
(B.67)
h∗o =
c∗2
γ − 1 +
1
2
(
u∗2 + v∗2 + w∗2
)
(B.68)
• Pressure
p∗ =
(
γ − 1) · ρ∗ · e∗ (B.69)
p∗ =
(
γ − 1) · ρ∗ · (e∗o − 12 (u∗2 + v∗2 + w∗2)) (B.70)
• Entropy
s∗ = ln
(
p∗
ρ∗γ
)
(B.71)
Non-Dimensionalization: NonDim3
In this method the reference density (ρre f ), temperature (Tre f ), velocity (ure f ) and length
(xre f ) is used to non-dimensionalize the Euler and Navier Stokes equation and equations
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of state. Remaining reference variables are derived from these variables, the table shows
the computed reference variables.
Reference Variables: Definitions:
Speed of Sound cre f
√
γ · Rre f · Tre f
Pressure pre f ρre f · u2re f
Mach Number Mre f
ure f
cre f
Time tre f
xre f
ure f
Enthalpy hre f Cp · Tre f = γ·Rre fγ−1 · Tre f
Total Enthalpy ho,re f hre f
Energy ere f hre f
Total Energy eo,re f hre f
Entropy sre f Cv =
Rre f
(γ−1)
Entropy Constant so Co + Cv · ln
(
u2re f
ρ
γ−1
re f
)
Below are the equation of state and thermodynamic equations has to defined in non-
dimensional form.
• Equation of state
p∗ = R∗ · ρ∗ · T∗ (B.72)
R∗ =
1
γ ·M2re f
• Speed of Sound
c∗ =
c
ure f
=
√
γ · p
∗
ρ∗
=
√
γ · R∗ · T∗ =
√
T∗
M2re f
(B.73)
• Energy
e∗ = e∗o −
M2re f ·
(
γ − 1)
2
(
u∗2 + v∗2 + w∗2
)
(B.74)
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• Enthalpy
h∗ = γ · e∗ (B.75)
• Total Enthalpy
h∗o = h
∗ +
M2re f ·
(
γ − 1)
2
(
u∗2 + v∗2 + w∗2
)
(B.76)
h∗o = e
∗
o + M
2
re f ·
(
γ − 1) · p∗
ρ∗
(B.77)
h∗o = M
2
re f ·
(
c∗2 +
(
γ − 1)
2
(
u∗2 + v∗2 + w∗2
))
(B.78)
• Pressure
p∗ =
ρ∗ · e∗
M2re f
(B.79)
p∗ = ρ∗ ·
 e∗oM2re f −
(
γ − 1)
2
(
u∗2 + v∗2 + w∗2
) (B.80)
• Entropy
s∗ = ln
(
p∗
ρ∗γ
)
(B.81)
In practice, the star on non-dimensional variables are dropped for simplicity and from
here on it should not be confused with the dimensional terms.
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CHAPTER C
CHANGE OF VARIABLE TRANSFORMATION MATRIX: IDEAL GAS
The unsteady Euler equation (2.2) is given in conservative form and needs to
be transformed to primitive form to apply preconditioning to improve accuracy and
convergence. In this section we will derive the various required transformations which
are being used in this research. It has to be noted that various transformation matrices
depend on the type of non-dimensionalization that has been used i.e. NonDim1, NonDim2
and NonDim3. To simplify the transformation matrix, the following terms are defined:
q =
√
u2 + v2 + w2 (C.1)
φ =
(
γ − 1)
2
· q2 (C.2)
Transformation: q0 
 q1
Conservative := q0 =
(
ρ, ρu, ρv, ρw, ρeo
)T
= Q
Primitive − RUP := q1 =
(
ρ, u, v, w, p
)T
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Non-Dimensionalization: NonDim1 and NonDim2
M01 =
∂q0
∂q1
=
∂
∂q1

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q1

q1,1
q1,1 · q1,2
q1,1 · q1,3
q1,1 · q1,4
q1,5
(γ−1) +
q1,1
2 ·
(
q21,2 + q
2
1,3 + q
2
1,4
)

M01 =
∂q0
∂q1
=

1 0 0 0 0
u ρ 0 0 0
v 0 ρ 0 0
w 0 0 ρ 0
φ
(γ−1) ρu ρv ρw
1
(γ−1)

(C.3)
M10 =
∂q1
∂q0
=
∂
∂q0

ρ
u
v
w
p

=
∂
∂q0

q0,1
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1(
γ − 1) · {q0,5 − 12·q0,1 · (q20,2 + q20,3 + q20,4)}

M10 =
∂q1
∂q0
=

1 0 0 0 0
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
φ −u (γ − 1) −v (γ − 1) −w (γ − 1) (γ − 1)

(C.4)
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Non-Dimensionalization: NonDim3
M01 =
∂q0
∂q1
=
∂
∂q1

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q1

q1,1
q1,1 · q1,2
q1,1 · q1,3
q1,1 · q1,4
1
γ·R
{
q1,5 +
(γ−1)·q1,1
2 ·
(
q21,2 + q
2
1,3 + q
2
1,4
)}

M01 =
∂q0
∂q1
=

1 0 0 0 0
u ρ 0 0 0
v 0 ρ 0 0
w 0 0 ρ 0
M2re fφ M
2
re f
(
γ − 1)ρu M2re f (γ − 1)ρv M2re f (γ − 1)ρw M2re f

(C.5)
M10 =
∂q1
∂q0
=
∂
∂q0

ρ
u
v
w
p

=
∂
∂q0

q0,1
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
γ · R · q0,5 − (γ−1)2·q0,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)

M10 =
∂q1
∂q0
=

1 0 0 0 0
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
φ −u (γ − 1) −v (γ − 1) −w (γ − 1) 1M2re f

(C.6)
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Transformation: q0 
 q2
Conservative := q0 =
(
ρ, ρu, ρv, ρw, ρeo
)T
= Q
Primitive − PUT := q2 =
(
p, u, v, w, T
)T
Non-Dimensionalization: NonDim1
M02 =
∂q0
∂q2
=
∂
∂q2

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q1

q2,1/
(
R · q2,5)(
q2,1 · q2,2) / (R · q2,5)(
q2,1 · q2,3) / (R · q2,5)(
q2,1 · q2,4) / (R · q2,5)
q2,1
(γ−1) +
q2,1
2·R·q2,5 ·
(
q22,2 + q
2
2,3 + q
2
2,4
)

M02 =
∂q0
∂q2
=

γ
c2 0 0 0 − ρc2
γu
c2 ρ 0 0 −ρuc2
γv
c2 0 ρ 0 −ρvc2
γw
c2 0 0 ρ −ρwc2
1
(γ−1) +
γq2
2c2 ρu ρv ρw −ρq
2
2c2

(C.7)
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M20 =
∂q2
∂q0
=
∂
∂q0

p
u
v
w
T

=
∂
∂q0

(
γ − 1) · {q0,5 − 12·q0,1 · (q20,2 + q20,3 + q20,4)}
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
(γ−1)
R ·
{
q0,5
q0,1
− 12·q20,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)}

M20 =
∂q2
∂q0
=

φ
(
1 − γ) u (1 − γ) v (1 − γ) w (γ − 1)
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
γφ−c2
ρ γ
(
1 − γ) uρ γ (1 − γ) vρ γ (1 − γ) wρ γ(γ−1)ρ

(C.8)
Non-Dimensionalization: NonDim2
M02 =
∂q0
∂q2
=
∂
∂q2

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q1

q2,1/
(
R · q2,5)(
q2,1 · q2,2) / (R · q2,5)(
q2,1 · q2,3) / (R · q2,5)(
q2,1 · q2,4) / (R · q2,5)
q2,1
(γ−1) +
q2,1
2·R·q2,5 ·
(
q22,2 + q
2
2,3 + q
2
2,4
)

M02 =
∂q0
∂q2
=

γ
c2 0 0 0 −γρc2
γu
c2 ρ 0 0 −γρuc2
γv
c2 0 ρ 0 −γρvc2
γw
c2 0 0 ρ −γρwc2
1
(γ−1) +
γq2
2c2 ρu ρv ρw −γρq
2
2c2

(C.9)
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M20 =
∂q2
∂q0
=
∂
∂q0

p
u
v
w
T

=
∂
∂q0

(
γ − 1) · {q0,5 − 12·q0,1 · (q20,2 + q20,3 + q20,4)}
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
(γ−1)
R ·
{
q0,5
q0,1
− 12·q20,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)}

M20 =
∂q2
∂q0
=

φ
(
1 − γ) u (1 − γ) v (1 − γ) w (γ − 1)
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
γφ−c2
γρ
(
1 − γ) uρ (1 − γ) vρ (1 − γ) wρ (γ−1)ρ

(C.10)
Non-Dimensionalization: NonDim3
M02 =
∂q0
∂q2
=
∂
∂q2

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q2

q2,1/
(
R · q2,5)(
q2,1 · q2,2) / (R · q2,5)(
q2,1 · q2,3) / (R · q2,5)(
q2,1 · q2,4) / (R · q2,5)
1
γ·R
{
q2,1 +
(γ−1)·q2,1
2·R·q2,5 ·
(
q22,2 + q
2
2,3 + q
2
2,4
)}

M02 =
∂q0
∂q2
=

γ
c2 0 0 0 − ρM2re f c2
γu
c2 ρ 0 0 − ρuM2re f c2
γv
c2 0 ρ 0 − ρvM2re f c2
γw
c2 0 0 ρ − ρwM2re f c2
M2re f
(
1 + γφc2
)
M2re f
(
γ − 1)ρu M2re f (γ − 1)ρv M2re f (γ − 1)ρw −φρc2

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M20 =
∂q2
∂q0
=
∂
∂q0

p
u
v
w
T

=
∂
∂q0

γ · R · q0,5 − (γ−1)2·q0,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
γ·q0,5
q0,1
− (γ−1)2·R·q20,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)

M20 =
∂q2
∂q0
=

φ − (γ − 1) u − (γ − 1) v − (γ − 1) w 1M2re f
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
M2re f
γφ−c2
ρ −M2re fγ
(
γ − 1) uρ −M2re fγ (γ − 1) vρ −M2re fγ (γ − 1) wρ γρ

(C.12)
Transformation: q0 
 q3
Conservative := q0 =
(
ρ, ρu, ρv, ρw, ρeo
)T
= Q
Primitive − PUS := q3 =
(
p, u, v, w, s
)T
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Non-Dimensionalization: NonDim1 and NonDim2
M03 =
∂q0
∂q3
=
∂
∂q3

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q3

(
q3,1/eq3,5
)1/γ(
q3,1/eq3,5
)1/γ · q3,2(
q3,1/eq3,5
)1/γ · q3,3(
q3,1/eq3,5
)1/γ · q3,4
q3,1
(γ−1) +
(q3,1/eq3,5)1/γ
2 ·
(
q23,2 + q
2
3,3 + q
2
3,4
)

M03 =
∂q0
∂q3
=

1
c2 0 0 0 −ργ
u
c2 ρ 0 0 −ρuγ
v
c2 0 ρ 0 −ρvγ
w
c2 0 0 ρ −ρwγ
φ
(γ−1)c2 +
1
(γ−1) ρu ρv ρw −
ρφ
γ(γ−1)

(C.13)
M30 =
∂q3
∂q0
=
∂
∂q0

p
u
v
w
s

=
∂
∂q0

(
γ − 1) · {q0,5 − 12·q0,1 · (q20,2 + q20,3 + q20,4)}
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
ln
[(
γ − 1) · { q0,5
qγ0,1
− 1
2·qγ+10,1
·
(
q20,2 + q
2
0,3 + q
2
0,4
)}]

M30 =
∂q3
∂q0
=

φ − (γ − 1) u − (γ − 1) v − (γ − 1) w (γ − 1)
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
γ(φ−c2)
ρc2 −γ
(
γ − 1) uρc2 −γ (γ − 1) vρc2 −γ (γ − 1) wρc2 γ(γ−1)ρc2

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Non-Dimensionalization: NonDim3
M03 =
∂q0
∂q3
=
∂
∂q3

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q3

(
q3,1/eq3,5
)1/γ(
q3,1/eq3,5
)1/γ · q3,2(
q3,1/eq3,5
)1/γ · q3,3(
q3,1/eq3,5
)1/γ · q3,4
1
γ·R
[
q3,1 +
(γ−1)
2
(
q3,1/eq3,5
)1/γ · (q23,2 + q23,3 + q23,4)]

M03 =
∂q0
∂q3
=

1
c2 0 0 0 −ργ
u
c2 ρ 0 0 −ρuγ
v
c2 0 ρ 0 −ρvγ
w
c2 0 0 ρ −ρwγ
M2re f
(
1 + φc2
)
M2re f
(
γ − 1)ρu M2re f (γ − 1)ρv M2re f (γ − 1)ρw −M2re f ρφγ

(C.15)
M30 =
∂q3
∂q0
=
∂
∂q0

p
u
v
w
s

=
∂
∂q0

γ · R · q0,5 − (γ−1)2·q0,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
ln
[
γ·R·q0,5
qγ0,1
− (γ−1)
2·qγ+10,1
·
(
q20,2 + q
2
0,3 + q
2
0,4
)]

M30 =
∂q3
∂q0
=

φ − (γ − 1) u − (γ − 1) v − (γ − 1) w 1M2re f
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
γ(φ−c2)
ρc2 −γ
(
γ − 1) uρc2 −γ (γ − 1) vρc2 −γ (γ − 1) wρc2 γM2re fρc2

(C.16)
215
Transformation: q0 
 q4
Conservative := q0 =
(
ρ, ρu, ρv, ρw, ρeo
)T
= Q
Primitive − RUT := q4 =
(
ρ, u, v, w, T
)T
Non-Dimensionalization: NonDim1
M04 =
∂q0
∂q4
=
∂
∂q4

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q4

q4,1
q4,1 · q4,2
q4,1 · q4,3
q4,1 · q4,4
R·q4,1·q4,2
(γ−1) +
q4,1
2 ·
(
q24,2 + q
2
4,3 + q
2
4,4
)

M04 =
∂q0
∂q4
=

1 0 0 0 0
u ρ 0 0 0
v 0 ρ 0 0
w 0 0 ρ 0
c2+γφ
γ(γ−1) ρu ρv ρw
ρ
γ(γ−1)

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M40 =
∂q4
∂q0
=
∂
∂q0

ρ
u
v
w
T

=
∂
∂q0

q0,1
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
(γ−1)
R ·
{
q0,5
q0,1
− 12·q20,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)}

M40 =
∂q4
∂q0
=

1 0 0 0 0
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
γφ−c2
ρ −γ
(
γ − 1) uρ −γ (γ − 1) vρ −γ (γ − 1) wρ γ(γ−1)ρ

(C.18)
Non-Dimensionalization: NonDim2
M04 =
∂q0
∂q4
=
∂
∂q4

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q4

q4,1
q4,1 · q4,2
q4,1 · q4,3
q4,1 · q4,4
R·q4,1·q4,2
(γ−1) +
q4,1
2 ·
(
q24,2 + q
2
4,3 + q
2
4,4
)

M04 =
∂q0
∂q4
=

1 0 0 0 0
u ρ 0 0 0
v 0 ρ 0 0
w 0 0 ρ 0
c2+γφ
γ(γ−1) ρu ρv ρw
ρ
(γ−1)

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M40 =
∂q4
∂q0
=
∂
∂q0

ρ
u
v
w
T

=
∂
∂q0

q0,1
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
(γ−1)
R ·
{
q0,5
q0,1
− 12·q20,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)}

M40 =
∂q4
∂q0
=

1 0 0 0 0
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
γφ−c2
γρ −
(
γ − 1) uρ − (γ − 1) vρ − (γ − 1) wρ (γ−1)ρ

(C.20)
Non-Dimensionalization: NonDim3
M04 =
∂q0
∂q4
=
∂
∂q4

ρ
ρu
ρv
ρw
ρeo

=
∂
∂q4

q4,1
q4,1 · q4,2
q4,1 · q4,3
q4,1 · q4,4
q4,1·q4,5
γ +
(γ−1)·q4,1
2·γ·R ·
(
q24,2 + q
2
4,3 + q
2
4,4
)

M04 =
∂q0
∂q4
=

1 0 0 0 0
u ρ 0 0 0
v 0 ρ 0 0
w 0 0 ρ 0
M2re f
(
c2
γ + φ
)
M2re f
(
γ − 1)ρu M2re f (γ − 1)ρv M2re f (γ − 1)ρw ργ

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M40 =
∂q4
∂q0
=
∂
∂q0

ρ
u
v
w
T

=
∂
∂q0

q0,1
q0,2/q0,1
q0,3/q0,1
q0,4/q0,1
γ·q0,5
q0,1
− (γ−1)2·R·q20,1 ·
(
q20,2 + q
2
0,3 + q
2
0,4
)

M40 =
∂q4
∂q0
=

1 0 0 0 0
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
M2re f
(γφ−c2)
ρ −M2re fγ
(
γ − 1) uρ −M2re fγ (γ − 1) vρ −M2re fγ (γ − 1) wρ γρ

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CHAPTER D
SPECTRAL ANALYSIS OF EULER EQUATION: IDEAL GAS
To perform spectral anlaysis of the Euler equations an appropriate set of variables is
either given by so-called entropy variables
q3 :=
(
p,u, v,w, s
)
(D.1)
whereby s denotes the entropy determined as s = ln
(
p/ργ
)
or by the primitive variables
q2 :=
(
p,u, v,w,T
)
(D.2)
where T denotes the temperature. We use the latter set of variables. Then, by a change of
coordinates (2.2) reads in the variable q2
∂q2
∂t
+
∂q2
∂Q
3∑
i=1
∂fi
∂q2
∂q2
∂xi
= 0 (D.3)
To obtain explicit expressions for the mappings
B(i)2 :=
∂fi
∂q2
∂q2
∂xi
, i = 1, 2, 3 (D.4)
an explicit calculation of the term ∂f
i
∂q2
and ∂q2∂Q is required. To explicitly compute
∂Q
∂q2
and its
inverse ∂q2∂Q we use the definitions
z1 := ρ, z2 := ρu, z3 := ρv, z4 := ρw, z5 := ρeo (D.5)
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and consider the mapping
ξ :

z1
z2
z3
z4
z5

7−→

(
γ − 1) (z5 − z22+z23+z242z1 )
z2
z1
z3
z1
z4
z1(
γ − 1) ( z5z1 − z22+z23+z242z21 )

(D.6)
A straightforward computation shows that the ξmaps the conservative variables Q to the
primitive variables q2, that is ξ (Q) = q2. For instance, due to the equation of state for a
perfect gas we have
ρeo =
P(
γ − 1) + ‖ V ‖22
=
P(
γ − 1) + 12
(
z22
z1
+
z23
z1
+
z24
z1
)
and therefore
p =
(
γ − 1) [z5 − 12
(
z22
z1
+
z23
z1
+
z24
z1
)]
(D.7)
Now, using the relation ∂q2∂Q =
∂ξ
∂z we have
∂q2
∂Q
=

(
γ − 1) z22+z23+z242z21 (γ − 1) z2z1 (γ − 1) z3z1 (γ − 1) z4z1 (γ − 1)
− z2z1 1z1 0 0 0
− z3z1 0 1z1 0 0
− z4z1 0 0 1z1 0(
γ − 1) ( z22+z23+z24z31 − z5z21 ) (γ − 1) z2z21 (γ − 1) z3z21 (γ − 1) z4z21 (γ−1)z1

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Simplifying
∂q2
∂Q
=

(
γ − 1) ‖V‖22 (γ − 1) u (γ − 1) v (γ − 1) w (γ − 1)
−uρ 1ρ 0 0 0
− vρ 0 1ρ 0 0
−wρ 0 0 1ρ 0
1
ρ
((
γ − 1) ‖V‖22 − T) (γ − 1) uρ (γ − 1) vρ (γ − 1) wρ (γ−1)ρ

The entry
(
∂q2
∂Q
)
5,1
of this matrix follows form the definition of eo and
(
γ − 1) (z22 + z23 + z24
z31
− z5
z21
)
=
γ − 1
ρ
(‖ V ‖2
2
− p(
γ − 1)ρ
)
=
1
ρ
((
γ − 1) ‖ V ‖2
2
− T
)
The computation of the other entries is trivial. To determine an explicit expression of ∂f
1
∂q2
we reformulate f1 in terms of the variables of q2, that is
f1 =

P
T u
P
T u
2 + p
P
T uv
P
T uw[
P
T
(
T
γ−1 +
u2+v2+w2
2
)
+ p
]
u

(D.8)
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and obtain
∂f1
∂q2
=

u
T
p
T 0 0 − puT2
u2
T + 1 2u
p
T 0 0 −pu
2
T2
uv
T
p
T v
p
T u 0 −puvT2
uw
T
p
T w 0
p
T u −puwT2[
1
T
(
T
γ−1 +
‖V‖2
2
)
+ 1
]
u pT
(
T
γ−1 +
‖V‖2
2 + u
2
)
+ p pT uv
p
T uw − p‖V‖
2
2T2 u

(D.9)
To illustrate some of the computations we explicitly compute some of the elements of the
matrix above, for instance
(
∂q2
∂Q
∂f1
∂q2
)
1,1
=
(
γ − 1) ‖ V ‖2 u
2T
+
(
1 − γ) u (u2
T
+ 1
)
+
(
1 − γ) uv2
T
+
(
1 − γ) uw2
T
+
(
γ − 1) [ 1
T
(
T
γ − 1 +
‖ V ‖2
2
)
+ 1
]
u
=
(
γ − 1) ‖ V ‖2 u
2T
+
(
1 − γ) [‖ V ‖2 u
2T
+ u
]
+
(
1 − γ) u + u
=u(
∂q2
∂Q
∂f1
∂q2
)
1,2
=
(
γ − 1) ‖ V ‖2
2
p
T
+ 2
(
1 − γ) u2 p
T
+
(
1 − γ) v2 p
T
+
(
1 − γ) w2 p
T
+
(
γ − 1) p
T
(
T
γ − 1 +
‖ V ‖
2
+ u2
)
+
(
γ − 1) p
=γp
=ρc2(
∂q2
∂Q
∂f1
∂q2
)
1,5
=
(
1 − γ) ‖ V ‖2
2
pu
T2
+
(
γ − 1) upu2
T2
+
(
γ − 1) vpuv
T2
+
(
γ − 1) wpuw
T2
+
(
1 − γ) pu
T2
‖ V ‖
2
=0
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Finally, we obtain
B(1)2 =

u ρc2 0 0 0
1
ρ u 0 0 0
0 0 u 0 0
0 0 0 u 0
0
(
γ − 1) T 0 0 u

(D.10)
and by symmetry arguments
B(2)2 =

v 0 ρc2 0 0
0 v 0 0 0
1
ρ 0 v 0 0
0 0 0 v 0
0 0
(
γ − 1) T 0 v

, B(3)2 =

w 0 0 ρc2 0
0 w 0 0 0
0 0 w 0 0
1
ρ 0 0 w 0
0 0 0
(
γ − 1) T w

(D.11)
where c denotes the speed of sound defined through c2 = γpρ . It follows by straightforward
computations that the eigenvalues of B(1)2 are given by the diagonal elements of the matrix
D(1)4 := diag (u,u,u,u + c,u − c) and the corresponding eigenvectors are the columns of
V(1)2 :=

0 0 0 ρc
2
(γ−1)T
ρc2
(γ−1)T
0 0 0 c(γ−1)T − c(γ−1)T
1 0 0 0 0
0 1 0 0 0
0 0 1 1 1

(D.12)
Moreover, again by symmetry arguments we conclude that the eigenvalues of B(2)2
and B(3)2 are given by the diagonal elements of D
(2)
4 := diag (v, v, v, v + c, v − c), and
D(3)4 := diag (w,w,w,w + c,w − c) and the corresponding eigenvectors are the columns
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of the matrices
V(2)2 :=

0 0 0 ρc
2
(γ−1)T
ρc2
(γ−1)T
1 0 0 0 0
0 0 0 c(γ−1)T − c(γ−1)T
0 1 0 0 0
0 0 1 1 1

, V(3)2 :=

0 0 0 ρc
2
(γ−1)T
ρc2
(γ−1)T
1 0 0 0 0
0 1 0 0 0
0 0 0 c(γ−1)T − c(γ−1)T
0 0 1 1 1

(D.13)
From this analysis it can be seen that the difficulty in solving the compressible equations
for low Mach numbers is associated with the large disparity of the acoustic wave speed,
ui + c and the waves convected at the fluid speed, ui. Consequently, the resulting system
is stiff and cannot be solved straightforward by explicit methods in general. Since we are
only interested in steady state solution of (2.2) the basic idea to overcome this problem is to
premultiply the time derivative by a preconditioner such that the acoustic and convected
wave speed are locally clustered. Mathematically this reduces the stiffness of the equations
and allows larger time step sizes.
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CHAPTER E
PERTURBATION ANALYSIS OF EULER EQUATIONS AT LOW MACH NUMBER
LIMIT
We begin with the Euler equations for a general, compressible fluid. Although
our interests are primarily in multi-dimensional applications, the basic concepts are
contained within the one-dimensional equations, and for notational convenience, we
use this simplified set. In general vector form, the one-dimensional Euler equation in
conservative form is,
∂Q
∂τ
+
∂f
∂x
= 0 (E.1)
The vectorQ and fhave their standard definitions and are given in (2.2). Note that we have
employed the variable τ to signify that time varible in order to emphasize our interest
in obtaining steady solutions. In other words, the τ variable may be interpreted as a
pseudo-time variable. For the purpose of the perturbation expansion it is more convenient
to use an alternate primitive variable set, qp, for the dependent variable vector, given in
(2.2). Employing the chain-rule to transform variables, equation (E.1) becomes,
∂Q
∂qp
∂qp
∂τ
+
∂f
∂x
= 0 (E.2)
qp =
(
p, u, T
)
(E.3)
where
∂Q
∂qp
=

ρp 0 ρT
uρp ρ uρT
hoρp −
(
1 − ρhp
)
ρu hoρT + ρhT
 (E.4)
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The four variables, ρp, ρT, hp and hT that appear in this matrix are thermodynamic
quantities that describe the properties of the working fluid. The subscripts denotes partial
derivatives, i.e., ρp =
(
∂ρ/∂p
)
T, etc. These relations can be obtained directly from the
equation of state, ρ = ρ
(
p,T
)
and h = h
(
p,T
)
. For a perfect gas, ρo = (1/RT), while
ρT = − (ρ/T) , hp = 0 and hT is the specific heat.
To simplify the algebra, it is easier to work with the non-conservative equations. The
conservative set given above can be converted to non-conservative form by standard
techniques. The continuity equation is obtained from the first row, while the non-
conservative momentum equation is obtained by subtracting u times the continuity
equation from the second row. The non-conservative from of the energy equation is
obtained by adding −h + 12u2 times the first row to the third row, and then subtracting u
times the second row from the third row. These operations may be represented in compact
fashion by pre-multiplying equation (E.1) by the transformation matrixK .
Where,
K =

1 0 0
−u 1 0
−h + 12u2 −u 1
 (E.5)
The resulting set of non-conservative equations are:
ρp
∂p
∂τ
+ ρT
∂T
∂τ
+
∂ρu
∂x
= 0
ρ
∂u
∂τ
+ ρu
∂u
∂x
+
∂p
∂x
= 0 (E.6)
−
(
1 − ρhp
) ∂p
∂τ
+ ρhT
∂T
∂τ
+ ρu
(
∂h
∂x
− 1
ρ
∂p
∂x
)
= 0
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where the last equation clearly is the transport of entropy. We now non-dimensionalize
the equations of motion by introducing reference scales fr all the variables,
xre f , pre f , ρre f , Tre f , hre f , ure f , τre f
Here, xre f represents a length scale that is characteristic of the problem, while the reference
pressure pre f , density, ρre f , temperature, Tre f , and enthalpy, hre f are taken as representative
thermodynamic quantities. The reference velocity, ure f , is chosen as the oncoming or free-
stream velocity. The characteristic, τre f , is obtained later. The resulting non-dimensional
equations are,
(
xre f
τre f ure f
) (
ρ∗p
∂p∗
∂τ∗
+ ρ∗T
∂T∗
∂τ∗
)
+
∂ρ∗u∗
∂x∗
= 0(
xre f
τre f ure f
)
ρ∗
∂u∗
∂τ∗
+ ρ∗u∗
∂u∗
∂x∗
+
 pre fρre f u2re f
 ∂p∗∂x∗ = 0 (E.7)(
xre f
τre f ure f
) [
−
(
pre f
ρre f hre f
− ρ∗h∗p
)
∂p∗
∂τ∗
+ ρ∗h∗T
∂T∗
∂τ∗
]
+ ρ∗u∗
∂h∗
∂x∗
−
(
pre f
ρre f hre f
)
u∗
∂p∗
∂x∗
= 0
where we have written the equations so that the coefficients of the convective terms
are unity. For clarity, we have used ’*’ to indicate that they are non-dimensional. The
non-dimensional equations introduce three dimensionless quantities. Two of them are
dimensionless pressure, the ratio of the pressure to the dynamic pressure,
(
pre f/ρre f u2re f
)
,
and the ratio of the pressure to the other thermodynamic properties,
(
pre f/ρre f hre f
)
. The
third non-dimensional quantity is a dimensionless time, which is the ratio of the flow time
to the characteristic time-step,
(
xre f/τre f ure f
)
. For simplicity we drop ’*’ form the above
equation to avoid clutter.
The above non-dimensional equations provide a vantage point from which we can
assess the order of magnitude of the various terms in the equations. At low speeds,
the reference velocity, ure f , approaches zero so that the ratio of the dynamic pressure to
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the thermodynamic pressure,
(
ρre f u2re f/pre f
)
, is small. Accordingly, we specify the small
parameter,  =
(
ρre f u2re f/pre f
)
, and consider the limiting form of the equations as this
parameter goes to zero. Note that, for perfect gases, this small parameter,  = γM2re f .
This means that the limiting case of  approaching zero is appropriately interpreted as the
low-Mach number limit.
The choice of the thermodynamic pressure as the reference pressure, pre f , is appropriate
for transonic speeds and using it at low speeds enables us to extend the low-speed
equations to the transonic and supersonic regimes. Taking pre f as the thermodynamic
pressure also causes the second non-dimensional pressure term, pre f/ρre f hre f , to be of
order one. In other words, we define reference enthalpy such that pre f/ρre f hre f becomes
unity. Further, we require that the non-dimensional time term also be order unity. This
condition requires that the reference time scale, τre f = xre f/ure f , i.e., which is a convective
time scale. Although this may appear to be an arbitrary choice, it is in fact a reasonable
one for low-speed flows.
Having specified a small parameter, , we now consider the limiting form of the
equations as  goes to zero. Since ρre f u2re f/pre f appears only in the momentum equation,
it represents an appropriate place to start the perturbation expansion. Re-writing the
momentum equation, we get,
ρ
∂u
∂τ
+ ρu
∂u
∂x
+
1

∂p
∂x
= 0 (E.8)
We have written the equation such that the convective terms are order unity. For the
equations to hold at low speeds, we must require that the pressure gradient term be
balanced by the convective terms no matter how small  gets. In order facilitate this we
expand the pressure in a power series of ,
p = po + p1 + ... (E.9)
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A more complete procedure would use analogous expansion for all the variables, but the
results show that only the zeroth-order quantities of the remaining variables appear in
the final equation. Consequently, to minimize the algebra we perturb only the pressure.
Substituting equation (E.9) into equation (E.8), and retaining only the leading order terms,
we obtain,
ρ
∂u
∂τ
+ ρu
∂u
∂x
+
1

∂
(
po + p1
)
∂x
= 0 (E.10)
It is clear that there is no term that can balance the 1 term in the pressure gradient.
Consequently, we conclude that,
∂po
∂x
= 0 (E.11)
That is to say, the zeroth order pressure, po, is independent of the spatial coordinate and
can only vary in time. Equation (E.11) then implies that the zeroth order pressure does
not affect the steady-state solution apart from its impact on the thermodynamics and the
first-order pressure term, p1, acts like a gauge pressure. Thus, both the convective and
pressure derivative terms are now of order unity. The resulting zeroth order momentum
equation contains the zeroth order velocity and the density but the first-order pressure,
ρ
∂u
∂τ
+ ρu
∂u
∂x
+
∂p1
∂x
= 0 (E.12)
Note that the  term in the pressure has been canceled by the 1 term that multiplies the
pressure gradient term. All the terms in equation (E.12) are order one and the momentum
equation provides a means of updating the velocity u. However, the presence of the first-
order, p1, implies that we must have a viable way of updating it from either the continuity
or the energy equations. We look at these equations next.
Substituting equation (E.9) into the energy equation in equation (E.7), we get,
[
−
(
1 − ρhp
)

∂p
∂τ
+ ρhT
∂T
∂τ
]
+ ρu
∂h
∂x
− u∂p1
∂x
= 0 (E.13)
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Here, we have dropped the zeroth order pressure terms in both the temporal and spatial
derivative terms. We will further note that, for most problems, po is fixed by some
boundary condition, and hence, this quantity is independent of time as well. Among
the remaining time derivatives, the first-order pressure derivative is order , while the
time-derivative of temperature is order one. Thus, the energy equation for updating the
temperature and does not provide a direct means of updating the perturbation pressure,
p1. The only remaining equation is the continuity equation. With the above definitions,
the continuity equation becomes:
ρp
∂p1
∂τ
+ ρT
∂T
∂τ
+
∂ρu
∂x
= 0 (E.14)
Here again, we have dropped the zeroth-order pressure time-derivative. The first order
pressure time-derivative is of order . Therefore, the continuity equation also does not
provide an adequate means ( as → 0) of updating the perturbation pressure p1.
Note in this analysis, we have not altered the equations in any way. We have simply
analyzed the proper low Mach number limiting form and have determined that the
standard unsteady equations do not possess a natural means of updating the pressure
field. This is, of course, a statement of the well-known singularity problem for the
incompressible equations. The advantage of deriving the above perturbation equations
lies in the potential for altering the time-derivatives in such a manner as to allow updating
of the pressure field.
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