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The breakdown of the Soviet Union has led to a dramatic economic and social transformation of the Socialist-bloc countries. Increased income inequality has been an unwelcome feature of this transformation in many of these countries. A growing body of literature focuses on the gender dimension of income inequality in this region, where gender equality was lauded as one of the greatest achievements of its former economic system. This paper contributes to the literature by evaluating the case of Georgia. The paper focuses on a particular aspect of gender inequality, namely the gender wage gap.
The objective of the paper is to evaluate gender wage differentials in Georgia during [2000] [2001] [2002] [2003] [2004] and to explain their sources. We assess this issue by estimating a Mincerian wage earnings equation with education, experience, and other relevant characteristics as dependent variables and evaluate whether, controlling for these factors, women are remunerated differently from men. We adjust the results for sample selection bias and implement the Blinder-Oaxaca decomposition of the male-female wage gap to identify its causes.
BACKGROUND
Evidence from the Soviet period indicates that the gender wage gap in the Soviet Union was comparable to Western countries (Ofer and Vinokur 1992) . The breakdown of the Soviet Union eliminated institutional mechanisms aimed at maintaining gender wage equality and in many countries resulted in the widening of the gap. Although systematic assessment of the situation in Georgia is lacking, available evidence indicates that this is in fact what happened in early 1990s (Yemtsov 2001) .
Zooming forward to the most recent past, the Georgian government has taken specific steps aimed at advancing the cause of gender equality. Among most recent changes, in 2004, the Gender Equality Advisory Council was established under the Parliament Speaker's office. In 2005, the Government Commission on Gender Equality (GCGE) was created with a one-year mandate of drafting the National Action Plan for strengthening gender equality. The goal of the Action Plan was to "facilitate the development and adoption of relevant monitoring mechanisms to plan and review implementation of government obligations to gender equality" (Jashi 2005 ). In February 2006, the commission and the council set up a joint working group, which produced the Gender Equality Strategy of Georgia (Sabedashvili 2007: 25) . This document was presented as "The State Concept on Gender Equality" before the Parliament of Georgia and approved by it in July 2006. However, it has not yet translated into any plan of action for internalizing the gender framework into political, social, and economic decisionmaking. As a member of the Committee on Elimination of Discrimination against Women pointed out during the meeting with the Georgian representatives, "in practice, many of women's rights [in Georgia are] violated, for example in the field of employment. It [is] not enough to introduce legislation for gender equality-it [is] also important to ensure equality in practice" (CEDAW 2006 ).
It appears that in the Georgian society gender equality as a societal goal is perceived as a concept imposed from outside and potentially threatening the traditional way of life. Sabedashvili (2007: 24-25) points out that in practice gender equality efforts in Georgia are supported almost exclusively by international donor organizations, which contributes to this perception. It is noteworthy that, according to one survey, 45.4% of the respondents indicate that in their view men and women in Georgia are, in fact, equal (Sumbadze 2008) . The focus of this study is on assessing the economic dimension of gender inequality in Georgia, covering the late transition period from 2000 until 2004, when institutional shifts described above started taking place. Therefore, this study aims at establishing a baseline for the future analysis of the impact of gender targeted policies.
Previous work empirically evaluating the gender wage gap in Georgia is very limited. Jashi (2005) provides an excellent descriptive assessment of the gender issues currently facing Georgia. Her survey summarizes recent demographic and socioeconomic 1 The survey was conducted in 2007 by the Institute of Policy Studies. trends observed among men and women. Yemtsov (2001) evaluates the connection between the labor market conditions and poverty in Georgia using 1992-1995 household survey data. He briefly mentions the presence of substantial differences in pay between men and women in Georgia during 1992-1995. However, he does not explicitly quantify these differences; nor does he attempt to explain their presence.
At the same time, the gender wage gap literature on transition countries is expanding and can be used to place Georgia in the context of other countries in the region. A number of studies analyze the Russian case. Among them are Brainerd (1998) , Newell and Reilly (1996) , Reilly (1999) , Arabsheibani and Lau (1999) , Glinskaya and Mroz (2000) , Gerry et al. (2004) , Cheidvasser and Benitez Silva (2007), Kazakova (2007) , and Johnes and Tanaka (2008) . According to these studies, in Russia the female/male wage ratio varies from 0.60 (reported for 1994 in Brainerd [1998] ) to 0.78 (reported for 1995 in Glinskaya and Mroz [2000] ). Brainerd (2000) analyzes a number of Central and Eastern European countries, among which are three former Soviet Union countries: Russia, Ukraine, and Estonia. She finds that in 1994, in Russia, women earned 68% of what men did. These numbers in Ukraine and Estonia were 60% and 74%, respectively. Anderson and Pomfret (2003) analyze the Kyrgyz data and find that the female-male wage ratio was 66% in 1993 and it increased to 83% in 1997. However, Most studies find that individual characteristics explain a very small portion of the gender wage differentials. In fact, Anderson and Pomfret (2003) Based on the dataset, Georgian women are more educated than Georgian men.
Their mean years of education are 11.9 as opposed to 11.85 for men, although the difference is not statistically significant.
In interpreting the labor force data from the household survey, the peculiarities of the household questionnaire need to be taken into consideration. The reported employment categories are nonworking age, hired employed, self-employed, or notemployed (individuals who have no job, regardless of whether they are searching for one or not 4 ). The nonworking age category includes individuals younger than 16 years of age.
The not-employed category lumps together nonworking individuals looking for a job (officially unemployed individuals) and those who, for a number of reasons (e.g., retirement or taking care of children), are not looking for a job. As a result, both the labor force participation rate and the unemployment rate calculated from the household survey are likely to be overestimated. Moreover, assuming that a greater proportion of women than men in Georgia are out of the labor force, the participation rate of women is likely to 2 A number of studies focus on assessing gender wage inequality among self-employed (Hundley 2000; Eastough and Miller 2004) . 3 The employed zero-earning group constitutes 1.8% of the sample. 4 As opposed to unemployed defined to be individuals without work, available for work, and looking for work, see http://laborsta.ilo.org/applv8/data/c3e.html.
be overestimated more than it is for men. The same can be said about the unemployment rate.
In addition, in the case of the labor force participation rate, the different retirement ages of women and men influence the estimates. Recall that women between the age of 16 and 59 are included in the sample, whereas for men the age range is between 16 and 64.
With these points made, we find that during 2000-2004 the labor force participation rate for men was, on average, 7 percentage points higher than it was for women. We observe a positive time trend in female labor force participation during 2000-2004, whereas for men there is no clear pattern. In addition, the female unemployment rate was significantly higher than male unemployment rate. The female labor force is concentrated in three sectors: education, health care and social services, and culture (see figure 1 ). Almost 57% of the female paid workforce was A g r i c u l t u r e P o w e r F i n a n c e H o t e l s R e a l E s t a t e T r a n s p o r t C u l t u r e M a n u f a c t u r i n g H e a l t h T r a d e F i n a n c e M a n u f a c t u r i n g T r a n s p o r t C u l t u r e P o w e r M i n i n g T r a n s p o r t M a n u f a c t u r i n g T r a d e P o w e r H e a l t h F i n a n c e H o t e l s I n t e r n a t i o n a l o r g a n i z a t i o n s R e a l E s t a t e M i n i n g C u l t u r e 
METHODOLOGY
There are large variations in the approaches and variables used for estimating the gender wage gap (Weichselbaumer and Winter-Ebmer 2005) . The choice of approach affects the size of the estimated gender wage gap, as well as the estimates of the gender wage discrimination. So does the choice of variables and the inclusion of different groups of individuals.
To enable the comparison of the Georgian case to the studies of other countries,
we use an augmented version of the conventional Mincerian earnings equation (Mincer 1974 ):
where subscript j denotes individual j, variable w j stands for monthly wages of individual j, X j is a vector of explanatory variables for individual j, which includes schooling, experience, experience squared, gender, and geographic and industry-level characteristics.
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The Mincerian earnings equation is first estimated using an ordinary least squares (OLS) approach. The potential presence of a correlation between the matrix of regressors and the error term has been shown to lead to inconsistent (and biased, in the small sample case) coefficient estimates (Card 1999 and . In the case of the Mincerian earnings equation, there are several potential sources of correlation between the regressors and the error term. Khitarishvili (2008) uses the instrumental variables approach to test for the presence of endogeneity in the education variable and does not find sufficient evidence to reject the hypothesis of exogeneity of education.
In this study we test and correct for another potential source of correlation:
sample selection bias. If the selection of individuals into the category of wage earners is not random, the coefficient estimates in the wage equation can be biased. We use the Heckman sample-selection correction method (Heckman 1979 ) to test and correct for the presence of sample selection bias. The wage equation remains equation (1). The selection equation is:
where g j takes the value of 1 if the individual is a paid worker and earning positive income and 0 otherwise; Z j includes all variables in X i except industrial variables (which do not apply to unemployed individuals), plus dummy variables for marriage and the number of children under 6.
The presence of sample selection bias can be evidenced by the significance of the inverse Mills ratio λ, whose coefficient is ρ times σ. In turn, ρ is the correlation coefficient between ε and u, and σ is the standard deviation of ε.
We test for sample selection bias and find the evidence of its presence for men.
We correct for sample selection bias for men and perform a Blinder-Oaxaca decomposition of the male-female wage differential to identify the causes of the wage gap. The objective of the decomposition is to identify how much of the difference in mean wages between men and women can be explained by the predictors. Following the notation of Jann (2008) , the objective is to explain R = E(Y m )-E(Y w ), where Y m is the mean log wages of men and Y w is the mean log wages of women.
Based on equation (1), R can be expressed as:
given the assumptions that E(ε w )=0 and E(ε m )=0.
We avoid the issue of the sensitivity of the results to the choice of the reference group by considering the average of the estimated coefficients for men and women as the nondiscriminatory estimate (Jann 2008) . That is,
where W = 0.5I. The first component of R is explained by the predictor differences between men and women and the second component is the unexplained part.
A substantial unexplained component is commonly attributed to gender discrimination, although it might reflect the omission of important variables (Jann 2008) .
RESULTS

Mincerian Earnings Functions
We Experience is insignificant for both men and women. This result, too, is consistent with the literature, although it is unclear whether it is due to its true lack of importance or to the possible attenuation bias attributable to the measurement error. In addition, this measure is likely to underestimate the true importance of experience for women because women are more likely to become and stay unemployed (Lauerova and Terrell 2002; Guarcello et al. 2005) .
In provincial regions, men and women tend to fair similarly in terms of their earnings. Samcxe, located in the southwest of Georgia is the poorest, whereas Ajara fairs the best relative to Tbilisi. Men in urban areas are remunerated almost three times more than women.
For both males and females, most industries are characterized by positive wage premia relative to agriculture (the reference industry), with the notable exceptions of health, education, and culture. Of course, as already discussed, these also happen to be the female-dominated industries. This might indicate that women are taking advantage of these relatively new and expanding high-skilled sectors. Yet, these results have to be interpreted with some caution. Although wage premia for women increased, we observed a simultaneous outflow of female labor from the financial sector. Moreover, we have to be mindful of the fact that for women mean wages in agriculture (relative to which the premia are assessed) decreased from 60.84 laris to 46.10 laris, whereas for men they increased from 83.62 laris to 91.84 laris. We find that marriage, a key variable in determining the probability of a person being wage employed, plays opposing roles for men and for women. Being married raises the probability that a man is employed by 0.2630. For women, the effect is the opposite and very sizable: marriage reduces the probability of a woman being wage employed by 0.3799.
Not surprisingly, having children under six has strong and negative bearing on women's probability of being engaged in wage employment, reducing it by 0.1605. It has little effect on the probability of men working for a wage (if anything, it is positive, albeit insignificant). Education is another key variable in explaining the probability of both men and women being employed for a wage. It plays a more important role for women than for men. For men, the probability of being employed increases by 0.1149, whereas for women it rises by 0.1819. This might indicate that more educated women are more likely to seek employment opportunities. Alternatively, it might mean that employers are paying more attention to women's education than to men's when making hiring decisions, pointing to some differences in the way in which women and men are treated.
Regional variables paint an interesting picture of the labor market situation for men and women. Men living in provincial regions are much less likely to work for pay than women are. This result could be interpreted in a number of ways. It could be that women in rural areas are more likely to find wage employment than men are.
Alternatively, rural men are more likely to own land, which automatically qualifies them to be considered self-employed farmers, possibly explaining this result.
Heckman Model: Evidence of Sample Selection Bias
The selection equation in the Heckman model includes marriage and the number of children under six years old as identifying variables. We do not use industrial variables, as they do not apply to the unemployed.
The coefficient on λ is significant for men, indicating the presence of sample selection bias, whereas for women it is insignificant. This result is important as it indicates the presence of different mechanisms describing the selection into wage work for men and women. A number of studies conducted on transition countries find no evidence of sample selection bias (Gerry et al. 2004) , while others conduct sample selection bias correction only for women, implicitly assuming that sample selection bias is an issue only for the female population (Arabsheibani and Lau 1999; Arabsheibani and Mussurov 2007) . The results in this study point to a need to pay more attention to the causes of sample selection bias among men as well as women.
A key finding, which has received little to no attention in the literature, is the sign of the λ coefficient, σρ, which is negative for both men and women. Given that σ is positive, the key factor determining the sign of the coefficient is ρ. The significance of the coefficient of λ points to the mere presence of sample selection bias, however its sign has direct bearing on the results of the Blinder-Oaxaca decomposition as, under negative ρ, mean wages are underestimated. Thus, finding a negative and significant coefficient for men implies the need for correction only for men, which results in an increase in men's mean wages without a corresponding increase in the mean wages for women.
Thus, the gender wage gap with correction for sample selection bias will be higher than without it (a result corroborated by findings in the literature although, again, not sufficiently analyzed).
The negative ρ indicates that characteristics that raise an individual's salary in fact reduce this person's probability of being employed. Given that the coefficient on λ is significant and its value is higher for men than it is for women, we can infer that for men, much more so than for women, factors that lead to their earning higher wages are also factors responsible for their not being hired.
There has been a rise in the number of studies that obtain negative estimates of ρ (see Dolton and Makepeace [1986] for an early work). Given the counterintuitive nature of this result, the vast majority of studies either does not address this issue or attribute it to a misspecification of the model. In fact, for former Soviet republics, all studies, which use the Heckman correction in the context of gender wage gap, obtain negative estimates of ρ, with none attempting to elaborate on its implications (e.g., Arabsheibani and Lau 1999; Cheidvasser and Benitez Silva 2007; Gerry et al. 2004 ).
Given the mounting evidence, it seems appropriate to pay more attention to this finding, especially because it sheds light on the mechanisms shaping the selection process into wage employment.
The conventional literature on sample selection bias revolves around the reservation wage hypothesis, according to which the unemployed status is supply-driven (Heckman 1979) . According to this hypothesis, individuals evaluate wage offers by comparing them to their reservation wages. If the wage offer is below their reservation wage, individuals refuse the offer and, as a result, the offer is unobserved. If the wage offer is above their reservation wage, individuals accept it and, thus, this wage offer is observed. In such a context, obtaining a negative correlation between the error terms of the wage equation and selection equation is counterintuitive, as it appears to mean that individuals are more likely to accept lower rather than higher wage offers. Yet, Ermisch and Wright (1994) find that negative ρ, in fact, can be consistent with the reservation wage hypothesis. They show that ρ will be negative if the variance of wage offers is smaller than the covariance of wage offers and reservation wages. For exposition purposes, if we assume that the means of wage offers and reservation wages are the same, an implication of this finding is that for individuals whose wage offer deviation from the mean is positive, the reservation wage deviation from the mean should be even higher.
When that happens, of course, the wage offer will not be accepted. Thus, individuals with higher wage offers also happen to be the ones more likely to be out of the sample with observed wages because they are the ones rejecting the offers. Nicaise (2001) proposes an alternative explanation according to which unemployment often has an involuntary character, especially in the context of developing and transition countries. That is, market wages are above individuals' reservation wages, but these individuals are not hired by employers. Nicaise (2001) proposes an alternative "crowding" hypothesis, according to which, holding all individual characteristics constant, employers offer jobs to individuals who are willing to work for lower pay (that is, those who have lower reservation wages). Thus, individuals who are more likely to work are also individuals who are paid less (by employers) than otherwise observationally identical individuals from a population. Thus, in this case, individuals with higher wage offers are less likely to be in the labor force not because they also have higher reservation wages and therefore reject these offers, but because individuals with higher reservation wages are rejected by employers in favor of individuals with lower reservation wages (assuming that such exist).
Heckman Model: Interpreting the Changes in Means and Slopes
According to both interpretations (Ermisch and Wright 1994; Nicaise 2001) , in the presence of negative ρ, the uncorrected wage distribution underestimates the true wage distribution. That is, once we correct for sample selection bias, the mean wages should increase. That is in fact the case in this estimation. Once the Heckman correction is implemented, men's mean wages rise from 78.8 laris to 172.4 laris.
The shifts in the slope of the coefficients shed further light on which of the alternative hypotheses dominates. To illustrate this point, we will focus on the interpretation of the education coefficient. In particular, if Ermisch and Wright's intepretation is dominant, it would be sensible to suppose that more educated individuals are also more likely to have higher variation in reservation wages (e.g., more of them require higher reservation wages). Therefore, the most educated are more likely to be underrepresented in the sample compared to the less educated individuals. If so, then correcting for sample selection bias should increase the slope of the education coefficient.
In fact, Harmon and Walker (1995) suggest that to be the case, implicitly assuming this interpretation.
On the other hand, if Nicaise's interpretation is dominant, it might make more sense to suppose that less educated individuals have less leverage to bargain for higher wages compared to more qualified, educated individuals. As a result, less educated individuals demanding higher wages might be underrepresented in the sample, as their demands are not met by the employers; thus, correcting for sample selection bias would lower the slope of the education coefficient.
Our results indicate that the slope of the education coefficient in fact decreases for both men and women, which pushes us to conclude that the "crowding" interpretation is dominant. Moreover, a cursory look at the data indicates that labor force participation rates increase with education, a result common in the literature (Cheidvasser and BenitezSilva 2007) , contradicting the needed condition under the reservation hypothesis. This conclusion is consistent with the results observed in many transition countries, in which, given the lack of economic opportunities, the leverage lies in the hands of the employers-workers, especially less educated ones, do not have a lot of say in setting their salaries.
Heckman Model: Interpreting the Presence of Sample Selection Bias among Men and its Lack among Women
We now return to the evidence of sample selection bias among men, with negative and significant coefficient on λ, and the absence of sample selection bias among women. This finding seems to suggest that men are more likely to accept jobs with wages in the lower segment of their wage offer distribution. This can be explained by the fact that finding a job is men's primary responsibility. Women, too, experience a downward pressure on their wages; however, due to their primary role as caretakers, they are less likely to accept jobs in the low segment of female wage offer distribution. As a result, the coefficient on λ, although negative, is insignificant. 
Blinder-Oaxaca Decomposition
2000-2004
Taking into account individual characteristics, the uncorrected results suggest that salaried women in Georgia earned only 55.44% of men's earnings during 2000-2004.
The corresponding difference coefficient in the decomposition is .59, which is extremely high relative to other countries (Johnes and Tanaka 2008 8 ; Anderson and Pomfret 2003; ADB 2005) .
As it was previously discussed, correcting for the Heckman selection raises the gender wage gap. We report the decomposition results with the Heckman correction for men and not for women, given that we didn't find the evidence bias due to sample selection bias among women.
The difference coefficient increases to 1.37 and the means adjust so that women earn, on average, only 25.33% of what men do. This implies that without the downward pressure on wages (either because more qualified men also have higher wage demands or because of the downward pressure on men's wages), the gender wage inequality would in fact have been wider than it appears to be.
Only 12.69% of the difference is explained by predictors. Most of the difference remains unexplained, a result consistent with the literature. It is noteworthy that given their education, women should in fact be earning more than men, although the contribution of education to the gender wage gap is minimal. The explained portion of the gap is almost completely attributed to industrial wage differentials. This result indicates that personal characteristics seem to matter very little in explaining gender wage differentials. The industry of work, however, is the key factor.
To gain additional insight as to within-industry wage differentials, we separate the sample into two groups-male-dominated and female-dominated industries-and decompose the gender wage gap for each category. We define industries in which more than 75% of hired workers are women as female-dominated and industries in which more than 75% of hired workers are men as male-dominated.
Education, health, and domestic household help are the three female-dominated industries. In these industries, as expected, the gender wage gap is much smaller, at 0.28.
Out of it, 16.64% is explained. These also happen to be industries with low mean wages (see table 2 ).
Six industries can be considered male-dominated: agriculture, mining, energy, construction, transport, and public administration. In these industries, the gender wage gap is substantial, at 1.47. Out of it, less than 0% is explained, meaning that based on the included characteristics, women should be earning more than men, but they are not.
In interpreting the results of industry-based decompositions, we have to be mindful of endogeneity. In our interpretation, the dominance of women in an industry leads to less discrimination. However, one of the reasons for women not entering a particular industry might be that they expect more discrimination in it in the first place.
Time Trends
Without the In 2000 only 13.04% of this difference was explained by predictors, whereas in 2004 a much higher 32.24% was explained by predictors.
For both 2000 and 2004, based on education alone, women should be earning more than men. However, the most important category explaining the gender wage gap is industrial dummy variables. That is, without industrial dummies we would be able to explain almost none of the gender wage gap.
Blinder-Oaxaca Decomposition: Caveats and Further Analysis
In interpeting the results of this analysis and in comparing them to other studies, we must be wary of several factors. In particular, the omission of potentially important variables could be one factor responsible for the large degree of gender wage gap found in this study. For example, the position in the company is one variable that can influence the size of the estimated gender wage gap. In principle, the size of the estimated wage gap is likely to decrease if more men hold supervisory positions (which also pay more) relative to women. It must be kept in mind that including position as a variable is subject to the same objections as using industrial dummies, as both variables capture aspects of discrimination. Evidence from Georgia indicates that vertical segregation by gender is, in fact, a common occurrence (Sumbadze 2008: 69) .
Another potentially important variable is the size of the company. For example, larger companies are presumably more visible. As a result, gender wage differentials in these companies might be lower than they are in smaller companies. In addition, the ownership of the company can play an important role, as private firms might have more leeway at setting their wages and, thus, discrimination might be more prevalent. The findings of Jurajda (2003) An important avenue for future work includes the investigation of differences that are likely to exist among different income groups, as the present study focused on the 10 Although, again, we have to be mindful of the selective nature of the survey. 11 When using hourly wages as the dependent variable, the need to include the hours of work does not arise. mean wage differentials. Not only the magnitude, but the nature, of discrimination may differ, as could be seen by looking at industrial breakdown (see Jurajda [2003] for more on this).
Finally, future work needs to pay attention to the issue of self-employment. The selection process occurs not only with respect to wage employment, but with respect to self-employment, in particular for women. A growing number of studies argue for the presence of significant differences in the nature and magnitude of the gender wage gap between paid and self-employed workers (Eastough and Miller 2004) .
CONCLUSIONS
The results of this study indicate the presence of a substantial gender wage gap in Georgia, most of which cannot be explained by included characteristics. The component of the wage gap that can be explained is almost completely due to occupational differences, with the majority of the paid female labor force working in three industries:
education, health care, and culture. These also happen to be industries with the lowest mean wages. The results of this study reflect important differences in the way in which women have adjusted to the transition process compared to men. In some ways, the difficult economic environment coupled with women's caretaking responsibilities have shielded them from experiencing more significant discrimination in the labor market. Due to relatively few economic opportunities, men are facing stiff competition for jobs and seem to be accepting job opportunities with wages that women might refuse, given their higher opportunity cost of time. As a result, men's wages are depressed and, thus, the gender wage gap does not appear to be as high as it would be if we took into account the individuals that are not observed in the sample.
The results of this study reflect important differences in the way in which women have been affected by the transition process compared to men. It appears that women are less likely to accept jobs with wages in the lower spectrum of their wage-offer distribution, presumably due to their primary caretaking responsibilities. On the other hand, among men, stiff competition for jobs, coupled with their primary responsibility as financial providers, seem to have led to more men accepting jobs at wages in the lower spectrum of their wage-offer distribution. As a result, especially among the less educated, a large percentage of men are likely to remain unobserved in the sample. This leads to the significant sample selection bias among men, which, when corrected for, raises men's mean wages and decreases the estimates of the education coefficient. Thus, in ironic way, a difficult economic environment, together with women's caretaking responsibilities, have shielded women from experiencing more significant discrimination in the labor market. 
