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1. INTRODUCTION 
In this paper we study a celebrated method of Samuelson (see [I], [2], 
[3], or [4]) for determining explicitly the coefficients of the characteristic 
polynomial of a given square matrix. We find that his method is valid for a 
certain class of matrices only. However, it is very interesting to notice that, 
with some modification of his method, an effective way can be obtained for 
computting the coefficients of the minimal polynomial of a given square 
matrix as well as a given vector. To my best knowledge, as contrary to 
characteristic polynomials, there are no effective methods, in existing litera- 
tures available to me for determining the coefficients of a minimal polynomial, 
which have been discussed. A complete proof is given and examples are 
provided. 
2. A REVIEW OF SAMUELSON’S METHOD 
In the following paragraphs we give a short review of Samuelson’s method. 
Let =1 = (u,~), i, j = 1, 2 ,..., n be a square matrix over a field F. Consider 
the dynamical system 
x-(t) = ,4X(t), (1) 
where X(t) is a column matrix with (X(t))” = (x1(t), x,(t),..., am). Differen- 
tiating (1) (n - 1) times with respect to t, the following n2 equations are 
obtained: 
-k-(t) = ,4X(t) 
X(t) LLqt) (2) 
W’(t) = AX+l)(t). 
* This :vork was supported by Research Grant GP-6167 with the Xational Science 
Foundation. 
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Eliminating the n* - 1 variables not involving the subscript I, (i.e., .Q ,..., x,,; 
P * ,.*., s,i; . . . . x21n’ )..., x,, fn)) from these equations, a polvnomial in x1 and its 
derivatives is obtained. Substituting I for x1 and X(:) for s:i)(i = 1, 2,..., n) 
into this polynomial, Samuelson states that the newly obtained polvnomial 
is the characteristic polynomial of A. 
3. A CONDITION 
THEoFtEn 1. A necessary and su$Lzient condition that Samuelson’s method 
can be carried out and the characteristic polynomial of rl can be obtained is that 
the following (n -- 1) vectors in (n - I)-dimensional space R, RM ,..., RJP-’ 
are linearly independent, where 
PROOF: Rewriting system (2) as follows: 
= 0 
= 0 
it, 
MI- 0 + 0 - 3i^J zzz 0 (4) 
.t n 
+ ()+...+(~?)-a .:,I-l))=O 
+ 0 + ... -.ys =o 
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some of the zeros here are either zero column vectors or zero row vectors. 
Eliminating x2 ,..., .r,; &, ,..., k,;...; xp’,..., XII”’ from (4) by a standard 
argument in linear system, we have the following determinant: 
or 
0 0 o***o 0 -R 6% - %X1) 
0 0 o---o I -M --x,S 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 - R ... 0 0 0 (xy) - u&'+~)) 
I-M ... 0 0 0 -pus 
I -M 0 *e-o 0 0 -xF1)s 
0 I -M ea.0 0 0 -xY)s . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 **.I -M 0 -+S 
0 0 0.*-o I -M -x,s 
0 -R O.e.0 0 0 x:"' - u,,x:"-1) 
0 0 --lie..0 0 0 *:,-1) - a,lx:"-2' 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
= 0 
= 0. (5) 
Consequently, (5) can induce the characteristic polynomial of A if and only 
if the leading coefficient of x(n) is not zero. This means that the following 
determinant of order n(rr - 1): 
A= 
I -M 0 -0*o 0 0 
0 I -M-**O 0 0 
. . . . . . . . . . . . . . . . . . 
0 0 0 *.*I --iv 0 
0 0 0*--o I -M 
0 0 --R...O 0 0 
. . . . . . . . . . . . . . . . . . 
0 0 0 e--O -R 0 
0 0 O...O 0 -R 
f 0. 
Simplifying this determinant we have 
, -RMn-2 , 1 RM+-? I 
A =I -RfP3 
, 
/ -R 
It follows that A # 0 if and only if R, RM,..., RMne2 are linearly independent. 
COROLLARY. If the minimal pobnomial of .4 is not equal to its characteristic 
polynomial, then R, RM ,..., RMR-” are linear!)! dependent. 
PROOF: From (3) we have 
where a, = c[ii and S, = S. 
Fly multiplication of -4 repeatedly by itself we have 
.~3 = ‘2 a,R + a,RM + RM” 
.( I 
- 
S3 1 
a(,-,$ -t a(p-2)R-~ + . . . + alR&.~~--’ $ R&I+’ - 
* --I* 
If the minimal polynomial of ;2 is not equal to its characteristic polynomial, 
then there exists a positive integerp < n, and a set of numbers, ~i , a,,..., pi,, , 
not all zero, in the field F such that 
A” $ alAp-’ j- ‘*- + ci,I = 0. 
Consequently, we have 
(a(,,& + a(,-2)R1Jf + **a + a,RM+” + RL%I’(-~) + ... $ %11-S 
(a,R + a,RM + RM”) + c+.2(a,R + RM) + aDelR -= 0 
or 
RMp-l + (a, + 01~) RMn-’ + *em + (a,-,) + .** + LY~-~u~ + a,-*) RM 
+ (a(,-,) + *-* + cype3a2 + ap-2al + e,-d R = 0. 
It follows that RMD-I, RMP-“,..., RM, R are linearly dependent. 
The inverse statement of the corollary, in general, is not true. This can be 
easily seen from the following example: 
ITSAMPLE I. Let 
Its characteristic polynomial and minimal polynomial are the same and are 
equal to X3 - 4X2 + 5X - 2. Where R == (- 1, 1) and JI = (: i), we have 
RIW == (0,O). Hence R and PM are linearly dependent, 
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4. THE MODIFIED METHOD FOR FINDING THE MINIMAL POLYNOMIAL 
OF A SQUARE MATRIX 
Let A = (Q), where i,j = 1, 2 ,..., n be a given square matrix over a field. 
Consider 
J(t) = AX(t), (6) 
where X(t) is a column vector of n components with X’ = (x1(t),..., am) 
and xi(t), i = 1, 2 ,..., n, are differentiable functions of t. Differentiating (6) 
repeatedly and substituting (6) into the resulting equations, we obtain ?z* 
equations 
i!?(t) = AX(t) 
x(t) 7 A2X(t) 
X(n)(t) G -4”X(t). (7) 
THEOREM 2. There exist a smallest positke integer p, p < n, and P numbers 
2 ,..., ap such that X(*)(t) + CY~X’“-~‘(~) + ..* + Lu,+(t) + apX(t) = 0 
3 2d only if hP + orlP1 + em* + ar& + ap = 0 is the minimal polynomial 
qf-4. 
PROOF: By the Hamilton-Cayley theorem, we know 
8” -t aA’+l + 0-e + &,A + p,,E = 0 where & ,..., /3n 
are the coefficients of the characteristic polynomial of A. Consequently, 
X’“‘(t) + aX(‘+l)(t) + m-0 + /3,+,<q(t) = (A” + &An-l + .a. + &A) X(t) 
= --/$X(t) or Xfn)(t) + /3lX(+1j(t) + -0. + /I~Sn-IZ(t) + pmX(t) = 0. 
Let F = ((0 ,.,., 0, 1, yI ,..., y*) 1 X@‘(t) + y,X’Q-“(t) + *** + y*X(t) = 
0, 4 < n.} Then F is not empty. Let (0 ,..., 0, I, (pi ,..., OIL), be in F where p is 
the smallest positive integer. It is not hard to see that this element is unique 
in F. From X’*)(t) + ~~~X(p--l)(t) + *** + aDX(t) = 0, we have 
(A* + +4*-l + --- + apmlA + cf,I) X(t) = 0 for all X(t). 
It follows that tZ* + qA*-1 + *mm + apdlA + a,1 = 0. Since p is the 
smallest positive integer, hp + CU,P-~ + *em + cys-J + alp = 0 must be 
minimal polynomial of A. The inverse statement is a direct consequence of 
the definition of minimal polynomial. The Theorem 2 is proved. 
COROLLARY. Let A = (uj:)), A2 = (a::)),..., A” = (a:‘). Eliminate 
x1 ,**-, xi-1 , Xf, ,..., x, from the following systems of equations: 
*. = &)x + &),y + -.* + &)g * fl 1 r2 2 tn n 
2, = @)x t fl 1 ug’x* + 
. . . + a’elx 
In R (8) 
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where i -= I, 2,..., n. Substituting #‘for .q(j’(j = I, 2,...,) and 1 for xL we$nd 
n polynomials, AP* + ffilXPi--l + -.. $- ailli , where i = 1, 2 ,..., n,p, - n. 
Then the least common multiple of these n polynomials is the minimal po@omial 
of -4. 
5. SOME REhlARKS 
In the actual computation, however, the numerical calculation could be 
considerably simpler, for examples: 
(a) If pj := n for some j in (4), then Xpi + CQAQ-~ + ..* +- c+,, is the 
minimal polynomial of A. That means if for some j, 
a!” 
Jl 
. . . a!f’ 
JJ-1 
a!!) 
111 
. . . a!” 
111 
1 a):) . . . a!y’ 31-l 
ap 
111 -*- a,!:) / + 0, 
/ . . . . . . . . . . . . . . . . 
acp-l, . . . a(yl, 
31 53-l 
a(,?!-” . . . a!?'-l' 
331 111 ~ 
then the polynomial obtained by eliminating x1 , xz ,..., xiOl , sjll ,,.., s,, 
from 
jE, = a(!), + af,2)u + . . . c a(2jr 
I 31' 1 J-2 . 2 in'rt 
is the minimal polynomial of A. 
(b) If A = (,“I 1,) , find the minimal polynomials of A, and A, respec- 
tively and the least common multiple of these two polynomials is the minimal 
polynomial of A. 
6. EXAMPLES 
EXAMPLE 2. Let 
3 2 0 0 
-4= i -4-l 0 6 1 2 -1-3 1 0 1 1 0 
402 
then 
and 
31 -24 0 0 
64 68 12 5 
Eliminate x, x2 , , x, from 
ji; = 6x1 + x2 + 2x, + x4 
5 = 25.x1 + 10x, + 5x3 + 2x, 
!if3 = 63x, + 39x, + 12x, + 5x, 
X3 = 100x, + 84x, + 29x3 + 12.~~ . 
By the well-known Crout’s formulation we have 
6 1 1 0 0 0 -1 2 
25 10 2 0 0 -1 0 5 
63 39 5 0 -1 0 0 12 
100 84 12 -1 0 0 0 29 1 
6 
35 
77 
356 
70 
-1 
I l 6 
1 
6 O 
0 0 -; 
2 
6 
25 10 2 0 0 -1 0 5 
63 39 5 0 -1 0 0 12 
100 84 12 -1 0 0 0 29 
1 -- 13 
35 
O O 6 25 20 
-35 
- -- 
35 35 
57 11 
T -- 2 0 -1 0 
21 18 
T -- 2 
202 14 50 13 
3 -- 3 -l 0 0 5 3 
1 o 70 510 - 
356 
- 342 -- 690 
356 356 356 
2136 1212 3300 3585 - -- - 
105 -l o 105 105 105 
I 
1 -4 8 -8 -5 
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The minimal polynomial of A is hJ - 4X3 + 8h2 - 8A - 5. 
kiAX\IPLE 3. IA 
A - (:j --; 2) . 
‘I’hen 
10 
.-I” .z:. (-. -6 
-18 12’ 36 
22 -12 1 and A” = ( -28 
83 56 
92 -56 
6 18 -8, --28 84 ~~-48 ,, 
Eliminating s. z , .y3 from the following equations: 
.i’, I- 3s, - 3.Q -1 2s:, 
f, = 10x, - 18x, + 12s, 
.Vl = 36.~~ - 84.~ + 56.r, . 
\r-e ha1.e s, ~ 6.$ -’ 8s, = 0. Its minimal polynomial is 
X2 - 6X + 8 = 0. 
7. 'I'HE hIODIFIED h.IETHOD FOR FINDING THE R'hN-r!X~I. POLYW1llIr\l. 
OF A VECTOR 
Similarly, we can modify the Samuelson’s method for finding the minimal 
polynomial of an n-dimensional vector over a given field with respect to a 
linear operator A. Since the proof is similar to Theorem 2, we state the 
result without proof. 
Let d = (aij) with i, j = 1, 2 ,..., n be a given square matrix over a field. 
Let b be a given vector with h’ = (6, ,..., b,). Consider 
X(t) = RX(t), (9) 
where -X(t) is a column vector of 12 components with A” = (x1(t),..., .~,~(f)) 
and s,(t)(i = 1, 2 ,..., n) are n-times differentiable functions of t. 
Let j- L UX. 
Then, bp (9), we have 
j = btAtX 
j = 6+4’)2X 
(10) 
and 
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THEOREhf 3. There exist a smallest positive integer p, p < n, and p numbers 
‘y1 , 012 ,***, a3 szuh that y(‘l) + achy + e.0 + c+~$ + okay = 0 if and only 
;f xp + Lqv-1 + .-* t anJ + 0~~ = 0 is the minimal polynomial of b with 
respect to A. 
COROLLARY. Eliminate x1 , x2 ,..., s, from (10): 
. 
Substituting hi for y(j), j = I, 2 ,..., n, and 1 for y, we find the minimal poly- 
nomial A’ + arIP-’ + *** + o+,-J + (Ye = 0 of b with respect to A. 
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