In this paper we obtain a Wong-Zakai approximation to solutions of backward doubly stochastic differential equations.
Here dB s ,dB n s stand for the backward integrals. In the sequel, we will use − → ds to indicate the backward integral against the Lebesgue measure.
Backward doubly stochastic differential equations was first studied by Pardoux and Peng in [PP] . It is now a powerful tool to study stochastic partial differential equations with singular coefficients. Our purpose of this paper is to obtain the convergence of the Wong-Zakai approximation to the backward doubly stochastic differential equations, namely we will prove that (Y n , Z n ) converges to (Y, Z) in L 2 . The convergence of Wong-Zakai approximations to stochastic differential equations is now well known, see e.g. [IW] . Because of the nature of the BDSDEs, the integrand Z n , Z in the stochastic integral against Brownian motion are also part of the solutions. This makes the problem drastically different from the Wong-Zakai approximation for stochastic different equations. Another difficulty comes from the fact that the Hölder type estimate
is no longer available. We overcome this by carefully exploiting the independence of the two Brownian motions B and W .
The application of our results to stochastic partial differential equations will be discussed in a forthcoming paper.
Main results
The following is an priori estimate for the family {(Y n , Z n ), n ≥ 1}. 
2 n . In view of (H.1), it is easy to see that there exists C 1 > 0 such that
Now, the third term on the right side of (2.5) can be written as
As a stochastic integral, we have E[I 1 ] = 0. By the equation (1.3) it follows that
By the boundedness of f and g, we have
and
where C is a constant independent of n. For the term I 2.3 , we have
(2.11)
Putting together (2.9),(2.10),(2.11) we get 12) for some constant C. To bound I 3 in (2.7), we write
(2.13)
For I 3.1 , we have
(2.14)
Similarly we have 
It follows from (2.5),(2.6),(2.12) and (2.17) that
Applying the Gronwall's inequality, we complete the proof of the Proposition.
The above result can be strengthened as Proposition 2.2 For any p ≥ 1, there exists a constant C such that
Proof. By Ito's formula, we have
Crucially we need to bound the term I n 2 . We write
As a stochastic integral, we have E[C] = 0. It is a long proof to establish the bounds for E[A] and E[B]. We will split it into two lemmas for clarity.
Lemma 2.4 We have
Proof. By the equations satisfied by Y n and Y we have
Clearly,
By conditioning on F s , we find that
To bound A 1 , we write it as
2 n ] we see that
we have
Integrating with respect to s, we get that
where the fact that the sequence {(B k+2
is a martingale has been used. For the term A 11 in (2.28), we have
The first two terms on the right can be bounded as follows.
The last term A 11,3 can be estimated as follows.
Putting together (2.33)-(2.35) together we get
Similarly the term A 12 can be decomposed as
Using the similar arguments as for (2.33) and (2.34) we can show that
Hence,
Combining (2.31),(2.36) and (2.39) we get
Now we turn to A 2 which can be written as
2 n ],
Using the independence of the increments of B and conditioning on F k+2 2 n it follows that
Now,
By conditioning on F k+2 2 n we see that the expectation of the first term of the above equation vanishes. Hence,
(2.45)
For the term A 21 we have
We will estimate each of the terms on the right. First we have
Similarly,
By Hölder inequality and Ito isometry, we have
It follows from (2.47), (2.48) and (2.49)that
Let us turn to the term A 22 . We have
(2.51)
By Hölder inequality,
It follows from (2.51)-(2.54) that
Collecting (2.45),(2.50) and (2.51) we obtain
The proof is now completed by putting (2.25),(2.26),(2.27),(2.40) and (2.56) together.
Lemma 2.5 We have
By Proposition 2.2, we have
B 2 is further written as follows.
By the Lipschitz continuity of g ′ , it follows that
(2.61)
The following two inequalities will be used frequently in sequel.
For any δ > 0 and p ≥ 1, there exists a constant C p,δ such that
By Hölder's inequality and (2.62), (2.63), we have
Similarly, in view of (2.63), we have
and 66) where the a priori estimate (2.19) has been used. (2.64)-(2.64)yields
By the Lipschitz continuity of g, we have
(2.68)
By the similar arguments as above, we have
Hence, 2 n ] to get
it is easy to see that the expectation of the first two terms on the right vanishes. Hence,
Collect the terms in (2.67),(2.70) and (2.72) to obtain
Now we turn to the term B 3 in (2.58). We further split it as
First we notice that
(2.75)
By the Lipschitz continuity of g ′ , we have
(2.76)
Furthermore, Now, interchanging the order of integration, we have
In view of (2.62), (2.63), we have 
For the term B 31,2 we have 
From here following the same arguments as for (2.80) we obtain
The term B 31,23 is bounded as 86) which, together with the same arguments as for (2.103), yields
Finally we need to find an upper bound for E [B 31,3 ]. Notice that To proceed with the proof, we claim that there is a constant C such that
