Abstract-Precise control of process temperature has become increasingly important in today's semiconductor industry. Multizone batch furnaces are used widely in current manufacturing lines, and high reliability of furnace systems is a crucial factor in achieving high product yield. However, uncertainty caused by sensor noise and failure may degrade reliability. In this work, the authors develop a methodology based on thermal modeling and sensor fusion techniques to detect temperature sensor failures, power supply failures, and system faults for the multizone furnace systems. The typical types of failures have been defined. The impact of single failures and different combinations of failures on the system behavior has been studied. The furnace system has been modeled based on both physical considerations and experimental data extraction. The fault detection methodology has been tested in simulations. Principal component analysis is utilized for choosing data types for different fault detection purposes. Sensor fusion is used to enhance reliability. Simulation results show that all different types of failures can be detected when data are rich enough. Experimental results show that all single failures and some of the failure combinations can be estimated when only steady-state and cooling-down data are utilized.
. Schematic of furnace system. sensor performance. For a certain fault pattern, multiple sets of data can be collected for detection. Therefore, we can treat these data sets as different sensors that can measure faults. Sensor fusion is then used to integrate these detection results to find a reliable estimate of the faults.
A simple linear dynamic model with a closed-loop PID-based temperature controller is used to describe the overall thermal system based on physical considerations. The parameters are estimated using the data collected in experiments conducted on an actual five-zone furnace. There are three major fault sources of concern in this work. The first is the failure of the temperature sensors (thermocouples). We are particularly interested in the parameterized bias of these sensors. The furnace we used in the experiments has five thermocouples that monitor the temperature of each of the five zones. Each of these sensors might develop a bias or its random noise might increase. The second fault source is power supply inefficiency, i.e., the heaters fail to supply enough power requested by the controller. In this furnace, there are five independent heaters corresponding to the five zones, so the power inefficiencies of the five heaters are considered independently. Finally, the insulation failure of the tube is another fault source, which corresponds to the change of thermal resistance parameters in the system model. In this work, we define fault parameters to evaluate the faults and develop a generalized system model that includes all three types of faults.
Our method depends on real-time collection of temperature readings and power delivery to the heating elements. This information is processed in conjunction with the thermal model of the system. Statistical model classification is an effective fault identification method. Different models are created corresponding to the fault-free system and systems with all possible single or multiple failures. Analysis of real-time temperature settings, temperature sensor readings, and requested power outputs determines the model that fits the best. Thus, the most likely failure model is identified. For convenient fault parameter estimation, we use a least square-matching algorithm. Principal component analysis (PCA) is utilized for choosing data types for different fault detection purposes. Finally, a sensor fusion technique is used to enhance reliability. Experiments were performed on a five-zone furnace system used for dry oxidation. Simulations of a fault-free furnace, a variety of failure models, sensor fusion, and fault detection algorithms were performed in Matlab. All models were based on both physical constraints and empirical data fitting parameter estimation is discussed. In the next section, we will describe the system model of the furnace.
II. SYSTEM MODEL
In this paper, we use a typical furnace system as an example to suggest a general approach to detect the furnace system failures that could be the primary factors of temperature inaccuracy. The system we chose to model is a five zone 6-in tube made by Tylan and controlled by the Tystar controller. This system is used in the Berkeley Microfabrication Laboratory for routine dry oxidation of 6-in wafers. We start with setting up the system model in this section. First, we study the structure of the model based on physical consideration of the thermal system. Then, we perform a series of experimental runs with the actual furnace in order to extract the model parameters. Fig. 1 is a schematic of a five-zone furnace system (not to scale). Five heater elements supply power to the five different zones, respectively. Five thermocouples located in the five zones provide readings for monitoring and control.
A. Structure of Furnace Model
The behavior of the heat flow and temperature in a thermal system can be described mathematically by the same equations as those used in an electrical network. The advantage is that we can then use electrical network theory (e.g., Miller theorem) to gain insight on the significance of each parameter. This insight is very important for fault parameter estimation. Fig. 2 depicts the electrical equivalent of the thermal system, where the heaters ( , , , ) are equivalent to current sources, temperatures ( , , , ) are equivalent to potentials. The correspondence of electrical and thermal systems could be found in Table I [10] .
Since this is a linear circuit, we can easily develop the following continuous time open-loop system equations:
where is the ambient temperature. For simulation convenience, we convert the continuous time system equations (2.1) into discrete-time system equations (2.2)
where We use a one-minute time step, which is sufficient, since thermal systems are relatively slow. Let
We then obtain the discrete time furnace system equation:
where the detailed expressions for and are given in the Appendix. All the thermal resistances and capacitances in the above the equations are unknown and need to be determined with the help of experimental data. While the open-loop thermal system is considered equivalent to a linear circuit, a built-in temperature controller must be taken into account. In our actual furnace system, a heuristically enhanced PID controller is used for temperature control. The details of the built-in controller are not exactly known to us, so we assume a likely structure and extract the parameters by observing experimental data. Note that knowing the exact controller behavior is helpful but not necessary for this problem since it takes a substantial effort to decode the vendor's design, and our methodology should be able to compensate for this type of uncertainty.
The overall structure of the furnace system is shown in Fig. 3 . If we consider the thermal system and the controller together as our plant, the only input to the plant are the temperature setting trajectories, which are designed by the user according to the needs of a particular process. The noise to the sensors is assumed to be additive white Gaussian, independently identically distributed (i.i.d.) for each zone of the furnace, which is in general a good assumption for thermal noise.
B. Model Parameter Extraction
Once the system structure is fixed, the free parameters in the system equations are extracted from experimental data. These parameters include all thermal resistances and capacitances. For parameter accuracy, we collect several sets of experimental data when the system is assumed to be working properly. Fig. 4 shows a typical run of the furnace system. (Data from only one of the five zones are shown to simplify the illustration.) The curves in the figure are the temperature and power profiles of a dry oxidation process.
Initially the system was at 750 C (standby temperature). The desired final temperatures were set to 1000 C for all zones in this case. It takes about 30 min for the temperatures to stabilize. The oxidation lasts for 3 h and then the temperatures are set back to the standby level of 750 C. Most processes require uniform temperatures inside the furnace tube. However, special temperature settings are necessary in the experimental design for the purpose of system parameter extraction. In this work, we set a temperature gradient across the five zones with a difference of 10 C between adjacent zones (e.g., zone #1: 930 C, zone #2: 940 C, , zone #5: 970 C). This needs to be selected carefully. If this difference is too small, we would not be able to extract some of the parameters accurately, and if it is too large, the control system of the furnace might not be able to achieve and sustain it. Note that this can vary from furnace to furnace depending on its properties.
From (2.4) we obtain the steady-state system equations as follows:
From the above steady-state equation we find that the thermal capacity parameters do not play a role at steady state. By measuring the temperature and power delivery of the five zones at steady states of different temperatures, we are able to derive the thermal resistances using the steady-state equation (2.5). Fig. 5 shows an example of two sets of steady state data of zone #1 at different temperatures.
We also observed that when the measured temperature was higher than the temperature setting by more than 10 C, the built-in controller would simply set the power delivery to zero. With the power completely off the system equation becomes (2.6) Although we do not know the exact structure of the controller, this transient part of the data (cooling down) could be used to es- timate the thermal capacities (assuming the thermal resistances are already obtained from the steady state data) since the power output is exactly known. Fig. 6 depicts an actual cooling transient for zone #1.
After all the open-loop system parameters are determined, we adjust the parameters of the simulated PID-based controller. We use the heating-up part (Fig. 7 ) of the data for this purpose by adjusting controller parameters such that the simulated temperature and power profile best fit the experimental profile.
In this way, we identify all the parameters needed by the thermal model and its simulated controller. Note that this is done under the assumption that the data we used for estimation are all fault-free. In the next section, we will discuss fault diagnostic methodologies.
III. FAULT DIAGNOSTICS METHODOLOGY
In this work, the goal of fault diagnostics is to use all available information (temperature settings, temperature sensor readings, power delivery readings) to answer the following questions. 1) Is there any fault in the system? 2) What type of fault is it? 3) Which sensor or which zone is involved? 4) How serious is the fault? To answer these questions, especially the last one, we need to model and parameterize faults. So in the first part of this section we set up the model for the faults and in the second part we discuss fault detection.
When the additive white Gaussian noise is taken into account, we have the fault-free system model as (3.1) where , are the same as , in Section II (assuming all the parameters are estimated correctly), and . Here subscript is used to distinguish the fault-free system from fault models.
We are interested in three types of faults for this system. The first is the fault caused by bad insulation of the furnace system, which affects the system by changing the values of the thermal resistance. We assume that the errors are constant biases ( of the inverse of the thermal resistances . We can represent the insulation errors easily by introducing an additive matrix to the system matrix . The elements of correspond to the errors of the elements of the fault-free system matrix caused by . The second type of fault is the temperature sensor (thermocouple) bias. We use a 5-d vector to denote the temperature biases (in C) of the five zones. The third type of fault is caused by power delivery inefficiency, which means that the power system does not actually deliver the amount of power requested by the controller. We use a 5-d vector to represent power efficiency (in %) of the five zones. We call the parameters , and error parameters. Based on this formulation, the task of fault diagnosis is equivalent to the estimation of the values of the error parameters.
When all three types of errors of the five zones are included, we can get the generalized system equation as follows:
Note that the fault-free system corresponds to the case when is all zero, is all 100%, and is all zero, is the matrix whose diagonal elements are elements of , and all other elements are zeros.
So far we have established the system fault model. The next step is to investigate the fault detection methodologies. One approach that can be used for this problem is called model classification, as illustrated in Fig. 8 . For each possible system fault, a corresponding model is set up and simulated. When an actual experiment is run, the temperature setting of the experiment is input to all the simulated fault models along with the fault-free model. The output (measurement) of the actual experiment is compared to the outputs of all the simulated models. The model whose output is the closest to the actual system is then selected.
If the fault-free model is chosen, we may conclude that the actual system is functioning properly. When a certain fault model is chosen, we would conclude that the actual system is suffering from the corresponding fault. There are many different ways to develop the selection criterion [3] , [13] . The least square-matching approach is commonly used. The general idea is illustrated in Fig. 9 , assuming the system output features fall in a two-dimensional space and the fault models are separable. and could be linear combinations of important system parameters or any other significant output features. The areas labeled as , , and in Fig. 9 correspond to parameter distributions of normal system and faulty systems. In the case of least square estimation, coordinates of the center of each area are the means of the parameters and the size of the area is determined by the variances of the parameters.
One drawback of this approach is that it is difficult to parameterize faults. For each value of a certain fault parameter an independent model needs to be determined. In our case, all fault parameters take continuous values, which makes this approach impractical. Also, this approach is not ideal for the case of multiple faults. If all different combinations of faults are considered, the total number of fault models that must be generated is prohibitive.
Having these considerations in mind we developed a least square fault parameter estimation approach instead of using the model classification method directly. This approach has the advantages that all different types of faults and different values of fault parameters can be represented in a general model. Moving all the terms without fault parameters on the right-hand side of (3.3) to the left and rearranging the remaining terms we obtain:
where were detailed expressions for are in the Appendix, and is the time step. Equation (3.4) is equivalent to (3.3). In the above equations, all three types of faults of the five zones are taken into account. Elements of correspond to regressors of resistance, power, and temperature, respectively.
can be a combination of any of subsets of them.
If we have a collection of data points and all the data points are concatenated into a single vector, we have If is white Gaussian, we can use the least square (LS) matching to get the optimal estimation of the fault parameters [2] : (3.6) and the variance-covariance matrix of the estimate is
where is the variance of . However, is not white. Its variance-covariance matrix can still be calculated since are samples of i.i.d. Gaussian random variable with known variance. We can then whiten using the following approach [6] , [12] . First calculate . Then find the Cholesky factorization of such that
is white since its variance-covariance matrix is an identity matrix.
By multiplying at both sides of (3.5), we obtain (3.9)
By applying the standard least square solution [see (3.6) and (3.7)] to (3.9), we obtain our LS solution (3.10) (3.11) where gives the estimation of all fault parameters and gives the variance-covariance matrix of the estimation. This concludes the basic idea of the LS approach. This fault diagnostics methodology actually answered all the four questions brought up earlier in this section. When the system is under normal conditions, all fault parameters should be zero. Having one or more nonzero fault parameters indicates that the system is under fault and it also suggests the type and location of the fault. In addition, the magnitude of a fault parameter represents the seriousness of the fault. Theoretically, as long as our model is accurate and the data used for diagnosis are rich enough, all those fault parameters could be estimated accurately. But in practice, we are dealing with a real physical system. Our linear model is not exact since there are some minor nonlinearities due to some known and unknown reasons. The fact that we cannot collect arbitrary data sets makes the diagnosis more difficult. Therefore, we have only limited data to use and we need to evaluate the performance of the diagnostic algorithm based on the available data sets. In the next section, we discuss the experiments, the simulation, and the strategies of choosing different data sets for different diagnostic purposes, including PCA and a sensor fusion approach. 
IV. EXPERIMENT DATA ANALYSIS AND SIMULATION RESULTS
In Section II, we set up the structure of the linear model and discuss how to extract the system parameters using different types of experimental data.
In Fig. 4 , we show what a typical experimental data set looks like. Normally it consists of three parts: heating-up period, steady-state period, and cooling-down period. From the model estimation results (Figs. 10 and 11) , we can see that the estimated model is very accurate for steady-state and cooling-down periods. However, for the heating-up period, there are some deviations between the actual furnace and its models in this case since we do not know the exact detail of the temperature controller. Therefore, we suggest using only the steady-state and cooling-down data to perform diagnostics.
Principal component analysis [7] , [8] is a widely used technique. It distinguishes the strong eigenmodes of a data set from the weak modes and therefore tells us how many degrees of freedom the data set has. In this work, PCA is used to determine the significant dimensions for each set of data and help evaluate whether the least square problem is solvable for different cases [9] . In Table II , we list the results of five cases as examples of our results, but there could be many more cases since any combination of the nineteen parameters is possible. In Table II , "case #" corresponds to different cases of fault combinations. In the second column we list the number of fault parameters being considered for each case. The third column gives the specific faults parameters to be estimated for each case. The rest of the table shows the types of the data sets used for estimation and the performance of the LS estimation.
"Not feasible" means that the least square problem is not solvable due to the limited degrees of freedom in the available data. The number in the parentheses gives the number of dimensions of the data set as a result of PCA. If the available number of data dimensions is less than the number of the fault parameters, the problem cannot be solved. "Good" means that the data are rich enough to solve for the fault parameters. Note that in case #3 (A and B), both steady-state and cooling-down data are needed for the estimation of the nine fault parameters. First, the steadystate data is used for estimating fault parameters (case #3A) corresponding to the five self-resistances (resistances linking each zone to ground in Fig. 2 ). Then the cooling-down data is used for estimating fault parameters (case #3B) corresponding to the four inter-resistances (resistances linking the five zones in Fig. 2 ). This needs to be done in sequence. When the system is at steady state, since normally all runs need uniform temperature inside the tube, the influence of the fault of inter-resistances is insignificant (these can be viewed as Miller resistances, that only play a role if the system gain is other than unity). Therefore, the steady-state data are not applicable to estimate the faults of inter-resistances as shown in case #3B. So we can fix the value of inter-resistances at nominal values and estimate the faults of the five self-resistances. Then we can fix the values of self-resistances and use the cooling-down data to estimate faults of inter-resistances. This is possible because the cooling-down process would introduce nonuniformity to the temperature profile and make the role of inter-resistances significant. For case #4, cooling-down data cannot be used to detect power inefficiency since power is shut down, therefore it is not applicable. During actual experiments, we observed voltage fluctuations (up to about 5%) on the power line. This could be a source of the power errors. We used a power monitor to track the fluctuation and compensate the simulation for the power delivery fluctuations.
For case #5, both types of the data can be used for estimating temperature sensor faults. Use of the cooling-down data only in this case is not recommended because the cooling-down process has a smaller data size than steady-state data. : nine thermal reistance faults, : five power inefficiency faults, : five temperature sensor bias faults. ** Poor performance, as available data set has fewer dimensions than the number of parameters to be estimated. Number in parenthesis indicates number of data dimensions, not shown when it equals or exceeds the number of parameters. *** 3A and 3B need to be done in sequence to estimate .
The precision of the fault parameter estimation can be evaluated by the following procedure (Fig. 12) . We first input the same temperature settings to both the actual system and the simulated system. We then calculate modeling error (including noise) by taking their difference. When simulating the detection algorithm, we input the simulated fault-free system output added by the modeling error and see the fault parameter estimation. The values (mean and variance) of the estimates determine the precision of the detection. For example, when we do this for case #5, we obtained means of the five estimates around zero and their standard deviation less than 1.15 C. The 95% confidence interval is ( 2.3 C, 2.3 C) [2] . This means that if the actual temperature sensor bias is within this interval, we would not be able to distinguish it from the modeling error.
While precision is important for fault detection, reliability is a more crucial issue. We can never rely on the results from one set of data due to the uncertainty of the real world. To improve the reliability of the diagnosis, we integrate information from multiple data sets based on the concept of sensor fusion to make the final decision about the fault estimation. Repetitive or complementary experiments may be done to get multiple data sets for the purpose of fault detection reliability. Each of them will provide a set of estimated fault parameter values. These data sets can be treated as different "sensors" measuring fault parameters. Sensor fusion techniques [1] , [11] , [14] are then utilized to integrate the information into the best estimation of the concerned fault parameters. The idea is shown in Fig. 13 .
There is a variety of methods to perform the fusion [11] . The method we use here is based on assigning a confidence value to each "sensor" and calculate their weighted average using the confidence values as weights. The confidence value depends on the variance of each estimated fault parameter, which is a by-product of the LS estimation algorithm. A smaller variance would deserve a larger confidence value. In this way, if one set of the data were corrupted, a very small or zero confidence value would be assigned to it. It will then be rejected by the fusion algorithm, without adversely affecting the final estimation. In summary, sensor fusion is performed as in (4.1)
, and is the total number of parameters to be estimated ( , is the estimation of parameters based on the th set of data). is the number of data sets used, is LS estimation of the th parameter based on the th set of data, is the weights for and is a function of estimated variance of with , is the fused estimation of the th parameter. One example for calculation of is to use the inverse of the estimated variance of and then normalize it so that 's sum to one. Sensor fusion does not necessarily enhance the precision of estimation, but it does improve the reliability dramatically. 
V. CONCLUSION AND FUTURE WORK
Under the assumption that the estimated fault-free system is accurate, any fault combinations can be diagnosed almost perfectly by simulation (e.g., 1 C temperature sensor bias could be detected). But in reality, inaccuracy in system modeling and limited experimental data types are the major causes for suboptimal diagnostic performance. In this work, a linear system was used to approximate the furnace system. Using the nonlinearities of the system to develop a more accurate system model will be helpful for better diagnostic performance. The available degree of freedom of the real data limits the total number of fault parameters that can be estimated (under five in our case when only steady-state and cooling-down data sets were used). Some important failure combinations can be effectively diagnosed by this approach using steady-state data and/or cooling-down data sets. For example, if the fault type is known, this approach can be used to detect which zone/zones is at fault. On the other hand, if the faulty zone of the furnace system is identified, this approach can be used to detect whether it is a power failure, temperature sensor failure, insulation system problem, or a combination of some of them. Diagnosis of some failure combinations is still difficult by the current available data sets for the furnace system under investigation. The situation may be different for other furnace systems, but this approach can be adopted in general as long as fault types can be appropriately defined and quantitatively evaluated. 
