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P Á R H U Z A M O S S Z Á M Í T Ó G É P E K : 
O P T I M A L I Z Á L Á S I P R O G R A M O K 
B Á L I N T E R Z S É B E T É S D E Á K I S T V Á N 
B u d a p e s t 
A j e l e n l e g l é t e z ő p á r h u z a m o s s z á m í t ó g é p e s a r c h i t e k t ú r á k r ö v i d l e í r á s a u t á n a z o p t i m a l i z á l á s i 
p r o g r a m c s o m a g o k és a l g o r i t m u s o k p á r h u z a m o s v á l t o z a t a i t t e k i n t j ü k á t . A c i k k l ényeg i r é s z é b e n 
h á r o m fő t é m á v a l f o g l a l k o z u n k : a s z i m p l e x a l g o r i t m u s v á l t o z a t a i , a n e m l i n e á r i s p r o g r a m o z á s ( b e -
l e é r t v e a h á l ó z a t i f o l y a m a t o k a t ) és a d i s z k r é t p r o g r a m o z á s s z o f t v e r j e i . A c i k k e t egy 4 0 - n é l t ö b b 
t é t e l t t a r t a l m a z ó i r o d a l o m j e g y z é k egész í t i ki. 
1. Bevezetés 
A párhuzamos algoritmusok elméletének tanulmányozása a hatvanas évek ele-
jén, még a párhuzamos számítógépek, a többprocesszorra rendszerek tényleges meg-
jelenése előtt megkezdődött. A különböző típusú párhuzamos rendszerek gyakorlati 
megvalósulása tovább fokozta a kutatók érdeklődését. Az utóbbi években egyre 
többen foglalkoznak az ilyen algoritmusok implementációjának kérdésével. A ku-
tatások nagy része arra irányul, hogyan lehet az egyes algoritmusoknak minél jobb 
(gyorsabb, hatékonyabb) párhuzamos változatát létrehozni már meglévő párhuza-
mra számítógépeken. Sokan foglalkoznak azzal a kérdéssel is, hogyan lehetne egy 
adott algoritmus végrehajtása szempontjából minél jobb párhuzamra rendszert lét-
rehozni. 
A operációkutatás területe az egyik első olyan terület, ahol már érezhető en-
nek a kutatásnak a hatása: számos olyan probléma, algoritmus van itt, amely nagy 
hasznát veszi a párhuzamos végrehajtási technika alkalmazásának — ilyenek pél-
dául a nagy méretű operációkutatási feladatok, a fan kereső algoritmusok, szinte 
minden dinamikus programozási probléma, stb. A párhuzamra feldolgozás lehetővé 
teszi egyrészt azt, hogy nagyméretű feladatokat az eddiginél gyorsabban oldjunk 
meg, másrészt azt, hogy olyan komplex feladatokra, amelyek megoldása eddig túl 
költséges, esetleg lehetetlen volt, most gazdaságos megoldásokat adjunk, kiszélesítve 
így az operációkutatás számára megközelíthető problémák körét. 
Néhány operációkutatási algoritmusnak már több párhuzamra változatát is ki-
dolgozták. Ezek persze számos jellemzőjükben különböznek egymástól: másképp 
történik bennük az algoritmus egymástól független feladatokra osztása, a feladat-
modulok együttműködését, az algoritmus helyes végrehajtását biztosító vezérlés, 
eltérnek a kommunikáció geometriájában. Jellemző azonban, hogy egy algoritmus 
különböző párhuzamra implementációiban a modulok szemcsézettsége nagyjából 
azonos. (A párhuzamos algoritmus moduljainak szemcsézettsége azt a maximális 
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számítási feladatot jelenti, amelyet egy feladatmodul úgy végezhet el, hogy közben 
nem kommunikál más feladatmodulokkal: ez a jellemző tehát elsősorban azt tükrözi, 
hogy mekkora a kommunikáció szerepe az algoritmusban). Egy adott algoritmus 
gyakran természetes módon osztható fel függetlenül végrehajtható részfeladatokra, 
s a felosztás meghatározza, milyen lesz a feladatmodulok közötti kommunikáció. 
Ez persze nem azt jelenti, hogy az algoritmus minden párhuzamos változata szük-
ségszerűen azonos modulszemcsézettségű: néhány algoritmusnak olyan párhuzamos 
implementációját is kidolgozták már, melyben a feladatmodulok szemcsézettsége 
eltér az általánostól. Azt, hogy ezek közül melyik jobb, elméleti és gyakorlati vizs-
gálatoknak kell eldöntenie. 
Persze az elvi és gyakorlati összehasonlítás gyakran más-más eredményhez ve-
zet. Egyes párhuzamos algoritmusok például hiába gyorsak, hatékonyak, csak ide-
ális számítógépen implementálhatok — melyekben nincs sem memória-elérési, sem 
kommunikációs korlátozás —, vagy az implementációhoz speciális többprocesszoros 
rendszer felépítésére van szükség (általában a szisztolés rendszereket felhasználó al-
goritmusok ilyenek), esetleg a felhasznált processzorok száma függ a megoldandó 
feladat méretétől, így a már létező gépek csak kis feladatok megoldására alkalmaz-
hatók. Egy létező gépre tervezett párhuzamos algoritmus pedig éppen azért lesz az 
elméletileg elvártnál kevésbé gyors vagy hatékony, mert alkalmazkodik az adott gép 
korlátaihoz. A párhuzamos algoritmusok vizsgálata persze minden irányba kiterjed, 
a létrehozott algoritmusok között minden változatra találunk példákat. 
A párhuzamos számítógépek felépítéséről és működésérők Hockney 1981, Ma-
nuel 1988, Deák 1991 könyve illetőleg összeállítása nyújt áttekintést, az általános 
számítógépes algoritmusokat pedig Bertsekas 1989 és Quinn könyve foglalja össze. 
A cikkben az utóbbi években megjelent eredményekről nyújtunk áttekintést: a 
párhuzamos számítógépeken alkalmazható operációkutatási, optimalizálási algorit-
musokról, az ezekkel elérhető számítógépes eredményekről adunk összefoglalást. A 
következő szakaszban a lineáris programozás szimplex módszerére vonatkozó ered-
ményeket foglaljuk össze. A harmadik szakaszban a kombinatorikus optimalizálás 
branch and bound módszerének párhuzamos változatait tekintjük át. A negyedik 
részben a dekompozíciós, az ötödik részben pedig a relaxációs módszerekkel fog-
lalkozunk, míg az utolsó szakaszban egyéb algoritmusokra vonatkozó eredményeket 
írunk le. 
2. A szimplex algoritmus 
A lineáris programozási feladatok megoldására széles körben alkalmazott szimp-
lex algoritmussal, gyakorlati és elvi jelentősége nűatt, már többen foglalkoztak, 
többen próbáltak különböző szempontok szerint és különböző párhuzamos környe-
zetben implementálni. A kidolgozott párhuzamos szimplex algoritmusok közül a 
legtöbb kis modulszemcsézettségű: a szimplex iterációk három lépésén (pivot osz-
lop kiválasztása, pivot sor meghatározása, pivotálás) belül osztják fel az algoritmust 
párhuzamosan végrehajtható feladatokra. Az így kapott részfeladatok között gya-
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kori a kommunikáció: ezek az algoritmusok az adatokat osztják el a processzorok 
között, és a számításokat a processzorok együtt végzik el. Vannak már durván 
szemcsézett gépekre kidolgozott változatok is, de ezek is csak a három lépésen belül 
párhuzamosítanak, és az implementációs eredmények szerint kevésbé jók, mint a kis 
modulszemcsézettségű algoritmusok. 
A szimplex algoritmus első párhuzamos változatai esetén szisztolés rendszereket 
terveztek az algoritmus végrehajtására. Az első rendszer (K. Onaga és H. Nagayasu 
(1984)) egy VLSI wavefront array processor implementáció volt, melyben az algorit-
mus végrehajtásához szükséges processzorok száma a megoldandó feladat méretétől 
függött. 
Egy másik szisztolés rendszerben (A.A. Bertossi, M.A. Bonucelli, 1987) a pro-
cesszorok egy m X n-es fa-hálózatot alkotnak (ahol m — 1 a feltételek, n — 1 a 
változók száma), azaz a feldolgozóegységek közül mn egy m x n-e s négyzetrá-
cson helyezkedik el, és a többi csúccsal úgy van összekötve, hogy az i-edik sorban 
lévők is illetve a j-edik oszlopban lévők is egy teljes bináris fa leveleit alkotják 
(i = 0 , . . . , m — 1, j = 0 , . . . , n — 1). A négyzetrácson elhelyezkedő processzorok kö-
zött vannak elosztva a feladat adatai, a többi processzor a levelek és a fák gyökereit 
összekötő, általános célú host processzor közötti kommunikációt biztosítja. Az egyes 
feldolgozóegységek működése egy közös órajelhez van szinkronizálva. A processzo-
rok felépítése egyszerű: néhány regiszterből, egy aritmetikai és logikai egységből 
és egy vezérlőegységből állnak. A processzorok közötti kommunikáció kétirányú 
síneken keresztül zajlik. 
Bertossi és Bonucelli, alsó becslést adva arra az időre, amely alatt egy p x q-as 
(p X q = 0(mn)) tömbben illetve egy bináris fa-hálózatban összekapcsolt többpro-
cesszoros rendszer végre tud hajtani egy pivot lépést, azt is megmutatta, hogy ezen 
a rendszeren jobb eredmények érhetők el, mint bármely tömbprocesszoron. 
A chip felépítésével viszont az a gond, hogy bár a VLSI technológiával az ilyen 
— sok, viszonylag egyszerű processzorból álló — szisztolés rendszert egyetlen, vagy 
legfeljebb néhány áramköri tokban meg lehet valósítani, előfordulhat (minél na-
gyobb integráltságú egy áramkör, annál gyakrabban), hogy néhány feldolgozóegy-
ség vagy sín meghibásodik: ilyen esetben a rendszeren implementált algoritmusok 
eredményei sem megbízhatók. Széles körben foglalkoznak már azzal a kérdéssel, 
hogyan lehet olyan hibatűrő redszereket tervezni, amelyek a hibákat felismerik és, 
önmagukat például újrakonfigurálva, más, működőképes struktúrát alakítanak ki. 
Ilyen rendszer az A.A. Bertossi és M.A. Bonucelli által a szimplex algoritmus 
végrehajtására tervezett másmilyen felépítésű VLSI chip (A.A. Bertossi, M.A. Bo-
nucelli, 1989). Ebben a PE-k egy ún. cousin-connected tree-t (CCT) alkotnak, azaz 
egy olyan teljes bináris fát, amelyben egy tetszőleges csúcs bal (jobb) utóda a csúcs 
bátyjának bal (jobb) utódával is össze van kapcsolva. A rendszerben ki kell jelölni 
a hibás csúcsokat; azok a csúcsok, amelyek a fa gyökeréből nem érhetők el nem 
hibás csúcsokon keresztül haladó egyszerű úton, az algoritmus szempontjából szin-
tén használhatatlanok: ezek lesznek a „halott" csúcsok. A többi csúcs „élő". Az 
újrakonfigurált topológia egy hármas fa lesz (reconfigured ternary tree, RTT): csú-
csai az élő csúcsok, élei pedig a CCT azon élei, melyeknek nincs hibás vagy halott 
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szomszédja, és nem két olyan unokatestvért kötnek össze, melyek szülői is élnek. 
E hálózat választását az indokolta, hogy a CCT-ben a csúcsok közötti kommu-
nikációs idő illetve a CCT felépítéséhez szükséges hely csak egy konstans faktorban 
tér el attól, amely egy teljes bináris fa esetén (ez a legelterjedtebb VLSI hálózat) 
szükséges. Ugyanakkor implementációs eredmények igazolják, hogy ugyanannyi hi-
bás csúcs esetén a CCT-ben sokkal több csúcs marad használható, mint egy teljes 
bináris fában. 
Az újrakonfigurált rendszerben az m x n-es tömbbe rendezett adatok úgy van-
nak elhelyezve, hogy e tömb minden oszlopát az R.TT egy részfája tárolja (minden 
csúcs legfeljebb egy elemet). A tároló fák „feletti" processzorok feladata az, hogy 
az adatokat továbbítsa a CCT gyökere és a tároló fák gyökerei között. 
A fa-hálózatra kidolgozott párhuzamos szimplex algoritmus alkalmazásával a 
soros változathoz képest elérhető (elméleti) sebességnövekedés 0 ( m n / l o g n), ennek 
étlapján az átlagos processzor-kihasználtság (mivel O(mn) processzorra van szük-
ség) 0 ( 1 / l o g n). A második esetben pedig 0(m) a sebességnövekedés, 0{m/N) a 
processzor-kihasználtság, ahol N a processzorok száma (és természetesen N > mn). 
E három implementációra jellemző tehát, hogy az algoritmus végrehajtásához 
speciális hardware-re (szisztolés rendszerre) van szükség, melyben a szükséges pro-
cesszorok száma a megoldandó feladat méretétől függ, és a tervezett algoritmusokat 
nehéz úgy módosítani, hogy olyan esetekben is alkalmazni lehessen őket, melyekben 
csak korlátozott számú processzor áll rendelkezésre. 
Ezeket a problémákat akarta megoldani G.H. Chen, H.F. Ho, S.H. Lin és J.P. 
Sheu (1990). Olyan párhuzamos szimplex algoritmust dolgoztak ki, amellyel nagy-
méretű LP feladatokat lehet megoldani a megoldandó feladatoktól független méretű 
hypercube multicomputereken. Algoritmusuk alapja az, hogy a feladat adatait szét-
osztják az egyes processzorok között, úgy, hogy a számításokat az adatok elrendezése 
miatt könnyű legyen elvégezni. Ha N jelöli a megoldandó feladatban a változók, 
M a feltételek számát, és MN > p (a processzorok száma p = 2h, ahol h a kocka 
dimenziója), akkor az adatokat a következőképpen osztják el processzorok között: 
feltehető, hogy M = ki2m, N = k22" (m + n = h) alakú (ha ez nem teljesül, segéd-
sorok és oszlopok vezethetők be). Az A együttható-mátrixot felosztják T n 2 n ki x к2 
dimenziós tömbre (A,j — к), és a d jobboldal-vektort valamint а с költség-vektort is 
ennek megfelelően osztják részvektorokra. A,j-t az a processzor tárolja, amely cí-
mének első m bitje az í, az utolsó n pedig a j bináris reprezentációja, Cj-t az, amely 
címének első m bitje 0, az utolsó n a j bináris reprezentációja, d,-t az, amelynek 
első m bitje az i reprezentációja, utolsó n pedig 1, végül z-t a (0, . . . , 0 , 1 , . . . , 1) 
című processzor. (A fi-dimenziós kocka minden csúcsának van egy fi-bites címe, úgy, 
hogy két processzor pontosan akkor van összekapcsolva, ha a címük egy bit-helyen 
tér el egymástól). 
Az adatoknak ez az elrendezése a szimplex algoritmus egy gyors implementáci-
óját teszi lehetővé. Például ha az algoritmus egy iterációjában a pivot oszlopát már 
meghatároztuk (indexe «), akkor a pivot sora a következőképpen kereshető meg: 
ehhez a lépéshez d elemeire és a pivot oszlopra van szükség. Először minden i-re 
(0 < i < 2m — 1) a d{ részvektort el kell küldeni annak a processzornak, amely 
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Aiy t tárolja, aliol y — [и/к2}. Mivel A,y és d, ugyanabban a részkockában van, 
és ezek a részkockák függetlenek, ezért ez az átvitel párhuzamosan haj tható végre. 
Ekkor minden processzor meghatározza a d,/а,*-к minimumát (f.h. а,ц > 0), majd 
a kapott 2m minimális érték közül kell a legkisebbet kiválasztani (ezek a minimu-
mok mind azonos részkockában vannak). Ezzel meghatároztuk a pivot sor indexét. 
Hasonlóan haj tható végre az algoritmus többi lépése is. 
A teljes algoritmust megvizsgálva kiszámolható, hogy a végrehajtáshoz szüksé-
ges kommunikációs és műveleti lépések száma i j - től , Jb2-től és h-tól függ, méghozzá 
úgy, hogy az elért sebességnövekedés aszimptotikusan lineáris lesz. A gyakorlati 
esetekben a sebességnövekedés viszont jelentősen függ az adatok partíciójától: az 
optimális к 1 és £2 értékek egy optimalizációs feladatból számolhatók ki. E fela-
dat megoldása speciális esetektől eltekintve nem könnyű, bár segítségével legalább 
„szuboptirriális71 megoldás meghatározható. 
A szimplex algoritmusnak ezeket a párhuzamos változatait még csak elméle-
tileg vizsgálták meg, gyakorlati eredmények nincsenek róluk, bár ez utóbbi algo-
ritmus végrehajtásához szükséges megfelelő hypercube felépítésű gép legalább már 
létezik, kereskedelmileg is elérhető. A futási eredmények hiánya miatt azonban 
ezek a párhuzamos szimplex algoritmusok gyakorlati alkalmazhatóság és gyorsaság 
szempontjából még nem összehasonlíthatók. 
R. Marciano és T. Rus (1988) vizsgálta meg azt, hogyan lehet felhasználni 
különböző típusú, létező párhuzamos számítógépeket a szimplex algoritmus párhu-
zamos implementálására, milyen eredmények érhetők el ezeken, melyik típus felel 
meg legjobban a szimplex algoritmusnak, azaz melyiken lesznek legjobbak különbö-
ző teszt-feladatok futási eredményei. 
Három, különböző párhuzamos számítógép-osztályokat képviselő számítógé-
pen végeztek implementációkat: az egyik az MPP gép, egy VAX-11/78 ellenőrzése 
alatt futó tömbprocesszor volt, melynek egyik fő része a kétdimenziós, 128x128-as 
processzor-tömb, mely egy nagyobb tárhoz, és egy ellenőrző-egységhez kapcsolódik. 
Ez utóbbi tárolja a skalár adatokat, irányítja a tömbprocesszor működését és vég-
rehajt ja a skalár műveleteket. Az implementációban az algoritmus lépései közül a 
szimplex tábla elemei új értékének kiszámítását végezte a processzor-tömb. A teljes 
szimplex táblát a host gép 128 x 128-as részmátrixokra bontotta fel. Az elemek új ér-
tékeinek kiszámításához a tömbprocesszor a tárból egymás után beolvasta sa egyes 
részmátrixokat, a processzorok kiszámolták az elemek új értékeit, majd következett 
az újabb részmátrix beolvasása. Az új értékek meghatározásakor minden processzor 
megkapta a pivot sornak és oszlopnak azt az elemét, amelyre az általa tárolt elem 
transzformációjához szüksége volt, ezután a processzorok egyszerre végezték el a 
megfelelő műveleteket. 
A másik vizsgált gép egy aszinkron osztott tárú többprocesszoros rendszer, az 
Encore Multimax volt. Ebben a rendszerben sa algoritmust párhuzamos С nyelven 
írt programmal hajtották végre: a program saját stack-kel ellátott, így párhuza-
mosan végrehajtható függvényekből állt: az iterációk mindhárom lépésének végre-
hajtása ilyen párhuzamosan végrehajtható függvényekkel történt. Egy másik imp-
lementáció olyan program volt, amely párhuzamos programfolyamok létrehozását 
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tette lehetővé a felhasználói programban. 
A harmadik az Alliant FX-8 vektor-számítógép volt: ez a memórián és az I /O 
műveleteket végző processzorokon kívül 8 vektorprocesszorból áll. A párhuzamos 
működést itt a vektor-műveletek pipeline végrehajtása és a 8 vektorprocesszorral 
való párhuzamos feldolgozás jelentette. A programot a Fortran nyelv olyan válto-
zatával írták, amely a tömbökkel való műveleteket támogatja. 
A szimplex algoritmus implementációinak összehasonlításához mindhárom gép 
esetén ugyanazokat a feladatokat oldották meg. Az eredmények lényegében megfe-
leltek a várakozásnak: mivel a szimplex algoritmusban mátrix elemein kell műve-
leteket végrehajtani, ezért a tömbprocesszorok a leghatékonyabbak az algoritmus 
végrehajtásában, és a vektorprocesszorok használatával is jobb eredmény érhető el, 
mint általános többprocesszoros gépek esetén. Ugyanakkor kiderült, hogy nagy fela-
datok esetén a vektorprocesszor rendszer sebessége megközelíti a tömbprocesszorét. 
Ez annak a következménye volt, hogy nagy méretű feladatok esetén az MPP-ben 
sok adat-átvitelre volt szükség a processzor-tömb és a tár között, és ez a sebesség 
csökkenéséhez vezetett. 
3. A branch and bound módszer 
Az operációkutatásnak a párhuzamosítás szempontjából egyik legígéretesebb 
és legtöbbet vizsgált területe a kombinatorikus optimalizálás. Ezen a területen 
nagy szükség van arra, hogy kihasználjuk a párhuzamos végrehajtás előnyeit: az 
ebbe a körbe tartozó feladatok közül ugyanis sok NP-nehéz, a legrosszabb esetben 
csak exponenciális időben oldható meg, és bár párhuzamos számítógépek segítségé-
vel sem oldhatók meg polinomiális időben (legfeljebb akkor, ha exponenciálisan sok 
processzor áll rendelkezésre), mégis ezek használatával egyrészt felgyorsítható a fela-
datok megoldása, másrészt növelhető a megoldható feladatok mérete, kiszélesíthető 
az elfogadható idő alatt megoldható feladatok köre. 
Az egyik legáltalánosabb, számos kombinatorikus optimalizálási probléma meg-
oldására alkalmazható módszer a diszkrét optimalizálásban a branch and bound 
(BB) algoritmus. Széles körű alkalmazhatósága miatt e módszer párhuzamosításá-
nak kérdésével már nagyon sokat foglalkoztak. 
A BB módszer párhuzamos implementációjának kérdése alapvetően különbözik 
a szimplex algoritmusétól. Míg az utóbbiban a hatékony, gyors algoritmusok kis ino-
dulszemcsézettségűek, és fő probléma az, hogyan lehetne az adatokat jól elrendezni, 
megfelelően szétosztani a processzorok között, addig a BB módszer esetén szinte 
minden implementációban kevesebb, de bonyolultabb felépítésű processzorra van 
szükség és a processzorok önállóim dolgoznak, kevesebb közöttük a kommunikáció. 
Az algoritmus párhuzamosítására már többféle módszert is kidolgoztak. Ezek 
lényegében abban különböznek egymástól, hogy az algoritmus lépései közül (a szét-
választandó csúcs kiválasztása, a feladat részfeladatokra bontása és a részfeladatok 
célfüggvény-korlátjának kiszámolása, azoknak a csúcsoknak a meghatározása és el-
hagyása, amelyek bizonyíthatóan nem vezetnek optimális megoldáshoz) mely(ek)nek 
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a végrehajtása történik párhuzamosan. 
Az egyik leggyakrabban kihasznált lehetőség az, hogy a rendszer minden ite-
rációban egynél több csúcsot választ szét egyszerre, pontosabban annyit, ahány 
processzor van a rendszerben (ha van egyáltalán annyi szétválasztandó csúcs). Ah-
hoz, hogy egy ilyen algoritmus hatékonyan működjön, biztosítani kell, hogy a sza-
baddá vált processzorok megfelelő munkához jussanak, valamint biztosítani kell a 
korlát-teszt, a megengedettség-teszt és a dominancia^teszt hatékony alkalmazását. 
A munka elosztása a processzorok között általában a szétválasztandó csúcsok cso-
portokba — sorokba — rendezésével történik: a csúcsok sorrendjét az határozza 
meg, hogy milyen szabály alapján történik az algoritmusban a következő szétvág 
lasztandó részfeladat kiválasztása. Ha egy processzor szabaddá válik, akkor ezekből 
a sorokból vesz ki magának munkát, ha pedig valamelyik processzor új feladatot ge-
nerál, akkor azt ezen sorok valamelyikébe illeszti. Minden sort a processzorok egy 
meghatározott részhalmaza érhet el. Ha valamelyik sorból minden munka elfogy, 
cikkor azt valamelyik szomszédjából újra lehet tölteni, ha pedig minden sor kiürül, 
akkor az algoritmus befejeződik. A két leggyakrabban alkalmazott eset az, amikor 
egyetlen centralizált sor van, melyet minden processzor elérhet, és amikor minden 
processzornak saját feladat-sora vau. 
Az egyetlen centralizált sor használatának az előnye az, hogy így a teljes rend-
szernek jó áttekintése van a még megoldandó munkáról, és könnyű a processzorokat 
jó részfeladatokkal ellátni. Hátránya viszont, hogy mivel a közös sort egyszerre csak 
egy processzor érheti el, ezért az algoritmus gyakran szűk keresztmetszetet jelent. 
Azzal, hogy minden processzornak saját feladat-csoportja van, ez elkerülhető, vi-
szont akkor nem biztos, hogy minden processzor jó részfeladatot dolgoz fel, hiszen 
lehet, hogy nincs megfelelő részfeladat a saját sorában. Ezen kívül a dominancia-
teszt is csak korlátozottan alkalmazható a részfeladatok eliminálására, hiszen azok 
szét vannak szórva az egyes processzorok között. Ezen ugyan teljes információcse-
rével lehet segíteni, de ehhez núnden processzornak az összes szerzett ismeretét el 
kell küldenie a többi processzornak, ez azonban nagyon megnöveli a párhuzamos 
algoritmus kommunikációs bonyolultságát. 
A BB algoritmust először E.A. Pruul implementálta párhuzamosan, 1975-ben 
(E.A. Pruul, G.L. Nemhauser, R.A. Rushmeier, 1988), az utazó ügynök probléma 
megoldására. Valódi párhuzamos számítógép akkor még nem állt rendelkezésre, 
így soros gépen szimulált osztott tárú rendszert. Rendszerében a „processorok" 
működését egy host processzor irányította, ez tartot ta nyilván az aktív részfelada-
tokat, ez határozta meg, hogy melyik részfeladatot melyik processzor mikor bontsa 
fel. A slave processzorok végezték a részfeladatok szétválasztását, és az így generált 
új részfeladatokra a célfüggvény korlátjának kiszámítását. Mivel azonban a szimu-
lációban a processzorok a közös tárat egyszerre is elérhették, memória-konfliktusok 
nélkül, ezért a szimulált rendszer idealizált párhuzamos számítógépnek felelt meg. 
Ehhez az algoritmushoz hasonló párhuzamos algoritmust írt le H.W.J.M. Trie-
nekens (1986) is, az ő rendszerében azonban a slave-processzorok már nem kommu-
nikálhattak egyszerre a master processzorral. Ennek az algoritmusnak a működését 
elemezve vizsgálta meg A. Bruin, H.G. Rinnooy Kan és H.W.J.M. Trienekens (1988) 
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azt, hogy a párhuzamos számítógépek speciális felépítése, nevezetesen a processzo-
rok száma és a kommunikációs költség/műveleti költség arány változása hogyan 
befolyásolja az implementáció eredményeit. Ahhoz, hogy a különböző tényezők 
hatásait elemezhessék, soros gépen szimuláltak különböző párhuzamos számítógé-
peket, és ezeken implementáltak egy 75-pontú, a kétdimenziós térben generált euk-
lideszi utazó ügynök problémát BB módszerrel megoldó algoritmust. A szimulált 
rendszerekben a processzorok száma 2k volt, ahol к = 0 , 1 , . . . , 6; bármely két pro-
cesszor kommunikálhatott egymással, a kommunikációs költség pedig vagy 0 volt, 
vagy (nem nulla) konstans, vagy га átvitt byte-ok számának lineáris függvénye. 
A szimuláció eredményei megerősítették azt, amit az algoritmus elemzése is 
megjósolt: ha a processzorok száma illetve a kommunikációs költség megnő, ak-
kor a master processzor már nem tudja elég gyorsan új munkával ellátni a slave-
processzorokat, így ezek a paraméterek, egy ponton túl, szűk keresztmetszetet okoz-
nak. Ezen az értéken túl a slave-processzorok egyre hosszabb ideig voltak tétlenek 
és a futási idő is újra nőtt. 
M.J. Quinn (1990) azt vizsgálta teszt-feladatok megoldásával, hogy mennyire 
befolyásolja a párhuzamos algoritmus jellemzőit (a sebességnövekedést, a processzo-
rok kihasználtságát) a centralizált illetve decentralizált sor használata. Az imple-
mentációkat NCUBE/7, 64 processzort tartalmazó számítógépen végezte. 
Az algoritmus lazán szinkronizált, centralizált sort használó változatában egy 
kijelölt processzor tárolta a részfeladatokat, ez küldte el a p — 1 legjobb célfüggvény-
korlátú vizsgálatlan részfeladatot ар—1 processzornak, majd minden iteráció végén 
összegyűjtötte az új részfeladatokat, és beillesztette azokat a többi közé. 
A másik változat egy aszinkron, decentralizált sorokat használó algoritmus 
volt: az eredeti feladatot egy kijelölt processzor kapta meg, egy általános iterá-
cióban pedig minden processzor, melynek a részfeladatokat tartalmazó sora nem 
volt üres, kiválasztotta abból a legjobb célfüggvény-korlátú részfeladatot, szétvá-
lasztotta, a kapott részfeladatokat beillesztette a sorba, majd adott számú (de a 
generált részfeladatoknál kevesebbet) kiválasztott innen, és elküldte azokat a szom-
szédos processzoroknak: ez biztosította azt, hogy a processzorok kihasználtsága 
lehetőleg egyensúlyban legyen. (Persze az egyes processzorok iterációi nem voltak 
szinkronizálva.) 
A megoldandó teszt-feladat egy 30-pontú utazó ügynök probléma volt, melyben 
az élsúlyok asszimetrikusak és 0 és 90 közötti egyenletes eloszlású véletlen egész 
számok voltak. A processzorok száma az implementációkban mindkét teszt-feladat 
esetén 2d volt, d = 0 , 1 , . . . , 6 mellett. 
A processzorok számának a növekedése, ahogy várható volt, a megoldási se-
besség növekedéséhez vezetett: míg két processzor esetén a sebességnövekedés (a 
soros implementációhoz képest) 1 és 2 között volt, addig 32 processzor esetén 8 és 
12.9 között. Ugyanakkor megfigyelhető volt, hogy a processzorok számának további 
növekedése általában már a kommunikációs igények túlzott megnövekedéséhez és a 
sebességnövekedés csökkenéséhez vezetett. Az eredmények azt is jelezték, hogy a 
centralizált sor használata valóban szűk keresztmetszetet jelent, így nem érhető el 
vele akkora sebességnövekedés, mint decentralizált sor alkalmazásával. 
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Számos egyéb implementáció is van már a BB algoritmusnak erre a párhuzamos 
változatára: különösen a durván szemcsézett hypercube többprocesszoros számító-
gépeken vizsgálták meg különféle változatait (Id. M.J. Quinn (1987), S. Anderson 
és M.C. Chen (1987), T.S. Abdelraham és T.N. Mudge (1988), E.W. Feiten (1988), 
F.S. Tsung és M.H. Ma (1988), R.P. Pargas és D.E. Wooster (1988)). Van már 
olyan általános diszkrét feladatok megoldására kidolgozott párhuzamos algoritmus 
is, amely szintén ezen a párhuzamos BB módszeren alapszik (R.L. Boehning, R.M. 
Butler, B.E. Gillett (1988)): ebben a csúcsok felbontása vágás-módszerrel történik, 
a célfüggvény-korlátok meghatározása pedig szimplex algoritmussal. 
Ezeknek a párhuzamos BB algoritmusoknak a vizsgálatai különös szabálytalan-
ságokat mutattak a futási sebességben. Az algoritmus párhuzamos végrehajtásától 
azt várnánk, hogy több processzor gyorsabban old meg egy feladatot, mint kevesebb, 
az elért sebességnövekedés viszont a processzorok számának arányánál kevesebb. 
Előfordulhat azonban, hogy n2 processzor lassabban old meg egy feladatot, mint 
n j , ahol n2 > n j (káros anomália), és az is lehetséges, hogy a sebességnövekedés 
n2/n\-né\ is nagyobb (gyorsulási anomália). A káros anomáliák a prosszorok közötti 
teljes információcsere hiányával magyarázhatók: az egyes processzorok kevesebb és 
„rosszabb" adatokkal rendelkezhetnek, mint a soros esetben egyetlen processzor, 
emiatt több feladatot vizsgálnak meg feleslegesen. Ugyanakkor több processzor 
egyszerre több feladatot tud megvizsgálni, hamarabb tud jó információkhoz jutni, 
s ha ezek az információk jókor kerülnek megfelelő processzorokhoz, akkor kevesebb 
részfeladat megvizsgálására lehet szükség, az algoritmus a processzorok számának 
arányával nagyobb sebességnövekedést is elérhet. 
Sokan vizsgálták már a BB-módszernek ezt a tulajdonságát, s kerestek olyan 
feltételeket, amelyek mellett elkerülhetők a káros, állandósíthatok a gyorsulást okozó 
anomáliák (pl. T.-H. Lai és S. Sahni (1983), A. Sprague és T.-H. Lai (1985), G.-J. 
Li és B.W. Wah (1986)). 
A BB algoritmus párhuzamosításának egy másik lehetősége az, hogy az algo-
ritmus lépései közül csak egynek a végrehajtása (pl. a szétválasztandó csúcs meg-
határozása) történik párhuzamosan, a többi lépést egyetlen processzor végzi. Ez a 
módszer azonban kevésbé ígéretes, mint az előző: ezt igazolták J. Mohan (1983) 
eredményei is. Mohan egy olyan változatot implementált és vizsgált meg, amely-
ben egy master processzor választja ki a szétválasztandó csúcsot, és a kiválasztott 
csúcs részfeladatokra bontása történik párhuzamosan: a slave-processzorok egy-egy 
új csúcsot generálnak a kiválasztott csúcsból, és kiszámolják ezekre a célfüggvény 
korlátját. Az algoritmus többi lépését a master processzor végzi. Mohan az algo-
ritmust utazó ügynök problémák megoldására alkalmazta, az implementációt Cm* 
többprocesszoros gépen végezte. 
Az implementáció eredményei azonban azt mutatják, hogy az elért sebesség-
növekedés csak 2 és 4 processzor mellett elfogadható (4 processzor esetén 2.8 volt), 
nagyobb processzor-szám esetén viszont a sebességnövekedés még csökkent is (8-16 
processzor mellett 2.6 volt). A processzorok számának növekedésével ugyanis nőtt a 
szükséges számítások mennyisége is (hiszen a processzorok számával egyenlő számú 
részfeladatra bontott fel a rendszer minden csúcsot), a nagy mennyiségű egyszerre 
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végrehajtott számítás pedig szűk keresztmetszetet okozott. 
Az eddig áttekintett párhuzamos BB-módszerek nagy modulszemcsézettségűek 
és csak durván szemcsézett többprocesszoros rendszeren implementálhatok: vég-
rehajtásukhoz viszonylag kis számú (1000-nél kevesebb), de bonyolult utasítások 
végrehajtására is képes és jelentős memóriával rendelkező processzorra vem szükség 
(több processzor használata esetén ugyanis vagy túlzottan megnőne a feleslegesen 
megvizsgált csúcsok száma, vagy túl sok információcserére lenne szükség a pro-
cesszorok között, és ez az algoritmus hatékonyságát rontaná). 
F. Dehne, A.G. Ferreira és A. Rau-Chaplin (1990) dolgozott ki olyan pár-
huzamos BB algoritmust, amely finomcin szemcsézett hypercube felépítésű több-
processzoros rendszeren implementálható: módszerük lényege az, hogy a rendszer 
együttesen tárolja a BB-fa élő (generált, de még nem éliminait) csúcsait úgy, hogy 
minden processzor legfeljebb egy csúcsot kezel. Minden iterációban az új csúcso-
kat tartalmazó processzorok kiszámolják ezek célfüggvény-korlátait (az így kapott 
globális információkat minden processzor megkapja), majd minden processzor meg-
vizsgálja, törölhető-e az általa tárolt csúcs (és persze azzal együtt annak utódai is), 
és megállapítja, hogy hány csúcsot kell létrehoznia az általa tárolt részfeladat szét-
választásakor. Ezután a rendszer az addig generált információk alapján létrehozza 
az új BB-fát (törli a megfelelő csúcsokat és helyet készít az újaknak), és annak 
a csúcsait újra elosztja a processzorok között: végül elvégzi a megfelelő csúcsok 
felbontását, elhelyezi az új csúcsokat, és kezdődhet az új iteráció. 
Erről az algoritmusról nincsenek implementációs eredmények, az viszont így 
is látszik, hogy csak olyan feladatokra alkalmazható, melyeknél biztos, hogy az 
egyszerre létező élő csúcsok száma nem haladja meg a processzorok számát (illetve 
ha meghaladja, akkor módosítani kell az algoritmust úgy, hogy egy processzor több 
csúcsot is kezelni tudjon egyszerre). 
4. A dekompozíciós módszer 
A gyakorlati alkalmazásokban felmerülő nagy méretű optimalizációs feladatok 
között számos olyan van, mely felbontható kvázi-független részfeladatokra (ezek 
például kölönböző időszakoknak, földrajzi területeknek, áruknak felelnek meg). Az 
ilyen feladatok megoldására kidolgozott dekompozíciós módszerek természetes mó-
don, magas szinten párhuzamosíthatok: a többprocesszoros rendszerekre kidolgo-
zott algoritmusokban a részfeladatokat független slave-processzorok oldják meg, a 
master feladat megoldását, a koordinációs lépést, a slave processzorok irányítását 
pedig egy host processzor végzi. 
R.J. Chen és R.R. Meyer például hálózati feladatok, nevezetesen konvex cél-
függvényű többtermékes folyam feladatok megoldására alkalmazott dekompozíciós 
módszert. Algoritmusaik a blokk Gauss-Seidel algoritmus párhuzamos változatai 
voltak. Ebben az eredeti nemlineáris konvex célfüggvényt minden nagyobb, ún. 
major iterációban egy szeparábilis szakasz ónként lineáris függvénnyel közeh'tik, s a 
feltételek blokk-szerkezetét kihasználva a kapott feladatra már alkalmazható a de-
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kompozíciós elv: a kisebb (minor) iterációkban minden részfeladat a többi Jb — 1 
termék legújabb értékének felhasználásával oldható meg. 
Az egyik párhuzamos eljárásban (Chen és Meyer (1986)) a processzorok minden 
major iterációban az összes részfeladatot egyszerre, párhuzamosan oldják meg, és a 
koordinációs lépés az így egyszerre előállított új változó-értékeken alapul. A módszer 
hátránya azonban, hogy így a szükséges processzorok száma a megoldandó feladattól 
függ (a processzorok számának meg kell haladnia a részfeladatok számát), másrészt 
pedig az, hogy a párhuzamos algoritmus konvergenciája lassabb: nem tudja úgy 
felhasználni a termékek új értékeiből származó információkat, mint a soros változat 
(hiszen az minden részfeladat megoldásakor a másik к — 1 termék legújabb értékeit 
használta fel). 
Ezt próbálta kiküszöbölni a másik változat (Chen és Meyer (1988)). Ez az 
algoritmus annyi blokkot választ ki, ahány processzor van, és az ezekhez tartozó 
folyam vektorok új értékeit a processzorok párhuzamosan számolják ki a minor ite-
rációkban. Ezután egy master processzor az eredeti célfüggvénynek megfelelően 
ellenőrzi az új értékek elfogadhatóságát, mialatt a többi processzor a következő 
blokk-csoportban dolgozik, a régi értékeket használva. Amikor ez a csoport kész, 
az előző csoport koordinációs ellenőrzése befejeződött, akkor az új értékek felhasz-
nálhatók a következő blokk-csoport feldolgozásánál. Látható, hogy egy processzor 
mellett a soros változatot kapjuk vissza, míg ha annyi processzor van, ahány blokk, 
akkor az előző párhuzamos algoritmust. A CRYSTAL számítógépen végzett imple-
mentációk megerősítették azt, hogy kevesebb processzor használatával gyorsabb a 
konvergencia (kevesebb a szükséges összes iterációk száma). A módszerrel elérhető 
sebességnövekedés, a közölt eredmények szerint, körülbelül (ahol p a processzo-
rok száma), feltéve, hogy minden esetben ugyanannyi iterációt kell végrehajtani. 
(Persze ha a sebességet az mérte volna, hogy mennyi idő múlva ér el az eredmény 
adott pontosságot, akkor a konvergencia-tulajdonságok miatt a sebességnövekedés 
nyilván alacsonyabb lett volna nagyobb processzor-szám mellett). 
S.-P. Han és G. Lou (1988) olyan általános konvex programozási feladatok 
megoldására alkalmazta a dekompozíciós elvet, melynek a célfüggvénye E"-en dif-
ferenciálható és egyenletesen konvex, a megengedett pontok halmaza pedig konvex, 
zárt halmazok metszete. Az ilyen feladatok megoldására egy iteratív eljárás adható, 
amely a feladatok megoldását kvadratikus programozási részfeladatok megoldására 
vezeti vissza: a részfeladatok függetlenek, így ezeket több processzorral egyszerre 
lehet megoldani. S.-P. Han és G. Lou ezt a párhuzamos algoritmust elemezte: meg-
vizsgálták az algoritmus konvergenciáját, és a módszert általánosították lineáris 
egyenletrendszerek és LP feladatok megoldására is. 
Nagy méretű LP feladatok párhuzamos implementálására J.K. Но, T.C. Lee és 
R.P. Sundarraj (1988) alkalmazott dekompozíciós algoritmust: ők a Dantzig-Wolfe 
algoritmus block-angular felépítésű LP feladatokat megoldó párhuzamos változatait 
dolgozták ki. A tesz t-feladatokat CRYSTAL számítógépen oldották meg. 
A párhuzamos változatok alapvető jellemzője itt is az, hogy a részfeladatokat a 
processzorok egyszerre oldják meg: minden részfeladatot más processzor kap meg, 
a master feladatot pedig egy host gép kezeli. Ehhez persze itt is fel kell tenni, hogy 
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legalább annyi processzor van, mint amennyi a részfeladatok száma. 
A párhuzamos algoritmus standard változatában a host gép küldi el a pro-
cesszoroknak a megfelelő részfeladatok adatait: ezek minden iterációban megoldják 
a részfeladatokat, ezzel megállapíthatják, hogy melyik oszlopot kellene a master 
fealdataiba illeszteni. A host gép megvárja, hogy minden processzor befejezze a 
munkáját, felállítja a master feladatokat, megoldja és elküldi az új árakat a pro-
cesszoroknak, azok pedig újra megoldják a részfeladatokat. 
Erre a változatra, tíz tesztfeladat megoldása alapján, a következő eredményeket 
kapták: 
a processzorok száma átlagosan 7,4 (5 és 11 között) 
a host processzor kihasználtsága 67,1% (42,8 és 92,5 között) 
a csúcsok kihasználtsága 15,6% (4,28 és 27,9 között) 
a sebességnövekedés 5,12 (2,45 és 7,8 között) 
volt. 
Mivel az adatokból kitűnt, hogy a processzorok kihasználtsága nem túl magas, 
ezért különböző stratégiák kidolgozásával próbáltak javítani ezen. 
Az egyik a gyorsított feedback stratégia volt: ennek a lényege, hogy amikor a 
master feladat tétlen, ellenőriz egy megfelelő buffert, tud-e már új oszlopot illeszteni 
a master feladatba. Amint talál (egy vagy több) oszlopot, azokat beilleszti a master 
feladatba, és megoldja azt. Közben a részfeladatok további, a master feladattól 
kapott legutolsó áraknak megfelelő oszlopokat generálnak, és ezeket a bufferben 
tárolják. Ha a master feladat optimális megoldást talál, az új árakat elküldi a 
csúcsoknak, melyek a régit azonnal újra cserélik. A master feladat újra megnézi a 
buffer tartalmát, és új iteráció kezdődik. 
Az eredmények megmutatták, hogy ennek a stratégiának az alkalmazásával 
mind a processzorok kihasználtsága, mind a sebesség nőtt: átlagosan 1,31-szer volt 
gyorsabb a standard változatnál, a host átlagos kihasználtsága 67,1%-ról 95,8%-ra, 
a többi processzoré 15,6%-ról 21%-ra nőtt. 
Ezek az eredmények is jelzik azonban, hogy az algoritmuson lehetne még javí-
tani: a csúcsok kihasználtsága még így is alacsony, vagyis a részfeladatok a master-
hez képest viszonylag „könnyűek". Ezt ki lehetne használni, egy csúcs kezelhetne 
egyszerre több részfeladatot is: ezzel egyúttal olyan feladatok is megoldhatóvá vál-
nának, melyekben több részfeladat van, mint amennyi a slave-processzorok száma. 
5. A relaxációs módszer 
A hálózati folyam feladatok megoldására számos módszer született már: ál-
talános, széles körben vizsgált kérdés az utóbbi években, hogyan használható ki a 
módszerekben rejlő párhuzamosság. 
A hálózati folyam feladatok egy bő osztályának, a konvex szeparábilis hálózati 
folyam feladatoknak a megoldására egy Gauss-Seidel típusú relaxációs módszer 
alkalmazható: a duál feladat ugyanis nemkorlátozott, a célfüggvénye szeparábilis, 
differenciálható. A relaxációs algoritmus minden iterációjában a p ár-vektorhoz 
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(duál-változóhoz) egy olyan p\ pontot kell meghatározni valamely t-re, amely a 
duál célfüggvényt a p kezdőpontból а Р,- ár mentén minimalizálja. 
Az algoritmusnak a párhuzamos implementálására két alapvetően eltérő mód-
szer született: D.P. Bertsekas és D. El Baz (1987) egy aszinkron, S.A. Zenios és 
J.M. Mulvey (1988) pedig egy szinkron párhuzamos eljárást dolgozott ki. 
Az aszinkron algoritmus lényege az, hogy minden p,- árat egy külön processzor 
ellenőriz. Minden processzor külön-külön bufferekben tárolja minden duál változó 
legújabb értékét: ha egy processzor a hozzá tartozó árnak új közelítő értékét ha-
tározza meg, akkor azt elküldi az összes többi processzornak, azok pedig a régit 
az újabbra cserélik. Minden processzor a rendelkezésére álló legutolsó ár-vektor 
felhasználásával számolja ki a hozzá tartozó duál-változó új értékét (vagyis az új 
pontból kiindulva minimalizálja a duál célfüggvényt a megfelelő irány mentén). Az 
algoritmusban sem az egyes processzorok számításait, sem pedig a processzorok kö-
zötti kommunikációt nem kell szinkronizálni: az egyes processzorokban lévő, más 
processzorok áraira vonatkozó információ tetszőlegesen „régi" lehet, csak azt kell 
feltenni, hogy nem marad állandó: minden processzornak kell új árakat kiszámol-
nia és kommunikálnia az összes többi processzorral. Az is megengedett, hogy egyes 
processzorok gyakrabban iteráljanak, mint a többiek. 
Az algoritmusról bebizonyították, hogy ha lényegében egyetlen optimális ár-
vektor létezik, akkor a közelítő értékek ehhez fognak konvergálni. Ha az optimális 
megoldás nem egyértelmű, akkor a konvergencia a kiindulóponttól függően teljesül., 
S.A. Zenios és J.M. Mulvey a relaxációs algoritmus soros implementációjának 
azt a tulajdonságát használta ki párhuzamos környezetben való implementálásra, 
hogy az algoritmus egyszerre egy csúcs árát módosítja, úgy, hogy közben csak a 
szomszédos csúcsoktól kap információkat: így azoknak a csúcsoknak az árai, amelyek 
nincsenek közvetlenül összekapcsolva, párhuzamosan módosíthatók. 
A párhuzamos algoritmusban tehát először a csúcsok olyan részhalmazait kell 
meghatározni, amelyeken belül nincs él, és az egyes részhalmazok számossága közel 
P , ahol P a processzorok száma: így az ugyanabban a részhalmazban lévő csúcsokat 
egyszerre lehet feldolgozni (és a részhalmazok mérete miatt a processzorok kihasz-
náltsága egyensúlyban van). A partíciós probléma megoldására módosított gráf-
színezési heurisztika alkalmazható (hiszen az ilyen részhalmazok legkisebb száma a 
hálózat kromatikus számával egyenlő): a módosított algoritmus úgy választja ki a 
halmazokat, hogy mindegyik minél több, de P-nél kevesebb csúcsot tartalmazzon. 
Az implementációban ezt a gráfszínező algoritmust sorosan hajtották végre. 
A feladatok elosztása a processzorok között úgy történik, hogy egy részhal-
mazon belül minden csúcsot minden iterációban más processzorhoz rendelünk, cik-
likus módon. Ennek ugyan hátránya, hogy valahányszor új csúcsot dolgoz fel a 
processzor, minden odavágó adatot be kell olvasni a közös tárból, előnye viszont, 
hogy az algoritmus még cikkor is konvergens lesz, ha csak egy processzor működik. 
Az algoritmust egy soros gépen szimulált osztott környezetben implementál-
ták, lényegében egyetlen processzorral futott . Az eredmények azt mutatták, hogy az 
eredményesen használható processzorok száma felülről korlátozott: nagy processzor-
szám esetén a gráfszínező algoritmus kevesebb számú nagyobb halmazt állít elő, egy 
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ponton azonban a rendszer telítődik, és a további processzorok tétlenek maradnak. 
Ez a szám persze függ a feladattól, a feladat gráfjának a ritkaságától. Megfelelő 
processzorszám esetén az elért sebességnövekedés megközelítette az Amdahl törvé-
nyéből kiszámolható elméleti értéket. 
Zenios és Mulvey néhány alapvető jellemző alapján összehasonlította a szinkron 
és aszinkron algoritmust. Az aszinkron változat egyik hátránya a szinkronnal szem-
ben nyilván az, hogy a konvergenciához ebben a kezőpontnak bizonyos feltételeket 
ki kell elégíteniük; a másik hátrány az, hogy csak akkor működik jól, ha megfelelő 
számú processzor áll rendelkezésre, továbbá ha csak egy processzor is meghibásodik, 
működésképtelenné válik, akkor már nem teljesül a konvergencia. Ezzel szemben 
a szinkron vátozat esetén akár egy processzoron is helyesen lefut az algoritmus. A 
szinkron változat viszont nem tudja úgy kihasználni a több processzor nyújtotta 
lehetőségeket, korlátozott számú processzor esetén tud hatékonyabban működni, és 
az optimális processzor-szám itt is a feladattól függ; az elért sebesség sem lehet 
akkora, mint az aszinkron változaté. 
6. További párhuzamos algoritmusok 
Az eddig áttekintett operációkutatási módszerek, algoritmusok olyanok voltak, 
amelyeknek több párhuzamos változatát is kidolgozták már: van azonban számos 
olyan algoritmus, melynek párhuzamosítására eddig csak egyetlen eljárást adtak. 
Ezek az eljárások nagyon sokféleképpen használják ki az egyes algoritmusokban 
rejlő párhuzamosságot. 
D.L. Miller, J.F. Pekny és G.L. Thompson (1990) például a szállítási feladat 
megoldására alkalmazott párhuzamos primál algoritmust: ezt egy durván szemcsé-
zett számítógépre, a BBN Butterfly Plus-га tervezték. A primál algoritmus két fő 
lépése a pivot elem meghatározása és a pivot-transzformáció: e két lépés közül a 
pivot elem megkeresését végezte a rendszer párhuzamosan, a pivotálást pedig, a 
többitől függetlenül, minden processzor elvégezte. Ezzel felgyorsult az első lépés 
végrehajtása, és csökkent az algoritmus második lépésének kommunikációs bonyo-
lultsága, mert szükségtelenné vált, hogy a pivotálást végző processzornak közölnie 
kelljen az eredményeket a többi processzorral. Mivel a megoldandó feladat mére-
tének növekedésével a pivot meghatározása válik az algoritmus domináns részévé, 
ezért nagy feladatok megoldása esetén várható nagy sebességnövekedés. 
Deák István (1989) a lineáris célfüggvényű konvex programozási feladatokat 
megoldó támaszsík-módszerre adott párhuzamos algoritmust: az algoritmus alapja 
az, hogy több processzor alkalmazásával felgyorsítja a módszer konvergenciáját, 
azáltal, hogy minden iterációban a megengedett pontok halmazának több támasz-
síkját állítja elő. A processzorok közül az egyik a soros változatnak megfelelően 
működik, előállítja a megfelelő támaszsíkok generálásához szükséges adatokat, eze-
ket eljuttatja a többi processzornak, azok pedig további támaszsíkokat állítanak elő, 
amelyet az első proceszor felhasznál a következő LP feladat felállításakor. 
G.-H. Chen, M.-S. Chern és J.-H. Jang (1990) az egytermékes bináris hátizsák 
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feladat megoldására tervezett egy pipeline architektúrát. Az n-változós hátizsák 
feladat megoldására dinamikus programozási módszerrel n lépésben oldható meg: 
rendszerükben a lineáris tömb alakban összekapcsolt processzorok mindegyike egy-
egy lépésért felelős, és a szükséges számítások pipeline módon hajthatók végre. (A 
párhuzamos rendszert úgy dolgozták ki, hogy a szükséges processzorok száma n-től 
független legyen.) 
V. Pan és J. Reif (1986) a lineáris legkisebb négyzetek probléma megoldásának 
párhuzamosítását vizsgálta. Felhasználva, hogy a Karmarkar algoritmus minden 
iterációjában meg kell oldani egy ilyen feladatot, a módszert ennek az algoritmusnak 
a párhuzamos végrehajtására is alkalmazták. 
A nemlineáris programozási és hálózati folyam-feladatok körében születtek olyan 
eredmények is, amelyek egyes algoritmusok esetén a legbelső szintű párhuzamosítást, 
a vektorizációt valósították meg. S.A. Zenios és J.M. Mulvey (1988) az általánosí-
tott hálózati folyam-feladatokat megoldó primál Newton módszernél, L. Grandinetti 
és D. Conforti (1988) a rekurzív kvadratikus programozási módszerrel megoldható 
nemlineáris programozási feladatok megoldásánál a szükséges mátrix-vektor szor-
zások elvégzésére alkalmazott vektorizációt, Cray vektor-számítógépeken. 
Vannak olyan kutatások a párhuzamos algoritmusok elméletében, amelyek azt 
vizsgálják, hogy egyes algoritmusoknak melyek a legjobb párhuzamos változatai. 
Ezek a kutatások általában feltételezik, hogy tetszőlegesen sok processzor illetve 
tetszőlegesen nagy tár áll rendelkezésre egy feladat megoldásánál. X. Deng (1990) 
például azt mutat ta meg, hogy kétváltozós lineáris programozási feladatokra van 
olyan optimális párhuzamos algoritmus, amely n / log n processzorral log n idő alatt 
old meg egy n feltételes feladatot. E.D. Karnin az egyfeltételes bináris hátizsák 
feladat megoldására adott olyan algoritmust, amely 0(2n'2) művelettel, 0 ( 2 " / 6 ) 
processzorral és memória sejttel old meg egy n változós feladatot: algoritmusa a 
két-lineáris és négy-táblás algoritmusok ötvözetének párhuzamos változata. 
Befejezés 
A leírt algoritmusok köre természetesen nem teljes, nem is lehet az: már eddig 
is számos eredmény jelent meg a párhuzamos algoritmusokról, operációkutatási, op-
timalizálási módszerek párhuzamos változatairól és implementációiról, és az utóbbi 
időben az ilyen irányú vizsgálatok száma egyre nő: így itt csak példákat mutathat-
tunk be arra, hogyan alkalmazhatók a párhuzamos számítógépek ezen a területen. 
Számítógépes eredményekről viszonylag kevés cikk született: ma még a párhuzamos 
alogoritmusokkal kapcsolatos elméleti eredmények a legtöbb területen a gyakorlat 
előtt járnak. A VLSI technológia fejlődése, az egy chipen megvalósított nagyszámú 
processzor lehetősége azonban hamarosan nagy távlatot nyit a párhuzamos algorit-
musok széles körű alkalmazása előtt. 
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D E Á K I S T V Á N É S B Á L I N T E R Z S É B E T 
B M E V I L L A M O S M É R N Ö K I K A R M A T E M A T I K A T A N S Z É K 
1111 B U D A P E S T , M Ű E G Y E T E M R K P . 3. 
P A R A L L E L C O M P U T E R S : O P T I M I Z A T I O N S O F T W A R E 
E . B Á L I N T a n d I . D E Á K 
A f t e r a short descr ip t ion of e x i s t i n g arch i tec tures a survey of e x i s t i n g o p t i m i z a t i o n sof tware is 
presented . T h r e e t o p i c s c o n s t i t u t e the m a i n b o d y of the paper : variants of t h e s i m p l e x a lgor i thm, 
nonl inear p r o g r a m m i n g ( a n d ne twork flows) a n d discrete p r o g r a m m i n g . A b ib l iography of m o r e 
t h a n 4 0 p a p e r s c o m p l e t e s the survey. 
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E G Y I N T E R V A L L U M - A R I T M E T I K Á N A L A P U L Ó A L G O R I T M U S 
A S Z I N T H A L M A Z O K K O R L Á T A I N A K M E G K E R E S É S É R E * 
C S E N D E S T I B O R 
Szeged 
E g y új, in terva l lum-ar i tmet ikán a lapuló a lgor i tmust m u t a t u n k b e , a m e l y a l k a l m a s a d o t t 
s z i n t h a l m a z h o z e g y azt s zorosan t a r t a l m a z ó n - d i m e n z i ó s in t erva l lum megkeresésére . A z imple -
m e n t á l á s során o l y a n m ó d o s í t á s o k a t v e z e t t ü n k b e az e l járáson, amelyek l ényegesen j a v í t o t t á k a 
h a t é k o n y s á g á t . A n u m e r i k u s h a t é k o n y s á g o t s t a n d a r d g lobál i s opt imal i zá lás i f e ladatokkal teszte l -
tük . E z e n v i z sgá la tok szerint armak el lenére, h o g y a lgor i tmusunk garantá l t m e g b í z h a t ó s á g ú , az 
e l járás versenyképes a h a g y o m á n y t » módszerekke l a fe lhasznál t C P U - i d ő t é s a f ü g g v é n y h í v á s o k 
s z á m á t tek intve . 
Bevezetés 
A paraméterbecslési feladat szokásos alakja a következő: 
(1) min/( :r) 
r g A 
ahol f ( x ) : E" 
£ ( / , - / m o d ( « » ) 2 
i = l 
fi G E adatpont; /mod(À pedig a modell-függvény, » = 1 , 2 , . . . , m; m > 0 egész. 
X С E " kompakt halmaz, a lehetséges megoldások halmaza. X a legtöbb eset-
ben egy n-dimenziós intervallum: X = {x G E " : aj < í j < bj}; aj,bj G E; 
j = 1 , 2 , . . . , n. Ebben az esetben a lehetséges megoldások halmazát megadó felté-
telek egyszerű korlátok a paraméterekre. Az (1) feladat célfüggvénye a modellfügg-
vény optimális legkisebb négyzetes értelmű illesztését adja meg az / , adatpontokhoz. 
A paraméterbecslési feladatot a numerikus matematikához, és azon belül az op-
timalizáláshoz, vagy más megközelítésben az operációkutatáson belül a matematikai 
programozáshoz szokás sorolni. Ezen területeket hazánkban is kiterjedten kutatják, 
számos értékes könyv, dolgozat jelent meg magyar nyelven is [1, 9, 10, 15, 17, 21]. 
Ahogy korábban megmutattuk [4], a paraméterbecslési feladat négyzetösszeg alakja 
* A k u t a t á s o k anyagi fe l té te le i t r é szben az 1 0 7 4 / 1 9 8 7 és 2 8 7 9 / 1 9 9 1 sz. O T K A p á l y á z a t é s a 
3 1 4 / 1 0 8 / 0 0 4 / 8 sz. D A A D ösz tönd í j b i z to s í to t ták . 
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nem jelent megszorítást a helyi minimumpontok halmazának szerkezetére, tehát 
a nemlineáris optimalizálás számos általános eredménye közvetlenül alkalmazható 
feladatunkra is. 
A paraméterbecslési feladat fontosságát az is jelzi, hogy a 100 legtöbb hivatko-
zást kapott természettudományi közlemény között az egyetlen matematikai cikk D. 
W. MARQUARDT publikációja a nemlineáris paraméterbecslésről [20]. A feladat 
nehézségét pedig az jellemzi, hogy például a Fermat-sejtést is meg lehet fogalmazni 
paramé ter becslési feladatként [22]. 
A csak a célfüggvényt és annak deriváltjait kiszámító szubrutinokra támaszkodó 
algoritmusok nem abszolút megbízhatók [4]. Ezek hatékonysága a gyorsan növekvő 
számítógépes kapacitások miatt leértékelődik, és egyre fontosabbá válnak a lassúbb, 
de abszolút megbízható eljárások. Ezek olyan további, a feladatokra vonatkozó 
információkra támasz kodnak, mint acélfüggvényhez tartozó Lipschitz-konstans [23], 
az intervallum-aritmetika koncepciójára alapozott befoglaló függvények [26], illetve 
a célfüggvény explicit képlete [7, 24]. 
Doldozatunkban olyan algoritmust tárgyalunk, amely intervallum-aritmetiká-
val számított befoglaló függvényeket használ. Jóllehet a valós műveletek kiterjesz-
tése intervallumokra a hatvanas évektől ismert a numerikus matematikában, az 
ilyen programfejlesztést támogató programozási nyelvek fejletlensége és a magyar 
nyelvű szakirodalom hiánya miatt az intervallum-aritmetika koncepciója hazánkban 
jórészt ismeretlen. Az ezzel kapcsolatos alapvető fogalmakat a Függelékben foglal-
tuk össze; ezek ismerete hasznos, de nem nélkülözhetetlen. Az ismertetett eljárások 
mind tárgyalhatók kizárólag a befoglaló függvény fogalmára támaszkodva, amelynek 
egy lehetséges implementációs módszere használja az intervallum-aritmetikát. 
Legyen I" az n-dimenziós kompakt intervallumok tere. Ekkor az F(X) : /"—• 7 
az f ( x ) n-változós valós függvény befoglaló függvénye, ha f(x) £ F(X) érvényes 
minden x £ X pontra és X £ Iй intervallumra [25]. Másszóval, F(X) akkor befog-
laló függvénye /(x)-nek, ha az F(X) intervallum tartalmazza az f{x) értékkészletét 
(amit f(X)-szel jelölünk) X-en. A nagybetű az illető függvény befoglaló függvé-
nyét jelöli, pl. F'j(X) lesz a d f ( x ) / d x ] parciális derivált befoglaló függvénye. A 
továbbiakban feltételezzük, hogy minden célfüggvény és deriváltjai befoglaló függ-
vénye izoton (azaz X Ç У-ból következik F(X) Ç F(Y)). Azt mondjuk, hogy 
az F(X) befoglaló függvény a > 0 rendű, ha létezik olyan с valós konstans, hogy 
w(F(X)) - w(f(X)) < ctu(X)a teljesül minden X £ /"-re, ahol tu(X) az X inter-
vallum szélessége [25]. 
Ebben a dolgozatban a naiv intervallum-aritmetikát, vagy másszóval a termé-
szetes intervallum-kiterjesztést használjuk a befoglaló függvények előállítására. A 
befoglaló függvényeket tehát úgy építjük fel, hogy minden, az illető valós függvény-
ben előforduló művelet vagy standard függvény (pl. sin(x)) helyett a megfelelő inter-
vallum-műveletet, illetve intervallum-függvényt alkalmazzuk. Az így előálló befog-
laló függvények izotonok, és а = 1 rendűek [25]. 
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1. Szinthalmaz korláta inak megkeresése 
Az (1) paraméterbecslési feladat sajátossága, hogy jól azonosítható modell ese-
tén, és ha a mért adatok pontossága közelítőleg ismert, az optimum értéke jól be-
csülhető. Ezt a tulajdonságot hagyományos paraméterbecslési eljárások alkalma-
zásakor úgy szokás kihasználni, hogy a becsült optimumtól lényegesen eltérő mi-
nimumértéket (mint a valószínűleg nem globálisát) nem fogadják el, és új keresést 
indítanak. 
A globális minimumpont ismeretén túl, különösen paraméterbecslési fe ladd 
toknál fontos ismerni a célfüggvény érzékenységét a paraméterek változtatására a 
globális minimumpont környezetében. A szokásos érzékenységvizsgálati eljárás az 
egyes paraméterekre konfidencia^intervallumokat ad meg olyan helyi információk 
alapján, mint például a Hesse-mátrix közelítő értéke a globális minimumpontban 
[19]. Ennek a módszernek viszont az a hátránya, hogy a felhasználó nem kap igazi 
képet az Sjt szinthalmazról (ami olyan pontok halmaza, amelyekre f ( x ) < fe, ahol 
fc > f(x*) egy, az f(x*) globális minimumhoz közeli érték). 
Egy ilyen halmaz általában természetesen nem jellemezhető véges sok valós 
számmal, tehát pontos megadása sem lehetséges egy véges algoritmussal. Interval-
lum-aritmetika és befoglaló függvények segítségével viszont lehet garantált korláto-
kat adni ehhez a szinthalmazhoz. A következőekben egy olyan eljárást ismertetünk 
és vizsgálunk, amely a szinthalmazt korlátozó X* intervallumot határozza meg a 
célfüggvény és gradiense befoglaló függvénye felhasználásával [5, 6]. 
A bemutatandó módszer egy kiindulási intervallumban keresi meg azt a 
lehető legszűkebb intervallumot, amely még tartalmazza a keresett Sjc szinthal-
mazt. Az eljárás által használt befoglaló függvényekről feltesszük, hogy folytono-
sak [25] és izotonok. Legyen F(X) az f ( x ) függvény befoglaló függvénye, F'-(X) 
ал f j ( x ) = d f ( x ) / d j parciális derivált befoglaló függvénye, fc (> f(x")) pedig a 
transzformáció paramétere. Jelöljük az X intervallum lapjait a következőek szerint: 
X_j - Xi X X2 x • • • x J X min Xj x Xj+i x • • • x X, n 
és 
X j = X i x X 2 x - - - x X j . . i X max Xj x Xj+i x • • • x X, n 
j £ ( 1 , 2 , . . . , n). Tekintsük a következő transzformációkat: 
tJ(X) = max -
t j ( X ) = min Xj — UÚnF(Xj)-fe 
min F'j{A') 
min F ( X j ) - f c  
max F'j(X) 
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Jelöljön Tj(X) egy olyan X' intervallumot, hogy 
min A j = tj(X), max Aj = m a x X j 
és 
min XI = min A,, max A j — max Xi i = 1 ,2 , . . . , j — 1, j + 1 , . . . , n . 
Hasonló módon legyen T3(X) egy olyan X' intervallum, hogy 
min X'j = t3(X), max Aj = max Aj 
és 
min X'i = min Xi, max Aj — max Xi i = 1 ,2 , . . . , j — 1, j + 1 , . . . , n . 
Ezek a transzformációk arra valók, hogy a kiindulási A° intervallumot olyan X* 
intervallumba alakítsák, hogy fc G F ( A j ) , fc £ F(X*) és Sh Ç X'. Az X* 
intervallum tehát olyan, hogy minden lapján az F(X) befoglaló függvény értéke 
tartalmazza fc-1, és az Sjc szinthalmaz mégis teljes egészében benne van A*-ban. 
Ennél többet nem várhatunk a transzformációktól, hiszen /(x)-nek és deriváltjainak 
befoglaló függvénye áll csak a rendelkezésükre. Másrészt ha F(X) = f ( X ) minden 
A-re, akkor a fenti relációk biztosítják, hogy A* lapjai érintik az Sjc halmazt. 
Az alábbi feltételek együttes teljesülése mellett a 7) és T3 transzformációk 
csökkentik az A argumentum-intervallum méretét. 
A l . fc < min F(Aj ) , és /£ < min F(Xj ), 
A2. min Fj(X) < 0, és max Fj(A) > 0, 
A3. Л > f ( x ' ) , 
ahol x* egy globális minimumpont A belsejében: Vx G A / (x ) > /(x*) és 
min A, < x* < max A, i = 1 , 2 , . . . , n. 
Vegyük észre, hogy min F(Xj) és min F(X: ) lényegében ugyanaz a függvény, az 
egyetlen különbség, hogy a min F ( A j ) függvényben szereplő min Aj változó helyett 
max Aj van min F(Aj)-ben. Ezt a tulajdonságot hangsúlyozandó, egységes jelölést 
használhatunk mindkettőre: 
mi,x(y) = min F(Y) 
ahol Y = Ai x l j x • • • x A j _ i x y x A j + i x • • • x A„ egy A j -vd párhuzamos 
intervallum. Rögzített j-re és A-re az mj,x(y) : ÍR —• Ж egy szokásos valós függ-
vény. Erre természetesen érvényes m i n F ( A j ) = mj x(min Aj) , és min F ( X j ) = 
mj x(max Aj) . A továbbiakban feltesszük, hogy rrijtx(y), mint у függvénye, egyen-
letesen Lipechitz-folytonos minden A és j = 1 ,2 , . . . , n értékre. Feltesszük továbbá, 
hogy 
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A4, léteznek olyan L_j(X) és Lj(X) valós számok, hogy minden , y" G Xj-re, 
amelyre t/ < y" teljesül, 
LiWW - y') < mj,x(y") - ттц.хЫ) < Lj(X)(y" - г/), 
Lj(X)eFj(X), L j ( X ) e F j ( X ) 
érvényes minden intervallumra a továbbiakban. Mivel az algoritmusunk által gene-
rált intervallum-sorozat monoton csökkenő, ezért az A4 tulajdonság öröklődő. A 
Tj és transzformációkat akkor is végre lehet hajtani, ha A4 nem teljesül, de — 
mint ahogy látni fogjuk — szükséges ez a tulajdonság ahhoz, hogy fc = min F(X'j) 
és ft = minF(A*) igaz legyen az X* határérték-intervallumra. Az A4 feltételnek 
az a jelentése, hogy az F(X) és F'(X) befoglaló függvények nem lehetnek teljesen 
függetlenek. Minden Lipschitz-folytonos mj x(y) függvényre az L_j(X) és Lj(X) 
konstansok végesek, tehát minden Fj(X) megnövelhető úgy, hogy tartalmazza őket. 
Az Fj(X) ilyen megváltoztatása nem befolyásolja az eredmény-intervallumot, csak 
a konvergencia-sebességet csökkenti. 
Az alábbiakban mutatunk egy eljárást, amellyel a természetes intervallum-
kiterjesztéssel létrehozott F(A)-hez lehet olyan F'(X) befoglaló függvényt össze-
állítani, amely kielégíti az A4 feltételt. Tekintsük először a következő példát: 
f(x) = x\sin(xix2), és legyen ennek befoglaló függvénye F(X) = AiSIN(X"iX2). 
Ekkor 
" i i ,x(y) = min(y SIN(yA2)) = ymin(SIN(yA2)) . 
Itt min(SIN(j/A'2)) értéke —1, s in(yminA 2) , vagy s in(ymaxA 2 ) lehet. Mindegyik 
esetben lehet adni egy olyan С G A2 valós konstanst, hogy mi x (y) = ysin(t/C). 
Bár С értéke változhat у függvényében, С G A2 mindig teljesül. Található olyan С 
konstans is, amely egy y-t tartalmazó pozitív szélességű intervallumra érvényes, ha 
— mint feltételeztük — f{x) folytonosan differenciálható. Bonyolultabb függvény 
esetén előfordulhat, hogy egy xк változót a képletben különböző helyeken különböző 
konstansokkal kell pótolni, mégis mindegyik Ai-ba kell, hogy tartozzon. 
Ezekután az Fj(X)-et összeállító eljárás a következő: pótoljuk az x\,... , 
X j + i , . . . , x„ változók minden előfordulását különböző С,- konstansokkal. Számítsuk 
ki a parciális deriváltat formálisan az xj változó szerint, és írjuk be a C, konstansok 
helyett az Xt intervallumot, ha a C, az xt változót helyettesítette az előző lépés-
ben. A konstansok használata meggátolja, hogy az intervallum-aritmetikában nem 
megengedett egyszerűsítést hajtsunk végre. Könnyen belátható, hogy ez az eljárás 
az Zy(X)-et és Lj(X)-et tartalmazó, szűk intervallumot szolgáltatja. 
A transzformációs lépésekből összeállított algoritmus vizsgálata előtt tanulmá-
nyozzuk a Tj és T1 transzformációk tulajdonságait. A következő állítások főleg a 
Tj tanszformációra vonatkoznak majd, és csak a fontos eltéréseket említjük meg 
zárójelben a T1 esetére. Az utóbbira a bizonyítások hasonlóak, a megfelelő módosí-
tásokkal. 
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1 . L E M M A . Ha az A 1 - A 4 feltételek teljesülnek valamely j £ ( 1 , 2 , . . . , n)-rc 
X-ben, akkor az X' - Tj(X) (vagy az X' = T j ( X ) ) intervallum tartalmazza az 
összes X £ X pontot, amelyre f(x) < fc, és érvényes továbbá fc < min F ( X f j ) és 
л < min F(x'j). 
Bizonyítás. Tegyük fel, hogy x' £ X, f ( x ' ) < fc és x' nincs X'-ben. Ekkor 
, .
 у ч
 /ç — min F(X_j ) ( í j — min X j ) < , 
és 
f ( x ' ) > min F(Xj) + min Fj(X)(x'j - min X j ) 
miatt, mivel min F-(X) < 0, azt kapjuk, hogy f(x') > fc, ami ellentmondás. Fel-
használva az A4 feltételt, rövid számolással adódik, hogy 
min F(Xj) — fc 
min F(X!j) > min F(Xj) - ^ f o Lj(X) > / . , 
min Fptj) > min F(Xj) - >
 f e . • 
2. LEMMA. На az A1-A3 feltételek teljesülnek egy X n-dimenziós mtervallum-
ban egy j £ ( 1 , 2 , . . . , n)-re, akkor a Tj (vagy a T3) transzformációval kapott X' 
intervallumra az F((X') intervallum teirtalmazza a nullát minden i = 1, 2,. . . , n-re. 
Bizonyítás. Az 1. Lemma alapján az X azon pontjai, amelyekre az / ( x ) függ-
vényérték nem nagyobb, mint fc, benne vannak az X ' intervallumban. Másrészt, 
/(x)-nek legalább egy x 1 helyi minimumpontja van X'-ben (pl. a globális mini-
mumpont). Erre F(x1) < fc, és nyilván / / (x 1 ) = 0, ahol i = 1 , 2 , . . . , n. Ennek 
befoglaló függvényére pedig 
min F((X') < 0 < max F/ (X' ) 
minden i — 1 , 2 , . . . , n-re. • 
Az az eset, amikor min F((X') — 0 (vagy max F((X') = 0) valamely i £ 
(1 ,2 , . . . ,n)-re a Tj (illetve a T3) transzformáció végrehajtása után, nyilván csak 
akkor fordulhat elő, ha fc egyenlő az f(x*) globális minimummal, min F((X') = 
m i n / , ( X ' ) ( m a x F ( ( X ' ) = m a x / , ( X ' ) ) , / ( x ) konstans vagy monoton növekvő 
(csökkenő) az x, változó szerint X'-ben, és így fc £ F ( X | ) (illetve fc £ F (X, ) ) . 
Legyen X + olyan intervallum, hogy X,- = X° t = 1 , 2 , . . . , j — 1, j +1,... , n; 
max X j = max X° (a T3 esetén min X * = min X°) és min X * a legkisebb olyan 
érték, hogy fc £ F ( X f ) (max Xj" a legnagyobb olyan érték, hogy fe £ F(Xj )). 
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1. TÉTEL. Ha az Al- A4 feltételek teljesülnek valamely j £ ( 1 , 2 , . . . , n), X°, 
Л-га, és az F(X), F'(X) befoglaló függvényekre, akkor az Xk+1 = Tj(Xk) (illetve 
az Xk+1 = T3 (Xk)) Jb = 0 , 1 , 2 , . . . intervallum-sorozat konvergál az X+ interval-
lumhoz. 
Bizonyítás. Az 1. és 2. Lemma szerint az Al A3 feltételek érvényesek ma-
radnak az Xk sorozat minden intervallumára, kivéve amikor Xе = X+ valamely í 
egészre, és így az intervallum-sorozat véges. Emiatt elegendő azt az esetet vizsgálni, 
ha a sorozat végtelen. Tekintsünk egy olyan x'-t, amelyre min < x' < min Xj~. 
A J — [min x'] intervallumban 
min F ' ( X l x X ° x • • • x x x' x x • • • x X ° ) , 
mint az x' függvénye egy negatív Sj maximummal (egy 63 pozitív minimummal) 
rendelkezik. Hasonlóan, 
min F (X? x X% x • • • x X j _ 1 x x' x Xf+1 x • • • x X°), 
lévén x'-nek folytonos függvénye, egy j j (y3) minimummal rendelkezik, amely na-
gyobb, mint fc. Ebből következik, hogy a 7) transzformáció lépésköze pozitív J-ben: 
ft — min F(X_j) fe — » 
min Fj(Xk) - Sj ' 
illetve a T3 transzformációra: 
fc - min F(Xkj) fc -yi  
max Fj(Xk) ~ 63 
Mivel ez igaz minden olyan J intervallumra, amelyre min X® < min J és max J < 
min X*, továbbá X+ nyilvánvalóan fix-intervalluma a 7} transzformációnak, ezért 
a tétel állítása bizonyított. Az igazolás hasonlóan történik a T3 transzformációra 
is. • 
A bizonyítás szerint az Xk+1 = Tj(Xk) (illetve az Xk+1 = T3(Xk)) к = 
0,1, 2 , . . . intervallum-sorozat monoton: Xk+1 > Xk (illetve Xk+l < Xk). = 
Xk akkor és csak akkor teljesül, ha Xk egyenlő a 7} (a T3) transzformáció egy X+ 
fix-intervallumával. Ezért a monotonitást biztosító szokásos kifejezés [16]: Xk+1 — 
XkOTj(Xk) (vagy Xk+1 = Xk D T3(Xk)) nem szükséges. 
Az intervallum-sorozat mindig konvergens az A1-A4 feltételeknek megfelelő be-
foglaló függvényekre. Az X* eredmény-intervallum viszont függ a befoglaló függvé-
nyek minőségétől (rend, befoglalási izotonitás stb.). Ezért fontos a befoglaló függvé-
nyek típusának helyes megválasztása [25], különben X* lényegesen nagyobb lehet, 
mint Sjc-
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A Tj és T3 transzformációkra számos algoritmust lehet felépíteni, amely az 
Sjc szinthalmazt korlátozó, lehető legszűkebb intervallumot keresi meg; először a 
legegyszerűbb ilyen algoritmust vizsgáljuk: 
0. lépés: Legyen ifc = 0, és X° = X. 
1. lépés: Legyen A T + 1 =T1(Xk), Xk+2 = Tl(Xk+1), A T + 3 = T2(Xk+2),..., 
^k + 2n _ jm + 
2. lépés: Ha a megállási feltétel teljesül: STOP, különben к = k+2n és folytassa 
az 1. lépésnél. 
A megállási feltétel például 
то1(А*)-то1(А*+2п) < r, 
lehet, ahol vol(A) az X intervallum térfogatát jelöli, г/ pedig a felhasználó által 
meghatározott nem-negatív konstans. Az tj = 0 választás esetén az algoritmus nem 
áll meg, csak ha az X* eredmény-intervallumot véges számú lépésben sikerült elérni: 
Xk — X* valamely к pozitív egészre. 
Algoritmusunk eredmény-intervalluma általában más, mint az 1. Tétel előtt 
definiált A + intervallum, mivel az algoritmus a transzformációkat felváltva minden 
oldalra ha j t j a végre. Az algoritmus az A1-A4 feltételek teljesülését az X° inter-
vallumban minden j = 1 , 2 , . . . , n-re megköveteli. Az 1. Tétel bizonyítása szerint 
egy X intervallum nem lehet a Tj és T3 transzformációk ftx-intervalluma, ha az 
A1-A3 feltételek érvényesek A-re és j-re. Az 1. és 2. Lemma szerint az A1-A3 
feltételek érvényesek maradnak véges sok transzformációs lépés után, kivéve azt az 
esetet, ha fc = min F ( A j ) , vagy / t = m i n F ( A ; ) valamely j £ ( 1 , 2 , . . . , n) és 
l > 0 egészekre. A Tj és T3 transzformációkat az utóbbi esetre is lehet definiálni: 
A j + 1 = Tj(X1 ) = A j és Ä j + 1 = T'(X1) = X j . 
Jelöljük az 1. lépésben végrehajtott 2n transzformációt együttesen T-vel. Ez 
folytonos operátor [16], mert minden egyes Tj és T3 transzformáció folytonos. 
Krawczyk tétele alapján ([16], 2.1 Tétel), az A * + 1 = T(A L ) sorozat JB = 1 , 2 , . . . 
konvergens, és hm Xk = A 0 0 pszeudo-fix intervallum (amelyre A°° С T(A°°)) . 
i - > o o 
Másrészt, ha min F ( A j ° ) > fc, vagy min F(X] ) > U valamely j G ( 1 , 2 , . . . , n)-re, 
c i k k o r (hasonlóan, mint az 1. Tétel bizonyításában) egyszerű megmutatni, hogy a 
hm Xk ф X°° ellentmondáshoz jutunk. Mivel az A4 feltétel miatt F(Xk) > fc, 
fc-reo 3 
és F(Xj )> fс minden j G ( 1 , 2 , . . . , n) és к = 1, 2 , . . . esetén, ezért érvényes a 
2. TETEL. Ha az F(X) és F'(X) befoglaló függvények folytonosak és izotonok 
X°-ban, és az A1-A4 feltételek teljesülnek X°-ban minden j G ( 1 , 2 , . . . ,n)-re, 
akkor az A T + 1 = T(Xk) к = 0,1, 2 , . . . intervallum-sorozat konvergens, 
hm A 1 = X°° olyan intervallum, hogy min F(A?°) = min F ( A • ) = fe érvényes 
JB—.OO 1 1 
minden j E ( 1 , 2 , . . . , n)-re, és S/e Ç A°°. 
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2. A konvergencia sebessége és pé ldák 
Ebben a szakaszban a 7} transzformáció konvergenciájának sebességét vizs-
gáljuk (a gondolatmenet könnyen megismételhető T3-те is). Tegyük fel, hogy a 
Tj-те teljesülnek az A1-A4 feltételek az X intervallumban. Tekintsük az X° = X, 
X1 = Tj(X°), X2 = TjiX1),... intervallum-sorozatot, és jelöljük a hm X* inter-
к—reo 
vallumot a korábbiaknak megfelelően ismét X + - sza l . 
Ha a min F(X_j ), mint a min Xj függvénye, lineáris egy 7=[min Xj"—6, min X f ] 
intervallumban (5 > 0), azaz m i n F ( X j ) = a ( m i n X ; ) + 6, és min Fj(X) = а a J 
intervallumban, akkor létezik olyan к pozitív egész, hogy min F ( X k ) = Л , tehát az 
X+ határ-intervallumot véges számú lépésben eléri a sorozat. Egy nemlineáris cél-
függvény esetén az előző eset csak durva befoglaló függvénnyel érhető el, és ilyenkor 
X+ meglehetősen távol kerülhet a szinthalmaztól. A numerikus vizsgálatok során 
nem találkoztunk ezzel a jelenséggel. A továbbiakban ezért feltesszük, hogy min-
den Xk intervallumra min F ( X * ) > fc. Az előző szakaszban megmutattuk, hogy a 
min X j , к = 1 , 2 , . . . sorozat monoton növő, tehát 
min Xf - min Xk+1 I min Xf - min X? + 1 1 l l = \ L - 1 : < 1. 
min X * — min X k | min X * — min X k \ 
Ebből következik, hogy a konvergencia sebessége legalább lineáris. Az 
T j ( X k ) általános lépésre adódik, hogy: 
• • • Г+ • ^ , núnFjX^-fe 
m i n X t - m i n X / = min X j — min X j + ^ n f ^ X * ) 
Itt min Fj(Xk) < 0 az 1. szakasz szerint, tehát 
(2) I min X / - min Xk+1 | = | min Xf - min Xk | - m i n F ( X * ) - / c 
min Fj(Xk) 
és az utolsó tag határozza meg a konvergencia sebességét. 
Tegyük fel, hogy min F ( X j ) , mint a min Xj függvénye, differenciálható a 
min X j pontban, legalábbis balról, és hasonlóan, a min F ( X j ) differenciálható 
jobbról a maxXj~ pontban. Jelöljük ezeket a derivált-értékeket szal, illetve 
fj-szal. Tekintsük először azt az esetet, amikor / * < 0. Ekkor az A4 feltétel miat t 
min Fj(X+) is negatív, és így 
hm 
t — oo 
min F ( X j ) - Л 
min Fj(Xk )(min Xf - min X / ) g < 1 m i n f ; ( X + ) -
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Ezt a (2) egyenletbe helyettesítve kapjuk, hogy 
I min Xj" — min 1 f ï 
(3) С = hm i - =Цг = 1 . ~ J „ V J . . . W
 t - o o I min Xf - min Xf | min Fj(X+) 
Az Xk intervallum-sorozat tehát akkor és csak akkor konvergál szuperlineárisan az 
X+ intervallumhoz, ha f t = m i n F J ' ( X + ) ф 0. Különben a konvergencia lineáris, 
és 0 < С < 1 érvényes a (3)-ban szereplő С konstansra. 
A (3) egyenlet alapján a konvergencia sebessége akkor is lineáris, ha f t = 0 és 
min Fj(X+ ) ф 0, de ekkor С — 1, és ezért az Xk intervallum-sorozat lelassul 
közelében. 
Az utolsó eset az, amikor min F-(X+) = 0, és így f t = 0. Ekkor az intervallum-
sorozat konvergencia-sebessége azon múlik, hogy milyen gyorsan tart min F(Xk) az 
/£-hoz, és m i n F ^ X 1 ) nullához, míg Xk tart X + -hoz . Tegyük fel, hogy 
min F(Xk) - Д 
min Xj' — min Xk < C\(min Xj" — min X
k)l 
I m b Fj(Xk)\ < C2(min X f - min Xk)m 
minden к = 0,1, 2 , . . ,-ra, ahol Ci , C2 pozitív konstansok, m, l pozitív egészek. Az 
A4 feltételből következik, hogy l > m. Ha t egyenlő m-mel, akkor a konvergencia 
lineáris, és Ci < Сг miatt 
I min X f — min X*+ 11 Ci 
(4) С = lim 1 . ' = 
к—оо I min X j — min X j \ C2 
Különben a konvergencia rendje t — m + 1. 
Ezek a számítások a T3 transzformációra megismételhetők az f j konstanssal. 
Eredményeinket összefoglalva, érvényes a 
3. T É T E L . Ha az A1-A4 feltételek érvényesek X°-ban valamely j£(l, 2 , . . . , n)-
re, akkor ал Xk intervallum-sorozat konvergenciájának sebessége a következő: 
1. Ha min Fj(X+) negatív és egyenlő ft-al, akkor a konvergencia szu-
perlineáris. 
2. Ha min Fj(X+) negatív, de nem egyenlő f f - a l , akkor a konvergencia 
lineáris a (3) egyenletben megadott konstanssal. 
3. Ha min Fj(X+) = 0, és így / + = 0, akkor 
(a) ha i — m, akkor a konvergencia lineáris a (4)-beli konstanssal, 
(b) ha i ф m, akkor a konvergencia rendje £ — m + 1. 
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Gyakorlati feladatokban a 2. eset a leggyakoribb, a többi kevésbé valószínű. 
A tárgyalt algoritmusunk általános nemlineáris függvényekre (tehát nem csak 
a négyzetösszeg alakúakra) is használható, ha a megfelelő fc szintet megadjuk. Az 
eljárás működését a nagyon egyszerű f(x) — (x\ — l )2 + (x2 — l) 2 függvénnyel mu-
tatjuk be. Ennek nyilván csak egy helyi minimumpontja van IR2-ben: x* = (1,1)T , 
és a globális minimum értéke / (x*) = 0. A természetes intervallum-kiterjesztéssel 
adódó befoglaló függgvénye F ( X ) = (Xi - l ) 2 + (X2 - l ) 2 . Egy Y intervallum 
négyzetét úgy definiálhatjuk, hogy legyen 
min Y2 = 0 , 
ha 0 € Y, és különben 
minY 2 = min((min Y)2 , (maxY) 2 ) , 
max Y2 = max((min Y)2 , (maxY) 2 ) . 
Ez az intervallum-művelet pontos abban az értelemben, hogy minden Y interval-
lumra s(Y) = Y2 Ç YY, ahol s(Y) = {«(y) : y £ Y} az s (y) = y2 függvény 
értékkészlete (cf. [26]). Az algoritmusunk számára csak min F ( X j ) és m i n F ( X j ) 
szükséges ( j = 1,2): 
min F(Xj) = (min Xj - l )2 + min(X3_2 - l )2 , 
min F(Xj) = ( m a x X j - l )2 + min(X3_, - l ) 2 , 
valamint a gradiens befoglaló függvénye, F ; ' (X) = 2(Xj - 1). A transzformációs 
lépések ezekkel: 
t.(x)-rrnnX (minXj l ) 2 min(X 3_j l ) 2 fe 
t ] ( X ) - nun X, 2(min X ; — 1) 
F




 2(max Xj - 1) 
mivel min F-(X) = min(2(Xj — 1)) = 2(min Xj - 1), és hasonlóan a max Fj(X)~re. 
Ha az A2 feltétel teljesül X-ben F'-re, akkor 0 £ Fj(X), és ezért min(Xj - l ) 2 = 0 
( j = 1,2). Ennek megfelelően 
/ (min Xj - l )2 - Д 
tj - min Xj . -г— , 
2(min Xj — 1) 
és 
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t1 = max Xi ] 
(max Aj - l ) 2 - Л 
2(max A j - 1) 
Az A4 feltétel teljesül F(A)-re és F'(A)-re, mert L j (X) = 2(minAj - 1) = 
min FJ(A) és Z j ( A ) = 2(max A j - 1) = Fj(A) j = 1, 2. Mivel a befoglaló függ-
vények pontosak (azaz értékük megegyezik a megfelelő értékkészlettel), meg tudjuk 
határozni az A* határ-intervallumot: A* = [1 - y/Jë, 1 + V/T] j = 1, 2. 
Legyen Xf = [0, 10] j = 1, 2, és Д = 0, ekkor j = 1, 2-re 
és így tovább. A konvergencia lineáris а С — 1/2 konstanssal. A sorozat intervallu-
mainak térfogata rendre vol(A°) = 100, vo^A 1 ) = 25, . . . , vol(A*) = 100(1/2)" . 
Abban az esetben, ha Xf = [0, 10] j = 1,2 és ft = 1, Xf = [0, 2] lesz, és 
j = 1, 2. A konvergencia most szuperlineáris, és az első néhány intervallum térfogata 
vol(A°) = 100, тоЦА1) = 30,864, vol(A2) = 11,475, és vol(A3) = 5,775. 
A valósághoz közelebbi példa az (1) feladat az /mo<j(i, x) = e -*1* -fe*3 ' modell-
függvénnyel, és az fi — e~' + e* i = —1,0,1 adattal. A globális minimumpont 
IR2-ben nyilván x j = x2 = 1, és f ( x ' ) = 0. A természetes intervallum-kiterjesztéssel 
felépített befoglaló függvények 
A j = [0,500, 5,500], 
A 2 = [0,750, 3,250], 
A 3 = [0,875, 2,125], 
A 2 = [0,000, 5,556], 
A 2 = [0,000, 3,388], 
A 3 = [0,000, 2,403], 
i 
F(X) = XI ((e_< + c<) - + 2 
i = - l 
1 
F{{A) = 2 X «eX ,((e_ < + e') - (e" X l < + e*" ' ) ) , 
•=-i 
i 
FÜA) = - 2 X *ех>((е~' + e') - + e*3<)). 
í = - i 
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Itt ex = [eminA", е ш а х Х ] . A transzformációs lépések: 
I E L - I ( ( ' ~ ' + e«') - (e- + e*3 ' ))2 - Л 111111 
<i(X) = min Xi — 
1/ 111111  t (X) = maxXi — 
2 m i n E I = - I * E X ' I ( E ~ ' + E ' ) - ( E ~ X , I + E X > ' ) ) 
IN E L - I ( ( E ~ ' + E ' ) - ( E ~ M A X * 1 ' + E * " ' ) ) 2 - /« 
111111 
<2(X) = min X2 — 
2maxEL_i ieXl((e~' + e') ~ (e-*1' + ex'{)) 
I  E L - I ( ( E _ < + E <) - (e~XlÍ + E M I N X "' ) ) 2 - fe 
—2max Е<=-1 »'e-*'3((e-' + e') - ( e ~ x ^ + e*"')) 
V ™ N E L - I ( ( « " ' + - (e~XlÍ + e m " * 3 ' ) ) 2 - fc 
t (X) = maxX 2 . 
—2 min E»=- i «еХ з((е- ' + e') - (e"*»«' + e x " ' ) ) 
Tekintsük az X° = [0, 10] j = 1,2 kiindulási intervallumot. Az F(X) befoglaló 
függvény minimuma X° oldallapjain 
min F(X°) = 1,180 
min F(X°j) = 4,850 • 10® 
j = 1 , 2 . A gradiens befoglaló függvényének értéke Fj{X°) - [ -9 ,703 • 10®, 
9, 703 • 10®]. Д = 0 esetén az X 1 = T(X°) intervallum: 
X\ = [1,215 • НГ 9 , 9,500], 
X\ = [2,004 • 10~9, 9,500]. 
Ennek térfogata körülbelül 10 százalékkal kisebb, mint X°-é. Néhány intervallum 
a generált X k к = 1 ,2 , . . . sorozatból: 
X í ° = [1,511 • 10~5, 5,031], 
X210 = [2,467 - Ю - 5 , 5,031], 
és 
X®0 = [0,989, 1,010], 
X\° = [0,990, 1,009]. 
Természetesen az algoritmus által számított intervallum-sorozat és az X* határ-
intervallum is függ a számábrázolás pontosságától. 
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3. Implementáció és numerikus teljesítmény 
Nagy kiindulási intervallum és bonyolult célfüggvény esetén az F(X) és F ' ( A ) 
befoglaló függvények meglehetősen durva becslései is lehetnek a megfelelő értékkész-
leteknek. Emiatt a transzformációs lépések a lehetségesnél lényegesen kisebbek 
lesznek, és az eredmény-intervallum is távol lesz az illető szinthalmaztól. Algorit-
musunk nyilván akkor konvergál a lehető leggyorsabban, ha befoglaló függvényeink 
megegyeznek a megfelelő értékkészlet-függvényekkel. Ez utóbbi kiszámítása viszont 
általános esetben nem lehetséges. 
A természetes intervallum-aritmetikával előállított egyszerű befoglaló függvé-
nyeket viszont lehet javítani, például az in ter vallum-felosztási (Moore-Skelboe) al-
goritmussal [25, 26]. Ez az eljárás eredetileg a globális minimum megbízható alsó-
becslésére szolgál, tehát közvetlenül a m i n / ( A J ) , a min / ( A J ) és a min / J ( A ) becs-
lésének javítására használható ( j = 1 , 2 , . . . , n). (A felülvonás az / felett ismét a 
megfelelő értékkészlet-függvényt jelöli.) A max / j ( A ) becslésének javításához az el-
járást a — f j ( X ) függvényre kell alkalmazni, és az eredmény előjelét az ellenkezőjére 
váltani. 
Minden említett részprobléma azonban azonos bonyolultságú, mint az eredeti 
szinthalmaz-korlátozási feladat, tehát nem szabiid ezeket teljesen megoldani, csak 
a befoglaló függvények becslésének javítását érdemes célul tűzni. Emiatt az inter-
vallum-felosztási módszer megállási feltételeit meg kell változtatni, úgy, hogy közel 
optimális arányt érjünk el a javított befoglaló függvényekkel elért lépéshossz és 
a teljes eljárás által használt függvényhívások száma (NFEV) között. Az F ( A ) 
befoglaló függvényre az intervallum-felosztási módszer álljon meg, ha 
1. a természetes intervallum-kiterjesztéssel kapott m i n F ( A j ) nagyobb, mint fe, 
2. az / előző iterációban kapott Fm becslése nagyobb, mint fe, és az F ^ t aktuális 
becslésre 
(Fpid — f t ) NFEV  
x t <
 NFEV - 2 + U ' 
vagy, ha 
3. az intervallum-felosztási algoritmus listája betelt. 
—t 
Az / (A) becslései másként hatnak az iterációs lépés hosszára, és ennek tükrö-
ződnie kell a megállási feltételekben. Az iterációkat akkor állítja le az algoritmus, 
ha 
a. a min /J(A) (vagy a — max /J (A)) természetes intervallum-kiterjesztéssel ka-
pott aktuáhe becslése, F ^ t nagyobb, mint ( /£ — Fact)/(0, Olui(Aj)), 
b. az aktuális becslés nagyobb, mint nulla (azaz f ( x ) monoton), 
c. az aktuális becslés kisebb, mint FJ l d(NFEV - 2)/ NFEV, vagy ha 
d. az intervallum-felosztási algoritmus listája betelt. 
Itt w(Xj) az illető intervallum szélességét jelöli, F ^ t az / végső becslését, 
NFEV pedig az aktuális transzformációs lépés meghatározásához használt célfügg-
vény- és deriválthívások számának összegét. Ezt a befoglaló függvények javítására 
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szolgáló eljárást a továbbiakban az optimális pontosságú befoglaló függvény mód-
szerének nevezzük. 
Tekintsük az algoritmusnak azt a fázisát, amikor az X_j lapot mozgatjuk be-
felé. Az előző, 2. szakaszban az F' befoglaló függvényt a teljes X aktuális inter-
vallumra határoztuk meg. Mivel a lépésköz általában lényegesen kisebb, mint az 
Xj szélessége, ezért előnyösebb Fj kiértékelését egy kisebb X' intervallumon el-
végezni, amelyre X- - Xi, i = 1 , 2 , . . . , j - 1, j + 1 , . . . , n; min X j - m i n X j és 
w(X'j) < w(Xj). Természetesen m a x X ; mozgatásakor mindez hasonlóan történik 
max Xj-vel. 
Az X ' intervallum ui(Xj) szélességét a megfelelő irányban úgy módosítjuk 
adaptív módon, hogy az a számított lépésközt minél jobban megközelítse. Ez konk-
rétan a következőt jelenti: induláskor tn(Xj) a tu(Xj)/10 értéket kapja. Ha egy 
lépésköz kisebb volt, mint a számításához használt ui(Xj), akkor tn(Xj) új értéke a 
régi érték és a tényleges lépésköz átlaga lesz. Különben a ténylegesen megtett lépés 
hosszát a régi ui(Xj)-re korlátozzuk, és X j új szélességét a régi szélesség 1,5-szerese 
és Xj szélessége közül a kisebbre állítjuk be. 
Az 1. szakaszban a konvergencia-tulajdonságok vizsgálata céljából mutat tunk 
egy egyszerű megállási feltételt. A numerikus hatékonyság javítása érdekében ezt 
megváltoztattuk: az algoritmus most akkor áll meg, ha 
I. az aktuális intervallum szélessége kisebb, mint egy előre adott <5 konstans, 
II . a célfüggvény- és deriválthívások együttes száma nagyobb, mint 100 000, 
vagy ha 
I I I . mind az egy iteráción belül végrehajtott 2n transzformációs lépés hossza, 
kisebb, mint <5/100. 
Az utolsó módosítás, amit az alap-algoritmuson végrehajtunk, azt a numerikus 
tesztelés során tapasztalt jelenséget igyekszik kiküszöbölni, hogy az algoritmus haj-
lamos bizonyos koordináták mentén több nagyságrenddel több CPU-időt használni, 
nűnt a többi mentén. Ezért minden lépés során kiszámítunk egy E hatékonysági mu-
tatót, amely egyenlő a lépésköz osztva a célfüggvény- és deriválthívások számának 
összegével. Minden iterációs lépésben meghatározzuk a 2n irányban E maximumát. 
A következő iterációban kihagyjuk azokat az irányokat, amelyekben a hatékonysági 
mutató kisebb volt, mint a maximum 10 százaléka. Minden 100 iteráció után vi-
szont ismét az összes irányban végrehajtjuk a transzformációs lépést, tekintet nélkül 
a hatékonysági mutatóra. Ez biztosítja, hogy a befoglaló függvények pontosságában 
időközben bekövetkezett javulás felismerhető legyen, és így semelyik irány se marad 
ki túl hosszú ideig indokolatlanul. 
Az 1. szakaszban kapott konvergencia-eredmények rögzített befoglaló függvé-
nyekre vonatkoztak. A bevezetett változtatásokkal ezek a függvények az algoritmus 
aktuális állapotától is függenek. Az 1. Lemmát és az 1. Tételt erre az esetre módo-
sítva adódik a 
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4. TÉTEL. Minden F(X) és F ' (X) befoglaló függvényre, ha fe < min F(XJ), 
es min F-(X) < 0 valamely j £ ( 1 , 2 , . . . , n)-re, akkor az iterációs lépés t j ( X ) — 
min Xj hossza pozitív, és minden x £ X pontra, amelyre f ( x ) < fc, teljesül, hogy 
t j ( X ) < xj. 
Hasonló módon, minden F(X) és F'(X) befoglaló függvényre, ha 
fe < min F(Xj), és 0 < max Fj(X) valamely j £ ( 1 , 2 , . . . , n)-re, akkor az iterációs 
lépés maxXj — t3 ( X ) hossza pozitív, és minden x £ X pontra, amelyre f ( x ) < fc, 
teljesül, hogy Xj < t3(X). 
Bizonyítás. Tegyük fel, hogy / ( x ) < fc és min Xj < x ; < t j ( X ) . A </(Х) 
definíciójából 
. fc — min F(X_j ) 
í j - mm Xj < .
 F„V4 • 
mm Fj(X) 
Az fc < min F(Xj) és a min Fj(X) < 0 feltételek felhasználásával azt kapjuk, hogy 
/ ( x ) > min F(Xj) + min Fj(X)(xj - min X j ) > fe , 
ami ellentmondás. A lépésköz pozitivitása közvetlenül a transzformációk definíció-
jából következik. A t3(X) < Xj < max Xj bizonyítása hasonló. • 
A 4. Tétel másszóval azt állítja, hogy minden F(X) és F'(X) befoglaló függ-
vényre az említett feltételek biztosítják, hogy az X' = (X\, X2, • • • ,Xj-i, [í; (X), 
<J(X)], Xj+1,... , X„) intervallum X-nek az összes olyan pontját tartalmazza, amely-
re a célfüggvény értéke kisebb, mint f , . Ebből következik, hogy ha X' üres, akkor 
X-nek nem lehet olyan pontja, amelyre a célfüggvény értéke legfeljebb fe. Ez azt je-
lenti, hogy a módosított algoritmus az I. - III. megállási feltételek nélkül olyan inter-
vallumhoz konvergál, amelynek lapjain az F ( X ) befoglaló függvény minimumának 
még az intervallum-felosztási módszerrel (az adott számítógépes korlátok mellet) 
elérhető legjobb becslése sem nagyobb, mint fc. 
Tekintsük az 1-3 és az a -d megállási feltételeket a tj transzformációra. (A 
t3 transzformációra hasonlóan kell a következő számításokat végrehajtani.) Legyen 
min F ' (X) rögzített, és legyen Fm és F^ t a min f ( X j ) két egymást követő becs-
lése. Az ezek meghatározásához szükséges függvényhívások száma NFEV—2, illetve 
NFEV. Ezen transzformációk hatékonysága az előzőek szerint 
fe — Hold 
(NFEV - 2) min F ' (X) 
és 
(5) 
(6) f - — 
V
 ' N F E V M I N F ' ( X ) 
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Az Fact becslés akkor eredményez hatékonyabb transzformációs lépést, ha (6) na-
gyobb, mint (5). Rövid számolás után kapjuk, hogy ez az eset akkor és csak akkor 
következik be, ha 
„ ( F o I d - A ) N F E V 
NFEV - 2 + Л 
Rögzítsük most az Fgct aktuális becslést, és tekintsük min / (X) két egymást követő 
becslését, legyenek ezek F'M és F^t. A megfelelő hatékonysági mutatók 
(7) Л " F a c t (NFEV - 2) F^ d 
(8) f c F m 
Az 
FLct becslés ismét akkor cid hatékonyabb transzformációs lépést, ha (8) nagyobb, 
mint (7). Ez pontosan akkor teljesül, ha 
F^ d(NFEV — 2)  
s c t
 NFEV 
Összegezve eredményeinket, azt állíthatjuk, hogy 
5. TÉTEL. A 2 és с megállási feltételek akkor állítják meg az mtcrvallurn-
feloeztási eljárást, amikor az aktuális becslés nem eredményez javítást az iterációs 
lépés hatékonyságán. 
A 2 és с megállási feltételek tehát egylépéses előrenézéses statisztika szerint 
optimalizálják a befoglaló függvényeket. 
A numerikus tesztelést a standard globális optimalizálási tesztfeladatokkal haj-
tottuk végre. Ennek az az oka, hogy egyrészt a [4] 1. Állítása értelmében ezek 
minimumainak szerkezete megfeleltethető valamely paraméterbecslési feladaténak, 
másrészt ezek alakja és globális minimumpontjai pontos elhelyezkedése is jól ismert 
(1. [4] 1. Táblázat). A kiindulási intervallumok megegyeztek az egyes feladatokban 
megszokottakkal [27]. Az fc értékeket minden esetben 0,001%-al választottuk na-
gyobbra, mint a megfelelő globális minimum. Ilyen problémafelvetés esetén könnyű 
ellenőrizni, hogy a korlátozó intervallumok elég szűkek-e. A megállási feltételek S pa-
ramétere minden feladatra 0,01 volt. Az intervallum-felosztási eljárás egy legfeljebb 
200 elemű listát használt a befoglaló függvények javítására. Az eljárás-paraméterek 
azonosak voltak az összes tesztfeladatra. 
A programot ismét standard (tehát az intervallum-aritmetikát nem támoga-
tó) FORTRAN nyelven írtuk. Az intervallum-aritmetikát teljes egészében (az ún. 
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kifelé-kerekítéssel együtt) FORTRAN szubrutinokkal implementáltuk a hordozha-
tóság kedvéért. Az intervallum-felosztási algoritmusnak az alapváltozatát használ-
tuk [6]. Említésre méltó, hogy a kifelé-kerekítés elhagyásával, illetve hozzávételével 
adódó teszteredmények az első 7 értékes számjegyben megegyeztek. A kapott haté-
konysági mutatókat az 1. Táblázat foglalja össze. 
1. Táblázat. A szinthalmaz korlátozási módszer hatékonysági mutatói 
Tesztfeladat 
S 5 S7 5 1 0 Я З » Я 6 * GPt Rőt SHCBl RCOS 
STU 3 , 2 5 , 5 1 2 , 3 1 1 8 , 8 5 8 5 , 5 6 2 1 , 6 4 9 , 8 4 9 , 8 / 8 0 , 7 3 9 , 8 / 1 , 1 
N F E 170 188 251 13462 3 5 9 0 3 8 2 4 1 0 13511 1 8 9 8 6 / 2 9 1 5 9 8 8 2 6 / 2 6 7 
N D E 176 192 361 6 0 3 4 0 9 9 17644 4 0 3 2 7 1 1 9 0 / 7 2 3 6 7 6 6 / 2 6 3 
N I T 27 25 3 4 82 3 2 2 552 3 4 8 2 1 4 1 / 1 9 6 9 6 5 / 7 0 
STU jelöli a felhasznált CPU-időt a standard egységben mérve, NFE és NDE 
a szükséges célfüggvény-, illetve deriválthívások számát, NIT pedig a végrehajtott 
iterációk számát. Egy * jelzi azokat a feladatokat, amelyek nem voltak teljesen meg-
oldva abban az értelemben, hogy az algoritmus a függvényhívások nagy száma, vagy 
a túl kicsi lépésköz miatt állt le, míg az eredmény-intervallum még nem volt elég 
pontos. A táblázatban szereplő utolsó két probléma több globális minimumponttal 
rendelkezik a lehetséges megoldások halmazán. Ezekre a feladatokra két-két szám 
szerepel minden sorban: ezek az eredeti, illetve egy olyan kiindulási intervallumra 
vonatkoznak, amely csak egy globális minimumpontot tartalmaz. 
A teszteredmények közvetlen összevetése globális optimalizálási módszerek ha-
sonló mutatóival több szempontból is félrevezető lehet. Egyrészt a globális mini-
mum értékének, mint input paraméternek a használata nem szokásos, másrészt a 
szinthalmaz-korlátozási algoritmus eredményhalmaza összehasonlíthatatlanul több 
információt nyújt a felhasználónak, mint a hagyományos eljárások. Algoritmusunk 
azt a nagyon erős állítást igazolja, hogy az A 0 \ X* tartományban nincs olyan pont, 
amelyre a célfüggvény értéke kisebb lenne / t -ná l . Ennek ellenére, a teljesen megol-
dott feladatokra adódó hatékonysági mutatók a szakirodalomban közölt legjobbak 
közé tartoznak (v.o. [4, 8, 27]). 
A 3. szakaszban bevezetett módosítások lényegesen javítottak az algoritmus ha-
tékonyságán és az eredmény-intervallum pontosságán is. Az optimális pontosságú 
befoglaló függvények módszere pedig más, intervallum-aritmetikán alapuló algorit-
mus hatékonyságát is javíthatja, anélkül, hogy az egyszerű, természetes intervallum-
kiterjesztésről le kellene mondani. Algoritmusunk garantált megbízhatóságú ered-
ményhalmazát, a szinthalmazt korlátozó intervallumot sokféleképp lehet használni. 
Információt szolgáltat a célfüggvény érzékenységéről egy helyi minimumpont kör-
nyezetében, és képes igazolni, hogy egy helyi minimum egyben globális minimum-e. 
Az algoritmus nyilván azt is képes ellenőrizni, hogy egy paraméterbecslési 
feladat nem redundáns-e valamely változóban (azaz, van-e olyan x,- változó (i G 
Alkalmazott Matematikai Lapok 17 (1993) 
EGY INTERVALLUM-ARITMETIKÁN ALAPULÓ ALGORITMUS ... 3 7 
( 1 , 2 , . . . , n)), hogy minden x £ X-hez és x[ £ X,-hez létezik olyan x' £ X, amire 
/ ( x ' ) = f{x))i másszóval az illető modell azonoeítható-e. Ha ugyanis a kezdeti in-
tervallumot minden koordináta mentén sikerült összenyomni, akkor a feladat nem 
lehet redundáns. Ez utóbbi jelenség felismerése fontos a paraméterbecslési felada-
tokban, és az ismertetett algoritmus az egyetlen a szakirodalomban, amely képes 
ezt a tulajdonságot kimutatni. 
F Ü G G E L É K 
Intervallum-aritmetika és a befoglaló függvények 
Legyen I a kompakt valós intervallumok tere. Az intervallum-aritmetika mű-
veletei ezen a halmazon vannak értelmezve. A műveleteket úgy kell definiálni, hogy 
az A * В eredménye egy olyan С intervallum legyen, amely pontosan azon с valós 
számok halmaza, amelyekhez léteznek olyan а £ A éa b £ В valósok, hogy с — a*b. 
Itt * a négy alapművelet valamelyikét jelöli. Az ilyen aritmetika segítségével követni 
lehet a kerekítési hibákat, és az adatainkat terhelő bizonytalanság tükröződhet az 
eredményekben. 
Az előző definíció mellett az intervallum-aritmetikát lehet kizárólag a valós 
aritmetikára támaszkodva is definiálni. Az [a, 6] és [c, d\ intervallumokra legyen 
[a, 6] + [c, d] = [a + c, b + d\, 
[a,b]-[c,d\ = [a-d,b-c], 
[a, fc][c, d] — [min(ac, ad, be, bd), max(ac, ad, bc, bdj\, 
[a,b]/[c,d] = [a,b][l/d, 1/c]. 
Az osztást csak akkor értelmezzük, ha 0 £ [c, d\. Érdemes megjegyezni, hogy ez 
utóbbi feltétel jól megfogalmazott gyakorlati feladatokban tapasztalataink szerint 
szinte kivétel nélkül teljesül. A valós műveleteknek ezt a kiterjesztését intervallu-
mokra természetes vagy naiv intervallum-kiterjesztésnek nevezik [25]. Az utóbbi 
években vizsgálják az olyan intervallum-aritmetikákat is, amelyek nem csak kom-
pakt intervallumokon definiáltak. Ezeken a nullát tartalmazó intervallummal való 
osztás is értelmezhető. 
Bár az alapműveletek pontosak a fenti értelemben, mégis, a velük kiszámított 
bonyolultabb függvények durva becslései is lehetnek a megfelelő értékkészletnek. A 
gyakran emlegetett példa [25] a következő: az x — x2 értékkészlete a [0, 2] interval-
lumon [—2,0,25]. Ezzel szemben az intervallum-kiterjesztéssel adódó intervallum 
[ -4 ,2] . _ 
Az intervallum-aritmetika műveleteinek tulajdonságaival foglalkozik az inter-
vallum-algebra. Számos, a valós műveletekre érvényes tulajdonság változatlanul 
teljesül az intervallum-műveletekre is (pl. a kommutativitás, asszociativitás az össze-
adásra és a szorzásra), de általában nincs inverz, és érvényes a szubdisztribúciós 
tulajdonság: A(B + С) Ç AB + AC. 
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Az alapműveletekhez hasonlóan könnyen lehet definiálni az elemi függvények 
intervallum-kiterjesztését is, tehát a számítógépen kiszámítható függvényeket szinte 
kivétel nélkül meg lehet valósítani természetes intervallum-kiterjesztésben is. 
Az intervallum-aritmetika alkalmazása szempontjából alapvető fogalom a be-
foglaló függvény. Az F(X) : / " — • / az f ( x ) n-változós valós függvény befoglaló 
függvénye, ha f ( x ) G F(X) érvényes minden x G X pontra és X G / " inter-
vallumra. Az intervallum-matematika fontos eredménye, hogy az f ( x ) valós függ-
vényből természetes (vagy naiv) intervallum-kiterjesztéssel adódó F(X) függvény 
befoglaló függvény. 
A befoglaló függvényektől természetes azt elvárni, hogy bővebb argumentum-
intervallumra ne adjanak szűkebb eredmény-intervallumot. Ezt a feltételt fogal-
mazza meg az izotonitás: egy F(X) befoglaló függvény akkor izoton, ha X Ç Y-ból 
következik F(X) Ç F(Y). Az izotonitás szinte minden intervallum-aritmetika imp-
lementációra érvényes. 
A befoglaló függvények minőségének fontos mutatója a rend: azt mondjuk, 
hogy az F(X) befoglaló függvény rendje a > 0, ha létezik olyan с valós konstans, 
hogy w(F(X)) - w(f(X)) < cw(X)a teljesül minden X G /"-re, ahol w(X) ал 
X intervallum szélessége. A természetes intervallum-kiterjesztéssel adódó befogla-
ló függvények elsőrendűek, de kidolgozott a magasabbrendű befoglaló függvények 
elmélete is [25]. Az egynél szélesebb intervallumokra a természetes intervallum-
kiterjesztést, a kisebbekre pedig a magasabbrendű befoglaló függvényeket szokták 
ajánlani. 
A számítógépes megvalósítás során minden inter vallum-művelet végrehajtása 
után a kapott intervallumot módosítani szokás. Az intervallum alsó határát lefe-
lé, felső határát felfelé kell kerekíteni a legközelebbi ábrázolható számra. Ezzel az 
úgynevezett kifelé kerekítési eljárással el lehet érni, hogy a befoglalási tulajdonság 
a kerekítési hibák ellenére is fennmar adj on. Ezen a módon számítógéppel automa-
tizálható a garantált megbízhatóságú befoglaló függvények előállítása. 
Az intervallum-aritmetikához használatos speciális kerekítéseket az IEEE szab-
vány biztosítja, ezért napjaink szinte minden processzora támogatja. A hetvenes 
évek közepétől elérhetők olyan programozási nyelvek [2,18], amelyek az INTERVAL 
adattípus használatát támogatják. Ilyen nyelveken még az intervallum-aritmetikát 
megvalósító szubrutinokat sem kell megírni: a megfelelő befoglaló függvény imple-
mentálásához elegendő a függvény kiszámításához használt változók típusát megvál-
toztatni. 
A befoglaló függvényekre támaszkodó numerikus algoritmusok érzékenyek a be-
foglaló függvény minőségére, pontosságára. A vázolt természetes intervallum-kiter-
jesztés mellett számos más eljárás is ismert a befoglaló függvények előállítására, 
például a magasabbrendű deriváltakat is használó ún. középponti alakok, az auto-
matikus deriválásra és monotonitás-vizsgálatra épülő stratégiák a befoglaló függvény 
javítására, illetve a 3. szakaszban ismertetett optimális pontosságú befoglaló függ-
vényt generáló eljárás. Ezek a módosítások természetesen növelik az egy befoglaló 
függvény kiértékeléséhez szükséges számítások mennyiségét. 
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A N I N T E R V A L M E T H O D F O R B O U N D I N G L E V E L S E T S 
T . C S E N D E S 
A n interval m e t h o d for b o u n d i n g leve l se ts , m o d i f i e d t o increase i t s e f f ic iency a n d to ge t 
sharper b o u n d i n g b o x e s , is presented . T h e n e w a lgor i thm was t e s t e d w i t h s t a n d a r d g lobal op-
t i m i z a t i o n t e s t prob lems . T h e tes t resu l t s show t h a t , whi le the m o d i f i e d m e t h o d g ives a more 
valuable , g u a r a n t e e d rel iabi l i ty resul t se t , i t is c o m p e t i t i v e w i t h non- interval m e t h o d s in t e r m s of 
C P U t i m e a n d n u m b e r of f u n c t i o n eva luat ions . 
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P O L I N O M O K G Y Ö K S T R U K T Ú R Á J Á N A K V I Z S G Á L A T A 
A P A R A M E T R I K U S R E P R E Z E N T Á C I Ó M Ó D S Z E R É V E L 
S I M O N L. P É T E R ÉS F A R K A S H E N R I K 
B u d a p e s t 
A d inamikai rendszerek kva l i ta t ív v i z sgá la ta során g y a k r a n fe lmerül az a p r o b l é m a , h o g y 
e g y a d o t t p o l i n o m n a k h á n y valós gyöke van, i l l e tve a gyökei közö t t h á n y p o z i t í v , n e g a t í v és nul la 
va lós részű van. D o l g o z a t u n k b a n megv izsgá l juk , h o g y a p o l i n o m e g y ü t t h a t ó i t v á l t o z t a t v a h o g y a n 
v á l t o z h a t n a k ezek a t u l a j d o n s á g o k , kü lönös t ek in te t t e l a p o l i n o m s tab i l i tá svesz té sére . E z z e l kap-
c s o l a t b a n igazo lunk e g y ö s sze függés t a R o u t h - H u r w i t z kr i tér ium és a Hopf - fé le b i furkáció k ö z ö t t . 
E z u t á n m u t a t u n k e g y m ó d s z e r t , a m e l y n e k seg í t ségéve l f e lder í the tő e g y p o l i n o m gyöke inek elhe-
lyezkedése és az e g y ü t t h a t ó k t ó l való függése a gyökök numer ikus m e g h a t á r o z á s a né lkül . E z t a 
m ó d s z e r t r é sz l e t e sen i s m e r t e t j ü k a h a r m a d - és n e g y e d f o k ű p o l i n o m o k e s e t é b e n . 
1. Bevezetés 
Dinamikai rendszerek stacionárius pontjainak vizsgálatánál gyakran egy po-
linom gyökeinek elhelyezkedését kell vizsgálni. Ezzel kapcsolatban itt két fontos 
problémakört vizsgálunk: 
1. A stacionárius pontok számát keressük. Ez a probléma egy f ( x ) = 0 egyenlet 
valós megoldásai számának megkeresésére redukálható. 
2. Egy stacionárius pont jellegének megállapításához a Jacobi-mátrix karak-
terisztikus polinomjának gyökeit vizsgáljuk. Ekkor a negatív, illetve pozitív valós 
részű gyökök számát szeretnénk megtudni. 
Konkrét dinamikai rendszerekből indulva, az 1. problémában szereplő / nem 
feltétlenül polinom, de igen gyakran az. Másrészről ал is előfordulhat, hogy az 1. 
problémához az eredeti probléma redukciójával vagy transzformációjával ju tunk, s 
így a kapott / polinom együtthatói az eredeti problémában szereplő paraméterektől 
függenek, de nem feltétlenül azonosak azokkal. Fontos alkalmazás a kémiai reakció-
kinetika, amikor is egy algebrai egyenletrendszer megoldásaiból adódnak a rendszer 
stacionárius állapotai. Az algebrai egyenletrendszer — igaz, fáradságos módon — 
de mindig redukálható egyetlen egyenletre [2]. 
Mindkét esetben a vizsgált polinom együtthatói az eredeti rendszer paraméte-
reitől függenek, és az is vizsgálat tárgyát képezheti, hogy a paramétereket (és ezzel 
a polinom együtthatóit) változtatva, a gyökök elhelyezkedése hogyan változik. Ha 
a paraméterek változtatásakor a valós gyökök számában vagy a gyökök valós része 
előjelében változás következik be, bifurkációról beszélünk. Azokat a paraméterérté-
keket, amelyeknél a minőségi változás bekövetkezik, bifurkációs értéknek nevezzük. 
Tekintsünk két egyszerű példát a bifurkációra. 
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1. Példa. Vizsgáljuk az x <—>• x2 + и polinom valós gyökeinek számát az «GM 
paraméter különböző értékeinél. Az и — 0 paraméterérték bifurkációs érték a va-
lós gyökök számának szempontjából, ugyanis и < 0 esetén két valós gyöke van a 
polinomnak, и > 0 esetén viszont nincs valós gyöke. 
2. Példa. Vizsgáljuk az x i—• x2 + их + 1 polinom gyökei valós részének előjelét 
az u G M paraméter különböző értékeinél. Az и = 0 paraméterérték bifurkációs 
érték a gyökök valós része előjelének szempontjából, mert и > 0 esetén két negatív 
valós részű, ti = 0 esetén két nulla valós részű, и < 0 esetén pedig két pozitív valós 
részű gyöke van a polinomnak. 
A bifurkáció fogalmának pontos meghatározásához tehát azt kell meghatározni, 
hogy mikor nevezünk két polinomot kvalitatíve egyformának (ekvivalensnek). Két 
polinomot akkor tekinthetünk például kvalitatíve egyformának, ha valós gyökeik 
száma megegyezik (1. példa). Egy másik feladat esetében két polinom akkor ekvi-
valens, ha pozitív, negatív, illetve nulla valós részű gyökeik száma rendre egyenlő 
(2. példa). 
A dolgozat második szakaszában általánosan definiáljuk a bifurkáció fogalmát, 
majd ezt alkalmazzuk a polinomok esetére, és meghatározzuk az 1. és 2. példában 
szereplő tulajdonságokra vonatkozó bifurkációs értékek halmazát (azaz a bifurkációs 
halmazokat). Ezután egy polinom stabilitásvesztésének lehetséges eseteit vizsgálva 
kapcsolatot teremtünk a Hopf-féle bifurkáció és a Routh-Hurwitz-féle kritériumok 
sérülése között. 
A dolgozat harmadik szakaszában két együtthatótól (a nullád- és az elsőfokú tag 
együtthatójától) függő polinomok halmazában vizsgáljuk a bifurkációs halmazokat 
a parametrikus reprezentáció módszerével. 
A dolgozat negyedik és ötödik részében részletesen elvégezzük a fent ismertetett 
vizsgálatokat a harmad- és negyedfokú polinomok esetében, szemléletes módszert 
adva ezen polinomok gyökszerkezetének vizsgálatára. 
2. Bifurkációs halmazok a polinomok halmazában 
Ebben a szakaszban először általánosan ismertetjük a bifurkáció fogalmát. Le-
gyen T egy topologikus tér, ~ pedig egy ekvivalenciareláció a T téren. 
1. Definíció. Egy x G T pontot reguláris pontnak nevezünk, ha létezik olyan N 
környezete, hogy minden y G N esetén y ~ x. Egy nem reguláris pontot bifurkációs 
pontnak, ezek halmazát bifurkációs halmaznak nevezzük. 
A bifurkáció fogalmát legtöbbször a következőképpen vezetik be [1,5,7,9]. Le-
gyen H egy halmaz, « egy ekvivalenciareláció a H halmazon, T С E* egy nyílt 
halmaz (paraméterhalmaz), A : T —» Я pedig egy függvény (paraméterezés). Az 
u0 G T paraméterértéket reguláris paraméternek nevezzük, ha létezik U С T kör-
nyezete, hogy minden ti G Я esetén A(u) ss A(u0). A nem reguláris paramétereket 
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bifurkációs paramétereknek nevezzük. Ez a meghatározás megegyezik az 1. Defi-
nícióval abban az esetben, amikor a T topologikus tér Ж* egy nyílt részhalmaza. 
Ugyanis a ss ekvivalenciareláció а Л függvényen keresztül definiál a T paraméter-
halmazon egy ~ ekvivalenciarelációt, és az 1. Definíció értelmében vett, ~ ekviva-
lenciarelációra vonatkozó regularitás, megegyezik az iménti, sa ekvivalenciarelációra 
vonatkozó regularitás fogalommal. 
A következőkben az n-ed fokú polinomok halmazában bifurkációkat fogunk 
vizsgálni. Legyen a = (a0 , a\,..., a„_i) G Ж". Ez а vektor meghatároz egy 
pa(x) = a0 + aix H 1- a n _ i x " - 1 + x" 
n-ed fokú polinomot. Ezért az 1 főegyütthatójú valós együtthatós polinomok hal-
maza az Ж" térrel azonosítható. Legyen tehát a vizsgált topologikus tér T :— Ж". 
Kétféle ekvivalenciarelációt adunk meg a T topologikus téren a bevezetésben emlí-
tett 1. és 2. feladatnak megfelelően: 
1. Legyen а ~ b, ha p„ és pt valós gyökeinek száma megegyezik. 
2. Legyen a sa b, ha р
а
 és рь pozitív, negatív és nulla valós részű gyökei-
nek száma (multiplicitással) rendre egyenlő. 
Vizsgáljuk meg, hogy a T térben milyen a bifurkációs pontok halmaza. Legyen 
DR = {a G Ж" : 3x G Ж, р
а
{х) = p'a(x) = 0} 
N = {a G Ж" : Зх G Ж, pa(ix) = 0}. 
A DR halmazhoz tartozó paraméterértékeknél a polinom diszkriminánsa [6] zérus, 
mert ott a polinomnak legalább kétszeres valós gyöke van. Másrészről a diszkrimi-
náns zérus voltából többszörös gyök léte következik, amely azonban nem feltétlenül 
valós. Ezért már itt bevezetjük megkülönböztetésként a D diszkrimináns halmazt 
is: 
D = {a G Ж"; Зх G С, p a(x) = p'a(x) = 0). 
Az N halmaz a nulla valós részű gyökkel rendelkező polinomok halmaza. 
Bebizonyítjuk, hogy DR, illetve N az illetve az R5 ekvivalenciarelációra vo-
natkozó bifurkációs halmazok. 
1. T E T E L . AZ ~ relációra vonatkozó B\ bifurkációs halmaz azonos a DR hal-
mazzal: B\ — DR. 
2 . T E T E L . AZ RI relációra vonatkozó B2 bifurkációs halmazra B2 — N. 
A tételek bizonyítása a függelékben található. 
Az 1. Tétel más megfogalmazásban azt állítja, hogy a valós gyökök száma a 
paraméterek értékének folytonos változtatásakor nem változhat, ha a DR halmazon 
kívül maradunk. Ekkor ugyanis mindegyik gyök a paraméterek folytonos függvé-
nyeként fejezhető ki az implicit-függvény tétel szerint [2]. 
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Az ss reláció ekvivalenciaosztályai közül kiemelünk egyet, amelyben a stabilis 
polinomokhoz tartozó együttható-vektorok vannak: 
5 := {a G Ж";Ух G С, (pa(x) = 0 Rex < 0)}, 
ezt stabilitási tartománynak nevezzük. A jól ismert Routh-Hurwitz-feltételek meg-
határozzák a stabilitási tartományt, így kézenfekvő, hogy az N halmaz és a Routh-
Hurwitz-feltételek között kapcsolatot keressünk. A pa polinom Routh-Hurwitz-
mátrixa: 
/ a „ _ j a „ _ 3 • • 0 \ 
1 a n _ 2 . . . . 0 
• • a2 ao 0 
• • a 3 a x 0 
\ • сц a2 ao / 
Jelölje Д, (a) ennek í-edig főminorját (t = 1, 2 , . . . , n). A Routh-Hurwitz-kritérium 
szerint [6]: 
S = {a G 1 " : Д,(а) > 0 t = 1, 2 , . . . , n}. 
Legyen a G E n , jelölje a pa pohnom gyökeit х а | (i = 1 , 2 , . . . , n) valamilyen sorrend-
ben. (A többszörös gyököket többször soroljuk fel.) Legyen 
Я " = (fl E Г : 3» ф j, X aí + x aj = 0} 
azon együttható-vektorok halmaza, amelyek által meghatározott polinom valamely 
két gyökének összege nulla. Ez tartalmazza a tiszta képzetes gyökkel rendelkező 
polinomok együttható-vektorait is. (Megyjegyezzük, hogy ha a pa polinomnak 0 
többszörös gyöke, akkor a G Я**.) 
А Я** halmaz jelentőségét világítja meg az alábbi tétel, amely egyúttal az 
(n — l)-edik Routh-Hurwitz-feltételnek ad szemléletes jelentést. Bizonyítása a füg-
gelékben található. 
3. TÉTEL. Я** = {a G Ж" : Д„_х(а) = 0}. 
3. Kétparaméteres eset 
A továbbiakbein a polinom ао és a\ együtthatóját tekintjük kontrollparaméter-
nek, a többi együttható értékét rögzítettnek tekintjük. A bifurkációs halmazokat 
az E 2 síkon a parametrikus reprezentáció módszerével vizsgáljuk. Az e módszer 
irodalmában [4,2] szokásosabb jelölésekre áttérve legyen 
g(x) := u 2x 2 + 1- u„_xx" _ 1 + x" щ G E rögzített, ha 2 < i < n - 1, 
és 
pu(x) = «о + «x* + g(x), 
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ahol most и = («о, « î ) G К 2 a paramétervektor. 
A korábban bevezetett diszkrimináns halmaz, illetve DR halmaz most értelem-
szerűen: 
D = {« G Ж2 : 3x G С, p u (x) = р[Дх) = 0), 
DR - {u G IR2 : 3x G » , pu(x) = p'u(x) = 0}. 
A D halmazt meghatározó egyenletekből az x változó eliminálásával az Uq és uy kö-
zötti, rendszerint igen bonyolult algebrai egyenletet kapunk. A parametrikus repre-
zentáció módszerével a DR halmaz könnyen vizsgálható, most azt is megmutatjuk, 
hogy a DR halmaz esetünkben egy görbe. Tekintsük ugyanis a 
p u(x) = p'u(x) = 0 
egyenletrendszerben az x változót paraméternek, és az Uo, «1 koordinátákat az x 
„paraméter" segítségével fejezzük ki: 
(1) ti0(x) = xg'(x) - y(x) ^ 
= -9 ( * ) 
Tehát valóban egy görbét kaptunk, amelyet a továbbiakban D/j-görbének nevezünk. 
Az 1. Tétel szerint a DR-görbe a valós gyökök száma szempontjából jelentős, sőt a 
valós gyökök értékére vonatkozóan is ad információt [2]. Ugyanis bebizonyítható, 
hogy [2]: 
1. A Dfl-görbe olyan tartományokra bontja a paramétersíkot, amelyekben a 
valós gyökök száma állandó. 
2. A Dß-görbe x paraméterű pontjához húzott érintő pontosan azon и érték-
párokat tartalmazza, amelyekhez tartozó pu polinomnak az x gyöke. 
Emlékeztetünk arra, hogy a H** halmaz azon paraméterek halmaza, amelyek-
hez tartozó polinom két gyökének összege nulla. Esetünkben tehát: 
H" = {u G Ж2 : 3i ф j, xui + xuj = 0}, 
ahol xuj i — 1, 2 , . . . n a pu polinom gyökeit jelöli. A Hopf-féle bifurkációnál а Я** 
egy Я részhalmazának van jelentősége: 
Я = {« G Я " : Зх G Ж \ {0}, pu(ix) = 0}. 
Ugyanis, ha a pu polinom egy dinamikai rendszer valamely stacionárius pont jában 
a Jacobi-mátrix karakterisztikus polinomja, akkor и £ H esetén ebben a pontban 
Hopf-bifurkáció lehet [5,9]. А Я halmaz megadható a parametrikus reprezentáció 
módszerével az I2 negatív valós paramétert használva, ahol I és —7 a polinom két 
tiszta képzetes gyökét jelöli: 
( ) "o(7) = -[</(/) + g(—I)]/2 
[
 ' ul(I) = -\9(I)-g(-I))/2I 
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Könnyen látható, hogy mindkét kifejezésben az / paraméter csak páros hatványon 
szerepel, ezért 12 valóban tekinthető paraméternek. Mivel a H halmaz az I2 ne-
gatív valós paraméterrel paraméterezett görbe, azért a továbbiakban Я-görbének 
nevezzük. A (2) paraméterezés az I2 paraméter pozitív értékeire is értelmezhető, 
és kiterjeszthető az I = 0 értékre is. Ez a görbe az I2 > 0 paraméterek esetén azon 
u együttható-vektorokat határozza meg, amelyekhez tartozó pu polinomnak az I éa 
—I valós szám gyöke. Az / = 0 paraméterhez pedig az a polinom tartozik, amelynek 
a nulla legalább kétszeres gyöke, ugyanis tii(O) = uo(0) = 0. Megjegyezzük, hogy a 
paramétersík origója egyúttal a Dfl-görbén is ra j t a van. 
Jelölje Я* azt a görbét, amelyet a (2) paraméterezés meghatároz, amint az I 2 
paraméter befut ja a valós számok halmazát. Tehát a Я-görbe a Я ' -görbe azon 
része, amelyben az 12 paraméter értéke negatív valós szám. 
A Я-görbe vizsgálata azért is jelentős, mert felrajzolásával megadható a para-
métersíkon a stabilitási tartomány (S). Ugyanis a Я-görbe segítségével megadható 
az N síkbeli megfelelője: 
N = Я и { и е Ж 2 : и
о
 = 0}. 
Ebben a halmazban találhatók azok a paraméterek, amelyekhez tartozó polinomnak 
van nulla valós részű gyöke, és a 2. Tétel szerint az N halmaz olyan tartományokra 
bontja a paramétersíkot, amelyekben a megfelelő polinom pozitív és negatív valós 
részű gyökeinek száma állandó. Tehát az N halmaz határozza meg a stabilitási 
tartományt is. 
A továbbiakban a fenti elméletet alkalmazzuk a harmadfokú és negyedfokú 
polinomok vizsgálatára. 
4. Harmadfokú polinomok 
Legyen p«(x) = uo + u i * 4- «г*2 + • Az (1) kifejezésből a Дд-görbe paramé-
teres egyenlete: 
и 0 (я) = x2(2x + u 2) 
u j (x ) = —x(3x -f 2u2) 
Az 1. ábrán a Дд-görbét láthatjuk u2 > 0 esetén. A görbe az x = 0 paraméternél 
érinti az tij tengelyt, az x — — u 2 / 3 értéknél pedig csúcsa van. A rajzon nyíl jelzi 
az x paraméter növekedésének irányát a görbe mentén. A Яд-görbe egy „belső" és 
egy „külső" részre osztja a paramétersíkot. 
1. На и a „belső" részben van (2.a ábra), cikkor abból három érintő húzható a 
Яд-görbéhez, így a pu polinomnak három valós gyöke van, ezek értékét ( х ! , х 2 , х з ) 
az x paraméter érintési pontokban felvett értéke adja meg. Érdekes megjegyezni, 
hogy az x,- paraméterű pontba húzott érintő egy másik pontban (y,) is metszi a Дд-
görbét, és у,- értéke éppen a másik két gyök számtani közepével egyenlő. Ez abból 
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következik, hogy a három gyök összege a paramétersík bármely и pontjához tartozó 
Pu polinomnál ugyanaz (—ti2) és az y, paraméterű ponthoz tartozó polinomnak y, 
kétszeres gyöke. 
2. На и a „külső" részben van (2.b ábra), akkor az u pontból csak egy érintő 
húzható a görbéhez, az érintési pont paramétere (xi) adja a pu polinom egyetlen 
valós gyökének értékét. Az érintő másik metszéspontja a görbével az x — R para-
méternél vein, az adja a másik két gyök valós részét, mivel a három gyök összege 
állandó (—u2). A gyökök képzetes részének ( / ) is szemléletes jelentése van a 2.b 
ábrán: 
I - ±t/«I - u10 
itt tii az и pont, ti 10 pedig a metszéspont második koordinátája [3]. 
Ezután a stabilitási tartományt vizsgáljuk. A Я ' -görbe egyenlete a (2) para-
méteres felírás alapján: 
« 0 = « 1 « 2 
Tehát a Я ' -görbe egy egyenes, ennek az I2 < 0 paraméterekhez tartozó része, 
azaz a Я-görbe egy félegyenes, amely az { ( u o , " i ) G ÍR2 : t i o > 0 , t i i > 0 } pozitív 
síknegyedben van. Az S stabilitási tartományt a Я-görbe és az tii tengely pozitív 
része határolja, amint az a 3. ábrán látható. 
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Összefoglalva: a paramétersík a gyökök valós részének előjele szerint a 4. ábrán 
látható hat részre osztható. Ezekben a gyökök ( x i , x 2 , x 3 ) valós részének előjele az 
alábbi módon adható meg: 
A „külső" részben A „belső" részben 
1/1. x i < 0, Rex 2 < 0, R e x 3 < О II/1. xi < 0 , x2 < 0, x 3 > 0 
1/2. x i > 0, R e x 2 < 0, Re x 3 < 0 II /2. xx < 0 , x 2 > 0, x 3 > 0 
1/3. x i < 0, Re x 2 > 0, Re x 3 > 0 II /3. x2 < 0 , x 2 < 0, x 3 < 0. 
5. Negyedfokú polinomok 
Legyen 
(3) pu(x) = U0 + UiX + U2X2 + X3 + x 4 . 
Egy általános negyedfokú polinom a fenti alakra hozható a változó lineáris transz-
formációjával. Az (1) kifejezésből a Дн-görbe paraméteres egyenlete: 
uo(x) = x2(u2 + 2x + 3x2) 
tii(x) = —x(4x2 -I- 3x + 2u2) 
A DR-görbe felrajzolásához a csúcspontok és az önmetszéspont helyét kell megha-
tározni. 
A csúcsponthoz tartozó Ci, c2 paraméterértékek a p„(c) = 0, azaz az 
u2 + 3c + 6c2 = 0 
egyenletből 
- 3 ±V3d , , . _—— 
ci,г = — , ahol a = V 3 — ou2 . 
Látható, hogy az u2 paraméter értékétől függően a ű-görbének nulla, vagy két 
csúcspontja van. 
Nézzük ezután az önmetszéspontokat. Ha a polinom 
(4)
 P u ( x ) = (x - x i ) 2 (x - x2)2 
alakú, és x i ф x 2 valós számok, akkor a Дд-görbének az и pontban önmetszéspontja 
van. Ha x j = x 2 valós számok, akkor a pu polinomnak négyszeres gyöke van. Ha 
pedig x i = x2 nem valós számok, akkor a pu polinomnak egy kétszeres komplex 
gyöke van, ekkor az И pontot a DR-görbe komplex kiegészítő pontjának nevezzük. 
Ekkor tehát az и paraméter a D halmazhoz tartozik, de nincsen r a j t a a Dfl-görbén. 
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Ebben a három esetben az и pontot TDR-pontnak (Two Double Roots) nevezzük. 
A TDR-pont paramétereit a (3) és (4) összefüggésből kapjuk: xi i 2 = ~ x d d • Ebből 
a TDR-pont koordinátái az («Oi«i) síkon: 




Tehát, ha 3 > 8u2, akkor (u | ; ,uj) egy önmetszéspont; 
ha 3 = 8U2, akkor (u j ,u^) egy négyszeres gyökhöz tartozik; 
ha 3 < 8u2, akkor (u j , Uj) a komplex kiegészítő pont. 
Ebben a három esetben a D/j-görbe az 5. ábrán látható. 
5.a ábra 5.b ábra 
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A [3] munkában megvizsgáltuk, hogy az и2 paramétert változtatva hogyan mo-
zog az ( u 0 , « i ) síkon a TDR-pont és a csúcspontok. 
Tekintsük végül a / / ' -görbét . (2) alapján a Я ' -görbe egyenlete: 
t i 0 = « i ( « 2 - f i ) -
A 6. ábrán látható a Я ' -görbe , ennek a felső félsíkban levő része a Я-görbe, amely 
a stabilitási tartományt határolja. 
F Ü G G E L É K 
Az alábbiakban bebizonyítjuk az 1., 2. és 3. Tételt. Az első két tétel bizonyí-
tásához szükség van egy segédtételre, amelyhez vezessük be a következő jelölést. 
Legyen x £ E", г > 0. Jelölje 
S(x,r) := {у£Шп : \x - y\ < r) 
az x pont körüli г sugarú nyílt gömböt. Ezt a jelölést a komplex síkon egy nyílt kör 
jelölésére is használni fogjuk. 
1. LEMMA. Legyen x £ С а pa polinom к multiplicitású gyöke, ahol A£iR" egy 
tetszőleges vektor. Ekkor minden S > 0 számhoz található olyan £ > 0 szám, hogy 
bármely b £ S(a, e) vektor esetén а рь polinomnak az S(x, S) körben multiplicitással 
számolva к gyöke van. 
Bizonyítás. A lemma más szavakkal azt fejezi ki, hogy egy polinom gyökei 
(többszörös gyökei is) az együtthatóktól folytonosan függenek. Ezért megmutatjuk, 
hogy az alább definiálandó G, : E " —• С (i = 1 , 2 , . . . , n) függvények, amelyek egy 
adott együttható-vektorhoz az általa meghatározott polinom i-edik gyökét rendelik 
hozzá, folytonosak. Ahhoz, hogy ezeket a függvényeket egyértelműen megadhassuk, 
először meg kell határozni, hogy mit értünk a polinom i-edik gyökén. Egy adott 
polinom gyökeit a továbbiakban a következőképpen fogjuk sorszámozni: legyen az 
első gyök az, amelynek legkisebb a valós része, ha több ilyen van akkor azok közül 
az, amelyeknek legkisebb a képzetes része. Ha ez a gyök többszörös, akkor annyi 
sorszámot kap egymás után, amennyi a multiplicitása. A következő sorszámot az a 
gyök kapja, amelyik az első lenne, ha az előtte levőt elhagynánk. A polinom többi 
gyökét ugyanezen az elven sorszámozzuk. 
Jelölje 6 g Г esetén G,(6) £ С а р
ь
 polinom i-edik gyökét (i = 1 , 2 , . . . , n). 
Jelölje G : E" —+ С" azt a függvényt, amelynek koordináta függvényei a Gi függvé-
nyek. A G függvény folytonossága az inverzének folytonosságából következik. Le-
rí 
gyen ugyanis Aj : C n —* С az a leképezés, amelyre Aj(x 1, x 2 , . . . , x„) a (x — x*) 
polinom j-ed fokú tagjának együthatója. Az Aj függvény maga is polinom (ti vál-
tozós), ezért folytonos. Jelölje A : C" —• C" azt a függvényt, amelynek koordináta 
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függvényei az Aj függvények. Az A függvény inverze G (a G függvényt a komplex 
együtthatós polinomokra is értelmezve). Mivel egy kompakt halmazon értelmezett 
folytonos bijekció inverze is folytonos, azért csak egy alkalmas К kompakt halmazt 
kell megadni, hogy az A függvényt а К halmazra leszűkítve a G függvény A(K) 
halmazra vett leszűkítésének folytonosságára következtethessünk. А К halmazt 
úgy kell megadni, hogy az A(K) halmaz tartalmazza az állításban rögzített a £ l " 
együttható-vektor valamely környezetét. Könnyen látható, hogy létezik olyan R > 0 
szám, hogy minden b £ S(a, 1) esetén а рь polinom gyökeinek abszolútértéke Я-nél 
kisebb. Legyen К :— 5(0, Я) С С" az Я sugarú origó közepű gömb lezárása a C n 
térben. Ekkor A(K) Э S(a, 1), tehát a G függvény S(a, 1) gömbre vett megszorítása 
folytonos, amiből a Lemma állítása azonnal következik. 
Az 1. Tétel bizonyítása: (1) Először igazoljuk, hogy By С DR. Tegyük fel, 
hogy a £ Ж" és а ф DR. Bebizonyítjuk, hogy ekkor а ф B\, azaz létezik olyan £ 
pozitív szám, hogy minden b £ 5(a, e) esetén a ~ 6. Válasszuk a S > 0 számot 
olyan kicsire, hogy a pa polinom gyökei köré felvett 6 sugarú nyílt körök diszjunk-
tak legyenek, továbbá a nemvalós gyököket körülölelő körök a valós tengelytől is 
diszjunktak lesznek. Az 1. Lemma szerint ehhez a S számhoz létezik egy olyan e 
pozitív szám, hogy tetszőleges b £ S(a,£) esetén mindegyik 6 sugarú körben a pa és 
а рь polinomnak ugyanannyi gyöke van multiplicitással számolva. Mivel а ф DR, 
azaz pa valós gyökei egyszeresek és a felvett körök diszjunktak, a pa polinom valós 
gyökei körüli körökben а рь polinomnak is egy gyöke van, így az is valós, hiszen 
a nem valós gyökök párosával szerepelnek. Tehát pa és рь valós gyökeinek száma 
megegyezik, így a ~ b. 
(2) Most bebizonyítjuk, hogy DR С B\. Legyen А £ DR, igazolni kell, hogy 
minden £i pozitív számhoz van olyan 6 £ S(a,£i) vektor, amely nem ekvivalens az 
a vektorral. Jelölje y a pa polinom egyik к > 2 multiplicitású valós gyökét (ilyen 
van, mert a £ DR). Ekkor a pa polinom 
pa(x) = (x - y)kq(x) 
alakba írható, ahol a q olyan polinom, amelynek y nem gyöke. Válasszunk az a 
vektorhoz 6 és e pozitív számokat most is ugyanúgy, mint a bizonyítás első részé-
ben, azzal a kiegészítéssel, hogy a q polinomnak az S(y, 6) körben ne legyen gyöke. 
Legyen с egy valós szám és b £ K" az a vektor, melyre 
Pb(x) = (x - y)kq(x) + c(x - y)k~2q(x) = ( x - y)k~2q(x)((x - у)2 + c). 
Legyen £i < £ tetszőleges, és с olyan negatív szám, hogy b £ S(a,£i) (ilyen mindig 
található). Az S(y, 6) körben a pa polinomnak csak egy valós gyöke van, у. А рь 
polinomnak viszont ebben a körben legalább két valós gyöke van, у ± yf—c, ha с 
elég kis abszolútértékű. А рь polinom többi gyöke viszont megegyezik a pa polinom 
gyökeivel. Tehát а рь polinomnak több valós gyöke van, mint a pa polinomnak, azaz 
a 6 vektor nem ekvivalens az a vektorral. Ezzel a tételt igazoltuk. 
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A 2. Tétel bizonyítása: (1) Először igazoljuk, hogy B2 С N. Tegyük fel, hogy 
a G Ж" és а £ TV, azaz a pa polinomnak nincs nulla valós részű gyöke. Bebizonyítjuk, 
hogy ekkor a £ B2, azaz létezik olyan t pozitív szám, hogy minden b G S(a, e) esetén 
а « b. Válasszunk az а vektorhoz 6 és e pozitív számokat most is ugyanúgy, mint az 
előző bizonyítás első részében. Legyen b G S(a, e) tetszőleges, ekkor az 1. Lemma 
szerint & pa éa a рь polinomnak ugyanannyi negatív valós részű, és ugyanannyi 
pozitív valós részű gyöke van, tehát a « 6. 
(2) Most bebizonyítjuk, hogy N С B2. Legyen a G N, igazolni kell, hogy 
minden pozitív számhoz van olyan b G 5(a ,£ i ) vektor, amely nem ekvivalens az 
а vektorral. Két esetet különböztetünk meg: 1. A p0 polinomnak a nulla gyöke, 2. 
a pa polinomnak tiszta képzetes gyökei vannak. 
1. Legyen а рь polinomnak a nulla k-szoros gyöke. Ekkor 
p a(x) = xkq{x), 
ahol g(0) ф 0. Legyen 6 G Ж" az a vektor, melyre 
Pb(x) - xkq(x) + cxk~1q(x). 
Könnyen látható, hogy bármely S\ pozitív számhoz megadható úgy А С G Ж szám, 
hogy 6 G S(a ,£ i ) fennálljon. Ezután az előző tétel bizonyításának gondolatmene-
tét követve kapjuk, hogy a b vektor nem ekvivalens az а vektorral, ugyanis а рь 
polinomnak eggyel kevesebb nulla valós részű gyöke van, mint a p„ polinomnak. 
2. Legyen a pa polinomnak az iu szám (w G Ж) fc-szoros gyöke. Ekkor 
p a (z) = ( x 2 + u 2 ) * , ( x ) , 
ahol q(iui) ф 0. Legyen b G Ж" az a vektor, melyre 
pb(x) = (x2 + ui2)kq(x) + cx(x2 + LJ2)k~xq(x). 
Ezután a bizonyítás az előző esethez hasonló, ugyanis az x2 + w2 + ex polinomnak 
с ф 0 esetén nincs nulla valós részű gyöke, tehát а рь polinomnak kettővel kevesebb 
nulla valós részű gyöke van, mint а pa polinomnak. Ezzel a tételt igazoltuk. 
A 3. Tétel bizonyításához szükségünk lesz a rezultáns fogalmára [6,8]. Legyenek 
p és q polinomok: 
n m 
P(z) := X ° i X ' q ( x ) : = b i x l 
i=0 j=0 
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E két polinom rezultánsa az alábbi (n + m) x (n + m)-es determináns: 
/ a„ a 0 0 
R(p,q) = 
A rezultáns jelentőségét muta t ja az alábbi lemma. 
2. LEMMA. Két polinomnak pontosan akkor van közös gyöke, ha rezultánsuk 
nulla. [6,8] 
A 3. Tétel bizonyítása Először megmutatjuk, hogy a G Я** pontosan akkor 
teljesül, ha az alábbi két egyenletnek van közös megoldása: 
(5) a0 + a2x2 + a4x4 + • • • = 0 
(6) at + a3x2 + asx4 + • • • = 0. 
Legyen a G Я**, ekkor két eset lehetséges: 
A) A 0 szám többszörös gyöke a pa polinomnak. Ekkor ao = a i = 0, ezért 
x = 0 az (5) és (6) közös megoldása. 
B) Van olyan x ф 0, melyre p a(x) = p„(—x) = 0. A pa{x) — 0 és pa(—x) — 0 
egyenleteket összeadva, illetve kivonva kapjuk az (5) és (6) egyenleteket, melyeknek 
tehát x közös megoldása. 
Amennyiben az (5) és (6) egyenleteknek van közös megoldása, akkor az iménti 
úton visszafelé haladva kapjuk, hogy a G Я**. 
Most megmutatjuk, hogy az (5) és (6) egyenleteknek pontosan cikkor van közös 
megoldása, ha A n _ i ( a ) = 0. Vegyük észre, hogy az (5) és (6) baloldalán lévő poli-
nomok rezultánsa a sorok megfelelő átrendezésével éppen a A„_ i (a ) determinánst 
adja. Ezért a 2. Lemma felhasználásával tételünk bizonyítását befejeztük. 
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S I M O N L. P É T E R É S F A R K A S H E N R I K 
B U D A P E S T I M Ű S Z A K I E G Y E T E M , F I Z I K A I I N T É Z E T 
H - 1 5 2 1 
E - M A I L : H 2 3 1 0 S I M O E L L A . H U 
H 2 3 0 E F A R O E L L A . H U 
T H E I N V E S T I G A T I O N O F T H E R O O T S T R U C T U R E O F P O L Y N O M I A L S 
W I T H T H E P A R A M E T R I C R E P R E S E N T A T I O N M E T H O D 
P . L . S I M O N a n d H . F A R K A S 
In t h e course of the inves t iga t ion of d y n a m i c a l s y s t e m s we o f t e n e n c o u n t e r t h e fo l lowing 
problems: h o w m a n y real r o o t s h a s a p o l y n o m i a l , or h o w m a n y r o o t s h a s a p o l y n o m i a l w i t h 
pos i t ive , n e g a t i v e a n d zero real par t . In th is p a p e r we s t u d y the c h a n g e of these qua l i ta t ive 
propert ies , e spec ia l ly the loss of s tab i l i ty w h e n the coeff ic ients of the p o l y n o m i a l are varied. We 
es tab l i sh a re la t ion b e t w e e n the R o u t h - H u r w i t z cri terion a n d the Hopf b i furcat ion . W e u s e the 
parametr i c representa t ion m e t h o d to reveal the root s tructure a n d d e t e r m i n e i t s d e p e n d e n c e o n 
the coef f ic ients of cub ic a n d quart ic p o l y n o m i a l s . 
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N E M L I N E Á R I S Ú T K Ö V E T Ö M Ó D S Z E R T A R T Ó S Z E R K E Z E T E K 
STABILITÁSVIZSGÁLATÁRA 
I. R E G U L Á R I S P O N T O K 
C S É B F A L V I A. 
P É C S 
A dolgozatban egy o lyan egységes, nemlineáris útkövető módszert i smertetünk, amely egy-
aránt alkalmas a reguláris és szinguláris pontok, az elsődleges és másodlagos ál lapot változási görbék 
meghatározására. A módszer a stabil itáselmélet perturbációs technikájának és a klasszikus lineáris 
h o m o t ó p i a módszernek egy ötvözete , amely a direkt módszerek információit is szolgálja. 
1. Bevezetés 
A módszer alapgondolatát az a felismerés adta, hogy a KoiTER (1945), THOMP-
SON-HUNT (1973), illetve RLKS (1984) nevéhez fűzűdő stabil i táselmélet és a homo-
tópia elvén alapuló útkövető módszer kiindulási alapja azonos, mindkettő lokális 
sorfejtésen alapszik. Az elsőrendű implicit differenciálegyenletek elméletén alapu-
l ó k l a s s z i k u s h o m o t ó p i a m ó d s z e r ( R H E I N B O L D T ( 1 9 8 1 ) , ( 1 9 8 6 ) ; K U B I C E K ( 1 9 7 6 ) ; 
ABBOT (1978); KAMAT-WATSON-VENKAYYA (1983)) a vizsgált p o n t környeze té t 
lineáris sorfejtéssel írja le. A stabilitásvizsgálat viszont megkívánja véges számú 
magasabbrendű tag figyelembevételét is. 
A módszer kidolgozása során feltételezzük, hogy a szerkezetet konzervatív erő-
rendszer terheli, ezáltal a teljes potenciális energia függvény felírható a csomóponti 
eltolódások, illetve a teherparaméter függvényeként: 
( l . l ) e U K , A), 
ahol Ui (i = 1, 2 , . . . , n) a csomóponti eltolódásokat, A pedig a teherintenzitási 
paramétert jelöli. Feltételezzük, hogy a U(u,-, A) teljes potenciális energia függvény 
az n + 1 dimenziós térben egy egyértelműen megadható sima függvény. 
Az egyensúlyi egyenletek a potenciális energia függvény stacionaritási elve alap-
ján adódnak: 
( 1 - 2 ) U , ( U , , A ) = 0 
ahol ( )it az u,- csomóponti eltolódások szerinti parciális deriváltakat jelöli. 
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Feltételezzük, hogy tehermentes, deformálatlan (TI,-, A ) = ( 0 , 0 ) állapotban a 
szerkezet stabil egyensúlyi állapotban van, illetve, hogy a A teherintenzitási para-
méter növelésével kezdetben stabil egyensúlyi úton halad. Bizonyítható (ABBOTT 
(1978)), hogy stabil egyensúlyi állapotban a Vij (i = j = 1 , 2 , . . . , n) Jacobi-mátrix 
pozitív définit, instabil egyensúlyi pontokban indefinit, kritikus pontokban а 
Jacobi-mátrix szinguláris lesz. 
Jelölje у*, к = 1, 2 , . . . , n + 1 a csomóponti eltolódások és a teherintenzi-
tási paraméter összekapcsolásával adódó vektort, ahol y, = u,-, i = 1,2, . . . , n ; és 
Уп+i = A. 
Jelölje Vit (< = 1,2 к = 1, 2 , . . . , n + 1) ún. kibővített Jacobi-mátrixot, 
amely az y* változók szerinti parciális deriváltakat tartalmazza. A kibővített Jacobi-
mátrix első n oszlopa az eredeti Jacobi-mátrixnak felel meg, az n 4- 1-edik oszlop 
pedig a A szerinti deriváltakat jelöü. 
Induljunk ki a rendszer egy ismert y£ stabil egyensúlyi pontjából, például az 
yak = (0,0) pontból. Mivel yk egyensúlyi pont, ezért kielégíti a Vi | "= 0 egyen-
súlyi egyenletet. Ebben az esetben Vij (i = j = 1 , 2 , . . . , n) Jacobi-mátrix pozitív 
définit, invertálható, így yk pont környezetében a megoldás egyértelmű. A szin-
guláris pontok környezetének vizsgálatát, valamint a szinguláris pontok típusának 
meghatározását a CSÉBFALVI (1993a) cikk tárgyalja. 
írjuk fel az egyensúlyi utat az y£ pont környezetében egy alkalmasan megválasz-
tott s paraméter függvényében. Feltevésünknek megfelelően yk elegendően kicsiny 
környezetében az egyensúlyi út egy folytonos görbe, amely a következő alakban 
állítható elő: 
Lokális paraméternek az ívhosszat választottuk, amelynek egyértelmű előnye, 
hogy lehetőséget nyújt több pontra támaszkodó módszerek alkalmazására. 
Az egyensúlyi feltétel a következő í jakban írható: 
amiből, kihasználva V sima voltát, egymásutáni differenciálással a következő egyen-
letek adódnak: 
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ahol i — 1, 2 , . . . , n; j , k , i = 1 , 2 , . . . , n + 1. 
A sorozat hasonló módon folytatható, az egyes egyenletek az előzőekre épülnek, 
az egyenletek baloldala szerkezetileg azonos. A (2.2) egyenlet a klasszikus homo-
tópia módszer alapegyenlete. A (2.3)-(2.5) egyenletek egy implicit differenciál-
egyenlet-rendszer kiindulási adatait adják meg. A (2.1) felírási mód az egypontos 
explicit Taylor módszernek (HOUWEN (1977)) felel meg. 
A (2.3)-(2.5) egyenletek baloldalán álló kibővített Jacobi-mátrix n x ( n + l ) -
ee, amelynek első n x n-es blokkja az egyensúlyi egyenletek Jacobi-mátrixa, a mátrix 
n + 1-edik oszlopa pedig a teherintenzitási paraméter szerinti parciális deriváltakat 
tartalmazza. Az egyensúlyi egyenletek Jacobi-mátrixa szimmetrikus, rendszerint 
sáv struktúrájú. A kibővített Jacobi-mátrix utolsó oszlopának kitöltöttsége a ter-
helés függvényében más és más lehet. 
Az egyensúlyi út paraméteres alakja egy prediktor-korrektor típusú útkövető 
módszer kiindulási alapja, amelyben a 
• prediktor fázis egy közönséges implicit differenciálegyenlet-rendszer megoldását 
jelenti, amelyet 
• korrektor fázisként egy nemlineáris egyenletrendszer megoldása követ. 
Induljunk ki egy pontos megoldásnak tekinthető yk pontból, amelyből — az 
yk , yk , . . . deriváltak meghatározása után egy alkalmasan megválasztott diffe-
renciálegyenlet megoldó módszer segítségével — a következő ybk pont yk első köze-
lítését kapjuk, amely a következő alakú: 
(2-6) y£ = yi + y f V + i y f ' (s>)2 + . . . + i y f (s*) r , 
ahol r a közelítés rendjét, sb az yk ponthoz tartozó optimális lépésközt jelöli. Opti-
mális lépésközön első megközelítésként kizárólag azt értve, hogy az yk közelítés az 
yk „pontos" értéktől legfeljebb ek hibával tér el. 
A hagyományos útkövető módszerek az egyensúlyi utat kizárólag egyensúlyi 
pontok sorozatával határozzák meg, vagyis nem szolgáltatnak információt két egyen-
súlyi pontot összekötő útvonal tényleges alakjáról. A magasabb rendű előrejelzés 
megteremti annak a lehetőségét, hogy ne csupán egyensúlyi pontokat, hanem az 
egyensúlyi pontokat összekötő egyensúlyi íveket határozzuk meg. 
3. A differenciálegyenlet-rendszer kiindulási adatai 
Vizsgáljuk meg, hogyan határozhatók meg a differenciálegyenlet kiindulási ada-
tait képező yk[ ,y£( , . . . deriváltak. Az y£(1) deriváltakra vonatkozó (2.3) egyen-
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letek részletes alakja: 
r ,,«(1) 
" K u K12 • • Km K m + r Ух , (4 ' 0 ' 
K21 K22 . . v2n K2n + 1 У2 0 (3.1) : < = . 
.Knl Kn2 - • Knn Knn+1 . yn 
Уп +1 
. 0 . 
Az egyenletrendezer a Vij kibővített Jacobi-mátrix nullterét határozza meg. 
Vizsgáljuk meg, hogy a (3.1) egyenletnek mikor van egyértelmű megoldása. A 
normált megoldás irányát, a nulltér folytonosságára támaszkodva, szögkorlátozási 
feltétellel ( K A M A T - W A T S O N - V E N K A Y Y A ( 1 9 8 3 ) ) , különbségkorlátozási feltételek-
kel ( L I - Y O R K E ( 1 9 8 0 ) ) , illetve a Jacobi determináns előjelén alapuló módszerrel 
( R H E I N B O L D T ( 1 9 8 1 ) ) állíthatjuk be. 
Ha az állapotváltozási egyenlet Jacobi-mátrixa invertálható, vagyis rangja n, a 
feladat egyértelműen megoldható, mivel ekkor a nulltér egy egydimenziós altér. 
A magasabbrendű deriváltakra vonatkozó egyenletrendszerek inhomogének, 
amelyek együttható mátrixa n x (n 4- l)-es, az ismeretlenek száma pedig n + 1. 
így az egyenletrendszernek végtelen sok megoldása van. 
A probléma kézenfekvő, egyértelmű megoldását akkor kapjuk, ha kihasználva 
a v teljes potenciális energia függvény sima voltát, az inhomogén egyenletrendszer 
megoldásaként az ún. általánosított megoldást választjuk. Az általánosított megol-
dást (lásd: N O B L E (1969), P O P P E R és C S I Z M Á S (1993)) A kibővített Jacobi-mátrix 
( K ő ) > ( t = 1) 2 , . . . , n + 1; £ = 1, 2 , . . . , n) Moore-Penrose pszeudóinverze szol-
gáltatja. 
Hangsúlyoznunk kell, hogy ez az inverz adja az összes magasabb rendű derivál-
takra vonatkozó egyenletek megoldását is és a javító fázisban egy Newton-típusú 
iteráció alapjául szolgálhat. A numerikus megoldás lehetőségeit W A T S O N ( 1 9 8 6 ) , 
illetve D E S A és tsai ( 1 9 9 2 ) vizsgálták. A numerikus kezelés figyelemre méltó sajátos-
sága, hogy a nulltér meghatározása, illetve a pszeudóinverz előállítása ugyanabban 
a fázisban történhet. 
A lineáris közelítésen alapuló klasszikus homotópia módszerrel kapcsolatos ed-
digi vizsgálatok, például W A T S O N - K A M A T - R E A S E R (1985), a módszer alkalmaz-
hatóságának korlátját az egyszerű elágazások megjelenésében látták. Megítélésünk 
szerint a magasabbrendű deriváltak figyelembevételével ez a korlát feloldható. Az 
elágazási pontok környezetének vizsgálatát részletesen a témakörhöz kapcsolódó 
( C S É B F A L V I (1993a)) cikk tárgyalja. 
4. A prediktor fázis 
Ha az előzőekben körvonalazott módszerhez kapcsolódó problémák körét te-
kintjük, akkor nyilvánvaló, hogy a differenciálegyenlet-rendszert megoldó prediktor 
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fázis kidolgozása módszertanilag nem jelent különösebb nehézséget, mivel a megol-
dandó feladat a differenciálegyenletek elméletének egyik, teljes mértékben kidolgo-
zott esetét jelenti. 
A megoldási lehetőségek vizsgálatakor ilymódon a szakirodalomra, többek kö-
zöt t HALL-WATT (1978), SHAMPE-GORDON (1975) munká i r a h a g y a t k o z t u n k . A li-
neáris, egypontos útkövető módszerek esetében RHEINBOLDT (1986), lineáris, több-
pontos módszerek esetében ABBOTT (1980) és KUBICEK (1976) munkái t emelném 
ki. A megoldandó feladat szerkezetileg az explicit egypontos Taylor módszernek 
felel meg, ezért kézenfekvő a megoldást a Taylor módszerrel előállítani. 
A módszer alkalmazása mellett szól, hogy az optimális, maximum e\ hibájú 
megoldáshoz tartozó lépésköz a Taylor-sor maradéktagjának becsült értékéből egy-
szerűen meghatározható. 
A módszer lényegét a következőkben foglalhatjuk össze. Jelölje: 
(4.1) y\ = y"k + y f \ { + l y f ( 4 ) 2 + . . . + ^ ( 4 ) " + fír+1 ( 4 ) 
(4-2) rr+1 ( 4 ) = К Г 1 > 
ahol y\ az 4 lépésközhöz tartozó pontos megoldást, a maradéktagban szereplő £ a 
[0 ,41 intervallum egy pontját jelöli, r a (2.3) egyenletrendszerrel kezdődő sorozat 
számított elemeinek száma. 
Az r konkrét értékének meghatározása stabilitáselméleti megfontolások (GÁS-
PÁR és DOMOKOS (1991), DOMOKOS és GÁSPÁR (1992)) alapján, a vizsgált szerkezet 
ismeretében történik, tehát a jósló fázis szintjén adottságként jelenik meg. 
Az r értékével kapcsolatos feltevésből következik, hogy az r + l - e d i k deriválttól 
kezdődően csak becsült — az előző lépések alapján extrapolált — У?' 4 ' , у£<Г+3> > • • • 
értékekre támaszkodhatunk. 
A maradéktag becsült értéke másképpen is felírható: 
(4.3) Я Г + 1 ( 4 ) = ^ т у Г 1 , ( 4 ) ( г + 1 ) + 
amelyből az Ä r + 3 ( 4 ) tag elhanyagolásával az R r +i ( 4 ) maradéktagban (4.3) sze-
replő ^ derivált becsült értékére az alábbi lineáris összefüggést kapjuk: 
(4-4) i / F + 1 ) = У Г 0 4 - ^ У Г " ( 4 ) • 
A (4.4) felírásmód annak a feltételezésnek felel meg, hogy a [0, shk] intervallum-
ban az ' derivált lineáris függvény. 
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Az e\ hibahatár ismeretében az egyes változókhoz tartozó sk lépésköz egyszerű 
algebrai eszközökkel meghatározható: 
(4.5) Rr+1 (.») = sign (Är + 1 (*»)) ek -
Az sk, к = 1, 2 , . . . , n + 1 értékek alapján 
(4.6) sb = M i n { s i , s 2 , . . . , s m } 
adódik az yk ponthoz tartozó sb optimális lépésközre. Ha a halmozódó hibák hatá-
eától eltekinthetünk (a Newton—típusú javító fázis miatt yk pontos), akkor yk az 
y\ ehk sugarú környezetében helyezkedik el, ami a javító fázisban implicit feltételként 
jelenik meg. Az ebk értékek meghatározásával kapcsolatos kérdéseket az 5. pontban 
tárgyaljuk, mivel ezek alapvetően a javító fázis részét képezik. 
A Taylor módszer alternatíváját, a numerikusan stabil többpontos, magasabb 
rendű Adams formulák jelentenék, de ezek tárgyalásától eltekintünk. Ennek indo-
kaként, A szakirodalmi eredményekre hivatkozhatunk (ABBOTT (1980), KUBICEK 
(1976)), amelyek azt bizonyítják, hogy az útkövető módszer pontosságát alapve-
tően a javító fázis pontossága határozza meg, vagyis a Taylor, illetve az Adams 
módszerek között számottevő különbségek nincsenek. A választást megerősíti az 
a tény, hogy a korszerű, elosztott differenciákon alapuló, változó rendű és lépéskö-
zű formulák esetében racionalitási okokból a lépésközváltás felezésre, kétszerezésre 
korlátozódik. 
5. A korrektor fázis 
A lineáris differenciálegyenletek elméletén alapuló klasszikus homotópia mód-
szer első a lka lmazása iban (KAMAT-WATSON-VENKAYYA (1983), KUBICEK (1976)) 
a korrektor fázis beépítésének szükségessége lényegében még nem merült fel. A 
szerzők a kielégítő pontosságú útkövetést a lépésköz és a pontszám (egypontos-
többpontos) megválasztásában, illetve később implicit differenciálegyenlet bázisú 
korrektorok alkalmazásában látták. 
Kezdetben a szerzők nem tulajdonítottak különösebb jelentőséget annak a tény-
nek, hogy egy hosszabb útvonalon a számított görbe jelentős mértékben eltérhet az 
elméleti görbétől, ami egyrészt a lokális, másrészt a globális hibák halmozódásából 
fakad. Nyilvánvaló, hogy a homotópia módszer stabilásvizsgálatokra történő alkal-
mazásakor ezt a nagyvonalúságot nem engedhetjük meg. A halmozódó hibák miatt 
kialakult görbe a stabilitás vesztési sajátosságok tekintetében is eltérhet a valódi 
görbétől. 
A differenciálegyenletek elméletére támaszkodó implicit prediktorok alkalma-
zása a problémát igazából nem oldotta meg. Ezért viszonylag hamar felmerült az 
a gondolat (ABBOTT (1980), RHEINBOLDT (1986)), hogy a differenciálegyenleteken 
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alapuló jóeló fázist, bizonyos időközönként a jól ismert Newton-típusú korrektor 
módszerrel célszerű kombinálni. A Newton típusú korrektor alkalmazása kézen-
fekvő, hiszen ez egy olyan módszer, amellyel az „elcsúszási" hajlandóságot mutató 
görbe az eredeti pályára visszakényszeríthető. 
A homotópia módszer és egy lokálisan konvergens Newton-típusú korrektor 
összekapcsolása nem tekinthető teljes mértékben megoldott prblémának, hiszen a 
konkrét megvalósítás számtalan tényezőnek, például a lokális parametrizálás mód-
szerének függvénye. 
Megjegyezzük, hogy paraméterként a lokálisan legjobb változót használó lineá-
ris módszerek megközelítési logikája mögött lényegében az áll, hogy a Jacobi-mátrix 
rangcsökkenéee maximum egy lehet, vagyis a szingularitásból adódó problémák egy 
alkalmas sor hozzávételével a prediktor, illetve korrektor fázisban egyaránt megold-
hatók. Lokálisan legjobb változónak azt a változót nevezzük, amelynek koordináta 
iránya a legkisebb szöget zárja be a lineárisan extrapolált útvonallal. 
Mielőtt a javító fázis részleteit ismertetnénk, foglalkoznunk kell az előzőekben 
nyitvahagyott kérdéssel, nevezetesen az £bk tűréshatár megválasztásával. Mivel a 
jósló fázishoz egy lokálisan konvergens javító fázis kapcsolódik, az £k értékeket úgy 
kellene megválasztanunk, hogy biztosak lehessünk, hogy az yk induló megoldás az yk 
pontos megoldáshoz konvergál. Természetesen ez igaz minden elegendően kicsiny sb 
lépésközre, hiszen yk — feltevésünk szerint — az előző javító fázis, egy konvergens 
iteráció eredménye. 
A prediktor-korrektor fázisok összekapcsolásának problémakörét elméletileg 
RHEINBOLDT ( 1 9 8 1 ) v i z s g á l t a . 
Legyen az yk a pontos megoldás, amelyre teljesül V, (yk) = 0 és tételezzük 
fel, hogy rendelkezésünkre áll egy lokálisan konvergens iterációs eljárás. Definíció 
szerint az y\ ponthoz hozzárendelhető egy pozitív gk érték, úgy, hogy ha ybk induló 
megoldás ybk gk sugarú környezetében helyezkedik el, akkor az eljárás az ybk ponthoz 
konvergál. 
A gk konvergencia sugár becslésére számos módszer található a szakirodalom-
ban (ABBOTT (1978), RHEINBOLDT (1981)). Ezek a módszerek azonban igen érzé-
kenyek a megoldandó probléma sajátosságaira és a konvergencia sugár becsléseként 
meglehetősen konzervatív eredményeket szolgáltatnak. Mindegyik módszer azon 
a feltételezésen alapul, hogy az előző lépések minőségi jellemzői (pl. konvergencia 
sugár) elegendő információt tartalmaznak a következő lépés konvergencia sugará-
nak meghatározásához. Bizonyítható (RHEINBOLDT (1981)), hogy az előző lépések 
minőségi jellemzői nem nyújtanak elegendő információt a konvergencia sugár alsó, 
illetve felső korlátjának meghatározásához, de az előző lépés (lépések) alapján meg-
adható egy olyan ebk tűréshatár, amely annak ellenére, hogy nem tekinthető a gk 
konvergencia sugár becslésének, a gyakorlati szempontoknak mégis teljes mértékben 
megfelel. 
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eltérést, ahol yk az iteráció induló megoldása, yk az iteráció eredménye. Az eljárás 
azon a természetes felismerésen alapszik, hogy az egymásután következő lépésekben 
a megoldandó probléma minőségi jellemzői viszonylag lassan változnak, így az előző 
lépés alapján kapott ek eltérés az aktuális ebk tűréshatárnak elfogadható első közelí-
tése. Ettől csak abban az esetben térünk el, ha ez a választás numerikus instabilitást 
(pl. egyre csökkenő lépéshosszt) eredményezne, vagy az így adódó sb lépéshossz a 
lépéshossz relatív és abszolút változását szabályozó feltételek valamelyikét sértené. 




) = 0 
egyenletrendszer megoldását az yk becslésből kiindulva. 
A Newton-típusú javító fázis kidolgozásakor, az előzőekben vázolt szakirodalmi 
előzményekre támaszkodva, arra törekedtünk, hogy lehetőleg elkerüljük a kiindulási 
egyenlet kibővítését, vagyis a korrektor fázis feltételes minimalizálási feladatként 
történő kezelését. 
Módszerünkben, az ek tűréshatár alkalmas megválasztása miatt, a feltételkeze-
lés lényegében csak ellenőrzést, az iteráció eredményeképpen kapott yk pont minő-
sítését jelenti, magába az iterációs eljárásba nem épül be. 
Ha a feladatot feltételes minimalizálási problémaként oldanánk meg, akkor ez 
a Jacobi-mátrix módosítását eredményezné, hiszen a büntető függvényben szerep-
lő egyenlőségi feltétel deriváltjai megjelennének a Jacobi-mátrixban, ezáltal a pre-
diktor, illetve korrektor fázis alapmátrixa különbözővé válna. A módosítás — a 
többletmunkán túlmenően — nem eredményezné a megoldási folyamat biztonsá-
gának növelését, mivel esetünkben csak igen extrém, r rögzített értékéhez képest 
erősen görbülő útvonalon várható, hogy az explicit módon nem kezelt feltétel ak-
tívvá váljon. Dyen esetekben viszont elegendő információt szolgáltat a rendszer az 
sb lépéshossz alkalmas csökkentéséhez. 
írjuk fel a Newton módszer első iterációs lépését az alábbi formában: 
( 5 . 3 ) у Г = УЬ
К
 + & H A Y B K , 
ahol yk a prediktor fázis utáni első korrektor lépés eredményét jelöli, Qb skalár az 
aktuális lépéshossz, AYK pedig az alábbi egyenletből határozható meg: 
( 5 . 4 ) V I I K A Y B K = - V I . 
Az &b lépéshossz meghatározása a Powell elven alapul (lásd: P O P P E R és C S I Z -
MÁS (1993)), amely azt a feltételt jelenti, hogy az iteráció eredménye nem lehet 
rosszabb közelítés, mint amilyen az iteráció kiindulási alapja. 
A fentieknek megfelelően, a korrektor fázis alapját egy olyan n egyenletet tar-
talmazó lineáris egyenletrendszer megoldása képezi, amelyben a változók száma 
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n -fi 1, az együttható mátrixról pedig csupán annyit tudunk, hogy rangja, általá-
nos esetben legfeljebb n. Az együttható mátrix rangjára vonatkozó megjegyzés azt 
jelenti, hogy a kritikus pontok megjelenése a mátrix rangját csökkentheti. 
Ha az egyenletrendszer megoldását az összes szóbajöhető eset figyelembevé-
telével vizsgáljuk, akkor újra az általánosított megoldáshoz, vagyis a kibővített 
Jacobi-mátrix ( É Ú ) > = 1 , 2 , . . . , n-fi 1; f = 1,2, . . . , n ) Moore-Penrose-féle 
pszeudóinverzhez jutunk. 
A megoldandó problémával kapcsolatban itt csupán azt emelnénk ki, hogy a leg-
kisebb négyzetek módszeréhez hasonló alapelvekkel jellemezhető, vagyis az egyenlet-
rendszer egyértelműen meghatározott, minimális normájú megoldása a V^Vi függ-
vényt minimalizálja. 
Hangsúlyoznunk kell, hogy az általánosított inverz alkalmazásával a korrek-
tor fázis matematikai megoldó módszerének magja ugyanaz, mint amit a prediktor 
fázisban használtunk. Az álatánosított inverz és a nulltér ugyanannak a lineáris 
algebrai eljárásnak az eredménye. 
Tudjuk, hogy a prediktor-korrektor fázisban a módszer az előrejelzés r rendjét 
adottságként kezeli. Ez természetesen nem jelenti azt, hogy az adott sh lépésben 
minden változóra, minden tag r-ig bezárólag valóban hordoz információt, mivel 
az egyes változók görbülete az adott intervallumban jelentős mértékben eltérhet, 
egyrészt egymáshoz, másrészt az előző intervallumhoz viszonyítva. 
Módszerünkben a korrektor fázis az eredményül adódó yk pont minősítésével 
végződik. Ennek célja kettős, egyrészt ellenőrizni kell, hogy az adott pont valóban 
az yk közelítéshez tartozó pontos megoldás, másrészt meg kell határozni azokat az 
információkat, amelyek az adott [0, s4] intervallumhoz tartozó egyensúlyi ív kielégí-
tően pontos meghatározásához szükségesek. A feladatnak ez a második része egyben 
az egyes változókra vonatkozóan a közelítés tényleges rendjének meghatározását is 
jelenti. 
A megoldandó feladat első része nem jelent különösebb problémát, mivel az 
adott yk pont akkor tekinthető y\ pontos megoldásának, ha 
(5.5) y\-y\<ebk. 
A feladat második része lényegében az általánosított Rolle-tétel (pl. SZÉP 
(1972)) alkalmazási feltételeinek ellenőrzését jelenti. 
Ennek ismertetése előtt azonban meg kell jegyeznünk, hogy az y\ pontos meg-
oldás (a ponthoz tartozó ívhossz szerinti deriváltak) ismeretében az adott [0,s4] 
intervallum belsejére vonatkozóan minden derivált becslése pontosítható, hiszen — 
extrapolált értékek helyett — megbízhatóbb interpolált értékekre támaszkodhatunk. 
Ez a lehetőség — az yk, illetve az ybk végpontokat is beleértve — különösen a már 
eleve becsült értékű r -fi 1, r + 2 rendű deriváltak esetében eredményez javulást a 
becslési pontosságban. Ennek megfelelően feltehetjük, hogy az első becsült értékű 
(r + 1 rendű) ívhossz szerinti y + ' , ybk + ' deriváltak pontosak, hiszen értékük egy 
legalább három pontos interpoláció eredményeképpen adódik. Ennek megfelelően 
ezekre a deriváltakra a továbbiakban y^ + \ уь
к
 +
 ' jelöléssel hivatkozunk. 
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Képezzük a következő sorozatot: 
(5.6) dl = (y* - y°k)/sb , 
(5.7) 4 = / («*)'. 1 = 2 , 3 , . . . , r, r + 1. 
Jelölje Ik azon », t = 1, 2 , . . . , r + 1 indexek halmazát, amelyekre fennáll az 
alábbi feltétel: 
(5-8) 7» = { » - | У Г < 4 < У Г } . 
Legyen rk az Ibk indexhalmaz maximális indexű eleme. A „visszaszámolási 
eljárásnak" megfelelően rk az y\ változóra a közelítő függvény tényleges rendjét, 
drkk pedig ybk rk rendű maradéktagjában szereplő derivált értékét adja meg: 
(5.9) R r k ( s b ) = d l k ( s l y k / r k \ 
A maradéktagban szereplő deriváltat a [O.s'] intervallumban lineáris függ-
vénnyel közelítve a következő összefüggés adódik: 
(k jr* _ o ( r t ) \ y f ' + s * J k j (g) r*/ r*!, S Ê [0,s&], 
Az ybk pontos megoldásából kiindulva, a maradéktag (5.10) becslésével a [0, sb] 
intervallum minden pontjának megbízhatósága javítható, vagyis a monoton növe-
kedő ViVti hibafüggvény alakulása visszafordítható. A maradéktagban szereplő 
deriváltak lineáris közelítése a prediktor fázis feltételezéseivel (a lépéshossz megha-
tározásával) összhangban van. Nemlineáris közelítés szükségessé tenné [0,s'] inter-
vallum egy vagy több belső pontjában a pontos megoldás ismeretét. 
Az 5.1 ábra a lineárisan becsült maradéktag jellegzetes hatását szemlélteti a 
VjVj hiba alakulására. A maradéktag hatására a meredeken ívelő eredeti hibagörbe 
megfordul, az intervallum második felében a közelítés pontossága, az eredetihez 
képest, legalább egy nagyságrenddel javul. Ugyanakkor az ábra jól érzékelteti a 
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nemlineáris becslésben rejlő további lehetőségeket. 
v, vi 
5.1 ábra: A hibanorma alakulása becsült maradéktaggal 
A módszer alkalmazási lehetőségeit teszt feladatokban vizsgáltuk. A hibanorma 
5.1 ábra szerinti alakulását az 5.2 ábra szerinti egyszerű síkbeli rácsos tartó vizsgálat 
során kaptuk. 
5.2 ábra 
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P 
5.3 ábra 
Az 5.3 ábra a szerkezet állapotváltozási görbéjét szemlélteti. Egy négyzettel 
jelöltük azt a görbeszakaszt, amelyre az 5.1 ábrán található hibanorma vonatkozik. 
Mivel az adott görbeszakasz görbülete kicsi, ezért ezen a szakaszon az eljárás nagy 
lépésekkel halad. 
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N O N L I N E A R P A T H - F O L L O W I N G M E T H O D 
F O R S T A B I L I T Y O F S T R U C T U R E S 
I. R E G U L A R P O I N T S 
A . C S É B F A L V I 
In th is p a p e r we present a nonl inear pa th - fo l lowing m e t h o d , w h i c h ab le to d e t e c t regular 
a n d s ingular p o i n t s , a n d bas i c a n d secondary p a t h s of t h e equi l ibr ium equat ions . T h i s m e t h o d 
b a s e d o n the p e r t u r b a t i o n t echn ique a n d the l inear h o m o t o p y m e t h o d a n d able t o c o m p u t e t h e 
i n f o r m a t i o n of d irect m e t h o d s . 
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N E M L I N E Á R I S Ú T K Ö V E T Ö M Ó D S Z E R T A R T Ó S Z E R K E Z E T E K 
S T A B I L I T Á S V I Z S G Á L A T Á R A 
П . E L Á G A Z Á S I É S H A T Á R P O N T O K 
CSÉBFALVI A. 
Pécs 
A dolgozatban az ál lapot változási görbék szinguláris pontjainak (az elágazási és határpontok) 
meghatározására egy útkövető módszert mutatunk be. Az útkövető módszer az ál lapotváltozási 
görbe egyes pontjai he lyet t annak egyes szakaszait határozza meg , ami a szinguláris pontok meg-
határozásakor kihasználható. 
1. Bevezetés 
A kritikus pontok felderítésére szolgáló módszerek egyöntetűen azon a tényen 
alapulnak, hogy egy kritikus pont környezetében a szerkezet minőségi jellemzői meg-
változnak. 
Az egyes módszerek csak abban különböznek egymástól, hogy a kritikus pont 
jelzésére milyen minőségi jellemzőt használnak. Mivel számos rendszerjellemző hor-
doz egyenértékű információt a kritikus pontokkal kapcsolatban, ezért nem véletlen, 
hogy a témakör szakirodalma igen széleskörű. Az útkövető módszerekhez kapcso-
lódó kritikus pont felderítő eljárások témakörében WRIGGERS-WAGNER-MIEHE 
(1988), WRIGGERS-SIMO (1990) és ERIKSSON (1988), (1989), (1991) munkáit emel-
nénk ki. 
A szakirodalomban ismertetett eljárások közös vonása, hogy az adott útvonal 
szakasz kezdő- és végpontjához tartozó minőségi jellemzőket figyelik, és ezek válto-
zásából következtetnek a kritikus pont jelenlétére. 
Megjegyezzük, hogy az irodalomban található felderítő módszerek alapjában 
véve csak a kritikus pont jelenlétének tényét jelzik. A kritikus pont tényleges megha-
tározása egy további lépésben, az ún. kibővített egyenletrendszeren alapuló direkt, 
vagy valamely indirekt módszerrel, például a felezéses eljárással, történik. Mindkét 
megközelítési irány számos további problémát vet fel. A rendszerint a Newton mód-
szeren alapuló, kvadratikus konvergenciával kecsegtető direkt eljárások érzékenyek 
az induló megoldás megválasztására. Az indirekt eljárások lassú konvergenciája 
pedig közismert tény. 
Külön problémát jelent az az eset, amikor az adott szakaszon több izolált kriti-
kus pont fordul elő, hiszen ezek a kezdő- és végponthoz kötött vizsgálat miatt rejtve 
maradhatnak, illetve a vizsgálat a valóságosnál egyszerűbb esetet jelezhet. Teljesen 
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természetes, hogy ez utóbbi esetben a direkt és indirekt módszerek eredménye egya-
ránt megbízhatatlan. A vázolt problémákra a kiindulási ponthoz legközelebb álló 
kritikus pont jelzésére alkalmas módszerek jelenthetnek megoldást. Ezek a módsze-
rek ma még csupán felvetés szintjén jelennek meg A szakirodalomban. ERIKSSON 
(1989) a direkt — egy kritikus pontot adó —, illetve az indirekt módszerek összeha-
sonlításakor az utábbiak egyik fontos előnyeként azt emelte ki, hogy a fenti probléma 
kezelésére alkalmazhatók. 
Első ránézésre úgy tűnhet, hogy a kritikus pont jelenlétére utaló jelekből a 
pont típusára vonatkozó információk is automatikusan adódnak. Ez azonban csak 
akkor igaz, ha a kritikus pont jelzésére szolgáló módszer nem tartalmaz valamilyen 
prekoncepciót a kritikus pontok típusával kapcsolatosan. A teherkomponens lokális 
paraméter szerinti első deriváltjának előjelváltása jelzi a határpont jelenlétét, de 
nyilvánvalóan nem ad információt a határpont multiplicitásával kapcsolatban. 
Hasonló helyzet állhat elő többszörös elágazási pontok esetében, ha a minőségi 
változás jelzése az eredeti Jacobi-mátrix legkissebb sajátértékének előjelváltozásán 
alapul. Ez a módszer elágazási pontot jelez, feltételezve, hogy a teherkomponens 
lokális paraméter szerinti első deriváltja nem vált előjelet. Ebből a jelzésből azonban 
még nem tudhatjuk, hogy többszörös elágazási pontról van-e szó, hiszen például 
egy kétszeres elágazási pont jelenlétére az eredeti Jacobi-mátrix első két legkisebb 
sajátértékének együttes előjelváltásából következtethetünk. 
Feltételezzük, hogy a szerkezetet konzervatív erőrendszer terheli, így a teljes 
potenciális energia függvény felírható a csomóponti eltolódások, illetve a teherpa-
raméter függvényeként: 
ahol Ui (i = 1 , 2 , . . . , n ) a csomóponti eltolódásokat, Л pedig a teherintenzitási 
paramétert jelöli. Feltételezzük továbbá, hogy a E(u, , A) teljes potenciális energia 
függvény az n + 1 dimenziós térben egy egyértelműen megadható sima függvény. 
Az egyensúlyi egyenletek a potenciális energia függvény stacionaritási elve alap-
ján adódnak: 
ahol ( ) ,• az u,- csomóponti eltolódások szerinti parciális deriváltakat jelöli. 
Feltételezzük, hogy tehermentes, deformálatlan (u,-,A) = (0,0) állapotban a 
szerkezet stabil egyensúlyi állapotban van, illetve, hogy a A teherintenzitási para-
méter növelésével kezdetben stabil egyensúlyi úton halad. Stabil egyensúlyi álla-
potban a Vij (i = j = 1 , 2 , . . . , n) Jacobi-mátrix pozitív définit, instabil egyensúlyi 
pontokban indefinit, kritikus pontokban a Vij Jacobi-mátrix szinguláris lesz. 
Jelölje t/t, к = 1, 2 , . . . , ti + 1 a csomóponti eltolódások és a teherintenzitási pa-
raméter összekapcsolásával adódó vektort, ahol у* - щ, i = 1, 2 , . . . , n; és yn+i=A. 
Jelölje Vit (í = 1, 2 , . . . , n; к = 1, 2 , . . . , n + 1) ún. kibővített Jacobi-mátrixot, 
amely az y* változók szerinti parciális deriváltakat tartalmazza. A kibővített Jacobi-
(1.1) V(uí, A), 
(1 .2) K,(u,,A) = 0 
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mátrix első n oszlopa az eredeti Jacobi-mátrixnak felel meg, az n + 1-edik oszlop 
pedig a A szerinti deriváltakat jelöli. 
A kritikus pontok legegyszerűbb típusát a határpontok alkotják. Az yk pon-
tot határpontnak nevezzük, ha yk pont környezetében К и n e m szinguláris, az yk 
pontban eredeti Vij Jacobi-mátrix rangja n — 1, de a kibővített Kit Jacobi-mátrix 
rangja n marad: 
(1.3) r a n g ( K , ; | h ) = n - l 
(1.4) rang(Kit| f c) = n . 
A fenti összefüggésben szereplő rang(. ) szimbólum a mátrix rangját, vagyis az 
adott mátrix oezlopvektoraiból (sor vek toraiból) alkotott vektorrendszer lineárisan 
független elemeinek számát (a vektortér dimenzióját) jelöli. 
Az yk kritikus pontot egyszerű elágazási pontnak nevezzük, ha y | környezeté-
ben Vij nem szinguláris, az yk pontban eredeti Vij Jacobi-mátrix rangja n — 1, a 
kibővített Vik Jacobi-mátrix rangja szintén n — 1: 
(1.5) r a n g ( K o T ) = " - l 
(1.6) r a n g ( K , t | e ) = n - l . 
Az yk kritikus pontot többszörös elágazási pontnak nevezzük, ha yek környeze-
tében Vij nem szinguláris, az yek pontban eredeti Vjj Jacobi-mátrix rangja n — d, 
a kibőivített Kit Jacobi-mátrix rangja szintén n — d: 
(1.7) r a n g ( K , y | e ) = n - d , 
(1.8) r a n g ( K , t | e ) = n - d , 
ahol: 
(1.9) 2 < d < n . 
Induljunk ki a rendszer egy ismert yk stabil egyensúlyi pontjából, például az yk — 
(0,0) ponból. Mivel yk egyensúlyi pont, ezért kielégíti a Ki|a = 0 egyensúlyi egyen-
letet. Ebben az esetben К ij (» — j — 1,2, . . . , n ) Jacobi-mátrix pozitív définit, 
invertálható, így yk pont környezetében a megoldás egyértelmű. 
írjuk fel az egyensúlyi utat az yk pont környezetében egy alkalmasan megválasz-
tott s paraméter függvényében. Feltevésünknek megfelelően yk elegendően kicsiny 
környezetében az egyensúlyi út egy folytonos görbe, amely a következő alakban 
állítható elő: 
(1.10) yk(s) = y°k+ y f ' s + i y f V + i y f ' s 3 + ... . 
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ahol y£(1), y£< 3 ) , . . . , pedig az yk(s) függvény s szerinti deriváltjait jelöli az y£ pont-
ban. 
Lokális paraméternek az ívhosszat választottuk, amelynek egyértelmű előnye, 
hogy lehetőséget nyújt több pontra támaszkodó módszerek alkalmazására. 
Az egyensúlyi feltétel a következő alakban írható: 
( 1 . 1 1 ) Vi(yk(S)) = 0 , 
amiből, kihasználva V sima voltát, egymásutáni differenciálással a következő egyen-
letek adódnak: 
(1.12) V i j y f ' = 0, 
/1 io\ í> a<J> í> a<'> a<l> 
(1-13) у,ЦУ) = -v,ijkyj Ук , 
П 1 A\ T> o<*) of> a(1) a<a> ¥> a<'> a(1) a*1' 
(1-14) Vijy° = - W i j k y ] yt - V.ijkiyj Ук yt , 
ahol i = 1 , 2 , . . . , n; j, к, l - 1 , 2 , . . . , n + 1. 
Az útkövető módszer részletes tárgyalása a témához kapcsolódó CSEBFALVI 
(1993a) dolgozatban található. 
A kritikus pont jelzésére szolgáló eljárás kidolgozásánál az alábbi szempontokat 
tartottuk figyelemre méltónak: 
• Lehetőleg ne okozzon jelentős többletmunkát az alapeljáráshoz képest, vagyis 
optimális esetben azokon az információkon alapuljon, melyeket az útkövető 
módszer eleve szolgáltat, vagy amelyek viszonylag csekély többletráfordítással 
az útkövető módszerből adódó információk alapján meghatározhatók; 
• A kritikus pont jelzése a szakasz kezdőpontjához legközelebb álló kritikus pont 
jelzését jelentse; 
• Lehetőleg ne csak a kritikus pont jelenlétét, hanem annak típusát is jelezze; és 
• Elegendő információval szolgáljon a kritikus pont pontos meghatározásához. 
2. A szinguláris pontok meghatározása 
A korábban megfogalmazott szempontokkal összhangban, úgy véljük, hogy egy 
prekoncepció mentes eljárás 
(íj (О 
• a teherkomponens ívhossz szerinti első deriváltján (y£+1 , illetve y„ + 1 ), 
valamint 
• az eredeti Jacobi-mátrix {Vtij, i = 1, 2 , . . . , n; j = 1, 2 , . . . , n) negatív sajátér-
tékeinek számán alapulhat. 
Tudott, hogy a fenti két jellemző együttes változása határpontot jelez. Elága-
zási pontok esetében a változás csupán a negatív sajátértékek számában következik 
be, a teherparaméter szerinti első derivált előjele változatlan marad. 
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Az útkövetö módszer, a prediktor-korrektor fázis yk pontból kiindulva nem csak 
az ybk pontot, hanem a két pontot összekötő egyensúlyi utat is megadja. 
Vizsgáljuk meg közelebbről, hogy ez milyen előnyökkel jár a kritikus pontok 
felderítésére szolgáló eljárás esetében. 
Az első fontos eredmény a határpontok jelzéséhez kapcsolódik és azon alapul, 
hogy az adott útvonal szakaszon a módszer az egyensúlyi utat paraméteres alakban 
adja meg: 
A határpont megkeresése t/n+i(s) extremumának meghatározását jelenti, ami a 
paraméteres alak következtében egyszerű algebrai eszközökkel megoldható feladat. 
Az eredményül adódó sh paraméter értéke alapján a határponthoz tartozó többi 
koordináta az yk = yic(sh), к = 1, 2 , . . . , n összefüggés alapján meghatározható. 
A megközelítési módból következik, hogy az így adódó yk pont a pontos meg-
oldásnak tekinthető. Az útkövetőmódszer a határpontok környezetében, az útvonal 
erőteljes görbülete miatt, a lépésközt automatikusan lecsökkenti, így a határpontot 
tartalmazó intervallumban magának az útvonalnak, illetve a teherparaméter ívhossz 
szerinti első deriváltjának becslése kiemelkedően jó. így a határpont becslése gya-
korlatilag egyenértékű a határpont pontos meghatározásával. 
A módszer természetesen alkalmas bármely más változóra vonatkozóan az ún. 
fordulópontok (turning point) pontos meghatározására. Fordulópont alatt egy olyan 
egyensúlyi pontot értve, amelynek környezetében az adott változó ívhossz szerinti 
első deriváltja előjelet vált. 
Az elágazási pontok kezelése első ránézésre nehezebb feladatnak tűnik, hiszen 
ez annak a pontnak a meghatározását jelentené, ahol az eredeti Vij Jacobi-mátrix 
determinánsa nullává válik, vagyis legalább egy sajátértéke előjelet vált. 
A módszerben viszont nincs olyan elem, ami az elágazási pontok jelzésének 
problémáját a határpontokhoz hasonló egyszerűséggel megoldaná. Ha olyan megol-
dást keresünk, amely teljes mértékben kihasználja, hogy a kiindulási pont környe-
zetében ismerjük az egyensúlyi út paraméteres alakját, cikkor a következő egyszerű, 
a szakirodalomban ezideig nem ismertetett megoldás adódik. 
Az eljárás kiindulási adatait a jósló-javító fázis eredményeképpen adódó pontok 
Vij Jacobi-mátrixának sajátértékei alkotják. Ezek ismeretében, a második lépéstől 
kezdődően, egyre növekvő rendben, a legkisebb sajátérték ívhossz szerinti derivált-
jai becsülhetővé válnak. Ez azt jelenti, hogy nincs akadálya annak, hogy a legkisebb 
sajátértéket, mint az s paraméter függvényét, az egyensúlyi útnak megfelelő pontos-
sággal, az egyensúlyi út meghatározásakor követett eljárással előrejelezzük. Jelölje: 
a [0, s6] intervallumban a legkisebb sajátérték alakulását megadó függvényt. Ennek 
ismeretében az elágazási pont yk közelítése egyszerűen megadható, hiszen ehhez 
(2.1) 





 + r,°(1)s + i / V + • • • + i / V + Rr+i(s) 
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csupán az rj(s) függvény se zérushelyét kell meghatároznunk, amely, mivel egyvál-
tozós függvényről van szó, egyszerű algebrai eszközökkel megoldható feladat. Az sc 
paraméter ismeretében az yk = yk(ße) értékek már egyszerűen adódnak. 
Megjegyezzük, hogy a fentiekben ismertetett, a legkisebb sajátértéken alapuló 
megoldás nem prekoncepció mentes, mivel a szóbajöhető kritikus pontok körét az 
egyszerű elágazások szintjén rögzíti, vagyis feltételezi, hogy az adott [0, s4] interval-
lumban csak egy sajátérték vált előjelet. A probléma megnyugtató megoldását úgy 
kapjuk, ha a legkisebb sajátérték vizsgálatát egy meghatározott d számú legkisebb 
sajátérték vizsgálatával helyettesítjük. 
A módszerben ал alágazási pontok meghatározása egy egyváltozós (közvetve 
n -f 1 változós) szélsőérték feladat megoldásával javítható. 
Tudjuk, hogy a [0, s4] intervallumban 
(2.3) У . Ы < 0 ) = U,(s) « 0 , s G [ 0 , s 4 ] . 
Az se közelítő értékből kiindulva, a [0, s4] intervallumban, keressük a 
(2.4) U o ( s ) ^ ( « ) = 0 
egyenletrendszernek az alábbi 
(2.5) Ш в ) \ \ = 1 
normalizálási feltételnek megfelelő se megoldását. 
A (2.4) egyenletrendszer az eredeti Vij Jacobi-mátrix ipj nullvektorának meg-
határozását jelenti. Az egyensúlyi út paraméteres alakja miatt Vij (s) a [0, s4] inter-
vallum minden pontjában ismert. A (2.5) normalizálási feltétel a ipj(s) — 0 triviális 
megoldását zárja ki. A <Pj(s) nullvektor a Vjj Jacobi-mátrix zéró sajátértékéhez 
tartozó sajátvektor. Az egyszerű elágazás feltételezése miatt, a zéró sajátérték egy-
szeres sajátérték. 
Tudjuk (pl. NOBLE (1969)), hogy mivel a Vij Jacobi-mátrix szimmetrikus, ezért 
a [0, s4] intervallum minden s pontjában a Rayleigh-hányadosra vonatkozó feltételes 
minimalizálási feladat: 
(2.6) ipi(s)Vij(s)<pj(s) Min imum! , 
(2.7) = 1 
ipi(s) megoldásához tartozó f ( s ) = <pi(s)Vij (s)ipj (s) célfüggvényért ék az adott s 
helyen a Vij(s) Jacobi-mátrix minimális sajátértékét adja meg. 
Ennek megfelelően az eredeti (2.6)-(2.7) feladat a következő alakban adható 
meg: 
(2.8) / 0 0 = 0, s G [0, s4], 
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amely az s paraméterre egy egyváltozós, implicite egy 11 + 1 változós programozási 
feladat, amelynek se megoldása az = j/t(se) elágazási ponthoz tartozó ívhossz 
paramétert adja meg. 
Meg kell jegyeznem, hogy a (2.8) feladat esetében f(s) ívhossz szerinti f(s) 
deriváltja az alábbi kifejezés alapján számítható: 
(2.9) К») = ШУ,ц(» )<РЛ») ' 
ahol Û,;(s) a Vij Jacobi-mátrix ívhossz szerinti deriváltját jelöli. Az egyváltozós 
explicit feladat Newton módszerrel, a Rayleigh-hányadosra vonatkozó n + 1 változós 
implicit feladat például a konjugált gradiens módszerrel oldható meg (PAPADRA-
KAKIS (1984)). 
3. Az elágazási pontokra vonatkozó tételek 
Az útkövető módszer alapját képező (1.12), (1.13), (1.14) egyenletek megoldása 
nem jelent problémát abban az esetben, amikor a Jacobi-mátrix invertálható, hiszen 
ekkor az irányítástól eltekintve, egységnyi normájú megoldást választva, az (1.12) 
egyenlet megoldása egyértelmű. A magasabb rendű deriváltak meghatározására 
szolgáló (1.13), (1.14) egyenletek az általánosított megoldást választva ugyancsak 
egyértelművé tehetők. 
Az előzőekhez hasonlóan, ugyancsak problémamentes az az eset, amikor az ere-
deti Jacobi-mátrix rangja n — 1, de P,„+i> azaz a teherparaméter szerinti derivál-
taknak megfelelő oszlop nincs benne az eredti Vij Jacobi-mátrix oszlopvektorainak 
terében, hiszen ekkor a kibővített Vij Jacobi-mátrix rangja változatlanul n. így 
nulltere változatlanul egydimenziós altér. Ezt az esetet vizsgáltuk a határpontok 
meghatározásakor. 
A módszer alapgondolatából következik, hogy ha lokális paraméterként a dif-
ferenciálegyenlet megoldásakor használt „semleges" ívhossz paramétert használjuk, 
akkor a határpontok kezelésének kérdése kizárólag a határpontok helyének pontos 
meghatározására redukálódik. Magában az útkövetés folyamatában a határpontok 
megjelenése módszertanilag nem jelent problémát. A semleges paraméter választás 
miatt a módszerben nem jelentkeznek azok a nehézségek, amelyek a lokálisan leg-
jobb változó szerinti paraméterezés esetében adódnának. A hagymányos útkövető 
módszerekbe ugyanis egy külön eljárást kell beépíteni, amely „a második legjobb" 
változót választja paraméterként, ha az adott intervallumban, az előző intervallum 
alapján becsült legjobb változó iránya extremális tulajdonságokat mutat (az irány 
előjele megváltozik). 
Elágazási pontok esetén az (1.12) egyenlet elveszti egyértelműségét, mivel a 
nulltér dimenziója megnövekszik. így a lehetséges egyensúlyi irányok meghatározá-
sának kérdése sokkal nehezebb feladattá válik. 
Megjegyezzük, hogy a határpontok kezelésének problémamentessége természe-
tesen csak az egyszerű határpontok esetében áll fenn. A többszörös határpontok 
Alkalmazott Matematikai Lapok 17 (1993) 
7 8 CSÉBFALVI A. 
esete viszont, módszertanilag nem különbözik a lehetséges elágazási irányok vizsgá-
latától, így ezt részleteiben külön nem vizsgáljuk. 
Tudjuk, hogy az elágazási pontokban az eredeti Jacobi-nrátrix szingulárissá 
válik, valamint a Ü,„+i oszlopvektor „belép" az eredeti Jacobi-inátrix oszlopvekto-
rainak terébe. 
Tegyük fel, hogy ismerjük az egyensúlyi út egy y\ elágazási pontját, amelyre a 
következők igazak: 
(3.1) U, | e = 0, 
azaz kielégíti az egyensúlyi egyenletet, a U,y|e mátrix nullterének dimenziója: 
dim (null (V,y | e)) = d 
(3.2) ! < < / < " , 
a U,j | e mátrix nulltere a <pk, <p2,..., <pk bázisvektorok által kifeszített altér: 
(3.3) null (U,y | e) = a l t é r é , <pî,...,<pdk), 
a V:ij |e mátrix képtere: 
(3.4) kép(U,y|e) = { K | K ^ = 0 , m = 1,2,... ,d) 
és a teherparaméter szerinti deriváltak oszlopvektorára fennáll, hogy 
(3.5) V i n + 1 G kép К , y | e ) . 
A fenti összefüggésekben szereplő dim(..) szimbólum az argumentumban sze-
replő vektortér dimenzióját, az altér(..) szimbólum az argumentumban szereplő 
bázisvektorok által kifeszített alteret jelöli. 
Mátrixok baloldali, jobboldali nullvektorterére a továbbiakban bnull(..), jnull(..) 
szimbólumokkal hivatkozom. Egy mátrix baloldali (jobboldali) nullvektorterét azok 
a vektorok alkotják, amelyekkel a mátrixot balról (jobbról) szorozva a zéróvektort 
kapjuk. Ha a mátrix baloldali nullvektortere megegyezik a jobboldali nullvektor-
térrel, akkor a null(..) jelölést használom. A fenti (3.3) összefüggésben a Uiy|e 
mátrix szimmetrikus. Tudjuk, hogy szimmetrikus mátrixok baloldali és jobboldali 
nullvektortere azonos, így a null(..) szimbólum használható. 
A (3.4), (3.5) összefüggésben szereplő kép(..) szimbólum az argumentumban 
szereplő mátrix képterét, vagyis oszlopvektorainak lineáris kombinációit jelöli. 
1. Megjegyzés. A (3.5) feltevés zárja ki a határpontok esetét. 
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1. LEMMA. A fenti feltételek mellett 
(3.6) dim (jnull = d + l , 
(3.7) jnull ( v t i j I е ) = a l t é r t , Ф* , . . . , Ф*, Ф^+1) : 
ahol: 
= <pï -
Ф п + 1 = 0 . 
(3.8) k = 1 , 2 , . . . , n; m = 1 , 2 , . . . . d ; 
valamint: 
*?* = 4* -
ф<<+1 - у 
— 7 > 
(3.9) к = 1 , 2 , . . . , n; 
ahol: 
fjk € kép {Vtij\e) 
(3.10) Vij\e Ф/+1 = 0. 
Bizonyítás. Könnyen belátható, hogy 
(3.11) = 0 , m = 1 , 2 , . . . , d; 
valamint 
(3.12) ф - ф ^ + i
 = 0, m — 1 , 2 , . . . , d; 
mivel Ф?1 = Ф™+г = 0, * = 1,2 n; m = l , 2 , . . . , d , és У;«*»? = 0, 
m € kép (Ko I'). 
Az az állítás pedig, hogy 
(3.13) jnull (vfoI е ) 
definíciójából azonnal következik. 
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2. LEMMA. A fenti feltételek mellett A [<p\, <pl, • .., <Рк) vektorok a ÈTJ |E kibő-
vített Jacobi-mátrix baloldali nullvek tor terének bázisát alkotják, azaz 
(3.14) bnull (Vij Ie) = a l t é r a i 
Bizonyítás. Az állítás a (3.5) feltételből egyenesen következik. 
2. Megjegyzés. A d = 1 esetben egyszerű elágazásról, a d > 1 esetben pedig 
többszörös elágazásról beszélünk. 
S. Megjegyzés. Az eredeti és a kibővített Jacobi-mátrix nullterét kifeszítő vek-
torok közötti kapcsolat teszi lehetővé, hogy az elágazási pontok jelenlétének vizsgá-
latát az eredeti Jacobi-mátrix legkisebb sajátértékeinek alakulásához kössük. Ennek 
előnyei alapvetően abban jelentkeznek, hogy mivel szimmetrikus mátrixról van szó, 
a legkisebb sajátértékek meghatározására felhasználható módszerek köre kiszélese-
dik. 
J. Megjegyzés. Az 1. Lemma megfordítása is igaz, vagyis az eredeti és a kibő-
vített Jacobi-mátrix közötti „közlekedés" lehetősége mindkét irányban fennáll. 
Most nézzük meg részletesebben a d = 1 esetet. Tudjuk, hogy ekkor yk ele-
gendően kicsiny környezetében az egyensúlyi utak két folytonos görbét írnak le, 
amelyek csak az adott kritikus pontban metszik egymást. Egyszerű elágazások 
esetén a nulltér dimenziója 
(3.15) d i m ( j n u l l ( È 0 | e ) ) = 2 , 
а nullvektorok egy síkot feszítenek ki, azaz a két egyensúlyi irány meg-
határozásához az (1.12) egyenlet nem elegendő. A probléma megoldása a második 
deriváltakra vonatkozó (1.13) egyenletből adódik, figyelembe véve azt a tényt, hogy 
<p\ e bnull ( v ; 0 | e ) . 
Az (1.13) egyenlet mindkét oldalát y>*-gyel megszorozva, az alábbi egyenlet 
adódik: 
(3.16) rfVijkl'yfyï" = 0 , 
mint kompatibilitási feltétel. 
Keressük az egyenlet megoldását az alábbi alakban 
(3.17) tim=ti*i+e*î, 
olymódon, hogy a , f 2 valós együtthatókra teljesüljön a 
(3.18) ( ^ ) 2 + « 2 ) 2 = l 
\ 
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összefüggés. Az együtthatókra vonatkozó ( 3 . 1 8 ) feltétel miatt az egyenlet megoldá-
sai normált megoldások lesznek. A ( 3 . 1 7 ) egyenlet a ( 3 . 1 8 ) feltétel figyelembevétele 
mellett az alábbi formában írható: 
( 3 . 1 9 ) + € A * ' ) ( Í 1 * F C + £ 2 Ф 2 * ) = 
Legyen 
( 3 . 2 0 ) A = V I V I J K \ < * ] * L 
( 3 . 2 1 ) В = < P I V , I J K \ ' * ] * L + < P } V I : B \ E * * * K 
( 3 . 2 2 ) С = RFVIJK Г , 
akkor valós együtthatókra a következő egyenletrendszert kapjuk: 




 ( Í 1 ) ' + « ' ) ' = ! . 
amiből { í 1 , ^ 2 } együtthatókra két megoldás adódik. Az egyenletrendszer elemi al-
gebrai eszközökkel megoldható. Általános esetben (А ф 0; В ф 0; С ф 0) egy 
egységsugarú kör és egy másodfokú görbe metszéspontjainak meghatározását je-
lenti. 
A vizsgálat jelenlegi szakaszában az elágazási pontok típusára vonatkozóan csak 
azt tudjuk eldönteni, hogy az adott elágazás szimmetrikus, vagy aszimmetrikus elá-
gazásnak tekinthető. Szimmetrikus elágazás alatt azt értjük, amikor a két egymást 
metsző görbe irányát meghatározó vektorok közül az egyik telierkomponense zérus 
lesz. A ( 3 . 2 3 ) egyenletrendszer szerkezetéből következik, hogy az elágazási pont 
szimmetrikus-aszimmetrikus volta az A együttható függvénye. Az A = 0 esetben 
az adott egyszerű elágazási pont szimmetrikus. 
5. Megjegyzés. Figyelembe véve, hogy az eredeti Ko'l* Jacobi-mátrix szingula-
ritásából fakadó nullvektorban Ф„+1 = 0, az A együttható 
alakban is felírható. Az így adódó alak megegyezik F L O R E S - G O D O Y ( 1 9 9 2 ) klasszi-
fikációe ismérvével. Különbségek, az eltérő megközelítési módon túlmenően abból 
fakadnak, hogy a Flores-Godoy féle összefüggések alapvetően a másodlagos útra 
vonatkoznak, így bizonyos esetekben nem alkalmasak az elsődleges útvonal megha-
tározására. 
Az elágazási ponton átmenő két egyensúlyi úthoz tartozó magasabb rendű de-
riváltakat az ( 1 . 1 3 ) , ( 1 . 1 4 ) , illetve a sorozat folytatásából adódó egyenletrendszerek 
megoldása szolgáltatja, hangsúlyozva ismételten, hogy a módszerben az egyenlet-
rendszerek baloldala minden derivált rendszám esetében azonos, így a megoldást 
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mindig ugyanaz a mátrix, a kibővített Jacobi-mátrix (Vj j ) k t , (к = 1, 2 , . . . , n + 1; 
m = 1, 2 , . . . , n) pezeudóinverze szolgáltatja. Természetesen, megoldás alatt általán 
nosított megoldást értünk. 
A megközelítés másik lehetséges módját az jelentené, amikor az egyre magasabb 
rendű deriváltak irányába haladva, az egyes lépésekben hiányzó egyenletek bevoná-
sával pótolnánk. Ezt a megoldási módot vitathatónak érezzük abból a szempontból, 
hogy így minden egyes lépésben más és más együtthatómátrixszal rendelkező egyen-
letrendszert kellene megoldani. 
Ezek után röviden foglalkoznunk kell a d > 1 esettel, vagyis a többszörös elá-
gazások kérdésével. Az előzőekhez hasonlóan, a megoldást 
(3.24) y t l ) = t i * i + e * l + • • • + t d * d k + í d + 1 < 4 + 1 
alakban keressük, ahol ф£, , . . . , Ф)! az eredeti Vij\e Jacobi-mátrix szingularitá-
sából adódó nullvektorokat jelöli, a Jacobi-mátrix kibővítéséből, illetve a te-
herkomponenshez tartozó Vin+i\e deriváltakra vonatkozó (3.5) megkötésből adódó 
nullvektor. 
A megoldás, a d — 1 esethez hasonlóan, a másodrendű deriváltakra vonatko-
zó (1.13) egyenlet kompatibilitási feltétellé történő átírásából, azaz a másodrendű 
deriváltak kiejtéséből adódik: 
(3.25) v rViü t l " = 0 ' " » = 1 , 2 , . . . . d . 
A d egyenletből álló nemlineáris egyenletrendszer d + 1 változót tartalmaz, 
amelyet a 
d+1 
(3.26) = 1 
P=Í 
normálási feltétellel egészíthetünk ki. A felírási módból látszik, hogy a d > 1 esetek-
ben az elágazási pontból kiinduló egyensúlyi irányok meghatározása d növelésével 
egyre nehezebbé válik. Figyelembe véve, hogy nemlineáris egyenletrendszerről van 
szó, a nullától kölönböző megoldások száma a d + 1 értéket meghaladja. A különbö-
ző megoldások számára vonatkozóan BEZOUT (lásd NAAS és SCHMID (1967)) ado t t 
felső korlátot. 
Megjegyezzük, hogy az elágazási pontok meghatározásával kapcsolatos nehézsé-
gek jelentős mértékben csökkenthetők, ha az elágazási útvonal „örökli" az elsődleges 
útvonal szimmetrikus sajátosságait, mivel ekkor a (3.26) nemlineáris egyenletrend-
szer megoldása kikerülhető. így nem véletlen, hogy a témakör szakirodaima rend-
kívül széleskörű és sokrétű (pl. WERNER-SPENCE (1984), WEINITSCHKE (1985)). 
Módszerünkben a vizsgált szerkezet szimmetriájából fakadó egyszerűsítési le-
hetőségek egy az egyben fennállnak, így részletes ismertetésüktől eltekinthetünk. 
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3.1 ábra 
Az ismertetett útkövető módszer szinguláris pontok meghatározására történő 
alkalmazását egy egyszerű példán (lásd 3.1 ábra) keresztül szemléltetjük. 
A 3.2 ábra az állapotváltozási görbét szemlélteti, amely a becsült ívszakaszok 
sorozata. Az ábra az ívszakaszokat, illetve a becsült pontokat tartalmazza, így 
jól látszik, hogy a határpontok (forduló pontok) környezetében a pontok besűrű-
södnek, a becsült ívszakaszok megrövidülnek, amely egyben azt is jelenti, hogy az 
interpoláción alapuló határpont meghatározás gyakorlatilag egzakt eredményeket 
szolgáltat. 
3.2 ábra 
A 3.3 ábra illetve 3.4 ábra az állapotváltozási görbét, valamint az eredeti Jacobi-
rnátrix három legkisebb sajátértékének alakulását szamlélteti. A 3.3 ábra magyar 
rázatot ad WRIGGERS (1988) azon észlelésével kapcsolatban, hogy a feladatban az 
elágazási pontok környezetében nagyfokú numerikus instabilitás tapasztalható, ami 
a felszínen a direkt módszer lassú konvergenciájaként jelentkezik. Még a kinagyított 
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3.3 ábra 
О 0 , 0 2 0 . 0 4 0 , 0 6 0 , 0 8 0 , 1 
3-4 ábra 
3.4 ábrán sem különülnek el a két sajátérték függvény zérushelyének megfelelő pon-
tok. A numerikus nehézségeket fokozza, hogy az elágazási pontok környezetében 
határpont is található, ami a Jacobi-mátrixot tovább „színezi". A feladat érdekes-
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ségét az adja, hogy nem lehet egyértelműen eldönteni, hogy két egymáshoz igen 
közelálló egyszeres, vagy egy többszörös elágazási pontról van-e szó. 
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C S É B F A L V I A N I K Ó 
P O L L A C K MIHÁLY M Ű S Z A K I F Ő I S K O L A 
7625 P É C S , B O S Z O R K Á N Y Ú T 2. 
N O N L I N E A R P A T H - F O L L O W I N G M E T H O D 
F O R S T A B I L I T Y O F S T R U C T U R E S 
II. B I F U R C A T I O N A N D L I M I T P O I N T S 
A . C S É B F A L V I 
In th i s p a p e r we present a pa th - fo l l owing m e t h o d for d e t e c t s ingular p o i n t s (b i furcat ion 
a n d l imi t p o i n t s ) of the equi l ibr ium curve. T h i s pa th - fo l lowing m e t h o d is c a p a b l e of c o m p u t i n g 
s e g m e n t s of the equi l ibr ium p a t h . T h i s fact is the base of inves t iga t ion of the s ingular p o i n t s . 
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N É H Á N Y T É R C S O P O R T O P T I M Á L I S G Ö M B K I T Ö L T É S E ' 
S Z I R M A I J E N Ő 
B u d a p e s t 
A d o l g o z a t n é g y n e v e z e t e s kr is tá lycsoport szerinti egyszeresen tranz i t ív g ö m b k i t ö l t é s e k e t 
v izsgá l , vagy i s o l y a n gömbrendszereke t , ame lyeknek a s z i m m e t r i a c s o p o r t j a az a d o t t t ércsoport és 
a g ö m b k i t ö l t é s b á r m e l y két g ö m b j é t az előbbi c s o p o r t n a k p o n t o s a n egy e l e m e viszi e g y m á s b a . 
A z á l t a l a m v izsgá l t tércsoportok ( P 4 3 m ; Fd3m; P n 3 m ; / 4 3 m ) az FA3m j e lű tükrözéscso -
p o r t b ő v í t é s é v e l s z á r m a z t a t h a t ó k . A do lgozat m e g a d j a az a d o t t t é rc sopor thoz t a r t o z ó o p t i m á l i s 
g ö m b k i t ö l t é s t és a n n a k sűrűségé t 
A fe ladat m i n d e n e s e t b e n v i s szaveze the tő a sz feno id n e v e z e t ű e g y b e v á g ó lapokkal rendelke-
ző t e t raéder 2 i l le tve 4 g ö m b b e l t ö r t é n ő l egsűrűbb k i tö l tésére . A sz feno id laps íkja ira v o n a t k o z ó 
s ík tükrözések generál ják az F 4 3 m tércsoportot , a m e l y e k n e k a sz feno id a l a p t a r t o m á n y a . 
Az e r e d m é n y e k közül k i e m e l e m az Fi3m j e l ű t ércsoporhoz t a r t o z ó o p t i m á l i s e l rendezés t , 
a m e l y i g e n r i tka 0 , 1 9 9 o p t i m á l i s sűrűsége t szo lgá l ta t . 
1. Bevezetés 
A századfordulón a fizika kristályvizsgálataival párhuzamosan előtérbe került a 
kristályok geometriájának vizsgálata is. Érdekes lehet az egyes kristályok felépítésé-
vel kapcsolatban az adott tércsoporthoz tartozó optimális gömbkitöltések megadása 
és ezek sűrűségének meghatározása is. 
Ezt a problémát U. SINOGOWITZ az 1940-es évbekben írt [5] cikkében kezdemé-
nyezte a legsűrűbb rácsszerű görnbkitöltés analógiájára. Mint ismeretes a legsűrűbb 
rácsszerű gömbkitöltés az F m 3 m jelű tércsoporthoz tartozik, amely a lapcentrált 
kockarács szimmetriacsoportjának felel meg. Ugyanilyen sűrűséggel kaphatunk még 
szabályos és nem szabályos gömbrendszereket is. 
A dolgozat adott tércsoporthoz tartozó egyszeresen tranzitív gömbkitöltéseket 
vizsgál, vagyis olyan gömbrendszereket, amelyeknek a szimmetriacsoportja az adott 
tércsoport és a gömbkitöltés bármely két gömbjét az előbbi csoportnak pontosan 
egy eleme viszi egymásba. 
Az általunk vizsgált tércsoportok az F43m jelű tükrözéscsoport bővítésével 
származtathatók. Az F43m tércsoport lapcentrált kockarácsát és speciális tetraéder 
(szfenoid) alaptartományát az 1. ábra mutatja. Ennek a tetraédernek két szemközti 
' K é s z ü l t az O T K A 1615 ( 1 9 9 1 ) t á m o g a t á s á v a l . 
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élénél 90 fokos lapszög, a többi élnél 60 fokos lapszög van. A lapokra vonatko-
zó tükrözések generálják az F43m csoportot. Dolgozatunk megadja a bővítéssel 
származtatható néhány tércsoport optimális gömbkitöltését, ennek sűrűségét. 
a. A 2 о F43m = P43m jelű tércsoport 180 fokos tengely körüli forgatással, 
röviden 2- forgat ássál, való bővítéssel származtatható. A 2-forgás tengelye a 90 fokos 
lapszögű szemközti élek felezőpontjait köti össze (2. ábra). 
Az optimális gömbkitöltés sűrűsége = 0, 224. 
b. A 2 о F43m = Fd3m tércsoport a 3. ábrán látható módon származtatható. 
A 2-forgás tengelye 60 fokos lapszögű éleket köt össze. 
Az optimális gömbkitöltés sűrűsége = 0,199. 
c. A 222 о F43m = Р п З т jelű técsoport a 4. ábrán látható módon származ-
tatható a 3 darab 2-forgás tengelyével. 
Az optimális gömbkitöltés sűrűsége Э? 0, 398. 
d. A 4 о F43m = /43m jelű tércsoport az 5. ábrán látható módon származ-
tatható. 90 fokos forgatás és középpontos tükrözés kompozíciója a bővítő 4 jelű 
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forgástükrözés. 
Az optimális gömbkitöltés sűrűsége S 0, 398. 
Az utóbbi két optimális elrendezés megegyezik egymással. 
A teljesség kedvéért említjük, hogy az eredeti F43m csoport szerinti gömb-
rendszerek közül a maximális sűrűségű kitöltést az 1. ábra tetraéderébe beírt gömb 
szolgáltatja. Az optimális sűrűség — 0,433. 
Az optimális gömbkitöltések meghatározása lehetséges az analízis és a lineáris 
algebra apparátusának felhasználásával, azonban ez adott tércsoport esetén igen 
nehézkessé válik. A probléma megoldására további lehetőség az optimális sűrűségek 
számítógépes programmal történő megkeresése. Ennek hátránya, hogy csak közelítő 
megoldásokat eredményez ([2]). 
Az általunk alkalmazott eljárás a szélsőértékszámítás elemi geometriai eszkö-
zeit használja, a megsejtett legkedvezőbb gömbkitöltésekről látjuk be azok optimá-
lis voltát. Hasonló kérdésfeltevés más tércsoportokra is aktuális és az alkalmazások 
számára is érdekes feladat. Módszerünk további tércsoportok optimális gömbkitöl-
tésének meghatározására is alkalmazható (lásd még [6]). 
2. ábra 3. ábra 
2. Alapfogalmak 
Az E3 euklideszi tér egybevágóságainak a csoportját jelölje IsoE3. 
2.1. Definíció. A G transzformáció-csoportot az E3 tér diszkrét csoportjának 
nevezzük, ha teljesülnek az alábbi feltételek: 
a. G С Iso E3 
b. Tetszőleges X G E3 esetén az X pont pályája (orbitja): 
XG := {АГа G E3 : a € G} diszkrét ponthalmaz az E3 térben 
(nincs torlódási pontja). 
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2.2 Definíció. Az Fa zárt ponthalmazt a G diszkrét csoport alap tartományá-
nak (fundamentális tartományának) nevezzük, ha teljesülnek a következő feltételek: 
a. Minden P G E3 esetén létezik olyan A G Fq pont, hogy P G AG. 
b. Tetszőleges А, В G int Fa belső pontokra igaz, hogy ha Я G AG akkor 
A = B. 
c. int Fa egyszeresen összefüggő F3-ban. 
2.3. Definíció. A G diszkrét csoportot kristálycsoportnak mondjuk, ha létezik 
korlátos alaptartománya. 
2-4• Definíció. Egy A G E3 pontnak a G diszkrét csoporthoz tartozó G a sta-
bilizátorcsoportja az A-t helybenhagyó G-beli transzformációkból áll: 
G a := {a€G:Aa = A}. 
A továbbiakban, rögzített G diszkrét csoport esetén, olyan P G E3 pontokkal 
foglalkozunk, amelyeknek a stabilizátorcsoportja az identitásból áll, azaz Gp — 1. 
Szemléletesen fogalmazva a P pont szabadsági foka három. (Ha Gp ф 1, akkor a 
P pont szabadsági foka értelemszerűen csökken.) 
Legyen ezek után G kristálycsoport, X, Y G E3 és p(X,Y) az F3-térbeh 
távolságfüggvény. 
2.5. Definíció. Az XG pályához tartozó, X magpontú Dirichlet-Voronoj cella, 
röviden D-V cella: 
D{Xg) := {y G Я 3 : p{X,Y) < p(Y,X9) bármely y G G esetén}. 
Ha Gx — 1, akkor D(XG) az E3 térben G kristálycsoporthoz tartozó alaptartomány. 
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2.6. Definíció. A D(Xa) cellába írható X középpontú maximális gömb sugara: 
r(AT) := min f i p p f , * ' ) ! . 
v ;
 í6G\{/} \ 2 V 
2.7. Definíció. Az XG orbithoz tartozó gömbkitöltés sűrűsége: 
,
 Г ч
 M * ) * 
6(XG):= 3 V ' Vol ( D ( A G ) ) ' 
Legyen Y, Z G XG és h G G-re teljesüljön, hogy Yh = Z, ekkor ( D ( Y G ) ) h = 
D(ZG). Ez nyilván teljesül az egyes cellákhoz tartozó maximális sugarú gömbökre 
is. Az XG pontrendszer és a kialakuló gömbrendszer Sym(A G ) szimmetriacsoportja 
mindenképpen tartalmazza G szimmetriacsoportját, de lehet gazdagabb is nála: 
G < Sym(XG). 
2.8. Definíció. Ha G = Sym(AG) , akkor az XG pályát karakterisztikusnak 
mondjuk. Egyébként a pálya (orbit) nem karakterisztikus. 
3. A probléma általános fölvetése 
Adott G csoport esetén keressük azt az XG orbitot, ahol az orbithoz tartozó 
gömbkitöltés sűrűsége a maximális. 
A G csoporthoz tartozó optimális sűrűség: 
6(G) := max(6(XG)) 
(ahol p(G) a tércsoport esetleg fellépő szabad (affin) paramétereit jelöli). 
4. Általános észrevételek 
a. Az egyes orbitokat ekvivalencia-osztályokba soroljuk Xe ~ YG, ha létezik 
h G Iso E3, amelyre (XG)h — YG. Azok а Л G Iso E3 egybevágóságok, amelyekre 
minden x G E3 esetén (XG)h = (Xh)G a G kristálycsoport metrikus normaüzátor 
csoportját alkotják: 
N(G) := {h : = G, Л G Iso E3}. 
Legyen az N(G) metrikus csoport alaptartománya F(N(G)). 
b. Amikor az optimális sűrűségű gömbkitöltéshez tartozó orbitot keressük, az 
orbit egy elemét elég az F(N(G)) Ç Fq alaptartományból keresni. 
6(G) := max (á(Á G ) ) 
xe F(N(G)) 
P(G) 
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(A metrikus normalizátor csoport alaptartománya is függhet a G kristálycsoport 
paramétereitől.) 
c. A b pontban leírt vizsgálat során sok esetben érdemes a normalizátor alap-
tartományát is alkalmasan választott résztartományokra bontani. 
d. Ha valamely esetben Gx ф 1, akkor az optimális gömbkitöltéshez tartozó 
XG orbit egy elemét az F а és így F(N(G)) alaptartomány határán kereshetjük, 
nulla, egy vagy kétdimenziós tartományban. 
e. Az optimális gömbkitöltéshez tartozó orbit legyen Xе opt. A szimmetria-
csoportja legyen Sym(X G opt . ) > G. Különösen érdekesek azok az esetek, amikor 
Sym(X G op t . ) = G, ha tehát optimális orbit karakterisztikus. Különben az op-
timum egy gazdagabb szimmetriacsoporthoz tartozó gömbelhelyezést eredményez. 
Látni fogjuk, hogy a bevezetésben szereplő 4 csoport közül a 3. ábra FdZm cso-
portjánál az optimális orbit karakterisztikus, a többi csoport esetében ez nem lesz 
igaz. 
5. Néhány tércsoport optimális gömbkitöl tésének meghatározása 
A most vizsgálandó tércsoportok mind egy nevezetes tetraéderhez, a szfenoid 
nevű tetraéderhez kapcsolódnak. A szfenoid a 6. ábrán látható módon keletkezik, 
csupa egybevágó lapokból áll és szemközti két egység hosszú éleinél 90°-os, a többi 
v/3 hosszú éleinél 60°-os lapszögek vannak. Ezt a tetraédert a lapsíkjaira tükrözve 
és ezt ismételve egy térkitöltést kapunk, amelyhez az F43m jelű tércsoport tartozik. 
További tércsoportokat kapunk, ha az előbbi tetraédert önmagába vivő másodrendű 
forgatásokkal bővítjük az előbbi síktükrözések által generált F43m tércsoportot. 
Olyan gömbrendszereket vizsgálunk, amelyekben a gömbkitöltés bármely két elemét 
egy előbbi csoportnak pontosan egy eleme viszi egymásba. Az ilyen gömbkitöltést 
egyszeresen tranzitívnak nevezzük. 
Tekintsük tehát a szfenoidot és használjuk a 6. ábra jelöléseit. 
6. A P43m tércsoport optimális gömbkitöl tése 
Bővítsük az F43m tércsoportot a t = MN tengely körüli másodrendű forga-
tással, ami a szfenoidot önmagára képezi le. Ekkor kapjuk a 2 о F43m = F43m 
tércsoportot (2. ábra). E tércsoport optimális gömbkitöltésének meghatározása a 
következő probléma megoldását igényli: 
Keressük az ABCD tetraéderben elhelyezkedő azon két gömböt, amelyekre 
teljesül: 
a. nem nyúlnak egymásba 
b. egymásból t körüli 180°-os forgatással származtathatók 
c. sugaruk maximális. 
Jelöljük 3-vel az ABCD tetraéder által tartalmazott tetszőleges gömböt, y'-vel 
ennek a t körüli 180 fokos elforgatottját. 
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i. A g' gömböt is tartalmazza az ABCD tetraéder. 
ii. A g gömb nem metszhet bele <-be. 
iii. Az ABCD tetraéder szimmetriáira hivatkozva és utalva a 4.b és 4.с pon-
tokra, elegendő a maximális sugarú g gömb középpontját a metrikus normalizátor 
alaptartományában, például az AF3CM tetraéder pontjai között keresni, leszámítva 
az AMC háromszöglemezt. Hiszen az ABN síkra a CDM síkra való tükrözések, 
továbbá a szemközti 60°-os lapszögű élek felezőpontjait összekötő tengelyek körüli 
2-forgások az ABCD tetraédert és az N M 2-forgás tengelyét is önmagába viszik. 
N(PÀ1m) = 7m3m, melynek egy alap tartománya az AF3CM tetraéder ([4]). 
A m a x i m á l i s s u g a r ú g g ö m b k ö z é p p o n t j á n a k és s u g a r á n a k m e g h a t á r o z á s a 
Megsejtjük, hogy melyik lesz a maximális sugarú g gömb, majd egy tetsző-
legesen választott g gömböt a sugarának nem csökkentésével el jut tat juk a sejtett 
gömbbe. 
Sejtés: 
Az optimális g gömb az, amelynek középpontja az M NC háromszög-
lapon van és érinti az ANC és а САМ síkokat továbbá t tengelyt is. 
Válasszunk egy tetszőleges g gömböt, középpontja legyen O. Keressünk olyan 
mozgatásokat, amelyek a g gömböt sugarának nem csökkentésével e l ju t ta t ják a 
sejtett optimális gömbbe! 
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Mozgatások 
Legyen a g gömb középpontja, O, az M NC háromszöglemezen. 
Növeljük a g gömb sugarát folytonosan az О pont körül. Ha ezen növelés során 
először a CM szakaszt vagyis az ABC lapot érinti, akkor y-t mintegy gurítsuk le az 
ABC lapon úgy, hogy a CM szakaszon maradjon az érintési pont. Addig guruljon, 
amíg NM-et nem érinti. Ezt a lépést megtehetjük, hiszen O-nak a CNA illetve a 
CDB lapoktól való távolsága növekedett, miközben az ABC laptól való távolsága 
változatlan maradt. Tehát eljutottunk egy olyen yi gömbbe, amely érinti í-t és az 
ABC síkot. Ezekután yi-et az M pontból középpontosan kinagyítjuk, amíg nem 
érinti az ANC, illetve a CBD lapokat (7. ábra). 
Ha a g gömb sugarának folytonos növelése során először í-t érinti, cikkor a 
következő eljárást vegezzük: Mozgassuk y-t MN-nel párhuzamosan úgy, hogy az 
érintési pont az M N szakaszon maradva M felé közelítsen. Ezt megtehetjük, hi-
szen ezen mozgatásnál az О pont távolsága az ANC illetve a CBD lapoktól nő — 
eljutunk egy í-t és az ABC lapot érintő gömbhöz. Ezt M-ből kinagyítjuk addig, 
amíg az ANC és a CBD lapokat nem érinti (8. ábra). 
На a y gömb növelésekor először az ANC illetve a CBD lapokat érinti, akkor 
a y gömböt a CM-mel párhuzamosan mozgatjuk — O-nak az ABC síktól való 
távolsága nem változik az ANC illetve a CBD lapoktól való távolsága pedig nő, 
mert nő a y-nek a CA egyenestől való távolsága. A y gömböt addig gurítjuk le, amíg 
nem érinti a í tengelyt. Ezután az előző bekezdés módszerét alkalmazva eljutunk a 
„sejtett" gömbbe (9. ábra). 
7. ábra 8. ábra 9. ábra 
így ha az О pontot a CMN háromszöglapon választottuk, akkor sejtésünk 
helyesnek bizonyult. 
Most válasszuk az О pontot, (figyelembe véve a ö.iii. észrevételét) az AMF3C 
tetraéder pontjai közül, leszámítva az AMC háromszöglapot. 
Ha y a sugarának a növelése során először az ABC lapot érinti, akkor moz-
gassuk y-t Aß-vei párhuzamosan, úgy hogy középpontja, 0 , rákerüljön az AF3C 
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szögfelezősíkra. Ezt megtehetjük, hiszen O-nak az abc laptól való távolsága ál-
landó, í-től való távolsága nő és pontosan addig tart a mozgás, amíg az anc lapot 
nem érinti. 
Tegyük fel, hogy g sugarának növelése során először t-t érinti. Alkalmazzunk 
olyan mozgatást, amely В —• A irányú és addig végezzük, amíg az О pont az AF3C 
szögfelezősíkra nem kerül. 
Tehát tetszőleges g-hez tudunk olyan mozgatást alkalmazni, amely g sugarának 
nem csökkentésével a középpontját az AF3C háromszöglemezre vitte. (Ha az О pont 
az AF3C háromszöglapon van, akkor a következő pontot alkalmazzuk. 10. ábra) 
6 . 1 . L E M M A . Legyenek a, b kitérő egyenesek, a normái transzverzális szaka-
szuk végpontjai rendre A és В. Ha egy С pont az а egyenesen az A ponttól 
(adott irányba) távolodik, akkor c-nek a b egyenestől való tábvolsága monoton 
nő (11. ábra). 
Bizonyítás. Legyen ac2 nagyobb mint ac\ — legyen a C,-ből b-re állított me-
rőleges talppontja Di (i = 1, 2). 0,-ből (b, A) síkjára bocsátott merőleges talppontja 
ei (i — 1,2). d\c\e\ és d2c2e2 derékszögű háromszögekben die\ = d2e2 és 
e1c1 < e2c2 ezért d1c1 < d2c2. 
Ezzel a lemmát beláttuk. 
Bármelyik О gömbközéppontot bejuttattuk az AF3C háromszöglemezre а д 
gömb sugarának csökkentése nélkül. Az abcd tetraéder szimmetriáiból adódóan 
nyilvánvaló, hogy az О pontot választhatjuk az F1F3C háromszöglemez pontjaiból 
(10. ábra). 
Mozgassuk az о pontot az AC-vei párhuzamosan úgy, hogy a cm n három-
szöglemezre kerüljön. A 6.1. lemma értelmében az О pont távolsága a t egyenestől 
10. ábra 11. ábra 
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nő, az anc és az amc síkoktól való távolsága nem változik, ezért a mozgatás 
végrehajtható. Ezekután a 6. fejezet mozgatásaival eljutunk a „sejtett" gömbbe. 
Tehát egy tetszőleges g gömböt sugarának csökkentése nélkül eljuttattuk a 
„sejtett" gömbbe, így az lesz a maximális sugarú a feltételeknek eleget tevő gömb. 
A gömbkitöltés sűrűsége 
A előzőek szerint az о pontnak az m nc háromszöglapon a CF3 szakaszon és 
az n mc szög szögfelezőjén kell lennie. Legyen r a keresett sugár. Az о pontnak 
MN-re való merőleges vetülete O'. 
Legyen mn = 1. Nyilván o ' f 3 = \ és f3m = f (12. ábra). 
А . Ы . В 
12. ábra 
2r 7Г 1 
M OO haromszögbol: = tg — = innen 6
 1 + r 6 8 l + \ /2 
1 2v2- 1 „ „„, 
r = : - ----- — й О, 2C1. 
1 + 2-y/2 7 
A gömbkitöltés sűrűsége: 
v, \r3iг 
6 = -z-2— = - 2 — = 4г3тг = 0, 224. IL+ I 
2 V T 3 
így meghatároztuk a 2 о Е 4 3 т = P43m tércsoport optimális gömbkitöltését, és 
megadtuk annak a sűrűségét. 
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7. A PnZm tércsoport optimális gömbkitöltése 
Használjuk a korábban alkalmazott jelöléseket (6. ábra). Bővítsük az F43m 
tükrözéscsoportot a négy elemű diédercsoporttal. Ezt a 222 jelű csoportot az F1F3 
és MN körüli másodrendű forgatások generálják. A tércsoport jele 222 о FiZm = 
PnZm. 
E tércsoport oiptimális gömbkitöltésének a meghatározásánál most már csak 
azt emeljük ki, hogy az ABCD tetraéderben elhelyezkedő négy egymásba nem nyúló 
gömböt az F1F3 és M N körüli 180 fokos forgatás páronként egymásba viszi. 
Jelöljük <7-vei az ABCD tetraéderben elhelyezett gömböt, amely érinti F1F3 
egyenesét és CM A illetve CNA lapokat, továbbá О középpontja a CF3 szakaszon 
л/3 
van. A g gömb sugara: r = — Sí 0, 251. 
2(\/6 + 1) 
Forgassuk el a y gömböt F1F3 körül 180 fokkal úgy, hogy a középpontja az A F3 
szakaszra kerüljön, legyen ez a gömb gx. Majd g-t és gx-et forgassuk el MN körül 
180 fokkal, ekkor g képe legyen g2 és gx képe legyen g3. Legyen a g' gömb közép-
pontja O' (»' = 1,2,3). Nyilvánvaló, hogy ezen négy gömböt az ABCD tetraéder 
tartalmazza, továbbá, hogy ezekre teljesülnek a 7. probléma feltételei. 
Az optimalitás bizonyításában felhasználjuk a következő lemmát. (Az MN 
у з 
tengelyű r = — sugarú henger az 00x0203 tetraéderből núnden csúcsnál 
2(\/6 + 1) 
levág egy szögletet.) 
7.1 LEMMA. AZ О0хО2О3 tetraéderben az О és О 1 csúcsoknál az előbbi mó-
don keletkezett szögletek tetszőleges két pontjának távolsága kisebb vagy egyenlő 
mint OOx = 2г. 
Az optimalitás bizonyítása a 6. pontban ismertetett módszerrel történik, ezért 
a bizonyítást nem részletezzük. 
A PnZm tércsoport optimális gömbkitöltésének sűrűsége: 
V, | r 3 i r , 
S = j-Z- = ^ j — = 8r ír S 0, 398. 
4 VT g 
Következmény. A 7. probléma megoldása a 4 о FáZm = Í4Zm tércsoport op-
timális gömbkitöltését is megadta. Az 743m tércsoport az FÄZm tükrözéscsoport 
négyelemű 4 csoporttal való bővítésével keletkezett. A 4 csoportot az M N körüli 
negyedrendű forgatás és ponttükrözés kompozíciója generálja, így az M N körüli 
másodrendű forgatás is hozzátartozik. Az iiZm tércsoport optimális gömbkitöltése 
és annak a sűrűsége megegyezik a PnZm csoportéval. 
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8. Az FdZm tércsoport optimális gömbkitöltése 
Használjuk a korábbi jelöléseket és a 7. pont eredményeit. A 2oF43m = FdZrn 
tércsoport az F43m tércsoport F1F3 körüli másodrendű forgatással való bővítésével 
keletkezett. 
a. Ezen tércsoport optimális gömbkitöltésének meghatározásánál olyan ABCD 
tetraéderben elhelyezkedő két gömböt tekintünk, amelyek nem nyúlnak egymásba, 
és egymásból F1F3 körüli 180 fokos forgatással származtathatók. 
%/3 
b. Nyílván az О és O' középpontú r = sugarú gömbök eleget tesz-
2(V6 -I- 1) 
nek a fenti feltételnek. Látható, hogy ha lenne kedvezőbb két középpont azt az 
0010203 tetraéderből kell választani, továbbá ezen két gömbközéppont távolsága 
F1F3 ez akasztói nagyobb kell, hogy legyen mint r. Azonban az 0010203 tetraéder 
benne van egy F1F3 tengelyű r sugarú hengerben, vagyis az О és O1 középpontú r 
sugarú gömböknél kedvezőbb elhelyezés nincs. 
у 
Az optimális gömbkitöltés sűrűsége: S = y-^- S 0,199. 
2 vt 
Kiemeljük, hogy az optimális gömbkitöltésnek mint gömbrendszernek is Fd3m 
a szimmetriacsoportja. 
így egy meglepően ritka optimális sűrűségű gömbkitöltést kapunk. 
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O P T I M A L E K U G E L P A C K U N G E N U N T E R E I N I G E N R A U M G R U P P E N 
J . SZIRMAI 
In der Arbe i t w e r d e n vier e in lach trans i t ive K u g e l p a c k u n g e n untersucht : d .h . so l che Ku-
g e l s y s t e m e , d e r e n S y m m e t r i e g r u p p e e ine g e g e b e n e kr i s ta l lographische R a u m g r u p p e i s t , ferner, z u 
zwei b e l i e b i g e n K u g e l n der P a c k u n g g ibt es g e n a u e in E l e m e n t der g e g e b e n e n R a u m g r u p p e , d a s 
die ers te K u g e l in d ie z w e i t e über für t . 
D i e s e v ier R a u m g r u p p e n РАЗт, Fd3m, РпЗт, / 4 3 m (s iehe z . B . i m [4]) kann m a n d u r c h die 
E r w e i t e r u n g der S p i e g e l u n g s g r u p p e E 4 3 m (Abb. 1. m i t e i n e m e i n e m spl ienoidaJen F u n d a m e n t a l -
bere i ch ) g e w i n n e n . 
In der A r b e i t b e s t i m m e n wir die o p t i m a l e n K u g e l p a c k u n g e n u n d ihre m a x i m a l e n D i c h t e n 
für die o b e n e n vier G r u p p e n m i t s y n t h e t i s c h e n Hi l f smi t t e ln . E s sche int s ich e ine in teressante 
A n o r d n u n g s u se in , d ie zu der g r u p p e Fd3m gehört , d e n n d iese A n o r d n u n g h a t e ine sehr kle ine 
m a x i m a l e D i c h t e 0 . 1 9 9 . 
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A H Ő V E Z E T É S I E G Y E N L E T É S N U M E R I K U S M E G O L D Á S Á N A K 
K V A L I T A T Í V T U L A J D O N S Á G A I * 
I . A Z E L S Ő F O K Ú K Ö Z E L Í T É S E K N E M N E G A T I V I T Á S A 
F A R A G Ó I S T V Á N , H A R O T E N H A R I T O N , K O M Á R O M I N Á N D O R , P F E I L T A M Á S 
Budapest 
Egy fo lytonos feladat numerikus megoldási módszerének lényeges tulajdonsága, hogy a kon-
vergencia mel let t a megoldásfüggvény legfontosabb kvalitatív tulajdonságai átöröklődjenek az 
egyes numerikus megoldásokra, mivel ezek a tulajdonságok alapvető m ó d o n jel lemzőek a foly-
tonos feladatra. Cikkünk első részében a parabolikus típusú, másodrendű, lineáris parciális diffe-
renciálegyenlet fontosabb kvalitatív tulajdonságait fogalmazzuk meg, m a j d ezek közül a nemnega-
tivitási tulajdonságnak a numerikus megoldás során történő megőrzésére adunk m e g feltételeket. 
E b b e n a részben a feladat térbeli diszkretizálására lineáris véges elemeket illetve az ismert véges 
differenciás sémákat alkalmazzuk. Megvizsgáljuk a kérdést a különböző peremfeltételekre, i l letve 
a térben kétdimenziós feladatra is. 
1. Bevezetés 
A parabolikus típusú, másodrendű, lineáris parciális differenciálegyenlet az 
egyik leggyakrabban vizsgált és alkalmazott matematikai modell. Numerikus meg-
oldásának alapvető követelménye a konvergencia, azaz, hogy a numerikus megol-
dások sorozata — valamilyen értelemben — konvergáljon a folytonos feladat meg-
oldásához. A különböző módszerekre általában ezt a kérdéskört szokás tárgyalni. 
Ugyanakkor lényeges, hogy a folytonos feladat megoldásának legfontosabb kvalita-
tív tulajdonságai átöröklődjenek az egyes numerikus megoldásokra, hiszen ezek a 
tulajdonságok alapvető módon jellemzőek nemcsak a folytonos feladatra, hanem a 
modellezett fizikai jelenségre is. 
Cikkünkben — az ismert eredményeket összefoglalva illetve újakat adva — az 
utóbbi kérdéskörrel foglalkozunk. így mi nem foglalkozunk az alkalmazott numeri-
kus sémák konvergenciájának kérdésével, ez több helyen is megtalálható, [4], [16], 
[21]. 
A cikk két részből áll. 
Az első részben a folytonos feladat fontosabb kvalitatív tulajdonságaival, majd 
ezek közül a nemnegativitási tulajdonság numerikus megoldásra történő megmara-
dásával foglalkozunk. 
Az első fejezetben összefoglaljuk az általános alakú parabolikus, lineáris, má-
sodrendű feladatok legfontosabb kvalitatív tulajdonságait és megfogalmazzuk ezeket 
*A dolgozat a T 4385 s z á m ú O T K A kutatási program keretében készült. 
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a speciális, hővezetési feladatokra is. A második fejezetben a térbeli diszkretizációra 
a lineáris véges elemeket, míg az időbelire a jól ismert egylépéses, egyparaméteres 
sémát alkalmazzuk. Megvizsgáljuk a nemnegativitás kérdését a különböző peremfel-
tételekre, illetve a térben kétdimenziós feladatokra is. A térbeli felosztás számának 
függvényében mondunk ki szükséges és elégséges feltételeket a véges differenciás 
illetve véges elemes térbeli diszkretizációkra. 
1. A megoldás kvali tatív tu la jdonságai 
Ebben a fejezetben az egy- és többdimenziós homogén hővezetési egyenlet és a 
hozzá tartozó ún. vegyes feladat megoldásának egyes jól ismert kvalitatív tulajdon-
ságait foglaljuk össze, majd az időbeli monotonitás kérdésével foglalkozunk. 
Legyen n G íl С 1 " korlátos, sima peremű tartomány, valamint T G 
Ж
+
 vagy T = +oo esetén QT '•= (О ,T ) x íl. Tekintsük a következő másodrendű 
parabolikus egyenletet: 
C - D < ' . * ) е < 3 т , 
i = l 1 
ahol и G C1,2(QT) П C(QT)- AZ egyenlet egy megoldásának legnagyobb értékéről 
szól a jól ismert maximumelv (bizonyítása megtalálható a [3] vagy [19] könyvben), 
amely szerint ha и az (1.1) egyenlet megoldása, akkor и a maximális értékét felveszi a 
zárt alaplapon vagy a zárt paláston is, azaz a ({0} x Ö)U([0, T] x 3Í2) halmazon is. A 
maximumelvet и helyett —u ra elmondva a megoldás legkisebb értékére vonatkozó 
hasonló állítás kapható. 
A általánosabb alakú egyenletekre és tartományokra vonatkozó maximumelv 
megtalálható FRIEDMAN [7] és SMOLLER [19] könyvében. Ezen eredmények speciáüs 
esete az, hogy az (1.1) egyenlet jobb oldalából x-nek egy tetszőleges nemnegatív 
függvényét levonva a maximumelv állítása érvényben marad. 
Jelölje í í0 := {0} x il a qt tartomány alaplapját, Гт := [Ü, t ) x <90 pedig 
a palástját! Legyen uo az íl tartományon, g pedig а Гт palást lezártján adott 
folytonos függvény. Az (1.1) egyenletet az 
(1.2) u(0,x) = uo(x); x G íl 
kezdeti feltétellel és az 
(1.3) u(t, x) — g(t,x); t G [0, T], x G <9Í1 
peremfeltétellel első (Dirichlet-) peremfeltételű vegyes feladatnak hívjuk. 
Az (1.1)—(1.3) vegyes feladat megoldásának egyértelműsége a maximumelv egy-
szerű következményeként adódik. A maximumelv kisebb átfogalmazása az alábbi 
állítás. 
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1.1. KÖVETKEZMÉNY. Ha az (1.1)—(1.3) vegyes feladatnak van megoldása az 
uq > 0 és д > 0 feltételek mellett, akkor az и megoldás is nemnegatív. 
Legyen az П С M" tartomány pereme háromszor folytonosan differenciálha-
tó (n — l)-dimenziÓ8 felület. Tegyük fel, hogy az щ és д egyesítéseként kapható 
{lo U Гт-п adott függvény előáll egy / £ C2,3(QT) П C(QT) függvény leszűkítése-
ként. 
1.1. TÉTEL. A megadott feltételek mellett az (1.1)—(1.3) vegyes feladatnak 
van megoldása a C1,2(Qt) П C(Qt) függvénytérben. 
Megjegyzés. Ha a kezdeti feltételt jelentő и о függvény nem folytonos, akkor a 
vizsgált vegyes feladatnak nyilvánvalóan nincs klasszikus megoldása. Ugyancikkor 
«о € és g £ LzÍTt) esetén létezik ún. gyenge megoldás (ld. pl. [18]), amire 
a homogén Dirichlet-peremfeltétel esetén szintén fennáll a nemnegativitási tulaj-
donság [10]. A vizsgált vegyes feladatnak cikkor sincs minden esetben klasszikus 
megoldása, ha a mellékfeltételként szereplő uo és g függvényről megköveteljük a 
folytonosságot. A Hölder-folytonos függvény definícióját bevezetve az 1.1. tétel fel-
tételeinél általánosabb esetben is igazolható a klasszikus megoldás létezése (ld. pl. 
F R I E D M A N [ 7 ] ) . 
Legyen most h > 0 a <90-n adott folytonos függvény, valamint g £ C( IY) . Az 
(1.1) egyenletet az (1.2) kezdeti és a 
( 1 . 4 ) dvu(t,x) + h(x)u(t,x) = g(t,x), < € [ 0 , T ] , x £ Ő O 
peremfeltétellel harmadik peremfeltételes vegyes feladatnak nevezzük (itt v jelölte 
a tartományból kifelé mutató normális irányt). 
Speciálisan, ha h = 0, akkor második (Neumann-) peremfeltételes vegyes fel-
adatról van szó. 
SMOLLER [19] 10.1. tételéből nyilvánvalóan adódik, hogy az (1.1), (1.2), (1.4) 
vegyes feladatra is érvényes az 1.1. következményhez hasonló nemnegativitási tulaj-
donság. 
1 . 2 . K Ö V E T K E Z M É N Y . Tegyük fel, hogy az О С Ж " tartomány pereme egyszer 
folytonoséin differenciálható. Legyen uo > 0, д > 0 és h > 0. Ha az (1.1), (1-2), 
(1.4) vegyes feleidatneik van megoldása, akkor az is nemnegatív. 
Legyen az О С ffin tartomány pereme kétszer folytonosan differenciálható 
(n—l)-dimenziós felület. Legyen h £ C(dfi), д £ C ( f r ) és u0 £ C(Ö). 
1.2. TÉTEL. AZ előbbi feltételek mellett az (1.1), (1.2), (1.4) vegyes feladatnak 
vein megoldása a C1,2(Qt) П C0 , 1(QT) függvénytérben. 
Ennek bizonyítása szintén megtalálható F R I E D M A N [ 7 ] könyvében. 
Tekintsük az (1.1) egyenletet T = -foo esetén az (1.2) kezdeti feltétellel és az 
(1.6) u( í ,x) = 0, < > 0 , x e d ü 
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homogén első peremfeltétellel. FRIEDMAN [7] általánosabb parabolikus egyenle-
tekre vonatkozó eredményének speciális eseteként kapjuk, hogy az (1.1), (1.2), (1.6) 
vegyes feladat megoldása t —> +oo esetén nullához tart x-ben egyenletesen az О 
halmazon. Ez más szavakkal azt jelenti, hogy a megoldás t —+ +oo esetén fi-beli 
maximumnormában tart a nullához, azaz érvényes a következő állítás. 
1.3. KÖVETKEZMÉNY. Ha az (1.1), (1.2), (1.6) vegyes feladat megoldása u, 
sikkor 
lim max{ |u(t, x)| : x G 0 } = 0, 
i—>+oo 
azaz a t >—• u(t, • ) függvény C(Ú)-beli maximumnormában nullához tart, ha t —* 
+00. 
Igazolható ( P F E I L [ 1 3 ] ) , hogy a 
hm u(t,x) = 0, x G il 
t—»+oo 
konvergencia minden rögzített x G ü esetén megfelelően nagy t-re monoton. Emel-
lett, ha az uo függvénynek a homogén peremfeltétellel ellátott Laplace-operátor 
sajátfüggvényei szerinti Fourier-sorában az első együttható nullától különböző, cik-
kor található olyan T > 0, hogy tetszőleges x G П mellett a t • u(t,x) függvény 
szigorúan monoton a [T, +oo) intervallumon [13], [14]. Amennyiben az uo függvény 
első Fourier-együtthatója nulla, úgy a T monotonitási küszöb nem adható meg x-től 
függetlenül egyenletesen [13]. 
Most vizsgáljuk az (1.1), (1.2), (1.6) homogén peremfeltételű vegyes feladatot 
a (0, L) egydimenziós intervallumon. Ebben a speciális esetben a következő tétel 
nemcsak a fenti tulajdonságú T létezését mondja ki, hanem egyben becslést is cid 
rá. 
Legyen uo G C5[0, L], és szinuszos Fourier-sorának első együtthatója (£i) kü-
lönbözzön nullától. Legyen továbbá К := max{|uQ5^(x)| : x G [0, L]j. 
1 . 3 . T É T E L . Ha A kezdeti feltételt megadó UQ függvényre teljesül u0 G С 5 [ 0 , L], 




 Щ ё Г Р 
mellett minden rögzített x G (0, L) esetén a t >-* u(t, x) függvény szigorúan monoton 
fogy a [T, +00) intervallumon, ha uo első Fourier-együtthatója pozitív; ha pedig ez 
negatív, akkor a vizsgált függvény szigorúan monoton növő. 




(1.7) u(t,x) = sin (f ,x) G [0,+00) x [0,L], 
i=l 
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o(x) = £ t k a i n — x, X G [0, L]. 
k=1 
Az (1.7) Fourier-sor t szerint tagonként differenciálható a tagonkénti deriválással 
kapott függvénysor egyenletes konvergenciája miatt, így 
du, . v - ^ k2n2 k'"3t . k n , .„ 
= TT-' s in—X, (f,x) G (O.+oo) x (0, i ) . 
t= i 
A sort tovább alakítva kapható 
du, , 7Г2 7Г / -> it3 
(1-8) «) = - x ï e - ^ sin
 z x ( б + e тгг g ^ - ф ) , 
(f ,x) G (0,+oo) X (0, L). 
sin ^ -x 
Legyen Д ( х ) := — — , aliol x G (0, Z-), it G N + . Teljes indukcióval igazolha-
sin ^ 
tó, hogy | Д | < к a (0, L) intervallumon, ezért tetszőleges t > 0 esetén az (1.8) 
formulában szereplő sor a következőképpen becsülhető: 
(1 .9 ) 
1 = 2 
< Х > 3 | д | . 
k=2 
Mivel uo G C 5 [ 0 , L], valamint U Q ' ( O ) = UQ^L) = 0 t = 0 , 2 , 4 esetén, így parciális 
integrálásokkal az и о függvényre az intervallum szélein kirótt feltételek miatt 
(k = j u0(x)sin ^-x dx = j u'0(x) cos ^-xdx 




ahol К := max { |4 5 ) (x ) | : x G [0,L]}. Ezért az (1.9) egyenlőtlenségben szereplő 
mindkét sor konvergens, továbbá 
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Fennáll sign (jff-(t,x)) = — sign(£i), ha az (1.8) formulában a zárójelben álló kife-
jezés előjelét £x határozza meg. Ez teljesül, amennyiben érvényes 
- з 4 t K L b 
e 3x3 < Ы 
L2 , KLb  
t > ÎZÎ lo8 
- 3x2 6 3 | G k 3 ' 
Megjegyzés. A kezdeti feltételt megadó «о függvényről további simaságot fel-
téve más eredmények is kaphatók T-re. 
Megjegyzés. Ha tio első szinuszos Fourier-együttliatója nulla, és £p jelöli az 
első nullától különböző Fourier-együtthatóját, cikkor bármely , к = 
1, 2 , . . . , p intervallum kompakt részhalmazához adható meg a monotonitási küszöb 
x-től függetlenül [13]. 
Az előzőhöz hasonló tétel kapható a térben többdimenziós téglatesten mega-
dott (1.1), (1.2), (1.6) homogén peremfeltételű vegyes feladat megoldására. Kétdi-
menzióban például a következőképpen szól az állítás, amely az előzőhöz hasonlóan 
igazolható. 
Legyen П := (0, L) x (0 ,M) , ahol feltehető, hogy L < M. Az ezen a kétdi-
menziós téglalapon adott négyzetesen integrálható és a homogén első peremfeltételt 
teljesítő függvények terében a 
(1.10) j s i n ^ x i sin ^ x 2 : j ,Jfc<EN+j 
függvényrendszer teljes ortogonális rendszert alkot. 
Tegyük fel, hogy u0 € C l o ( [0 , L] x [0, M]). E függvény (1.10) rendszer szerinti 
Fourier-sorának együtthatóit jelölje f j t - Legyen továbbá 
K* := max Ő
10U0 С с 
л
х1>хг) dbx\dbx2 : ( * i , * a ) € [0,L] x [ 0 , М ] | . 
(A fenti simaságot a kétváltozós megoldásfüggvény Fourier-együtthatóinak az elő-
zőhöz hasonló becslése teszi indokolttá.) 




függvények ( j , Jb) = (2, 0), (4,0), (0,5), (2,5), (4,5) eseten eltűnnek a (0, L) x (0, M) 
téglalap peremén, továbbá ф 0, akkor 
M2 , 2L3M5K* 
Зх
2
 * to* + 
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mellett minden rögzített (xj , x2) G (0, L) x (0, M) esetén a t u(t, x\, x2) függvény 
szigorúéin monoton fogy a [T*, +oo) intervallumon, ha и о ebő Fouier-együtthatója 
pozitív, ha pedig ez negatív, akkor a vizsgált függvény szigorúan monoton növő lesz. 
Az 1.3. és 1.4. tétel következménye az, hogy ha a kezdeti feltételt megadó 
függvény első Fourier-együtthatója nullától különböző, akkor a megoldás oszcillá-
ciómentes, azaz rögzített x G (0, L), illetve (х1,хг) G (0,L) x (0, M ) esetén a 
t t—• u(t,x), illetve t H-+ u(t, Xi, X2) függvények zérushelyei halmazának csak cikkor 
torlódási pontja +00, ha egy t érték fölött a vizsgált függvény azonosan nulla. Az 
alábbi eredmény ennek általánosítása, ami speciális esete [13] 2. tételének. 
1 . 4 . K Ö V E T K E Z M É N Y . AZ Í2 С sima peremű tartományon adott ( 1 . 1 ) , 
(1.2), (1.6) vegyes feladatban minden 1 £ fi esetén megadható olyan T > 0 szám, 
hogy az и megoldással képzett t >-* u(t, x) függvény monoton a [T, +00) intervallu-
mon. 
Ebből következően az и megoldás oszcillációmentes. 
A homogén peremfeltételű vegyes feladat megoldásával képzett t <• u(t,. ) függ-
vény nemcsak а С(П) tér normájában, hanem közismerten Z,2(íl)-normában is mo-
noton fogyó, ahogy ezt a következő állítás mutatja. 
1 . 5 . T É T E L . A Z fi С Г sima peremű tartományon vizsgált ( 1 . 1 ) , ( 1 . 2 ) , ( 1 . 6 ) 
homogén peremfeltételű vegyes feladat megoldása L2(D)-normában monoton fogyó. 
A megoldás Z,2(fl)~normában való monotonitása a [13] dolgozatban definiált 
általánosabb homogén peremfeltételű parabolikus vegyes feladat esetén is teljesül. 
2. A numerikus megoldás nemnegativi tása 
Ebben a részben megvizsgáljuk, hogy a folytonos feladat előzőekben ismertetett 
nemnegativitási tulajdonsága milyen feltételek mellett öröklődik át a numerikus 
megoldásra. (Az ilyen tulajdonságú sémákat monoton sémáknak is szokásos nevezni 
[17]-) 
Tekintsük a továbbiakban a 
(2 .1) . E ( 0 . Ц , 0 0, 
(2.2) u(x,0) = tio(x), x G (0, L); 
(2.3) u (0 ,0 = «(£,«) = 0; 
egydimenziós, lineáris, parabolikus típusú feladat numerikus megoldását. 
Először állítsuk elő a (2.1)—(2.3) probléma numerikus megoldását a véges dif-
ferenciák módszerével az 
(2.4) n f c l T {(«i ,0) . Xi = ih, h — L/(n + 1), i = 0 , 1 , . . . , « + 1, 
tj = jr, г > 0 , j = 0 , 1 , 2 , . . . } 
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ekvidisztáns rácshálón. A jól ismert approximációk alkalmazásával az u (x i , t j ) pon-
tos megoldás у[ közelítését megkaphatjuk a következő lineáris algebrai egyenlet-
rendszer megoldásával: 
( 2 . 5 ) . - 2 < f + + ( 1 . T ) w t , - ы + á -
i = 1,2, . . . , n ; 3 = 0 , 1 , . . . ; 
(2.6) y?-=«o(*i); i = l , 2 , . . . , n; 
(2.7) ^o = í / n + 1 = 0 , j = 0 , l , 2 , . . . , 
ahol 7 G [0,1] valamilyen tetszőleges, rögzített paraméter [17]. Jelölje y3 a j-
edik időréteghez tartozó ismeretlenek vektorát, azaz az [xj[, y^ , . . . , t/£]T n-dimenziós 
oszlopvektort. Ekkor a (2.5)-(2.7) feladat felírható 
(2.8) W + ^ W ; 3 = 0 , 1 , 2 , . . . ; 
(2.9) y° adott 
alakban, ahol Xi és X2 az alábbi, n x n méretű, egyenletesen kontinuáns mátrixok: 
Xi := tridiag[—Г7//12; 1 + 2ry/h2; -ту/к2]; 
X 2 := tridiag[(l - у)т/к2; 1 - 2 r ( l - y)/h2; (1 - y)r/h2]. 
(Az (1.7) feltételből közvetlenül adódó T/q = = 0 értékeket nem vesszük be az 
egyenletbe.) 
Feladatunk a következő: milyen, a r-ra és Л-ra vonatkozó feltételek mellett 
öröklődik át a (2.1)-(2.3) feladat megoldásának nemnegativitása a (2.8)-(2.9) fela-
dat teljes diszkretizációval szolgáltatott megoldására? 
A numerikus megoldás nemnegativitásának szükséges és elégséges feltétele, 
hogy a nyilvánvalóan invertálható X i mátrix inverzének és az X2 mátrixnak a 
szorzata nemnegatív legyen, azaz az 
(2.10) X := X ^ 1 • X 2 
mátrixra teljesüljön az 
(2.11) X > 0 
feltétel. Ehhez egy elégséges feltétel, ha a szorzatban szereplő mindkét mátrix 
nemnegatív. 
Jelölje 
(2.12) q = r/h2. 
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Az X - 1 > 0 feltétel teljesüléséhez egy elégséges feltétel, ha az X i mátrix M-mátrix 
[23], ami esetünkben y és q tetszőleges megengedett értéke esetén automatikusan 
teljesül. Az X2 > 0 feltétel a 
9 < л7Т~~—75 ha 7 e [0,1); (2.13) - 2(1 - 7 ) ' 1 " 
q tetszőleges, ha 7 = 1 
feltételt jelenti. így (2.13) egy elégséges feltétele a (2.8) séma nemnegativitásának 
[17]. A fent szereplőnél nagyobb felső korlát is megadható elégséges feltételként. 
Megengedve az X2 mátrix főátlójában lévő elemek nennegativitását, LORENZ, J. [11] 
eredményeit felhasználva STOYAN, G. [20] megmutatta, hogy n > 2 esetén az alábbi, 
(2.13)-nél élesebb elégséges feltétel is megadható a vizsgált séma nemnegativitására: 
^ щ
 ; 
(2Л4) q < 1/2, ha 7 = 0; 
q tetszőleges, ha 7 = 1. 
Megmutatható, hogy n növelésével ezek a korlátok növelhetők [6], ugyanakkor a 
korlátok sorozata lineáris sebességgel monoton konvergál a 
(2.15) 27(1 - 7)q2 + (2 - 4 7 ) ? - 1 + A < 0, 
(2.16) A = (2q(l-7)~ Vl+47? 
q-ra vonatkozó egyenlőtlenség megoldását jelentő szükséges feltételhez. Mindemel-
lett, tetszőleges, rögzített n esetén az Xi mátrix továbbra is M-mátrix marad. 
Megjegyzés. A fenti eredmények az 
du û2 y 
âif = + X e (o,i), < > 0, 
u(x,0) = u0(x); ®€[0 ,L] ; 
u(0, t) = u(L, t) = 0; < > 0 , 
inhomogén típusú (2.1) egyenlet numerikus megoldásának nemnegativitására is köz-
vetlenül alkalmazhatók. Erre a feladatra ugyanis (2.5) helyett a 
yj+1-yj + ,
 ri .vi+i-ivî + jt-i , 
r 7 h2 II2 + 7<'T 
1 = 1 , 2 , . . . , » » ; .7 = 0 , 1 . . . 
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lineáris algebrai egyenletet kapjuk, ahol az új tag az inhomogenitást jelentő / függ-
vény (xí , tj ) rácspontban értelmezett valamilyen approximációját jelenti. Ha az 
/ függvény nemnegatív, akkor természetes elvárás, hogy az approximációja ezt a 
tulajdonságát megőrizze, azaz 
> 0, ahol + i = ( / / + ' ) G Ж" 
teljesüljön. Ekkor (2.8), (2.9) helyett időrétegenként az 
(2.17) X l 2 / + 1 = X2y»' + / ' + > ; j = 0 , 1 , 2 , . . . . 
(2.18) y° adott 
feladatot oldjuk meg. Mivel Xj"1 > 0, így a homogén feladatra megfogalmazott 
eredmények az inhomogén feladatra is érvényesek maradnak. 
Áttérünk a (2.1)-(2.3) feladat véges elemes megoldására (részletesebben [4]). 
A teljes diszkretizálást két lépésben hajtjuk végre. 
a. Először a térbeli diszkretizációt haj t juk végre, amelynek során a szemidiszk-
rét approximációt 
n 
(2.19) u n (x , í ) = £ > ? ( < ) # • ( * ) 
í=i 
alakban keressük, ahol </>"(x) (í = 1 , 2 , . . . , n) valamely Яц(0, L)-beli véges elemes 
bázisfüggvény-rendszer. Az egyelőre ismeretlen a" ( t ) együttható-függvényeket az 
dan(t) (2.20) M—-^-Á + Q t t»(í) = 0; t > 0, dt 
(2.21) a(0) = a ° 
Cauchy feladat megoldásával kaphatjuk meg, ahol M és Q adott, n x n méretű 
konstans mátrixok, az ismeretlen o"( í ) vektor komponensei az a"(t) függvények, 
pedig a kezdeti függvény (2.19) szerinti approximációjából származtatott, adott 
vektor. 
b. A (2.20)-(2.21) feladat numerikus megoldására az egyparaméteres (egylépé-
ses) módszert választjuk. Ekkor az 
(2.22) M a 3 + ~ a l + Q(TO J + 1 + (1 - 7 ) 0 / ) = 0 
t 
lineáris algebrai egyenletrendszert nyerjük, ahol a ° > 0 adott vektor, 0 < 7 < 1 adott 
szám, továbbá a3 jelöli az a( í) vektor tj = jr időrétegen való approximációját. 
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Vezessük be a 
(2.23) 
X i := (M + r 7 Q ) 
X 2 := M — r ( l — 7 ) Q 
és a (2.10) jelöléseket. Nyivánvalóan a (2.23) séma nemnegativitásának szükséges 
és elégséges feltétele az X / 1 • X 2 > 0 egyenlőtlenség. Tegyük fel, hogy uо adott, 
L2(0, L)-beli függvény és $i(x) az i-edik lineáris bázisfüggvény. Ekkor 
M = (Л/6) 
4 1 0 
1 4 1 
0 
1 4 
Q = ( l / h ) 
2 - 1 0 
-1 2 - 1 
0 
- 1 2 
ahol Л = L/(n + 1), továbbá, a° = u o K ) К = ih, i = 1, 2 , . . . , n). Könnyen 
látható, hogy ekkor X i és X 2 a következő szimmetrikus, egyenletesen kontinuáns 
mátrixok: 




Xi = z tridiag[—1; p; -1 ] , 
X 2 = tridiag [s;p;s], 
(2.26) z:=qy---, p:= 
6
 79 ~ g 
b. ha qy = akkor 
(2.27) X i = E és X2 = tridiag[ç; 1 — 2q;q], 
(Itt E az egységmátrix, q a (2.12) alatt értelmezett hányados.) (Megjegyezzük, 
hogy a fenti előállítás csak n > 3 esetén érvényes. A z n = l é s n = 2 eseteket külön 
tárgyaljuk.) 
A továbbiakban explicit alakban előállítjuk az X = Xx 1 • X 2 mátrixot. Vezes-
sük be a 
(2.28) в = arch (p/2) 
jelölést és tegyük fel, hogy ti > 3. A [5] dolgozatban megmutattuk, hogy a fenti 
numerikus megoldás tetszőleges nemnegatív kezdeti feltétel esetén csak a 
(2.29) 1 qy > — 4 1
 - 6 
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feltétel mellett maradhat nernnegatív. Ekkor viszont p > 2 és így 
(2.30) (ХГ1)!,; = { 7 . j . ha í < j 
"íj,it ha i > j 
ahol 
(2.31) 
( R Ó Z S A , [ 1 6 ] ) . 
Ez azt jelenti, hogy az X szimmetrikus mátrix elemei 
(2.32) ( X ) í j = ( j i j - i + 7iJ+i)s + 7ijP'i ha i < j, 
(2.33) (X),-,,- = ( 7 . - 1 , . ' + 7i,í+i)s + 7 Í , « p , (i — 1 , 2 , . . . , n). 
A későbbiekben szükségünk lesz a z n = l é s n = 2 esetek tárgyalására is. Közvetlen 
számolással könnyen belátható, hogy n = 1 esetén: X = 7i,ip; míg n — 2 esetén 
2 . 1 . L E M M A . H A valamely q > 0 és y £ [ 0 , 1 ] esetén a ( 2 . 2 9 ) egyenlőtlenség 
teljesül, akkor az X mátrix valamennyi íőátlón kívüli eleme pozitív. 
Bizonyítás. Először tekintsük az n = 2 esetet. Ekkor 
Mivel 2sch0 + p = ps + p — q/ (7q — | ) > 0 , így az állítás n = 2 esetén igaz. 
Most tegyük fel, hogy n > 3. A yq = 1/6 esetén X = E és az állítás triviális. Ha 
qy > 1/6, akkor egyszerű számolással adódik, hogy 
ami az állításunkat jelenti. 
2 . 2 . L E M M A . На valamely q > 0 és 7 £ [ 0 , 1 ] esetén a ( 2 . 2 9 ) egyenlőtlenség 
teljesül és az X mátrix diagonális elemei közül az első nernnegatív, akkor valamennyi 
diagonális eleme nernnegatív. 
Bizonyítás. Ha 97 — 1/6, akkor X diagonális elemei egyenlők, így az állítás 
triviális. Hasonlóan nyilvánvaló az állítás az n = 1 és n = 2 esetekre is. Ezért a 
L«72,2+P72,l S72.1 +P72.2. 
Áttérünk az X mátrix struktúrájának vizsgálatára. Tegyük fel, hogy n > 2. 
X = 
(X)i,2 = «71,1 +P71.2 =
 g h 3 6 , (2g -chfl + p). 
sh в 
(2.34) ( X ) , j = Hj(ps+p), 
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továbbiakban elegendő a qy > 1/6 és n > 3 esetet vizsgálni. A (2.33) összefüggésből 
látható, hogy (Х)гд = (X) n i„. így elegendő belátni, hogy az 
( 2
-
3 5 ) ( X K l =
 s h 0 . s h ( n + l ) ö - 0 
összefüggésből következik az 
( 2
-
3 6 ) ( X ) <
- ' - sh0sh(n + 1)0 ' B 
sh(iô) sh(n + 1 - i)9 
(i = 2, 3 , . . . , n — 1) kifejezés nemnegativitása; azaz, ha 
akkor minden i = 2, 3 , . . . , n — 1 esetén a 
(2.38) ß > 0 
egyenlőtlenség is teljesül. Mivel s > 0, így az у •—• s • y + p függvény szigorúan 
monoton növő függvény, ezért elegendő belátni, hogy 
(2 TOI sb(n - 1)0 ah(i - 1)0 ah(n - 1)0 
{
 ' sh (пв) - sh(i'Ö) sh(n + 1 - i)6 
érvényes minden i = 2 , 3 , . . . , n — 1 értékre. Tekintsük a 
sh(< — 1)0 sh(n —1)0 , , „ (2.40) f ь-. \ Í É , n , ö > 0 v
 ' sh (te) sh(n + 1 - < ) 0 ' 1 ' J ' 
leképezést! Mivel ez a leképezés differenciálható, a deriváltjából közvetlenül megha-
tározható, hogy az [l ;(n + l)/2] intervallumon szigorúan monoton növekszik, míg 
az [(n + l) /2, n] intervallumon szigorúan monoton csökken, ami az ( X ) i i = (X)„ i t , 
összefüggést figyelembevéve éppen a bizonyítandó állítást jelenti. 
Mivel 
(2.41) «„(*,-, t j ) = a{, 
ezért a 2.1. Lemma és a 2.2. Lemma eredményeit felhasználva közvetlenül megfogal-
mazhatjuk a lineáris véges elemes séma valamely adott, rögzített felosztás melletti 
nemnegativitásának szükséges és elégséges feltételét. 
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2.1. TÉTEL. Legyen n £ N egy rögzített felosztásszám. Ekkor tetszőleges 
nemnegatív kezdeti függvény esetén a numerikus megoldás pontosan akkor marad 
nemnegatív, amikor (X) i i, > 0, azaz teljesül az 
sh(n - 1 ) 0 p 
2.42 \ > > -V-, ha n > 2; 
sh(n0) s 
(2.43) p > 0; ha n = 1 
egyenlőtlenség. 
Megjegyzés. Mivel s > 0, ezért a fenti feltétel feírliató 
sh(n — 1)0 p 
2-44 \ t ' > - - , " > 1 
sh(n0) s 
alakban is. 
Bár a 2.1. Tétel szükséges és elégséges feltételt mond ki, a gyakorlatban nehe-
zen kezelhető. Ennek egyrészt az az oka, hogy a numerikus megoldás során nem egy 
rácshálón oldjuk meg a feladatot, hanem azok sorozatán és így az n szám rögzítése 
eltér a valós körülményektől. Másrészt, további problémát jelent a feltétel alakja. 
Egy olyan feltételrendszer megadása lenne célszerű, amely a megválasztandó lépés-
közre (azaz a h és т paraméterre) jelent közvetlen korlátozást. 
A továbbiakban áttérünk ezek vizsgálatára. Vegyük észre, hogy 
s h ( n - l ) 0 
sh(n0) v ' 
így (2.44) alapján X elemei pontosan akkor nemnegatívak, ha 
(2.45) ch 0 — cth(n0) - sh 0 > — —. 
s 
Mivel az a(n) := ch 0 — cth(n0) • sh 0 sorozat szigorúan monoton növekszik, ezért vi-
szonylag egyszerűen megadhatók feltételek (2.44) tejlesülésére. Ugyanis, ha a ( l ) > 
P , . . . 
— , altkor ez szükséges és elégséges feltétele annak, hogy minden n-re (2.44) telje-
süljön. Ez a p > 0 feltételt jelenti. 
2.2. TETEL. Tetszőleges n G N és kezdeti közelítés esetén a lineáris véges 
elemes séma nemnegativitásának az 
(2.46) — < q < 1 
6 7 - - 3(1 - 7 ) 
egyenlőtlenség szükséges és elégséges feltétele. 
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Megjegyzés. A (2.46) feltétel megegyezik az [5] cikkbeli feltétellel, de ott csak 
az alsó korlát szükségességét mutattuk ki. 
Megjegyzés. Ez tétel azt jelenti, hogy minden n esetén a séma pontosan ak-
kor tar t ja meg a nemnegativitást, ha Xi M-mátrix, X 2 pedig nemnegatív mátrix. 
Továbbá, hogy ebben az esetben a nemnegativitást csak a 7 > 1/3 sémák őrzik 
meg. 
Megjegyzés. A (2.46) feltételben szereplő fekő becslés egyben a séma nemne-
gativitásának elégséges feltétele tetszőleges n > 2 esetén. 
Tegyük fel, hogy n > 2. Ekkor a nemnegativitás szükséges és elégséges feltétele 
az 
(2.47) a(2) > - V -
s 
egyenlőtlenség. Mivel 
(2.48) a(2) = 
sh(20) 2 éh в x' 
így egyszerű számolással nyerhető a következő 
2.3. TÉTEL. Tetszőleges n > 2 és kezdeti közelítés esetén a lineáris véges 
elemes séma nemnegativitásának a 
(2.49) - 1 < у < 3 ( - l + 2 T ) + v / 9 - 1 6 7 ( 1 ^ ) 
V
 ' 6 7 - ' - 1 2 7 ( 1 - 7 ) 
szükséges és elégséges feltétele. 
Nyilvánvaló a (2.49) fekő becslése tetszőleges n > 3 esetén egyben a séma 
nemnegativitásának egy elégséges feltétele k. Láthatóan az felosztások számának 
növelésével a fekő korlátok sorozata к növekszik. A növelhetőség korlátjára vonat-
kozik a következő 
2.4. TÉTEL. Legyen n £ N tetszőleges felosztásszám. Ekkor minden nemnega-
tív kezdeti függvény esetén a numerikus megoldás csak akkor maradhat nemnegatív, 
ha az adott 7 esetén q kielégíti a 
(2.50) 7(1 - 7)q2 - ^(1 - 27)9 + L + С < 0; 
6 36 
(2.51) C:= 2 ^ 7 « + (1/12) ( (1 - y)q - 1 
egyenlőtlenséget. 
Bizonyítás. Az n növelésével az a(n) sorozat szigorúan monoton módon tart a 
ch в — sh в határértékhez. így (2.44) alapján tetszőleges n esetén a nemnegativitás 
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szükséges feltétele 
(2.52) cli 0 — sh 0 > — ^  
í jakban adható meg. Vegyük észre, hogy 
ch в - sh в = exp(—0) = exp(— arch(p/2)) = 
- 1 
így a (2.52) feltételből a jelöléseink figyelembevételével közvetlenül a tétel állítását 
nyerjük. 
Nyilvánvaló, hogy ez a nemnegativitásnak egy olyan szükséges feltételrendszere, 
amely tovább nem csökkenthető. 
Vegyük észre, hogy n növelésével az a(n) felhasználásával megadott elégséges 
feltételek sorozata olyan gyorsan tart a szükséges feltétel által meghatározott felső 
korláthoz, mint amilyen gyorsan a cth(n0) sorozat tart az n növelésével l-hez. Ez 
a konvergencia viszont igen gyors! Ugyanis 
(2-53) cth(n0) = l + ^ — A — ^ 
és mivel p > 2 miatt 
' 2 
ezért látható módon a cth(n0) értékei már viszonylag kis n esetén is közel vannak 
egyhez, azaz viszonylag kis n esetén is elégséges feltétel korlátja közel van a szükséges 
feltétel határához. 
A véges differenciás diszkretizációhoz hasonlóan, a nenmegatív jobboldalú in-
homogén diffenciálegyenlet esetén a fenti feltételek mellett a véges elemes diszk-
retizáció is megtartja a megoldás nemnegativitását. Ez könnyen belátható, ha fi-
gyelembevesszük, hogy a (2.29) szükséges feltétel éppen az Xj"1 > 0 tulajdonságot 
biztosítja. 
A elsőfajú peremfeltétellel kitűzött parabolikus feladatok numerikus megoldá-
sára vonatkozó nemnegativitási eredmények jól alakalmazhatók a másod- illetve a 
harmadrendű peremfeltételek esetén is. Tekintsük a továbbiakban a (2.1) egyenletet 
és a (2.2) kezdeti feltételt az 
(2.54.) u(0, <) = ^ M = 0 , t > 0 
illetve a 
(2.55) ц(0, t) = d u { 1 ' + cu(L, t) = 0, < > 0 
ox 
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peremfeltételekkel, ahol с > 0 adott állandó. 
A továbbiakban azzal a kérdéssel foglalkozunk, hogy a (2.1), (2.2), (2.54) illetve 
a (2.1) (2.2) (2.55) feladatok 1.3. Kövekezmény szerinti nemnegativitási tulajdon-
sága milyen feltételrendszer esetén öröklődik át a lineáris véges elemes térbeli illetve 
az egylépéses sémát alkalmazó időbeli diszkretizációval nyert numerikus megoldásra. 
A fenti eljárással a szemidiszkretizáció után mindkét feladatra egy (2.20), (2.21) tí-
pusú Cauchy-feladatot kapunk, ahol a (2.54) második peremfeltétele esetén a 
Г4 1 0 0 
1 4 1 0 
M . i 0 
0 1 4 1 
0 0 1 2 J 
Г 2 - 1 0 
- 1 2 - 1 
< 4 о 
0 - 1 2 - 1 
0 - 1 1 J 
alakú ]Rnxn-beli; míg a (2.55) harmadik peremfeltétel esetén 
Г4 1 0 0 
1 4 1 0 
M . i 0 
0 1 4 1 
0 0 1 2J 
< 4 
Г 2 - 1 0 
- 1 2 - 1 
-1 2 - 1 
- 1 1 + c. 
alakú ]R("+1)x("+1).beli mátrixok. 
A fenti feladatok numerikus megoldására ismételten alkalmazzuk az egylépé-
ses, 7-paramétere8 sémát. Megőrizve a korábbi jelöléseket, az X mátrix nemnega-
tivitására vonatkozóan, az X / 1 és az X2 mátrixok nemnegativitásának elégséges 
feltételeit megadva a következő tétel kapható [8]: 
2.5. TÉTEL. Tegyük fel, hogy a (2.1), (2.2), (2.54) feladat diszkretizációjára a 
(2.56) J _ 1 
- з(ГТУ 1 > 7 > 3 
feltétel, míg a (2.1), (2.2), (2.55) feladatéra a 
(2.57) _L < 1 1 + ch 
67 - 4 - 3(1 — 7)(1 + ch) ' 3 T d i - 1 -
feltétel teljesül. Ekkor a numerikus séma megőrzi a kezdeti feltételt leíró függvény 
nemnegativitását. 
Megjegyezzük, hogy a fenti tételben (2.56) illetve (2.57) a numerikus megoldás 
nemnegativitásának elégséges feltételei. 
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A folytonos megoldás nemnegativitása, mint azt az első fejezetben már láttuk, 
többdimenziós térbeli feladatokra is érvényes. A továbbiakban az erre vonatkozó 
lineáris véges elemes numerikus sémára adunk meg olyan elégséges feltételt, amely 
ezt a tulajdonságot átörökíti. 
Tekintsük a következő, síkbeli parabolikus feladatot: 
(2.59) u(x,y,0) = uo(x,y); 0 < x < L, 0 < y < L, 
(2.60) u(x, 0, t) = u(x, L, t) = u(0, y, t) = u(L, y,t) = 0; 0 < ж, y < L, t> 0. 
A szemidiszkrét megoldás meghatározásához kétféle eljárást választottunk: először a 
(2.61) <J>ij(x,y) = <f>i(x)<t>j(y); i,j = l,n 
alakú, téglalapokon értelmezett, egydimenziós bázisfüggvények Descartes-szorzatát; 
másodszor pedig a 
f 1 - (Xi - x)/h - (yj - y)/h x,y£ űCj.r 
1 - ( X i - x ) / h x,y£ 
1 - (Vj - y)/h 
1 + (Xi - x)/h + (yj - y)/h X,ye Díj-
 4 
(2.62) 
1 + (*! - x)/h 
1 - (yj - y)/h x>yedij,* 
alakú bázisfüggvényeket választottunk, ahol D^ •
 k (k = 1 , . . . , 6) az előző felosztás 
téglalapelemének további, háromszögekre történő alkalmas felosztása. (Rész-
leteket illetően lásd [12].) 
Tekintsük először a (2.61) típusú függvényeket! Mint a korábbiakban, ebben 
az esetben is a szemidiszkretizáció egy (2.20), (2.21) alakú Cauchy problémát ered-
ményez, ahol a(t) az ismeretlen, n2 dimenziós vektor, míg M és Q a következő, 
blokk-tridiagonális, n2 x n2 méretű mátrixok: 
M = h2 t r id iag[M 2 ,Mi ,M 2 ] ; 
Q = tridiag[Q2, Qi , Q2]. 
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Itt M i , M 2 , Qi , Q2 € ffinx" adott tridiagonális mátrixok és alakjuk 
M i = tridiag 
M 2 = tridiag 
Qi = tridiag 
Q 2 = tridiag 
A fenti Caucliy-feladat numerikus megoldására ismételten alkalmazzuk az egylépéses 
sémát. Megőrizve a korábbi jelöléseket, ezúttal is az X mátrix nemnegativitására 
vonatkozó elégséges feltételeket adunk meg. 
Tekintsük azt a legtriviálisabb elégséges feltételrendszert, amikor is a ( 2 . 2 3 ) 
jelölések szerinti X 2 mátrix nemnegatív, míg az Xi mátrix M-mátrix. Könnyen 
ellenőrizhetően ekkor a következő állítást kapjuk. 
2 . 6 . T É T E L . Tekintsük A ( 2 . 5 8 ) - ( 2 . 6 0 ) feladatot. Ha A ( 2 . 6 1 ) alakú bázisfügg-
vényeket alkalmazó véges elemes térbeli- illetve az egylépéses módszert alakalmazó 
időbeli diszkretizációs eljárás paramétereire teljesül az 
1 4 1' 
.9 ' 9 ' 9. > 
' 1 1 1 ' 
36' 9 ' 36 ) 
' 1 8 1' 
3 ' 3 ' " 3 . 
' 1 1 1 
_ 3 ' 3 ) ~ ~3 
(2.63) 1 1 
6 ( 1 - 7 ) ' 1 > 7 > 
feltétel, akkor a numerikus megoldás tetszőleges időrétegen megőrzi a kezdeti függ-
vény nemnegativitását. 
Tekintsük most a (2.62) típusú bázisfüggvényeket! Ekkor a (2.20), (2.21) alakú 
Cauchy problémában a mátrixok a következő alakúak: 
M = tridiag Л2 [M3, M i , M 2 ] ; 
M i = tridiag 
M 2 = tridiag 
M 3 = tridiag 
1 1 1 




12 ' 12 
Q = tridiag [ E , Q i , E ] ; 
Qi = tridiag [ - 1 , 4 , - 1 ] . 
Megismételve a (2.61) típusú függvényeknél ismertetett gondolatmenet, a következő, 
elégséges feltételrendszert szolgáltató állítás adható meg: 
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2 . 7 . T É T E L . Tegyük fel, hogy A ( 2 . 5 8 ) - ( 2 . 6 0 ) feladat numerikus megoldására 
a 2.6. Tételben leírt módszert alkalmazzuk A ( 2 . 6 2 ) bázisfüggvényekkel. Ekkor, ha 
az eljárás paramétereire teljesül a 
,„ - 3 + y/M 1 2 4 + 8 Y T 4 
( 2 - 6 4 ) — — < q < —- < 7 < 1 
V
 ' 1 2 7 ~ 8 ( 1 - 7 ) 3 6 + 8V/L4 ~ 
feltétel, akkor a módszer tetszőleges időrétegen megőrzi a kezdeti ííiggvény nernne-
gativitását. 
Végezetül megjegyezzük, hogy S T O Y A N [20] egydimenziós esetre vonatkozó 
eredményeihez hasonlóan, a ( 2 . 6 3 ) és ( 2 . 6 4 ) becslések L O R E N Z [11] eredményeinek 
felhasználásával tovább javíthatók [8]. 
Köszönetnyilvánítás. A szerzők köszönetüket fejezik ki Rózsa Pálnak a másod-
rendű közelítésekkel kapcsolatos lineáris algebrai problémák megoldásában, illetve 
Stoyan Gisbertnek a numerikus nemnegativitás kérdéskörében nyújtott segítségéért. 
Megköszönik továbbá Tóth Jánosnak a cikk elkészítéséhez adott hasznos tanácsait. 
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K O M Á R O M I N Á N D O R 
A G R Á R T U D O M Á N Y I E G Y E T E M 
A G R Á R M A R K E T I N G T A N S Z É K 
2103 G Ö D Ö L L Ő 
P Á T E R K Á R O L Y U. 1. 
T H E D I F F E R E N T I A L E Q U A T I O N O F T H E H E A T T R A N S F E R 
A N D Q U A L I T A T I V E P R O P E R T I E S I T S N U M E R I C A L S O L U T I O N S : 
I . T H E N O N N E G A T I V I T Y O F T H E F I R S T O R D E R A P P R O X I M A T I O N S 
I . F A R A G Ó , H . A . H A R I T O N , N . K O M Á R O M I AND T . P F E I L 
T h e m o s t i m p o r t a n t r e q u i r e m e n t t o t h e n u m e r i c a l m e t h o d s — b e s i d e s t h e c o n v e r g e n c e — is 
c o n s e r v i n g t h e m o s t c h a r a c t e r i s t i c q u a l i t a t i v e p r o p e r t i e s of t h e s o l u t i o n of t h e o r i g i n a l p r o b l e m t o 
t h e n u m e r i c a l s o l u t i o n s . I n t h e first p a r t of t h e p a p e r we f o r m u l a t e t h e m o s t i m p o r t a n t q u a l i t a t i v e 
p r o p e r t i e s of t h e s o l u t i o n of l i n e a r s e c o n d o r d e r p a r a b o l i c p r o b l e m s . W e g ive t h e n e c e s s a r y a n d 
s u f f i c i e n t c o n d i t i o n s of c o n s e r v i n g t h e n o n n e g a t i v i t y of t h e n u m e r i c a l s o l u t i o n s . W e e x a m i n e t h e 
finite d i f f e r e n c e m e t h o d a n d t h e finite e l e m e n t m e t h o d w i t h l i n e a r e l e m e n t s . W e c o n s i d e r n o t o n l y 
t h e o n e d i m e n s i o n a l p r o b l e m s w i t h first b o u n d a r y c o n d i t i o n s b u t b o t h t h e p r o b l e m s w o t h d i f f e r e n t 
b o u n d a r y c o n d i t i o n s a n d i n t w o d i m e n s i o n a l , t o o . 
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A HŐVEZETÉSI EGYENLET ÉS NUMERIKUS 
MEGOLDÁSÁNAK KVALITATÍV TULAJDONSÁGAI* 
П. A MÁSODFOKÚ KÖZELÍTÉS NEMNEGATIVITÁSA, 
A MAXIMUM ELV ÉS AZ OSZCILLÁCIÓMENTESSÉG 
F A R A G Ó I S T V Á N , H A R O T E N H A R I T O N , K O M Á R O M I N Á N D O R , P F E I L T A M Á S 
B u d a p e s t 
C i k k ü n k m á s o d i k r é s z é b e n — a z e lső r é s z b e n m e g f o g a l m a z o t t c é l n a k m e g f e l e l ő e n — t o v á b b i 
k v a l i t a t í v t u l a j d o n s á g o k a t v i z s g á l u n k m e g . E l ő s z ö r a k v a d r a t i k u s v é g e s e l e m e s m ó d s z e r n e m n e -
g a t i v i t á s á r a v o n a t k o z ó s z ü k s é g e s és e légséges f e l t é t e l e k e t f o g a l m a z z u k m e g , m a j d a l i n e á r i s v é g e s 
e l e m e s s é m a i d ő b e l i m o n o t o n i t á s á n a k f e l t é t e l é t a d j u k m e g , az I>2 és a m a x i m u m n o r m á k b a n . 
V é g e z e t ü l a n u m e r i k u s m e g o l d á s o s z c i l l á c i ó m e n t e s s é g é n e k f e l t é t e l é t a d j u k m e g a l i n e á r i s v é g e s 
e l e m e s s é m á k r a . 
1. Bevezetés 
A dolgozat első részében megvizsgáltuk az elsőfokú véges elemes bázisfüggvé-
nyekkel nyert térbeli approximáció és az egylépéses véges differenciás időbeli appro-
ximáció által kapott numerikus megoldás nemnegativitásának feltételét. (Cikkünk 
második részében az első rész formuláira „l/sorszám" jelöléssel hivatkozunk.) 
A véges elemek módszerének különböző változatai ismeretesek, amelyek a kon-
vergens numerikus megoldássorozat előállításának módszerében térnek el egymástól: 
1. a közelítés fokszámának változatlan hagyása mellett a tartomány felosztásá-
nak finomításával („h-verzió"); 
2. a közelítő polinom fokszámának növelésével („p-verzió"); 
3. a tartomány finomításának és a közelítő polinomok fokszámát egyszerre nö-
veljük („h-p verzió"). 
. . . Dolgozatunkban mi csak a h-verzióval foglalkozunk. Ugyanakkor megje-
gyezzük, hogy a h-p verzió egy viszonylag új és egyre szélesebb körben terjedő 
irányzat. Elterjedését elsősorban annak köszönheti, hogy a másik két verziótól 
eltérően exponenciális gyorsaságú konvergenciát biztosít. Ezidáig elsősorban a me-
chanikai számításokban, és ott is elliptikus feladatokra alkalmazták; a parabolikus 
feladatokra vonatkozó publikáció még viszonylag kis számban jelent meg [1], [2]. 
A h-verzió parabolikus feladatokra való alkalmazása (az első fejezetben tárgyalt 
módon) könnyen láthatóan a véges elemes sémák alkalmazhatóságára szab ki gya-
korlati korlátot. Az időrétegek száma ugyanis — a konvergencia feltételei miatt — 
általában négyzetesen növekszik térbeli felosztás finomításakor, ami viszont gyakran 
*A d o l g o z a t a T 4 3 8 5 s z á m ú O T K A k u t a t á s i p r o g r a m k e r e t é b e n k é s z ü l t . 
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a számítási igény jelentős növekedése miatt alkalmazhatatlanná teszi a sémát. Ezért 
különösen jelentősek azok a sémák, ahol az approximáció pontosságának növelését 
más módon, például a bázisfüggvények fokszámának növelésével érjük el. Ekkor 
természetesen újból megfogalmazódnak a korábbi kérdések. A továbbiakban azt a 
kérdést vizsgáljuk, amikor másodrendű bázisfüggvényeket alkalmazunk az (1/2.1)-
(1/2.3) feladat véges elemes megoldására. (Megjegyezzük, hogy ez nem a p-verziót 
jelenti, hiszen a konvergenciát a másodfokú elemekre alkalmazott h-verzióval érjük 
el.) 
Ebben a részben további kvalitatív tulajdonságok megőrzésének feltételeivel is 
foglalkozunk. Nevezetesen, a megoldásra vonatkozó maximum-elvet, illetve normá-
jának időbeli monotonitását, továbbá az oszcillációmentességet vizsgáljuk és felté-
telrendszereket adunk meg ezek biztosítására. 
2. A numerikus megoldás nemnegativi tása 
másodrendű bázisfüggvények esetén 
Ebben a részben azt a kérdéskört vizsgáljuk meg, hogy a folytonos feladat előző-
ekben ismertetett nemnegativitási tulajdonsága milyen feltételek mellett öröklődik 
át a numerikus megoldásra, ha a térbeli approximáció során a másodfokú spline 
függvényeket alkalmazzuk. Tekintsük tehát ismételten a 
(1/2.1) S = « € ( 0 , 1 ) , í > 0 , 
(1/2.2) u(x,0) = u0(x), x G (0, L); 
(1/2.3) u(0,<) = u(L,t) = 0; t > 0 
egydimenziós, lineáris , parabolikus típusú feladat numerikus megoldását. 





{(*<, í j) , xí = ih, i = 0 , 1 , . . . , n + 1, tj = jr, j = 0,1, 2 , . . . } 
ekvidisztáns ráccsal. A szemidiszkretizáció során térben másodfokú elemekkel köze-
lítve ismételten egy (1/2.) típusú Cauchy feladatot kapunk, amelyet az első részben 
ismertetett egylépéses véges differenciás módszerrel oldunk meg. Ekkor a teljes 
diszkretizáció meghatározásához ismételten egy 
(1/2.8) X i y»"+1 = X2y>; / = 0 , 1 , 2 , . . . ; 
(1/2.9) y° adott 
típusú lineáris algebrai egyenletrendszer megoldása szükséges, ahol Xi és X 2 az 
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alábbi felépítésű mátrixok: 
(2.1) X i = 
a b 
b с bd 
b a b 
db с b d 
bab 
d Ь с 
b 
X , = 
У V 
V IV rI z 
V у V 
Z V W V 2 
V у V 
Z V W V z 
V у V 
(2.2) 
a = 16/30 + 167g/3 
6 = 2 / 3 0 - 8 7 9 / З 
с = 8 / 3 0 + Н 7 9 / З 
d = - 1 / 3 0 + 79 /З 
у = 16/30 - 169(1 - 7 ) / 3 
t) = 2/30 + 8 9 ( 1 - 7 ) / 3 
te = 8/30 - 149(1 - 7 ) / 3 
z = - 1 / 3 0 - 9 ( 1 - 7 ) / 3 
(Megjegyezzük, hogy X j minden 9 = r/h2 > 0 és 7 € [0, 1] érték mellett létezik.) 
Feladatunk tehát a következő: т és h mely megválasztása mellett öröklődik 
át az (I /2.1)-(I /2.3) feladat megoldásának nemnegativitása (I /2.8)-(I /2.9) feladat 
teljes diszkretizációt szolgáltató megoldására? Ennek nyilvánvalóan szükséges és 
elégséges feltétele, hogy az X i mátrix inverzének és az X2 mátrixnak a szorzata 
nemnegatív legyen, azaz az 
(1/2.10) 
mátrixra teljesüljön az 
(1/2.11) 
X — X j 1 • X2 
X > 0 
feltétel. 
Legyen X i , X 2 G ]R(2»+i)x(2«+i). ( E z a feltétel elsősorban az X i mátr ix in-
vertálásánál játszik szerepet. A q és 7 paraméterekre vonatkozó vizsgálatot tehát 
páratlan méretre végezzük el, de hasonló eredménnyel megismételhető párosra is.) 
Az X i mátrix invertálásához vezessük be a következő jelöléseket: 
Г0 1 
1 0 1 
к = 1 0 1 к G 1й("+1)х("+1) 
1 о 
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P = 
1 0 о . . . 
0 0 1 о 











2п + 1)х(2п + 1) 
в , = 
1 0 . . . 
1 1 о 
О 1 1 
О О 1 Bi € (n + l)xn 
О 1 1 
О 1 
(Vegyük észre, hogy Bi téglalap alakú mátrix, továbbá, hogy P egy olyan permutá-
lómátrix, amelynek sorai rendre az ei, ез, . . . , егп+ъ E2> e4> • • •) e2n bázisvektorok. 
Tehát pl. ез harmadik eleme 1, az összes többi 0.) 





A = aE 
В = 6Bi 
С = b B [ 
D = cE + cfK 
(E G Ж("+1)х("+1) egységmátrix.) 
Mivel A - 1 és T - 1 létezik, ezért alkalmazható a 
(2.4) 
T - i = A "
1
 + A " X B ( D - C A _ 1 B ) _ 1 C A _ 1 —A _ 1 B(D - C A " 1 ) " 1 
- ( D - C A ~ l B ) _ 1 C A - 1 (D - С А _ 1 В ) - 1 
előállítás (pl.: Rózsa [16]). 
így a keresett inverzre 
(2.5) x í - í P T T - I 
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Végezzük el a (2.4)-(2.5) számításokat, azaz adjuk meg Xj"1 mátrixokat köz-
vetlen alakban! 
Legyen 
g = (b2 - ad)/a 
p = ag/b2 
sx = b2/a2 
s2 = -b/ga 
S3 = l/g 
p = (ac — 2b2)/(b2 — ad) 
(2.6) 
(2.7) 7 . J 
sh ío • sh(n -t-1 - j)e 
sh в • sh(n + 1)6» ' 
shjd • sh(n + 1 - i)d 
sh в • sh(n -I- 1)0 ' 
i < j 
i > j 
ahol 
(2.8) в - arch(p/2) 
Az Xj"1 mátrix előállítását az 1. mellékletben közöljük. Vegyük észre, hogy a 
mátrix az alábbi szerkezetű: 
- szimmetrikus; 
- a p paraméter csak a főátlóban, minden második sorban szerepel; 
- az első és az utolsó sortól eltekintve Xj j 1 elemeinek kiszámításához egy 
sorban legfeljebb kettő, illetve négy у,-j érték szükséges, és ez sorról-sorra 
változik. 
Látható, hogy a kvadratikus elemekkel történő közelítés esetén azt a legkézen-
fekvőbb elégséges feltételrendszert, amelyet a lineáris elemekkel való közelítésnél 
megadtunk — t.i. hogy az Xi egy M-mátr ix és X 2 neinnegatív mátrix — nem 
tudjuk kielégíteni, mert q és 7 valamennyi értéke mellett a z elem nemnegatív, így 
az X 2 > 0 feltételt nem tudjuk biztosítani. 
Igaz azonban az alábbi 
2.1. L E M M A . AZ X := Xj" xX 2 mátrix nemnegativitásának szükséges feltétele, 
hogy az Xi mátrix monoton legyen. 
Bizonyítás. Rövid számolással belátható, hogy a (2.6)-ban definiált g-re érvé-
nyes 
g = (b2- ad)/a = ((1 - 8qy) 2 + 176?272)/90а, 
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ami nyilvánvalóan pozitív szám. Ebből következik, hogy si és S3 nemnegatív. 
Az S2 szám előjelének vizsgálatához tekintsük — például — az ( X j i ^ elemet: 
(2.9) S27i,if + « 1 ( 7 1 , 1 + 71,2)3 + s2Ji,2V > 0. 
Tegyük fel, hogy b > 0. Ekkor azt kapjuk, hogy 
(2.10) yb > av 
Részletesen kiírva: 
(2.11) 16(1/30 - 9(1 - t ) / 3 ) ) • 2(1/30 - 497 /З) > 
> 16(1/30 + 97 /З) • 2(1/30 + 49(1 - 7)), 
amiből a számításokat elvégezve 
(2.12) 0 > 1 
ellentmondásra jutunk. 
Tehát szükséges a b < 0 feltétel, ami egyenértékű a 
(2.13) 9 > 1/(407) 
feltétellel. 
Mivel 6 < 0 esetén s 2 > 0 (lásd 2.6), ezért Xj"1 előállításából (lásd 1. számú 
melléklet) nyilvánvaló, hogy a (2.13) feltétel teljesülése esetén Xj^1 minden eleme 
nemnegatív. 
Vegyük észre, hogy a 6 < 0 feltétel 7 = 0 esetben nem teljesíthető, így igaz a 
2.2. L E M M A . На az ( I / 2 . 1 ) - ( I / 2 . 3 ) feladat megoldását az ( I /2 .22) - ( I /2 .23) sé-
mával számítjuk, akkor a megoldás ncmnegativitása másodrendíí bázisfüggvényeket 
alkalmazva 7 = 0 esetben nem érhető el. 
A továbbiakban X elemeinek előjelvizsgálatához Xj"1 és X 2 speciális szerkezete 
miatt vezessük be az alábbi elnevezéseket: 
' „nemteljes elem", ha t G {1, 2 ,2n ,2n + 1} 
„teljes elem", ha l G { 3 , 4 , . . . , 2n - 1} 
„öt-elem" , ha í páros 
„három-elem", ha í páratlan. 
(Például ( X ) M nemteljes három-elem, (Х)гд teljes öt-elem. Az elnevezések arra 
utalnak, hogy (Х)*д milyen skalárszorzat eredménye; azaz X2 f-edik oszlopa v, y, v 
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vagy z, V, w, V, z nemzérus elemeket tartalmazza. Nemteljesnek nevezzük pl. az 
(X) i i elemet, mert X2 első oszlopában y, v áll.) 
f „kettő-sor" eleme, ha к páros vagy 1 vagy 2n + 1 
( „négy-sor" eleme, egyébként. 
(Az elnevezések arra utalnak, hogy X / 1 megfelelő sorában az elemek legfeljebb 
kettő vagy négy 7 í j érték összegével adhatók meg.) 
Nyilvánvaló, hogy X szimmetrikussága miatt elegendő — például — a felső 
trianguluet vizsgálni. 
A továbbiakban vizsgáljuk meg az egyes elemek nemnegativitásának feltételét. 
Először a teljes elemeket majd a nemteljes elemeket tekintjük. Külön kell vizsgál-
nunk a főátló elemeit, mert (X),-,- számításakor 7 í j értéke (2.7) képletek szerint 
változik. 
— Teljes három-e lem, ket tő-sor 
Vegyük észre, hogy az első és az utolsó sort (к — 1 és к = 2n + 1) nem kell 
külön tárgyalnunk, mivel 
bs2 , bs3 
Si = es s2 = 
a a 
így (X) i7 > 0 pontosan akkor teljesül, amikor (Х)г,г > 0; és ugyanígy (X)2n,r > 0 
pontosan akkor igaz, amikor (Х)гп+1,г > 0 . (A 6 < 0 szükséges feltétel teljesül.) 
A vizsgált elem értéke részletesen kiírva: 
(2-14) s 2 j i j v + Si(7í,j + 7i,j+i)y + s2-yiij+1v > 0 
azaz 
(2.15) a v - y b > 0 
Ez megegyezik a (2.13) feltétellel. 
A számításokat a többi elemtípusra hasonlóan végezzük el. Elemi, de fáradságos 
úton belátható, hogy a (2.13) feltétel azonos az X mátrix következő, főátlón kívüli 
elemeinek nemnegativitási feltételével: 
- teljes három-elem, négy-sor, 
- teljes öt-elem, négy-sor, 
- nemteljes elemek. 
Hasonlóan igazolható továbbá, hogy a teljes öt-elem, kettő-sor nemnegativitási 
feltétele 
( 2 . 1 6 ) q > 7 / 6 О 7 
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azaz, ha (2.13) teljesül, akkor (2.16) is igaz. 
— A foátló e l emei 
Közvetlen számolással belátható, hogy a főátlóban a következő szimmetria ér-
vényesül: 
( X ) M = ( X ) 2 n + I , 2 n + I , ( X ) 2 , 2 = ( X ) 2 n , 2 n • • • azaz 
(2.17) ( X ) M = ( X ) 2 n + 2 
Az elemek kifejtésének összehasonlításával igazolható továbbá, hogy ha 
( X ) M > 0, akkor (Х)з,з, (X)s,5 . . . is nemnegatív; illetve (X)2 ,2 > 0 esetén 
(X)^f4, (Х)б,б . is nemnegatív. 
~ (X)2 2 n e m n e g a t i v i t á s a 
(2.18) S2D(2ti,I + 71,2) + «4(1071,1 + «71,2) > 0. 
Ha 711 és 71 2 értékét behelyettesítjük, akkor 
(2.19) sh(n - 1)0 _
 + a w _ 2 b v ^ o 
sh П0 
Megjegyzés. Bár a fenti feltétel szükséges és elégséges, a korábbi feltételekkel 
szemben nehezen kezelhető, mert: 
- a q és a 7 paraméteren túl n értékét is tartalmazza; 
- explicit egyenlőtlenséget q és 7 között 7,7 szerkezete miatt nem tudunk 
megadni. 
- (X)i i n e m n e g a t i v i t á s a 
(2.20) « 1 0 ( 7 1 , 1 + p) + « 2 0 7 1 , 1 > 0. 




 8 h ( t ; > ° ~yb2) -yad -h2y -
A (2.21) feltétel (2.19)-hez hasonló s t ruktúrájú. 
Emiatt a fenti feltételek teljesülését numerikusan vizsgáltuk. 
Eljárásunk a következő volt: 
- rögzítettük n és 7 értékét; 
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- q értékét Д9 = 0,01; 0, 001-es lépésközzel a (2.16) feltételből számít-
ható határtól indulva q = 25 értékig növeltük (a felső határt az alább 
a / pontban megadott monotonitás indokolta); 
- megállapítottuk (Х)хд és (Х)г,2 előjelét; 
- az eljárást megismételtük az n = 2 , 3 , . . . , 50 és a 7 = 0,1, 0,101, 
0,102, . . . , 0,999 értékekre. 
Számításainkat tíz decimális jegy pontossággal végeztük, és a következőket ta-
pasztaltuk: 
Rögzített n és 7 mellett tekintsük a 
4 ~ (X)r , I (9) 
és 
q ~ (Х)г,2(9)1 q € 
függvényeket. Ezek a függvények a következő tulajdonságokkal rendelkeznek: 
a / kezdetben szigorúan monoton nőnek, majd szigorúan monoton csökkennek; 
b / egyetlen 9^-gal jelölt zérushelyük van. 
Tekintsük a továbbiakban az 
" ^ q'n 
sorozatot. Erre teljesül, hogy 
с/ szigorúan monoton nő; 
d / felülről korlátos (n > 20 esetén а с/ pontban említett szigorú monotonitása 
csak a hatodik tizedesjegytől mutatható ki.) 
Vegyük észre, hogy a (2.19) és (2.21) feltételpár a lineáris bázisfüggvényekre 
vonatkozó (1/2.42) feltétellel hasonló szerkezetű; n növelésével egyre nagyobb felső 
határt ad 9-ra nézve (rögzített 7 mellett). Lineáris bázisfüggvények esetében azon-
ban csak az (X)i i elem korlátozza q növelését, másodrendű esetben pedig (X)p i 
és (X)2,2-
A (2.19) és (2.21) egyenlőtlenségekkel meghatározott paraméterhatárokat a 2. 
mellékletben közöljük. 
Az eredményeink alapján megállapíthatjuk, hogy rögzített 7 esetén q meg-
választását a (2.13) feltétel alulról, a (2.19), illetve (2.21) feltétel pedig felülről 
korlátozza. 
Részben elméleti megfontolásokkal, részben numerikus tapasztalatokkal tá-
masztható alá tehát a következő eredmény: 
S Z Ü K S É G E S ÉS E L É G S É G E S F E L T É T E L M Á S O D R E N D Ű B Á Z I S F Ü G G V É N Y E K R E . AZ 
(1/2.1)—(1/2.3) feladat végeselemes megoldásakor a q és a 7 paramétert úgy kell meg-
választanunk, hogy a (2.13), (2.19) és (2.21) egyenlőtlenségek teljesüljenek: így a 
megoldás nemnegativitása biztosítható. 
Alkalmazott Matematikai Lapok 17 (1993) 
1 3 2 F A R A G Ó I., H A R O T E N H., K O M Á R O M I N., P F E I L T . 
3. A véges elemes differencia-sémák m a x i m u m elve 
és időbeli monotoni tása 
Mint azt az első rész első fejezetében megmutattuk, a folytonos feladat и meg-
oldásából származtatott t i-+ ||u(- , í ) | | függvény (ahol || • || az L2(0, L) vagy C(0, L) 
normák egyikét jelenti) a legnagyobb értékét a t = 0 helyen veszi fel; valamint, 
hogy ez a függvény monoton csökken. A továbbiakban megvizsgáljuk, hogy ezek 
a tulajdonságok milyen feltételek mellett öröklődnek át a véges elemes numerikus 
megoldásra. Nevezetesen, olyan sémákat keresünk, amelyekre egyrészt teljesül a 
maximumelv, másrészt valamivel több is: a numerikus megoldás rögzített időré-
tegen vett normájának értéke az időrétegek szerint monoton csökkenő. A tovább-
iakban ezt a tulajdonságot időbeli monotonitásnak nevezzük, megjegyezve, hogy 
helyenként szokásos norma szerinti kontraktivitásnak is nevezni. 
A véges differencia sémákra vonatkozó eredmények megtalálhatók Samarskii 
[17] és Stoyan [20] munkáiban. Terjedelmi okokból mi nem térünk ki részletesen 
erre a kérdésre. 
Vezessük be a j-edik időrétegbeli véges elemes numerikus megoldásra az 
jelölést, azaz 
n 
(3.1) u{(x) = £ > ^ ( x ) , 
1=1 
ahol az (1/2.20), (1/2.21) Cauchy feladat а' megoldásvektorának í-edik kompo-
nense, 4>"(x) pedig a lineáris bázisfüggvény. Ekkor a fenti tulajdonságok az 
(3.2) I k + 1 | | < K I I 
egyenlőtlenséget jelentik. 
Először az I/2-beli esetet vizsgáljuk. 
3.1. T É T E L . Az (I/2.1)-(I/2.3) feladat L2-normában stabil véges différencias 
illetve véges elemes numerikus módszerei L2-normában időben monoton csökkenőek 
is. 
Bizonyítás. Tekintsük u3h spektrális alakban történő előállítását [22]. Jelölje 
Aj (i = 1,2, . . . n ) az M~lQ mátrix sajátértékeit, Sj(x) (i = 1,2, . . . , n ) pedig az 
ortonormált sajátvektor-rendszerét. Ekkor 
n 
(3.3) u[(x) = J2(u[,Si) • Si(x), 
i=l 
ahol (uj,,Sj) az L2(0, L)-beli skaláris szorzatot jelöli. Ekkor 
(3.4) u i + 1 ( x ) = ^ r 7 ( T A j ) k , S j ) . S j ( x ) , 
i=i 
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ahol 
(3.5)
 Г 7 ( Л ) : = ( 1 + 7 А ) - 1 ( 1 - ( 1 - 7 ) Л ) 
az (1/2.22) egyparaméteres módszernek megfelelő függvény. Mivel az L2-beli stabi-
litás jól ismert feltétele a 
(3.6) max |r(rA,)| < 1, 
l<i<n 
összefüggés [17], ezért a Bessel-egyenlőtlenség alkalmazásával az 
(3.7) | K + 1 | | 2 < X | r ( r A , ) K , S , ) | 2 < X l K , S , ) | 2 < | K h I2 
«=1 i=l 
L2-norma szerinti becslés nyerhető, ami a tétel állítását jelenti. 
Megjegyezzük, hogy a fenti tétel az (I/2.1)-(I/2.3) típusú, időben nem korlátos 
tartományon kitűzött differenciál-egyenletek numerikus sémáira vonatkozik. Ha a 
tartomány az időváltozó szerint is korlátos, akkor (3.6) már nem szükséges feltétele 
az L2-8tabilitásnak; a séma stabil marad 
(3.6a) max |r(rA,)| < 1 + 0(r) 
l<i<n 
esetén is [15]. Ekkor viszont az időbeli monotonitás nem feltétlenül teljesül. 
A maximum normabeli becslés előtt tekintsük az 




 !/o = Уп — 0 
alakú lineáris algebrai egyenletrendszert, ahol az együtthatókra teljesülnek az alábbi 
feltételek: 
(3.9) K I > o , K I > o , | c . | - K i - K I > 0 . 
Ekkor a megoldásvektorra érvényes az 
(3.10) IHlc < 
с 
egyenlőtlenség [17], ahol у és jj jelöli az y, és (ahol D, = С,- — A; — ő , ) kompo-
nensű vektorokat, továbbá valamely w E Ж" vektor esetén 
(3.11) I H l c = max К,-1 
!<»<n 
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3 . 2 . T É T E L . Tegyük fel, hogy 
1 (3.12) q < 
3 ( 1 - 7 ) ' 
Ekkor a véges elemes numerikus sémára (3.2) a maximum normában érvényes. 
Bizonyítás. Tekintsük a véges elemes numerikus sémát. Ekkor időrétegenként 
egy (3.8) alakú lineáris algebrai egyenletrendszert kapunk az 
„ h ту _ 2h 2ту 
(3.13) Aí = Bí = - - + - £ , Ci = — + 
értékekkel. 
Ha Ai — Bi = 0, cikkor Xi = /iE és ekkor az állítás nyilvánvalóan igaz. 
Tegyük fel most, hogy |A,| = | ö , | ф 0 és alkalmazzuk a (3.10) becslést a 
feladatra! Könnyen látható, hogy ekkor a (3.12) feltétel mellett (3.9) teljesül. Mivel 
Di = h, ezért 
(3.14) | |M + 1 | | c < Л " 1 | И | с . 
Másrészt, ugyancsak (3.12) következtében 
( 3 . l 6 ) 
ezért 
(3.16) IF/I < h max laÚ. 
' l<i<n ' 
Nyilvánvalóan (3.14) és (3.16) együttesen az 
(3.17) | | a*+4 | c < IKIIc 
egyenlőtlenséget adja. Figyelembevéve, hogy 
(3.18) uÍ(xi) = a{, 
ezért a (3.17) becslés a 
(3.18) max К+1(*,)1 < K(*.)l 
1<«<П 1<1<П 
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összefüggést jelenti. így a rácshálón a maximumelv teljesül. Végezetül, mivel Пд(х) 
szakaszonként lineáris, ezért a maximumát csak valamely csomópontban veheti fel. 
Mindez a tétel állítását igazolja. 
Vegyük észre, hogy a tételben szereplő (3.12) feltétel megegyezik a véges elemes 
séma nemnegativitására vonatkozó 
feltétel felső korlátjával. Ezért a nemnégativitási feltétel mellett a véges elemes 
séma pozitív értékeken keresztül időben monoton a maximum normában. 
4. A numerikus megoldás oszcillációmentcssége 
Mint arra már az első rész fejezetében (1.4. Következmény) utaltunk, a vizsgált 
parabolikus probléma megoldása végtelen időtartomány esetén oszcillációmentes. A 
továbbiakban megvizsgáljuk, hogy a numerikus megoldás mely feltételek mellett őrzi 
meg ezt a tulajdonságot. 
Először definiáljuk a numerikus megoldás oszcillációmentességét! Jelölje y3 — 
[vi > 2/2 > • - - > a numerikus megoldást a j-edik időrétegen. 
Definíció. Azt mondjuk, hogy a numerikus megoldás (időben) oszcillációmen-
tes, ha léteznek olyan Ni (i = 1 , 2 , . . . , n) természetes számok, hogy minden rögzített 
i (í = 1, 2 , . . . , n) esetén az (yj ) ( j = Ni, Ni + 1 , . . . ) monoton számsorozatok. 
Értelemszerűen, egy numerikus megoldást oszcillálónak nevezünk, ha nem osz-
cillációmente8. 
Tekintsük a 
(4-1) £ = 0 ; x € (0, L), í > 0 
(4.2) u(0,<) = u(L,O = 0 < > 0 , 
(4.3) u(x,0) = uo(x), * € ( 0 , L ) 
feladatot. Lineáris véges elemekkel, illetve az egylépéses módszerrel diszkretizálva 
újra a jól ismert 
(4.4) ( M + 7-7Q) a J + 1 = ^M — r ( l - 7 )Q) a 3 
feladatot nyerjük, ahol M és Q a már ismert, szimmetrikus, pozitív définit, n x n 
dimenziós mátrixok. 
Jelölje a 
(4.5) Л • Ma + Qa = 0 
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sajátérték-feladat megoldását Ai ,A2, . . . ,A n és v i , v 2 , . . . , v n . Mint ismeretes [16], 
a (ti,) vektorrendszer lineárisan független, valamint a A, sajátértékek valósak és 
negatívak. így az a3+1 és az a3 vektorok előállíthatók az 
(4.6) a ' 4 1 = è y ^ m ; = E ^ m 
m = 1 m = l 
alakban, ahol az y^ és y3*1 (m = 1 , 2 , 3 , . . . , « ) számokra a (4.6) kifejezés (4.4) 
egyenletbe történő behelyettesítésével és a (4.5) felhasználásával az 
(4-7) í 4 + 1 = 
7 - 7 ' Ó M 
rekurziót kapjuk. így közvetlenül megadható az L2-beli stabilitási tartományon 
belül az oszcillációmentes8ég egy elégséges feltétele: 
(4-8)
 0 < H ( l - 7 ) A m < 1 ; m = 1 2 
7 — 7 • Ó M 
Ez a 
г <
й 1г\ 1' ha 7 € [0,1), 
( 4 . 1 0 ) ( 7 ) 1 АЩАХ I 
r tetszőleges, ha 7 = 1 
feltételt jelenti, ahol lAma*! = max |A, |. 
l<,<n 
Nyilvánvalóan a (4.10) becslés |Amax | értékétől függ. Mivel az M és Q mátrixok 
egyenletesen kontinuáns, szimetrikus mátrixok és sajátértékeik pozitívak, ezért [16] 
(4.11) |Ama*| = |A„| = 4 C 0 8 2 ^ h2(í- §cos2(/i/2)) ' 
A fenti eredményeket összegezve a következő állítást nyerjük. 
4 . 1 . T E T E L . Tegyük fel, hogy A valamely rögzített rácsháló paramétereire 
adott 7 esetén teljesül a 
1 - I cos2 (li/2) 
С 4 9 < лп t Ь Ь к ' ha 7 £ 0 , 1 , 
( 4 . 1 2 ) 4 ( 1 - 7 ) cos2 (h/2) 
t tetszőleges, ha 7 = 1. 
feltétel. Ekkor a véges elemes séma oszcillációmén tes. 
A fenti becslést hasonlítsuk össze a [24]-ben szereplő becsléssel. Itt a maximális 
abszolút értékű sajátérték becslésére a következő, bizonyítás nélkül szereplő állítást 
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alakaliriazzák: a globális rendszer abszolút értékben maximális sajátértéke kisebb, 
mint a lokális rendszerek maximális abszolút értékű sajátértékei. Mivel a felosztásuk 
ekvidisztáne, ezért az egyes lokális rendszerek megegyeznek és egyszerű számolással 
12 
(4 .13 ) | A , „ a x | < ^ 
becslést kapjuk. Ez a 7 £ [0, 1) esetén a 
(4.14) q < 1 
1 2 ( 1 - 7 ) 
feltételt jelenti. Vegyük észre, hogy a (4.12) feltétel az osztásrészek számának növe-
lésével (azaz h nullához tartásával) felülről tart ezen korláthoz. Következésképpen, 
minden rögzített rácshálón (4.12) nagyobb korlátot jelent. 
Megjegyzés. Ha a (4.2) peremfeltételben az L pontbeli első (Dirichlet-féle) pe-
remfeltételt felcseréljük a második (Neumann-féle) peremfeltételre, akkor a 
(4.15) | А
ю а х
| < ^ ^ - С
г
( Л ) ) , 
becslés kapható [8], ahol 
(4.16) Сх(Л) = ^ ^ . 
A fent i s a j á t é r t é k - b e c s l é s b ő l a fe ladat n u m e r i k u s m e g o l d á s á n a k o s z c i l l á c i ó m e n t e s -
ségére v o n a t k o z ó e l égséges fe l té te l a (4 .10) f e l t é te l a l a p j á n már k ö z v e t l e n ü l m e g a d -
h a t ó . 
Köszönetnyilvánítás. A szerzők k ö s z ö n e t ü k e t fejezik ki ROZSA PALnak a m á -
s o d r e n d ű köze l í tésekke l k a p c s o l a t o s a lgebrai p r o b l é m á k m e g o l d á s á b a n , i l l e tve 
STOYAN GlSBERTnek a n u m e r i k u s n e m n e g a t i v i t á s kérdéskörében n y ú j t o t t s eg í t s é -
géért . M e g k ö s z ö n i k t o v á b b á TÓTH JÁNOSnak a cikk e lkész í t é séhez a d o t t h a s z n o s 
t a n á c s a i t . 
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1. m e l l é k l e t 
Az X ^ 1 m á t r i x e lemei t W és S m á t r i x o k k a l a d j u k meg : 
( Х Г 1 ) ^ = (W),-,- * ( s ) , - j . 
A W m á t r i x elemei (ba l o lda l ) : 
7 i , i +p 7 i , i 7 i , i + 7i,2 
7 i , i 7 i , i 7 i , i + 71,2 
7 i , i + 7 i , i + 7 I , I + 7 2 , I + 
+ 7 2 , 1 + 7 2 , 1 + 7 1 , 2 + 72,2 + P 
7.Д 7i,i 7. , i + 7», 2 
7 í , i + 7 . Д + 7í , i + 7I',2+ 




+ 7 2 , 2 
71,2 + 71,3 
71,2 + 71,3 
71,1 + 72,2 + 
+ 7 i , 3 + 72,3 
7«,«' 
7 n - l , l + 7 n - l , l + 7 n - l , l + 7 n - l , 2 + 7 n - l , 2 + 7n —1,2 + 7n —1,3 + 






+ 7 n , l + 7n,2 
7n,l + 7n,2 




+7n,2 + 7 n , 3 
7n,2 + 7n,3 
7n,2 + 7n,3 
A W m á t r i x e lemei ( j o b b oldal) : 
7 i , 3 7 i , n - i + 7i,n 71,n 71,n 
7 i , 3 7 i , n - i + 7 i , n 7i,n 7i,n 
71,2 + 72,2 7 i , n - i + 7 i , n + 7 i , n + 71,2 + 
+ 7 2 , n — 1 + 72,n + 7 2 , n +72,r> 
7 « ' , n - i + 7«',n 7 . > 7.',n 
7«',í + 7.+1Д + 7.',«+i+ •• 7> ' , n - i + 7« ' ,n+ 7i,n + 
+ 7 i + i , i + i + P +7.+i ,r>- i + 7«'+i,r» +7>+i,n 7«+i,n 
7 n - i , 3 + 
+ 7 п , з 
7 п , з 7 n , n + 7 n , n —1 T n ,n 7 n , n 
7 п , з ^7n,n + 7n,n —1 Tn ,n 7n,n + , 
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Az S mátrix elemei: 
( S ) M = 
s\ , ha i páratlan és j páratlan 
«2> ha i páratlan és j páros 
s2 , ha i páros és j páratlan 
S3, ha i páros és j páros. 
2. melléklet 
(X)i i és (X)2,2 nemnegativitásának paraméterhatára 
(X) (X) 2,2 
7 9 m a x ( n = 2 ) 9max (« = 20) 9max (»1 = 2) 9max (n = 21 
0,6 0, 34018 0,34018 0,21515 0,21515 
0,65 0,40559 0,40567 0,27257 0,27259 
0,7 0,49483 0,49506 0,35581 0,35599 
0, 75 0, 62276 0,62357 0,48115 0,48257 
0,8 0,81946 0,82219 0,68261 0,68739 
0,85 1,15532 1,16486 1,03453 1,05492 
0,9 1,84167 1,87919 1,76083 1,84841 
0,91 2,07265 2,12335 2,00543 2,12452 
0,92 2,36225 2,43180 2,31195 2,47566 
0,93 2,73560 2,83284 2,70684 2,93545 
0,94 3,23459 3, 37404 3,23423 3,56040 
0,95 3,93465 4,14168 3,97344 4,45351 
0,96 4,98656 5,30980 5,08325 5,82350 
0, 97 6, 74219 7,28847 6,93395 8,16435 
0, 98 10,25710 11,32171 10,63674 12,98287 
0, 99 20, 80908 23,72024 21,74710 27, 97545 
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T H E D I F F E R E N T I A L E Q U A T I O N O F T H E H E A T T R A N S F E R 
A N D Q U A L I T A T I V E P R O P E R T I E S I T S N U M E R I C A L S O L U T I O N S : 
I I . T H E N O N N E G A T I V I T Y O F T H E S E C O N D O R D E R A P P R O X I M A T I O N , 
T H E M A X I M U M P R I N C I P L E A N D T H E N O N O S C I L L A T I O N 
I . F A R A G Ó , H . A . H A R I T O N , N . K O M Á R O M I AND T . P F E I L 
I n t h e s e c o n d p a r t of t h e p a p e r - a c c o r d i n g l y w i t h t h e p u r p o s e s f o r m u l a t i n g i n s e c o n d p a r t 
— we e x a m i n e o t h e r q u a l i t a t i v e p r o p e r t i e s . F i r s t we g ive t h e c o n d i t i o n of t h e n o n n e g a t i v i t y of 
t h e n u m e r i c a l s o l u t i o n a r i s i n g b y u s e of q u a d r a t i c finite e l e m e n t m e t h o d . T h e n we f o r m u l a t e t h e 
c o n d i t i o n of t h e m o n o t o n i c i t y of t h e n u m e r i c a l s o l u t i o n b o t h in L 2 a n d m a x i m u m n o r m s , t o o . 
F i n a l l y , we g ive t h e c o n d i t i o n of t h e n o n o s c i l l a t i o n t o t h e n u m e r i c a l s c h e m e s g e t t i n g b y u s i n g of 
l i n e a r finite e l e m e n t m e t h o d . 
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A SZÁLLÍTÁSI FELADAT SZTOCHASZTIKUS VARIÁNSAI 
N A G Y T A M Á S 
Misko l c 
A c i k k e lső r é s z é b e n a z e n t r ó p i a p r o g r a m o z á s i f e l a d a t o t és a n n a k d u a l i t á s i p r o b l é m a k ö r é t 
m u t a t j u k b e . Az e n t r ó p i a p r o g r a m o z á s i f e l a d a t o l y a n n e m n e g a t í v v e k t o r ke re sé se , a m e l y n e k e g y 
a d o t t p o z i t í v v e k t o r t ó l va ló e l t é r é s e a l e h e t ő l e g k i s e b b l i n e á r i s f e l t é t e l e k f e n n á l l á s a m e l l e t t . A k é t 
n e m n e g a t í v v e k t o r e g y m á s t ó l va ló e l t é r é s é n e k m é r é s é r e a va ló sz ínűsége lo sz l á sok e g y m á s t ó l va ló 
e l t é r é s é n e k K u l l b a c k - L e i b l e r á l t a l b e v e z e t e t t m é r ő s z á m á n a k á l t a l á n o s í t á s a k é n t n y e r t e l t é r é s f ü g g -
v é n y t h a s z n á l j u k . A c i k k ü n k fő r é s z é b e n ké t a l k a l m a z á s t m u t a t u n k b e . T e k i n t s ü k a k l a s s z i k u s 
s z á l l í t á s i f e l a d a t o t , d e n e í r j u k e lő az összes f e l t é t e l e g y e n l ő s é g f o r m á j á b a n va ló t e l j e s ü l é s é t , h a -
n e m b i z o n y o s i n d e x e k r e n e a d j u n k s z i g o r ú e l ő í r á s t , h e l y e t t e a k é t o l d a l f e n t i e l t é r é s é t é p í t s ü k b e 
a c é l f ü g g v é n y b e ú g y , h o g y a z e r e d e t i c é l f ü g g v é n y és a z e l t é r é s s ú l y o z o t t á t l a g a m i n i m á l i s l e g y e n . 
A m á s i k a l k a l m a z á s n á l , a z i n p u t - o u p u t t á b l á k e lő rebecs l é s i f e l a d a t á n á l is h a s o n l ó a n j á r t u n k el . A 
f e n t i f e l a d a t o k r a h a t é k o n y a l g o r i t m u s o k a t d o l g o z t u n k k i . 
1. Bevezetés 
Az információelméletben és a matematikai statisztikában alapvető szerepet ját-
szik a valószínűségeloszlások egymástól való eltérésének Kullback-Leibler [13, 14] 
által bevezetett mérőszáma, amely információ-divergencia vagy diszkrimináló infor-
máció néven ismert. Ennek általánosításaként nyerhető az alábbi eltérésfüggvény, 
amely két nemnegatív vektor egymástól való eltérésének mérésére szolgál. Legyen 
я = • • •, xn) > 0 és у = (yi, y2,.. ., yn) > 0 vektor. Az ж és az у nemnega-
tív vektorok eltérésének mérésére az alábbi összefüggést használjuk: 
n n n 
D ( x II У) ••= Y xí l o 8 x: - Y xí + Y yi > 
J = 1 У] j=1 7 = 1 
amelyet D-eltérésnek nevezünk. A fent definiált eltérésre vonatkozóan a következő 
két fontos tulajdonságot említjük meg: 
a) Nemnegativitási tulajdonság 
На ж > 0 és у > 0, akkor D(x || у) > 0 és egyenlőség akkor és csak cikkor áll 
fenn, ha í j — y} minden j indexre. 
b) Konvexitást tulajdonság 
A D(x íj y) eltérésfüggvény mind az ж, mind az у változójában konvex. 
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1.1. Az ent rópia programozási feladat 
Legyen A m x n-es mátrix, b m-dimenziós vektor, d n dimenziós pozitív vek-
tor. Az entrópia programozási feladatnak, illetve a duáljának az alábbi matematikai 
programozási feladatot nevezzük. 
Prímái entrópia program: 
Meghatározandó azon x £ HÚ") vektor, melyre 
D(x II d) minimális 
feltéve, hogy 
Ax = b 
x > 0 
Duál entrópia program: 
Meghatározandók azon y £ Ж<т) és z £ !<") vektorok, amelyekre 
n n 
yb — ^ ^ exp(zj ) + ^ ^ dj maximális 
í= i i= i 
feltéve, hogy 
Zj = y aj + log(dj ) ( j = 1 , . . . , n) , 
ahol a j az A mátrix j-edik oezlopvektora. 
Tehát a primál entrópia programozási feladat olyan nernnegatív vektor keresése, 
amelynek egy adott pozitív vektorból való D-eltérése a lehető legkisebb lineáris 
feltételek fennállása mellett. A primál célfüggvény részletesebb kifejtése után az 
entrópia programozási feladatpár az alábbi: 
Ax = b ) Zj — y aj + log(dj ) J } p > m> 
x>0 J ( j = 1 , . . . , n) J 
n n n n n 
x í l o g ^ ~ x í + ™ n ! y h ~ X е х р( г 1 ) + X d i m a x ! 
i= i j í = i i= i i= i j= i 
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1.2. Az entrópia programozás dualitási problémaköre 
Az alábbi lemma az entrópia programozási feladatpár lehetséges megoldásaihoz 
tartozó célfüggvények értékeire ad összefüggést. 
L E M M A . ( A Z entrópia programozás alapiemmája). 
На X e P és y, X G Ю>, akkor 
n n 
D(x H d) > yb - e*P(*j ) + d> 
j=1 j= l 
és egyenlőség akkor és csak akkor teljesül, ha xj = exp(zj) minden j indexre. 
K Ö V E T K E Z M É N Y , (gyenge equilibrium). 
На X* 6 P és y*, z* G ID olyan, hogy a két célfüggvény értéke megegyezik, 
akkor X*; y*, z* optimális megoldások. 
Észrevételek. 
i) A primál célfüggvény mindig korlátos alulról. 
ii) Ha IP konzisztens, akkor a duál célfüggvény felülről korlátos. 
iii) Ha IP nem konzisztens, akkor a duál célfüggvény nem korlátos felülről. 
D U A L I T Á S I T É T E L . 
a) Ha IP konzisztens, akkor létezik olyan x* vektor, hogy 
D(x' II d) = sup ( y b - è e x P ) + Ë d> ) • 
V.' I 7=1 7=1 J 
b) A supremum akkor és csak akkor cserélhető fel a maximummal, ha P Slater 
konzisztens, azaz ha létezik olyan x, amelyre Ax = b, x > 0. 
K Ö V E T K E Z M É N Y , (erős equilibrium), 
i) Ha x; y, z optimális megoldások, akkor 
n n 
D ( x | | d ) = y 6 - £ e x p ( z > ) + £ d j . 
7=1 j=l 
ii) Az entrópia programozási primál feladatnak egyetlen optimális megoldása 
van. 
Az entrópia programozás Lagrange függvénye 
Az entrópia programozási feladat optimális megoldása és a feladathoz tartozó 
Lagrange függvény nyeregpontja közötti összefüggést fejezi ki a következő tétel. Az 
entrópia programozási feladat Lagrange függvényének az 
L(x,y):= D{x II d) + y(b — Ax) 
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függvényt nevezzük, amelyet tetszőleges x > 0 és y esetén értelmezünk. Az x*, y* 
pontot a Lagrange függvény nyeregpontjának mondjuk, ha tetszőleges x > 0 és y 
vektorokra 
L(x\y)<L{x\y')<L(x,y*). 
T É T E L . AZ x*, Y* vektorok akkor és csak akkor optimális megoldásai az ent-
rópia programozási feladatpárnak, ha a Lagrange függvénynek nyeregpontja(i). 
Vegyes entrópia programozás 
Legyen A m x n-es mátrix, 6 m-dimenziós vektor, с n-dimenziós vektor. Le-
gyen a J = { l , . . . , n } indexhalmaz két diszjunkt halmazra particionálva, jelölje 
ezeket JE,JN• A vegyes entrópia programozási feladatnak az alábbi matematikai 
programozási feladatot nevezzük. 
Primál vegyes entrópia program: 
Meghatározandó azon x G K^") vektor, amelyre a 
cx+ Y xi bg Xj - Y xi 
Í£Jb Í€JE 
függvény minimális feltéve, hogy 
A x - b j 
\ P . 
x > 0 J 
Duál vegyes entrópia program: 
Meghatározandó azon y G vektor, amelyre az 
yb- Y exPÜ/ej - ci) 
függvény maximális feltéve, hogy 
YAJ - Cj < 0 j G JN J О . 
Megjegyezzük, hogy JE — О, (JN — J) esetén a lineáris programozási feladatot 
nyerjük. Az alábbi lemma a vegyes entrópia programozási feladatpár lehetséges 
megoldásaihoz tartozó célfüggvények értékeire ad összefüggést. 
LEMMA. (A vegyes entrópia programozás alapiemmája). 
Яа x G P és y G Ш>, akkor 
ex A Y XÍ lo8 xi - Y x> - yb~ Y exP(y°j - ci) 
ÍÍJE ÍÍJe Í€JE 
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és egyenlőség akkor és csak akkor teljesül, ha 
xj = exp(ycíj - CJ) j E JE , 
Xj(yaj - Cj) = 0 j E Jn • 
D U A L I T Á S I T É T E L . Tegyük fel, hogy IP és ID konzisztens. Ekkor létezik olyan 
X* E F vektor, hogy 
ex* -f x*í l o 8 x j ~ x*i - s u p a vb - Y^ ^ p ~ c>) r 
j Z J E ÍZJE v € l [ [ j € J E ) 
és a supremum akkor és csak akkor cserélhető fel a maximummal, ha F Slater 
konzisztens, azaz ha létezik olyan x, amelyre Ax = b, x > 0. 
2. Az entrópia programozás alkalmazása a szállítási fe ladatra 
2.1. A feladat megfogalmazása 
Tekintsük a klasszikus szállítási feladatot, amelynél legyenek a termelők (T) 
kínálatai (ai,...,am) > 0, a fogyasztók (F) keresletei (fcj , . . . ,6n) > 0, az i-edik 
termelő és a j-edik fogyasztó közötti szállítási egységköltség pedig cl;- > 0. Jelölje 
Xjj a szállítási mennyiséget az i-edik termelőtől a j'-edik fogyasztóhoz. A szállítási 
feladat az alábbi matematikai programozási feladattal fogalmazható meg: 
Meghatározandók az Xij mennyiségek úgy, hogy a 
m n 
i=l j = l 
mennyiség minimális legyen feltéve, hogy 




i = l 
Módosítsuk a feladatot oly módon, hogy a 
n 
(i = 1 , . . . , m ) , 
J = I 
m 
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egyenleteket nem írjuk elő minden indexre, hanem csak bizonyosakra. Jelöljék az 
I/q és a J/v indexhalmazok azon termelők, illetve fogyasztók indexeit, amelyeknél 
előírjuk az egyenlőséget. Legyenek IE és JE azon indexhalmazok, amelyekre nem 
írjuk elő az egyenlőséget. Ezen indexekre azt követeljük meg, hogy a két oldalon 
lévő mennyiség D-eltérése minél kisebb legyen és ezt úgy valósítjuk meg, hogy 
az eltéréseket a célfüggvénybe építjük be az eredeti célfüggvény mellé valamilyen 
súlyarány figyelembevételével. Legyen Л a D-eltérés súlya és (1 — A) pedig az 
eredeti célfüggvény súlya, ahol 0 < A < 1. Feladatunkat a fentiek alapján az alábbi 
matematikai programozási feladat írja le. 
Meghatározandók az x,-j értékek úgy, hogy az 
m n 
1=1 J=1 \ j = l ! ÍÍJE 
mennyiség minimális legyen feltéve, hogy 
xij >0, (i = 1,..., m; / = 1,..., n), 
( m \ 
1 bj 
\ i= l / 
5 3 Xii = a«> 
j=1 
m 
53 Xij=bj, j 6 Jn • 
i = 1 
2.2. A probléma mint entrópia programozási feladat 
A fenti feladatot entrópia programozási primál feladat alakjára transzformál-
hatjuk új változók bevezetésével. Vezessük be az j/, (í £ IE) és a Zj ( j £ JE) új 
változókat az alábbiak szerint: 
n 
0. = 53 x*i > ' G / e , 
J = I 
•j = 5 3 X{i ' i £ JE • z, 
i=i 
Az új változók segítségével a következő feladatot kapjuk: 
Xij > 0 , (í = 1 , . . . , m; j = 1 , . . . , n ) , 
П 
(1) 5 3 * . j = « . - , » G / j v , 
J'=I 
П 
5 3 x ' i - 0« = » G / e , 
i=1 
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(1) 
E xij - BI. j e JN, 
i=1 
m 
X]x<i - 2j = 0, j £ JE, 
1=1 
(1-a)EEc"* í>+a 
i=l j= l I E / В Í É Á E 
Ay, 
= -
A ) E E + a E l o 8 л^- - E ^ + E a ' + 
i=i j= i L»e/E ' ieiE í€IE 
Az,-
j E 1 j€JE jeJE 
nun! 
A fenti célfüggvényben a logaritmus mögötti törteket A-val bővítettük és ezáltal az 
y,, z, változókról az у,-, z, új változókra az alábbi módon térbetünk át: 
У. = A y, , 
z, = Az,- . 
A célfüggvényből a konstans tagokat elhagyva az új változókkal a feladat az alábbi 
alakot ölti: 
Xij >0, (i = l,...,m; j = l,...,n), 
n 
J2xij = ai> i € IN , 
3=1 
n 
Y Az t, - y, = 0 , i £ I e , 
3=1 
m 
У] x*j = bj, j € JN , 
i = 1 
m 
Ax,, - z, = 0 , j £ JE, 
I = I 
E E ^ - A ) c o * o + E ( - l o ß A a ' ) y . + E ( - l o g A 6 í ) 5 i + 
• = i ; = i i'e/в je^B 
+ E & 1 O K F T - 5 > + E 5 > L O S % - E m i n ! 
l'6/в «е/в j€JE je./в 
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Látható, hogy ez egy vegyes entrópia programozási primál feladat. írjuk fel ennek 
a duál párját . Legyenek a duálváltozók ti, (i - l , . . . , m ) és ty ( j = l , . . . , n ) , 
amelyekre az alábbi feladat vonatkozik: 
Meghatározandó щ (i = 1 , . . . , m) és ty ( j = 1,..., n), úgy, hogy a 
(2) Y^ a-u* + Y bivi ~ Y ^ p C - " « + l o 8 Aa.) - Y exp( - iy + log Aíy ) 
>е/лг j'eJiv ieiE JÇJB 
függvény maximális, feltéve, hogy 
Щ +Vj < (1 - A )cij, i G IN, j £ JN , 
«.' + AWj < (1 - X)Cij, i e l N , j £ J E , 
Au, + VJ < (1 - A)c,y, I E I E , j € J N , 
A u , + A t y < ( 1 - A ) c j j , i G / j e , j 6 JE • 
Az entrópia programozási feladatra vonatkozó egyensúlyi összefüggést, vagyis a pri-
mál és a duál feladat optimális megoldásaira vonatkozó optimalitási kritériumot 
esetünkben az alábbi formában írhatjuk: 
(4) 
(5) 
ХЦ [(1 - A)c,y - Щ - v j ] = 0, I E I N , J £ JN , 
xij [(1 - A)c,j - Ui - Aty] = 0, i G IN, j G JE , 
Xij [(1 - А)с,у - AUÍ - ty] = 0, i G / я , j e JN , 
XIJ [(1 - A)с,y - AЩ - Aty] = 0, t G IE, j 6 JE , 
YI = exp(-u,- + log Aaj), i G IE , 
ZJ = exp(—ty + log A6y), j G JE • 
Visszatérve az y,-,zy változókra és felhasználva az (5) egyensúlyi feltételeket, az 
(1), (3) és a (4) figyelembevételével az ж,y primál és u,-,ty duál változók optimális 
értékeinek meghatározására az alábbi rendszer megoldása szolgál: 
Xij > 0 , (» = 1 , . . . , m; j = 1 n) , 
n 
Y x 4 ~ a" i €. IN , 
i=i 
n 




 xij = bj, j € JN > 
t=i 
m 
Xij = bj exp(—ty ) , j G JE , 
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(7) 
U. + Vj < (1 - A)cij , i e IN, j e JN , 
«< + A VJ < (1 - A)CÍJ , i £ I N , j £ JE , 
Au,- + VJ < (1 - A)c,j, » £ IE, j £ JN , 
Au,- + A VJ < (1 - A)c,j, i £ IE, j £ JE , 
(8) 
Xij [(1 - A)c,j - u, - tij] = 0, ie IN, j G JN , 
xü ( Í 1 - A)c,j - U,- - A U ; ] = 0 , i £ IN, j € J E , 
XIJ [ ( 1 - A ) C I J - A u ; - U j ] = 0 , i e I E , j £ JN , 
XIJ [(1 - A)c,-j - Au,- - Au,-] = 0, i e IE, j £ JE • 
2.3. Megoldási algoritmus 
A primál és a duál feladat optimális megoldására szolgáló algoritmust az alábbi-
akban vázolhatjuk. Kiindulunk egy u,-, Vj duál megoldásból, amely a (7)-et kielégíti 
és megkÍ8érlünk olyan x,-;- megoldást keresni, amely a (6) primál és a (8) egyensúlyi 
feltételeket teljesíti. Az algoritmust egy tételben foglaljuk össze és a tételre adandó 
bizonyítás konstruktív volta adja az iterációs eljárást. 
T E T E L . Legyenek u,-, Vj duál lehetséges megoldások, amelyek kielégítik (7)-et . 
(i) Vagy meg tudunk adni olyan Xij megoldást, amely kielégíti (6)-ot és (8)-at, 
(ii) vagy elő tudunk állítani olyan új щ, Vj lehetséges duál megoldásokat, amelyekre 
vonatkozó (2) duál célfüggvényérték határozottan nagyobb, mint az előző cél-
függvényérték. 
Bizonyítás. Az egyszerűbb tárgyalásmód miatt jelöljük c,-j-vel az (1 — A)c,j 
mennyiséget, valamint vezessük be az u,-,u,- változók helyett az Û,-, Vj változókat az 
alábbi módon: 
. f Щ, ha ie IN . Г Vj, ha j £ J N (9) u,- = < Vj = < 
( Au,, ha i e I E , l Au;-, ha j e J E , 
Ekkor a (7) duál feltételrendszer és a (8) egyensúlyi feltételek egyszerűbb alakban 
írhatók, azaz 
(10) û, -f Vj < Cij, ( i = l , . . . , m ; j - 1, . . . , n ) , 
(11) Xij(êij - û, - Vj = 0, ( i = l , . . . , m ; j = 1, . . . , n ) . 
A (10) összefüggésből egy induló û,-, Vj egyszerűen előállítható, például a klasszikus 
szállítási feladatnál használatos sor-oszlop redukció segítségével. Mint tudjuk az 
Xij meghatározására a (6) és a (11) egyenletrendszer megoldása szolgál. Erre alkal-
mazhatnánk az általános K Ö N I G modellt [9] úgy, hogy a kínálatokat a (6) egyenletek 
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jobboldalai, azaz ai (i £ IN), illetve a,-exp(—û,/A), (i £ IE), a keresleteket pedig 
a bj ( j £ JN) illetve bj exp(—VJ/X) ( j 6 JE) jelentse. Azonban ezek a kínálatok 
és keresletek általában nem teljesítik a kereslet-kínálat egyensúlyt, így az általános 
K Ö N I G modell közvetlenül nem használható. Azonban mégis kínálkozik lehetőség 
az általános K Ö N I G modell alkalmazására ал X,y értékek meghatározásában, mivel a 
kereslet-kínálat egyensúly biztosítható. Ha valamely Î4, Vj duál megoldás, akkor az 
ûi + ú, Vj — 0 is duál megoldás, azaz kielégíti (10)-et, ahol ú tetszőleges szám. A 
•d meghatározása pedig úgy történik, hogy a kereslet-kínálat egyensúlya fennálljon. 
A fentiek alapján az alábbiak szerint konstruáljuk meg az általános K Ö N I G modellt: 
Legyenek a kínálatok (r ,) 
_ Г ai i € In 
Г <
~ \ а . - e x p H Û , + t ? ) / A ] i£lE 
és a keresletek (sj ) 
_ í bj j 6 JN 
Sj
 * l bj exp[-(vj - Ű)/X] j£ JE ' 
továbbá legyen megengedett a szállítás, ahol 
Cij - щ - új = 0 , 
és letiltjuk a szállítást, ahol 
Cij — ûi — új > 0 . 
m n 
A ú értékének meghatározására a ]Г) г,- = Y2 s j kereslet-kínálat egyensúly teljesí-
«'=1 7=1 
tése szolgál, amelyet részletezés nélkül az alábbi összefüggéssel határozhatunk meg: 
tf
 = A l o g P L + ^ + 4P2P3 
2p3 
ahol 
Pl = ai - bj> P2 =^2 а< е х Р ( - " | / Л ) . 
j e J f j Í£IE 
P3 = Y 1 bi е Х Р( _ С 7 ' / Л ) -
j ü J E 
(i) Ha a megkonstruált K Ö N I G modell megoldható, akkor jelölje x,J a szállítási 
mennyiségeket. Ez az x, j kielégíti a (6) primál és a (11) optimalitási feltétele-
ket is, így az Xjj optimális megoldás. 
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(11) Ha a megkonstruált K Ő N I G modell nem oldható meg, akkor a K Ö N I G tétel [9] 
értelmében van olyan P С {1, • • •, m) és R С {1, . . ., n) indexhalmazpár, amelyekre 
íeP j€R 
amely részletesebben 
(12) £ OÍ+ £ a,exp[-(Û i + t?)/A]> 
iePriiN igPn/B 
> E h > + E K e x p [ - ( f ; - Ú)/A], 
j£RnJs jeRnJs 
és az alábbiak érvényesek: 
л А А Л 
Cij - Щ - vj > 0, 
Xij = 0, 
ha i£ P, j & R, 
ha i £ P, j £ R. 
A P és az R halmazok segítségével új ù[ és fi) duál megoldásokat konstruálunk az 
egyelőre ismeretlen e segítségével: 
Г + G 
I 
ha í £ P 
ha i $ P «Í = 
Vj - £, ha j £ R 
ha j ф R ' 
illetve az és v'- változókkal: 
U, = 
u, + £, í £ P П IN 
uí + e/A, i £ P П í £ 
«,-, » £ P 
Vj = 
vj - e, 
e/A, 
j £ RC\JN  
j £ RH JE 
Ï Ï R 
Az e értéket két szempont figyelembevételével választjuk: 
a) ú j , fi) lehetséges megoldások legyenek, 
b) a (2) duál célfüggvény értéke a legnagyobb legyen. 
ad a) Legyen £j = min {c,j — û, — Vj | i £ P, j ф R] > 0. 
Ha £ olyan, hogy 0 < £ < £i, akkor û(, fi) lehetséges megoldások, azaz kielégítik 
a c,j — û( — v'j > 0 feltételt, ugyanis 
ha i £ P és j £ R, akkor Cij — Û = Cij — «; -Vj > 0 , 
ha i ф P és j ф R, akkor Cij — Û = Cij — Û, - Vj > 0 , 
ha i £ P és j $ R, akkor Cij — û = Cij — Vi -Vj — £ > 0, £ < £i esetén és 
ha i ф P és j £ R, akkor Cij - û = Cij — Vi -Vj + £ > 0, £ > 0 esetén . 
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ad b) Vizsgáljuk meg ezután a (2) duál célfüggvényt, amely a következő: 
F(û, v) = £ a,-(új + 0) + £ bjivj - 0)-
ieiN Í^JN 
- E Аа, exp[—(ûf- + i?)/A] - £ А6,- ехр[-(г5,- - tf)/A]. 
i e /Б ie^E 
Jelöljük 9?(e)-nal az F(û,v) célfüggvény növekedését e függvényében, amelyre igaz 
az, hogy 
„ ( О = F ( Û ' , Ô ' ) - * " ( * . « ) = * ( E а < - E 6 J ) + 
^ iePr\iN jçRnjN 
+ (1 - exp ( -e /A) E Аа, ехр[-(й,- + d)/A]+ 
«еяп/в 
+ ( l - e x p ( e / A ) E exp[—(ûj — i?)/A]. 
jeRr\ jE 
A <p(e) függvény első deriváltját képezve 
<p'(e) = E - E + exp(-er/A) E a, e x p [ - ( Û , - M ) / A ] -
•еяп/лг jeRnjN iePniE 
— exp(e/A) E Ь; е х р [ - р - tf)/A]). 
Jelölje 91,92,93 a Ь ( £ ) összefüggésben lévő tagokat az alábbiak szerint: 
9i = E а< ~ E q 2 ~ E «i exp[—(û, + «?)/A], 
ien/л, j£Rr\JN t€Pn/B 
93 = E hi ^ P H f y ~ 'ÚAJ > 
jeЯПJE 
és legyen í = exp(e/A) így a y»'(e) = 0 egyenlet átrendezéssel az alábbi alakot ölti: 
q362 - gi<5 - 92 = 0 . 
A fenti másodfokú egyenlet pozitív gyökét keresve megállapítható, hogy 92,93 p o 
zitivitása miatt az egyik gyök pozitív, a másik pedig negatív, a KÖNIG tétel miatt 
(amely a jelöléseinkkel a (12) alapján 91 > 93 — 92 formát ölti) pedig a pozitív gyök 
egynél nagyobb. A keresett pozitív gyök: 
r 91 + \ A i +49293 ^ . 
'
 =
 293 > 1 ' 
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így £ = £2 — A logé > 0 választással a duál célfüggvény növekedése a legnagyobb. 
Ahhoz, hogy a duál célfüggvény értéke a legnagyobb legyen és a duál megengedettség 
megmaradjon e- t a következőképpen választjuk: 
£ = minje i ,£2) . 
2.4. Az algori tmus, mint megengedet t irány módszer 
A megoldó algoritmust duál módszernek is nevezhetjük, mivel az eljárás minden 
lépésében a duál feladat egy lehetséges megoldását határozzuk meg. A (9)-et és a 
•d számmal való transzformációt figyelembevéve és ezt a (2) duál célfüggvénybe 
behelyettesítve a duál feladat az alábbi alakot ölti: 
Maximalizálandó az 
f{&,v) = y + + Y Wi Xa• е х р [ - к + ад-
ie/fí j>£Jn í£IE 
- Y Xb> « P [ " ( « J - *)/*] 
je JE 
függvény feltéve, hogy 
új + Vj < Cij (»' = 1 , . . . , m; j = 1 , . . . , n) . 
Mivel az F(û,v) függvény konkáv, így használhatunk megengedett irány módszert. 
Legyen új , vj egy lehetséges megoldás. Jelölje a megengedett irányokat d" (í = 
1 , . . . , m) és (F- ( j = 1 , . . . , n). Jelölje T azon indexpárok halmazát, amelyeknél a 
duál feltétel egyenlőséggel teljesül, azaz 
F = {(»', j ) I Cij — ú j — Vj = 0} . 
Mint ismeretes az irányok meghatározására az alábbi lineáris programozási feladat 
szolgál ( Z O U T E N D I J K [ 2 4 ] ) , ahol a modellben a Csebisev normálást használjuk: 
+ 0, ( i , j ) e r , 
- 1 < « * ? < ! , (i = 1 , . . . , m ) , 
- l < d j < l , ( i = l , . . . , n ) , 
(grad F(û,v)d) max! 
A g r a d F ( û , û ) vektor koordinátáit a bevezetett kínálati (7%) és a keresleti ( S j ) 
mennyiségek cidják, azaz 
grad F(u,v) = ( n , . . . , r m ; s b . . . , s „ ) . 
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Mivel a gradiensvektor együtthatói, azaz az iránykereső feladat célfüggvényének 
együtthatói pozitívak, így a irányokra vonatkozó alsó korlátok elhagyhatók, 
tehát az iránymeghatározó lineáris programozási feladat az alábbi 
0, ( . - , / )€ T, 
d? < 1, (t = 1 , . . . , m) , 
dj <1, (i = 1,..., n), 
m n 
+ m a x ! 
.=i j= i 
Ehhez a lineáris programozási feladathoz tartozó duál feladatot a következőképpen 
írhatjuk fel. Legyenek ezen feladat változói x,j (í, j) £ T, ti (i = 1 , . . . , m), p ; ( j = 
! , . . . , « ) , ekkor 
5 3 x ' i + '» = r»> (» = 1. •••»"»). 
5 3 xO' + Pj = s i , 0 = 1. • • •. n ) . 
ti > 0, (» = 1 m) , 
Pj >0, (i = l,---, n), 
m > 0, ( t j j e r , 
m n 
5 3 ' » + m i n ! 
.=i j= i 
Terjesszük ki az xxj változókat az összes indexpárra és a feltételi egyenletekből a 




Xij -f" t{ — r,, m) , 
5 3 * ' > + p j = sJ » 
.—i 
0' = i , . . . 
> o, (« = í , — , m) , 
Pj > 0, 
Xij > 0, 0 = 1 , . . . , m), 0 = 1, • • 
Xij = 0, ( i J ) Ï T , 
m n 
E E 1 ' / m a x ! 
í = I j = i 
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Az algoritmus során ezt az általános KÖNIG feladatot oldjuk meg. Amennyiben a 
KÖNIG feladat nem oldható meg, azaz nem mindegyik és p ; zérus, kiadódnak a P 
és R indexhalmazok, amelyekből a lineáris programozás optimalitási kritériumának 
felhasználásával a d" és d j irányok meghatározhatók. Az algoritmus konvergenciáját 
a lehetséges irányokra kidolgozott elmélet igazolja (ZOUTENDIJK [24]). 
Az ágazati kapcsolatok, a közlekedési és a szállítási struktúrák vizsgálatánál 
gyakran előforduló feladat az input-output táblák előrebecslése. Input -output táb-
lán olyan táblázatot értünk, amelynek elemei adott kibocsátási és befogadóhelyek 
között áramló mennyiségek számértékeit tartalmazzák. Az előrebecslés feladata az, 
hogy amennyiben ismerjük a jelenlegi input-output táblát és ismerjük a megvál-
tozott teljes kibocsátási és befogadási mennyiségeket minden kibocsátási és befo-
gadóhelyre, akkor hogyan lehet megbecsülni, prognózist adni az új input -output 
tábláról. Az a,, > 0 szám jelölje az i-edik kibocsátóhelyről a j-edik befogadó-
helyre a forgalom értékét. Az a,, értékeket az A mátrixba foglalva ezt nevezzük 
input -output táblázatnak. A aij mennyiség az í-edik kibocsátóhely összes ki-
j= 1 
bocsátása, a JZ aij mennyiség a j-edik befogadóhely összes befogadása. Ezeket a 
i=i 
mennyiségeket az input-output tábla marginális értékeinek nevezzük. Feladatunk 
az alábbiakban foglalható össze: Ismerve a jelenlegi 
A = (ai , ) input-output táblát és a megváltozott 
d = (di, di, • • . , dm) > 0 marginális input 
b — (bi,b2, •.. ,bn) > 0 marginális output értékeket, becsüljük meg, illetve adjunk 
prognózist az új X = (Xjj ) input-output tábláról. A fenti feladat megoldására el-
terjedt eljárás az úgynevezett RAS módszer [6, 20, 22, 23]. Ennél a módszernél az a 
feltételezés, hogy a jövőbeli forgalmat a jelenlegi forgalom faktorokkal való felszorzá-
sával állítja elő, azaz x,j — rtaijSj alakban keresi a megoldást. Ez a feltételezés adja 
a módszer nevét, ha az r, számokból képzett diagonál mátrixot Ä-rel , az Sj szá-
mokból képzett diagonál mátrixot 5 -e l jelöljük, akkor a megoldásra az X — RAS 
alak adódik. A R A S módszer mellett szintén elterjedt eljárás a D E M I N G - S T E P H A N 
[2] által javasolt, a négyzetes kontingenciát minimalizáló hipotézisen alapuló eljáb-
rás. Ebben az esetben a hipotézis az, hogy olyan X táblát keresünk, amelyre az X 
táblának az A táblához viszonyított eltérése minimális, azaz, ha a 
3. Az ent rópia programozás alkalmazása az 
input—output táblák előrebecslésére 
3.1. Az i n p u t - o u t p u t táblák elörebecslési fe lada ta 
n 
m 
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függvény értéke minimális. E módszert potenciálok módszerének is nevezik a fenti 
matematikai programozási feladat egyensúlyi (optimalitási) kritériuma alapján, az 
X* ugyanis akkor és csak akkor optimális, ha 
x'j = aij(uj + vj), 
és az Ui,Vj értékeket nevezik potenciáloknak. 
3.2. A RAS mint entrópia programozási feladat 
Dolgozatomban az input-output táblák előrebecslésénél az alábbi hipotézissel 
élek: Azt a táblát tekintem „jó" előrebecslésnek, amelyre az X tábla és az A tábla 
D-eltérése minimális. Mint láttuk a potenciálok módszerénél is eltérés szerepelt a 
hipotézisben. Azonban a D-eltérésfüggvény „jobbnak" mutatkozik, ugyanis a D -
eltérés nem nagyobb, mint a potenciálok módszerénél alkalmazott eltérés függvény, 
amely tulajdonképpen a Pearson eltérés. A fenti hipotézissel élve az alábbi mate-
matikai programozási feladat megoldásaként nyerhetjük az X — (x , j ) input-output 
táblát: 
Xij >0, (i= l,...,m; j = l,...,n), 
П 
Xij = d,-, (»" = 1, . . . , m ) , 
j=i 
m 
X]xij=bj, ( j = l,...,n), 
i=i 
m n 
D(X II A) = £ E X„ log ^ - Z E + X X « 0 - »nin! 
i=i j=i i=i j=i i=i j=i 
A fenti feladat egy entrópia programozási primál feladat. Az entrópia programozás 
egyensúlyi feltételét figyelembe véve a primál és a duál feladat optimális megoldására 
az alábbi összefüggés áll fenn: 
Xij = exp (UÍ + vj + log dij ) 
Vezessük be az п = exp(u,) (i = 1 , . . . , m) és az sj = exp(u ;) ( j = l , . . . , n ) 
jelöléseket, cimelyeket felhasználva az alábbiakat kapjuk: 
Xij — V{ dij Sj , (i = l,...,n; j = l,...,n). 
Tehát a RAS módszer egy entrópia programozási feladatból is megkapható. 
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3.3. Az általános GRAVITY modell 
A bonyolultabb modelleket ( G R A V I T Y modell) akkor használják, ha ismertek a 
kibocsátó- és a befogadóhelyek között áramló mennyiségek c,j mozgatási költségei 
és a jövőbeli margóértékeken kívül a jövőbeli Ö6szforgalmi költségszint is adott . 
Az előrebecslést ennél a feladatnál is azon hipotézis alapján végezzük, hogy az 
X = (Xi j ) prognózist akkor fogadjuk el „jónak", ha a jelenlegi A = (a;;- ) táblához 
képest a D-el térés a lehető legkisebb. Legyen az i-edik kibocsátóhely jövőbeli összes 
kibocsátása d, > 0, a j-edik befogadóhely jövőbeli összes befogadása bj > 0, az i— 
edik kibocsátóhely és a j -edik befogadóhely között áramló mennyiség mozgatási 
egységköltsége Cij > 0, valamint a jövőbeli összforgalmi költségszint K . A fentiek 
alapján a feladat matematikailag a következőképpen adható meg. Meghatározandók 
X = (xij ) értékek úgy, hogy az 
Xij > 0, (i = 1, . . . , m ; j = l , . . . , n ) , 
П 
J2*<> = d<> (» = • • • . m ) . 
7=1 
m 










feltételek mellett a 
m n m n m n 
D(X I IЛ) = £ £ Xij log ^ - £ £ + E E 
i = l 7 = 1 1=1 7=1 1 = 1 7=1 
célfüggvény értéke minimáhs legyen. 
Módosítsuk feladatunkat az alábbiak szerint. Ne núnden kibocsátóhelyre és 
minden befogadóhelyre írjuk elő a jövőbeli marginális értékeket egyenlőség formád 
jában és ne a teljes összforgalmi költségszintet írjuk elő, hanem csak ezek egy 
részére írjuk elő az egyenlőséget. Legyen I — { l , . . . , m } indexhalmaz a kibo-
csátóhelyek indexeinek halmaza J — { l , . . . , n } a befogadóhelyek indexeinek hal-
maza és IJ = {(1,1), (1, 2 ) , . . . , (m, n)} az indexpárok halmaza. Legyen adott 
az IN Ç I indexhalmaz, amely azon kibocsátóhelyek indexeit jelöli, amelyeknél 
egyenlőség formájában írjuk elő az összkibocsátás teljesülését és JN Ç J pedig le-
gyen azon befogadóhelyek indexeinek halmaza, amelyeknél az összbefogadást írjuk 
elő egyenlőség formájában. Legyen adott továbbá az N С IJ indexpár halmaz, 
amelynél a költségszint egyenlőség formájában való teljesülését írjuk elő. Legyenek 
IE — I \ IN I JE = J \ JN> E = IJ \ N. Az IE, JE indexhalmazokra nem írjuk elő 
az összkibocsátás ill. az összbefogadás és a marginális értékek egyenlőségét, hanem 
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azt, hogy a két nemnegatív mennyiség D-eltérése minél kisebb legyen, amelyet úgy 
valósítunk meg, hogy a célfüggvénybe építjük be ezeket a D-eltéréseket valamilyen 
súlyszám figyelembevételével. Hasonlóan az E halmazbeli indexpároknál is az össz-
forgalmi költség és az előírt költségszint D-eltérését építjük be a célfüggvénybe. 
Legyen az iV-beli indexpárokra az előírt költségszint KN, az P-beliekre pedig KE-
Legyen továbbá Ai, A2, A3 > 0, Aj + A2 + A3 = 1 adott súlyszámok, ahol Ai az ere-
deti célfüggvény, A2 a margináüs értékektől való eltérések, A3 pedig a költségszinttől 
való eltérés súlyszámait jelenti. Feladatunkat az alábbi matematikai programozási 
feladat írja le. 
Meghatározandó úgy, hogy az 
Xij >0, (t = l,...,m; j = l,...,n), 
n 
Xij = di, i £ IN , 
j= i 
m 
У ^ X j j - bj, j £ JN , 
1=1 
E E c , j x , J = K n 
(i,j)€N 
feltételek mellett a 
(13) \\D(X У A) + A2 E D + £ * > X > o i i * i 
«е/в \j=1 ) j z J E \»'=1 / 
+ 
+ Е Е С ' ' Х " II K E ) 
függvény értéke minimális legyen. 
A fenti feladat egy entrópia programozási primál feladat. A (13) célfüggvényt 
hozzuk a megfelelő alakra, ehhez vezessük be az y, (i £ IE), a ZJ ( j £ JE) és a < új 





' € IE , 
i=1 
m 
Zj = E x'j > j £ JE > 
i = 1 
* = E E c d x 0 -
(i,j)€E 
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Az új változók segítségével az alábbi feladatot nyerjük: 
xij > 0 . (í = 1 , . . . , m; j = 1 , . . . , n) , 
n 
= i € In , 
( 1 4 ) 
;'=i 
X] - y> = ' € IE , 
i = i 
m 
Y x i j = bj, j £ JN , 
i=i 
m 







m п Л • •
 m
 о m n 
X X l o « " X X x ' i + X X «о-
i = l J=1 ,J t = l 7 =1 í = l 7 =1 
>=Ie i€IE «e/E 7€JE J 





A célfüggvényben a Ai, А2,Аз súlyokkal a logaritmus mögötti törteket kibővítettük 
és ezáltal az ж,у, у,-, Zj, t változókról az x,y, y, ,Zj,t új változókra az alábbi módon 
térhetünk át. 
xij — Ai Xij , 
ÎH = A 23, , 
Zj = X2Zj , 
t - X3t. 
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Az új változókkal a feladat az alábbi alakot ölti: 
íij > 0 , (i = 1 , . . . , m; j = 1 , . . . , n ) , 
n 
= i € In , 
i= i 
n 





E - -Mj = 0> j £ Je , 
i=i 
E E C , Ï = 
(iJ)eN 
E Е Л з с ь £»; - - M " = o , 
E E ^ ( - b g A i a , j ) + E f j ( - l o g A 2 6 j ) + 
I=l J=l I ' 6 /E I ' € 1 E 
m n m n 
+ £ ( - l o g A 3 A ' ß ) + E E f ' Ï l o g ~ E E + E & l o g & -
i=i 1=1 i=i j=1 ie/E 
- E & + E l o g ~ E % + < l o g ' ~ * m i n ! 
•6/e je 1e j e i E 
A célfüggvényből a konstans tagokat elhagytuk, így látható, hogy ez egy entrópia 
programozási primál feladat. írjuk fel a fenti entrópia programozási primál feladat 
duál párját. 
Meghatározandók azon u< (i = 1 m), Vj ( j = l , . . . , n ) , w n , w e duál vál-
tozók, amelyekre a 
E Aid,ti, + E kibjVj +AiKNwN-
içls ÍÍJN 
- E E exp(u, + v i + wNCij + log Aia . j ) -
( i , j ) e ( i N x J N ) n N 
E E ^ ф К + vi + A3wECij + log Aia . j ) -
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- Y Y
 e X P K + X2 Vj + WNCij + log A l d j j ) -
(I,J)E(LNXJE)NN 
Y Y ^ p C " ' + л2 Vj -I- A3 uißCjj + log A i a . j ) -
( i , j ) Z ( I N x J E ) n E 
- Y Y exp(A2u< + Vj + WNCij + log A i a . j ) -
(.ÍJ)€(IEXJn)oN 
- Y Y exp(A2Uj + vj + A 3wECij + log A i a ^ ) -
(.i,j)e(iExJN)r\E 
- Y Y + X*VI + WNCIJ + l ú g A l a , j ) -
(i,j)e(iBxJE)nN 
- Y Y «ф(А2и,- + A2u;- + A31vECij + log Aia,j)— 
- Y exp(~Ai«i + log A2d.) - Y exp(-Ait i j + logA26 ;)~ 
• € / E j e J s 
- exp ( -A iw E + log A 3 K E ) 
függvény értéke maximális. Vezessük be az r,-, Sj, г9дг, tiE pozitív új duál változókat 
az alábbiak szerint: 
_ í e x p ( u i ) i в IN _ í e x p ( v j ) j G JN 
X exp(A2u t) i€lE 3 X exp(A2Uj) j G JE 
ú N - e x p K w ) , J E = exp(A3Wß). 






» + Y X l b i log SÍ + X i K n log - Y y ^ A t r . q . y S j ú ^ -
Í€In Í£JN (>',j)€JV 
- Y Y ^ w j ' i ^ E - Y - Y a 2 - л з . 
( í , j ) e £ ieiE j e J B 
Az alábbiakban az egyensúlyi összefüggést írjuk fel, amely a primál és a duál vál-
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tozók optimális értékeire vonatkozó feltételeket adja. 
Xij = XiriaijSjôÏÏ, (i,j) £ N , 
Xij = ÁmaijSjd^', ( i j ) £ E , 
y, = A j d i T i 2 , ! € IE , 
Zj = A26j8;. J , j £ JE, 
î= \3KE0~E^ • 
Visszatérve az eredeti primál változókra a fenti optimalitási kritérium az alábbi 
alakot ölti: 
Xij = riüijSj 0%', (í, j) £ N , 
Xij = V i d i j S j , (i, j) £ E, 
У. = d<r, ' , » G IE , 
Zj = bjSj 2, j £ JE , 
t = K E . 
3.4. Megoldási algoritmus 
A fenti egyensúlyi egyenleteket az entrópia programozási primál feladat feltételi 
egyenleteibe (14) behelyettesítve, az optimális megoldáspárt az alábbi nemlineáris 
egyenletrendszer megoldása szolgáltatja: 
Y r» a0 sj0CN + Yriaiisi'liE' = di' г £ IN 
j\N j\E 
с с " Г
1
" 
Y riOijSjdiï + Y riaiisi^E = d.r, 2, » € f f i 
j\N j\E 
Y r i d i j S j ú % + Y r i d i j S j t i g = b j , j £ J N 
i\N i\E 
Y r<a'jsj ** + Y г,ач si = bisj i 6 J e 
»|JV i |ß 
(15) 
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(16) i a i j S j W = K N 
(ij)€N 
(17) Í E E ' Í ^ ü ^ Í = ^ 
Röviden összefoglalva az algoritmus az alábbi lépésekből áll. Kiindulunk tet-
szőleges Ом > 0 ée Oe > 0 értékekből. A (15) egyenletrendszert megoldjuk és az 
eredményül kapott г,-, 8j értékeket a (16) és a (17) összefüggésekbe behelyettesít-
jük. Jelöljük a (16) baloldalát KN-mal, a (17) baloldalát pedig À>-mal. Ezután 
a (16)-beli és a (17)-beli baloldalakat és a jobboldalakat összehasonlítjuk, majd 
a két oldal eltérése esetén új Ом és Oe értékeket határozunk meg és eljárásunkat 
folytatjuk. А Ом és Oe értékeinek meghatározása az alábbiak szerint történik: 
ha Км — KM és KE = KE, akkor megállunk, 
ha Км < Км, akkor Ом értékét növeljük, ellenkező esetben csökkentjük, 
ha Ke < Ke, akkor Oe értékét növeljük, ellenkező esetben csökkentjük. 
A továbbiakban a (15) egyenletrendszer megoldási algoritmusát adjuk meg. Ki-
indulunk az г,- > 0 (í = 1 , . . . , m) értékekből és az alábbi (18), (19) összefüggésekkel 





E r,atjO%> + E гiOijú^ 
,.|ЛГ i|E 
Xl+Xj 
j G JN 










Most pedig a költségfüggvények azon tulajdonságait igazoljuk, amelyet az al-
goritmus megalkotásánál felhasználtunk. Az alábbiakban megmutatjuk, hogy a 
KN(OM) és a KE(OE) függvények szigorúan monoton növekvő függvények. 
Legyenek a K'N, K'E költségszintekkel adott modellekhez tartozó optimális duál 
megoldások r,', s), 0'N, 0'E. Hasonlóan a K'f,,KE költségszintű modellekhez tartozó 
optimális duál megoldások r", s" ,0 '^,0"E . 
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Tekinsűk a duál feladat célfüggvényét: 
£ Aidi log r i + £ Xibj log sj + Ai K N log ú N - ^ ^ A т в у « , ^ ' -
j t J N (i.j)eN 
- E - E - Л 3 • 
(i,j)£E Í£Ie J£JE 
Jelöljük a célfüggvényben szereplő 1., 2., 4., 5., 6. és a 7. tag összegét P-vel. így a 
fenti duál célfüggvény a számunkra egyszerűbb 
P(r,sJN,úE) + \iKN log 0N - X3I<eúe x* 
í jakban írható. Az optimális megoldás definíciója alapján felírhatjuk az alábbi négy 
egyenlőtlenséget. 
(20) P ( r \ a', Ú'E) + XxK'N log Ű'N - X3K'EŰ'E~^ > 
> P ( r " , »", rNt + XXK'N log rN - АзК' Е д ' Е -& , 
(21) P ( r " , а"ü"e) + kiK'iv log ü'n — X3KEőE~^* > 
> P ( r ' , s ' , Ő'E) + AiK'í, log d'N - A 3 & , 
(22) P(r',a',0'N,ü'E) + X1K'Nhgü'N-X3K'Eő'E-^ > 
> P(r", »", + XÍK'H log - A 3 , 
(23) + > 
> P(r',»', Ú'N, 0'E) + X\K'Ú log ő'b - A 3 , 
A (20) és a (22) egyenlőtlenség azt fejezi ki, hogy a I \ 'N ,K 'E költségszintekkel 
adott feladat esetén az r ' , s ' , ú'E optimális duálváltozókhoz tartozó duál célfügg-
vényérték nem kisebb bármely duálváltozóhoz tartozó célfüggvényértéknél. A (21) 
és a (23) egyenlőtlenség pedig azt fejezi ki, hogy a K'ú, KE költségszintekkel adott 
feladat esetén az r " , a", úE optimális duálváltozókhoz tartozó duál célfügg-
vényérték nem kisebb bármely duálváltozóhoz tartozó célfüggvényértéknél. Adjuk 
össze a (20) és a (21) egyenlőtlenséget, a kieső Р(г,з,0^,0е) tagokat már le sem 
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írva és a A3 > 0-val való osztást elvégezve, valamint az egyszerűsítések után a 
következőket kapjuk: 
K'N log Ú'N + K'N log d"N > K'N log -)- K'N log 0'N , 
melyet alkalmasan rendezve kapjuk, hogy 
A fenti egyenlőtlenségből, ha 
K'N>K&, akkor log 0'N > log ú'n 
következik, amelyből a természetes alapú logaritmus monotonitása miatt ú'N > 
is következik. Mivel ő'N = Щ esetén K'N = К'ф, ezért a 1 9 N ( K N ) függvény 
szigorúan monoton növekvő. Ekkor viszont létezik a Kn(ón) inverz függvény, amely 
szintén szigorúan monoton növekvő. 
Ha most a (22) és a (23) egyenlőtlenségeket adjuk össze, akkor az előzőekhez 
hasonlóan kapjuk, hogy 
> 0 , 
amelyből, ha K'E > KE, akkor Ai,A3 pozitivitása miatt 0'E > •d'E is következik. 
Mivel ú'E = ti'É esetén K'E = KE, ezért a Oe(Ke) függvény szigorúan monoton 
növekvő. Ekkor viszont létezik a Ke(Je) inverz függvény, amely szintén szigorún 
monoton növekvő. 
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N A G Y T A M Á S 
M I S K O L C I E G Y E T E M , M A T E M A T I K A I I N T É Z E T 
A L K A L M A Z O T T M A T E M A T I K A I T A N S Z É K 
3515 M I S K O L C - E G Y E T E M V Á R O S 
S T O C H A S T I C V A R I A N T S O F T H E E N T R O P Y P R O G R A M M I N G 
T . N A G Y 
I n t h e first p a r t of t h i s p a p e r we p r e s e n t t h e e n t r o p y p r o g r a m m i n g p r o b l e m a n d i t s d u a l i t y 
r e s u l t s . T h e e n t r o p y p r o g r a m m i n g is t o find a n o n - n e g a t i v e v e c t o r t h e d i v e r g e n c e of w h i c h f r o m a 
g i v e n p o s i t i v e v e c t o r s h o u l d b e m i n i m a l s u p p o s i n g l i n e a r c o n s t r a i n s . T h e m e a s u r e of t h e d i v e r g e n c e 
b e t w e e n t w o n o n - n e g a t i v e v e c t o r s is t h e g e n e r a l i z a t i o n of t h e K u l l b a c h - L e i b l e r i n f o r m a t i o n . I n 
t h e m a i n p a r t of t h i s p a p e r we p r e s e n t t w o a p p l i c a t i o n s of t h i s p r o b l e m . 
C o n s i d e r t h e t r a n s p o r t a t i o n p r o b l e m w h e r e s o m e c o n s t r a i n t s a r e n o t r e q u i r e d t o b e e x a c t l y 
s a t i s f i e d r a t h e r t h e a b o v e d i v e r g e n c e of t h e t w o s ide s is p u t i n t o t h e o b j e c t i v e f u n c t i o n s u c h a 
w a y t h a t t h e w e i g h t e d a v e r a g e of t h e o r ig ina l a n d t h e d i v e r g e n c e s h o u l d b e m i n i m a l . T h e n we 
a p p l y t h e e n t r o p y p r o g r a m m i n g p r o b l e m t o t h e g r a v i t y m o d e l f o r t r i p d i s t r i b u t i o n . S i m i l a r l y t o 
t h e a b o v e c a s e we p u t s o m e c o n s t r a i n t s i n t o t h e o b j e c t i v e . E f f e c i e n t a l g o r i t h m s w e r e d e v e l o p e d 
f o r t h e a b o v e p r o b l e m s , t h e s e a l g o r i t h m s h a v e v e r y g o o d c o n v e r g e n c e p r o p e r t i e s . 
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A GOLYÓSMALMI Ő R L E M É N Y S Ű R Ű S É G F Ü G G V É N Y É R E FELÍRT 
I N T E G R O - D I F F E R E N C I Á L E G Y E N L E T M E G O L D H A T Ó S Á G A 
ÉS A M E G O L D Á S SPECIÁLIS T U L A J D O N S Á G A I 
A c i k k a s z a k a s z o s g o l y ó s m a l m i ő r l é s egy m a t e m a t i k a i m o d e l l j é v e l f og l a lkoz ik . A z ő r ö l t a n y a g 
s z e m c s e m é r e t s z e r i n t i t ö m e g e l o s z l á s á n a k s ű r ű s é g f ü g g v é n y é r e f e l í r t i n t e g r o - d i f f e r e n c i á l e g y e n l e t e t 
v i z s g á l j u k . B e b i z o n y í t j u k , h o g y az egyen le t e g y é r t e l m ű m e g o l d á s a s ű r ű s é g f ü g g v é n y . T o v á b b á 
a d u n k e g y o l y a n k o n v e r g e n s m ó d s z e r t a m e g o l d á s k ö z e l í t ő s z á m í t á s á r a , a m e l y m e g f e l e l a n n a k 
a k í v á n a l o m n a k , h o g y a k a p o t t k ö z e l í t ő m e g o l d á s e l e g e t t e g y e n a ( d i s z k r é t ) a n y a g m e g m a r a d á s 
e l v é n e k . 
A kerámiaiparban széles körben használt eljárás a szakaszos golyósmalmi őrlés. 
Ez a következőt jelenti: Az őrlendő anyagot beteszik egy forgó, vízszintes hengerbe 
(malom), azt lezárják. A malomban lévő különböző méretű golyók a malom forgása 
következtében ide-oda ütődnek és az ütközések során összezúzzák a malomban lévő 
anyagot. Ez az őrlés. 
Az egyik fontos kérdés, hogy időben hogyan változik a malomban lévő anyag 
szemcseméret szerinti tömegeloszlása. Ennek nyomon követésére alkalmas az anyag 
szemcseméret szerinti sűrűségfüggvényének vizsgálata. 
Vezessük be a következő jelöléseket: 
Jelöljük Yo-lal a legkisebb, és YM_mel » legnagyobb szemcseméretet. T < oo 
jelölje az őrlés időtartamát. Legyen X £ [Yo, YAÍ] és t £ [0,T]. 
Legyen t)o(x) : [Xq,Xm] —* ®o a beadagolt anyag (kezdeti) sűrűségfüggvénye 
és v(x,t) : [Yo, Хм] x [0,T] —+ KQ a malomban tartózkodó anyag szemcseméret 
szerinti sűrűségfüggvénye. Vezessük be továbbá a következő két függvényt: az ún. 
szelekciós függvényt (5(x)), valamint az ún. törési sűrűségfüggvényt (b(x,y)). Az 
S(x) : [Yo, Хм] —• IRj függvény adja meg annak a mértékét, hogy egységnyi idő 
alatt egységnyi tömegű x méretű szemcséből mennyi törik. A b(x,y) : H —• M j 
függvény pedig nem más, mint az y méretű szemcséből töréssel keletkező anyag 
eloszlásának a sűrűségfüggvénye, ahol H := {(x, y) \ X0 < x < у < Хм, У Ф Yq). 
Ezek után tekintsük az őrlési folyamat leírására szolgáló egyik leginkább hasz-
nálatos egyenletet ([1], [3], [4], [5]). 
M I H Á L Y K Ó C S A B A 





dt S(x)v(x,t)+ J S(z)b(x, z)v(z, t)d. \z 
r(x,0) = v0(x) 
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ahol X G [Х0,Хм1 t G [0,T] és 0 < X 0 < XM < oo, T < oo valamint az 
S(x), b(x,y) és t>o(z) függvények adottak. 
2. Egzisztencia és unicités 
Az (1.1) egyenlet megoldására vonatkozóim a következő tételt mondhatjuk ki. 
2.1. T É T E L . Tegyük fel, hogy fennállnak a következő feltételek: 
(i) S(x) és го(ж) folytonosak az [Хо,Хм] intervallumban, b(x,y) pedig 
folytonos a H halmazon. 
(ii) v0(x), S(x) és b(x, y) nemnegatívak. 
z 
(iii) Vz G (X 0 , XM]-re f b(x, z)dx = 1. 
Jfo 
Хм 
(iv) / v0(x)dx — 1. 
Xo 
Хм 
(v) В := sup f S(z)b(x, z)dz < oo. 
z:e(X0,XM] X 
Ekkor 
1. Az (1.1) mtegro-differenciálegyenletnek a folytonos függvények köré-
ben létezik és egyértelmű a megoldása, és az t szerint differenciálható. 
2. Ez a megoldás nemnegatív. 
3. A megoldás integrálja az [XO, Хм] intervallumon eggyel egyenlő, azaz 
Хм 
V< G [0, T]-re f v{x,t)dx = 1. 
Xo 
Bizonyítás. Az (1.1) egyenlet ekvivalens átalakításával a következő egyenletet 
kapjuk: 
t xM 
v(x,t) = e~sWv(x,0) + j J S(z)b(x, z)v(z,r)dz dr. 
Erre az egyenletre alapozva alkalmazhatjuk a Peano-iterációt a következőképpen: 
Legyen 
v0(x,t) = и0(я) 
és n = 1 , 2 , . . . esetén 
t xM 
»„(*,<) = e _ 5 ( r ) 4 ( * ) + J e s < * ) ( T - ' ) J S(z)b(x,z)vn.1(z,T)dzdr. 
о 
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A tétel 1. állítása a Peano-iteráció szokásos felhasználásával bizonyítható. En-
nek leírásától — jól ismert módszer lévén — eltekintünk. A tétel 2. állítása egyenes 
folyománya az iterációs előállításnak, ugyanis az egyenletben szereplő t>o(x), S ( x ) 
b(x, y) függvények nemnegativitása miatt az iterációban rekurzívan megadott vn(x, t) 
függvények is nemnegatívak lesznek, így a határértékül adódó v(x, t) megoldás is 
szükségképpen ilyen. Végezetül, tekintettel a 3. állítás nem szokványos jellegére, 
annak bizonyítását részletesen megadjuk. 
írjuk fel az (1.1) egyenletet a vele ekvivalens alábbi alakban: 
« XM 
v(x,t) = v0(x)+J[-S(x)v(x,t) + J S(z)b(x,z)v(z,r)dz]dr, t e [ 0 , T ] . 
Integráljuk mindkét oldalt Ao-tól Х м -ig, majd az integrálás sorrendjét cserél-
jük fel és az (iv) feltételt alkalmazzuk: 
Хм Xm t Х м 
J v(x,t)dx = J\v0(x) + J (-S(x)v(x, t ) + J S(z)b(x,z)v(z,T)dzjdT dx = 
Xo 
Хм 
t Х м , 
= J V0(x)dx +J J í-5(x)u(x,r) + J S(z)b(x, z)v(z, т )dz 
Xo 0 X 0 x 
1 Хм 
= 1 - J J S(x)v(x,r)dxdT+I 
0 Xo 
t Хм Xm 
ahol I :=J J J S(z)b(x,z)v(z,r)dzdxdT. 
dx dr — 
о Xo * 
Ismét felcserélve az integrálás sorrendjét és használva az (iii) feltételt, I-t így ala-
kíthatjuk tovább: 
t XM XM 
0 Xo x 
1 = J J J S(z)b(x,z)v(z,T)dxdzdr = 
x 
t XM ( z 
= J J S(Z)V(Z,T)1 J b(x,z)dx\dzdr = j J S(z)v(z,r)dz dr 
t XM 
0 Xo 
Innen következik az állításunk. • 
0 Xo 
Alkalmazott Matematikai Lapok 17 (1993) 
1 7 4 MIHÁLYKÓ CSABA 
KÖVETKEZMÉNY. A 2.1. Tétel 2. és 3. állítása szerint Vf € [0 ,T ] -RE A v(- ,t) 
függvény sűrűségfüggvény. 
Az irodalomban széles körben használt ([2], [3], [4]) a következő speciális eset: 
XP- 1 
(2.1) 0 = Yo < Хм < oo, S(x) = k-x* és b(x,y) = p- ——, 
ahol <7 > 0, fc > 0 és p > 0 valós számok. 
KÖVETKEZMENY. Ha vo(x) tetszőleges folytonos sűrűségfüggvény [0, Y,v/]-on 
es a (2.1) paraméterek olyanok, hogy p,q £ К- re igaz, hogy 
(2.2) vagy p > 1, q > 0; vagy pedig p > 1, q = 0 
akkor az (1.1) egyenletnek pontosan egy folytonos (t szerint differenciálható) meg-
oldása van. 
Bizonyítás. Ebben az esetben teljesülnek az (i), (ii), (iii) és (iv) feltételek. Az is 
könnyen ellenőrizhető, hogy az (v) feltételben megadott В pontosan akkor véges, ha 
érvényes (2.2). így a 2.1. Tételből következően az egyenletnek létezik és egyértelmű 
a megoldása, ami egyúttal sűrűségfüggvény is minden f - re a [0, Y м ] intervallumban. 
• 
3. Numerikus módszer 
Az (1.1) egyenletnek a pontos megoldása csupán néhány speciális esetben is-
mert [3]. Éppen ezért előtérbe került az egyenlet numerikus megoldása. Azonban, 
tekintettel arra, hogy sűrűségfüggvényt közelítünk, ezért olyan numerikus módszert 
keresünk, amely egy, a közelítés interpretációjához szükséges fontos kívánalomnak 
Хм 
is eleget tesz. Nevezetesen a 2.1. Tételben szereplő f v(x,t)dx = 1 egyenlőség 
x0 
fennállásához hasonló módon megkívánjuk a konvergencián és a nemnegativitáson 
felül, hogy a numerikus megoldásra is teljesüljön egy hasonló (diszkrét) megmara-
dási tétel. Ugyanis ezzel a folyamat diszkrét modelljéhez jutunk. 
A cikk e fejezetében egy ilyen módszert ismertetünk. 
A numerikus módszer leírásához vezessük be a következő jelöléseket: 
Legyenek N, M természetes számok, г := — , h := —^——, tm := m • r , 
M N 
х,- = Y 0 4- ih, Sí := S(x< ), Ь,у := 6(х,-, x;-) és цт := и(х,-, f m ) , ahol m = 0 , 1 , . . . , M 
és i, j = 0,1,..., N. 
Az (1.1) egyenlet diszkretizálásából kapjuk az eljárást. A diszkretizációt a 
következőképpen ha j t juk végre: a f szerinti deriváltat differenciahányadossal, az 
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integrált pedig (a némileg módosított) trapéz formulával közelítjük. így a következő 
közelítő egyenlőséghez jutunk (m = 0 , 1 , . . . , M — 1): 
N 
VOm + 1 « vOm + rYSjbOjvjm^Ojh 
í = 1 
N 
(3.1) v < m + i « vim - TSiVim +TYsibijvjmUijh (»' = 1 ,2 , . . . , N - 1) 
3=i 





1/2, ha i = j, vagy j — N 
ha i<j (i = 0 , l , . . . , V - l , i = 1,2 J V - 1). 
(Később, az 5. részben tárgyalni fogjuk az elkövetett hiba nagyságrendjét!) A fenti 
megadásból származó eljárás így írható fel: 
yi0 = v0(xi) (i = 0,1, . . . ,AT) 
N 
УОт+1 = УОт + T E Sj Ц yjmUQj h 
í = 1 
(3.2) N 
yim + 1 = У im - rSiPim + T ) Sjbjjyjm^ijh 
j = 1 
(í = 1 , . . . , AT — 1) 
УЛГт + l = yNm — тБыУЫт • 
Ekkor azonban nem biztosítható, hogy az {yim}£Lo értékekre teljesül az 
xM N 
J v(x,t)dx = 1 egyenlőségnek megfelelő Vimjih diszkrét megmaradási tétel. 
x0 ,= о 
(Esetünkben 70 — 7 n = | 71 = 72 = • • • = 7 /v-i - 1, annak megfelelően, hogy 
a diszkretizálásnál is trapéz formulát használtunk.) Ezért a következő módosítást 
végezzük a (3.2) rekurzión. 
Legyen 
- / 
W Í Í =
 1 1, 
1/2, ha í = j, vagy i — 0 
ha i < j, izz l , . . . , j ; j = 1,2, . . . , N . 
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Legyen továbbá 





E b k N Ü k N h 
1=0 
h a j ^ O . N , « = 0 , 1 , . . . , з 
ha j = N, i = 0,í,...,N. 
Ekkor a módosított rekurziót mátrix alakban a következőképpen írhatjuk: 
(3.4) 
ahol 




Ûm+i = DÎ!, (m = 0 , 1 , . . . , M - l ) , 
= (d,y)(jv+i)x(/v+i) és 
= 
1 - r á ) + т5,Ь„иу,Л , ha i = j 
1, ha i = j 
rS jb i jU i jh , ha г < 
L - TSN , ha i = j 
0, ha i > j . 
és i ф N és г ф 0 
= 0 
= N 
4. A diszkrét modell tulajdonságai 
Bebizonyítjuk, hogy a kapott y,m értékekre teljesül a diszkrét megmaradási 
tétel. 
Legyen S := max S(x). 
4.1. TÉTEL. Tegyük fel, hogy teljesül az (ii) feltétel. Ekkor a (3.4) képlettel 
N 
megadott yim értékekre fennáll, hogy E У ím. h h = 1 (m = 0 , 1 , . . . , M), továbbá 
i=о 
minden y,m érték nemnegatív, ha т < j . 
Bizonyítás. Az állítás m = 0 - ra triviális. Ezek után feltehetjük, hogy 
N 
к = 0 , 1 , . . . , m-re fennáll, hogy E Vikjih = 1- Bizonyítsuk (m + l)-re! 
í=o 
N N N 
X 3«m+l7ih = X Üimfi h - т X SiHimKih + X ' 
i=0 i=0 i = l 
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N N-1 N 
5 3 : = T7oh 5 3 SjyjmbojUojh + т 5 3 7.^ 5 3 SjyjmbijU>ijh = 
N j=l «=1 J=1 
N N-1 j 
= Г7оЛ УЗ SjyjmbojUQj h + т 5 3 5 3 7ihSjyjmbijUijh+ 
J=1 j — 1 i = 1 
N-1 N-1 j 
+ T 5 3 "TihSNyNmbiNUiNh = r E E 7 ihSjy j m bi jUj jh+ 
i = l j = l i=0 
N-1 
+ T -53 yibSNÜNmbiNUiNh • 
i=0 
Tehát igaz a következő egyenlőség: 
N N N-1 / j \ 
(4.1) 5 Z yi™+i"fih = E yjmljb- 5 3 yjmSjTh [ 7 j 7ibijWijh J -
1=0 j=0 j' = l V 1=0 / 
/ N-1 \ 
- yNmSNrll í 7N - 5 3 7ibiNUiNh 
\ >=0 / 
Könnyen látható, hogy ha j = 1 , . . . , N — 1 és i = 0 , . . . , N — 1, akkor 7 = 
üij, továbbá az is igaz, hogy ha i = 0 , . . . , N — 1, akkor 7,w,/v = \üiN- Ezért 
j = 1 , . . . , N — 1 esetén 
(4.2) Í > W = £ 7 i 2 Í Í W Í i H & 
•
= 0
 '=° E bt jwt/h 
к =0 
N-1 N-1 bNiüNh 1 
(4-3) E 7i~biNUiNh = 5 3 T ' / v - i ^ = 2~7N ' 
i=0 i=0 E bkNükNh 
k=0 
N N 
Ez azonban maga után vonja, hogy E 0im+i7.h = E yimjih = L e z Pe<hg a 
i=0 i=0 
tétel első álh'tását adja. 
Másrészt, ha r < j , akkor a D mátrix nemnegatív, amiből következik, hogy 
y,m is nemnegatív. • 
K Ö V E T K E Z M E N Y . Minden m-re az y , m 7 ih értékek egy diszkrét eloszlás súlyai. 
Megjegyzés. A D mátrix oszlopösszegnormáját a fentiek alapján könnyen ki-
számíthatjuk. Legyen r < j , azaz a mátrix minden eleme nemnegatív. Ekkor a D 
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mátrix j-edik oszlopában lévő elemek összege, Dj a következő: 
1, ha j = 0 
ha j = 1 , . . . , N - 1 
Dj = < 
1 - rSj + г £ SjbijUJijh , 
i=o 
N-1 
1 - TSN + Sivbisuiffli , ha j — N . 
i=0 
Felhasználva a (4.2) és (4.3) egyenlőségeket, megkapjuk, hogy 
D j = 1 + ^bojhSj ( j = 1 , 2 , . . . , N - I ) és DJV = 1 - + ^SNb0Nh. 
így D oszlopösszegnormája | |D||i = max Dj < 1, ha a b(x,y) függvény 
olyan, hogy b(Xo,y) = 0. Például a (2.2)-ben említett speciális esetben p > 1 
esetén ez fennáll. 
A módszer tárigénye 0(N2) és a műveletigénye az m edik vektor kiszámításá-
hoz szükséges műveleteket tekintve 0(mN2). 
A módszer aszimptotikus viselkedéséről a következőt mondhatjuk: 
4 . 2 . T É T E L . Legyen S(x) > 0 , b(x,y) > 0 és S(x) = b(x,y) — 0 pontosan 
akkor, ha x — Xq. Továbbá legyen т < j . Ekkor létezik az y^ = lim ym és 
íoo = (»»• ÍT ~ 2У°о< 0 , . . . , 0 ) T . 
Bizonyító.». A D mátrix felsőháromszög-mátrix, ezért a főátlóbeli elemek lesz-
nek D sajátértékei. Jelöljük a sajátértékeket rendre Aj, A j , . . . , A^—lel, és legyen az 
egyes sajátértékek multiplicitása jfcj, k3,..., kt. Ekkor D konstrukciójából fakadóan 
Ai = 1, ki = 2 és A, £ [0,1), » = 2 , . . . , ( . , azaz az 1 kétszeres sajátérték és a 
többi sajátérték 1-nél kisebb. Könnyen látható, hogy a y0 = (1,0, . . . , 0 ) T és a 
= ( 0 , 1 , 0 , . . . , 0)T vektorok D-nek a Ai = 1 sajátértékekhez tartozó sajátvekto-
rai. 
Mint ismert ([6], 179. o.), a D mátrix felírható a következő alakban: D — 
V e J d V p 1 , ahol a Vp mátrix a Aj sajátértékekhez tartozó sajátvektorokból illetve 
fővektorokból — jelöljük most ezeket v0,y1,y2, • • • ,vN~nel — álló mátrix, míg J p 
a D mátrix Jordan-féle normálalakja. J E a következőképpen írható fel: 
JD = 
•1 0 0 






, ahol BD (N - 1) x (N - l)-es mátr ix. 
Mivel Bd epektráleugara, e(Bo) '•= max ^ Aj < 1, ezért mint ismert, m - + o o 
esetén Bp tart a nullmátrixhoz. 
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Legyen most 
«m : = V D 1 y m = (uOm,«lm,---,«IVm)T • 
Ekkor az j / m + 1 = Dy m egyenlőségből következik, hogy y m + 1 = J o y m . Ezt többször 
alkalmazva adódik, hogy 
« - / m + 1 ?i Vm + l — J D И 0 I 
amit a következő alakban is írhatunk: 
«m + l = Т Ч = ( « 0 0 , « ю , ( В Г 1 и ? ) ) Т ) Т -
ahol y<,3) = (иго, • • •, uno)T• Az előbb elmondottak alapján lim + = 0, 
m—• ос 
ezért létezik az 
Uoo ••= lim y m + 1 = (uoo, "ío, 0 , . . . , 0)T határérték. 
m—> OO 
így létezik az 
y := l i m y is, és y VdU^ = УооУо + uioVi = ("oo, «io, 0 , . . . , 0) т . 
OO n —F OO 0 0 
Megadható az y ^  és az yQ között egy kapcsolat, ugyanis 
У0 = VdVО = УооУо + u ioPi + 1- u N 0 V N , 
amiből látható, hogy yQ előállításában is, és y ^ előállításában is ugyanaz v0 és 
ŰJ együtthatója. Tekintettel arra, hogy a D mátrix első sorában a főátlón lévő 
elem kivételével minden elem 0, ezért minden m-re yom = уось tehát határértékben 
УОоо = Уоо = Уоо-
N 
Végezetül pedig, mivel minden m-re Vimlih — li így a határátmenet miatt 
7 = 0 
( | у
ш
 + Wio) fi = 1, azaz у
то
 = (yoo, £ - §Уоо, 0, • • •, О) . 
Ezzel a tétel állítását maradéktalanul bebizonyítottuk. • 
Megjegyzés. Amennyiben az (1.1) egyenletnek létezik megoldása és fennállnak 
a 4.2. Tétel feltételei, könnyen igazolhatóan teljesül, hogy t £ [0, TJ-re ű(Xo,<) = 
ŰO (VO ) . Ez szoros analógiát mutat az előző tétel eredményével. 
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5. Stabilitás és konvergencia 
Az S(x), b(x,y), vo(x) függvényekre vonatkozó bizonyos simasági feltételek 
mellett (ld. [7]) és r < j esetén a (3.4) rekurzióval megadott módszer numerikusan 
stabil minden véges T-intervallumon. Nevezetesen igaz: 
(5.1) | | Я | | о о < 1 + С г , 
ahol а С konstans az iV-től és M-től független. 
További simasági feltételek ([7]) teljesülése mellett a módszer konvergens: m — 
0 , 1 , . . . , M és i — 0 , 1 , . . . , N esetén igaz, hogy: 
K*.-,<m) - < C\h2 + C2T , 
ahol yim a (3.4) rekurzióval számolható közelítő érték és a C\, C2 konstansok az 
iV-től és M-től függetlenek. 
Ugyanis felhasználva a simasági tulajdonságokat, becsülhetjük a t szerinti de-
rivált és a differenciahányados, valamint az integrál és a trapézformula eltérését. 
Ezeket összegezve a következő formulát kapjuk a függvényérték és a közelítőérték 
eltérésének normájára: 
(5.2) P m + 1 | | o c := \\vm+i - 2 m + 1 | | o o < I l D l U l y J o o + (C3h2 + C 4 r ) r , 
ahol а Сз, C4 konstansok TV—tői, M-tő l függetlenek. 
Az (5.2) becslés levezetése során használtuk azt is, hogy a 2.1 Tétel (iii) fel-
tétele miatt a (3.3) képletek nevezője 1 -f 0(h2). (5.2)-ből kapjuk a következő 
egyenlőtlenséget: 
m 
(5.3) | | im + 1 | |oo < I | ö | | £ + 1 • INIoo + £ \\D\L(C3h2 + C<T)r. 
i=0 
Továbbá belátható a t>o(x) függvényre vonatkozó simasági feltétel alapján, hogy 
(5-4) Híolloo < C5h2 , 
ahol а Сь konstans ÍV—tői, M- tő l független. Összegezve (5.1)-(5.4)-et: 
m 
llim+llloo < (1 + Cr)m + 1 • Cbh2 -f £ ( 1 + Cr)\C3h2 + C 4 r ) r < 
í=0 
< eCT • [Cbh2 + T • C3h2 + T • C 4 r ] = Cxh2 + C2r . 
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6. Numerikus eredmények 
A módszer pontosságát számítógépes futtatásokkal is ellenőriztük. A szakiro-
dalomban legtöbbször előforduló (2.1) esetből származó néhány példán keresztül 
illusztráljuk a módszer pontosságát. A p = q esetet vizsgáltuk, mert ekkor a megol-
dás pontos alakja is ismert, [3] nevezetesen v(x,t) = е~кх'*(ьо(х) + kpt xp~1Ro(x), 
XM 
ahol Ro(x) := f u 0 ( z ) d z . A számítások eredményei alátámasztják a fentebb meg-
X 
adott hibabecsléseket. 
Az 1. Táblázat a diszkrét maximum normában vett különbségeket tartalmazza, 
különböző p(= q) esetén. Tekintettel arra, hogy az elméletileg bizonyított konver-
gencia Cih2-\-C2T, ezért t = h2 választással futtat tuk a módszert néhány h értékre. 
Mint a táblázat is mutatja, másodrendű konvergenciát kaptunk. А С := Ci + C2 
szorzótényező a p = q = 2 esetben « 1 , 4 , p = <7 = 3 esetben « l , 0 é s a p = g = 4 
esetben « 0, 9. 
1. Táblázat: 
A trapéz-szabályon alapuló módszer szerint számolt és a 
pontos értékek eltérése diszkrét maximum normában 
(* = 1, wo(z) = 6x(l — x), T = Хм — 1) 
T = Л2 = 1 / 4 0 0 = T = Л2 = 1 / 1 6 0 0 = Г = Л2 = 1 / 6 4 0 0 = R = h 2 = 1 / 1 4 4 0 0 SS 
= 2 , 5 - 1 0 - 3 = 6 , 2 5 - 1 0 ~ 4 = 1 , 5 6 2 5 - 1 0 - * as 6 , 9 4 4 - 1 0 ~ 5 
p = g = 2 3 , 56 • 1 0 _ 3 8 , 9 1 1 0 - * 2 , 2 3 - 1 0 - * 9 , 9 0 - 1 0 - ® 
p = g = 3 2 , 6 1 • 1 0 ~ 3 6 , 5 4 - 1 0 - * 1 , 6 3 - 1 0 - * 7 , 2 6 - 1 0 - ® 
p = q = 4 2 , 3 7 • 1 0 - 3 5 , 8 9 - 1 0 - * 1 , 4 7 - 1 0 ~ * 6 , 5 4 - Ю - ® 
Összehasonlításképpen a 2. Táblázatban közöljük ugyanolyan paraméterek mel-
lett egy egyszerűbb — a téglalap szabályon alapuló — módszer által kapott ered-
ményeket. 
2. Táblázat: 
A téglalap-szabályon alapuló módszer szerint számolt és a 
pontos értékek eltérése diszkrét maximum normában 
(* = 1, Vo(x) = 6x(l -x),T=XM = 1) 
T = h2 = 1/400 = : r = h2 = 1/1600 = T = h2 = 1/6400 = r = h2 = 1/14400« 
= 2,5 - Ю - 3 = 6,25-10-* = 1,5625-10-* И 6,944 • ю-® 
p = q = 2 2, 25 • 10-2 1,25-10-2 6,50 • 10 -3 4,41 • 10" -3 




it о- 2, 24 • Ю - 2 1,16-10-2 5,90-Ю -3 3,94 • 10" -3 
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Végezetül két ábrát mutatunk be. 
1. ábra: A beadagoláskor nagy szemcsékből álló 
anyag időbeli változása (T — 5) 
Az 1. ábrán egy, a gyakorlat számára is fontos jelenséget figyelhetünk meg. 
Nevezetesen azt, hogy egy olyan kezdeti sűrűségfüggvényből kiindulva, ami ug-
rófüggvény, időben haladva olyan sűrűségfüggvényhez jutunk, ami egyrészt sima, 
másrészt eltűnik belőle a kezdeti ugrás okozta nagyméretű eltérés. 
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A kiindulási sűrűségfüggvény az alábbi: 
/ 0 , ha x < I 
V 0 W = l 8 , ha x > g . 
A fenti sűrűségfüggvény azt a gyakorlati esetet reprezentálja, amikor a ma-
lomba betett anyag homogén eloszlású, de csak nagy szemcsékből áll. Az ábra 
a T = 5 időponthoz tartozó függvénygörbét ábrázolja. A további paraméterek: 
p = 2, q=3, к = 1, r = h2 = 0,000625. 
2. ábra: A függvényértékek aszimptotikus viselkedése (T = 103) 
A 2. ábrán a módszer által számolt függvényértékek aszimptotikus viselkedését 
szemléltetjük. 
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A 4.2. Tételben bizonyítottuk, hogy a módszer szerint számolt közelítő megol-
dás határértéke m —» oo esetén csak az első két koordinátában különbözhet 0-tól. 
Ezt támasztják alá a számolt függvényértékek is. Esetünkben a paraméterek a kö-
vetkezők voltak: ÜO(X) = 1, p = 2, q = 3, к = 1, r = l é s / i = 0, 025 és az ábra a 
T = 103 időpillanathoz tartozó függvénygörbét ábrázolja. 
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S O L U B I L I T Y O F I N T E G R O D I F F E R E N T I A L E Q U A T I O N F O R T H E 
D E N S I T Y F U N C T I O N O F B A L L M I L L G R A N U L A T E , A N D S P E C I A L 
P R O P E R T I E S O F S O L U T I O N 
C S . M l H Á L Y K Ó 
A m a t h e m a t i c a l m o d e l of b a t c h g r i n d i n g i n a ba l l m i l l is p r e s e n t e d . T h e i n t e g r o d i f f e r e n t i a l 
e q u a t i o n f o r t h e d e n s i t y f u n c t i o n of t h e m a s s d i s t r i b u t i o n of t h e p a r t i c l e s ize is d i s c u s s e d . W e 
c o n c l u d e t h a t t h e u n i q u e s o l u t i o n of t h e e q u a t i o n is a d e n s i t y f u n c t i o n . M o r e o v e r , f o r t h e a p p r o -
x i m a t i n g c o m p u t a t i o n , we p r o p o s e a c o n v e r g e n t m e t h o d t h a t y i e ld s a s o l u t i o n s a t i s f y i n g t h e m a s s 
c o n s e r v a t i o n l aw . 
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A Z A F F I N S K Á L Á Z Á S I A L G O R I T M U S M Ó D O S Í T Á S A I R Ó L * 
M É S Z Á R O S C S A B A 
B u d a p e s t 
A l i n e á r i s p r o g r a m o z á s ( L P ) s z á m í t ó g é p e s m ó d s z e r e i k ö z ö t t a b e l s ő p o n t o s a l g o r i t m u s o k , 
e z e n b e l ü l a K & r m a r k a r - t í p u s ú m ó d s z e r e k e g y r e n a g y o b b t e r e t k ö v e t e l n e k m a g u k n a k . A t é m á b a n 
a k ö z e l m ú l t b a n t ö b b h a t é k o n y i m p l e m e n t á c i ó is s z ü l e t e t t [1,7,8]. Az L P f e l a d a t s k á l á z o t t f e l t é t e l i 
m á t r i x á n a k n u l l t e r é r e t ö r t é n ő v e t í t é s k i s z á m í t á s a m i n d e n K a r m a r k a r - t í p u s ú b e l s ő p o n t o s a lgo-
r i t m u s fő l é p é s e . A d o l g o z a t b a n e r r e a l é p é s r e e g y e d d i g m é g a b e l s ő p o n t o s i r o d a l o m b a n n e m 
h a s z n á l t m ó d s z e r t j a v a s o l u n k , és e z e n k e r e s z t ü l m e g m u t a t j u k az a f f in s k á l á z á s i a l g o r i t m u s n é h á n y 
i m p l e m e n t á c i ó b a n n a g y o n h a s z n o s m ó d o s í t á s á t . A v e t í t é s e l v é g z é s é r e e d d i g a l e g t ö b b m ó d s z e r a z 
A D f A T • y — A D \ c n o r m á l e g y e n l e t r e n d s z e r v a l a m i l y e n f o r m á b a n t ö r t é n ő m e g o l d á s á t h a s z n á l t a . 
E n n e k a m ó d s z e m e k a h á t r á n y a a k k o r j e l e n t k e z i k , h a egy n a g y m é r e t ű , r i t k a f e l t é t e l i m á t r i x ú L P 
f e l a d a t b a n v a n s ű r ű , ill. t e l j e s e n k i t ö l t ö t t o sz lop . E k k o r a n o r m á l e g y e n l e t r e n d s z e r f e l t é t e l i m á t -
r i x a s ű r ű , ill. t e j e s e n k i t ö l t ö t t lesz , a m e l y m i n d e n k é p p e n h á t r á n y o s . A j e l e n s é g e t c s a k s p e c i á l i s 
t e c h n i k á k a l k a l m a z á s á v a l k e r ü l h e t j ü k el, i lyen p l . CHANDRU és KOCHAR e r e d m é n y e [4] a z i n d u l ó 
m e g e n g e d e t t b e l s ő p o n t k e r e s é s é r e . M ó d s z e r ü n k k e l , m e l y s p e c i á l i s a n a n o r m á l e g y e n l e t r e n d s z e -
r e n k e r e s z t ü l t ö r t é n ő m e g o l d á s t is m a g á b a n f o g l a l j a , i l yen t e c h n i k á k a t a l k a l m a z h a t u n k , m e l y e k 
k ü l ö n b ö z ő p i v o t v á l a s z t á s i s z a b á l y o k e lő í r á sáva l a d h a t ó k m e g . 
1. Bevezetés 
A Karmarkar algoritmus affin skálázási változatát [2] egyenlőséges feltételekkel 
megfogalmazott lineáris programozás (LP) feladatra alkalmazzuk: 
(P) mine • x 
Ax = b 
x > 0 . 
A továbbiakban fetételezzük, hogy az А £ IR m x n mátrix teljes sorrangú, és 
rendelkezésre áll egy megengedett xo belső pont, azaz: xo > 0 és Ах о = 6. Legyen 
a továbbiakban Dx = diag(x), és 0 < a < 1 rögzített lépéshossz paraméter. Az 
algoritmus egy iterációjának lépései röviden a következők [2,11]: 
Algor i tmus A . l 
(1.1) Duál változók számítása 
у = arg m i n | | D I A T y - Dxc\\2 . 
* A d o l g o z a t a 2 5 8 7 és a 2 1 1 6 s z á m ú O T K A s z e r z ő d é s e k r é s z b e n i t á m o g a t á s á v a l k é s z ü l t . 
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(1.2) A kereső irány kiszámítása. 
z — Dl(c — ATy) . 
(1.3) A lépéshossz meghatározása* 
ot 
h = Zi 
max — 
l<t<n Xi 
(1.4) A megállási kritérium ellenőrzése 
(1.5) Az áj megengedett belső pont kiszámítása 
x* - x - h z . 
Az algoritmus (1.1) lépése igényli a legtöbb számítási időt, számítógépes imp-
lementációkban a teljes futási idő közel 90 %-át [7]. Belső pontos algoritmusok 
implementációiban (1.1) megoldására három különböző módszert használtak [6]: 
a) A DXAT = QR felbontást, ahol Q € l n x " ortogonális mátrix, és Re 
'U' 
0 pedig a következő alakú: R = ahol u £ IR
m x m
 felső háromszögmátrix. 
Ekkor (1.1) megoldása a következő trianguláris egyenletrendszer megoldására 
= Q Dxc . A módszert pl. a [10] implementációban vezet: Uy = сj, ahol 
használták. 
b) A feladat normálegyenletrendszerének, azaz az AD].AT у = AD\c egyenlet 
megoldását. Az egyenletrendszer megoldásához először az AD*AT — LLT 
Cholesky-felbontást elkészítve két trianguláris egyenletrendszer megoldását kell 
elvégezni: Lv = A D%c és LTу = v. A módszert pl. a [8] implementációban 
használták. 
c) A „hibrid" konjugált gradiens módszert a normálegyenletrendszer megoldására. 
Mivel az AD\AT mátrix szimmetrikus, pozitív définit, a konjugált gradiens 
módszer minden esetben a megoldáshoz konvergál. A konvergencia sebessége 
azonban nagyban függ a mátrix kondíciószámától. A konvergenciasebesség 
növelése érdekében az AD%AT mátrixra részleges Cholesky-felbontást lehet vé-
gezni, azaz AnD%Á£[ = LLT ahol Ajv az A oszlopaiból álló nemszinguláris 
részmátrix. Ekkor az 
L~1AD%AT(LT)~lv = L~1ADxc 
egyenletrendszert kell a konjugált gradiens módszerrel megoldani, majd га 
LTy = v trianguláris egyenletrendszert visszahelyettesítéssel. A módszert pl. 
az [1] implementációban használták. 
*A l e í r á s b a n i t t V a n d e r b e i m ó d s z e r é t [11] h a s z n á l t u k . A h á n y a d o s t e s z t t e l a m e g e n g e d e t t p o l i é d e r 
h a t á r á i g l é p h e t ü n k el, m í g B a r n s m ó d s z e r é v e l [2] a p o l i é d e r b e í r t g ö m b h a t á r á i g . 
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A dolgozatban az algoritmus (1.1) és (1.2) lépését egyszerre végezzük el egy 
szimmetrikus egyenletrendszer megoldásával: 
(1 .6 ) I ADX 
DXAT 
0 
1 Pl ' DXC J U J - 0 
ahol z = Dxz. Könnyen látható, hogy az (1.6) megoldásából származó z,y meg-
oldása egyben (1.1) és (1.2)-nek. A módszert a legkisebb négyzetekkel kapcsolatos 
problémák körében már jó tapasztalatokkal alkalmazták [3]. Könnyen látható, hogy 






A továbbiakban ezt az alakot fogjuk alkalmazni. Az (1.7) egyenletrendszer megol-
dásakor használhatunk LU dekompozíciót, azaz a mátrix alsó és felső háromszög-
mátrixra való felbontását. Ennek egy speciális esete, amikor csak a diagonálisban 
keresünk pivotelemeket. Ekkor LDLT felbontást kapunk, ahol L alsó háromszög-
mátrix, D pedig diagonális mátrix. Megjegyezzük, hogy (1.7) ilyen megoldása mel-
lett speciálisan megkaphatjuk a fentiekben említett b) módszert, ha először a D~2 
blokk diagonálisában pivotálunk, majd ezen n lépés után keletkező m egyenletből 
álló egyenletrendszer éppen az AD^AT y — A Dl с normálegyenletrendszert szol-
gáltat ja . 
A második fejezetben felsőkorlátos változók, a harmadikban nem korlátozott 
változók esetével foglalkozunk. Memutatjuk, hogy VANDERBEI [11,12] módsze-
rei hogyan származnak (1.7) megoldásának különböző pivotválasztási előírásaiból. 
Ugyanígy következik majd CHANDRU és KOCHAR elegáns módszere az első fázis al-
gor i tmusra [4], és ADLER, RESENDE, VEIGA és KARMARKAR „duá l" affin skálázási 
módszerének [1], és a (P) duálisára alkalmazott eredeti algoritmusnak az ekvivalenci-
ája . A negyedik fejezet a slack változók kezelésével, és a módszer implementációiban 
előnyösen használható egyéb tulajdonságaival foglalkozik. 
2. Felső korlátos változók 
Vizsgáljuk meg azt az esetet, amikor a (P) feladat változóira kétoldali feltételek 
vannak, azaz ti > x > 0. Ekkor a feladat standard formában az s slack változókkal 
kiegészítve a következőképpen írható fel: 
с X 
min 0 s 
A 0" X 'b' 
I I s и 
s 
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( 2 . 1 ) 





Г D-2 0 
0 o;2 
A 0 
. I I 




-1/2- . 0 . 
Mivel s = u—x, a kereső irány megfelelő komponensei között a következő összefüggés 
van: z = —z,. Pivotáljunk először a D~2 diagonálisában, azaz elimináljuk a z, 
ismeretleneket. Ekkor (2.1)-ből a következő egyenletrendszert kapjuk: 
\D~2 AT I z С 
(2.2) A 0 0 
У1 = 0 
I 0 .1/2. 0 
Látható továbbá, hogy a változók felső korlátját kifejező feltételekhez tartozó „duá-
lis" változók a következőképpen fejezhetők ki: y2 = Dj2z. Elimináljuk most ezeket 


















j a + a 
Xi = 
X, 
V«? + («i - *i)2 
A (2.4) előírás a felső korlátos változók módosított skálázására megegyezik VANDER-
BEI [11] eredményével. VANDERBEI tovább módosítja (2.4)-et, helyett az 
(2.5) Xi = min (x,',Sj) 
előírást javasolja, mivel az egyszerűbb (2.4)-nél, és ha ж,- nullához, vagy a felső 
korlátjához tart, (2.4) és (2.5) ugyanolyan arányban konvergál nullához. 
A felső korlátos változók ilyen kezelése mellett a lépéshossz kiszámítását, és a 
megállási kritérium ellenőrzését is módosítani kell. A z — —z, összefüggés folytán 
az (1.3) lépéshossz esetünkben a következőképpen számítható: 
h =
 r . 
J Zi Zi [ 
max < —, > 
i<t<n ( Xi UÍ — Xi J 
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Itt még megemlíthető, hogy a bi < ax < 62 úgynevezett „rangé" típusú felté-
telek felső korlátos slack változókkal egyszerűen kezelhetők, mely már régóta ismert 
és általánosan használt technika a lineáris programozásban. 
3. Nem korlátozott változók 
Ebben a fejezetben azt az esetet vizsgáljuk meg, amikor nem korlátozott vál-
tozóink is vannak. Jelölje a szabad változókat i p , a negatív és pozitív részre való 







CF . XF. 
[a f - f ] 
ТА 
x 
r + F 
Iх F 
> 0 . 
= 6 , 
Az (1.7) egyenletrendszer felírása most a következő lesz: 
(3.1) 
ïd-2 0 0 ат 1 





— f t 
a f F - f 0 
" z ' " с " 
Z
x + CF XF 
Z
*'F -CF 
L y J . 0 . 
Legyen mi az a transzformáció, amelyet balról alkalmazva (3.1)-ben a — f t blokkot 
eliminálja oly módon, hogy az f t blokk sorait a — f t blokk megfelelő soraihoz 
adja. Hasonlóan, vezessük be az M2 transzformációt, melyet jobbról alkalmazva 
a — f blokkot eliminálja úgy, hogy a — f blokk oszlopaihoz az f blokk megfelelő 
oszlopait adja hozzá. Tekintsük a (3.1)-gyel ekvivalens következő egyenletrendszet: 
(3.2) Mi 
Г d-2 0 0 at 1 
0 d-l 
xT, 





- f t 
a f F - f 0 
m2M; 






L У J 
= Mi CF 
-CF 
. 0 . 
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melyből a transzformációk elvégzése után a 









D~2 + D~l 
XF r + 
0 
A F 0 0 
(3.3) 
egyenletrendszert kapjuk, ahol 
(3.4) 










L y J . 0 . 
" w ' ' z ' 
XF = M,-1 X F W - z -
F XF 
L У j L y J 
z = w 
zx+ = wx+ +w-XF F XF 
Felhasználjuk, hogy ugyanazon szabad változót többféleképpen fel lehet bontani 
pozitív és negatív részre, azaz a felbontás pozitív és negatív részéhez ugyanazt az 
értéket adva ugyanazon változó egy más felbontását kapjuk. Hasonló módon a 
kereső irány azon komponenseit is megváltoztathatjuk, melyek ugyanazon szabad 
változó pozitív és negatív részéhez tartoznak. Ezek szerint a (3.5)-(3.7) alapján 
látható, hogy az eredeti kereső irányok helyett a zx+ = wx+ és zx- = 0 kereső irá-
nyokat is választhatjuk, azaz wx- változókra nincs szükségünk. Elimináljuk ezeket 
(3.3)-ban a D~2 + D~2 blokk diagonálisában való pivotálással, miután a következő 
XF ? F 
egyenletrendszerhez jutunk: 
(3.8) 
D'2 0 AT " 










(3.9) 2 _ 2 
Tehát csak a nem korlátozott változóknak a skálázása változik, mégpedig (3.9)-nek 
megfelelően. Az előbbiekben utaltunk arra, hogy egy felbontás pozitív és negatív 
részét ugyanannyival növelhetjük. Ha így xJ. —+ oo és х~ф —+ oo , akkor xEí —* oo, 
azaz határesetben D J 2 = 0. így (3.8) helyett a 
'D'2 0 A1" z с 
(3.10) 0 0 FT 
*
xt = CF A F 0 F 
У 
0 
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egyenletrendszer megoldását is alkalmazhatjuk. Itt megjegyezzük, hogy a (3.8) és 
(3.10) egyenletrendszerek megoldásaként adódó kereső irányok nem szükségképpen 
egyeznek meg. Könnyen ellenőrizhető, hogy az utóbbi esetben kapott kereső irány 
megegyezik annál a megközelítésnél adódó kereső iránnyal, amikor a szabad válto-
zókat elimináljuk a feladatból és az eredeti módszert alkalmazzuk. Az algoritmus 
azon pontját is módosítani kell, amely a lépéshosszat meghatározza, mégpedig az 
(1.3) maximumképzéséből ki kell hagynunk a szabad változókat. 
Vanderbei a szabad változókat az első lépésben felső korlátos változóként írja 
le, majd a felső korláttal +oo-hez, az alsó korláttal —oo-hez tartva határátmenettel , 
és algebrai azonosságok út ján kapja az A.l agoritmus módosítását a (PF) feladatra 
[12]: 
A lgor i tmus A.2 
A szabad változók kereső irányának számítása 
zF = (FtBF)~1(Cf - FTBAD2E) , ahol В = (AD2XAT)~1 . 
A „duál" változók számítása 
у = BAD2xc+ BFZf . 
A korlátozott változók kereső irányának számítása 
z = D2x(c-ATy). 
A lépéshossz meghatározása 
max — 
l<i<n Xi 
A megállási kritérium ellenőrzése 
Az áj megengedett belső pont kiszámítása 
x"
3
 — x — h • z , x'p = xF — h • zF . 
Vanderbei módosított algoritmusa a (3.10) egyenletrendszer megoldásánál a 
következő pivotválasztási előírásnak felel meg : 
Pivotáljunk a Dx2 blokk diagonálisában. 








Pivotáljunk a -ADXAT blokkban. 
Ekkor (3.11) a következőképpen módosul: 
(3.12) [Ft(AD2XAt)~1F][Zf] = [ c F - Ft{AD2XAT)~1AD2xC] . 
A (3.12) egyenletrendszer megoldása az A.2 algoritmusnak is egy lépése. A 
pivotálások végzésénél még könnyen látható, hogy у = В A D i e 4- B F z f és 
z = Dl(c — ATy), megfelelően az A.2 algoritmusnak. 
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Vanderbei algoritmusának két speciális esetét taglalja. Az első a 




X > 0 , 
= 6 
első fázis feladat esete, ahol p = b — AC, , és <( > 0 induló megoldása (Pl)-nek. Itt 
egyetlen szabad változónk van, a Ekkor F = p, azaz (F(AD%AT)~1FT)~1 egy 
skalár szorzó, melyet a kereső irány kiszámításakor elhagyhatunk. Az A.2 algoritmus 
esetében így a kereső irány: z = —D]:AT(AD\AT)~1p, amely az első fázis Chandru 
és Kochar által módosított változata [4]. A mi interpretációnkban ez az előbbiekből 
következően egy speciális pivotválasztási stratégia alkalmazását jelenti. Hasonlóan 
l á tha tó ADLER, RESENDE, VEIGA és KARMARKAR „duál" affin skálázási módszere 
[1], és a (P) duálisára alkalmazott eredeti algoritmus ekvivalenciája, mely Vanderbei 
módosított algoritmusának másik speciális esete. 
4. Megjegyzések 
Az (1.7) egyenletrendszer mérete (azaz ismeretleinek száma) csökkenthető, ha 
nem egyenlőséges feltételek folytán slack változóink vannak. Az LP feladatot a 
következő formában írhatjuk fel: 
( P S ) nun С•X 
[А - 7 ] 
> О 





D x 2 
0 






X, = 0 
. у. 0_ 
o;2y. 
A D , 2 blokk diagonálisában pivotálva elimináljuk a z, ismeretleneket, és (4.1) a 
következő egyenletrendszerré alakul: 
(4.3) D ~
2
 A T 1 z С 
A - D 2 
.У. 
0 
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A módszer használható természetesen akkor is, amikor egyenlőséges és nem egyen-
lőeéges „kevert" feltételeink vannak. 
Jelölje M a (4.3) egyenletrendszer együtthatómátrixát, £ az ismeretlenek vek-
torát, ß pedig a jobboldalt. Az affin skálázási algoritmus iterációi közben tehát 
Mi — ß egyenletrendszereket kell megoldani. Látható, hogy az iterációk közben 
az egyenletrendszernek csak az együtthatómátrixának diagonálisa változik. Jelölje 
(xk,sk) a it-adik iterációban kapott megoldását (PS)-nek, Mk pedig a A-adik iterá-
cióban a (4.3) egyenletrendszer együtthatómátrixát. Ekkor Mk+l = Mk + Ak, ahol 
Ak diagonális mátrix, és elemei: 
Látható, hogy „kis" lépések esetén (azaz ha ЦА^Цод megfelelően kicsi) az Mk+1£ = ß 
megoldása helyett iterációs közelítést használhatunk: 
A kezdeti értéknek jó választás a (4.3) egyenletrendszer előző affin iterációnál 
kapott megoldása, azaz = (Mk)~xß. Megjegyezzük, hogy (4.4) akkor és csak 
akkor konvergens, ha (Mk)~x Ak sajátértékeinek abszolút értéke kisebb mint egy. Ez 
utóbbi kritériumot ellenőrizhetjük például úgy, hogy az Mk — LDLT felbontásból, 
és Ak elemeinek ismeretéből (Mk)~1Ak legnagyobb abszolút értékű sajátértékére 
könnyen adható becslés. 
Egy másik lehetőség az Mk = LDLT felbontás folyamatos felfrissítése. A 
mi esetünkben az Mk + Ak = LDLT űj felbontást kell meghatározni, mely a 
FLETCHER-POWEL algoritmus [5] alkalmas módosításával gyorsan számítható. A 
FLETCHER-POWEL algoritmus belső pontos algoritmusok implementációjában való 
alkalmazását SHANNO is javasolta [9] dolgozatában. 
A lineáris programozás belső pontos algoritmusai közül talán a legtöbb való-
ban hatékony számítógépes implementáció az affin skálázási algoritmusra született 
[1,7,8]. A hatékony implementáció megköveteli az eredeti módszerek módosítását, 
hogy a lineáris programozási feladatok specialitásait kihasználjuk. A dolgozatban 
ilyen módosításokkal foglalkoztunk a belső pontos irodalomban egy ritkábban hasz-
nált megközelítési módon keresztül. Ennek a megközelítésnek az az előnye, hogy 
különböző módosításokat egyszerűen ugyanazon feladat különböző pivotválasztási 
szabályaiból lehet származtatni. További előnyt jelent a normálegyenletrendszeren 
keresztül történő megoldással szemben az, hogy a feltételi mátrix ritkásságát és 
esetleges speciális struktúráját hatásosabban használhatjuk ki. 
Á + l\2 
( 4 . 4 ) _ (M*)"1/? - (Mk)~1AkÍl. 
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T h e m o s t r e a l l y e f f e c t i v e i m p l e m e n t a t i o n of i n t e r i o r p o i n t m e t h o d s f o r l i n e a r p r o g r a m m i n g 
p r o b l e m s is g i v e n f o r t h e a f f i n e s c a l i n g a l g o r i t h m . T h e e f f ec t i ve i m p l e m e n t a t i o n r e q u i r e m o r e 
m o d i f i c a t i o n s of t h e o r i g i n a l m e t h o d s . I n t h e p r e s e n t p a p e r we s h o w a n e w a p p r o a c h t o c o m p u t e 
t h e p r o j e c t i o n o n t h e s c a l i n g m a t r i x of t h e l i n e a r p r o g r a m m i n g p r o b l e m . T h i s a p p r o a c h h a s a 
a d v a n t a g e o u s p r o p e r t y , t h a t m o r e m o d i f i c a t i o n r i ses f r o m v a r i o u s p i v o t s e a r c h i n g m e t h o d . 
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SOROK A MATHIEU F Ü G G V É N Y E K 
S A J Á T É R T É K E I N E K KISZÁMÍTÁSÁHOZ 
N É M E T H G É Z A 
B u d a p e s t 
A c ikk s o r e l ő á i l i t á s o k a t t a r t a l m a z a M a t h i e u f ü g g v é n y e k e l ső h a t s a j á t é r t é k é r e . A k é p l e t e k 
s e g í t s é g é v e l a s a j á t é r t é k e t i g e n g y o r s a n t í z d e c i m á l i s j e g y p o n t o s s á g g a l k i s z á m í t h a t j u k . 
1. Bevezetés 
Az 
(1) y" + (a-2q cos 2x)y = 0 
differenciál egyenlet megoldásait nevezik Mathieu függvényeknek. A ír és 2ir perio-
dikus megoldásokat az alábbi sorokkal adják meg [1] 
« = 0 , 1 , 2 , . . . , 
(2) ce2„(x,9) = E j 4 2 r " ) c o 8 2 r a ; > 
r = 0 
oo 
(3) ce2„+i(x, 9) = Y A l V i ^ c o e ( 2 r + 1)*. 
r = 0 
0 0 
(4) se2n+1(x,q)=YB2ÜL** " b ( 2 r + 1)*, 
r = 0 
0 0 
(5) se2n+2(x, q)=Y В(22Л+22) s in(2r + 2)x. 
r = 0 
Egy adott 9 értékhez az egyenletben szereplő „a" szám a sajátérték. A saját-
értékeket a 9 függvényeként meg lehet határozni hatványsorokkal. így pl. n = 0 
esetén 
ífil П «2 -L. 744 2 9« 6 ^ n 
( 6 ) a o ( í ) = ~~2 J 2 g ~ 2 3 0 4 ' 
(7) a0(q) = -2q + 2q> + 4 . 9 - 0 0 . 
Hasonló sorok léteznek a többi sajátértékre is. A (6) és (7) sorok csak kis pontossá-
got tudnak biztosítani ao kiszámításánál. Jelen cikkben a sajátértékekre nagypon-
tosságú sorokat határozunk meg. 
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2. Az ú j sorok 
Ismeretes, hogy ao sora kis q esetén konvergál, de q0 = 1,4C8 esetén már 
divergál. Sőt a q —• oo-re vonatkozó sorra, hogy milyen qx > q tartományban 
lenne konvergens, egyáltalán nem létezik állítás. De különben is felmerül a kérdés, 
hogy az átmeneti tartományban qo < q < gi-ben hogyan lehet kiszámítani а о 
értékét. Hasonló problémák vannak persze a többi sajátértékre. Aszimptotikus 
típusú közelítéseket szeretnénk meghatározni, ezért a hatványsort és a q —» oo 
aszimptotikus sort írtuk át jobban konvergáló sorba — Csebisev sorba — és az 
átmeneti tartományra külön határoztunk meg sorfejtést. 
Tehát a 0 < q < oo szakaszt három részre bontottuk (0,a), (or,/?) és (ß,oo) 
szakaszokra és tekintjük az alábbi sorokat 
oo 
(11) a(<?) = Х > т ; ( £ ) , о < q < a , 
k = 0 
(12) a(?) - 2 9 £ dkT*k ( j ^ ) , « < Я < ß, 
k=o ' 
(13) a(g) = - 2 g £ / t 7 í ( ( f ) 2 ) > 
A három sor meghatározásához meg kell adni az a és ß állandókat. E számok 
kiválasztásánál azt a célt próbáltuk követni, hogy kb. ugyanannyi tag szerepeljen 
tíz jegy pontosságig a sorokban. Néha ez nem volt elérhető, ilyenkor arra töreked-
tünk, hogy legalább egyik sorban se szerepeljen túl sok tag a másikhoz képest a 
tíz jegy pontosságra vonatkozóan. Tulajdonképpen a (13) sor konvergenciáját a(q) 
hatványsorának szingularitása határozza meg. Ez pl. ao esetében ismert. A további 
sajátértékekre ezt a kérdést G. BLANCH vizsgálta [2]. Meg kell jegyezni, hogy a , 
ß értékénél nincs szükség nagy pontosságra. Mi is egész értékre kerekítettük a 
numerikus számítással nyert vagy táblázatból vett értékeket. 
A sajátértéket, mint ismeretes lánctörteket tartalmazó transcendens egyenlet-
ből lehet meghatározni. így ao(g) az 
2? 
a = 
a — 4 1 
~q a - 16 1 
Я a - 36 1 
q a — 64 
Я 
egyenlet gyöke. Ezt az egyenletet pl. a Newton féle iterációval lehet megoldani. 
A számítás elég sok munkával jár a hosszú lánctörtek számítása miatt. Alkalmas 
kezdőérték segítségével a számítás természetesen redukálható. 
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A sorok együtthatóit (11) esetében direkt konverzióval nyertük (a hatványsort 
átírtuk Ceebisev sorba). A (12) és (13) sorok együtthatóit interpolációval határoz-
tuk meg. Az interpolációs pontok száma 15 és 30 között volt (ez függött a és ß 
aktuális értékétől). 
Az (1) egyenlet páros megoldásainak (2) és (3) sajátértékeit, szokás szerint, a2n 
és агп+1-gyel jelöltük (n = 0,1, 2 , . . . ), a páratlan megoldások (4) és (5) sajátértékeit 
pedig b2n ée i>2n+i-gyel jelöltük (n = 1 , 2 , . . . ). Az aktuális sorok együtthatóit an-hez 
djj."' és jelöljük, hasonlóan ftn-hez a jelöléseket használjuk. 
A számításokat SHARP PC-E500 kalkulátorral végeztem el. Néhány számítás 
elvégzéséhez Magyari Zoltán és Réti Sándor egy PC AT - 286 gépet bocsátottak a 
rendelkezésemre. Szívességükért fogadják köszönetemet. 
3. Táblázatok 
A nyert sorok együtthatóit táblázatosan adjuk meg a (11), (12) és (13) képletek 
szeint. A (11) jelölésben kivételt képez ao esete, amikor a sorból előre kiemeltük a 
v—q2 /2" szorzót 
2 oo 
*o(q) = - у Е с Г Т " ( « / 2 ) , 0 < ? < 2 . 
i=0 
Továbbá kivétel ei2, 04, a6, b2, 64, b^, mert soruk q2 szerint halad és így a Csebisev 
sorban T^(q/a) helyett T2k(q/a) áll értelemszerűen. A (12) soroknál kivételt képez, 
hogy kényelmi okok miatt a sor előtt „—2q" áll „2q" helyett ao és a i valamint 61 és 
i>2 esetén. 
Az a és ß számok értéke az alábbi táblázatból veendő: 
In bn 
n a ß a ß 
0 2 8 - -
1 4 16 4 16 
2 2 8 8 32 
3 4 16 4 16 
4 8 32 8 32 
5 12 36 12 36 
6 18 54 18 72 
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1 9 8 N É M E T H G É Z A 
к 
ck к 4 ° ) к 
АО) 
Ik 
0 0 8 6 1 8 4 2 9 3 7 6 0 0 5 5 1 9 0 8 5 6 0 7 0 0 , 8 2 9 3 3 6 0 6 3 5 
1 — 1 1 8 7 2 4 4 7 3 1 1 1 3 5 0 3 1 2 9 4 0 1 - , 1 6 8 5 7 8 1 5 0 3 
2 1 6 1 3 0 8 0 1 2 2 — 2 9 5 8 7 2 9 4 1 2 , 2 1 1 8 3 9 1 5 
3 — 2 6 8 4 9 4 5 7 3 6 8 4 4 4 1 2 6 3 3 6 4 2 2 2 
4 4 9 4 7 1 1 8 4 — 1 5 5 3 5 0 4 9 4 5 1 9 8 0 
5 — 9 6 9 7 4 2 5 3 3 1 3 4 9 9 5 1 8 9 0 3 
6 1 9 8 2 3 3 6 — 6 2 8 1 7 2 6 6 3 9 2 
7 — 4 1 7 7 3 7 9 1 9 2 7 7 1 3 8 2 
8 9 0 0 9 8 — 3 3 6 2 3 7 
9 — 1 9 7 8 9 — 4 6 4 5 9 1 2 5 
1 0 4 4 1 1 0 2 5 7 7 1 0 3 2 
1 — 9 9 1 — 9 7 5 1 6 
2 2 3 2 3 1 0 2 5 
3 — 5 3 — 8 7 3 0 
4 1 4 — 2 2 4 1 
5 - 5 
6 1 
1. Táblázat: ŰQ 
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к C ( 1 ) ck к 4 1 ' к AD Jk 
0 2 , 0 1 2 6 3 8 4 3 9 4 0 0 0 6 3 2 3 0 9 6 8 2 0 0 , 6 4 0 4 5 6 7 0 6 7 
1 , 6 5 9 3 6 3 2 2 5 1 1 2 7 7 0 3 2 1 9 0 1 1 - , 3 5 4 2 4 1 3 6 3 2 
2 - , 3 5 9 8 4 2 4 4 9 2 2 — 5 9 4 1 6 7 5 4 9 2 , 5 3 9 8 9 7 6 3 
3 - , 3 0 8 6 0 0 1 3 1 3 2 0 3 4 4 9 1 3 , 1 0 3 1 9 9 2 
4 , 6 4 5 0 7 8 5 6 4 — 2 7 5 7 9 3 6 5 4 7 2 5 3 2 
5 5 5 0 5 9 8 5 4 9 7 5 9 5 8 5 1 5 0 3 5 
6 - , 2 5 4 7 3 3 7 6 — 6 6 6 3 3 4 6 5 5 8 8 
7 4 8 7 0 0 7 3 8 7 2 2 7 2 0 3 2 
8 1 2 7 1 4 9 8 — 1 2 2 7 8 5 5 5 
9 3 7 6 7 9 1 1 2 5 2 9 6 9 
1 0 7 1 2 1 1 0 — 1 1 0 3 7 1 0 2 5 
1 2 8 6 1 6 7 4 4 1 1 6 
2 4 2 7 2 — 3 2 5 7 2 3 
3 2 2 3 1 3 4 6 3 1 
4 2 7 4 — 4 9 1 4 1 
5 2 5 1 6 0 
6 2 6 — 4 6 




2. Táblázat: щ 
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2 0 0 N É M E T H G É Z A 
к C ( 2 ) ck ifc 4 2 ) к fí2) 
0 4 , 6 3 2 8 2 0 1 2 4 4 0 0 8 1 1 3 1 0 6 7 9 0 0 0 2 0 6 9 7 1 1 1 1 4 
1 , 5 8 0 5 3 3 0 7 8 1 1 — 3 5 9 8 2 3 4 5 4 6 1 — 7 5 8 6 6 6 6 8 1 5 
2 - , 4 5 5 5 9 3 1 2 7 2 7 6 3 2 2 1 8 3 2 2 3 7 9 3 8 1 4 1 1 
3 , 5 6 3 2 7 2 2 7 3 — 2 8 8 1 7 2 3 2 8 3 4 7 5 1 3 6 6 7 
4 - , 8 9 6 1 4 2 8 4 1 1 0 8 2 3 5 3 0 4 1 5 2 8 0 4 1 1 
5 , 1 6 0 2 9 2 5 4 — 3 8 3 7 4 5 3 1 5 3 8 3 8 0 7 7 
6 3 0 7 5 2 5 6 1 2 9 7 1 3 5 3 6 — 1 0 7 6 9 4 
7 6 1 8 4 7 7 — 4 4 5 9 7 0 1 7 6 8 3 5 8 1 
8 1 2 8 6 7 8 1 5 2 6 9 4 3 8 - 3 1 3 3 6 8 
9 2 7 4 6 9 — 5 1 3 6 4 8 9 — 2 7 6 5 7 
1 0 5 9 8 1 0 — 1 7 1 5 8 3 1 0 3 6 4 4 1 
1 1 3 2 1 — 5 7 3 7 9 1 1 5 7 8 3 
2 3 0 2 1 9 1 4 7 2 — 3 0 1 
3 7 3 — 6 3 6 2 3 — 1 7 1 5 
4 2 4 — 2 1 1 1 4 — 1 0 3 
5 — 7 0 1 5 1 3 7 
6 2 3 3 6 — 6 1 
7 — 7 7 7 — 4 1 
8 2 6 8 1 9 
9 — 9 9 1 3 
2 0 3 2 0 — 3 




S. Táblázat: a2 
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S O R O K A M A T H I E U F Ü G G V É N Y E K S A J Á T É R T É K E I N E K K I S Z Á M Í T Á S Á H O Z 2 0 1 
к 
c ( 3 ) k к 43) к f (3) Jk 
0 9 6 0 9 5 4 1 0 3 9 8 0 0 8 3 6 2 7 6 0 1 5 0 0 0 2 0 9 0 2 7 7 8 0 8 
1 8 3 6 0 1 5 5 9 0 8 1 — 3 7 3 8 8 2 8 9 4 1 1 — 7 6 0 4 3 2 4 7 4 4 
2 2 3 2 3 3 9 5 8 6 5 2 7 3 0 8 6 0 2 5 4 2 3 2 5 4 9 7 9 5 0 
3 — 5 4 1 6 7 4 0 3 — 2 9 9 5 7 9 5 1 1 3 2 5 3 9 4 6 1 3 
4 — 6 6 1 0 2 6 7 0 4 1 3 3 7 0 4 1 9 8 4 7 3 4 4 2 7 5 
5 4 4 1 0 2 6 5 — 4 8 7 1 2 7 6 8 5 2 7 7 2 3 7 4 
6 2 5 5 2 3 2 7 6 1 5 9 7 8 3 5 7 6 8 7 8 5 9 6 
7 — 4 8 1 8 0 7 — 5 4 8 3 4 8 2 7 1 3 5 3 0 6 
8 — 1 2 7 1 2 2 8 1 9 4 4 6 8 6 8 — 6 8 2 1 2 
9 3 7 7 0 9 — 6 4 2 1 6 1 9 — 5 3 1 2 1 
1 0 7 1 2 1 1 0 1 9 6 9 7 9 1 0 — 1 8 0 1 9 
1 — 2 8 6 1 — 6 1 9 2 2 1 — 7 2 5 
2 — 4 2 7 2 2 0 6 0 9 2 1 9 7 8 
3 2 2 3 — 6 7 0 1 3 6 8 9 
4 2 7 4 — 2 0 6 9 4 — 5 2 
5 — 2 5 — 6 8 8 5 — 7 1 
6 — 2 6 2 4 8 6 1 3 
7 — 8 8 7 1 7 
8 3 0 8 — 1 
9 — 1 0 9 — 4 
2 0 3 2 0 — 1 
1 
-
1 1 1 
J. Táblázat: a3 
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2 0 2 N É M E T H G É Z A 
к C ( 4 ) ck к 4 4 ) к 
A*) 
Jk 
0 1 7 5 4 5 6 4 4 8 2 5 6 0 0 7 3 7 4 2 1 9 5 9 1 0 0 , 2 7 1 4 8 7 9 7 0 6 
1 1 6 5 4 0 0 6 0 6 8 8 1 — 3 7 5 7 6 0 3 5 4 1 1 - , 7 0 4 7 7 2 7 7 4 6 
2 7 8 6 3 4 4 0 6 0 2 5 5 8 0 5 6 9 0 3 2 , 2 4 7 2 3 2 8 6 2 
3 — 2 8 0 5 6 9 5 6 5 3 — 1 6 5 6 1 1 0 8 0 3 , 1 1 0 9 6 8 3 2 
4 2 2 0 8 7 3 1 9 4 1 0 0 0 1 0 9 3 9 4 , 1 5 6 7 9 8 7 
5 3 9 3 9 5 8 2 5 — 5 1 4 2 8 8 1 9 5 , 4 2 9 8 7 1 
6 — 1 3 9 0 8 9 5 6 1 8 6 2 5 0 4 4 6 1 6 7 8 1 8 
7 1 0 5 6 2 7 7 — 4 9 8 7 3 2 1 7 6 7 6 8 2 
8 3 6 0 2 2 8 1 3 8 5 5 4 7 8 2 3 2 0 4 
9 — 1 1 4 3 9 9 — 6 2 8 6 1 4 9 5 3 7 2 
1 0 6 4 2 1 0 2 9 4 4 7 8 1 0 8 
1 4 0 1 1 — 8 4 1 5 9 1 7 2 3 
2 — 1 1 2 2 5 2 6 6 2 3 5 8 
3 3 3 3 5 0 5 3 7 0 
4 5 4 9 4 5 4 1 6 
5 - 1 5 — 1 6 3 4 5 1 4 
6 4 4 5 6 2 
7 1 2 8 7 1 
8 — 8 7 8 1 
9 2 0 
2 0 - 3 1 





5. Táblázat: 04 
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S O R O K A M A T H I E U F Ü G G V É N Y E K S A J Á T É R T É K E I N E K K I S Z Á M Í T Á S Á H O Z 2 0 3 
к C ( 5 ) ck к 4 5 ) к 
A 5 ) 
Jk 
0 2 6 4 6 3 1 0 2 0 2 1 2 0 0 8 5 3 7 2 9 3 5 4 5 0 0 1 7 3 5 7 3 7 8 3 7 
1 2 0 4 2 5 5 8 2 3 1 6 1 — 2 9 9 9 0 1 3 5 5 5 1 — 7 9 3 3 9 9 1 1 1 2 
2 6 4 4 4 2 8 2 5 5 8 2 3 7 6 8 6 7 1 3 9 2 3 4 3 9 1 0 6 4 9 
3 6 7 4 7 5 0 2 9 2 3 — 1 4 7 3 7 1 2 8 4 3 2 0 7 4 7 4 4 1 
4 - 2 5 9 6 6 3 8 8 4 7 6 4 4 9 7 0 9 4 4 1 0 9 6 0 2 
5 — 6 2 5 6 7 0 3 6 5 — 2 5 7 9 2 3 1 9 5 1 4 2 3 7 6 6 
6 - 1 0 4 2 4 7 4 7 6 5 5 3 4 2 9 5 6 5 9 8 8 1 5 
7 2 4 5 9 0 6 9 7 — 1 1 3 4 4 5 5 7 2 3 8 5 3 3 
8 1 1 7 2 1 6 8 8 4 4 0 9 5 2 8 7 5 3 4 8 
9 7 3 0 3 1 9 — 1 3 6 5 3 5 9 1 2 3 4 0 
1 0 — 8 0 7 6 9 1 0 1 0 4 1 0 — 4 3 0 9 
1 — 2 5 2 1 7 1 1 2 1 9 5 1 — 4 5 8 5 
2 1 5 4 7 2 — 7 0 8 2 — 1 9 5 4 
3 2 6 7 9 3 - 1 6 2 8 3 — 3 7 4 
4 4 8 2 4 3 2 1 4 7 3 
5 — 1 4 2 5 9 8 5 6 8 
6 - 8 1 6 2 1 6 1 1 
7 - 5 7 — 5 0 7 — 6 
8 7 8 1 1 8 — 2 
9 2 9 5 9 1 
2 0 
-
2 2 0 1 
6. Táblázat: a5 
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2 0 4 N É M E T H G É Z A 
к C ( 6 ) ck к 4 6 ) к 
F ( 6 ) 
Jk 
0 3 8 , 9 0 3 6 8 4 6 0 8 4 0 0 8 1 6 7 6 9 1 1 8 7 0 0 , 1 9 8 8 8 7 5 4 6 7 
1 3 , 1 3 2 0 7 7 6 1 3 3 1 — 3 0 4 0 4 4 4 0 5 8 1 - , 7 7 1 3 0 6 6 5 6 1 
2 , 2 3 1 8 7 9 2 4 5 9 2 3 1 9 6 1 5 1 4 4 2 , 3 1 2 0 9 4 6 9 7 
3 - , 7 4 3 3 2 8 6 4 3 — 9 8 5 5 9 4 9 9 3 , 1 5 8 8 0 4 6 0 
4 - , 1 0 3 7 2 3 0 4 7 4 6 9 3 6 3 7 7 2 4 , 2 2 4 9 4 0 5 
5 , 8 3 6 2 6 0 4 5 — 3 1 7 6 3 3 7 6 5 5 4 3 0 5 0 
6 , 2 8 3 6 7 6 0 6 7 9 4 3 7 0 5 6 1 9 6 1 0 2 
7 2 1 1 9 6 3 7 — 7 0 1 7 7 0 7 8 4 4 4 9 
8 1 5 1 0 5 3 8 — 5 5 1 9 3 8 3 5 8 0 9 
9 1 4 6 0 9 9 — 1 8 9 6 4 7 9 1 3 1 8 3 
1 0 7 0 2 1 1 0 7 9 5 7 2 1 0 3 6 0 6 
1 7 1 3 1 — 1 8 0 5 7 1 3 5 0 
2 3 9 4 2 — 2 2 7 8 7 2 3 2 4 
3 4 5 3 3 2 3 5 3 2 4 0 
4 2 2 4 — 3 2 9 5 4 8 5 
5 3 5 — 1 3 7 1 5 1 0 
6 1 6 — 2 5 5 6 6 
7 2 5 3 7 4 
9 — 3 5 
9 — 7 2 
2 0 1 0 
1 — 1 4 
2 — 6 
3 1 
4 1 
7. Táblázat: a6 
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/ 1 ) 
с
к 
0 - 1 , 5 0 8 4 1 0 7 5 0 2 0 0 , 6 7 3 0 8 4 1 2 4 4 0 0 , 8 7 8 0 1 3 1 2 7 8 
1 - 2 , 6 4 4 8 9 7 1 8 5 8 1 , 1 0 5 1 6 6 1 2 4 8 1 - , 1 2 0 9 6 7 8 1 7 2 
2 - 0 , 1 1 9 4 6 1 6 1 2 9 2 - , 2 5 6 0 0 5 0 7 1 2 , 1 0 2 8 1 8 3 7 
3 , 1 5 1 7 9 9 1 2 0 3 , 6 9 9 5 0 5 5 8 3 6 3 6 0 7 
4 - , 1 7 2 3 9 9 7 7 4 - , 2 0 3 0 1 8 6 0 4 2 2 8 5 
5 , 1 2 9 7 3 2 9 5 , 6 1 3 4 2 4 6 5 1 0 5 
6 4 1 3 5 1 6 - , 1 9 0 9 2 5 6 6 1 0 5 
7 3 8 1 0 3 7 6 0 7 6 4 4 7 4 6 
8 8 1 2 8 1 4 6 5 9 5 8 1 6 
9 1 0 1 2 9 6 4 3 5 3 9 3 
1 0 3 3 1 0 2 1 2 3 2 
1 2 0 1 7 0 4 1 
2 6 2 2 3 4 2 
3 1 3 7 8 1 
4 2 6 0 
5 8 9 
6 2 9 
7 1 0 
8 З 
9 1 
8. Táblázat: bk 
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2 0 6 N É M E T H G É Z A 
к 
( 2 ) 
9k к к 
/ 2 ) 
lk 
0 1 , 7 1 0 7 0 1 7 9 8 2 0 0 3 1 3 7 6 7 3 3 8 6 0 0 , 7 4 2 4 2 9 4 2 5 1 
1 - 2 , 1 8 5 2 4 3 8 0 7 3 1 2 1 7 5 5 4 6 4 7 6 1 - , 2 5 4 9 9 0 9 8 7 7 
2 , 9 3 4 0 6 5 1 1 8 2 — 5 2 1 6 7 9 5 3 4 2 , 2 6 0 9 7 6 6 5 
3 - , 9 2 6 1 5 2 1 2 3 1 4 0 0 7 7 8 6 6 3 3 1 1 7 8 4 
4 , 1 1 8 3 4 3 5 7 4 — 3 9 8 7 8 1 2 9 3 1 0 4 5 9 
5 - , 1 7 1 0 7 9 2 5 1 1 8 2 3 5 9 9 5 4 8 4 
6 , 2 6 6 1 1 1 6 — 3 6 2 3 4 9 0 6 1 6 
7 4 3 4 5 6 7 1 1 4 2 3 4 3 7 6 
8 7 3 4 7 8 — 3 4 8 7 5 1 8 4 
9 1 2 7 5 9 1 2 1 2 4 8 9 2 
1 0 2 2 6 1 0 — 4 0 3 8 8 1 0 1 
1 4 1 1 1 3 5 6 1 
2 7 2 — 4 5 7 0 
3 1 3 1 5 4 1 
4 — 5 1 9 
5 1 7 4 
6 — 5 8 
7 5 0 
8 — 7 
9 2 
2 0 - 1 
9. Táblázat: b2 
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S O R O K A M A T H I E U F Ü G G V É N Y E K S A J Á T É R T É K E I N E K K I S Z Á M Í T Á S Á H O Z 2 0 7 
к 
( 3 ) 
9k к А
( З > 
" к 
к 
/ 3 ) 
к 
0 9 1 3 3 8 6 9 8 3 3 4 0 0 5 1 0 0 4 6 7 5 9 2 0 0 4 1 6 4 4 1 6 6 7 2 
1 1 4 5 7 3 0 3 9 3 3 1 — 4 6 6 1 0 3 5 6 4 6 1 — 5 6 9 1 1 2 3 9 9 1 
2 — 4 4 9 7 5 5 6 6 2 1 2 2 5 8 0 1 0 9 6 2 0 1 4 8 5 0 1 6 7 4 
3 — 1 4 8 9 0 2 7 5 5 3 — 3 8 9 2 7 7 2 1 3 3 4 1 5 1 0 1 9 
4 1 8 0 6 3 7 8 5 4 1 3 2 1 0 6 1 9 9 4 2 5 1 0 
5 — 1 2 0 9 2 9 5 5 — 4 5 1 5 7 2 8 1 5 — 1 7 0 1 8 6 
6 — 4 7 7 6 0 6 1 5 2 7 6 4 2 5 6 — 8 8 1 2 4 
7 3 7 7 8 5 7 — 5 1 2 0 5 1 1 7 — 2 9 4 1 1 
8 — 8 1 0 7 8 1 7 0 9 6 0 6 8 — 4 9 9 7 
9 1 0 1 4 9 — 5 7 0 4 4 3 9 1 0 8 5 
1 0 — 3 3 1 0 1 9 0 3 6 7 1 0 1 0 3 6 
1 — 2 0 1 — 6 3 5 1 5 1 2 4 9 
2 6 2 2 1 1 8 1 2 — 5 1 
3 - 1 3 — 7 0 6 1 3 — 4 8 
4 2 3 5 3 4 — 6 
5 — 7 8 4 5 7 
6 2 6 1 6 2 
7 — 8 7 7 — 0 
8 2 9 8 — 1 
9 — 1 0 
2 0 3 
1 
- 1 
10. Táblázat: b3 
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2 0 8 N É M E T H G É Z A 
к 4 4 ) к 4 4 ) к 
/ 4 ) 
lk 
0 I 6 6 8 5 9 0 5 2 0 8 7 0 0 4 8 3 5 0 0 6 3 0 4 0 0 4 2 0 9 6 8 3 5 5 0 
1 5 8 1 4 3 4 1 0 8 1 1 — 4 3 5 8 3 8 9 1 4 0 1 — 5 6 5 2 1 6 6 8 8 8 
2 — 9 3 4 1 5 7 7 9 3 2 1 0 5 8 2 5 0 4 3 6 2 1 4 2 0 1 1 6 9 9 
3 9 6 5 4 0 4 6 1 3 — 3 1 9 1 7 5 7 5 9 3 4 1 3 4 8 2 1 
4 — 1 1 9 8 1 8 8 1 4 1 0 8 9 4 9 9 8 8 4 2 9 1 5 8 8 
5 1 7 1 2 5 4 8 5 — 3 8 7 2 6 4 5 2 5 1 5 9 6 1 
6 — 2 6 5 9 7 9 6 1 3 6 1 0 8 0 1 6 — 5 9 3 5 
7 4 3 4 4 7 7 — 4 6 5 0 3 2 7 7 — 4 4 7 9 
8 — 7 3 4 7 8 1 5 5 2 3 2 1 8 — 2 0 3 4 
9 1 2 7 5 9 — 5 1 3 2 2 2 9 — 6 8 3 
1 0 — 2 2 6 1 0 1 7 0 0 3 0 1 0 — 1 4 4 
1 4 1 1 — 5 6 6 6 8 1 5 
2 — 7 2 1 8 9 4 2 2 1 9 
3 1 3 — 6 3 2 1 3 8 
4 2 1 0 2 4 1 
5 — 6 9 7 5 — 1 
6 2 3 2 
7 — 7 7 
8 2 6 
9 — 9 




11. Táblázat: b4 
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S O R O K A M A T H I E U F Ü G G V É N Y E K S A J Á T É R T É K E I N E K K I S Z Á M Í T Á S Á H O Z 2 0 9 
к к к 
, ( 5 ) lk 
0 2 5 , 9 4 2 6 7 7 9 4 1 0 0 , 6 5 7 2 7 0 5 5 1 4 0 0 , 3 0 9 0 0 0 4 2 5 9 
1 1 , 2 0 0 3 5 1 7 7 1 1 - , 3 7 8 1 7 7 8 9 4 2 1 - , 6 7 0 2 2 5 5 8 3 4 
2 , 2 1 3 0 9 8 2 3 2 2 , 7 4 7 0 2 5 1 8 6 2 , 2 1 5 1 8 8 1 8 5 
3 - , 5 1 4 8 9 8 3 5 3 - , 1 9 3 4 4 4 5 2 1 3 , 8 0 8 6 4 5 8 
4 - , 5 9 6 9 3 1 5 4 , 5 6 9 0 4 4 7 7 4 6 7 8 2 7 7 
5 , 1 2 1 0 5 2 2 5 - , 1 6 7 6 8 3 9 1 5 2 2 3 1 9 
6 , 1 9 9 7 8 7 6 , 4 6 8 8 7 5 4 6 3 2 1 7 7 
7 6 8 9 0 7 7 - , 1 2 4 7 1 5 8 7 2 1 3 6 6 
8 2 1 9 8 3 2 5 2 3 1 8 9 4 4 0 
9 2 7 5 8 9 8 5 6 5 2 9 3 0 1 8 
1 0 2 4 1 1 0 2 2 9 4 1 1 0 5 1 8 
1 1 0 6 1 6 1 6 6 1 1 1 4 
2 2 1 2 1 6 4 3 2 1 2 6 
3 3 3 4 3 5 3 4 5 
4 1 4 1 1 6 4 3 
5 3 1 5 5 
6 9 6 2 
7 2 
8 1 
12. Táblázat: 65 
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2 1 0 N É M E T H G É Z A : S O R O K A M A T H I E U F Ü G G V É N Y E K S A J Á T É R T É K E I N E K K I S Z Á M Í T Á S Á H O Z 
к rf4 к *r> к 
/в) 
0 38,1067446781 0 0,5350559818 0 0,3949388499 
1 1,9983235869 1 -,4331854370 1 -,5900358901 
2 -,1244434678 2 , 983105123 2 , 154556942 
3 - , 115541222 3 - , 280830149 3 , 4620497 
4 , 38201167 4 , 97361822 4 347651 
5 - , 5591903 5 - , 37478975 5 35107 
6 560117 6 , 14454509 6 3993 
7 8320 7 - , 5245322 7 379 
8 17321 8 , 1752478 8 36 
9 4335 9 544820 9 52 
10 642 10 164610 10 29 
11 39 1 51712 1 13 
12 10 2 17611 2 4 









13. Táblázat: b6 
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Az Alkalmazott Matematikai Lapok csak magyar nyelvű dolgozatokat közöl. A kéziratok gépelését, 
olyan formában kérjük, hogy minden gépelt oldal 25, egyenként átlag 50 betűhelyes sort tartalmazzon. A 
közlésre szánt dolgozatokat három példányban kell beküldeni. Előnyben részesülnek a TEX-ben elkészí-
tett dolgozatok. Ezeket két kinyomtatott példány kíséretében diszketten kérjük beadni. 
A kéziratok szerkezeti felépítésének a következő követelményeket kell kielégíteni. A fejlécnek tar-
talmaznia kell a dolgozat címét, a szerző teljes nevét, valamint annak a városnak a nevét, ahol a szerző 
dolgozik. A fejléc után egy, képletet nem tartalmazó, legfeljebb 200 szóból álló kivonatot kell minden 
esetben megadni. A dolgozatot címmel ellátott szakaszokra kell bontani, és az egyes szakaszokat arab 
sorszámmal kell ellátni. Az esetleges bevezetésnek mindig az első szakaszt kell alkotnia. Az iroda-
lomjegyzék mindig az utolsó szakasz kell, hogy legyen, és azt nem kell sorszámmal ellátni. Az iroda-
lomjegyzék után, a kézirat befejezéseképpen fel kell tüntetni a szerző teljes nevét és a munkahelye (illet-
ve lakása) pontos postai címét. A dolgozatban előforduló képleteket szakaszonként újrakezdődően, a kép-
let előtt két zárójel közé írt kettős számozással kell azonosítani. Természetesen nem szükséges minden 
képletet számozással ellátni. Az esetleges definíciókat és tételeket (segédtételeket és lemmákat) ugyan-
csak szakaszonként újrakezdődő, kettős számozással kell ellátni. Kérjük a szerzőket, hogy ezeket, vala-
mint a tételek bizonyítását a szövegben kellő módon emeljék ki. Minden dolgozathoz csatolni kell egy 
angol, német, francia vagy orosz nyelvű, külön oldalra gépelt összefoglalót. Amennyiben lehetésges, kér-
jük a nyomtatás számára különösen nehézkes matematikai jelölések használatának az elkerülését. 
A dolgozatok ábráit és az esetleges lábjegyzeteket a dolgozat végén, különálló lapokon kérjük be-
küldeni. Mind az ábrákat, mind a lábjegyzeteket a dolgozat szakaszokra bontásától független, folytatóla-
gos arab sorszámozással kell ellátni. Az ábrák elhelyezését a dolgozat megfelelő helyén, széljegyzetként 
feltüntetett, ábraazonosító sorszámokkal kell megadni. A lábjegyzetekre a dolgozaton belül az azonosító 
sorszám felső indexkénti használatával lehet hivatkozni. 
Az irodalmi hivatkozások formája a következő. Minden hivatkozást fel kell sorolni a dolgozat vé-
gén található irodalomjegyzékben, a szerzők, illetve társszerók esetén az első szerző neve szerint alfabe-
tikus sorrendben úgy, hogy a cirill betűs szerzők nevét a Mathematical Reviews átírási szabályai szerint 
latin betűsre kell átírni. A folyóiratban megjelent cikkekre [1], a könyvekre [5], a kötetben megjelent dol-
gozatokra [4], a disszertációkra [3] és a gépi program leírásokra [2] a következő minta szerint kell hivat-
kozni: 
[1] Farkas, !.. Uber die Theorie der einfachen Ungleichungen, Journal für die reine und angewand-
te Mathematik 124 (1902) 1-27. 
[2] Kéri, G., „DUALSIMP", rutin a CDC 3300-as gépekre (Magyar Tudományos Akadémia Számí-
tástechnikai és Automatizálási Kutató Intézete, CDC 3300 felhasználói ismertetők 2. 1973. 
május) 19-20. 
[3] Prékopa, A., „Sztochasztikus rendszerek optimalizálási problémáiról", doktori értekezés. Magyar 
Tudományos Akadémia, Budapest, 1970. 
[4| Prabhu, N. U., „Recent research on the ruin problem of collective risk theory", in: Inventory 
Control and Water Storage Ed. A. Prékopa (János Bolyai Mathematical Society and North-
Holland Publishing Company, Amsterdam-London, 1973) 221-228. 
(5) Zoutendijk, G„ Methods of Feasible Directions (Elseivcr Publishing Company, Amsterdam and 
New York, 1960). 
A dolgozatok szövegében az irodalmi hivatkozás számait szögletes zárójelben kell megadni, mint 
például [5] vagy [4, 76-78]. A szerzók a dolgozatukról 50 darab ingyenes különlenyomatot kapnak. A 
dolgozatok után szerzői díjat az Alkalmazott Matematikai Lapok nem fizet. 
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Szerkesztőség és k iadóhivata l : 1027 B u d a p e s t , Fö u t c a 68. 
Az Alka lmazot t Matemat ika i Lapok változó t e r j ede lmű füze tekben jelenik meg, és o lyan ere-
det i t udományos cikkeket publikál , amelyek a gyakor la tban , vagy m á s t u d o m á n y o k b a n közvet lenül 
fe lhasználha tó ú j ma tema t ika i e redményt t a r t a l m a z n a k , illetve m á r i smer t , de színvonalas m a t e m a -
tikai a p p a r á t u s ú jszerű és je lentős a lka lmazásá t m u t a t j á k be . A folyóirat közöl cikk f o r m á j á b a n 
megír t , ú j t u d o m á n y o s e redménynek számí tó p rog ramoka t , és olyan, külföldi fo lyói ra tban m á r 
publ ikál t do lgoza toka t , amelyek m a g y a r nyelven t ö r t énő megje len te tése elősegítheti az elért 
eredmények minél előbbi , széles kö rű haza i fe lhasználásá t . A szerkesztőbizot tság bizonyos időnként 
lehetővé k í v á n j a tenni , hogy a leg jobb cikkek nemzetközi folyóiratok kü lönszámakén t angol nyelven 
is megje lenhessenek. 
A folyóirat f e l ada ta a Magyar Tudományos Akadémia III . (Ma temat ika i és Fizikai) 
Osz tá lyának m u n k á j á r a vonatkozó közlemények, könyvismer te tések s tb . pub l iká lása is. 
A kéz i ra tok a főszerkesztőhöz, vagy a szerkesztőbizot tság bá rmely t ag j ához bekü ldhe tők . A 
főszerkesztő címe: 
Benczúr András , főszerkesztő 
1027 B u d a p e s t , Fő u t c a 68. 
Közlésre el n e m fogado t t kéz i ra tokat a szerkesztőség lehetőleg v i s sza ju t t a t a szerzőhöz, de a 
bekü ldö t t kézi ra tok megőrzéséér t vagy tovább í t á sáé r t felelősséget n e m vállal. 
Az Alka lmazot t Ma tema t ika i Lapok előfizetési á r a kö te t enkén t 850 for int . Megrendelések a 
szerkesztőség címén lehetségesek. 
A M a g y a r Tudományos Akadémia III . (Ma temat ika i és Fizikai) Osz tá lya a következő idegen 
nyelvű folyóira tokat a d j a ki: 
1. A c t a M a t h e m a t i c a Hungar icae , 
2. A c t a Phys ica Hungar icae , 
3. S t u d i a Sc ien t ia rum M a t h e m a t i c a r u m Hungar ica . 
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EGY ALGORITMUS A KÖLTSÉGTERVEZÉSI 
FELADAT MEGOLDÁSÁRA TEVÉKENYSÉG-ÉLÜ 
TERVÜTEM HÁLÓN, ( C P M / C O S T FELADAT)* 
K L A F S Z K Y E M I L É S H A J D Ú M I K L Ó S 
B u d a p e s t 
C i k k ü n k b e n egy ú j a lgo r i tmus t a d u n k az először KELLEY és WALKER, később FULKERSON 
á l t a l m e g o l d o t t köl tségtervezési f e l a d a t r a . A f e l ada t KELLEY és WALKER n y o m á n 'Cr i t i ca l P a t h 
M e t h o d ' , röv iden C P M / c o s t f e l a d a t n a k nevezik. 
E l j á r á s u n k a t KELLEY és FULKERSON a lgo r i tmusa i r a a l apozva f e j l e s z t e t t ü k ki . A mego ldás 
so rán a m a x i m á l i s á t f u t á s i időhöz t a r t o z ó op t imál i s mego ldás ró l t é r ü n k á t egy k i s ebb á t f u t á s i idő-
höz t a r t o z ó op t imá l i s mego ldás ra . Módsze rünk a m i meg í t é l é sünk szer in t egysze rűbb , és könnyeb-
b e n p r o g r a m o z h a t ó az eddigieknél . Kulcsszavak: há ló techn ika , kö l t ségopt imal izá lás , C P M / c o s t 
f e l a d a t . 
1. Bevezetés 
A CPM/cost feladat első ismertetése és megoldása KELLEY és WALKER cikké-
ben található [3]. KELLEY [4] munkájának eredménye egy, a lineáris programozás 
primál-duál algoritmusán alapuló algoritmus. A feladat folyam algoritmussal törté-
nő megoldása RAY FULKERSON [2] cikkében található. 
Eljárásunk kidolgozásánál KELLEY [4] és FULKERSON [2] eredményeit fejlesz-
tettük tovább. Míg FULKERSON modellje a háló éleit megduplázta, és ezen a bőví-
tett ismételte a maximális folyam feladatot, mi KELLEY [4] gondolatát felhasználva, 
elértük, hogy a hálóhoz új éleket ne kelljen hozzáadni. Ez mind elméleti mind gya-
korlati sebességnövekedést okoz a feladat megoldásánál. Ezen túl az algoritmus 
véleményünk szerint egyszerűbb és könnyebben programozható az eddigieknél. 
Cikkünkben feltételezzük, hogy az olvasó tisztában van a hálózati folyamok-
kal, (FORD-FULKERSON [1]) és a tervütem hálókkal kapcsolatos alapfogalmakkal, 
és alapfeladatokkal. Ezek a digráf, a folyam és a vágás fogalmai, valamint a ma-
ximális folyam minimális vágás, és a CPM/time feladatok. Ezek tárgyalására ezen 
dolgozatban nincs lehetőségünk. 
* Készü l t az O T K A F4112 p á l y á z a t a t ámoga t á sáva l . 
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2. A feladat modellje, és megoldása 
Legyen adott egy irányított gráf. Csak egy kezdő és végpontja lehet. A kezdő-
pont legyen s, a végpont legyen t. A gráfban hurok és a csomópontok között egynél 
több él nem megengedett. A csomópontok halmaza legyen N, az élek halmaza A. 
Az élek azonosítása azzal a két csomóponttal történik, melyeket az él összeköt. A 
gráf jelölése legyen [/V, А]. Ebben a tervütem hálóban a gráf élei tevékenységeket 
reprezentálnak, a csomópontok eseményeket. Az i-edik esemény jelentése a terv-
ütem hálóban a következő: Minden i-be futó tevékenységnek г bekövetkeztére be 
kell fejeződnie, és minden г-bői kifutó tevékenység legkorábban i bekövetkeztekor 
kezdődhet el. Ha egy tevékenység idejét általánosan r-val jelöljük, az események 
bekövetkeztét 7r-vel, akkor a fentiekből rögtön adódik a következő feltétel: 
(1) TTj - 7Г,- > Tij 4(i,j)eA. 
Legyen adott minden Tij tevékenység időre egy alsó és felső időkorlát, melyek által 
meghatározott intervallumban kell г,у-пек lennie. Az alsó időkorlátot rohamidőnek, 
a felső időkorlátot normálidőnek nevezzük. Az (г,/) élhez tartozó roham és normál 
idő jele legyen а,у és 6,у. A következő feltétel tehát: 
(2) 
Cl íj < Tij < bij V(i, i) G A. 
Az (1) feltétel betartásával a gráfon több különböző, a feltételt kielégítő щ rendszer 
adható meg egy adott Tij rendszerhez. Azt a 7r, rendszert, melyre 7Г, a lehető 
legkisebb minden i-re, de kielégíti (l)-et, minimális időpolitikának nevezzük. Az 
ehhez a rendszerhez tartozó 7r< értéket p-vel jelöljük, és a tervütem háló átfutási 
vagy megvalósulási idejének nevezzük, feltéve hogy irs = 0. 
(3) 7TS — 0 
(4) тг, = p. 
Egy adott Tij rendszerhez tartozó minimális 7r, rendszert tekintve létezik olyan s-
ből /-be vezető út, amely mentén (1) egyenlőséggel teljesül. Ezt az utat kritikus 
útnak nevezzük. Legyen adott minden (i,j) tevékenység normálidejéhez egy Kriij 
normál költség és egy c,y költségtényező, mely megmutatja, hogy a tevékenység ide-
jének egy napos gyorsításával mennyivel emelkedik a megvalósítási költség. Ennek 
ismeretében meghatározható a roham időhöz tartozó ún. roham költség (A'r,y): 
Krij — Kriij + Cij (bij — a,y). 
További megkötés c,y-re, hogy nemnegatív legyen, azaz 
K r i j > Kriij V(í,/) G A. 
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Az imént leírtakat az 1. ábra szemlélteti. 





T b > az ( i j ) t evékenység idejei 
1. ábra 
Egy olyan tervütem hálón, ahol а ту; nem konkrét, hanem (2)-nek megfelelően 
egy alsó és felső időkorlát között mozoghat, többféle átfutási idő érhető el. A nor-
málidőkkel {6ij} számolt hálón a irt átfutási idő az elérhető maximális, jele legyen 
Pmax- A rohamidőkkel számolt hálón, а 7г
г
 átfutási idő az elérhető minimális, jele 
legyen Pmin- A Tij tevekenyseg idok valtoztatasaval, adott rendszerekhez minden 
olyan p átfutási idő elérhető, ahol: 
(5) Pmin<P<Pmax-
A tevékenység idők változtatásával azonos p átfutási időt is többféleképpen le-
het elérni. Nyilvánvaló, ha a tevékenységek költségtényezője kölönbözik, úgy azonos 
p átfutási idejű megoldáshoz kölönböző megvalósítási költségek tartoznak. Mi egy 
adott átfutási időhöz tartozó legolcsóbb megoldást keresünk. Az 1. ábra segítségével 
felírhatjuk a következő célfüggvényt: 
Mivel Kriij és (bijCij) konstansok, ezért az előzővel egyenértékű célfüggvény a 
következő: 
Az előbbiekben elmondottak alapján összefoglalva a feladat tehát a következő: 
Keresendő az a 7r, és r,j rendszer, amely kielégíti az alábbi feltételeket: 
TTj-TT,- >Tij V(i,j)eA 




Pmin + P + Pmax 
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és maximalizálja a következő célfüggvényt 
X c ' J R Ű J • 
Ezt a feladatot a CPM/cost feladat primál feladatának: nevezzük. A feladathoz 
rendeljük hozzá az alábbi duál feladatot. 
Legyen ipij az s pontból a t pontba irányuló folyamrendszer, melynek nagysága 
в. Keresendő az [TV, A] digráfon az a ipij folyam, melyre 
вр+ X (cij - <Pij)bij - X ( f i j - c«j)a»'j minimális. 
Cij><Pij 4>,j>c, j 
A duál feladat célfüggvényének első tagját átalakítjuk, hogy a később kimondott 
tételek könnyebben bizonyíthatók legyenek. Felhasználva a 7r( = p és a ír, = 0 
összefüggéseket 
9p = (тг ,(-0)) + (tt20) + • • • + M ) + • • • + (r,0) = 
= X X 9>a - X fB = X и X Vi] - X X v.j = 
jeN j j J jeN j ieN i 
(»,j)6A (i,j)€A (i,j)eA (i,j)CA 
= X - X 7r'F'.'J = X ^ T ~ n<)Vij-
jeN íeN A 
A célfüggvény az átalakítás után tehát a következő: 
X f a ~ 7r,')Vb" + X ( cb ~ Fij - X ^ _ c ü ) a u min • 
A c,j>ipij 4>íj>ctj (i.í)íA (>',j)6A 
A primál és duál feladat között szoros összefüggés van, melyet az alábbi lemmában 
mondunk ki. 
LEMMA. Ha létezik a primál feladatnak megfelelő т és тг politika, valamint egy 
ip folyam, akkor a 
X c b r ' i < X ^ ' ~ ^Vij + X (c4 - Vij)bij - X (f.'J - cij)aij 
A A Cij>ip,j cp,j>Cij 
('J)eA (i,j)6A 
és egyenlőség akkor és csak akkor van, ha 
1° TTj — тг, > T{j esetén <pij = 0 
2° bij > Tij esetén ipij > c,-j 
3° dij < Tij esetén tpij > c,j. 
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Bizonyítás. Egy olyan élen, ahol ipij < Cij ott a lemma szerint 
cijT>j < ("i ~ Xi)<Pij + (cij - <Pij)bij 
A (írj — n,) és bij helyére a nálunk kisebb vagy egyenlő r,j-t írva, az egyenlőtlenségből 
egyenlőség lesz, tehát az eredeti állítás igaz. Egyenlőség pedig csak akkor van, ha 
l 0 0 <pij > 0 esetén Tj — 7Г; = Tij 
200 Cij > <pij esetén bij = Tij. 
Egy olyan élen, ahol ipij < Cij ott a lemma szerint 
Cij Tij < (TTj - 7Ti)ipij - (Ifiij - Cij)dij. 
A (7Tj — 7Г,) helyére a nála kisebb vagy egyenlő Tij-t írva, és az а
г] helyére a nála 
nagyobb vagy egyenlő r,j-t írva, (azonban ez nagyobb szám kivonását jelenti, mint 
az eredeti kivonásban) az egyenlőtlenségből egyenlőség lesz, tehát az eredeti állítás 
igaz. Egyenlőség pedig csak akkor van, ha 
l 0 0 f i j > 0 esetén írj — 7Г,- = r,-j 
300 Cij < tpij esetén atJ = Tij. 
Összegezve az előzőeket, a lemmában egyenlőség akkor és csak akkor van, ha 
•^ 00 f i j > 0 esetén Tj - Щ = Tij 
2 0 0 Cij > f i j esetén bij = Tij 
3 0 0 Cij < f i j esetén a-ij = Tij 
Megfordítva, 
1° T j - Ti = Tij esetén f i j 0 
2° bij > Tij esetén f i j C{j 
3° üij < Tij esetén f i j < Cij 
Ez éppen a lemma állítása. 
A lemmának egy lényeges következménye van, amit az alábbiakban ismerte-
tünk. 
TÉTEL (gyenge equilibrium). Ha létezik a prímái feladatot tetszőleges p át-
futási idő mellett kielégítő щ és Tij politika, és ipij a tervütemhálón, valamint a 
primál feladat célfüggvény értéke (P) egyenlő a duál feladat célfüggvényével (D), 
azaz P = D, akkor mindkét feladat megoldása optimális. 
Bizonyítás (indirekt úton). Tegyük fel, hogy P = D, de létezik egy olyan P* 
megoldás, hogy P* > P. Ekkor P* > P = D de ez a lemma szerint ellentmondás. 
Tegyük fel, hogy P — D, de létezik egy olyan jobb duál megoldás (D*), hogy 
D* < D. Ekkor D* < D — P de ez a lemma szerint ellentmondás, így ezzel a tétel 
bizonyítva van. 
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TÉTEL (dualitási tétel). Tetszőleges p átfutási időhöz (pmin < p < pmax) meg-
adható olyan 7Г, г és ip rendszer, melyeknél a célfüggvények értékei egyenlők, azaz 
optimálisak. 
A tétel bizonyítása konstruktív, azaz megadja az algoritmust is. 
Bizonyítás. A p = Pmax átfutási időhöz tartozó megoldás triviálisan áll elő. A 
7Г, rendszer legyen a T,j = értékekből előállított időpolitika, ekkor 7r( = pm a x- A 
ipij legyen zérus minden élen. Ez egy optimális megoldás, hiszen a primál és a duál 
célfüggvény értéke azonos, Yj Cij btJ. 
A 
Ha valamely p-re van optimális megoldás, akkor megadható olyan p*, 7r*, r* és 
ф*, amely lemmát teljesíti, azaz szintén optimális, és p* < p. A továbbiakban ezt 
az állítást igazoljuk. 
Az állítás tehát azt mondja ki, hogyha van egy p átfutási időhöz tartozó op-
timális megoldás, akkor áttérhetünk egy kisebb átfutási időhöz tartozó optimális 
megoldásra. Mivel a maximális átfutási időhöz tartozó optimális megoldást ismer-
jük, ezért az összes p átfutási időhöz tartozó optimális megoldást meg lehet adni a 
P m í i i ! P m a x intervallumban. Ezt kétlépéses konstrukcióval látjuk be. 
Az első lépésben úgy növeljük a <p folyamot p*-ra, hogy a lemmában megfo-
galmazott dualitási feltételek érvényesek maradjanak, azaz a megoldás továbbra is 
optimális legyen. 
A második lépésben csökkentjük a p átfutási időt úgy, hogy a dualitási feltételek 
továbbra is teljesüljenek, azaz a megoldás továbbra is optimális legyen. 
Első lépés: 
Vizsgáljuk meg, hogy egy élen mely dualitási feltételek milyen kombinációban 
teljesülhetnek. A „+" jelzi azt, hogy az adott dualitási feltétel teljesül, a „—" jelzi, 
hogy nem. 
A lehetséges nyolc variációból csak a (+ + +) és а (-M—) nem szerepel, ugyanis 
egy optimális megoldáshoz tartozó pozitív költségtényezőjű élen ez a kombináció 
nem fordulhat elő. Ha mindhárom feltétel teljesülne ugyanis egy élen, akkor az azt 
jelentené, hogy a r,j tevékenység idő a normál és a rohamidő közt van, és а тг^ —ж, > 
Tij azaz a tevékenységnek van tartalékideje. Ebben az esetben azonban, (c,} > 0 
esetén) ha megnöveljük Tij-1 egy időegységgel, akkor egy jobb megoldást kapunk 
ugyanahhoz a p-hez, következésképpen egy olyan él, amelyre ctJ- > 0 és amelyen 
mindhárom feltétel teljesül, nem tartozhat egyetlen optimális megoldáshoz sem. 
Ugyanez az okoskodás zárja ki a (+ H—) kombinációt is. Ha c,j = 0 és a megoldás 
optimális, akkor az algoritmus mechanizmusa garantálja, hogy egy nemkritikus úton 
levő élre csak a (-1 ) és (-1 (-) kombinációk teljesülhetnek. 
Attól függően, hogy mely feltételek premisszái teljesülnek egy élen, az ott át-
menő folyamokról bizonyos információkat kaphatunk. Ezeket az információkat a 
negyedik oszlopban tüntettük fel. Az ötödik oszlopban az éleket soroltuk be öt 
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csoportba (A 1 — A5), aszerint, hogy rajtuk mely egyensúlyi feltételek teljesülnek. 
Feltételek premisszái Folyam Élek be- К í j Kji 
1° 2° 3° információk sorolása 
+ - + f i j = о A l 0 0 
+ - f i j = о A l ua. ua. 
- + • f i j = Cij A 2 0 0 
- + - f i j > Cij A3 oo f i j - Cij 
— — + f i j < Cij A4 Cij - f i j f i j 
— 
— — f i j > 0 A5 oo f i j 
Az első lépésben a folyamot kell úgy növelni, hogy a megoldás továbbra is opti-
mális legyen, azaz a dualitási feltételek minden élre teljesüljenek. Ha a folyamokat 
úgy növeljük, hogy az élek továbbra is ugyanabban az él osztályban maradnak, 
akkor a megoldás továbbra is optimális lesz. A folyam információkból nyert ada-
tok segítségével meg lehet mondani, hogy egy adott élen mennyivel növelhető, ill. 
csökkenthető a folyam. Az ilyen okoskodással előállított él kapacitásokat mutatja a 
hatodik és hetedik oszlop. 
A fenti kapacitásokkal megadott hálózaton maximális folyamot keresve, ф^ 
folyamot kapunk. Ezt hozzáadva az eredeti <pij folyamhoz az új folyamérték az 
éleken 
f i j = <Pij + ipij V ( i , y ' ) e A 
Ezzel az első lépést, melynek célja az, hogy a folyamot növeljük a dualitási feltételek 
betartásával, befejeztük. 
Második lépés: 
A megnövelt <p*j folyamhoz keresünk egy olyan 7Г*, г
г
*, p* < p rendszert, hogy 
a dualitási feltételek teljesüljenek, azaz a megoldás optimális maradjon. Ezalatt azt 
értjük, hogy a 7r értékeket úgy változtatjuk, hogy az él a raj ta levő folyamnak meg-
felelő élosztályba kerüljön. Egyes élek besorolása ezután természetesen megváltozik, 
mint ahogy azonnal megváltozik egyes tevékenységek tevékenységideje is, hiszen az 
optimális megoldásnak megfelelően rl;- = min{Hj — тгг ; Ьг] } V(í, j) G A. 
Az elő lépésben maximális folyamot kerestünk. Ekkor létezik egy olyan (S, T) 
vágás, melynek élei telítettek. A vágásban Al , A2, és A4 típusú élek lehetnek. A 
vágásban visszafelé mindegyik éltípus előforduhat. Ezeken a vágásban levő (г. j) 
éleken csökkentjük a 7Tj potenciálokat egy alkalmasan választott 6 értékkel. A vár 
gásban visszafelé menő (г, j) élen az г esemény potenciálját csökkentjük 6 értékkel. 
A 6 értékek meghatározása az alábbi módon történik. 
Ha az él vágásban van: 
A1 típusú él esetén 61 := min{7rj — 7Г,- — 6,у : (г, j) G (S, T), (i, j) G Al} 
ekkor az él A4 típusú lesz. A 7Tj ennél kisebb csökkentése esetén az él A1 
típusú marad. 
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A2 típusú él esetén <52 := min{7Tj — — aij : (i, j) £ (S,T), (i, j) £ A2} 
ekkor az él A3 típusú lesz. А 7Гj ennél kisebb csökkentése esetén az él A2 
típusú marad. 
A4 típusú él esetén Í4 := min{7Tj — 7Г,- — a,j : (i,j) £ ( S , T ) , (г, j) £ A4} 
ekkor az él A3 típusú lesz. A ennél kisebb csökkentése esetén az él A2 
típusú lesz. 
Ha az él a vágásban visszafelé megy: 
A l típusú él esetén í j . bármekkora lehet az él A l típusú marad. 
A2 típusú él esetén ő2* := min{6j — nj + iR : (г, j) G (T, S), (г, j) £ A2} 
ekkor az él A4 típusú lesz. А ennél kisebb csökkentése esetén az él A2 
típusú marad. Ennél nagyobb csökkentés nem engedhető meg, mert úgy az 
él nem a folyamnak megfelelő időértékeket fogja felvenni, azaz a megoldás 
nem lesz optimális. 
A3 típusú él esetén <53. := min{6j — 7Гj + 7Г,- : (г, j) £ (T,S), (i,j) £ A3} 
ekkor az él A4 típusú lesz. А 7Г,- ennél kisebb csökkentése esetén az él A2 
típusú lesz. Ennél nagyobb csökkentés nem engedhető meg, mert úgy az 
él nem a folyamnak megfelelő időértékeket fogja felvenni, azaz a megoldás 
nem lesz optimális. 
A4 típusú él esetén 64. bármekkora lehet az él A l típusú lesz. 
A5 típusú él esetén 65- bármekkora lehet az él A l típusú lesz. 
Ezen adatok ismeretében 6 a következő módon határozható meg. 
6 := m i n } ^ , <52, 64, 6 2 ' , <53. }. 
Az így előállított S érték határozottan nagyobb mint zérus. Legyen az új тг* poten-
ciálrendszer az alábbiak szerint meghatározva: 
, _ í ír i ha i £ S, 
[ 7Г," — 6 ha i £ T. 
Az olyan éleken, ahol mindkét csomópont az S, vagy mindkét csomópont a T pont-
halmazban volt, a dualitási feltételek automatikusan teljesülnek. A vágásban levő 
éleken pedig azért teljesülnek, mert 6 meghatározásánál pontosan az volt a cél, hogy 
ezek a feltételek továbbra is teljesüljenek. 
így p* = p — 8 lesz, egy (i,j) tevékenységidő pedig az alábbi képletből határoz-
ható meg: 
T*j = min{7r* - 7Г*;6,у } V(i, j) £ A. 
Azok az A4 és A5 típusú élek, melyek a vágásban visszafelé mennek, már 6 = 1 
esetén is A l típusú éllé válnak. Ez azt jelenti, hogy az (i,j) tevékenység, amely 
eddig kritikus volt, azaz 7r;-t ez a tevékenység határozta meg, a továbbiakban nem 
lesz kritikus. Ha a j csomóponthoz ezután nem vezet kritikus út, akkor A4 és 
A5 visszamenő vágásbeli éleknél a ő-t csak zérusnak lehet választani. Ez esetben 
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azonban nem garantálható, hogy az algoritmus nem áll le valahol mielőtt elérné a 
Pmin átfutási időt azzal, hogy p-t nem lehet tovább csökkenteni. A 6 értéket ezeknél 
az éleknél csak akkor lehet tetszőlegesen nagynak venni, amennyiben az algoritmus 
automatizmusa garantálja, hogy a j csomóponthoz vezet egy másik kritikus út is. 
Ezt az automatizmust könnyen igazolni lehet. Mivel az adott (г, j) £ Aé l a vágásban 
visszafelé megy, azaz a visszamenő (j,i) él a telített folyam folyik rajta), ezért 
a j csomópontba valamennyi (legalább р
г] ) folyamnak be kellett folynia. Mivel 
folyam csak kritikus éleken lehet, ezért a j csomópontba egy másik csomópontból 
is vezetett kritikus út, nem csak г-ből. Azaz az algoritmus automatikusan teljesíti 
azt az elvárást hogy egy A4 és A5 típusú él csak akkor lehet visszafelé a vágásban, 
ha j csomópontba máshonnan is vezet kritikus út. 
Ezzel a bizonyítás második lépése kész. 
Ezután az első lépésre visszatérve a folyam ismét növelhető, majd a második 
lépésben a p átfutási idő csökkenthető. Ezeket a lépéseket addig kell felváltva is-
mételni, amíg a kivánt átfutási időt el nem érjük. Célszerű a feladat megoldásának 
kezdetén pm a x átfutási idő kiszámítása mellett, a pm;n átfutási időt is kiszámítani az 
ciij értékből. így ellenőrizhető, hogy az általunk megadott átfutási idő egyáltalán 
megvalósítható-e. 
Ezzel a tétel konstruktívan bizonyítva van. 
Az alábbiakban a tétel egy fontos következményét ismertetjük. 
TÉTEL (erős equilibrium). На létezik optimális prímáit kielégítő (P) megoldás 
és optimális duál (D) megoldás, akkor azok értéke egyenlő. 
Bizonyítás. A dualitási tétel értelmében van optimális primál megoldás (P*) 
és minimális duál megoldás (D*) amelyek optimálisak, azaz (P*) = (D*). Mivel 
(P) és (D) is optimálisak, ezért (P*) = (P) és (D*) = (D), de ekkor (P) = (D). 
3. Mintafeladat az algoritmus illusztrálására 
Adott az ábrán látható tervütem háló, a táblázatban megadott normál- és 
rohamidő adatokkal. Adottak még a tevékenységekhez rendelt költségtényezők (с,у). 
A в 
С 
D E F G H 
bij 4 7 3 5 2 10 7 2 
aij 3 5 2 3 2 8 5 1 





 értékhez tartozó optimális megoldást. 
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0. lépés (pmax és Puún ) meghatározása 
él A В 
С D E F G H 
Tij 4 7 3 5 2 10 7 2 
csomóp. 1 2 3 4 5 
Fi 0 4 3 9 16 
Pmax = 7T( = 16 
él A 
В С D E F G Я 
Bj 3 5 2 3 2 8 5 1 
csomóp. 1 2 3 4 5 
Fi 0 3 2 6 И 
Pmin = Щ = 11 
Vegyük kiindulásképpen a T{j = 6tJ- időértékeket, valamint az ezekből számított 
eseményidőket, és a pij = 0 folyamot. Ez a pm a x átfutási értékhez tartozó optimális 
megoldás. 
1. lépés (folyam növelés) 
él 
А В С D E F G H 




10 0 5 8 0 0 14 0 
0 0 0 0 0 0 0 0 
folyamok tpij 
új folyam ipij + ipij 
8 0 0 8 0 0 8 0 
8 0 0 8 0 8 0 8 
2. lépés (7г,-, Tjj, p csökkentése) 
élek a vágásban 
В E H F D 
6 értékek 2 4 11 2 2 
6 min 2 
csomópontok 1 2 3 4 5 
régi 7Г értékek 0 4 3 9 19 
új 7Г értékek 0 4 3 7 14 
él А В С D E F G H 
új tevékenységidő 4 7 3 3 2 10 7 2 
Az új átfutási idő p = 14. 
A költségek az előző átfutási időhöz képest 16 egységgel növekedtek, azaz időegysé-
genként 8 költség egységgel. 
1*. lépés (folyam növelés) 
él А В С D E F G H 
élek osztályozása 4 4 4 3 1 4 4 1 
kapacitások Kij 
Kji 
2 12 5 oo 0 6 6 0 
8 0 0 0 0 0 8 0 
folyamok ip,j 
új folyam ipij + ijiij 
2 6 0 0 0 2 6 0 
10 6 0 8 0 2 14 0 
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2*. lépés (ni, Tij, p csökkentése) 
221 
élek a vágásban A G H D* 
6 értékek 1 2 9 2 
6 min 1 
csomópontok 1 2 3 4 5 
régi 7Г értékek 0 4 3 7 14 
új 7Г értékek 0 3 3 7 13 
él А В С D E F G H 
új tevékenységidő 3 7 3 4 2 10 6 2 
A D él a vágásban visszafelé megy. 
Az új átfutási idő p = 13. 
A költségek az előző átfutási időhöz képest 16 egységgel növekedtek, azaz egy idő-
egység alatt 16 pénzegységgel. 
1**. lépés (folyam növelés) 
él А В С D E F G H 
élek osztályozása 3 4 4 2 1 4 2 1 
kapacitások Kij 
Kji 
oo 6 5 0 0 4 0 0 
0 6 0 0 0 2 0 0 
folyamok ipij 
új folyam ipij + ipij 
4 0 0 0 0 4 0 0 
14 6 0 8 0 6 14 0 
2**. lépés (ttí, Tij, p csökkentése) 
élek a vágásban F G H 
6 értékek 2 1 6 
6 min 1 
csomópontok 1 2 3 4 5 
régi 7Г értékek 0 3 3 7 13 
új 7г értékek 0 3 3 7 12 
él А В С D E F G H 
új tevékenységidő 3 7 3 4 2 9 5 2 
Az új átfutási idő p = 12. 
A költségek az előző átfutási időhöz képest 20 egységgel növekedtek, azaz időegysé-
genként 20 pénzegységgel. 
1***. lépés (folyam növelés) 
él A B C D E F G H 




oo 6 5 0 0 O o o O 
4 6 0 0 0 0 0 0 
folyamok ipij 
új folyam tpij + ipij 
0 6 0 0 0 0 6 0 
14 12 0 8 0 6 20 0 
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2***. lépés (я-,, Tij, p csökkentése) 
élek a vágásban F D В E H 
6 értékek 1 1 2 2 7 
6 min 1 
csomópontok 1 2 3 4 5 
régi 7Г értékek 0 3 3 7 12 
új 7Г értékek 0 3 3 6 11 
él А В С D E F G H 
új tevékenységidő 3 6 3 3 2 8 5 2 
Az új átfutási idő p = 11. 
A költségek az előző átfutási időhöz képest 26 egységgel növekedtek, azaz időegysé-
genként 26 pénzegységgel. 
Mivel p = pmin = 11, ezért a feladatot megoldottuk. 
4 . Ö s s z e g z é s 
A dolgozatban egy új eljárást adtunk a CPM/cost feladatra. Az eljárásunk 
a hálózati folyamok elméletén alapul, és felhasználja a lineáris programozás dua-
litási elméletét. A megoldásunk elméletileg gyorsabb a FULKERSON (1961) által 
közöltnél, mert vele ellentétben mi nem duplázzuk meg az élek számát. Az algo-
ritmusunk a maximális folyam feladat ismétlődő végrehajtásán alapul. A megoldás 
során annyiszor kell megismételni a folyam feladatot, ahány törés van a költséggör-
bében a maximális átfutási idő és az általunk megadott átfutási idő között. 
Mivel a maximális feladattal kapcsolatban egyre újabb és jobb algoritmusok 
látnak napvilágot, ezért a feladathoz szükséges lépésszám alapvetően a maximális 
folyam feladat megoldására felhasználható algoritmustól függ. A feladat megoldása 
során bármely létező algoritmus felhasználható. Ha valaki gyors programot akar 
készíteni a feladatra, javasoljuk, hogy az irodalomban közölt algoritmusokat a gya-
korlatban is vizsgálja meg, mert azok elméleti gyorsasága a tervütem háló speciális 
szerkezete miatt nem biztos hogy érvényesül. 
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A KÖLTSÉGTERVEZÉSI FELADAT MEGOLDÁSA KÜLÖNBÖZŐ 
FÜGGŐSÉGI KAPCSOLATOKAT TARTALMAZÓ 
TEVÉKENYSÉG C S O M Ó P O N T Ú 
HÁLÓ ESETÉN ( M P M / C O S T FELADAT) 
H A J D Ú M I K L Ó S 
B u d a p e s t 
C i k k ü n k b e n az e lőször KELLEY és WALKER [5] k é s ő b b FULKERSON [3] á l t a l m e g o l d o t t 
C P M / c o s t f e l a d a t o t t e r j e s z t j ü k k i az e l t é r ő függőség i k a p c s o l a t o k a t t a r t a l m a z ó t e v é k e n y s é g c s o m ó -
p o n t ú h á l ó r a . A t e v é k e n y s é g e k k ö z ö t t c sak m i n i m á l i s e l t á v o l o d á s j e l l egű k a p c s o l a t o k a t e n g e d j ü k 
m e g . E z e k a S t a r t - S t a r t - t ( S S t ) , F i n i s h - S t a r t - t ( F S t ) , S t a r t - F i n i s h - t ( S F t ) , F i n i s h - F i n i s h - t 
( F F t ) . A f e l a d a t m e g o l d á s a a h á l ó z a t i f o l y a m o k e l m é l e t é n a l a p u l . 
1. B e v e z e t é s 
A dolgozat címében említett hálótípust a hazai és egyes európai országok gya-
korlatában MPM (Metra Potential Method) hálónak nevezik, míg az angolszász 
szakirodalom a Precedence Diagramming Method (PDM) elnevezést használja. Az 
MPM (PDM) hálótechnika korai verziói R O Y [6] és F O N D A H L [2] nevéhez fűződnek. 
Roy munkássága nyomán került be az MPM elnevezés a köztudatba. Fondahl ered-
ményeit felhasználva az IBM egyik munkacsoportja J . D . C R A I G [1] vezetésével 
fejlesztette ki azt, az általuk PDM hálónak nevezett technikát, amelyet ma a gya-
korlatban használnak és MPM ill. PDM technikának neveznek. Erre a hálótípusra 
terjesztjük ki a dolgozatban a költségoptimalizálási feladatot, melyet először KEL-
L E Y és W A L K E R [5] oldottak meg tevékenység-él típusú hálóra és melyet CPM 
(Critical Path Method) néven publikáltak. A CPM feladatra később K E L L E Y [4] és 
F U L K E R S O N [3] is közöltek új megoldást. Dolgozatunkban az MPM hálóra oldjuk 
meg a költségtervezési feladatot, melyre a továbbiakban MPM/cost néven hivatko-
zunk. 
2. A f e l a d a t m o d e l l j e , és m e g o l d á s a 
Adott egy [A, A] irányított gráf. A gráfnak egy kezdő és egy végpontja lehet, 
és minden г £ N ponton kell útnak vezetnie a kezdő pontból (s) a végpontba (íj-
Kettős illetve többszörös élek megengedettek, hurok nem. A csomópontok tevé-
kenységeket reprezentálnak, az i-edik tevékenység időtartama r,. A tevékenységek 
végzése időben folyamatosan, lineárisan történik, a tevékenységek megszakítása nem 
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megengedett. Az élek a tevékenységek között technológiai és szervezési kapcsola-
tok leírására szolgálnak. Tetszőleges két tevékenység között az alábbi kapcsolatok 
engedhetők meg: 
Start-Start-Zij (SSz.y); Finish-Start-z,j (FSzij); 
Finish-Finish-*,• (FFz t j) ; Start-Finish-(SFz,j). 
A kapcsolatok az г tevékenység kezdete (vége) és a j tevékenység kezdete (vége) 
közti minimális távolságot adják meg. 
az г tevékenység kezdete és a j tevékenység kezdete között legalább 
Zij vagy annál több időnek kell eltelnie. 
az i tevékenység befejezése és a j tevékenység kezdete között legalább 
Zij vagy annál több időnek kell eltelnie. 
az i tevékenység kezdete és a j követő tevékenység befejezése között 
legalább z,j vagy annál több időnek kell eltelnie. 
az i tevékenység befejezte és a következő tevékenység befejezte között 
legalább vagy annál több időnek kell eltelnie. 
A fentiekben felsorolt kapcsolatokat minimális kapcsolatoknak nevezzük, mert 
Zij a tevékenységek kitüntetett pontja közti minimális távolságot jelenti. A hálóter-
vezésben használják még az ún. maximális kapcsolatokat is, ahol szintén az előbb 
felsorolt kapcsolatokat lehet alkalmazni azzal a különbséggel, hogy ott a Zij a tevé-
kenységek kitüntetett pontjai közti megengedhető maximális távolságot jelenti. A 
maximális kapcsolatokról csak a teljesség kedvéért teszünk említést, mert a költ-
ségtervezési feladatot olyan hálóra terjesztjük ki, amelyikben maximális kapcsolat 
használata nem megengedett. 
A tevékenységekre egy alsó és egy felső időkorlát adott, a roham és a normál-
idő. Jelük a,- és bi (a,- < bi). Legyen adott minden i tevékenység normál idejéhez 
egy Krii normál költség, amely megmutatja, hogy a tevékenység mennyibe kerül, 
ha megvalósításának ideje bi. Adott továbbá minden i tevékenységhez egy cj költ-
ségtényező, mely megmutatja, hogy a tevékenység idejének egy napos gyorsításával 
mennyivel emelkedik a megvalósítási költség. Ezek ismeretében meghatározható a 
roham időhöz tartozó ún. roham költség: 
Kri = Кn , + c,(6, - a,). 
További megkötés c;-re, hogy nemnegatív legyen, azaz 
Kri > Кщ V(i) G N. 
A tényleges tevékenység idő T;. A tényleges tevékenységidőnek a roham- és a nor-
málidő közé kell esnie 
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Az i tevékenység kezdetét jelöljük л,s a befejését 7г,f értékkel. Mivel a tevékenysé-
gek időben folyamatosak, ezért meghatározza л
г
р értéket, és viszont. A tevé-





TTjS - TTis > Zij V(i,j) G A és SS 
TTjF - 7t í f > Zij V(i, j) G A és FF Zij 
л j f - T.s > Zij V(z, j) G A és SF Zij 
TTjs - KiF > Zij V(i, j) G A és FSzjj. 
Kiküszöbölve a tevékenységek befejeztét a feltételekből, és bevezetve а т f és 
TjD jelöléseket a (2a-d) feltételek a következőképpen módosulnak. 
(2) 7Tj - TTi + i f . . -
ahol 7Ti, 7Tj a tevékenységek kezdete, 
> za Щз)€А 
r f . = 
J4 
тГ,= 
Ti Ha az (i,j) kapcsolat a j-edik tevékenység végébe fut, 
cLZcLZ ci kapcsolat SF vagy FF jellegű. 
0 Ha az (i,j) kapcsolat a j'-edik tevékenység elejébe fut, 
azaz a kapcsolat SS vagy FS jellegű. 
Tj Ha az (i,j) kapcsolat a z-edik tevékenység végéből fut, 
azaz a kapcsolat FS vagy FF jellegű. 
0 Ha az (г, j) kapcsolat a j-edik tevékenység elejéből fut ki, 
ciz az a kapcsolat SS vagy FS jellegű. 
Definíció. Egy adott kapcsolatot egy adott tevékenységre nézve befejezés típu-
sú kapcsolatnak nevezünk, ha a kapcsolat a tevékenység befejeztéből fut ki, vagy 
oda érkezik be. Befutó kapcsolatoknál befejezés típusú a SF és a FF kapcsolat, 
kifutó kapcsolatoknál befejezés típusú a FS és FF kapcsolat. 
A definíció ismeretében т?. úgyis megfogalmazható, hogy ha a kapcsolat a 
tevékenységre nézve befejezés típusú akkor т/ \ — r, egyébként zérus. 
A start tevékenység kezdete legyen zérus az utolsó tevékenység befejezte le-
gyen p 
( 3 ) 
( 4 ) 
7TS = 0 
Ti + TV = p. 
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Egy olyan tervütem hálón, ahol а г,- nem konkrét, hanem (l)-nek megfelelően egy 
alsó és felső időkorlát között mozoghat, többféle átfutási idő érhető el. Magától érte-
tődően, az általunk megkívánt p átfutási időnek az elérhető minimális és maximális 
átfutási idő közt kell lennie 
( 5 ) P m i n < P < P m a x -
A tevékenység idők változtatásával azonos p átfutási időt is többféleképpen lehet 
elérni. Nyilvánvaló, ha a tevékenységek költségtényezője különbözik, úgy azonos 
p átfutási idejű megoldáshoz különböző megvalósítási költségek tartoznak. Mi egy 
adott átfutási időhöz tartozó legolcsóbb megoldást keressük. Az 1/1 ábra segítségé-
vel felírhatjuk a következő célfüggvényt: 
(6a) min f y ^ j A ' n , - + (bí - r>)ci}^ • 
Mivel Krii és (6jCj) konstansok, ezért az előzővel egyenértékű célfüggvény a követ-
kező: 
(6) max ' 
Az előbbiekben elmondottak alapján összefoglalva a fejezet címében megfogalma-
zott feladat matematikai modellje a következő: 
Щ G N 
V(i, j) G A 
( 1 ) а,- < n < bi 
( 2 ) , F F 
- + Tj.j - Ti.j > Zij 
( 3 ) F, = 0 
( 4 ) Tt + it = p 
( 5 ) Pmin < P ^ P m a x 
( 6 ) = ( 1 * ) max y > , r , ) . 
V N J 
Mielőtt a feladathoz egy duál feladatot rendelnénk, néhány új fogalmat vezetünk 
be. 
Definíció. Egy (i,j) élen átmenő tpij folyamot az i csomópontra nézve befejezés 
típusúnak nevezünk, és ipfj-vei jelöljük, ha a (г, j) élen levő kapcsolat az i csomópont 
végéből fut ki, azaz a kapcsolat г-re nézve befejezés típusú ( F S v a g y FFzjj.) 
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Definíció. Egy ( j , i) élen átmenő tfiji folyamot az i csomópontra nézve befejezés 
típusúnak nevezünk, és ipF-ve\ jelöljük, ha a ( j , i) élen levő kapcsolat az i csomópont 
végébe fut be, azaz a kapcsolat i-re nézve befejezés típusú (SFry-j) vagy F F Z j X . ) 
Adjunk hozzá a hálózathoz egy a t tevékenységből az s tevékenységbe menő 
FS(-p) kapcsolatot, ahol Cts = 0. Ezt az így kibővített élhalmazt jelöljük A* szim-
bólummal. Ez a többlet él a primál feladatot nem változtatja meg. 
Ezek után a következő duál feladatot rendelhetjük a primálhoz. 
Keresendő az adott hálózaton olyan ipt] folyam, melynek értéke в és minimalizálja 
a következő kifejezést. 
min 
(2 ' ) 
p0 - + У , f c _ Fi]bi - 5 3 ^ - Ci]a 
A c>F c<F 
A' A' 
ahol F := - УЗ tfi i € N éa (i, j) G A*. 
Az Fi tehát az i-edik csomópontból kiinduló befejezés típusú folyamok összege csök-
kentve az i csomópontba menő befejezés típusú folyamok összegével. 
A két feladat közti szoros kapcsolatra mutat rá az alábbi lemma. 
L E M M A . Ha létezik prímáit kielégítő ж és r politika valamint ipxj folyam, akkor 
(1*) < (2*), azaz 
5 > т , - < po - 5 3 z 4 f ő + 5 3 fc_ F i \ b i ~ 5 3 fc« ~ c ']a ' ' 
N A c>F c<F 
A' A' 
és egyenlőség akkor és csak akkor van, ha 
(1°) TTj - 7Г,- + r£. — rft] > Zij esetén <pij — 0 
(2°) b, > Ti esetén c, < Fi 
(3°) a, < Ti esetén Ci > Fx. 
Bizonyítás. 
5 3 e« A <P9 - 5 > ; V . y + 5 3 [A - Fi]bi - )AFi - Ci]a.i. 
N A c>F c<F 
A' A' 
На а 6, és az a, helyére r,-t helyettesítünk, akkor a duál célfüggvény értéke biztosan 
csökken. Ha erre is be tudjuk bizonyítani, hogy a primál célfüggvénynél nagyobb 
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vagy egyenlő akkor az eredeti állítás is bizonyítva van. 
£ с
г







 - £ Z i j f i j + £ [ C > - FiYi = 
A A 
p() - £ za f i i + £ с , т , - £ ri - £ f f i tí 




Kivonva a ффс^т, értéket mindkét oldalról, és átrendezve 
° ' p > £ z a * f i j + £ £ f i j t í - £ f f i T i 
• J A* J A" 
o*p > £ zij*ipij + £ i p f j T i - £ t p f f T i + e*Tt. 
A A A 
A Zij értékek helyébe a nála nagyobb vagy egyenlő 7r; — 7r,• + тф — тф mennyiséget 
helyettesítve, 
Op > £(*-,• - 7r,>tj + £ ( r £ . - т?..)ч>ц + £ f f j T i - £tpfiTi + eTt. 
A A A A 
A definíciók alapján rj ipij = és тф <pij = f f j T i , ezért 
Op > £ ( T j - T i ) f i j + On = £ тгtipit + £ 7Гs<psj + 0Tt = ( p - Tt)e + 0Tt 
A A A 
9p > рв. 
Ezzel a lemma egyenlőtlensége bizonyítva van, és egyenlőség akkor és csak akkor 
van ha a 6,, a,, z,j behelyettesítéseknél 
c, > Fi esetén bi = Ti 
Ci < Fi esetén üi = Ti 
f i j > 0 esetén Zij = 
- *ï + тф. • 
Megfordítva 
(1°) T j - > Zij esetén <ptj = 0 
(2°) bi > Ti esetén с,- <Fi 
( 3 ° ) aj < Ti esetén с,- > Fi. 
Ezek éppen а lemmában közölt egyensúlyi feltételek. Az alábbiakban e tétel egy 
fontos következményét ismertetjük. 
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TETEL (gyenge equilibrium). Ha létezik A primál feladatot, tetszőleges p át-
futási idő mellett, kielégítő 7Г, és г,- politika, és tpij a tervütemhálón, valamint a 
primál feladat célfüggvény értéke (1*) egyenlő a duál feladat célfüggvényével (2*), 
azaz (1*) = (2*), akkor mindkét feladat megoldás optimális. 
Bizonyítás (indirekt úton). Jelöljük a primál célfüggvény értékét (l*)-ot P-vel, 
a duál értékét D-vel. 
Tegyük fel, hogy P = D, de létezik egy olyan P* megoldás, hogy P* > P. 
Ekkor P* > P = D de ez a lemma szerint ellentmondás. 
Tegyük fel, hogy P = D, de létezik egy olyan jobb duál megoldás (D*), hogy 
D* < D. Ekkor D* < D = P de ez a lemma szerint ellentmondás, így a tételt 
bizonyítottuk. 
TETEL (dualitási tétel). Tetszőleges p átfutási időhöz (pm;n < p < рь) megad-
ható olyan ír, T és p rendszer, melyeknél a célfüggvények értékei egyenlőek, azaz 
optimálisak. (А рь a normálidőkkel számított átfutási idő.) 
A tétel bizonyítása konstruktív, azaz megadja az alogitmust is 
Bizonyítás. Kiinduló triviális megoldásként a 7r, rendszer legyen а т,- = b, érté-
kekből előállított időpolitika, és a ipij = 0 minden élen. Ez egy optimális megoldás, 




. A ту = 6,- tevékenység-
ei 
időhöz tartozó teljes átfutási idő p = ixt + r t . Ezt az átfutási időt, mivel a normál 
időkből számítottuk ki, jelöljük pj-vel. Ha ismerünk egy bármilyen p-hez tartozó 
7Г, T és (p optimális rendszert, akkor megadható olyan p*, тх*, т* és ip*, amely a 
lemmát teljesíti tiy, azaz szintén optimális, és p* < p. 
Az állítás tehát azt mondja ki, hogyha van egy p átfutási időhöz tartozó op-
timális megoldás, akkor áttérhetünk egy kisebb átfutási időhöz tartozó optimális 
megoldásra. Mivel а рь átfutási időhöz tartozó optimális megoldást ismerjük, ezért 
az összes p átfutási időhöz tartozó optimális megoldást meg lehet adni, ahol p < рь-
Ezt kétlépéses konstrukcióval látjuk be. 
Az első lépésben úgy növeljük a ip folyamot <p*-ra, hogy a lemmában megfo-
galmazott dualitási feltételek érvényesek maradjanak, azaz a megoldás továbbra is 
optimális legyen. 
A második lépésben csökkentjük a p átfutási időt úgy, hogy a dualitási felté-
telek továbbra is teljesüljenek, azaz a megoldás továbbra is optimális legyen. Az 
átfutási idő csökkentése úgy történik, hogy az elő lépés maximális folyamfeladatá-
nál a vágásban levő élekhez tartozó potenciálok kerülnek változtatásra a primál és 
a lemmában közölt feltételek betartása mellett. Az első és a második lépés befe-
jeztével egy p-hez tartozó optimális megoldásról egy p* < p optimális megoldásra 
térünk át, hiszen a lépések alatt végig teljesülnek a primál- duál- és a lemmában 
közölt egyensúlyi feltételek. 
Első lépés: 
Vizsgáljuk meg, hogy egy élen, ill. egy csomóponton mely dualitási feltételek 
milyen kombinációban teljesülnek. A ' + ' jelzi azt, hogy az adott dualitási feltétel 
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teljesül, a '—' jelzi, hogy nem. 
Attól függően, hogy mely feltételek premisszái teljesülnek egy élen, ill. egy cso-
móponton, az ott átmenő Fiji ill. F{ értékekről bizonyos információkat kaphatunk. 
Ezek megmutatják, hogy a feltételek premisszáinak teljesülése esetén a ill. az 
F{ értékeknek milyennek kell lennie. Ezeket az információkat a negyedik oszlopban 
tüntettük fel. Az ötödik oszlopban az éleket, ill a csomópontokat soroltuk be cso-
portokba (A 1 — -42), (N 1 — N4) a rajtuk áthaladó Fij ill. Fi értékeket figyelembe 
véve. 
Egyensúlyi feltételek 
premisszái Folyam Elek be- Kij Kji 
1° 2° 1 3° információk sorolása 
+ az éleken Fii = 0 A l 0 0 
-
nem értelmezzük Fü > 0 A 2 oo Fii 




Ri SÍ F KÍFÍS 
Csak + - Fi > CÍ N1 OO Fi - a 
éleken — + Fi < CÍ N2 Ci-Fi oo 
értel- + + Fi = a N 3 0 0 
mezzük 
- -
Fi bármi N 4 oo oo 
Az első lépésben a folyamot kell úgy növelni, hogy a megoldás továbbra is opti-
mális legyen, azaz a dualitási feltételek minden élre teljesüljenek. Ha a folyamokat 
úgy növeljük, hogy az élek továbbra is ugyanabban az él osztályban ill. a tevékeny-
ségek ugyanabban a csomópont osztályban maradnak, akkor a megoldás továbbra 
is optimális lesz. 
A folyam információkból nyert adatok segítségével meg lehet mondani, hogy egy 
adott élen mennyivel növelhető, ill. csökkenthető a folyam. Az ilyen okoskodással 
előállított él kapacitásokat mutatja a hatodik és hetedik oszlop. 
A csomópontokon az Fi értékeket kell úgy változtatni, hogy a lemma egyensúlyi 
feltételei érvényesek maradjanak. Az Fi értékek megfelelő módosítását az alábbi 
technikával lehet biztosítani. 
Minden csomópontot ketté vágunk, éllé alakítunk. Az egyik új csomópont rep-
rezentálja a tevékenység kezdetét, a másik a tevékenység végét. Ezt a két csomó-
pontot mindkét irányban éllel kötjük össze. Az (ÍSAF) él mutasson a tevékenység 
kezdetéből a végébe, (ip, is) él visszafelé. Az i-re nézve befejezés típusú kapcsolatok 
az Íf csomópontba, a többi kapcsolat a is pontba fusson. 
Ekkor az Fi nem más, mint az ip csomópontból kifutó folyamok összege, csök-
kentve az ip-be befutó folyamok összegével, az (ip, is) és ( Í s A f ) éleken áthaladó 
folyamokat nem számítva. 
Az így transzformált hálózaton az (is, í f ) és (ip, is) élek kapacitásainak helyes 
megválasztásával lehet biztosítani, hogy a lemmában az Fi értékekre vonatkozó 
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feltételek megmaradjanak. Az ( Í f Á s ) és (is, Í f ) éleken a helyes kapacitásokat a 
fenti táblázat hatodik és hetedik oszlopa mutatja. 
A fenti kapacitásokkal megadott transzformált hálózaton maximális folyamot 
keresve, rpij folyamot kapunk. Ezt hozzáadva az eredeti ipij folyamhoz, visszatérve 
az eredeti hálóra az új folyamérték az éleken 
<Pij = <Pij + VU V(i, j) £ A. 
Ezen folyamszámítás alatt a lemmában közölt egyensúlyi feltételek továbbra is 
teljesülnek, hiszen a kapacitásokat úgy választottuk meg, hogy az élek és a tevé-
kenységek is besorolásuk szerinti osztályban maradjanak. 
Ezzel az első lépést, melynek célja az, hogy a folyamot növeljük a dualitási 
feltételek betartásával, befejeztük. 
Második lépés: 
A növelt transzformált hálózaton keresett maximális <p*} folyamhoz keresünk 
egy olyan 7Г*, ту*-, p* < p rendszert, hogy a dualitási feltételek teljesüljenek, azaz a 
megoldás optimális maradjon. (A transzformált hálózaton irls a tevékenység korai 
kezdetét, а a tevékenység korai befejeztét jelöli, azaz 7Tíf — ж is = т,.) 
Az első lépésben maximális folyamot keresünk. Ekkor létezik egy olyan (S, T) 
vágás, a módosított hálózaton, melynek élei telítettek. A vágásban A\ típusú élek, 
N2, és N3 típusú tevékenységek lehetnek. A vágásban visszefelé Al, „42 típusú élek 
és N1, N3 típusú csomópontok lehetnek. 
Az új potenciálok meghatározására képezzük a 6 értéket. 
A 6 értékek meghatározása az alábbi módon történik. 
6 := тш{<5д1, <5jv2> {>N3, (>ai- , <5.42*, &nv > <5jV3* }, ahol 
A vágásban levő éleknél 
6ai := min{7Tj - тг,- + tj - ту - z{j : ( i , j ) £ A1 (i,j) £ (S,T)} 
6N2 := min{7y - üí : (i) £ N2 (is,iF) G (S, T)} 
SN з := min {ту - а, : (i) £ N 3 ( Í s Á f ) G (S, T)}. 
A vágásban visszafelé menő éleknél: 
> 0 bármekkora értéket felvehet (i, j) £ Al és (i,j) £ (T, S) 
t>A2* > 0 bármekkora értéket felvehet (i, j) £ A2 és (г, j) £ (T, 5) 
SNi> = min{6j - ту : (i 's,i>) G A I (г5, г » £ (T, 5)} 
6n3. = min{6; - ti : (is,iF) G A3 ( Í s Á f ) G (T, 5)}. 
Az így előállított 6 érték határozottan nagyobb mint zérus. Legyen az új 7Г,* poten-
ciálrendszer az alábbiak szerint meghatározva: 
Г 7Гi ha i £ 5, 
яу := < 
( жi — 6 ha г £ T. 
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így p* = p — 8 lesz, egy i tevékenységidő pedig az alábbi képletből határozható meg: 
r
* = <F - <s Vi£N. 
A 8 érték úgy lett megkonstruálva, hogy a dualitási feltételek az élekre továbbra 
is teljesüljenek. Az olyan élek ill. éllé alakított tevékenységek, ahol az él mind-
két csomópontja vagy az S vagy a T ponthalmazban van, az élek ugyanabban az 
osztályban maradnak. 
A vágásban levő kapcsolatoknál és tevékenységeknél az alábbi a folyamnak 
megfelelő változás történik. 
A 8ai értékkel az A l él A2 típusúvá válik. 
A 8n2 értékkel az N2 típusú él A l típusú, ennél kisebb értékkel N3 típusú éllé 
válik. 
A á/v3 értékkel az N3 típusú él A l típusúvá válik, ennél kisebb értéknél a saját 
osztályában marad. 
A vágásban visszafelé menő kapcsolatoknál és tevékenységeknél, az alábbi, a 
folyamnak megfelelő változás történik. 
Az A l típusú él bármely 8AI• > 0 értékkel változtatva A l típusú él marad. 
Az A2 típusú él bármely 8a2' > 0 értékkel változtatva A l típusú éllé válik. Ez 
azt jelenti, hogy a tevékenységre nézve eddig kritikus kapcsolat nem lesz kritikus, 
így f>a2' csak akkor lehet nagyobb zérusnál, ha a j tevékenységhez továbbra is ve-
zet kritikus út. Mivel csak a kritikus utakon folyik folyam, és a ( j , i) kapcsolat úgy 
került a vágásba, hogy visszafelé F, — c, érték folyt rajta, ez feltételezi, hogy a j 
csomópontba nemcsak i csomóponton keresztül visz kritikus út. Ez az automatiz-
mus biztosítja, hogy a 8 értéket tetszőlegesre felvéve, a kapcsolat ill. a tevékenység 
továbbra is a dualitási feltételeknek megfelelő maradjon. 
Az A l típusú csomópontnál a 7r,s értéket ójvi* értékkel csökkentve a tevékeny-
ség A2, ennél kisebb értéknél csökkentve A3 típusúvá válik. 
Az A3 típusú csomópontnál a 71,5 értéket 8^3- értékkel csökkentve a tevékeny-
ség A2, ennél kisebb értékkel csökkentve saját osztályában marad. 
Ezek a típus változások mindig megfelelnek a folyamnak, és ezek közül a legki-
sebbet választva biztosítjuk azt, hogy az összes változás megfelel a dualitási felté-
teleknek. 
Ezzel a második lépést befejeztük. 
Ezután az első lépésre visszatérve a folyam ismét növelhető, majd a második 
lépésben a p átfutási idő csökkenthető. Ezeket a lépéseket addig kell felváltva is-
mételni, amíg a kívánt étfutási időt el nem érjük, vagy a folyam végtelen nagy nem 
lesz. Ez esetben ugyanis van olyan s t út amely mentén az összes kapacitás 
végtelen. Ez azt jelenti, hogy az ezen az úton levő élek határozzák meg a tevé-
kenységek kezdetét és végét, ez tehát a leghosszabb, a kritikus út. Ezen az úton 
a csomópontok az Al , az A4, vagy az A2 osztályban lehetnek. Az A l osztály-
ban levő tevékenység ideje a,, tovább nem csökkenthető. Az A4 osztályban levő 
tevékenységnél a; = 6,- tehát ez a tevékenység sem gyorsítható. Az A2 osztályban 
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levő csomóponton a tevékenységidő b, tehát csökkenthető, de ezzel az átfutási idő 
növekedne, hiszen a folyam a tevékenységen visszafelé folyik, tehát az is £ T. Tehát 
a kritikus út hossza nem csökkenthető tovább végtelen nagy folyam esetén. Ennek 
az észrevételnek, hogy az algoritmusnak vége van, ha a folyam végtelen nagy, azért 
nagy a jelentősége, mert az MPM hálóban a pmlr, nem számítható ki a rohamidők-
ből, azaz pmin ф pa. Előfordul, hogy a két érték megegyezik, de az is hogy nem. Ez 
utóbbi akkor, ha a végtelen nagyságú folyamnál N2 típusú tevékenység van, azaz a 
tevékenység gyorsítása megnövelné a kritikus út hosszát. Ezt a jelenséget lassítási 
paradoxonnak nevezik. Ez az algoritmus tehát megadja az MPM hálóban elérhető 
legrövidebb átfutási időt is, ami eddig szintén megoldatlan probléma volt. 
Ezzel a tételt konstruktívan bizonyítottuk. 
Az alábbiakban a tétel egy fontos következményét ismertetjük. 
TÉTEL (erős equilibrium). На létezik optimális prímáit kielégítő (P) megoldás 
és optimális duál (D) megoldás, akkor azok értéke egyenlő. 
Bizonyítás. A dualitási tétel értelmében van optimális primál megoldás (P*) 
és minimális duál megoldás (D*) amelyek optimálisak, azaz (P*) = ( D* ). Mivel 
(P) és (D) is optimálisak, ezért (P*) = (P ) és (£>*) = (D), de ekkor (P) = (D). 
3. M i n t a f e l a d a t az a l g o r i t m u s i l lusz trá lására 
Adott az ábrán látható tervütem háló, a táblázatban megadott normál- és ro-
hamidő adatokkal. Adottak még a tevékenységekhez rendelt költségtényezők (c,) i. 
A tevékenységek közti kapcsolatok az éleken vannak feltüntetve. A csomópontokba 
















Keressük a pm;n értékhez tartozó optimális megoldást. 
0. lépés A normálidőhöz tartozó átfutási idő számítása (рь). A fe ladatot C P M 
fe ladat tá konvertáljuk, úgy hogy a kapcsolatokat KK kapcsolat tá alakítjuk. А 7Г; 
értékek a tevékenységek legkorábbi kezdését jelentik. A legkorábbi befejezés 7T,f = 
TXi + Ti 
r=r,mór, 1 9 1 A 
Pb = VtF = Ft + Tf = 6 + 10 = 16. 
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Vegyük kiindulásképpen a r, = 6,- időértékeket, valamint az ezekből számított л po-
litikát, és a pi j — 0 folyamot. Ez а рь átfutási értékhez tartozó optimális megoldás. 
1. lépés (folyam növelés) 
tevékenység kód 1 2 3 4 
honnan (г) 
élek hova ( j ) 
1 1 2 2 3 
2 3 3 4 4 
tev. oszt. TV 1-TV4 2 2 2 2 élek oszt. 2 2 1 2 1 
Fi a kapacitásokhoz 
kapacitások Kísíf  
КÎFÎS 
0 0 0 0 
3 3 2 1 




0 0 0 0 0 
oo oo 0 oo 0 
0 0 0 0 0 
Fi a folyamnövelés 
után 
0 0 - 1 1 
max. folyam 
növelt folyam 
0 1 0 0 1 
0 1 0 0 1 
2. lépés (7Г,-, T{, p csökkentése) 
élek a honnan 2 4s 
vágásban hova 4 4ß 
6 értékek 2 6 
S min 2 
Az új átfutási idő p = 14. 
A költségek az előző átfutási időhöz képest 2 egységgel növekedtek, azaz idő-
egységenként 1 pénzegységgel. 
1* lépés (folyam növelés) 
tevékenység kód 1 2 3 4 
honnan (г) 
élek hova ( j ) 
1 1 2 2 3 
2 3 3 4 4 
tev. oszt. TV1-TV4 2 2 2 3 élek oszt. 2 2 1 2 2 
Fi a kapacitásokhoz 
kapacitások « j s i F 
KiFis 
0 0 - 1 1 
3 3 3 0 




0 1 0 0 1 
oo oo 0 oo oo 
0 1 0 0 1 
Fi a folyamnövelés 
után 
3 3 - 1 1 
max. folyam 
növelt folyam 
3 0 0 3 0 
3 1 0 3 1 
tevékenység 1 2 3 4 
korai kezdés 0 6 2 6 
korai befejezés 4 11 8 14 
tev. idő 7TjF — 7Tjs 4 5 6 8 
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2* lépés (7Tj, Ti, p csökkentése) 
2 3 7 
élek a honnan I5 45 
vágásban hova 1 F 4 F 
6 értékek 3 4 
6 min 3 
Az új átfutási idő p = 11. 
A költségek az előző átfutási időhöz képest 12 egységgel növekedtek, azaz idő-
egységenként 4 költségegységgel. 
1** lépés (folyam növelés) 
tevékenység kód 1 2 3 4 
honnan (i) 
élek hova ( j ) 
1 1 2 2 3 
2 3 3 4 4 
tev. o s z t . A l - A 4 1 2 2 3 élek oszt. 2 2 1 2 2 
Fi a kapacitásokhoz 
kapacitások Kísíf 
Ki pis 
3 3 - 1 1 
oo 0 3 0 




3 1 0 3 1 
oo oo 0 oo 0 
3 1 0 3 1 
Fi a folyamnövelés 
után 
3 3 - 1 1 
max. folyam 
növelt folyam 
0 0 0 0 0 
3 1 0 3 1 
2** lépés (7Г,-, Ti, p csökkentése) 
tevékenység 1 2 3 4 
korai kezdés 0 3 2 6 
korai befejezés 1 7 8 10 
tev. idő 7r,F — 7Tj5 1 4 6 4 
Az új átfutási idő p = 10. 
A költségek az előző átfutási időhöz képest 4 egységgel növekedtek, azaz idő-
egységenként 4 költségegységgel. 
1*** lépés (folyam növelés) 
tevékenység kód 1 2 3 4 
honnan (г) 
élek hova ( j ) 
1 1 2 2 3 
2 3 3 4 4 
tev. oszt. N1-N4. 1 3 2 1 élek oszt. 2 2 1 2 2 
Fi a kapacitásokhoz 
kapacitások Kísíf 
Ki pis 
3 3 - 1 1 
oo 0 3 oo 




3 1 0 3 1 
oo oo 0 oo 0 
3 1 0 3 1 




0 oo 0 0 oo 
3 oo 0 3 oo 
tevékenység 1 2 3 4 
korai kezdés 0 3 2 6 
korai befejezés 1 8 8 11 
tev. idő 7TjF — 7Tjs 1 5 6 5 
élek a honnan 
vágásban hova 
2 s 4 s 
2 F 4 F 
6 értékek 2 1 
6 min 1 
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Létezik olyan P(ss —* a start csomópont kezdetéből a vég csomópont befejezé-
sébe futó út, amely mentén a folyamot végtelen nagy értékkel tudjuk növelni. Ez 
azt jelenti, hogy az adott tervütem hálón a p = 10 időegység átfutási időnél kisebbet 
nem lehet elérni. Ez az átfutási idő egyébként kisebb mint a rohamidőkből számí-
tott átfutási idő, aminek értéke pa = 14 időegység. Ennek ellenőrzését az olvasóra 
bízzuk. Ezzel a feladatot megoldottuk. 
Befejezésképpen megjegyezzük, hogy a hálón elérhető maximális átfutási idő 
sem egyenlő a normál időkkel számított átfutási idővel. Jelen feladatnál ha a har-
madik tevékenységet a rohamidejével, az összes többit a normálidejével vesszük 
figyelembe, akkor kapjuk a maximális átfutási időt. Ennek értéke p ^ , = 20. Mivel 
az algoritmus lényege az, hogy egy triviális optimális megoldásból tér át, egy nála 
kisebb optimális megoldásra, és csak а рь-hez tartozó optimális megoldást ismer-
jük, ezért az ennél nagyobb átfutási időhöz tartozó optimális megoldásokat, és a 
Pmax átfutási időt megadni nem tudjuk. Ennek egyébként csak elméleti jelentősége 
van, hiszen a legkisebb költségű megoldás a normál időkkel számolt időpolitikához 
tartozik. 
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A L G O R I T M U S A Z F 2 | O V E R L A P | C M A X M E G O L D Á S Á R A 
V A T T A I Z O L T Á N A N D R Á S 
B u d a p e s t 
A c ikk az F 2 | o v e r l a p | C m a x f e l a d a t m e g o l d á s á r a a d h a t ó a l g o r i t m u s t t á r g y a l . Az e l j á r á s 
b e m u t a t á s á n a k e lőkész í tése s o r á n so r k e r ü l a kváz i „ 0 " - a l a k ú és a s z i g o r ú a n véve is „ 0 " - a l a k ú 
ü t e m t e r v d e f i n í c i ó j á r a . Ú j s z e r ű b i z o n y í t á s t nye r J o h n s o n a l g o r i t m u s a az F 2 | | C m a x f e l a d a t r a , i l le tve 
t é t e l e k k i m o n d á s a és i g a z o l á s a s o r á n m u t a t j u k m e g , h o g y a közö l t a l g o r i t m u s e g y a r á n t he lyes 
m e g o l d á s t a d az F 2 j | C m a x , F 2 | i d le | С max és F 2 | o v e r l a p , id le | C m a x f e l a d a t o k r a is. 
K u l c s s z a v a k : termelésirányítás, ütemezés (schheduling), 
egyutas ütemezési feladat (flow-shop) 
1. Bevezetés 
A feladat a következőképpen foglalható össze: 
Adva van m > 2 munkadarab, melynek előállításában ugyanaz az n = 2 db gép 
működik közre, munkadarabonként azonosan adott, rögzített sorrendben (kétgépes, 
egyutas ütemezési feladat). Minden munkadarab megmunkálásában mindkét gép 
részt vesz, munkadarabonként és gépenként ismert (T)^ > 0) megmunkálási idő-
vel. A két gép a munkadarabokat azonos sorrendben veszi munka alá (előzés nem 
megengedett). Egy gép egy munkadarab megmunkálását folyamatosan, megszakítás 
nélkül végzi (folyamaimegszakítás nem megengedett). Egy munkadarabon a két gép 
munkavégzése között időbeli átfedés lehetséges (átlapolásos feladat), melynek maxi-
mális mértékét munkadarabonként a hálótechnikából kölcsönzött С Rí > 0 kritikus 
megközelítéssel [3] adjuk meg. (Az átlapolásos ütemezési feladatok tipikusak az é-
pítőiparban, illetve nagy munkaigényű termékek vagy termékszériák előállításánál.) 
Feladatunk a munkadarabok sorrendjének meghatározása úgy, hogy az előállításuk-
hoz szükséges össz kivitelezési idő (T = Cmax) a lehető legkisebb legyen. (Rendelke-
zésre állási-, átállítási- és határidők, valamint költségek, vagy sorrendi megkötések 
figyelembevétele nem része a feladatnak.) A Graham, Lenstra és társaik által 1981— 
ben javasolt szimbólumrendszert [1] alkalmazva a feladatot F 2 | overlap | C m a x 
kóddal jelöljük. A tárgyalás szemléletesebbé tételéhez az eredeti feltételrendszerhez 
még egy megkötést adunk, nevezetesen, hogy a gépek ütemezésében nem lehetnek 
állásidők. Ez utóbbi alatt azt értjük, hogy ha egy gép bármelyik munkadarabbal 
megkezdte a munkadarabok megmunkálását, akkor megszakítás nélkül valamennyi 
munkadarab megmunkálását elvégzi. (Az [1] dolgozat ilyen típusú megkötése nem 
ad jelölési javaslatot.) A cikk utolsó részében megmutatjuk, hogy ezen megkötésnek 
két gép esetén semmi hatása nincs a feladatra. 
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Alkalmazott jelölések: 
Ti i és Tl 2 ' A gépek tevékenységideje az i munkadarabon (input adat). 
CRi: A két gép időbeli ütemezésénél az átfedés maximalizálásához megadott 
minimális követési érték az г munkadarabon (input adat). Jelentése: az 
adott munkadarabon a két gép ütemezése semmilyen készültségi foknál 
nem kerülhet időben közelebb egymáshoz, mint a megadott érték. 
К, és Bp. A két gép ütemezése közötti minimális idő az г munkadarabon a meg-
munkálások kezdésekor (0%-os készültségi állapot), illetve befejezése-
kor (100%-os készültségi állapot). „Kezdési-, illetve befejezési követési 
idő" (számított segédmennyiségek). 
De: A két gép ütemezése közötti idő a vizsgált- és az azt megelőző ütemterv-
részlet csatlakozásánál. 
Du: A két gép ütemezése közötti idő a vizsgált- és az azt követő ütemterv-
részlet csatlakozásánál. 
6i: Követési idő növekménye az i munkadarabon. 
T = Cmax: Teljes megvalósítási idő (keresett érték). 
A megoldás szemléltetésére az ütemezési feladatoknál megszokottól eltérően 
nem sávos ütemtervet, hanem kétdimenziós ábrákat, ún. ciklogramot (egyfajta prog-
ressziógörbe-rendszert, vagy „készültségi állapot görbe" rendszert [4]) alkalmazunk. 
Az eljárás során fokozott figyelmet szentelünk a kezdési-, illetve befejezési követési 
időknek, melyek meghatározására egyszerű algoritmust adunk. 
(Lásd: 1. ábra) 
Bi = max{CRi , CR, + Ti}2 - 7),i} 
I<i = тах{СЯ;, CRi + TM - Ti)2} 
2. Kvázi „O" alakú ütemterv 
2.1 Definíció. Kvázi „0"-alakú az ütemterv, ha nem található benne olyan 
munkadarabpár, melyre 
( 2 . 1 ) Bi < Ki és Bj > Kj i < j 
2 . 1 L E M M A . Létezik olyan optimális ütemterv, mely kvázi „O"-alakú! 
Bizonyítás. Mivel a gépek számára folyamatos munkavégzést írtunk elő, és mi-
vel az egyes gépeken az összes munkadarab megmunkálásához szükséges idő — bár-
mely sorrendben történjék a munkadarabok megmunkálása — konstans, a teljes 
kivitelezési idő — mint célfüggvény — helyett elegendő a két gép ütemezése kö-
zötti időt vizsgálnunk a legelső munkadarab megmunkálásainak kezdetekor, illetve 
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progresszio (°/o) 
max < CR. , CR *T. -T. > 
/ i i. 2 1.1 
max { CR . . CR,*T. -T. } 
/ I /.1 12 
1. ábra 
Ciklogram a követési idők értelmezésével és meghatározásával 
a legutolsó munkadarab megmunkálásainak befejezésekor (lásd még 3.1 Tétel- és 
Bizonyítás, valamint 10. ábra). Ugyancsak a megmunkálások folyamatosságából 
adódóan, ha egy kialakított ütemterv belsejében egy ütemtervrészt módosítunk, 
akkor a módosításnak az esetleges célértéket növelő hatásai a kapcsolódó megelőző-
és követő ütemtervrészekre (azok valamennyi rész-ütemtervére — így a legelsőnek, 
illetve a legutolsónak választott munkadarabok megmunkálására is) teljes terjedel-
mükkel tovább adódnak. (Ugyanez az esetleges célértéket csökkentő hatásokról már 
nem állítható ilyen bizonyosan, hiszen például egy már optimális megoldást jelentő 
sorrend esetében a módosítás lokálisan hiába mutatna célértéket csökkentő hatást, 
a célérték az optimalitásból adódóan tovább már nem csökkenthető.) 
Fentiek alapján a bizonyítás során feltételezünk egy létező optimális ütemtervet 
(a célfüggvény értékének ismerete nem szükséges), melyet alkalmasan megválasz-
tott ütemterv-részletek módosításával (felcserélésével) megpróbálunk „elrontani", 
miközben figyeljük a kapcsolódó ütemtervrészek változásait .. . 
Tételezzük fel, hogy találtunk egy optimális ütemtervet, mely nem kvázi „O"-
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alakú. Ekkor bizonyosan található benne legalább egy olyan i,j munkadarabpár, 
melyre 2.1 teljesül. Több ilyen esetén tekintsük azt, melyben a munkadarabok 
legközelebb esnek egymáshoz ( j — г — min). 
E b b e n az e s e t b e n i és j k ö z ö t t c s a k o l y a n m u n k a d a r a b l e h e t , m e l y n é l B(=K( (t<.«j), 
a m i n e k h a t á s á t ó l , — m i n t a z t a b i z o n y í t á s l o g i k á j á b ó l l á t n i f o g j u k — e l t e k i n t h e t ü n k , 
í g y p r a k t i k u s a n f e l t é t e l e z z ü k , h o g y j = i + 1 . 
A bizonyítás során két alapesetet kell megkülönböztetnünk annak megfelelően, 
hogy a vizsgált munkadarabok ütemezését megelőző, illetve követő ütemtervrészek 
csatlakozásánál a követő idők (De és Du) hogyan viszonyulnak egymáshoz: 
I. A követő csatlakozó ütemtervrésznél a követési idő kisebb vagy egyenlő a meg-
előző ütemtervrész csatlakozásánál lévő követési idővel (Du 
(Lásd: 2. ábra) 
2. ábra 
i és j munkadarab ütemezése egy nem kvázi „0"-alakú ütemtervben (I. eset) 
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Felírható összefüggések: Bi < Ki 
Bj > Kj 
Bi = Kj 
Bj < Ki 
Du = Bj 
De = Ki 
Változtassuk meg az adott optimális ütemtervet a két munkadarab felcserélé-




Kvázi „0"-alakú ütemterv előállítása (I. eset) 
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Felírható összefüggések: Bi < Ki 
Ezekből következik: 
Bi < Ki 
Bj > Kj 
Bi = Kj 
Sj = K, - Bj 
D'u = Bi = Kj < Bj = Du illetve 
D'e = Kj + 6j = Kj + Ki - Bj < Ki = De 
II. A következő csatlakozó ütemtervrésznél a követési idő nagyobb a megelőző 
ütemtervrész csatlakozásánál lévő követési időnél (Du > De) : 
(Lásd: 4. ábra) 
D, 




i és j munkadarab ütemezése egy nem kvázi „0"-alakú ütemtervben (II. eset) 
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Felírható összefüggések: Bi < Ki 
Bj > I<j 
Bi = Kj 
Bj > I<i 
Du = Bj 
De = Ki 
Változtassuk meg az adott optimális ütemtervet a két munkadarab felcserélé-





Kvázi „0"-alakú ütemterv előállítása (II. eset) 
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Felírható összefüggések: Bi < Ki 
Bj > Kj 
Bi = Kj 
6j = Bj - Ki 
Ezekből következik: 
D'e = Kj = Bi < Ki = De illetve 
D'u = Bi + 6i = Bi + Bj - Ki < Bj = Du 
Látható tehát, hogy a cserével a célfüggvény értéke egyik esetben sem nőtt. Az 
adott módon bármilyen ütemtervből kiindulva elő tudunk állítani kvázi „0"-alakú 
ütemtervet. 
A b i z o n y í t á s s o r á n n e m vol t s z ü k s é g a n n a k v i z s g á l a t á r a , h o g y az a d o t t p á r b a n sze rep lő 
m u n k a d a r a b o k ü t e m t e r v e i e r e d e t i á l l a p o t u k h o z k é p e s t szé t v o l t a k - e h ú z v a , vagy s e m . 
• 
3. Szigorúan véve is „0"-a lakű ütemterv 
3.1 Definíció. Legyen g egy kvázi „O"-alakú optimális ütemtervben az utolsó 
olyan munkadarab indexe, melyre Ki < Bi, valamint legyen h ugyanebben az ütem-
tervben az első olyan munkadarab inedexe, melyre AT, > Bi. (A kvázi „0"-alakú 
ütemterv definíciójából adóadóan g < h.) 
Szigorúan véve is „O^-alakú a kvázi „0"-alakú ütemterv, ha nem található 
benne olyan munkadarabpár, melyre 
( 3 . 1 ) Ki > Kj I i < j < g 
illetve 
( 3 . 2 ) Bi < Bj \ h <i< j 
3 . 1 L E M M A . Létezik olyan optimális ütemterv, mely szigorúan véve is „O"-
alakú. 
Bizonyítás. Tételezzük fel, hogy találtunk olyan kvázi „0"-alakú optimális 
ütemtervet, mely szigorúan véve nem „0"-alakú. Ekkor bizonyosan található benne 
olyan szomszédos munkadarabpár, melyre vagy 3.1, vagy 3.2 teljesül. Tételezzük 
fel az utóbbit. Több ilyen pár esetén tekintsük azt, amelyben a munkadarabok 
legközelebb esnek egymáshoz, ( j — i = min). 
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E b b e n az e s e t b e n i és j k ö z ö t t csak o l y a n m u n k a d a r a b l e h e t , m e l y n é l B{=K( (i<t<j), 
a m i n e k h a t á s á t ó l — m i n t a z t a b i z o n y í t á s l o g i k á j á b ó l l á t n i f o g j u k — e l t e k i n t h e t ü n k , 
í g y p r a k t i k u s a n f e l t é t e l ezzük , h o g y j = i + 1 . 
A bizonyítás során két esetet kell megvizsgálnunk aszerint, hogy a csatlako-
zó ütemtervrészeknél a minimális követési idők (Bj és A',) hogyan viszonyulnak 
egymáshoz: 
I. A követő csatlakozó ütemtervrésznél a minimális követési idő nagyobb, vagy 
egyenlő a megelőző csatlakozó ütemtervrésznél lévő minimális követési idővel a 
j, illetve az i munkadarab ütemezésénél (Bj > Ki): (Lásd: 6. ábra) 
6. ábra 
i és j munkadarab ütemezése egy kvázi „0"-alakú, 
de szigorúan véve nem „0"-alakú ütemtervben (I. eset) 
Felírható összefüggések: Bi < Ki 
Bj < Kj 
Bi < Bj 
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Bj > I<i 
Si = Kj - Bi 
Du = Bj 
De = Ki + ói 
Változtassuk meg az adott optimális ütemtervet a két munkadarab felcserélé-





Szigorúan véve is „0"-alakú ütemterv előállítása (I. eset) 
Felírható összefüggések: Bi < I<i 
Bj < Kj 
Bi < Bi 
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Bj > Ki 
s; = Bj - к. 
Fentiekből következően: 
D'u = Bi + 6'i = Bi + Bj - I<i < Bj = Du illetve 
D'e = Kj = Bi + 6i = Bi + Kj - Bi < Ki + Kj - Bi = De 
II. A követő csatlakozó ütemtervrésznél a minimális követési idő kisebb a mege-
lőző csatlakozó ütemtervrésznél lévő minimális követési időnél a j, illetve az i 
munkadarab ütemezésénél (Bj < Ki): (Lásd: 8. ábra) 
Felírható összefüggések: Bi < Ki 
Bj < Kj 
Bi < Bj 
Bj < Ki 
6i = Kj - Bi 
Du = Bj 
De = Ki + 6i 
Majd csere után . . . (Lásd: 9. ábra) 
Felírható összefüggések: В
г
 < Ki 
Bj < Kj 
Bi < Bj 
Bj < I<i 
6j = Ki - Bj 
Fentiekből következően: 
D'u~ Bi< Bj = Du illetve 
D'e = Kj + 6j - Kj + Ki - Bj < I<i + Kj - Bt = De 
Látható tehát, hogy a cserével a célfüggvény értéke egyik esetben sem nőtt. 
A b i z o n y í t á s s o r á n n e m vol t s zükség a n n a k v i z s g á l a t á r a , h o g y j m u n k a d a r a b ü t e m t e r v e 
e r e d e t i á l l a p o t á h o z k é p e s t szé t vol t -e h ú z v a , vagy s e m . 
Hasonló módszer alkalmazható bizonyításra 3.1 teljesülése esetén is. Az adott 
módon bármilyen kvázi „0"-alakú ütemtervből kiindulva, szigorúan véve is 
„0"-alakú ütemterv állítható elő. • 
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i és j munkadarab ütemezése egy kvázi „0"-alakú, 
de szigorúan véve nem „0"-alakú ütemtervben (II. eset) 
3 . 1 T É T E L . На egy ütemtervről belátható, hogy szigorúan véve is „0"-alakú, 
akkor bizonyos, hogy optimális is. 
Bizonyítás. Bármely ütemterv teljes átfutási ideje (T) két jól elkülöníthető 
részre bontható fel: 
- A megmunkálási idők összege az első gépen (T( ); 
- Követési idő a két gép munkavégzése között az utolsó munkadarabon 
a megmunkálások befejezésekor (Т„'), 
vagy 
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Szigorúan véve is „0"-alakú ütemterv előállítása (II. eset) 
- A megmunkálási idők összege a második gépen (T'e)\ 
- Követési idő a két gép munkavégzése között az első munkadarabon a 
megmunkálások kezdetekor (Te"). 
m m 
Tekintve, hogy Yf 7)д = T„ és Y T,2 = T'e sorrendtől független konstansok, 
i=l ' i=l 
min(Cmax) = min(T) akkor van, ha Te" = Te"min, vagy Vf = Tfmin. Márpedig ez 
szigorúan véve is „0"-alakú ütemtervnél — definícióból adódóan is — teljesül. 
(Lásd: 10. ábra) • 
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T" T' Г : Е Г , : c o n s t 
e 'в и . i 1 
/ = i ' 
Г r V Т. = cons t 
е 1,2 
/ = 1 
10. ábra 
A célfüggvény változó része a követési idő 
4. Megoldó algori tmus 
Algoritmus. Szigorúan véve is „0"-alakú ütemterv előállítására szolgáljon 
az alábbi algoritmus: 
CRi-k növekvő sorrendjében döntsünk afelől, hogy adott munka a leendő 
sorrendben az első-, illetve utolsó pozíciótól befelé, a sorrend elejére (a már 
sorolt elsők mögé), vagy végére (a már sorolt utolsók elé) kerüljön, annak 
megfelelően, hogy С Rí = A',, vagy С Rí = Bt. Amennyiben С Rí = AT, = 
Bí, úgy tetszőlegesen dönthetünk. 
4.1 T É T E L . Fenti algoritmus optimumot szolgáltat nemcsak A2|overlap|Cmax , 
de F2 II Стах feladatnál is. Bizonyítást lásd a következő tételnél! 
j.2 Algoritmus. Az F2 || C ^ feladat megoldására már 1945-ben S. M. John-
son közölt algoritmust [2], miszerint: 
A megmunkálási idők növekvő sorrendjében döntsünk afelől, hogy egy 
adott munka a leendő sorrendben az első-, illetve utolsó pozíciótól befelé 
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a sor elejére (a már sorolt elsők mögé), vagy végére (a már sorolt utolsók 
elé) kerüljön, annak megfelelően, hogy az adott megmunkálási idő az első, 
vagy a második gépen jelentkezik-e. 
Amennyiben az adott munkán mindkét gép azonos ideig dolgozik, úgy 
tetszőlegesen dönthetünk. 
4.2 TÉTEL. 4.2 algoritmus 4.1 speciális esete. 
Bizonyítás. F2 II C'max feladatnál is értelmezhetők — és a megmunkálási idők 
alapján egyszerűen meghatározhatók — a követési idők. Ezek ismeretében a feladat 
azonos F 2 | overlap | Cmax-szal. — A tevékenységidők pedig mint követési idők 
jelennek meg. (Lásd: 11. ábra) 
/.1 /. 2 
+ 
11. ábra 
A követési idők az átlapolás nélküli feladatban is értelmezhetők 
CRi = m i n j T / i , 7/2} 
Bi = m a x { C R í , C R í + 7},2 - T u } = Ti<2 
I<i = m a x { C R í , C R í + Т;д - T /2} = 7}д 
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Vegyük észre, hogy ezennel Johnson algoritmusának helyességét is bizonyítottuk, 
hiszen az általa szolgáltatott sorrend szintén szigorúan véve is „0"-alakú ütemtervet 
ad. • 
4.3 TÉTEL. F2 || Cmax feladat optimuma F2 | idle | Cmax feladatnak is, illetve 
F2 I overlap | C m a x feladat optimuma egyben optimuma F2 | overlap, idle | C m a x 
feladatnak is. 
Bizonyítás. F2 I idle | C m a x , illetve F2 | overlap, idle | C m a x feladatok opti-
mális megoldásaiban elképzelhető, hogy az első, vagy a második gép ütemezésében 
szakadás van. Ekkor az első gépen a kezdés, a második gépen pedig a befejezés 
irányában elmozdítva a megmunkálásokat az állásidők a célérték zavarása nélkül 
felszámolhatók. (Lásd: 12. ábra) • 
12. ábra 
A várakozási idők megengedése nincs hatással a feladatra 
Megjegyzés. Az egyes gépek ütemezésének megszakítására a gyakorlatban pl. 
a két gép közötti korlátozott raktárkapacitás, illetve „sérülékeny állapotok" miatt 
kerülhet sor. 
I R O D A L O M 
[l] „Determin i s t i c a n d s tochast ic scheduling", Proceedings of the NATO Advanced Study and 
Research Institute on Theoretical approaches to scheduling problems held in Durham (M. A. 
H. D e m p s t e r , J. K. Lenstra, A. H. G. R i n n o o y Kan, eds . ) (Eng land , 1981) . 
Alkalmazott Matematikai Lapok 17 (1993) 
A L G O R I T M U S AZ F2 | O V E R L A P | Сщах M E G O L D Á S Á R A 2 5 7 
[2] JOHNSON, S. M . , „ O p t i m a l Two- and Three -Stage P r o d u c t i o n Schedules with S e t u p T i m e s 
Included", Naval Research. Logistics Quaterly 1 (1954) , 6 1 - 6 8 . 
[3] M O D E R , J . J . , PHILLIPS, C . R . a n d DAVIS, E . W . , Project Management with CRM PERT 
and Precedence Diagramming (Van Norstrand Re inhold , N e w York, 1983) . 
[4] PLLCHER, ROY, Principles of Construction Management (McGraw-Hi l l , Berkshire, Eng land , 
1 9 7 6 ) . 
VATTAI ZOLTÁN A N D R Á S 
B U D A P E S T I MŰSZAKI E G Y E T E M 
É P Í T É S KIVITELEZÉSI T A N S Z É K 
1111 BP., M Ű E G Y E T E M RKP 3. 
T E L / F A X : 1813-377 
(Beérkezett: 1993. ápril is 15.) 
A L G O R I T H M F O R SOLVING F2 | O V E R L A P | C m a x P R O B L E M 
Z. A . V A T T A I 
A new approach a lgor i thm for so lv ing F 2 | overlap | C m a x p r o b l e m is d iscussed. Whi l e 
preparing for descr ipt ion of the m e t h o d def init ion of "quasi О s h a p e d schedule" a n d that of 
"absolute О s h a p e d schedule" are set t led . A demos tra t ive proof for Johnson's a lgor i thm for 
F 2 | | C m a x problem is also discussed. Via theorems a n d their proofs it go t be s h o w n t h a t the new 
a lgor i thm gives so lut ions for problems F 2 | | C m a x , F 2 | idle | C m a x a n d F 2 | overlap, idle | C m a x 
too . 
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S Z A K A S Z O N K É N T F O L Y T O N O S A N D I F F E R E N C I Á L H A T Ó 
E N E R G I A F Ü G G V É N N Y E L J E L L E M E Z H E T Ő 
T A R T Ó S Z E R K E Z E T E K STABILITÁS VIZSGÁLATA 
C S É B F A L V I A . 
P é c s 
A d o l g o z a t b a n egy o l y a n ú t k ö v e t ő m ó d s z e r t m u t a t u n k b e , a m e l y e t véges s z a b a d s á g f o k ú , 
k o n z e r v a t í v e r ő r e n d s z e r r e l t e r h e l t s ze rkeze tek s t a b i l i t á s v i z s g á l a t á r a d o l g o z t u n k ki . M e g m u t a t j u k , 
h o g y az e g y d i m e n z i ó s e r ő - e l m o z d u l á s po l igonokka l j e l l e m z e t t m o d e l l e k t ö r é s p o n t j a i a f o l y t o n o s erő-
e l m o z d u l á s f ü g g v é n y ű m o d e l l e k e lágazás i p o n t j a i v a l a n a l ó g m ó d o n k e z e l h e t ő k . A v i z sgá l t m ó d s z e r 
ú t k ö v e t ő j e l l ege m i a t t e l k e r ü l h e t ő a m a t e m a t i k a i e s z k ö z t á r k i t e r j e s z t é s e , a s z u b g r a d i e n s fogal-
m á n a k b e v e z e t é s e . D i r e k t m ó d s z e r e k e s e t é b e n a s z u b g r a d i e n s f o g a l m á n a k b e v e z e t é s e , a f e l a d a t 
á t d e f i n i á l á s a e l k e r ü l h e t e t l e n . 
1. B e v e z e t é s 
A mérnöki szerkezetek stabilitásvesztésének két alapvető oka lehet: (i) az 
anyagtulajdonságok megváltozásából, vagy (ii) a szerkezeti geometria megválto-
zásából fakadó tönkremenetel. Az esetek zömében a két jelenség nem független 
egymástól, leírásuk csak nemlineáris összefüggésekkel lehetséges. Az anyagi, illetve 
geometriai nemlinearitás egyaránt vezethet töréspontokat tartalmazó energia függ-
vényre. 
A stabilitásvizsgálati módszerek egyik irányzatát az útkövető módszerek alkot-
ják, amelyek elsődleges célja a szerkezet állapotváltozási görbéjének meghatározása. 
A stabilitásvizsgálatok másik nagy csoportját a direkt módszerek képviselik, melyek 
alapvetően az állapotváltozási görbe kritikus pontjainak meghatározására szolgál-
nak. Az útkövető módszerek nem képesek pontos információt szolgáltatni a kriti-
kus pontokkal kapcsolatban, mivel alapgondolatukat tekintve növekményi típusúak. 
A direkt módszerek viszont erősen függnek a kezdeti megoldás megválasztásától. 
Nemsima energia fiigvénnyel jellemzett tartószerkezetek vizsgálatakor, reverzibilis 
esetben, az egyensúly feltételét a szubdifferenciál, az egyensúly stabilitását pedig a 
második szubdifferenciál minősíti. Mivel a potenciális energia függvény tartalmazza 
a poligonális anyagtörvényt, az energia függvény Jacobi-, illetve Hesse-mátrixa in-
tervallum mátrix lesz. 
Nem véletlen tehát, hogy a gyakorlati stabilitásvizsgálatok jelentős része vegyes 
eljárás, amelyeknek az a célja, hogy semlegesítse a két irányzat kedvezőtlen hatásait 
( K A M A T , W A T S O N , és V E N K A Y Y A ( 1 9 8 3 ) , valamint K A M A T és W A T S O N ( 1 9 8 4 ) ) . 
Jelenleg a leggyakrabban alkalmazott nemrugalmas stabilitásvizsgálati mód-
szerek az ún. kvázi-rugalmas növekményi módszerek. Energetikai elven alapuló 
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végeselemes módszert alkalmaz többek között K O N D O H és A T L U R I ( 1 9 8 5 ) síkbeli 
rácsos tartók vizsgálatára. W R I G G E R S , W A G N E R és M L E H E ( 1 9 8 8 ) egy ún. ki-
bővített egyenletrendszeren alapuló kvadratikusan konvergens eljárást alkalmaz az 
elágazási pontok meghatározására, de nem vizsgálja a rúdelemek kihajlásának ha-
tását. Módszerük a direkt és útkövető módszerek összekapcsolásával született ún. 
hibrid módszer, amely magán viseli a két módszer sajátosságaiból adódó hibákat és 
előnyöket. A módszertani váltások miatt az eljárás részben íveket, részben ponto-
kat határoz meg. Összetett feladatok esetén, amikor szűk intervallumon belül több 
elágazási pont megjelenésével kell számolnunk, a módszer alkalmazása információ-
vesztést eredményezhet. 
2. A stabilitási feladat megfogalmazása 
A vizsgált szerkezeti modell egy olyan térbeli rácsos tartó, amely ideális csuk-
lókkal összekapcsolt — nemlineáris erő-elmozdulás függvényekkel jellemzett — egy-
dimenziós rúdelemekkel modellezhető. Az összefüggéseket a megváltozott tartó-
alakra írtuk fel, tetszőlegesen nagy elmozdulásokat feltételezve. A térbeli rácsos 
tartót alkotó rúdelemek — geometriailag tökéletes rúdelemet feltételezve — expli-
cit erő-elmozdulás poligonokkal jellemezhetők. 
Feltételezzük, hogy a teljes szerkezetre felírható egy szakaszonként folytonos, 
szakaszonként legalább kétszer differenciálható potenciális energia függvény. Az 
energia függvény meghatározásakor az alábbi megkötésekkel éltünk: 
• Vizsgálatainkat véges szabadságfokú, konzervatív erőrendszerrel terhelt rácsos 
szerkezetekre korlátozzuk; 
• Az erő jellegű terhek statikusak és a rácsostartó csomópontjain hatnak; 
• Feltételezzük továbbá, hogy a csomópontokra felírt általánosított tehervektor 
egy Pf állandó alapteher és egy A paraméter szorzataként, Р
г
 = Pf X formában 
adható meg; 
• A terheletlen szerkezet (A = 0) stabil egyensúlyi állapotban van. 
Az energia függvények meghatározásakor feltételezzük, hogy a rúdelemek: 
• anyaga homogén, izotróp, bneárisan rugalmas, 
• legalább egy szimmetriatengellyel rendelkező állandó keresztmetszetűek; 
• a keresztmetszetek alaktartóak; 
• a sík keresztmetszetek síkok maradnak és a deformált rúdon is merőlegesek a 
rúdtengelyre, valamint 
• a rúd tengelyére merőleges feszültségek hatása elhanyagolható; 
• a kihajlott rúdelem alakváltozásai kicsinyek; 
• az adott irányú fix megtámasztásokat „végtelen nagy" normálmerevségű ru-
dakkal, a rugalmas megtámasztásokat pedig a rugóállandónak megfelelő nor-
málmerevségű rudakkal helyettesítjük. 
Független változónak a csomóponti и,• eltolódásokat tekintjük. A szerkezet 
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anyagjellemzői és geometriai adatai konstansok. A szerkezet teljes potenciális ener-
gia függvénye ílymódon végesszámú változó függvényeként írható fel: 
(2.1) V = V(UÍ,\), i = l , 2 , . . . 3 n f 
ahol V a teljes potenciális energia függvényt, щ a csomóponti elmozdulást, Л pedig 
a teherparamétert jelöli. Az elmozduló, belső csomópontok száma n. A térbeli 
szerkezet szabadságfoka 3n. 
Mivel a szerkezetet a csomópontokon átadódó konzervatív erőrendszer terheli, 
a teljes potenciális energia függvény felírható az alábbi formában: 
(2.2) Y(Ui>A) = U(m) + \J2 
i 
ahol U{UÍ) a szerkezetet alkotó rúdelemek alakváltozási energiája. 
A potenciális energia stacionaritási elvét alkalmazva, a (2.1), illetve (2.2) alap-
ján meghatározom a háromdimenziós szerkezet pre-, és posztkritikus mozgásálla-
potát leíró nem növekményi típusú, geometriailag nemlineáris modell egyensúlyi 
egyenletrendszerét : 
(2.3) Vi = —V(ul,\) = 0, 
illetve 
(2-4) = 
A szerkezet állapotváltozási egyenletrendszerét a rúdelemek alakváltozási ener-
gia függvénye alapján az alábbi formában írhatjuk: 
(2.5) GijSj + XP° = 0, i= l , 2 , . . . , n ; j= l , 2 , . . . , m , 
ahol Gij a rácsos tartó geometriai mátrixa, amelyet a csomóponti eltolódások függ-
vényeként a megváltozott tartóalakra írunk fel. Sj a )-edik rúdelemre vonatko-
zó rúderő, amely a rúdelem összenyomódása, illetve megnyúlása függvényében az 
alábbi összefüggésekkel adhatunk meg: 
f FHAjim)), ha A(ui) > Af 
(2.6) Sj = 
l Т/ (Д ; (« , ) ) , ha Л ; Ы < Af 
ahol 
(2.7) 
(2 .8 ) 
F]a(AJ(ui)) = k°Aj(ui), 
FP(Aj(Ui)) = Sf 1 - - ( A j . ( U i ) - A f ) 
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A (2.6)-(2.8) kifejezésekben k j a rúdelem nyúlási merevsége, Sf a rúdelemre vo-
natkozó Euler-erő, Др pedig az Euler-erő okozta összenyomódás a j-edik rúdelem-
ben, amelyek a stabilitási feladatban konstansnak tekinthetők. A (2.7) és (2.8) 
kifejezések ílymódon csupán Д, függvényei lesznek, melyet egy adott rúdelemre a 
2.1 ábrán szemléltetünk. А Д;- alakváltozás a csomóponti eltolódások explicit függ-
vénye, ezáltal a (2.5) állapotváltozási egyenlet felírható a csomóponti eltolódások 
függvényeként. 
Mivel a (2.5) állapotváltozási egyenlet tartalmazza a törésponttal rendelkező 
(2.6) kifejezést, az állapotváltozási egyenlet nem lesz folytonosan differenciálható. 
3. Az állapot változási görbe meghatározása 
Az állapotváltozási görbét az egyensúlyi egyenletek alapján határozzuk meg, 
amelyet a (2.1) potenciális energia függvény stacionaritási elve alapján a (2.3), (2.4), 
illetve (2.5) kifejezésekkel írhatunk fel. 
Feltételezzük, hogy tehermentes, deformálatlan (iij, A) = (0,0) állapotban a 
szerkezet stabil egyensúlyi állapotban van, illetve, hogy a A teherintenzitási para-
méter növelésével kezdetben stabil egyensúlyi úton halad. 
Jelölje ук, к = 1 , 2 , . . . , л + 1 a csomóponti eltolódások és a teherintenzitási 
paraméter összekapcsolásával adódó vektort, ahol j/, = w;, i = 1 ,2 , . . . n; és yn+i=A. 
Induljunk ki a rendszer egy ismert y\ stabil egyensúlyi pontjából, például az 
y j = (0,0) pontból. Mivel y j egyensúlyi pont, ezért kielégíti a Vti\ = 0 egyensúlyi 
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egyenletet. Ebben az esetben (i = j = 1 , 2 , . . . , n) Jacobi-mátrix pozitív définit, 
invertálható, így yk pont környezetében a megoldás egyértelmű. 
írjuk fel az egyensúlyi utat az yk pont környezetében egy alkalmasan megválasz-
tott s paraméter függvényében. Feltevésünknek megfelelően yk elegendően kicsiny 
környezetében az egyensúlyi út egy folytonos görbe, amely a következő alakban 
állítható elő: 
(3.1) yk(s) = yl + y f ] s + i y ^ V + l y f V + ... , 
ahol yk{ ' , ' , . . . , pedig az yk(s) függvény s szerinti deriváltjait jelöli az yk pont-
ban. 
Mivel az útkövető módszer egyes lépései azonosak a CsÉBFALVl (1993 a), illetve 
(1993 b) cikkekben ismertetett lépésekkel, ezért ezek ismertetésétől eltekintünk. Az 
alábbiakban csak azokat az elemeket emeljük ki, amelyek egyértelműen a töréspon-
tok kezelésének kérdéséhez kapcsolódnak. 
A töréspontok kezelése viszont értelemszerű módosításokkal megegyezik a foly-
tonosan differenciálható energia függvény kritikus pontjainak meghatározásakor al-
kalmazott módszerrel. így a töréspont jelzése a görbeszakasz végpontjaiban végzett 
ellenőrzésen alapul. A töréspont pontos helyét a (2.6)-(2.8) feltételek alapján meg-
határozható interpolációs polinomból képzett egyenlet megoldása szolgáltatja. A 
módszer kiemelendő előnye, hogy ha az adott íven több töréspont fordul elő, akkor 
a legelső egyszerű algebrai eszközökkel kiválasztható. 




A rúdelemek kihajlásának figyelembevételével kapott eredményeket a 3.2 ábra, 
illetve 3.3 ábra szemlélteti. Az ábrákon viszonyítási alapként feltüntettem a rúde-
lemek kihajlásának figyelembevétele nélkül kapott görbét. A 3.2 ábrán jól látható, 
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3.3 ábra 
hogy a Newton-típusú javító fázis a módszerben központi szerepet játszik, kihagyása 
esetén a globális és lokális hibák halmozódása miatt a számított görbe „elcsúszik". 
Az 3.3 ábra a Newton iterációval kapott eredményeket szemlélteti. A rúdelemek 
kihajlásával, illetve kihajlása nélkül számolt görbék a közös kezdeti, illetve végső 
szakaszokban megegyeznek. A töréspontok pontos helyét egy az ívhosszra vonatkozó 
algebrai egyenlet megoldása szolgáltatta. A töréspontokban meghatározott, Newton 
iterációval javított eredmények P j = 29, 3 x 105 A'/V, illetve P j = -29 , 3 x 105 A/V, 
amelyek megegyeznek K O N D O H és A T L U R I (1985) által számított értékekkel. 
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P O L L A C K MIHÁLY MŰSZAKI FŐISKOLA 
7625 PÉCS, B O S Z O R K Á N Y Ú T 2. 
STABILITY ANALYSIS O F S Y S T E M S C H A R A C T E R I S E D 
BY N O N S M O O T H E N E R G Y F U N C T I O N 
A . C S É B F A L V I 
In this p a p e r we present a path-fol lowing m e t h o d for s tabi l i ty analysis of conservative mecha-
nical sys tems with finite degree of f reedom. Invest igat ing s ingular poin ts of a sys tem characterised 
by one-dimensional force-deflection polygonal d iagram, one finds t h a t it is s imilar to the investi-
gat ion of b i furca t ion po in t s of the cont inual systems. 
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E G Y S T A B I L I T Á S I F E L T É T E L A K V Á Z I - I Z O M E T R I K U S 
K O N J U G Á L T P Á R O K M Ó D S Z E R É R E * 
B O D Ó C S LÁSZLÓ 
Budapest 
A dolgozat speciális — izometrikus, illetve kvázi-izometrikus — vektorokkal indított , tetszőle-
ges valós mátrixú lineáris egyenletrendszerek megoldására szolgáló konjugált irány algoritmusokat 
tárgyal, amelyekre teljesíthető Hestenes és Stiefel stabilitási feltétele. 
1. Bevezetés 
A dolgozat célja valós mátrixú lineáris egyenletrendszerek megoldására szol-
gáló általános konjugált irány algoritmus leírása, amely alkalmazásánál bizonyos 
numerikus stabilitási feltételek teljesíthetőek és megfelelő indító vektorok esetién a 
módszer további előnyös tulajdonságokkal rendelkezik. Az első konjugált irány al-
goritmusokat H E S T E N E S és S T I E F E L [ 9 ] , valamint L Á N C Z O S [ 1 0 ] készítették pozitív 
définit szimmetrikus mátrixokra. Ezeknek a módszereknek az alkalmazása nagy és 
ritka mátrixok esetén előnyös. Ilyen feladatok sokszor fordulnak elő a tudományos 
és mérnöki munkák során, például differenciál-egyenletek numerikus megoldása, ge-
odéziai és űrkutatási feladatok, tomográfia, képfeldolgozás stb. 
A 70-es évek közepétől intenzív kutatások folynak olyan konjugált irány mód-
szerek kidolgozására, amelyek tetszőleges mátrixra alkalmazhatóak. A kutatások 
másik fő iránya különböző prekondícionálási technikák kidolgozása, amelyek az 
adott lineáris rendszer kondíciószámát csökkentik, s ezáltal a konvergencia sebes-
ség növelhető. A konjugált irány módszerek különféle változatairól jó áttekinthető 
képet kaphatunk S T O E R [ 1 1 ] , illetve G O L U B és O ' L E A R Y [ 2 ] összefoglaló cikkéből, 
valamint H E S T E N E S [ 8 ] , ületve G O L U B és VAN LOAN [ 3 ] könyveiből. Külön a pre-
kondícionált konjugált gradiens módszerekről találhatók tanulmányok a [12] és [13] 
kiadványokban. 
Nyilvánvaló, hogy az általános — indefinit, nem szimmetrikus — mátrixú li-
neáris egyenletrendszer megoldása megkapható, ha a klasszikus konjugált gradiens 
módszert az ATAx = ATb normálegyenletre alkalmazzuk az eredeti Ax = b egyen-
let helyett. Ekkor azonban a rendszer kondíciószáma négyzetelődik és nagy mátrix 
esetén az elvégzendő numerikus munka is megduplázódik minden egyes iterációs 
lépésben. A hagyományos módszer általánosításai az úgynevezett bikonjugált mód-
szerekhez vezettek, amelyek az eredeti feladatra alkalmazhatóak. Ezeknek az új 
eljárásoknak hátránya, hogy a mátrix indefinitsége miatt a rekurziós formulákban 
*A do lgoza t a T4012 s z á m ú O T K A t é m a t á m o g a t á s á v a l készül t . 
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a nevezők nullává, vagy ellenőrizhetetlenül közel nullává válhatnak, s így a módszer 
vagy idő előtt megáll — azaz nem gyárt elég jó közelítést az egyenletrendszer meg-
oldására —, vagy véges pontosságú aritmetikában numerikus instabilitások lépnek 
fel. A dolgozat olyan konjugált irány módszert tárgyal, amely mindkét problémára 
közelítő megoldást kínál. A dolgozat felépítése a következő: 
A 2. fejezetben a konjugált párok módszerének rövid ismertetése után speciális 
— izometrikus, illetve kvázi-izometrikus — kezdővektorok bevezetésével a kvázi-
izometrikus konjugált párok módszerének leírása következik. 
A 3. fejezet a Hestenes Stiefel féle stabilitási feltétel levezetését tartalmazza 
a kvázi-izometrikus konjugált párok módszerére. Megmutatjuk, hogy a rekurzió 
paraméterei választhatók úgy, hogy ez a stabilitási feltétel teljesüljön. 
A mátrixokat nagybetűk, a vektorokat kisbetűk jelölik. Az A mátrix transzpo-
náltját AT, képterét Я(А), a nullterét pedig N(A) jelöli. Az n-dimenziós egység-
mátrix I„. 
2. Az izometrikus és a kvázi-izometrikus konjugált párok módszere 
Ez a fejezet a [6] és [7] dolgozatokban tárgyalt konjugált párok módszerének ál-
talánosítását ismerteti. Az általánosítás a rekurzióval gyártott vektorok skálázásán 
alapul. A fejezet első paragrafusa röviden bemutatja a konjugált párok módszerét, 
majd a módszer tulajdonságai kerülnek ismertetésre speciális — izometrikus — in-
dító vektorok esetén. A kvázi-izometrikus konjugált párok módszerének leírását a 
fejezet harmadik része tartalmazza. 
A konjugált párok módszerének alábbi ismertetése a [6], [7] dolgozatokban pub-
likált eredményeken alapszik. 
2.1. Definíció. Legyen A G Ж т ' п , Vj 6 Ж т , uk £ Ж", 1 < j, к < г. Ekkor а 
{i/j, Uj}j rendszer konjugált párok (vagy A-konjugált párok) rendszere, ha 
ahol Sjk a Kronecker szimbólum. 
Ha a {isj, rendszer konjugált párokat tartalmaz, akkor definiálható az 
alábbi két projektor mátrix 
2.1 A konjugált párok módszere 
(2 .1 ) izjAuk = otjôjk, а, ф 0, j, к = 1 ,2 , . . 
• J 
L Au,uJ L UiuJA (2.2) 
E két projektor segítségével felírható a konjugált párok módszere [6]: 
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2.2. Algoritmus. Ha A G l m ' n , P- és Pj a (2.2) által definiált projektorok, r0 
és qo nemzérus kezdővektorok, akkor a 
(2.3) 
(2.4) 




» + l i ' Wi+r = P- qi+1 
rekurziók a konjugált párokat állítják elő i = 0 , 1 , 2 . . . - re , ahol Pq = Im 
és = /„ . 
Megjegyzendő, hogy a [7] dolgozatban tárgyalt algoritmus a (2.3)-(2.4) rekur-
zióknál általánosabb, ugyanis ott szerepelnek kondicionáló mátrixok, valamint a 
1 és az u 1 + i vektorok hosszát skálázó skalárok is. A kondicionáló mátrixok be-
vezetésétől ebben a dolgozatban az egyszerűség kedvéért eltekintünk, a vektorok 
skálázásának pedig a későbbiekben lesz szerepe. 
A 2.2. Algoritmus rekurziói az alábbi alakra egyszerűsíthetők [6]: 
a й\ „ , Ih+ i l l l , , „ „ , llgi+i111.. 
(2.6) v i + ! = r< + i + и 112 F,-, = g i + i + Ц,- . 
11 * 112 IJ 9> II2 
Ez a rekurzió szimmetrikus mátrix esetén megegyezik a jól ismert konjugált 
gradiens módszerrel, amennyiben a kezdővektorokra az ro = i/0 = q0 = щ feltétel 
teljesül. 
A konjugált párok módszerének analízise, valamint a (2.5)—(2.6) rekurziótól 
eltérő más módszertípusok a [4]-[7] dolgozatokban találhatóak. 
A (2.5)—(2.6) rekurziós formulák alakjából látszik, hogy a nevezőkben szerepel 
a v j Auí belső szorzat, amely tetszőleges mátrix esetén nullává válhat. A következő 
paragrafus olyan indító vektorokat mutat be, amelyek alkalmazásával ez a probléma 
megkerülhető. 
2.2 Izometrikus vektorok 
Legyen az A £ Ж т , п mátrix rangja g és a szinguláris érték felbontása A = 
E S F T , ahol a E diagonális mátrix nemzérus elemei az A mátrix pozitív szinguláris 
értékei, az E G Ж т , е és F £ IRn,e mátrixok pedig ortogonális mátrixok, amelyek 
oszlopvektorai kifeszítik az A illetve az AT mátrixok képtereit. Ekkor definiálhatók 
az alábbi speciális vektorok. 
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2.3. Definíció. (Hegedűs [5]). 
Az r £ E m és a q £ Ж" vektorok izometrikus (vagy A-izometrikus) párt alkot-
nak, ha 
i) ETr = FTq és 
( 2 . 7 ) ' 
Az izometrikus párok halmazát Aiz jelöli. 
2.4. LEMMA. HA R £ R(A), q £ R{AT) és ETr = akkor | | r | | 2 = | |? | |2 . 
Bizonyítás. Ha r £ R(A), q £ H(AT) , akkor léteznek y és w vektorok, hogy 
r — Ay és q = ATw. Ha EFFT, akkor 
\\ETr\\l = rTEETr = yTATEETAy = 
= yTFFETEETEFFTy = yT AT Ay = ||Ay||2 = | |r | |2 
\\FTq\\l = qTFFTq = wTAFFTATw = 
= wTEFFTFFTFFETw = wTAATw = \\ATw\\l = \\q\\22 . 
Az ETr = FTq feltételből | |r | |2 = | |9 | |a következik. • 
A továbbiakban feltételezzük, hogy az r £ R(A) és a q E R(Ar ) mindig tel-
jesül, így a lemma értelmében elég csak az ETr = FTq feltétellel foglalkozni az 
izometrikusság vizsgálatakor. A következő állítások a definíció alapján könnyen 
bizonyíthatóak. 
2 . 5 . L E M M A . Legyen Bk = A(ATA)k, ahol к > 0 és {r, 9 } £ Aiz. Ekkor 
i) {Bkq,Blr}eAiz, 
ii) rTBkq > 0, ha r g N(AT) és q $ N(A), 
fii) | | H M | 2 = | |H H | | 2 , 
iv) ha {и, u} £ A,z és a, ß £ Ж, akkor {аг -f ßu, aq + ßu) £ A{z, 
v) ha A szinguláris érték felbontása A = EFET, akkor {r, r} £ A,z, 
vi) ha A = EFiFT és В - EE2FT, akkor Aiz = Biz. 
A lemma következménye, hogy ha {ro,?o} G Aiz a (2.5)—(2.6), rekurziókban, 
akkor a gyártott r,, y, és г/,, и, vektorpárok izometrikusak minden г-re és a módszer 
úgy viselkedik mint egy szimmetrikus nemnegatív définit mátrix esetén, amelynek 
sajátértékei от, o2 , . . . , crp, hiszen a rekurziós formulák az alábbi alakokra írhatók 
át: 
= - - « « = * - w ^ . ^ 
117*2 -f-11|2 llíi+llli 
Vi+1 = n+1 + ,,
 ||2 Vi, Mi+1 = 9i+1 + M ||2 "» • 
! Г í| 12 №«N2 
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Látható, hogy a nevezőkben szereplő belső szorzatok pozitívak, ha a bennük 
lévő vektorok nem elemei a megfelelő nulltereknek. Megjegyzendő, hogy ha a vek-
torokat az A mátrix szinguláris vektorai által kifeszített terekbe transzformáljuk, 
akkor a szinguláris értékekkel definiált diagonális mátrixra felírt szimmetrikus kon-
jugált irány algoritmushoz jutunk. 
2.3 A kvázi-izometrikus konjugált párok módszere 
Az előzőekben leírtakból következik, hogy ha a konjugált párok módszerét izo-
metrikus vektorokkal indítjuk, akkor a kondíciószám nem négyzetelődik, s a rekurzió 
mindaddig folytatható, amíg a generált vektorok nulltérbe nem esnek, amely eset-
ben a lineáris egyenletrendszer megoldható. A gyakorlatban azonban nem állnak 
rendelkezésre izometrikus vektorok, hanem csak azok valamilyen közelítései az úgy-
nevezett kvázi-izometrikus vektorok. A közelítés módjára a későbbiekben történik 
utalás. A következő definíció mértéket ad a közelítés jóságára. 
2.6. Definíció. Legyen A = EEFT. Ha az r és q vektorokra 
(2.8) \\ETr-FTq\\2<£ 
és 
(2-9) HMI2-IMI2I < £ 
teljesül valamely £ pozitív számra, akkor az {r, q} vektorok kvázi-izometrikusak 
(vagy kvázi-A-izometrikusak). A kvázi-izometrikus vektorok halmazát Akiz jelöli. 
Amennyiben 11A7Tr112 = ЦгЦг és ||Ятд]|2 = ||?||2; akkor (2.8)-ból már következik 
(2.9) az ismert norma-egyenlőtlenség miatt. A továbbiakban feltesszük, hogy ez a 
feltétel mindig teljesül. 
A következő lemma az {r, q} izometrikus párhoz rögzített r vektor esetén kvázi-
izometrikus párt rendel a q vektor tetszőleges approximációját felhasználva. 
2.7. LEMMA. На {r, q} E А
гг
, qa a q vektor valamilyen közelítése és e — 
||í - ?a||2, akkor {r,qa} E Aekiz. 
Bizonyítás. 
IIETV - FTqa ||2 = IIETr - FTq + FT(q - qa)\\2 = ||FT(q - qa)||2 < £ • 
A konjugált párok módszerét lehetséges például az r0 = b— Ах0 és a 90 = ATro 
kvázi-izometrikus vektorokkal indítani. Ekkor £ < Ц о^Цг, ha | |/ — ЯЦг < 1, ami az 
általánosság megszorítása nélkül feltehető. A kezdővektorokra vonatkozó további 
vizsgálatok találhatóak az [1] dolgozatban. 
A kvázi-izometrikus konjugált párok módszere a következő alakban írható fel: 
Alkalmazott Matematikai Lapok 17 (1993) 
272 BODÓCS LÁSZLÓ 
2.8. Algoritmus. Legyen A £ l m >" és Л = (Л,), M = (p,), П = (w,-), Д = 
(<5j) valós diagonális mátrixok, amelyeknek diagonális elemei nullától különbözőek. 
Ekkor az го ф 0 és qo ф 0 vektorokra az 
(2.10) r i + 1 = 6i+1Pfrit qf+1 = ui+1qjP[, 
(2-11) vf+1 = pi+1rf+lpf, ui+i = Xi+1P[qi+1, 
rekurziók konjugált párokat gyártanak. 
Látható, hogy ez a módszer csak annyiban különbözik az eredeti algoritmustól, 
hogy az előállított vektorok hosszát változtatjuk. 
A 2.8. Algoritmus az alábbi alakra egyszerűsíthető: 
(2.12) ri+i = áj+i(r,- - oííAuí), qi+1 = wi+i(?j - ßiATщ) 
( , Ik.+ill2 ^ 
I/i+l = fli+1 r,+i + •• ..2Vi , 
V °i + lhi\\ri\\2 J 
_ \ f , Ik.+illi , ^ 
u i +1 - Ai+1 + .. | |2Ц, I , 
n _ Ailk.lll - a A»lkí|l2 i ~~ T л P I T л-Г 
vi Am иj А1 Vi 
(2.13) 
ahol 
Pilkill2 Az egyenletrendszer megoldása az 1 = Xj + — —' 2 T —u,- iterációval szá-di .. . b0vt Auí 
molható. 
A következő tétel megmutatja, hogy a fenti rekurziók alkalmas paraméter vá-
lasztással egyre „jobb" kvázi-izometrikus vektorokat gyártanak. 
2.9. TÉTEL. Legyen az A £ l m , n mátrix szinguláris érték felbontása A = 
EEFT, ahol ||i7||2 < 1, 0 < £,-, valamint \\ETn - FTqi\\2 < £i és \\ETVi -
Ftm\\2<£i. Ha ují+i = <5i+1 és |<5,+i| < ——:—-—'—--— , ahol 7 , • = / ? , - a,-, 
(1 + |a,|)£i + |7,j j114j12 
akkor 
(2.14) \\ETri+1- FTqi+1\\2<£i+1. 
На A.-+1 = pi+1 és |A i + i | < — 
£i + 
Áilki+i||i ll?i+i||2 
1 M ± i l l i 
II?.-
l |2 £i + killkilk 
^ * = 7 Н Г " w a k k o r 
(2.15) \ \E tví+I - F t u í + i | | 2 < £,+1, 
ahol £i+i < £j. 
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Bizonyítás. Legyen ETn - FTq, = Д(1) és ETv, - FT щ = dfK Ekkor 
ETri+1 - FTqi+1 = Si+1 ((HTr, - aiEFTUi) - (FTqi - &ЕЕтих)) = 
= 6i+1 (d\1] + ßiFETVi - aiZFTu,) = 6i+1 + а ^ 2 ) + jiEETv^ . 
Normára áttérve az \\E i^ ,-||г < ||"i||2 egyenlőtlenség felhasználásával \\ETri+i — 
UT9i+i| |2 < fc+i|((l + K | ) e > + Ы 1Ы|г) adódik, így igaz a (2.14) állítás. Mivel 
ETvi+1 - FTui+1 = 
= A,+i ^ r i + y - FTqi+1 + 
= A i + i ( ETri+1 - FTql+1 + 
1 (M\ri+A\l „т.., Ik i+i l lz^Ty. i i _ 
<5i+iAt V mWiWl 





ü+iAi V 1Ы1? 
(E Vi — F uí) + rjiE VÍ 
\ I A1) _i_ 1 ( Iki+iJJi j(2) , _ pT,y 
л , + 1 ( d < + 1 +
 m 1 1 Ш 4 + T ] l E 
es (2.14) miatt Ц ^ Ц г < így normabecslésre áttérve (2.15) is teljesül. • 
A következő lemma a módszer gyakorlati alkalmazásával kapcsolatban fontos. 
2.10. L E M M A . Legyen {r, Ç} G Akiz. На | | R | | 2 > 2 vagy | | G | | 2 > 2, akkor 
Bizonyítás. Legyen ||r| |2 — ||g||2 = S, ahol |<5| < e. Ekkor 











А С < \\q\\fe egyenlőBenség hasonlóan igazolható, így a lemma bizonyítást nyert. 
• 
A lemma gyakorlati fontossága abban rejlik, hogy az előállított vektorok nor-
málhatók, ha a lemma feltételei teljesülnek. Ebben az esetben elkerülhető, hogy 
a vektorok a null-vektorhoz nagyon közel kerüljenek, ugyanis mind a <5;+i, mind a 
Ai+i kisebb egynél. 
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3. A Hestenes-St iefel féle stabilitási feltétel 
a kvázi-izometrikus párok módszerénél 
Amennyiben a (2.12)—(2.13) algoritmust szimmetrikus pozitív définit mátrixra 
alkalmazzuk, az indító vektorokat uq = uq = qo = ro = b — Axo-nak és a skalárokat 
egynek választjuk, akkor a klasszikus konjugált gradiens módszerhez jutunk [9] ami 
az alábbi alakban írható fel: 
(3.1) r i + i = n - otiAvi, oti = \\ri\\l/uf Auí 
( 3 . 2 ) vi+1 = ri+1 + diUi, di = . 
I г ll 12 
Pontos számolás esetén i ф к-ra az 
(3.3) rjrk = 0, i>fAu k = 0 
ortogonalitási feltételek teljesülnek. Kerekítési hibák fellépésekor azonban ezek az 
ortogonalitási tulajdonságok már egzaktul nem igazak, sőt a hiba az iterációs lé-
pések számának növekedésével olyan nagy lehet, hogy a módszer nem konvergál az 
egyenletrendszer megoldásához. HESTENES és STIEFEL [9, 8.1 fejezet] hibaterjedési 
formulákat vezetett le, amelyek azt mutatják meg, hogy az r f_ k r i és a u[_ lAu l belső 
szorzatokban fellépő hiba hogyan terjed tovább a következő iterációs lépésre. Ezek 
az összefüggések i > l-re a következők: 
(3.4) r j r i + l = d i - i a i v J ^ A v i , 
(3.5) vjAui+г = — rjri+i , 
ai 
(3.6) rfri+1 = l - i a , r f _ n , 
ai-1 
(3.7) u jAu i+ i = d i - i u J ^ A i / i . 
A (3.6) és (3.7) összefüggések az alábbi alakban is felírhatóak: 




 IMI! « i - ! I h - i l l ! ' 
(3 9) vjAi/i+г _ Q, uT-iAuj 
f f Aui ai-iuf_1Aui-1' 
Ezeknek a formuláknak a következő jelentésük van. Ha az rjrk és a uj Auk elemek-
ből elkészítjük az R és а V mátrixokat, akkor a (3.8) és a (3.9) összefüggések bal 
oldala az ugyanabban a sorban lévő azon elemek hányadosát reprezentálja, ame-
lyek közül az egyik a főátlóban, a másik attól jobbra helyezkedik el. A (3.8) és a 
(3.9) összefüggések így ezen hányadosok változását mutatják a főátló mentén lefelé 
haladva. Ezen megfontolások alapján a következő stabilitási feltételt definálhatjuk 
szimmetrikus, pozitív définit mátrix esetén: 
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3.1. Definíció (Hestenes-Stiefel). 
Legyen az A mátrix szimmetrikus pozitív définit. A (3.1)—(3.2) rekurzió stabil, 
oc ' 
ha —— < 1 minden i-re. 
A továbbiakban megmutatjuk, hogy a (3.4)-(3.9) összefüggések általánosítha-
tóak a kvázi-izometrikus konjugált párok módszerére is, és hasonló stabilitási felté-
tel definiálható mint a klasszikus konjugált gradiens módszer esetén. Megmutatjuk, 
hogy a skalár szorzók alkalmas választásával ez a stabilitási feltétel teljesíthető, sőt 
a kvázi-izometrikusságra kirótt kritériummal együtt egyszerre is kielégíthető. 
A következő lemma a (2.12)—(2.13) általános rekurzióra felírt hibaterjedési for-
mulákat mutat ja . A lemma bizonyítását ez a dolgozat annak hosszadalmassága 
miatt nem tartalmazza, az összefüggések hasonló módon vezethetők le, mint a ha-
gyományos módszer esetén [9]. 
3.2. LEMMA. Legyen A tetszőleges valós mátrix. Ekkor a (2.12)—(2.13) általá-
nos rekurzióra igazak az alábbi összefüggések: 
(3.10) rfri+1 = /'+1 Oíidi-ivJ_iAui, 
o./J.-i 




'+1 Т . 
(3.12) vi Ащ+1 = -líhqi qi+i , 
Pi 
(3.13) „ т AU i = ß l±L r J 
Oíi 
(4 14) rf+irí fr+iAi otj qjqi-i
 = qfqi-1 
^
 j
 ' 4 I Í 6Í\Í-I
 ai-i II^XIIÍ l l í í-i l l l 
'1+1 ч _ 
(4 15) gf+l?.- _ UJj+lPi ßi rfn-1 r f r j - l 
[
 • ' IMI \ uiiPi-ißi-1 Wn-iWl l2\\ri-i\\l 
(3.16) 
(3.17) 
VJ+íAUÍ _ pi+i6i+i aj ujATVj-1 _ ujATVj-i 
vfAui gib, oti-1 uJ_1Atví-i uf_1ATvi-i ' 









vjAui AíUí ßi-i uf_1A7Vi_i uf_1ATVi 
n - ^ I N I z я _ Л«-|М11 „ _ Ik.+illl . _ Iki+illl 
vjAu, ' Pi - uf ATVi ' Ci - IMII ' d i - Цг-ílli • 
A (3.14)—(3.17) összefüggésekből hasonló kapcsolatok értelmezhetők az R = 
( r j rk), a Q — ( q j q k ) , valamint a Vx = (vj Auk) és a V2 = (uj ATvk) mátrixok 
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elemeire mint a hagyományos konjugált gradiens módszernél. A különbség annyi, 
hogy jelen esetben az R mátrix megfelelő elemei a Q mátrix, míg a VJ megfelelő 
elemei a V2 mátrix elemeivel vannak kapcsolatban. Az általánosított Hestenes-
Stiefel féle stabilitási feltétel a következőképpen fogalmazható meg: 
3.3. Definíció. A (2.12)-(2.13) rekurzió stabil, ha a (3.14)-(3.17) formulákban 
szereplő 7 j (1 < j < 4) együtthatókra teljesül az |7; | < 1 feltétel. 
A (3.14)-(3.17) összfüggésekből következik az alábbi tétel. 
3.4. T É T E L . A (2.12)-(2.13) rekurzió stabil, ha 
< Si 
А,-
a . ' - i 
at 





\Ri+l < R 
Si ai-1 




Legyenek í - ^ j , A - ^ a 2.9 tétel feltételei szerint, a w,-+i> A ^ , p^+i Pe(üg 
a 3.4 tétel feltételei szerint választott pozitív skalárok. A fenti eredmények következ-
ménye az alábbi tétel, amely megmutatja, hogy a kvázi-izometrikus konjugált párok 
módszerében a skalárok alkalmas választásával egyszerre biztosítható az, hogy a re-
kurzió a 2.6 definíció értelmében egyre jobb kvázi-izometrikus vektorokat állít elő, 
valamint az általánosított Hestenes-Stiefel stabilitási feltétel. 
3 . 5 . T E T E L . A ( 2 . 1 2 ) — ( 2 . 1 3 ) kvázi-izometrikus konjugált párok módszerére tel-
jesül az általánosított Hestenes-Stiefel stabilitási feltétel, ha 
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K A L M A N - F É L E R A N G F E L T É T E L E K AZ I D Ő T Ő L F Ü G G Ő 
LINEÁRIS R E N D S Z E R E K R E 
M O L N Á R S Á N D O R , SZIGETI F E R E N C ÉS V E R A C A R M E N E. 
A közismert Kalman- fé le algebrai rangfel téte leket á l ta lános í t juk időtő l függő l ineáris rendsze-
rekre. A többvá l tozós rangfe l té te lekben szereplő tagok a rendszer s truktúramátr ixa i á l tal generált 
Lie-algebra báz isának az e lemei . 
Kulcsszavak: Lie-algebra, l ineáris rendszer, Ka lman- fé l e rangfe l téte l , exponenc iá l i s szorzat . 
Egy korábbi dolgozatunkban Kalman-féle rangfeltételt adtunk meg az A(t) = 
aj(t)Aj+a2(t)A2 £ M.nx" struktúramátrixszal rendelkező időfüggő lineáris rendszer 
irányíthatóságára és megfigyelhetőségére [2]. Feltettük, hogy [Aj., A2] = A2, azaz, 
hogy az A(f); t £ [0,T] mátrixok által generált L Lie-algebra volt az egyetlen 
kétdimenziójú nem kommutatív Lie-algebra. Most ezt az eredményt általánosítjuk 
az 
véges dimenziós rendszerre, ahol A : [0,T] ->• R " x " analitikus, Н£Ж"ХГ , C£Rä > < n . 
Legyen L az A(t); t £ [0, T] mátrixok által generált Lie-algebra. A véges dimenzió 
miatt tekinthetjük az Aj,..., Ak véges bázist. Ekkor A(t) a fenti bázissal kifejezhető 
az 




x(t) = A(t)x(t) -I- Bu(t) 
y(t) = Cx(t) 
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formulával definiált irányíthatósági és megfigyelhetőségi Gram-mátrixokkal kifeje-
zett Kalman-féle feltételtől indulunk ki, ahol Ф az (1) alapmátrixa [1]. Az (1) 
alapmátrixának exponenciálisok szorzataként való reprezentációját [4] alkalmazva a 
r ang (B , • . . , A"1 . . .А^кВ,..., А Г 1 • • • Ank~lB) = n, 
rang (C*,..., A j" 1 . . ,A*knkC*,..., A j " - 1 . . . A£ n _ 1 C*) = n 
algebrai feltételeket látjuk be rendre az (1) irányíthatóságára és megfigyelhetősé-
gére. Ezeket a feltételeket Kalman-féle többváltozós rangfeltételeknek tekinthet-
jük. A [2]-ben szereplő ellenpéldák szerint a (3) alatti feltételek további feltételek-
kel kiegészítve az (1) irányíthatóságát és megfigyelhetőségét jellemzik időtől függő 
a i , . . . , dk együtthatók esetén. Ezek a feltételek szoros kapcsolatban állnak az L 
algebrai tulajdoságaival; ezek lényegében csak az 
к 
(4) (A i ,A j] = ^ 2 r l i j A í 
i=í 
multiplikációs táblától függnek, ahol a Lie-zárójelet az A{Aj — Aj Ai kommutátor 
definiálja. 
Szigeti [3]-ban a 
m 
dtu(t,x) + ^fj(t,x)dXlu(t,x) = A(t,x)u(t,x) + Bv(t,x), 
(5) i=i 
y(t,x) = Cu(t,x) 
parciális differenciálegyenlet-rendszer alapmátrixának exponenciálisok szorzataként 
való reprezentációjával kapcsolatban egy, a [4]-ben szereplőhöz hasonló eredményt 
bizonyít. így az (5) rendszer irányíthatóságára és megfigyelhetőségére ugyanazokat 
a rangfeltételeket kapjuk, mint az (1) véges dimenziójú rendszer esetében. Meg-
jegyezzük, hogy mind a véges, mind a végtelen dimenziójú esetekben ugyanazok 
az algebrai meggondolások alkalmazhatóak (annak ellenére, hogy az (5) rendszer 
végtelen dimenziójú). 
2. Előzmények 
Tekintsük az (1) véges dimenziójú rendszert! Az A(t) struktúramátrixot állít-
suk elő a (2) szerinti lineáris kombinációként! Most a rendszer Ф alapmátrixának 
néhány tulajdonságát adjuk meg. 
A [4] szerint a 
Ф = Л(*)Ф(*) Ф(0) = I 
mátrix-differenciálegyenlet megoldását megadhatjuk exponenciálisok szorzataként a 
_
 eAigAt)eA2g2(t) eAkgk(t) 
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alakban, ahol g = ( g i , g 2 , • • - , g k ) a 
( 6 ) g = | ^ e r i S l e r ! í ! . . . e r ' - 1 J - f ; i , | a, g( 0) = 0 
közönséges differenciálegyenlet megoldása. Ец egy (0, l)-mátrix, amelynek egyetlen 
nem nulla eleme az ». diagonális elem, а Г,-ket a multiplikációs tábla definiálja, vagy 
ami ezzel ekvivalens, P, az az A, : L —+ L lineáris leképezés mátrix reprezentációja 
az A\...Ak bázis szerint, végül a = ( a i , . . . , a*) (lásd. [4]). Ez a reprezentáció 
általában lokális. Ha az L Lie-algebra feloldható, akkor az 
к 
(7) M(g) = Y e T l 9 i • e V , - i g , - l E " 
i=1 
mátrix invertálható, és a reprezentáció globális. Ismert, hogy az (1) rendszer irá-
nyíthatósága és megfigyelhetősége rendre ekvivalens a Gc és a G0 Gram-mátrixok 
invertálhatóságával. Ennélfogva az (1) rendszer akkor és csak akkor nem irányít-
ható és nem megfigyelhető a [0,T] felett, ha léteznek £,r) G Ж", £,»? ф 0 vektorok, 
amelyek kielégítik az 
( и , В * Ф ( 0 Ф _ 1 0 = о és az 
(y,C ф(Оч) = О 
egyenlőségeket rendre minden t G [0,T], u G Жг és y G Ж' esetén. Végül megjegyez-
zük, hogy a 
*(<)= 
differenciálegyenlet adjungáltja a következő formában kapható 
(9) ( Ф ( < Г " 1 ) = - ^ а , ( 0 Л ^ Ф ( 0 * - 1 . 
3. A fő eredmények 
Ezt a szakaszt egy olyan lemma bizonyításával kezdjük, amelynek fontos sze-
repe lesz a főtétel bizonyításában. A második lemma tulajdonképpen egy egyszerű 
algebrai számítás, amely arra szolgál, hogy a főtételt a Kalman-féle rangfeltétellel 
analóg formában mondhassuk ki. 
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1 . L E M M A . Legyen a = ( E T I , . . . , A M , 0 , . . . , 0 ) : [ 0 , T ] —• Ж * egy analitikus 
függvény az alábbi tulajdonságokkal: 
a) a (6) differenciálegyenletnek van egy д globális megoldása a [0,T] 
intervallumon, 
b) minden (а, ß) С [0, T] részintervallumhoz létezik egy i E {1,2,..., k} 
és egy (oti,ßi) С (a,ß) úgy, hogy д( nem tűnik el az (04,ßi) interval-
lumon, 
c) nincs a gi, g2, • • •, g к között analitikus függőség, azaz ha i ф j-re a 
g, = F(g3 ) egyenlőség fennállna, akkor az F nem analitikus. 
Tegyük fel, hogy minden t 6 [0, T] és valamely и E Жг, у E Ж3, t) Е Ж" esetén 
a (8) egyenlőségek fennállnak. 
Ekkor minden t E [0, T] és ú> i2,.. .,it E { 1 , 2 , . . . , m)-re fennállnak az 
(u,B*A*i...AWty-1l;) = 0, 
(
 ' (y,CAi, .. .Au$(t)rj) = 0 
egyenlőségek is. 
Bizonyítás. A lemmát az i szerinti indukcióval látjuk be. Az í = 0 esetén az 
eredeti (8) egyenlőséget kapjuk. Tegyük fel, hogy a (10) fennáll bizonyos i > 0 és 
Új 7*21 • • • Ч G {1,2,. . . , m} esetén. Ekkor a (10) differenciálásával és a (9) és (6) 
egyenletek felhasználásával a 
к m 
E 9i E < e ; > e í , r ' • • • e , ' - i r ' " 1 e , - ) ( t t , B'Al . . . = 0, 
(11) 1 = 1 
v
 ' k m 
i=1 j = l 
egyenlőségeket kapjuk. A bizonyítást elég csak az első egyenletre elvégezni, mivel a 
második esetben hasonló okoskodással élhetünk. 
Tegyük most fel, hogy létezik egy (и, B*A*i ... А^А*Ф(*)* -1£) nem nulla tag! 
Ekkor létezik egy ( a , ß ) С [0,T] intervallum úgy, hogy minden t E ( a , ß ) esetén 
nem áll fenn az egyenlőség, azaz 
(u,B*A*i . . . А*гА*Ф(<)*-1£) ф 0. 
A (7)-ben szereplő M(g) mátrix invertálhatóságából ((a) tulajdonság) az következik, 
hogy a ( l l ) -ben legalább egy <7, koefficiens nem nulla. Tegyük fel, hogy 
к 
М я ) = E < e > ' e í , r i • • • е ' ' - 1 Г ' - 1 e P ) ( u , B * A l . . . А,-гА!-е-л*г1 . . . e ' ^ - Ç ) ф 0 
i=1 
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az (a, ß) intervallumon. Ekkor a b) tulajdonság alapján létezik egy (оц, ßi) С (a, ß) 
úgy, hogy t'и nem tűnik el ezen az (a,-,/?;) intervallumon. 
Ha i = p, akkot а л i. tagra gi<Pi(g) ф 0 az (c*;, /?,-) intervallumban. Ezért létezik 
legalább egy másik gqipq(g) tag is, amely különbözik nullától egy esetleg kisebb 
( a ' , ß ' ) С (a;,/?,) intervallumon. 
Ha i ф p, akkor legyen q := i. így a 
к i 
dx_ _ у ч dgj • g- y>,(g)
 + 
dgq dgq i p p ( g ) t p p ( g ) 
i^P.Q 
x-ie vonatkozó differenciál egyenlet nem triviális, analitikus a gq független változó 
ismeretlen függvényére, ahol g a 
Í 9 i ° 9 q , - - - , x , . . . , g t , . . . , q k o g q ) 
vektort jelöli. 
A t «—• gq időtranszformáció definiálható, mivel a gq(t) derivált nem tűnik el 
az (a',/?') intervallumon; az a analitikus voltából pedig a differenciálegyenlet jobb 
oldalának analitikussága következik. Kezdeti feltételnek tetszőleges po = 9q(to), 
to G ( а ' , ß') pontot választhatunk: 
x(to) = 9p(to)-
Ekkor az x megoldás analitikus és x = gp о g~3 az unicitás miatt. Ezért gp = x о gq, 
ami azt jelenti, hogy analitikus függőség van a gp és a gq között, s ez ellentmond a 
c) feltevésnek. Ezzel a lemmát bebizonyítottuk. 
2. LEMMA. A (10) alatti egyenletek családja 
£ = 0 , 1 , . . . ii, »2 . . . it G {1, 2 , . . . , m}-re ekvivalens az 
( В , 5 М ; " . . . Л ; , 1 Ф ( Г 1 ( ) = О,  
(u,CAÏV..Ankk$(t)ri) =0 
egyenletek családjával minden t G [0, T], 0 < n\, n2, • • •, nk esetén. 
Bizonyítás. Egészítsük ki az A k , A2 , . . .A m -e t az L A k , A 2 , . . . , Ak bázisává. 
Az L Lie-algebrát A%,..., Am generálja, ezért léteznek olyan 
Lx = [a.-j, ... [A.u^^A^J ...]... 
Lj = [Аф [A^,..., [ A Í ^ ^ M } •••} ' • • • ' 3 = ! . • • • . 
Lie-elemek, hogy A m + j = Lj és Ap G { A i , . . . , A m } . így, ha a (10) egyenletek 
fennállnak, akkor г / , . . . , t/ G {1, 2 , . . . , m}-re 
( u , B * A l . . . A ; h A * m + j A l + i . . . W ' f ) = 0. 
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Valóban, az A m +j kifejezhető az Lj Lie-elemmel. Ezért a fenti kifejezés felírható 
a (10) alakú tagok összegeként. A bizonyítást most az Am+i,..., Ak tagok teljes 
fokára vonatkozó indukcióval folytatjuk. Legyen 
(13) (u, B*, Al ... A*m+ji ... A*m+h ... A'm+]p ... AU*®-1*) 
olyan, hogy i i , . . . ,it £ {1, 2 , . . . , m}, jlt..., jp € {1, 2 , . . . , k-m). Tegyük fel, hogy 
p — 1, p > 2 esetén a (13) minden tagja egyenlő nullával! Ha ekkor az A m + j l -eket 




 teljes fokainak 
összegeként kapjuk, amely p— 1-gyel egyenlő. így a (13)-nak egyenlőnek kell lennie 
nullával. A bizonyítás e részének megfordítása nyilvánvaló, mivel a (10) speciális 
esete a (13)-nak. A megfigyelhetőségre vonatkozó tagokra a bizonyítás hasonló 
módon történik. A második lemma összes egyenlete a (13) speciális esete. így a 
(13)-at a (12)-ből kell belátnunk. Az állításunknak ez a része ekvivalens az ii < 
i2 < ... < i i i , . . . , ie £ {1, 2 , . . . , k ) indexek monotonicitásával. Ha í = 1, akkor 
az állítás triviális. Tegyük fel, hogy l — 1, i > 2, a (13) következik a (12)-ből és azt, 
hogy nem teljesül az indexek monotonitása! Ekkor léteznek olyan ij, ij+1 indexek, 
hogy i j > i j+i . Az 
к 
A4Ai3 + l - A4 + lAii + / , rf.i.-l-! A*> 
1=1 
reláció és az indukciós feltevés alapján 
Az egymást követő tagokat felcserélve a növekvő index reprezentációt kapjuk. Ezzel 
a lemmát bebizonyítottuk. 
Megjegyzés. Nyilvánvaló, hogy a 
B"A\ni ... = B* Alnk ... AÍ"1^ = 0, 
(14) 
1
 ' CAÏ1 ...AÏkTt = CAlk ...A11T) = 0 
egyenletek a (10)-ből következnek. 
TÉTEL. Legyen a, : [0,T] —> Ж, г = 1,2, . . . , m , Ai,...,Am £ l n x n , В £ 
M n x r , С £ Ж5Х". Tegyük fel, hogy a analitikus, és azt, hogy az A i , . . . , Am által 
generált L Lie-algebra Ai,..., Am, Am+i,..., Ak bázisa kielégíti a (4) multiplikációs 
táblát. На а = ( a i , . . . , a m , 0 , . . . , 0) kielégíti az első lemma a), b) és c) feltételeit, 
akkor az 
i(t) = x(t) + Bu(t), 
y(t) = Cx(t) 
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rendszer irányíthatósága és megfigyelhetősége rendre ekvivalens a (3) alatti rangfel-
tételekkel. 
Bizonyítás. Elegendő azt bebizonyítani, hogy az állítás igaz az irányítható-
ságra, mivel a megfigyelhetőséget vagy analóg módon, vagy a dualitás segítségével 
láthatjuk be. 
A rangfeltétel szükségességét a következőképpen mutathat juk meg. Ha a rang 
kisebb mint n, akkor létezik olyan ( 6 1 " , hogy 
0 = B*Ç,...,0 = B*A\ni ... А*
к
Пк£,... ,0 = B* Al"'1... Al"-1^ 
Ezért a Cay ley- Hamilton tételből következik, hogy B* A\ 1 , . . . , A*k k £ = 0 minden 
п
к
,п2, • • .nie > 0-ra. Ezért 
В* Ф*
-1(<)£ = В*е~А'9^) . ..e~A'b3klt)t = 
E 




Minden t E [0,T], ami ekvivalens a rendszer nem-irányíthatóságával. 
A tétel elégségességét az alábbi módon láthatjuk be. Elegendő bebizonyítani 
azt, hogy a rangfeltétel következik a (8)-ból. Az első lemma alapján, ha létezik olyan 
£ ф 0, hogy a (8) fennáll, akkor a (10)-ből és a második lemmából következik, hogy 
a (12) fennáll. Ha ez utóbbiba a í = 0 értéket helyettesítjük, akkor az eredményül 
kapott relációból az következik, hogy a rangfeltétel nem teljesül. Ezzel a tétel 
bizonyítását befejeztük 
A következő példa azt mutatja, hogy az 
x(t) = (Ajai(í) + A2a2(t))x(t) + bu(t) 
rendszernek az a\ és a2 koefficiensek közti speciális viszonytól függően különböző 
rangfeltétclei lehetnek. Legyenek 
/ 1 í 1) 0 1 
0 í 0 0 0 0 0 1 
0 0 0 1 , A2 = 0 0 0 0 
\ o 0 0 0 / \ 0 0 0 0 / 
Először is megjegyezzük, hogy [AI,A2] = A2. Valamely b E Ж4-ге a rangfeltétel 
akkor és csak akkor teljesül, ha 64 ф 0. 
a) Ha a = ay = a2 ф 0, akkor ennek a speciális rendszernek az alapmátrixa: 
( A 1 + A 2 ) f a 
Ф(/) = e » . 
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Ennélfogva az irányíthatóság ekvivalens a 64 ф 0 és 62 + b4 ф 0 feltétellel, amely 
nyilvánvalóan különbözik a Kalman-féle rangfeltételtől. 
f" 1 
b) На о2 = aie0 , akkor az alapmátrix: 
Ai f a , A?f a i 
Ф(<) = e 0 e 0 
így a rendszer irányíthatósága ekvivalens az előző esetben látott 64 ф 0 és b2+b4 ф 0 
feltétellel. 
Megjegyezzük, hogy 
(A!-|-A2) fa 1 A, f ai A 2 / ai 
e 0 ф e 0 e 0 , 
bár az irányíthatóság feltétele ugyanaz maradt. 
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DINAMIKUS FOLYAMATOK K O N V E R G E N C I Á J A ÉS STABILITÁSA 
M O L N Á R S Á N D O R ÉS S Z I D A R O V S Z K Y F E R E N C 
B u d a p e s t , Tucson 
A d o l g o z a t b a n diszkré t és fo ly tonos ide jű a lgo r i tmikus mode l l ek k o n v e r g e n c i á j á r a vona tkozó 
á l t a l ános fe l té te leket a d u n k meg . E redménye ink az i te rác iós m ó d s z e r e k k o n v e r g e n c i á j á r a vona t -
kozó ko rább i e redmények , va l amin t a differencia- és d i f ferenciá legyenle tek klasszikus s tabi l i tás i 
t é te le inek az á l t a l ános í t á sa i . 
1. Bevezetés 
Az elmúlt két évtizedben számos szerző foglalkozott az iterációs folyamatok 
általános elméletével. Z A N G W I L L ( 1 9 6 9 ) , P O L Á K ( 1 9 7 1 ) , T I S H Y A D H I G A M A és szer-
zőtársai a leginkább használatos konvergenciafeltételek átfogó összegzését adják, s a 
feltételek összehasonlítását és az optimumszámításban való alkalmazásukat mutat-
ják be. Az általános elmélet a megoldástéren definiált monoton függvényen alapszik, 
amely a differenciaegyenletek ismert Ljapunov-féle stabilitáselméletét ( L A S A L L E , 
1986) általánosítja. A differencia- és a differenciálegyenletek megoldásainak aszimp-
totikus viselkedése közötti analógia közismert. Itt mi a stabilitás és az aszimptoti-
kus stabilitás feltételei, valamint az algoritmikus modellek konvergenciája (POLÁK 
1971) és differenciálegyenletek kvázistabilitása, illetve w-határpontjai közti analógi-
ára utalunk ( U Z A W A 1 9 6 1 , H I R S C H és S M A L E 1 9 7 4 ) . 
Az alábbiakban először általános dinamikus folyamatokra egy új konvergen-
ciatételt bizonyítunk be, amely a diszkrét és folytonos idejű modellekre egymás-
tól függetlenül kapott korábbi eredmények közönséges általánosításának tekinthető. 
Ezután az iterációs módszerekben és a differenciálegyenletek stabilitáselméletében 
való néhány alkalmazást tárgyalunk. Végül összefoglaljuk a kapott eredményeket, 
és azok következményeit. 
2. A főtétel 
Tegyük fel, hogy X egy Hausdorff-féle topológikus tér, amely kielégíti az első 
megszámlálhatósági axiómát. Tegyük fel továbbá, hogy I a [0, oo) intervallum nem 
korlátos részhalmaza. 
A k u t a t á s t a M a g y a r Amer ika i Közös A lap t á m o g a t t a ( J F No. 224). 
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Definíció. Függvények egy F halmazát dinamikus folyamatnak nevezzük, ha 
minden / G F esetén D ( f ) = I és R ( f ) С X. Az F halmaz elemeit trajektóridnak 
nevezzük. 
Legyen S С X egy adott halmaz, amelyet a továbbiakban az alkalmas pontok 
halmazának fogunk nevezni. 
Definíció. Az F dinamikus folyamatot konvergensnek nevezzük, ha / G F, 
h<t2< ... (ti e f , i = l , 2 , . . . ) , ti — oo és f(ti) /* , akkor f* G S. 
Tegyük most fel, hogy Y szintén egy Hausdorff-féle topológikus tér, amely 
kielégíti az első megszámlálhatósági axiómát és legyen ^ egy parciális rendezés 
az Y téren. Feltesszük továbbá, hogy a topológia és a parciális rendezés olyan 
kapcsolatban áll, melyet az alábbi tulajdonság ad meg: 
(P) Ha j/i ^ J/2 ^ • • • (yi EY, i = 1,2,...) és
 yi ^ y (i = 1 , 2 , . . . ) valamely 
y G Y elemre, akkor az {y,} sorozat egy y* G Y elemhez konvergál úgy, hogy у,- ^ y* 
minden г esetén. 
Definíció. А V : I X X —* Y függvényt általánosított Ljapunov-függvénynek 
nevezzük, ha teljesülnek az alábbi feltételek: 
(i) Nagy t értékekre a V függvények alulról egyenletesen lokálisan korlátosak az 
X\S halmazon, azaz létezik egy Qi nem negatív szám úgy, hogy minden z G X\S 
elemnek létezik egy U környezete és egy y £ Y elem (amely függhet г-től), hogy 
minden t ^ Qk (t G /) és z' G U esetén 
V(t,z')^y, 
(ii) Ha / G F és Qi g t < t' (t, t' £ I), akkor 
V(t',f(t'))ÍV(t,f(t))-, 
(iii) Minden 2* £ X \ S elem esetén, ha a {2,} С X olyan, hogy zj —» 2*, és 
{ti} С I egy szigorúan növekedő sorozat, úgy, hogy í,- —• 00, továbbá V(t{, 2,)—>y*, 
akkor minden f £ F trajektóriához, amelyre /(<,) = 2,- (i = 1,2,. . . ) , létezik egy 
t G I úgy, hogy t Ф Qi és V(t, f(t)) < y\ 
T É T E L . На az F dinamikus folyamatnak van általánosított Ljapunov-függ-
vénye, akkor az F konvergens. 
Bizonyítás. Tegyük fel, hogy létezik egy f£F úgy, hogy f(ti) —> f*£X\S vala-
mely szigorúan növekvő {<,•} С / , —• 00 sorozattal. A (ii) feltételből tudjuk, hogy 
a {V(ti, f(ti))} sorozat nagy i értékekre csökkenő, és az (i) feltevésből az következik, 
hogy a V(ti, f(ti)) alulról korlátos, ha i elég nagy. A rendezésre vonatkozó (P) fel-
tételből ezért az következik, hogy a {V(ti, f(ti))} sorozat egy y* £ Y határértékhez 
konvergál, továbbá a (ii) feltétel ismételt felhasználásával látható, hogy 
(1) V(t,f(t))Zy' 
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minden tçiQ i (te I). 
Ha most a (iii) feltételbe {z,} helyett az {/(<,)} sorozatot írjuk, akkor 
V(tJ(t))<y* 
valamely t }> Q-y értékre, s ez ellentmond (l)-nek. Ezzel a tétel bizonyítását befe-
jeztük. 
Következmény. Tegyük fel, hogy bármely trajektória egy Jf-beli kompakt hal-
mazban van, továbbá azt, hogy S csak egy x* pontból áll. Ekkor a tétel feltételei 
mellett minden / G F trajektóriára /(<,•) x* ha í j G / (г = 1 , 2 , . . . ) és ti —• oo, 
cizciz az F dinamikus folyamat globálisan aszimptotikusan stabil. 
3. Alkalmazások 
1. Tekintsük először azt az esetet, amikor I = { 0 , 1 , 2 , . . . } , és ahol minden 
trajektóriát az 
(2) / ( i + i )e i4 , • ( / («)) (i Z 0) 
algoritmikus modell generál, ahol А,- : X —* 2X egy pont-halmaz leképezés minden 
i = 0,1, 2 , . . . esetén, és / (0) G Y a kezdőpont. Tegyük fel továbbá, hogy fennáll 
az (i) és az alábbi két feltétel: 
(iii) На г ^ Q1 és x' G Ai(x) (x G X), akkor 
V(i + l,x') g V(i,x). 
(iiii) Minden z* G X \ S elem esetén, ha a {z,} С X olyan, hogy г,- —» z* és 
{ki} С I egy szigorúan növekedő sorozat úgy, hogy V ( ) —> у*, akkor létezik 
egy j egész szám, hogy kj ^ Qi — 1 és minden y G Aki (zj ) elemre 
V(k]+\ty) < y*. 
Könnyű belátni, hogy a (iij) és (iiii) feltételekből következik a (ii) és a (iii). Követ-
kezésképpen az (i), (iii) és (iiii) elegendőek a (2) algoritmikus modell konvergenciá-
jához. Megjegyezzük, hogy ez az eredmény Tishyadhigama és szerzőtársai (1979) 
4.2. tételét, illetve Higle és Sen (1989) legutóbbi eredményeit általánosítja. 
Tekintsük most azt a speciális esetet, amikor a V nem függ az г-től. Ekkor az 
alábbi feltételek lesznek elegendőek a (2)-beli algoritmikus modellek konvergenciá-
jához: 
(Í2) V alulról lokálisan korlátos az X \ S halmazon. 
(Ü2) Létezik egy Q1 egész szám úgy, hogy i ^ Q\ és 
x' G Ai(x) (x G X) esetén V(x') ^ V(x). 
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(Ü12) Minden z* E X \ S elem esetén, ha a {z,} С X olyan, hogy Z{ —> z* és 
V{zí) —• y*, akkor létezik egy j ^ Q1 egész szám úgy, hogy V(y) < y* minden 
у E Ai(xj) és i ^ j esetén. 
Egy további speciális esetben, amikor a (2) stacionárius, a (Ü2) és (ÜÍ2) feltételek 
az alábbiaknak megfelelően módosíthatók: 
(Ü3) Minden x E X és x' E A{x) esetén P(x ' ) ^ P(x); 
(ÍÜ3) Minden z* E X \ S elem esetén ha a {z,} С X olyan, hogy z/ —• z* 
és V(zí) —• y*, akkor létezik egy j ^ 0 egész szám úgy, hogy V(y) < y* minden 
у E A(zj) esetén. A fenti konvergenciafeltételeket például az algebrai egyenletek 
(Szidarovszky és Yakowitz 1978) és az optimumszámítási problémák (Zangwill 1969, 
Polák 1971) megoldására szolgáló iterációs folyamatok konvergenciaanalízisében is 
lehet alkalmazni. Az az általános feltevés, hogy а V nem szükségképpen valós érté-
kű, lehetővé teszi a többcélú programozásban való alkalmazást is, ahol a különböző 
döntési alternatívákat a következménytéren definiált valamilyen preferenciarende-
zés segítségével hasonlítjuk össze. Ebben az esetben az Y teret következménytérnek 
választhatjuk. Ez egy igen alkalmas választás azokban az esetekben, amikor a pre-
ferenciarendezést nem lehet valamely valós értékű függvénnyel jellemezni (Fishburn 
1970). 
2. Tekintsük most azt az esetet, amikor I = [0, 00), X С Ж" és a trajektóriákat 
az alábbi differenciálegyenlet generálja: 
(3) j t m = A ( t , m ) 
ahol A : I x X —• X valamilyen függvény. Tegyük fel, hogy minden Xo E X és to E I 
esetén a (3) egyenletnek van legalább egy megoldása úgy, hogy f(to) = xq, továbbá 
ezek a megoldások minden t E I esetén definiálva vannak, és az X halmazban 
maradnak. Jelölje ezeknek a megoldásoknak a halmazát F(to,xo)- Legyen továbbá 
F= (J F(to,xo). 
<06/ 
Könnyű belátni, hogy a (iii) feltételt most az alábbiak szerint módosíthatjuk: 
(ÍÜ4) Minden z* E X \ S elem esetén, ha a {2,} С X olyan, hogy z, —• 2* és 
{í,} С I egy szigorúan növekedő sorozat úgy, hogy ti —» 00, továbbá V(ti, Zi)—>y*, 
akkor minden / E f") F(ti, 2,) trajektóriához létezik egy t ^ Qi úgy, hogy 
i 
V(t, f(t)) < y*. Tegyük fel, hogy az A és а V függvények nem függnek explicit mó-
don a f-től, és minden xo E X kezdőpontra az F(0, xo) csak az / ( í , xo) trajektóriát 
tartalmazza. Ebben az esetben a (ÍÜ4)-et a következő feltétel implikálja: 
(Ш5) Minden 2* E X \ S elem esetén, ha a {21} С X olyan, hogy z,- —+ 2* és 
V(zí) —• y*, akkor létezik egy j > 0 úgy, hogy valamely t > 0 esetén V(f(t, Zj))<y*. 
A következőkben a fenti feltételeknek Uzawa híres stabilitási eredményeivel 
(1961) való kapcsolatát elemezzük. 
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Tegyük fel ismét, hogy A és V nem függ explicit módon a f-től, továbbá azt, 
hogy minden Xq £ X kezdőpontra az F(0, xq) pontosan egy, az / ( t , xq) trajektóriát 
tartalmazza. Tegyük fel továbbá, hogy 
(a) V csökkenő az S, és szigorúan csökkenő az X \ S halmazon, 
(b) V folytonos az X halmazon, 
(c) f(t,xo) folytonosan függ az xq kezdőponttól minden t ^ 0 esetén. 
Most belátjuk, hogy az (a)-(c) feltételek az (i), (ii) és (iiisj-öt implikálják, 
azaz hogy a fenti eredményeket Uzawa klasszikus tételének (1961) közvetlen kiter-
jesztésének tekinthetjük. V folytonosságából következik (i), míg a (ii) az (a)-ból 
következik. 
Tegyük most fel, hogy y* £ X \ S, akkor (a)-ból az következik, hogy minden 
t ^ 0 esetén V(f(t,y*)) < V(y*). Ekkor V és f folytonosságából adódik, hogy 
V(f(t,Zj)) < V(y*), ha Zj elég közel van y*-hoz, így (iiis) fennáll. 
4. Következtetések 
A fentiekben a konvergenciára és a stabilitásra vonatkozó néhány klasszikus 
eredményt általánosítottunk úgy, hogy azok a legtöbb diszkrét és folytonos idejű 
dinamikus folyamatot magukba foglalják. Elemzésünket az általánosított Ljapunov 
függvényekre alapoztuk, amelyekről nem kell feltétlenül feltennünk a folytonosságot, 
csak a teljes megoldástéren való monotonitást. A folytonosságot a Ljapunov függ-
vények egyenletes lokális korlátosságával, a szigorú monotonitást pedig az általunk 
megadott gyengébb (iii) feltétellel helyettesítjük. 
Eredményeinket az algebrai egyenletek és az egy- és többcélú programozási 
problémák megoldásában, továbbá a diszkrét és folyotonos idejű dinamikus rend-
szerek stabilitásának vizsgálatában lehet alkalmazni. 
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A S Z E R K E Z E T A N A L Í Z I S E G Y M A T E M A T I K A I M O D E L L J E 
L O K Á L I S E G Y E N S Ú L Y I F O L Y A M A T O K E S E T É N 
VÁSÁRHELYINÉ SZABÓ A N N A 
Budapest 
Szerkezetek állapotváltozásának vizsgálatára a műszaki irodalomban az úgynevezett „path 
following" eljárásokat használják. Most a probléma egy másfajta megközel ítését mutatjuk be 
paraméteres optimalizálás felhasználásával. 
A feladatot függvényterek direkt szorzatán értelmezett matematikai programozási problé-
mára vezetjük vissza. A szélsőérték függvény létezésének szükséges feltételét vizsgáljuk és módszert 
adunk a megoldásra a feladat é2 térbe történő transzformálásával. 
1. A probléma vázlata 
A matematikai fizikában az összetett folyamatok leírásánál egyensúlyi, lokális 
egyensúlyi és nemegyensúlyi állapotokat különböztetnek meg [12]. A továbbiakban 
a lokális egyensúlyi állapotban történő állapotváltozások számítására adunk mate-
matikai modellt és megoldási algoritmust. 
A lokális egyensúlyi állapotok esetén az állapotfüggvények terében felírt, a 
folyamatot jellemző függvénynek (pl. különböző energiafüggvények vagy entrópia 
függvény), képezik az idő szerinti első deriváltját egy adott időpontban. Az idő-
pont megválasztása nem tetszőleges, hanem azokban az időpontokban lehet lokális 
egyensúlyi állapotot feltételezni, amikor a nemegyensúlyi állapotokat jellemző disszi-
patív hatásokat leíró úgynevezett belső változók értékét nullának lehet tekinteni 
[12]. Feltételezik, hogy a lokális egyensúlyi állapotban az állapothatározók sebes-
ségeire felírhatok az egyensúlyi és a kompatibilitási egyenletek, illetve az energia-
sebességekre vonatkozó szélsőérték létezésének szükséges és elégséges feltételei [16]. 
A lokális egyensúlyi állapotokkal a nemegyensúlyi állapotot közelítik az egyensúly-
tól nem távoli állapotokban; így — mivel a lokális egyensúlyi állapotban a folyamat 
egyensúlya nem áll be — az állapothatározókra felírt egyenlőtlenségi feltételek közül 
legalább egy egyenlőséggel kell teljesüljön. 
A legközismertebb feladat ebben a témakörben a tartószerkezetek képlékeny 
viselkedésének leírása [11]. A képlékeny állapotváltozás a legegyszerűbb esetben 
(csak alakváltozási és potenciális energiák figyelembevétele esetén) a következő fel-
adatpárral adható meg: 
a. Az egyensúlyi egyenleteket kielégítő feszültség-sebesség állapotok közül az 
a feszültség-sebesség állapot fog létrejönni, amely mellett a kiegészítő alakváltozási 
energia-sebesség minimális és a feszültségek kielégítik a képlékenységi feltételeket. 
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b. A kompatibilitási egyenletek kielégítő alakváltozás-sebesség állapotok közül 
az az alakváltozás-sebesség állapot realizálódik, amelynél az alakváltozási energia-
sebesség minimális és a képlékeny sebességszorzók pozitívak. 
Ezen feladatpárt csak azon feltételezés mellett oldották meg, hogy a lokális 
egyensúlyi állapotban az állapothatározók sebességei már nem függenek az időtől [4]. 
Ebben a megközelítésben erre a megszorításra nincs szükség, továbbá módszert 
adunk arra, hogy az állapothatározók sebességeinek az időtől való függését hogyan 
lehet figyelembe venni. 
A lokális egyensúlyi állapot esetén a szerkezetek állapotjellemzőinek sebessé-
geit (például feszültség-sebesség, alakváltozás-sebesség, stb.) vektor térben vektor-
skalár függvényként lehet leírni. Ha a szerkezetet diszkretizáljuk, akkor a vek-
tortér véges dimenziójú. A szerkezethez rendelt globális koordinátarendszerben 
minden egyes, a diszkretizálás során kialakított pontra — a csomópontra — muta-
tó helyvektorhoz hozzárendelünk egy állapotjellemző-sebesség (feszültség-sebesség, 
alakváltozás-sebesség, stb.) vektort, melyet a csomópontban definiált lokális koor-
dináta-rendszerben adunk meg. A vektortér dimenziója a csomópontszám (n) és a 
szabadságfok (s) szorzata. (Például ha egy csomópontban s független feszültség- ill. 
alakváltozás-sebesség komponenst tételezünk fel és a csomópontok száma n, akkor 
a vektortér dimenziója ns.) 
Lokális egyensúlyban a szerkezet állapotváltozását az egyensúlyi állapot le-
írásánál használt lokális és globális koordináta-rendszerekben, függvényként lehet 
megadni. 
A globális koordináta-rendszerben értelmezett helyvektorokhoz rendelt állapot-
jellemző-sebességek tehát időtől függő vektor-skalár függvények, amelyeket a lokális 
koordináta-rendszerekben határozunk meg. 
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A továbbiakban csak kis elmozdulásokkal kívánunk foglalkozni, ezért feltéte-
lezzük, hogy a szerkezet Euler és Lagrange leírási módja megegyezik, vagyis a hely-
vektor időtől független. Ez azt jelenti, hogy csak a lokális koordináta-rendszerben 
leírt állapotjellemző-sebességek időfüggőek. 
A szerkezet lokális egyensúlybeli állapotváltozásának időbeli lefolyását az úgy-
nevezett stacionárius görbe írja le. Ennek a görbének, vagy diszkrét pontjainak a 
megahatározása a cél. A feladat nehézségét mutatja, hogy a differenciáltopológia 
eszközeinek használatával kimutatták, hogy az egy paramétertől függő stacionárius 
görbék nem folytonosak; ezért jelenleg csak egy-egy folytonos darab - komponens 
meghatározására van lehetőség [13]. 
Az optimalizáláselméletben jelenleg az egyik legfontosabb kérdés az egy vagy 
több paramétertől függő feladatok Karush-Kuhn-Tucker stacionárius görbéinek 
strukturális vizsgálata, amely lehetővé teszi az optimalizálási feladatok érzékenység-
és/vagy stabilitásvizsgálatát. Az egy paramétertől függő feladatok esetén az egyik 
lehetséges eszköz az ilyen típusú kérdések megválaszolására a differenciáltopológia 
[7], [8], [13], [14]. Az egy paraméteres stacionárius görbék meghatározására jelenleg 
az úgynevezett útkövető („path-following") algoritmusokat használják, melyeknek 
az egyik újabb alkalmazási területe az úgynevezett belső pontos algoritmusok. Erről 
a témáról az utóbbi néhány évben több, mint 2000 dolgozat született, ezért csak a 
Math. Programming egyik összefoglaló számára hivatkozunk [17]. 
Ebben a dolgozatban az egy paramétertől függő Karush-Kuhn-Tucker stacio-
nárius görbék egy folytonos komponens-darabjának meghatározására javasolunk új 
módszert. 
A 2. pontban megadjuk a tér struktúrájának matematikai leírását. Az így kia-
lakított térben általános esetben írjuk fel a megoldandó feladatot a 3. pontban. A 
szélsőérték tételek a í2 térben bizonyítottak, ezért a 4. pontban a L2 és i2 terek 
közötti átmenettel foglalkozunk. Az 5. pontban a Fritz-John feltételekkel foglalko-
zunk az előzőekben vizsgált terekben értelmezett matematikai programozási problé-
mák esetén. A nemlineáris függvényeket is tartalmazó esettel a 6. pont foglalkozik. 
A 7. pontban a Fritz-John optimalitási feltételeket transzformáljuk a í 2 térbe és 
ennek segítségével eljárást adunk a probléma megoldására. A funkcionális derivál-
tak használatát mutatjuk be a 8. pontban. Végül a 9. pontban két mintafeladaton 
mutatjuk be a módszert. 
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2. A tér s t ruktúrá jának matematikai leírása 
Tekintsünk egy tetszőleges s dimenziós vektor-skalár függvényt. Ennek a függ-
vénynek minden komponense legyen eleme az fl — [1,0] térnek (négyzetesen 
integrálható függvények tere [18]). Mivel az L2(fi) Hilbert tér, ezért választhatunk 
olyan Pi(t) (i = 1 , . . . , oo) bázist, mely az Í1 = [0,1] intervallumon ortonormált és 
amelyben a Hilbert tér bármely eleme a következőképpen írható fel: 
oo 
(1) x(t) =
 aiP,(t), Pi(t) £ L2(fi), ai £ Ж, i = 1 , . . . , oo, t £ [0,1], 
i=i 
ahol Ж az 1 dim. Euklideszi tér, vagyis a valós számok halmaza. 
A továbbiakban a Pi(t) bázisok ortonormált polinomrendszerek lesznek a [0,1] 
intervallumon értelmezve. 
Az s dimenziós függvény teret, amely egy csomópont állapotjellemzőinek leírá-
sára szolgál, a megfelelő Hilbert terek direkt szorzataként definiáljuk: 
L\ x L\ x • • • x L2 x • • • x L2. 
E tér egy elemét a következő alakban írhatjuk fel: 
s s / oo \ 
r(t) = £ X j ( t ) ij = Í j , 
j= 1 j= 1 \i=l / 
(2) а 0 - е ж , P/(<) £L2([0,1]), <£[0,1], j = l , . . . , s , í = l , . . . , o o , 
ahol ij ( j = 1 , . . . , s) a lokális koordináta-rendszer s dimenziós terének az egység-
vektorai, P( (<) a lokális koordináta-rendszer j-edik tengelyéhez rendelt г-edik bázis 
komponens. 
A szerkezet minden egyes kitüntetett pontjához — a csomópontokhoz — tar-
tozó helyvektorhoz az alábbiakban definiált tereket rendeljük hozzá. Az f-edik 
csomóponthoz tartozó tér: 
(3) Fl = (Ж3 x L\ x L\ x •• • x L2), t - \ ,...,n, 
amelynek egy eleme: 
(4) y\t) = (zl1,zl2,zí,x[(t),xl2(t),...:xis(t)), <£[0,1], 
ahol z[ az Aedik csomópont (i = 1 , . . . , n) г-edik helyvektorának (i — 1, 2, 3) koor-
dinátái. Tehát egy szerkezet egyensúlyi állapotváltozására vonatkozó feladatokat 
az 
(5) T = (Ж3 x L\ x L\ x • • • x L])n 
térben írjuk le. 
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t e [0,1]. 
Az egyes függvények együtthatóit tekintve ismeretlennek az Y(t) mátrix felírható 
a következő módon: 
(6) 
ahol 
[Y(t) ] = [Aá] E 0 
0 
m 










l l s 
a 
и 
j = 1, . . . , S, 1=1,. , 0 0 , 
, , _ r. . , a globális koordináta-rendszer egységvek-
L J - L?1,J2,J3J borait tartalmazó egységmátrix, 
[-B(í)] = [Bj(t), j = 1, . . . , e ] hiperdiagonál mátrix, melynek egy blokkja a 
következő oszlopvektor: 
(7) Bj(t) = [PÍ(t), i= L,...,<x>], 
., oo, j = l , . . . , s lineárisan független, ortonormált polinom 
egy csomóponthoz tartozó bázisát az hiperdiagonál mátrix oszlopai 
jelentik. A teljes tér bázisát a csomópontok számának megfelelően az 
és a Pj(t), i = 1 
rendszert alkot. 





mátrix segítségével képzett, n blokkból álló hiperdiagonál mátrix oszlopai adják. 
A továbbiakban, a számítások egyszerűbb leírása érdekében a következő je-
lölésrendszert használjuk: az ismeretlen együtthatókat az [â] mátrix tartalmazza. 
Képezzünk az [â] mátrixból egy а hipervektort a sorok egymásután írásával. Az 
egyes szabadságfokokhoz, illetve csomópontokhoz rendelés a vektor particionálásá-
val történik. A bázis B(t)j blokkjaival hiperdiagonál mátrixot képezünk a csomó-
pontszámnak megfelelően. így 
a [l.oo-s-n] B(t) [oosn,sn] 
= [ r 1 ( t ) > r a ( t ) > . . . ) r» ( i ) ]* =x(ty 
= [*J(t), *J(t), . . . , x](t), xl(t),xl(t), ..., X2s(t), ..., xW), *£(<), ..., <(f)]* , 
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ahol az a hipervektor és B(t) hiperdiagonál mátrix particionálását a jelük alatt 
adtuk meg. 
A mátrixjelölés használatánál a vektorok alapértelmezése oszlopvektor, a transz-
ponálást *-gal jelöltjük. 
3. A z á l t a l á n o s f e l a d a t f e l í rása 
A szerkezet állapotváltozását a következő t paramétertől függő feladat sorozat 
segítségével vizsgálhatjuk: 
m i n / ( y ) 
9i{y) < 0, г = 1 , . . . , m, 
(8) hj (y) = 0, j = 
у € Ж"', / , gi, hj : Ж"5 —» Ж, 
у = x(t), V fix i-nél, x(t)ET, <£[0,1]. 
Ez a feladat sorozat úgy értendő, hogy V < G [0,1] esetén a (8) nemlineáris progra-
mozási feladatnak stacionárius pontja van, ami meghatároz egy x(t) £ У görbét. 
A cél a fenti optimalizálási feladat elméleti kezelhetőségének és numerikus meg-
oldhatóságának biztosítása. Ilyen típusú feladatok a paraméteres optimalizálásban 
vetődnek fel [7], [8], [13]. 
Az n dimenziós Euklideszi térben értelmezett klasszikus nemlineáris programo-
zási feladat a következő: 
(9) min{/(x) | f f i (x ) < 0, hj(x) = 0, i = l , . . . , m , j = ! , . . . , £ , x £ Ж"}, 
f ( x ) ,
 9i(x), hj(x)EC\ 
ahol ismeretlenek az x vektor elemei. 
Az optimális pontok elsőrendű jellemzésére a Kuhn-Tucker tétel szolgál [2]. 
A Banach térben értelmezett matematikai programozási feladatot az előző fel-
adat mintájára az alábbi formában írhatjuk: 
(10) min{/(x) I
 9i(x) < 0, A,-(®) = 0, i = 1 m, j = 1 , . . . , / , x £ B}, 
ahol В egy lineáris normált tér (Banach tér). 
Erre a feladatra is általánosítható a Kuhn-Tucker tétel [3]. 
A (8) feladat elméleti vizsgálatához »Isősorban a szélsőérték tételeket kell be-
bizonyítani. Ehhez felhasználjuk a Banach térre vonatkozó eredményeket. 
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4. Á t m e n e t а (Ж3 x L\ x L\ x • • • x L])n é s ( ! 3 x £\ x i\ x • • • x £ 2 )" 
terek k ö z ö t t 
A (8) feladatban szereplő ismeretleneket az L2(ü) terek direkt szorzatán értel-
mezett tér helyett az izomorfia tétel alapján [15], [18] a £2 terek direkt szorzatán 
tekintjük. Erre az átmenetre akkor van lehetőség, ha a gi, hj és / függvények a 
szorzattér lineáris és metrikus struktúrájához illeszkednek. 
Tekintsünk egy teteszőleges q(t) £ L2 függvényt, amelyet a P,(<), i — 1 , . . . , oo 
ortonormált bázis segítségével adunk meg. Ennek a q £ l2 végtelen dimenziós 
oo 
vektor feleltethető meg az alábbi formában a Jf a2 < oo feltétel mellett: 
1 = 1 
oo oo 
(11) q(t) = + Ж0» < G [0,1], ai e К; 9 = ао + Х^а«е»> е Ж-
«=i i=i 
ahol е, az f 2 tér z-edik egységvektora. 
Definiálunk egy olyan f teret a i2 terek direkt szorzatán, amelynek struktúrája 
megegyezik az T tér struktúrájával azaz: 
f = ( R 3 x £ 2 x £ 2 - - x £ 2 ) n . 
A f térben értelmezünk egy [6] hipermátrixot, melynek struktúrája megegyezik 
a [ß(<)] mátrixéval, a [D(f)] mátrixban lévő -P/(<) elemeknek a f tér egységvektorai 
e} felelnek meg bármely i és j esetén. 
A továbbiakban a T és a / terek közötti átmenetet mutatjuk meg lineáris-, 
paraméter szerinti derivált- valamint integrál- és nemlineáris függvények esetén a 
2. pontban definiált, Ä:-adik csomóponthoz tartozó Xj(t), к = 1 , . . . , n, j = 1,. .., s 
típusú, ismeretlen függvényekre vonatkozóan. 
Az ao konstans a két tér közötti átmenetet nem befolyásolja, így a továb-
biakban nem jelezzük, kivéve a relációra vonatkozó átmenet tárgyalását, ahol az 
egyenlőtlenségek vizsgálatánál van jelentősége. 
a. Az T és a / terek között az átmenet az összeadásnál, a skalárral való 
szorzásnál és a skalárszorzatnál a következő: 
Az T térben: 
x(t) + y(t) = a'[B(t)] + ß*[B(t)] = (a + /?)* [B(<)], 
cx(t) = ca*[B(t)], 
í í 
( 1 2 ) / x(tyy(t)dt = J a'[B(t)][ß*[B(t)]Ydt = 
о о 
í 
= <x* J[B(t)][B(t)Y dt ß =
 a * ß , 
о 
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ahol x(t) és y(t) ns méretű vektorok és с skalár. A skalárszorzatnál kihasználtuk, 
hogy a P\ (t) polinomrendszerek ortonormáltak a [0,1] intervallumon. 
A f térben 
x + у — a* [b] + ß*[b] = (a. + ß)* [6], 
(13) сх = са*Щ, 
x*y =
 a*(b][ß*(b}Y = a*[6] [b]*ß = a'ß, 
ahol az x és у vektorok végtelen sok ns méretű vektorból tevődnek össze és с skalár. 
b. Ha az T térben felírt feladatban t szerinti derivált függvények (melyeket a 
függvény felett lévő pont jelöl) lineáris összefüggésekben szerepelnek, akkor a deri-
vált függvényeket fel kell írni a tér bázisában a bázis szerinti általánosított Fourier-
sor segítségével: 
^ } 
(14) Pi(t) = ikPk(t), ahol 7,* = / Pk(t)Pi(t)dt. 
k=1 i 
Az x(t) vektor j-edik elemének deriváltját a T térben a következőképp írjuk fel: 
oo oo oo oo 
t = l k=li=l k=l 
(15) 
ahol ßibj = У . т н с у . i = 1 
Mátrix-jelöléssel a t szerinti deriváltvektor a következő: 
x(t) = p[B(t)]. 
Az eddigiek alapján át lehet térni az / térbe: 
oo oo 
(16) P = E E T« а ч d = E ß k i d ' 
i = l i = l fc=l 
vagy 
i = /T[6]. 
c. Hasonlóan, ha a feladatban a bázis függvények paraméter szerinti integrálja 
szerepel, a lineáris összefüggésekben az integrált a bázisok szerint Fourier-sorba 
fejtjük: 
(17) J Pi(r)dT = fY^ikPk{t), ahol „ , = / ( / P j ( r ) d r P t ( f ) j dt. 
0 1 = 1 о \o / 
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Az x(t) vektor j'-edik komponensének paraméter szerinti integrálja a T térben, a 
tér bázisában az alábbi módon adható meg: 
( 1 8 ) 
* f 
oo oo oo 
/ л IAJ UbJ 
X j ( r ) d r = J 2 a 4 P í ( T ) d T = £ £ "«««^(0 = 53 V k j P K t ) , 
Q о i = l k=l 1 = 1 k=1 
oo 
ahol rfkj — Y1 FkiOiij, vagy mátrix jelöléssel 
í=i 
t 
í(<) = Jx(r)dT = r1*[ В]. 
о 
A (18) átalakítás eredménye átvihető a / térbe: 
oo oo oo 
(19) x;- = 5 3 5 3 = ^ 3 Wi«*. 
k=li=l k=1 
vagy x = г/* [b] 
d. Az T térben felírt egyenlőségi relációk / térbeni megfeleltetéséhez az egyen-
lőségben résztvevő tagokat ismét a P - ( t ) , г — 1 , . . . , oo, j = 1 , . . . ,ns bázis szerinti 
általánosított Fourier-sorba fejtjük. 
Legyen x(t) = c, ahol с í-től független, konstansokat tartalmazó vektor. 
Az X j ( t ) függvények és a Cj, j = 1 , . . . , ns konstansok P/(<), i = l , . . . , o o 
függvényrendszer szerinti általánosított Fourier-sorai az alábbiak: 
(20) 
/ 





(Í) = k j + 5 3 a b p / ( ' ) > aü = j X j ( t ) p i ( t ) d t , 
= J Xj(t)dt, Kj = J Cjdt = Cj. 
Ebben a részben figyelembe vesszük a (11) kifejezésben szereplő konstansokat is. 
Az egyenlőséget nullára rendezzük és felhasználjuk az összeadásra levezetett 
(12) összefüggést. Az x(t) és а с vektor /-edik elemei esetén az egyenlőségi reláció 
azt adja, hogy 
oo 
( 2 1 ) Y , ( c 4 j - V i j ) P ! ( t ) + k j - K j = 0 . 
i=i 
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A (21) egyenlőség csak а,у = ipij, kj — Kj, i = 1 , . . . , oo, j = 1 , . . . , ns esetén 
állhat fenn. 
A j-edik vektor г-edik eleme esetén az egyenlőségi reláció a / térben 
oo 
(22) - Р ч Н + k i - K j = 0, 
i=i 
azaz 
aij = f i j . kj = Kj, г = 1 , . . . , oo, j = 1 , . . . , ns. 
e. Egyenlőtlenségi feltétel esetén nehézséget okoz az, hogy az L2 és a i2 terek 
közötti izomorfia nem rendezéstartó, azaz nem létezik olyan ortonormált függvény-
rendszer az L2 térben, hogy a g(x) > 0, g(x) 6 L2[0,1] egyenlőtlenség akkor és 
csak akkor teljesül, ha a Fourier-együtthatók nem negatívak [6]. Azt bizonyítjuk 
be, hogy az L2 és a í2 terek közötti izomorfia akkor és csak akkor rendezéstartó, 
í 
ha a f g Pn(t)dt > 0 egyenlőtlenség csak g > 0 esetén áll fenn. A bizonyítás Danes 
о 
István gondolata alapján a következő: 
Ha az állítás igaz, akkor Pn(t) > 0, í G [0,1] majdnem mindenütt. 
Tegyük fel az állítással ellentétben, hogy létezik egy pozitív mértékű An hal-
maz, amelyben Pn(t) < 0. Legyen az An halmaz karakterisztikus függvénye Xa„ £ 
í 
L2([0, 1]), amelyre a feltétel miatt f XA„Pn(t)dt < 0, ami ellentmond a rendezési 
о 
feltételnek. 
Az ortogonalitás miatt az An = {t | Pn(t) Ф 0 | Pn{t) > 0} halmazok majdnem 
mindenütt diszjunktak. 
í 
Xa„ Fourier-sora \ л
п




 T Xa„ = és í Pn(t)2dt = J a2nx2Andt = a2np(An) = 1, 
Sx*Mt)dt о о 
о 
a z a z P n { t )
 = VpÄXA"-
A kérdés már csak az, hogy a {Pn(0} rendszer teljes-e. A Lebesque mértékre 
igaz, hogy pozitív mértékű An halmaz esetén létezik A'n és A'/ úgy, hogy 
An = A'nU А'/, A'n П A'/ = 0 és p(A'n) = p(A'f) = \p{An). 
1, ha t £ A'n 
Legyen f ( t ) = - 1 , ha t £ A", 
0, ha t £ An 
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akkor 
i i 
J f(t)pn(t)dt = j { x 'A n _ X':n)XAndt = o, 
ami azt jelenti, hogy a Pn(t) rendszer nem teljes, tehát a bizonyítandó állítás igaz. 
A fenti tétel miatt az egyenlőtlenségeket csak becsülni tudjuk. 
A számításokban az T tér bázisából csak véges sokat veszünk figyelembe. Ha az 
T tér bázisfüggvényeit lépcsős függvényekkel közelítjük, akkor az egyenlőtlenségek 
az egyes lépcsőknél kiértékelhetők. 
A gyakorlatban tehát a felhasználó által megadott m számú időpontban (tr, 
r = 1 , . . . , m) a T tér véges számú bázisának függvényértékei kiszámíthatók, így az 
adott t értékeknél felírt egyenlőtlenségek már nem függenek a t-től, csak Fourier-
együtthatókat és konstansokat tartalmaznak. 
Legyen x(t) < c. 
Az x(t) függvényeket és а с konstansokat a P,(í), i = 1 , . . . ,oo függvényrend-
szer szerinti általánosított Fourier-sorba fejtjük, majd az egyenlőtlenséget nullára 
rendezzük. A különbség vektor j-edik eleme esetén az egyenlőtlenség 
oo 
(23) - P d ) P i < J r ) + bj - K j < 0 , r = 1 , . . . , m, 
•=i 
amely becslés jósága természetesen függ a megadott időpontoktól. 
5. Szélsőérték tételek bizonyítása 
Tekintsük a következő feladatot: 
min = F(y) 
Gk(y)< 0 k = l,...,q 
(24) Я ' ( у ) = 0 j = 1 , . . . , m, 
у е Г , F ( y ) : l n s = > 1 , G(y),H(y) : Шп' => Ш 
y = x(t)eF, Vfbct, t e [ 0 , 1 ] . 
Feltételezzük, hogy az F(y), H3(y) és Gk(y) függvények у szerint folytonosan de-
riválhatok. 
Belátjuk, hogy az y-ra vonatkozó (24)-es feladathoz tartozó Fritz-John feltétel 
— bizonyos feltételek mellett — megegyezik annak a feladatnak a Fritz-John felté-
telével az a változókra vonatkozóan, amelyet a (24) feladatból úgy származtatunk, 
hogy az у vektor helyébe az x(t) függvények (2)-ben megadott alakját helyettesít-
jük. 
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A t paramétert a to pontban rögzítve és bevezetve az y° = x(to), illetve az í-
edik elem esetén az = x(to)i jelölést, a (24) feladathoz tartozó Fritz-John feltétel 
a következő: 
,
 sdF(y°) , dH>(y°) -A , ,dGk(y°) „ , , 
v { t o )
 4 h í r + ^ (<o) ~ £ = = • • • ' 'ns' 
(25) yk(t0)Gk(y°) = 0, At*(ío) > 0, k=l,...,q, 
ahol r)(t0), Aj(í0)i Pk(to) a célfüggvényhez, a j'-edik egyenlőségi ( j = 1 , . . . , m), 
illetve a fc-adik egyenlőtlenségi (k = 1,... ,q) feltételekhez tartozó Lagrange szorzók. 
Az optimalizáláselméletben ismert, hogy az egy paramétertől függő Fritz-John 
és Karush-Kuhn-Tucker stacionárius görbék folytonos komponensekből álló, nem 
összefüggő halmazt alkotnak [14]. A folytonos komponensek strukturális vizsgála-
tából adódnak azok a feltételek, amelyek teljesülése biztosítja a stacionárius görbe 
egy darabjának folytonosságát [7], [8], [14]. 
Ezért feltételezzük, hogy a t paramétert „futtatva" 0-tól l-ig a A* (<) és a /ij(<) 
multiplikátorok t szerint folytonosak. A (24)-hez tartozó Fritz-John feltétel: 
0 Р И 0 ) , V \(i\ d H i W ) ) V
 l l ( t _ n 
4 ( t )
- s w r + ^ x { t ) j ~ д щ г - h ~ 
i = 1,..., ns, 
yk(t)Gk{x(t)) = 0, yk(t)> 0, k = l,...,q, 
vagyis 
ф) VF(x(t)) + A(t) JH(x(t)) - y(t) JG(x(t)) = 0, 
(26) yk(t)Gk(x(t)) = 0, nt(t)> 0, k = l,...,q, 
ahol a V és J az — F, G, és H függvényeknek az y változó vektor komponensei 
szerinti deriváltjait tartalmazó — gradienst és Jacobi mátrixot jelenti Vfix<, t £ 
[0,1] pontban. A J H mátrix j-edik sora a y'-edik feltétel gradienseinek az elemeit 
tartalmazza. Hasonló módon értelmezzük a JG mátrixot is. A A(í), illetve p(<) a 
Lagrange szorzókat tartalmazó, függvény komponensekből álló vektorok. 
Az ismeretlen x(t) vektor elemei függvények. Ezeket általánosított Fourier-
sorral 
oo 
x(t)t = ^ а ,
г
Р / ( < ) , t=\,...,ns, Pí(t) / 0 , i= l , . . . , o o , i=l,...,ns 
i=i 
megadva a (24) feladatból a következő szemi-infinit programozási feladatot kapjuk: 
min F (a* [!?(<)]) 





 (a* [£?(<)]) — 0, j = l,...,m, 
a « € l , i = 1 oo, / = ! , . . . , ne, P,l(t) £ L2t{f}), <£[0,1], 
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ahol a változók ац, i = 1 , . . . , oo, l = 1 , . . . , ns. 
Az (24) és a (27) feladat közötti kapcsolatot vizsgáljuk. 
A (27)-ben szereplő függvények ari szerinti deriváltjai a paraméter t = to helyén 
ôF(a*[B(t0)]W£ <*itPf(io)) dF(a*[B(t0)]) 
V J \ í=i У _ Л J-Plr(to). 
д (^E <*uPf(to)J darí д (^E «i /F/(ío) 
A (27) feladathoz tartozó Pritz-John feltétel a £ = to pontban 
771 
(28) i)(ío)VF(a*[B(to)]) JP/(to) + ^ Á j ( < o ) V ^ ( a * [ B ( í o ) ] ) ^ ( í o ) -
3=1 
я 
- ^ ^ ( í o ) V G i ( a * [ B ( f o ) ] ) P r f ( < o ) = 0> £ = 1 , . . . , « S , r = l , . . . , o o , 
k=l 
p k ( t 0 ) G k { a * [ B ( t 0 ) ] ) = 0 , p k ( t o ) > 0 k = l , . . . , q . 
A (28) egyenleteit osztva P£(t0) ф 0-val és áttérve a mátrixos írásmódra a 
következőket kapjuk: 
f j ( t 0 ) V F ( O £ * [B(í0)]) + Л(<0) J H (a* [B(<o)]) - Д(«о) JG(a* [B(í0)]) = 0, 
fik(to)Gk(a*[B(to)]) = 0, ß k ( i o ) > 0 , k = l , . . . , q . 
A (26) egyenletek megegyeznek a (29)-es egyenletekkel, vagyis 
l ( t o ) = f j ( t o ) , X j ( t 0 ) = X j { t 0 ) , Pk(t0) - fik(t0). 
A (29) egyenletet minden t értékre képezve a (27)-es feladathoz tartozó Fritz-
John feltétel 
(30) f j ( t ) V F ( i ( í ) ) + X(t) J H ( x ( t ) ) - fi(t) J G ( x ( t ) ) = 0, 
ß ( t ) * G ( x ( t ) ) = 0 , ß ( t ) > 0 . 
A (30) egyenletek megegyeznek a (25) egyenletekkel, amiből következik, hogy 
7i(t) = f j ( t ) , A j ( 0 = * j ( 0 . M O = M O . 
vagyis a (24) és a (28) feladatok stacionárius függvényei megegyeznek. 
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6. F r i t z - John feltétel a nemlineáris függvények 
Fourier-sorfejtése esetén 
Belátjuk, hogy a (24) feladat F , G, és Я nemlineáris függvényeinél ezen függ-
vények Fourier-sorfejtése [18] a feladathoz tartozó Fritz-John feltételt nem befolyá-
solja. 
Nemlineáris esetben a (27)-ben szereplő függvényeket Pi(t) szerint általánosí-
tott Fourier-sorba fejtve a következő szemi-infinit programozási feladathoz jutunk: 
ahol az a u együtthatók a változók. 
A (31) feladat az alábbi formába írható, ahol í-től csak a bázis függvények 
függenek: 
(31) 
Gk(ot[B(t)]*)PT(t)dt< 0, k=l,...,q, 
r = 1 { 
} 
£ P r ( f ) / H] (a[B(t)]*)Pr(t)dt = 0, j = 1,... ,m, 
r=i { 
tt«6R, » = 1 , . . . , oo, / = ! , . . . , ne, P,(í) 6 A2(D), t G [0,1] 
OO 
(32) min V p r ( f ) / P ( a ) Q- » i  a 
г — 1 
OO 
£ > r ( í ) < / r * ( a ) < 0, * = ! , . . . , g 
r = l 
OO 
^ P r ( f ) h j ( a ) = 0, j = l , . . . , m 
r = l 
ahol 
1 i 
A' r(a) = J W(a*[B(t)))Pr(t)dt 
о 
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A Fourier együtthatók a , i szerinti deriváltjai 
í í 
ä^fr(at) = - ^ 1 F(a*[B(t)])Pr(t)dt = J JL(F(cc*[B(t)})Pr(t))dt = 
о 
í 
= / " " " > . n m w , 
l <> I E ] 
s = l 
mivel az szerinti deriválás és a t szerinti integrálás sorrendje felcserélhető. 
A Fritz-John feltétel a fenti deriváltakkal 
m oo 
(33) rj(t) £ Pr(t) V / r ( a ) + £ Áj (t) £ Pr(t) Vhi(a)-
r=l j = 1 r=l 
q oo ' 
- £ M ' ) £ ^ ( f ) V S r * ( a ) = 0, 
k=l r=l 
ahol rj(t), Xj(t), j = 1, ... ,m, gk{t), к = 1 , . . . ,q jelölik a (32) feladathoz tartozó 
Lagrange szorzókat. 
Szorozzuk be a (26) egyenletet Pf(t) ф 0-val, akkor 
7fit) VF(x(t))Pf(t) + £ Aj(0 VHi(x(t))Pi(t) - £M*) ^Gk(x(t))PÍ(t) = 0. 
j=l k=1 
A deriváltaknak a polinommal való szorzatát Pi(t) szerinti Fourier-sorba fejtve: 
oo m oo 
(34) 7,(í) £ Pr(t) V / r ( a ) + £ Aj (t) £ Pr(t) Vhi(a)~ 
r = 1 j=l Г — 1 
q oo 
- £ w ( 0 £ ^ r ( t ) V f f r f c ( a ) = 0. 
r=l 
A (34) egyenlet megegyezik a (33)-mal, vagyis a Fourier-sorfejtés a szélsőérték 
függvényt nem befolyásolja. 
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7. A Fr i tz-John optimalitási feltételek transzformálása 
a T térből a f térbe 
A (24) feladathoz tartozó Fritz-John optimalitási feltételek a következők: 
Gk(x(t))< 0, k = í,...,q, 
H3(x(t)) = 0, j — 1,... ,m, 
m Я 
( 3 5 ) j=i k=i 
pk(t)> 0, k=l,...,q, 
pk(t)Gk(x(t)) = 0, 4 = 1,...,®, 
x ( f ) G ( L 2 r , t £ [0,1]. 
A (35) rendszernél használjuk fel a (2) összefüggést, továbbá az r](t), \3(t) 
( j = 1 , . . . , m) és /»*(<) (fc = 1 , . . . , q) függvények Ps(t) bázis szerinti sorfejtéseit: 
С ( а ' [ В ( 1 ) ] ) < 0 , k=l,...,q, 
H3 (a*[B(t)]) = 0, j = 1 , . . . , m, 
OO 77T OO 
£ VF(a*[B(<)]) + V ^ ( a ' [ B ( í ) ] ) -
5=1 ;=13=1 
q oo 
(36) k=l >=1 
OO 
X ^ F * ( f ) > 0 , fc = 1 
5 = 1 
OO 
X ] 9skPk(t)Gk(a*[B(t) ]) = 0, k = l,...,q, 
s = 1 
Pi(t)EL2, t G [0,1], 
oo oo OO 
ahol 77(f) = E М О = E = E e , tP*( í ) . Az optimalitás 
3 = 1 3 = 1 3=1 
szükséges feltételeiben szereplő ismeretlenek au, /с,, (,j, 9sk, l— 1 , . . - ,ns, 
j - 1 , . . . , m, к = 1 , . . . , q, г = 1 , . . . , oo. 
A következő (37) szemi-indefinit feladathoz szintén a (35) Fritz-John rendszer 
tartozik, így a stacionárius függvények megegyeznek: 
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q oo 
(37) maxF(a*[ß(<)]) 
Jfc = l 5 = 1 
m oo 
j=15=1 
oo m oo 
E P.(0 VF(a* (B(t)]) + E E <4 PÎ (0 V № V 
5=1 7=15=1 
q oo 
- E E ^ P * ( í ) V G i ( « * [ B ( í ) ] ) = 0, 
t=l5=1 
> о, 2 = 1,.. .,oo, к = 1,... ,q. 
« E l , Pi(t) e (L2(Ci))ns, < G [0,1]. 
Visszatérve az x(t)i, ßk(t), változókra azt a feladatot kapjuk, hogy 
q m 
max F (y) + E Fk(t)Gk (y) + E àJ (y) 
k=i j=î 
m q 
( 3 8 ) >?(i) V F (y) + E aJ(<) VHj(y) - E M O VG*(y) = 0, 
j=i k=i 
ßk(t)> о, Л = 1, 
y = x(t), x(t)eF, Vfixí, í G [0,1]. 
A (24) és a (38) feladathoz is a (35) optimalitási rendszer tartozik, vagyis stacioná-
rius pontokból álló függvényeik megegyeznek. 
A továbbiakban a (24) feladatot primálnak, a (38) feladatot pedig duálnak 
nevezzük. 
Ahhoz, hogy a (36) rendszer a f térbe átvihető legyen, a nemlineáris függvé-
nyeket Fourier-sorba kell fejteni. A (32) rendszernél bevezetett jelölések felhaszná-
lásával a (38) rendszer a következő alakba írható: 
oo 
(39) Е Р " ( * ) ? г ( а ) < 0 , k = l,...,q, 
r = 1 
oo 
£ p r ( t ) k > ( a ) = 0, j = l , . . . , m , 
r = l 
oo oo l 
E ^ - P J W E ^ W / VF(x(t))Pls{t)Pr(t)dt+ 
5 = 1 r = l I 
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Ili W VAJ » 
/ vHix(t))Pit)pr(t)dt~ j=13=1 r = l £ 
q oo oo l 
- E E ^ ^ ' W E ^ « ) / VG*(*(i))P/( i)P r( í )A = 0, 
jfc=ls=l r=l Q 
OO 
3 = 1 
3=1 
P i ( í ) e í 2 ( ü ) , Vfixi, t e [0,1]. 
A (39)-es rendszer ismeretlenjei: au, к,, 03t, t = 1, •.., ns, j = 1 , . . . , m, 
k= l,...,q, i= l , . . . , o o . 
Bevezetve az 
OO OO OO 
3=1 3=1 3=1 
1 1 
V / r ( a ) = J VF(a'[B(t)])Pr(t)dt, Vgk(a) = J VG l (a ' [B( i ) ] )P r ( í )d i , 
о о 
i i 
VAj(a) = J VHj(a*[B(t)])Pr(t)dt, gkr(a) = J Pi(t)Gk(a*[B(t)])Pr(t)dt 
о о 
jelöléseket a (39) rendszer tovább alakítható figyelembe véve, hogy az egyenlőtlen-
ségeket csak adott t értékeknél vizsgáljuk: 
(40) ^ P r ( í , ) s r ' ( a ) < í , k = l,...,q, v = l,...,w, 
OO 
J 2 P r ( t ) h í ( a ) = 0, i = 1 m, 
r = l 
r = l 
P3(í)k3 V / r ( a ) + fJ-P/(í) VAj(a) - £ 0з*Р,*(<) V ^ r ( a ) = 0 
r=l 5 = 1 У j=l k = 1 У 
t = 1 , . . . , ns, 
OO 
$>*P3*(M>0, k = l,...,q, = 1,. -., -Ш, 
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oo oo 
£ ( ? , * £ P ^ f f * ( a ) = 0, к = l,...,q, e=l,...,ns, 
J=1 r=l 
г 2/ Pi{t) € L2(íl), t G [0,1], 
ahol m azon időpontok száma, ahol az egyenlőtlenségek tejlesülését vizsgáljuk. 
A harmadik egyenlet-csoportnál a polinomszorzatot ismét Fourier-sorba fejtve: 
oo \ oo 
Pr{t)Pi{t) = £ p , w / Pr{t)Pi(t)pz{t)dt = £ p , ( * ) # „ , 
z = 1 / . = 1 
1 
ahol pj^, = / PT(t)P3 (t)P,(t)dt. A u-edik időpontban a &-adik bázishoz tartozó 
о 
r-edik polinom függvényértékét jelölje: 
Pr\ = PfiU). 
így a (40) rendszer / térbeli alakja 
(41) P í „ 9 í ( a ) < 0 , к = í,... ,q, r= l,...,oo, и = 1, ...,№, 
/ i j ( a ) = 0, / = 1 , . . . , m, r = l , . . . , o o , 
oo oo / m ç \ 
£ 5 3 P r „ v / r ( a ) + £ p j „ p j V/ i j ( а ) - £ p j Z J x * Vgl (at) = 0, 
r = 1 J = 1 у j= 1 fc=l ) 
f = l , . . . , n s , i = l , . . . , o o , z = l , . . . , o o , 
> o, k=l,...,q, z = l , . . . , o o , v = l, . . . ,u>, 
oo 
£ ^ ( « ) = 0, * = 1, •••>9, r = 1 , . . . , oo, 
•z = l 
ahol pj = = 
Ha a (8) feladatban egyenlőtlenségi feltétel is szerepel, akkor a feladat megol-
dását a (41) rendszerrel meghatározott a Fourier együtthatóknak a bázis elemeivel 
képzett szorzatösszege adja. 
Ha a (8) feladatban csak egyenlőségi feltétel szerepel, akkor a megoldás szin-
tén előállítható a (41) rendszer segítségével az előbbieknek megfelelően, de ekkor 
a (41) azonos struktúrában értelmezett egyenleteket tartalmaz, így egyszerűbben 
megoldható. 
A (41) rendszer csak egyenlőségi feltételeket tartalmazó esetben 
hj(oc) = 0, j=í,...,m, r — 1 , . . . , oo, 
oo oo / m \ 
( 4 2 ) £ 1 3 P " ' + V/í j ( а ) = 0, 
Г = 1 5 = 1 \ J = L / 
1 = 1 , . . . .Пв, Í = 1 , . . . , 0 0 , 2 = 1 , . . . , 0 0 . 
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A (42) rendszer első egyenlet-csoportját beszorozva a j és r indexeknek megfe-
oo 
lelő J2 Przs ф 0-val 
s = 1 
oo 
(43) 5^p»„ f AÍ(a ) = 0, j = 1,... ,m, r= 1 , . . . ,oo, 
J = I 
oo oo / m \ 
Е Е P r « V / P ( a ) + 5 ^ p j , i 4 j V f t í ( a ) = 0 , í=l,...,ns, i= l , . . . , o o . 
r=l5=l \ j=l / 
A (43) rendszer megoldása megegyezik a következő feladat-pár megoldásával: 
oo oo oo 
(44) m i n ^ ^ ^ T p „ s / r ( a ) 
5 = 1 r = l 5 = 1 
oo 
Х У „ . Л И « ) = 0, j = l , . . . , m , r = l , . . . , o o , i = l , . . . ,oo, 
5 = 1 
illetve: 
oo / oo oo 
(45) rnax^ ^ Е ^ - ^ И + , 
5= 1 ^ 7 = 1 5 = 1 j = l J 
oo oo / m \ 
E E V / P ( Q ) + 4 Í VÄj (a ) = 0, F = l , . . . , n s , s = l , . . . , o o . 
Г=15=1 y j = l J 
A (37) probléma duál feladata a (38) feladat. Ha csak egyenlőségi feltételek vannak, 
akkor ezeknek a feladatoknak a f térben a (44), illetve (45) felel meg, amelyek 
végtelen dimenziós nemlineáris programozási feladatok. 
Ha egyenlőtlenségi feltétel is szerepel a (37), illetve (38) feladatban, akkor a f 
térben a fenti szétválasztás nem lehetséges, mivel az egyenlőtlenségek transzformá-
ciója nem az izomorfia tétel alapján történik. 
A gyakorlatban a végtelen dimenziós tereket végesre csonkítjuk, vagyis a T 
térben véges számú bázis függvényt tekintünk és a probléma megoldását csak eb-
ben az altérben közelítjük. Ez a / térben is a dimenziók azonos módon történő 
csökkentését vonja maga után. Ilymódon egy véges dimenziós nemlineáris egyen-
lőtlenség rendszert, illetve matematikai programozási feladatot oldunk meg. 
8. F r i t z - J o h n f e l t é t e l funkc ioná l i s der ivá t ta l 
Ugyanerre az eredményre jutunk, ha az L2 térben a függvények funkcionális 
deriváltjaival írjuk fel a Fritz-John feltételt. Az állapothatározók sebessége folya-
matok esetén nem nulla mindaddig, míg a folyamat egyensúlyi helyzetbe nem kerül. 
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Az elméleti fizikában feltétel, hogy a szerkezet egyensúlyi állapotát csak határérték-
ben éri el, így a továbbiakban feltesszük, hogy az állapothatározók sebessége nem 
oo 








 auPi(t) V.=i 




J=1 d £ « « P í ( 0 V i = 1 y 
V 1=1 




f > / A ( < ) 
4i=l 
/ \ t=i 
A nagy zárójelekben levő deriváltak rendre az F, G és H függvények paraméter 
szerinti deriváltjai. így 
Г471 „ „ / И ' ) ) , у
 л
 „ > ' ( * ( ' ) ) A Gk(x(i)) 
x(<) e (A2) '", < e [о, 1], / = ! , . . . , n e . 
A (47) egyenletekben szereplő paraméter szerinti deriváltak hányadosa az P , G 
illetve H függvények funkcionális deriváltjai [1]. 
A funkcionális derivált a Stieltjes derivált általánosítása, amelyet, mint a Stielt-
jes integrál inverz műveletét értelmezték az [5], [19] munkákban. 
A Stieltjes derivált képzése az alábbi, feltételezve, hogy x(í) ф 0: 
df(x(t))
 = f(x(t)) 
dx(t) x(t) v/(*(0). 
A funcionális derivált a függvény paraméter szerinti deriváltját viszonyítja a folya-
mat állapothatározó-sebességeihez. 
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9. M i n t a f e l a d a t o k 
A következőkben két, egyszerű feladat megoldási módját mutatjuk be. Ezek 
a példák illusztratív jellegűek és az általunk ajánlott eljárás számpéldákon való 
követését teszik lehetővé. Mechanikai tartalmuk nincs, hiszen ebben az esetben a 
méretek nagyon nagyok lennének és így kézi számításra áttekinthetetlenné válnának. 
a. tekintsük a következő feladatot: 
(48) 1 xi(t) + 4x2(t) - 5siní = 0 
6 - x i ( í ) < 0 
7 -x2(t) < 0 
min x\(t) — 3x 2 ( t ) 








A (2) összefüggést felhasználva a (49) Fritz-John optimalitási feltétel rendszer a 
következő formában írható, ha a bázist jelentő polinomrendszert a Fourier polino-
moknak vesszük fel és közelítésként az első négy tagot használjuk: 
(50) 1. í A'i + Y sin(ií) + Y CO8(*0 1 + 
+ 4 I K2 + Y> a 2 i sin (it) + Y , a 2 i cos (it) I = 0 + 5sinf 
1 = 1,3 »=2 ,4 
x\(t) + 4x2(<) = 5 sin t 
«i(Ü - u2(t) + 1 = 0 
4ui(<) - u3(t) - 3 = 0 
u2(t)xi(t) = 0 
u3(t)x2(t) = 0 
Xl(t) > 0 
x2(t) > 0 
u2(t) > 0 
u3(t) > 0 
2. ( кг + Y s i n ( ^ ) + 0 й С 0 8 ( й ) 
» = 1 ,3 1 = 2,4 
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- U 2 + £ ßn sin(if) + £ ß2i cos (it) ] + l = 0 
\ I = L,3 I = 2 , 4 
3. 4 í kl + £ ßii sin(Й) + £ /?!,• cos (if) -
\ » = 1 , 3 1 = 2 , 4 ) 
- U3 + £ ßn sin(if) + £ ß3i cos (it) - 3 = 0 
\ I = L , 3 I = 2 , 4 / 
4. j t 2 + £ ß2i sin ( i f ) + £ ß2i COS ( i f ) 
\ I = L , 3 I = 2 , 4 
Ä'i + ^ ^ a u sin (if) + ^ ^ a u cos (if) I = 0 
• = 1 , 3 I = 2 , 4 
5. ( t 3 + £ Ai sin (if) + £ /?з, cos(if) 
I = L , 3 T'=2,4 
I I\2 + £ a 2, sin(if) + £ a 2 i cos (if) = 0 
\ 1 = 1 , 3 I = 2 , 4 J 
6. К1 + £ a и sin(if) + £ a u cos (if) > 0 
\ T=L,3 1 = 2 , 4 J 
7. A'2 + £ a2t- sin(if) + £ a 2 î cos(if) > 0 
\ ' = 1 , 3 I = 2 , 4 J 
8. U 2 + £ ß2i sin (if) + £ /?2i cos(if) > 0 
\ 1 = 1 , 3 1 = 2 , 4 ) 
9 . * 3 + £ ß3i s i n ( i f ) + £ / ?3 i c o s ( i f ) > 0 
\ 1 = 1 , 3 I = 2 , 4 J 
A Fritz-John optimalitási feltétel rendszer a f térben az alábbi, ha az egyenlőt-
lenségi feltételeknél polinomok függvényértékeit а kir/4, к = 0 , 1 , . . . , 7 pontokban 
tekintve és a 4., 5. komplementaritási feltételeknél a polinomszorzatok integráljait 
(pijk ) kiszámítva 
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(51) 1. К1 -f 41<2 = 0 2. Ál - k2 + k3 + 1 = 0 3. 4Á1 - k3 - 3 = 0 
«il + 4e*2i = 5 ßn- ß21 + ß31 = 0 4ßn - ß31 - О 
«12 + 4a 2 2 = 0 ßu ß22 + ß32 = 0 4/?i2 - ß32 = 0 
«13 + 4a 2 3 = 0 ß13- ß23 + ß33 = 0 4/?i3 - ß33 = 0 
«14 + 4a24 = 0 ßl4 ß24 + 034 = 0 4/?i4 - ßM = 0 
4. k2I<i + 7r(Á2«ll -f A'i/?2l) + t /2(- /?21«14 - /?22«13 + /?23«12 + /?24«ll) = о 
k2I<i + 7r(Á2ai2 + I<iß22) + 7r/2(-/?2iai3 + /?22«i4 - ß23ац + /?24«1г) = 0 
á 2 A ' i + 7r(Á2ai3 + I<1ß23) + ir/2(ß21a12 - /32 2«ц + /?23«i4 - /?24«1з) = О 
á 2 A ' i + 7r(Á2ai4 + A'i/?24) + t /2 ( / ? 2 i « i i + ß22a12 - ß23a13 - /324ai4) = О 
5. k3K2 + n(k3a2i + I<2ß31) + Tr/2(-ß31 а 2 4 - /?32«23 + /?зз«22 + /?34«2i) = О 
Á3A2 + 7T(Á3a22 + I<2ß32) + 7Г/2(-/?31 а 2 3 + Дз2«24 - /?33«21 + /^34«22) = О 
к3К2 + тг(к3а23 + I<2ß33) + 7t/2(/?3iа22 - /?32«21 + /?зз«24 - /?24«гз) = О 
Á3A'2 + л(к3а24 + I<2ß3i) + 7Г/2(/?31«21 + /?32«22 - /?33«23 - /?34«24) = О 
6. A'i + a i 2 +«i4 > О 
A'i+V2/2an + у/2/2а12+а13 > О 
Ki + « и - a i 4 > О 
1<1-\-л/2/2ац - V2/2au~ai3 > О 
A'i - а 12 + а 2 4 > О 
K i - \ ^ / 2 a n - \ / 2 / 2 a i 2 + a i 3 > О 
Ki — а ц — а ц > О 
A ' i—v^ /2ац + л / 2 / 2 а ! 2 - а 1 з > О 
7. А2 + а22 +«24 > О 
A' 2 +Ú2/2a 2 i + 1/2/2а22+«23 > О 
К2 +«21 -«24 > О 
А'2+л/2/2а21 - \ / 2 / 2 а 2 2 - « 2 3 > О 
А'2 + «22 +«24 > О 
A 2 - \ / 2 / 2 a 2 i - \ /2 /2а 2 2+«23 > О 
А 2 —«21 +«24 > О 
K2-V2/2a2i + 72/2«22 — »23 > О 
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8 . К 2 + ßz2 +/?24 > О 
к 2 +V2/2ß2i + V2/2ß 22 +ß23 > 0 
k2 +ß2l ß24 > 0 
k2 +V2/2ß21 - V2/2ß 22 — ß23 > 0 
k2 - ß22 +ß2i > 0 
k2 -V2/2ß21 - V2/2ß 22 +ß23 > 0 
k2 ß2\ ß24 > о 
k2 -V2/2ß21 + V2/2ß 22 ~ß23 > 0 
кз + Ä2 +/?34 > о 
k3 +V2/2ß31 + V2/2ß32 +/Î33 > о 
k3 +Äi -Ä4 > 0 
k3 +V2/2ß3k - V2/2ß 32 —ß33 > о 
*3 - 032 +ß34 > о 
k3 -V2/2ß31 - V2/2ß32 -ß33 > 0 
кз -Äi +ß34 > 0 
k3 -V2/2ß3i + V2/2ß32 - А з > 0 
Az (FL) feladat megoldásának közelítését az (F4) rendszerből meghatározott 
at együtthatókkal és К konstansokkal adjuk meg 
b. tekintsük a következő feladatot: 
min xx(t)x2(t) 
Az (52) feladathoz tartozó Fritz-John optimalitási feltételek 
(52) 1 x i ( í )+4x 2 (<) - 5sin< = 0 
(53) 1 xi(t) +4x2(<) = 5siní , 
2 ui(f) + x2(<) = 0 , 
3 4tí!(í) + xi(i) = 0. 
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A (2) összefüggést felhasználva a (53) Fritz-John optimalitási feltételek a bázist 
jelentő polinomrendszert a Fourier polinomoknak véve és közelítésként az első négy-
tagot használva: 
(54) 1 J A'i + £ au sin ( i t ) + £ a u cos ( i t ) } + 
« = 1,3 1 = 2 , 4 
+ 4 I A 2 + £ » 2 » s i n ( i t ) + £ C*2i c o s ( i f ) I = 0 + 5 s i n f , 
\ » = 1 .3 » = 2 , 4 J 
2 U i + £ ßu sin (if) + £ ßu cos (if) + 
\ « = 1 , 3 1= 2 , 4 ) 
+ I A-2 + £ c*2i sin(if) + £ a2i cos (if) I = 0, 
\ 1= 1 , 3 i = 2,4 J 
3 4 I fci + £ ßu sin (if) + £ /?!,- cos(if) + 
V 1 = 1 ,3 1= 2 , 4 ) 
+ I K\ + £ »1, sin(if) + £ Qfii cos (if) I = 0. 
\ ' = 1 , 3 1 = 1,4 ) 
Az (54) optimalitási rendszer a f térben 
(55) 1. Ai + 4A2 = 0 2. h + K2 = 0 3. + Ki = 0 
»11 + 4«21 = 5 ßn + « 2 1 = 0 4/?11 + a n = 0 
»12 + 4û22 = 0 ßl2 + «22 = 0 4/?i2 + »12 = 0 
»13 + 4a 23 = 0 ßi3 + «23 = о 4/?i3 + a i 3 = 0 
a i4 + 4a 24 = 0 ßu + a 2 4 = 0 4/?i4 + a J 4 = 0 
Az (55) rendszer а következő matematikai programozási feladat optimalitási 
feltételeivel egyezik meg: 
(56) 1. Ki + 4A2 = 0 
« и + 4«2i = 5 
ai2 + 4a22 = 0 
«13 + 4a 23 = 0 
a i 4 + 4a24 = 0 
min (A'iK2 + а ц а 2 1 + ai2a22 + ai3«23 + «14024) 
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illetve az (56) feladat duáljának optimalitási feltétele szintén az (55) rendszer: 
(57) 2. Jfcx + K2 = 0 3. 4 t i + Ki = 0 
ßii + »21 = 0 40ц + а ц = 0 
ßl2 + «22 = 0 4/9x2 + «12 = о 
ßi3 + «23 = о 4/013 + «13 = о 
0 1 4 + « 2 4 = 0 4 0 1 4 + « 1 4 = 0 
max (-5011 - К \ К 2 - а ц а 2 1 - «12«22 - «13«23 - «14«24) 
Ez a munka részben az OTKA-5313 és OTKA-2568 számú szerződések támo-
gatásával készült. 
Összefoglalás 
Lokális egyensúlyi állapotban az állapotváltozás vizsgálatára adtunk egy mód-
szert, amely akkor is használható, ha az állapothatározók sebességei függnek az 
időtől. 
Az „útkövető" eljárások helyett a problémát parametrikus optimalizálási fela-
datként fogalmazzuk meg. Beláttuk, hogy a L2 térben felírt feladat esetében igaz 
a Fritz-John tétel. A feladatot transzformáltuk a £2 térbe az izomorfia tétel alap-
ján. Az egyenlőtlenségi feltételek átvitelére csak becslést tudunk adni, mivel az 
egyenlőtlenség nem leképezés tartó. Végül az egyenlőtlenségeket is tartalmazó L2 
térbeli feladatot a £2 térben egy semi-infinit egyenlőtlenség rendszer megoldására 
vezettük vissza, míg a csak egyenlőségi feltételeket tartalmazó feladatokhoz egy 
semi-infinit matematikai programozási feladatpár rendelhető a £2 térben. 
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V Á S Á R H E L Y I N É SZABÓ A N N A 
BME É P Í T Ő I P A R I S Z Á M Í T Ó K Ö Z P O N T 
1111 B U D A P E S T , M Ű E G Y E T E M RKP. 3. 
M A T H E M A T I C A L M O D E L O F A N A L Y S I S O F S T R U C T U R E S 
IN T H E C A S E O F L O C A L E Q U I L I B R I U M P R O C E S S E S 
VÁSÁRHELYINÉ, A . SZABÓ 
G e n e r a l l y , p a t h - f o l l o w i n g a l g o r i t h m s a r e u s e d fo r h i s t o r i c a l a n a l y s i s of s t r u c t u r e s . Now, a 
n e w a p p r o a c h is p r e s e n t e d fo r so lv ing t h e p r o b l e m b y p a r a m e t r i c o p t i m i z a t i o n . 
T h e o p t i m i z a t i o n p r o b l e m is so lved i n a d i r e c t p r o d u c t of f u n c t i o n s p a c e s . T h e n e c e s s a r y 
c o n d i t i o n of t h e s t a t i o n a r i t y of a c u r v e a r e e x a m i n e d . A m e t h o d is p r e s e n t e d f o r d e t e r m i n i n g 
a p i ece of a c o n t i n u o u s c o m p o n e n t of t h e s t a t i o n a r i t y c u r v e d e p e n d i n g o n o n e p a r a m e t e r w h i c h 
t r a n s f o r m s t h e p r o b l e m i n t o t h e s p a c e ( 2 . 
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VÉGES HALMAZON É R T E L M E Z E T T F Ü G G V É N Y E K 
P R - M A X I M Á L I S ÉS Р Д - T E L J E S KLÓNJAI* 
B A G Y I N S Z K I J Á N O S 
G ö d ö l l ő - B u d a p e s t 
A fc-értékű log ika függvénye i h a l m a z á n a k h a t v á n y h a l m a z á n egy — p r - l e z á r á s n a k n e v e z e t t — 
o p e r á c i ó t é r t e l m e z ü n k . A k - é r t é k ű log ika f ü g g v é n y e i n e k egy h a l m a z á t p r - z á r t n a k , vagy p r - k l ó n n a k 
n e v e z z ü k , h a az egy o l y a n k lón , a m e l y z á r t a p r i m i t í v r e k u r z i ó r a . ( K l ó n a v e t í t ő f ü g g v é n y e k e t t a r -
t a l m a z ó o l y a n f ü g g v é n y h a l m a z , a m e l y z á r t az ö s s z e t e t t f ü g g v é n y e k k é p z é s é r e . ) M e g m u t a t j u k , 
h o g y az i g a z s á g - f ü g g v é n y e k (к = 2) e s e t é n p o n t o s a n k é t p r - k l ó n v a n . Az á l t a l á n o s e s e t b e n a leg-
f o n t o s a b b e r e d m é n y ü n k a — R o s e n b e r g - f é l e te l jességi t é t e l n e k m e g f e l e l ő — p r - t e l j e s s é g i a l a p t é t e l 
k i m o n d á s a és b i z o n y í t á s a . 
1. Bevezetés 
Az 1970-es és 80-as években a klónokkal kapcsolatos vizsgálatok iránt a szá-
mítástudomány és az algebra területén is megnőtt az érdeklődés. Bár az igazság-
függvények zárt osztályainak teljes tartalmazás-struktúráját Post 1941-ben leírta, 
к > 2 esetén a legfontosabb eredmények sorát Rosenberg teljességi tételének meg-
jelenése (1965) indította el. (Itt к az alaphalmaz elemszáma.) Hogy a problémák 
lényegesen nehezebbek к > 2 esetén, az abból is sejthető, hogy к = 2 esetén a 
klónok halmaza megszámlálhatóan végtelen számosságú, к > 2 esetén ez a szá-
mosság nem megszámlálható. A klón-lezárásnál erősebb pr-lezárást abból a célból 
vezettük be [1,2], hogy a klón-háló bizonyos részhálójának vizsgálatával teljesebb 
képet kapjunk a klón-hálóról is. Másrészről a pr-lezárás bevezetésével a számítás-
tudományban természetes rekurzióval való függvényképzési módot emeltünk át a 
^-értékű logikába, szorosabb kapcsolatot teremtve ezzel a két terület között. A kló-
nokra fölvethető legtöbb kérdés megfogalmazható pr-klónokra (és r-klónokra) is. 
Következő dolgozatokban szeretnénk foglalkozni a klón-háló számosságával, ill. a 
pr-klónok kvázi-primál jellemzésével. 
A 2. részben a definíciók és jelölések megadása után utalunk az általánosí-
tás lehetőségére (rekurzív lezárás), ill. a primitív rekurziónak egy másik lehetséges 
megfogalmazására (ciklikus rekurzió) véges alaphalmaz esetén. 
A 3. részben megadjuk az igazság-függvények pr-klónjainak hálóját, amely meg-
lepően egyszerű: kételemű lánc. Megmutatjuk, hogy mindkét osztály egy-egy elem-
mel generálható, sőt, minden igazság-függvény generálja a két osztály egyikét. 
A 4. részben előkészítjük a fő eredmény bizonyítását, amelyet az 5. rész tartal-
maz. 
*A d o l g o z a t az O T K A T 4 2 9 5 / 9 2 sz. t é m a k e r e t é b e n k é s z ü l t . 
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Az 5. részben megadunk egyváltozós pr-Sheffer függvényeket, valamint a Slu-
pecki-tétel egy pr-megfelelőjét. Megmutatjuk továbbá azt a (nem meglepő) tényt, 
hogy az Ok függvényosztályban minden függvény primitív rekurzív. Fő eredmény-
ként meghatározzuk a pr-maximális osztályokat és megadjuk a pr-teljesség alapté-
telét. 
Megjegyezzük, hogy a [2] dolgozatban a 3.8 tétel hibás és ezért részben hibás 
a 3.9 és 3.10 tétel is. A helyes eredményeket a jelen dolgozat 1. tétele tartalmazza. 
Végezetül köszönetet szeretnék mondani Csákány Bélának és Czédli Gábornak 
értékes észrevételeikért. 
2. Definíciók és jelölések 
Legyenek k, m, n, i, £ nem-negatív egész számok, к > 1 rögzített, m,n,i > 0, 
£ > 0. Jelölje 0$ a véges vagy végtelen К alaphalmazon értelmezett n-változós 
függvények halmazát: О^ := { / : К" —» K), és legyen Ok '•= Tetsző-
leges О Ç Ok részhalmazra legyen O H := О П О£> és jelölje f\M az / függvény 
leszűkítését az M(С К ) halmazra: f\M : M n —+ К, azaz f \ м ( х ) = f ( x ) , ha 
x ~ ( x \ , . . . , x n ) G M " . Néhányszor alkalmazzuk az (x, xn+i) '•— ( « i , . . . x n , x„+i) 
jelölést, К = {0, 1,. . ., к — 1} esetén © a mod к összeadást К = {0,1, . . . } esetén 
az összeadást jelenti. A továbbiakban függvényen, ill. О halmazon az Ok egy el-
emét, ill. egy részhalmazát értjük. A következőkben néhány speciális függvénynek 
külön nevet és jelet adunk. Az s G 0 E ciklikus permutáció-függvényt, a cnL (£ G К) 
n-változós állandófüggvényeket és az e" i-edik vetítőfüggvényt a következőképp defi-
niáljuk: minden x G К , x G K n esetén legyen s(x) = x © l , c"(x) = £ és e"(x) = X/. 
A felső indexeket n = 1 esetén elhagyjuk: ek := e\, ct :— cj . Jelölje rendre az 
állandó-függvények és a vetítő-függvények halmazát С és E : C H
 : = {cj1 | £ G К}, 
{e" j 1 < г < n}. Legyen továbbá minden x ,y G К , x E K n esetén 
f x , ha x > y, f 
( y, ha x < y; ( 
é s w ' ( x , y ) 
x ,   у
 ч
 f y, ha x > y, 
x, ha x < y; 
x l + i , ha у = £ G К , 
у, h.a. у — £ ф К . 
Azt mondjuk, hogy az / függvény megőrzi а (nem üres) M(C K ) halmazt, ha f\M 
függvényértékei M-beliek: minden x G M " esetén / | м ( ^ ) G M . Jelölje (О | M) az 
M halmazt megőrző O-beli függvények halmazát: 
( О I M ) H : = { / G О H I f l M ( x ) E M , h a x G M " } . 
Jelöljön [ ] az O ß hatványhalmazán értelmezett lezárási operációt és О egy | ]-re 
nézve zárt osztályt: [O j = О С Ок- Az О osztály egy O' részhalmaza [ J - t e l j e s az 
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О halmazban, ha fO'J = О. На 0" és 0' [ ]-zárt részhalmazai az О halmaznak 
és О" С О' С О esetén О' = О, akkor az О" osztályt О halmazban [ ]-maximális 
osztálynak nevezzük. 
На В J ]-telj es az О osztályban és minden В' С В valódi részhalmazra Ш ' ] ф 
О, akkor В halmazt az О bázisának nevezzük. 
A vetítő-függvények E halmazát tartalmazó [ ]-zárt osztályokat [ J-klónoknak 
nevezzük. 
A klónok, a véges algebrák és a fc-értékű logikák elméletében alkalmazott lezá-
rási operációk nyerhetők az 91 := {£, г, Д, V, *, $, e} művelethalmaz bizonyos rész-
halmazai által meghatározott lezárásokként. A 91 művelethalmaz elemeit a követ-
kező egyenlőségek definiálják. Legyen minden / G és ff G O^™' függvényre és 
X G K n n-esre igaz, hogy: 
(1) (a) n = 1 eset: (Ç/) = ( r f ) = ( Д / ) = / , 
n > 1 eset: 
(b) (Cf)(x) = f(x 2 , a ; 3 , . . . , x n , x i ) , 
(c) ( r f ) ( x ) = f(x2,x1,x3,...,xn), 
(d) ( д / ) ( г ) = f(x2,x2,x3,.. .,xn), 
(2) ( V / ) ( x , x „ + 1 ) = / ( f ) , 
(3) (ff * / ) ( í , x „ + i , . . . , x n + m _ i ) = g(f(x),... ,xn+m-i), 
(4) (ff$/)(í ,0) = / ( £ ) , 
(ff$/)(x, s(i)) = g(x, (ff$/)( í , »), г), s(i) G A', m = n + 2 , 
(5) (£/) = e2 . 
A (3), (4) és (5) alatt megadott operációkat rendre az Ok halmazon ható kompozí-
ciónak, primitív rekurziónak, konstans-operációnak nevezzük. 
A következő táblázatban néhány lezárást (971 С 9t) és a megfelelő [ ]njí-zárt 
osztályt írjuk le. 
ЯП 
[ ]ítn-zárt osztály [ ]ÍUI jelölése 
{С,г,Д,*} Post-zárt osztály []p 
{ с , л д , у , * } zárt osztály vagy: iteratív osztály []i 
{С,т, Д, V,e} klón []cl 
91 pr-zárt osztály vagy: pr-klón [ ]PR 
A definíciókból következik, hogy bármely nem-üres О С Ок halmazra érvé-
nyesek az [0]p С [0]i С [0]ci С [0]pr tartalmazások, mert például (Д/)(ж) = 
( / * e2)(x)- Az e operációt a klón definíciójának egyszerűsítése céljából vezettük 
be. Bár ezek a definíciók véges és megszámlálhatóan végtelen halmazra egyaránt 
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érvényesek, az eredményeket csak а К :— {0 ,1 , . . . , к — 1} rögzített véges halmazra 
fogalmazzuk meg, annak ellenére, hogy néhány eredmény általánosabban is igaz. A 
szóbanforgó Ok helyett írunk. 
3. Az igazság-függvények pr-klónjainak hálója (к = 2) 
A pr-lezárás hatékonyságának érzékeltetése céljából összehasonlításként megad-
juk az igazság-függvények (más szavakkal: logikai függvények) klónjainak Post-féle 
hálóját (1. ábra) [3] és a pr-klónjainak hálóját (2. ábra). A Post-hálón megtartottuk 
Post eredeti jelöléseit, így Ci a logikai függvények halmazát, C3 pedig a {0}-őrző 
logikai függvények halmazát jelöli. Valójában Postnál nem klónok, hanem Post-zárt 
osztályok szerepelnek, s azok diagramja nem háló. Azonban a mi szempontunkból 
az eltérés nem lényeges. 
1. ábra 2. ábra 
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A pr-zárt klónok (két-elemű) háló-diagramját a következő tétel alapján rajzol-
tuk fel. 
1 . T E T E L . ( 1 ) Az (О I { 0 } ) halmaz pr-maximális az О2 osztályban. 
(2) Minden egyes {0}-őrző igazság-függvény pr-teljes az (O2 | {0}) halmazban. 
(3) Ha egy igazság-függvény nem {0}-őrző, akkor pr-teljes (az O2 osztályban). 
Bizonyítás. (1) Ismeretes [4], hogy az (O2 | {0}) osztály (klón-zárt, és) klón 
maximális (az O2 osztályban). Továbbá, ez az osztály zárt a primitív rekurzióra is, 
mert (y$/)(Ö,0) = /(Ö) = 0, ha / G (02 | {0}). Ezért (0 2 | {0}) pr-maximális klón 
(02-ben). 
(2) Legyen д2,д3 G О2 a következő módon primitív rekurzióval definiálva (az E 
halmazon!): g2(x, 0) = ei(x), g2(x, 1) = e|(x, ei(x), 0) és g3(x, y, 0) = e\(x, y), 
9з(х,у,1) = e\(x,y, x,0). Könnyen látható, hogy g2{x,y) - x ® xy, g3(x,y,z) = 
x © xz ® yz, ezért g2(x, x) = c0(x), g3(x, y, x) = xy és g3(x, g2(y, x), y) = x ® y, így 
fennállnak a következő tartalmazások: 




 с [(O21 {0})]р
Г
 = (O21 {0}). 
Ez azt jelenti, hogy mindenhol egyenlőség van, vagyis [E]pr = (0 2 | {0}). 
(3) Definíció szereint a g G 02 \ ( 0 2 | {0}) logikai függvényekre igaz, hogy y(Ö) = 1. 
Ezért ci = g(c0,... ,c0) G [{ffJlpr, így ff3(ei,Ci) = ег ф cx G [{ff}]pr- Azonban jól 
ismert, hogy {xy, x ® l } klón-bázis 02-ben, így {y} pr-teljes az 02 osztályban. • 
4. A pr-lezárás néhány tulajdonsága 
Bevezetünk néhány függvényt és megmutatjuk, hogy — egyikük kivételével — 
minden pr-zárt osztály tartalmazza ezeket a függvényeket. Legyenek ri,r2,r3,r, 
ru,ji G Ok azok a függvények, amelyeket a minden x,y,z,xi,...,xn G К esetén 
fennálló alábbi egyenlőségek definiálnak: 
r\(x) = 
гз(х,у,г) = 
0, ha x - 0, 
x — 1, ha x ф 0; 
x, ha 2 = 0, 
y, ha z ф 0; 
r2{x,y) 
r(x,y) = < 
Г . , 
I У - 1 , 
Íí{x) 
к — 1, ha x = i 
0, ha x ф 0 
ha у = 0, 
ha у ф 0; 
x, ha у - 0, 
y, ha у ф 0 és x — 0, 
x — 1, ha y ф 0 / x; 
(£ G К ) . 
Világos, hogy az n = k, w(x, z) — w'^K(x, z) egyenlőségek által definiált w G Ok 
függvényre a w(x,£) — 0 < £ < к egyenlőségek fennálnak. 
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Megjegyzés. Szokásos (pl. a változók száma szerinti teljes indukciós bizonyítás-
ban) egy / £ 0 Í " + 1 ) függvényt / ( x,z) = max(min(ú(z) , f(x,í)) | £ £ K) kife-
jezéssel reprezentálni. Azonban ez a reprezentáció a w függvény alkalmazásával a 
következő kifejezéssel is nyerhető: f(x, z) = w(f(x, 0 ) , . . . , f(x, k — í),z). Ez utóbbi 
reprezentációt ebben a dolgozatban sztenderd reprezentációként fogjuk idézni. 
1. SEGÉDTÉTEL, (a) Minden pr-klón tartalmazza a c0, rlt r 2 , r3 , r és w függ-
vényeket. (ß) c0 £ [ÍT]CI, n £ [r2]ci, r,w E [r2, r 3 ] d . 
Bizonyítás. Definiáljuk a vetítő-függvények halmaza felett primitív rekurzióval 
az f i és / 2 függvényt a következő módon: fj(x,y,0) = e\(x,y), fj(x,y,s(i)) = 
e\-(x, y, f(x, y, i)i ï), i = 0 , 1 , . . . , к — 2 (vagy a kompaktabb, operációs jelöléssel: 
f j := e 2 j$ef) . Kapjuk: r2(x,y) = fz{x,y,y), r 3 = /1, rr(x) = r 2 (x ,x) , r (x ,y) = 
гз(х,г2,(y,x),y). Az r ] 1 := r2 , r ] m + 1 = r i * r\m (m > 1) kompozíció-hatványozás 
(iterálás) а Со függvényt eredményezi: со = r ] _ 1 . А гп2 := r3 , t u i+ i (x i , . . . , ti, y, z) 
:= r 3 (x 1, u>i(x2,..., x,, y, T J ( Z ) ) , z), г = 2, 3 , . . . rekurzív kompozíció (nem primitív 
rekurzió!) viszont a w függvényt eredményezi, mert könnyen láthatóan w ( x i , . . . , 
Xjt, z) = UT+i(xi, . . . , Xi, z, z). A konstrukciókból leolvasható a (/?) állítás is. • 
5. A pr-maximális halmazok és a pr-teljességi tétel 
Az 1. tétel alapján érzékeltettük, hogy a pr-lezárás lényegesen erősebb, mint 
a klón-lezárás: amíg az igazság-függvények klón-hálója megszámlálhatóan végtelen 
számosságú (lásd [3]), addig a pr-klónok száma az igazságfüggvények esetében (azaz, 
ha к = 2) mindössze 2 (lásd 1. és 2. ábra). A következő tétel tetszőleges véges к > 2 
esetén világít rá a pr-lezárás erejére (emlékeztetünk rá, hogy klón-lezárás esetén a 
Sheffer-függvények legalább két-változósak!). 
2. TÉTEL. A cje-i és az s függvények mindegyike pr-Sheffer függvény (azaz, 
mindegyike önmagában pr-teljes). 
Bizonyítás. Mindkét függvényből előállíthatjuk az állandó függvények mind-
egyikét a következő egyszerű konstrukciókkal: с,- = r{ i - , - 1 (c , fc_ i ) és с,- = s*'(co), 
г = 0 , 1 , . . . , к — 1, (r{° := s*° ei). (Az 1. segédtételt alkalmaztuk.) A változók n 
számára vonatkozó indukcióval következik az állítás, mert bármely f E Ok függvény 
sztenderd reprezentációs alakban felírható: / ( x , z) = w(f(x, 0),. . ., f(x, к — 1), г). 
• 
K Ö V E T K E Z M É N Y . Az állandó függvények С osztálya pr-teljes. 
Megjegyzések. A 2. tétel bizonyítása és a következmény szerint g £ esetén 
g(rlai,..., r*na») £ ezért оц = i - а{ > 0 választással adódik: 
1. A Slupecki-tétel pr-megfelelőjének tekinthető a következő állítás: A ci állandó-
függvényt tartalmazó О Ç Ok függvényhalmaz pr-teljes, ha létezik g £ 
es 
ä E Kn, amelyekre g (à ) = k — 1 és minden 1 < i < n esetén a,- < i. 
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2. Ha a CU {s} és a CU {s}]pr halmazokat rendre az O^-beli elemi függvények, ill. a 
primitív rekurzív függvények halmazának nevezzük, akkor az Ok függvényosztályban 
minden függvény primitív rekurzív. 
A $ (primitív rekurzió) definíciójából következik, hogy (g$/)(Ö, 0) = /(Ö), ezért 
az (Ok I {0}) 0-megőrző osztály к > 2 esetén is pr-klón. Minthogy ez az osztáy klón-
maximális [4], a következő megállapítás adódik: 
ÁLLÍTÁS. A 0-megőrző függvények osztálya pr-maximális az Ok osztályban. 
Ismeretes, hogy az (Ok | M) osztály minden M С К részhalmaz esetén klón 
[4]. Azonban, ezek általában nem pr-zárt osztályok, mert pl. az 1. segédtétel szerint 
ci G [(Ok I {l})]pr , de n ( l ) = 0, így r\ ф (Ok | {1}). Legyen A; := {0,1, . . . ,»}, ha 
0 < i < к - 1 ( K k - i = K ) . 
A következő tételben a részhalmaz-megőrző klónok vannak jellemezve pr-teljes-
ség és pr-maximalitás szempontjából. 
3 . T E T E L . А К alaphalmaz egy (nem-üres) M valódi részhalmazára az (Ok | 
M) klón: 
(i) pr-maximális klón (Ok-ban), ha M = I<i, 0 < i < к — 2, 
(ii) pr-teljes osztály (Ok-ban), minden más esetben. 
Bizonyítás. Legyen M egy valódi részhalmaza A'-nak és legyen b £ К \ M. 
Létezik egy g E ( o j | M) függvény, amelyre д(Ь) = к — 1 teljesül. 
(i) Az (Ok I Ki), i ф к — 1 osztályok pr-klónok, amint az a $ művelet definíciójából 
látható. Ezek az osztályok azonban nem tartalmazzák a ck~\ függvényt, így nem 
pr-teljesek (nem azonosak O^-val). Bármely / £ O^J \ (Ok | M) függvényhez 
létezik ä = ( a i , . . . ) d-n) G Afn , amelyekre /(et) — \ M}. Ezert — 
g ( f ( c a i , . . . , c a n ) ) E [(Ot I M ) U / ] p r , minthogy c a i , . . . ,Can, g E (Ok | M ) . Igy a 
2. tétel alapján az (Ok | M) osztály egy pr-maximális klón. 
(ii) Tegyük fel, hogy M nem azonos a A'0, A'i, . . . , Kk-i halmazok egyikével sem. 
Ekkor létezik b + 1 £ M, amelyre b £ К \ M. Minthogy с
ь + 1 £ (Ok | M), így 
ri(c(,+ i) = cb E {(Ok I M ) ] p r , ezért g(cb) = ck-1 £ [(Ok \ M ) ] p r . Tehát a 2. tétel 
alapján az (Ok | M) osztály pr-teljes. • 
A következő tétel a Rosenberg-féle teljességi tétel [4] pr-megfelelője, ezért alap-
tételnek nevezzük. Bizonyítása azonban — a felhasznált segédtételekkel együtt 
is sokkal egyszerűbb, annak köszönhetően, hogy a pr-lezárás „erősebb" a klón-
lezárásnál. 
4. T E T E L (a pr-teljesség alaptétele). Minden к > 2 egész számra az О Ç Ok 
függvényhalmaz pontosan akkor pr-teljes, ha az О \ (Ok | Ki), 0 < i < к — 1 
halmazok egyike sem üres halmaz. 
Bizonyítás. Világos, hogy a feltételek szükségesek, minthogy az (Ok \ A',) hal-
mazok pr-maximális klónok a 3. tétel szerint. 
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Elégségesség. Tegyük fel, hogy 0\(0k \ Ki) nem-üres halmazok, 0 < i < к — 1. 
Ekkor létezik egy g £ О függvény, amelyre g(co,... ,cq) = cj ф c0, és így cj € [0] p r 
az 1. segédtétel szerint. Ha j < к — 1, akkor az előbbihez hasonló módon adódik a 
{gici,,..., c,n) I g G О, { ú , . . . , in} С Kj } halmaz, amelynek létezik egy Q eleme, 
ahol i > j. Legfeljebb к — 1 lépésben így generáljuk a c/t — i függvényt. Ezért az 
1. segédtétel és a 2. tétel alapján az О osztály pr-teljes. • 
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P f í - M A X I M A L A N D P R - C O M P L E T E C L O N E S O F F U N C T I O N S 
D E F I N E D O N A F I N I T E S E T 
J . BAGYINSZKI 
O n t h e p o w e r - s e t of t h e se t of k - v a l u e d logical f u n c t i o n s t h e r e is d e f i n e d a c lo su re o p e r a t i o n , 
ca l l ed p r - c l o s u r e . A se t of k - v a l u e d log ica l f u n c t i o n s is ca l l ed p r - c l o s e d (or p r - c l o n e ) , if i t was a 
c lone , c losed u n d e r p r i m i t i v e r e c u r s i o n . ( C l o n e is a se t of f u n c t i o n s c o n t a i n i n g t h e p r o j e c t i o n s , 
w h i c h is c losed u n d e r c o m p o s i t i o n of f u n c t i o n s . ) W e p rove , t h a t in t h e ca se of t r u t h - f u n c t i o n s 
(к = 2) t h e r e a r e e x a c t l y two p r - c l o n e . I n t h e g e n e r a l case , o u r m a i n r e s u l t is t o p r e s e n t a n d p r o v e 
t h e b a s i c t h e o r e m of p r - c o m p l e t e n e s s ( s imi l a r t o t h e t h e o r e m of R o s e n b e r g ) . 
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M E G J E G Y Z É S E K 
L Á M E R G.: A SZÜKSÉGES ÉS E L É G S É G E S Ö S S Z E F É R H E T Ő S É G I 
P E R E M F E L T É T E L E K MEGHATÁROZÁSA CÍMŰ CIKKÉHEZ 
K O Z Á K I M R E 
Misko lc 
A tanu lmány összefoglaló je l leggel ismertet i a szilárd kont inuumok mechanikája összeférhető-
ségi f e ladatának mego ldásá t m i n d térfogati , mind felületi t ar tományon , az a lakvál tozás nemlineáris 
és l ineáris e lméle te e se tében is. Át tekint i a lineáris r u g a l m a s s á g t a n duál egyenle t -rendszerének és 
az összeférhetöségi fe l téte leknek a kapcso latát , kü lönös t ek inte t te l a peremfe l té te lekre . A tanul-
m á n y ezek u t á n LÁMER, G . cikkének egyes megál lapí tása ira reagál, korántsem kitérve a cikk 
egészére. 
1. Bevezetés 
1.1. L Á M E R [ 1 ] elemzés tárgyává teszi a W A S H I Z U [ 2 ] és K O Z Á K [3] tanulmá-
nyokat, amelyek mindegyikének a kontinuummechanika összeférhetöségi (kompati-
bilitási) feltételei a tárgya, és kritikai észrevételeket fűz KoZAK [3]-hoz. 
Az összeférhetöségi feltételek a szilárd kontinuumok mechanikájának sajátos 
problémája. Beszélhetünk összeférhetöségi feltételekről térfogati vagy felületi tar-
tományon, az alakváltozás nemlineáris vagy lineáris elmélete alapján, továbbá sze-
repükről a rugalamasságtan duál egyenletrendszerében. A problémakör egy része 
(összeférhetöségi feltételek térfogati tartományon) monográfiák standard szakaszait 
képezi, más része azonban (pl. összeférhetöségi feltételek felületi tartományon) a 
közelmúltban is érdeklődés tárgya volt, sőt — amint azt LAMER [1] mutatja — még 
napjainkban is az. 
Jelen tanulmány szerzőjét akkor kezdték el érdekelni az összeférhetöségi feltéte-
lek részletei, amikor olyan általános, háromdimnziós lineáris héjelmélet felépítésén 
dolgozott, amelynek a feszültség koordináták az alapváltozói (nem pedig az elmoz-
dulás koordináták, amint az a héjelméletekben addig kizárólagos volt). Szerző ez-
után a témakörrel [3]-on kívül több más munkájában is foglalkozott, vagy legalábbis 
érintette azt, K O Z Á K [ 4 ] - [ 1 0 ] és B É D A - K O Z Á K - V E R H Á S [ 1 1 ] . 
A következő, 2. szakasz az összeférhetöségi feltételek feladatot ismerteti. A 
3. szakasz összefoglalja a feladatra vonatkozó megoldásokat, először térfogati majd 
felületi tartományon. Tárgyalja az összeférhetöségi feltételeket az alakváltozás nem-
lineáris és lineáris elmélete szerint is. A megkülönböztetés azért indokolt, mert az 
alakváltozás nemlineáris elméletéből következnek ugyan a lineáris elmélet eredmé-
nyei, mégis a lineáris elmélet általában ettől független más eljárásokat használ. 
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Felmerül a kérdés, miért kell az összeférhetőségi feltételeket felületi tartomá-
nyon is vizsgálni. Nem csak azért, mert azok szorosan kapcsolódnak a rugalmas-
ságtan duál rendszerében a mezőegyenletek és peremfeltételek számához, hanem 
azért is, mert önálló szerepük lehet a középfelület vonatkozásában a kétdimenziós 
héjelméletek felépítésében. 
A 4. szakasz az összeférhetőségi feltételeknek a rugalmasságtan duál egyen-
letrendszerében betöltött szerepét részletezi a mezőegyenletek és peremfeltételek 
tekintetében, ez esetben csak az alakváltozás lineáris elmélete alapján. 
Az 5. szakaszban a szerző L Á M E R [1] említett kritikai észrevételeire tesz meg-
jegyzéseket, mintegy válaszul azokra. 
A 2.-4. szakaszokat a szerző azért tartja szükségesnek, hogy az 5. szakasz meg-
jegyzései jól áttekinthetőek és egyértelműek legyenek. 
Feltételezzük, hogy a vizsgált kontinuum V térfogati tartománya egyszeresen 
összefüggő és S pereme egyetlen zárt, sima felület. Alkalmazzuk az indexes jelölést. 
Legyenek az euklideszi térben értelmezett, tetszőleges görbe vonalú koordináta-
rendszer koordinátái xk, bázisvektorai gk, metrikus tenzora gki, első- és másod-
fajú Christoffel-szimbólumai Tki,m és Г}" , permutációs tenzora £kim, Riemann-
Christoffel görbületi tenzora Rkipq. Jelölje a tenzor parciális deriváltját vessző utáni 
index az alsó indexsorban (kivétel a szabály alól а Г*,г,
т
 szimbólum), kovariáns de-
riváltját pedig ugyanott a pontosvessző utáni index. 
Amikor kontinuum alakváltozásának elméletéről van szó, a teljes Lagrange-féle 
leírási módot alkalmazzuk és az xk koordináták a Lagrange-féle (más néven materi-
ális, vagy együttmozgó) koordinátákat jelentik. A teljes Lagrange-féle leírási módban 
a mennyiségeket a kontinuum kezdeti (alakváltozás előtti) konfigurációjának pont-
jaihoz kötjük. A koordináta-rendszernek a kontinuum alakváltozása következtében 
megváltozott jellemzőit felülvonással különböztetjük meg. Pl. gkt és gkt az alakvál-
tozás utáni és az alakváltozás előtti metrikus tenzor. 
Legyen ekt, eik = eki a szimmetrikus Green-Cauchy alakváltozási tenzor, aki, 
aik = aki a szintén szimmetrikus Green-Lagrange alakváltozási tenzor és uk az 
elmozdulásvektor. 
A továbbiakban szövegközi környezetben az alábbi rövidítésekkel élünk: 
ANLE = az alakváltozás nemlineáris elmélete, ALE = az alakváltozás lineáris el-
mélete. 
A hivatkozás nélkül közölt összefüggések monográfiákban megtalálhatók, pl. 
E R I N G E N [12]-ben vagy B É D A - K O Z Á K - V E R H Á S [ll]-ben. 
2. Szilárd kontinuumok öosszeférhetőségi feladata 
Az uk az elmozdulás vektormezőből (továbbiakban: elmozdulásmező) az aláb-
biak szerint számítható az akt alakváltozási tenzormező (továbbiakban: alakválto-
zásmező): 
(2.1) ANLE: akl = \ ( u M + ut.k + gmnum.kun.t) , 
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(2.2) ALE: akt = \ (uk-,i + Щк) • 
A fordított esetben, amikor az ak t alakváltozásmező koordinátái adottak és az 
uk elmozdulásmező a keresett, a 3 elmozdulás koordináta meghatározása a (2.1), 
vagy a (2.2) alatti 6 parciális differenciálegyenlet megoldását igényli. A feladat 
túlhatározott, és ahhoz, hogy — a kontinuum adottnak feltételezett merevtestszerű 
mozgása estén —folytonos és egyértékű elmozdulásmező létezzen, az akt tenzormező 
bizonyos korlátozásoknak (feltételeknek) kell eleget tegyen. Ezek a feltételek az 
összeférhetöségi (kompatibilitási) feltételek. 
3.1. Térfogati tartományon 
3.1.1. Az összeférhetöségi feltételekhez a (2.1-2) egyenletekből ki kell küszö-
bölni az Uk elmozdulás koordinátákat. ALE-ben ez relatíve egyszerű. Ekkor (2.2) 
alapján 
adódik, mint összeférhetöségi feltétel, ahol т]аЬ\ т]Ъа = т]аЪ a szimmetrikus inkompa-
tibilitási (összeférhetöségi) tenzor ALE-ban. (3.1) a Saint-Venant összeférhetöségi 
egyenletek (feltételek). 
ALE-ben az összeférhetöségi feltétel meghatározására egy közvetlen út is léte-
zik. Az aki alakváltozásmező és az egész kontinuum merevtestszerű mozgásának is-
meretében ugyanis a Casaro-formulával görbe menti integrálással bármely pontban 
meghatározható a forgásvektor és az elmozdulásvektor. Ahhoz, hogy az eredmény 
az integrálási görbétől független legyen a (3.1) feltételnek kell teljesülnie. 
A fentiek miatt is, szokás az összeférhetöségi feltételeket integrálhatósági felté-
teleknek nevezni. 
3.1.2. ANLE-ben az uk elmozdulás koordináták kiküszöbölése (2.1)-ből rendkí-
vül fáradtságos és szinte reménytelenül komplikált és a Casaro-formula nem műkö-
dik. Helyettük egy alternatív módszer, a Riemann-féle elmélet alkalmazása terjedt 
el. Az alábbiak először — a kontinuum alakváltozásától függetlenül — ismertetik a 
Riemann-féle elmélet vonatkozó részeit. 
A Riemann-féle elmélet szerint 
ahhoz, hogy egy szimmetrikus gkt tenzor euklideszi tér metrikus tenzora legyen, 
szükséges és elégséges, hogy gki szimmetrikus pozitív définit tenzor legyen, és 
identikusán kielégítse az Rkipq Riemann-Christoffel görbületi tenzort: 
3. Szilárd kontinuumok összeférhetöségi feltételei 
(3.1) ALE: ^аЬ -dkl -bpq _ л 
Г] — £ £ '4akp]lq — U 
(3.2) Rklpq — 0 • 
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Értelmezés szerint 
• (3.3) Rklpq=4 (gkq,íp+gipikq—gkp,iq-giq,kp) +дтп (Tkq,mTlP}n-TkPimTiqin), 
(3-4) Rktpq — —Rlkpq Rklpq = ~Rklqp Rklpq = Rpqkl , 
(3-5) Гkt,m = - (gkm,l + gim,k — gkl,m) , 
és euklideszi térben fennáll a 
(3.6) Pab = eakiebpq Rklpq = 0 Pab = Pba 
egyenlet is. Legutóbbi egyenlet (3.3-4) alapján az alábbi alakra hozható: 
(3.7) Pab = -2eaklebpq (gkpM + VkP]mTlq<ngmn) = 0 . 
A (3.2) és (3.6) egyenletek (3.4) miatt csak 6 egymástól különböző skaláris 
egyenletet jelentenek: 
( 3 - 8 ) Я 1 2 1 2 = Я 2 3 2 3 = Л 3 1 3 1 = Л 1 2 2 3 = Я 2 3 3 1 = Я 3 1 1 2 = 0 , 
(3.9) P 1 1 = P 2 2 = P 3 3 = P 1 2 = P 2 3 = P 3 1 = 0. 
Az Iikipq Riemann-Christoffel görbületi tenzorra fennáll a Bianchi-azonossdg: 
(3.10) Rklpq-,m + Rklqm-,p + Rklmp-,q = 0 , 
illetve más alakban: 
(3.11) Pab.b=eaklebpqRklpq,b = 0. 
3.1.3 Abból a követelményből, hogy a kontinuum metrikája az alakváltozás 
után is Euklideszi teret írjon le, (3.2) és (3.6-7) analógiája alapján a 
(3.12) ANLE: RktPq = 0, 
vagy a 
(3.13) ANLE: Pab = eaklebpqRklpq = -2ёак1ёЬр1> (gkpM + tkp,mtiq,ngmn) = 0 
egyenletnek kell teljesülnie (jelölésbeli megállapodásunk szerint Rkipq és Pab az 
alakváltozás utáni állapotra vonatkozik), ahol gkp a megváltozott metrikus tenzor, 
és azonos a nemszinguláris, pozitív définit ekp Green-Cauchy alakváltozási tenzorral. 
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Fennállnak az alábbiak : 
(3.14) gkp = ekp = gkp + 2akp . 
ahol akp a Green-Lagrange alakváltozási tenzor, továbbá (3.5)-öt is figyelembe véve 
(3.15) — Lkp,m T (йкт,р ~f" Tpm.l akp,m) -
Hozzávéve még (3.14-15)-höz a gmn = (e - 1 )" 1 " megváltozott felsőindexes met-
rikus tenzort, megállapíthatjuk, hogy (3.12), vagy (3.13) tulajdonképpen az ekp, 
illetve akp tenzor koordinátáira jelent differenciálegyenlet-rendszert. 
(3.12) vagy (3.13) ANLE-ben a teljes Lagrange-féle leírási mód szerinti össze-
férhetőségi (kompatibilitási) feltétel. 
Az összeférhetőségi feltétel a 
(3.16) gah = (РаЬ - РаЬ) = о 
alakban is megfogalmazható, ahol gab, gba = gab a szimmetrikus inkompatibilitási 
(összeférhetetlenségi) tenzor ANLE-ben. 
3.1.4. Meg kell jegyeznünk, hogy sem a (3.1) sem a (3.12-13) összférhetőségi 
feltételek nem függetlenek egymástól. (3.1) alapján azonnal belátható a 
(3.17) ALE: r,ah,b = £akl £hpq akp,lqb = 0 
egyenlet teljesülése, míg a megváltozott Rktpq Riemann-Christoffel görbületi ten-
zorra és Pab tenzorra fennáll a Bianchi-azonosság: 
(3.18) ANLE: Pab.b = £akl£bpqRkípq-b = 0 . 
Szokás (3.17)-et is Bianchi-azonos s ágnak nevezni. 
A (3.18) Bianchi-azonosság — tekintettel (3.16)-ra — a 
(3.19) ANLE: gab.b = 0 
alakban is felírható. 
3.1.4. ALE-ről akkor beszélünk, ha az elmozdulásmező uk]t gradiensének koor-
dinátái (globális merevtestszerű mozgást nem számítva), következőleg az a k i alak-
változási tenzor koordinátái is, abszolút értékeiket tekintve nagyságrendekkel (pl. 
10~3 szorosan) kisebbek, mint a gkt metrikus tenzor koordinátái. Ilyenkor (lásd pl. 
E R I N G E N [12], kissé más formalizmussal) lineáris közelítéssel: 
(3.20) ANLE ALE: gab = r/ab = £ a k l£h p qak p . l q = 0 , 
és a Bianchi-azonosságra nézve is fennáll: 
(3.21) ANLE = > ALE: gab.b = r)a\b = 0 . 
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3.2. Felületi tar tományon 
3.2.1. A zárt g görbére kifeszített sima Sg felületen is használható a Cesaro-
formula ALE-ben a forgásvektor és az elmozdulásvektor meghatározására. Ekkor az 
eredménynek az integrálási görbétől való függetlensége az alábbi feltételhez vezet: 
(3.22) ALE: r)klnt = 0 az Sg-n. 
(ni a felület normálisa). Szerző szerint (3.22) az összeférhetőségi peremfeltétel ALE-
ban. Igazolásához a Stokes-tételt is fel kell használni (lásd pl. B É D A - K O Z Á K - V E R -
H Á S [ 1 1 ] ) . 
A V tartomány S peremén az 
(3.23) ALE: т]к1гц = 0 az S-en. 
feltételen túl még annak is teljesülnie kell, hogy a perem valamely zárt g görbéjén 
(3.24) az alakváltozásmező és a merevtestszerű forgásmező görbementi deriváltja 
a g-n a görbével két részre vágott perem egyik és másik része felöl nézve is 
azonos legyen. 
Szükséges hangsúlyozni, hogy a (3.23) és (3.24) feltételekhez nem elegendő S-en 
csupán az alakváltozásmező ismerete, mivel a szereplő formulákban az alakváltozási 
koordináták felületre merőleges deriváltjai is fellépnek. 
3.2.2. ANLE-ben más utat kell járnunk. Ehhez — a kontinuum alakválto-
zásától függetlenül — a felületelmélet ide vonatkozó főbb eredményeit kell előbb 
összefoglalnunk. 
Legyen most a koordináta-rendszer olyan, hogy a zárt g görbére kifeszített 
sima Sg felületen x3 = 0, és x3-at, mint előjeles távolságot a felület normálisa 
mentén mérjük (felületre épített koordináta-rendszer). Vezessük be, hogy a görög 
betűs indexek csak az 1,2 értékeket veszik fel, és jelöljük „o"-rel a felületen kívül 
is értelmezett mennyiség felületen felvett értékét, pl. gap = gap (x1,x2,x3 = 0). A 
0 
felület Пк normálisának koordinátái: na = 0 , n3 = n3 = 1. 
О О О О 
A felületen, pl. B É D A - K O Z Á K [ 1 3 ] szerint: 
(3.25) Г £ = 0 Г3з = 0 Г33 = 0 








 = - Ь * , 
о о 
ahol bK\, = д^кЬкд a felület görbületi tenzora. 
о 
Szokás gaß koordinátáit első alapmennyiségeknek, bK\ koordinátáit pedig má-
0 
sodik alapmennyiségeknek nevezni. 
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Fennállnak az alábbi összefüggések: 










 0к3 = 0«з = 0 д33 = дзз = 1 , 
О 0 0 
(3.28) szerint 
(3.29) (д
кХ>3)0 = -2ЬкХ . 
A Riemann-ChrisÜffel görbületi tenzor koordinátáinak felületen felvett értékei 
a (3.3), (3.5) és a (3.25-29) képletekből adódnak: 
(3.30) Д щ з 
О 




Összegezve megállapíthatjuk, hogy felületen a Riemann-Christoffel görbületi 
tenzor egymástól különböző 6 koordinátája közül 
- (3.32) szerint /?2323,Р3131 és Л2331 identikusán zérus, 
0 0 0 
- (3.30) szerint Я1212 = 0 a Gauss-féle Theorema egregium állítását jelenti és 
0 
- (3.31) szerinti Я1223 = 0 és Д3112 = 0 egyenletek a Mainardi-Codazzi-féle 
о 0 formulát adják meg. 
Rkipq nem identikusán zérus koordinátái (3.6) és az előzőek szerint összefogha-
0 
tók a 
(3.33) P3b = naPab = £3KXebpqRKXpç = 0 
0 0 0 О О О 
egyenletbe, amelyben valóban csak az Я1212 és Ri2e3 koordináták szerepelnek. 
0 0 
Meg kell jegyeznünk, hogy a 
(3.34) = £akl£ßpq Rkipq 
0 0 0 0 
kifejezés csak az identikusán zérus R3a3ß egymástól különböző koordinátákat tar-
0 
talmazza, vagyis maga is identikusán zérus. 
— ^ ( 2 0 1 2 , 1 2 — 0 1 1 , 2 2 — 0 2 2 , 1 1 ) + 
А \ о о 0 / 
+ 0M" (Г12,^Г12,„ - Гц,
м
Г22,0 + (bl2f - 611622 = О 
О \0 О 0 0 / 
= biß,2 - b2ß,i+Tiß bß2 - Г^з 6^1=0, 
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Bonnet-tétele, vagy más néven a felületelmélel főtélele ( S Z O K E F A L V I - N A G Y , 
G E H É R és N A G Y [14]) szerint (a jelen tanulmány jelöléseivel): 
ha a gK\ és bK\ fügvények eleget tesznek a Theorema egregium állításának és 
0 
a Mainardi-Codazzi egyenleteknek, továbbá detg > 0, akkor térbeli mozgásoktól 
0 
és tükrözésektől eltekintve egy és csak egy olyan felület létezik, amelynek ezek 
az első és második alapmennyiségei. 
А (З.ЗЗ)-Ьап összefoglalt eredmények tehát, vagyis a Riemann-Christoffel gör-
bületi tenzor meghatározott 3 koordinátájának zérus volta a felületen, figyelembe 
véve azt is, hogy detyKA > 0 mindig fennáll, biztosítják a Bonnet-tétel leljesülését. 
0 
Ugyancsak [14] szerint: a Bonnet-tétel bizonyítása arra épül, hogy a differen-
ciálegyenletként felfogott Gauss• és Weingarten-egyenletek integrálhatók a tételbeli 
feltételek mellett. E feltételeket ezért integrálhatósági feltételeknek is nevezik. (A 
Gauss-egyenletek a felület helyvektorának második, a Weingarten-egyenletek a fe-
lület normálisának első deriváltjai az xa koordináták, mint a felület paraméterei 
szerint.) 
Tekintettel arra, hogy (З.ЗЗ)-Ьап csupa tenzormennyiség szerepel, a képlet nem 
csak felületre épített koordináta-rendszerben, hanem bármely koordináta-rendszer-
ben felírható, fennáll az 
(3.35) naPab = naeaklebpq Rktpq = 0 az Sg-n 
egyenlet (na az Sg felület normálisa). 
A (3.35) alatti 3 skaláris egyenlet tetszőleges koordináta-rendszerben is bizto-
sítja, hogy a Bonnet-tétel az Sg felületen teljesüljön (a de ty^ > 0 mindig fennáll). 
A (3.33) és (3.35) egyenletek akkor is fennállnak, ha azokat egyszeresen össze-
függő, sima, zárt S felületre alkalmazzuk. 
3.2.3. Térjünk vissza a kontinuum alakváltozásához. A 3.1.3. pontban elmon-
dottak szerint (3.35) a felület megváltozott geometriájára is igaz: 
(3.36) ANLE: naPab = naêaklébpq RUpq = 0 az Sg-n, 
ahol n a a megváltozott felület normálisa (a detyjtt > 0 mindig fennáll). 
Megkapjuk ezáltal a teljes Lagrange-féle leírási mód szerinti összeférhetőségi 
peremfeltételt ANLE-ban: 
(3.37) ANLE: nagab = na (P a b - Pab) = 0 az Sg-n. 
A (3.36), vagy (3.37) alatti 3 skaláris egyenlet biztosítja, hogy a Bonnet-tétel 
az alakváltozás utáni felületen is teljesüljön, más szóval, hogy — a felület egészé-
nek merevtestszerű mozgásától eltekintve — a felületen egyértékű elmozdulásmező 
legyen előállítható. 
(3.36) és (3.37) is fennáll, ha azokat egyszeresen összefüggő, sima, zárt S felü-
letre alkalmazzuk. 
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A Bonnet-iétel akkor is teljesül, ha (3.35)-ben Pab, vagy (3.37)-ben gab egymás-
tól különböző 6 koordinátája közül előírjuk 1-, 2-, ..., 6-nak a zérus voltát. Az ilyen 
esetekben a képletekből további következtetések is levonhatók, mindezek azonban 
nem érintik magát a tételt. PL, ha előírjuk, hogy a felületen g12 = g23 = g31 = 0 le-
gyen, és emellett n2 ф h2 ф h3 ф h\, akkor (3.37)-ből ugyanott p11 = g22 = g33 = 0 
következik, ezzel szemben, ha g12 = g23 = g31 = 0 mellett n j = n2 = 0 és n3 = 1, 
akkor (3.37)-ből a felületen csak a g33 = 0 egyenlet adódik. 
3.2.4. Az ANLE szerinti (3.37) összeférhetőségi peremfeltételből a 3.1.4. pont 
szerinti lineáris közelítéssel ALE-ban is megkapjuk (3.20) alapján az összeférhetőségi 
peremfeltételt. Ekkor ugyanis na => na, gah =>• r]ab, tehát fennáll: 
(3.38) ANLE => ALE:' hagab = nagab = nar)ab = naeaklebj">akp.lq = 0 az Sg-n. 
Az egymástól különböző módokon kapott (3.22) és (3.38) összeférhetőségi pe-
remfeltételek — amint azt (3.38) is mutatja — megegyeznek. 
(3.38) is fennáll egyszeresen összefüggő, zárt, s ima S felületen. 
4. Összeférhetőségi feltételek a lineáris rugalmasságtan 
duál rendszerében 
4.1. Előzetesen szólni kell a lineáris rugalmasságtan primál és duál egyenlet-
rendszeréről, amelyek — mint egymástól független rendszerek — elvileg egyaránt 
alkalmasak a lineáris rugalmasságtan peremérték feladatainak a megoldására. 
A dolgok természetéből következően a lineáris rugalmasságtanban csak A L E 
szerepelhet . 
Primál rendszerben az elmozdulásmező 3 koordinátája az alapváltozó, ame-
lyekre nézve a mérlegegyenletek (egyensúlyi egyenletek) 3 másodrendű differenciál-
egyenletet szolgáltatnak. A peremfeltételek száma (elmozdulási, vagy feszültségi): 3. 
Duál rendszerben 3 feszültségfüggvény, mint a szimmetrikus feszültségfügg-
vény tenzor 3 alkalmasan kiválasztott koordinátája az alapváltozó, amelyekre nézve 
a mérlegegyenletek (alkalmasan kiválasztott 3 összeférhetőségi mezőegyenlet) 3 ne-
gyedrendű differenciálegyenletet adnak. A peremfeltételek száma 6, amelyekből 3 
lehet feszültségi peremfeltétel. 
A duál rendszerben nem szerepel az elmozdulásmező, szükséges tehát, hogy a 
duál egyenletrendszer biztosítsa az alakváltozásmező összeférhetőségét (integrálha-
tóságát). Ehhez, mint mérlegegyenlet, a (3.1) alatti 6 Saint-Venant összeférhetőségi 
egyenletből (mint összeférhetőségi mezőegyenletből), csak 3 jöhet szóba (3-nál több 
mérlegegyenlet nem lehetséges), a többi összeférhetőségi feltétel tehát a peremen 
keresendő (úgyis hiányzik a szükséges 6 peremfeltételből legalább 3). 
A duál rendszer vázolt problémája úgy is felmerült , hogy SOUTHWELL [15] 
feszültségfüggvények alkalmazásával csak 3 összeférhetőségi mezőegyenle te t kapott 
a rugalmasságtan Castigliano-féle (a teljes kiegészítő energiára vonatkozó) variációs 
elvéből. 
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Szükséges hangsúlyozni, hogy 3 összeférhetőségi mezőegyenlet nem biztosítja az 
alakváltozásmező integrálhatóságának (összeférhetőségének) (3.1) alatti feltételét. 
A továbbiakban ( 3 . 2 0 ) és ( 3 . 3 8 ) alapján — és L A M E R [1] jelölésrendszeréhez 
igazodva — az inkompatibilitási tenzor jelölésére akkor is a gab jelölést használjuk, 
ha egyébként, mint a jelen szakaszban is, ALE-ről van szó. 
4 . 2 . A Southwell paradoxonnak is elnevezett problémára W A S H I Z U [2] adott 
megoldást, amennyiben — Descartes-féle koordináta-rendszert feltételezve és kihasz-
nálva a ( 3 . 2 1 ) Bianchi azosságot — kimutatta, hogy valóban csak 3 összeférhetőségi 
mezőegyenletre van szükség, de ezen túl elő kell írni összeférhetőségi feltételeket a 
peremen. Konkrétan, W A S H I Z U kimutatta, hogy ha 
(4.1) ff11 = g22 = g33 = 0 a V-n 
és 
(4.2) g12 = g23 = g31 = 0 az S-en, 
vagy 
(4.3) g12 = g23 = g31 = 0 a V-n 
és 
(4.4) g11 = g22 = g33 = 0 az S-en, 
akkor a (4.1)-ből, illetve (4.3)-ból hiányzó másik 3, vagyis a (3.1) alatti összes 
összeférhetőségi mezőegyenlet teljesül. 
Arra is rámutatott W A S H I Z U , hogy a 
(4.5) gkl = 0 g12 = g22 = g33 = g12 = g23 = g31 = 0 az S-en. 
feltételek esetén akár (4.1), akár (4.3) szolgálhat öszeférhetőségi mezőegyenletként. 
Egyúttal felhívta a figyelmet, hogy a (4.5) feltételek egy része feleslegesnek látszik. 
A probléma megoldására W A S H I Z U a variációs eljárással nyerhető peremfeltételek 
gondos elemzését javasolta. 
Összegezve: W A S H I Z U feloldotta a Southwell-paradoxont, mivel kimutatta, hogy 
valóban csak 3 összeférhetőségi mezőegyenletre van szükség, az általános — az össze-
férhetőségi mezőegyenletektől független — öszeférhetőségi peremfeltételek kérdését 
azonban nyitva hagyta. 
4.3. A duál rendszer összeférhetőségi egyenleteinek a problémájára szerző há-
romféle módon is kereste a megoldást, mindhárom esetben tetszőleges görbevonalú 
koordináta-rendszert feltételezve: 
- A Bianchi-azonosság alapján K O Z Á K [3], [5], [7] és B É D A - K O Z Á K - V E R H Á S 
[И], 
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- a virtuális munka elv segítségével K O Z Á K [ 7 ] és [ 8 ] 
- és a Castigliano-féle variációs elv alkalmazásával K O Z Á K [ 4 ] , [ 6 ] , [7 ] és 
[9], a két utóbbi esetben a peremfeltételek W A S H I Z U által javasolt gondos 
elemzésével. 
Szerző mindhárom módon azonos eredményre jutott. Nevezetesen, ha 
(4.6) g X Y = 0 a V-n 
(4.7) e k i n t = 0 az S-en 
teljesül, akkor 
(4.8) e A B = 0 a V-n 
is teljesül. Az XY és AB három-három indexpár kiadja a teljes k£ (k,£= 1 , 2 , 3 ) 
kombinációt, vagyis (4.6) és (4.8) együtt (3.1) összes egyenletét jelenti. Az XY 
indexpárok meghatározott szabály szerint választhatók, illetve választandók ki, lásd 
p l . K O Z Á K [ 3 ] é s B É D A - K O Z Á K - V E R H Á S [ 1 1 ] . 
A ( 4 . 6 - 7 ) összeférhetöségi feltételeket már G R Y C Z [ 1 6 ] is megadta. 
A Bianchi-azonosság és a virtuális munka elv független a kontinuum anyag-
egyenletétől, (4.6) és (4.7) tehát nem csak a lineáris rugalmasságtanban érvényes. 
A korábbi 3.1. és 3.2. szakaszokban és a jelen 4.3. szakaszban elmondottak 
között az alábbiak teremtenek szoros kapcsolatot. A 4 . 3 . szakasz ( 4 . 6 - 7 ) összefér-
hetöségi feltételei, amelyeket szerző a felsorolt, egymástól különböző három módon 
nyert, együtt a (4.8) képletekkel, azonosak a 3.1. és 3.2. szakaszok más gondolatme-
net alapján kapott ( 3 . 1 ) és ( 3 . 2 0 ) összeférhetöségi mezőegyenleteivel, illetve ( 3 . 2 2 ) 
és ( 3 . 3 8 ) összeférhetöségi peremfeltételeivel. 
4.4. Legyenek olyanok a peremfeltételek, hogy a kontinuum peremének egy-
szeresen összefüggő S), részén feszültségi, szintén egyszeresen összefüggő Su részén 
pedig elmozdulási peremfeltételt írunk elő és St U Su = S. Ez esetben a virtuális 
munka elvből és a Castigliano-féle variációs elvből (4.7)-en túl további összeférhe-
töségi feltételek is következnek a peremen. 
Nevezetesen 
- az Su peremrészen összesen 6, ún. alakváltozási peremfeltétel adódik, ame-
lyek egyrészt biztosítják ugyanott a (4.7) összeférhetöségi peremfeltétel teljesülését, 
másrészt azt, hogy az alakváltozásmezőből és az alakváltozási koordináták felületre 
merőleges deriváltjaiból integrálással valóban az előírt elmozdulásmezőt kapjuk meg 
(merevtestszerű mozgást leszámítva), lásd K O Z Á K [ 7 ] , 
- megkapjuk továbbá az Su és St peremrész közös g görbéjén az (1.5) összefér-
hetöségi feltételt. 
Ilyen módon a lineáris rugalmasságtan duál rendszerében mind az St mind az 
Su peremrészen 6 skaláris peremfeltétel áll rendelkezésünkre. St-n a 3 feszültségi és 
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a (4.7) szerinti 3 összeférhetőségi peremfeltétel, míg Su-n az említett 6 alakváltozási 
peremfeltétel. 
A B O V S K I J - A N D R E E V - D E R U G A [ 1 7 ] is megad az Su peremrészre alakváltozási 
peremfeltételeket, ezek azonban nem egyeznek meg a K O Z Á K [7]-beliekkel. 
4.5. Az összeférhetőségi feltételeknek — a fentiekben vázolt eléggé körültekintő 
— vizsgálata után szerzőnek sikerült felépítenie egy általános, háromdimenziós, 
lineáris héjelméletet feszültségi koordinátákkal és egyúttal aszimptotikus módszert 
megadnia a kapott egyenletrendszer integrálására K o Z A K [7], [10]. 
4 . 6 . L A M E R [ 1 ] nem tér ki sem a 4 . 4 . szakaszban elmondottakra sem a 4 . 3 . 
szakasznak a virtuális munka elvet és a Castigliano-féle variációs elvet érintő része-
ire. 
4 . 7 . Megemlítjük még, hogy L A M E R [ 1 ] gondolatmenete több helyütt támasz-
kodik az alábbi lemmára (idézet a 108. oldalról): 
„LEMMA. Legyen az / folytonos függvény a V (egyszeresen összefüggő) tarto-
mányon azonosan zérus értékű. Ekkor az / függvény a V tartomány S peremén is 
zérus értéket vesz fel." 
5 . M e g j e g y z é s e k 
Szerző az alábbiakban nem tér ki a L A M E R [ 1 ] tanulmány egészére, mindössze 
annak a saját korábbi munkáit érintő és ebből a szempontból általa jelentősebbeknek 
ítélt részeihez fűz megjegyzéseket. 
5 . 1 . L Á M E R [ 1 ] fixa ideája, hogy a kontinuum peremén fenn kell álljon a 
gkí zz 0 6 skaláris feltétel, mind ALE, mind ANLE esetén. Eme állítását több 
helyen is rögzíti, pl. a 99. oldalon („Az inkompatibilitási tenzor komponenseinek el-
tűnését az S peremen összeférhetőségi peremfeltételnek nevezzük."), a 103. oldalon 
(„A következő paragrafusban bebizonyítjuk, hogy a szükséges és elégséges összefér-
hetőségi feltétel egy felületen az inkompatibilitási tenzor eltűnése a felületen."), a 
105. oldalon („ . . . egy reguláris felületen megadott alakváltozási mezőből egyérté-
kű eltolódásmező előállításának szükséges és elégséges feltétele az inkompatibilitási 
tenzor komponenseinek eltűnése a felületen."), vagy a 109. oldalon („2°. teljesül 
mind a hat összeférhetőségi peremfeltétel"). 
A 103. oldalról vett idézetben beígért és a felületelmélet egyes eredményei-
nek felhasználásával próbálkozó bizonyítás nem állja meg a helyét. Elegendő ehhez 
ANLE esetén a Bonnet-tételre (3.2.1. pont) és a teljes Lagrange-féle leírási mód eh-
hez csatlakozó (3.36) összeférhetőségi peremfeltételére (integrálhatósági feltételére) 
hivatkozni, míg ALE esetén a 3.2.1. és 3.2.4. pontokra. Mindezekből egyértelműen 
látszik, hogy felületen az nagab = 0 típusú, 3 skaláris összeférhetőségi peremfeltétel 
a szükséges és elégséges feltétel az elmozdulásmező egyértelmű meghatározásához 
(merevtestszerű mozgást nem számítva). 
Szerző azért iktatta be a 3.1. és 3.2. szakaszoknak ANLE-re vonatkozó részeit, 
hogy L Á M E R [1] fixa ideája állításának helytelenségét a saját korábbi munkáitól füg-
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getlenül is bemutassa, de azért is, hogy szemléltesse, ANLE-ből mind térfogati, mind 
felületi tartományon kiadódnak lineáris közelítéssel ALE összeférhetőségi feltételei. 
Meg kell ehhez még jegyezni, hogy szerző összes hivatkozott munkája csak ALE-
val foglalkozott és ALE-ban az összeférhetőségi feltételek képzéséhez az ANLE-beli 
módszerektől eltérő eljárások a szokásosak. 
5.2. A 105. oldalról vett fenti idézethez meg kell még jegyeznünk, hogy fe-
lületen megadott alakváltozásmezőből semmi módon nem lehet elmozdulásmezőt 
előállítani, mivel ehhez — amint a 3.2.1. pont is felhívja rá a figyelmet — az alak-
változási koordináták felületre merőleges deriváltjai is kellenek. 
5 . 3 . L A M E R [1] A 1 0 6 . oldalon megállapítja (nem teljes egészében szószerint 
idézve): a Kozák féle peremfeltélel nem tartalmazza az alábbi két feltételt: 
„1°. a feladatnak a megadott alakváltozási tenzormezőből számított első alap-
formája pozitív définit, valamint 
2°. adott a felületnek a második alapformája." 
A megállapítás, mivel szerző korábbi munkássága kizárólag ALE-re vonatko-
zott, értelmetlen. Egyrészt detgaß = detдаь > 0 mindig fennáll (y a j metrikus 
0 0 0 
tenzor), másrészt (3.14)-ből is beláthatóan ALE esetén detg^i > 0 is. Ugyanakkor, 
amint (3.1)-ből és a vele azonos (3.38)-ból is látszik az ún. Kozák-féle összeférhető-
ségi peremfeltételhez (ALE-ről van szó) nem kell a felület második alapformája. 
L A M E R fenti megállapítása teljes Lagrange féle leirási módban ANLE esetén 
sem állja meg a helyét. Mivel g^i — e^t és e^i nem más, mint a nem szinguláris, po-
zitív définit Green-Cauchy alakváltozási tenzor (lásd pl. E R I N G E N [12]), detyj,/ > 0 
mindig teljesül. Az is rögzíthető a (3.13-15) és a (3.36) képletek alapján, hogy a 
(3.37) összeférhetőségi peremfeltételhez nem szükséges a megváltozott felület máso-
dik alapformája (kontinuummechanikában az eredeti felületet, így annak második 
alapformáját is adottnak vesszük). 
5.4. A (3.22) integrálhatósági (összeférhetőségi) feltétel képzéséhez, amint ezt 
a 3.2.1. pontban említettük, a Stokes-tételt másodrendű tenzorra kell alkalmazni. 
Ehhez L A M E R [1], hogy fixa ideáján sérelem ne essék, két észrevételt is tesz: 
1. A 107 . oldalon: „De csak formailag kaptuk meg K O Z Á K eredményét: . .. 
a Stokes-tétel csak vektormezőre értelmezett és nem tenzormezőre (lásd pl. K O R N -
KORN [2] 164. old.)." 
2. A 108. oldalon: „Amennyiben a (klasszikus) Stokes-tétel általánosítható 
tetszőleges tenzorra, úgy annak bizonyítását célszerű lett volna mellékelni." 
A K O R N - K O R N [13] könyv L A M E R [1] által idézett 1 6 4 . oldalán a Stokes-tétel 
valóban vektormezőre van értelmezve, hiszen az 5. Vektoranalízis fejezet 5 . 6 . 2 . A 
Stokes-tétel és kapcsolódó tételek szakaszában található. Tovább lapozva azon-
ban K O R N - K O R N a 16 . Matematikai modellek reprezentációja fejezet a 1 6 . 1 0 . 1 1 . A 
másodrendű tenzorok differenciál invariánsai; integráltételek szakaszban, az 505. 
oldalon értelmezi a Stokes-tételt másodrendű tenzorra is. 
Hasonlóan jár el LAG ALLY [14], aki a Kapitel 3. Theorie der Felder 88. Stokes-
scher Integralsatz szakaszában vektormezőre, 89. Allgemeiner Stokesscher Integral-
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satz szakaszában, a (36") képlet utolsó sorában bármely Feldgrösse (tenzormező) 
esetére értelmezi a Stokes-tételt. 
5.5. LAMER [1] 101. oldala szerint: „KOZÁK [3] . . . az összeférhetőségi perem-
feltételeket WASHIZUétól eltérő alakban veszi fel." 
Szerző nem felveszi az összeférhetőségi peremfeltételeket, hanem azokat több-
oldalúan is igazolja. 
5 . 6 . L Á M E R [1] A 1 0 2 . oldalon megállapítja: „ . .. K O Z Á K igazolta W A S H I Z U 
bizonyítás nélkül közölt állítását . . . " . Itt W A S H I Z U ( 4 . 5 ) alatti felvetéséről (nem 
állításáról) van szó. 
Szerző munkáiban éppenhogy nem igazolta a (4.5) alatti felvetést, hanem ezzel 
ellenkezően azt igazolta, hogy az összeférhetőségi peremfeltételek száma nem 6, 
hanem 3, és azok (4.7) vagy a vele azonos (3.1) alakban adhatók meg. 
5.7. LÁMER [1] a 100. oldalon a következőket mondja: „3°. A primál rend-
szerben is fennálló pontonkénti három peremfeltételhez milyen további három pe-
remfeltételt kell csatolni ahhoz, hogy a duál feladat . . . peremérték-feladatában a 
szükséges hat peremfeltétel adott legyen." 
A kérdés ilyetén felvetése csak akkor indokolt, ha a teljes S peremen feszültségi 
peremfeltételt írunk elő. Az általánosabb esetben, amikor is a teljes perem egy 
részén feszültségi, más részén elmozdulási peremfeltételt írunk elő, a 4.4. szakasz 
szerint egy sajátos probléma jelentkezik. E probléma elkerülte L A M E R [1] figyelmét. 
5.8. Végezetül még egy probléma. A L Á M E R [1] tanulmány a 109. oldalon — 
a Bianchi-azonosság felhasználásával — az összeférhetőségi feltételek alábbi válto-
zatát adja meg a lineáris rugalmasságtan duál rendszeréhez. Ha 
is teljesül (az indexkiválasztás a 4.3. szakaszban említettek szerint történhet). Ne-
vezzük a fentieket LÁMER-féle megoldásnak és a ( 4 . 6 - 7 ) alattiakat KozÁK-féle meg-
oldásnak. 
A LÁMER-féle megoldás helyességéhez nem férhet kétség, a kérdés mindössze 
az (5.2) peremfeltételek szükséges volta. 
A duál rendszer összeférhetőségi feltételeinek a Bianchi-azonosságot felhasználó 
előállításában döntő szerepe van az S peremen felírt 
(5.1) e X Y = о a V-n 
és 
gAD = 0 az S-en 
gAB = 0 a V-n 
(5.4) 
5 
integrál zérussá tételének, ha i/k tetszőleges vektormező. 
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A KoZAK-féle és a LAMER-féle megoldás is azt állítja, hogy (4.6) és a vele 
azonos (5.1) fennállása esetén, ha az (5.4) integrál zérussá tehető, meghatározott 
kiválasztási szabály teljesülése esetén (4.8) és a vele azonos (5.3) is fennáll. Az 
eltérés a két megoldásban ott van, ahogy az (5.4) integrál zérus voltát biztosítják. 
A KozAK-féle megoldás szerint az (5.4) integrál zérus voltához szükséges és 
elégséges, ha (4.7), vagyis a gklni = 0 az S - en feltétel teljesül. Ezzel szemben 
a LÁMER-féle megoldás az integrál eltűnéséhez a (4.5), vagyis a gkL = 0, nem 
szükségszerű feltételt szabja (ismét a fixa idea). 
A lemmát is figyelembe véve (4.7)-ből a 
(5.5) gABnB = 0 az S-en, 
míg (4.5)-ből az (5.2) alatti gAB = 0 az S-en összeférhetőségi peremfeltétel követ-
kezik. 
L A M E R [1] az (5.5) képlethez is fűz kritikai észrevételt (lásd a jelen szakasz 
utolsó bekezdését), ezért szerző részletesebben is foglalkozik (5.5)-tel. 
Ha (5.2) teljesül, (5.5) is teljesül. Ezen felül (5.5) olyan megoldásokat is tar-
talmaz, amelyek (5.2)-ből nem következnek. 
PL, ha (X,Y) = (1,2), (2,3), (3,1), vagyis (A,B) = (1,1), (2, 2), (3, 3) és va-
lamely peremrészen ni = n2 = 0, (5.5)-ből az illető peremrészre két identikusán 
zérus és a g33n3 = 0 skaláris egyenlet adódik. A peremrészen tehát g11, g22 tet-
szőleges volta mellett az egyetlen g33 = 0 egyenlet az előírandó összeférhetőségi 
peremfeltétel. Lásd még a 3.2.3. pont utolsó bekezdését. 
Egy másik esetben, ha (X, Y) = (1,1), (2, 2), (2, 3), (А, В) = (3, 3), (3,1), (1,2) 
és valamely peremrészen ni = 0, n2 ф 0, n3 ф 0, az illető peremrészre (5.5)-ből a 
g33 = 0 és a n2g12 +пз£>31 = 0 egyenletek adódnak, egy egyenlet pedig identikusán 
zérus. Ugyanezen indexkiválasztásnál, de az ni ф 0, n2 = 0, пз ф 0 normálisú 
peremrészen (5.5) megoldása: g33 = g31 = g12 = 0. 
Legyen egy további példában a gömbalakú testnél x1 = <p, x2 = ú, x3 = r 
a három koordináta. A gömb teljes S felületén na = 0 és пз = 1 a normá-
lis, és így дкз = 0 a teljes S-en az összeférhetőségi peremfeltétel. Az (X,Y) = 
(1,1), (2, 2), (1, 3), (А, В) = (1, 2), (2, 3), (3, 3) indexpárokkal (5.5)-ből most a teljes 
peremre a g23 = 0, g33 = 0 az S-en, tehát két előírandó összeférhetőségi peremfelté-
tel adódik, míg a harmadik identikusán zérus. Természetesen teljesülnek a példában 
a (4.8) összeférhetőségi mezőegyenletek. 
Érdemes a példák kapcsán külön hangsúlyozni, hogy 1 illetve 2 előírandó össze-
férhetőségi peremfeltétel mellett is teljesülhetnek, illetve teljesülnek a (4.6), (4.8) 
összeférhetőségi mezőegyenletek 
Az előzőek szerint a KozÁK-féle megoldás tartalmazza a LÁMER-féle megoldást, 
a fordított eset azonban nem áll fenn, következőleg a LAMER-féle megoldás (5.2) 
összeférhetőségi peremfeltétele nem szükséges. 
A felvetett példákhoz kapcsoljunk egy más jellegű példát is, és nézzük meg a 
tkínt = pk az S-en 
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feszültségi peremfeltételt ( t k l = tlk a feszültségi tenzor, pl a felületi terhelés), és-
pedig sík alakváltozási feladatnál (ahol t n ф 0,<22 ф 0 , í3 3 ф 0,<12 ф 0,<13 = 0, 
<23 = 0) az ni = П2 = 0, Пз = 1 normálisú S33 jelű peremrészen. Ekkor az identi-
kusán zérus 
tune = 0 t2lnt = 0 az S33-on 
és az érdemi 
t3lnt = t
33
 = p3 az S33-on 
feszültségi peremfeltételeket kapjuk. 
A példák kapcsán szerző azt szeretné hangsúlyozni, ha a skaláris peremfeltételek 
egy része egyes peremrészeken (vagy akár a teljes peremen) identikusán zérus, ez 
nem jelenti azt, hogy ott nem áll a rendelkezésünkre elegendő számú peremfeltétel. 
Térjünk vissza (5.5)-höz, amely a gAB koordinátákra nézve homogén, lineáris 
háromismeretlenes egyenletrendszer. (5.5) Д determinánsa általában zérustól kü-
lönböző. Ez esetekben (5.5) megoldása gAB = 0, vagyis azonos (5.2)-vel. Speciális 
esetekben Д = 0, amikor is az előírható összeférhetőségi peremfeltételek száma az 
illető peremrészen 2-re vagy l-re csökken, míg a maradó 2 vagy 1 peremfeltétel 
identikusán teljesül. 
Nem osztja tehát szerző LÁMER [1] állítását (113. oldal 3. bekezdés), amely 
szerint ha (5.5) determinánsa zérus, akkor (5.5) nem szolgáltat elegendő összefér-
hetőségi peremfeltételt, és így azt nem lehet használni. Mindig teljesül ugyanis 
(5.5)-tel együtt a teljes S peremen a (4.7) összeférhetőségi peremfeltétel, és így a 
(4.6) egyenletekkel együtt a (4.8) egyenlet is. 
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R E M A R K S O N T H E P A P E R 
" D E T E R M I N A T I O N O F T H E N E C E S S A R Y A N D S U F F I C I E N T C O M P A T I B I L I T Y 
C O N D I T I O N S O N T H E B O U N D A R Y " W R I T T E N B Y G . L Á M E R 
I. KOZÁK 
T h e p a p e r s h o r t l y p r e s e n t s t h e s o l u t i o n t o t h e c o m p a b i t i b i l i t y p r o b l e m of t h e m e c h a n i c s of 
sol id b o d i e s b o t h fo r a v o l u m e r e g i o n a n d fo r a s u r f a c e i n c l u d i n g t h e l i n e a r a n d t h e n o n - l i n e a r cases . 
R e l a t i o n s b e t w e e n t h e d u a l e q u a t i o n s y s t e m of l i n e a r t h e o r y of e l a s t i c i t y a n d t h e c o m p a t i b i l i t y 
c o n d i t i o n s h a v e a l so b e e n i n v e s t i g a t e d w i t h a spec i a l r e g a r d t o t h e b o u n d a r y c o n d i t i o n s . T h e n t h e 
p a p e r r e a c t s t o s o m e conc lu s ions of t h e p a p e r L á m e r , b u t n o t t o t h e w h o l e of L á m e r ' s p a p e r . 
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KLASSZIKUS ÉS SÚLYOZOTT TUDÁSBÁZISOK 
TRANS ZFORMÁCIÓP 
B E N C Z Ú R A N D R Á S , В. N Ó V Á K Á G N E S , R É V É S Z Z. P É T E R 
E b b e n a c ikkben a m á r i smer t nu l l ad rendű k i j av í tó és fe l f r iss í tő o p e r á t o r o k i smer te t é se mel-
l e t t rész le tesen e lemezzük a k i jav í tássa l kapcsola tos p r o b l é m á k a t . E z e n p r o b l é m á k elkerülésére 
b ő v í t j ü k az e rede t i a x i ó m a r e n d s z e r t . A n u l l a d r e n d b e n a l k a l m a z h a t ó model l - i l lesztő o p e r á t o r ér-
t e lmezése u t á n a k i jav í tás , modell- i l lesztés egy-egy lehetséges e l ső rendű a l k a l m a z á s á r a a d u n k pél-
d á k a t . Végül b e v e z e t j ü k a sú lyozot t t udásbáz i s f o g a l m á t , és az e m l í t e t t t r a n s z f o r m á c i ó k közül a 
k i j a v í t á s t és a model l- i l lesztést é r t e lmezzük sú lyozot t t u d á s b á z i s o k r a is. 
1. Bevezetés 
Az utóbbi években számos cikk foglalkozott tudásbázisok módosításának prob-
lémájával. A tudásbázisban a „világot" leíró ismeretek rendszerint valamely nullad-
vagy elsőrendű logikai nyelv formuláival, ill. mondataival adottak. E formulák/mon-
datok összessége alkotja a tudásbázist. így a tudásbázis egyetlen formulának te-
kinthető, amely az eredetileg szereplő formulák konjunkciója. Ennek megfelelően 
az egyszerűbb tárgyalás kedvéért a továbbiakban klasszikus tudásbázis, röviden tu-
dásbázis alatt egy adott logikai nyelven leírt formulát értünk. 
A feladat a következő: A ip formulával leírt tudásbázisba kell beépíteni egy 
(ugyanazon nyelven leírt) új ismeretet, melyet a fi formula (tudásbázis) reprezentál. 
A p tudásbázis fi szerinti módosítása azonban sokféleképpen lehetséges. 
A L C H O U R R Ó N , G Á R D E N F O R S és M A K I N S O N 1985-ben írott cikkükben [AGM85] 
elsőként fogalmaztak meg egy olyan axiómarendszert (a továbbiakban AGM axió-
mák), amelyet célszerű a módosító operátoroknak kielégíteni. Eszerint az axióma-
rendszer szerint pl. ha p és fi konzisztensek, akkor a p tudásbázis fi szerinti módo-
sítása a p A fi formulával ekvivalens. Ha azonban p és p inkonzisztens, akkor olyan 
tudásbázist kell keresni, amely valamilyen szempontból hasonlít az eredetihez, ill. a 
megadott hasonlóság szempontjából legközelebb áll hozzá, és amelyben a fi formula 
igaz. Ez az elvárás lényegében az eredeti tudásbázis minimális változtatásának igé-
nyét fejezi ki. Bizonyos esetekben azonban az AGM axiómákat kielégítő operátorral 
kapott eredmény nem felel meg az intuitív elvárásoknak. Ezért KELLER és WLNS-
LETT a gyakorlati alkalmazások szempontjából legfontosabbnak tartott két operátor 
közti különbséget fogalmazta meg informálisan [KW85]-ben. Ennek alapján KAT-
SUNO és MENDELZON [KM91a] nulladrendű esetben formalizálták az operátorok e 
két családját. E cikkben részletesen foglalkoznak a korábbi cikkekben már megadott 
*A dolgoza t az O T K A T2149 szerződés t á m o g a t á s á v a l készül t . 
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konkrét operátorok (pl. [D88], [S88], [We86], [Wi88]) ismertetésével, és a megadott 
axiómákhoz való viszonyukkal is. 
Az egyik típusra vonatkozó axiómarendszer az AGM posztulátumok nullad-
rendű átírásával keletkezett. Ezeket az axiómákat kielégítő operátorokat kijavító 
(revision) operátoroknak nevezték el. A tudásbázis kijavításakor az az alapfelte-
vés, hogy a tudásbázis által leírt világ változatlan. Erről az állandó világról érkezik 
új információ, amelynek figyelembevétele akár gyökeresen is megváltoztathatja az 
eredeti tudásbázist. 
A másik típusra megadott axiómarendszert kielégítő operátorok a tudásbázist 
felfrissítő (update) operátorok. Ezek állnak legközelebb a szokásos adatbázis alkal-
mazásokhoz, ui. a tudásbázis felfrissítésekor az a feltevés, hogy a tudásbázis által 
leírt világ változik, és ezt a változást kell a tudásbázisba beépíteni. Ilyen típusú 
változás pl.: bizonyos cikk ára 8 %-kal nőtt. 
Mind a kijavítás, mind a felfrissítés esetében a tudásbázisok szerepe nem szim-
metrikus. Ha ip az eredeti tudásbázis és p az azt módosító, új ismeretet leíró 
formula, p szerepe elsődleges abban az értelemben, hogy a módosítás után kapott 
tudásbázisnak p logikai következménye, összhangban azzal az intuitív elvárással, 
hogy az új ismeretet feltétel nélkül elfogadjuk. 
[R93]-ban nulladrendű tudásbázisokra új axiómarendszer bevezetésére került 
sor, amely súlyozott tudásbázisok esetében is értelmezhető. Ezen axiómarend-
szert kielégítő operátorok a modell-illesztő operátorok. Itt is igaz az új tudás 
elsőrendűsége a fentebb említett értelemben. A modell-illesztés egy alkalmazása 
a szimmetrikus modell-illesztés. E transzformációnál a tudásbázisok szerepe szim-
metrikus. 
[R93]-ban a fent említett operátorok alkalmazására a következő példa szerepel: 
Egy bizonyítási eljárás során a bíróság a tanúk vallomásai alapján változtatja 
a bűntényre vonatkozó ismereteit. 
Kijavításkor feltehető, hogy az új ismeret fontosabb és megbízhatóbb mint az 
adott pillanatban rendelkezésre álló tudásbázis. Pl. ha a tanúk sorrendje a kevésbé 
megbízhatótól a megbízható felé halad. A távoli rokon szerint a vádlott szociális 
ivó, míg a közeli hozzátartozó szerint alkoholista. 
Felfrissítéskor az adat újabb, mint a pillanatnyilag rendelkezésre álló tudás. Pl. 
ha a tanúkat mondandójuk tartalmára vonatkozó időrendi sorrendben vonultatják 
fel. Az első tanú szerint a vádlott januárban fegyvert vásárolt, a második szerint 
pedig februárban eladta. 
Szimmetrikus modell-illesztéskor az eredeti és az újonnan tudomásunkra hozott 
ismeret egyenrangúan kezelendő. Minden tanúvallomás egyformán fontos. Ez az 
eset pl. ha egy utcai baleset szemtanúi közül 9 azt állítja, hogy sárga volt a lámpa 
amikor az autó áthajtott a kereszteződésen, 5 szerint pedig már piros. 
A továbbiakban a 2. fejezetben az alapfogalmak tisztázására kerül sor. A 3. 
fejezetben a [KM91]-ben bevezetett kijavító operátorok axiómarendszerét, és az az-
zal kapcsolatos problémákat elemezzük. A kijavító operátorok axiómarendszeréhez 
egy új axiómát csatolva a problémák egy része kiküszöbölhető. A 4. fejezet az 
[R93]-ban értelmezett modell-illesztés egy módosított változatáról szól. A felfrissítő 
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operátorok családját ismertetjük [KM91] alapján az 5. fejezetben. A 6. fejezetben 
az egyes operátorok elsőrendű alkalmazásának lehetőségeit vizsgáljuk. A 6.1 fejezet 
a [GMR92]-ben megadott elsőrendű felfrissítő operátorról szól. A 6.2 fejezetben egy 
új, konkrét elsőrendű kijavító operátort adunk meg. A 7.1 fejezetben [R93b]-ben be-
vezetett súlyozott tudásbázis fogalmát úgy módosítjuk, hogy az negáció kifejezésére 
is alkalmas legyen. A súlyozott tudásbázisok transzformációi közül azok kijavítá-
sát és modell-illesztését értelmezzük a 7.2, 7.3 fejezetekben. Végül a 8. fejezetben 
az ismertetett operátorokkal kapcsolatban felmerülő, még megoldatlan problémákat 
soroljuk fel. 
2 . A l a p f o g a l m a k 
2.1 Szintaxis és szemantika 
Legyen Lо nulladrendű nyelv. Az Lo-beli ítéletváltozók halmaza T. 
Jólformált formulák (a továbbiakban formulák) a szokásos módon a -i, Л, V 
szimbólumokkal képezhetők. Az a —> ß formula а V ß formula rövidítése, az 
a ß pedig az (a —> ß)/\(ß —• a ) formuláé, ahol a és ß formulák. A tp formulában 
előforduló ítéletváltozók halmaza var(99). 
A tp nulladrendű formula interpretációjának nevezzük a var(</?)-n értelmezett, 
{igaz, hamis} halmazba képező függvényt. A tp formula interpretációit egyértelműen 
megadhatjuk azon ítéletváltozók halmazával, amelyeken az interpretáció az igaz 
értéket veszi fel. Ezért a továbbiakban a T részhalmazait interpretációnak nevezzük. 
Az összes interpretáció halmaza 9 . 
A tp formula igaz egy adott interpretációban, ha a logikai összekötők szokásos 
értelmezésével kiértékelve igaz eredményt kapunk. Egyébként a formula hamis. 
Valamely formula kielégíthetetlen, ha minden interpretációban hamis. A formula 
kielégíthető, ha van olyan interpretáció, amelyben igaz. Azokat az interpretációkat, 
amelyekben a formula igaz, a formula modelljeinek nevezzük. 
A <p formula modelljeinek halmazát Mod(9?) jelöli. Amennyiben A ítéletváltozó, 
minden A-t tartalmazó interpretáció modellje A-nak. Összetett formula modelljei 
a következőképpen származtathatók: 
Mod(-iy>) = 9\Mod(y>) 
M o d ( 9 7 V p ) = M o d ( Y > ) V M o d ( / Í ) 
M o d ( Y J Л p ) = M o d ( Y > ) Л M o d ( / J ) 
Ha I i , I 2 , . . . , h interpretációk, form(7i, I2 , • • •, h ) jelöli azt a formulát és egyben 
azt a tudásbázist, amelynek pontosan h , I 2 , • • •, h a modelljei. А Т В rövidítés a 
lehetséges tudásbázisok halmazát jelöli. 
Azt mondjuk, hogy tp implikálja p-t, ha Mod(^) С Mod(/i). 
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2.2 Interpretációk előrendezése 
A minimális változtatás igényének megfelelően az eredeti tudásbázishoz bizo-
nyos értelemben legközelebb álló modellek keresése a cél. A legközelebbi modellek 
megkereséséhez az interpretációk közötti előrendezés szükséges. 
A < reláció előrendezés az 9-n, ha reflexív, tranzitív, és a következő tulajdon-
sággal rendelkezik: I, J G 9-re I < J akkor és csak akkor, ha I < J és J / I. Az 
előrendezés totális, ha minden I, J £ 9-re vagy I < J vagy J < I, egyébként az 
előrendezés parciális. Azt mondjuk, hogy I = J, ha / < J és J < I egyidejűleg 
teljesül. 
Az I interpretáció a < előrendezés szerint minimális a H С 9 halmazon, ha 
/ £ H, és bármely J £ H esetén I < J. A. H halmazon a < előrendezés szerint 
minimális interpretációk halmazát Min{//, <} jelöli. 
A későbbiekben látni fogjuk, hogy valamely operátor osztályba sorolását meg-
könnyítik az alábbi definiált függvények. A definíciókban az 9-n értelmezett előren-
dezések halmazát ER-rel, a totális előrendezések halmazát TER-rel jelöljük. Szo-
kásos módon Dj és Rj az / függvény értelmezési tartományát illetve értékkészletét 
jelenti. 
2.2.1 Definíció. Az f függvényt globálisan megbízható függvénynek nevezzük, 
ha teljesülnek az alábbiak: 
1. Dj = ТВ 
2. Rj Ç TER 
3. На I £ M(ip) és J ^ Mod(<p), akkor I J minden p £ Dj esetén 
4. На I, J £ Mod(ip) akkor I J, minden p £ Dj esetén 
5. Ha ipi <—• p2 akkor f(pi) = f(p2). 
Az / függvény lokálisan megbízható, ha az alábbi tulajdonságokkal rendelkezik: 
1. Dj = 9 . 
2. Rj Ç ER 
3. На I ф J akkor I <j J minden I, J £ Dj esetén 
4. На I = J akkor I =j J minden I, J £ Dj esetén 
(A = jel az azonosságot jelöli.) 
Az eddigi definíciók a tudásbázisok, illetve az egyes interpretációkhoz rendelt 
előrendezések tulajdonságait rögzítették. Az alábbi definíció az egyes előrendezések 
egymáshoz való kapcsolatára vonatkozik. 
2.2.2 Definíció. A f : TB —» TER függvény lojális, ha teljesül, hogy 
1.) Minden <pi,<p2 £ Dg-те, ha g(ipi) =<g,,,g(<p2) =<<p2 és I J, 
I J akkor I <4>l\/4,2 J, ahol g(ipi V ip2) = < ^ , ^ 2 
2.) Ha ipi <—> p2 akkor f(<pi) = f{pz) 
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3. Tudásbázis kijavítása 
Jelölje p az eredeti tudásbázist, p pedig a p által leírt világról új ismeretet adó 
formulát. 
Jelölje 0 a kijavító operátort. A p tudásbázis p szerinti kijavításakor eredmé-
nyül kapott új tudásbázis ip°p. 
KATSUNO és MENDELZON [KM91a]-ban az [AGM] posztulátumokat kielégítő 
nulladrendű tudásbázisokra alkalmazható 0 : ТВ x ТВ —* ТВ, ún. kijavító operá-
torokra a következő axiómarendszert fogalmazták meg: 
[KI] p°p implikálja p-t 
[K2] Ha p Л p kielégíthető, akkor p°p <—> p Л p 
[КЗ] Ha p kielégíthető, akkor p°p is kielégíthető. 
[K4] Ha pi <•—• p2 és p i <•—« p2, akkor (p i°p i ) *—» (P2°P2) 
[K5] (p°p) Л г/ implikálja p°(p Л f)- t 
[Кб] На ( p ° p ) Л м kielégíthető, akkor p ° ( p Л и) implikálja 
( P ° P ) Л M-t 
A [KI] axióma szerint az új ismeret visszakapható a kijavított tudásbázisból. 
Ez az axióma fejezi ki az új p tudásnak az eredeti p tudásbázishoz képest feltéte-
lezett „igazabb" voltát (feltétel nélküli elfogadását). Amennyiben p és p konzisz-
tensek, akkor az eredmény az eredeti és az új tudásbázis közös modelljeire húzódva 
pontosabbá válik. А [КЗ] axióma a kijavítás igen lényeges tulajdonságát rögzíti, 
éspedig ha (az eredeti tudásbázis konzisztens voltától függetlenül) az új tudást hor-
dozó p formula kielégíthető, az eredményül kapott tudásbázis is az lesz. Ez tehát 
azt is biztosítja, hogy a konzistens tudásbázissal való kijavításkor nem keletkez-
het inkonzisztencia. Ez is indokolja az operátor elnevezését. А [K4] axióma Dalai 
szintaxis-függetlenségi alapelvét fejezi ki, amely szerint a kijavítás eredményéül adó-
dó tudásbázis jelentése független kell hogy legyen éppúgy az eredeti tudásbázis, mint 
maga a kijavítás szintaxisától. Bármely, tudásbázist módosító operátorról legyen 
szó, természetes az a törekvés, hogy az eredeti tudásbázisból a lehető legtöbb in-
formáció megmaradjon, másképpen, hogy az eredeti tudásbázis csak minimálisan 
változzon. A [K5]-[K6] axiómák azt fejezik ki, hogy p és p inkonzisztenciája esetén 
az eredeti tudásbázishoz legközelebbi modellek lesznek az új tudásbázis modelljei. 
KATSUNO és MENDELZON [KM91b]-ben bizonyította az alábbi tételt: 
3.1 TÉTEL. A 0 : ТВ x ТВ —» ТВ tudásbázist módosító operátor akkor és 
csak akkor elégíti ki a [K1]-[K6] axiómákat, ha van olyan globálisan megbízható f 
függvény, amelyre 
Mod(p°p) = Min{Mod(p), / (p )} . • 
Tehát a p tudásbázis p szerinti kijavításakor kapott új tudásbázis modelljei 
mindazok a p modellek, amelyek a p-hez rendelt / ( p ) = <^ előrendczés szerint 
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minimálisak. Ebben az értelemben a kijavítás valóban a ip tudásbázis minimá-
lis megváltoztatásával, a ip-hez legközelebb álló modelleket választja ki. Mivel e 
közelség fogalma az előrendezésen múlik, a jól használható operátor megadásának 
feltétele a „jó " előrendezés megadása. Az alábbiakban egy-egy példát adunk a 
„jó ", ill. „rossz" elörendezésekre. 
3.2 Példa. DALAL [D88a], [D88b] cikkeiben megadott operátor kielégíti a [ K L ] -
[K6] axiómákat. Az előrendezés megadásához Dalal az interpretációk különbözősé-
gét azok szimmetrikus differenciájának számosságával jellemezte: 
kül(7, J ) := | / ф J\, 
ahol ф jelöli a szimmetrikus differenciát: I © J = (I \ J) U (J \ / ) . Valamely 
interpretáció távolságát a ip tudásbázistól táv(<£>, I) jelöli: 
táv (<p , I )~ Mod kül(7,1). 
Je Mod(i^) 
Az előrendezés a fentiek alapján a következőképpen adható meg: 
Az fn függvény minden <p tudásbázishoz rendelje azt а < v előrendezést, amely 
szerint 1 J akkor és csak akkor, ha táv(y>, I) <v táv(ip, J). Nyilvánvaló, hogy 
}D globálisan megbízható függvény, ezért a 
Mod(^V) = Min{Mod(/r), / о (y>)} 
összefüggéssel megadott 0 operátor valóban kijavító operátor. • 
Ebben a példában látott globálisan megbízható függvény nemcsak a formális, 
hanem az intuitív elvárásoknak is megfelel. A 3.1 tétel segítségével azonban könnyen 
megadhatunk olyan globálisan megbízható függvényt, amely bizonyos tudásbázisok 
esetében éppen a Dalai-féle f o függvény szerinti p-tö\ maximális távolságra lévő 
modelleket adja meg. A következő példa ezt illusztrálja. 
3.3 Példa. Az /* függvény legyen egyenlő az fo függvénnyel azokon a p tu-
dásbázisokon, amelyekre |Mod(y>)| páratlan. Ha pedig | Mod(y>)| páros, akkor a 
következő, <* előrendezést rendelje a ip tudásbázishoz: 
ha táv(y>, I) > táv(y>, J ) és I,J£ Mod(y>) 
vagy 
I £ Mod(y>) és J £ Mod(y>) 
1=1 J ha I, J & Mod(y). 
f* globálisan megbízható, és ha |Mod(y>)| páros, akkor a kijavítás eredmé-
nyeképpen kapott modellek éppen <^ szerint a ip-iő\ legtávolabbi interpretációk, 
amennyiben nincsenek közös modellek. • 
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A kijavításra vonatkozó axiómarendszer szerinti függvényosztály tehát túlságo-
san tág, hiszen az előző példából látható, hogy csaknem tetszőleges előrendezéssel 
kielégíthető a globális megbízhatóság kritériuma, jóformán csak arra kell ügyelni, 
hogy ekvivalens tudásbázisokhoz ugyanazt az előrendezést adja a függvény. Ezen 
előnytelen tulajdonságot további axiómák bevezetésével lehet javítani. 
Például ha a 3.1 tételben az f p függvény segítségével adjuk meg a kijavító 
operátort, akkor az kielégíti a következő tulajdonságot is: 
[K7] ( i p f f p ) Л (<p2°p) implikálja (ipx V p2)° p-t. 
Mivel az f p függvény a gyakorlatban jól alkalmazható, célszerűnek látszik ezt a 
speciális tulajdonságot megkövetelni, és 7. axiómaként bevezetni. Az új, [K7] axi-
óma független az eredeti [K1]-[K6] axiómáktól, hiszen pl. az /* választással olyan 
függvényt adunk meg, amelyik a globális megbízhatósága miatt kielégíti a [K1]-[K6] 
axiómákat, de а [K7] axiómát nem. Ennek belátása a következő tétel felhasználá-
sával igen egyszerű, ezért a tétel bizonyítása után térünk rá. 
3 . 4 T É T E L . A • : ТВ X ТВ —• ТВ tudásbázist módosító operátor akkor és 
csak akkor elégíti ki a [K1]-[K7] axiómákat, ha van olyan globálisan megbízható és 
lojális f függvény, amelyre 
Mod(<p • p) — Min{Mod(/r), f(p)}. 
Bizonyítás. Az alábbi bizonyításokban a [KM91b]-ben található 3.1 tétel bizo-
nyításában szereplő ötleteket, ill. [R93]-ban szereplő bizonyításokat használtuk fel. 
I. Tegyük fel, hogy létezik egy operátor, amelyik kielégíti a [K1]-[K7] axiómá-
kat. Az / függvény minden ip tudásbázishoz rendelje hozzá azt a előrendezést, 
amelyre I <v J akkor és csak akkor, ha 7 £ Mod (p • form(7, J)). Bizonyítandó, 
hogy 
1.) / globálisan megbízható függvény 
2.) Mod(v> • p) = М т { М о й ( р ) , < ^ } . 
3.) / lojális 
1.) a.) R j Ç TER ([R93] alapján) 
A fent definiált < v reláció totális: Ugyanis ha p kielégíthető, akkor a [KI] és 
[КЗ] axiómák alapján Mod(y> • form(7, J)) nem üres részhalmaza {7, 7}-nek. Ezért 
minden I, J interpretáció összehasonlítható. 
< v reflexív: Az előzőhöz hasonlóan a [KI] és [КЗ] axiómák alapján 
Mod(y> • form(7)) nem üres részhalmaza {7}-nek. 
tranzitív: Tegyük fel, hogy ip kielégíthető, és а < 9 reláció nem tranzitív, 
vagyis van olyan 7, J, К interpretáció, amelyre 7 <v J, J К és 7 К. А 
< v reláció definíciója miatt 7 (f Mod(y? • form(7, Ti.')), ezért а [K5] axióma miatt 
7 $ Mod(y? • form(7, J, К)) Л {7, Ti'}, tehát 7 g Mod(v? • form(7, J, A')). 
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Ha J € Mod(y? • form(7, 7, K)), akkor (<p • form(7, J, К)) Л form(/, J) kielégít-
hető. Mivel I ф Mod(y; • form(7, 7, K)), ezért I ф Mod(<p • form(7, J, К)) Л {7, J}. 
А [K6] axióma miatt így I (f Mod(ip • form(7, J)). Ez pedig ellentmond az I <v J 
feltevésnek. 
Ha J ф Mod((9? • form(7, J, K)), akkor a [KI] valamint а [КЗ] axiómákból 
К = Mod((<p • form(7, J, К)) következik. így a (<p • form(7, J, К) Л form(J, Kj) 
kielégíthető. [K6]-ot felhasználva, mivel J ф Mod(ip »form(7, 7, Kj) Л {7, Tv}, ezért 
J £ Mod((y> • form(J, Kj), ami ellentmond a J <v К feltevésnek. 
1.) b) 7, J E Mod(yj), akkor 7 = v J: 
Mivel mindkét interpretáció modellje ^>-nek, ezért а [K2] axióma miatt 
Mod(<peform(7, J j ) = {7, J}. Tehát 7, J E Mod(<peform(7, J)) , ami a definíciója 
alapján azt jelenti, hogy 7 J és 7 7. 
1.) c.) 7 E Mod(y>), és 7 ^ Mod(<p), akkor I <v 7: 
А [K2] axióma miatt Mod(y> • form(7, J j ) — {/}, így 7 7 teljesül. Mivel 
7 ^ Mod(<p • form(7, 7)), így 7 ^ 7, tehát valóban 7 7 fennáll. 
1.) d.) Ha 9?! < * <p2, akkor f(<pi) = /(<p2): 
Nyilvánvalóan teljesül а [K4] axióma miatt. 
2.) Amennyiben p kielégíthetetlen, a [KI] axióma felhasználásával Mod(ipep) = 
0 = Min{Mod(p), <<p}, tehát igaz az állítás. A továbbiakban feltesszük, hogy a p 
kielégíthető. Az egyenlőséget a kétirányú tartalmazás bizonyításával látjuk be. 
2.) a.) Mod(v> • p) Ç Min{Mod(p), : 
Tegyük fel az állítással ellentétben, hogy 7 E Mod(^>»p), és 7 ^ Min{Mod(p), 
Akkor létezik legalább egy olyan 7 E Mod(p) interpretáció, amelyre 7 < 7 teljesül. 
A előrendezés definíciója szerint ekkor Mod(<p • form(7, 7)) = {7}. Mivel 7 és 
7 mindegyike modellje p-nek, p Л form(7, 7) = form(7, 7). А [K5] axióma szerint 
ModO • p) Л {7, 7} С Mod(v? • (p Л form(7,7))) = Mod(<p • form(7, 7) = {7}. 
Vagyis, I (£ Mod(9? • p), ami ellentmondás. 
2.) b.) Min{Mod(p), Ç Mod(y? • p): 
Tegyük fel az állítással ellentétben, hogy I £ Min{Mod(p), <v], és I ф Mod(<p» p). 
А [КЗ] axiómából következik, hogy van (<p»p)-nek modellje, legyen ez 7. [KI] miatt 
7 a p-nek is modellje. így p Л form(7, 7) = form(7,7). А [K5] és [K6] axiómákat 
felhasználva Mod((v?*p) Л form(7, 7)) С Mod(y>ep)A {/, 7} = Mod(y?*form(7, 7)). 
A [KI] és [КЗ] axiómák szerint Mod(ip • form(7, 7)) nemüres részhalmaza { f e j -
nek. Mivel I tfi Mod(<p • p), ezért I £ Mod(ip • form(7, 7)), tehát I jt^, 7. Ez a 
kiindulási feltétellel ellentétben éppen azt jelenti, hogy 7 nem lehet Mod(p)-nek a 
előrendezés szerinti minimális eleme. 
3.) Mivel / globálisan megbízható függvény, ezért csak a lojalitás 1.) tulaj-
donságát kell bizonyítani. Tegyük fel, hogy 7 <Vl J és 7 <4>2 7. 
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Akkor I £ Mod(^i •form(7, J)) , és I E Mod(y?2 •form(7, J)). A [K7] axióma szerint 
I £ Mod((ip1 V <p2) • form(/, J)) , vagyis I < V l V V î J, ami éppen azt jelenti, hogy az 
/ függvény lojális. 
II. Tegyük fel most, hogy van olyan / lojális és globálisan megbízható függvény, 
amely minden <p tudásbázishoz a előrendezést rendeli. Ekkor bizonyítandó, 
hogy a 
Mod(<p • p) = Min{Mod(p), < v ) 
összefüggéssel definiált • operátor kielégíti a [K1]-[K7] axiómákat. 
A [KI] axióma teljesülése a • operátor definíciójából közvetlenül látható. 
[K2]-t a kétirányú tartalmazás bizonyításával látjuk be. Feltesszük, hogy р Л p 
kielégíthető. 
Először azt bizonyítjuk, hogy 
Mod(y Л g) Ç Min{Mod(p), <„} . 
Legyen I £ Mod(<pAp). Mivel / globálisan megbízható függvény, a 3. tulajdonságból 
következik, hogy ha / £ Mod(^), akkor I <v J teljesül minden olyan J interpretá-
cióra, amelyre J ^ Mod(^). Másrészt I £ Mod(p) is igaz, ezért ha I £ Mod(<pA/i), 
akkor I £ Min{Mod(p(, 
Most azt látjuk be, hogy Min{Mod(p), Ç Mod(<p A p). Tegyük fel, hogy 
van olyan I interpretáció, amelyre I £ Min{Mod(/i), fennáll, de I (f Mod(ipA/i). 
Mivel ip A/i kielégíthető, van modellje, legyen ez J. A globális megbízhatóság miatt 
J <v I, hiszen J £ Mod(^?) és I (j) Mod(ip). Ezért I nem lehet minimális eleme a 
Mod(p) halmaznak, ami ellentmondás. 
А [КЗ] axióma teljesülése a definíció alapján nyilvánvaló. 
А [K4] axióma a globális megbízhatóság 5. (ill. a lojalitás 2.) tulajdonságának 
egyenes következménye. 
A [K5] és [Кб] axiómák belátásához tegyük fel, hogy (<p • p) A v kielégíthető, 
hiszen ellenkező esetben а [K5] axióma nyilvánvalóan teljesül. 
Bizonyítandó, hogy Mod((<p°p) Ai / )C Mod(<p°(p A í/)), vagyis, hogy 
Min{Mod(p), П Mod(p) С Min{Mod(p A v), Tegyük fel, hogy 
I £ Min{Mod(p), nMod(p). Ekkor I £ Min{Mod(p Л i/), is teljesül, hiszen 
ha nem így lenne, létezne olyan J £ Mod(/i A v), amelyre J I. Mivel egyúttal 
J £ Mod(/r), ezért I nem lehetne minimális Mod(p)-ben. 
Most a másik irányú tartalmazást bizonyítjuk: 
Mod(y>°(/i A v)) С Mod((<p°p) A v), ami azt jelenti, hogy 
Min{Mod(p A v), Ç Min{Mod(p), П Mod(p). 
Tegyük fel, hogy I £ Min{Mod(p A v), és I £ Min{Mod(p), П Mod(p). 
Mivel I £ Mod(p), ezért I ^ Min{Mod(p), A (<p°/r) A v tudásbázis kielégíthe-
tősége miatt van olyan J interpretáció, amelyre J £ Min{Mod(/r), <ip) П Mod(i/). 
így J £ Mod(p Л м), és így I £ Min{Mod(p A v), miatt I <v J. Ez ellentmond 
а I £ Min{Mod(/z), állításnak. 
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А [K7] axióma pedig a lojalitás alapján a következőképpen látható be: Ha 
I G Min{Mod(/r), < V l } , és l£ Min{Mod(/t), <^,5}, akkor I <Vl J és I <V2 J 
minden más J G Mod(/r) interpretációra. Ekkor a lojalitás miatt I J 
fennáll, tehát I G Min{Mod(/i), így a [K7] axióma teljesül. • 
Most rátérünk annak bizonyítására, hogy a [K7] axióma független a [Kl]-[Кб] 
axiómáktól. 
A 3.3 példához hasonló, a jogos elvárásokat nem kielégítő megoldások egy részét 
tehát а [K7] axiómával ki lehet küszöbölni. A 3.3 példabeli /* függvény esetében 
legyen p is és fi is olyan tudásbázis, amelyeknek modellhalmaza páratlan elemszámú, 
és tegyük fel továbbá, hogy nincsen közös modelljük. Legyen I <* J és / <* J , ahol 
<* és <* az /* függvény által a p és a fi tudásbázisokhoz rendelt előrendezések. /* 
definíciója szerint akkor I J és I <ß J is teljesül, ahol < v és < ß az fn függvény 
megfelelő értékei p-n és p-n. Mivel fo lojális, ezért I J• De | Mod(y? V 
nyilván páros, így J <J,V/J I• Ezért /* nem lehet lojális. Ezzel beláttuk, hogy a 
[K7] axióma független a [K1]-[K6] axiómáktól. 
4. Tudásbázisok modell-illesztése 
[R93] alapján egy új operátort adunk meg. A kijavító operátorra vonatkozó 
axiómák szigorúak abban az értelemben, hogy a p / \ f i kielégíthetősége esetén csakis 
ez lehet a transzformáció eredménye. Többek között ezen követelményt elhagyva és 
más tulajdonságokat megkövetelve, a gyakorlatban szintén jól alkalmazható transz-
formációhoz jutunk. 
Az alábbi, [M1]-[M7] axiómák megfogalmazásával az a cél, hogy lehetőség le-
gyen adott p, fi tudásbázisokhoz olyan p V fi operátor megadására, amelynek 
eredménye legjobban illeszkedik az eredeti p tudásbázishoz úgy, hogy a fi tudásbá-
zist implikálja. Ez utóbbi indokolja az [Ml] axiómát, amely az eddig ismertetett 
operátornál is szerepel. Az [M2] axióma új: azt fejezi ki, hogyha a p tudásbázis 
kielégíthetetlen, akkor nem lehet hozzá illeszteni semmilyen más modellt. Az [M3] 
axióma a konzisztencia megmaradását biztosítja. A többi axióma a kijavításnál 
ismertetett [K3]-[K7] axiómáknak felelnek meg. 
А V : ТВ x ТВ —» ТВ operátort modell-illesztő operátornak nevezzük, ha 
kielégíti az alábbi [M1]-[M7] axiómákat: 
[Ml] pVfi implikálja p-t 
[M2] Ha p kielégíthetetlen, akkor pVp is az 
[M3] Ha p és p mindegyike kielégíthető, akkor pVp is az 
[M4] Ha pi *—• p2 és pi <—> p2, akkor píVpi <—• PzVp2 
[M5] (pVp) Л и implikálja pV(p Л p)-t 
[Мб] Ha (pVp) Л и kielégíthető, akkor pV(p Л v) 
implikálja (pVp) Л u-i 
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[M7] (ipiVp) Л (p2Vp) implikálja (<pi V p2)V p-t 
Az előző transzformációnál Ismertetett 3.4 tételhez hasonlóan e transzformáci-
óra is érvényes a következő tétel: 
4.1 TÉTEL. А V : ТВ x ТВ —• ТВ operátor akkor és csak akkor elégíti ki az 
[M1]-[M7] axiómákat, ha van olyan lojális függvény, amely a p tudásbázishoz a <v 
előrendezést rendeli, és amelyre 
Bizonyítás. I. Tegyük fel, hogy а V operátor kielégíti az [M1]-[M7] axiómá-
kat. Az / függvény minden p tudásbázishoz rendelje hozzá azt a előrendezést, 
amelyre I J akkor és csak akkor, ha / £ Mod(<pV form(7, J)). Bizonyítandó, 
hogy 
1.) / lojális 
2.) Mod(yVp) = Min{Mod(p), < v } . 
Ezen tulajdonságok bizonyítása megegyezik a 3.4 tétel bizonyításának megfelelő 
I.l.a.), I.l.d), 2., 3. pontjával. 
II. Tegyük fel most, hogy van olyan / lojális függvény, amely minden ip tudásbá-
zishoz a előrendezést rendeli. Ekkor bizonyítandó, hogy а V : ТВ x ТВ —> ТВ, 
összefüggéssel definiált V operátor kielégíti az [M1]-[M7] axiómákat. 
Az [Ml] axióma teljesülése а V operátor definíciójából közvetlenül látható. 
Az [M2] axióma teljesül, hiszen ha p kielégíthetetlen, akkor a minimális mo-
dellek halmaza üres. 
Az [M3] axióma abból következik, hogy ha p és p kielégíthető, akkor mindig 
van olyan modellje p-nek, amely minimális. 
Az [M4] axióma a lojalitás 2. tulajdonságának közvetlen következménye. 
Az [M5], [Мб], [M7] axiómák teljesülésének bizonyítása megegyezik a 3.4 tétel 
II. részében а [K5], [Кб], [K7] axiómák teljesülésének bizonyításával. • 
4.2 Példa. 
a.) Az f p függvény szerint képezett operátor modell-illesztő operátor, hiszen 
fD lojális. 
b.) Az fi) függvény [R93]-beli alább ismertetett módosítása lojális, ezért az 
eszerint képezett operátor modell-illesztő operátor: 
Mod(^>Vp) := Min{Mod(p), teljesül. 
Mod(^Vp) = Min{Mod(p), < v } 
kül(7, J) := |7 ф J | 
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Pl. tegyük fel, hogy egy csoportot tanító tanár vagy csak Datalogot (D), vagy 
Datalogot (D) és SQL-t (5) akar tanítani. A hallgatók viszont (egyenlő szám-
ban) vagy csak SQL-t, vagy csak Datalogot, vagy SQL-t, Datalogot és Query-by-
Example-t (Q) akarnak tanulni. 
A tanár álláspontja a p = (~>S ADA -*Q) V (S A D A Q) formulával, a hallgatók 
igénye pedig a <p = (S A ~<D A ->Q) V (->5 ADA ~,Q) V (S A D A Q) formulával írható 
le. A megfelelő modellek: 
Mod(p) = {{£>}, {S,D}}, 
Mod(p) = {{<?}, {D},{S,D,Q}}. 
Az egyes távolságok kiszámításával az eredmény: 
Mod(pVp) = Min{Mod(p), < „ } = {{5, D}}, 
ami azt jelenti, hogy a tanár akkor dönt helyesen, ha mind SQL-t, mind Datalogot 
tanít. • 
5. Tudásbázis felfrissítése 
A 3. fejezetben ismertetett kijavításkor amennyiben az eredeti <p tudásbázis és 
az új p tudásbázis inkonzisztens, úgy a tp modelljei közül az inkonzisztenciát okozó 
modellek az eredményben nem szerepelnek, semmilyen módon nem is lehet rájuk 
következtetni. Többek között ez a tulajdonság az, ami miatt a tudásbázis felfrissí-
tésének igénye jelentkezett. Frissítéskor az a törekvés, hogy a lehetséges világokat 
(vagyis az eredeti tudásbázis modelljeit) egymától függetlenül vizsgálva eljuthas-
suk az eredményig, és így minden modellből tartalmazzon valamilyen információt a 
felfrissített tudásbázis. Ezért a ip tudásbázis módosításakor annak külön-külön min-
den egyes modelljéhez a legközelebb álló p-modelleket keresünk. A felfrissítés így a 
pontonként legközelebbi p-rriodelleket adja eredményül, míg a kijavítás a tudásbázis 
egészéhez viszonyított legközelebbi modellt választja ki. 
Jelentse p az eredeti tudásbázist, p pedig az új ismeretet leíró tudásbázist. 
А о : ТВ x ТВ —+ ТВ felfrissítő operátorra vonatkozó axiómák [KM91a] cikke 
nyomán a következők: 
[FI] <p о p implikálja p-t 
[F2] Ha p implikálja p-t, akkor pop ekvivalens p-vel 
[F3] Ha p és p mindegyike kielégíthető, akkor p о p is az 
[F4] Ha pi <—* p2 és p j <—» p2, akkor pi о p i <—» p2 о p2 
[F5] (p о p) Л V implikálja p о (p Л v)-t 
[F6] p о p j implikálja рг-t, és p о p2 implikálja pi-et, 
akkor p о pi <—> p о p2 
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[F7] Ha I Mod(97)1 = 1, akkor (97 о p i ) Л (p о p2) 
implikálja p о (pi V p2)-t 
[F8] (pi V p 2) о p ekvivalens (pi о p) V (р2 о р) 
Az [Fl], [F4], [F5] axiómák rendre a [KI], [K4], [K5] axiómák megfelelői. Az [F2] 
axióma azonban lényegesen különbözik [K2]-től. [F2] következményeképpen, ha az 
eredeti tudásbázis inkonzisztens, akkor a felfrissített tudás is az. Tehát a tudás-
bázisba valamilyen módon bekerült ellentmondás felfrissítéssel nem hozható helyre. 
Ez összhangban van azzal az intuitív eljárással, hogy a felfrissítés a (97 által tükrö-
zött) világ változásait viszi be a tudásbázisba. Ha azonban nincsen olyan lehetséges 
világ, amely megfelelne a p tudásbázisban rögzítetteknek, akkor nyilván nincs mód 
arra, hogy a valós világ /i-vel (helyesen) megfogalmazott változásait tükrözze a fel-
frissített tudásbázis. A kijavítás esetében ez a probléma nem áll fenn, hiszen a p 
formula mintegy felülírja a p tudásbázist. Az [F3] axióma a konzisztencia megma-
radását biztosítja. A [K6] axióma helyett három új axióma szerepel. [F6] szerint ha 
a pi formula szerinti felfrissítés maga után vonja a p2 szerintit, és viszont, akkor a 
pi és a p2 szerinti felfrissítések ekvivalensek. Az [F7] axióma csak szingletonokra 
alkalmazható. Eszerint, a résztudások alapján felfrissítéssel kapott közös világok a 
résztudásokkal vagylagosan felfrissített a tudásbázisban is megmaradnak. Végül az 
[F8] axióma biztosítja az egyes modellek független felfrissítését. 
[KM91a]-ban a szerzők többek között a következő tételt bizonyították: 
5.1 T É T E L . А о : ТВ x ТВ —> ТВ operátor akkor és csak akkor elégíti ki az 
[F1]-[F8] axiómákat, ha létezik olyan f lokálisan megbízható függvény, amelyre 
Mod(pop)= | J MinjMod (p),f(I)}. • 
/ g M o d ( i p ) 
5.2 Példa. M. W I N S L E T T [Wi88]-ban elsőrendű nyelven megadott tudásbázisok 
módosítására adott meg egy operátort, amelyet nulladrendre átírva kielégíti az [F 1]-
[F8] axiómákat. Két interpretáció különbözőségét jelölje kül(7, J ) := I ф J. Az f 
függvény minden egyes I interpretációhoz a következő /(7) := < / előrendezést 
rendelje hozzá: J1 </ J2 akkor és csak akkor, ha kül(7, J1) С kül(7, J)2). Mivel az 
/ függvény nyilván lokálisan megbízható minden 7 £ 3-n ezért a 
Mod(ff> о p) = I J Min (Mod(p) , / (7)} 
^ / g M o d ( v j ) 
összefüggéssel megadott о operátor valóban felfrissítő operátor. • 
Ha nem áll rendelkezésre egyértelmű utalás arra vonatkozóan, hogy a régi tu-
dásbázis helyesen írja-e le a világot, és az új ismeret a világ változását hordozza-e, 
vagy pedig az eredeti tudásbázis helytelenségére derül-e fény az új információból, 
akkor nehéz eldönteni, hogy pl. a kijavító és felfrissítő operátorok közül melyiket 
célszerű alkalmazni. Ezt illusztrálja az alábbi példa, G I N S B E R G és S M I T H [GS87], 
W I N S L E T T [Wi89], valamint K A T S U N O és M E N D E L Z O N [KM91] cikkeinek alapján. 
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5.3 Példa. Tekintsük a következő tudásbázisokat: 
p : = ( < ! Л -if2 л —ifз Л if4 Л —ifs) V ( f i Л -if2 Л - i f 3 Л <4 Л is) 
p := (fi Л Í2 Л f 3 Л f4 Л f5) V (-if 1 Л -1/2 Л —ifз Л -Т4 Л -ifs). 
A megfelelő modellek: 
Mod(^) = {{fl}>{fl ,f4,f5}} 
Mod Ol) = {{ },{h,t2,t 3,U,t5}}. 
A 3.2 példában szereplő kijavító operátort alkalmazva az alábbi modellhalmazt kap-
juk eredményül: 
Mod(^V) = {{}}• 
Az 5.2 példában ismertetett felfrissítő operátorral pedig a következő eredményhez 
jutunk: 
Mod(y?op) = { {ti,t2,t3,U,t5}, {} }. 
Tegyük fel, hogy a leírandó világ egy szoba, melyben egy asztal, és azon kívül öt 
tárgy található. A tárgyak az asztalon vagy a padlón helyezkedhetnek el. A f; 
mondat jelentse azt, hogy az i. tárgy az asztalon van. A p tudásbázis így azt 
jelenti, hogy vagy az 1. tárgy, vagy az 1., 4., 5. tárgy az asztalon van. A szobába 
küldenek egy robotot azzal a feladattal, hogy rendezze el úgy a tárgyakat, hogy 
vagy mindegyik az asztalon, vagy mindegyik a padlón helyezkedjen el. Ez éppen a 
p formula jelentése. A kijavítással kapott eredmény szerint minden tárgy a padlón 
van. Ez az eredmény nem fogadható el, hiszen a robot feladatának végrehajtása után 
lehetséges, hogy mindegyik tárgy az asztalon lesz. A felfrissítő operátorral éppen 
ezt az eredmény kapjuk, vagyis ebben az esetben a formulák jelentését figyelembe 
véve a p tudásbázist az új ismeretet tükröző p formula szerint felfrissíteni kell. 
Más választás adódhat, ha a formulákat a következőképpen értelmezzük: A 
f 1 ; f 2, f3, f4, f5 mondatok egy-egy zajos csatornán átmenő jelet képviselnek, pl. egy-
egy bitet. A ti mondat jelentése: az i. csatornán leolvasott érték 1. A csatornák 
állapota változatlan, de a zaj miatt két különböző érték olvasható le: az 10000 és 
az 10011. Ezeket az értékeket írja le a p tudásbázis. Egy, a leolvasástól független 
vizsgálat szerint azonban minden bitnek ugyanaz az értéke, ezt az állítást képviseli 
a p formula. Ez esetben elfogadható lesz a kijavítással kapott 00000 eredmény is. 
• 
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6. Elsőrendű tudásbázisok transzformációi 
6.1 Alapfogalmak 
Az elsőrendű L\ nyelv a következő szimbólumokból áll: 
Változók: X := {х,- | i £ N} 
Konstansok: С := {с,- | г € N} 
Predikátumok: R := {R{ \ i G N} 
Zárójelek: (, ) 
Logikai összekötők: Л; V; -> 
Kvantor: 3 
Egyenlőség: = , 
ahol N jelöli a természetes számokat. 
Az Rí predikátum argumentumainak számát arg(i) jelöli. A változókat és 
konstansokat együttesen termeknek nevezzük. Ha arg(i) = n és , <2> • • • An 
termek, akkor R ( t j , <2, <з> • • •, tn) és = ti atomok. Ha a t\, <2, • • •, tn termek 
mindegyike konstans, akkor 7? (í 1, t2 , • • •, tn) és tk =ti alapatomok. A jólformált 
formulák a szokásos módon képezhetők а Л; V; —> bázison. 
Az ab adatbázis relációk véges halmazából áll: ab := {74, r 2 l r 3 , . . . ,rn) ahol 
г, С C a r ° M minden i-re. Az r; reláció elemeit r, sorainak nevezzük, és 
(ci 
J C2J СЗ, . . . , CAR s(,))-vel jelöljük. 
Az ab adatbázis sémája s(ab) := {Ri, R2, R3, • • •, Rn}- A p (jólformált) formula 
sémája a p-ben előforduló predikátumszimbólumok halmaza, jelölése: s(fi). 
A fi formula interpretációi mindazok az ab adatbázisok, amelyekre s(ft) С 
s(afe). Az összes interpretáció halmaza 3, az összes adatbázis halmaza AB. 
A fi formula modelljei a fi azon ab interpretációi, amelyekre a következő tulaj-
donságok teljesülnek: 
Ha fi a következő formulák valamelyike 
1. ejt = Ci akkor к = í . 
2. Rí (C l , С 2, C3, . . . , С fi ) akkor (ci, c2, c 3 , . . . , c„) G r, . 
3. I/ Л p, akkor ab modellje a t/-nek is és (/2-nek is. 
4. о V p, akkor ab vagy г/-пек vagy 92-nek modellje. 
5. -iiz, akkor ab nem modellje i/-nek. 
6. ЗХР, akkor ab modellje a i/(x|с), с £ С, formulának, ahol p(x|c) а с kons-
tans helyettesítését jelenti а и formulában x minden szabad előfordulásába. 
Elsőrendű tudásbázison (a továbbiakban tudásbázison) azonos sémájú adat-
bázisok véges halmazát értjük. Például valamely p elsőrendű formula modelljei 
(elsőrendű) tudásbázist alkotnak. A könyebb áttekinthetőség kedvéért ebben a fe-
jezetben a p formulát a modelljeivel meghatározott tudásbázissal reprezentáljuk, 
és tb^-vel jelöljük. A tb tudásbázis sémája egyenlő a benne szereplő adatbázisok 
sémájával, jelölése: s(tb). 
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| I 
Minden tudásbázisnak megfeleltethető egy nulladrendű formula, ami úgy adha-
tó meg, hogy elemi ítéletnek tekintjük a ej, = ct és az fí, (ci J С 2 J C3, . . . , Cn ) [Rei78]. 
Ezért a 3.1, 3.4, 5.1 tételek közvetlenül alkalmazhatók. 
6.2 E l s ő r e n d ű t u d á s b á z i s k i jav í tása 
3.4 tételnek megfelelően elegendő egy globálisan megbízható, lojális függvényt 
megadni [BN94]. A 3.2 példában ismertetett távolságfüggvény alapján tudásbázisok 
különbözőségét és távolságát a következőképpen értelmezhetjük. Az azonos sémájú 
r,-, r j relációk különbözőségét 
kül(r,-, r j ) := |ri ф r j I 
adja meg. Az azonos abm, abn sémájú adatbázisok különbözőségét 
kül(afem, abn) := Y к й 1( гГ> r.")> a h o 1 r T £ abm, r? G abn 
összefüggéssel definiáljuk. A tb tudásbázis és az ab adatbázisok távolsága: 
táv(tbg,, a&) := Min < kül (abk,,ab) 
(abk£tbv 
így abm <<p ab„ akkor és csak akkor, ha tkv ( tb v , ab m ) < táv(<6v,, abn) teljesül. 
Legyen g a tudásbázisokon értelmezett függvény, amely minden ip tudásbázishoz a 
fenti < v előrendezést rendeli hozzá. А < v előrendezés totális, és könnyen látható, 
hogy a g függvényre a lojalitás és a globális megbízhatóság többi tulajdonságai is 
teljesülnek. így a 
к : ТВ x ТВ —* TB, k(tbv,tbp) := M i n { t b p , < v } 
összefüggéssel megadott operátor kielégíti a [K1]-[K7] axiómákat. Ez esetben is fel-
vetődik az előrendezés „jóságának" kérdése. Ugyanis ha pl. a táv(<6, ab) távolságot 
az egyes különbözőségi értékek maximumaként definiáljuk, akkor az ennek megfe-
lelő függvény is globálisan megbízható és lojális, vagyis szintén kielégíti a [K1]-[K7] 
axiómarendszert. 
Ha pedig a relációk különbözőségét pl. az alábbi módokon adjuk meg, akkor 
jobb jellemzőt kapunk, hiszen ily módon nemcsak a relációkban különböző sorok szá-
mát, hanem azoknak a reláció méretéhez viszonyított axányát is figyelembe vesszük: 
| r , \ r j | 
kül(r,-, r j ) := 
r] \ UI 
ha |r,j ф 0, \rj I = 0 
ha |r, | = 0, | r , - | # 0 
Fii 
0 ha |r, | = 0, j r j j = 0. 
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2. kül(r,-, rj ) := |г,- ® Tj | / |r< U rj \ 
6 . 3 E l s ő r e n d ű t u d á s b á z i s m o d e l l - i l l e s z t é s e 
Hasonlóan az előző fejezetben követett módszerhez, a 4.1 tétel alkalmazásához 
elegendő egy lojális függvény megadása [BN94]. 
Az előző fejezetben megadott elsőrendű kijavító operátorok lojálisak is, ezért 
egyben modell-illesztő operátorok. A 4. fejezetben ismertetett 4.2 példához hason-
lóan ezen operátorok alábbi módosítása is modell-illesztő operátor: 
táv(<6v,, ab) := Max < kül (abk ,ab) (abk£tbv 
6 . 4 E l s ő r e n d ű t u d á s b á z i s f e l f r i s s í t é s e 
Az 5. fejezetben ismertetett nulladrendű felfrissítő operátort az 5.1 tétel fel-
használásával GRAHNE, MENDELZON és RÉVÉSZ elsőrendű nyelvre általánosította. 
[GMR92]-ben az alábbi példa szerepel elsőrendű tudásbázisok felfrissítésére: 
Az abm adatbázis közelebb van az ab adatbázishoz mint az abn adatbázis, ha 
1. s(abm) = s(abn) és s(ab) С s(dm) 
2. abm <ab abn ha minden r™ £ abm, r" G abn, r, G ab 
a.) r,m © r, С r" © r, minden olyan relációra, amely az abm, abn, ab adat-
bázisok mindegyikében előfordul 
b.) rf1 © 0 Ç r" © 0 a többi relációra. 
Könnyen látható, hogy a < a j parciális előrendezés AB-n. Legyen I az adatbá-
zisokon értelmezett függvény, amely minden ab adatbázishoz a fentieknek megfelelő 
<ab clőrendezést rendeli hozzá. Az I függvényre teljesülnek a lokális megbízhatóság 
tulajdonságai. így az 
/ : ТВ x ТВ —• ТВ, f(p,p)~ [J Min{íbMl<v} 
abÇtb 
összefüggéssel megadott / operátor felfrissítő operátor az 5.1 tétel szerint. 
7. S ú l y o z o t t t u d á s b á z i s o k 
A világról kapott ismeretek, információk nem biztos, hogy egyformán fontosak, 
lehet, hogy egyik állítás bizonyos szempontból jobban tükrözi a leírandó világot, 
mint a másik. Pl. ha egy bizonyos kérdéskörről tartott közvéleménykutatásnál a 
vélemények megoszlanak: a megkérdezettek a%-ának véleményét az A állítás, b%-
ának a B, stb. tükrözi, akkor az ennek alapján létrehozott tudásbázisban célszerű 
tárolni az erre vonatkozó ismereteket. [KM91]-ben ehhez hasonló példa található, 
minden egyes ítéletváltozóhoz két súly tartozik. Ezektől lényegesen különbözik az 
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[R93]-ban bevezetett súlyozott tudásbázis fogalma, ahol minden egyes interpretáci-
óhoz tartozik egy súly. A továbbiakban a súlyozott adatbázis ezen értelmezésének 
olyan módosítását adjuk meg, amely alkalmas negáció kifejezésére is. 
7.1 Alapfogalmak 
A továbbiakban, ha másként nem definiáljuk, a 2. fejezetben ismertetett jelö-
léseket használjuk. 
7.1.1 Definíció. Nulladrendű súlyozott tudásbázisnak nevezzük a 
tp: 3 — [0,1] függvényt. • 
A továbbiakban súlyozott tudásbázison mindig a fent definiált nulladrendű sú-
lyozott tudásbázist értjük. A súlyozott tudásbázisok halmazát Т В jelöli. 
7.1.2 Definíció. Súlyozott interpretációnak nevezzük az (7, a ) £ 3 x [0, 1] ren-
dezett párokat. A tp súlyozott tudásbázis modelljei mindazok a súlyozott interpre-
tációk amelyekre ip(I) > a > 0 : 
Mod(^) := {(7, а) | I £ 3, <p(I) > a > 0}. • 
A fenti definícióból következik, hogy a tp súlyozott tudásbázis akkor és csak 
akkor kielégíthetetlen, ha tp(I) = 0 minden I £ 3-re. 
C-Mod(p)-vel (Classical Modell) jelöljük azon interpretációk halmazát, ame-
lyekre tp(I) > 0. 
A p súlyozott tudásbázis implikálja a g súlyozott tudásbázist, ha minden I £ 3 
esetén tp(I) < g(I), jelölése: tp —> g. Az implikáció értelmezése alapján amennyiben 
az ekvivalenciát a nulladrendben szokásos módon definiáljuk, akkor a tp súlyozott 
tudásbázis akkor és csak akkor ekvivalens a g súlyozott tudásbázissal, ha tp(I) = 
g(I) minden I £ 3 esetén (vagyis ha tp —* g és g —* tp egyidejűleg fennáll). 
Súlyozott tudásbázisok között a következő műveleteket értelmezzük: 
7.1.3 Definíció. 
tpV g(I) = Max{p(I),g(I)} 
<pAg(I) = Min{tp(I),g(I)} 
-чр = I — <p(I). • 
A továbbiakban rátérünk a súlyozott tudásbázisokon értelmezhető transzfor-
mációkra. 
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7 . 2 . S ú l y o z o t t t u d á s b á z i s o k k i j a v í t á s a 
A súlyozott tudásbázisok esetében megadott implikáció fogalmából következik, 
hogy a [K1]-[K6], klasszikus kijavító operátorra megadott axiómák közül a 4.-re 
nincsen szükség. így súlyozott esetben a - : ТВ x ТВ —* ТВ operátort kijavító 
operátornak nevezzük, ha az alábbi axiómák teljesülnek: 
[SK1] p-p implikálja p-t. 
[SK2] Ha p Л p kielégíthető, akkor p-p *—* p Л p 
[SK3] Ha p kielégíthető, akkor p-p is kielégíthető. 
[SK4] (p-p) Л m implikálja p-(p Л 
[SK5] Ha (p-p) Л v kielégíthető, akkor p-(p Л и) 
implikálja (p-p) Л u-t,. 
Súlyozott tudásbázisok transzformációinál a súlyozott interpretációk között értel-
mezünk előrendezést, vagyis az 3 x [0,1] rendezett párok halmazán. Legyen ezen 
előrendezések halmaza ER. 
7.2.1 Definíció. Az / : TB x TB —> ER függvény globálisan megbízható, ha 
minden tp tudásbázishoz a következő tulajdonságokkal rendelkező előrendezést 
rendeli: 
a.) Az előrendezés az első elemek szerint totális előrendezés. 
b.) На I £ C-Mod(^) és J £ C-Mod(^), akkor ( I , a ) < E (J,ß). 
c.) На (7, а) , ( J, ß) £ Mod(^), akkor (7, a) (J, ß) és (J, ß) (I, a). 
d.) Minden p súlyozott tudásbázishoz és 7 interpretációhoz megadható egy 
olyan 97-től függő av(I) £ ]0,1] konstans, amelyre (7, M i n ( 7 ) , ß}) (I,ß) és 
a £ ( 7 ) = p( I ) , ha 7 £ Mod(^). • 
Megjegyzés: A c.) tulajdonság azt jelenti, hogy I,J £ C-Mod(97) esetén 
I = f o r m ( C - M o d ( i £ ) ) J • 
Súlyozott tudásbázisok körében is érvényes a 3.4 tételhez hasonló, 7.2.2 tétel. 
7 . 2 . 2 T É T E L . A Z ^ : Т В X Т В —> ТВ operátor akkor és csak akkor elégíti ki 
az [SK1]-[SK5] axiómákat, ha van olyan f globálisan megbízható függvény, hogy 
M o d ( p - p ) = Min{Mod(p), 
ahol az f által a p tudásbázishoz rendelt előrendezés. 
Bizonyítás. 
I. Tegyük fel, hogy a - operátor kielégíti az [SK1]-[SK5] axiómákat. Az / 
függvény a következő relációt rendelje a p tudásbázishoz: 
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Amennyiben I és J különbözők, legyen (/ , a) < v (J, ß) akkor és csak akkor, ha 
I G C-Mod(<p-((7,1) V (J, 1))), továbbá tetszőleges 7 G 3-re (7, Min{a^(7), /?}) 
(/,/?), ahol «, ,( /) = ( ^ ( 7 , 1 ) ) ( 7 ) . 
Azt kell bizonyítani, hogy 
1. az / függvény globálisan megbízható, 
2. Mod(y>-p) = Min { Mod (p), 
I. Az a.)-c.) tulajdonságok bizonyítása a 3.4 tétel bizonyításának I / l /a . ) -c . ) 
pontjaival megegyezik. 
A d.) tulajdonságból az (7, Min{a¥,(7), ß}) <v ( I , ß ) fennállása közvetlenül a 
definícióból adódik. 
Az a v ( I ) = <p(7), ha 7 G Mod(<p) tulajdonság pedig az [SK2] axióma kö-
vetkezménye. Ugyanis, mint azt a 2. pont bizonyításánál igazoljuk, <p-p(7) = 
Min{a¥>(7), p(7)}. Mivel most 7 G Mod(<p), és 7 G Mod(p), p - p ( I ) = tpApf l ) = 
Min{^(7),p(7)}, vagyis Min{av,(7),p(7)} = Min{<p(7),p(7)}. Mivel p(7) tetszőle-
ges, az egyenlőség csak úgy teljesülhet, ha <2^(7) = <p(/)-
A 2. bizonyításához egyrészt bizonyítani kell, hogy a Mod(<p-p)-ben szereplő 
párok első elemei megegyeznek a Min{Mod(p), < v } halmazban szereplő párok első 
elemeivel. Ez a bizonyítás a 3.4 tétel 1/2 részével egyezik. 
Továbbá azt kell még bizonyítani, hogy 
^ p ( 7 ) = Min{c^( / ) ,p( / )} . 
Az [SK1 ] és [SK3] axiómák miatt 0 < < 1. Legyen a p kijavító tudás-
bázis egy súlyozott modellje (7, p( / ) ) . 
Mivel ekkor p(7) > 0, e z e r i g * - ( / , 1)) A p kielégíthető, így az [SK4] és [SK5] 
axiómák miatt 
( ( ^ ( 7 , 1 ) ) Л р ) ( 7 ) = ( ^ ( ( 7 , 1 ) Л р ) ) ( 7 ) . 
Tegyük fel először, hogy <*,Д7) > p(7), kapjuk hogy: 
((£*•(/, 1)) Л p)(7) = p(7) = ^ ( ( 7 , 1 ) Л p)(7) = <p-p(7). 
Ha pedig p(7) > akkor ((£*-(*.1)) Ap)(7) = a^(7). 
Másrészt 1) Ap)(7) = tehát <£*-р{1) = a^(7). 
Ezzel bebizonyítottuk, hogy <p-p(7) = Мт{а^(7) ,p(7)} , vagyis a - operátor 
valóban a p tudásbázis < v előrendezés szerinti minimális elemeit választja ki. 
I I . Tegyük fel, hogy az / globálisan megbízható függvény által a p tudásbázis-
hoz rendelt előrendezés < v és a - operátor pedig a Mod(ip-p) = Min{Mod(p), < v } 
összefüggés által definiált. Azt kell bizonyítani, hogy teljesülnek az [SK1]-[SK5] axi-
ómák. 
Az [SK1] axióma teljesül, hiszen Mod(p) bizonyos elemei adják az eredményt. 
Az [SK2] axióma teljesülésének bizonyítása egyrészt megegyezik a 3.4 tétel 
bizonyításának II/[K2] részével. Másrészt a súlyokra vonatkozóan pedig a már 
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kiválasztott I interpretációkra az állítás a M i n j a ^ Z ) , p ( / ) } = Min{^>(7), p(7)} = 
(ip Л p)(7) azonosságból következik. 
Az [SK3] axióma teljesülése a - definíciójából közvetlenül adódik. 
Az [SK4] axióma, ha (93-p) Л n nem kielégíthető, akkor ((<p-p) Л n)(7) = О 
minden /-re, ezért ((93-p) A n)(7) < p-(p A f ) ( / ) egyenlőtlenség mindig teljesül. 
Ha ( p - p ) / \ v kielégíthető, akkor az [SK4] és [SK5] axiómák teljesülése egyrészt 
azt jelenti, hogy Mod((^>-p) An) = Mod(<p-(p An)), másrészt, hogy 
((93-p) A n)(7) = p-(p An) ( / ) . Az első állítás bizonyítása a 3.4 tétel bizonyításá-
nak II/[K5]-[K6] bizonyításával azonos. A második állítás bizonyítása a megfelelő 
definíciók alapján ((93-p) A n)(7) = Мт{а ,Д7) , p(7), n ( / )} = <£_-(/£ A n)(7). • 
7.3 Súlyozott tudásbázisok modell-illesztése 
A súlyozatlan tudásbázisoknál a 4. fejezetben Ismertetett modell-illesztő ope-
rátorokhoz hasonlóan a V : ТВ x ТВ —+ TZ? operátort modell-illesztő operátornak 
nevezzük, ha kielégíti az alábbi [S 1]-[S6] axiómákat: 
[SMl] 93 V p implikálja p-t. 
[SM 2] Ha 1p kielégíthetetlen, akkor tp V p is az. 
[SM3] Ha p és p mindegyike kielégíthető. , akkor 
tp V p is az. 
[SM4] (<p V p ) Л n implikálja ip V (p Л n)-t. 
[SM5] Ha (93 V p ) Л о kielégíthető, akkor p V (p A íz) 
implikálja (93 V p ) A n-t. 
[S M 6] ^ P ) л (^2 — H) implikálja (9^ V<p2)Vp-t. 
A lojalitás tulajdonságának súlyozott tudásbázisokra való megfogalmazásával 
a 7.2.2 tételhez hasonló tétel itt is fennáll. 
7.3.1 Definícó. Az s[ : TB —> ER függvégy lojális, ha teljesül, hogy minden 
p v p 2 £ Dsp-re, amennyiben 
a.) Minden tp súlyozott tudásbázishoz és 7 interpretációhoz megadható egy 
olyan, 93-től függő a9(I) G ]0, 1] konstans, amelyre (7, М т { а , Д / ) , ß}) <q> (I, ß)-
b.)"ha sj(p ) , si{p ) = <„2 és (7, a) <v (7, ß), (7, a ) (7, /?) akkor 
X 1 L 1 2 (7, o t )<^v£ 2 (7 / ? ) , ahol V<p2) = <£ iV£2- • 
A következő tétel biztosítja, hogy a v ( 7 ) speciális választásával és lojális függ-
vény segítségével megadható az [SM1]-[SM6] axiómákat kielégítő V operátor. 
7.3.2 T E T E L . На s1 olyan lojális függvény, amely a <p súlyozott tudásbázishoz 
a előrendezést rendeli, akkor a 
V : ТВ x ТВ —> TB, Mod(^ V p ) := Min{Mod{p, 
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összefüggéssel definiált operátor kielégíti az [SM1]-[SM6] axiómákat az o,p(I) = 1 
választás mellett. 
Bizonyítás. Az oiv(I) = 1 választás miatt Мт{а,Д7), ß) = ß, ezért a kiválasz-
tott párokban a súly mindig p(I). 
Az [SM1]-[SM6] axiómák teljesülésének igazolása az eddigiekhez hasonlóan két 
részből áll, egyrészt be kell látni, hogy a párok első elemei a megfelelő súlyozatlan 
modellekben szerepelnek, másrészt, hogy a súlyok választása is megfelelő. Az első 
rész bizonyítása a 4.1 tétel bizonyításának а II. részében megtalálható. A súlyokra 
vonatkozóan a következők teljesülnek: 
Az [SMI], [SM3] axióma fennáll, hiszen a választott modell súlya p(I). 
Az [SM2] axióma igazolása a súlyozatlan esettel megegyezik. 
Az [SM4] axióma teljesül, hiszen 
( ( f X ü ) Av)(I) = Min{p(7),p(7)} = tpV(p Av)(I). 
Ehhez hasonlóan, ha (<pV_p) Av kielégíthető, akkor 
<P V (p Л v)(I) = ((tp VP) Л v)(I). 
Az [SM6] axiómában szintén igaz az implikáció, a súlyok egyenlősége miatt: 
((<£_! V/£) л (p 2 V p ) ) ( I ) = p(I ) = ( ( ^ V p 2 ) V p)(J) . • 
A szimmetrikus modell-illesztés, amelynek célja a mindkét tudásbázishoz leg-
jobban illeszkedő súlyozott tudásbázis megadása, a következőképpen értelmezhető: 
7.3.3 Definíció. А Д operátor a <p és a p súlyozott tudásbázisok szimmetrikus 
modellillesztését adja, ha 
tpAp:= (tpV p)VM_ 
ahol M jelenti azt a súlyozott tudásbázist, amely minden I £ 3-hez az 1 súlyt 
rendeli hozzá. • 
7.3.4 Példa. A 7.2.1 tétel szerint elegendő egy súlyozottan lojális függvény 
megadása. Valamely interpretáció távolsága a tp tudásbázistól legyen a következő: 
s . táv(£, (7, a)) := £ kül(7, J) * tp( J). 
(j,£(/))eMod(£) 
Az interpretációk közti előrendezés: (7, a) <v ( J, ß) akkor és csak akkor, ha 
s- táv(^, (7, a)) < s . táv(£, (J, /?)). 
Adott tp súlyozott tudásbázishoz az sl függvény rendelje a fenti módon mega-
dott előrendezést. Az így definiált sl függvény súlyozottan lojális. 
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Ezért a Mod(^> V p) :— Mod{Min{^, összefüggéssel megadott V operátor 
súlyozott modell-illesztő operátor. • 
A 4.2 b.) példa súlyozott esetre való átfogalmazása pl. a következő: A tanár 
véleménye legyen változatlan, így p({D}) = p({S,D}) = 1. A hallgatók azon-
ban nem egyenlő arányban, hanem pl. következő eloszlásban szeretnének tanulni: 
10 hallgató csak SQL-t, 20 csak Datalogot, és 5 SQL-t, Datalogot és Query-by-
Example-t. A hallgatók kívánsága szerint tehát </'({£'}) = 10/35, p{{D}) - 20/35, 
és D, <Q}) = 5/35. A megfelelő távolságok kiszámítása után {/?} lesz a mi-
nimális modell. Mivel /i({ű}) = 1 volt, ez a súly meg is marad, az eredmény a 
({D}, 1) modell. 
8. Problémák 
A 3.1 fejezetben szereplő [K1]-[K6] axiómák jól alkalmazhatók, ha az eredeti 
ip tudásbázis kielégíthető. Ha azonban p kielégíthetetlen, nincsen gyakorlati út-
mutatás arra vonatkozóan, mi is legyen a kijavítás eredménye. A 3.1 tétel nem 
terjeszthető ki erre az esetre, hiszen nem tudjuk definiálni, hogy mely p model-
lek azok, amelyek a p üres modellhalmazához legközelebb esnek. A legegyszerűbb 
megoldás ilyen esetben, hogy p legyen az eredmény. 
így azonban minden eredeti információ elvész. Ezért célszerűnek tűnik az ere-
deti tudásbázis konzisztens részformuláinak megfelelő modellek kijavításával kapott 
tudásbázisok vizsgálata. 
További vizsgálatot igényel a [K1]-[K7] bővített axiómarendszert kielégítő ope-
rátorcsalád, ugyanis а [K7] axióma hozzávétele még nem zárja ki az olyan globálisan 
megbízható és lojális függvényeket, amelyek azonban mégis intuitív szempontból el-
fogadhatatlan előrendezéseket rendelnek az egyes tudásbázisokhoz. 
Érdekes kérdés vetődik fel, ha а [K7] axióma megfordítását szeretnénk az axi-
ómarendszerhez kapcsolni, pontosabban, ha az alábbi tulajdonság teljesülését is 
megköveteljük: 
[K8] Ha (pi • p) Л (p2 • p) kielégíthető, akkor 
(pi V p2) • p implikálja (pi • p) Л (p2 • p)-t. 
[R93]-ban egy másik transzformáció bevezetésekor szerepel mindkét axióma. A 
cikkből kiderül, hogy valamely operátor akkor és csak akkor elégíti ki а [K7], 
[K8] axiómákat, ha van olyan / szigorúan lojális függvény, amelyre Mod(<^ • p) = 
Min{Mod (p)J(p)}. 
8.1. Definíció. Az f függvény szigorúan lojális, ha a következők teljesülnek: 
1. Ha pi <—• p2, akkor f ( p i ) = f(p2)-
2. На I J és I J, akkor I J• 
3. На I <4>l J és I J, akkor I J• • 
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8 . 1 L E M M A . Nem létezik globálisan megbízható és szigorúan lojális függvény. 
Bizonyítás. Legyen Mod(y>i) = Д, I2, • • •, At, J és Mod(^2) = lit I2, • • •, Ik-
A globális megbízhatóság miatt Ikt =¥>1 J és It J minden 1 < £ < к. Ha 
a függvény egyben szigorúan lojális is lenne, akkor It J teljesülne, ami 
ellentmondás, hiszen 
J £ M o d j ^ v ^ } . • 
Ha / minden tudásbázishoz ugyanazt az előrendezést rendeli, akkor nyilvánva-
lóan szigorúan lojális. Más, a gyakorlatban alkalmazható lojális függvény megadá-
sáról nincs tudomásunk. Az a kérdés tehát, hogyan konstruálható szigorúan lojális 
függvény. 
A szigorú lojalitás problémája ugyancsak érvényes, ha súlyozott tudásbázisokra 
fogalmazzuk meg — az 1. tulajdonság mellőzésével — a szigorú lojalitást. 
(A felsorolt problémák mind a nulladrendű, mind az elsőrendű operátorokkal 
kapcsolatban fennállnak.) 
További vizsgálatot igényel a 7.3 fejezetben ismertetett modell-illesztő operá-
torok konkrét megadása, pontosabban az a v ( I ) számok meghatározása oly módon, 
hogy a megadott axiómarendszer teljesüljön. 
Az e cikkben ismertetett operátorokkal kapcsolatban felvetődhet a komplexitás 
kérdése. T. E I T L E R és G. G O T T L O B [EG92]-ben részletesen elemzi a nulladrendű 
kijavító és felfrissítő operátorokat e szempontból. Ezek mintájára súlyozott esetre, 
illetve a cikkben megadott új, modell-illesztő operátorra hasonló elemzések készí-
tendők. 
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LOKALIS PARHUZAMOS A L G O R I T M U S 
BINÁRIS K É P E K Z A J S Z Ű R É S É R E 
P A L Á G Y I K Á L M Á N 
Szeged 
E g y o l y a n m ó d s z e r t i s m e r t e t ü n k b iná r i s k é p e k z a j s z ű r é s é r e ( a d o t t m é r e t n é l k i s e b b , z a j n a k 
m i n ő s í t e t t k o m p o n e n s e k e l t á v o l í t á s á r a ) , me ly a m e g m a r a d ó k é p k o m p o n e n s e k e t n e m v á l t o z t a t j a 
m e g . Az ö s s z e t e t t e l j á r á s v a l a m e n n y i r é s z m ű v e l e t e lokál is és p á r h u z a m o s . A p á r h u z a m o s s á g az t 
j e l e n t i , h o g y a f e ldo lgozás b á r m e l y f á z i s á b a n az é p p e n m e g h a t á r o z a n d ó b i n á r i s k é p v a l a m e n n y i 
p o n t j a e g y i d ő b e n s z á m í t h a t ó ki , a r é s z m ű v e l e t e k lokál is v o l t á n p e d i g a z t é r t j ü k , h o g y v a l a m e l y 
k é p p o n t ú j é r t é k e c s a k az a d o t t p o n t egy szűk , e s e t ü n k b e n l e g f e l j e b b 3 X 3 - a s k ö r n y e z e t é t ő l f ü g g . 
Bináris képen — pontosabban: kétdimenziós bináris digitális raszterképen — 
egy n X m méretű A = (a t j ) mátrixot értünk, melynek elemei „0", „1" értékűek. A 
mátrix elemeit képpontoknak vagy a pixeleknek nevezzük. Az „1" pixeleket objek-
tumpontoknak, a „0"-kat pedig háttérpontoknak nevezzük. 
Az dij képpontnak j- illetve 8-szomszédja az a^i pixel, ha 
A fenti módon definiált (irreflexív és szimmetrikus) 4- illetve 8-szomszédsági 
reláció (1. ábra) reflexív tranzitív lezárásával kapott ekvivalenciarelációt J,- illetve 8-
összefüggőségi relációnak nevezzük. A 4- illetve a 8-összefüggőségi reláció a bináris 
kép objektumpontjain létrehoz egy osztályozást. Ugyanazon ekvivalencia-osztályba 
eső objektumpontok alkotják a kép egy j- illetve 8-komponensét. A 4- illetve a 8-
komponensekre példát mutató 2. ábrán és a további ábrákon az objektumpontokat 
a „•", a háttérpontokat pedig a „o" karakter jelöli. 
1. Bevezetés 
- i\ + |/- j\ = 1 illetve 
max(|fc — гI, |/ — j | ) = 1. 
P 2 
p3 p0 pl 
p4 
(а) 
p4 p3 p2 
p5 p0 pl 
p6 p7 p8 
(Ю 
1. ábra. A „p0" pixel J-szomszédsága (a) és 8-szomszédsága (b). 
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Bináris képek zajszűrésének (smoothing, noise filtering) és zajcsökkentésének 
(noise reduction) célja a „kisméretű", zajnak tekintett komponensek eltávolítása, 
a komponensek kontúrjának (háttérponttal szomszédos objektumpontjai halmazá-
nak) „egyenletesebbé" tétele. 
0 О О о о • • • • о 
О о О о 5 5 5 5 о о О о о 2 2 2 2 
0 • О о • О о О • о 1 о о 6 о о О 5 о 1 О о 2 о о о 2 
• о • о • О • О • 2 о 3 о 6 о 7 о 5 1 О 1 о 2 о 3 о 2 
о • о о • о о о • о 4 о о в о О о 5 О 1 о о 2 о о О 2 
о о О о • • • • о о о о о 
в в 6 6 о О О о о 2 2 2 2 о 
(a) (b) (c) 
2. ábra. Példa Jr és 8-komponensekre. (a) a példakép, (b) \-komponensek, (c) 
8-komponensek. Az ugyanabba az osztályba tartozó objektumpontokhoz ugyanazt a 
számot rendeltük. 
A többszintű (multi-level) digitális képek zajszűrésére, zajcsökkentésére számos 
módszer ismert, például a Fourier-transzformáción alapuló szűrések, vagy a különfé-
le lokális eljárások (környezeti átlagolások, mediánszűrés, . . . ) [1]. Bináris (bi-level) 
képekre a fenti módszerek nem bizonyultak célszerűnek. Helyettük leggyakrabban 
morfológiai szűrést, az open és a close műveleteket alkalmazzák [2], [3]. Az open 
művelet erózióval (erosion) eltünteti az adott méretnél kisebb komponenseket, de 
egyúttal beletöröl a zajnak nem minősülő komponensekbe is. Az eróziót követő di-
latáció (dilation) a megmaradt komponensek „visszahízlalására" szolgál. Az open 
műveletet követő close dilatációval indul, mely a megmaradó komponenseket tovább 
hizlalja, feltölt adott méretnél kisebb üregeket, lyukakat. Az eljárás erózióval feje-
ződik be, célja a „túlhízlalalás" kompenzálása. A morfológiai szűrés tehát általában 
megváltoztatja a nem-törölt komponenseket (3. ábra). A részletek jobb megőrzése 
elérhető az eljárás módosításával, például K U O S M A N E N és munkatársai [4] is finomí-
tottak az eljáráson. A morfológiai szűrés mellett egyéb módszerek is léteznek, mint 
például RAY szekvenciális eljárása [5], mely különböző méretű (3 X 3-tól 5 X 5-ig 
terjedő) lokális környezetet vizsgálva dönt az objektumpontok megtartásáról vagy 
törléséről. Az eljárás hátránya, hogy a zaj-méret korlátozott és beletöröl a megmara-
dó komponensekbe is. Érdemes még megemlíteni A L I és P A V L I D I S kontúrkövetéses 
módszerét [6], mely „gyanús" összeéréseket és szakadásokat szüntet meg. 
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3. ábra 
3. ábra. Példa morfológiai szűrésre. Az (a) — 480 x 640 méretű — térképrész-
letre az eljárás a (b) képet eredményezte. A nem-törölt komponensek is megváltoztak, 
számos helységnév olvashatatlanná vált. 
Jelen cikkben egy új módszert ismertetünk bináris képek adott méretnél kisebb 
komponenseinek eltávolítására. Módszerünk két fő erénye, hogy a zaj-méret tetsző-
legesen megválasztható, valamint az, hogy a nem-törölt komponensek változtatás 
nélkül megőrződnek. Az eljárás módosításával adott mérethatárok közé eső kom-
ponensek eltávolítása is megoldható, sőt törölhetünk adott méretnél nagyobb, vagy 
adott méret-intervallumon kívül eső komponenseket is. 
Az eljárás összetett, vagyis különböző résztevékenységekből épül fel. A részte-
vékenységek (pl: a zsugorítás vagy a terjesztés) önmagukban is értelmes, hasznos 
műveletek. 
A részműveletekre adott megoldások lokálisak és párhuzamosak. A párhuza-
mosság azt jelenti, hogy a feldolgozás adott lépése során meghatározandó bináris 
kép valamennyi pontja egyidőben számítható ki, vagyis ha rendelkeznénk egy olyan 
paralell számítógéppel, melyben az adott méretű bináris képünk minden pontjára 
jutna egy-egy processzor, akkor a teljes kép feldolgozásának időigénye egyetlen kép-
pont új értékének kiszámítási idejével lenne egyenlő. 
A részműveletek lokális voltán azt értjük, hogy valamely képpont új értéke csak 
az adott pont egy szűk, esetünkben legfeljebb 3 x 3-as környezetétől függ. A fela-
datot, vagyis a zajnak minősülő komponensek eltávolítását tehát lokális műveletek 
sorozatával oldjuk meg, a zajmérettől függetlenül 3 x 3-as környezetet figyelve. 
A dolgozatban leírt módszer alkalmazása hasznos lehet például az úgynevezett 
digitális raszterképek formájában tárolt tervrajzok, térképek vektoros állománnyá 
konvertálásakor. A zajnak minősülő komponensek eltávolítása mellett az adott 
mérethatárok közé eső szimbólumok (pl: számok, térképészeti jelkulcsok) is leválo-
gathatók, külön raszterképre helyezhetők, automatikus vektorizálásukat másképpen 
paraméterezhetjük, mint a kép maradékáét (pl: a vonalrajzét). 
Az ismertetésre kerülő módszer gyenge pontja a komponens-méret önkényes 
meghatározása. Egy komponens mérete — szóhasználatunk szerint — akkor d, ha 
azt az alkalmazott zsugorító eljárás pontosan a d-edik lépésben változtatja izolált 
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ponttá. (Egy objektumpont izolált, ha valamennyi szomszédja háttérpont a figye-
lembe vett szomszédsági reláció mellett.) Módszerünket két változatban dolgoztuk 
ki: 4-összefüggő és 8-összefüggő komponensekre. 
A dolgozat 2. pontjában az igényelt részműveleteket írjuk le, a belőlük felépített 
összetett eljárást pedig a 3. pontban ismertetjük. A részműveletek helyességére 
vonatkozó állításaink igazolását a Függelék tartalmazza. 
2. A z a l k a l m a z o t t r é s z m ű v e l e t e k 
Jelen pontban az összetett zajszűrő módszerünkhöz felhasznált részműveleteket 
ismertetjük. 
k-változós bináris képfeldolgozó műveleten olyan transzformációt értünk, ami 
к darab bináris képből egy bináris képet képez. A tárgyalásra kerülő müveletek 
egyrészt mérettartóak (vagyis n x m méretű bináris képekből ugyancsak n x m-
eseket képeznek), másrészt egy- vagy kétváltozósak, továbbá kétváltozósként csak 
pixel-szintű logikai műveletek fordulnak elő. 
Valamely egyváltozós bináris képfeldolgozó T művelet p-fázisú (p > 1), ha 
T-et az T\,T2,... ,TP egyváltozós műveletek kompozíciójaként adjuk meg, vagyis 
tetszőleges A bináris képre: 
T(A) = Tp(...(T2(T1(A)))...). 
A tárgyalásra kerülő műveleteket a következő csoportokba soroltuk: 
• egyváltozós additív, ha a művelet az objektumpontokat nem változtatja meg, 
viszont háttérpontokból objektumpontokat képez, ha 3 x 3-as környezetük bizonyos 
feltételeknek eleget tesz; 
• egyváltozós szubtraktív, ha a művelet csak objektumpontokat változtat meg; 
• kétváltozós logikai műveletek. 
Az egyváltozós bináris képfeldolgozó műveletek fontos jellemzője, hogy megőr-
zik-e az összefüggőségi viszonyokat vagy sem [7]. 
Egy additív művelet megőrzi az összefüggőségi viszonyokat, ha a komponensek 
számán nein változtat, továbbá a művelet végrehajtásával kapott kép valamennyi 
komponense a kiindulási képnek egy és csakis egy komponensét tartalmazza. Más 
szavakkal: nem hoz létre és nem is olvaszt össze komponenseket. 
Egy szubtraktív művelet megőrzi az összefüggőségi viszonyokat, ha a kiindulási 
kép minden komponenséből megtart legalább egy objektumpontot, továbbá bár-
mely kettő, a művelet által nem törölt, a kiindulási képen összefüggő (ugyanazon 
komponenshez tartozó) objektnmpont a művelet végrehajtása után is összefüggő 
marad. Másképpen: komponenst nem töröl és nem is vág szét. 
A (rész)műveleteket, illetve a müveletek elvárásainak eleget tevő megoldásain-
kat 3 x 3-es maszkokkal, sablonokkal írjuk le. A maszkok elemeinek értéke 3-féle 
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lehet: „0", „1" és „ • " (közömbös, don't care). Az A — (а,у) n x m méretű biná-
ris képből az M = (mu„) 3 x 3-as maszkkal adott lokális párhuzamos művelet az 
A! — (a'ij) n x m-es bináris képet hozza létre, ahol: 
3 3 
a'ij = a i j 0 Д Д o i + B . 2 j + „ . 2 0 r a „ , 
U = 1 4 = 1 
(i = 1,2, . . . , n , j = 1,2, . . . , m ) . 
А „©" az antivalenciának (a kizáró vagy műveletnek), а „Д" a konjunkciónak 
(a logikai „és" műveletnek) felel meg, míg a „©" műveletet a következőképpen de-
finiáljuk: 
f i , ha m = „ • " vagy a = m, 
a 0 m = < [ 0, különben. 
A fentiek szerint egy képpont értéke megváltozik (objektumpontból háttér-
pont lesz és fordítva), ha az érvényes maszkkal az adott pont 3 x 3-as környezetét 
„letakarva" a maszk valamennyi „1" és valamennyi „0" eleme objektumponttal, 
illetve háttérponttal kerül fedésbe, míg a „közömbös" maszkelemek által lefedett 
képpontok között objektumpontok és háttérpontok egyaránt lehetnek. („Közöm-
bös" maszkpozíciók használatával egy maszk több 3 x 3-as környezetre, részképre is 
illeszkedhet, к darab „közömbös" pozíciót tartalmazó 3 x 3-as maszk a lehetséges 
29 = 512-féle környezetből 2k esetet fed le (0 < к < 9).) 
Az A! kép szélső pontjainak számításakor feltételezzük, hogy a kiindulási képet 
egy pixel vastagságú, háttérpontokból álló keret veszi körül, vagyis: 
aOj=0, an+ij=0 ( j = 0,1, ...,m + 1), 
a . o = 0, a j,m+i = 0 (г = 0,1, ...,n + 1). 
A lokális párhuzamos műveleteket általában több — „0", „1" és „közömbös" 
elemeket tartalmazó — maszkkal adjuk meg. Több maszk egyidejű érvényessége 
esetén egy adott képpont értéke megváltozik, ha a maszkkészlet legalább egy tagja 
a fenti módon illeszkedik az adott pont 3 x 3-as környezetére. 
Könnyen belátható, hogy több maszkkal megadható tetszőleges lokális bináris 
képfeldolgozó müvelet, mivel a 3 x 3-as lokális környezettől való függés minden e-
setben leírható egy 9-változós Boole-függvénnyel. Az a képpont értéke megváltozik, 
ha az / Boole-függvény „1" értéket vesz fel a pont 3 x 3-as környezetére: 
a' - a © /(ai, ..., ag) 
(ahol „©" az antivalenciát, „ai,...,ag" pedig az a pixel 3 x 3-as környezetébe eső 
pontokat jelöli). 
Az / Boole-függvényhez tartozó diszjunktív normálformula minden egyes tag-
jához hozzárendelhetünk egy maszkot. A maszkban egy adott változóhoz tartozó 
pozíción „1" álljon, ha a vizsgált tagban a változó pondit értékkel szerepel, „0" 
legyen, ha negálva van, és válasszuk „közömbös"-nek, ha a változó nem szerepel a 
tagban. Az / függvény értéke „1", ha a diszjunktív normálformulában legalább egy 
tag értéke „1", vagyis a tagokhoz rendelt maszkok valamelyike illeszkedik a vizsgált 
pont környezetére. 
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2.1. Ü r e g f e l t ö l t é s 
Az érvényben lévő összefüggőségi reláció a kép háttérpontjait is diszjunkt rész-
halmazokra bontja. Azon ekvivalencia-osztályt, amely nem tartalmaz háttérpontot 
az n X m-es kép széléről (első vagy n-edik sorából, első vagy m-edik oszlopából), 
üreg nek (hole) nevezzük. Megjegyezzük, hogy általában eltérő összefüggőségi relá-
ciót szoktak a komponensekhez és a háttérhez rendelni: 4-öszefüggőség a kompo-
nensekre, 8-összefüggőség a háttérre, vagy fordítva. 
A 2.2. pontban ismertetésre kerülő zsugorító eljárások nem képesek egyetlen 
izolált ponttá összehúzni olyan komponenseket, melyek ürege(ke)t zárnak magukba. 
Az üreges komponensek eredményes zsugorítása érdekében a zsugorítás végrehaj-
tása előtt egy, az üregeket feltöltő (az üregpontokat objektumpontokká változtató) 
transzformációt alkalmazunk. 
Az 2.1.1. és a 2.1.2. pontokban ismertetésre kerülő additív műveletek — az 
üregpontok objektumponttá változtatásán túl — a komponenseket az őket befoglaló 
tömör téglalapokká igyekeznek hizlalni, ügyelve arra, hogy a 4- illetve a 8-össze-
függőség ne sérüljön meg, vagyis a komponensek csak addig növekedhetnek, míg 
valamely másik komponens hizlalása annak nem állja útját. Az eljárások ezen tu-
lajdonságait a Függelékben bizonyítjuk be. 
Jelölje Fillf(d,A) illetve Fill8(d,A) az „A" képen végrehajtott d-lépéses 4-
összefüggő üregfeltöltés (2.1.1. pont) illetve 8-összefüggő üregfeltöltés (2.1.2. pont) 
eredményét. 
2.1 .1 . Ü r e g f e l t ö l t é s 4 - ö s s z e f ü g g ő s é g m e l l e t t 
Az eljáráshoz konstruált maszkok: 
• 0 • 
0 0 1 
• 1 1 
• 1 1 
0 0 1 
• 0 • 
1 1 • 
1 0 0 
• 0 • 
• 0 • 
1 0 0 
1 1 • 
• 1 1 
0 0 1 
• 1 1 
1 1 1 
1 0 1 
0 • 
1 1 • 
1 0 0 
1 1 • 
• 0 
1 0 1 
1 1 1 
ab ab ab ab 
1 1 0 
1 0 1 
1 1 1 
1 1 1 
1 0 1 
1 1 0 
1 1 1 
1 0 1 
0 1 1 
0 1 1 
1 0 1 
1 1 1 
1 1 1 
1 0 1 
1 1 1 
ab ab ab ab ab 
Az üregfeltöltés egy lépését két fázisra bontottuk: az elsőben az „a"-val és az 
„ab"-vel, a másodikban pedig a „b"-vel és az „ab"-val jelölt maszkok érvényesek. 
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Valamennyi maszk egyidejű alkalmazásával szeparált komponensek is összeolvad-
hatnának, tehát az eljárás nem őrizné meg a 4-összefüggéségi viszonyokat (4. ábra). 
• • о • • о 
• о о • • о 
о о • о • • 
о • • о • • 
4• ábra. Példa az egyfázisú üregfeltöltés 4-összefüggőséget sértő hatására. Bal 
oldalon a kiindulási kép, jobb oldalon az eredmény látható. 
Az eljárás a 4-összefüggőségi viszonyokat mindenképpen megőrzi, még annak 
árán is, hogy bizonyos üregpontokat megtart (lásd 5. ábra). 
• • • 
О О О О О О 






О о О 
о 
О О • 1 • о о О О О о 
• • о • • • • • • • • О • • • • • • 
0 о • • о о О о • О о • • 2 4 3 1 • 
• • • о о о о о • • • • 2 4 - 5 3 • 
• о о о о • о о • • 1 2 4 - • - 4 • 
• • • о О О О о • • • • 4 6 - 5 3 • 
0 о • о О О о О • 3 1 • 2 4 5 3 1 • 
о о • • • • • • • 5 3 • • • • • • • 
5. ábra. Példa üregpontok megmaradására. A példaként szolgáló bal oldali képre 
az eljárás a jobb oldali képet eredményezi. Az i-edik fázisban feltöltött poziciókat az 
„i" számmal jelöltük (1 < i < 6), tehát a kétfázisú üregfeltöltés a harmadik lépésben 
fejeződött be. A nem feltölthető üregpontokat „-"jelöli. (A háttérre a 8-szomszédság 
érvényes.) 
A fenti 4-összefüggő eljárásunk és a 2.1.2. pontban tárgyalásra kerülő 8-össze-
függő eljárás hatását a 7. ábrán vetjük össze. 
2.1.2. Üregfeltöltés 8-összefüggőség mellett 



















1 0 1 
ab ab ab 
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Az üregfeltöltés egy lépését két fázisra bontottuk: az elsőben az „a"-val és az 
„ab"-vel, a másodikban pedig a „b"-vel és az „ab"-vel jelölt maszkok érvényesek. A 
fenti maszkok egyetlen fázisban történő alkalmazása nem őrizné meg a 8-összefüg-
gőségi viszonyokat (6. ábra). 
о о • о 
О О О » 
• О О О 
о • о о 
о о • • 
о о • • 
• • о о 
• • о о 
6. ábra. Példa az egyfázisú üregfeltöltés 8-összefüggőséget sértő hatására. Bal 
oldalon a kiindulási kép, jobb oldalon az eredmény látható. 
Megjegyzendő, hogy az eljárás — hasonlóan a 4-összefüggő üregfeltöltéshez — 
a hangsúlyt a 8-összefüggőség megőrzésére és nem az összes üregpont feltöltésére 
helyezi. 
Az 7. ábrán bemutatjuk a 8-összefüggő üregfeltöltés és a 2.1.1. pontban tárgyalt 
4-összefüggő eljárás hatását. 
• O O O O O O O O O * * * * * * * * о о 
o * o * * « * « o o * • * * • • • • o o 
o o * » * * * « o o * * * » » * * * o o 
o » * * * » « « o o * • • * * • • • o o 
о • * * * * * o * « * * * * * * o o o » 
o « * » « * o * * * * • * • • o o * « » 
о • • • * o * « * * * » « » * 0 * « * * 
o o o o o o * * * * o o o o o o » * * » 
7. ábra. A 4- és a 8-összefüggő üregfeltöltés hatása ugyanazon kiindulási képre. 
A bal oldali képen a 4-, a. jobb oldalin a 8-összefüggő eljárás eredménye látható. A 
feltöltött pozíciókat a „*" karakter jelöli. 
2.2. Zsugorítás 
Az alábbiakban két — az összefüggőségi viszonyokat megőrző szubtraktív — 
műveletet ismertetünk 4- és 8-összefüggő komponensek zsugorítására. Az eljárások 
ürege(ke)t nem tartalmazó komponenst egyetlen izolált pontra húznak össze, míg 
üreges komponensből zárt görbét (vagy egymással összefüggő zárt görbéket) állíta-
nak elő. Zárt görbén olyan komponenst értünk, melynek minden pontja összekötő 
pont. Egy objektumpont összekötő pont, ha a 3x 3-as környezetében mint egy 3x3-
as bináris képen csak egyetlen komponenst találunk, mely komponens a középpont 
(a 3 x 3-as képen a (2, 2) koordinátájú pixel) háttérponttá változtatásával több kom-
ponensre esne szét (8. ábra). Az üreges — de üregébe „ágyazott" komponenst nem 
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tartalmazó — komponensek is izolált ponttá zsugoríthatók, ha előzőleg üregfeltöl-
tést (2.1. pont) alkalmazunk. 
• • • + • 0 0 * 
• • • o o o * o 
• о о о • * • о 
* o * * e o * o 
• * o o » * » « 
8. ábra. Példa 8-összekötő pontra. A „*" objektumpontok összekötő pontok, 
míg a „•" pontok nem azok. 
Zsugorításra (shrinking) létezik számos más — ugyancsak lokális és párhuza-
mos — megoldás. L E V I A L D I bináris minták számlálására feljesztette ki algoritmusát 
[8]. Az eljárás csak 2 x 2-es maszkokkal dolgozik, különlegessége még, hogy nem 
csak töröl, hanem bizonyos esetekben háttérpontot objektumponttá is változtat. 
Ily módon kibújik A . R O S E N F E L D klasszikus zsugorító eljárásokra felállított tételé-
nek [9] hatálya alól, miszerint egy szekvenciális zsugorítás legalább 3 x 3-as, míg a 
csupán törlő (objektumpontokból hát térpontokat gyártó) egyfázisú (!) párhuzamos 
zsugorító eljárás pedig legalább 5 x 5-ös maszkokat igényel. 
K A M E S W A R A R A O és munkatársai 2-fázisú eljárása [ 1 0 ] 3 x 3-as maszkokkal 
dolgozik, az egyes komponenseket egy-egy izolált pontra húzza össze — az össze-
függőségi viszonyok megőrzésével, az izolált pontok megtartása mellett. A módszer 
szintén alkalmaz kitöltő maszkokat is, melyek kiadják a a 2.1.2. pontbeli üregfeltöltő 
eljárás maszkjait. 
Érdemes megemlíteni G Ö K M E N és H A L L eljárását is [ 1 1 ] , mely a bináris kép 
pontjait sakktáblaszerűen két almezőre bontja fel. A 3 x 3-as maszkokat alkalma-
zó eljárás kétfázisú, az első fázisban csak a „világos", a másodikban pedig csak a 
„sötét" poziciók változhatnak meg. Az eljárásban ugyancsak szerepelnek kitöltő 
feltételek is. 
A 2 . 2 . 2 . pontban ismertetésre kerülő algoritmusra leginkább P R A T T és K A B I R 
[12] módszere hasonlít, mivel mindkettő kétfázisú, tisztán szubtraktív (csak töröl) 
és 3 x 3-as maszkokkal operál. 
Valamennyi hivatkozott eljárást 8-összefüggő komponensek zsugorítására dol-
gozták ki, a 2.2.1. pontban leírt, 4-összefüggő zsugorító eljárásunkhoz hasonlóra 
nem bukkantunk. 
A hivatkozott és a 2.2. pontban található lokális és párhuzamos eljárások kö-
zös hátránya, hogy nem képesek izolált ponttá összehúzni olyan üreget tartalmazó 
komponenst, melynek van más komponenst magába foglaló ürege. Kivétel L E V I A L D I 
módszere, mely viszont az izolált objektumpontokat is törli, így valamiképpen ész-
lelni kell az egy ponttá zsugorodás pillanatát. 
Az ismertetésre kerülő zsugorító eljárások tulajdonságait a Függelékben bizo-
nyítjuk be. 
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1 
A zsugorítást felhasználó zajszűrő módszer ismertetésénél Shrink4(d,A) illetve 
Shrink8(d,A) az A képen végrehajtott d-lépéses 4-összefüggő zsugorítás (2.2.1. pont) 
illetve 8-összefüggő zsugorítás (2.2.2. pont) eredményét fogja jelölni. 
2.2.1. Zsugorítás 4-összefüggőség mellett 
A műveletet leíró maszkok: 
Az eljárás egy lépését négy fázisra bontottuk fel: az elsőben az „a"-val, a 
másodikban „b"-vel, a harmadikban a „c"-vel, a negyedikben pedig a „d"-vel jelölt 
maszkok érvényesek. 
A fenti maszkok négynél kevesebb fázisban történő alkalmazása nem őrizné meg 
a 4-összefüggőségi viszonyokat, mivel a felső maszksor elemei közül bármely kettő 
egyidejű alkalmazása bizonyos komponensek „széteséséhez" vezetne (9. ábra). 
• • • 
• • • 
• • о 
• о • 
о • • 
• • о 
9. ábra. A felső maszksor első két elemének egyidejű alkalmazása nem őrzi 
meg a J-öszefüggőségi viszonyokat, mivel a bal oldali, egy f-komponenst tartalmazó 
képből a jobb oldali, két f-komponensből álló képet kapnánk. 
Az eljárás hatását — összevetve a 2.2.2.-beli 8-összefüggő zsugorításéval — a 
10. ábrán mutatjuk be. 
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2.2 .2 . Z s u g o r í t á s 8 - ö s s z e f ü g g ő s é g m e l l e t t 
Az eljárás a következő maszkokkal dolgozik: 
0 
0 1 1 
0 
a 
0 0 0 
0 1 
0 1 













0 0 0 
1 
1 




0 0 0 
a a b b 
Az eljárás egy lépése két fázisból áll: az első az „a"-, a második pedig a „b"-jelű 
maszkokkal dolgozik. 
A fenti maszkok egyidejű, egyetlen fázisban történő alkalmazása nem őrizné 
meg a 8-összefiiggőségi viszonyokat. (Egyrészt, mivel A. Rosenfeld [9]-ben bebizo-
nyította, hogy nem konstruálható egyfázisú, 3 x 3-as (csak törlő) maszkokkal operáló 
lokális párhuzamos zsugorító eljárás, másrészt látszik, hogy a fenti maszkok egyide-
jű alkalmazása eltüntetné például az összes 2 pontból álló komponenst vagy akár a 
2 x 2-es négyzetet is.) 
Az eljárás hatását — összevetve az előző pontbeli 4-összefüggő zsugorításéval 
— a 10. ábra példájával szemléltetjük. 
• о о О • Ф О о 1 о о О Ф 4 о о 1 о о о 3 2 о о 
• • • Ф О о О ф 5 1 5 4 о о о 1 1 3 1 5 о о о 1 
• • • о о ф ф ф 6 ф 8 О О ф ф ф 1 2 ф о о 1 ф 2 
о о • о • ф о ф о о 3 О Ф ф О ф о о 2 О 1 ф о ф 
о • О о • о О ф 
О ф 
о О Ф 
о О 
ф о 1 о О Ф о о ф 
о о О ф ф о о ф о о о ф ф о о ф о о о 1 ф о о ф 
о о О Ф О о ф ф о о о ф о о ф ф о о о ф о о ф 2 
о 
• • ф ф 
(а) 
ф ф 




О о 1 2 2 ф 
(с) 
ф 2 о 
10. ábra. Példa a Jr és a 8-összefüggő zsugorító eljárásra. Az (a) kiindulási 
képből a j-összefüggő zsugorítás a (b), a 8-összefüggő pedig a (c) képet állítja elő. 
Az i-edik fázisban törölt képpontokat „i"-vei jelöltük. (A f-összefüggő eljárás f-, a 
8-összefüggő pedig 2-fázisü, így az eredmény a 2. illetve a 3. lépésben alakult ki.) 
Üreget nem tartalmazó komponens izolált pontra, üreges pedig zárt görbévé zsugoro-
dott össze. 
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2.3. T e r j e s z t é s 
A terjesztés (propagation [1]) egy lépése objektumponttá teszi mindazon háttér-
pontokat, melyeknek van objektumpont szomszédjuk a figyelembe vett szomszédsági 
reláció mellett. A művelet tehát additív, és könnyen belátható, hogy nem őrzi meg 
az összefüggőségi viszonyokat. 
Megjegyezzük, hogy az irodalomban a terjesztés helyett a dilatáció (dilation) 
elnevezés is előfordul (például [12]-ben), de a dilatáció mint a matematikai morfo-
lógia (mathematical morphology) művelete [3] a terjeszténél jóval általánosabb. 
A művelet maszkjai: 
• 0 1 • 0 • 





0 • • 0 • 





A felső maszksor elemei érvényesek a 4-szomszédos terjesztés, mind a nyolc 
maszk pedig a 8-szornszédos terjesztés esetében. A műveletek hatását a 11. ábra 
szemlélteti. 
О 
о о О О О о о О о о * о * * о о о о к к к к к к О о 
о о • О • • о о О о * • к • • * О о к к • к • • к О О 
о 
• • • О о о о о * • • • * к О О о к • • • к к к О О 
о • о • • о О о О * • •к • • к о к о к • * • • к к * • 
о • о О О О О • о * • к * к О к • к к • * к к к к • к 
о о • О О О • • о О * • * о к • • к к * • к О к • • к 
о о о О О О 
(а) 




о О О 
(Ь) 
* к о о к к к О к 
(с) 
к к к 
11. ábra. A terjesztés hatása. Az (a) kiindulási képből j-szomszédos illetve 
8-szomszédos terjesztéssel a (b) illetve a (c) kép áll elő, ahol „k" jelöli az objektum-
ponttá váló háttérpontokat. 
Jelölje Própagationj(A) illetve Propagation8(A) az A képen végrehajtott 4-
szomszédos illetve 8-szomszédos terjesztés eredményét. 
2.4. Izo lá l t p o n t o k d e t e k t á l á s a 
Izolált pontok detektálásán azt a műveletet értjük, mely minden nem-izolált 
objektumpontot töröl a képről, tehát alkalmazása után csak az izolált objektumpon-
tok maradnak meg. A művelet szubtraktív és az összefüggőségi viszonyokat nem 
őrzi meg. 
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A műveletet leíró maszkok: 
3 8 5 





• • 1 
• 1 • • 1 • 





A felső maszksor elemei érvényesek 4-izolált pontok detektálásakor, míg mind 
a nyolc maszk szükséges 8-izolált pontok esetében. A műveletek szemléltetésére a 
12. ábra szolgál. 
О 
• о • о О о о 
-




о о о 
• • • о 
О • О 
- - -
о о • о 
- - -
О о • О 









о о о о 
о О о • о о • о о о • о о • 









о о О 
-
О 
(a) (b) (c) 
12. ábra. Példa izolált pontok detektálására. Az (a) kiindulási képre a j-szom-
szédságot figyelembe véve a (b), a 8-szomszédság mellett pedig a (c) képet kapjuk. 
Törlésre a „-" pontok kerültek. 
Jelölje IsoDetj(A) illetve IsoDet8(A) az A képen végrehajtott 4-izolált illetve 
8-izolált pontok detektálásának eredményét. 
2.5 . Izo lá l t p o n t o k tör l é se 
A szubtraktív művelet az izolált objektumpontok, az egyetlen pontból álló 
komponensek eltávolítására szolgál. 
A 4-izolált illetve a 8-izolált pontok törlése a következő maszkokkal adható 
meg: 
• 0 • 
0 1 0 
• 0 • 
0 0 0 
0 1 0 
0 0 0 
(Az eljárás pontosan azokat az objektumpontokat törli, melyeket a 2.4. pontban 
tárgyalt, az izolált pontokat detektáló művelet megtart, és viszont, így nem adunk 
meg az eljárás hatását bemutató ábrát.) Jelölje IsoRemj(A) illetve IsoRem8(A) az 
A képen végrehajtott 4- illetve 8-izolált pontok eltávolításának eredményét. 
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2.6. Logikai műveletek 
Összetett zajszűrő eljárásunk 2 kétváltozós, pixelenkénti logikai műveletet, az 
„és"-t és az „és-nem"-et igényli. 
Legyen A = (a,j) és В = (6,у) két n x m-es bináris kép. Az „és" művelet 
eredményeként а А Л В = С = (c,y), az „és-nem" végrehajtásával pedig а А Л В = 
D = (c/,j ) — ugyancsak n x m-es — képeket kapjuk, ahol: 
Cjj — dij A bíj es 
dij = ai j Л 6,j (i = 1,2, . . . ,7 i , j = 1 , 2 , . . . , m ) . 
• • • • о 
• о о о о 
• о о о о 
• о о о о 
о о о о о 
(d) 
13. ábra. Példa az „és" és az „és-nem" műveletekre. A műveletek első operan-
dusza az (a), a második a (b) kép. Az „és" művelet a (c), az „és-nem" pedig a (d) 
képet eredményezi. 
Jelölje And(A,B) illetve AndNot(A,B) az A és а В képen végrehajtott ponton-
kénti „és" illetve „és-nem" műveletek eredményét. 
A műveletre a 13. ábra mutat példát. 
• • • • o o o o o o o o o o o 
• • • • о о • ® • • о • • • о 
• • • • о о • * • • о • • • о 
• • • • о о • • • • о • • • о 
о о о о о о • • • • о о о о о 
(а) (Ъ) (с) 
3. A z ö s s z e t e t t z a j s z ű r ö e l járás 
Zajszűrő módszerünk erénye, hogy nem változtatja meg a megmaradó kompo-
nenseket, továbbá a törlendő komponensek, zajok mérete sem korlátozott. Hátránya 
viszont hogy, a komponens-méret fogalma nem általános (matematikailag nehezen 
leírható), továbbá az eljárás még kettő, a kiindulási és az eredményül kapott képpel 
megegyező méretű kép tárolását is igényli. 
Módszerünknél a komponens-méretet az alkalmazott zsugorító eljárás határoz-
za meg: egy komponens mérete d, ha pontosan a d-edik zsugorító lépésben húzódik 
rá egyetlen izolált pontra (d > 0, az izolált pont mérete 0, az izolált ponttá nem zsu-
gorítható komponensek mérete pedig végtelen). A helyzetet bonyolítja, ha üreget 
tartalmazó komponenseket is törölni akarunk, ugyanis a javasolt üregfeltöltő eljá-
rások (2.1. pont) megváltoztathatják még az üreget nem tartalmazó komponensek 
méretét is (14. ábra). 
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• о о • о • • • 
• о • о • • • • 
• о * о • 
• о • о • • • • 
о • о о • • • • 
Í j . ábra. Példa az üregfeltöltés méretváltoztató hatására. Az bal oldali kép 
8-összefüggő komponensének mérete a 2.2.2. pontbeli zsugorítás mellett 6 (mivel 
az a 6. lépésben húzza össze a ,,-k" pontra). Ugyanazon komponens az 2.1.2.-beli 
üregfeltöltéssel a jobb oldali képen látható 5 x 5-os tömör négyzetté alakul át, mely-
nek mérete 2 (ugyancsak a 2.2.2.-beli zsugorító eljárás mellett). 
Az alábbiakban rátérünk zajszűrő módszerünk ismertetésére. 
Legyen A a kiindulási n x m-es bináris kép, d a törlendő komponensek maxi-
mális mérete, továbbá legyen В és С két — ugyancsak n x m-es — bináris kép 
(kezdetben közömbös tartalommal). 
Az eljárást a közismert ALGOL metanyelv segítségével (lásd pl: [13]-ban) írjuk 
le 8-összefüggő komponensekre. (4-összefüggő komponensek esetén a programban 
a 8-szomszédságon alapuló műveleteket a 4-szomszédság szerinti párjukra kell cse-
rélni.) 
1. if d= 0 then 
2. A 4 - IsoRem8(A) 
3. else 
begin 
4. В r- Fill8(d,A) 
5. С 4- Shrink8(d,B) 
6. 
С <- IsoDet8(С) 
7. for г <— 1 until d do 
begin 
8. С <— Propagation8(С) 
9. С And(B,C) 
end 
10. A 4- AndNot(A, C) 
end 
Megjegyezzük, hogy a módszer nem kötődik szorosan az ismertetett üregfeltöl-
tő és zsugorító eljárásokhoz. Lecserélhetők más — hasonló tulajdonságokkal bíró 
— gyorsabb, vagy könnyebben programozható eljárásokra. 
A fenti program 1. sorában d értékét vizsgáljuk, d = 0 esetén csak a O-méretű 
izolált pontokat kell törölni (2. sor). Ha d > 0, akkor az eljárás egy d-lépéses üregfel-
töltéssel indul (4. sor), biztosítandó az üreges komponensek zsugoríthatóságát. Ezt 
követően a d-lépéses zsugorítás egy-egy izolált pontra húzza össze a törlendő kompo-
nenseket (5. sor), majd eltávolítjuk a nem-izolált pontokat (6. sor). (E pillanatban 
A továbbra is a kiindulási képet tartalmazza, 5-ben található az üregfeltöltés ered-
ménye, C-ben pedig a törlendő komponensekre utaló izolált pontok vannak.) Az 
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eljárás a terjesztés és az „és" műveletpár ciklikus ismétlésével (7.-9. sor) előállítja 
а С képen a törlendő komponensek üregfeltöltöttjeit. (A terjesztés a kezdetben 
izolált pontokat hizlalja, míg az „és" művelettel megakadályozzuk, hogy a hizlalás 
túlnőjön az üregfeltöltött komponenseken.) Végezetül a kiindulási képre és a törlen-
dő komponensek üregfeltöltötteit (a törlendő komponenseket magukba foglaló, de 
a nem-törlendőkbe át nem nyúló komponenseket) tartalmazó С képre az „és-nem" 
műveletet alkalmazzuk (10. sor). 
Kövessük végig az eljárás menetét (d = 2 és a 8-összefüggőség esetében) a 
következő példán. (A feldolgozás adott lépésében törölt objektumpontokat „-", a 
feltöltött háttérpontokat „*" jelöli.) 
o » » o o » o o » * o o 
• o * « o o * o o * « o 
• o * * o * * * o o o * 
o « * o o * o » * o o o 
o o o o » « o o * * o o 
o o * * o * * * * * * o 
kiindulási A kép 
- - - - 0 - - 0 - - - -
- - - - о - - о о - • -
- - • - o - * * o o - -
- - - o o - * « a o o o 
o o o o - « - - - - o o 
о о 
С <- Shrink8(d,B) 
(a zsugorított kép) 
O O O O O O O O O к к к 
o k k k o o o o o k n k 
O k n k O O O O O k k k 
О к к к O O O O O O O O 
o o o o o o o o o o o o 
o o o o o o o o o o o o 
С <— Propagation8(С) 
(az első terjesztés) 
k k k k k O O O k » » » 
k * » » k 0 0 0 k * » * 
k » » » k O O O k k » 9 
k » » k k O O O O k k k 
к к к к O O O O O O O O 
O O O O O O O O O O O O 
С <— Propagation8(С) 
(a d-edik terjesztés) 
k » » k O k k O » 9 k k 
• k » » 0 k » 0 0 » » k 
• к * » 0 * » » 0 0 к » 
k » » 0 0 k k » » 0 0 0 
0 0 0 0 9 9 k k » » 0 0 
O O • • + • • • • • • 0 
В r- Fill8(d,A) 
(az üregfeltöltött kép) 
o o o o o o o o o o o o 
o o o o o o o o o o e o 
o o » o o o - - o o o o 
o o o o o o - - - О О О 
o o o o o - o o o o o o 
o o o o o o o o o o o o 
С <- IsoDet8(C) 
(izolált pontok detektálása) 
O O O O O O O O O * » » 
o » » » o o o o o » » » 
o » » » o o o o o - » » 
o » » - o o o o o o o o 
o o o o o o o o o o o o 
o o o o o o o o o o o o 
С <- And(B,C) 
(az első „és") 
• • • • - О О О » » » » 
• • • • - О О О - » » » 
• • • • - О О О - - • • 
• • • - - 0 0 0 0 - - -
- - - - O O O O O O O O 
o o o o o o o o o o o o 
С r- And(B,C) 
(a (i-edik „és") 
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o - - o o e o o - - o o 
- o - - o o « o o - - o 
- О - - О Ф Ф Ф О О О -
o - - o o * o » * o o o 
o o o o » * o o » * o o 
o o * * o * * * * * « o 
A AndNot(A,C) 
(a zajszűrés befejezése) 
Könnyen belátható, hogy az A kép d-nél (határozottan) nagyobb méretű kom-
ponenseit is törölhetjük, ha az eljárás végén az „és-nem" művelet helyett az „és"-t 
alkalmazzuk, vagyis a program 10. sorát a következőre cseréljük: 
A <- And(A,C) . 
Az eljárás módosításával adott [ p + 1, d ] (0 < p < d) méret-intervallumba 
eső komponensek is törölhetők. Ekkor az eljárás 5. sora helyett a következők szere-
pelnek: 
С Shrink8(p,B) 
С <- IsoRem8(C) 
С <- Shrink8(d-p, C) . 
A d-lépéses zsugorítást egy p- és egy (d—p)-lépéses részre osztottuk. A p-lépéses 
zsugorítás után a p-nél kisebb vagy egyenlő méretű komponensek húzódnak össze 
egy-egy izolált pontra. Ezen izolált pontokat töröljük, így a továbbiakban a p-nél 
kisebb vagy egyenlő méretű komponenseknek а С képen nem marad nyomuk, így 
Л-ról nem fognak eltűnni. A maradék (d-p)-lépéses zsugorítás után pontosan azon 
komponensekből keletkezik izolált pont, melyeknek mérete az adott intervallumba 
esik, így az eljárás végére azok fognak A-ról törlődni. 
A [ p + 1, d ] méret-intervallumon kívül eső komponensek törlése úgy oldható 
meg, hogy a fenti intervallumos eljárás végén az „és-nem" helyett az „és" műveletet 
alkalmazzuk. 
Zajszűrő módszerünk alkalmazhatóságát a 15. és a 16. ábrákkal szemléltetjük. 
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15. ábra 
15. ábra. Példa a zajszűrő módszerünkre. Eljárásunk az (a) — 480 x 640 mé-
retű — térképrészletre a (b) képet eredményezte. Az eltávolítandó 8-komponensek, 
zajok maximális méretének d — 4-et adtunk meg. (Az eljárást ugyanarra a képre 
hajtottuk végre, mint a 3. ábrán szemléltetett morfológiai szűrést. Ezúttal a nem-
törölt komponensek változtatás nélkül megőrződtek, valamennyi helységnév olvasható 
maradt.) 
16. ábra 
16. ábra. Példa a zajszűrő módszerünk alkalmazására. Az (a) — 480 x 640-
es, egy kataszteri térkép részletét tartalmazó — képre a d = 10-nél kisebb vagy 
egyenlő méretű 8-komponenseket eltávolító eljárás a (b) képet eredményezte, melyen 
a helyrajzi számok és a szaggatott vonalak már nem szerepelnek. 
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FUGGELEK 
Az alábbiakban a 2.1. és a 2.2. pontokban ismertetett üregfeltöltő és zsugorító 
eljárások tulajdonságainak bizonyítását közöljük. 
Definíció. Egy háttérpont szigetelő pont, ha objektumponttá változtatásával 
összekötő pont (lásd 2.2. pont) lesz belőle. 
1 . L E M M A . Egy háttérpont a 256 lehetséges 3 X 3-as környezetéből 123 esetben 
bizonyul szigetelő pontnak (mind a 4-, mind a 8-szomszédság esetében). 
Bizonyítás. Vizsgáljuk a 4-szomszédságot. Nyilvánvaló, hogy egy háttérpont 
nem lehet szigetelő pont, ha nincs objektumpont 4-szomszédja, vagy csak egy da-
rab objektumpont szerepel a 4-szomszédjai között. Kettő darab objektumpont 
4-szomszédnál a következő esetek lehetségesek: 
0 1 • 
1 0 0 
0 • 
8 eset, a 3 elforgatottal együtt 4 * 8 = 32 eset 
16 eset, elforgatottjával együtt 2 * 16 = 32 eset 
Nézzük a szigetelő pontokat, ha három darab objektumpont szerepel a 4-szom-
szédok között: 
X 1 У 
1 0 1 
0 
X + Y <2 (3 lehetséges érték) 
3 * 4 eset, a 3 elforgatottal együtt 4 * (3 * 4) = 4 8 eset 
Végezetül, ha valamennyi 4-szomszéd objektumpont: 
X 1 У 
1 0 1 
V 1 z 
X + Y + V + Z < 2, ami 11 esetben teljesül 
A fentieket összeadva 123 lehetséges esetet kapunk. A 8-szomszédságra vonat-
kozó állítást hasonlóképpen láthatjuk be. 
2. L E M M A . Egy objektumpont 256 féle 3 x 3-as környezetéből 123 esetben 
bizonyul összekötő pontnak (4- és 8-szomszédságra egyaránt). 
Bizonyítás. Az összekötő pontok és a szigetelő pontok között definíció sze-
rint létezik egy-egyértelmű megfeleltetés (bijekció), így ugyanannyi a szigetelő és 
az összekötő pontok eseteinek száma, vagyis az 1. Lemma szerint 123. 
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1. TÉTEL. A 2.1.1. pontban ismertetett 4-összefüggő üregfeltöltő eljárás pár-
huzamos végrehajtása megőrzi az össze függőségi viszonyokat. 
Bizonyítás. Megállapíthatjuk, hogy az eljárás maszkjai csak nem 4-szigetelő 
pontokra illeszkedhetnek és páronként idegenek, vagyis egy háttérpont legfeljebb 
csak egyikük által töltődhet fel. 
A maszkkészlet bármelyik maszkjáról belátható, hogy illeszkedésekor a „0" 
vagy közömbös pozicióival lefedett háttérpontokra az adott maszkkal azonos fázis-
ban érvényes maszkok csak úgy illeszkedhetnek, hogy szeparált komponensek nem 
olvadnak össze. 
Tekintsük a kétfázisú eljárás első fázisának maszkjait: 
0 • 
0 0 1 
• 1 1 
• 1 1 
0 0 1 
• 0 • 
• 1 1 
0 0 1 
• 1 1 
1 1 1 
1 0 1 
• 0 • 
1 1 
1 0 0 
1 1 
• 0 • 
1 0 1 
1 1 1 
( a l ) (a2) (a3) 
И ) (a5) (аб) 
1 1 0 
1 0 1 
1 1 1 
(a7) 
1 1 1 
1 0 1 
1 1 0 
(a8) 
1 1 1 
1 0 1 
0 1 1 
(a9) 
0 1 1 
1 0 1 
1 1 1 
(alO) 
1 1 1 
1 0 1 
1 1 1 
(a l l ) 
Vizsgáljuk meg egy, az (al) maszkkal feltölthető háttérpont bal 4-szornszédjá-
nak feltölthetőségét. Ezen bal szomszédra kizárólag az (a5) maszk illeszkedhet, ha 
a vizsgált pont-pár környezete a következő: 
1 1 0 
1 © © 
1 1 1 
„©" a bal szomszéd, 
„©" a vizsgált pont, 
Látható, hogy a „©" és a „©" pontok feltöltése nem változtat a 4-összefüggőségi 
viszonyokon. 
Hasonlóképpen látható be valamennyi maszk összes olyan pozíciójára, mely 
feltölthető háttérponttal kerülhet fedésbe, hogy a lefedett pontok objektumponttá 
válásával a 4-összefüggési viszonyok nem változnak meg. A második fázisra is is 
teljesülnek a fentiek, mivel annak maszkjai elforgatottjai az első fázis maszkjainak. 
2. TÉTEL. A 2.1.1. pont 4-összefüggő üregfeltöltő eljárása egy 4-komponenst a 
befoglaló tömör téglalapjává növeszt, ha a hizlalás más komponens(ek) feltöltésébe 
nem ütközik. 
Bizonyítás. Azon 4-szigetelő (háttér)pontokra, melyeknek van olyan objektum-
pont 4-szomszédjuk, mely álló, tömör téglalaphoz tartozik, a következő maszkok 
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illeszkedhetnek: 
• 0 • 
0 0 1 
• 0 • 
• 0 • 
0 0 0 
• 1 • 
• 0 • 
1 0 0 
• 0 • 
• 1 • 
0 0 0 
• 0 • 
• 0 1 
0 0 0 
• 0 
• 0 
0 0 0 
• 0 1 
0 • 
0 0 0 
1 0 • 
1 0 • 
0 0 0 
0 • 
Az első sor páronként idegen maszkjai 4-4 közömbös poziciót tartalmaznak, 
vagyis 4 * 16 = 64 esetet fednek le. A 2. sor maszkjai 15 lehetséges esetre illeszked-
nek (a négy sarokelem 16-féle kitöltéséből csak a csupa „0" marad ki). így a nem 
4-szigetelő, tömör téglalappal szomszédos háttérpontok 3 x 3-as környezete 79-féle 
lehet. 
A fenti maszkok nyilvánvalóan ütköznek az üregfeltöltés maszkjaival, mivel a-
zokban a középpontoknak legalább kettő 4-szomszédja „1" értékű, míg a fentieknél 
csak egy. 
Vegyük számba az üregfeltöltő maszkok által lefedett (szintén nem 4-szigetelő) 
eseteket: 
Az első sor 4 maszkja egyenként 8-8, közös esetet nem tartalmazó környezetet 
fed le, vagyis 32 esetre illeszkedik. 
A második maszksor elemei 4 * 4 = 16 esetet írnak le, egymással és az első sor 
maszkjaival nincsenek átfedésben. 
A harmadik maszksorban 5 újabb esetre bukkanhatunk. 
A tömör téglalappal 4-szomszédos, nem 4-szigetelő pontok 79 esete, valamint 
az üregfeltöltő eljárás maszkkészletének 32 + 16 + 5 = 53 esete és a csupa „0" kör-
nyezet maradéktalanul kiadja az 1. Lemma szerinti 256 — 123 = 133 lehetséges nem 
4-szigetelő pontot. 
A fentiekből következik, hogy üregfeltöltő eljárásunk tömör téglalapon nem vál-
toztat és minden más komponens esetében, ha talál nem 4-szigetelő, a komponenssel 
4-szomszédos háttérpontot, akkor azt feltölti. 
Az 1. Tétel és a 2. Tétel állításai a 2.1.2-beli 8-összefüggő üregfeltöltő eljárásra 
is megfogalmazhatók. Bizonyításuk követheti a fentiek gondolatmenetét. (Tömör 
téglalappal határos nem 8-szigetelő pont 20-féle lehet, a 8-összefüggő üregfeltöltés 
maszkkészlete pedig 112 esetet fed le, így a csupa „0" környezettel maradéktalanul 
kiadják az 1. Lemma 133 lehetséges nem 8-szigetelő pontját. 
A 2.1.-ben leírt üregfeltöltő eljárások után foglalkozzunk a 2.2. pontbeli zsugo-
rítással. Az alábbiakban a 2.2.1.-beli 4-összefüggő zsugorítás tulajdonságait bizo-
nyítjuk be. (A 8-összefüggő eljárás (2.2.2. pont) elemzése analóg módon történhet.) 
3. TÉTEL. A 2.2.1. pontban közölt 4-összefüggő üregfeltöltő eljárás párhuza-
mos végrehajtása megőrzi a 4-összefüggőségi viszonyokat. 
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Bizonyítás. Az eljárás maszkjai nem illeszkednek 4-összekötő pontokra, to-
vábbá bármelyik maszk az illeszkedésekor lefed legalább egy, az adott fázisban 
nem-törölhető objektumpontot. Pl: a zsugorító eljárás első fázisának maszkjai csak 
úgy illeszkedhetnek egy objektumpont környezetére, hogy az illető maszkok „•" 
szimbólummal jelölt „1" poziciói és a „•"-jelű közömbös értéket tartalmazó elemei 
nem-törölhető objektumpontokkal kerülhetnek csak fedésbe: 
• 0 • 
1 1 1 
* 0 • 
0 1 1 
- • • 
* 0 * 
0 1 0 
(al) (a2) (a3) 
(Az (al), (a2) és (a3) maszkokkal csakis olyan objektumpontok törölhetők, 
melyeknek alsó 4-szomszédjuk objektumpont és a felső 4-szomszédjuk háttérpont.) 
Vizsgáljuk meg valamely, az (al) maszkkal törölhető objektumpont bal 4-szom-
szédjának törölhetőségét, ha az illető pixel is objektumpont. Ez a pont elvileg töröl-
hető az (al) vagy az (a2) maszkkal (az (a3) maszk nem illeszkedhet rá). Vizsgáljuk 
meg egy ilyen objektumpont-pár környezetét (jelölje „•" a nem-törölhető objektum-
pontokat): 
0 0 „©" a bal szomszéd, 
1 ® © 1 „®" a vizsgált pont, 
• • • • mindkettőjükre (al) illeszkedett 
О ® О 1 a z Által törölt bal szomszéd, 
„©" az (al) által törölt vizsgált pont 
Látható, hogy mindkét esetben a „©" és a „©" pont törlése nem változtat a 
4-összefüggőségi viszonyokon. 
Hasonlóképpen, mindhárom maszk valamennyi, elvileg törölhető pontot lefedő 
poziciójára belátható, hogy a lefedett pontok törlése nem változtat a 4-összefüggő-
ségi viszonyokon. A 4-fázisú zsugorító eljárás 2., 3. és 4. fázisaira is teljesülnek a 
fentiek, mivel azok maszkjai az első fázis maszkjainak elforgatottjai. 
4. TÉTEL. A 2.2.1. pont 4-összefüggő zsugorító eljárása a komponenseket izo-
lált ponttá, vagy — üreges komponens esetében — csupa 4-összekötő pontból álló 
komponenssé változtatja. 
Bizonyítás. Az eljárás maszkjait vizsgálva megállapíthatjuk, hogy izolált pon-
tot nem törölhetnek (minden maszk-középpontnak van legalább egy „1" 4-szomszéd-
ja), továbbá 4-összekötő pontra egyik maszk sem illeszkedhet. Ily módon 4-izolált 
pontra és zárt görbére (vagy 4-összekötő pontokkal összeláncolt zárt görbékre) az 
eljárás invariáns. 
Az alábbiakban megmutatjuk, hogy minden más 4-komponensen talál az eljá-
rás törölhető ponto(ka)t. 
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Egy objektumpont 16-féle 3 x 3-as környezetben lehet 4-izolált pont (a 4-
szomszéd mindegyike háttérpont, a 4 sarokelem tetszőleges). A 2.Lemma szerint 
123 a 4-összekötő pontok esetszáma, tehát a 256 lehetséges 3 x 3-as környezetből 
nem 4-izolált és nem 4-összekötő objektumpontból 117-féle lehet. 
Könnyen belátható, hogy az eljárás maszkjai 112 esetre illeszkednek, így 5 eset 
maradt ki, mégpedig a következők: 
0 1 1 
1 1 1 
1 1 1 
1 1 0 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 0 
1 1 1 
1 1 1 
0 1 1 
1 1 1 
1 1 1 
1 1 1 
Nyilvánvaló, hogy egy 4-komponens (ami nem egyetlen izolált pont és nem csak 
összekötő pontokból áll), nem tartalmazhat csakis olyan pixeleket, melyek minde-
gyikére illeszkedik a fenti 5 maszk valamelyike. Tehát kell, hogy legyen olyan pontja 
is, mely törölhető a zsugorító eljárásunk valamelyik maszkjával. 
Végezetül az üreges komponensekről: Az eljárás maszkjai csak törölnek, így az 
üregpontok nem töltődhetnek fel, sőt üregponttal 4-szomszédos törölhető objektum-
pont maga is üregponttá válik. Ennélfogva üreges komponensek nem húzódhatnak 
rá egyetlen 4-izolált pontra. 
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KIS RENDŰ P R O J E K T Í V SÍKOK 
METSZÉSSZÁMÁNAK SZÁMÍTÓGÉPES VIZSGÁLATA 
B É R E S L Á S Z L Ó É S I L L É S T I B O R 
B u d a p e s t 
C i k k ü n k b e n E r d ő s P á l véges p r o j e k t í v s íkok b lokko ló h a l m a z a i n a k m e t s z é s s z á m á v a l k a p c s o -
l a t o s s e j t é s é v e l f o g l a l k o z u n k . M e g a d j u k a p r o b l é m a egy e g é s z é r t é k ű l i neá r i s p r o g r a m o z á s i ( E L P ) 
m o d e l l j é t a d o t t r e n d ű p r o j e k t í v s ík e s e t é n . F i g y e l e m b e véve az e g z a k t m ó d s z e r e k m ű v e l e t i g é n y é t 
és s z á m í t ó g é p e s l e h e t ő s é g e i n k e t , m o h ó m ó d s z e r a l k a l m a z á s a m e l l e t t d ö n t ö t t ü n k . A p r o b l é m a m a -
t e m a t i k a i p r o g r a m o z á s i m e g k ö z e l í t é s e a véges p r o j e k t í v s íkok e l m é l e t é b e n a l a p v e t ő e n ú j . M o h ó 
a l g o r i t m u s u n k k a l e l ő á l h ' t o t t u k az E L P s z u b o p t i m á l i s m e g o l d á s á t ( j e l ö l j ü k OíQ(q) val) a 7 < q < 89 
i n t e r v a l l u m b a eső p r í m r e n d e k r e , v a l a m i n t a q = 8 , 9 , 1 6 p r í m h a t v á n y r e n d e k r e is. M o h ó a l g o r i t m u -
s u n k e g y b e n o l y a n e l j á r á s , ame l lye l egy a d o t t i n t e r v a l l u m b a ( e s e t ü n k b e n [C*G(<?)>?]I аа{ч) < я) 
t a r t o z ó b á r m e l y a e g é s z é r t é k h e z , a m e t s z é s s z á m ú b l o k k o l ó h a l m a z k o n s t r u á l h a t ó . Az otc(q) é r t é k e 
s z á m í t ó g é p e s t a p a s z t a l a t a i n k sze r in t с log q, a h o l 1 < с < 2. 
H a q = 89 a k k o r az E L P m o d e l l 8011 b i n á r i s és egy k o r l á t o s e g é s z é r t é k ű v á l t o z ó t , t o v á b b á 
8011 a l só és fe lső k o r l á t t a l r e n d e l k e z ő egyen lő t l ensége t t a r t a l m a z . A d o l g o z a t végén k ö z ö l j ü k s zámí -
t ó g é p e s e r e d m é n y e i n k e t , és a z o k ö s s z e h a s o n l í t á s á t az e l m é l e t i e r e d m é n y e k b ő l a b lokko ló h a l m a z o k 
m e t s z é s s z á m á r a n y e r t kor lá t ok kai. 
K u l c s s z a v a k : véges p r o j e k t í v s ík, b lokkoló h a l m a z , 0 -1 p r o g r a m o z á s . 
1. Bevezetés 
Hipergráfokkal kapcsolatban számos érdekes szélsőérték feladat fogalmazható 
meg. A problémák gyakran 0-1 (vagy egészértékű) lineáris programozási feladatként 
(is) megadhatók. F Ü R E D I [ 1 0 ] összefoglaló munkájában említettek közül csupán 
eggyel foglalkozunk, mégpedig a véges projektív síkok blokkoló halmazainak met-
szésszámával kapcsolatos Erdős problémával. Dolgozatunk elkészítését az motiválta, 
hogy minden rendre egyaránt működő konstrukció, sőt elméleti eredmény is csak 
kevés ismert ( E R D Ő S , S I L V E R M A N N és S T E I N [9]). Igazán látványos eredményeket 
[2,5,11] csak prímhatványrendekre találunk. Ez ösztönzött bennünket arra, hogy 
számítógépes vizsgálatainkat prímrendű projektív síkokon végezzük el. PASCAL 
nyelven írt programunkkal, PC-AT 386/25 Mhz-es, 2 Mbyte RAM-mal rendelkező 
személyi számítógépen állítottuk elő szuboptimális megoldásainkat, a 7 < q < 89 
intervallumba eső prímrendekre, valamint a q = 8, 9, 16 prímhatványrendekre is. A 
szuboptimális értékhez tartozó blokkoló halmazaink néhány jellemző adatát (mé-
rete, fedőszáma, metszésszáma) a 2. táblázatban foglaljuk össze, míg az 1. táblázat 
a szakirodalomból ismert eredményekkel való összehasonlítást illusztrálja. A 3. táb-
lázatunkban karakterizáljuk megoldásainkat. 
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A 2. fejezetben az Erdős-probléma megértéséhez szükséges fogalmakat adjuk 
meg. Összefoglaljuk a témakörben ismert eredményeket és megfogalmazzuk a szük-
séges feltételét annak, hogy egy minimális blokkoló halmaz B(7 + 1) tulajdonságú 
legyen. Szükséges feltételünkből 7 = 3 esetén azt nyerjük, hogy 5(4) tulajdonság-
gal rendelkező minimális blokkoló halmaz csak a 3-ad illetve 4-edrendű projektív 
síkon létezik. A 3. fejezetben az adott rendű projektív sík esetére megfogalmazunk 
egy egészértékű lineáris programozási (ELP) modellt, amely az Erdős-probléma egy 
lehetséges modellje. Definiálunk egy mohó algoritmust, amellyel az ELP feladat 
szuboptimális megoldását tudjuk előállítani. A q = 7 rend esetén szuboptimális 
megoldásunk egyben optimális is (figyelembe véve a 2.1. Állítást). Megadjuk az 
algoritmus megállási kritériumát és elemezzük általános lépését is. A 4. fejezet-
ben ismertetjük számítógépes eredményeinket. A mohó módszerrel nyert eredmé-
nyeinket megkíséreltük a CPLEX [8] programcsomag segítségével megjavítani. A 
CPLEX programmal Convex C3820 miniszuperszámítógépen illetve HP 9000/720 
számítógépen teszteltük modellünket. A rendelkezésünkre álló, korlátozott gépi-
dő és memória kapacitás mellett egyetlenegy szuboptimális megoldást sem sikerült 
megjavítani. 
2. Az Erdős-probléma 
Véges projektív sífcnak nevezünk egy ( П , Л ) párt, ahol П ф 0 halmaz (elemei 
pontok) és A elemei pedig П bizonyos részhalmazai ( e g y e n e s e k ) , melyek eleget tesz-
nek az alábbi feltételeknek 
(i) Bármely két különböző ponthoz létezik pontosan egy, mindkét pontot tartal-
mazó egyenes. 
(ii) Bármely két különböző egyenesnek pontosan egy közös pontja van. 
(iii) Létezik olyan négy pont, amelyek közül semelyik hármat nem tartalmazza egy 
egyenes. 
(iv) Létezik olyan egyenes, amely pontosan <7-fi pontot tartalmaz (ahol q > 2, egész 
szám). 
Az (i) és (ii) feltételek a klasszikus projektív sík illeszkedési axiómáihoz tar-
toznak és a pontok illetve egyenesek közötti illeszkedési kapcsolatot adják meg. Az 
(iii) feltétel biztosítja az alakzatok síkbeliségét és így kizárja ал elfajuló eseteket. 
Az (iv) feltételt szokás még végességi megkötésnek is nevezni. Az (i)-(iv) feltételek-
kel definiált projektív síkot q-adrendűnek nevezzük és n(g)-val jelöljük. A GF(q) 
test1 felett koordinátázható véges projektív síkot q-adrendű Galois-síknak nevez-
zük és PG(2, q)-val jelöljük. A számítógépes konstrukciók során Galois-síkokkal 
dolgoztunk. 
Legyen adott egy А С П ponthalmaz a q-adrendű projektív síkon. A sík adott 
egyenese kitérő illetve metsző az A halmazhoz viszonyítva, ha 0 vagy legalább 1 
1 G F ( ? ) - v a l je lö l jük a q e lemű véges (Galois) t e s t e t . 
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közös pontja van A-val. Az egy pontban metsző egyeneseket érintőknék nevezzük. 
А П(д) projektív sík В С П ponthalmazát blokkoló halmaznak (b.h.) mondjuk, 
ha bármely egyenes metszi а В halmazt, de az nem tartalmaz teljes egyenest. A 
В minimális blokkoló halmaz (m.b.h.), ha nem tartalmaz valódi részhalmazként 
blokkoló halmazt. Ekkor a blokkoló halmaz bármely pontjában létezik érintő. A 
m.b.h.-ok méretére B R U E N és T H A S [5] a következő alsó és felsőkorlátot adta q + 
y/q+1 < |B| < qy/q+1. Egy В b.h.-t t-lefedhetőnek nevezzük, ha pontjai lefedéséhez 
t különböző egyenes szükséges, [4]. 
А П(д) projektív sík В blokkoló halmazát B(7) tulajdonságának nevezzük, ha 
bármely / egyenes esetén | / f l ő | < 7, (7 G N). Nyilvánvaló, hogy 2 < 7 < q teljesül. 
Hasonlóan, а П(д) projektív síkot B(7) tulajdonságúnak nevezzük, ha létezik B(7) 
tulajdonságú blokkoló halmaza. A 7 — 1 értéket a blokkoló halmaz (projektív sík) 
metszésszámának, hívjuk. 
A dolgozatunkban, kis prímrendű Galois-síkokon számítógéppel megvizsgált 
kérdés Erdős nevéhez fűződik. 
Erdős-probléma: Létezik-e 7* abszolút konstans, amelyre igaz, hogy bármely 
q > qo rend esetén а П(д) projektív sík B(7*) tulajdonságú. 
A fejezet további részében összefoglaljuk az Erdős-problémával kapcsolatos e-
redményeket, továbbá szükséges feltételt adunk a B(7) tulajdonságú b.h. létezésére. 
E R D Ő S , S I L V E R M A N N és S T E I N [9] dolgozatukban kimutatták, ha q elég nagy 
és с > 2e, ahol e a természetes alapú logaritmus alapszáma, akkor а П(г/) projektív 
sík B(c log q) tulajdonságú, ESS1. Eredményüket valószínűségi módszerrel igazol-
ták. A már említett dolgozatukban а П(</) projektív síkon B(q — ^/q) tulajdonságú 
В b.h. konstrukcióját is megadják, ESS2. Erdősék eredményét, ESSl-et, A B B O T T 
és Liu [1] q = pk ,p > 2 prím és к > 0 páratlan egész esetben tovább finomították, 
náluk már с > ALI. Ezenkívül Abbott és Liu p prímszám esetén, p-edrendű 
projektív síkra B(2h(p) + 3) tulajdonságú b.h. létezését igazolják, AL2. Itt h(p) а 
p prímszám egymást követő kvadratikus nemmaradékai2 által alkotott leghosszabb 
blokk hosszát jelöli. BURGESS [7] eredménye szerint h(p) = 0(pí+£), ha azon-
ban igaz az általánosított Riemann-hipotézis, akkor h(p) = O(logp2). SzŐNYl [15], 
Abbott és Liu eredményéhez hasonlót igazolt a PG(2,q),q = 1 vagy 3 (mod 4) sí-
kok esetén, к darab parabola3 uniójából В = [Ji=i Р<ч minimális blokkoló halmazt 
konstruált. A q = 1 (mod 4) esetben a parabolák ai , a 2 , . . . , a* paraméterei kielégí-
tették a következő tulajdonságot: a, — aj nem négyzeteleme a GF(q) Galois testnek, 
bármely i ф j, i,j = 1,2,... ,k esetén és az { a i , . . . , a*} maximális erre a tulaj-
donságra nézve. A B B O T T és L i u [1] illetve SzŐNYl [15, 16] a blokkoló halmazokat 
parabolák uniójaként adta meg. A parabolák kiválasztásához a mod p maradé-
kosztálytest kvadratikus maradékait illetve nem-maradékait használták. Ekkor a В 
m.b.h. B(2k + 1) tulajdonságú, SZ, [15]. 
2 H a ( а , г а ) = 1 és az X2 = a ( m o d 77i) kongruenc iának n incs mego ldása , akkor a z t m o n d j u k , hogy 
az a kvadratikus nemmaradék m o d u l o т. 
3 A Pa := {(00,y) e GF(q)2 I 2/ = x 2 + а , а e GF(q)} U {Уоо} С П p o n t h a l m a z parabola, aho l Yoo 
az y-tengely ideális p o n t j á t jelöli . 
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SzŐNYl [16] cikkében egy olyan eredményt közöl, amely szerint egy parabolák 
uniójából álló m.b.h. maximális metszésszáma legalább log q nagyságrendű. 
A következő eredmények prímhatványrendű Galois-síkok esetén biztosítják meg-
lepően kis 7 értékkel -8(7) tulajdonságú b.h. létezését. 
B R U E N és F I S H E R [6] a PG(2,3'), s >2 síkok esetén igazolták a B(5) tulaj-
donságot. Eredményüket B O R O S [2] általánosította PG(2,ps), p > 2 és s > 2 síkra, 
B(p + 2) tulajdonságú b.h.-t konstruálva. I L L É S , SzŐNYl és W E T T L [12] a követ-
kező eredményt igazolta a p = 2 esetre: ha г páros a PG(2, 2 r) projektív sík B(6) 
tulajdonságú, és ha r páratlan akkor B(7) tulajdonságú, ISZW, [12]. 
Egyszerűen megfogalmazható annak szükséges feltétele, hogy egy В m.b.h. 
B(7 + 1) tulajdonságú legyen, [3]. Jelölje y3, y2, • • •, y7 azon egyenesek számát, 
amelyek а В halmazból pontosan 1, 2,. . ., 7 pontot tartalmaznak és legyen |5 | = m. 
7 




 m(i + 
i=l 
é ( ; ) * = ( ? ) • 
q + л/q + l <m < q^q + 1, 
2/1 > m, 
У-Г > 1> és 
yi > 0, i = 2 ,3 , . . . , 7 - 1 , 
ahol yi, m ,7 egész számok és q jelöli a projektív sík rendjét. 
A (2.1.) egyenlet nem egyéb, mint a sík egyenesei darabszámára vonatkozó 
megkötés, (2.2.) az illeszkedések, míg (2.3.) a pontpárok-egyenesek illeszkedését 
számlálja le kétféleképpen. A (2.4.) egyenlőtlenség a Bruen és Fisher által adott 
korlát, (2.5.) pedig előírja legalább m érintő létezését (ami szükséges feltétele an-
nak, hogy m.b.h.-t kapjunk, hiszen minden pontban kell, hogy legyen legalább egy 
érintő). A (2.6.) biztosítja legalább egy olyan egyenes létezését, amely 7 pontot 
tartalmaz а В halmazból és adott 7 és q esetén (2.7.) természetes megkötés a 
2 < i < 7 — 1 pontban metszők számára. Legyen 
F ( q , 7 ) ••= { ( 2 / 1 1 2 / 2 , • • • , 2 / 7 1 m ) I 
(2/112/2, • • •, 2/71 m)kielégíti a (2.1.)—(2.7.) feltételeket}, 
Ekkor 
( 2 . 1 . ) 




( 2 . 6 . ) 
(2.7.) 
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a (2.1.)—(2.7.) feltételrendszer megengedett megoldásainak halmaza. Ekkor nyil-
vánvaló, hogy ha F(q, 7) = 0 akkor а П(</) projektív síkon nem létezik B(7 + 1) 
tulajdonságú minimális blokkoló halmaz. 
Ez a 7 = 3 esetben a következő eredményre vezet 
m2 ( 5 \ 
2/1 = ~y - m ( 2q + - j + 3(q2 +q + 1 ) , 
1/2 = ~m2 + m(3q + 4) - 3(q2 + 9 + 1 ) , 
2/3 = ^ - M 0 + 0 + (q2 + 9 + 1). 
Könnyen megmutatható, hogy ha 9 > 5 akkor y2 < 0 bármely m-re. A fenn-
maradó esetekben (9 = 3,4) a 11(9) projektív sík B(4) tulajdonságú [11]. Eredmé-
nyünket a következő állításban foglalhatjuk össze: 
2.1. ÁLLÍTÁS. A 11(9) projektív sík pontosan akkor B(4) tulajdonságú, ha 
9 = 3 vagy 9 = 4. 
A 7 = 4 esetben két olyan bázisa lehet a (2.1.)—(2.3.) lineáris egyenletrendszer-
nek, amelyek esetén yi és 7/4 bázisváltozók. B' bázis esetén legyenek az 1,2,4, míg 
a B" bázis esetén az 1,3,4 indexű változók a bázisváltozók. A B' bázist használva 
Vi =^m2-m 0 9 + + 3 (9 2 + 9 + 1), 
2/2 = -\™2 + m ^ 9 + 0 - 2 ( 9 2 + 9 + I ) , 
2/3 = 0, 
adódik. Elemi számolással megmutatható, hogy y[ > m teljesül bármely m-re, ha 
9 > 9. Továbbá 1 /2^0 c s a k akkor teljesül, ha bármely 9 rend esetén 
29 + ^ - ^ 6 9 + H < m < 29 + I + 0 9 + î . 




 - m 0 + 7- + 2 ( 9 2 + 9 + 1) j , 
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y'i = 0, 
03 = - f e ' + m fe + 0 - 2(g2 + 0 + 1 ) , 
04 = fe' - m (q + ^ + (ç2 + 0 + 1) 
adódik. Hasonlóan, mint a B' bázisnál y" > m bármely m-re, ha g > 8 teljesül. 
Továbbá 04 > 1, ha g > 6, míg az y'j > 0 teljesülésének ugyanaz a feltétele, mint 
az 02 > 0 feltételnek. Az előzőekből a következő állítást nyerjük: 
2.2. ALLÍTÁS. Ha valamely В m.b.h. a II(q) projektív síkon B(5) tulajdonságú, 
akkor 
29 + fe fefef < m < 29 + \ + fefef , 
ahol I В |= m és 9 > 9. 
A 2.2. Állítás bizonyítása során használt módszerrel könnyen belátható a 
2.3. ÁLLÍTÁS. Ha valamely В m.b.h. а П(д) projektív síkon В(7 + 1) tulaj-
donságú, akkor 
fel + 7(9 + 1) - V 7 ( T , 0 ) ) < m < i ( l + T(9 + 1) + Vf(7,0)) -
ahoí g > 8, 7 > 3, |H| = m és / ( 7 , 9 ) = (7(9 + 1) - l ) 2 - 4792. 
Könnyen belátható, hogy 7 < 4 és 9 > 8 esetén, / ( 7 , 0) < 0, azaz m G N miatt 
2.3. Állítás nem alkalmazható. 
3. Az Erdős-probléma matemat ikai programozási modell je 
Ebben a fejezetben ismertetjük az Erdős-problémának megfelelő egészértékű 
lineáris programozási feladatot (ELP), amely lehetővé teszi a probléma egy számí-
tógépes megközelítését is. 
Adott rendű projektív síkon, az Erdős-probléma a következő egészértékű line-
áris programozási feladatként irható fel: 
' min а 
e < Lx < ае 
2 < а < q 
. ® G {0,1}" 
e = ( 1 , 1 , . . . , 1) n dimenziós vektor, a egész szám, n = ç2 + q + 1, ahol q a pro-
jektív sík rendje és L jelöli a sík egyenes-pont illeszkedési mátrixát. Az L mátrix 
Alkalmazott Matematikai Lapok 17 (1993) 
(ELP) 
KIS RENDŰ PROJEKTÍV SÍKOK METSZÉSSZÁMÁNAK SZÁMÍTÓGÉPES VIZSGÁLATA 4 0 3 
elkészítésének módja megtalálható Kárteszi könyvében [13] illetve Rényi cikkében 
[14] is. 
Ha a = q akkor a feltételrendszert kielégítő vektorok pontosan a blokkoló 
halmazoknak megfelelő karakterisztikus vektorok. A 9-tól különböző a-ra pedig 
azon blokkoló halmazoknak megfelelő karakterisztikus vektorokat kapjuk, amelyek 
B(a + 1) tulajdonságúak. Az ELP feladat minden optimális megoldása egy legki-
sebb metszésszámú blokkoló halmaz a 9-adrendű projektív síkon és az optimális a 
a sík maximális metszésszáma. Az Erdős-problémát modellező ELP egy NP-teljes 
problémára vezet. A feladat LP-relaxáltjának triviálisan adódó megoldása az a = 2 
és x = ( ^ y , - f y , • • •, ^yy) vektor.4 Mivel az LP-relaxáció eredményéből kiindulva 
az ELP feladat optimális 0-1 megoldását előállítani egzakt (vágás illetve korlátozás 
és szétválasztás típusú [17]) módszerekkel még egészen kis rendek esetén is remény-
telelen vállalkozás lenne, ezért a feladat struktúráját kihasználva mohó algoritmust 
fogalmaztunk meg, amely az ELP szuboptimális megoldását adja. Algoritmusunk-
kal egyben egy új eljárást adunk számos 7 értékhez tartozó B(y) tulajdonságú 
(minimális) blokkoló halmazok konstrukciójára is. 
A továbbiakban célunk, egy olyan algoritmus megfogalmazása, amely egy adott 
blokkoló halmazból (az ELP egy megengedett megoldása, az a — q — 1 esetén) kiin-
dulva, javító lépések sorozatával, olyan blokkoló halmazt állít elő, amelynél a < q— 1 
és algoritmusunkkal tovább nem csökkenthető az a értéke. Az algoritmus általános 
lépése két fázisból áll: törlés és bővítés. Először a blokkoló halmaz néhány pontját 
töröljük azzal a céllal, hogy az a értéke csökkenjen. A törlés után előálló ponthal-
maz általában nem blokkoló halmaz, azaz létezik olyan egyenes, amelynek a törléssel 
kapott halmazzal nincsen közös pontja (kitérő egyenesek). Tehát sérül az ELP mo-
dell feltételeiben adott alsókorlát megkötés. A bővítés fázisban a kitérő egyeneseket 
igyekszünk pontokkal lefogni, úgy, hogy a értéke (maximális metszésszám) ne nö-
vekedjen. 
Az algoritmus leírásakor szükségünk lesz a következő jelölésekre: 
- Во az induláskor adott blokkoló halmaz; 
- В к jelöli a k. lépés kezdetén a blokkoló halmazt, míg а. В к а. к. lépés során а 
Dt-ból törléssel illetve bővítéssel nyert ponthalmaz; 
- ak = max | П Bk\, a Bk b.h. maximális metszésszáma; 
i 
- Sj := {г : j = П 5jt|}; ekkor az Sk jelöli a k. lépésben az érintő, míg az 
Sq a kitérő egyenesek és Sak a maximális számú pontot tartalmazó egyenesek 
indexhalmazát; 
4
 A l k a l m u n k volt a de l f t i M ű s z a k i E g y e t e m Convex C3820 m i n i s z u p e r s z á m í t ó g é p é n (a m ű v e l e t i 
s e b e s s é g e 480 Mf lops ) a C P L E X [8] p r o g r a m c s o m a g g a l t e sz t e ln i m o d e l l ü n k e t . A q = 7 e s e t é n 
a C P L E X á l t a l f e l h a s z n á l t C P U idő 896 .49 m á s o d p e r c vo l t . A b i n á r i s f á b a n l evő élek s z á m a 
e l é r t e az a l a p é r t e l m e z é s b e n a d o t t 10000-es f e l s ő k o r l á t o t , m í g a z összes L P - r e l a x á l t m e g o l d á s a 
s o r á n e l v é g z e t t i t e r ác iók s z á m a 297655 vo l t . A C P L E X p r o g r a m c s o m a g g a l n é g y vo l t a l e g k i s e b b 
c é l f ü g g v é n y é r t é k , a m e l y r e m e g e n g e d e t t m e g o l d á s t e l ő á l l í t o t t u n k a PG{2, 7) p r o j e k t í v s íkon , a z a z a 
s ík B ( 5 ) t u l a j d o n s á g á t s i ke rü l t m e g m u t a t n i . A C P L E X p r o g r a m c s o m a g a l a p é r t e l m e z é s b e n a d o t t 
p a r a m é t e r e i m e l l e t t m á r a q = 7 e s e t é n s e m a d o t t o p t i m á l i s m e g o l d á s t . 
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1 
- M := {P £ Bk : P 6 h és t £ Sak), azon pontok halmaza ő^-ból, amelyek 
törlése esetén valamely egyenesen a Bk pontjainak a száma a maximumról eggyel 
csökken; 
- w : M —» N, w(P) := |{j £ Sak : P £ lj}\ függvény méri azt, hogy egy pont 
törlése esetén hány egyenes metszésszáma csökken le eggyel a maximumról; 
- V : M —• N, v(P) := |{j £ Si : P £ lj}\ függvény azt mutatja meg, hogy hány 
érintő válik kitérővé a P pont törlése esetén; 
- T := {P £ M : v(P) = 0} az M halmaz olyan részhalmaza, amely tetszőleges 
pontját törölve egyetlen érintő sem válik kitérővé; 
- L := {P £ M : v(P) = min v(R)} az M halmaz olyan részhalmaza, amely 
tetszőleges pontját törölve a legkevesebb érintő válik kitérővé; 
- N := П \ (Bk U [J F) halmaz a sík azon pontjaiból áll, amelyekkel a kitérő 
iesak Pel, 
egyenesek lefoghatok, anélkül, hogy bármelyik egyenes metszésszáma újra a k - ra 
növekedne; 
- и : N —• N,u(P) |{j £ So • P G (/}| függvény méri az N halmazba tartozó P 
pont lefogó képességét. 
Induló blokkoló halmaz konstrukciójára számos példa található [ll]-ben. Fel-
tehetjük, hogy a Bq blokkoló halmazt három egyenes pontjaiból a következő módon 
állítottuk elő: B0 := {P £ П | P £ /.-, i = 1, 2, 3}\{Pi 2 , P13, -Ргз}, ahol P12 = 1ХГ\12, 
Pa = h П /3 és Р2з — l2 П /3. Könnyen belátható, hogy Bq m.b.h. 
3.1. ALGORITMUS. Legyen adott egy induló Во blokkoló halmaz a hozzátar-
tozó maximális metszésszámmal. 
k . l é p é s : TÖRLÉS 
Legyen Bk = Bk határozzuk meg az ak értéket és az Sak halmazt. 
(1) Ha Sak = 0 
a k k o r menjünk a BŐvÍTÉsre 
különben határozzuk meg az Si és M halmazokat, számoljuk 
ki VP £ M pontra a u>(P) és v(P) értékeket, adjuk meg 
a T halmazt. 
На Ту® 0 
akkor válasszuk ki a Q £ T pontot, amelyre w(Q) = 
max w(P). 
Per 
különben határozzuk meg az L halmazt és a Q £ L 
pontot, amelyre w(Q) = maxw(P). 
PeL 
Legyen Bk = Bk \ {Q}, módosítsuk az Sak halmazt és menjünk (l)-re. 
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B Ő V Í T É S 
Határozzuk meg az So és Sak-1 halmazokat. 
(2) Ha So = 0 
akkor Bk+i := Bk,ak+Í := oik - 1 és к := к + 1. 
különben határozzuk meg az N halmazt. 
Ha N = 0 




 a megoldás. 
különben számoljuk ki VF G N pontra u(P) értékeket. 
На I U {г G So : P £ /i} | < |So| 
P£N 
akkor S T O P . Bk és ak a megoldás, 
különben válasszunk ki egy Q G N pontot, amelyre 
u(Q) = m a x u ( P ) és Bk = Bk U {Q}. 
Határozzuk meg az So és Sak-1 halmazokat és menjünk a (2)-re. 
Az algoritmus megállási kritériuma jogosságát a következő lemma igazolja. 
3 . 2 . L E M M A . Tegyük fel, hogy adott Bk, a hozzá tartozó N,So,Sak halma-
zokkal. На I U {г G So : P £ /j}| < |So| akkor Bk nem egészíthető ki blokkoló 
P€N 
halmazzá a 3.1. algoritmussal. 
Bizonyítás. Az N halmaz lefogóképességét az r | | J {г G So : P £ szám 
PeJV 
adja meg Ezért ha az r < |So| igaz, akkor ez azt jelenti, hogy a teljes N halmazzal 
kibővített Bk, sem lenne blokkoló halmaz vagyis maradna kitérő egyenes. 
A 3.1. algoritmussal a Bq induló blokkoló halmazból nyert minimális a értéket 
a g-adrendü projektív sík esetén jelöljük QG(?)-val. 
3.3. ÁLLÍTÁS. Bármely a G [ас('/), <l\ egész értékhez a q-adrendű projektív 
síkon konstruálható B(a + 1) tulajdonságú blokkoló halmaz. 
Bizonyítás. Az a = q esetén ismert a következő m.b.h. [11] 
В :— {P £ Il \ P £ l{, i=l,2}\{Q,R}ö{U), 
ahol Q G Ii, de Q £ L2 és R £ / ь de Я G H, továbbá U G IQR \ {Q,R}• Ekkor 
|/i П P | = \l2 C\ B\ = q. 
Az a = q — 1 esetre megfelel a Во m.b.h. 
Az ao(q) meghatározásából látható, ez az a minimális érték, amelyre a 3.1. 
algoritmussal a Во blokkoló halmazból kiindulva ac (q ) maximális metszésszámú 
b.h. konstruálható. Azt kell belátnunk, hogy bármely B Ő V I T E S fázis végén b.h.-
t nyerünk mindaddig, amíg a > ac(q) és a 3.1. algoritmus bármely lépésében a 
értéke pontosan eggyel csökken. Az előző állítás első fele nyilvánvaló. Mivel az Sa 
halmazt a TÖRLÉS fázisban minden pont elhagyása után újra számoljuk, ezért az 
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utolsó törlendő Q pontot, olyan egyenesről választottuk ki, amely metszésszáma a 
volt. így a Q pont törlése után legalább egy egyenesnek a — 1 lesz a metszésszáma. 
A B Ó V I T É S fázis a maximális metszésszámot nem módosítja. 
A 3.1. algoritmus TÖRLÉS részében ki kell jelölnünk egy /,-, i 6 Sak egyenes-
ről egy Q E Bk pontot törlésre. Ehhez határozzuk meg az M halmazt. A pont 
kiválasztása az alábbi stratégiák valamelyikével történhet. 
1. határozzuk meg az L := {P E M | v(P) = min u(7£)} halmazt és legyen Q E L, 
REM 
olyan pont, amelyre w(Q) = maxiu(R) igaz; 
REL 
2. határozzuk meg az L := {P £ M \ v(P) = min u(5)} halmazt és legyen Q E L, 
olyan pont, amelyre w(Q) = min w(R) igaz; 
RE L 
3. határozzuk meg az L := {P E M | v(P) = max u(fí)} halmazt és legyen Q £ L, 
rem 
olyan pont, amelyre w(Q) = min w(R) igaz; 
4. határozzuk meg az L := {P E M \ v(P) = max и(й)} halmazt és legyen Q £ L, 
rem 
olyan pont, amelyre w(Q) = max w(R) igaz. 
Mind a négy stratégiát különböző induló blokkoló halmazok esetén tesztel-
tük. Tapasztalataink szerint mindegyikkel előállítható B(c\ogq) tulajdonságú b.h. 
A legjobb eredményeket akkor kaptuk, ha az első stratégiát használtuk és az indu-
ló blokkoló halmazunkat a három egyenesből konstruáltuk. Ezekben az esetekben 
aa(q) G (log g, 2log q) adódott. 
4. S z á m í t ó g é p e s e r e d m é n y e k e l e m z é s e 
A Galois-sík illeszkedés tábláját generáló és az ELP feladatot a mohó algo-
ritmussal szuboptimálisan megoldó programot Turbo Pascalban kódoltuk PC-AT 
386/25 Mhz-es, 2 Mbyte RAM memóriával rendelkező gépen. Programunk futási 
ideje a rend növekedésével jelentősen növekedett. így nagyobb rendű geometriákra a 
futási idő több napot vett igénybe. A q = 89 renddel bezárólag minden prímre sike-
rült lefuttatnunk a programunkat. Ezenkívül az algoritmusunkkal, még a q = 8, 9,16 
prímhatványokra is előállítottuk az ELP feladat szuboptimális megoldását. 
Az 1. táblázatban különböző szerzők becsléseit láthatjuk a B(7) tulajdonság 
7 értékére. A rövidítések azonosak az eredmények Ismertetése után használtakkal, 
míg BI a programunk eredményeit jelöli. 
A BF, B, ISZW, AL2 oszlopokban található eredmények bizonyításában meg-
találhatjuk a kívánt tulajdonságú b.h. konstrukcióját is. Mivel B O R O S [2] illetve 
I L L É S , S Z Ő N Y I és W E T T L [12] eredményei prímhatványokra vonatkoznak, ezért al-
goritmusunk eredményeivel közvetlenül nem tudjuk összehasonlítani azokat (kivétel 
a 8, 9 és 16-odrendű geometria). Figyelembe véve eredményeinket, várhatóan algo-
ritmusunk rosszabb értékeket adna, mint az említett becsléseknél lévő, hiszen azok 
a g-adrendű (q = pk) Galois-testek algebrai tulajdonságait jelentősen kihasználják. 
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1 В ISZW AL2 SZ ALI ESS1 ESS2 BI 
7 - - 7 - - 10 - 5 
8 - 7 - - - 11 6 5 
9 5 - - - - 11 6 6 
11 - - 9 - 7 13 8 6 
13 - - 11 7 8 14 10 6 
16 - 6 - - - 15 12 6 
17 - - 9 7 9 15 13 7 
19 - - 11 - 9 16 15 7 
23 - - 11 - 9 17 19 7 
25 7 - - - - 17 20 -
27 5 - - - 10 17 22 -
29 - - 9 9 10 18 24 8 
31 - - 11 - 10 18 26 8 
32 - 7 - - - 18 27 -
37 - - 11 9 11 19 31 8 
41 - - 13 11 11 20 35 8 
43 - - 13 - 11 20 37 8 
47 - - 11 - 11 21 41 8 
49 9 - - - - 21 42 -
53 - - 15 11 11 21 45 9 
59 - - 13 - 12 22 51 9 
61 - - 15 11 12 22 53 9 
64 - 6 - - - 22 56 -
67 - - 15 - 12 22 58 9 
71 - • - 15 - 12 23 62 9 
73 - - 11 11 12 23 64 9 
79 - - 15 - 13 23 70 9 
83 - - 17 - 13 24 74 9 
89 - - 15 11 13 24 80 9 
1. Táblázat: A 7 értékei különböző szerzők nyomán. 
(Ez alól kivételt képez a q = 8 eset, amelynél mohó módszerünkkel a legkisebb 
ismert metszésszámot nyertünk.) Az AL2 eredménynél kiszámítottuk pontosan a 
h(p) függvény értékét. 
Az ALI, ESS1, ESS2 oszlopokban levő eredményeknél algoritmusunk jobbat 
szolgáltatott a megvizsgált rendeken. A 7 értékek kiszámításánál а с értékre a 
szerzők által adott alsó korlátot használtuk (ami egyértelműen csökkentette az ér-
tékeket). Az eredményül kapott valós számból felsőegészrész képzéssel nyertük a 7 
értéket. 
Az 1. táblázat elemzésekor, prímrendek esetén, érdekes információkat az AL2, 
SZ, ALI és BI oszlopok hordoznak. A B B O T T és L i u [1] illetve S z Ő N Y l [15,16] 
eredményeinél a m.b.h. parabolák egyesítéséből adódnak, míg a mi számítógépes 
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I 
eredményeink esetén nem (feltétlenül). Mégis mindkét esetben a 7 értéke nagyság-
rendileg log q és az m.b.h. mérete q logg. 
Algoritmusunkkal néhány rend esetén, az ismertektől eltérő q log q méretű 
m.b.h.-t állítottunk elő. 
A véges projektív síkok elméletének érdekes megoldatlan kérdése az is, hogy 
létezik-e q log g-nál nagyobb méretű m.b.h., ha a g prímszám. 
Észrevehetjük, hogy a blokkoló halmazaink számossága a rend növekedésével 
Bruen alsó korlátjához közelít. A blokkoló halmazt lefedő egyenesek száma a geo-
metria rendjével nő. Ugyanezt állapíthatjuk meg a b.h. és a sík metszési számáról is. 
Ha azonban a maximális metszésszám növekszik a rend növelésével, akkor a 
maximális metszésszámmal rendelkező egyenesek száma csökken. Mindez a 2. táb-
lázatban látható. 
q változók sz. alsókorlát felsőkorlát a a-egyenesek sz. t 
7 58 11 15 19 4 12 5 
8 74 12 18 23 4 19 5 
9 92 14 19 28 5 10 6 
11 134 16 25 37 5 12 7 
13 184 18 30 47 5 18 9 
16 274 22 37 65 6 12 9 
17 308 23 40 71 6 14 10 
19 382 25 46 83 6 17 11 
23 554 29 59 111 6 34 14 
29 872 36 82 157 7 23 18 
31 994 38 88 173 7 22 20 
37 1408 45 107 226 7 55 23 
41 1724 49 128 263 7 87 25 
43 1894 51 132 282 7 85 28 
47 2258 55 148 323 7 114 31 
53 2864 62 161 386 8 52 32 
59 3542 68 184 454 8 66 35 
61 3784 70 190 477 8 68 35 
67 4558 77 217 549 8 113 40 
71 5114 81 234 599 8 121 43 
73 5404 83 237 624 8 120 45 
79 6322 89 265 703 8 176 45 
83 6974 94 282 757 8 216 49 
89 8012 100 305 840 8 239 54 
2. Táblázat 
A 2. táblázat BI oszlopában ismertetett szuboptimális megoldások további 
elemzését tartalmazza a 3. táblázat, amelyben eredményeinket a (2.1.)—(2.7.) felté-
telrendszer alapján mutatjuk be. 
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A CPLEX programcsomaggal HP 9000/720-as számítógéppel folytatott kísér-
leteinkről a 4. táblázatban számolunk be. 
q \B\ 0i 02 03 04 05 06 07 08 
8 18 29 18 7 19 - - - -
13 30 70 45 30 20 18 - - -
16 37 98 76 52 24 11 12 - -
17 40 104 95 47 34 13 14 - -
19 46 128 104 68 42 22 17 - -
23 59 166 145 112 60 36 34 - -
29 82 199 233 184 123 64 45 23 -
31 88 255 220 196 163 95 42 22 -
37 107 310 368 294 201 125 54 55 -
41 128 312 422 358 280 167 97 87 -
43 132 372 447 404 302 171 112 85 -
47 148 429 505 474 357 251 127 114 -
53 161 570 683 629 454 271 144 60 52 
59 184 662 808 815 542 365 185 98 66 
61 190 729 856 821 620 369 233 87 68 
67 217 769 1011 1007 764 505 257 131 113 
71 234 822 1126 1109 874 559 326 176 121 
73 237 914 1203 1184 885 582 349 166 120 
79 265 982 1363 1320 1104 753 418 205 176 
89 305 1148 1693 1740 1383 913 578 317 239 
3. Táblázat: 
A q а véges geometria rendje, |Я| a blokkoló halmaz számossága és 
Di, (i = 1, 2, ...,8) az i-metszők száma. 
A 4. táblázatban összefoglalt eredmények azt támasztják alá, amit a 3. fe-
jezetben már említettünk, azaz nem alkalmasak az általános, egzakt algoritmusok 
az ilyen típusú feladatok hatékony megoldására. Mindezek alapján úgy gondoljuk, 
hogy numerikus eredményeink további javításához az ELP modellt kellene finomí-
tani bevezetve a 2.3. Állításból adódó alsó- és felsőkorlátokat az eTx = m feltételre 
illetve a 2. táblázatból az a-ra nyerhető felsőkorlátokkal módosítanánk a modellt. 
A legkecsegtetőbb mégis a (2.1.)—(2.7.) rendszer megoldásainak a geometriai vizs-
gálata tűnik. 
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1 a к i t 
11 5 3730 233380 1512.17 
13 5 9704 982028 4616.41 
17 6 14544 4020982 68954.23 
19 6 4877 1132761 22858.98 
29 - - - 7210879 
4. Táblázat: 
A q a véges geometria rendje, 
a a legkisebb metszésszám, amelyre sikerült B(a + 1) típusú b.h.-t előállítani, 
г az összes iteráció száma, míg t a felhasznált idő másodpercben kifejezve. 
A q = 17 e s e t é n n e m á l l t r e n d e l k e z é s r e e lég m e m ó r i a , e z é r t a f u t á s l e á l l t . A s z á m í t ó g é p 
o s z t o t t ü z e m m ó d b a n m ű k ö d ö t t . Az a = 6 vol t a l e g k i s e b b c é l f ü g g v é n y é r t é k , a m e l y h e z t a l á l t 
m e g e n g e d e t t m e g o l d á s t a C P L E X p r o g r a m c s o m a g . E z z e l s z e m b e n a q = 29 e s e t é n a C P L E X 
p r o g r a m c s o m a g g a l , a l a p é r t e l m e z é s b e n ( l á sd [8]) n e m s ike rü l t 0 -1 m e g o l d á s t t a l á l n i ! 
Köszönetnyilvánítás. A második szerző köszönetet mond A M A G Y A R T U D O -
MÁNYÉRT alapítvány Kuratóriumának az 1993. március-december időszakban fo-
lyósított ösztöndíjért. A kutatást az OTKA T 014302 számú pályázata támogatta. 
A delfti Műszaki Egyetem Sztochasztika, Statisztika és Operációkutatási Tan-
székének köszönjük, hogy lehetővé tette számunkra a CPLEX programcsomag hasz-
nálatát a Convex C3820 és HP 9000/720 számítógépeken. 
A szerzők megköszönik S z Ő N Y l T A M Á S hasznos tanácsait, amelyeket a dolgozat 
új változatának elkészítése során adott. 
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LÁSZLÓ B É R E S AND T I B O R ILLÉS 
O u r p a p e r d e a l s w i t h P . E r d ő s ' p r o b l e m r e l a t e d t o t h e cove r ing n u m b e r of b l o c k i n g s e t s of 
finite p r o j e c t i v e p l a n e s . A n i n t e g e r l i n e a r p r o g r a m m i n g ( I L P ) f o r m u l a t i o n of E r d ő s ' p r o b l e m is 
i n t r o d u c e d fo r p r o j e c t i v e p l a n e s of g iven o rde r s . T h e m a t h e m a t i c a l p r o g r a m m i n g b a s e d a p p r o a c h 
is n e w in t h e a r e a of finite p r o j e c t i v e p l a n e s . C o n s i d e r i n g t h e c o m p l e x i t y of e x a c t s o l u t i o n m e t h o d s 
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a b l o c k i n g se t w i t h p r o p e r t y B(a * 1). A c c o r d i n g t o o u r c o m p u t a t i o n a l r e s u l t s t h e a p p r o x i m a t e d 
va lue of otQ(q) is с l o g g , w h e r e 1 < с < 2 h o l d s . 
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Ú T M U T A T Á S A S Z E R Z Ő K N E K 
Az A l k a l m a z o t t M a t e m a t i k a i L a p o k csak m a g y a r nyelvű do lgoza toka t közöl. A kéz i r a tok 
gépelésé t o lyan f o r m á b a n k é r j ü k , hogy minden gépe l t o ldal 25, egyenkén t á t l ag 50 be tühe lye s 
sor t t a r t a l m a z z o n . A közlésre s zán t do lgoza toka t h á r o m p é l d á n y b a n kell bekü lden i . E l ő n y b e n 
részesü lnek a T E X - b e n e lkészí te t t do lgoza tok . Ezeket ké t k i n y o m t a t o t t p é l d á n y k í s é r e t ében disz-
k e t t e n k é r j ü k b e a d n i . 
A kéz i r a tok szerkezet i fe lépí tésének a következő köve te lményeke t kell kielégí teni . A fe j lécnek 
t a r t a l m a z n i a kell a do lgoza t c ímét , a szerző tel jes n e v é t , va l amin t a n n a k a városnak a n e v é t , aho l 
a szerző dolgozik. A fej léc u t á n egy, kép le te t n e m t a r t a l m a z ó , legfe l jebb 200 szóból álló kivo-
n a t o t kell m i n d e n e s e t b e n m e g a d n i . A do lgoza to t c í m m e l e l l á t o t t szakaszokra kell b o n t a n i , és 
az egyes szakaszokat a r a b so r számozássa l kell e l lá tn i . Az eset leges beveze tésnek m i n d i g az első 
szakasz t kell a lko tn ia . Az i roda lomjegyzék mind ig az u to l só szakasz kell, hogy legyen, és az t n e m 
kell s o r s z á m m a l e l lá tn i . Az i roda lomjegyzék u t á n , a kéz i ra t be fe j ezéseképpen fel kell t ü n t e t n i a 
szerző te l jes n e v é t és a m u n k a h e l y e (i l letve lakása) p o n t o s p o s t a i c í m é t . A d o l g o z a t b a n e lőforduló 
kép le t eke t s zakaszonkén t ú j r a k e z d ő d ö e n , a képlet e lő t t ké t zá ró je l közé í r t k e t t ő s számozássa l 
kell a z o n o s í t a n i . Te rmésze te sen n e m szükséges m i n d e n kép le t e t számozássa l e l lá tn i . Az esetle-
ges def in íc iókat és t é te leke t ( segédté te leket és l e m m á k a t ) u g y a n c s a k szakaszonkén t ú j r a k e z d ő d ő , 
k e t t ő s s zámozás sa l kell e l lá tni . K é r j ü k a szerzőket , hogy ezeket , va l amin t a té te lek b i z o n y í t á s á t 
a szövegben kellő m ó d o n emel jék ki . M i n d e n do lgoza thoz csa to ln i kell egy angol , n é m e t , f r a n c i a 
vagy orosz nye lvű , k ü l ö n o lda l ra gépe l t összefoglalót . A m e n n y i b e n lehetséges , k é r j ü k a n y o m t a t á s 
s z á m á r a kü lönösen nehézkes m a t e m a t i k a i jelölések h a s z n á l a t á n a k az e lkerülését . 
A do lgoza tok á b r á i t és az eset leges l áb jegyze teke t a do lgoza t végén , kü löná l ló l a p o k o n k é r j ü k 
b e k ü l d e n i . M i n d az á b r á k a t , m i n d a l áb jegyze teke t a do lgoza t szakaszokra b o n t á s á t ó l függe t l en , 
f o ly t a tó l agos a r a b so r számozássa l kell e l lá tni . Az á b r á k elhelyezését a do lgoza t megfele lő he lyén , 
szé l j egyze tkén t f e l t ü n t e t e t t , á b r a a z o n o s í t ó sorszámokkal kell m e g a d n i . A l á b j e g y z e t e k r e a dolgo-
z a t o n be lü l az azonos í tó s o r s z á m felső indexként i h a s z n á l a t á v a l lehet h iva tkozn i . 
Az i roda lmi h iva tkozások f o r m á j a a következő. M i n d e n h iva tkozás t fel kell sorolni a do lgoza t 
végén t a l á l h a t ó i r o d a l o m j e g y z é k b e n , a szerzők, i l letve a tá rsszerzők e se t én az első szerző neve 
szer int a l f a b e t i k u s s o r r e n d b e n úgy, hogy a cirill b e t ű s szerzők n e v é t a M e t h e m a t i c a l Rev iews á t í rás i 
szabá lya i szer int l a t in b e t ű s r e kell á t í rn i . A fo lyó i r a tban meg je l en t c ikkekre [1], a könyvek re [5], 
a k ö t e t b e n m e g j e l e n t d o l g o z a t o k r a [4], a d i sszer tác iókra [3] és a gépi p r o g r a m le í rásokra [2] a 
köve tkező m i n t a szer in t kell h iva tkozni : 
[1] Fa rkas , J . , Ü b e r die Theo r i e de r e infachen Ungle ichungen , Journal für die reine und ange-
wandte Mathematik 1 2 4 (1902) 1-27. 
[2] Kér i , G . , " D U A L S I M P " , r u t i n a C D C 3300-ás gépekre ( M a g y a r T u d o m á n y o s A k a d é m i a 
Számí t á s t echn ika i és A u t o m a t i z á l á s i K u t a t ó In téze te , C D C 3300 fe lhasználói i s m e r t e t ő k 2. 
1973. m á j u s ) 19-20. 
[3] P r é k o p a , A., " S z t o c h a s z t i k u s rendszerek op t imal izá lás i p rob l émá i ró l " , dok to r i é r tekezés . 
M a g y a r T u d o m á n y o s A k a d é m i a , B u d a p e s t , 1970. 
[4] P r a b h u , N. U., " R e c e n t r e sea rchon t h e ru in p r o b l e m of collective r isk t h e o r y " , in: Inventory 
Control and Water Storage E d . A. P r é k o p a ( J á n o s Bolyai M a t h e m a t i c a l Society a n d N o r t h -
H o l l a n d Pub l i sh ing C o m p a n y , A m s t e r d a m - L o n d o n , (1973) 221-228. 
[5] Z o u t e n d i j k , G. , Mathods of Feasible Directions (Elsevier P u b l i s h i n g C o m p a n y , A m s t e r d a m 
a n d New York, 1960) . 
A do lgoza tok szövegében az i r oda lmi h iva tkozás s z á m a i t szögle tes zá ró je lben kell m e g a d n i , 
m i n t p é l d á u l [5] vagy [4, 76-78]. A szerzők a do lgoza tukró l 50 d a r a b ingyenes k ü l ö n l e n y o m a t o t 
k a p n a k . A do lgoza tok u t á n szerzői d í j a t az Alka lmazo t t M a t e m a t i k a i L a p o k n e m fizet. 
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