An important class of problems involves training deep neural networks with sparse prediction targets of very high dimension D. These occur naturally in e.g. neural language models or the learning of word-embeddings, often posed as predicting the probability of next words among a vocabulary of size D (e.g. 200 000). Computing the equally large, but typically non-sparse D-dimensional output vector from a last hidden layer of reasonable dimension d (e.g. 500) incurs a prohibitive O(Dd) computational cost for each example, as does updating the D × d output weight matrix and computing the gradient needed for backpropagation to previous layers. While efficient handling of large sparse network inputs is trivial, this case of large sparse targets is not, and has thus so far been sidestepped with approximate alternatives such as hierarchical softmax or sampling-based approximations during training. In this work we develop an original algorithmic approach that, for a family of loss functions that includes squared error and spherical softmax, can compute the exact loss, gradient update for the output weights, and gradient for backpropagation, all in O(d 2 ) per example instead of O(Dd), remarkably without ever computing the D-dimensional output. The proposed algorithm is expected to yield an actual speedup of at least D 4d , i.e. two orders of magnitude for typical sizes, for that critical part of the computations that often dominates the training time in this kind of network architecture.
INTRODUCTION
Many modern applications of neural networks have to deal with data represented, or representable, as very large sparse vectors. Such representations arise in natural language related tasks, where the dimension D of that vector is typically (a multiple of) the size of the vocabulary, but also in the sparse user-item matrices of collaborative-filtering applications. It is trivial to handle very large sparse inputs to a neural network in a computationally efficient manner: the forward propagation and update to the input weight matrix after backpropagation are correspondingly sparse. By contrast, training with very large sparse prediction targets is problematic: even if the target is sparse, the computation of the equally large network output and the corresponding gradient update to the huge output weight matrix are not sparse and thus computationally prohibitive. This has been a practical problem ever since Bengio et al. (2001) first proposed using a neural network for learning a language model, in which case the computed output vector represents the probability of the next word and is the size of the considered vocabulary, which is becoming increasingly large in modern applications. Several approaches have been proposed that attempt to address this difficulty essentially by sidestepping it. They fall in two categories:
• Sampling based approximations consider and compute only a tiny fraction of the output's dimensions sampled at random. The reconstruction sampling of Dauphin et al. (2011) and the use of Noise Contrastive Estimation (Gutmann and Hyvarinen, 2010) in Mnih and Kavukcuoglu (2013) and Mikolov et al. (2013) fall under this category.
• Hierarchical softmax (Morin and Bengio, 2005; Mikolov et al., 2013) imposes a heuristically defined hierarchical tree structure for the computation of the normalized probability of the target class.
Compared to the initial problem of considering all D output dimensions, both kinds of approaches are crude approximations. In the present work, we will instead investigate a way to actually perform the exact gradient update that corresponds to considering all D outputs, but does so implicitly, in a computationally efficient manner, without actually computing the outputs. This approach works for a relatively restricted class of loss functions, the simplest of which is linear output with squared error (a natural choice for sparse real-valued regression targets). The most common choice for multiclass classification, the softmax loss is not part of that class, but we may use an alternative spherical softmax, which will also yield normalized class probabilities. For simplicity, our presentation from now on will focus on squared error and on an online setting, and we will only later discuss how this can be extended to minibatches and to a larger class of loss functions.
THE PROBLEM

PROBLEM DEFINITION AND SETUP
We are concerned with gradient-descent based training of a deep feed-forward neural network with target vectors of very high dimension D (e.g. D = 200 000) but that are sparse, i.e. a comparatively small number, at most K ≪ D, of the elements of the target vector are non-zero. Such a K-sparse vector will typically be stored and represented compactly as 2K numbers correpsonding to pairs (index, value) . A network to be trained with such targets will naturally have an equally large output layer of dimension D. We can also optionally allow for the input to the network to be a similarly high dimensional sparse vector of dimension D in . Besides the large sparse target, output, and (optionally large sparse) input, we suppose the network's intermediate hidden layers will be of a smaller, more typically manageable, dimension d ≪ D (e.g. d = 500) 1 .
Notation Vectors are denoted using lower-case letters, e.g. x, y, u, v
Vectors are considered column-vectors; corresponding row vectors are denoted with a transpose, e.g. u T
Matrices are denoted using upper-case letters, e.g. U , V , W W T is the transpose of W .
W i is the i th column of W W :i is the i th row of W (viewed as a column vector).
U −T = U −1 T denotes the transpose of the inverse of a square matrix U .
Architecture
• An input vector x ∈ R Din is linearly transformed into a linear activation a (1) = W (1)T x + b (1) through a D in × d input weight matrix W (1) (and an optional bias vector b (1) ∈ R d ). This is typically followed by a non-linear transformation s to yield the representation of the first hidden layer h (1) = s(a (1) ).
• This first hidden layer representation is then similarly transformed through a number of subsequent non-linear layers (that can be of any usual kind amendable to backpropagation)
) until we obtain last hidden layer representation h =
weight matrix, which will be our main focus in this work 2 • The network's D-dimensional output o is compared to the D-dimensional target vector y associated with input x using squared error, yielding loss L = o − y 2 .
Training procedure The above presented architecture is a typical (possibly deep) multi-layer feed forward neural network architectrue with a linear output layer and squared error loss. Its parameters (weight matrices and bias vectors) will usually be trained by gradient descent, using gradient backpropagation to efficiently compute the gradients . Given an example from the training set as an (input,target) pair (x,t), a pass of forward propagation proceeds as outlined above, computing the hidden representation of each hidden layer in turn based on the previous one, and finally the network's predicted output o and associated loss L. A pass of gradient backpropagation then works in the opposite direction, starting from ∇ o = ∂L ∂o = 2(o − y) and propagating back the gradients ∇ h (k) = ∂L ∂h (k) and ∇ a (k) = ∂L ∂a (k) upstream through the network. The corresponding gradient contributions on parameters (weights and biases), collected along the way, are straightforward once we have the associated ∇ a (k) . Specifically they are
where η is a positive learning-rate. Similarly for the output layer whch will be our main focus here:
THE EASY PART: INPUT LAYER FORWARD PROPAGATION AND WEIGHT UPDATE
It is easy and straightforward to efficiently compute the forward propagation, and the backpropagation and weight update part for the input layer when we have a very large D in -dimensional but K−sparse input vector x with appropriate sparse representation. Specifically we suppose x is represented as a pair of vectors u, v of length (at most) K, where u contains integer indexes and v the associated real values of the elements of x such that x i = 0 if i / ∈ u, and x u k = v k .
Forward propagation through the input layer
The sparse representation of x as the positions of K elements together with their value makes it cheap to compute W (1)T x. Even though W (1) may be a huge full D in × d matrix, only K of its rows (those corresponding to the non-zero entries of x) need to be visited and summed to compute W (1)T x. Precisely, with our (u, v) sparse representaiton of x this operation can be written as
:u k is a d-dimensional vector, making this an O(Kd) operation rather than O(Dd).
Gradient and update through input layer
Let us for now suppose that we were able to get gradients (through backpropagation) up to the first hidden layer activations a (1) ∈ R d in the form of gradient vector ∇ a (1) = ∂L ∂a (1) . The corresponding gradient-based update to input layer weights W (1) is simply:
This is a rank-one update to W (1) . Here again, we see that only the K rows of W (1) associated to the (at most) K non-zero entries of x need to be modified. Precisely this operation can be written as:
. . , K} making this again a O(Kd) operation rather than O(Dd).
THE HARD PART: OUTPUT LAYER PROPAGATION AND WEIGHT UPDATE
Given some network input x we suppose we can compute without difficuly through forward propagation the associated last hidden layer representation h ∈ R d . From then on:
• Computing the final output o = W h incurs a prohibitive computational cost of O(Dd) since W is a full D×d matrix. Note that there is a-priori no reason for representation h to be sparse (e.g. with a sigmoid non-lienarity) but even if it was, this would not fundamentally change the problem since it is D that is extremely large, and we supposed d reasonably sized already. • The gradient on h that we need to backpropagate to lower layers is
we see that it is a rank-one update that updates all D × d elements of W which again incurs a prohibitive O(Dd) computational cost.
For very large D all these three O(Dd) operations are prohibitive, and the fact that y is sparse, seen from this perspective, doesn't help, since neither o nor o − y will be sparse.
A COMPUTATIONALLY EFFICIENT ALGORITHM FOR PERFORMING THE EXACT ONLINE GRADIENT UPDATE
Previously proposed workarounds are approximate or use stochastic sampling. We propose a different approach that results in the exact same, yet efficient gradient update, remarkably without ever having to compute large output o. The gist of our approach is that, rather than working with W directly, we will instead work with a factorized view of it W = V U where V is a D × d matrix (same shape as W ) and U is a smaller d × d invertible matrix that we will initialize to the identity. This will allow us, instead of updating W explicitly, to update it implicitly by changing V and/or U , which as we will see, we can achieve in a computationally much more efficient manner. We will also need to maintain up-to-date versions of two d × d matrices:
This, as we shall see, can be achieved cheaply following rank-one updates to V and/or U . 
COMPUTING THE SQUARED ERROR LOSS EFFICIENTLY
Supposing we have maintained an up-to-date Q = W T W , which is a compact d × d matrix (we will see how we update Q cheaply in section 7), computingĥ = Qh has a complexity of O(d 2 ). 
COMPUTING THE GRADIENT ON h EFFICIENTLY
To backpropagate the gradient through the network, we need to compute the gradient of loss L with respect to last hidden layer representation h. This is
. Again, if we were to compute it directly in this manner the computational complexity would be a prohibitive O(Dd). But we can instead rewrite it as
Again, supposing we have maintained an up-to-date Q (we will see how we update Q cheaply in section 7) computing ∂L ∂h this way is O(Kd + d 2 ) = O((K + d)d), much cheaper than the O(Dd) of the direct approach.
EFFICIENT GRADIENT UPDATE OF W
The gradient of the squared error loss with respect to output layer weight matrix W is ∂L ∂W = ∂ W h−y 2 ∂W = 2(W h − y)h T . And the corresponding gradient descent update to W would be W new ← W − 2η(W h − y)h T where η is a positive learning rate. Again, computed in this manner, this induces a prohibitive O(Dd) computational complexity, both to compute output and residue W h − y, and then to update all the Dd elements of W (since generally neither W h − y nor h will be sparse). To overcome this difficulty let us first rewrite the update as
Note that we can decompose this update into two consecutive update steps:
Notice that we can perform each of these updates implicitly by updating only U and V respectively.:
This results in implicitly updating W as we did explicitly in the naive approach of Eq. 3.
Proof:
We see that the update of U in Eq. 4is a simple O(d 2 ) operation. Following this simple rank-one update to U , we can use the Sherman-Morrison formula to derive the corresponding rank-one update to U −T which will also be O(d 2 ):
It is then easy to compute the U −T new h, an O(d 2 ) operation needed in Eq. 5, and the ensuing rank-one update of V , thanks to the K-sparsity of y is only O(Kd).
Thanks to the K−sparsity and sparse representation of y, computingŷ = V T y is O(Kd) and
. Given these, the update of Q is O(d 2 ) and the rank-one update of V , thanks to the K-sparsity of y is O(Kd). So these operations together have computational complexity of O(Kd + d 2 ) = O((K + d)d), which is much cheaper than the prohibitive O(Dd) of the direct approach.
BOOKKEEPING: KEEPING AN UP-TO-DATE Q AND U −T
We have already seen, in Eq. 6, how we can cheaply maintain an up-to-date U −T following our update of U .
Similarly, following our updates to U and V , we need to keep an up-to-date Q = W T W which is needed to efficiently compute the loss L (Eq. 1) and gradient ∇ h (Eq. 2).
The updates to U and V in Equations 4 and 5 are equivalent to implicitly updating W as in Eq. 3, and this translates into the following update to Q = W T W :
Proof is straightforward but not provided here due to space constraints.
3.5 PUTTING IT ALL TOGETHER: ALGORITHM FOR COMPUTING THE COST L, GRADIENT ON h, AND UPDATING U AND V Efficient computation of cost L, gradient with respect to h (to be later backpropagated further) as well as updating U and V and performing the bookkeeping for U −T and Q. The following table describes the algorithmic steps that we put together from the equations derived above.
Step #
Operation Computational complexity
Number of multiply-adds
1:ĥ = Qh O(d 2 ) d 2 2:ŷ = U T (V T y) O(Kd + d 2 ) Kd + d 2 3:ẑ =ĥ −ŷ O(d) d 4: ∇ h = 2ẑ O(d) d 5: L = h Tĥ − 2h Tŷ + y T y O(2d + K) 2d + K + 1 6: U new = U − 2η(U h)h T O(d 2 ) 2d 2 + d 7: U −T new = U −T + 2η 1−2η h 2 (U −T h)h T O(d 2 ) 2d 2 + 2d + 3 8: V new = V + 2ηy(U −T new h) T O(d 2 + Kd) d 2 + K + Kd 9: Q new = Q − 2η hẑ T +ẑh T + (4η 2 L)hh T O(d 2 ) 4 + 2d + 3d 2
DISCUSSION: EXPECTED BENEFITS, EXTENSIONS AND LIMITATIONS
Having K ≪ d ≪ D we see that the proposed algorithm requires O(d 2 ) operations whereas the standard approach required O(Dd) operations. If we take K ≈ d , we may state more precisely that the proposed algorithm, for computing the loss and the gradient updates will requires roughly 12d 2 operations whereas the standard approach required roughly 3Dd operations. So overall the proposed algorithm change corresponds to a computational speedup by a factor of D 4d . For D = 200 000 and d = 500 the expected speedup is thus 100.
Note that the advantage is not only in computational complexity, but also in memory access. For each example, the standard approach needs to access and change all D × d elements of matrix W , whereas the proposed approach only accesses the much smaller number K × d element of V as well as the three d × d matrices U , U −T , and Q.
So overall we have a much faster algorithm, which while doing so implicitly, will however perform the exact same gradient update as the standard approach. We want to emphasize here that what we are doing is not at all the same as simply chaining 2 linear layers U and V and performing ordinary gradient descent updates on these: this would result in the same prohibitive computational complexity as the standard approach, and such ordinary separate gradient updates to U and V would not be equivalent to the ordinary gradient update to W = V U .
Our algorithm can be straightforwardly extended to the minibatch case, and is expected to yield the same speedup factor compared to the standard approach. But one needs to be careful in order to keep the computation of U −T h reasonably efficient. Indeed, depending on the size of the minibatch m, it may be more efficient to resolve the correpsonding linear equation for each minibatch from scratch rather than updating U −T with the Woodbury equation (which generalizes the Sheman-Morrison formula for m > 1). This approach that we detailed for linear output and squared error can easily be extended to slightly more exotic loss functions: basically any loss function that can be expressed using only the o c associated to non-zero y c and o 2 = j o 2 j the squared norm of the whole output vector, which we can compute cheaply. This family of loss functions does not include the standard softmax, but includes the so-called spherical softmax: log o 2 c j o 2 j (where c is the correct class label). It remains to be seen in practice how this approach performs computationally, and whether we lose something due to using this more limited family of loss functions.
