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Abstract
A spin qubit can be protected from a dephasing spin bath using dynamical decoupling
(DD). Microwave pi-pulses are repeatedly applied to the spin qubit to invert its state and
average out any dephasing. Importantly, this protection fails when the DD pulse spacing is
resonant with nuclear spins in the bath and characteristic dips appear in coherence traces
forming the basis for nanoscale NMR and MRI. This emerging quantum technology has
been demonstrated with the nitrogen vacancy center in diamond.
Most DD protocols apply periodic repetitions of a basic pulse unit. This repetition
motivates us to model the experiments using Floquet analysis. The characteristic coherence
dips are found to be associated with avoided crossings in an underlying Floquet spectrum.
The width and shape of these crossings determines the contrast and sharpness of the
coherence dips. We derive analytic expressions for the coherence dips in terms of the
Floquet quasienergies and Floquet modes.
Typically, the DD microwave pulses are modelled as being instantaneous; however, real
pulses have some ﬁnite duration and it was recently demonstrated that this pulse duration
can cause extra dips to appear in coherence traces. We apply Floquet analysis to accurately
model the complete system dynamics in the presence of these ﬁnite duration pulses and
derive analytic expressions for the complete coherence response. We interpret the arrival
of extra coherence dips as the opening of previously closed avoided crossings. We use this
new understanding to propose protocols to exploit (for increased resolution) or suppress
these extra coherence dips.
Finally, we model the interplay between ﬁnite-duration-pulse eﬀects and microwave
detuning errors - an important problem as the detuning error is completely removed by
instantaneous pulses so is not captured by most analytic models. We observe drastic eﬀects
including the splitting and suppression of the expected DD signal.
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Impact Statement
The importance of standard NMR and MRI cannot be overstated. The application to
medical imaging alone proved revolutionary - oﬀering an extremely detailed and totally
non-invasive window inside the human body. Beyond medical imaging the tools are applic-
able for the structure determination of almost any substance. The shortcoming of standard
NMR and MRI is the inductive detection of the magnetic resonance which places limits on
its sensitivity and spatial resolution. Magnetic resonance detection with nitrogen vacancy
centers in diamond promises a new nanoscale NMR and MRI platform capable of detecting
and imaging at the single atom and single molecule level. The work presented in this thesis
contributes to the future realisation of functionalised nanoscale NMR and MRI.
The nitrogen vacancy (NV) center has not just been used for magnetic resonance detec-
tion but also for a wealth of other applications. The NV is sensitive to a range of physical
properties and can be used for the detection of nanoscale magnetic and electric ﬁelds,
temperatures, pressures and rotations. NV centers have been used to address quantum
registers of nuclear spins for quantum computing purposes, are the basis of room temper-
ature masers and have been used to dynamically polarise samples for increased sensitivity
in standard NMR and MRI. Alongside being a versatile platform for new quantum tech-
nologies the NV center can be used to test concepts in fundamental physics such as the
measurement problem and local realism. The ﬁeld is inherently cross-disciplinary - sitting
at the border of quantum physics and nano-engineering and ﬁnds applicability across all
of science. The work presented in this thesis adds to a growing understanding of the NV
center dynamics (in particular under dynamical decoupling control) which is essential for
designing new applications and interpreting experimental data. The theoretical analysis
is also quite general and can be readily applied to the study of new defect centers (e.g.
silicon, germanium and tin vacancies in diamond and defects in silicon carbide and silicon)
that are being explored as a result of NV center's success.
More speciﬁcally the work presented in this thesis provides mathematical tools for
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understanding the sensor response in quantum sensing experiments. We elucidate the full
system dynamics under realistic experimental conditions (by modelling the eﬀect of ﬁnite
duration pulses with and without detuning errors). We provide new experimental protocols
for enhancing capabilities in sensing experiments which can be used to obtain enhanced
resolution or to suppress unwanted signals. Whilst nanoscale NMR and MRI are still at
the proof-of-concept stage the maturing ﬁeld has already started to see the formation of
industrial spin-oﬀ companies. As the technology develops, any advances will rely on the
understanding laid down in this work and others like it.
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2.1 (a) The nitrogen vacancy center in diamond is a substitutional nitrogen next
to a vacant site. (b) The electronic ground state is a spin-1 system with zero-
ﬁeld splitting D and the ms = ±1 levels are split by an applied magnetic
ﬁeld. (c) The larger electronic structure of the NV. The excited state is also
spin-1 and there is an inter-system crossing (ISC). Green laser light excites
from ground to excited states in a spin preserving transition. The excited
state can decay again via the spin-preserving transition ﬂuorescing red light
but the ms = ±1 levels preferentially decay through the non-radiative ISC
to the ms = 0 state. This allows for readout and initialisation. . . . . . . . . 39
2.2 (a) Bloch sphere representation of the qubit sensor state. The state |ψ〉 =
cos θ2 |u〉 + sin θ2 exp(iφ) |d〉 can be represented as a vector sin θ cosφxˆ +
sin θ sinφyˆ+cos θzˆ on the Bloch sphere. (b) Microwave pulses can rotate the
qubit state about any axis on the xy-plane by any angle. Here we illustrate
a pi-rotation about the x-axis denoted pix. For sensing experiments a pi2 -pulse
is used to initialise the sensor from the state |d〉 to an equal superposition
state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3 The local spin environment of the nitrogen vacancy center in diamond. The
majority of lattice sites are zero-spin 12C atoms but a natural abundance
(1.1%) of 13C have a nuclear spin-1/2. (a) The NV hyperﬁne couples to nuc-
lear spins in the environment. (b) Nuclear spins in the environment couple
together. (c) Many-body correlations may be present but the dominant ef-
fect on the NV is from the single-spin eﬀect. (d) Ultimately the NV based
sensor is designed to detect nuclear spins external to the diamond. . . . . . 44
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2.4 Dynamical decoupling based sensing protocols. All experiments begin by
initialising the sensor to an equal superposition state and end by measuring
the spin projection along the original superposition axis. The diﬀerent pro-
tocols are composed of sections of free evolution interspersed with control
pi-pulses. Shown here are the (a) free induction decay (FID) (b) Hahn echo
(HE) (c) CPMG-2 and (d) CPMG-2Np experiments. Notice that the CPMG
sequence is just two repetitions of the Hahn echo and the CPMG-2Np se-
quence is Np repetitions of the CPMG sequence. . . . . . . . . . . . . . . . 46
2.5 Dephasing and decoherence. (a)(i) shows the dephasing of a qubit sensor in
an FID experiment. For each repetition of the experiment the quasistatic
magnetic ﬁeld the sensor feels from the environment is slightly diﬀerent.
The oscillating signals (blue lines) go out of phase with each other and under
statistical averaging the signal decays (red dashed line) on a timescale T ∗2 .
The Bloch sphere representation of the dephasing state is shown in (a)(ii).
(b)(i) shows the dephasing and subsequent refocussing of a qubit sensor in a
Hahn echo experiment. The signal dephases as for the FID experiment but
the pi-pulse causes the dephasing to refocus at at time t = 2τ . Stretching
the delay, τ , the echo will survive until the coherence time T2  T ∗2 . The
Bloch sphere representation of the Hahn echo evolution is shown in (b)(ii).
(c) shows the response under dynamical decoupling. Here the Hahn echo
sequence is replaced by a basic pulse sequence of length T and is repeated
Np times. The length of the sequence is stretched to produce a coherence
trace that decays on a timescale T2. Sharp dips appear in the coherence
trace when the spacing of the DD sequence pulses is resonant with a target
nuclear spin and this forms the basis for DD based sensing. . . . . . . . . . 49
3.1 The spin-1/2 target feels a ﬁeld conditioned on the state of the sensor,
hu,d = (Xu,d, 0, Zu,d) = ωu,d(sin θu,d, 0, cos θu,d). . . . . . . . . . . . . . . . . 63
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3.2 (a) Shows the coherence response, L(NpT ), Floquet quasienergies  (plot-
ted as a the Floquet phase, ε = T , for readability) and Floquet angle
diﬀerence θFu − θFd of a sensor detecting a spin-1/2 system with Np = 15
repetitions of CPMG. The conditional ﬁelds felt by the spin-1/2 are hu =
(50, 0, 460) kHz × 2pi and hd = (0, 0, 450) kHz × 2pi. Dips in coherence ap-
pear when θFu − θFd = pi and coincide with avoided crossings in the quasien-
ergy spectra. (b) Shows a zoom of the ﬁrst dip appearing in (a). The
pulse-number independent coherence envelope is shown and the ﬁlling of
the envelope with increasing Np is demonstrated. . . . . . . . . . . . . . . . 66
3.3 The nitrogen vacancy detection of a single 13C. (a) Shows the Floquet
quasienergy spectrum with avoided crossings. The dotted black lines indic-
ate the width of the avoided crossings. (b) Shows the NV coherence response
with sharp coherence dips associated with the avoided crossings. The black
dotted lines indicate the dip depth calculated from our analytic expression,
L(NpTdip) = 1−2 sin2(Npδε), which depends on the avoided crossing width,
δε. For simulation a magnetic ﬁeld of 100 G is applied along the NV axis, the
hyperﬁne coupling is [Ax, Az] = [10, 25] kHz × 2pi and Np = 15 repetitions
of the CPMG sequence are applied (30 pulses total). . . . . . . . . . . . . . 69
3.4 The nitrogen vacancy center detection of a single 13C with a magnetic ﬁeld
applied perpendicular to the NV axis. Diﬀerent coherence regimes appear at
diﬀerent magnetic ﬁeld strengths (a) Bx = 15 G. The avoided crossings are
wide and start to overlap resulting in a highly oscillatory coherence spectra
with no clear dips. The average Hamiltonian prediction fails (red dotted
vertical lines) (b) Bx = 1 G. The avoided crossings are narrow resulting
in sharp coherence dips. The average Hamiltonian prediction is accurate.
(c) Scanning the magnetic ﬁeld strength reveals a checkerboard pattern. (d)
Plotting the coherence envelope, Eq. (3.23) reveals the underlying structure.
The blue and green bounding lines are given by T = (2m−1)×2pi/|ωu±ωd|.
For simulations here the hyperﬁne coupling is [Ax, Az] = [0, 50] kHz × 2pi
and 10 repetitions of the CPMG sequence are applied. . . . . . . . . . . . . 71
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3.5 The spectrum of Si:Bi as a function of magnetic ﬁeld, B. The energy levels
are strongly mixed due to the large hyperﬁne coupling. The levels are la-
belled in terms of increasing energy |l〉 for l = 1, ..., 20 and possible qubit
transitions are shown. Figure adapted from Balian et al. 2015 . . . . . . . . 73
3.6 The spin projections mu,d = 〈u, d|Sˆz|u, d〉 for the Si:Bi (12 ↔ 9 transition)
and NV (0 ↔ +1 transition). For Si:Bi the spin projections are highly de-
pendent on the applied magnetic ﬁeld and an optimal working point (OWP)
exists at B0 ≈ 0.19 T where mu = md essentially removing the quantum
back action of the sensor on the environment. . . . . . . . . . . . . . . . . . 73
3.7 The Si:Bi detection of a 29Si spin dimer at (a) 0.18 T (near the OWP) and
(b) 0.15 T and (c) magnetic ﬁelds between 0 and 0.3 T. Here 10 repetitions
of the CPMG sequence are applied, the dimer has hyperﬁne couplings A1 =
180 kHz× 2pi and A2 = 100 kHz× 2pi and dipolar coupling strength C12 =
1.3 kHz× 2pi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.8 Magnetic ﬁeld sweeps for a Si:Bi sensor detecting a 29Si spin dimer. The
full coherence function is shown on the left and its envelope on the right for
diﬀerent values of R = |A1 − A2|/C12. (a) and (d) R = 100, (b) and (e)
R = 20, (c) and (f) R = 10. The solid blue curve shows the dip prediction
via the Floquet method. The solid red line is the average Hamiltonian
prediction. Only for large R does the average Hamiltonian method oﬀers
a good approximation at all magnetic ﬁelds. The horizontal axis scans
4Npτ = NpT , the total sequence length. . . . . . . . . . . . . . . . . . . . . 76
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3.9 (a) To isolate many body eﬀects we compare the 3-cluster with a system of 3
disjoint pairs that have the same dipolar couplings and hyperﬁne diﬀerences.
(b) and (c) show the coherence function maps obtained for 3 pairs and the
3-cluster. The loci of dips are split for the 3-cluster, illustrating the eﬀect of
many-body correlations. The splitting is due to a secular dipolar coupling
term Cij Iˆiz Iˆjz that aﬀects the I = +1/2 and I = −1/2 subspaces diﬀerently.
The two right hand panels (i) and (ii) show single traces corresponding to
the cuts in (c) as well as the six corresponding quasienergies: in case (i) in a
weak coupling regime the dips are narrow. In case (ii) there is stronger coup-
ling, the avoided crossings of the corresponding quasienergies are broader.
The dip splitting for the 3-cluster can be seen from the quasienergy spec-
tra. Each subspace contributes a set of avoided crossings that are slightly
unaligned creating pairs of coherence dips. The coherence maps here have
been calculated with a full numerical propagation of the total Hamiltonian
for Np = 100 repetitions of the CPMG sequence. (4Npτ = NpT = ttot). . . 78
3.10 Coherence map for an interacting cluster of three spins (3-cluster). The
coloured lines show comparisons with Eq. (3.37) showing excellent agreement
with numerics obtained by diagonalisation of the full joint sensor-cluster
Hamiltonian. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.1 (a) Shows a square pi-pulse where the pulse shape, Ω(t), is deﬁned at the
origin. For square pulses Ω(t) ≡ Ω for t ∈ [−tp/2, tp/2] and Ω(t) = 0
elsewhere. For the pulse to be a pi-pulse we require that Ωtp = pi. (b) Shows
the ﬁrst few pulses of a sequence constructed of identical square pulses at
arbitrary phases. (c) Shows the Bloch sphere representation of the applied
pi-pulses, illustrating the eﬀect of the pulse phase, φm. . . . . . . . . . . . . 85
4.2 The nuclear spin-1/2, Iˆ, feels a magnetic ﬁeld conditional on the state of
the NV sensor, hd = −γnB or hu = −γnB+A. In the average Hamiltonian
frame we consider the average ﬁeld hav = −γnB + 12A and the interaction
ﬁeld v = 12A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
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4.3 Parts (i) show the square pulse microwave amplitudes (Ωx(t) =
∑
m Ω(t −
tm) cosφm, Ωy(t) =
∑
m Ω(t− tm) sinφm) and modulation functions (fi(t))
for the (a) CPMG and (b) XY8 pulse sequences. They both share the same
parallel modulation function, fz(t), but their diﬀerence in pulse phases is en-
coded into the perpendicular modulation functions, fx,y(t). Parts (ii) show
the Fourier amplitudes of the modulation functions, fki =
1
T
∫ T
0 fi(t) exp(−ikωt)dt
where ω = 2pi/T , weighted by the resonant period, T kd = k × 2pi/ωav. The
parallel Fourier amplitudes are fkz and the perpendicular Fourier amplitudes
are represented as a single quantity, fk⊥ = f
k
x + if
k
y . For tp = 0 the per-
pendicular modulation functions vanish and thus so do the perpendicular
Fourier amplitudes whilst the parallel modulation function becomes the sin-
gular stepped-modulation function common in DD analysis. . . . . . . . . . 88
4.4 (a) The unperturbed Floquet spectrum, 0 = ±ωav+mω, has level crossings
when the DD frequency ω = ωav/k. (b) It is also possible to represent the
spectrum under a scan of the DD period, T = 2pi/ω, where the spectrum
0T = ±ωavT/2 + m2pi has crossings at T = k × 2pi/ωav. We study the
oﬀ-diagonal elements of the Floquet Hamiltonian to see if the level crossing
degeneracies will be lifted to form avoided crossings. . . . . . . . . . . . . . 90
4.5 Schematic illustrating the Floquet Hamiltonian method. (a) A periodic
Hamiltonian in a Hilbert space with basis |ms, α〉. (b) The corresponding
Floquet Hamiltonian with the basis |ms, α,m〉〉. (c) and (d) At degeneracies
in the unperturbed quasienergy spectrum the Floquet Hamiltonian can be
rearranged into block form as only the oﬀ-diagonal terms connecting degen-
erate levels are signiﬁcant. (e) A static eﬀective Hamiltonian can also be
expressed in Floquet space as shown in (f). The eﬀective Hamiltonian is
revealed by comparing (d) and (f). . . . . . . . . . . . . . . . . . . . . . . . 92
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4.6 (a) Typically microwave pulses are modelled as delta-spikes with zero dur-
ation. Allowing the pulse to have some ﬁnite width, tp, opens new avoided
crossings in the Floquet quasienergy spectrum and creates spurious signals
as demonstrated here. (b) The unperturbed Floquet eigenspectrum is given
by the nuclear average Hamiltonian: ±ωav, but shows the characteristic Flo-
quet structure of dressed states shifted by integer multiples of ω = 2pi/T .
There are level crossings when T = k × 2pi/ωav. In this case, the level de-
generacies correspond to true crossings. (c) The eﬀect of the DD pulses,
for the ideal tp = 0 case, is to turn some crossings into avoided crossings.
A coherence dip, with its strength determined by the width of the crossing,
can then be seen. (d) For the general tp 6= 0 case, all remaining crossings
can potentially become avoided crossings: these are typically narrow, and
yield sharp weaker dips. For numerical simulations here: ωav = 2 MHz× 2pi
and A⊥ = 200 kHz × 2pi. The pulse sequence is XY8 with Np = N/8 = 60
repetitions. The ﬁnite pulses have height Ω = 20 MHz × 2pi and duration
tp = pi/Ω. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.7 Simulations of the NV detection of a single 13C with XY8. Parts (i) show
the avoided crossings in the Floquet spectrum associated with the (a) k = 2
spurious dip and (b) k = 4 expected dip. Notice, due to the diﬀerent axis
scaling that the spurious avoided crossing is ∼ 20× narrower than the ex-
pected avoided crossing. Parts (ii) shows a good ﬁt between the NV coher-
ence trace computed by direct numeric propagation of the time-dependent
Hamiltonian, Eq. (4.1), (red dots) and our derived analytic expressions for
the coherence (blue lines) (a) the k = 2 spurious dip with Eq. (4.23) and
(b) the k = 4 expected dip with Eq. (4.20). Notice that the spurious dip
is much narrower than the expected dip, in conjunction with its narrower
avoided crossing. (Again note the diﬀerent axis scaling.) For numerical
simulations here a magnetic ﬁeld, Bz = 480 G, is applied along the crystal
axis whilst the carbon spin is hyperﬁne coupled to the NV with strength
[Ax, Az] = [35, 0] kHz×2pi. The square pulses applied have width tp = 100
ns and for the spurious signal Np = N/8 = 60 sequence repetitions were
applied whilst for the expected signal Np = 30. . . . . . . . . . . . . . . . . 98
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4.8 Comparison of the ﬁnite pulse duration XY8 and CPMG coherence response.
All three panels here simulate the NV detection of a single 13C. (a) shows the
XY8 response which has spurious dips. (b) shows the CPMG response which
has no spurious dips. (c) shows a zoom of the CPMG dip which shows that
although there are no distinct spurious dips the ﬁnite-pulse durations still
have some eﬀect on the expected signal. In all 3 panels the blue solid line is
numerically obtained by directly propagating the time-dependent Hamilto-
nian, Eq. (4.1). The black dotted line is a numerical simulation of the ideal,
tp = 0, signal which does not match the actual CPMG signal. A better
ﬁt (red dashed line) can be calculated from the eﬀective Hamiltonian as
discussed in the text. The numerical simulations include a magnetic ﬁeld,
Bz = 480 G, applied along the crystal axis whilst the carbon spin is hyper-
ﬁne coupled to the NV with strength [Ax, Az] = [35, 0] kHz×2pi. The square
pulses applied have width tp = 100 ns and Np = N/8 = 30 repetitions of
the sequence were applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.9 Figure showing a simple test to determine the origin of coherence signals.
Parts (i) show the usual DD based detection of a 13C using (a) XY8 and (b)
CPMG. Parts (ii) show our suggested test protocol described in the text.
The signals that remain in the test protocol indicate that those signals are
associated with some sensor state mixing, i.e there is a non-negligible ﬁnite-
pulse eﬀect. The CPMG sequence is included to show that, although the
sequence does not present distinct spurious dips, a ﬁnite-pulse eﬀect is still
present. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
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4.10 The microwave pulse shape directly aﬀects the size of the spurious dips. We
compare the eﬀect of four diﬀerent pulse shapes: square (purple solid line),
triangle (cyan solid line), Gaussian (blue dashed line) and Hermite (red
dashed line). (a) Shows the microwave pulse proﬁle, Ω(t). (b) Shows the
perpendicular modulation within a single pulse, |f⊥(t)| = |fx(t) + ify(t)| =
| cos Ω¯(t)|. (c) Plots the scaling factor W [Ω¯(t)] (Eq. (4.31) in the text)
against the pulse duration. The black diamonds denote the scaling factor
strength whist the dashed coloured lines are only added for easier referencing
with the other plots. (d) Shows the k = 2 spurious dip under XY8 control
with the diﬀerent pulse shapes. Notice that the relative sizes of the spurious
dip contrast mirrors the relative size of the scaling factors from part (c). . . 105
5.1 (a) Numerical simulation of the NV coherence coupled to two independent
nuclear spins with ω(1)av = 2pi × 402.6 kHz and ω(2)av = 2pi × 405.4 kHz and
hyperﬁne coupling strengths A(1)⊥ = 2pi×21.6 kHz and A(2)⊥ = 2pi×31.0 kHz.
Solid black line: The coherence trace after Np = 7 repetitions of the XY8
sequence. Solid grey line: The coherence trace after Np = 75 repetitions.
The ﬁnite pulses have height Ω = 2pi × 10 MHz and width tp = pi/Ω. The
inset shows a magniﬁcation of the spurious dips with the analytic expression,
Eq. (4.23), for each dip plotted also (dashed line). (b) Numerical simulation
of the NV coherence coupled to two, more remote, independent nuclear spins
with ω(1)av = 2pi×16.67 kHz and ω(2)av = 2pi×15.56 kHz and hyperﬁne coupling
strengths A(1)⊥ = 2pi × 1.63 kHz and A(2)⊥ = 2pi × 2.14 kHz. Solid black line:
The coherence trace after Np = 1 repetitions of the XY8 sequence. Solid
grey line: The coherence trace after Np = 10 repetitions. The ﬁnite pulses
have height Ω = 2pi×100 kHz and width tp = pi/Ω. The analytic expression,
Eq. (4.23), for the spurious dips is also plotted (dashed line). In each case
the positions of the fundamental dip for each spin are denoted by the red
and blue vertical dashed lines but these are unresolved because the frequency
separation is less than the hyperﬁne coupling strength. By increasing the
number of pulses the pairs of spins can be clearly resolved at the k = 2
spurious dip. A global phase of φg = −pi/4 has been applied to the pulse
sequence to enhance the contrast at the spurious dip. This global phase also
removes the k = 1 and k = 3 spurious dips. . . . . . . . . . . . . . . . . . . 111
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5.2 Randomisation scheme for removing spurious dips. Illustrated here with
XY8. (a) The basic XY8 pulse unit. A basic pulse unit is deﬁned by the
pulse positions and phases. The pulse phases are measured relative to the
initial superposition state of the quantum sensor (i.e. immediately after the
initial pi/2-pulse). The additional phase Φ denotes a global phase added
to all pulses within the unit. (b) The randomised XY8 sequence. A larger
dynamical decoupling sequence is built up by repeating the sequence Np
times. The randomisation protocol shifts all the pulses in each unit by a
random global phase so that RXY 8Np = (XY 8Φr1)(XY 8Φ
r
2)...(XY 8Φ
r
Np
).
Setting Φrn = 0, ∀n returns the usual XY8 sequence. (c) and (d) compare the
NV coherence response under XY8Np ((c) blue solid line) and RXY 8Np
((d) red solid line) whilst detecting a single nuclear spin-1/2. In both (c)
and (d) the ideal sensor response is plotted (green dashed line), i.e. the
sensor response when tp = 0. Regular XY8Np produces spurious signals
but the RXY8Np eﬃciently suppresses them, successfully reproducing the
ideal signal. For the simulation Bz = 300 Gauss and the nuclear spin is a
13C with [Ax, Az] = [36.5, 36.1] kHz × 2pi. A total of 800 square pi-pulses
are applied (tp = 100ns) so that Np = 100. The RXY8 sequence is averaged
over 10 realisations of random phases. . . . . . . . . . . . . . . . . . . . . . 115
5.3 Comparison of XY8 detection (blue solid line), RXY8 detection (red dashed
line) and XY8 detection with additional global phase Φrn = npi as described
in the text (green dashed line). The Φrn = npi sequence suppresses the
spurious signals that are present in the unmodiﬁed XY8 sequence but new
spurious signals appear at diﬀerent positions. The RXY8 sequence success-
fully suppresses all the spurious signals. Here we have simulated the NV
detection of a single 13C spin with hyperﬁne coupling [35, 0] kHz × 2pi at
Bz = 480 G. A total of 480 pulses are applied with tp = 100 ns and the
RXY8 signal was averaged over 5 realisations. . . . . . . . . . . . . . . . . . 117
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5.4 Randomisation protocol applied to ﬁve diﬀerent pulse sequences. The ran-
domisation protocol is universal and suppresses all spurious signals, here
from four 13C spins, whilst maintaining the ideal signal, here from a single
1H spin (red arrows). (a) XY4 (blue solid) and RXY4 (red dashed). (b)
XY32 (blue solid) and RXY32 (red dashed). (c) YY8 (blue solid) and RYY8
(red dashed) (d) KDD(XX) (blue solid) and RKDD(XX) (red dashed) (e)
RKDD(XYXY) (blue solid) and RKDD(XYXY) (red dashed). In all cases,
a total of 800 square pi-pulses (tp = 50ns) are applied, Bz = 300 Gauss and
there are four 13C spins: [Ax, Az] = {[36.5, 36.1], [31.3, 4.25], [24.2,−27.7], [18.1, 19.3]} kHz×
2pi and a single 1H spin [Ax, Az] = [1, 0] kHz × 2pi. The randomised sim-
ulations are averaged over 4 realisations. In (c) a microwave detuning of
∆ = 0.5MHz×2pi is included. . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.5 The YY8 sequence. (i) Shows the square pulse microwave amplitudes (Ωx(t) =∑
m Ω(t− tm) cosφm, Ωy(t) =
∑
m Ω(t− tm) sinφm) and modulation func-
tions (fi(t)) for the YY8 pulse sequence. (ii) Shows the Fourier amplitudes of
the modulation functions, fki =
1
T
∫ T
0 fi(t) exp(−ikωt)dt where ω = 2pi/T ,
weighted by the resonant period T kd = k × 2pi/ωav. The parallel Fourier
amplitudes are fkz and the perpendicular Fourier amplitudes are represen-
ted as a single quantity, fk⊥ = f
k
x + if
k
y . These quantities can be compared
with those for the XY8 and CPMG sequences as shown in Fig. 4.3 . . . . . 120
5.6 Comparison of the XY8 and YY8 coherence response. The YY8 sequence
suppresses the spurious dips that appear in XY8 sequences. However, when
a modest microwave detuning is present the spurious dips return, some even
stronger than the original XY8 spurious dips. Here we simulated the NV
detection of a 13C with hyperﬁne coupling [Ax, Az] = [36.5, 36.1] kHz × 2pi
at 300 G. We apply 800 square pulses of duration 100 ns. . . . . . . . . . . 120
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6.1 Numerical simulation of the detuning eﬀect in ﬁnite pulse duration DD
based sensing. Simulations are performed by directly propagating the time-
dependent Hamiltonian. (a) Shows how the fundamental CPMG resonance
is split when a static detuning is present. If the experiment is simulated
with instantaneous pulses (tp = 0) then this behaviour is not captured.
Simulated here is the NV CPMG detection of a carbon spin at Bz = 480
G with hyperﬁne coupling [Ax, Az] = [9.13, 9.03] kHz × 2pi and 80 total
pulses. (b) Shows that a detuning in XY8 detection aﬀects the contrast of
spurious signals. Simulated here is the NV XY8 detection of a carbon spin
at Bz = 480 G with hyperﬁne coupling [Ax, Az] = [36.50, 36.13] kHz × 2pi
and 480 total pulses.The detunings in the ﬁgure are listed in Hz to save
space but in the text we use Hz×2pi units. . . . . . . . . . . . . . . . . . . . 123
6.2 The generalised modulation functions for CPMG (parts (a)) and XY8 (parts
(b)) with varying detuning strengths. The modulation functions are plotted
over 8 pulses. (This is one XY8 period but 4 CPMG periods.) The detunings
are listed in Hz to save space but in the text we use Hz×2pi units. . . . . . . 127
6.3 We re-plot the simulations made in Fig. 6.1 (cyan solid line) and com-
pare against the prediction based on our derived eﬀective Hamiltonian (teal
dashed line) for (a) CPMG and (b) XY8. There is a good ﬁt to numerics.
We only plot the ∆ = 0.5 MHz× 2pi case and for the XY8 sequence we only
show the zoomed inset from Fig. 6.1(b). . . . . . . . . . . . . . . . . . . . . 129
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6.4 CPMG. (a) and (b) show the Fourier transform of the modulation functions
for zero and non-zero detunings, evaluated at the nuclear average Hamilto-
nian frequency ω = ωav. This is plotted as a scan of the intended DD period,
T . (Intended because the detuning breaks the periodicity. In this study we
choose an 8 pulse period so we can compare CPMG and XY8.) Notice that
for zero detuning the resonant peak is actually twice as high as the split
peaks at non-zero detuning.(c) and (d) show color maps detailing how the
Fourier transforms of the modulation functions are aﬀected by a scan of
detunings. The detuning causes the resonant peak to split or recombine
depending on the detuning strength. The white dashed lines indicate the
traces shown in (a) and (b). Here we simulate the same experiment shown
in Fig. 6.1(a). The x Fourier transform scan is not shown it can be neglected
when compared with the y, z-contributions. . . . . . . . . . . . . . . . . . . 130
6.5 XY8. The Fourier transforms of the (a) x, (b) y and (c) z modulation
functions evaluated at the average nuclear Hamiltonian frequency ω = ωav.
They are parametrised by the DD sequence period, T , and a static detuning,
∆. The expected DD resonance sits at T ≈ 8 µs while all other resonances
are spurious and are present due to the ﬁnite pulse duration. Note the
diﬀerence in vertical axis scale between plots. Here we simulate the same
experiment described in Fig. 6.1(b).The detuning ampliﬁes the resonant
peaks in the x, y-spectra explaining the ampliﬁcation of the spurious signals. 132
6.6 Shows the suppression of the CPMG coherence dip due to inhomogeneous
broadening. Here we numerically simulate the NV detection of a 1H nuc-
lear spin with hyperﬁne coupling [Ax, Az] = [1, 0] kHz × 2pi. A magnetic
ﬁeld, Bz = 200 G, is applied along the NV axis and a total of 800 pulses
are applied (of XY8 and CPMG) with pulse duration tp = 50 ns. The in-
homogeneous broadening is modelled as a quasistatic magnetic ﬁeld aligned
with the NV axis chosen from a Gaussian distribution with zero mean and
standard deviation σ =
√
2/T ∗2 . We assume T ∗2 = 1 µs and average over 50
realisations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
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1 | Introduction
The detection of remote single nuclear spins via the nitrogen vacancy (NV) center defect
in diamond [1, 2, 3] represents an important milestone in the eﬀort to realise single mo-
lecule nuclear magnetic resonance (NMR) and magnetic resonance imaging (MRI) [4, 5, 6].
NMR and MRI [7] are well established and powerful tools for determining the structure
of materials with a vast range of applications, ranging from medical imaging to chemical
analysis. However, these schemes, which detect the sample net magnetisation, rely on the
very small statistical polarisation of spins in the sample. This requirement sets a lower
limit on the number of spins that can be detected (the sensitivity) and thus the voxel size
in imaging applications (the spatial resolution). Typically, NMR is limited to Avogadro's
numbers of spins and micron resolution. Increases in NMR sensitivity can be achieved
by applying strong magnetic ﬁelds or cryogenic cooling, which both increase the sample
polarisation, but this removes the technique's attractive bio-compatibility for in-vivo and
in-vitro samples. Experiments with the nitrogen vacancy defect center in diamond [8] (and
other solid state defect centers [9, 10, 11]) have paved the way towards NMR and MRI
of single molecules in ambient conditions - promising, amongst other things, a wealth of
applications in the life sciences [12].
The nitrogen vacancy center in diamond is formed of a substitutional nitrogen atom
neighbouring a vacant site in the carbon lattice. The defect has an optically addressable
spin-1 ground state that couples to other local spins oﬀering a window into its nanoscale
environment. Prior to the detection of remote nuclear spins [1, 2, 3], NV based NMR
experiments were limited to the detection of nearest-neighbour or proximal nuclear spins
that couple strongly to the NV [13, 14, 15]. These spins can be a valuable resource [14]
but for sensing purposes a larger detection range is desirable. More remote spins, weakly
coupled to the NV center are harder to detect as their signal is typically embedded in the
noise from a bath of other nuclear spins in the environment. The key to detecting weak
nuclear spins is dynamical decoupling (DD) [16] - the repeated application of microwave
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pulses to invert the state of the NV sensor. Dynamical decoupling functions two-fold: it
averages out environmental noise, extending the sensor coherence time (and thus the sample
interrogation time) and it ampliﬁes the weak signals from target nuclear spins. The nuclear
spins are detected via the characteristic dips they imprint onto sensor coherence traces.
The ﬁrst dynamical decoupling based detection of remote spins was demonstrated on
single 13C nuclear spin-1/2s resident in the diamond lattice itself [1, 2, 3]. Since then,
the scheme has been extended to detect resident nuclear spin clusters [17, 18], electron
spins external to the diamond [19, 20], nanoscale size samples of nuclear spins placed on
the diamond surface [21, 22, 23] and ﬁnally external single nuclear spins [24, 25, 26]. The
ultimate goal being a functionalised nanoscale NMR and MRI sensor for the complete
structure determination and imaging of single molecules.
In addition to detection, the coupling between the NV center and these nuclei means
the NV can be used to address nuclear spin states and form a quantum register. Quantum
registers of proximal nuclear spins [14, 27, 28, 29] and remote nuclear spins [30] have been
demonstrated. These registers are capable of initialisation, readout, entanglement and
quantum error correction algorithms for quantum information applications [31] or even to
assist sensing as ancilla qubits or quantum memories [26, 32, 33, 29, 34].
1.1 Motivation
The emerging technology of NV-based nanoscale NMR and MRI shows great promise
and has achieved several important milestones. These experimental achievements must
be paired with an accurate and instructive analytic model of the system dynamics un-
der diﬀerent experimental protocols. This need is clear in two cases: Firstly, in sensing
experiments one must derive information from the features within experimental data and
analytic models relate these features to the physical parameters of interest. Secondly, when
designing new protocols to control the system in a desired way an accurate understanding
of how the system behaves is required.
Dynamical decoupling based sensing experiments have been analysed with a mixture
of semi-classical methods - where the nuclear spin signal is treated as classical oscillating
magnetic ﬁeld - and more quantum methods where the nuclear spin is treated as a quantum
state that couples to the NV center. Semi-classical analysis interprets the dynamical
decoupling as a narrow band ﬁlter that averages out any signals not resonant with the pulse
spacing. The characteristic dips in sensor coherence appear when the dynamical decoupling
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is resonant with an incident AC magnetic signal. By scanning the dynamical decoupling
pulse spacing one can reconstruct the noise spectrum of the spin bath and detect single
nuclear spins as distinct peaks in this spectrum [35, 1, 36]. More quantum approaches treat
the nuclear spin quantum mechanically and take into account the quantum back action
of the NV center on the nuclear spin. Quantum back-action refers to the fact that the
dynamics of the nuclear spin are conditioned on the state of the sensor. The NV is not
just a passive observer of the environment but actively aﬀects it. In fact, quantum back-
action causes the nuclear spin target to become entangled with the NV and dips in sensor
coherence appear as the dynamical decoupling drives entanglement between the sensor
and the nuclear target. There have been several quantum approaches including geometric
methods [2, 3] and more recently methods based on the Magnus expansion [37, 38] and
the rotating wave approximation [39]. Quantum approaches are essential if one seeks to
understand the dynamics of the nuclear spin target, not only the sensor response, as is the
case for quantum information protocols where the NV is used to drive quantum operations
on nuclear spin registers.
We are motivated to explore a Floquet theory approach by the periodicity of many
dynamical decoupling schemes (which typically deﬁne a basic pulse unit and then apply it
repeatedly). Floquet theory is generally applicable to systems with periodic Hamiltonians
[40] and has seen some application in standard NMR [41] but was not yet introduced to
the nanoscale NMR ﬁeld. This is a quantum method that seeks to obtain the Floquet
quasienergies and modes of the system which are the eigenenergies and eigenstates of the
stroboscopic evolution. As the experiments are only ever measured stroboscopically the
sensor response can be expressed completely in terms of the Floquet quasienergies and
modes.
Later, we are motivated to apply our Floquet model to dynamical decoupling based
sensing experiments where the short duration of microwave pi-pulses can no longer be
ignored. These experiments are typically modelled assuming that the pi-pulses are in-
stantaneous - taking inﬁnitesimal time. However, it was recently pointed out that the
unavoidable ﬁnite duration of microwave pulses can cause new signals, so-called spurious
dips, to appear in sensor coherence traces [42]. This issue is particularly important as the
arrival of these new signals can create ambiguities in nuclear spin species classiﬁcation.
This phenomenon was modelled with a semi-classical analysis [42, 43, 44] which was used
to propose a method for determining whether a signal is spurious or not. We apply our
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quantum approach, Floquet theory, which generalises to the ﬁnite-duration-pulse case, and
seek to predict the complete sensor response under any ﬁnite duration pulse control. With
a new understanding of the system dynamics in the presence of ﬁnite pulse durations we
are able to propose a new set of protocols for enhancing sensing schemes - by removing
ambiguities or increasing resolution.
Finally, as real experiments include errors, many studies [45, 46, 47, 39, 48] have been
performed to analyse the performance of diﬀerent pulse sequences in the presences of
certain pulse errors - e.g. detunings from resonance, pulse phase errors, pulse ﬂip-angle
errors. An interesting class of problems is the eﬀect of detuning errors. Instantaneous
pulses completely refocus the eﬀect of static ﬁelds essentially removing all detuning eﬀects.
However, in the presence of ﬁnite duration pulses this is no longer the case. We are
motivated to study the interplay between detuning errors and ﬁnite duration pulses as this
eﬀect vanishes in the limit of zero width pulses and thus cannot be captured by any model
that doesn't include ﬁnite pulse widths.
1.2 Outcomes
The work presented in this thesis has been published in Jacob Lang et. al., Dynamical-
Decoupling-Based Quantum Sensing: Floquet Spectroscopy, Physical Review X (2015) [49]
and Jacob Lang et. al., Enhanced Resolution in Nanoscale NMR via Quantum Sensing
with Pulses of Finite Duration, Physical Review Applied (2017) [50]. It also includes work
from two manuscripts currently in preparation: Jacob Lang et. al., Universal method for
mitigating spurious signals via randomisation of pulse phases and Jacob Lang et. al., The
non-vanishing eﬀect of detuning errors in dynamical decoupling based sensing experiments.
The key outcomes of our work are fourfold. Firstly, we apply for the ﬁrst time, Floquet
analysis to model dynamical decoupling based sensing experiments [49, 50]. We ﬁnd that
avoided crossings in an underlying spectrum of Floquet quasienergies herald the appear-
ance of characteristic dips in sensor coherence traces. The contrast and position of these
dips being determined by the position and width of the avoided crossings. We express
the coherence response in terms of the Floquet quasienergies and modes. This outcome is
evidenced across Chapter 3 and Chapter 4. Secondly, we include ﬁnite pulse durations in
our model to accurately predict the position and shape of spurious dips [50]. More gen-
erally, we can predict the ﬁnite-duration-pulse eﬀect on the complete coherence response.
This outcome is shown in Chapter 4. Thirdly, this new understanding of the ﬁnite-pulse
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eﬀect allows us to design new protocols for enhanced sensing either via increased spectral
resolution or by suppressing the spurious signals. These protocols are given in Chapter 5.
Finally, and more recently, we have developed an analytic model to understand the ef-
fect of detuning errors in the presence of ﬁnite pulse durations. As expected we see that
these detuning error eﬀects vanish if the pulse width is assumed to be inﬁnitesimal. This
outcome is presented in Chapter 6.
Our ﬁrst result shows that Floquet theory can be usefully applied to dynamical de-
coupling based sensing experiments. We derive a general expression, Eq. (3.7), for the
sensor coherence response in terms of the Floquet quasienergies and modes. Characteristic
dips in sensor coherence are associated with avoided crossings in the Floquet quasienergy
spectra with the avoided crossing width determining the shape of the coherence dip. We
consider single spin-1/2 detection using CPMG control and explicitly obtain the Floquet
quasienergies and modes by constructing the one-period evolution operator and diagonal-
ising it, Eqs. (3.20),(3.21),(3.22). The link between avoided crossing width and dip shape is
evidenced in Eqs. (3.25),(3.27). We model the NV detection of single 13C nuclear spins and
a possible future detector, a bismuth donor is silicon, detecting 29Si dimers and trimers.
To model ﬁnite pulse durations we use a diﬀerent approach to obtain the Floquet
quasienergies and modes. In this case it is ineﬃcient to construct the one-period evolu-
tion operator directly. Instead we construct the Floquet Hamiltonian, an inﬁnite dimen-
sional Hamiltonian in Floquet space, from which we can read out an eﬀective Hamiltonian
governing the stroboscopic dynamics. The eigenvalues and eigenstates of this eﬀective
Hamiltonian are the Floquet quasienergies and modes. We derive the ﬁrst analytic ex-
pression that accurately models the spurious coherence dips, Eq. (4.23). The arrival of
spurious dips due to the ﬁnite pulse durations is understood as the opening of new avoided
crossings in the Floquet spectrum. We see that at expected DD signals the sensor states
are dephased whilst at spurious dips the sensor states are directly mixed. This allows us
to propose a simple test to characterise the nature of coherence dips. We analyse the de-
pendence of the ﬁnite pulse eﬀect on the pulse shape. Key to our analysis is the derivation
of generalised modulation functions, Eqs. (4.8), (4.9), (4.10), which exist in the toggling
frame (the frame rotating under the pulse Hamiltonian). These modulation functions
generalise the single step-modulation function used in many semi-classical and quantum
analyses [35, 1, 36, 37, 38, 39]. The generalised modulation functions allow us to derive a
static eﬀective Hamiltonian that approximates the system dynamics at stroboscopic times,
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Eq. (4.16), for any ﬁnite-duration-pulse control.
We then propose new protocols for enhanced sensing. By adding a global phase to all
pulses in the sequence the contrast of the spurious dips can be controlled [43]. With our
model we are able to prescribe the exact global phase required to selectively suppress or
augment spurious dips. This is useful for removing ambiguities in spin species classiﬁcation
or using the spurious signals for enhanced resolution (they are naturally much sharper than
the expected DD signal.) In Table 5.1 we prescribe the global phase required to selectively
remove spurious coherence dips under XY8 control. In Fig. 5.1 we demonstrate how the
natural sharpness of spurious dips can be used to obtain increased resolution - exploiting
a feature (previously considered as an error) as a resource. We also propose a scheme of
randomising the global phase between sequence repetitions. We show, in Fig. 5.4, that
this scheme can universally suppress the spurious dips (rather than selectively) and is
universally applicable (to any pulse sequence). We also address the recently proposed YY8
sequence [44] which was designed to be robust against ﬁnite-duration-pulse eﬀects. Where
the analysis presented in [44] was semi-classical, we apply our quantum model to show
how the sequence prevents spurious signals from appearing. We also point out that the
sequence can still produce spurious dips when microwave detuning errors are present but
show that our randomised DD protocol is also eﬀective in this case.
Finally, to model the eﬀect of detuning errors in ﬁnite duration pulse experiments we
move away from our Floquet analysis. Whilst we consider a static detuning, meaning that
the Hamiltonian shares the same periodicity as before, it is useful to work in the toggling
frame. We see that in this frame the Hamiltonian can lose its periodicity so, instead of
applying Floquet theory, we augment an analysis based on the Magnus expansion [37, 38]
by including the generalised modulation functions. We derive a static eﬀective Hamiltonian
that approximates the dynamics under any pulse sequence including detunings, Eq. (6.9).
We are able to express the sensor coherence response in terms of the Fourier transforms of
these modulation functions and observing the detuning eﬀect on these modulation functions
reveals how detunings aﬀect the coherence response. Our analytic expression shows a good
ﬁt to numerics. We speciﬁcally model two important detuning eﬀects: the increasing
contrast of XY8 spurious dips and, more strikingly, the splitting of the CPMG expected
dip due to detunings. These eﬀects are understood by looking at the spectrum of the
modulation functions, Figs. 6.4, 6.5. Importantly, we show that due to the ﬁnite duration
of pulses the coherence signal can be signiﬁcantly suppressed by inhomogeneous broadening
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(the dephasing by a spin bath that is usually considered to be completely removed by
dynamical decoupling).
Alongside the work described in this thesis I have also contributed ideas, relating to
dynamical decoupling, to two papers based in optomechanics [51, 52]. In the heterodyne
optical detection scheme, the optical cavity output signal is ampliﬁed with a reference laser
oscillating at a diﬀerent frequency. The beating between the two frequencies averages out
quantum correlations carried by the signal. We imported the idea of dynamical decoupling
as a ﬁlter of noise by introducing a ﬁlter function in the data processing of heterodyne
experiments to recover the lost correlations.
1.3 Magnetic Resonance Detection
NMR [53] and MRI [54], whilst both powerful tools for structure determination and non-
invasive imaging, are limited in their sensitivity and resolution by two factors. The ﬁrst is
that they detect the magnetic resonance of samples via an inductive coil and constraints
on the physical size of this coil limit the spatial resolution of the sensor. The second factor
is that both schemes detect the net magnetisation of the sample (or a voxel in the sample).
Producing a magnetic ﬁeld detectable by the inductive coil relies on sampling Avogadro's
numbers of spins to counter the vanishingly small net polarisation (typically only a few
spins per million). Thus for any sample or voxel too small there are not enough spins
to generate a strong enough signal and this limits the sensitivity and spatial resolution.
Advances in magnetic resonance detection rely on replacing the inductive coil with more
sensitive detectors.
Magnetic resonance force microscopy (MRFM) increases the sensitivity of magnetic
imaging by replacing the inductive coil with a cantilever, akin to atomic force microscopy.
MRFM sensitivity vastly outperforms MRI and NMR and the detection of single elec-
tron spins [55] and nanoscale ensembles of nuclear spins [56, 57] has been demonstrated.
However, MRFM is operated at cryogenic temperatures and in vacuum which removes
the bio-compatibility that beneﬁt MRI methods. Superconducting quantum interference
devices (SQUIDs) also oﬀer excellent sensitivity and nanoSQUIDS have been developed
for nanoscale application but these must also be run cryogenically [58, 59]. Atomic vapour
detectors oﬀer a return to ambient detection and many life-sciences applications whilst
still being capable of detecting very weak magnetic ﬁelds [60]. However, their physical size
hinders them from use in nanoscale applications.
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The nitrogen vacancy center oﬀers a naturally nanoscale magnetic sensor with unpar-
alleled sensitivity that can be operated in ambient conditions. A good review of current
magnetic resonance detection methods and how they compare to the nitrogen vacancy
center can be found in [61].
1.4 Nitrogen Vacancy Center Experiments
There are hundreds of known defects in diamond [62]. These defects are known as colour
centers as they are responsible for the wide range of colours that diamonds can have -
whilst a completely pure 12C diamond is transparent. The nitrogen vacancy center, a
substitutional nitrogen neighbouring a vacant site, ﬂuoresces red light. Finding natural
diamonds with the desired defect concentrations would be a hard (and expensive) task
but artiﬁcial diamonds can be made through high pressure and high temperature (HPHT)
[63] and chemical vapour deposition (CVD) [64] techniques. Nitrogen vacancy centers can
be implanted into artiﬁcial diamonds during the CVD process [8] and more recently with
laser writing methods [65]. With the aid of confocal microscopy it is possible to address
single nitrogen vacancy centers [66] in diamond for their application in quantum sensing
and other quantum technologies.
The nitrogen vacancy center has a spin-1 ground state, with a large zero ﬁeld splitting,
that can be initialised and read out optically and can be manipulated with microwave
pulses providing optically detected magnetic resonance (ODMR) [66]. The NV has a weak
spin-orbit coupling resulting in long coherence times, even at room temperature [67], as
the quantum state is well isolated from perturbations in the crystal lattice. The combin-
ation of optical and microwave manipulation and the functionality at room temperature
has contributed to the wealth of NV based experiments over the past two decades. One
challenge with the NV center is the limited quality of the optical spectrum, where the zero
phonon line is dominated by a large phonon sideband. This aﬀects the detection eﬃciency
and interfacing with photons for quantum information purposes [9], however this can be
improved with single shot readout [29, 68, 34], by working at cryogenic temperatures [68] or
coupling to optical cavities [69] and new defect centers with superior optical properties are
also being explored, see Sec. 1.5. The dominant source of decoherence for the NV center
is a large bath of nuclear spins in the host diamond. Coherence times can be extended
by isotopic puriﬁcation of the diamond [67] or with dynamical decoupling [70, 71, 46] and
coherence times of up to one second have been reported [72, 73].
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The NV center is a sensitive probe of its nanoscale environment making it a versatile
quantum sensing platform. It is sensitive to magnetic ﬁelds [74, 75] via its spin magnetic
moment and electric ﬁelds via the Stark shift in the spin levels [76, 77, 78]. It can detect
local temperatures via strain induced eﬀects on the zero ﬁeld splitting [79, 80, 81] and is
also sensitive to rotations for sensitive gyroscopy [82, 83, 84] and pressure [85].
The ambient functionality of the NV center creates many opportunities for application
in the life-sciences [12]. So far NV centers have been used to image live magnetotactic
bacteria [86] and magnetic biomarkers inside living cells [87]. Nanodiamonds hosting NVs
have been inserted into cells as ﬂuorescent biomarkers [88] and to perform thermometry of
the conditions inside human cells [89]. Applications in neuroscience include imaging the
action potentials of single neurons [90] which is even possible from the outside of the live
animal [91].
The NV center's sensitivity to magnetic ﬁelds has been used for DC [5, 92] and AC
sensing [74] and the latter forms the basis of nanoscale NMR - detecting the oscillating
magnetic ﬁelds produced by nuclear spins. Dynamical decoupling is used to amplify the
weak signal from remote nuclear spins and diﬀerent DD sequences have been designed to
increase resolution [39, 93, 94, 95], determine correlations in the target [96] and protect
against pulse errors [39, 48, 44].
Whilst NV dynamical decoupling based sensing oﬀers vast improvements in sensitivity
and spatial resolution over NMR and MRI the frequency resolution is limited. This is
because the signal can only be interrogated during the the ﬁnite coherence time of the
quantum sensor and this places a limit on the frequency resolution (the ability to distinguish
two signals close in frequency). This prevents the sensor from resolving the frequency shifts
due to intermolecular couplings, such as are regularly seen in standard NMR. This limit
has been overcome with correlation spectroscopy techniques [97], by utilising ancillary
qubits (e.g the substitutional nitrogen atom) as a quantum memory [98, 32] and by using
a classical clock to combine information from sequential measurements [99, 100]. These
more complex protocols are, however, still based on dynamical decoupling based sensing -
the focus of this thesis.
Not all applications make use of single NV centers in bulk diamond. Experiments with
ensembles of, instead of single, NV centers can increase sensitivities by a factor
√
NNV
where NNV is the number of NVs [101, 102]. However, this typically sacriﬁces the nanoscale
spatial resolution of the single sensor. Nanodiamonds hosting NV centers have been used
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in bio-science applications [12] and have also been optically levitated to create hybrid
quantum systems [103]. NV centers are used in several proposals to test fundamental
physics, with levitated nanodiamonds being used to probe wavefunction collapse models
[104] and quantum gravity [105] and NV centers in bulk diamond have already been used
to demonstrate a loophole-free Bell test [106, 107].
Finally, other applications of the NV center outside of sensing have included quantum
computing [14, 31, 30], room temperature masers [108] and dynamical nuclear polarisation
[109, 110, 111, 112, 113].
1.5 Other Solid State Defect Centers
The success of the NV center has spurred on the search to ﬁnd other defect centers with
similar properties (as well as hybridising the NV sensor [114, 115]). In diamond, the silicon
vacancy center has been explored [9] and has been shown to have superior optical properties
compared to the NV which is useful for interfacing photonic and spin systems. Germanium
and tin vacancies in diamond have also been studied [116, 117, 118, 119] as have defects
in silicon carbide which show similar properties to diamond defects [120, 10, 121].
Group V donors in silicon have recently gained much attention due to their extremely
long coherence times [122, 123]. The large hyperﬁne coupling means there is strong mixing
of the sensor Zeeman states at moderate magnetic ﬁelds [124, 125, 126] and for sensing
this means the coherence function is strongly dependent on magnetic ﬁeld which oﬀers a
new system control. Addressing single donors in silicon has recently been demonstrated
[11, 127, 128, 129]. Silicon platforms oﬀer simple interfacing with current silicon based
technologies but must be run at cryogenic temperatures to localise the donor electron
wavefunction.
1.6 Reviews
There are several instructive reviews on the ﬁeld of NV based sensing which we list here.
Speciﬁcally regarding NV based magnetometry there are [61, 130, 131, 132] whilst the
intrinsic properties of the NV center are covered here [8, 133]. NV based sensing applic-
ations in the life sciences are discussed here [12] and a good review of quantum sensing
more generally is given here [134].
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1.7 Outline of Thesis
In Chapter 2 we cover the relevant theoretical background that the work of this thesis
is based upon. In Chapter 3 we discuss the application of Floquet theory to dynamical
decoupling based sensing (published in [49]). In Chapter 4 we analyse the eﬀect of ﬁnite
pulse durations in dynamical decoupling based sensing and in Chapter 5 propose new
protocols for enhanced sensing (both containing work published in [50] and some work
currently being prepared for submission). In Chapter 6 we study the interplay between
ﬁnite-duration-pulse eﬀects and microwave detuning errors (currently being prepared for
a separate submission). Finally, we conclude.
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2 | Background Material
The purpose of the chapter is to provide the relevant background upon which the original
work in this thesis will be built. We start by describing spin dynamics in general and
discuss the transformation to a rotating frame which is utilised often in this work. Next
we present the nitrogen vacancy (NV) center - detailing the internal dynamics, initialisation
and readout, state manipulation and coupling to other spins. We then outline the diﬀerent
protocols used in dynamical decoupling experiments by ﬁrst discussing free induction decay
and the Hahn echo. We discuss typical results from these experiments and present available
semi-classical and quantum models. The ﬁnal section introduces Floquet theory as a
general mathematical tool so that it can be applied in the coming chapters.
The vast majority of defect based quantum sensing experiments have used the nitrogen
vacancy center so, with one exception, the discussion in this thesis will describe experiments
in this context (for consistency and to reﬂect the wealth of experimental work that has
used the NV center). As eﬀorts are made to expand the range of available solid state
defect centers for quantum sensing we point out that the analysis here is easily applicable
to other systems.
2.1 Spin Dynamics
The dynamics of an ensemble of magnetic spins is governed by the Schrödinger equation,
i
∂
∂t
|ψ(t)〉 = Hˆ(t)
~
|ψ(t)〉 , (2.1)
where Hˆ(t) is the Hermitian Hamiltonian operator. Hamiltonians in this work will be
presented in angular frequency units so that from this point we will write Hˆ(t)/~ ≡ Hˆ(t).
The formal solution to Schrödinger's equation is provided by the evolution operator Uˆ(t) =
Tˆ exp(−i ∫ t0 Hˆ(s)ds) which gives the evolution of any initial state |ψ(t)〉 = Uˆ(t) |ψ(0)〉.
This solution is often hard to evaluate however due to Tˆ , the time-ordering operator and
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because the Hamiltonian may not commute with itself at diﬀerent times, [Hˆ(t1), Hˆ(t2)] 6= 0.
For time-independent Hamiltonians the solution is obtained simply, Uˆ(t) = exp(−iHˆt)
and only requires the diagonalisation of the Hamiltonian. The expectation value of a
measurement, Oˆ, is given by 〈Oˆ〉 = 〈ψ(t)|Oˆ|ψ(t)〉.
If the initial state of the system is not exactly known (a pure state) but is selected
from an ensemble of possible states (a mixed state) then the state can be represented by
a density matrix ρ(t) = Uˆ(t)ρ0Uˆ †(t) which evolves from the initial density matrix. The
initial density matrix, ρ0 =
∑
j pj |ψj(0)〉〈ψj(0)|, describes the possible pure states that the
system could start in, |ψj(0)〉 and their relative probabilities pj . For density matrices the
expectation value of measurements is given by 〈Oˆ〉 = Tr{Oˆρ(t)}.
The spin dynamics under a general 2-D spin Hamiltonian are discussed in App. A.
2.1.1 Rotating Frames
It will often be useful to move to a rotating frame where the Schrödinger equation is easier
to solve. The switch to a rotating frame is usually performed with respect to a static
reference Hamiltonian however this need not be the case and in App. B we derive the
general case. The transform of a Hamiltonian, Hˆ(t), to a frame rotating under a reference
Hamiltonian, Hˆr(t), is given by
Hˆ(t)→ Hˆ ′(t) = Uˆ †r (t)[Hˆ(t)− Hˆr(t)]Uˆr(t) (2.2)
where Uˆr(t) = Tˆ exp(−i
∫ t
0 Hˆr(s)ds) is the reference evolution operator. This is valid
for time-dependent and time-independent Hamiltonians and reference Hamiltonians and
we will utilise this often in this work. If the dynamics of the system can be found in
the rotating frame, |ψ′(t)〉, then the transformed state is related to the original state via
|ψ(t)〉 = Uˆr(t) |ψ′(t)〉.
As an example consider a static Hamiltonian subject to some time-dependent control,
Hˆ(t) = Hˆ0 + Hˆc(t). In the original frame the solution to the Schrödinger equation, |ψ(t)〉,
may be hard to obtain. We can move to the frame rotating under Hˆc(t) to obtain a
new Hamiltonian, Hˆ ′(t) = Uˆ †c (t)[Hˆ(t) − Hˆc(t)]Uˆc(t) = Uˆ †c (t)Hˆ0Uˆc(t). If the Schrödinger
equation in this frame is easier to solve we can obtain |ψ′(t)〉 and then the solution in the
original frame is given by |ψ(t)〉 = Uˆc(t) |ψ′(t)〉.
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2.1.2 The Rotating Wave Approximation
The rotating wave approximation (RWA) is useful when considering the response of a
spin system to resonant magnetic ﬁelds. In the frame rotating with the frequency of the
resonant ﬁeld there is a residual rapidly oscillating term that is ignored - this is the RWA.
As an example consider an oscillating magnetic ﬁeld incident on a spin qubit,
Hˆ(t) =
ω0
2
σˆz + Ω(t) cos(ωdt)σˆx, (2.3)
where ω0 is the qubit energy splitting, ωd = ω0 − ∆ is the drive frequency which misses
the resonant frequency by some detuning ∆ and Ω(t) is the strength of the oscillating
ﬁeld. In the frame rotating under the reference Hamiltonian Hˆr =
ωd
2 σˆz the transformed
Hamiltonian is
Hˆ ′(t) =
∆
2
σˆz +
Ω(t)
2
σˆx +
Ω(t)
2
(cos(2ωdt)σˆx − sin(2ωdt)σˆy), (2.4)
≈ ∆
2
σˆz +
Ω(t)
2
σˆx. (2.5)
where the RWA is made in the second line. If the detuning is zero then the spin state is
rotated about the x-axis by an angle
∫ t
0 Ω(s)ds. The example here describes an oscillating
ﬁeld that is linearly polarised along the x-axis but the polarisation could be along any axis
in the xy-plane generating a whole class of possible spin rotations. If ∆ is small compared
to Ω(t) then it slightly perturbs the spin rotation. If ∆ Ω(t) then the spin state is not
aﬀected by the oscillating ﬁeld. This is useful for isolating two levels out of a large state
space. For instance, the 3 levels of the spin-1 NV center are reduced to a spin qubit by
applying microwave control only resonant with a single transition.
Hamiltonians in this work will often include microwave control and we present them in
the frame rotating with the microwave frequency and make the rotating wave approxima-
tion.
2.2 The Nitrogen Vacancy Center in Diamond
The nitrogen vacancy (NV) center in diamond is a point defect that consists of a substi-
tutional nitrogen atom and neighbouring vacant site replacing two carbon atoms in the
diamond lattice, Fig. 2.1(a). The defect site then has an electronic structure (formed by the
spare electrons from the atoms neighbouring the vacancy) and functions like a single, isol-
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Figure 2.1: (a) The nitrogen vacancy center in diamond is a substitutional nitrogen next
to a vacant site. (b) The electronic ground state is a spin-1 system with zero-ﬁeld splitting
D and the ms = ±1 levels are split by an applied magnetic ﬁeld. (c) The larger electronic
structure of the NV. The excited state is also spin-1 and there is an inter-system crossing
(ISC). Green laser light excites from ground to excited states in a spin preserving transition.
The excited state can decay again via the spin-preserving transition ﬂuorescing red light
but the ms = ±1 levels preferentially decay through the non-radiative ISC to the ms = 0
state. This allows for readout and initialisation.
ated atom locked into the diamond. The defect electronic state is then neutral, NV0, unless
it captures a free electron from the environment making it negatively charged, NV−. In
magnetometry applications only the negatively charged state is used as it has the required
optical and spin properties [131, 8] and we refer to it simply as the NV.
2.2.1 The NV Center Ground State Hamiltonian
The NV ground state is a spin-1 system with a large zero-ﬁeld splitting, D = 2.87 GHz×2pi,
along the crystal axis which runs between the nitrogen and the vacancy. A strain-induced,
oﬀ-axis zero-ﬁeld splitting, E, is also present but can typically be ignored as it is several
orders of magnitude smaller than the on-axis splitting (∼ kHz → MHz) [131]. When an
external magnetic ﬁeld, B, is applied the NV ground state Hamiltonian is
HˆNV = DSˆ
2
z + E(Sˆ
2
x − Sˆ2y)− γeB · Sˆ, (2.6)
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where γe = −28.025 GHz/T × 2pi is the electronic gyromagnetic ratio [135] and Sˆ =
(Sˆx, Sˆy, Sˆz) is the NV spin operator. Here, the NV spin operators are
Sˆx =
1√
2

0 1 0
1 0 1
0 1 0
 , Sˆy = 1√2

0 −i 0
i 0 −i
0 i 0
 , Sˆz =

1 0 0
0 0 0
0 0 −1
 (2.7)
but these will be reduced to spin-1/2 operators when microwave control pulses are applied
resonantly with only one of the NV transitions. The zero-ﬁeld splitting separates the
ms = 0 from the ms = ±1 states and a magnetic ﬁeld B = Bzz aligned with the NV axis
will split the ms = ±1 states by 2γeBz as shown in Fig. 2.1(b). Due to the large zero-ﬁeld
splitting, oﬀ-diagonal terms (Sˆx, Sˆy) in the Hamiltonian can typically be neglected (as
they are too weak to ﬂip the NV spin over the large energy gap). When only Sˆz terms are
retained the Hamiltonian is called pure-dephasing as it does not mix the NV center states.
Due to the lattice structure of diamond the NV can exist in 4 possible orientations. In this
thesis we consider experiments using single NVs so once the crystal axis is identiﬁed the
relative orientation is not important.
2.2.2 Readout and Initialisation
Single NV centers can be optically addressed using confocal microscopy and ﬂuoresce red
(637 nm) when irradiated with green (532 nm) laser light. The strength of the ﬂuorescence
is coupled to the projection of the NV spin along the crystal axis enabling state readout.
This optically detected magnetic resonance (ODMR) is the window into the nanoscale
environment of the nitrogen vacancy center [4].
Under 532 nm laser illumination, the NV center is excited via a spin-preserving trans-
ition to an excited state. The NV can then decay through two channels as seen in Fig 2.1(c),
directly back to the ground state in a spin-preserving radiative transition that causes the
NV to ﬂuoresce with red light (637 nm), or through a singlet state inter-system crossing
(ISC) that is non-radiative and only decays to the ms = 0 state. The structure of the
inter-system crossing is the cause of some debate [136, 133, 131], with diﬀerent sources
reporting it to be made up of one, two or three singlet states. Importantly, however, the
inter-system crossing does not ﬂuoresce and it is not spin-preserving.
The ms = 0 state preferentially decays through the radiative transition, and is thus
denoted the bright state, whilst the ms = ±1 states preferentially decay through the non-
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radiative ISC transition and are thus denoted as dark states. By measuring the ﬂuorescence
after laser illumination one can measure the population diﬀerence between the ms = 0 and
ms = ±1 states. (Eﬀectively a measurement of 〈Sˆ2z 〉.) The ﬂuorescence contrast between
the bright and dark states is ∼ 20% [131].
Additionally, the NV center can be initialised by illuminating with green light for an
extended time so that the spin-state will be optically pumped into the ms = 0 state.
2.2.3 Microwave Manipulation
For moderate magnetic ﬁelds the transition between the NV ms = 0 and ms = ±1 is
a few gigahertz and can be addressed with resonant microwave driving. Rapid NV spin
rotations can be achieved by applying pulses of resonant microwave radiation. The mi-
crowave frequency is chosen to match one of the NV transitions, 0 ↔ mu = ±1, so that
ωMW = D + mu|γe|Bz − ∆, where ∆ is some detuning error. Moving to the frame ro-
tating under the reference Hamiltonian, Hˆref = muωMWSˆz and making the rotating wave
approximation (ignoring fast rotating terms) one obtains a pulse Hamiltonian describing
the microwave control of the resonant transition,
Hˆp(t) = mu∆Sˆz +
[
Ωx(t)Sˆx + Ωy(t)Sˆy
]
, (2.8)
where mu = ±1 depending on which transition is chosen and Ωx,y(t) is the strength of the
microwave drive along the x and y axes. The NV spin operators are now given by
Sˆx =
1
2
0 1
1 0
 , Sˆy = 1
2
0 −i
i 0
 , Sˆz =
1 0
0 0
 (2.9)
as the microwave radiation does not address the 3rd state. We consider microwave pulses
that are linearly polarised but can be oriented at any phase, φ, in the xy-plane. Thus
during a pulse the phase does not change: Ωx(t) + iΩy(t) ≡ Ω(t) exp(iφ) and here Ω(t)
describes the pulse shape. The pulse shape is often assumed to be a delta-spike which
creates instantaneous pulses. In fact, the pulses have some ﬁnite duration and later we
model them as square (top-hat) and also consider other shapes. A pulse is deﬁned by its
phase φ and its shape Ω(t) which is zero outside some width t = [−tp/2,+tp/2]. The pulse
rotates the state by an angle θ =
∫ tp/2
−tp/2 Ω(t)dt about an axis, speciﬁed by the phase, in
the xy-plane.
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Figure 2.2: (a) Bloch sphere representation of the qubit sensor state. The state |ψ〉 =
cos θ2 |u〉+ sin θ2 exp(iφ) |d〉 can be represented as a vector sin θ cosφxˆ+ sin θ sinφyˆ+ cos θzˆ
on the Bloch sphere. (b) Microwave pulses can rotate the qubit state about any axis on
the xy-plane by any angle. Here we illustrate a pi-rotation about the x-axis denoted pix.
For sensing experiments a pi2 -pulse is used to initialise the sensor from the state |d〉 to an
equal superposition state.
Under microwave manipulation of a selected transition ms = 0 ↔ mu = ±1 the third
state ms 6= mu is strongly detuned and will not be aﬀected by control pulses. Thus
two states are isolated from the NV spin-1 levels resulting in a spin qubit with states
|u〉 ≡ |mu〉 and |d〉 ≡ |0〉. An arbitrary qubit state, |ψ〉 = cos θ2 |u〉+ sin θ2 exp(iφ) |d〉, can
be represented on a Bloch sphere as seen in Fig. 2.2(a) and microwave pulses rotate the
state about an axis on the xy-plane as seen in Fig. 2.2(b).
In NV based dynamical decoupling experiments a combination of optical initialisation
to the ms = 0 state and a microwave pi/2-pulse is used to initialise the NV to an equal
superposition state. In dynamical decoupling experiments the eﬀect of a static detuning
error is usually considered to be completely removed. However, in Chapter 6 we show that
when the control pulses have ﬁnite duration the detuning error can have an eﬀect.
The absorption and emission of a photon by the NV changes its spin by ±1. The applied
microwave radiation thus addresses the ms = −1 ↔ ms = 0 and ms = 0 ↔ ms = +1
transitions. When the ms = ±1 energy levels are split (e.g. by an applied magnetic
ﬁeld) one of these transitions is chosen as the sensor qubit neglecting the third state as
it is strongly detuned (∆  Ω(t)). In Chapter 6 we discuss the eﬀect of small detunings
(∆ < Ω(t)).
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2.2.4 The Host Nitrogen
The substitutional nitrogen also has a nuclear spin that couples to the NV electronic spin
via the hyperﬁne interaction. The nitrogen can be a 14N spin-1 isotope or a 15N spin-1/2
isotope. The combined Hamiltonian is
HˆNV-N = HˆNV − γNB · IˆN +Q(IˆNz )2 +AN‖ Sˆz IˆNz +AN⊥
(
SˆxIˆ
N
x + Sˆy Iˆ
N
y
)
, (2.10)
where γN is the nitrogen gyromagnetic ratio, Q is a zero-ﬁeld splitting (only present for the
14N), AN‖ and A
N
⊥ are the parallel and perpendicular components of the hyperﬁne coupling
respectively and IˆN = (IˆNx , Iˆ
N
y , Iˆ
N
z ) represents the nitrogen spin which are either spin-1/2 or
spin-1 operators depending on the nitrogen isotope. Table. 2.1 lists the speciﬁc parameters
for 14N and 15N [137].
Isotope Spin γN (MHz/T× 2pi) Q (MHz× 2pi) AN‖ (MHz× 2pi) AN⊥ (MHz× 2pi)
14N 1 3.077 -5.01 -2.14 -2.7
15N 1/2 -4.316 0 3.03 3.65
Table 2.1: Physical parameters for the two possible host nitrogen isotopes.
Due to the large zero-ﬁeld splitting we can make the pure-dephasing approximation
and neglect AN⊥. If the applied magnetic ﬁeld is also aligned with the NV axis then this
removes any nitrogen spin mixing. Assuming the nitrogen initial state is the Zeeman state
|mI〉 then the NV only feels an additional static ﬁeld along the crystal axis,
HˆNV-N = HˆNV +mIA
N
‖ Sˆz. (2.11)
In ideal dynamical decoupling experiments the eﬀect of a static ﬁeld is removed completely
(detailed below) so the host nitrogen can often be neglected entirely. However, in Chapter 6
we show that static ﬁelds can have an appreciable eﬀect in certain situations due to the
ﬁnite duration of control pulses and we discuss the eﬀect the host nitrogen can have on
the NV in these cases.
2.2.5 Spin Bath Hamiltonian
Due to the weak spin-orbit coupling the dominant decoherence source for the NV center
is not lattice phonons but a large ﬂuctuating spin bath, illustrated in Fig. 2.3. Most of
the diamond carbon atoms, 12C, have zero spin but a natural abundance (1.1%) of 13C
causes the nitrogen vacancy to dephase. The NV center couples to nuclear spins in the
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Figure 2.3: The local spin environment of the nitrogen vacancy center in diamond. The
majority of lattice sites are zero-spin 12C atoms but a natural abundance (1.1%) of 13C
have a nuclear spin-1/2. (a) The NV hyperﬁne couples to nuclear spins in the environment.
(b) Nuclear spins in the environment couple together. (c) Many-body correlations may be
present but the dominant eﬀect on the NV is from the single-spin eﬀect. (d) Ultimately
the NV based sensor is designed to detect nuclear spins external to the diamond.
environment via the hyperﬁne interaction and the NV-bath Hamiltonian is
HˆNV-bath = HˆNV + Hˆhyp + Hˆbath. (2.12)
The spin bath dynamics is governed by
Hˆbath = −
∑
i
γ(i)n B · Iˆi +
∑
i,j
IˆTi Di,j Iˆj , (2.13)
where γ(i)n is the gyromagnetic ratio of the i-th nuclear spin represented by Iˆi, B is an
applied magnetic ﬁeld, Di,j is the dipolar coupling tensor between spins and IˆT denotes
the transpose of Iˆ. The ﬁrst term is the Zeeman energy and the second term is the dipolar
coupling between spins.
The hyperﬁne coupling is described by
Hˆhyp =
∑
i
SˆTA(ri)Iˆi, (2.14)
where A(ri) is the hyperﬁne coupling tensor which depends on the position of the nuclear
spin relative to the NV, ri. Making the pure-dephasing approximation (only retaining Sz
44
terms) we obtain
Hˆhyp =
∑
i
SˆzA(ri) · Iˆi, (2.15)
where A(ri) is a hyperﬁne ﬁeld felt by the i-th nuclei. The hyperﬁne ﬁeld, in Cartesian
and polar coordinates is given by:
A(ri) = −~µ0
4pi
γeγn
r3
(
3rzrx
r2
,
3rzry
r2
,
3r2z
r2
− 1
)
(2.16)
= −~µ0
4pi
γeγn
r3
(
3
2
sin 2θ cosφ,
3
2
sin 2θ sinφ, 3 cos2 θ − 1
)
, (2.17)
where r = (rx, ry, rz) = r(sin θ cosφ, sin θ sinφ, cos θ) is deﬁned relative to the NV crystal
axis. Figure 2.3 illustrates the typical spin environment of the NV center in spin sensing
experiments. In nanoscale NMR and MRI experiments the goal is to identify single nuclear
spins and spin clusters from this bath of nuclear spins.
2.3 Dynamical Decoupling Based Sensing Experiments
Dynamical decoupling (DD) is a method to decouple the state of the NV (or other qubit
systems) from its environment by applying a train of pi-pulses that repeatedly invert the
state and dynamically average out any unwanted evolution due to the environment. These
protocols can be best understood by ﬁrst describing the free induction decay and Hahn
echo experiments [138]. The protocols for all these experiments are also shown in Fig. 2.4.
For experiments with the NV center we assume that the ms = ±1 states are split and
one one of these states is selected (by resonant microwave control) as the up state of the
sensor qubit. We denote |d〉 ≡ |ms = 0〉 and |u〉 ≡ |ms = ±1〉. In this section we consider
a general sensor qubit.
Typically, the Hamiltonian is assumed to be pure-dephasing. That is to say, the
Hamiltonian contains no terms that mix the u and d qubit states. This is justiﬁed in
the case of NV sensing as the large zero-ﬁeld splitting makes it hard for environment spins
to ﬂip the spin state of the NV. A general pure-dephasing Hamiltonian can be written as
Hˆ = |u〉〈u|Hˆu + |d〉〈d|Hˆd where Hˆu,d = 〈u, d|Hˆ|u, d〉 is the environment Hamiltonian con-
ditioned on the sensor spin state. This Hamiltonian encompasses the quantum back-action
of the sensor on the environment. The sensor directly aﬀects the evolution of the target
instead of being a passive probe. In fact, for nuclear spin detection, the sensor becomes
entangled with the nuclear spins and the experimental signal is a measure of this entangle-
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(a) FID
(b) Hahn Echo
(c) CPMG-2
(d) CPMG-2
Figure 2.4: Dynamical decoupling based sensing protocols. All experiments begin by ini-
tialising the sensor to an equal superposition state and end by measuring the spin projection
along the original superposition axis. The diﬀerent protocols are composed of sections of
free evolution interspersed with control pi-pulses. Shown here are the (a) free induction
decay (FID) (b) Hahn echo (HE) (c) CPMG-2 and (d) CPMG-2Np experiments. Notice
that the CPMG sequence is just two repetitions of the Hahn echo and the CPMG-2Np
sequence is Np repetitions of the CPMG sequence.
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ment. The evolution operator takes the form Uˆ(t) = exp(−iHˆt) = |u〉〈u|Uˆu(t)+ |d〉〈d|Uˆd(t)
where Uˆu,d(t) = exp(−iHˆu,dt) so that if the sensor is in the u state then the environment
evolves according to Uˆu and if the sensor is in the d state the environment evolves according
to Uˆd. In dynamical decoupling experiments we begin with the sensor in a superposition
state and this bifurcates the evolution of the environment.
All dynamical decoupling based sensing experiments begin and end the same way, see
Fig. 2.4. The qubit sensor is initialised to an equal superposition state,
|ψ0〉 = 1√
2
(|u〉+ |d〉) |B0〉 , (2.18)
where |B0〉 is the initial state of the environment, selected from a thermal ensemble. It is
possible to initialise the nuclear spin states but this requires prior knowledge of the nuclear
spin coupling parameters and in the context of sensing we assume the nuclear spins are
not initialised. For nuclear spin-1/2s the initial state can be |↑〉 or |↓〉 with probabilities
determined by the Boltzmann distribution. At room-temperature the thermal energy vastly
outweighs the nuclear Zeeman energy so the nuclear spin is said to be in a thermal state.
That is to say, it is equally likely for the nuclear spin-1/2 to be in the |↑〉 and |↓〉 states. For
low-temperature experiments the mixture of the initial nuclear state is not equal and this
will aﬀect the shape of the coherence dips. However, the theoretical analysis remains much
the same as the system evolution operator is independent of the initial state. Experiments
at low temperature will also typically have longer coherence times and are also capable of
single shot readout (via resonant optical excitation [68]) although this is also possible at
room temperature [29].
The spin state evolves under the particular experimental pulse sequence to
|ψ(t)〉 = 1√
2
(|u〉 |Bu〉+ |d〉 |Bd〉), (2.19)
where |Bu,d〉 = Uˆu,d(t) |B0〉.
The experiment then measures the state along the initial superposition axis to obtain
L(t) = 〈σˆx〉 and averages over many experimental runs to achieve an adequate signal to
noise ratio. In NV center experiments, 〈σˆx〉 cannot be measured directly as the optical
readout only measures a population diﬀerence between the ms = 0 and ms = ±1 levels.
However, applying a pi/2-pulse before a measurement of 〈σˆz〉 is equivalent to measuring
〈σˆx〉. The experimental data then reports a value between ±1 depending on how much the
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evolution has perturbed the initial state of the sensor.
2.3.1 Free Induction Decay
In a free induction decay experiment there are no control pulses between initialisation and
readout and the system is left to evolve freely, Fig. 2.4(a). As the sensor is coupled to a
noise bath (of nuclear spins) the sensor dephases, losing the initial phase information of the
superposition state. This process is called decoherence and the quantity L(t) is called the
sensor coherence. Speciﬁcally, this is T ∗2 decoherence caused by inhomogeneous broadening.
Inhomogeneous broadening is caused by the nuclear spins in the bath starting each ex-
perimental run in some random conﬁguration. This conﬁguration of spins produces a quasi-
static magnetic ﬁeld that changes between each experimental run but can be considered
static during each experimental run. Consider a sensor in a static magnetic ﬁeld. The
evolved state is 1√
2
(|u〉 exp(−iωut) + |d〉 exp(−iωdt)) with some phase diﬀerence (ωu−ωd)t
determined by the strength of the magnetic ﬁeld. When the experiment is repeated and
the quasistatic ﬁeld strength changes the signals are out of phase with each other and
the averaged signal produces an exponential decay as seen in Figs. 2.5(a)(i) and (ii). The
characteristic time scale for this decay is T ∗2 . The dephasing eﬀect of inhomogeneous broad-
ening can be completely removed by the Hahn echo (although in Chapter 6 we show that
this is not always true).
2.3.2 Hahn Echo
Hahn echo experiments [138] proceed as follows (see Fig. 2.4(b)): The sensor is initialised
into an equal superposition; the system is allowed to evolve for a time τ ; a control pi-
pulse is applied to invert the u and d states; the system is allowed to evolve again for
an equal time τ ; the system is measured along the original superposition axis. In this
case, the ﬁnal state of the system (before measurement) can still be written in the form
of Eq. (2.19) but now the bath states are given by |Bu(t = 2τ)〉 = Uˆu(τ)Uˆd(τ) |B0〉 and
|Bd(t = 2τ)〉 = Uˆd(τ)Uˆu(τ) |B0〉 where we see that the evolution of the bath state has
switched at time t = τ due to the quantum back-action of the sensor on the bath.
The Hahn echo completely cancels the eﬀect of inhomogeneous broadening as it is
insensitive to static ﬁelds. Consider the Hahn echo experiment in a static ﬁeld. The ﬁnal
state will be 1√
2
(|u〉 exp(−iωuτ) exp(−iωdτ)+ |d〉 exp(−iωdτ) exp(−iωuτ)) ≡ 1√2(|u〉+ |d〉),
so the initial state is completely recovered. At the time t = 2τ the dephased signals have
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Figure 2.5: Dephasing and decoherence. (a)(i) shows the dephasing of a qubit sensor in
an FID experiment. For each repetition of the experiment the quasistatic magnetic ﬁeld
the sensor feels from the environment is slightly diﬀerent. The oscillating signals (blue
lines) go out of phase with each other and under statistical averaging the signal decays
(red dashed line) on a timescale T ∗2 . The Bloch sphere representation of the dephasing
state is shown in (a)(ii). (b)(i) shows the dephasing and subsequent refocussing of a qubit
sensor in a Hahn echo experiment. The signal dephases as for the FID experiment but
the pi-pulse causes the dephasing to refocus at at time t = 2τ . Stretching the delay, τ ,
the echo will survive until the coherence time T2  T ∗2 . The Bloch sphere representation
of the Hahn echo evolution is shown in (b)(ii). (c) shows the response under dynamical
decoupling. Here the Hahn echo sequence is replaced by a basic pulse sequence of length T
and is repeated Np times. The length of the sequence is stretched to produce a coherence
trace that decays on a timescale T2. Sharp dips appear in the coherence trace when the
spacing of the DD sequence pulses is resonant with a target nuclear spin and this forms
the basis for DD based sensing.
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been refocussed forming a distinct echo signal as shown in Figs. 2.5(b)(i) and (ii). The
Hahn echo is used to protect an initial state from quasistatic noise and extend coherence
times. For increasing τ the refocussed sensor state will eventually decohere due to non-
stationary noises (e.g. ﬂip-ﬂopping nuclear spin-dimers) that cannot be refocused by the
Hahn echo pulse. However, this is on a much longer timescale called the T2 coherence time.
2.3.3 Dynamical Decoupling
Dynamical decoupling was developed to extend the state protection provided by the Hahn
echo. The principle is the same and is described in the preceding sections - a control pi-pulse
can refocus the dephasing due to quasistatic noise. Dynamical decoupling sequences are
constructed from the repeated application of the Hahn echo. This allows one to extend the
coherence time further than that aﬀorded by the Hahn echo. Essentially, the Hahn echo
breaks down when τ becomes too large as slowly ﬂuctuating noise begins to have an eﬀect.
By increasing the number of pulses applied one can shorten the duration between pulses
and become less sensitive to that slowly ﬂuctuating noise. The eﬃcacy of applying more
and more pulses is then constrained by errors within those pulses and many sequences have
been designed to mitigate this [152, 141, 48, 70, 144] and extend coherence times further.
The simplest dynamical decoupling sequence is the Carr-Purcell-Meiboom-Gill (CPMG)
sequence [139, 140] which is just two Hahn echo pulses in a row and is described by
τ − pix − 2τ − pix − τ . This sequence can then be repeated Np times to build longer se-
quences. In DD experiments the inter-pulse delay is scanned to obtain coherence traces, see
Fig. 2.5(c). Like for the Hahn echo, the coherence under DD control decays on a timescale
T2. Dynamical decoupling removes the eﬀect of static ﬁelds and also suppresses the eﬀects
of oscillating magnetic signals that are not resonant with the frequency of control pulses.
When the signal is resonant with the pulses the DD fails leaving a characteristic coherence
dip and this is the basis for DD based sensing.
Diﬀerent DD sequences are speciﬁed by the phase of the pulses applied (i.e. about
which axis in the xy-plane they ﬂip the sensor state) and the spacing between the pulses.
The choice of pulse phase and spacing has a large eﬀect on the robustness to experimental
errors [141, 48] (typically detunings, pulse ﬂip angle errors and pulse phase angle errors).
The decay of the DD signal seen in Fig. 2.5(c) is caused by the ﬂuctuating spin-bath.
Many studies are interested in the interaction of the sensor with the entire bath [71, 142,
143] and how dynamical decoupling sequences can be designed to extend coherence times
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[70, 144]. In the context of sensing and in particular nanoscale NMR and MRI we are
interested in the interaction of the sensor with a single nuclear spin or small cluster of
nuclear spins. In the work presented in this thesis we model the unitary dynamics of this
reduced system and as a result the coherence traces presented do not exhibit an exponential
decay. To more closely match experimental data this decay can be ﬁt with the measured
value of T2.
In dynamical decoupling based quantum sensing the important property is that the
decoupling actually fails when the control pi-pulses are applied resonantly with an incident
AC signal (i.e. a nearby nuclear spin). This failure presents as a characteristic dip in the
coherence trace (see Fig. 2.5(c)). The position and strength of this coherence dip encode
information about the nuclear spin's Larmor frequency (revealing the spin species) and
hyperﬁne coupling to the NV (revealing the spin position). These characteristic coherence
dips created by dynamical decoupling form the basis for nanoscale NMR and MRI and
extracting accurate information from experimental data requires an accurate theoretical
model. Diﬀerent available models are discussed below and we then lay the groundwork for
the new model developed in this thesis.
2.3.4 Semi-Classical Models
Dynamical decoupling experiments have been modelled eﬀectively with semi-classical treat-
ments [35, 1, 36, 143]. This assumption treats the nuclear spin signal as a classical ﬂuctu-
ating ﬁeld which is useful when the quantum back-action on the environment is negligible,
for instance for the detection of a large ensemble of weakly coupled nuclear spins [145]. In
this thesis we will present a fully quantum treatment of the system but it is worth brieﬂy
discussing semi-classical method as we will take inspiration from it later. The semi-classical
sensing Hamiltonian can be written
Hˆ(t) = f(t)b(t)Sˆz, (2.20)
where Sˆz is the sensor spin operator, b(t) is the incident classical noise and f(t) is called
the modulation function. The modulation function is a square wave that ﬂips between ±1
at each DD pulse. There is no back-action on the environment as b(t) does not depend
on the sensor spin state. If the noise is assumed to be Gaussian [143] then the coherence
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signal can be derived as
L(t) = exp
(
− t
2
2
∫ +∞
−∞
S(ω)F (ωt)
dω
2pi
)
, (2.21)
where S(ω) =
∫ +∞
−∞ 〈b(t)b(0)〉 eiωtdt is the noise spectrum of b(t) and F (ωt) = 1t2
∣∣∣∫ t0 f(t)e−iωtdt∣∣∣2
is the dimensionless ﬁlter function. The semi-classical picture is that the dynamical de-
coupling creates a ﬁlter that is scanned across the noise spectrum as the spacing between
the control pulses increases. Dips in coherence are generated when the peaks in the ﬁlter
function coincide with peaks in the noise spectrum.
2.3.5 Quantum Models
During dynamical decoupling protocols the sensor becomes entangled with the nuclear spin
target (see Eq. (2.19)). To model this entanglement accurately the nuclear spin target must
be treated as a quantum state rather than a classical ﬁeld. This is particularly important
if one is interested in the eﬀect of the DD protocol on the nuclear spin as well as the sensor
spin e.g. in nuclear spin registers [14, 27, 28, 29, 30]. The semi-classical expression for
the sensor coherence response, Eq. (2.21), is also strictly positive and thus fails to model
strong coherence dips which report a negative coherence, like those seen in Fig. 2.5(c).
Quantum models are required to accurately models these strong signals. Several quantum
models have been developed including geometric methods [2, 3] and methods based on the
Magnus expansion [37, 38] and the rotating wave approximation [39]. The Floquet theory
approach that we develop is also a quantum model.
The geometric method is valid for the detection of single nuclear spin-1/2s under simple
DD sequences. The free evolution of the nuclear spin between pulses is deﬁned as a rotation
about an eﬀective magnetic ﬁeld. This rotation is conditioned on the sensor spin state and
the pi-pulses repeatedly change the rotation axis. Studying the combination of all the
rotations the sensor coherence response is expressed in terms of the eﬀective magnetic
ﬁelds. This method is mathematically equivalent to the Floquet treatment of spin-1/2
detection we develop in Chapter 3 however whereas we are able to generalise the Floquet
approach to more complex systems the geometric method becomes unsuitable for treating
the detection of larger clusters of spins or detection with complex DD sequences.
Two other quantum methods have been developed in the same time we developed our
Floquet treatment. One applies the Magnus expansion to approximate the time ordered
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exponential Tˆ exp(−i ∫ t0 Hˆ(s)ds). In Chapter 6 we actually expand this approach by in-
cluding ﬁnite pulse durations. The other, based on the rotating wave approximation, trans-
forms the Hamiltonian to the interaction picture and then neglects fast oscillating terms.
Both these approaches provide eﬀective static Hamiltonians that approximate the dynam-
ics. The Floquet theory approach we develop also provides a static eﬀective Hamiltonian.
In the current work we utilise Floquet theory by exploiting the fact that many exper-
iments use dynamical decoupling sequences that are periodic repetitions of a basic unit.
This treatment is quantum and can accurately model the entanglement of the sensor with
the spin bath. We study the closed-system unitary dynamics of the interacting spin sensor
and nuclear spin target.
2.4 Floquet Theory
Floquet theory is an analytic method for treating systems with temporally periodic Hamilto-
nians [40]. Floquet's theorem asserts the quasiperiodicity of the solutions to Schrödinger's
equation under periodic Hamiltonians and represents a temporal analogue to Bloch theory
which is concerned with spatially periodic Hamiltonians. The theory has been applied in
conventional NMR [41, 146] and more recently in NV based experiments in the context of
time crystals [147] - robustly periodic many-body systems.
2.4.1 Floquet's Theorem
Floquet's theorem states that for periodic Hamiltonians, Hˆ(t) = Hˆ(t + T ), there exist
solutions to the Schrödinger equation with the property
|ψγ(t+ T )〉 = exp(−iγT ) |ψγ(t)〉 , (2.22)
where γ are called the Floquet quasienergies and γ = 1, ..., D with D the dimension of the
Hilbert space. Thus, Floquet's theorem tells us that these quantum states evolving under
a periodic Hamiltonian are not themselves periodic but are, in fact, quasiperiodic, with
the state obtaining a global phase γT every period. We call these states, Floquet states.
An equivalent formulation of Floquet's theorem asserts the existence of solutions of the
form
|ψγ(t)〉 = exp(−iγt) |φγ(t)〉 , (2.23)
where |φγ(t+ T )〉 = |φγ(t)〉 are periodic and are called the Floquet modes.
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A proof of Floquet's theorem follows from considering the eigenvalue equation for the
one-period evolution operator, |ψγ(t+ T )〉 = Uˆ(t+T, t) |ψγ(t)〉 = exp(irγ(t)) |ψγ(t)〉, where
the unitarity of Uˆ ensures that the eigenvalues are complex phases. It is only required to
prove that the eigenvalues are independent of the initial time, t, so that we can deﬁne
exp(irγ(t)) ≡ exp(iγT ). Multiplying the eigenvalue equation by Uˆ(t′ + T, t+ T ) achieves
this, |ψγ(t′ + T )〉 = Uˆ(t′ + T, t + T ) |ψγ(t+ T )〉 = exp(irγ(t))Uˆ(t′ + T, t + T ) |ψγ(t)〉 =
exp(irγ(t))Uˆ(t
′, t) |ψγ(t)〉 = exp(irγ(t)) |ψγ(t′)〉, where the periodicity of Hˆ(t) is necessary
to assert that Uˆ(t′+T, t+T ) = Uˆ(t′, t). Thus, solutions of the Schrödinger equation exist
with the property |ψγ(t+ T )〉 = exp(−iγT ) |ψγ(t)〉 for arbitrary t.
2.4.2 Stroboscopic Evolution
The Floquet states form a complete orthornormal basis so they can be used to propagate
any arbitrary state. The evolution operator can be written as
Uˆ(t) =
∑
γ
|ψγ(t)〉〈ψγ(0)| (2.24)
=
∑
γ
exp(iγt)|φγ(t)〉〈φγ(0)|. (2.25)
In dynamical decoupling experiments the state is typically only measured at integer mul-
tiples of the DD period, i.e. after Np repetitions of a basic pulse sequence. Thus, we
are uninterested in the state between these times and can simplify our analysis by only
considering the stroboscopic evolution,
Uˆ(NpT ) =
∑
γ
exp(iγNpT )|φγ〉〈φγ |. (2.26)
Thus the evolution is completely determined by the quasienergies and the static Floquet
modes |φγ〉 = |φγ(NpT )〉 = |φγ(0)〉 and can be used to model the outcomes of experimental
measurements 〈Oˆ〉. If we deﬁne a static eﬀective Hamiltonian, Hˆeﬀ, such that Uˆ(NpT ) =
exp(−iHˆeﬀNpT ), then the Floquet quasienergies are the energies of Hˆeﬀ and the Floquet
modes are the eigenstates of Hˆeﬀ. The eﬀective Hamiltonian describes dynamics that
match the true evolution at stroboscopic times, but does not correctly model the dynamics
within each period. This is satisfactory for DD experiments and can be a useful tool for
understanding the dynamics.
If one can construct the one-period evolution operator directly, then the quasienergies
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and Floquet modes are obtained by diagonalisation. This is the method used in Chapter 3.
However, if the state space is large or if the time-dependence of the Hamiltonian is complex
the one-period evolution operator can be hard to construct. In this case Floquet theory
oﬀers an alternative method for determining the Floquet quasienergies and modes, as
detailed below.
2.4.3 Floquet Space and the Floquet Hamiltonian
The formal solution to the time-dependent Schrödinger equation can be written as a time-
ordered exponential, Uˆ(t) = Tˆ exp(−i ∫ t0 Hˆ(t′)dt′), however this can be diﬃcult to evaluate
due to the Hamiltonian not commuting with itself at diﬀerent times, [Hˆ(t), Hˆ(t′)] 6= 0. In
contrast, the solution to the time-independent Schrödinger equation, Uˆ(t) = exp(−iHˆt),
can be evaluated simply by diagonalising the Hamiltonian.
Floquet's theorem oﬀers a new route to solving the Schrödinger equation for time-
dependent periodic Hamiltonians - by expanding the periodic Hamiltonian into a static
Hamiltonian in Floquet space. This new Floquet Hamiltonian is inﬁnite in dimension but
can often be diagonalised regardless, allowing for propagation of the system.
Substituting Eq. (2.23) into the Schrödinger equation we obtain
HˆF |φγ(t)〉 ≡
[
Hˆ(t)− i ∂
∂t
]
|φγ(t)〉 = γ |φγ(t)〉 (2.27)
which is the Floquet Hamiltonian, HˆF , eigenvalue equation when represented in Floquet
space.
Floquet space [146] is an extended Hilbert space, F = H ⊗ LT , which is the product
space of the original Hamiltonian Hilbert space H and Fourier space LT , the space of all
(square-integrable) T -periodic functions. The scalar product on this extended space is
deﬁned as
〈〈ϕ|ϕ′〉〉 = 1
T
∫ T
0
dt 〈ϕ(t)|ϕ′(t)〉 , (2.28)
where |ϕ〉〉 ∈ F and we use double angle brackets to denote states in Floquet space. A
complete orthonormal basis of the Floquet space is given by |α,m〉〉 ⇐⇒ |α〉eimωt where
ω = 2pi/T and |α〉 forms a complete orthonormal basis of the original Hilbert space. A
periodic state, |ϕ(t)〉 in H can be represented in F as
|ϕ〉〉 =
∑
αm
1
T
∫ T
0
〈α|ϕ(t)〉 e−imωtdt|αm〉〉, (2.29)
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which is time-independent. Similarly, the Floquet Hamiltonian can be represented in
Floquet space with elements
〈〈α,m|HˆF |α′,m′〉〉 =
∫ T
0
〈α|Hˆ(t)|α′〉 e−i(m−m′)ωtdt+mωδαα′δmm′ (2.30)
and the eigenvalue equation Eq. (2.27) can be rewritten
HˆF |φγ〉〉 = γ |φγ〉〉. (2.31)
Consequently, diagonalising the Floquet Hamiltonian reveals the quasienergies and Floquet
modes, |φγ〉〉 which can be converted back to the original Hilbert space,
|φγ(t)〉 =
∑
α,m
〈〈α,m|φγ〉〉eimωt |α〉 . (2.32)
The Floquet modes and quasienergies fully describe the dynamics of the system and can
be used to construct an evolution operator as described by Eq. (2.26).
This new route to solving the Schrödinger equation is applicable for periodic Hamilto-
nians and is useful if the dynamics is hard to solve in the original Hilbert space but the
Floquet Hamiltonian can be diagonalised.
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3 | Floquet Theory for Dynamical De-
coupling Based Quantum Sens-
ing Experiments
In this chapter we present the ﬁrst Floquet analysis of dynamical decoupling (DD) based
quantum sensing experiments. The motivation for this is clear - many DD experiments
employ periodic repetitions of a basic pulse unit (e.g. the Carr-Purcell-Meiboom-Gill
(CPMG) or XY8 sequences). Our key ﬁnding is that we can associate the characteristic
dips in sensor coherence traces with avoided crossings in an underlying Floquet spectrum.
Dynamical decoupling experiments apply trains of microwave pulses to a qubit sensor
to eﬀectively average out dephasing due to a noisy spin bath. However, when these pulses
are applied resonantly with a nearby nuclear spin the decoupling drastically fails and char-
acteristic dips appear in sensor coherence traces. Analytic modelling of these experiments
often uses a semi-classical approach [35, 1, 36] where the sensor is subject to a classical
AC magnetic ﬁeld from the environment. This approximation is useful when the quantum
back-action of the sensor on the environment is negligible but fails to capture the the
true dynamics of the coupled sensor-nuclear target system. In fact, the sensor becomes
entangled with the nuclear target and a more quantum approach is needed to model this.
Quantum models include the geometric method [2, 3] and more recently (after publication
of the work described here [49]) approaches based on the Magnus expansion [37, 38] and
the rotating wave approximation [39]. Here we are motivated by the periodicity of many
DD sequences to apply Floquet theory [40] which is an alternative quantum model. A key
quantity is the Floquet quasienergy and we ﬁnd that avoided crossings in the quasienergy
spectrum are linked with the sensor coherence dips. The width of the avoided crossing
determines the depth and width of the coherence dip. We are able to provide an analytic
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expression for the coherence dip in terms of the system quasienergy only.
We begin by obtaining a general expression for the qubit sensor response to a dynamical
decoupling sensing protocol in terms of the system Floquet quasienergies and Floquet
modes. We then look further into the cases where the CPMG sequence is used and where
the spin target is described by a 2-D Hilbert space (i.e. the detection of a spin-1/2 or a
pseudospin-1/2). This discussion is then applied to the speciﬁc case of a nitrogen vacancy
center detecting a single 13C nuclear spin. Next we model a potential future sensor - the
bismuth donor in silicon. This system is described and we model the detection of a 29Si
spin dimer. We also discuss the detection of a spin-trimer and how it can be distinguished
from 3 equivalent spin dimers revealing the higher order correlations.
In this chapter the theoretical model is constrained by a common assumption - that the
microwave control pulses are instantaneous, taking inﬁnitesimal time to invert the sensor
state. In the following chapter this assumption is relaxed and we utilise Floquet theory
again to provide the ﬁrst quantum model of ﬁnite-duration-pulse eﬀects. This chapter
covers content published in Lang et. al (2015) [49].
3.1 Spin Sensing
Here we consider a general spin-qubit sensor, with up (|u〉) and down (|d〉) states coupled
to a nuclear spin target which could be a single spin or spin cluster. The sensor-target
coupling is assumed to be pure dephasing so that in general the Hamiltonian can be written
as
Hˆ = |u〉〈u| ⊗ Hˆu + |d〉〈d| ⊗ Hˆd, (3.1)
where Hˆu,d is the nuclear spin Hamiltonian conditioned on the sensor spin state. This
Hamiltonian is described as pure-dephasing because it does not mix the qubit states (no
|u〉〈d| or |d〉〈u| terms) and can only aﬀect the qubit phase. The conditional nuclear Hamilto-
nian arises due to the quantum back-action of the sensor on the spin target. The qubit
sensor is not a passive observer but actively aﬀects the dynamics of the target. This back-
action leads to the bifurcated evolution of the nuclear spin Uˆ(t) = |u〉〈u|⊗Uˆ (0)u +|d〉〈d|⊗Uˆ (0)d
where Uˆ (0)u,d(t) = exp
(
−iHˆu,dt
)
is the free evolution of the nuclear spin conditioned on the
sensor spin state.
Dynamical decoupling based sensing experiments begin by initialising the sensor spin
into an equal superposition state. The nuclear spin target is assumed to be in the initial
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state, |B0〉, selected from a thermal ensemble. The initial state of the combined system is
the product state
|ψ0〉 = 1√
2
(|u〉+ |d〉) |B0〉 . (3.2)
Whilst a general qubit superposition state can also have some complex phase diﬀerence
between the u and d states we deﬁne the x-axis such that the initial superposition state is
always of the form in Eq. (3.2). Any other phases will be deﬁned relative to this (e.g. the
phase of microwave pi-pulses).
The initial state is allowed to evolve under the bifurcated evolution to the (possibly)
entangled state
|ψ(t)〉 = 1√
2
(|u〉 |Bu(t)〉+ |d〉 |Bd(t)〉) , (3.3)
where |Bu,d(t)〉 = Uˆu,d(t) |B0〉. This state is entangled if |Bu(t)〉 6= c |Bd(t)〉 for some
complex number, c.
Experiments then measure the remaining spin projection along the initialisation axis
(the x-axis) to obtain L(t) = 〈σˆx〉 = 〈ψ(t)|σˆx|ψ(t)〉 = Re {〈Bu(t)|Bd(t)〉}. This sensor
response is called the coherence and takes values between +1 and−1. Experiments measure
the coherence for a range of times, t, and produce coherence traces which we seek to model
analytically.
If the bifurcated evolution happens to produce identical bath states, |Bu(t)〉 = |Bd(t)〉
then the initial sensor state is preserved and L(t) = 1. If the sensor and the spin target
are maximally entangled L(t) = 0 and L(t) = −1 if the bifurcated evolution produces
bath states diﬀering only in sign, |Bu(t)〉 = − |Bd(t)〉, which leaves the sensor and target
completely unentangled but the sensor state has been ﬂipped to |ψ〉 = (|u〉 − |d〉) /√2.
To obtain the expectation value, 〈σˆx〉, in experiments the measurement is repeated
many times. In this case we must average over all possible initial thermal bath states,
|B0〉. Using the evolution operators we can express the coherence in terms of the initial
bath state L(t) = Re
{
〈B0|Uˆ †uUˆd|B0〉
}
and then the average over the thermal ensemble of
bath states can be expressed with the trace operator,
L(t) = 1
D
Re
{
Tr
{
Uˆ †uUˆd
}}
. (3.4)
where D is the dimension of the bath Hilbert space.
In a free-induction-decay experiment, where the system is allowed to evolve freely
between initialisation and readout, the evolution of the states is simply given by the
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conditional free evolution, Uˆu,d(t) = Uˆ
(0)
u,d(t). However, in pulsed experiments the evol-
ution is constructed by switching between the up and down evolution at each pulse, (e.g.
for a CPMG experiment Uˆ (2)u (t = 4τ) = Uˆ
(0)
u (τ)Uˆ
(0)
d (2τ)Uˆ
(0)
u (τ) and Uˆ
(2)
d (t = 4τ) =
Uˆ
(0)
d (τ)Uˆ
(0)
u (2τ)Uˆ
(0)
d (τ)) so the the evolution operators must be replaced by the pulsed
evolution operators (e.g. Uˆu,d(t) = Uˆ
(2)
u,d(t)). Coherence traces are then constructed by
scanning the inter-pulse delay, τ .
3.1.1 Floquet Analysis
Motivated by the periodicity of CPMG and many other sequences we apply Floquet theory.
This states that for a periodic Hamiltonian (with period T ) one can ﬁnd solutions to
Schrödinger's equation of the form |ψ(t)〉 = e−it |φ(t)〉 where  is the Floquet quasienergy
and |φ(t)〉 is the periodic Floquet mode. In DD experiments we are only interested in
the state at stroboscopic times, t = NpT , so we write |ψ(NpT )〉 = e−iNpT |φ(NpT )〉 ≡
e−iNpT |φ〉.
The stroboscopic evolution operator can be written in terms of the Floquet modes and
quasienergies,
Uˆ(NpT ) =
∑
γ
|ψγ(NpT )〉〈ψγ(0)| =
∑
γ
exp(−iγNpT )|φγ〉〈φγ |, (3.5)
where γ = 1, ..., D with D the Hamiltonian dimension. Substituting this expression into
Eq. (3.4) we obtain
L(NpT ) = 1
D
Re
Tr
∑
γ,γ′
exp(i(uγ − dγ′)NpT ) |φuγ〉〈φuγ |φdγ′〉〈φdγ′ |

 . (3.6)
We then choose to perform the trace over the |φuγ〉 basis and take the real part to get the
general expression
L(NpT ) = 1
D
∑
γ,γ′
cos((uγ − dγ′)NpT )| 〈φuγ |φdγ′〉 |2 (3.7)
which expresses the sensor response completely in terms of the Floquet modes and quasien-
ergies of the system. This expression is valid for all periodic DD experiments where the
control pi-pulses are assumed to be instantaneous and this is a key result of this chapter.
This expression presents a general way to express the sensor coherence response in any
periodic dynamical decoupling based quantum sensing.
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Considering the CPMG sequence speciﬁcally, we are able to utilise a symmetry in the
bifurcated evolution to reshape this expression into a more instructive form. The CPMG
sequence is described by τ − pix − 2τ − pix − τ where pix denotes a pi-ﬂip about the x-axis
and 2τ is the inter-pulse delay. The CPMG period is T = 4τ and the one-period evolution
operators are
Uˆ (2)u (T = 4τ) = Uˆ
(0)
u (τ)Uˆ
(0)
d (τ)Uˆ
(0)
d (τ)Uˆ
(0)
u (τ), (3.8)
Uˆ
(2)
d (T = 4τ) = Uˆ
(0)
d (τ)Uˆ
(0)
u (τ)Uˆ
(0)
u (τ)Uˆ
(0)
d (τ). (3.9)
Importantly, the upper and lower evolution operators are related by the form Uˆ (2)u = AˆBˆ
and Uˆ (2)d = BˆAˆ where Aˆ = Uˆ
(0)
u Uˆ
(0)
d and Bˆ = Uˆ
(0)
d Uˆ
(0)
u . This symmetry causes the upper
and lower evolutions to have identical eigenvalues and thus identical quasienergies. This
can be seen by considering the eigenvalue equation for AˆBˆ: AˆBˆv = λv and then pre-
multiplying by Bˆ: BˆAˆ
(
Bˆv
)
= λ
(
Bˆv
)
which shows that the eigenvalue, λ, is shared by
AˆBˆ and BˆAˆ. This symmetry simpliﬁes the analysis as we can write uγ = dγ ≡ γ .
Grouping the double summation in Eq. (3.7) into equal, γ = γ′, and unequal, γ 6= γ′,
indices then gives
L(NpT ) = 1
D
∑
γ
| 〈φuγ |φdγ〉 |2 + 1
D
∑
γ 6=γ′
cos((γ − γ′)NpT )| 〈φuγ |φdγ′〉 |2 (3.10)
and we can rewrite the ﬁrst term by using the orthonormality of the Floquet modes
(
∑
γ′ |φdγ′〉〈φdγ′ | = Iˆ). The ﬁrst term can be rewritten as
1
D
∑
γ
| 〈φuγ |φdγ〉 |2 = 1
D
∑
γ
〈φuγ |φdγ〉 〈φdγ |φuγ〉 , (3.11)
=
1
D
∑
γ
〈φuγ |
I−∑
γ′ 6=γ
|φdγ′〉〈φdγ′ |
 |φuγ〉 , (3.12)
= 1− 1
D
∑
γ 6=γ′
| 〈φuγ |φdγ′〉 |2. (3.13)
We can thus combine the ﬁrst and second terms in Eq. (3.10) to obtain our ﬁnal form,
L(NpT ) = 1− 2
D
∑
γ 6=γ′
sin2(
1
2
(γ − γ′)NpT )| 〈φuγ |φdγ′〉 |2. (3.14)
which models the sensor response to a nuclear spin target under CPMG control (or any
pulse sequence with the same internal symmetry (uγ = dγ)).
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Clearly when the summation is zero the the coherence signal is L = 1, implying the
dynamical decoupling has successfully protected the initial sensor state. The summation
terms are formed of two parts: a pulse-number dependent part and a pulse-number in-
dependent part. The parameter Np is set by the experiment when choosing how many
repetitions of the basic DD sequence to apply. Scanning Np causes the signal to oscillate
but we can see from the above equation that the signal is bound between L(NpT ) ≤ 1 and
a coherence envelope L(NpT ) ≥ Lenv(T ) ≡ 1 − 2D
∑
γ 6=γ′ | 〈φuγ |φdγ′〉 |2. This envelope is
ﬁlled with oscillating dips and sidebands upon increasing Np. It is important to remember
that although the Floquet quasienergies and modes are time independent, they are still
parametrised by the sequence period, T . Characteristic coherence dips appear at values of
T where | 〈φuγ |φdγ′〉 |2 = 1, these dips have a maximal contrast when (γ − γ′)NpT = pi.
Thus the coherence response can be completely understood in terms of the Floquet
quasienergies and modes. In the next section we treat the D = 2 case and connect the Flo-
quet quasienergies and modes to the physical parameters present in the static Hamiltonian
by directly constructing and then diagonalising the one-period evolution operator.
3.2 Spin-1/2 Detection
For the detection of single spin-1/2 nuclei the target Hilbert space is clearly 2-dimensional.
However, 2-D Hilbert spaces can also be isolated from larger spaces when the transitions
to other levels are suppressed. This happens for the Si:Bi system coupled to nuclear spin-
dimers [142] as will be discussed in Sec. 3.4. In this section we treat a general 2-D spin
system coupled to the sensor and analyse the coherence response. Later we apply this to
the speciﬁc case of the NV detection of a single 13C spin-1/2 and the Si:Bi detection of a
29Si spin-dimer pseudospin-1/2.
For the D = 2 case, orthonormality requires that | 〈φu1|φd2〉 |2 = | 〈φu2|φd1〉 |2 and we
can always deﬁne 1 = −2 ≡  by some arbitrary shift in energy. The sensor response
under CPMG control, Eq. (3.14), can then be written
L(NpT ) = 1− 2 sin2 (NpT ) | 〈φu1|φd2〉 |2. (3.15)
We seek to connect the Floquet quasienergies and modes to the physical parameters in the
static nuclear Hamiltonian. This is done by constructing, then diagonalising the one-period
evolution operators, Uˆ (2)u,d.
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Figure 3.1: The spin-1/2 target feels a ﬁeld conditioned on the state of the sensor, hu,d =
(Xu,d, 0, Zu,d) = ωu,d(sin θu,d, 0, cos θu,d).
A general nuclear spin-1/2 Hamiltonian (conditioned on the sensor spin state) can be
written as
Hˆu,d = hu,d · Iˆ, (3.16)
where hu,d is a sensor-spin-state dependent magnetic ﬁeld felt by the nuclear spin. The
speciﬁcs of these ﬁelds are determined by the system of study. For now we simply take our
ﬁelds to be
hu,d = (Xu,d, 0, Zu,d) = ωu,d(sin θu,d, 0, cos θu,d) (3.17)
(in Cartesian and polar coordinates). In general, the ﬁelds may have a Yu,d component
however one can always eliminate this by choosing the correct coordinate system (deﬁning
the xz-plane as the plane containing both hu and hd) and this simpliﬁes the analysis.
Fig. 3.1 is a schematic of the ﬁelds hu,d and their components.
The free evolution under Hˆu,d is given by
Uˆ
(0)
u,d(t) = exp(−iHˆu,dt) = cos(
ωu,dt
2
)Iˆ− i sin(ωu,dt
2
)(sin θu,dσˆx + cos θu,dσˆz), (3.18)
(see App. A) where σˆx and σˆz are Pauli matrices. The nuclear spin-1/2 evolves simply
by precessing about either ﬁeld hu,d with frequency ωu,d (depending on the state of the
sensor). Starting with the sensor spin in a superposition of u and d states means the nuclear
spin evolution bifurcates with the nuclear spin simultaneously evolving around each ﬁeld.
In dynamical decoupling experiments pi-pulses repeatedly ﬂip the state of the sensor. This
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causes the evolution of the nuclear spin to ﬂip between Hˆu and Hˆd.
Under CPMG control, the one-period evolution operators are given by Eqs. (3.8) and
(3.9). These are found by explicit concatenation of the free evolution operators, Eq. (3.18)
and is detailed in Appendix C. The one-period evolution operators can be written in the
form
Uˆ
(2)
u,d(T ) = cos(T )Iˆ− i sin(T )(sin θFu,dσˆx + cos θFu,dσˆz), (3.19)
which resembles the free evolution operators, Eq. (3.18). Note that this operator acts as a
black-box to transform the initial state to the ﬁnal state after one period, i.e. it does not
give the evolution within the period. One can deﬁne a conditional eﬀective Hamiltonian,
Hˆeﬀu,d = h
eﬀ
u,d · Iˆ, and a conditional eﬀective ﬁeld, heﬀu,d = 2
(
sin θFu,d, 0, cos θ
F
u,d
)
, such that
Uˆ
(2)
u,d(T ) ≡ exp
(
−iHˆeﬀu,dT
)
. Thus instead of considering the true dynamics of the nuclear
state, rotating about hu and hd and switching at every pulse, one can consider instead
that the nuclear spin undergoes some constant free evolution about the eﬀective ﬁelds
heﬀu and h
eﬀ
d for the entire period T . Note that the eﬀective angular frequency is 2 and
is independent of the sensor spin state, as expected from the symmetry of the CPMG
sequence. The quasienergy, , here describes the energy of the eﬀective Hamiltonian.
Diagonalising Uˆ (2)u,d(T ) gives the Floquet quasienergies, 1 = −2 ≡ , where  is given
by the relation (see Appendix C)
cos T = cos
ωuT
4
cos
ωdT
4
− sin ωuT
4
sin
ωdT
4
cos(θu − θd) (3.20)
and the Floquet modes,
|φu,d1〉 =
cos θ
F
u,d
2
sin
θFu,d
2
 , |φu,d2〉 =
− sin θ
F
u,d
2
cos
θFu,d
2
 , (3.21)
which are deﬁned by the angles θFu,d which also specify the direction of the eﬀective ﬁelds
heﬀu,d. This Floquet angle is deﬁned in Appendix C. Substituting these into Eq. (3.15) gives
L(NpT ) = 1− 2 sin2 (NpT ) sin2
(
θFu − θFd
2
)
, (3.22)
which is our Floquet expression of the sensor coherence for the detection of a spin-1/2
system. Figure 3.2(a) compares the coherence response with the Floquet quasienergies and
the Floquet angles. We see that dips in coherence are associated with avoided crossings in
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the Floquet quasienergy spectrum. Equations (3.20),(3.21),(3.22) reﬁne our more general
expression for the sensor coherence response (Eq. (3.7)) to a speciﬁc case seen in sensing
experiments.
The above expression can be understood in two parts; a pulse-number-independent co-
herence envelope, Lenv(T ), and the pulse-number-dependent oscillatory behaviour. When
scanning over Np the signal oscillates within the bounds Lenv(T ) ≤ L(NpT ) ≤ 1 where the
envelope is given by
Lenv(T ) = 1− 2 sin2
(
θFu − θFd
2
)
. (3.23)
When θFu − θFd = 0 the eﬀective ﬁelds, heﬀu,d, are parallel and the envelope takes a maximal
value of Lenv(T ) = +1, i.e. there is no dip. In this case the eﬀective Hamiltonian is
independent of the sensor spin state, i.e. the quantum back action is removed by the DD
sequence and the sensor records no signal. When θFu − θFd = pi the eﬀective ﬁelds are anti-
parallel and the envelope reaches a minimum of Lenv(T ) = −1. This deﬁnes the position
of the coherence dips as demonstrated in Fig. 3.2(a). What remains is for the experiment
to provide enough pulses to ﬁll the envelope. Fig. 3.2(b) shows a coherence envelope and
its successive ﬁlling as Np increases. At the dip position, the signal contrast is given by
the pulse-number-dependent behaviour
Ldip(Np) = 1− 2 sin2 (NpT ) . (3.24)
It is also possible to re-express the coherence, Eq. (3.22) in terms of the quasienergy
only (see Appendix C), i.e. removing θFu,d from the expression. For simplicity we deﬁne the
Floquet phase as ε(T ) = (T )T (note that the quasienergy is also a function of T ) and we
can write
L(NpT ) = 1− 2 sin2 (Npε(T ))
[
cos2 (ε(T )/2)− cos2 (ε(T/2))
cos2 (ε(T )/2)
]
(3.25)
which again separates into pulse-number dependent and independent terms. Scanning Np
causes the coherence signal to oscillate but this is bounded by the coherence envelope,
obtained by setting sin2 (Npε(T )) = 1. The dip condition is determined from Lenv(Tdip) =
−1 which is satisﬁed when
ε(Tdip/2) = pi/2, (3.26)
as this causes the term in the square brackets in Eq. (3.25) to reach unity. Equation (3.26)
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(a) (b)
Figure 3.2: (a) Shows the coherence response, L(NpT ), Floquet quasienergies  (plotted
as a the Floquet phase, ε = T , for readability) and Floquet angle diﬀerence θFu − θFd of
a sensor detecting a spin-1/2 system with Np = 15 repetitions of CPMG. The conditional
ﬁelds felt by the spin-1/2 are hu = (50, 0, 460) kHz × 2pi and hd = (0, 0, 450) kHz × 2pi.
Dips in coherence appear when θFu − θFd = pi and coincide with avoided crossings in the
quasienergy spectra. (b) Shows a zoom of the ﬁrst dip appearing in (a). The pulse-number
independent coherence envelope is shown and the ﬁlling of the envelope with increasing
Np is demonstrated.
is our Floquet theory dip condition. We see from Fig. 3.2(a) that the coherence dips are
associated with avoided crossings in the Floquet quasienergy spectrum. (In plots we scale
the quasienergy by T and plot this as the Floquet phase, ε = T , as it makes it easier to
see the avoided crossings in scans of T .) The depth of the dip is related to the splitting
parameter, δε = 2(pi − ε(Tdip)), which is the width of the avoided crossing, see Fig. 3.2(b)
inset. At the dip position it is still necessary to apply enough pulses so that one obtains
a visible contrast. We can model the dip contrast by inserting the Floquet theory dip
condition (Eq. (3.26)) into the expression Eq. (3.25). In terms of the avoided crossing
width the dip contrast is then given by
L(NpTdip) = 1− 2 sin2(1
2
Npδε). (3.27)
Hence a true level crossing provides no signal as the avoided crossing width would be zero,
δε = 0. For Npδε > pi the width and shape of the dip becomes largely independent of
Np and is fully determined by the Floquet anti-crossing and envelope function, since the
sin2(12Npε) factor simply superposes fast oscillations on the coherence envelope. A narrow
avoided-crossing (low splitting, δε small) gives a single, sharp (but weaker) coherence dip,
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while a wider avoided crossing (large δε) has a broad envelope. It is only for low Npδε  pi
that the dip height is strongly dependent onNp; here the central height increases as (Npδε)2.
Equations (3.25),(3.27) are a key result from this chapter as they link the avoided crossing
shape to the coherence dip shape.
3.2.1 The Average Hamiltonian
The avoided crossing in the Floquet quasienergy spectrum indicates the mixing of some
unperturbed states. When the quantum back-action is small (i.e. Hˆu ≈ Hˆd) these unper-
turbed states are the eigenstates of the average Hamiltonian, Hˆav = 12(Hˆu + Hˆd), as can
be seen from the short τ behaviour
Uˆu,d(T = 4τ) = exp(−iHˆu,dτ) exp(−iHˆd,u2τ) exp(−iHˆu,dτ) ≈ exp(−i1
2
(Hˆu + Hˆd)4τ)
(3.28)
for small τ . The average Hamiltonian can be used to predict the dip positions when
the quantum back action is weak. More speciﬁcally, considering the Baker-Campbell-
Hausdorﬀ formula, the above approximation is valid when ||Hˆav||  ||[Hˆu, Hˆd]||. The
average Hamiltonian has energies av = ±12
√
ω2u + ω
2
d + 2ωuωd cos(θu − θd) and the spec-
trum has a level crossing when T = pi/av.
The average Hamiltonian can provide a good measure of the dip position in certain con-
ditions but the (inactive) level crossing cannot account for the signal contrast (as discussed
in the previous section). As the modelling in this chapter does not assume any constraints
on the quantum back-action strength the dip condition ε(Tdip/2) = pi/2 is always valid.
3.3 Sensing with the Nitrogen Vacancy Center in Diamond
The nitrogen vacancy center has provided a fertile testbed for nanoscale NMR and MRI
experiments [61, 130, 131, 132] as well as other sensing experiments [77, 81, 91]. Whilst
other solid state defect systems are being explored for similar purposes [9, 11, 116, 118, 120]
the NV center remains the most productive platform.
Watershed experiments have detected single remote 13C spins [1, 2, 3] and spin clusters
[17, 18] in the diamond interior and demonstrated their application as quantum registers
[27, 30]. The detection of nanoscale volumes of nuclear spins external to the diamond has
also been demonstrated [21, 22, 23] and even the detection of single nuclear spins on the
diamond surface [24, 25, 26].
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Here we model an NV center coupled to a single 13C spin-1/2 nuclei in the diamond
lattice. We will choose the NV ms = 0 and ms = +1 spin states as the d and u qubit
sensor states respectively. The static Hamiltonian is given by
Hˆ = −γnB · Iˆ+ SˆzA · Iˆ, (3.29)
where γn is the nuclear gyromagnetic ratio, B is the applied magnetic ﬁeld, usually applied
parallel to the NV crystal axis, A is the position dependent hyperﬁne ﬁeld felt by the
nuclear spin, Iˆ represents the nuclear spin-1/2 and Sˆz = |+ 1〉〈+1| is the NV spin operator.
The conditional nuclear spin evolution is governed by Hˆu,d = hu,d · Iˆ where the hu,d =
−γnB+mu,dA and md = 0, mu = +1. Thus, when the NV is in the d ≡ ms = 0 state the
nuclear spin simply precesses about the applied magnetic ﬁeld at the Larmor frequency.
When the the NV is the ms = 1 state the nuclear spin precesses about the magnetic ﬁeld
perturbed by the hyperﬁne ﬁeld.
For simplicity we consider magnetic and hyperﬁne ﬁelds that have no y-component,
A = (Ax, 0, Az), B = (Bx, 0, Bz). As discussed in the previous section it is always possible
to ﬁnd a frame where this is the case. We can then write hu,d = ωu,d(sin θu,d, 0, cos θu,d)
where ωu,d =
√
(−γnBx +mu,dAx)2 + (−γnBz +mu,dAz)2 and θu,d = arctan((−γnBx +
mu,dAx)/(−γnBz +mu,dAz)).
Our result from the previous section allows us to express the coherence response of the
NV center, Eq. (3.22), in terms of the Floquet quasienergies and modes, Eqs. (3.20),(3.21).
As dynamical decoupling based sensing is typically employed to detect remote spins the
hyperﬁne coupling will be much weaker than the Larmor frequency. In Fig. 3.3 we simulate
the detection of a single 13C and plot the associated quasienergy spectrum. We can see
that that the coherence dips are associated with avoided crossings and the width of the
avoided crossing controls the coherence dip contrast.
As the hyperﬁne coupling is weak the average Hamiltonian provides a good approx-
imation for the coherence dip positions. However, as we derived our expression for the
coherence by directly constructing the one-period evolution operator (and making no ap-
proximations) the expression remains valid in regimes where the average Hamiltonian pre-
diction does not. In fact, the Floquet expression can be useful when the picture of sharp
dips breaks down completely. To show this generality, we imagine an experiment that
scans the magnetic ﬁeld strength perpendicular to the NV crystal axis rather than aligned
with it. Later, from Chapter 4 onwards, we use apply Floquet theory to more complex
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(a)
(b)
Figure 3.3: The nitrogen vacancy detection of a single 13C. (a) Shows the Floquet quasien-
ergy spectrum with avoided crossings. The dotted black lines indicate the width of the
avoided crossings. (b) Shows the NV coherence response with sharp coherence dips associ-
ated with the avoided crossings. The black dotted lines indicate the dip depth calculated
from our analytic expression, L(NpTdip) = 1− 2 sin2(Npδε), which depends on the avoided
crossing width, δε. For simulation a magnetic ﬁeld of 100 G is applied along the NV axis,
the hyperﬁne coupling is [Ax, Az] = [10, 25] kHz × 2pi and Np = 15 repetitions of the
CPMG sequence are applied (30 pulses total).
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dynamical decoupling control and for this require a perturbative approach. This limits the
range of validity but is suitable for most sensing experiments. The strength of the analysis
in this section is that it is not limited in the same way.
Figure 3.4(a) simulates a nitrogen vacancy center coupled to a single 13C. A magnetic
ﬁeld is applied perpendicular to the NV crystal axis and we can see that there is no clear
dip structure in the coherence trace and the average Hamiltonian prediction fails. Fig-
ure 3.4(b) shows a trace with a weaker applied magnetic ﬁeld where the dip positions are
well approximated by the average Hamiltonian prediction. Figure 3.4(c) shows the coher-
ence behaviour whilst scanning the strength of the magnetic ﬁeld and a clear checkerboard
pattern of oscillatory and non-oscillatory regions appear. We can use Floquet theory to
understand the transition between these regions. Our derived expressions are valid globally
and we ﬁnd plots of the coherence envelope reveal the underlying checkerboard structure
that is ﬁlled with oscillatory sidebands. Understanding this behaviour opens up possibilit-
ies for controlling the coherence response, i.e. resolution, by tuning the applied magnetic
ﬁeld. In the next section we study a possible future sensor, the bismuth donor in silicon,
that also promises high controllability.
3.4 Sensing with a Bismuth Donor in Silicon
The success of the NV center has prompted the study of other defect centers with similar
properties in diamond [9, 116, 118] and silicon carbide [120]. Donors in silicon have recently
received great interest due to their incredibly long coherence times [122] and the strong
(Zeeman state) mixing they exhibit at moderate magnetic ﬁelds [124]. They have not yet
been employed as spin sensors due to technical challenges involved in addressing a single
donor spin however progress is being made in this respect [11, 127, 128] and the strong
magnetic ﬁeld dependence of the mixing promises a new handle for control in sensing
experiments.
The group V donors: phosphorous, arsenic, antimony and bismuth donate an extra
electron that is localised at the donor site at low temperatures. They all exhibit mixing,
i.e. mixing of the uncoupled electron and nuclear Zeeman states due to the large hyperﬁne
coupling, but bismuth exhibits the strongest mixing and the discussion here is restricted
to bismuth donors. Here a single bismuth donor in silicon (Si:Bi) is considered for possible
future sensing experiments.
There are two key diﬀerences between the NV and Si:Bi systems. The ﬁrst diﬀerence
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Figure 3.4: The nitrogen vacancy center detection of a single 13C with a magnetic ﬁeld
applied perpendicular to the NV axis. Diﬀerent coherence regimes appear at diﬀerent
magnetic ﬁeld strengths (a) Bx = 15 G. The avoided crossings are wide and start to over-
lap resulting in a highly oscillatory coherence spectra with no clear dips. The average
Hamiltonian prediction fails (red dotted vertical lines) (b) Bx = 1 G. The avoided cross-
ings are narrow resulting in sharp coherence dips. The average Hamiltonian prediction
is accurate. (c) Scanning the magnetic ﬁeld strength reveals a checkerboard pattern. (d)
Plotting the coherence envelope, Eq. (3.23) reveals the underlying structure. The blue and
green bounding lines are given by T = (2m− 1)× 2pi/|ωu ± ωd|. For simulations here the
hyperﬁne coupling is [Ax, Az] = [0, 50] kHz×2pi and 10 repetitions of the CPMG sequence
are applied.
71
is that the Si:Bi defect is a point-like defect and thus has no inherent crystal axis like the
NV center which means the hyperﬁne coupling for the Si:Bi is isotropic. The isotropic
coupling causes the spin sensor to be insensitive to single nuclear spins as we will see
from the Hamiltonian - the dominant decoherence source here are ﬂip-ﬂopping spin dimers
[142]. The other diﬀerence is that the mixing of the Si:Bi spin levels leads to a sensor
qubit transition, ∆E, that is non-linear in the applied magnetic ﬁeld - i.e. points exist
where d∆E/dBz = 0 [148, 123]. At these magnetic ﬁelds the sensor is insensitive to
small ﬂuctuations in magnetic ﬁeld so the eﬀective coupling to the environment becomes
massively suppressed. These points are called optimal working points (OWPs).
3.4.1 The Central Spin Hamiltonian
In this work we consider the bismuth donor as it exhibits the strongest mixing. The central
spin Hamiltonian is
HˆSi:Bi = −γeBzSˆz − γBiBz Iˆz +ASˆ · Iˆ, (3.30)
where γe and γBi are the electron (Sˆ) and bismuth-nuclear (Iˆ) gyromagnetic ratios re-
spectively, Bz is an applied magnetic ﬁeld that deﬁnes the z-axis (there is no intrinsic
crystal axis like for the NV), A = 1.48 GHz × 2pi is the (isotropic) hyperﬁne coupling.
The hyperﬁne coupling mixes the electron and nuclear Zeeman levels as seen in Fig. 3.5
(adapted from [149]). The electron has spin S = 1/2 and the bismuth has spin I = 9/2
so there are a total of (2S + 1)(2I + 1) = 20 states and two are selected from these to
act as the sensor qubit - we choose the 12-9 transition, indicated in Fig. 3.5. Due to the
mixing the spin projections mu,d = 〈u, d|Sˆz|u, d〉 ≡ mu,d(Bz) are magnetic ﬁeld dependent
as shown in Fig. 3.6. This is in stark contrast to the NV case and oﬀers controllability of
the sensor-target coupling. For the 12-9 transition the OWP is at B ≈ 0.19 T, where the
two spin projections are equal mu = md.
3.4.2 Spin Dimer Detection
For sensing experiments we consider the detection of a 29Si nuclear spin dimer. Selecting
the 12-9 Si:Bi transition, the experimental protocol will apply microwave pulses resonant
with this energy splitting. In the frame rotating with this microwave frequency (and
making the RWA by ignoring the counter-rotating terms) the Hamiltonian can be written
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Figure 3.5: The spectrum of Si:Bi as a function of magnetic ﬁeld, B. The energy levels
are strongly mixed due to the large hyperﬁne coupling. The levels are labelled in terms
of increasing energy |l〉 for l = 1, ..., 20 and possible qubit transitions are shown. Figure
adapted from Balian et al. 2015
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Figure 3.6: The spin projections mu,d = 〈u, d|Sˆz|u, d〉 for the Si:Bi (12 ↔ 9 transition)
and NV (0 ↔ +1 transition). For Si:Bi the spin projections are highly dependent on the
applied magnetic ﬁeld and an optimal working point (OWP) exists at B0 ≈ 0.19 T where
mu = md essentially removing the quantum back action of the sensor on the environment.
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as
Hˆ0 = −γnBz(Iˆ1z + Iˆ2z) + Sˆz(A1Iˆ1z +A2Iˆ2z) + C12(1
4
(Iˆ+1 Iˆ
−
2 + Iˆ
−
1 Iˆ
+
2 )− Iˆ1z Iˆ2z), (3.31)
where γn is the 29Si gyromagnetic ratio, A1,2 are the isotropic hyperﬁne couplings to the
29Si spins and C12 is the spin-spin dipolar coupling. Here Iˆ1,2 represent the two 29Si spins
(not the bismuth nuclear spin as in HˆSi:Bi). This Hamiltonian is in a pure dephasing form
and can be written as H0 = |u〉〈u|Hˆu + |d〉〈d|Hˆd where
Hˆu,d = −γnBz(Iˆ1z+Iˆ2z)+mu,d(Bz)(A1Iˆ1z+A2Iˆ2z)+C12(1
4
(Iˆ+1 Iˆ
−
2 +Iˆ
−
1 Iˆ
+
2 )−Iˆ1z Iˆ2z) (3.32)
is the nuclear Hamiltonian conditioned on the sensor spin state andmu,d = 〈mu,d|Sˆz|mu,d〉.
The insensitivity to single nuclear spins can be seen from this Hamiltonian by turning oﬀ
the dipolar coupling. In the absence of the spin-spin coupling the Si:Bi is coupled to
two single nuclear spins and the conditional nuclear Hamiltonians commute with each
other, [Hˆu, Hˆd] = 0. Thus the CPMG sequence will completely remove their eﬀect on
the Si:Bi. For NV centers it is the anisotropic hyperﬁne coupling that allows single spins
to be detected - for NV centers coupled to single nuclear spins the conditional nuclear
Hamiltonians do not typically commute.
The nuclear dimer Hilbert space is 4-D but as the |↑, ↑〉 and |↓, ↓〉 states do not couple
to the other states they can be neglected leaving a 2-D pseudospin-1/2. Looking at only
the part of the Hamiltonian aﬀecting the {|↑, ↓〉 , |↓, ↑〉} ≡ {|⇑〉 , |⇓〉} subspace we have
Hˆu,d =
mu,d2 (A1 −A2) + C124 C124
C12
4
mu,d
2 (A2 −A1) + C124
 (3.33)
= hu,d · Iˆ, (3.34)
where hu,d = (C12/2, 0,mu,d(A1−A2)) and now Iˆ is the pseudospin-1/2 operator. Moving
to the second line above we have ignored the secular dipolar coupling contribution (C124 Iˆ)
which only shifts the total energy. Thus we have a nuclear pseudospin-1/2 Hamiltonian
conditioned on the state of the Si:Bi so to calculate the sensor response under CPMG
control we can apply the general form of the coherence function we derived via the Floquet
formalism, Eq. (3.22).
Figure 3.7 simulates the Si:Bi detection of a 29Si spin dimer. The coherence response
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Figure 3.7: The Si:Bi detection of a 29Si spin dimer at (a) 0.18 T (near the OWP) and
(b) 0.15 T and (c) magnetic ﬁelds between 0 and 0.3 T. Here 10 repetitions of the CPMG
sequence are applied, the dimer has hyperﬁne couplings A1 = 180 kHz × 2pi and A2 =
100 kHz× 2pi and dipolar coupling strength C12 = 1.3 kHz× 2pi.
resembles that of the NV detection of a single spin-1/2 because the spin-dimer dynamics
are reduced to a single pseudospin-1/2. Due to the magnetic ﬁeld dependence of the spin
projections, mu,d(Bz), the sensor response is highly dependent on the applied magnetic
ﬁeld strength. As seen in parts Figs. 3.7(a) and (b) the coherence can switch between
regions of highly oscillatory behaviour and sharp dips. When the magnetic ﬁeld applied is
close to the OWP (Bz ≈ 0.19 T) the coherence dips are sharper. This corresponds to the
Floquet avoided crossings being narrowed. Figure 3.7(c) shows a magnetic ﬁeld sweep of
the sensor coherence. This magnetic ﬁeld control is desirable for increased resolution - to
determine signals where the dips are close together. Furthermore, the long coherence times
of silicon donors allows for increased sensitivity as the nuclear target can be interrogated for
longer. The combination of these two properties would make the Si:Bi system an eﬀective
quantum sensor.
Figure 3.8 simulates the Si:Bi detection of a spin dimer for diﬀerent coupling paramet-
ers. The average Hamiltonian prediction for the dip position is shown to be accurate for
only a subset of experiments whilst the Floquet analysis prediction, ε(Tdip/2) = pi/2, is
always valid.
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Figure 3.8: Magnetic ﬁeld sweeps for a Si:Bi sensor detecting a 29Si spin dimer. The full
coherence function is shown on the left and its envelope on the right for diﬀerent values of
R = |A1 − A2|/C12. (a) and (d) R = 100, (b) and (e) R = 20, (c) and (f) R = 10. The
solid blue curve shows the dip prediction via the Floquet method. The solid red line is the
average Hamiltonian prediction. Only for large R does the average Hamiltonian method
oﬀers a good approximation at all magnetic ﬁelds. The horizontal axis scans 4Npτ = NpT ,
the total sequence length.
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3.4.3 Spin Trimer Detection
In this section we apply the Floquet approach to the system depicted in Fig. 3.9(a): we
compare the Si:Bi DD based detection of three independent spin pairs (pseudospin-1/2s)
with a 3-cluster which, in the absence of many-body interactions would give identical
signatures.
For the 3-cluster, we take three spins, with hyperﬁne couplings Ak ≡ A1, A2, A3 to
the sensor spin and with mutual dipolar interactions Cij ≡ C12, C23, C31. Disregarding
interactions, the energy cost of the spin dime ﬂip-ﬂops is ∆Aij = Ai−Aj . The Hamiltonian
for three spin-1/2s interacting with a spin sensor and a magnetic ﬁeld B = Bzz is given by
Hˆtot = −γnBz
∑
k
Iˆkz + Sˆz
∑
k
AkIˆkz +
∑
ij
Cij(
1
4
(Iˆ+i Iˆ
−
j + Iˆ
−
i Iˆ
+
j )− Iˆiz Iˆjz). (3.35)
For the independent pairs, we take three spin pairs, with the same dipolar interactions
Cij as the 3-cluster, but which are independent of each other. To have similar frequencies
as the 3-cluster, we must have similar energy costs for all three spin ﬂips; and they must
obey the cyclic condition of the 3-cluster ∆A12 + ∆A23 + ∆A31 = 0. Pair 1 has two spins
with interaction C12 and a pair of hyperﬁne couplings (A1, A2); pair 2 has interaction C23
and hyperﬁne couplings (A2, A3); pair 3 has C31 and hyperﬁne couplings (A3, A1). We
take C12 = C23 = 1.052pi kHz and C31 =
2.2
2pi kHz, realistic values for nuclear impurities in
the silicon lattice. We take A1 = 1802pi kHz, A3 =
100
2pi kHz and A2 = 0, thus our pairs
correspond to R ' 100− 40 (as deﬁned in Fig. 3.8). The choice of A2 = 0 does not involve
much loss of generality. If a state-dependent Hamiltonian is chosen, the A1, A2, A3 values
can be shifted by an arbitrary constant without perturbing the dynamics.
First we set aside all pseudospin approximations and diagonalise the full Hamiltonian
to simulate the dynamics, using the complete 8-state basis of the 3-cluster as well as the
complete 20-state basis of the bismuth sensor including the host nuclear spin. We evaluate
the coherence numerically rather than using Eq. (3.22). A similar calculation was carried
out with the three disjoint pairs and Figures 3.9(b) and (c) show maps of the coherence in
both cases.
One striking feature of the 3-cluster coherence map in Fig. 3.9(c) is that some of the
coherence dips are split into doublets with similar structure. The origin of these is the
splitting of the Hilbert space into separate subspaces; we see that the
∑
k Iˆkz = ±3/2
cluster states | ↑↑↑〉 and | ↓↓↓〉 do not mix with any other states and thus make no
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Figure 3.9: (a) To isolate many body eﬀects we compare the 3-cluster with a system of
3 disjoint pairs that have the same dipolar couplings and hyperﬁne diﬀerences. (b) and
(c) show the coherence function maps obtained for 3 pairs and the 3-cluster. The loci
of dips are split for the 3-cluster, illustrating the eﬀect of many-body correlations. The
splitting is due to a secular dipolar coupling term Cij Iˆiz Iˆjz that aﬀects the I = +1/2 and
I = −1/2 subspaces diﬀerently. The two right hand panels (i) and (ii) show single traces
corresponding to the cuts in (c) as well as the six corresponding quasienergies: in case
(i) in a weak coupling regime the dips are narrow. In case (ii) there is stronger coupling,
the avoided crossings of the corresponding quasienergies are broader. The dip splitting
for the 3-cluster can be seen from the quasienergy spectra. Each subspace contributes a
set of avoided crossings that are slightly unaligned creating pairs of coherence dips. The
coherence maps here have been calculated with a full numerical propagation of the total
Hamiltonian for Np = 100 repetitions of the CPMG sequence. (4Npτ = NpT = ttot).
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contribution to the coherence signal. The doublets arise from the separate
∑
k Iˆkz = ±1/2
subspaces. In other words, the | ↑↑↓〉, | ↑↓↑〉 and | ↓↑↑〉 states with total quantum number∑
k Iˆkz = +1/2 do not interact with the equivalent
∑
k Iˆkz = −1/2 subspace. This is
because the dipolar coupling preserves the total spin,
∑
k Iˆkz. Each subspace provides a
locus of dips with a slightly diﬀerent shift. In contrast to the spin pairs, in the case of the
3-cluster, the secular components of the dipolar coupling, (CjkIˆzj Iˆzk), yield a non-trivial
dynamical eﬀect.
Figures 3.9(i) and (ii) show the coherence traces and Floquet quasienergy spectra for
two magnetic ﬁeld values. We can see that near the weak-coupling regime of optimal
working points (i), the dips are sharp and narrow as are the avoided crossings; in contrast,
away from the OWP point (ii), avoided crossings are broader and even overlap. We will
use average Hamiltonian theory to estimate the avoided crossing position, and hence Tdip.
The nuclear average Hamiltonian is
Hˆav = −γnBz
∑
k
Iˆkz +
mu +md
2
∑
k
AkIˆkz +
∑
ij
Cij(
1
4
(Iˆ+i Iˆ
−
j + Iˆ
−
i Iˆ
+
j )− Iˆiz Iˆjz) (3.36)
and we estimate the nuclear average Hamiltonian spectrum by considering only the diagonal
terms (as the oﬀ-diagonal terms are much weaker, Cij  ∆Aij). The average Hamiltonian
quasienergies represent the initial gradient of the spectral lines seen in Figs. 3.9(i) and
(ii). Thus we can determine where the degeneracy points will be and this estimates the
coherence dip positions. We ﬁnd that
T
±(ij)
dip =
2pi
|(Ai −Aj)(mu+md2 )± (
Cjk−Cki
2 )|
, (3.37)
where T±(ij)dip corresponds to the doublet of dips produced by the ij'th pair of spins and k is
the 3rd interacting spin - contributing the higher-order correlation. The mean dip position
exposes the value of Ai − Aj and the splitting exposes the dipolar coupling strengths. In
Fig. 3.10 we compare values from Eq.(3.37) with the full numerics and see a good ﬁt.
3.5 Future Work
In this chapter we have demonstrated that dynamical decoupling based sensing experiments
can be understood using Floquet theory. We discussed how the Si:Bi system is an eﬀective
sensor because of the delicate magnetic ﬁeld strength dependence. The NV spin projections
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Figure 3.10: Coherence map for an interacting cluster of three spins (3-cluster). The
coloured lines show comparisons with Eq. (3.37) showing excellent agreement with numerics
obtained by diagonalisation of the full joint sensor-cluster Hamiltonian.
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are not magnetic ﬁeld dependent but it would be interesting to search for regimes where
it is (for instance, at the ground state level anti-crossing [137]). It would be worthwhile
seeking out optimal working points in the nitrogen vacancy center or other defect systems.
This could oﬀer the same controllability that beneﬁts the Si:Bi system. We also discussed
the detection of higher order clusters. It is an interesting problem in general to study
the signature of larger clusters and this would be worthwhile studying for the NV sensor.
In this chapter we have assumed that the microwave pi-pulses are instantaneous but in
the following chapters we model dynamical decoupling based sensing with ﬁnite-duration
pulses.
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4 | Finite-Duration-Pulse Eﬀects in
Dynamical Decoupling Based Sens-
ing
The work in this chapter is motivated by a recent study which demonstrated that the
short, but ﬁnite, duration of microwave pi-pulses in dynamical decoupling based sensing
experiments can lead to the appearance of new so-called spurious coherence dips [42].
Typically, dynamical decoupling based sensing experiments are modelled by assuming that
the microwave pulses occur instantaneously, taking inﬁnitesimal time. In fact, it was
shown that extra coherence dips can appear under certain dynamical decoupling control
sequences due to the ﬁnite duration of the pulses. Importantly, the appearance of spurious
signals can create ambiguities in spin classiﬁcation. A simple argument based on Bloch
sphere rotations was applied to predict the positions of the spurious signals under the XY
family of DD sequences but this did not predict the signal contrast and was limited to XY
family sequences. Later, a semi-classical study [43] demonstrated that spurious dips can be
identiﬁed by the delicate dependence of their contrast (depth) on a global phase added to
all pulses within the DD pulse sequence. As the system is still periodic, we apply Floquet
theory to derive the ﬁrst quantum model of the dynamics at these spurious resonances.
We obtain an analytic expression that accurately models the position and shape of these
spurious dips (as well as the expected DD response). The arrival of new coherence dips
is understood as the activation (opening) of previously inactive (closed) avoided crossings
in the Floquet quasienergy spectrum. The width of the avoided crossing determines the
sharpness and contrast of the coherence dip.
Finite-duration-pulse eﬀects were observed in standard NMR [150, 151] and were shown
to aﬀect the decay of nuclear spin echoes. This is a many-body eﬀect relying on the dipolar
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coupling between nuclei. Also, in the context of optimising qubit control, DD sequences
were designed to extend coherence times under realistic pulse control [45]. Our work here,
based in nanoscale NMR, is separate as it is not a many body eﬀect and we do not study the
coherence decay of the NV. We analyse the ﬁnite pulse eﬀect on the resonant oscillations
in the coherence proﬁle due to coherently coupled nuclear spins. Spurious signals are
a feature of DD based sensing experiments - where characteristic dips appear in sensor
coherence traces. Spurious coherence dips were not reported in initial studies [1, 2, 3] as
they are much weaker than the expected signals. This is because the spurious signal only
accumulates within each pulse rather than between the pulses. Only in later experiments
which required many more control pulses (for more sensitive detection [42] or optimised
control [73]) were the spurious dips observed.
In the previous chapter we modelled the experiments with a common assumption [143]
- that the microwave pi-pulses are inﬁnitely fast and take zero time to invert the state of
the qubit sensor. We now introduce some ﬁnite pulse duration into our model but the
dynamical decoupling protocol remains periodic and we can continue to apply Floquet
theory and we seek the system Floquet modes and quasienergies to express the sensor
response. In the previous chapter, the Floquet modes and quasienergies were obtained by
ﬁrst directly concatenating sections of free evolution to construct the one-period evolution
operator and then directly diagonalising it. Whilst this method is still valid for numerics it
is no longer analytically eﬃcient as the ﬁnite pulse propagators introduced between sections
of free evolution make the construction of the one-period evolution operator cumbersome.
Instead, we apply a more powerful technique from Floquet theory - a periodic Hamiltonian
can be represented as a time-independent (but inﬁnite) Floquet Hamiltonian in a larger
Floquet space (Sec. 2.4.3). An eﬀective Hamiltonian governing the stroboscopic evolution
can also be represented in this new Floquet space. Comparing the Floquet Hamiltonian
and the eﬀective Floquet Hamiltonian then reveals the eﬀective Hamiltonian in the original
Hilbert space with eigenenergies and eigenstates that are the Floquet quasienergies and
Floquet modes of the periodic system.
We model the NV detection of a single nuclear spin-1/2 (e.g a 13C or 1H) and begin by
preparing the Hamiltonian in the toggling-frame where it is periodic and perturbative.
We ﬁnd a set of modulation functions that generalise the single modulation function used
in many semi-classical and quantum analyses [35, 1, 36, 37, 38, 39]. We then use Floquet
theory to construct the Floquet space Hamiltonian. Due to the perturbative coupling the
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Floquet Hamiltonian takes on a block diagonal form with the blocks connected to an ef-
fective Hamiltonian that describes the stroboscopic evolution. Diagonalising the eﬀective
Hamiltonian yields the Floquet quasienergies and modes which we then use to analyt-
ically express the new spurious dips, caused by the ﬁnite duration of control pulses, as
well as the expected DD coherence dips. We ﬁnd, as in the last chapter, that the char-
acteristic coherence dips are associated with avoided crossings in the quasienergy spectra.
The appearance of the spurious dips is associated with the opening of, previously closed,
avoided crossings. The new analysis can model dynamical decoupling protocols where the
microwave pulses are applied at any phase. We speciﬁcally discuss the eﬀect of ﬁnite dur-
ation pulses on the XY8 and CPMG sequences and show that our analytic expressions ﬁt
well to numeric simulations. Whilst spurious dips were ﬁrst observed in the robust XY8
sequence [152, 141, 42] and have since been shown to appear in other robust sequences
[39] we demonstrate that the ﬁnite-pulse can produce eﬀects in less robust pulses i.e. the
CPMG sequence. We propose a simple test for determining the nature of coherence dips
and explain the eﬀect of the pulse shape on the sensor response. In the following chapter
we exploit our new understanding to propose new experimental protocols for enhanced
sensing that are designed to mitigate or exploit the ﬁnite pulse eﬀects elucidated in this
chapter. This chapter covers work published in Lang et al. (2017) [50].
4.1 The Toggling Frame and Generalised Modulation Func-
tions
For a nitrogen vacancy center coupled to a single nuclear spin-1/2 under dynamical de-
coupling control the Hamiltonian can be written as
Hˆ0(t) = −γnB · Iˆ+ SˆzA · Iˆ+ Hˆp(t), (4.1)
where Sˆz = mu|mu〉〈mu| represents the NV spin qubit between the lower ms = 0 ≡ md
level and the selected upper ms = ±1 ≡ mu level. In the following we will select mu = +1
for simplicity but the analysis is equivalent for a choice of mu = −1. Iˆ represents the
nuclear spin and γn is the nuclear gyromagnetic ratio. B is an applied magnetic ﬁeld so
that |γnB| is the nuclear Larmor frequency. The hyperﬁne ﬁeld at the nucleus position r
is A(r) ≡ A. The above Hamiltonian is already presented in the frame rotating with the
microwave drive frequency so that the dynamical decoupling control is described by the
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Figure 4.1: (a) Shows a square pi-pulse where the pulse shape, Ω(t), is deﬁned at the origin.
For square pulses Ω(t) ≡ Ω for t ∈ [−tp/2, tp/2] and Ω(t) = 0 elsewhere. For the pulse to be
a pi-pulse we require that Ωtp = pi. (b) Shows the ﬁrst few pulses of a sequence constructed
of identical square pulses at arbitrary phases. (c) Shows the Bloch sphere representation
of the applied pi-pulses, illustrating the eﬀect of the pulse phase, φm.
microwave amplitude only,
Hˆp(t) =
N∑
m
Ω(t− tm)Sˆφm , (4.2)
which consists of N pulses applied at times tm and with phase φm for m = 1, ..., N . The
pulse shape, assumed to be the same for all the pulses, is given by Ω(t) deﬁned at the origin.
Typically the pulse shape is modelled as an inﬁnitesimally narrow delta-spike, Ω(t) = δ(t).
However, here we allow some ﬁnite pulse duration, tp, and deﬁne the pulse shape Ω(t)
to exist within the domain [−tp/2, tp/2]. We only require that
∫ tp/2
−tp/2 Ω(t)dt = pi so that
a complete pi rotation is achieved. Figure 4.1 shows an example square pulse and how
an arbitrary sequence of square pulses is constructed. We assume that all pulses in the
sequence have the same shape but they rotate the sensor state about an arbitrary axis
cosφxˆ+ sinφyˆ on the xy-plane as shown in Figure 4.1(c).
We reframe the Hamiltonian in terms of the nuclear average Hamiltonian, Hˆav, and the
nuclear interaction Hamiltonian, Vˆ , deﬁned below. This is to symmetrise the perturbation
term as for the NV (ignoring the ms = −1 state), Sˆz = |+ 1〉〈+1| = 12(Iˆ+ σˆz) 6= 12 σˆz where
σˆz is the usual z-Pauli matrix.
Hˆ0(t) =
(
−γnB+ 1
2
A · Iˆ
)
+ σˆz
1
2
A · Iˆ+ Hˆp(t), (4.3)
≡ Hˆav + σˆzVˆ + Hˆp(t). (4.4)
The average Hamiltonian is the average of the bifurcated free nuclear evolution, Hˆav =
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Figure 4.2: The nuclear spin-1/2, Iˆ, feels a magnetic ﬁeld conditional on the state of the
NV sensor, hd = −γnB or hu = −γnB+A. In the average Hamiltonian frame we consider
the average ﬁeld hav = −γnB+ 12A and the interaction ﬁeld v = 12A.
(Hˆu + Hˆd)/2, and the nuclear interaction is the diﬀerence, Vˆ = (Hˆu − Hˆd)/2, where
Hˆu,d = (−γnB + mu,dA) · Iˆ is the free nuclear Hamiltonian conditioned on the NV spin
state. Fig. 4.2 shows how the conditional magnetic ﬁeld felt by the nuclear spin hu,d can
represented by an average ﬁeld hav and interaction ﬁeld v.
We then move to the frame rotating under Hˆp(t), called the toggling frame, which will
produce generalised modulation functions that are extensions of the single step-modulation
function used in many semi-classical models of DD [143, 36, 134] and in more recent
quantum models [37]. Appendix B details a general transformation to a rotating frame.
The toggling frame Hamiltonian is given by
Hˆ(t) = Hˆav +
∑
i=x,y,z
fi(t)σˆiVˆ , (4.5)
where the modulation functions, fi(t), are obtained by calculating Uˆ
†
p(t)σˆzUˆp(t) ≡
∑
i=x,y,z fi(t)σˆi
with the pulse propagator Uˆp(t) = Tˆ exp
(
−i ∫ t0 dt′Hˆp(t′)). For periodic pulse sequences
the move to this rotating frame does not aﬀect our measurement outcomes as the two
frames coincide at stroboscopic times, Uˆp(NpT ) = Iˆ so |ψHˆ0(t)(NpT )〉 = |ψHˆ(t)(NpT )〉.
Presently, will we consider square microwave pulses of width tp and height Ω = pi/tp.
(See Section 4.5 for the eﬀect of diﬀerent pulse shapes.) We require the pulse propagator
for square pulses to obtain the generalised modulation functions. Outside of the pulses
Hˆp(t) = 0 so the dynamics is trivial. During a square pulse the Hamiltonian is non-zero
but still static so we can easily construct the pulse propagator. During the m-th pulse say,
i.e at t = tm + t′ for t′ ∈ [−tp/2, tp/2], the pulse propagator is given by
Uˆp(t
′) = exp(−iΩSˆφm(t′ + tp/2))(−iσˆφm−1)(−iσˆφm−2)...(−iσˆφ1)(−iσˆφ1), (4.6)
where the (−iσˆφm′<m) ≡ exp(−iΩSˆφm′<mtp) terms account for the completed pi-pulses that
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precede the m-th pulse. Rotating to the toggling frame using Uˆp(t′) then gives
Uˆ †p(t
′)σˆzUˆp(t′) = (−1)m sin Ωt′σˆz + cos Ωt′σˆϕm . (4.7)
Note that a new phase, ϕm = (−1)m+1(φm + pi/2) + 2
∑m−1
m′<m(−1)m
′+1φm′ has been
introduced in Eq. (4.7) and results from the interplay between the diﬀerent pulses and
accounts for the speciﬁc pulse phase choices used in the DD sequence. Thus the modulation
functions at t′ = t− tm are
fx(t
′) = cos Ωt′ cosϕm, (4.8)
fy(t
′) = cos Ωt′ sinϕm, (4.9)
fz(t
′) = (−1)m sin Ωt′. (4.10)
Between the pulses fx,y(t) = 0 and fz(t) = ±1 as a consequence of each pulse completing
an exact pi-rotation. These generalised modulation functions, published in Lang et al. 2017
[50], are a key result of this work and are essential for accurately modelling the full sensor
coherence response under ﬁnite-duration-pulse control.
Figure 4.3(a,b)(i) shows the square-pulse CPMG and XY8 sequences and their gener-
alised modulation functions. They both have the same parallel modulation function, fz(t),
as this is determined by the pulse shape and spacing only. They diﬀer in their perpen-
dicular modulation functions, fx,y(t), as this encodes the pulse phase information. In the
limit of inﬁnitesimal pulse widths (tp → 0) the perpendicular modulation functions vanish
and the parallel modulation function becomes the step-modulation function seen in many
semi-classical studies [143, 36, 37, 134]. Our inclusion of the ﬁnite pulse duration smooths
this step and introduces the perpendicular modulation functions which are essential for
understanding ﬁnite-duration-pulse eﬀects.
4.2 The Floquet Hamiltonian
For a DD sequence made up of Np repetitions of a basic pulse unit with period T the
toggling frame Hamiltonian, Eq. (4.5), is periodic so we can apply Floquet theory. From
this periodic Hamiltonian we can construct the associated Floquet Hamiltonian that exists
in the larger Floquet space (as described in Sec. 2.4.3). The Floquet space Hamiltonian,
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Figure 4.3: Parts (i) show the square pulse microwave amplitudes (Ωx(t) =
∑
m Ω(t −
tm) cosφm, Ωy(t) =
∑
m Ω(t − tm) sinφm) and modulation functions (fi(t)) for the (a)
CPMG and (b) XY8 pulse sequences. They both share the same parallel modulation
function, fz(t), but their diﬀerence in pulse phases is encoded into the perpendicular mod-
ulation functions, fx,y(t). Parts (ii) show the Fourier amplitudes of the modulation func-
tions, fki =
1
T
∫ T
0 fi(t) exp(−ikωt)dt where ω = 2pi/T , weighted by the resonant period,
T kd = k × 2pi/ωav. The parallel Fourier amplitudes are fkz and the perpendicular Fourier
amplitudes are represented as a single quantity, fk⊥ = f
k
x + if
k
y . For tp = 0 the perpen-
dicular modulation functions vanish and thus so do the perpendicular Fourier amplitudes
whilst the parallel modulation function becomes the singular stepped-modulation function
common in DD analysis.
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HˆF , has elements
〈〈ms,α,m|HˆF |m′s, α′,m′〉〉 =
1
T
∫ T
0
〈ms, α|Hˆ(t)|m′s, α′〉 e−i(m−m
′)ωtdt+mωδmsm′sδαα′δmm′ ,
(4.11)
= 〈ms, α|Hˆav|m′s, α′〉+
∑
i
fm−m
′
i 〈ms, α|σiVˆ |m′s, α′〉+mωδmsm′sδαα′δmm′ , (4.12)
where ω = 2pi/T is the DD frequency and double angle brackets are used to distinguish
Floquet space from the original Hilbert space. The original spin Hilbert space is spanned
by the NV qubit states |ms = 0,+1〉 and the nuclear average Hamiltonian states |α =↑, ↓〉.
Floquet space is the product space of the original spin Hilbert space and a Fourier space
spanned by |m〉 for m ∈ Z so that the Floquet space is spanned by |ms, α,m〉〉. (Four-
ier space is the space of all square integrable functions with period, T .) The Floquet
space Hamiltonian is inﬁnite but time-independent as the modulation functions have been
replaced by their Fourier amplitudes, fki =
1
T
∫ T
0 fi(t) exp(−ikωt)dt. These Fourier amp-
litudes are shown for the CPMG and XY8 sequences in Fig. 4.3 parts (ii).
The Fourier amplitudes encode information about the speciﬁc sequence choice into the
Floquet Hamiltonian. For instance see Fig. 4.3, for CPMG the perpendicular modulation
functions share the same periodicity as the parallel modulation function and thus have
the same resonances (although at these have diﬀerent strengths, see Fig. 4.3(a)(ii)). For
XY8 however, the perpendicular functions have a period four times longer than the par-
allel modulation function and thus contain new resonances at diﬀerent frequencies (see
Fig. 4.3(b)(ii)). As we will see the strength of these resonances (the Fourier amplitudes)
determines the width of the quasienergy spectrum avoided crossings and thus the strength
of the coherence dips. A simple Fourier analysis of the sequence modulation functions can
thus be used to quickly estimate the relative strengths of the coherence dips. However, to
obtain analytic expressions for the full coherence response, Floquet analysis is necessary.
The diagonal elements of HˆF give the unperturbed quasienergy spectrum,
0 = ±ωav/2 +mω, (4.13)
for m ∈ Z. We have used here that Hˆav = ωavIˆz in the average Hamiltonian basis and
f0z =
1
T
∫ T
0 fz(t)dt = 0 as expected for an eﬀective dynamical decoupling sequence. As
seen in Fig. 4.4 the unperturbed quasienergy spectrum has level crossings between the
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Figure 4.4: (a) The unperturbed Floquet spectrum, 0 = ±ωav + mω, has level crossings
when the DD frequency ω = ωav/k. (b) It is also possible to represent the spectrum under a
scan of the DD period, T = 2pi/ω, where the spectrum 0T = ±ωavT/2+m2pi has crossings
at T = k× 2pi/ωav. We study the oﬀ-diagonal elements of the Floquet Hamiltonian to see
if the level crossing degeneracies will be lifted to form avoided crossings.
0 = ωav/2 + mω and 0 = −ωav/2 + (m + k)ω levels when ω = ωav/k for k ∈ Z (or
equivalently T = k×2pi/ωav). These level crossings reduce the eﬀective energy gap between
the average Hamiltonian states allowing the weak perturbation, A⊥, to induce mixing in
the energy levels. This is manifested as the level crossings of the unperturbed system
becoming avoided crossings when the perturbation is introduced.
When ω ≈ ωav/k for k ∈ Z there is a level crossing between the unperturbed states
|mu, ↑,m〉〉, |mu, ↓,m+ k〉〉, |md, ↑,m〉〉, |md, ↓,m+ k〉〉, ∀m. At the level crossings we con-
sider only the oﬀ-diagonal terms that couple these levels to each other - in the weak coup-
ling regime (|A|  ωav) the perturbation coupling these states to other states is ignored
as the energy gap is too large for the small perturbation to have an eﬀect. The Floquet
Hamiltonian can thus be collected into a block diagonal form, HˆF =
⊕∞
m=−∞ Hˆ
m
B , with
blocks
HˆmB =

ωav/2 +mω f
−k
z A⊥/2 0 (f−kx − if−ky )A⊥/2
fkzA⊥/2 −ωav/2 + (m+ k)ω (fkx − ifky )A⊥/2 0
0 (f−kx + if−ky )A⊥/2 ωav/2 +mω −f−kz A⊥/2
(fkx + if
k
y )A⊥/2 0 −fkzA⊥/2 −ωav/2 + (m+ k)ω

,
(4.14)
where we have used that Vˆ = A⊥Iˆx + A‖Iˆz in the nuclear average Hamiltonian frame
and that f0i = 0 as seen in Fig. 4.3. Figure 4.5 presents a schematic of how the Floquet
Hamiltonian is constructed from a periodic Hamiltonian and how it can be collected into
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block diagonal form. Formally, this collection into block diagonal form involves a unitary
transformation in Floquet space that swaps pairs of states into the desired blocks. The
transformation only aﬀects the Fourier index, e.g. |ms, α,m〉〉 → |ms, α,m+k〉〉, and not the
original Hilbert space states. Transformations like this are equivalent to transforming to a
rotating frame in the original Hilbert space using an associated periodic unitary operator
[146]. We are free to make this transformation as this periodic unitary operator equals
the identity at stroboscopic times and thus does not aﬀect our experimental measurement.
This justiﬁes our collection of the Floquet Hamiltonian into block diagonal form.
Now consider a static eﬀective Hamiltonian that correctly describes the evolution at
stroboscopic times, Uˆ(NpT ) = exp(−iHˆeﬀNpT ). This eﬀective Hamiltonian is static but
can still be considered to be periodic, with period T . Thus, we can construct a second Flo-
quet Hamiltonian associated with this static eﬀective Hamiltonian. This eﬀective Floquet
Hamiltonian also has a block-diagonal form, as illustrated in Fig. 4.5,
HˆFeﬀ =
∞⊕
m=−∞
Hˆeﬀ +mωIˆ, (4.15)
which upon comparison with Eq. 4.14 reveals the eﬀective Hamiltonian Hˆeﬀ ≡ Hˆ0B (valid
when T ≈ k × 2pi/ωav).
Hˆeﬀ =

ωav/2 f
−k
z A⊥/2 0 (f−kx − if−ky )A⊥/2
fkzA⊥/2 −ωav/2 + kω (fkx − ifky )A⊥/2 0
0 (f−kx + if−ky )A⊥/2 ωav/2 −f−kz A⊥/2
(fkx + if
k
y )A⊥/2 0 −fkzA⊥/2 −ωav/2 + kω

.
(4.16)
The derivation of this eﬀective Hamiltonian is a key result of this chapter and is valid
for any pulse sequence choice. It is later used to derive the full coherence response under
ﬁnite-duration-pulse control.
For sequences like CPMG and XY8 the parallel modulation function is even on T
meaning f−kz = fkz and the perpendicular modulation functions are odd on T meaning
f−kx,y = −fkx,y. Using these properties, and deﬁning fk⊥ = fkx + ifky the eﬀective Hamiltonian
can be written in the form
Hˆeﬀ = (ωav − kω)Iˆz + fkz σˆzA⊥Iˆx + |fk⊥|σˆ(φk⊥−pi2 )A⊥Iˆy, (4.17)
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(a) (b)
(c) (d)
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degenerate levels
Figure 4.5: Schematic illustrating the Floquet Hamiltonian method. (a) A periodic
Hamiltonian in a Hilbert space with basis |ms, α〉. (b) The corresponding Floquet Hamilto-
nian with the basis |ms, α,m〉〉. (c) and (d) At degeneracies in the unperturbed quasienergy
spectrum the Floquet Hamiltonian can be rearranged into block form as only the oﬀ-
diagonal terms connecting degenerate levels are signiﬁcant. (e) A static eﬀective Hamilto-
nian can also be expressed in Floquet space as shown in (f). The eﬀective Hamiltonian is
revealed by comparing (d) and (f).
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where we have omitted a trivial kω2 Iˆ term. It is interesting to compare the eﬀective Hamilto-
nian against the original time dependent Hamiltonian, Hˆ(t) = ωavIˆz +
∑
i fi(t)σˆi(A⊥Iˆx +
A‖Iˆz). The average Hamiltonian energy splitting ωav is replaced by a rescaled ωav − kω
which vanishes when ω = ωav/k allowing the small interaction, A⊥, to introduce mixing
of the average Hamiltonian states. This mixing is heralded by an avoided crossing in the
Floquet quasienergy spectrum. The level crossings in the unperturbed Floquet quasienergy
spectra become avoided crossing wherever fkz or f
k
⊥ are non-zero. If f
k
z 6= 0 there is mixing
between the states |ms = 0, ↑〉 ↔ |ms = 0, ↓〉 and |ms = +1, ↑〉 ↔ |ms = +1, ↓〉, i.e. the
NV levels are not directly mixed, only dephased as expected in DD and the dips associated
with these avoided crossings are the expected dips from DD based sensing. If fk⊥ 6= 0 there
is mixing between the states |ms = 0, ↑〉 ↔ |ms = +1, ↓〉 and |ms = +1, ↑〉 ↔ |ms = 0, ↓〉
which directly mixes the NV spin states. This behaviour is not expected from DD proto-
cols and the mixing is introduced during the short duration of each pulse. The new dips
associated with these avoided crossings are the so-called spurious dips caused by the ﬁnite
pulse duration. Note that when tp = 0, the perpendicular Fourier series, fk⊥, vanishes
removing all spurious eﬀects, whereas the parallel Fourier series, fkz , does not, recovering
the DD response under ideal delta-spike pulses. Figure 4.6 shows how to model spurious
dips for the XY8 sequence and how including a ﬁnite pulse duration opens new avoided
crossings in the Floquet spectrum.
Here we have described the source of ﬁnite-duration-pulse eﬀects and presented an
eﬀective Hamiltonian that governs the stroboscopic evolution however we still seek to
obtain an analytic expression for the spurious (and expected) dips in the sensor coherence
proﬁle. The coherence response of the sensor is modelled by calculating the expectation
value of the measurement, 〈σˆx〉. As the nuclear spin is initially assumed to be in a mixed
state we will work with the density matrix formalism. The initial state of the system
can be represented as ρ0 = 12(Iˆ + σˆx) ⊗ 12 Iˆ which gives the NV in the initial pure state
|ψ0〉 = 1√2(|u〉+ |d〉) and the nuclear spin in a thermally mixed state ρn =
1
2 Iˆ. This density
matrix evolves under the stroboscopic evolution to ρ(NpT ) = Uˆ(NpT )ρ0Uˆ †(NpT ) which
then gives the coherence response via L(NpT ) = Tr{σˆxρ(t)}. By diagonalising the eﬀective
Hamiltonian we can express the coherence response in terms of the Floquet quasienergies
and modes.
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(a)
Figure 4.6: (a) Typically microwave pulses are modelled as delta-spikes with zero duration.
Allowing the pulse to have some ﬁnite width, tp, opens new avoided crossings in the
Floquet quasienergy spectrum and creates spurious signals as demonstrated here. (b)
The unperturbed Floquet eigenspectrum is given by the nuclear average Hamiltonian:
±ωav, but shows the characteristic Floquet structure of dressed states shifted by integer
multiples of ω = 2pi/T . There are level crossings when T = k × 2pi/ωav. In this case,
the level degeneracies correspond to true crossings. (c) The eﬀect of the DD pulses, for
the ideal tp = 0 case, is to turn some crossings into avoided crossings. A coherence dip,
with its strength determined by the width of the crossing, can then be seen. (d) For
the general tp 6= 0 case, all remaining crossings can potentially become avoided crossings:
these are typically narrow, and yield sharp weaker dips. For numerical simulations here:
ωav = 2 MHz×2pi and A⊥ = 200 kHz×2pi. The pulse sequence is XY8 withNp = N/8 = 60
repetitions. The ﬁnite pulses have height Ω = 20 MHz× 2pi and duration tp = pi/Ω.
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4.3 The XY8 Sequence
First let us study the XY8 dynamical decoupling sequence where spurious dips were ﬁrst
observed [42] and where the spurious and expected signals appear separately (a consequence
of the parallel and perpendicular Fourier amplitudes appearing separately, see Fig. 4.3).
Figure. 4.6(d) shows the NV detection of 13C under XY8 control. This has been simulated
numerically by directly propagating the time-dependent Hamiltonian, Eq. (4.1). Spuri-
ous dips appear before and after the stronger expected signal. We will derive analytic
expressions for the coherence response at expected and spurious dips.
The XY8 sequence is designed to be robust against pulse errors [152, 141, 48]. After
initialising the sensor state to the superposition |ψ0〉 = (|u〉+ |d〉)/
√
2 the XY8 sequence is
described by: τ−pix−2τ−piy−2τ−pix−2τ−piy−2τ−piy−2τ−pix−2τ−piy−2τ−pix−τ ,
with a sequence period T = 16τ + 8tp. The ﬁnal coherence measurement is taken along
the x-axis. The pulse sequence, modulation functions and Fourier amplitudes are shown
in Fig. 4.3(b)(i) and (ii). The characteristic coherence dips appear when the DD period
T = T kdip = k×2pi/ωav with the expected and spurious signals appearing at distinct values
of k.
4.3.1 XY8 Expected Coherence Dips: fkz 6= 0
When T ≈ k × 2pi/ωav, with k such that fkz 6= 0 but fk⊥ = 0 (from Fig. 4.3(b)(ii) we see
this is k = 4, 12, 20, ... ) the eﬀective Hamiltonian is formed of two 2-D subspaces and can
be diagonalised analytically,
Hˆeﬀ =

ωav/2 f
k
zA⊥/2 0 0
fkzA⊥/2 −ωav/2 + kω 0 0
0 0 ωav/2 −fkzA⊥/2
0 0 −fkzA⊥/2 −ωav/2 + kω

= DˆΛˆDˆ−1, (4.18)
Dˆ =

cos θ
F
2 − sin θ
F
2 0 0
sin θ
F
2 cos
θF
2 0 0
0 0 cos θ
F
2 sin
θF
2
0 0 − sin θF2 cos θ
F
2

, Λˆ =

 0 0 0
0 − 0 0
0 0  0
0 0 0 −

, (4.19)
where  = 12
√
(ωav − kω)2 + (fkzA⊥)2 and θF = arctan(fkzA⊥/(ωav − kω)). The system
Floquet quasienergies and Floquet modes are the eigenenergies and eigenstates of the
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eﬀective Hamiltonian and can be read directly from Λˆ and Dˆ. It is important to remember
that although, for a particular DD period, T , the Floquet quasienergies and modes are
time independent, they are still parametrised by the period through ω = 2pi/T .
The eﬀective Hamiltonian here has a pure-dephasing form Hˆeﬀ = |u〉〈u|⊗Hˆeﬀu + |d〉〈d|⊗
Hˆeﬀd where the conditional nuclear Hamiltonian, Hˆ
eﬀ
u,d = h
eﬀ
u,d · Iˆ, is governed by an eﬀective
ﬁeld heﬀu,d = 2(± sin θF , 0, cos θF ). This is the same as in the case of delta-spike pulses
described in Section 3.2.
The Floquet modes and quasienergies can be used to express the stroboscopic evolution,
Uˆ(NpT ) = Dˆ exp(−iΛˆNpT )Dˆ−1, and thus the density matrix ρ(NpT ) = Uˆ(NpT )ρ0Uˆ †(NpT )
where ρ0 = 12(Iˆ + σx) ⊗ 12 Iˆ. An analytic expression for the coherence is then obtained by
evaluating L(NpT ) = Tr {σˆxρ(NpT )}:
L(NpT ) = 1− 2 sin2(NpT ) sin2(θF ), (4.20)
which has the same form as the expression previously derived, Eq. (3.22).
Figure 4.7(b) shows a zoom of an XY8, k = 4, expected coherence dip similar to
that seen in Fig. 4.6 and the associated quasienergy avoided crossing. This dip appears
at T = 4 × 2pi/ωav where f4z 6= 0 as seen in Fig. 4.3(b)(ii). The analytic expression
derived above, Eq. (4.20) is tested against a numerical simulation of the coherence proﬁle
obtained by directly propagating the time-dependent Hamiltonian, Eq. (4.1). The analytic
expression shows a good ﬁt to numerics.
The derived expression, Eq. (4.20), can be split into a pulse-number independent co-
herence envelope Lenv(T ) = 1 − 2 sin2(θF ) and the superimposed oscillations. The full
coherence is bound by Lenv(T ) ≤ L(NpT ) ≤ 1. At the dip, where T = T kdip = k × 2pi/ωav
or equivalently ω = ωav/k, the conditional eﬀective ﬁelds, heﬀu,d, are anti-parallel, with
θF = ±pi/2. Here, the envelope reaches its minimal value of Lenv(T ) = −1. The quasien-
ergy at the dip is given by  = ±12 |fkzA⊥| so the avoided crossing width is δ = |fkzA⊥|.
This avoided crossing width, along with the the number of applied pulses, determines the
depth of the coherence dip, Ldip = 1− 2 sin2(12NpδT kdip).
As the coherence dip only appears when the average Hamiltonian states are mixed,
i.e. at the avoided crossing, the resolution or width of the coherence dip is also delicately
determined by the avoided crossing width. Narrower avoided crossings produce sharper
coherence dips. Recent theory proposals and experiments make use of tunable decoupling
sequences to gain control over the eﬀective coupling to nuclear spins [39, 93, 94, 95]. This
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involves the application of sequences made of composite pulses with adjustable inter-pulse
spacing (i.e. not the standard regular spacing we discuss here) so that one can tune the
eﬀective coupling to nuclear spins for increased resolution or to isolate nuclear spins. In
the Floquet picture this amounts to tuning |fkz | to open or close avoided crossings, i.e.
augmenting or diminishing the eﬀective coupling to nuclear spins and thus the width of
experimental signals. By choosing |fkz | to be small one can sharpen a selected coherence
dip allowing for better resolution between isolated nuclear spins. The number of pulses
that can be applied is constrained by the T2 coherence time so the minimal limit for |fkz |
is determined by the requirement that the dip still obtain a visible contrast after the
maximum number of pulses.
4.3.2 XY8 Spurious Coherence Dips: fk⊥ 6= 0
When T ≈ k × 2pi/ωav, with k such that fk⊥ = |fk⊥|eiφ
k
⊥ 6= 0 but fkz = 0, the eﬀective
Hamiltonian separates into a diﬀerent pair of 2-D subspaces and can again be diagonalised
analytically to ﬁnd the Floquet quasienergies and modes,
Hˆeﬀ =

ωav/2 0 0 (f
k
⊥)
∗A⊥/2
0 −ωav/2 + kω −(fk⊥)∗A⊥/2 0
0 −fk⊥A⊥/2 ωav/2 0
fk⊥A⊥/2 0 0 −ωav/2 + kω

= DˆΛˆDˆ−1 (4.21)
Dˆ =

cos θ
F
s
2 0 0 − sin θ
F
s
2 e
−iφFs
0 cos θ
F
s
2 − sin θ
F
s
2 e
−iφFs 0
0 sin θ
F
s
2 e
iφFs cos θ
F
s
2 0
sin θ
F
s
2 e
iφFs 0 0 cos θ
F
s
2

, Λˆ =

s 0 0 0
0 −s 0 0
0 0 s 0
0 0 0 −s

,
(4.22)
where s = 12
√
(ωav − kω)2 + (|fk⊥|A⊥)
2
, θFs = arctan(|fk⊥|A⊥/(ωav − kω)) and φFs = φk⊥.
The Floquet quasienergies and modes can, again, be read directly out of Dˆ and Λˆ. It is
interesting here that Floquet modes directly mix the sensor u and d states and the eﬀective
Hamiltonian is not in a pure dephasing form. This is perhaps the key qualitative diﬀerence
between the spurious and expected dynamics.
These Floquet parameters are used to express the coherence proﬁle of a spurious dip
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(b)(ii) (a)(ii) 
(a)(i) (b)(i) 
Figure 4.7: Simulations of the NV detection of a single 13C with XY8. Parts (i) show
the avoided crossings in the Floquet spectrum associated with the (a) k = 2 spurious dip
and (b) k = 4 expected dip. Notice, due to the diﬀerent axis scaling that the spurious
avoided crossing is ∼ 20× narrower than the expected avoided crossing. Parts (ii) shows a
good ﬁt between the NV coherence trace computed by direct numeric propagation of the
time-dependent Hamiltonian, Eq. (4.1), (red dots) and our derived analytic expressions for
the coherence (blue lines) (a) the k = 2 spurious dip with Eq. (4.23) and (b) the k = 4
expected dip with Eq. (4.20). Notice that the spurious dip is much narrower than the
expected dip, in conjunction with its narrower avoided crossing. (Again note the diﬀerent
axis scaling.) For numerical simulations here a magnetic ﬁeld, Bz = 480 G, is applied
along the crystal axis whilst the carbon spin is hyperﬁne coupled to the NV with strength
[Ax, Az] = [35, 0] kHz×2pi. The square pulses applied have width tp = 100 ns and for the
spurious signal Np = N/8 = 60 sequence repetitions were applied whilst for the expected
signal Np = 30.
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by evaluating L(NpT ) = Tr {σˆxρ(NpT )} as before:
Ls(NpT ) = 1− 2 sin2(NpsT ) sin2(θFs ) cos2(φFs ), (4.23)
which is shown, in Fig. 4.7(a), to ﬁt well to numerics. This expression is qualitatively
similar to that of the expected coherence dips, Eq. (4.20), except for the dependence on
φFs = φ
k
⊥. This dependence arises due to the direct mixing, not dephasing, of the sensor
spin levels. This expression represents the ﬁrst accurate model of spurious coherence dips.
Figure 4.7(a) shows a zoom of an XY8, k = 2, spurious coherence dip similar to that
seen in Fig. 4.6 and the associated quasienergy avoided crossing. This dip appears at
T = 2 × 2pi/ωav where f2⊥ 6= 0 as seen in Fig. 4.3(b)(ii). The analytic expression derived
above, Eq. (4.23) is tested against a numerical simulation of the coherence proﬁle obtained
by directly propagating the time-dependent Hamiltonian, Eq. (4.1), and shows a good ﬁt
to numerics. We see that the spurious avoided crossing is much narrower than the expected
avoided crossing resulting in a much sharper coherence dip.
The coherence proﬁle is again bounded by a coherence envelope Lenvs (T ) = 1−2 sin2(θFs ) cos2(φFs )
and has superimposed oscillations determined by Np. The key diﬀerence between the
spurious and expected dips is the dependence on the phase φFs = φ
k
⊥. At the dip the
envelope only reaches a minimum of Lenvs (T kdip) = 1 − 2 cos2(φk⊥) which lies between −1
and +1. This dependence on the Fourier amplitude phase can be understood by study-
ing the eﬀective Hamiltonian, Hˆeﬀ = (ωav − kω)Iˆz + |fk⊥|σˆφk⊥−pi2A⊥Iˆy. Clearly the sensor
state |ψ〉 = (|u〉 + exp(i(φk⊥ − pi/2)) |d〉)/
√
2 is an eigenstate of the stroboscopic dynam-
ics. The maximal contrast of the coherence dip will depend on how much this eigenstate
overlaps with the initial sensor state |ψ0〉 = (|u〉 + |d〉)/
√
2. When φk⊥ = ±pi/2 the ini-
tial state of the NV is an eigenstate of Hˆeﬀ so measurement of the coherence will return
L = 1. If φk⊥ = 0, pi the spurious signal can be maximised. This is manifest in our analytic
expression, Eq. (4.23), as the bounding envelope Lenvs (T kdip) = 1 when φFs = ±pi/2 and
Lenvs (T kdip) = −1 when φFk = 0, pi. This Fourier amplitude phase dependence observed
via the quantum Floquet theory is corroborated by the pulse-phase control protocol for
identifying spurious signals [43] proposed via a semi-classical analysis. In the next chapter
we show how this Fourier amplitude phase dependence can be used to selectively enhance
or suppress spurious signals.
At the dip s = 12 |fk⊥A⊥| so that the avoided crossing width is δs = |fk⊥A⊥|. The dip
contrast is determined by Ls(NpTdip) = 1 − 2 sin2(12NpδT kdip) cos2(φFs ) and, as with the
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expected signals, the avoided crossing width also governs the sharpness of the spurious
dip. We note that the perpendicular Fourier amplitude is naturally much smaller than the
parallel Fourier amplitude, |fk⊥|  |fkz | (see Figs. 4.3(b)(ii) and 4.7), so that the spurious
signals are naturally much sharper than the expected signals. In the following chapter we
discuss how this can be exploited to gain enhanced resolution in sensing experiments.
4.3.3 The CPMG Sequence
The Carr-Purcell-Meiboom-Gill (CPMG) sequence [139, 140] is possibly the simplest dy-
namical decoupling sequence (after the single pulse Hahn echo [138]). After initialising
the sensor spin state to |ψ0〉 = (|u〉+ |d〉)/
√
2 the sequence consists of two pi-pulses along
the x-axis before ﬁnally measuring the state along the x-axis. Whilst the sequence is well
deﬁned by two pulses, here we choose a basic eight pulse unit to make for easier comparison
with the XY8 sequence. Our CPMG sequence is deﬁned by: τ − pix − 2τ − pix − 2τ − pix −
2τ −pix− 2τ −pix− 2τ −pix− 2τ −pix− 2τ −pix− τ , with a sequence period T = 16τ + 8tp.
Figure 4.8(b) shows the NV detection of a single 13C nuclear spin under CPMG control.
In contrast to the XY8 sequence (see Fig. 4.8(a)) the coherence trace shows no spurious
dips, only the expected signal at T = 4 × 2pi/ωav. However, comparing the ﬁnite pulse,
tp 6= 0, signal with the ideal pulse, tp = 0, signal we still see that there is a ﬁnite pulse eﬀect
on the expected dip. The reason for this diﬀerence between XY8 and CPMG is clear from
studying the modulation function Fourier amplitudes, Fig. 4.3. For XY8 the perpendicular
Fourier amplitudes, fk⊥, appear distinctly from the parallel Fourier amplitudes, f
k
z , opening
new avoided crossings and creating the distinct spurious dips. For CPMG the perpendicular
and parallel Fourier amplitudes coincide so no new avoided crossings are opened and no
spurious dips appear.
As the perpendicular Fourier amplitudes are typically much smaller than the paral-
lel Fourier amplitudes, |fk⊥|  |fkz |, the coherence proﬁle is often well approximated by
Eq. (4.20). However, in cases were this is not suﬃciently accurate one must consider the
entire eﬀective Hamiltonian, Eq. (4.17). Obtaining an analytical expression for the co-
herence in this case is possible but hard as the eﬀective Hamiltonian no longer separates
into two 2-D subspaces. A satisfactory alternative is to use Hˆeﬀ directly (Eq. (4.17)) to
numerically approximate the signal, via Uˆ(NpT ) = exp(−iHˆeﬀNpT ). This is shown in
Fig. 4.8(c) to ﬁt well with the numerical simulation obtained via directly propagating the
time-dependent Hamiltonian, Eq. (4.1).
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(c)
(b)
XY8
CPMG
CPMG
Figure 4.8: Comparison of the ﬁnite pulse duration XY8 and CPMG coherence response.
All three panels here simulate the NV detection of a single 13C. (a) shows the XY8 response
which has spurious dips. (b) shows the CPMG response which has no spurious dips. (c)
shows a zoom of the CPMG dip which shows that although there are no distinct spurious
dips the ﬁnite-pulse durations still have some eﬀect on the expected signal. In all 3 panels
the blue solid line is numerically obtained by directly propagating the time-dependent
Hamiltonian, Eq. (4.1). The black dotted line is a numerical simulation of the ideal,
tp = 0, signal which does not match the actual CPMG signal. A better ﬁt (red dashed line)
can be calculated from the eﬀective Hamiltonian as discussed in the text. The numerical
simulations include a magnetic ﬁeld, Bz = 480 G, applied along the crystal axis whilst
the carbon spin is hyperﬁne coupled to the NV with strength [Ax, Az] = [35, 0] kHz×2pi.
The square pulses applied have width tp = 100 ns and Np = N/8 = 30 repetitions of the
sequence were applied.
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(a)(i) XY8 (b)(i) CPMG
(a)(ii) XY8 test (b)(ii) CPMG test
Figure 4.9: Figure showing a simple test to determine the origin of coherence signals. Parts
(i) show the usual DD based detection of a 13C using (a) XY8 and (b) CPMG. Parts (ii)
show our suggested test protocol described in the text. The signals that remain in the
test protocol indicate that those signals are associated with some sensor state mixing, i.e
there is a non-negligible ﬁnite-pulse eﬀect. The CPMG sequence is included to show that,
although the sequence does not present distinct spurious dips, a ﬁnite-pulse eﬀect is still
present.
The co-occurrence of the expected and spurious signals for CPMG detection explains
why ﬁnite pulse eﬀects have not been reported in CPMG based experiments. In Chapter 6
we show that in the presence of static microwave detunings the ﬁnite pulse duration can
have signiﬁcant eﬀects on the CPMG signal.
4.4 Identifying the Character of Coherence Dips
It will often be desirable to distinguish between coherence signals that are spurious in
nature and those that are not. Whether to correctly classify the detected nuclear spin
species [42] or possibly for the design of quantum gates [30]. (The spurious and expected
dips swap diﬀerent pairs of states.) If many spins are present in the environment their
signals may overlap making it hard to determine which signals are real and which are
spurious so we propose in this thesis a simple test to diﬀerentiate them.
The test protocol involves repeating the same DD experiment as usual except starting
with the initial state |ms = 0〉 (instead of the superposition state) and after the DD tak-
ing measurements of 〈σˆz〉 (instead of 〈σˆx〉). The expected coherence dips are associated
with a sensor state dephasing. Thus, if there is no spurious eﬀect present (i.e. |fk⊥| = 0
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in Eq. (4.17)) then the initial test state, |ms = 0〉, is an eigenstate of the DD eﬀective
Hamiltonian and will not evolve. The experiment will record no signal so the expected
DD signal is removed in the test protocol. In contrast, the spurious coherence dips are
associated with sensor state mixing and thus (if |fk⊥| 6= 0) the initial test state will never
be an eigenstate of the eﬀective Hamiltonian. Comparing the standard DD protocol with
the test protocol we can identify spurious eﬀects with those that do not vanish when the
initial state is altered.
Figure 4.9 simulates the application of this test protocol. For the XY8 sequence the
expected signal is removed but signals remain at the spurious resonances. For the CPMG
sequence, a signal still remains at the expected dip position indicating that the dip here is
not well approximated by the instantaneous-pulse DD response.
4.5 Pulse Shaping
Up until now we have assumed that the microwave pulses were square in shape with dur-
ation tp and height Ω = pi/tp. This simpliﬁed the construction of the pulse propagator,
Uˆp(t), for the transformation to the toggling frame. Whilst other pulse shapes are avail-
able and have been explored in standard NMR [153, 154, 155] it is clearly interesting to
understand how the pulse shape alters the ﬁnite-pulse eﬀect. Pulse shaping has also been
used to mitigate detuning errors [73], increase frequency sampling [156] and sensitivity in
high-ﬁeld nanoscale NMR [157] but these studies do not consider the spurious response.
We now start with a general pulse shape, Ω(t), deﬁned within [−tp/2, tp/2] and only
require that
∫ tp/2
−tp/2 Ω(t)dt = pi so that the a full pi rotation is achieved. We assume all the
pulses in the sequence have the same shape but they can be applied along arbitrary axes
in the xy-plane, deﬁned by the phase φ. The pulse Hamiltonian can thus be written as
Hˆp(t) =
∑
m Ω(t− tm)Sˆφm . We will deﬁne the quantity
Ω¯(t) =
∫ t
−tp
2
Ω(s)ds− pi
2
(4.24)
so that during the m-th pulse, i.e. at t = tm + t′ the pulse evolution operator is given by
Uˆp(t
′) = exp(−i(Ω¯(t′) + pi
2
)Sˆφm)(−iσφm−1)(−iσφm−2)...(−iσφ1)(−iσφ1). (4.25)
Notice that for the square pulse Ω¯(t) = Ωt and the square pulse propagator, Eq. (4.6), is
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recovered.
Using this general pulse propagator to transform to the toggling frame then proceeds
as it did for the square pulse.
Uˆ †p(t)σˆzUˆp(t) = (−1)m sin Ω¯(t′)σz + cos Ω¯(t′)σϕm , (4.26)
where ϕm = (−1)m+1(φm+pi/2)+2
∑m−1
m′<m(−1)m
′+1φm′ , accounting for the speciﬁc phases
chosen in the DD sequence. The modulation functions at t′ = t− tm are
fx(t
′) = cos Ω¯(t′) cosϕm, (4.27)
fy(t
′) = cos Ω¯(t′) sinϕm, (4.28)
fz(t
′) = (−1)m sin Ω¯(t′) (4.29)
and fx,y(t) = 0 between pulses and fz(t) = ±1.
It is also possible to obtain general expressions for the Fourier series of the modulation
functions. We are interested in the perpendicular modulation functions, fk⊥, as these control
the ﬁnite-pulse eﬀects. Deﬁning f⊥(t) = fx(t) + ify(t) =
∑
m cos Ω¯(t− tm)eiϕm we ﬁnd
fk⊥ =
1
T
∫ T
0
f⊥(t)e−ikωtdt
=
1
T
∑
m
∫ tm+tp/2
tm−tp/2
cos Ω¯(t− tm)eiϕme−ikωtdt
=
1
T
∑
m
eiϕme−ikωtm
∫ tp/2
−tp/2
cos Ω¯(t′)e−ikωt
′
dt′, (4.30)
where to get to the last line we have changed the integration variable to t′ = t − tm. We
are interested in the size and phase of fk⊥ at the dip positions, where ω = ωav/k. At these
positions the k-dependent behaviour is scaled by a k-independent functional of the pulse
shape,
W [Ω¯(t)] =
∫ tp/2
−tp/2
cos Ω¯(t′)e−iωavt
′
dt′, (4.31)
which encodes the information about the pulse shape. Thus we see that the pulse shape
does not aﬀect the relative sizes of the spurious signals but scales them all equally by some
factor W [Ω¯(t)].
As an example we study the eﬀect of four diﬀerent pulse shapes on an XY8 spurious dip,
see Fig. 4.10. We compare square, triangle, Gaussian and Hermite [153, 154, 155] pi-pulses
that all have the same maximum height. The diﬀerent perpendicular modulation functions
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Figure 4.10: The microwave pulse shape directly aﬀects the size of the spurious dips.
We compare the eﬀect of four diﬀerent pulse shapes: square (purple solid line), triangle
(cyan solid line), Gaussian (blue dashed line) and Hermite (red dashed line). (a) Shows
the microwave pulse proﬁle, Ω(t). (b) Shows the perpendicular modulation within a single
pulse, |f⊥(t)| = |fx(t)+ify(t)| = | cos Ω¯(t)|. (c) Plots the scaling factorW [Ω¯(t)] (Eq. (4.31)
in the text) against the pulse duration. The black diamonds denote the scaling factor
strength whist the dashed coloured lines are only added for easier referencing with the
other plots. (d) Shows the k = 2 spurious dip under XY8 control with the diﬀerent pulse
shapes. Notice that the relative sizes of the spurious dip contrast mirrors the relative size
of the scaling factors from part (c).
within one pulse are shown and we calculate the diﬀerent scale factors W [Ω¯(t)]. The
triangle and Gaussian pulses both have slightly larger scale factors than the square pulse
thus slightly stronger spurious signals. This could be expected as they need a longer pulse
duration (larger tp) to achieve a pi-rotation. However, the Gaussian pulse is marginally
less susceptible to spurious eﬀects than the triangle pulse even though the Gaussian pulse
is wider. Remarkably, the widest pulse by far, the Hermite pulse, is incredibly eﬀective
at suppressing the ﬁnite-pulse eﬀect possibly due to the negative lobes surrounding the
central peak.
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4.6 Future Work
In the previous section we saw that the Hermite pulse shape drastically suppresses the
ﬁnite pulse eﬀect and it would be useful to study the cause of this suppression. This
understanding could then lead to the design of optimised pulse shapes. Whilst these pulse
shapes were introduced to mitigate errors in standard NMR [153, 154] it is worthwhile
understanding exactly how they aﬀect the dynamics in nanoscale NMR.
Further desirable results include an extension of the correlated cluster expansion (CCE)
[158] to include ﬁnite-pulse eﬀects. CCE is a numerical method for simulating large spin
baths, by progressively accounting for larger spin cluster sizes and only including up to a
threshold cluster size. In the literature CCE has only been treated in the instantaneous
pulse case where the spin bath eﬀect on the sensor qubit is pure dephasing. As we have
seen, ﬁnite duration pulses introduces sensor state mixing and this could have ramiﬁcations
for higher order correlations between environmental spins. Ultimately, this could have an
eﬀect on the coherence decay of the sensor. In standard NMR it was shown that ﬁnite
duration pulses can aﬀect the coherence decay of nuclear samples [150, 151]. Alternatively,
it would be interesting to understand the ﬁnite-duration-pulse eﬀect on small clusters of
nuclear spins (rather than the single spins treated here).
In the next chapter we use the new understanding of spurious dips, and ﬁnite-duration-
pulse eﬀects in general, gained in this chapter to propose new protocols that enhance the
capabilities of current sensing experiments.
106
5 | Enhanced Sensing
Understanding the dynamics of the sensor-target system under applied dynamical decoup-
ling allows for the design of new control protocols to mitigate errors [141, 45, 46, 47, 48, 39,
44], increase resolution and sensitivity [39, 93, 94, 95] and to manipulate nuclear spins to be
exploited as quantum memories [98, 159, 32, 33]. In the previous chapter we expanded our
understanding of the sensor-target dynamics, speciﬁcally in the presence of ﬁnite-duration
control pulses, which expands our opportunities for control. In this chapter we propose
protocols that exploit these new avenues of control to enhance our sensing capabilities.
Dynamical decoupling control parameters include the pulse phases [141, 44, 47, 46] and
relative pulse positions within the sequence [45, 39, 93, 94, 95]. In the previous chapter we
showed how the pulse shape aﬀects the spurious dips and this is an interesting direction for
future study. Some groups have already used pulse shaping to mitigate detuning errors [153,
154, 73], increase frequency sampling [156] and increase sensitivity in high-ﬁeld nanoscale
NMR [157]. Here we restrict our discussion to the choice of pulse phases as this oﬀers
an accessible method of control with signiﬁcant results. Speciﬁcally, we seek to control or
exploit the recently identiﬁed spurious signals.
One of the most pressing issues with spurious signals is that they can mimic the expec-
ted signal from other spin species [42]. For instance, spurious dips originating from a 13C
nuclear spin can coincide with expected DD signals from a 1H nuclear spin, making it hard
to classify which nuclear spin the signal originates from. It was subsequently shown that
scanning an additional global phase, added to all pulses in the sequence equally, reveals
the spurious dips due to their oscillating contrast [43]. That ﬁnding is corroborated by
our analysis in Sec. 4.3.2 and in Sec. 4.4 we presented another method to determine the
nature of coherence signals based on modifying the initialisation and measurement of the
sensor. In this chapter we model the global-phase control and use it to prescribe the exact
global phase required to selectively suppress spurious dips - removing the ambiguities in
spin classiﬁcation. This control can also be used to maximise the contrast of spurious dips
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before exploiting their natural sharpness for enhanced resolution. Whilst tunable pulse
sequences (that vary the relative pulse positions inside the basic pulse unit) have been
designed to increase resolution [39, 93, 94, 95] we propose the use of spurious dips as a
resource that does not involve the delicate positioning of control pulses. The spurious dips
are naturally much narrower than the expected DD signals and are available as a resource
in the widely used XY8 based sensing.
The addition of a global phase gives selective control over the spurious response but in
general it is not able to suppress or enhance all spurious dips simultaneously. We propose
a protocol to universally suppress the spurious dips which could be useful when many
nuclear spins are present resulting in a busy spectrum with many dips. This universal
suppression is achieved by randomising the additional global phase between repetitions of
the sequence. This eﬀectively averages out the ﬁnite-pulse eﬀect whilst maintaining the
expected DD signal. The use of a random variable may seem counter-intuitive but we show
that other, deterministic schemes can produce extra unwanted spurious signals.
Finally, a newly introduced sequence, YY8 [44], was shown via a semi-classical ana-
lysis to prevent the appearance of spurious dips while maintaining the robustness of the
XY8 sequence. We apply our quantum model to understand this removal of ﬁnite-pulse
eﬀects, demonstrate that detuning errors could still lead to the appearance of spurious
dips and show that our randomisation protocol is still eﬀective in this case. This chapter
contains work published in Lang et al. (2017) [50] and work from a manuscript currently
in preparation.
5.1 Selective Control of Spurious Dip Contrast
In the previous chapter we found the contrast of spurious coherence dips was sensitive to
the phase of the sequence pulses. This was encoded into the phase of the perpendicular-
modulation-function Fourier amplitude, fk⊥ = |fk⊥|eiφ
k
⊥ . This result is corroborated by
the semi-classical study performed by Haase et al. [43] that showed the spurious dips are
sensitive to a global phase, φg, added to all pulses within a pulse sequence i.e. φm →
φm +φg, ∀m. We expand on the work by Haase et al. by providing an analytic expression
for the global-phase dependence of the sensor coherence. We ﬁnd that we can use this
result to prescribe the exact global phase to either suppress or enhance spurious signals
and show how this can be used to avoid ambiguities or enhance resolution.
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5.1.1 Global Pulse Phases
A dynamical decoupling sequence of np pulses is deﬁned by a set of pulse phases {φ1, ..., φnp}
(along with the pulse proﬁle and relative pulse positions). The choice of pulse phases is
designed to extend coherence or for robustness against pulse errors and many diﬀerent
sequences exist [139, 140, 141, 46, 44]. In the previous chapter we described how to model
the coherence response under any choice of pulse phases.
Here we consider the eﬀect of transforming an arbitrary pulse sequence to one where the
pulse phases have all been shifted by some global phase, φg, so that the new DD sequence
is deﬁned by {φ1 + φg, ..., φnp + φg}. Note that we deﬁne the phase of all pulses relative
to the x-axis which is set by the initial sensor superposition so the addition of a global
phase is not inconsequential (We do not add the global phase to the initial superposition
state or the measurement.) An equivalent experiment would be to initialise and readout
the NV along the superposition state with the phase φ0 = −φg and leave the DD sequence
unaltered. Later, however, we will change the additional phase within the sequence itself
so this equivalence will disappear.
The experiment under the shifted DD sequence is described by the Hamiltonian, Eq. (4.1),
where Hˆp(t;φg) =
∑N
m Ω(t−tm)Sˆφm+φg andN = Npnp is the total number of pulses applied
after Np repetitions of the sequence. We utilise the fact that the rotated pulses are equival-
ent to a non-rotated pulse viewed in a rotated frame, Sˆφm+φg = exp(−iφgSˆz)Sˆφm exp(+iφgSˆz).
The Hamiltonian can then be written as
Hˆ0(t;φg) = e
−iφgSˆzHˆ0(t;φg = 0)e+iφgSˆz . (5.1)
In the previous chapter we showed that the true evolution due to the time-dependent
Hˆ0(t;φg = 0) matches the evolution due to a static eﬀective Hamiltonian, Hˆeﬀ(φg = 0),
at stroboscopic times, t = NpT . Thus, we can replace the time-dependent Hamiltonian in
Eq. (5.1) and obtain an eﬀective Hamiltonian for the rotated pulse sequence,
Hˆeﬀ(φg) = e
−iφgSˆzHˆeﬀ(φg = 0)e+iφgSˆz , (5.2)
= (ωav − kω)Iˆz + fkz σˆzA⊥Iˆx + |fk⊥|σˆ(φk⊥−pi2 +φg)A⊥Iˆy, (5.3)
where for the last line we have used the form of the eﬀective Hamiltonian given in Eq. (4.17).
We see that the addition of a global phase to the pulse sequence only eﬀects the spurious
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dynamics (those weighted by fk⊥). The global phase rotates the axis about which the sensor
states are mixed.
At spurious dips, where fk⊥ 6= 0 but fkz = 0, the sensor coherence is given by
Ls(NpT ;φg) = 1− 2 sin2(sNpT ) sin2(θFs ) cos2(φFs + φg). (5.4)
We see a sinusoidal dependence in dip contrast on the global phase which agrees with the
semi-classical analysis from previous work [43]. We can also prescriptively set the global
phase required to enhance (choose φFs + φg = 0, pi) or suppress (choose φ
F
s + φg = ±pi/2)
the spurious dip contrast.
5.1.2 Unambiguous Classiﬁcation of Nuclear Spin Species
In the ﬁrst detection of spurious signals [42] it was noted that their presence leads to
ambiguities in nuclear spin classiﬁcation. This uncertainty occurs when the spurious signal
from one nuclear spin species coincides with the expected signal from a diﬀerent nuclear
spin species. For instance in NV based sensing, when using the XY8 sequence, the ﬁrst
spurious coherence dip presented by a 13C nuclear spin within the bulk of the diamond
can mimic the signal expected from a 1H nuclear spin on the diamond surface. This
has implications for the desired on-surface detection of single molecules. In [42] a table
is presented that lists nuclear spins with signals that can be mimicked by the spurious
harmonic of another nuclear spin.
Scanning φg gives control over the spurious dip depths as we have shown above and
in fact the k'th spurious resonance can be selectively removed, to avoid these ambiguities
with other nuclear signals, by setting φg = −φk⊥±pi/2. Table 5.1 augments the table listed
in [42] with the global phase required to suppress this spurious signal and is a key result of
this work. These global phases are speciﬁc for the XY8 sequence but similar relations can
be derived for any other DD sequence. By suppressing the spurious signal the ambiguity
in nuclear spin classiﬁcation can be removed.
5.1.3 Enhanced Resolution in DD Based Sensing
Recent theory proposals and experiments make use of tunable decoupling sequences to
gain control over the eﬀective coupling to nuclear spins [39, 93, 94, 95]. This involves the
application of sequences made of composite pulses (pulses formed of several other pulses)
with adjustable inter-pulse spacing so that one can tune |fkz | and open or close avoided
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Table 5.1: Isotopes susceptible to ambiguous characterisation due the presence of another
isotope that mimics the signal at the listed harmonic. Applying the global phase, φg, to
all pulses in the XY8 sequence suppresses the unwanted spurious signal for unambiguous
nuclear species classiﬁcation. (For XY8 the n× harmonic of the fundamental signal is at
T kdip = 2pik/ωav for k = 4/n.)
Isotope Mimic Harmonic φg
1H 13C 4× −pi/4
29Si 13C 4/5× −pi/4
31P 1H 2/5× +pi/4
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Figure 5.1: (a) Numerical simulation of the NV coherence coupled to two independent
nuclear spins with ω(1)av = 2pi × 402.6 kHz and ω(2)av = 2pi × 405.4 kHz and hyperﬁne
coupling strengths A(1)⊥ = 2pi × 21.6 kHz and A(2)⊥ = 2pi × 31.0 kHz. Solid black line:
The coherence trace after Np = 7 repetitions of the XY8 sequence. Solid grey line: The
coherence trace after Np = 75 repetitions. The ﬁnite pulses have height Ω = 2pi × 10
MHz and width tp = pi/Ω. The inset shows a magniﬁcation of the spurious dips with
the analytic expression, Eq. (4.23), for each dip plotted also (dashed line). (b) Numerical
simulation of the NV coherence coupled to two, more remote, independent nuclear spins
with ω(1)av = 2pi × 16.67 kHz and ω(2)av = 2pi × 15.56 kHz and hyperﬁne coupling strengths
A
(1)
⊥ = 2pi × 1.63 kHz and A(2)⊥ = 2pi × 2.14 kHz. Solid black line: The coherence trace
after Np = 1 repetitions of the XY8 sequence. Solid grey line: The coherence trace after
Np = 10 repetitions. The ﬁnite pulses have height Ω = 2pi× 100 kHz and width tp = pi/Ω.
The analytic expression, Eq. (4.23), for the spurious dips is also plotted (dashed line). In
each case the positions of the fundamental dip for each spin are denoted by the red and
blue vertical dashed lines but these are unresolved because the frequency separation is less
than the hyperﬁne coupling strength. By increasing the number of pulses the pairs of spins
can be clearly resolved at the k = 2 spurious dip. A global phase of φg = −pi/4 has been
applied to the pulse sequence to enhance the contrast at the spurious dip. This global
phase also removes the k = 1 and k = 3 spurious dips.
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crossings, i.e. augmenting or diminishing the eﬀective coupling to nuclear spins and thus
the width of experimental signals. By choosing |fkz | to be small one can sharpen a selected
coherence dip allowing for better resolution between isolated nuclear spins. The number
of pulses that can be applied is constrained by the T2 coherence time so that the minimal
limit for |fkz | is determined by the requirement that the dip still obtain a visible contrast
after the maximum number of pulses.
One result of this work has been to see that spurious dips are naturally much narrower
than the normal dips because |fk⊥|  |fkz |. Hence, if spurious signals are observed in the
spectra one can increase the spectral resolution without complex pulse sequence design.
One requires only that |fk⊥| is not so small that the dips cannot obtain appreciable contrast
after the maximum allowed number of pulses is applied (this is the same for tunable pulse
sequences). From another point of view, the enhanced spectral resolution by spurious dips
is realized by making the eﬀective coupling smaller than the frequency separation.
This strategy has diﬀerent beneﬁts with respect to the use of more complex sequences.
On the one hand, the use of sequences containing composite pulses requires one to apply
a number of pulses larger than the one used by a standard sequence, such as XY8. In this
respect, and even under moderate pulse error conditions, the applicability of composite
sequences could be challenging because the error accumulates, damaging the signal. On
the other hand, the use of a robust sequence of composite pulses requires an accurate control
of each pulse phase [39, 93], i.e. each pulse has to rotate the NV state around a diﬀerent
axis on the xy-plane, and this is another experimental requirement to be addressed. Note
that for a XY8 sequence just two phases are needed. Furthermore, the analytic expression,
Eq. (5.4), indicates that one can also gain control over the spurious dips. By applying a
global phase, φg, to all pulses or by carefully designing the pulse sequence to selectively
control fk⊥.
A simple protocol for increasing resolution is demonstrated in Fig. 5.1, a key result of
this chapter. Here an XY8 sequence drives an NV center coupled to two isolated nuclear
spins (13C in diamond for demonstration), in the ﬁrst instance the spins are ≈ 0.6 nm from
the NV whilst in the second instance the spins are more weakly coupled at ≈ 2 nm from
the NV. In both cases initial attempts to resolve the spin with the fundamental dip fail
because the hyperﬁne coupling strengths are greater than the signal separation. However,
by judiciously increasing the number of pulses one obtains sharp spurious features where
the signals can be resolved. One can also add a global phase to the pulse sequence to
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enhance the contrast of the desired spurious dip (by choosing φg = −φk⊥).
5.2 Randomising Global Phases for Universal Control of Spuri-
ous Dips
A key motivation for understanding and controlling spurious signals is that they can be
erroneously characterised as signals from other spin species. For instance under XY8
control a 13C spin will produce a spurious signal that mimics the expected signal from
a 1H spin leading to ambiguities in spin classiﬁcation. Similarly, a natural abundance of
13C in diamond could produce a forest of spurious signals that may shroud the 1H signal
altogether.
The previous sections of this chapter showed how to selectively control the contrast
of individual spurious signals allowing one to remove ambiguities by turning oﬀ speciﬁc
spurious resonances. However this does not address all spurious signals simultaneously. In
Figure 5.1 we can see that as the XY8 k = 1 and k = 3 spurious dips have been suppressed
the k = 2 spurious dip has been ampliﬁed. Universal control may be desirable in situations
where spurious signals overlap, at high harmonics for example. We present a modiﬁcation
for DD sequences that suppresses spurious signals universally whilst maintaining the ex-
pected signal. This method is simple to implement, only requiring control of pulse phase
and a random number generator, and is applicable to all DD sequence choices.
The key idea is to add a global phase to all pulses equally with one basic-pulse-unit
(e.g. the 8 pulses deﬁning XY8) and then to randomly change this phase each time the
unit is repeated. As the expected signal is insensitive to pulse phases it is compounded as
usual whilst the spurious signal does not accumulate. We note here that whilst the phase
is randomised between each repetition it is not a global phase in the strictest sense - but we
maintain the nomenclature to refer to the phase being added globally to all pulses within
each repetition. We also note here that when the phase is randomised between repetitions
there is no longer an equivalent experiment performed by changing the phase of the initial
state and measurement and leaving the sequence untouched.
In Fig. 5.2 we demonstrate the method with the XY8 sequence. Fig. 5.2(a) shows the
basic pulse unit for the XY8 sequence. The randomisation protocol is implemented whilst
repeating the basic unit. A random global phase is added to all the pulses within each unit,
as shown in Fig. 5.2(b). The result of this modiﬁcation is shown in Figs. 5.2(c) and (d).
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The usual DD sequence produces the expected signal but also produces several spurious
dips due to the ﬁnite width of the microwave pi-pulses. The randomised XY8 (RXY8)
sequence maintains the expected signal but also suppresses the spurious signals achieving
an excellent ﬁt to the ideal signal (the signal produced by an equivalent DD sequence but
with inﬁnitesimal pulse width.) This is explained by the expected dips being insensitive to
the phase of the pulses whilst the spurious dips are highly sensitive. Randomly changing
the phase avoids the coherent accumulation of the spurious signals whilst still accumulating
the expected signals. Adding the random phase globally within each repetition (instead of
to every pulse individually) maintains the characteristic nature of that pulse sequence, e.g.
it's robustness (XY sequences [141], KDD sequences [46, 47]). The original DD sequence
is recovered by setting all the random phases to zero.
The evolution under the randomised DD sequence can be written as
Uˆ(NpT ) = e
−iHˆeﬀ(ΦrNp )T e−iHˆeﬀ(Φ
r
Np−1)T ...e−iHˆeﬀ(Φ
r
2)T e−iHˆeﬀ(Φ
r
1)T , (5.5)
where Hˆeﬀ(Φr) is the eﬀective Hamiltonian for a DD sequence with the pulse phases shif-
ted by a random global phase Φr. For weak signals, such as the spurious ones, we can
approximate this evolution with another static Hamiltonian Uˆ(NpT ) ≈ e−iHˆtotNpT where
Hˆtot =
1
Np
Np∑
n=1
Hˆeﬀ(Φ
r
n) (5.6)
= (ωav − kω)Iˆz + fkz σˆzA⊥Iˆx + |η||fk⊥|σˆφηA⊥Iˆy (5.7)
and η = |η|eiφη = 1Np
∑Np
n=1 exp(i(φ
k
⊥ − pi2 + Φrn)). For the last line above we used the
expression of the eﬀective Hamiltonian given in Eq. (5.3). If Φrn is an independent random
variable chosen from [0, 2pi] then φk⊥ − pi/2 + Φrn is also an independent random variable
and η represents a 2-D random walk with an important property, 〈|η|2〉 = 1Np .
In the previous chapter (Sec. 4.3.2) we showed that the contrast of coherence dips is
dependent on the width of avoided crossings in the Floquet quasienergy spectrum. For
spurious dips this width is δ = |fk⊥A⊥|. For the randomised sequence this factor is scaled
by |η| so that the new avoided crossing width is δR = |η||fk⊥A⊥| = |η|δ.
Under usual DD control, the contrast of weak spurious signals can be approximated by
Ls(NpTdip) ≈ 1− 1
2
δ2N
2
pT
2
dip cos(φ
F
s ), (5.8)
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Figure 5.2: Randomisation scheme for removing spurious dips. Illustrated here with XY8.
(a) The basic XY8 pulse unit. A basic pulse unit is deﬁned by the pulse positions and
phases. The pulse phases are measured relative to the initial superposition state of the
quantum sensor (i.e. immediately after the initial pi/2-pulse). The additional phase Φ
denotes a global phase added to all pulses within the unit. (b) The randomised XY8
sequence. A larger dynamical decoupling sequence is built up by repeating the sequence
Np times. The randomisation protocol shifts all the pulses in each unit by a random global
phase so that RXY 8Np = (XY 8Φr1)(XY 8Φ
r
2)...(XY 8Φ
r
Np
). Setting Φrn = 0,∀n returns
the usual XY8 sequence. (c) and (d) compare the NV coherence response under XY8Np
((c) blue solid line) and RXY 8Np ((d) red solid line) whilst detecting a single nuclear spin-
1/2. In both (c) and (d) the ideal sensor response is plotted (green dashed line), i.e. the
sensor response when tp = 0. Regular XY8Np produces spurious signals but the RXY8
Np eﬃciently suppresses them, successfully reproducing the ideal signal. For the simulation
Bz = 300 Gauss and the nuclear spin is a 13C with [Ax, Az] = [36.5, 36.1] kHz×2pi. A total
of 800 square pi-pulses are applied (tp = 100ns) so that Np = 100. The RXY8 sequence is
averaged over 10 realisations of random phases.
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which scales quadratically with Np. When the random phases are introduced we can
calculate the expectation value for the spurious dip contrast as
〈LRs (NpTdip)〉 ≈ 1−
1
2
〈(δR )2〉N2pT 2dip 〈cos2(φη)〉 (5.9)
≈ 1− 1
4
δ2NpT
2
dip, (5.10)
where we have used that 〈(δR )2〉 = 〈|η|2〉 δ2 = 1Np δ2 and 〈cos2(φη)〉 = 12 . Thus, we see
that the randomised DD sequence suppresses the spurious dips by a factor of ∼ 1Np and
the randomised spurious dip only scales linearly with Np as opposed to quadratically for
the standard DD sequence.
The form of the factor η may suggest that one could speciﬁcally design a set of global
phases to satisfy η = 0 thus completely suppressing the spurious dips. For instance, if Np
is even, one could simply set Φrn = npi. However, a numerical simulation shows that this
does not work. Figure 5.3 shows the result of this method for an XY8 sequence. Although
the designed global pulse phase does mitigate the spurious dips present in standard XY8,
new spurious dips appear at diﬀerent positions. This is because new resonances are being
created on timescales longer than the XY8 period. The randomised sequence successfully
suppresses all spurious dips.
It is worth stressing the universality of the protocol and this is demonstrated in Fig. 5.4
which shows that the randomisation protocol is applicable and eﬀective for a range of pulse
sequences including the XY family [141], Knill DD (KDD) sequences [46, 47] and the YY8
sequence [44]. The randomising protocol not only universally suppresses all spurious dips
in the spectrum but it is universally applicable as well. The fact that the random phase
is added globally within each basic unit means that the robustness of the sequences can
be maintained. A further application for the protocol could be the recovery of the ideal
CPMG signal seen in Fig. 4.8(c). The universality of this scheme is a key result of this
chapter. This universality is evidenced in Eq. (5.7) where the spurious dynamics in the
randomised protocol are weighted by the suppressing factor η. This factor is a feature of
the randomisation and is independent of the particular pulse sequence chosen and is also
independent of the particular spurious dip (independent of k). This results in the eﬃcacy
of the approach for all pulse sequences and all spurious dips.
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Figure 5.3: Comparison of XY8 detection (blue solid line), RXY8 detection (red dashed
line) and XY8 detection with additional global phase Φrn = npi as described in the text
(green dashed line). The Φrn = npi sequence suppresses the spurious signals that are present
in the unmodiﬁed XY8 sequence but new spurious signals appear at diﬀerent positions. The
RXY8 sequence successfully suppresses all the spurious signals. Here we have simulated
the NV detection of a single 13C spin with hyperﬁne coupling [35, 0] kHz× 2pi at Bz = 480
G. A total of 480 pulses are applied with tp = 100 ns and the RXY8 signal was averaged
over 5 realisations.
5.3 The YY8 Sequence
The YY8 sequence [44] was recently introduced and is designed to be robust against pulse
errors, similar to the XY8 sequence, but to remove the ﬁnite-pulse-eﬀect spurious signals.
The study used a semi-classical analysis based on the work of Haase et.al [43] to model
the system response. Here we apply our quantum Floquet analysis to understand the YY8
sequence. We show why the YY8 sequence is successful at suppressing the spurious signals
but can fail in the presence of microwave detunings.
The YY8 sequence is an 8 pulse sequence with the same pulse spacing and period as
XY8 but with diﬀerent pulse phases. The sequence is described by τ − pi−y − 2τ − piy −
2τ − piy − 2τ − pi−y − 2τ − pi−y − 2τ − pi−y − 2τ − piy − 2τ − piy − τ , with a sequence period
T = 16τ + 8tp.
The YY8 modulation functions and their Fourier amplitudes are plotted in Fig. 5.5
which can be compared with those for the CPMG and XY8 sequences in Fig. 4.3. The
YY8 and XY8 sequence have the same parallel modulation functions, fz(t), because they
share the same pulse spacing. The two sequences diﬀer in their perpendicular modulation
functions, fx,y(t), as these encode the pulse phase choices. Like the XY8 sequence, YY8
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Figure 5.4: Randomisation protocol applied to ﬁve diﬀerent pulse sequences. The random-
isation protocol is universal and suppresses all spurious signals, here from four 13C spins,
whilst maintaining the ideal signal, here from a single 1H spin (red arrows). (a) XY4
(blue solid) and RXY4 (red dashed). (b) XY32 (blue solid) and RXY32 (red dashed). (c)
YY8 (blue solid) and RYY8 (red dashed) (d) KDD(XX) (blue solid) and RKDD(XX) (red
dashed) (e) RKDD(XYXY) (blue solid) and RKDD(XYXY) (red dashed). In all cases, a
total of 800 square pi-pulses (tp = 50ns) are applied, Bz = 300 Gauss and there are four
13C spins: [Ax, Az] = {[36.5, 36.1], [31.3, 4.25], [24.2,−27.7], [18.1, 19.3]} kHz × 2pi and a
single 1H spin [Ax, Az] = [1, 0] kHz× 2pi. The randomised simulations are averaged over 4
realisations. In (c) a microwave detuning of ∆ = 0.5MHz×2pi is included.
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has perpendicular Fourier amplitudes, fk⊥, that are non-zero separately from the parallel
Fourier amplitudes, fkz . Initially, this would suggest that the YY8 sequence will present
spurious dips similarly to the XY8 sequence. However, for YY8, fx,y(t) are not odd on the
interval [0, T ] meaning that one cannot write the eﬀective Hamiltonian in the same manner
as before (Eq. (4.17)), where we used the property f−kx,y = −fkx,y. Instead fy(t) is clearly
zero (as there are only y-pulses) and thus f−k⊥ = f
k∗
⊥ where f
k
⊥ = f
k
x . Thus, working from
the general form of the eﬀective Hamiltonian, Eq. (4.16), the YY8 eﬀective Hamiltonian
at spurious resonances can be written as
Hˆeﬀ =
1
2

(ωav − kω) 0 0 A⊥fk∗⊥
0 −(ωav − kω) A⊥fk⊥ 0
0 A⊥fk∗⊥ (ωav − kω) 0
A⊥fk⊥ 0 0 −(ωav − kω)

(5.11)
= (ωav − kω)Iˆz + |fk⊥|σˆx ⊗A⊥Iˆφk⊥ . (5.12)
We ﬁnd that the Fourier amplitude phase, φk⊥, is imprinted onto the nuclear spin not
the sensor and this is what prevents the appearance of spurious signals. The initial state
of the sensor |ψ0〉 = (|u〉 + |d〉)/
√
2 = |X+〉 is an eigenstate of the eﬀective Hamiltonian.
This initial state will not evolve under the eﬀective Hamiltonian and no signal will be
imprinted onto the coherence. (Note that the initial state is only an eigenstate of the
stroboscopic evolution. It may still evolve within each period but returns to the initial
state at stroboscopic times.) Fig. 5.6 compares the coherence response of the XY8 and
YY8 sequences. The spurious dips are suppressed by YY8 but can be reinstated in the
presence of a static detuning.
If we scan an additional global phase as described in Sec. 5.1.1 then the eﬀective
Hamiltonian becomes Hˆeﬀ = (ωav − kω)Iˆz + |fk⊥|σˆφg ⊗ A⊥Iˆφk⊥ and the coherence is given
by
L(NpT ) = 1− 2 sin2 sNpT sin2 θFs sin2 φg, (5.13)
which clearly returns L(NpT ) = 1 for φg = 0. This also captures the behaviour presented
in the YY8 paper. We note that spurious dips can still appear if detunings are present as
shown in Fig. 5.4 but the randomisation protocol can assist to remove these. The issue of
detuning errors in ﬁnite-duration-pulse experiments is discussed in the next chapter.
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Figure 5.5: The YY8 sequence. (i) Shows the square pulse microwave amplitudes (Ωx(t) =∑
m Ω(t− tm) cosφm, Ωy(t) =
∑
m Ω(t− tm) sinφm) and modulation functions (fi(t)) for
the YY8 pulse sequence. (ii) Shows the Fourier amplitudes of the modulation functions,
fki =
1
T
∫ T
0 fi(t) exp(−ikωt)dt where ω = 2pi/T , weighted by the resonant period T kd = k×
2pi/ωav. The parallel Fourier amplitudes are fkz and the perpendicular Fourier amplitudes
are represented as a single quantity, fk⊥ = f
k
x + if
k
y . These quantities can be compared
with those for the XY8 and CPMG sequences as shown in Fig. 4.3
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Figure 5.6: Comparison of the XY8 and YY8 coherence response. The YY8 sequence
suppresses the spurious dips that appear in XY8 sequences. However, when a modest mi-
crowave detuning is present the spurious dips return, some even stronger than the original
XY8 spurious dips. Here we simulated the NV detection of a 13C with hyperﬁne coupling
[Ax, Az] = [36.5, 36.1] kHz× 2pi at 300 G. We apply 800 square pulses of duration 100 ns.
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5.4 Future Work
In this chapter we introduced several protocols for enhancing the capabilities of dynamical
decoupling based sensing. The protocols only require control of the pulse phases and exploit
the appearance of spurious dips to obtain enhanced resolution without complex sequence
design. More ambitious sequence designs could utilise pulse phases, shapes and positions in
concert to control and exploit the ﬁnite-duration-pulse eﬀects. One outstanding question
relates to the noise introduced by the randomisation protocol. This noise can be seen most
clearly in Fig. 5.3 (although the RDD response still outperforms the other two sequences).
It would be useful to quantify the amount of noise one expects from this protocol to
determine its limitations.
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6 | Non-Vanishing Detuning Errors
Dynamical decoupling is designed to remove the eﬀect of static and slowly oscillating ﬁelds.
With instantaneous pulses (tp = 0), the Hahn echo extends coherence times from the
dephasing time T ∗2 to the decoherence time T2 by cancelling the quasistatic ﬁeld created
by the random conﬁguration of nuclear spins in the bath (inhomogeneous broadening).
Any phase acquired by the qubit sensor due to a static ﬁeld is exactly cancelled after
the pi-pulse. Dynamical decoupling is thus insensitive to any detuning (detuning from the
qubit frequency splitting) in the microwave ﬁeld, which presents as a static ﬁeld in the
rotating frame, Eq. (2.8). Detunings can be introduced by errors in the microwave drive,
by the host nitrogen spin (see Sec. 2.2.4) or by inhomogeneous broadening itself. Detunings
are common in NV sensing experiments but are neglected because their eﬀect is usually
thought to vanish under DD control.
The ﬁnite pulse duration, however, introduces sensor state mixing (Sˆx, Sˆy terms) into
the Hamiltonian which does not commute with the static detuning ﬁeld (Sˆz) and thus the
detuning can have appreciable eﬀects. For instance, as shown in Fig. 6.1, a static detuning
can amplify the contrast of spurious dips in XY8 based sensing and perhaps more strikingly,
the static detuning causes the fundamental resonance in CPMG based sensing to split.
Moreover, we see that this detuning eﬀect completely vanishes under instantaneous pulse
control, as expected. This indicates that this eﬀect cannot be properly modelled using an
instantaneous-pulse assumption and we are motivated to study this problem with a proper
treatment of the ﬁnite pulse duration. The prevalence of detunings in NV based sensing
makes this issue especially pressing.
The inclusion of a detuning breaks the periodicity in the toggling frame making it hard
to apply Floquet theory. As the detuning is static, the periodicity is maintained in the
original frame but here the Hamiltonian is not perturbative. To continue working in the
toggling frame we follow an approach based on the Magnus expansion [38, 37] but augment
it with the inclusion of the generalised modulation functions. We modify the generalised
122
CPMG(a)
XY8(b)
6 6.5 7 7.5 8 8.5 9 9.5
0
0.2
0.4
0.6
0.8
1
2 4 6 8 10 12 14
-1
0
1
6 6.05 6.1
0.8
0.6
0.4
1
50 ns
50 ns
Figure 6.1: Numerical simulation of the detuning eﬀect in ﬁnite pulse duration DD based
sensing. Simulations are performed by directly propagating the time-dependent Hamilto-
nian. (a) Shows how the fundamental CPMG resonance is split when a static detuning
is present. If the experiment is simulated with instantaneous pulses (tp = 0) then this
behaviour is not captured. Simulated here is the NV CPMG detection of a carbon spin at
Bz = 480 G with hyperﬁne coupling [Ax, Az] = [9.13, 9.03] kHz × 2pi and 80 total pulses.
(b) Shows that a detuning in XY8 detection aﬀects the contrast of spurious signals. Simu-
lated here is the NV XY8 detection of a carbon spin at Bz = 480 G with hyperﬁne coupling
[Ax, Az] = [36.50, 36.13] kHz×2pi and 480 total pulses.The detunings in the ﬁgure are listed
in Hz to save space but in the text we use Hz×2pi units.
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modulation functions, detailed in Sec. 4.1, to include the eﬀect of a static detuning and
use this to analytically model the detuning eﬀect under ﬁnite pulses. We are able to
derive a static eﬀective Hamiltonian that approximates the dynamics and we ﬁnd that
the detuning modiﬁes terms in the eﬀective Hamiltonian that depend on the modulation
functions. By studying the eﬀect of the detuning on the generalised modulation functions
(or more speciﬁcally, on their resonances) we can understand the detuning eﬀect on the
sensor response. The treatment is general, but for examples we speciﬁcally analyse the
two cases illustrated in Fig. 6.1 - the splitting of the CPMG fundamental resonance and
the increasing contrast of XY8 spurious dips.
An important source of detunings is inhomogeneous broadening. The random align-
ment of nuclear spins at the start of each experimental run creates a quasistatic ﬁeld
that causes the qubit to dephase under statistical averaging in a time T ∗2 , the dephasing
time. Typically, it is assumed that this dephasing is completely removed by the Hahn
echo and other DD sequences extending the coherence time to T2. However, due to the
non-vanishing eﬀect of detuning errors, inhomogeneous broadening can eﬀect the sensor
response. We demonstrate this by presenting the suppression of a CPMG coherence dip
due to inhomogeneous broadening.
Other possible pulse errors are contained in the phase and rotation-angle and the
motivation for many pulse sequence designs is to minimise their eﬀects [141, 45, 46, 47,
48, 39]. However, we are speciﬁcally interested in the detuning error as this vanishes when
tp = 0 meaning the behaviour cannot be captured by most models which only consider
instantaneous pulses.
First we show how to derive the generalised modulation functions in the presence of
a static detuning and then use these to derive a static eﬀective Hamiltonian that approx-
imates the system dynamics. For weak signals we can give an approximate expression for
the sensor coherence response. We then speciﬁcally explain the eﬀects observed in Fig. 6.1
by studying how the detuning aﬀects the generalised modulation functions for XY8 and
CPMG. Finally, we present a case where inhomogeneous broadening alone is enough to
suppress the signal from a single nuclear spin. The work presented in this chapter is
currently being prepared for submission.
124
6.1 The Static Eﬀective Hamiltonian and Coherence Response
A nitrogen vacancy center coupled to a nuclear spin cluster via a pure-dephasing hyperﬁne
interaction can be modelled by the Hamiltonian Hˆ0 = |u〉〈u| ⊗ Hˆu + |d〉〈d| ⊗ Hˆd, where u
and d represent the NV up and down states respectively and Hˆu,d is the nuclear Hamilto-
nian conditioned on the NV spin state. With the application of microwave control the
Hamiltonian can be written as
Hˆ0(t) = Hˆav + σˆzVˆ + Hˆp(t), (6.1)
where Hˆav = (Hˆu+ Hˆd)/2 is the nuclear average Hamiltonian and Vˆ = (Hˆu+ Hˆd)/2 is the
nuclear interaction Hamiltonian, σˆz = |u〉〈u| − |d〉〈d| and Hˆp(t) describes the microwave
pulse control. The pulse Hamiltonian includes any static microwave detuning from the NV
resonance and is given by Hˆp(t) =
∑
m Ω(t− tm)Sˆφm +∆Sˆz where Ω(t) describes the pulse
shape, φm is the phase of the m-th pulse and ∆ is the detuning strength. The pulses are
deﬁned to be of width tp and satisfy
∫ +tp/2
−tp/2 Ω(t)dt = pi to obtain pi-pulses.
We now move to the toggling frame. As described in Sec. 4.1 this is the frame rotating
under the Hamiltonian Hˆp(t). In the present analysis we also make a second rotation under
the nuclear average Hamiltonian, Hˆav. As these Hamiltonians commute it is equivalent to
moving to the frame rotating under Hˆp(t) + Hˆav. We obtain
Hˆ(t) =
∑
i=x,y,z
fi(t)σˆi
ˆ˜V (t), (6.2)
where
∑
i=x,y,z fi(t)σˆi = Uˆ
†
p(t)σˆzUˆp(t) and
ˆ˜V (t) = exp(+iHˆavt)Vˆ exp(−iHˆavt). Here
Uˆp(t) = Tˆ exp(−i
∫ t
0 Hˆp(s)ds) is the pulse propagator that contains the detuning.
The generalised modulation functions, fi(t), now include the eﬀect of the detuning
and the XY8 and CPMG sequences are shown in Fig. 6.2. We see that the periodicity of
CPMG is immediately broken as a detuning is introduced. As CPMG is formed of pix-
pulses only we see that the fx(t) modulation function is only slightly perturbed whereas
the fy(t) modulation function is strongly perturbed and begins to take on the character of
fz(t). The XY8 sequence is designed to mitigate the accumulation of pulse errors and we
can see this in the modulation functions. Even for larger detunings the sequence manages
to recover the initial conditions at t = T . The parallel modulation function, fz(t), is
largely unaﬀected whereas the perpendicular modulation functions, fx,y(t), are perturbed
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but maintain the same periodicity.
We seek to propagate the density matrix in the toggling frame, ρ(t) = Uˆ(t)ρ0Uˆ †(t)
where we will derive Uˆ(t) = Tˆ exp(−i ∫ t0 Hˆ(s)ds) shortly. However, measurements of
the NV are made in the original frame so we must transform back before evaluating the
coherence. We only take measurements of the NV state so the transformation to the frame
rotating under the nuclear average Hamiltonian has no eﬀect on the measurement. When
∆ = 0, the pulse sequence is periodic by design, Uˆp(NpT ) = Iˆ, and the transformation to
the toggling frame does not aﬀect the measurement. When ∆ 6= 0, the periodicity can fail
and the coherence is given by
L(NpT ) = Tr{σˆxUˆp(NpT )Uˆ(NpT )ρ0Uˆ †(NpT )Uˆ †p(NpT )} (6.3)
= Tr{Uˆ †p(NpT )σˆxUˆp(NpT )Uˆ(NpT )ρ0Uˆ †(NpT )} (6.4)
where we have used the cyclic property of the trace operator. The imperfect pulse propag-
ator eﬀectively shifts the measurement of σˆx to σˆ′x = Uˆ
†
p(NpT )σˆxUˆp(NpT ) = sin θ cosφσˆx+
sin θ sinφσˆy + cos θσˆz where θ, φ can be determined numerically. If the pulse propagator
only introduces a small error then θ ≈ pi/2 and φ ≈ 0. The coherence can then be written
as L = sin θ cosφLx + sin θ sinφLy + cos θLz where Li(NpT ) = Tr{σˆiUˆ(NpT )ρ0Uˆ †(NpT )}.
We now seek Uˆ(NpT ), the evolution in the toggling frame.
In general, the toggling frame Hamiltonian is no longer periodic and we cannot apply
Floquet theory. Instead we proceed by an approach based on the Magnus expansion [38, 37]
which provides a static eﬀective Hamiltonian that approximates the dynamics. Strictly,
Uˆ(NpT ) = Tˆ exp(−i
∫ NpT
0 Hˆ(t
′)dt′) but the time-ordered exponential is hard to evaluate
analytically. The Magnus expansion gives an approximation to this integral and states
that Uˆ(NpT ) = exp(
∑
n χn) where the ﬁrst two terms in the sum are
χ1 = −i
∫ NpT
0
Hˆ(t′)dt′, (6.5)
χ2 = −1
2
∫ NpT
0
dt1
∫ t1
0
dt2[Hˆ(t1), Hˆ(t2)]. (6.6)
The Magnus expansion is valid for small rotations, i.e. weak-signals and for weakly-coupled
spins, when χ2  χ1, we can approximate the evolution with only the ﬁrst term [37].
Taking only the ﬁrst order term gives an eﬀective Hamiltonian Uˆ(NpT ) ≈ Uˆeﬀ(NpT ) =
exp(−iHˆeﬀNpT ) where Hˆeﬀ = 1NpT
∫ NpT
0 Hˆ(t
′)dt′. If |α〉 are the nuclear average Hamilto-
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Figure 6.2: The generalised modulation functions for CPMG (parts (a)) and XY8 (parts
(b)) with varying detuning strengths. The modulation functions are plotted over 8 pulses.
(This is one XY8 period but 4 CPMG periods.) The detunings are listed in Hz to save
space but in the text we use Hz×2pi units.
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nian states then Hˆav =
∑
α ωα|α〉〈α| and ˆ˜V (t) =
∑
α,α′ Vαα′ exp(−i(ωα′−ωα)t)|α〉〈α′| where
Vαα′ = 〈α|Vˆ |α′〉. Then we can write the eﬀective Hamiltonian as
Hˆeﬀ =
1
NpT
∫ NpT
0
∑
i=x,y,z
fi(t
′)σˆi
∑
α,α′
Vαα′ exp(−i(ωα′ − ωα)t)|α〉〈α′|dt′ (6.7)
=
∑
i,α,α′
1
NpT
∫ NpT
0
fi(t
′) exp(−i(ωα′ − ωα)t′)dt′σˆiVαα′ |α〉〈α′| (6.8)
=
∑
i,α,α′
f˜i(ωα′ − ωα)σˆiVαα′ |α〉〈α′|, (6.9)
where we have deﬁned the Fourier transform f˜i(w) = 1NpT
∫ NpT
0 fi(t) exp(−iωt)dt. Equa-
tion (6.9) represents the most general eﬀective Hamiltonian derived from this analysis and
is a key result of this chapter. In the following we model the detection of a single spin-1/2
nucleus where Hˆav = ωavIˆz and Vˆ = A⊥Iˆx +A‖Iˆz.
For ∆ = 0 the design of most DD sequences ensures that f˜i(0) = 0. For ∆ 6= 0 this
is no longer true, however, as the modulation functions are oscillatory we still have that
f˜i(0) ≈ 0 and we can neglect these terms. This is especially true when suﬃciently many
pulse have been applied to average out the oscillations. We can then collect the remaining
terms into the form
Hˆeﬀ =
∑
i=x,y,z
|f˜i(ωav)|σˆiA⊥Iˆφ(fi(ωav)), (6.10)
where fi(ωav) = |fi(ωav)| exp(iφ(fi(ωav))). The Fourier transform of the modulation func-
tion has peaks at the DD resonances. The inclusion of ﬁnite pulse durations and detunings
can shift resonances, create new resonances or modify the height of resonant peaks. Fig. 6.3
compares the coherence modelled using our derived expression for the eﬀective Hamiltonian
(Eq. (6.10)) against the coherence simulated by directly propagating the time dependent
Hamiltonian. We see a good ﬁt to numerics.
For weak signals we can approximate the eﬀective propagation with Uˆeﬀ(NpT ) = Iˆ −
iHˆeﬀNpT − 12Hˆ2eﬀN2pT 2 and substitute it into our equation for the coherence to obtain
Lx(NpT ) ≈ 1− 1
2
A2⊥(|f˜y(ωav)|2 + |f˜z(ωav)|2)N2pT 2, (6.11)
Ly(NpT ) ≈ 1
2
A2⊥|f˜x(ωav)||f˜y(ωav)|N2pT 2 cos(φ(f˜x(ωav))− φ(f˜y(ωav))), (6.12)
Lz(NpT ) ≈ 1
2
A2⊥|f˜x(ωav)||f˜z(ωav)|N2pT 2 cos(φ(f˜x(ωav))− φ(f˜z(ωav))). (6.13)
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Figure 6.3: We re-plot the simulations made in Fig. 6.1 (cyan solid line) and compare
against the prediction based on our derived eﬀective Hamiltonian (teal dashed line) for (a)
CPMG and (b) XY8. There is a good ﬁt to numerics. We only plot the ∆ = 0.5 MHz×2pi
case and for the XY8 sequence we only show the zoomed inset from Fig. 6.1(b).
Thus peaks in |fi(ωav)|, the DD sequence resonances, correspond to dips in the sensor
coherence. This agrees with the usual semi-classical interpretation of DD based sensing
that says coherence dips appear when the DD is resonant with an incident AC magnetic
ﬁeld. In fact, a classical ﬁeld could be treated with a similar analysis if the quantum ﬁeld
ˆ˜V (t) in Eq. (6.2) is replaced with a classical ﬁeld. As the coherence is measured along the
x-axis the y and z modulation functions typically have a stronger eﬀect. To understand
the eﬀect a static detuning has on the coherence proﬁle we must look at the eﬀect the
detuning has on the DD resonances, i.e. we must study |fi(ωav)|.
For strongly coupled spins it may become important to consider the eﬀect of the higher
order Magnus expansion terms. This was done in [38] but without the inclusion of ﬁnite
pulse durations or detunings. Moreover, Eq. (6.9) is valid for any size of nuclear spin
cluster and it would be interesting to use this to analyse the ﬁnite pulse eﬀect on cluster
dynamics, sensor response and spin correlations as discussed in [37].
We now look at two speciﬁc cases discussed in the introduction to this chapter and
illustrated in Fig. 6.1.
6.2 The Detuning Eﬀect in CPMG Based Sensing
As shown in Fig. 6.1(a) the presence of a static detuning in ﬁnite-pulse-duration CPMG
sensing causes the expected resonant coherence dip to split. This is due to the splitting
of the resonance in the modulation functions as shown in Fig. 6.4. For zero detuning
only the parallel modulation function has appreciable aﬀect on the coherence. At non-
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Figure 6.4: CPMG. (a) and (b) show the Fourier transform of the modulation functions
for zero and non-zero detunings, evaluated at the nuclear average Hamiltonian frequency
ω = ωav. This is plotted as a scan of the intended DD period, T . (Intended because
the detuning breaks the periodicity. In this study we choose an 8 pulse period so we can
compare CPMG and XY8.) Notice that for zero detuning the resonant peak is actually
twice as high as the split peaks at non-zero detuning.(c) and (d) show color maps detailing
how the Fourier transforms of the modulation functions are aﬀected by a scan of detunings.
The detuning causes the resonant peak to split or recombine depending on the detuning
strength. The white dashed lines indicate the traces shown in (a) and (b). Here we simulate
the same experiment shown in Fig. 6.1(a). The x Fourier transform scan is not shown it
can be neglected when compared with the y, z-contributions.
130
zero detunings the perpendicular modulation function fy(t) takes on the character of the
parallel modulation function fz(t) as seen in Fig. 6.2(a) and now again in Fig. 6.4. The
perpendicular modulation function fx(t) remains small. We see from Fig. 6.4(c) and (d)
that for stronger detunings the splitting of the coherence dip seen in Fig. 6.1(a) could be
much greater. The splitting of the resonance can be understood as the beating between the
usual DD frequency and a new slower frequency introduced because the detuning causes
small rotation errors in pi-pulse. These two frequencies can be observed in Fig. 6.2(a)(iii).
The splitting of the CPMG signal has important consequences in the presence of strong
detunings due to the host nitrogen spin and even the weak detunings caused by inhomo-
geneous broadening as discussed below in Sec. 6.4. A valuable future project would be to
analytically determine the splitting of the resonant peaks so that one quantify the detun-
ing error eﬀect. This dip splitting will become important if the splitting is larger than the
coherence dip width.
6.3 The Detuning Eﬀect in XY8 Based Sensing
In Fig. 6.1(b) we saw that static detunings modulate the strength of spurious coherence
dips which are present due to the ﬁnite pulse duration. This eﬀect was also seen in the
previous chapter for the YY8 sequence which is designed to suppress spurious dips but
fails when detunings are present (see Fig. 5.4(c)).
The detuning eﬀect on XY8 based sensing is explained by the ampliﬁcation of the
perpendicular (x,y) modulation function resonances as seen in Fig. 6.5(a) and (b) whilst
the expected resonance is largely unchanged, Fig. 6.5(c). The resonance positions are not
shifted as they are for CPMG because the XY8 sequence successfully mitigates the accu-
mulation of errors at periodic times (t = mT ) as can be seen from the modulation functions
in Fig.6.2(b). Although this may start to fail for very strong detunings. Even though the
sequence maintains its periodicity the perpendicular modulation functions are still per-
turbed during the sequence and this leads to the increase in their resonance strengths.
The parallel (z) modulation function is largely unaﬀected by the detuning and this is seen
in the constant resonance height.
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(a)
(b)
(c)
Figure 6.5: XY8. The Fourier transforms of the (a) x, (b) y and (c) z modulation functions
evaluated at the average nuclear Hamiltonian frequency ω = ωav. They are parametrised
by the DD sequence period, T , and a static detuning, ∆. The expected DD resonance sits
at T ≈ 8 µs while all other resonances are spurious and are present due to the ﬁnite pulse
duration. Note the diﬀerence in vertical axis scale between plots. Here we simulate the
same experiment described in Fig. 6.1(b).The detuning ampliﬁes the resonant peaks in the
x, y-spectra explaining the ampliﬁcation of the spurious signals.
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6.4 The Non-Vanishing Eﬀect of Inhomogeneous Broadening
We have shown above that a static detuning causes the CPMG coherence dip to split.
If the detuning is quasistatic (static within each experimental run but changing between
runs) then the statistical averaging of the signal, to obtain adequate SNR, will cause the
CPMG dip to be suppressed. Speciﬁcally if a distribution of detunings are present with a
width on the order of or greater than the coherence dip width then contribution of many
distinct dip splittings will cause the averaged signal to appear spread out and suppressed.
Fluctuations in the microwave drive could provide this distribution but a more intrinsic
source of quasistatic detunings is inhomogeneous broadening.
Inhomogeneous broadening, as explained in Sec. 2.3.1 is the decay of the NV coherence
due to a quasistatic magnetic ﬁeld created by the random conﬁguration of nuclear spins
during each experimental run. In free induction decay experiments the NV dephases in
a time, T ∗2 , due to inhomogeneous broadening. In Hahn echo and DD experiments, with
instantaneous pulses (tp = 0), the dephasing is removed as inhomogeneous broadening is
a quasistatic detuning that has no eﬀect. We have shown above that due to the ﬁnite
duration of microwave pulses that this is not always the case.
We can model the inhomogeneous broadening ﬁeld as a magnetic ﬁeld bzzˆ where bz is a
normal random variable selected from a Gaussian distribution with zero mean and standard
deviation, σ =
√
2/T ∗2 [143]. Fig. 6.6 shows the diﬀerence between XY8 and CPMG
detection of a single 1H in the presence of inhomogeneous broadening. The CPMG signal is
suppressed as for each static detuning the resonance is split and averaging over the Gaussian
distribution of splittings causes the signal to spread out. The XY8 signal is unaﬀected as
the detuning does not split the resonance position. The dephasing time modelled here
was T ∗2 = 1 µs which corresponds to a detuning distribution of σ ≈ 225 kHz×2pi and
the Hydrogen spin has hyperﬁne coupling strength 1 kHz. This eﬀect has implications
speciﬁcally for detecting spins outside the diamond where the hyperﬁne coupling to the
NV is very weak. This weak coupling translates to a narrow coherence dip so it is easy
for a small detuning to split the coherence signal. The dephasing time used here is quite
short with some NVs having T ∗2 s of 10 or 20 µs but for these longer dephasing times, the
detuning could still suppress the signals of more weakly coupled spins. As the sensitivity
of NV based sensing increases this suppression eﬀect is an important consideration.
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Figure 6.6: Shows the suppression of the CPMG coherence dip due to inhomogeneous
broadening. Here we numerically simulate the NV detection of a 1H nuclear spin with
hyperﬁne coupling [Ax, Az] = [1, 0] kHz × 2pi. A magnetic ﬁeld, Bz = 200 G, is applied
along the NV axis and a total of 800 pulses are applied (of XY8 and CPMG) with pulse
duration tp = 50 ns. The inhomogeneous broadening is modelled as a quasistatic magnetic
ﬁeld aligned with the NV axis chosen from a Gaussian distribution with zero mean and
standard deviation σ =
√
2/T ∗2 . We assume T ∗2 = 1 µs and average over 50 realisations.
6.5 Future Work
Future work could include an analytical study of the modulation function resonances so that
one could quantify the CPMG splitting or XY8 spurious dip ampliﬁcation for instance. This
could also be used to quantify the suppression of the CPMG signal due to inhomogeneous
broadening and get reasonable bounds for when this can be neglected and when it must
be taken into account.
Another important source of detunings is the host nitrogen and it would be useful to
study the eﬀects this has on the NV coherence trace. The host nitrogen splits the NV
upper energy level by, approximately, the parallel hyperﬁne coupling strength, AN‖ , which
is 2.14 MHz×2pi for 14N or 3.03 MHz×2pi for 15N. If the nitrogen levels are not selectively
addressed this leads to large detunings which could have a strong eﬀect on the coherence
response.
In Chapter 4 we mentioned how the correlated cluster expansion [158], a numerical
method for simulating the dynamics of large spin baths, may be aﬀected by the ﬁnite pulse
durations removing the pure-dephasing nature of the sensor-environment coupling. As we
have seen here the bath can aﬀect the sensor in unexpected ways (due to inhomogeneous
broadening). We restate here that it would be worthwhile studying the eﬀect of ﬁnite-
duration-pulses (and static detunings) on the sensors interaction with a large spin bath
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perhaps via a modiﬁed correlated cluster expansion.
Finally, by swapping the quantum operator ˆ˜V (t) in Eq. (6.2) for a classical ﬂuctuating
ﬁeld this method could be used to study the ﬁnite-duration-pulse and detuning eﬀects on
classical ﬁeld detection.
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7 | General Conclusions
The work presented in this thesis constitutes four key outcomes. First, we provided the ﬁrst
application of Floquet theory to dynamical decoupling based quantum sensing experiments.
Secondly, we performed the ﬁrst quantum (not semi-classical) analysis of ﬁnite-duration-
pulse eﬀects in dynamical decoupling experiments. Thirdly, this analysis of ﬁnite-duration-
pulse eﬀects was used to propose new protocols for enhanced sensing. Finally, we studied
the interplay between ﬁnite pulse durations and detuning errors and were able to predict
the drastic eﬀects (such as coherence dip splitting and suppression) that are overlooked by
instantaneous pulse models. Here, we conclude the thesis by reviewing these results before
discussing future directions for research.
7.1 Floquet Analysis of Dynamical Decoupling Based Sensing
Motivated by the periodic nature of many dynamical decoupling sequences we presented
the ﬁrst application of Floquet theory for modelling dynamical decoupling based sensing.
Initially, we modelled the CPMG detection of a single spin-1/2 assuming that the mi-
crowave pi-pulses were instantaneous. By constructing the one-period evolution operator
and diagonalising it we obtained the system Floquet quasienergies and modes which we
used to derive expressions for the sensor coherence response. We found that the charac-
teristic coherence dips are associated with avoided crossings in the Floquet quasienergy
spectrum and the width of the avoided crossings determines the width and contrast of the
coherence dips. We modelled the NV detection of a single 13C nuclear spin-1/2 and the
Si:Bi detection of a 29Si spin dimer and trimer.
7.2 Finite-Duration-Pulse Eﬀects
The power of the Floquet analysis is seen as we expanded the theoretical model to in-
clude ﬁnite-duration pulses. The association of coherence dips with avoided crossings in
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the quasienergy spectrum remains and in fact we see that appearance of spurious dips,
present because of the ﬁnite pulse-durations [42], is heralded by the opening of previously
closed avoided crossings. We are able to predict the full NV-nuclear spin dynamics and
the coherence response under any DD sequence and in particular we show how the XY8
and CPMG sequences respond to ﬁnite pulse-durations. We point out that the spurious
coherence dips are caused by sensor state mixing rather than dephasing and use this to
suggest a protocol for determining the nature of coherence dips. We also studied the eﬀect
the pulse shape has on the spurious response.
7.3 Enhanced Sensing
With our acquired understanding of ﬁnite-duration-pulse eﬀects we suggested several pro-
tocols to enhance the capabilities of sensing experiments. First we showed we could se-
lectively suppress or amplify spurious signals by shifting all pulse phases by some global
phase. The suppression is useful to remove ambiguities in the classiﬁcation of nuclear spin
signals and the ampliﬁcation is useful when exploiting the natural sharpness of spurious
dips to obtain an increased resolution in sensing experiments. Next we showed how to
universally suppress spurious signals by randomising the global phase between sequence
repetitions. This protocol universally suppresses all spurious dips in the coherence trace
and is universally applicable to any choice of pulse sequence.
We also applied Floquet theory to understand how the YY8 sequence [44] suppresses
spurious signals. We pointed out that the sequence can still present spurious signals if a
detuning is present but showed that our universal scheme for suppressing spurious signals
is also applicable in this case.
7.4 Detunings and Finite Pulses
We analytically modelled the eﬀect of detuning errors in ﬁnite-duration-pulse DD exper-
iments. Unlike for the instantaneous pulse assumption, the detuning error can have an
eﬀect on the dynamics and coherence response. We showed how the XY8 spurious dips
can be ampliﬁed and the CPMG expected signal can be split. Strikingly, we demonstrated
that the CPMG signal can be signiﬁcantly suppressed just by the inhomogeneous broaden-
ing due to the nuclear spin bath. We modelled these experiment by expanding the Magnus
expansion approach [38, 37] to include the generalised modulation functions that describe
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ﬁnite duration pulses.
7.5 Future Work
Future research building on the work presented in this thesis would surely include a study
of the ﬁnite-duration-pule eﬀect on the detection of larger clusters of nuclear spins and
the combined sensor-cluster dynamics. Detection of spin dimers has been demonstrated
with the nitrogen vacancy [17, 18] and an interesting question is: do spin dimers present
spurious signals also? Of course including detuning errors (from the host nitrogen or
inhomogeneous broadening) in this study would be essential for an accurate analysis. A
natural extension of considering larger spin clusters is to study the ﬁnite-duration-pulse
eﬀect on the coherence lifetime of a sensor coupled to an entire spin bath. The available
correlated cluster expansion methods [158] for modelling qubit-bath interactions assume
instantaneous pulses and it would be worthwhile expanding these techniques to include the
ﬁnite pule duration.
Our study of the Si:Bi system revealed a highly tunable sensor, with optimal working
points - regions where the eﬀective sensor-target coupling is reduced resulting in sharper
coherence dips that are valuable for their increased resolution. Future work could include
a search to look for these optimal working points in the nitrogen vacancy center or other
developing defect systems.
The results presented in Chapter 6 - modelling the detuning error in ﬁnite-duration-
pulse experiments - raise some further questions for future study. It would be beneﬁcial
to quantify the CPMG dip splitting and suppression and this requires an analysis of the
generalised modulation function resonances. The presented model is also applicable for
studying the ﬁnite-duration-pulse eﬀect on classical signals and it would be interesting to
compare the diﬀerence between the quantum and classical signatures. Several other out-
standing questions present themselves: How does the Magnus expansion analysis compare
with the Floquet analysis? How does the Hermite pulse achieve its suppression of spurious
signals and is this robust to pulse errors? Can we quantify the noise introduced in the
randomisation protocol for universally suppressing spurious signals?
The work presented in this thesis provides the necessary basis and tools to answer
all these questions as the emerging quantum technology of dynamical decoupling based
sensing progresses towards the realisation of functionalised nanoscale NMR and MRI.
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A | 2-D Spin Dynamics
A general static 2-D spin Hamiltonian is given by Hˆ = h · Iˆ where Iˆ = (Iˆx, Iˆy, Iˆz) =
1
2(σˆx, σˆy, σˆz). (An identity term, a0Iˆ, could also be present but this has no eﬀect on the
dynamics so can be ignored.) The ﬁeld h represents an arbitrary magnetic ﬁeld felt by
the spin and can be written in Cartesian and polar coordinates as h = (hx, hy, hz) =
r(sin θ cosφ, sin θ sinφ, cos θ) = rnh where |nh| = 1. The Hamiltonian can be diagonalised
thus
Hˆ =
 cos θ2 −e−iφ sin θ2
eiφ sin θ2 cos
θ
2

 r2 0
0 − r2

 cos θ2 e−iφ sin θ2
−eiφ sin θ2 cos θ2
 . (A.1)
The evolution operator for this Hamiltonian is given by Uˆ(t) = exp(−iHˆt) = exp(−ih ·
Iˆt) = cos( rt2 )Iˆ− i sin( rt2 )(nh · σˆ) and can be diagonalised thus
Uˆ(t) =
 cos θ2 −e−iφ sin θ2
eiφ sin θ2 cos
θ
2

e−i rt2 0
0 e+i
rt
2

 cos θ2 e−iφ sin θ2
−eiφ sin θ2 cos θ2
 . (A.2)
Clearly the Hamiltonian and its evolution operator share the same eigenstates which
are aligned or anti-aligned with the applied magnetic ﬁeld, h. If the initial state is not an
eigenstate of the Hamiltonian then it will precess about the magnetic ﬁeld with angular
frequency r.
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B | Rotating Frames
Here we detail the transformation of a general Hamiltonian, Hˆ(t), to a frame rotating under
a general reference Hamiltonian, Hˆr(t). The Schrödinger equation governing dynamics in
the original frame is
i
∂
∂t
|ψ(t)〉 = Hˆ(t) |ψ(t)〉 . (B.1)
To transform to the rotating frame we let
|ψ(t)〉 = Uˆr(t) |ψ′(t)〉 , (B.2)
where Uˆr(t) = Tˆ exp(−i
∫ t
0 Hˆr(s)ds) is the reference evolution operator and |ψ′(t)〉 is the
state in the rotating frame. Substituting Eq. (B.2) into Eq. (B.1) we obtain
i
∂
∂t
(Uˆr(t) |ψ′(t)〉) = Hˆ(t)Uˆr(t) |ψ′(t)〉 , (B.3)
(i
∂
∂t
Uˆr(t)) |ψ′(t)〉+ Uˆr(t)(i ∂
∂t
|ψ′(t)〉) = Hˆ(t)Uˆr(t) |ψ′(t)〉 , (B.4)
(Hˆr(t)Uˆr(t)) |ψ′(t)〉+ Uˆr(t)(i ∂
∂t
|ψ′(t)〉) = Hˆ(t)Uˆr(t) |ψ′(t)〉 , (B.5)
(B.6)
where we have made use of the product rule for diﬀerentiation and the fact that i ∂∂t Uˆr(t) =
Hˆr(t)Uˆr(t). Next we rearrange the equation and pre multiply by Uˆ
†
r (t) to obtain
i
∂
∂t
|ψ′(t)〉 = Uˆ †r (t)[Hˆ(t)− Hˆr(t)]Uˆr(t) |ψ′(t)〉 (B.7)
≡ Hˆ ′(t) |ψ′(t)〉 . (B.8)
This is the Schrödinger equation for the dynamics in the rotating frame and reveals the
transformed Hamiltonian, Hˆ ′(t) = Uˆ †r (t)[Hˆ(t)− Hˆr(t)]Uˆr(t).
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C | Spin-1/2 CPMG Evolution
The free evolution under Hˆu,d = hu,d · Iˆ where hu,d = ωu,d(sin θu,d, 0, cos θu,d) is given by
Uˆ
(0)
u,d(t) = exp(−iHˆu,dt) = cos(
ωu,dt
2
)Iˆ− i sin(ωu,dt
2
)(sin θu,dσˆx + cos θu,dσˆz), (C.1)
as discussed in the previous section, App. A.
The Hahn echo evolution operators are then given by Uˆ (1)u (t = 2τ) = Uˆ
(0)
u (τ)Uˆ
(0)
d (τ)
and Uˆ (1)d (t = 2τ) = Uˆ
(0)
d (τ)Uˆ
(0)
u (τ). Computing the matrix product we ﬁnd that
Uˆ (1)u (t = 2τ) = A0Iˆ− i(Axσˆx +Ayσˆy +Azσˆz), (C.2)
Uˆ
(1)
d (t = 2τ) = A0Iˆ− i(Axσˆx −Ayσˆy +Azσˆz), (C.3)
where
A0 = cos
ωuτ
2
cos
ωdτ
2
− sin ωuτ
2
sin
ωdτ
2
cos(θu − θd), (C.4)
Ax = cos
ωuτ
2
sin
ωdτ
2
sin θd + cos
ωdτ
2
sin
ωuτ
2
sin θu, (C.5)
Ay = − sin ωuτ
2
sin
ωdτ
2
sin(θu − θd), (C.6)
Az = cos
ωuτ
2
sin
ωdτ
2
cos θd + cos
ωdτ
2
sin
ωuτ
2
cos θu. (C.7)
The one-period CPMG evolution operator can then be constructed via Uˆ (2)u (t = T =
4τ) = Uˆ
(1)
u (2τ)Uˆ
(1)
d (2τ) and Uˆ
(2)
d (t = T = 4τ) = Uˆ
(1)
d (2τ)Uˆ
(1)
u (2τ). Computing the matrix
product we ﬁnd that
Uˆ (2)u (T ) = a0Iˆ− i(auxσˆx + auzσˆz), (C.8)
Uˆ
(2)
d (T ) = a0Iˆ− i(adxσˆx + adzσˆz), (C.9)
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where
a0 = A
2
0 −A2x +A2y −A2z (C.10)
= cos
ωuT
4
cos
ωdT
4
− sin ωuT
4
sin
ωdT
4
cos(θu − θd),
aux = 2(A0Ax +AyAz), (C.11)
adx = 2(A0Ax −AyAz), (C.12)
auz = 2(A0Az −AyAx), (C.13)
adz = 2(A0Az +AyAx). (C.14)
The evolution operator can then be diagonalised to obtain the Floquet states and
quasienergies
Uˆ
(2)
u,d(T ) =
cos θ
F
u,d
2 − sin
θFu,d
2
sin
θFu,d
2 cos
θFu,d
2

exp(−iT ) 0
0 exp(+iT )

 cos θ
F
u,d
2 sin
θFu,d
2
− sin θ
F
u,d
2 cos
θFu,d
2

(C.15)
= cos T Iˆ− i sin T (sin θFu,dσˆx + cos θFu,dσˆz), (C.16)
where the Floquet states can be read from the columns of the ﬁrst matrix and the quasien-
ergies are 1 = −2 ≡ .
The evolution can be described by an eﬀective Hamiltonian, Uˆ (2)u,d(T ) = exp(−iHˆeﬀu,dT ),
where Hˆeﬀu,d = h
eﬀ
u,d · Iˆ and heﬀu,d = 2(cos θFu,d, 0, sin θFu,d) so that although the full dynamics
within the pulse unit follows some complex path, at stroboscopic times it is equivalent to
the rotation of the initial state around the eﬀective ﬁeld with angular frequency 2.
Comparing equations Eq. (C.16) and Eq. (C.8),(C.9) we ﬁnd that the Floquet quasien-
ergy can be obtained from
cos T = cos
ωuT
4
cos
ωdT
4
− sin ωuT
4
sin
ωdT
4
cos(θu − θd) (C.17)
and the Floquet state angles are given by
tan θFu,d =
au,dx
au,dz
. (C.18)
Substituting the Floquet quasienergies and states into the equation for the sensor re-
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sponse (Eq. (3.15)) gives
L(NpT ) = 1− 2 sin2 (NpT ) sin2
(
θFu − θFd
2
)
, (C.19)
with sensor coherence dips appearing when θFu − θFd = pi. i.e. when the eﬀective ﬁelds,
heﬀu,d, are antiparallel.
Deﬁning the Floquet phase as ε = T , which is the phase accumulated by the upper
state during each period, one can express the sensor response in terms of the Floquet phase
entirely, essentially removing θFu,d from the expression. Starting with
sin2
(
θFu − θFd
2
)
=
1
2
(
1− cos(θFu − θFd )
)
(C.20)
=
1
2
(
1− (cos θFu cos θFd + sin θFu sin θFd )) (C.21)
=
1
2
(
1−
(
auzadz + auxadx
1− a20
))
, (C.22)
where in the last line we have used that cos θFu,d = au,dz/
√
1− a20 and sin θFu,d = au,dx/
√
1− a20.
Next we utilise the expressions Eq. C.11 to ﬁnd
sin2
(
θFu − θFd
2
)
=
A2y
A20 +A
2
y
. (C.23)
Finally we use that a0 = cos(ε(T )), A0 = cos(ε(T/2)) and a0 = 2(A20 +A
2
y)− 1 to obtain
L(NpT ) = 1− 2 sin2 (Npε(T ))
[
cos2 (ε(T )/2)− cos2 (ε(T/2))
cos2 (ε(T )/2)
]
, (C.24)
which is completely determined by the Floquet phase, ε. The dip condition in this case is
satisﬁed when ε(Tdip/2) = pi/2.
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