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1. INTRODUCTION 
In this paper, we shall study asymptotic behavior concerning solutions of 
the nonlinear integrodifferential equations: 
2(t) - n(O) + St a(s)g(x(s)) ds = h(t), t E [O, co) (1) 
0 
where “dot” denotes differentiation with respect to t. In particular, we are 
interested in establishing bounds for solutions of (1) in terms of the forcing 
term h(t). In case a E C[O, co), lz E CIO, co), and g E C(- co, co), Eq. (1) 
is equivalent to the integral equation 
.x(t) = x(O) + et(O) + H(t) - 1: (t - s) a(s)g(x(s)) ds (2) 
and the differential equation: 
qq + a(t) g(@> + H(f)) T- 0, 
where 
(3) 
u=x--H and H(t) = Jt h(s) ds, t E [O, co). 
0 
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If h is in addition absolutely continuous on bounded intervals, then (I) is 
cquivalcnt to the differential equation 
where e(t) = d(t). 
i(t) 7 a(t) j&x(t)) e(t), (4) 
Equation (I) and its equivalent forms (2) and (3) arc treated by Hastings [2], 
who discusses the asymptotic behavior of X(I) as t -+ ,co. Marc general equa- 
tions than (I) have been u-idcly discussed, see for example Nohel [6], in 
particular delay integrodifferential equations, SW for example Levin and 
Nohel [7]. Equation (4) has been discussed in a slightly more general form 
by Liang [9]. In case a(t) L constant, bounds for solutions of (4) have been 
obtained by Putzer [ll] who also shovvs that these bounds are in a certain 
sense best possible. When e(t) == 0, the literature on Eq. (4) is voluminous, 
for boundedness results SW Waltman [12], Wang [17], and the references 
cited there. Equation (1) arises from the study of nonlinear oscillator in 
acoustics; see Potter [IO] for an account of probabilistic and practical aspects 
of (1). Bounds and asymptotic bounds for more general second-order systems 
than (1) have recently been given by Hastings [4]. Our primary intcrest 
here is to derive bounds and asymptotic bounds for solutions of (1). We 
assume throughout that a, CI andg are continuous with respect to their domains 
of definition. Whenever applicable, integrals j[l,f(s) ds will be abbreviated as 
Cf. 
2. BOUNDS AND INTEGRAL INEQUALITIES 
In this section, we shall use the method of integral inequalities to establish 
bounds for solutions of (1). 
LEMMA 1 (Bihari [I]). 
(i) x and v are nonnegative continuous functions on [0, T), and 
(ii) f is a positive nondecreasing continuous function on (0, CO) such that 
where 7 is a positive constant, then 
x(t) < Q-l p(9) -7 ,I v) t E LO, 4, 
where 
Q(u) = I:, f , u > u, > 0, 
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and G-1 is the inverse function of CD and 
T1 = sup 
( 
t E [O, T) : @(CO) 3 ~(4 T j: vj . 
THIXIREM 1. If f is a positive nondecreasing continuous function on (0, CO) 
such that I g(4 I <f (I * I), x E (- ‘x), co), x f 0, then any solution x(t) of (1) 
may be continued throughout [0, TJ and satisfies 
I x(t) I G Q-l (@ (I ~(0) I + /I 1 dxo I) -I- J: (t --- s) 1 a(s) ] ds) , (5) 
for all t E [0, T.J, where @ and 0-l are as dejked in Lemma 1, 
x,(t) = x(0) + t*(O) + fqt), it I dx, I := 1’ , R(0) + h(s) ’ ds 
“0 0 
is the total variation on [0, t] of x0 , and [0, T.J is the largest interval on which 
the right-hand side of (5) is defined. 
COROLLARY (1.1). If in Theorem I, f (I x 1) = I x ilerr, 0 < (Y < 1, then 
any solution of (1) satisfies 
! x(t) I < [(i ~(0) I + 1: I dxo I)’ + a 11 (t - s) I a(s) I ds)]lia (6) 
for all t > 0. 
COROLLARY (1.2). If in Theorem I, f( 1 x I) = , x !a, p > 1, then any solu- 
tion of (1) satisjes (6) for p > 1 p rovided the right-hand side of (6) is defined 
andforp = 1, we have 
I 4t> I G (i 40) I + 11 I k I) exp (j: (t - 4 I 44 I ds) 
for all t 3 0. 
(7) 
PROOF OF THEOREM 1. Equation (2) implies 
I x(t) I G I 40) I + Jo I dxo i + 11 (t - S) I 44 I f(l X(S) I) h 
< I 40) I + j’ I dx, I + I’ G” - 4 I 44 I.01 4s) I) h 
0 0 
for all t 5. [0, T), whcrc 10, 2’) is an> interval on which s exists. IIence bv 
Lemma I I 
for t E [0, 7’) provided that 0 - ?’ ::. ~a , If 1’ c [0, r2), then (2) and (8) imply 
that lim, ‘r- .r(t) ~(7’) exists, (5) holds at t =- II’ and x may be continued 
to the right of 7’. Since T is arbitrary in [0, ~a), wc conclude that x(t) may 
be continued throughout [O? ~a) and it also satisfies (5) for all t zz: 0. 
Combining Corollaries 1 and 2, w-c can sharpen an aspmptotic bound 
given in [2] (Theorem 3) as follows: (\Ve remark that the original statement 
in [2] is in error and is corrected in [3]. A similar but erroneous result is 
given in Zhang [ 171, corrected and extended by [ 161, Theorem 3.) 
THEOREM 2. If I g(x) ! 2: ; x 1-a for 0 Gi a s:. 1, then ecery soEution of (1) 
sa tisjes 
.+) = 0 [t + t J-1 I h , + t (If +a 1 a(s) dsjl”] , 
0 
PROOF. Let X(t) = [l/(t + l)] 1 x(t) 1 . We may easily estimate (2) as 
follows: 
X(t) < i x(O) i + I n(O) 1 + 1’ 1 h(s) 1 ds + It (S + l)l+= ] a(s) 1 (X(S))~-~ ds. 
0 0 
Applying Corollary (l.l), one easily obtains (9). 
In case (y. = 1, we need only to remark that the bound given in (7) of 
Corollary (1.2) implies the asymptotic bound of [2] (Theorem III). When 
g(x) = x, results of this type can in fact be traced back to Hille [5] (Theorem 3, 
p. 239) where essentially similar arguments were used. Our result also includes 
a result of Waltman [13] as a special case, (cf. [15]). 
We note that the bounds given in (5), (6), (7), (9) involves the non- 
decreasing function 
I 40) I + j’ I 4 I 
0 
as an upper bound for 1 x,(t) 1 . This is necessary in order to use Bihari’s 
inequality, where 77 is a constant. In case one wishes to establish sharper 
bounds involving I H(t) 1 instead of si 1 h(s) ) ds, this difficulty may be 
obviated by using the following extension of Bihari’s inequality: 
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LEMMA 2. If 
(i) x, vu and v are positive continuous functions on [0, T), and 
s,~~)th,ft 
is a 
* t 
osi ive, nondecreasing, subadditive, continuous function on (0, 0~)) 
x(t) 2; v”(t) -+ j: vf (x), t E [O, T), 
then 
x(t) <Q(t) -!- D-l p (j,: vf(v,)) + j: v] ,
t E [0, TJ where 0 and D-l are given as in Lemma 1 and 
TX = sup It E [O, T) : CD@) > 0 (,I vf (Q)) $ J: VI . 
The proof of the above lemma is similar to that of Lemma I, and hence 
will be omitted. Using Lemma 2, we can prove similar to Theorems 1 and 2 
the following sharper bounds involving 1 II(t) 1 instead of 
j: I 4s) I ds. 
THEOREM 3. If ; g(x) 1 <f(! x I), and f is given as in Lemma 2; then any 
solution of (1) may be continued throughout [0, 71) and satisjes 
I x(t) I G I x0(t) I + @-I b (( (t - 4 I 4s) If (i x,,(s) I) ds) 
+ j: (t - s) I 44 I ds] 9 (10) 
where 0 and @-l are as in Lemma 1 and [0, r4) is the largest interval on which 
the right-hand side of (10) exists. 
COROLLARY (3.1). If I g(x) 1 < I x Il-~, 0 < (Y < 1; then any solution of (2) 
sa tisjies 
I x(t) I < I x,(t) I + I(/: (t - 4 I 4.4 I I .W ?a dslm 
I a j: (t - s) I a(s) 1 dsl”’ (11) 
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A similar result as that of (7) in C’orollarv (I .2) in the linear case when 
iy = 1 can bc formulated. \\-e omit the details. 
THEORE\I 4. lf : g(x) ! I s l-l, 0 s.. I~ - 1, then every solution of (1) 
satisfies 
x(t)=O[t- ;lI(t);T-t (“(iIf,’ 7;~~) -~-tjjt.~l-“,~(s),ds)l’~] (12) 
* 0 \” o 
ast-+33. 
We note that (12) . is in some instances stronger than (8), in particular, when 
s cc 1u(s) 1 ds < co. 0 
The bound established in the above Theorem seems to be what Theorem III 
of [2] is originally intended for (Cf. [3]). 
3. BOUNDS AND ENERGY FUNCTIONS 
In the above section, we are mainly interested in establishing bounds for 
solutions of (I) under the effect of both 1 a 1 and g ] where no sign restrictions 
are imposed. Henceforth we will establish bounds of solutions of (1) by 
making sign and other restrictions on u and g. In this case, we may introduce 
suitable energy functions involving solution r(t) and use it in establishing 
bounds and asymptotic bounds for x(t). No proofs will be given for assertions 
about the continuation of solutions of (1) since they would essentially be the 
same as the proof of a similar assertion in Theorem 1. 
It is shown in the main theorem of [2] that if g(x) is a nondecreasing odd 
function which is positive for x > 0 and if a(t) is absolutely continuous on 
bounded intervals with 
then any solution x(t) of (1) can be continued throughout [0, CO) and 
w = 0 ( 1 + ,: ! h(s) 1ds) 
as t -+ 03. In the following theorem, we shall relax the condition on u(t). 
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THEOREM 5. Let the following conditions hold: 
(i) u(t) is positive and absolutely continuous on bounded intervals, and 
(ii) g(x) is an odd nondescreasing continuous function on (- co, CO) such that 
x&> > 0 whenever x # 0. (13) 
Then any solution x(t) of (1) may b e continued throughout [0, CD) and there exists 
a nonnegative constant y, depending on k(O), such that 
I x(t) I G (y -+ I 40) I + 3 j: I h I) exp (j: +) . (14) 
PROOF. Let [a, ,9) be any subinterval of [0, co) which contains no zeros of 
k(t) - h(t). On this interval, (1) is equivalent to the differential equation: 
qq + a(t)&? (u(t) + j: h) = 0, (1% 
where u(t) = x(t) - Ji h. For any fixed T E [01, /3), and all t E [CX, T], we also 
have 
ti(t) ii(t) 
I 
+ a(t) g (u(t) - (sgn c(t)) jT I h I) 1 6 0. (16) 
a 
On the interval [(.y, T], define the following Lyapunov-like function: 
Vt, T) = ($$f + G (u(t) - (sgn i(t)) SI I h 1) (17) 
for t E [LU, T], where G(x) = SF’ g. Then it is easily verified by (16) and (17) 
that 
@t, T) = C(t) (f$i + g (u(t) - (sgn zi(t)) j: ! h I)) - ‘$I$$$ 
< a) - V, T), a(t) 
hence 
V(t, T) < V(l(~r, T) exp (1: $) . 
In particular when t = T in (18), we have 
V(t, t) < V(a, t) exp (jl$) . 
(18) 
(19) 
Consequently, 
where G(y) - [(ti(~x))~/2a(a)], (notice that y = 0 if $01) =- h(a)). Note that 
G(x,) 5: hG(x,), h > 1 implies that ; x1 ; :.:: h ( xe / . Hence, 
from which it follows 
i x(t) I < [y@(O)) + I 44 / + 3 j” I h I] exp (I”$) - a ‘Y (20) 
Suppose that k - h has finite number of zeros in any compact interval. Let 
t, .= 0, and {tn} be the successive zeros on [0, CD) of ti - h. Then by (20), 
I x(t) I 9 [MO)) + I 40) I f 3 j: I h I] exp (J: $) (21) 
holds for t E [to , tr]. We can show that (14) holds by induction. Suppose that 
(21) holds if t E [t,-, , t,], then for t E [t, , t,,,], 
+ [3 5: I h i] exp (J: :) 
” 
d [NON + I 40) I + 3 ,: I h I] exp 0::) * 
Hence (21) holds for ail t > 0. On the other hand, suppose that 7 E [0, 00) 
is a finite limit point of zeros of .+ - h. Note that when ti(t,J = 0, 
s 
f” 
ug(x) = r(0); 
0 
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and also that between any two zeros of ii(t) there is a zero of a(t)g(x(t)) 
and hence a zero of x(t) on account of (I 3). In particular X(T) == 0, (cf. [2]), 
and so the induction argument may bc continued to the right of 7 as before. 
This completes the proof. 
COROLLARY (5.1). Under th e assumptions of Theorem 5, every solution of (1) 
satisfies : 
x(t) = 0 (1 + J‘: 1 h I) exp (.i: :) as t + co. (22) 
The bound given by (22) in Corollary (5.1) extends Hastings’ main 
result ([2], Theorem 1; cf. also [3]). 
LEMMA 3 (Li [8]). If 
(i) x, v, and w are nonnegative continuous functions on [0, T) and 
(ii) 71 and cx are constants, 7 > 0, Q < 1 such that 
then 
where 
x(t) < 7j + ,: vx + 1” (wxl-“), t E [O, T), 
0 
40 f E(t) w,(t), t E [O, 4, 
E(t) = exp (1’ v) , 
0 
WOO> = 7) exp (J: w) , 
JvJt) = (y + a J; (nw~))l’a, a # 0, 
and 
(e.g., -rg = 7 when 0 < 01 < 1). (Since no proof of this lemma is given in [8], 
we refer the reader to [14] for a more accessible proof.) 
THEOREM 6. Let the following conditions hold: 
(i) a(t) is positive and absolutely continuous on bounded intervals, 
(ii) I g(x) I < f (I x I), if .1c + 0, where f is a positive nondecreasing con- 
tinuous function on (0, c0), 
(iii) - CO < y. = inf{G(x) : x E (- co, co)}, where G(x) = cg, and 
(iv) f (K(y)) G kylma for ally 2 y1 2 0 where K(y) = sup{1 x ] : y > G(x)} 
and k, OL are constants with k 2 0, OL < 1. 
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Then every solution x(t) of (1) may b e continued throughout [0, T,J and 
satisfies 
and 
where 
1 k(t) 1 < i h(t) 1 -j- (2a(t) E(t) Wa(t))1!2, t E [O, To), (24) 
I = exp (j: $) , Mb(t) = 7 exp (j: I h i j , 
w,(t) = (v + CA j: (I h I E-q’=, a # 0, 
rl = &CW) - W))2 + G(W) + yl- yo 9 
and [0, TJ is the largest interval on which the right-hand side of (23) and (24) 
are defined (e.g., if 0 < a < 1, then 76 = CO). 
COROLLARY (6.1). Under the assumptions of Theorem 6, every solution of 
(1) satisfies 
I 44 I d I 40) I + 1: [I h I + (2aEW,Y21, t E [Q 7s). (25) 
This follows by a simple integration of (24). 
COROLLARY (6.2). If a(t) satisfies condition (i) of Theorem 6 and there exist 
constants A, 6 and c such that 
0 < b < I x I-d q(x) < c for all x, 
where A > 1; then 
I 44 I d [ (; 9yA + $ j: (I h I E-l] (E(W, 
I n(t) I < I h(t) 1 + [$I’ + + (i)l’* 11 (I h ( E-l/~)]h’* (2a(t) E(t))‘/” 
for all t > 0, where 
‘) = & MO) - WW2 + + 1 x(o) lA 
a?td 
E(t) = exp (ji+) . 
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Bounds given in (21~) follows from Theorem 6 by takingf( I x I) = c : x IA-l 
and G(x) > (b/h) I x :A in (23) and (24). In this case, K(y) .< [(h/b)y]ljA for 
y > 0 andf(K(y)) < c[(hjb) y]l-o/“); hence K = c(h/b)l-(l’*), 01 == (l/X) and 
-r. = cc (since 0 < 01 < I). 
Corollary (6.2) is in practice considerably stronger than Corollary (5.1). In 
fact, the condition of Corollary (6.2) need only to hold for 1 x j > x0 > 0, 
whereas in Theorem 5 and its corollaries it is crucial that g(.r) = 0 if and 
only if x =-: 0. Nevertheless, Theorem 6 is not itself a stronger result than 
Theorem 5 in general since there exist functions g satisfying (2) which do not 
satisfy (iv) of Thcorcm 6 for any 01 or arc such that 01 < 0 so that Theorem 6 
fails to hold throughout [0, co). One such function g(x) (may be defined as 
follows: for K = 0, 1,2,... denote 
dk = IO-lo'@+ 
and define g(0) = 0 and by induction 
g(h) = 101++, g(h + 4) = 1O1o’ox+1, 
g(x) = g(K), K - 1 + dkml < x < k, and linear between k and K + dk . It is 
not difficult to see that 
G(h + d/J = O(KIO’olol) 
and g(x) f O(G(X))~ for any 01 > 0. However if g(x) is defined by 
d-4 = -d x If or x < 0, it satisfies condition (13). 
COROLLARY (6.3). Ifg( ) x is an odd nondecreasing function which is positive 
avhen x is positive and 
g(x) < k[G(x)ll-a, for x>x,>o (27) 
where (Y < 1, and ;fa(t) satisfies condition (i) of Theorem 6, then con&ions (23), 
(24) hold for every solution of (1) with K = G-l, where G-l is the inverse func- 
tion of G = G(x), x 2 0. 
In this case (27) and (iv) of Theorem 6 are equivalent. A sufficient condition 
for an odd nondecreasing function g(x) which is positive when x is positive 
to satisfy (27) is that g(x) < x[g(vx)]r-a, 0 < v < 1 for x > x0 > 0. In this 
case K = c(x,,( 1 - v))l-O. For example, if g(x) is subadditive or concave, this 
latter condition holds with c = 2, v = 4 , OL = 0. Examples of functions 
satisfying (27) and fail to satisfy (13) are: 
g(x) = [C-l- l ; z 1 < 1 
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and 
with R(- x) = -R(X) for x > 0. Finally we close our discussion with a 
proof of Theorem 6. 
PROOF OF THEoREhI 6. Consider u(t) -: x(t) - N(t) and define 
v(‘(t) =g + G@(t) + H(t)) + y1 _ y. (28) 
for all t 3 0. Note that V(t) 3 y 1 > 0. Differentiating (28), we have 
Since ii + ag(u + H) = 0 from (3), and - -i d(zi/a)2 < (&/a) V from (28); 
also / u + H 1 -< K(V) from (28), (iii) and (iv), hence 
I Mu + fl) I B I h If(i u + HI) ; h If(K(V) < I h I /ZP~ 
so that 
Therefore by Lemma 3, V(t) < E(t) W,(t), t E [0,7J, and (23), (24) follow 
since I x j = u + H j < K(EWJ (K nondecreasing), and 
1 2 - h 1 = I ti 1 < (2aV)1’2 < (2aEWJ~‘~. 
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