Abstract. We study the affine recursion Xn = AnXn−1 + Bn where (An, Bn) ∈ R + × R is an i.i.d. sequence and recursions Xn = Φn(Xn−1) defined by Lipschitz transformations such that Φ(x) ≥ Ax + B. It is known that under appropriate hypotheses the stationary solution X has regularly varying tail, i.e.
1. Introduction 1.1. Random difference equation. Lipschitz iterations considered in this paper are modeled on the affine recursion, usually called in the literature the random difference equation. This is the Markov process {X n } on R defined by the formula (1.1) X n = A n X n−1 + B n , n ≥ 1, where (A n , B n ) ∈ R + ×R is a sequence of i.i.d. (independent identically distributed) random variables and X 0 ∈ R is an initial distribution. If E log A < 0 and E log + |B| < ∞, the sequence {X n } converges in law to a random variable X, which is the unique solution to the random difference equation (1.2) X = d AX + B, X independent of (A, B);
see [21] . The celebrated result of Kesten [17] and Goldie [12] is the following Theorem 1.3. Assume that E log A < 0, EA α = 1 for some α > 0, E[|B| α + A α log + A] < ∞ and the law of log A is non-arithmetic. Then Moreover, C ∞ = C + + C − > 0 if and only if (1.5) P[Ax + B = x] < 1 for every x ∈ R.
Affine type Lipschitz recursions.
In his paper Goldie studied not only the affine recursion but also some slight modifications of it like the extremal recursion X n = max{A n X n−1 , B n }, n ≥ 1 or the Letac model X n = max{A n X n−1 + B n , A n C n + B n }, n ≥ 1 and he observed that (1.4) holds also in this extended setting. More generally, one can consider the iterated functions system (IFS), i.e. recursions of the type (1.6) X n = Ψ n (X n−1 ), n ≥ 1, where Ψ n is a sequence of i. [20] . Sufficient conditions for existence of the stationary distribution were provided by Diaconis, Friedman [8] and Elton [11] . As in the affine case, X n converges in distribution to X, which is the unique solution to the stochastic equation
However, to describe the tail of X some further assumptions are needed. Usually one assumes that Ψ(x) is close to the affine mapping Ax + B, then under the Cramer condition on A, Alsmeyer [1] and Mirek [20] described the tail of X and proved (1.4). However positivity of the limiting constant was proved only in a very particular cases. Our aim is to fill this gap.
Main result
A temporally homogeneous Markov chain {X n } n≥0 on R is called iterated function system of iid Lipschitz mapps (IFS), if it satisfies a recursion of the form (2.1) X n = Ψ(ω n , X n−1 ), for n ≥ 1, where • X 0 , {ω n } n≥1 are independent random elements on a common probability space Ω, • {ω n } n≥1 are identically distributed and taking values in a measurable space Θ, • Ψ : Θ × R → R is jointly measurable and Lipschitz continuous in the second argument i.e. Ψ(ω, x) − Ψ(ω, y) ≤ C ω |x − y|, for all x, y ∈ R, ω ∈ Θ and a suitable C ω > 0. We will also write X n = Ψ n (X n−1 ) for short. Then
then X n converges in distribution to a random variable X, which does not depend on X 0 and it satisfies (1.7). In this paper we consider IFS that can be estimated from below by the random affine transformation
for some random pair (A, B) ∈ R + × R. Without loosing generality we can assume B < 0 a.s. Thus parallel to process {X n } one can define the iteration X n+1 = A n+1 X n + B n+1 . A simple induction argument proves that for every n (2.3) X n ≥ X n a.s.
We assume that the random pair (A, B) satisfies hypotheses of Theorem 1.3. This implies, in particular, that X n converges in distribution to X, a solution to (1.2), which must be negative a.s. and such that
The Cramer condition on A implies, in particular, that
Our main result is the following Lemma 2.6. Suppose that (2.2) and the assumptions of Theorem 1.3 are satisfied. Assume further that E log L(Ψ) < 0 and E log
The lemma may seem technical, but as we will see in Section 3, for concrete examples it reduces the problem of positivity of the limiting constant to unboundedness of the support of the stationary measure.
Remark 2.1. Let ν be the law of X. Suppose that
which happens for instance when Θ is a metric space and Ψ is jointly continuous (see section 3.3). Then condition (2.2) may be replaced by a weaker one
and the Lemma still holds.
Proof of Lemma 2.6.
Step 1. First we prove a stronger version of inequality (2.3). Let ω = (ω 1 , ω 2 , ...) be a generic element of Ω and let θω = (ω 2 , ω 3 , ...) be the shift operator. Given a pair (a, b) ∈ R + × R we denote by
the affine action of (a, b) on R. Then the process {X n } can be written as
Let {Y x n } be the associate backward process defined by
see [8] , and it has the distribution law ν. By (2.2) for every n
Then, by (1.7) and (2.2), for every n (2.9)
Notice that Y(θ n ω) ∈ suppν so if (2.7) holds then (2.2) may be replaced by (2.8) and the same argument goes through.
Step 2. Now let
Using Y n ≥ Y, we prove that there are C and δ > 0 such that for large t
By (2.4) and (2.5), for large t, we have
= P Π n > t for some n = P Π n > t for some n and Y ≤ −Ct + P Π n > t for some n and Y > −Ct
Choosing large C enough we obtain (2.10).
Step 3. Since Y is unbounded at +∞
In view of (2.4), (2.9) and (2.10), for large t we have
This proves the lemma.
Applications of Lemma 2.6
In this section we study a few examples when Θ is a metric space and Ψ is jointly continuous. Then the support of ν -the distribution law of the stationary solution is preserved by Ψ a.s. and so (2.8) suffices to apply Lemma 2.6. 
converges to +∞. Therefore the support of ν must be unbounded.
In fact there is a more precise description of suppν. If (1.5) holds then the support of ν is either R, or a half-line, [15] , see also [6] . Moreover, the support of ν can be characterized in terms of the support of µ. No more is needed. For (a, b) ∈ R + × R such that a = 1, we denote by x(a, b) the fixed point of the action of (a, b). That is x(a, b) is the unique point such that
The following result was proved in [15] (see also Proposition 2.5.4 in [6] )
Then there is a constant c such that the support of ν contains the half-line [c, ∞).
On the other hand if P[A = 1, B > 0] = 0 and for all (a 1 , b 1 ), (a 2 , b 2 ) ∈ suppµ such that a 1 > 1, a 2 < 1 we have
then the support of ν is contained in (−∞, c] for some c ∈ R. 
3.2.
Letac's recursion. One of the recursions considered by Goldie [12] was "so called" "Letac model", see also Letac [19] :
X n = B n + A n max X n−1 , C n = max A n X n−1 + B n , A n C n + B n , n ≥ 1.
Clearly (3.4)
X n ≥ X n .
Under assumptions of Theorem 1.3 plus
but he didn't obtained necessary and sufficient conditions for positivity of C L . A sufficient condition for positivity of C L formulated there says that there is a constant c such that
A simpler sufficient condition is given in [7] :
However, the first part of (3.5) seems to be inaccurate in view of what we are going to prove below. Due to Lemma 2.6 it is sufficient to check when the support of ν -the law of X is unbounded. We prove here an appropriate condition formulated in terms of constants which can be explicitly computed knowing the law µ of the triple (A, B, C). Let 
Finally, we notice that supp ν is included in any supp µ-invariant closed set W . Indeed, if x ∈ W then Ψ(x) ∈ W a.s. so every n
Assume now that N 3 < N and let X x n be as in (1.1) with the initial condition x. Then (3.9) X x n ≥ X x n a.s. and so X is stochastically larger than X, where X satisfies (1.2). The same holds if we fix (a, b, c) ∈ suppµ and we repeat both iterations i.e.
where Ψ (a,b) (x) = ax + b. We are going to consider two cases: N 3 < N 2 and N 3 < N 1 . In the first case we can find (a 1 , b 1 , c 1 ) and (a 2 , b 2 , c 2 ) in the support of µ such that a 1 > 1, a 2 < 1 and x(a 1 , b 1 ) < x(a 2 , b 2 ). Then the support of X contains a half-line [a, ∞) and so, X is unbounded at ∞.
In the second case, let x ∈ suppν and let (a, b, c) ∈ supp µ be such that ac + b > N 3 . Then Ψ (a,b,c) (x) ∈ supp ν and Ψ (a,b,c) (x) > N 3 . Take (a 1 , b 1 , c 1 ) ∈ supp µ such that a 1 > 1 and
Since for every n, Ψ n (a 1 ,b 1 ,c 1 ) ( Ψ (a,b,c) (x)) ∈ supp ν, this set must be unbounded. A very particular form of the Letac recusion is considered in the literature, when AC + B = 0, that is X n = max A n X n−1 + B n , 0 .
Under assumptions of Theorem 1.3
Since this process has numerous applications (see e.g. [4, 7] ) positivity of C M is crucial. It is known that if P[A > 1, B > 0] > 0 then C M > 0, [4, 7] . Here we provide an optimal condition.
Proof. Notice that here N 1 = 0. According to Theorem 3.7 C M > 0 if and only if N 3 < N 2 or N 3 < 0. But N 3 < 0 means that there is (a, b, c) ∈ supp µ such that a > 1 and x(a, b) < 0 that is exactly
3.3. Iterated function systems. Alsmeyer [1] and Mirek [20] studied tails of general IFS, as defined in (1.6). Mirek assumed additionally that Θ is a metric space and for every x ∈ R, the function θ → Ψ(θ, x) is continuous. Then (2.7) holds, see [20] and so the minorisation (2.8) only on the support of ν is the right one. Moreover, Ψ in [20] is comparable to the affine recursion in the following sense: for a.e. Ψ there is a random variable (A, B) ∈ R + ×R such that
where ν is the support of X. This condition has a very natural geometrical interpretation. It means that the graph of Ψ lies between two lines Ax − B and Ax + B. This allows us to think that the recursion is close to the affine recursion.
To get the idea what is the meaning of (3.11) the reader may think of the recursion ψ(θ, x) = max{Ax, B}, where θ = (A, B) ∈ R + × R = Θ. Notice that if X 0 = x ≥ 0 then all the iterations stay positive which implies that suppν ⊂ [0, ∞). We have then
Notice that for the max recursion (3.11) is not satisfied on R, but only on [0, ∞) ⊇ suppν. In this setting Mirek proved an analogue of Theorem 1.3
Theorem 3.12. Suppose that Θ is a metric space and for every x ∈ R, the function θ → Ψ(θ, x) is continuous. Assume that ψ satisfies (3.11) and the random pair (A, B) satisfies hypotheses of Theorem 1.3. Let E log L(Ψ) < 0 and E log + |Ψ(ω, 0)| < ∞. Then X has a heavy tail and
In such generality positivity of C ∞ = C + + C − was proved only under very particular and not intuitive assumptions. Namely, s ∞ = sup{s : E|A| s < ∞}. If additionally the support of ν is unbounded, and one of the following condition is satisfied:
then Mirek [20] proved that C ∞ > 0.
Our Lemma 2.6 implies • X is unbounded at +∞ Then there is ε > 0 such that for large t
P[X > t] ≥ εP[M > t].
This lemma can be applied e.g. in the settings of a recent paper of Kevei [17] . The random difference equation (1.1) is considered there in two cases: 1) if E log A α = 1 for some α > 0, but EA α log + A = ∞; 2) there is α > 0 such that EA α < 1, but EA s = ∞ for all s > α.
Then, under some more detailed assumptions, applying the renewal type argument, Kevei [17] proved analogous results to Theorem 1.3. Of course with a slightly different asymptotic.
In the first case there is c + > 0 and a slowly varying function l(x) such that Finally notice that because of condition (4.2), our method cannot be applied e.g. to the case when the law of log M is subexponential, as considered by Dyszewski [10] .
