Purpose: Rotational coronary angiography enables 3D reconstruction but suffers from intra-scan cardiac and respiratory motion. While gating handles cardiac motion, respiratory motion requires compensation. State-of-the-art algorithms rely on 3D-2D registration that depends on initial reconstructions of sufficient quality. We propose a compensation method that is applied directly in projection domain. It overcomes the need for reconstruction and thus complements the state-of-the-art. Methods: Virtual single-frame background subtraction based on vessel segmentation and spectral deconvolution yields non-truncated images of the contrasted lumen. This allows motion compensation based on data consistency conditions. We compensate craniocaudal shifts by optimizing epipolar consistency to (a) devise an image-based surrogate for cardiac motion and (b) compensate for respiratory motion. We validate our approach in two numerical phantom studies and three clinical cases. Results: Correlation of the image-based surrogate for cardiac motion with the ECG-based ground truth was excellent yielding a Pearson correlation of 0.93 AE 0.04. Considering motion compensation, the target error measure decreased by 98% and 69%, respectively, for the phantom experiments while for the clinical cases the same figure of merit improved by 46 AE 21%. Conclusions: The proposed method is entirely image-based and accurately estimates craniocaudal shifts due to respiration and cardiac contraction. Future work will investigate experimental trajectories and possibilities for simplification of the single-frame subtraction pipeline.
INTRODUCTION
Minimally invasive treatment of cardiovascular disease (CVD) heavily relies on interventional X-ray imaging. 1 Traditionally, coronary angiograms are acquired from few viewing angles only, impeding assessment due to projective simplifications, such as overlap and foreshortening. [2] [3] [4] These limitations can be alleviated by providing physicians with 3D reconstructions of the arterial tree, which is expected to improve diagnostic assessment and interventional guidance. 1, 5, 6 Unfortunately, the low temporal resolution of C-arm cone-beam CT (CBCT) scanners inhibits straight-forward 3D reconstruction. Rotational sequences are acquired over several seconds and, therefore, are corrupted by cardiac and respiratory motion. Consequently, both motion patterns have to be incorporated into reconstruction algorithms.
Cardiac motion is highly complex but repetitive with high frequency. Instead of estimating a full 4D motion field, retrospective gating of the sequence is sufficient. After gating, only images of the same cardiac phase contribute to the reconstruction. Gating approaches are generic in the sense that they can be employed in both back-projection-type 7, 8 and symbolic reconstruction algorithms. 3, 4, 9 Moreover, the choice of low-dimensional surrogate signal is unrestricted. Simultaneously acquired electrocardiograms (ECG) are common surrogate signals. 8 , 10 Yet, image-based surrogates exist 3 and should be preferred as they encode the motion-state rather than the electro-physiologic activation.
In contrast with cardiac motion, respiratory motion is low frequency such that only very few recurrences are observed during a standard acquisition. Respiratory phase gating or binning strategies followed by cyclic registration have proved robust in image-guided radiation therapy. [11] [12] [13] [14] [15] Unfortunately, in the context of rotational angiography respiratory phase binning is impossible as it would result in a highly ill-posed problem, impeding the application of methods proposed by Sonke et al., 11 Li et al., 12 and Brehm et al. 13, 14 A prominent solution is to avoid the problem as a whole by requiring patients to hold their breath throughout the acquisition. If breath-hold is impossible or imperfect, motion estimation techniques must be applied to mitigate the corruption due to respiration and, finally, enable 3D reconstruction.
State-of-the-art methods for respiratory motion compensation in standard protocols require an initial 3D reconstruction of the structure of interest, that enables 3D/2D registration of the model to subsequent motion states. In bi-plane angiography it has been shown that this strategy allows for the estimation of 3D rotations and translations 16 but even dense 3D displacement fields can be recovered. 17 Single-plane rotational acquisitions also offer multiple views enabling reconstruction. Blondel et al. used alternating reconstruction and bundle adjustment steps to estimate detector shifts to account for respiratory motion. 3, 18 In the context of rotational angiography, however, motion estimation is far more challenging as supposedly consistent frames are acquired successively rather than simultaneously. Hence, there is no guarantee that a particular motion state is observed more than once which would prevent any uncompensated reconstruction in the first place. Aforementioned approaches are similar in that they seek to establish correspondences among different views by transformation of a 3D model. In case of non-residual, low frequency motion, the reconstruction of such initial model is challenging or even impossible, making its requirement a limiting factor for the applicability of the methods.
The good news is that the motion of the heart due to respiration is considerably less complex than cardiac motion itself. It is linearly related to diaphragm motion 19 and can be approximated as a 3D translation that exhibits its largest component in craniocaudal direction. 3, 20, 21 In practice, the craniocaudal axis of the patient aligns with the vertical detector coordinate such that the optimization for detector domain shifts should already yield substantial improvement. 3 To omit the need for initial reconstructions, we build on a recently published motion estimation technique that is applied in projection domain and optimizes for consistency among all images. The method exploits redundancies in transmission imaging to derive data consistency conditions (DCC) from the epipolar geometry. 22 Unfortunately, the method cannot be applied to truncated images as truncation inherently voids the consistency of an acquisition. Although the projection of the whole thorax is truncated, the coronary arteries do not extend beyond the fieldof-view. Separation of the contrasted coronary arteries from the remaining thorax yields non-truncated projections that could be used as input to DCC-based motion estimation algorithms. A straight-forward method to achieve material decomposition is background removal via digital subtraction. For this task, projections of the same scene without contrast enhancement are estimated from the acquired images and a segmentation mask. 23 The virtual background image is subtracted from the original projections yielding non-truncated images of the contrast agent only. Background suppression is an integral component of many vessel reconstruction methods but is usually lowlevel and used for artifact reduction only. 6 Extending its usefulness to purely projection-based motion detection and compensation is, therefore, of high relevance. In this paper, we show that virtual subtraction imaging of the coronary arteries enables consistency-based respiratory motion estimation. Epipolar consistency is used to estimate vertical detector shifts in numerical cone-beam CT simulations of an XCAT-like phantom 24, 25 and on real patient data. Finally, the high frequency component of the estimated shifts that is correlated with the superior-inferior motion of the heart during contraction 21 is used to derive an image-based surrogate for cardiac motion.
METHODS
We describe an algorithm targeted at translational motion estimation in rotational cone-beam CT angiography using epipolar consistency conditions (ECC). First, the contrasted vessels must be separated from the background via virtual subtraction imaging in order to obtain non-truncated images and, therefore, enable consistency-based processing. Second, horizontal and vertical shifts of the detector are estimated that maximize consistency among all images in the sense of epipolar consistency conditions. Finally, we extract high frequency components of the estimated motion patterns that correlate with the superior-inferior motion of the heart during contraction to derive an image-based surrogate for the cardiac phase.
2.A. Virtual subtraction imaging
Background removal is already used in many vessel reconstruction algorithms to reduce artifact or to enable sparsity priors. To this end, simple image processing techniques such as morphological closure 3 or top-hat filtering are sufficient. 8 For consistency-based processing we seek to reliably separate the contrasted vessels from the background via digital subtraction. Therefore, high fidelity estimates of the contrasted regions are needed. Subsequently, the segmented pixels are removed from the images and then filled with values that are estimated from a local neighborhood. The estimated background is then subtracted from the original projection, ideally yielding a non-truncated image of the contrasted vessels only. A schematic of the algorithm is given in Fig. 1 .
2.A.1. Segmentation
In X-ray imaging, contrasted vessels appear as narrow tubular structures that are bright with respect to the surrounding background. It seems natural to exploit this prior knowledge for segmentation in a multi-scale approach based on first and second order derivatives. The acquired images I 0 are preprocessed using the well-known bilateral filter that suppresses noise while preserving edges. 26 Let a(u,r) be the local orientation of a structure at position u 2 R 2 and scale r, and let e a be a unit vector orthogonal to the respective orientation. If the structure at u is a contrasted vessel of scale r we expect high negative gradients in the direction orthogonal to a as well as a high negative curvature along e a . Filters that enhance structures with aforementioned properties are already known in literature. We briefly restate vessel enhancement and Koller filtering following Frangi et al., and Koller et al., 27, 28 respectively. Finally, we describe a strategy to merge both responses in a binary segmentation mask. 
where I r ¼ I Ã G r , G r is a 2D Gaussian kernel with standard deviation r, I is the projection image after bilateral filtering, and * denotes convolution. The Eigenvalues of the Hessian matrix k 1=2 ; jk 1 j ! jk 2 j are related to the tubularity of an underlying structure and allow for the definition of meaningful quantities. The Blobness R b ¼ k 2 =k 1 is close to zero for tubular structures and close to unity for bright regions with similar extent in all directions, such as blobs.
The structureness S ¼
q is given by the Frobenius norm of the Hessian and is close to zero for uniform background and large in regions with high contrast. 27 Combining the two measures into a probability-like response yields the vesselness
where c 1=2 are constants that control the influence of R b and S. Tuning c 1=2 for sensitivity yields strong responses for vessels, but also for other structures with high curvature. Subsequent hysteresis thresholding and removal of small connected components suppresses isolated responses and yields a binary mask V b . To remove some of the non-vessel segmentations still included in the binary mask the Koller filter can be used. We found it to have a higher specificity than the vesselness, yet, Koller filtering only yields strong responses on the centerline of arteries. Given the Hessian H(u,r), we can compute the orientation a(u,r) of the generating structure as tanð2aÞ ¼ 2H 12 ðH 11 À H 22 Þ. For vessels with scale r we expect large negative gradients at its boundaries u AE re a , yielding the Koller filter response
Thresholding of K yields an approximation of the set of centerline points Q K ¼ fujKðuÞ [ t K g, where t K is a heuristically determined threshold. We define gðuÞ ¼ minfku À vk 2 g with v 2 Q K as the distance of position u to its closest centerline point, and merge both responses in a binary segmentation mask W such that
where c 3 is chosen to reflect the largest vessel radius to be expected. The performance of aforementioned algorithms depends on the choice of parameters that were tuned heuristically. Table I summarizes the values used for phantom and real data experiments. Finally, we define the inverse segmentation mask W, where WðuÞ ¼ 1 À WðuÞ.
2.A.2. Background estimation
The segmentation masks obtained according to Section 2.A.1 are used to remove intensity information at the locations of contrasted vessels, thereby artificially corrupting the projections. Formally, the corrupted image G is obtained by multiplying the original image with the inverse mask such that G ¼ I Á W. The acquired image after noise filtering I and the background image that we seek to estimate B are similar in that their corrupted versions cannot be distinguished:
The artificially corrupted observation G does not contain any information about the presence of contrast agent. Consequently, the estimation solely relies on the remaining structures and the resulting background estimate can be considered a virtual non-contrast image. 23 The corrupted regions of B are narrow and sparse but they are connected.
FIG. 1. Schematic of the truncation removal. A binary segmentation of the object is used to remove the corresponding pixels and the background is estimated using an inpainting method. Finally, the background is subtracted from the original projection yielding the difference image. TABLE I. Heuristically determined parameters used in the segmentation algorithms. Constant c 2 is defined using the c-th percentile of the structureness P c ðSÞ. As the Koller filter response is not normalized, t K is dependent on image domain gradients and, hence, the contrast level. Simple methods, such as morphological closure, may be rewarding for defect pixel interpolation, 29 however, in the case of background recovery they often yield patchy images with unnatural appearance. A concurrent approach proposed by Aach et al. tries to recover the missing values using spectral domain techniques. 30 According to the convolution theorem, Eq. (4) can be restated as a convolution in frequency domain g ¼ 1 N ðb Ã wÞ, where N is the number of pixels in the background image, and * denotes convolution. Both G and B are real valued such that their Fourier transforms g and b, respectively, are symmetric. Therefore, bðkÞ ¼ b Ã ðN À kÞ for a spectral line pair bðkÞ and bðN À kÞ. Let the spectrum b of the undistorted background B consist of only a single spectral line pair bðkÞ ¼ bðsÞdðk À sÞ þ bðN À sÞdðk À ðN À sÞÞ. Then, the observed line pair at s and NÀs reads:
wherebðsÞ andbðN À sÞ ¼b Ã ðsÞ are the coefficients to be recovered. Eq. (5) can be solved forbðsÞ yieldinĝ
In practice, however, b consists of more than a single spectral line pair. After one such deconvolution step the error is zero only at s and NÀs. Therefore, deconvolution is applied iteratively, estimating multiple line pairs s ðiÞ and N À s ðiÞ in succession. The line pairs for each iteration are selected such that they maximize the decrease in mean-square error. 30 We apply spectral deconvolution in a patch wise manner to preserve the locality of image appearance. The patches are weighted with a Blackman window to create artificially continuous signals and to avoid spectral leakage. 31 Finally, the estimated background image is subtracted from the acquired images yielding an artificial digital subtraction angiogram (aDSA) DðuÞ ¼ IðuÞ À BðuÞ: 32 Assuming perfect segmentation and background estimation, D contains contributions of the contrast agent only. As the contrast agent is confined to the coronary arteries that do not extend beyond the field of view, the resulting aDSA images D are, ideally, not truncated. This enables the application of consistency-based methods for intra-scan motion detection that are described in the following sections.
2.B. Epipolar consistency
Consistency-based processing requires a series of nontruncated images D i , i = 1, . . ., M acquired in a known geometry that is defined by its projection matrices P i 2 R 3Â4 . 22, 33 The epipolar geometry describes the geometric relation between two views i 1 and i 2 , where i 1=2 2 f1; . . .; Mg and i 1 6 ¼ i 2 . It allows for the definition of corresponding lines l gives two redundant ways of calculating the integral over the epipolar plane E through the three dimensional object. It holds
where q i ðl i Þ denotes integration over the line l i in image D i . Eq. (7) also provides intuition of why subtraction imaging as discussed in Section 2.A is necessary: In case of truncation the integrals over epipolar lines would not yield the complete plane integral and would, therefore, disagree even when no motion is present. For cone-beam projections aforementioned equality does not apply as integrals over epipolar lines differ by a weighting with the distance to the camera center. 22 Yet, they carry redundant information. Aichert et al. use Grangeat's theorem to cancel out the weighting and derive consistency conditions similar to Eq. (7) for cone-beam geometries:
In Eq. (8), t is the distance of the line to the image origin.
There exists a pencil of epipolar planes E
ðjÞ around the baseline, where j is the angle of the epipolar plane and the principal ray and the baseline is the join of the two camera centers. 22 This allows for the definition of a global consistency metric EC by summation over all image pairs:
where j is still considered continuous. We now introduce a motion model allowing for shifts in detector domain. A motion state is parametrized as c 2 R M ,
where
2.C. Image-based surrogate for cardiac motion
To obtain a surrogate for the heart phase similar to ECG, we first estimate detector shifts c for all images i according to Section 2.B. Due to the craniocaudal motion of the heart during contraction, the low frequency respiratory motion is superimposed with a high frequency signal originating from cardiac motion. Therefore, we separate both signals in frequency domain yielding C ¼ C resp þ C card such that
where Γ denotes the Fourier transform of c. f max resp is a constant related to the maximum respiratory and minimum cardiac frequency to be expected and set to 0.5Hz.
Setting f max resp ¼ 0:5Hz proves reasonable considering an average ventilation rate of 0.33 AE 0.08 Hz. 34 Moreover, the acquisition protocol discussed here is performed using breath-hold commands suggesting residual respiratory motion. We detect peaks in c card that are assumed to correspond to the same cardiac phase and interpolate between them to obtain a normalized cardiac time c i 2 ½0
where a and w are constants controlling shape and width of the cosine-based function. In our experiments a = 4 and w = 0.4.
EXPERIMENTS
We validate our method based on two numerical phantom data sets and three clinical data sets that are presented in Section 3.A. Experiments assessing preprocessing and motion compensation are discussed in Sections 3.B and 3.C respectively.
3.A. Data

3.A.1. Numerical phantom studies
To assess the proposed method quantitatively, we perform simulation studies using a numerical phantom based on the XCAT. 24, 25 The phantom was derived from MRI scans 24 and is based on an analytic B-spline model that describes the anatomy as well as the motion path. We forward project the dynamic phantom 25 using two distinct motion patterns (Ph1, Ph2) at two noise realizations each. Exemplary projection images are shown in Fig. 3 . We simulate contrasted and noncontrasted acquisitions that enable the evaluation of segmentation and background estimation steps. We use a circular short scan trajectory covering 200 over 5 s sampled with 128 projections. The source-to-detector and source-to-isocenter distances are set to D SD ¼ 1200 mm and D SI ¼ 800 mm respectively. Each projection image has 960 9 960 pixels with an isotropic size of 0.308 mm. The parameters defining the motion patterns are summarized in Table II . We choose the parameters such that the same motion state is observed only once. While study Ph1 nearly shows a full breathing cycle, study Ph2 contains residual respiratory motion, e.g., from imperfect breath-hold. We simulate a high and low dose scan for both studies with a respective photon fluence of 5 Á 10 2 and 1 Á 10 4 photons per pixel and Poisson noise.
3.A.2. Clinical data
We apply the proposed methods to three real rotational angiography data sets (R1, R2, R3), the parameters of which are summarized in Table III . The acquisitions consist of 133 projection images each and were acquired on scanners with D SD ¼ 1200 mm and D SI ¼ 720 mm.
3.B. Segmentation and inpainting
The performance of segmentation and inpainting algorithms is assessed for the phantom studies only with respect to the simulated ground truth. For the assessment of segmentation quality we state sensitivity and specificity of the segmentation in a rectangular region of interest barely comprising the arteries. To assess the quality of background estimation we state the structural similarity (SSIM) and the root-meansquare error (RMSE) of the background estimate with respect to the non-contrasted, noise-free ground truth.
We also state SSIM and RMSE of noisy realizations of the non-contrasted ground-truth to establish an upper bound for both measures. To avoid bias introduced by pixels that never changed, the measures are computed only in a region of interest that is obtained by dilating the estimated segmentation mask by 10 pixels.
3.C. Motion compensation
Evaluating the performance of motion estimation is difficult. Direct comparison of the estimated shifts with ground truth is unrewarding, as cardiac motion is nonrigid and, hence, cannot be compensated for by the proposed strategy. To overcome this fundamental limitation, we evaluate the compensation error for different target heart phases separately. To this end, we track the 2D position n j i 2 R 2 of key points j = 1, . . ., Q, such as vessel bifurcations, over all frames i = 1, . . ., M. In the phantom experiments the reference positions are obtained by forward projection of the key points in 3D. For the real data experiments vessel bifurcations are tracked manually in 2D. Finally, the error averaged over all tracked points at a given heart phase c r reads
where the gating weights w i ðc r Þ are calculated from c according to Section 2.C. Moreover, f j i is the weighted average distance of point j to the corresponding epipolar lines given by
where we use underline notation to denote homogeneous extension, t k i ¼ c i À c k , and F 2 R 3Â3 is the fundamental matrix that can be computed from the projection matrices. 22 The uncompensated error can be computed by setting t i k ¼ 0 in Eq. (14) . We also state the Pearson correlation coefficient of the image-based surrogate for cardiac motion derived according to Section 2.C with the gold standard surrogate that is derived from the ECG signal.
RESULTS
4.A. Segmentation and inpainting
Quantitative results of the segmentation quality assessment in the phantom study are stated in Table IV . Sensitivity and specificity values are slightly smaller than unity indicating minor segmentation errors. Representative examples of such mis-segmentations are highlighted in Fig. 4 . SSIM and RMSE of the background estimation algorithm described in Section 2.A.2 can be found in Tables V and VI for the phantom studies with low and high photon counts per pixel respectively. Values of the SSIM and RMSE are worse for the more noisy realizations.
4.B. Motion estimation
Ground truth motion patterns and the shifts estimated according to Section 2.B for the phantom studies are shown in Fig. 5 . The cardiac motion is non-rigid which can be understood from the dashed black lines in Fig. 5 that correspond to the displacement in u 2 coordinate of the distinct bifurcation points n j of the artery tree. Qualitatively, the estimated shifts are in very good agreement with the ground truth motion patterns. For all phantom and real data sets, the high 
(q) (r) (s) (t) FIG. 4 . From left to right: projection, segmentation, estimated background, and virtual subtraction image. Red and green arrows point to excess and missing segmentations respectively. We show representative angiograms of the left coronary artery at different viewing angles for the two phantom data sets Ph1 and Ph2, and the three real data cases R1, R2, and R3. Individual data sets occupy one row each.
Medical Physics, 44 (9)
frequency component of the estimated shifts correlated very well with cardiac motion. The Pearson correlation coefficients between surrogates derived from the ECG and shifts c are stated in Table VII . Correlation was higher for the clinical cases. Finally, we used the surrogates to assess the motion compensation error at distinct heart phases according to Eq. (13). The resulting errors are shown in Figs. 7 and 8 for the phantom and real data studies respectively. We observed substantial reductions in e c r for all studied cases, the numeric values are stated in Table VIII.
DISCUSSION
5.A. Segmentation and inpainting
From the phantom images shown in Fig. 4 it becomes apparent that the proposed pipeline yields segmentation masks that are marginally thicker than the underlying vessels. This effect arises from hysteresis thresholding and decreases specificity. Sensitivity is influenced by incomplete segmentations, e.g., at bifurcations. Although over-segmentation is the dominant source of error, the impact of under-segmentation is more pronounced due to the imbalanced foreground and background class labels. Interestingly, we observed a slight decrease in specificity for phantom study Ph1 when comparing high and low photon count realizations, which suggests over-segmentation. This unexpected deterioration can be attributed to the complex vessel enhancing filters, e.g., due to excess points in Q K that have responses barely higher than the allowed threshold t K . However, not having found substantial difference in performance for high and low noise realizations suggests that bilateral filtering effectively mitigated the influences of noise (see Table IV ). Segmentation proved more challenging in the clinical cases suggesting that the numerical phantom study was limited with respect to anatomical variation and imaging physics. Obtaining good segmentation quality was particularly difficult in views that exhibit overlap of the arterial tree with the spine which drastically decreased vessel visibility. Moreover, we observed discontinuous segmentations that arise from low vessel contrast. Considering background estimation, we expect a deterioration of SSIM and RMSE for the more noisy realizations. This is because the background estimate B is compared to noisefree ground truth. The quantitative measures improved when noise-filtered 26 background estimates were used indicating that the observed deteriorations originate, at least partly, from noise characteristic. The proposed method was not able to achieve RMSE lower than 0.25 although theoretically possible (see right-most column in Table VI) indicating minor inpainting errors. Yet, SSIM and RMSE of the background estimate are very close to the respective upper bounds obtained using the noisy ground-truth. This observation suggests that background estimation worked very well in most cases.
Segmentation errors propagate through the whole pipeline and erroneously segmented structures, such as vertebrae, are pronounced in the binary mask as can be seen in the last row of Fig. 4 . However, the presence of mis-segmentation is not as distinct in the subtraction image, decreasing its influence on motion estimation. Moreover, we have found ECC to be robust against statistical errors introduced in the subtraction pipeline which is supported by the results presented in the following section. TABLE V. Quantitative results of the image inpainting step for phantom studies Ph1 and Ph2 with a photon fluence of 5 Á 10 2 photons per pixel. We state the mean value and standard deviation of the structural similarity (SSIM) and the root-mean-squared error (RMSE) of the inpainted imageB compared to the noisefree ground-truth. The values stated in brackets were obtained when comparing the a bilateral filtered version of the background estimate (see Section 2.A.1) to the noise-free ground-truth. Moreover, we provide an upper bound to aforementioned quantities by computing SSIM and RMSE for a noisy version of the ground-truth (noisy GT). 
5.B. Motion estimation
From Fig. 5 it is apparent that the respiratory motion modeled in study Ph1 is much more drastic than for Ph2. A similar observation can be made when considering the clinical cases shown in Fig. 6 , where cases R1 and R2 exhibit residual respiratory motion only while scan R3 suffers from heavy intra-scan respiratory motion. The surrogate for cardiac motion exhibited a higher correlation for the clinical cases. This arises from the shape of the local maxima in c that denote the start of ventricular contraction and are detected by the method detailed in Section 2.C: for the phantom data we observed broader maxima that complicated exact localization (see Fig. 5 ), whereas the peaks signaling ventricular systole were sharp for the clinical cases, particularly for R1, as can be seen in Fig. 6 . Small deviations in peak location heavily deteriorate Pearson correlation as the surrogates have the form of sawtooth waves. Exemplarily, shifting a single peak position to a neighboring frame yields a deterioration in Pearson correlation of 4.4%. When considering the motion compensation error at specific heart phases, we observed the lowest error around ventricular diastole (c r $ 0:4 À 0:6). This result is to be expected, as cardiac motion inside the gating window is negligible at diastole. However, some cases exhibit a second local minimum at end systole that also coincides with an inflection point in c. This behavior is best observed in Fig. 7 (b) at c r $ 0:85 for the phantom study and in Fig. 8 (b) at c r $ 0:9 for the clinical cases. In presence of drastic respiratory motion as in clinical case R3, aforementioned behavior is suppressed. This observation is reflected in a high mean error with a low standard deviation as can be understood from [Table VIII and Fig. 8(c) ]. It is worth mentioning that the quantitative errors reported in Table VIII and Figs. 7 and 8 depend on the choice of gating parameters (see Section 2.C), as they influence the gating weights used in Eq. (13) . Wider gating windows increase the residual motion contained in each gate which would, therefore, result in higher errors. The values a = 4 and w = 0.4 that were used here constitute a reasonable compromise between heart phase sensitivity and residual cardiac motion. 8, 35 The reduction in error achieved for the clinical cases is substantial, yet an average minimal error of 1.2 AE 0.5mm (see Table VIII ) at diastole remains. This residual error is a composite of three different sources of error: incorrect estimates c i , a finite gating window width, but also inaccuracies in manual key point tracking. Incorrect key point positions impose a fundamental lower bound on error reduction, unfortunately, direct assessment of this systematic error is not possible for the real data cases. The results obtained on phantom data, however, suggest that very accurate motion compensation even below the pixel size is possible with the proposed algorithm. For the phantom cases, we limit the analysis to the high photon count realization as the compensation errors are either the same or higher (see Fig. 7 ). 
5.C. Limitations and challenges
First, the current optimization described in Section 2.B does not inhibit a systematic shift of all detectors. Such shift is bounded by the maximally occurring motion and would introduce cone-beam artifacts, the effect of which is negligibly compared to the drastic motion artifacts. However, the method is, in principle, able to optimize for systematic drifts, 36 an extension that should be considered for future work. Second, within this work we optimized for craniocaudal shifts only, a motion model that is not sufficient in the most general case. However, respiratory motion of the coronary arteries occurring in craniocaudal direction is substantially larger than in left-right or posterior-anterior direction, respectively. 21 Compensation of the dominant motion component as proposed here may allow for initial reconstructions and, therefore, enable methods based on 3D/2D registration that allow for more complex motion models. 3, 16, 20 Finally, the experiments were restricted to incomplete breathing cycles, an assumption that was motivated by imperfect breath-hold. In previous work, we showed that the proposed method is fit to handle multiple recurrences, 23 yet, a demonstration on real data remains subject of future work. Compensation errors e cr at different reference heart phases c r . Note that the error curve for study Ph1 was shifted by À10 mm to improve visualization.
CONCLUSIONS
In summary, we proposed a projection domain algorithm targeted at intra-scan motion assessment in rotational coronary angiography. The method is based on virtual single-frame subtraction imaging that uses segmentation and background estimation algorithms to obtain non-truncated images of the contrast-filled lumen. Then, craniocaudal shifts were estimated that maximize epipolar consistency within an acquisition. The shifts served as basis for an image-based surrogate for cardiac motion and allow to compensate for intra-scan respiratory motion. All figures of merit suggested good performance for both phantom and clinical cases. Future work will investigate extensions of the proposed method, e.g., with respect to motion models, which is of particular interest for experimental imaging trajectories, such as dual axis rotational angiography 37 or saddle trajectories. 38 Finally, the current single-frame subtraction pipeline relies on sophisticated segmentation and background estimation algorithms that require thorough parameter tuning and exhibit long run times. Although the results reported here are very promising, we believe that a less sophisticated background subtraction pipeline, e.g., based on morphological operations, would drastically ease the transition to clinical application. Possibilities in this regard should, therefore, be investigated. 
