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Abstract
The measurement, design, and theory of ultralow-noise actively modelocked lasers
are presented. We demonstrate quantum-limited noise performance of a hybridly
modelocked semiconductor laser with an rms timing jitter of only 47 fs (10 Hz to
10 MHz) and 86 fs (10 Hz to 4.5 GHz). The daunting task of measuring ultralow-noise
levels is solved by a combined use of microwave and optical measurement techniques
that yield complete characterization of the laser noise from DC to half the laser
repetition rate.
Optical cross-correlation techniques are shown to be a useful tool for quantifying
fast noise processes, isolating the timing jitter noise component, measuring timing
jitter asymmetries, and measuring correlations of pulses in harmonically modelocked
lasers. A noise model for harmonically modelocked lasers is presented that illustrates
how to correctly interpret the amplitude noise and timing jitter from microwave mea-
surements. Using information about the supermodes, the amplitude and timing noise
can be quantified independently, thereby making it possible to measure the noise of
harmonically modelocked lasers with multi-gigahertz repetition rates.
Methods to further reduce the noise of a modelocked laser are explored. We
demonstrate that photon seeding is effective at reducing the noise of a modelocked
semiconductor laser without increasing the pulse width. Experimental demonstra-
tions of a timing jitter eater, consisting of a phase modulator and dispersive fiber,
show that the noise power spectral density can be reduced by more than 12 dB. Fi-
nally, we demonstrate how to reduce the timing jitter with electronic feedback to the
saturable absorber and gain terminals.
An analytical theory for semiconductor lasers that includes carrier dynamics is
presented. Ultralow noise performance is achieved by reducing the dispersion of the
cavity, reducing the linear losses in the cavity, by operating at high optical powers,
and with a tight optical filter. The gain dynamics of the semiconductor laser do not
severely degrade the noise performance.
Thesis Supervisor: Erich P. Ippen
Title: Elihu Thomson Professor of Electrical Engineering
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Chapter 1
Introduction
The generation of low-noise photonic pulse trains is critical to optical sampling and
communications applications. Modelocked lasers are excellent pulse sources since
they can produce short picosecond or sub-picosecond pulses at gigahertz repetition
rates with low timing jitter. Erbium-doped fiber lasers and semiconductor lasers are
the lasers of choice for these applications since they operate at the popular telecom-
munications wavelength of 1.5 µm and are technologically mature. Picosecond pulse
widths and multi-gigahertz repetition rates have been demonstrated with fiber and
semiconductor lasers by many groups [6, 7, 8, 9], but the timing jitter is usually
measured to be greater than half a picosecond.1
This thesis reports on the theory, measurement, and design of ultralow-noise mod-
elocked lasers with an emphasis on semiconductor lasers. With careful cavity design,
it is shown that sub 100-fs jitter can be obtained. One major achievement in this the-
sis was the demonstration of quantum-limited noise performance of a semiconductor
laser with only 47 fs jitter (10 Hz to 10 MHz).
The theory of actively modelocked laser noise presented in chapter 2 of this thesis
is based upon the work of Haus and Mecozzi [10], Moores [11], and Grein [12]. The
new additions to the theory are the inclusion of oscillator noise and gain dynamics.
This work presents probably the most rigorous testing of a laser noise model against
1These groups compute the timing jitter of their lasers by integrating their phase noise measure-
ments from tens to hundreds of Hertz to hundreds of kilohertz or megahertz.
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actual experimental results. Phase noise measurements of the semiconductor laser
output as a function of modulation depth, saturable absorption, and filter bandwidth
are compared with the theory, and the theory is found to be exceptionally accurate
at predicting real experimental results. Having a trustworthy theory provides a solid
theoretical foundation for understanding how to design low noise lasers. I hope that
this work dispels several misconceptions about low-noise laser design. One of the
major misconceptions is that one can make the jitter arbitrarily small by extending
the cavity length. This is certainly not true and the presented noise theory provides
a way to understand this.
In chapter 2 of this thesis, a new model for noise in harmonically modelocked
lasers is presented. Harmonically modelocked lasers are lasers that contain multiple
pulses in the cavity. Since all fiber lasers, as well as some semiconductor lasers, are
harmonically modelocked, this is an extremely important issue. The model shows
how to correctly interpret the phase noise measurement into a number for timing
jitter. Numbers less than 10 fs (100 Hz to 1 MHz) have been reported [13], but are
about 100 times smaller than the actual value!
Chapter 3 is intended to be a comprehensive treatment of modelocked laser jit-
ter measurement. Residual phase noise measurements are shown to be an extremely
sensitive measurement technique for phase noise of fundamentally modelocked cavi-
ties. It is shown that the nonlinear cavity response of the harmonically modelocked
laser makes it difficult to obtain a true residual measurement at all frequency offsets.
Here it is explained why many have observed that their “residual” measurements
depend on the phase noise of their microwave oscillator. Section 3.2 of this chap-
ter summarizes the work that was done with optical cross-correlations. This optical
measurement technique can be used to characterize the pulse-to-pulse timing jitter,
reveal the pulse-to-pulse jitter correlations in the modelocked laser, and verify the
noise model for harmonically modelocked lasers. In addition, we use it to find the
probability density function of the timing jitter and show how it simplifies jitter
measurements in recirculating loop experiments.
Chapter 4 focuses on methods to reduce the timing jitter in modelocked lasers.
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Reducing the jitter of a laser without increasing the pulse width proves to be a difficult
problem. Section 4.1 shows how photon seeding can be used to reduce the timing
jitter of a laser without penalty to the pulse width. Section 4.3 shows how phase
modulation plus dispersion can be used to reduce the timing jitter of any pulse train.
This apparatus is called the “timing jitter eater,” and over 12 dB reduction in the
phase noise has been demonstrated with just a single phase modulator.
1.1 Jitter Timescales
In simplest terms, jitter refers to the uncertainty, or variability, of waveform timing.
Although the definition is straightforward, describing the physical origin of noise in
lasers, measuring the noise and understanding the measurements, as well as under-
standing how timing jitter degrades optical sampling and communication systems is
rather complicated.
One important concept is that the timing jitter of modelocked lasers arises from
distinctly different physical mechanisms that have different timescales. On long
timescales, > 100 µs, length fluctuations and flicker noise of the voltage and cur-
rent sources dominate. On medium timescales, 100 µs to 100 ns, the jitter is held
constant by re-timing from the active modulator. On faster timescales, < 100 ns,
spontaneous emission is the dominant noise source. Fig. 1-1 shows how these various
noise mechanisms show up in the pulse-to-pulse jitter and the phase noise spectrum.
The solid line plots the timing variance between the first pulse and pulse n and resem-
bles the single-sideband phase noise curve. For sampling applications, high-frequency
noise must be mitigated since this affects the quality of sampling from pulse-to-pulse.
For optical clock applications, reducing low-frequency phase noise is critical.
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Figure 1-1: Timing jitter mechanisms and timescales.
1.2 Importance of Ultralow-Noise Modelocked Lasers
in Optical Communications
In optical time-division multiplexed communications systems [14, 15, 16], high bit
rates are achieved by using short pulses and packing them tightly together. Trans-
mission at 160 Gbit/s has been demonstrated with 1.2 ps pulses [17]. This repetition
rate corresponds to a bit period of only 6.25 ps, which means that the modelocked
laser source must have small timing jitter to yield acceptable bit error rates. Timing
jitter should be less than 10% of the bit period to have better than a 10−9 bit error
rate. This implies that the timing jitter must be better than 625 fs at 160 Gbit/s.
Fig. 1-2 shows a plot of the maximum allowed timing jitter as a function of bit rate.
As the bit rate increases the pulses must be correspondingly shorter. In the theo-
retical section of this thesis, we will see that the timing jitter increases dramatically
as the pulse width decreases. Therefore, as the bit rate increases, the laser source
must not only have lower timing jitter, but it must also be able to do so with shorter
pulses.
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Figure 1-2: Bit rate versus maximum allowed timing jitter.
1.3 Importance of Ultralow-Noise Modelocked Lasers
in Optical Sampling
A new generation of optical analog-to-digital converters is being investigated as a pos-
sible route to obtain better sampling resolution and rates than what can be achieved
electronically [18]. There is an inherent tradeoff between the sampling rate and the
bits of resolution for a given amount of jitter in the sampling gate. The maximum
allowable jitter in the optical pulse train used to electro-optically sample an electrical
waveform is plotted in Fig. 1-3 [18]. The figure shows that less than 20 fs of timing
jitter is required for a sampler with 12-bits of quantization at a sampling rate of 10
Gsamples/s. The benefit of improving ADC performance with optical sampling tech-
niques is to improve signal-processing capabilities for pulsed radar, electronic warfare,
and cell phone bay stations. Requirements on the optimal sampling pulse width are
presented in Appendix D.
The recent interest in developing optical sampling systems also brought attention
to the high-frequency jitter of the modelocked laser output. The power spectral
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Figure 1-3: The maximum allowable timing jitter is plotted as a function of sampling
rate for 2, 8, and 12 bits of resolution. The relationship between pulse width and
timing can be derived by considering a sinusoidal signal at frequency ωM . The most
difficult point to sample is at the zero crossing where the slope is the greatest. A pulse
that samples at the zero crossing yields no detected power. If that pulse experiences
a time displacement of ∆t, the detected output would be ωM ∆t. This quantity must
be less than the quantization spacing, 2/2N . Remember that according to Nyquist,
the sampling rate must be at least 2pifsamp = 2ωM . Therefore, pifsamp ∆t < 2/2
N .
density of the timing jitter up to the half the repetition rate of the laser causes
sampling errors. Since we can express any amplitude or timing change from one pulse
to the next as a sum of sinusoids with maximum frequency of 1/2TM , where TM is
the repetition rate, the timing variance is found by integrating the power spectral
density of the timing jitter from −ωM/2 < ω < ωM/2, where ωM = 2pi/TM .
1.4 Choice of Modelocked Laser
Out of all possible gain media and laser types, Erbium-doped fiber lasers (EDFLs)
and semiconductor lasers are most appropriate for optical sampling and telecommu-
nication applications due to the following reasons
1. Both laser media can operate at a wavelength of 1.5 µm which corresponds
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to the low-loss wavelength in silica fiber. In addition, there are many optical
components that are commercially available at this wavelength.
2. The gain bandwidth can easily support sub-picosecond pulses.
3. Active modelocking at high repetition rates in excess of 10 GHz of these lasers
has been routinely demonstrated.
4. These lasers can be packaged into reasonable sizes. Less than a few cubic
centimeters in the case of the semiconductor laser.
5. Low noise operation has been demonstrated with both lasers.
Ti:Sapphire lasers have been shown to have 1 ps (1 Hz to 40 MHz) of integrated timing
jitter [19]. This number is a bit surprising since Ti:Sapphire lasers have very low
internal loss. These lasers are passively modelocked which means that the repetition
rate of the laser changes with fluctuations in the cavity length. The length is often
stabilized by adjusting the length with a PZT and locking to a microwave reference
frequency. This is equivalent to using a modulator with a very weak modulation
depth. Our theory predicts that the timing variance should scale as the inverse of
the modulation depth. Hence, the 1 ps of timing jitter could be due to the way in
which the repetition rate is stabilized. The introduction of an active electro-optic
modulator into the Ti:Sapphire cavity increases the cavity loss. In addition, the gain
bandwidth of Ti:Sapphire does not cover 1.5 µm.
The gain-switched semiconductor laser is another optical pulse source that may be
considered for optical sampling. Even with optical and electronic feedback schemes
[20], the noise of these lasers is typically well above 0.5 ps [21]. Physically, each pulse
must arise from spontaneous emission, and the turn-on time is a stochastic process.
Other non-modelocked pulse sources such as those produced by a combination of
modulation, amplification, and then dispersion decreasing fiber are not well studied.
Optical pulses of 200 fs duration at 10 GHz repetition rate have been demonstrated
[22]. Random nonlinear effects such as stimulated Raman backscattering and intensity
to phase noise conversion through the Kerr effect may limit the noise performance.
39
For a long time, it was thought that semiconductor lasers could not obtain low
noise operation due to their slightly higher inversion parameter compared to Erbium-
doped fiber lasers and to their short nanosecond upper-state lifetime. Through the
work of Derickson [23], DePriest [24] and our work [25], it has been shown that
semiconductor lasers can indeed be very quiet with under 100 fs of timing jitter,
thereby reviving interest in these lasers as optical sampling sources.
1.5 Organization of Thesis
This thesis is organized into three parts. The first part describes the salient features
of the noise theory that are necessary for designing ultralow noise modelocked lasers.
The second part explains how to accurately measure the noise power spectral density
over a large range of frequency offsets. The last part demonstrates several techniques
that we have used to reduce the noise of modelocked lasers even further. Many of the
detailed theoretical calculations and pulse characterization algorithms can be found
in the appendix.
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Chapter 2
Modelocked Laser Noise Theory
2.1 Timing Variance and Power Spectral Density
The pulses in an actively modelocked laser cavity are randomly pushed around their
equilibrium positions by noise. The resulting variability in the pulse train timing is
called timing jitter. When noise nudges a pulse, the amplitude or phase modulator in
the laser cavity drives the pulse back to its equilibrium position. Timing restoration
of the optical pulses has been found to behave like a mass on a spring with a dashpot
[12]. The displacement of the mass is equivalent to delaying or expediting the pulse.
The mass is analogous to the pulse energy. A larger mass is less sensitive to small
noise perturbations just as a pulse with many signal photons is not greatly perturbed
by a few noise photons. The amplitude modulator is analogous to the spring since
they both apply restoration forces.1 Noise applies randomly directed forces on the
mass.
There are two major analytical theories for noise in actively modelocked lasers.
The soliton noise theory (chapter B, section B.3) describes the noise in soliton lasers
in which the pulse intensity has a hyperbolic secant shape [26]. The Hermite-Gaussian
noise theory (chapter B, section B.2) describes the noise for lasers in which the pulse
intensity is closer to a Gaussian shape. Depending on the magnitude of the saturable
1Comparing equation (B.102) for the laser noise with (B.208) for a mass with dashpot and spring,
we see that the analogy is α = 2γ<0 and ω0 = 2γ
=
0 .
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Figure 2-1: Autocorrelation of the temperature-controlled external-cavity modelocked
semiconductor laser at 10 GHz. The modulation power to the saturable absorber was
23.8 dBm, the injection current was 35 mA, and the saturable absorber bias was
-2.08 V. The pulse shape could be described with either a Gaussian or hyperbolic
secant function.
absorber bias, the pulse shape can be anywhere between a hyperbolic secant and a
Gaussian. For high saturable absorber biases (-2 V), the pulse shape is hyperbolic
secant-like, as shown in Fig. 2-1. For low saturable absorber biases (< −1.6 V), the
pulse intensity profile is Gaussian, as shown in Fig. 2-2. The differences between
the two noise theories are discussed in chapter B, section B.4 and are found to yield
similar expressions for the timing jitter power spectral density.
The power spectral density for timing jitter in an AM actively modelocked laser
is derived in chapter B, section B.2, equation (B.108) and found to be equal to
|∆t˜(Ω)|2 = C˜(Ω)N˜(Ω) (2.1)
where C˜(Ω) is the laser cavity response and N˜(Ω) is the noise power spectral density.
The cavity response is
C˜(Ω) =
2τ 2
w0
1
Ω2 + (2γ<0 )2
, (2.2)
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Figure 2-2: Autocorrelation of the non-temperature-controlled external-cavity mod-
elocked semiconductor laser at 5 GHz. The applied rf power was about 20 dBm,
the injection current was 50 mA, and the saturable absorber bias was -1.6 V. The
autocorrelation function fits well to a Gaussian function.
where τ is the pulse width, w0 is the pulse energy,
γ<0 =
MAMω
2
Mτ
2
4TR
(2.3)
is a function of the modulation depth MAM , modulation frequency ωM , and round-
trip time TR. The cavity response is Lorentzian and hence is analogous to a critically
damped mass on a spring and dashpot. The noise is a sum of the spontaneous
emission noise, cavity length fluctuations, and microwave oscillator noise. The noise
power spectral density is
N˜(Ω) =
PASE
4pi
+
w0
2τ 2
(
1
vgTR
)2
|∆L˜(Ω)|2 + w0
8
(
MAMωMτ
TR
)2
|∆φ˜osc(Ω)|2, (2.4)
where PASE is the amplified spontaneous emission power, vg is the group veloc-
ity, |∆L˜(Ω)|2 is the power spectral density of the cavity length fluctuations, and
|∆φ˜osc(Ω)|2 is the phase noise of the microwave oscillator. More exactly, the numer-
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ator PASETR is the spontaneous emission energy that overlaps with the pulse.
Equation (2.1) is integrated over all frequencies to obtain the timing variance2
σ2t =
PASE/2
w0
τ 2
2γ<0
=
(PASETR)/2
w0
1
MAMω2M
(2.5)
In obtaining this expression, the length fluctuations and microwave oscillator noise
was ignored. Hence, equation (2.5) yields the fundamental quantum noise of the laser
due to spontaneous emission.
The fast gain dynamics in a semiconductor laser due to short nanosecond upper-
state lifetimes were examined to see whether they affect the timing jitter. Sec-
tion B.2.3 in Appendix B shows how to include gain dynamics in the laser noise
theory and it is found that the effect on timing jitter is negligible.
2.2 Design Rules for Ultralow-Noise Modelocked
Lasers
A summary of the design rules for ultralow noise modelocked lasers can be obtained
from equation (2.5) and is as follows
1. Minimize cavity loss. The slope of the P-I curve in saturation, shown in Fig. 2-
3, steepens for decreasing cavity loss. Therefore, the ratio of the spontaneous
emission power to the signal power decreases resulting in a reduction of the
timing jitter according to equation (2.5).
2. Increase output power. Above threshold, Fig. 2-3 shows that the spontaneous
emission power clamps at a constant value since the carrier concentration clamps
at Nth and the spontaneous emission rate is proportional to N
2. The signal
power, on the other hand, increases with increasing pump current. Therefore,
the signal-to-noise ratio in equation (2.5) improves and the timing jitter de-
creases.
2This is the pulse-to-clock variance.
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3. Maximize modulation depth. The timing variance is inversely proportional to
MAM .
4. Increase modulation curvature by either increasing the frequency or using an
comb generator, such as a resonant tunnelling diode (RTD) or step-recovery
diode (SRD). The timing variance is inversely proportional to ω2M . Generally,
operating at higher microwave frequencies does not introduce significant excess
timing jitter since doublers are relatively quiet.
5. Increase saturable loss relative to the linear loss. This will improve the signal
energy to noise energy ratio.
6. Minimize dispersion for AM modelocked lasers. This can be seen from equa-
tion (B.329). Dispersion gives rise to Gordon-Haus jitter. This can quickly
become a problem for short pulses since the timing variance scales as 1/τ 8.
7. Reduce classical noise sources: (1) use quiet rf oscillator, (2) remove ground
loops, (3) use quiet current and voltage supplies, (4) protect laser from ther-
mal variations and vibrations, (5) use isolator on output port to prevent back
reflections into the cavity. Even a 4% reflection can cause the laser output to
be chaotic.
Making the cavity longer does not improve the noise performance since the gain-per-
pass and noise-per-pass added to each pulse remains the same. This will be explained
in more detail in section 2.5.
2.2.1 Semiconductor Lasers vs. Fiber Lasers
It is hard to compare the timing jitter performance of semiconductor modelocked
lasers with fiber modelocked lasers since there are no valid residual phase noise mea-
surements of fiber lasers in the literature.3 If we assume that both lasers have same
3To accurately measure the noise of these lasers requires a low noise oscillator (such as Poseidon’s
shoe box oscillator), and the measurement of all the supermodes up to half the repetition rate. Most
measurements in the literature are absolute phase noise measurements of the first supermode.
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Figure 2-3: The steady-state photon density and carrier density as a function of
injection current. Adapted from [1, p.41,43].
modulation depthM and frequency ωM and the total dispersion in the EDFL is zero,
then the rms timing jitter of the EDFL can be about five times better than the MLLD
according to equation (2.5). The spontaneous emission energy in the MLLD is about
1-3 times larger than the EDFL since the inversion factor is nsp = 1− 3. In addition,
the output power of the EDFL can easily be 10 mW versus the typical 1 mW output
of the MLLD. This implies that the EDFL pulse energy is approximately ten times
larger than that of the MLLD.
Both lasers will continue to be interesting since there are advantages to both
technologies (1) it is difficult to get close to zero dispersion in an EDFL; (2) feedback
techniques may be used to dramatically reduce the laser noise level so that the small
difference in the laser noise between EDFLs and MLLDs is not important; (3) MLLD
can be small, compact, and environmentally more stable; and (4) the low frequency
noise of the EDFL is generally cleaner than that of the MLLD.
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Figure 2-4: Single-sideband phase noise of the temperature controlled external-cavity
modelocked semiconductor laser at 10 GHz with a 5-nm optical BPF. The phase noise
increases as the microwave driving power to the saturable absorber decreases from
24 dBm to 15 dBm. The dashed lines show the theoretical values.
2.3 Comparison Between Theory and Experiment
The derivation of the power spectral density of the timing jitter, equation (2.1),
contains many simplifications that are outlined in appendix B, but is nonetheless
amazingly powerful at predicting the actual phase noise of our lasers.
2.3.1 Timing Jitter vs. Modulation Depth
The residual phase noise of the temperature-controlled modelocked semiconductor
laser at 10 GHz is shown in Fig. 2-4 for two different modulation strengths. The
noisier curve corresponds to an applied rf power of 15 dBm and the lower curve
corresponds to an applied rf power of 24 dBm. These two curves fit very well to
the theoretically predicted Lorentzian power spectral densities for the spontaneous
emission noise. At high offsets, the laser noise rolls off at 20 dB/decade.
The theoretical curves (the dashed lines) in Fig. B-5 fit very closely to the mea-
sured values. The values used in constructing the dashed lines were PASE = 0.008 mW,
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Figure 2-5: Integrated timing jitter of temperature-controlled external-cavity semi-
conductor laser corresponding to Fig. B-5.
w0 = 0.7 pJ, τ = 3.5 ps, TM = 100 ps, 2γ
<
0 (24 dBm) = 2pi × 1.8 MHz, and
2γ<0 (15 dBm) = 2pi × 450 kHz. The re-timing parameter, γ<0 , was chosen to fit
the knee of the measured noise data. All the other values were measured.
The modulation depth was increased by a factor of 4 from increasing the applied
rf power from 15 to 24 dBm. Equations (2.2) and (2.3) show that if MAM increases
by a factor of 4, then the roll-off frequency decreases by a factor of 4 and the phase
noise at low offsets decreases by a factor of M 2 = 16 or 12 dB. The measured values
show excellent agreement with the theoretically predicted trends.
The importance of noise at high-frequency offsets becomes apparent when the tim-
ing jitter is plotted as a function of integration range. Fig. 2-5 shows a histogram plot
of the integrated timing jitter due to the noise in each decade. The integrated noise
values from 10 Hz to 10 MHz are 951 fs (with 24 dBm drive) and 1943 fs (with 15 dBm
drive). Most of the noise is due to high-frequency (100 kHz to 10 MHz) fluctuations.
For ultralow-noise lasers with large modulation depths, the largest contributions to
the integrated timing jitter come from high frequency offsets.
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2.3.2 Timing Jitter vs. Saturable Absorption
Neither the soliton nor Hermite-Gaussian noise theory predict how the timing jitter
changes with saturable absorption. Nevertheless, the saturable absorption can be
tuned by changing the applied reverse bias of the saturable absorber. Fig. A-8 shows
that the saturable absorption increases as the reverse bias increases. If the saturable
loss increases, then the small-signal noise is attenuated more than the high-peak-
intensity pulse. The ratio of the ASE power to the signal power decreases, and hence
equation (2.5) shows that the timing jitter must decrease. Increasing the magnitude
of the saturable absorber bias also has the effect of shortening the output pulses.
Fig. 2-6 shows the residual phase noise of an actively modelocked semiconductor
laser for a reverse bias of -0.95 V and -2.00 V. The applied rf power was kept at
10 dBm for both measurements and the applied rf frequency was 9.5 GHz. The phase
noise for the VSA = −2.00 V curve is about 12 dB lower than the phase noise for
the VSA = −0.95 V curve. The theoretical curves for the spontaneous emission noise
spectra, shown with dashed lines, fit well to the measurements.4
The phase noise at low offsets in Fig. 2-6 shows a 1/f characteristic from the
flicker noise of the current and voltage sources as well as large electrical pickups at
harmonics of 60 Hz. A detailed discussion of these classical noise sources is given in
appendix B. The non-temperature controlled semiconductor laser was mounted in an
aluminum mount that was securely bolted to the optical table. Ground loops between
the saturable absorber ground, current source ground, and the grounded tabletop are
probably the cause for the enhanced noise at frequency offsets less than 1 kHz. Our
temperature controlled mount was electrically isolated from the optical table, and
the resulting phase noise spectrum does not exhibit as much low frequency noise, see
Fig. B-5. Therefore careful isolation of the ground loops, not grounding the power
supplies to the rf amplifiers, running the voltage supply off of alkaline batteries, by
using inner/outer DC blocks on all rf feeds as well as electrically isolating the diode
4Theoretical values corresponding to Fig. 2-6: The lower curve corresponds to Ij = 65 mA,
VSA = −2 V, PASE = 0.001 mW, 2γ<0 = 2pi × 450 kHz, w0 = 0.7 pJ, and τ = 1.74 ps. The
upper curve corresponds to Ij = 65 mA, VSA = −0.95 V, PASE = 0.01 mW, 2γ<0 = 2pi × 350 kHz,
w0 = 0.7 pJ, and τ = 1.74 ps.
49
10 100 1k 10k 100k 1M 10M
-130
-120
-110
-100
-90
-80
-70
-60
-50
VSA = -2.00 V
VSA = -0.95 V
 

 
L(f
) d
Bc
/H
z
Frequency Offset (Hz)
Figure 2-6: Residual phase noise of modelocked semiconductor laser as a function of
saturable absorption.
chip from the optical table is critical for good noise performance at low frequency
offsets.
2.3.3 Timing Jitter vs. Filter Bandwidth (Pulse Width)
According to the noise theory outlined in appendix B, the rms timing jitter scales
either as 1/τ 2 for actively modelocked lasers or as 1/τ 4 for lasers with dispersive cav-
ities that are dominated by Gordon-Haus jitter. Hence, there is an inherent tradeoff
between low noise performance and pulse width.
Fig. 2-7 shows a plot of the timing jitter as a function of pulse width for several
lasers. Points C and D are fiber lasers and the other points correspond to semicon-
ductor lasers. Since fiber lasers generally have large dispersion, a dotted line with
slope 1/τ 4 is drawn through those points that indicates a constant figure of merit.
The figure of merit depends on cavity loss and the inversion of the gain. Since semi-
conductor lasers generally have negligible dispersion5, a dashed line with slope 1/τ 2
5The dispersion of our laser was measured at < −16.8± 1.7 fs/nm.
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Figure 2-7: Timing jitter plotted as a function of pulse width for several lasers.
Dashed lines have a slope of 1/τ 2. Dotted lines have a slope of 1/τ 4. Reported
results for harmonically modelocked lasers are corrected by multiplying the reported
number by
√
M and shown with hollow circles (see section 2.5 for explanation). The
hollow squares show how the noise should theoretically improve if the repetition
rate increased from 5 to 10 GHz (rms timing jitter is inversely proportional to the
modulation frequency). Table 2.1 shows the repetition rate, integration range, and
reference for points A to J.
is drawn through those points.
Points B, C, D correspond to harmonically modelocked lasers. The reported values
considered only the first supermode. Section 2.5 shows that these numbers need to
be multiplied by the square root of their harmonic number (assuming that all pulses
in the cavity are uncorrelated). The solid circles indicate the corrected timing jitter
for points B, C, and D.
Points E and J corresponds to the best results with 0.7 and 5 nm optical band-
pass filters, respectively. The internal cavity loss of the 0.7-nm filter was larger and
hence has a lower figure of merit.6 For reference, their phase noise plots are shown in
Fig. 2-8 and 2-9 for the 0.7 and 5 nm filters, respectively.7
6For VSA = 0 V, Ith(0.7 nm) = 29.6 mA, and Ith(5 nm) = 22 mA.
7Theoretical values corresponding to Fig. 2-9: The lower curve corresponds to Ij = 35 mA,
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Point Repetition Rate Integration Range Laser Type Reference
A 5 GHz 100 Hz to 100 MHz Semiconductor [23]
B 10 GHz 10 Hz to 10 MHz Semiconductor [27, 28]
C 10 GHz 100 Hz to 1 MHz Er-Fiber [13]
D 10 GHz 100 Hz to 30 MHz Er-Fiber [29]
E 9 GHz 10 Hz to 10 MHz Semiconductor [25]
F 5 GHz 200 kHz to 2.5 GHz Semiconductor [26]
G 10 GHz 10 Hz to 10 MHz Semiconductor 11/27/01 data
H 10 GHz 10 Hz to 10 MHz Semiconductor 11/27/01 data
I 10 GHz 10 Hz to 10 MHz Semiconductor 3/15/02 data
J 10 GHz 10 Hz to 10 MHz Semiconductor 3/15/02 data
Table 2.1: Description of points A to J in Fig. 2-7
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Figure 2-8: Best phase noise results in external-cavity modelocked semiconductor
laser with 0.7-nm filter.
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Figure 2-9: Best results for temperature-controlled external cavity modelocked semi-
conductor laser with 5-nm filter.
2.4 Pulse-to-Pulse Timing Jitter Correlations
The noise theory outlined in appendix B predicts that the timing variance between
pulse 1 and pulse N are
〈|∆t(T + T0)−∆t(T0)|2〉 =


σ2ppT, Passively Modelocked
2σ2pc
[
1− exp(−2γ<0 T )
]
, Actively Modelocked
(2.6)
where T = NTR. The variance grows linearly and is unbounded for passively mod-
elocked lasers since there are no restoration forces on the pulses.8 The variance
grows as 1− exp(−T ) for actively modelocked lasers. For long delays, the variance is
bounded by the active modulation which forces the pulses back into their time slots.
The constant 2γ<0 corresponds to the angular frequency at which the phase noise
VSA = −1.841 V, PASE = 0.009 mW, 2γ<0 = 2pi×11 MHz, w0 = 0.7 pJ, and τ = 1.74 ps. The upper
curve corresponds to Ij = 35 mA, VSA = −1.841 V, PASE = 0.0033 mW, 2γ<0 = 2pi × 800 kHz,
w0 = 0.7 pJ, and τ = 1.74 ps.
8There are however weak forces that can bound their position such as electrostriction in fibers
and gain saturation [30].
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Figure 2-10: A schematic showing the 45 GHz monolithically integrated passively
MLLD.
rolls off. If there is significant high frequency noise, then 2γ<0 is large, and not much
delay is required to obtain most of the jitter in the cross-correlations. In section 2.5,
correlations in harmonically modelocked lasers will be discussed.
The pulse-to-pulse timing jitter was measured for a passively and actively mod-
elocked laser.9 The passively modelocked laser is shown in Fig. 2-10 and its timing
variance in Fig. 2-12. The actively modelocked laser is shown in Fig. 2-11 and its
timing variance in Fig. 2-13. Just as the theory predicted, the timing variance of the
passively modelocked laser has a linear dependence and the timing variance of the
actively modelocked laser has a 1− exp(−T ) dependence.
The pulse position in the passively MLLD is said to undergo a random walk, since
the timing variance increases linearly as a function of delay. For the measurements
reported here, the pulse-to-pulse kicks of the random walk are 73 fs.
In the actively MLLD, the timing variance is approximately linear for delays of
less than 1500 round-trips, which indicates that the pulses do not feel the effect of
the modulator and locally undergo a random walk. By fitting a line to the timing
variance in Fig. 2-13 over the interval of 0 to 1500 round-trips, we estimate that the
pulse-to-pulse kicks are 18 fs.
9The MLLDs that we used in our experiments are shown in Fig. 2-10 and Fig. 2-11. The 45 GHz
MLLD [31] has a 960 µm gain section driven with an injection current of 38.2 mA and a 60 µm
saturable absorber section, which was reverse biased at 0.224 V. The resulting output pulses were
1.3 ps in duration. The hybridly MLLD shown in Fig. 2-11 was driven at 5 GHz (to match fun-
damental cavity round-trip time) with 19 dBm of RF power, an injection current of 50 mA, and a
reverse-biased saturable absorber voltage of 1.55 V. The resulting pulses were 3 ps wide.
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Figure 2-11: A schematic showing the hybridly MLLD with external cavity.
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Figure 2-12: Timing variance of the passively MLLD. The pulse-to-pulse timing vari-
ance is normalized to T 2R, < |∆t(T + T0)−∆t(T0)|2 > /T 2R and plotted as a function
of delay (normalized to the round-trip time TR). The RMS pulse-to-pulse kicks of the
random walk were computed by taking the slope of the total noise, multiplying by T 2R,
and then taking the square root of the result. The 4.7 ps refers to the pulse-to-clock
RMS timing jitter after a delay of 4500 round-trips.
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Figure 2-13: Timing variance of the actively MLLD. The squares represent experi-
mental data and the solid lines represent theoretical values.
The pulse-to-pulse timing jitter correlations were measured using a second-harmonic
non-colinear optical cross-correlation technique shown in Fig. 2-14. The details of this
technique are explained in chapter 3.2. Pulses from the hybridly or passively mode-
locked laser diode (MLLD) were amplified and split into two different paths with a
beam-splitter. One arm was delayed with respect to the other arm using a fiber delay
line so that pulse 1 and pulse n would overlap in the nonlinear crystal (a 4 mm POM
crystal with type II phase matching). The fine delay stage was used to sweep pulse
1 and pulse n through each other as the second-harmonic signal was detected with a
photo-multiplier tube and lock-in detection. For greater delays, or equivalently, for
increasing n, the cross-correlation width increases, since timing jitter increases as a
function of delay.
2.5 Harmonically Modelocked Lasers
Until recently [32, 33], the noise of harmonically modelocked lasers and how to char-
acterize it has not been well understood. Most of the lowest noise actively modelocked
lasers reported to date are harmonically modelocked, but their amplitude noise and
timing jitters have been reported incorrectly. This section will show how to cor-
rectly measure the noise of a harmonically modelocked laser using residual phase
noise measurements and spectrum analyzer measurements. Optical cross-correlation
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Figure 2-14: Cross-correlator.
measurements are also used to check the results.
Modelocked Erbium-doped fiber lasers [34] and semiconductor ring lasers [27]
are typically harmonically modelocked since their cavity round-trip time is longer
than the active modelocker’s modulation period. Understanding the pattern noise
in harmonically modelocked lasers is of particular importance for high-speed optical
sampling systems [18].
Models for the noise in gain-switched lasers [35, 21] and fundamentally modelocked
lasers [36, 37] are well known, but there is currently no treatment for patterning
effects, which are inherent in harmonically modelocked lasers. The noise model for
gain-switched lasers and the noise model for fundamentally modelocked lasers cover
two extremes: in the case of gain-switched lasers, each pulse independently builds
up from ASE and therefore the pulse-to-pulse timing jitter is mainly independent
and uncorrelated. In the case of fundamentally modelocked lasers, the same pulse
recirculates through the cavity and hence the pulse-to-pulse jitter is highly correlated.
In a harmonically modelocked laser, there is a mix of these two effects. Just like a
gain-switched laser, all M pulses in the cavity at any time instant are independent of
each other since they all arise separately from spontaneous emission. On the other
hand, similar to a fundamentally modelocked laser, the pulses recirculate in the laser
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cavity and hence the output is correlated, e.g. pulse 1 is correlated with pulse M +1,
but pulse 1 and 2 are not strongly correlated. The assumption that all M pulses in
the cavity are independent is a good approximation as long as the gain dynamics or
other scattering and coupling mechanisms do not cause pulse-to-pulse correlations,
i.e. the gain recovers between pulses (semiconductor laser) or is not significantly
affected by a single pulse (Erbium laser). The case in which neighboring pulses are
highly correlated has also been investigated [32]. In this analysis we assume that all
M pulses in the cavity are uncorrelated.
The correlated/uncorrelated output of a harmonically modelocked laser leads to
an interesting power spectral density shape. There are delta functions spaced at
multiples of the modulation frequency and noise energy at multiples of the cavity
round-trip frequency.
2.5.1 Model
Following the notation of [37], the intensity of the pulses can be written as sum of
equally spaced delta functions
I(t) =
M−1∑
k=0
Ik(t) (2.7)
where
Ik(t) =
PTL
M
[1 +Nk(t)]×
∞∑
n=−∞
δ
(
t− nTL − kTL
M
− Jk(t)
)
(2.8)
is a set of pulses separated by TL and time-shifted by kTL/M (see Fig. 2-15) with
average power P/M (the average power of I(t) is P ), and Nk(t) and Jk(t) are the
amplitude and jitter fluctuations of the kth pulse in the group of M independent
pulses. Since we can express any amplitude changes from pulse Ik(t) to neighboring
pulse Ik(t + TL) as a sum of sinusoids with maximum frequency of 1/2TL, N˜k(ω) is
bandlimited to −ωL/2 < ω < ωL/2. For the same reason, the Fourier transform of
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Jk(t) is also bandlimited to the same range. Using the identity
∞∑
n=−∞
δ(t− nTL − Jk(t)) = 1
TL
∞∑
m=−∞
exp [jmωL(t− Jk(t))] (2.9)
where ωL = 2pi/TL, and expanding exp(jnωLJk(t)) to first order, equation (2.8) can
be simplified to
Ik(t) =
P
M
[1 +Nk(t)]
∞∑
m=−∞
exp [jmωL(t− kTL/M)]×
(1− jmωLJk(t)) (2.10)
The Fourier transform of (2.10) is
I˜k(ω) =
∫ ∞
−∞
Ik(t) exp(−jωt)dt
=
P
M
∞∑
n=−∞
[
2piδ(ω − nωL)− jnωLJ˜k(ω − nωL)
+ N˜k(ω − nωL)
]
exp
(
−j 2pink
M
)
. (2.11)
where second order perturbation terms, Nk(t)Jk(t), were dropped. The power spectral
density of I(t) is
SI(ω) =
∣∣∣∣∣
M−1∑
k=0
I˜k(ω)
∣∣∣∣∣
2
= P 2
∞∑
m=−∞
2piδ(ω −mωM)
+
(
P 2
M
) ∞∑
n=−∞
[
n2ω2LSJ(ω − nωL)
+ SN(ω − nωL)] (2.12)
where ωM =MωL is the modulation frequency,
SJ(ω) = |J˜1(ω)|2 = |J˜2(ω)|2 = |J˜3(ω)|2 = . . . (2.13)
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is the power spectral density of the timing jitter fluctuations and
SN(ω) = |N˜1(ω)|2 = |N˜2(ω)|2 = |N˜3(ω)|2 = . . . (2.14)
is the power spectral density of the amplitude fluctuations. Equations (2.13) and
(2.14) are valid since each pulse in the cavity experiences the same noise excitations
and hence should have the same noise power spectral densities. Equation (2.12) looks
very similar to the expression one would obtain for fundamentally modelocked lasers
[37, Eq. 3], except there are a few important differences. First, there are delta func-
tions only at multiples of the modulation frequency; the delta functions at multiples
of the cavity round-trip frequencies cancel out. It may appear as if the cavity axial
modes were delta functions when measured experimentally with an electrical spec-
trum analyzer, implying that there is a periodic signal of infinite duration, but upon
closer inspection, the peaks of cavity axial modes are due to long-time-scale varia-
tions. When viewing the cavity axial modes of a harmonically modelocked laser, the
resolution bandwidth of the spectrum analyzer is typically tens of kilohertz or larger.
Therefore all the low-frequency variations in a ten kilohertz bandwidth are integrated
into one bin and hence appear like a delta function on the spectrum analyzer display.
Second, there is a factor of 1/M multiplying the noise power spectral densities in
(2.12). Later, we will see that this means that the integrated single-sided phase noise
spectrum from 0 Hz to 1/2TL needs to be multiplied by a factor of
√
M to obtain the
standard deviation of the timing jitter probability density function.
Equation (2.12) shows that the timing jitter component of the power spectral
density of I(t) scales as the square of the round-trip frequency harmonic number as
well as the square of the modulation-frequency harmonic number. Fig. 2-16 shows
the power spectral density of a harmonically modelocked laser. The amplitude power
spectral density repeats every multiple of ωL. The timing jitter power spectral density
increases quadratically as a function of harmonic number. This means that SI(ω) is
highly insensitive to timing jitter fluctuations at low offsets. Therefore, there is no
need to measure out to high modulation-frequency harmonics to separate timing
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from amplitude fluctuations. One simply can measure the amplitude contribution by
recording the noise of the first cavity axial mode at ωL with a spectrum analyzer. The
power density spectrum of the first cavity axial mode at ωL can be subtracted from the
power density spectrum of the first modulation harmonic at ωM to obtain the timing
jitter power density spectrum. Therefore, it is easy to separate timing and amplitude
fluctuations in harmonically modelocked lasers. In addition, this measurement scheme
has the advantage over previous schemes since it is not always possible to go out
to high modulation-harmonics since this is limited by the detection electronics and
spectrum analyzer bandwidth which are typically limited to 50 GHz. In addition, by
measuring the noise around the axial modes, it may be possible to characterize the
intensity noise and timing jitter of extremely high-repetition rate lasers [38].
The RMS intensity and timing fluctuations are given by
σ2N = 〈N 21 (t)〉 =
1
2pi
∫ ∞
−∞
SN(ω)dω, (2.15)
where σN is unitless and
σ2J = 〈J21 (t)〉 =
1
2pi
∫ ∞
−∞
SJ(ω)dω, (2.16)
where σJ has units of time. Notice that the RMS values are not equal to
∑M−1
k=0 〈N2k (t)〉
or
∑M−1
k=0 〈J2k (t)〉 since the intensity and timing noise of each Ik(t) does not overlap
in time, and hence the random variables do not add. The RMS intensity and timing
fluctuations are equal to the standard deviation of the probability density function
for the intensity and timing displacements.
Measuring laser noise with an RF spectrum analyzer
A spectrum analyzer does not directly measure SN(ω) and SJ(ω), but measures a
power density proportional to SI(ω), which we relabel as P (ω)/B, where B is the
bandwidth resolution. Since it is not straightforward to determine the proportionality
constant, which depends on quantum efficiency of the detector and various settings
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on the spectrum analyzer, it is easier to normalize the measured spectral density to
the carrier power, Pc = P (ωM). Therefore, assuming no timing jitter noise,
P (ω)/B
Pc
=
PSN(ω)/M
2pi
(2.17)
for −ωL/2 < ω < ωL/2, or assuming no intensity noise,
P (ω)/B
Pc
=
Pω2MSJ(ω)/M
2pi
(2.18)
for ωM −ωL/2 < ω < ωM +ωL/2. The RMS intensity fluctuations from 0 Hz to ωL/2
can be found from the measured RF spectrum according to (substituting (2.17) into
(2.15))
σ2N =M
∫ ωL/2
−ωL/2
P (ω)
BPc
dω. (2.19)
It is difficult to make measurements at DC due to flicker noise and low-pass filtering
(the Agilent 8565EC rf spectrum analyzer only goes down to 7 kHz). The intensity
noise can measured from the noise spectrum centered at ωL. Since the timing jitter
decreases as the square of the cavity harmonic number, n2, for M large, the first
cavity axial mode is almost entirely dominated by intensity noise. Therefore,
σ2N ≈M
∫ ωL+ωL/2
ωL−ωL/2
P (ω)
BPc
dω. (2.20)
The intensity noise can be separated from the timing jitter noise by measuring the
spectral content of the first cavity axial mode.
The RMS timing fluctuation can be determined from measuring the noise skirts
around the first modulation harmonic at ω =MωL and subtracting out the intensity
noise computed by (2.20). The RMS timing fluctuation from 0 Hz to ωL/2 can
be found by using (2.18) in (2.16) and is equal to (note that the intensity noise
contribution is subtracted out)
σ2J =Mω
2
M
∫ MωL+ωL/2
MωL−ωL/2
P (ω)− P (ω − (M − 1)ωL)
BPc︸ ︷︷ ︸
≡Sφ(ω)/(2pi)2
dω (2.21)
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Figure 2-15: The output of a harmonically modelocked laser is a sum of independent
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σ2J =M
(
TM
2pi
)2 ∫ MωL+ωL/2
MωL−ωL/2
Sφ(ω)dω , (2.22)
where TM = TL/M . The factor of M in the equation above is often ignored in the
literature for noise measurements of harmonically modelocked lasers.
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Figure 2-16: The power spectral density of a harmonically modelocked laser.
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Measuring laser noise with residual noise technique
The intensity noise and timing jitter of a harmonically modelocked laser can also
be measured with a residual phase noise measurement, which are discussed in detail
in chapter 3. This technique involves mixing the directly detected signal with the
same oscillator used to modelock the laser with the relative delay set so that the
measurement is either AM or PM sensitive. For phase noise measurements, the
detected power spectral density of the voltage from the IF port of the mixer is the
product of the detected signal voltage and the sinusoidally modulated clock:
SV (ω) = |FT {I(t)×B sin(ωM t)}|2
=
∣∣∣I˜(ω) ∗ jpiB[−δ(ω − ωM) + δ(ω + ωM)]∣∣∣2
=
B2pi2
(2pi)2
∣∣∣I˜(ω − ωM)− I˜(ω − ωM)∣∣∣2
= B2P 2ω2L
∞∑
r=−∞
∣∣∣∣∣∣
∞∑
k=−∞
J˜k(ω − rωL)e−
j2pirk
M
∣∣∣∣∣∣
2
(2.23)
where FT is the Fourier transform operator, B sin(ωM t) is the microwave oscillator,
and J˜k is the Fourier transform of Jk(t). The mixer conversion efficiency, detector
quantum efficiency, loss in the microwave cables, and other proportionality constants
can be lumped into the unknown quantity, B. We consider three cases:
• Case I (Single noisy pulse): For the case where all pulses are perfectly timed
except for one pulse in the cavity such that J˜0 6= 0 and J˜1 = J˜2 = J˜3 = . . . = 0,
equation (2.23) simplifies to
SIV (ω) = B
2P 2ω2M
∞∑
r=−∞
SJ(ω − rωL)
M2
. (2.24)
• Case II (Uncorrelated pulses): For uncorrelated pulses where J˜mJ˜n = SJ(ω)δmn,
equation (2.23) simplifies to
SIIV (ω) = B
2P 2ω2M
∞∑
r=−∞
SJ(ω − rωL)
M
. (2.25)
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• Case III (Correlated pulses): If we assume that the pulses in the cavity are
correlated so that J˜0 = J˜1 = J˜2 = ... = J˜M−1, equation (2.23) simplifies to
SIIIV (ω) = B
2P 2ω2M
∞∑
r=−∞
SJ(ω − rωM). (2.26)
Notice that the noise spectrum repeats at frequency intervals of ωM rather than
ωL.
To convert the voltage spectral density to a phase spectral density requires dividing
by a calibration constant κ2φ. The calibration constant is obtained by changing relative
phase between the oscillator and signal (φ) and measuring the DC voltage level (V ).
The output voltage of the IF port of the mixer is
VDC = DC
{
FT
{[
PTM
∞∑
n=−∞
δ(t− nTM)
]
×B sin(ωM t− φ)}}
= DC
{
FT
{
−PTMB
∞∑
n=−∞
δ(t− nTM)
}}
= DC

−PTMB sinφ× 2piTM
∞∑
k=−∞
δ
(
ω − 2pik
TM
)

= −2piPB sinφ
≈ −2piPBφ (2.27)
where DC is an operator that takes the DC part of the bracketed expression. The
calibration constant is therefore given by
κφ =
VDC
φ
= −2piPB, (2.28)
and the power spectral density of the phase is
I: Single noisy pulse SIφ(ω) =
SI
V
(ω)
κ2
φ
=
ω2
M
(2pi)2
∑∞
n=−∞
SJ (ω−nωL)
M2
,
II: Uncorrelated SIIφ (ω) =
SII
V
(ω)
κ2
φ
=
ω2
M
(2pi)2
∑∞
n=−∞
SJ (ω−nωL)
M
,
III: Correlated SIIIφ (ω) =
SIII
V
(ω)
κ2
φ
=
ω2
M
(2pi)2
∑∞
n=−∞ SJ(ω − nωL),
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for the single noisy pulse, uncorrelated, and correlated cases, respectively. The units
of 10 log10 Sφ(2pif) are in dBc/Hz. Surprisingly, extracting the timing jitter from
the phase noise power spectral density is different depending on the correlations of
the pulses. The rms timing jitter can be calculated from the residual phase noise
measurement by
σ2J =M
2 (2pi)
2
ω2M
∫ ωL/2
−ωL/2
SIφ(ω)
dω
2pi
(2.29)
=M
(2pi)2
ω2M
∫ ωL/2
−ωL/2
SIIφ (ω)
dω
2pi
(2.30)
=
(2pi)2
ω2M
∫ ωL/2
−ωL/2
SIIIφ (ω)
dω
2pi
. (2.31)
Note that experimentally, a vector signal analyzer will fold a double-sided spectrum
into a single-sided spectrum, so one integrates a residual phase noise measurement
from 0 to ωL/2. Note that in case II, the uncorrelated case, the timing jitter is also
equal to
σ2J =
(2pi)2
ω2M
∫ ωM/2
−ωM/2
SIIφ (ω)
dω
2pi
(2.32)
and therefore one must integrate the residual phase noise spectrum up to half the
repetition rate to obtain the rms timing jitter.
Physically, the residual phase noise measurement contains the sum of the noise
energy from the timing jitter of each pulse in the pattern. Therefore, if one wants
to obtain the uncertainty of the pulse position relative to clock for an uncorrelated
pattern, the residual phase noise measurement must be integrated from 0 to ωL/2
and multiplied by M . For phase noise measurements, often the single-side band
phase noise, 2L(ω) = Sφ(ω) for ω < ωL/2, is quoted, but only contains 1/M of the
total noise.
An important result of this analysis is that the timing jitter power spectral density
does not scale as the round-trip frequency harmonic number in the residual phase
noise measurement as it does in the RF spectrum analyzer measurement.
The relation between the power spectral density of the phase and the power spec-
tral density of the timing jitter is not simple. For a given amount of timing jitter, it
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seems strange that the magnitude of the phase noise power spectral density changes
depending on the correlation of the pulses. In addition, in case I, it is also strange that
there is noise energy at high frequencies, since at first hand, it would seem that the
power spectral density of the phase noise should be band-limited to −ωL < ω < ωL
as well. In fact, the power spectral density of the phase noise is not band-limited
(assuming delta function pulses and infinite bandwidth mixer) since the output of
the mixer is a periodic train of impulses. Assume that we take the first pulse in the
pattern and delay it by a constant amount. Then the mixer output is a periodic train
of impulses with period TL. The Fourier transform of the mixer output is also a sum
of delta functions centered at frequency multiples of ωL. Therefore, the phase noise
in case I should not be band-limited to −ωL < ω < ωL.
Case II can be understood as follows. A single pulse in the pattern generates
phase noise with magnitude proportional to SJ/M
2 at frequency multiples of ωL. If
all M uncorrelated pulses in the pattern now have timing jitter, their phase noises
at multiples of ωL add to give a total phase noise proportional to SJ/M at frequency
multiples of ωL. This case corresponds to the timing jitter found in most harmonically
modelocked Er-fiber lasers. An interesting consequence of equation (2.30) is that for
a given amount of timing jitter, the phase noise becomes increasingly difficult to
measure as M is increased. The reason is that the power spectrum of the phase noise
is spread over all the supermodes, and so each supermode has very little phase noise.
Therefore, residual phase noise measurements of the first supermode are generally
contaminated by the phase noise of the oscillator for reasons outlines in Section 3.1.4.
Therefore, one should not multiply the phase noise of the first supermode by M to
get the timing variance since the first supermode is mainly due to oscillator noise
injected through the LO port of the mixer.
Case III is a pulse train in which the timing jitter of each pulse in the cavity is the
same. In other words, if pulse 0 moves forward by time τ , so does pulse 2 through
M−1. For this correlated case, the phase noise is terrible for a given SJ . The physical
picture necessary to understand this case is to think of all the pulses in one round-
trip as a super-pulse since they all move together. If we were to do a phase noise
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measurement using a local oscillator with angular frequency ωL instead of ωM , then
the phase noise and timing jitter are related by Sφ(ω) = (ωL/2pi)
2∑∞
r=−∞ SJ(ω−rωL).
Increasing the oscillator frequency to ωM =MωL is equivalent to increasing the slope
of the local oscillator with frequency ωL in the previous case by a factor of M , which
scales the voltage by M and the power by M 2. The resulting phase noise is then
Sφ(ω) = (MωL/2pi)
2∑∞
r=−∞ SJ(ω − rωL) = (ωM/2pi)2
∑∞
r=−∞ SJ(ω − rωL) which is
the same as equation 2.31.
A similar analysis can be carried out for the residual amplitude noise by replacing
A sin(ωt) with A cos(ωt). Likewise, the optical intensity variance can be obtained
by methods integrating according to methods (1) and (2) above. Again, the many
authors just integrate the residual amplitude noise from −ωL/2 to ωL/2 but do not
multiply the variance by M for case II.
Cavity Length and Timing Jitter
The timing jitter of the harmonically modelocked laser does not improve as the cavity
length is increased and the modulation rate is kept the same, i.e. harmonic mode-
locking does not provide any advantages over fundamental modelocking for noise
performance. According to equation (2.2), if the cavity length is increased by a factor
of 2, the knee of the phase noise plot, L(f), also moves in by a factor of 2. But since
there are two supermodes that must be integrated to obtain the total timing jitter
according to equation (2.32), the total noise is the same. The next section will show
experimental evidence that the timing jitter does not change as the cavity length is
increased.
If we keep the laser fundamentally modelocked, the modulation curvature fixed
at ωM , and increase the cavity length, then the timing jitter will improve. Fig. 2-3
shows that the average output signal power and average spontaneous emission power
are constant for a given injection current. A common trick to increase the pulse
energy in passively modelocked lasers is to increase the cavity length [39]. Since the
average power and pulse width are approximately constant, the peak pulse energy
must increase. Equation 2.5 shows that the timing jitter is proportional to the ratio
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Figure 2-17: Experimental setup for semiconductor laser.
of the spontaneous emission energy to the pulse energy. By increasing the pulse energy
with the spontaneous emission energy kept fixed, the timing jitter can improve, but
the repetition rate decreases.
2.5.2 Experiments
To experimentally verify our model for noise in harmonically modelocked lasers, we
measured the optical cross-correlation and residual phase noise of a semiconductor
laser and a fiber laser. We found that the supermodes contain timing jitter noise
energy that must be included in the total timing jitter.
The semiconductor laser shown in Fig. 2-17 was actively modelocked at a 3 GHz
repetition rate [25]. In these experiments, the cavity length was adjusted while the
driving modulation frequency was kept constant at 3 GHz. The cavity length was
adjusted to a repetition rate of 3 GHz (M = 1) or 600 MHz (M = 5). The injection
current was 65.2 mA, the saturable absorber reverse bias was -1.18 V, and the rf
power driving the saturable absorber was 25 dBm. The rf pulse source that drove
the saturable absorber consisted of a step-recovery diode driven by a 3 GHz sinusoid.
The resulting microwave pulses were 73 ps long.
The residual phase noise measurement of the semiconductor laser is shown in
Fig. 2-18. The knee of the power spectral density moves in by a factor of about 5
as the cavity round-trip length is increased by a factor of 5. In addition, the the
power spectral density of the two laser configurations at offset frequencies less than
1 MHz are approximately equal. The 1.5 dB difference is most likely due to differences
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in the cavity Q. The threshold current of the fundamentally modelocked laser was
22 mA versus 30 mA for the harmonically modelocked laser, which indicates that the
fundamentally modelocked laser suffered less diffraction loss. Looking closely at the
600 MHz supermodes reveals that the first through fourth supermodes have similar
shapes and magnitudes, which indicates that the pulses are uncorrelated [32].
Integrating the residual phase noise plot of the fundamentally modelocked laser
from 10 Hz to 1 GHz yields an rms timing jitter of 2489 fs. Integrating the residual
phase noise plot of the harmonically modelocked laser from 10 Hz to 300 MHz yields
1161 fs of timing jitter. Multiplying this number by
√
M yields 1161×√5 = 2597 fs,
which is very close to the total noise of the fundamentally modelocked laser.
Additional proof of the fact that the supermodes contribute to the total integrated
timing jitter is given by measurements of the cross-correlation between pulses. The
optical auto and cross-correlations of the fundamentally and harmonically modelocked
laser pulses are shown in Fig. 2-19 and 2-20, respectively. Unfortunately, the autocor-
relation reveals satellite pulses, but nonetheless illustrates the following points. The
timing jitter of the fundamentally modelocked laser from pulse 1 to pulse 2 is the
same as the timing jitter from pulse 1 to pulse 10. For the harmonically modelocked
laser, the timing jitter between pulses in the cavity (pulse 1 to 2, and pulse 1 to 9)
are uncorrelated and hence large, while the timing jitter of a pulse relative to itself
after two round-trips (pulse 1 to 10) is small.
Optical and rf noise measurements for a M = 25000 harmonically modelocked
fiber laser again revealed that the timing jitter noise energy in the supermodes is
significant [40]. The fiber laser was constructed with a sigma shaped cavity with
500 m of standard single-mode fiber. An amplitude modulator driven at 10 GHz was
incorporated inside the cavity and the resulting output pulses were 4.6 ps in duration.
A residual phase noise measurement of the first supermode is shown in Fig. 2-21 and
the optical auto and cross-correlations are shown in Fig. 2-22. Integrating the first
supermode from 10 Hz to 200 kHz in the residual phase noise plot leads to the incorrect
rms timing jitter of 7.13 fs (10 Hz at -90 dBc/Hz, 100 Hz at -100 dBc/Hz, 1 kHz at
-110 dBc/Hz, 10 kHz at -120 dBc/Hz, 100 kHz at -130 dBc/Hz, and 200 kHz at
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Figure 2-18: Residual phase noise measurement of the semiconductor laser. The thin
solid lines show the theoretically predicted noise due to spontaneous emission. The
low frequency noise below 1 KHz is dominated by flicker noise of the voltage and cur-
rent sources. The noise enhancement at 6 MHz in the harmonically modelocked laser
also appears at 30 MHz (factor of M = 5 larger) in the fundamentally modelocked
laser.
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Figure 2-19: Optical auto and cross-correlations of the fundamentally modelocked
semiconductor laser. The auto and cross-correlations almost completely overlap.
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Figure 2-20: Optical auto and cross-correlations of the harmonically modelocked
semiconductor laser.
-135 dBc/Hz). The total timing jitter is 7.13×√25000 = 1128 fs. The optical cross-
correlation in Fig. 2-22 shows that the autocorrelation FWHM is 6462 fs (σAC =
2744 fs) and the cross-correlation FWHM is 7092 fs (σXC = 3012 fs). Assuming
Gaussian pulse shapes, the rms jitter is
√
σ2XC − σ2AC = 1242 fs. Therefore, the
optical cross-correlation measurements verify that the phase noise is approximately
1 ps rather than 7 fs.
Further evidence that the SSB phase-noise measurements are not entirely am-
plitude noise is given by Juodawlkis et al. in which the timing jitter of a Er-fiber
modelocked laser is measured with a novel phase-encoded optical sampling technique
[41].
In conclusion, we have developed a model for the noise of harmonically mode-
locked lasers which clarifies the meaning of the supermodes in the spectrum analyzer
and residual phase noise measurements. Measuring the power spectral density of the
first supermode in a spectrum analyzer measurement yields intensity fluctuation in-
formation, which allows us to separate timing and intensity fluctuations with smaller
detection bandwidth (0 Hz to the modulation drive frequency). In addition, we have
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Figure 2-21: Residual phase noise measurement of the fiber laser. Courtesy of
Matthew Grein.
Figure 2-22: Optical auto and cross-correlations of the harmonically modelocked fiber
laser. Courtesy of Matthew Grein.
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experimentally verified our model with optical and rf noise measurements of mode-
locked semiconductor and fiber lasers and have shown that supermode timing jitter
exists and that it is not entirely amplitude noise.
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Chapter 3
Modelocked Laser Noise
Measurements
The measurement of noise is a challenging task since it is orders of magnitude smaller
than the signal. The single-sideband phase noise of the laser is can be over ten orders
of magnitude smaller than the carrier. Sampling scope measurements of the timing
jitter or spectrum analyzer measurements of the timing jitter are not able to resolve
50 fs of timing jitter. The oscillator noise in a state-of-the-art spectrum analyzer
(HP8565EC) is approximately 95 fs from 10 Hz to 1 MHz.
3.1 Microwave Techniques
Theoretically, jitter is defined as the short-term non-cumulative variations of the
significant instants of a signal from their ideal positions in time [42]. Generally, digital
storage oscilloscopes (DSO), spectrum analyzers, and phase noise measurement test
sets are used for jitter measurements. A detailed presentation of microwave techniques
for measuring noise in Ti:sapphire laser can be found in [19].
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3.1.1 Spectrum Analyzer Measurements
Among the most popular methods for noise characterization is to use a photodiode to
convert the optical pulse stream into a rf signal and to measure it with a rf spectrum
analyzer. As long as the noise of the spectrum analyzer is lower than that of the
optical signal, this technique is valid and desirable since it is easy and fast.
Converting the spectrum analyzer measurements into amplitude and timing jitter
for actively modelocked lasers was presented by von der Linde [36]. The interpretation
of the power spectrum for harmonically modelocked lasers is presented in Section 2.5.
The phase noise for a state-of-the-art spectrum analyzer is shown in Fig. 3-1.
Integrating the phase noise curve for the 5 GHz carrier frequency from 10 Hz to
1 MHz yields 95 fs (783 fs if integrated from 1 Hz to 1 MHz). This implies that most
of the timing jitter measured lasers using spectrum analyzers, such as Yu’s quantum-
noise limited stretched-pulse fiber laser [43], was due to the noise of the spectrum
analyzer. Note that for a fixed timing jitter, the phase noise increases by 6 dB for
every factor of 2 increase in the carrier frequency.1 Physically, this means that for a
fixed timing jitter, the phase displacements are larger relative to the carrier cycle.
3.1.2 Sampling Scope Measurements
Measuring jitter with a DSO has several limitations.
1. Amplitude noise is converted to phase noise on the input of the DSO and thus
contributes to the overall jitter reading.
2. The jitter is measured relative to the time base of the DSO, which also has a
jitter characteristic. That means that the measured value depends upon the
jitter of the DSO and the oscillator under test. If the DSO’s timebase jitter is
higher than the oscillator jitter, it is the DSO’s jitter rather than the oscillator
jitter that will be measured.
1This assumes that the doubler adds no noise.
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Figure 3-1: Agilent 8585EC spectrum analyzer phase noise [2]. CF = center frequency.
3. The short-term jitter of sampling scopes is large compared to the noise of
modelocked lasers. For the state-of-the-art Tektronix sampling oscilloscope
(CSA8000B), the short-term jitter is 0.8 ps RMS +5 ppm (typical) and < 1.2
ps RMS +10 ppm (max.). When locked to a 10 MHz reference, the long-term
jitter is 1.6 ps RMS+0.04 ppm of position (typical), and < 2.5 ps RMS +0.01
ppm of position (max.).
4. Limited spectral information is given by the DSO measurement. The measured
histogram yields a timing jitter number that does not indicate whether the noise
is due to 60 Hz pickups, vibration spurs, radio pickups, or quantum noise.
The advantages of using a sampling oscilloscopes are:
1. One can see the signal in the time domain and hence can observe pulse-dropouts
in the eye diagram.
2. The histogram functionality allows one to find the probability density function
of both amplitude and phase noise.
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Figure 3-2: Residual phase noise measurement setup.
3.1.3 Residual Phase Noise Measurements
A residual phase noise measurement measures the inherent phase noise of the device-
under-test and removes the phase noise of the driving oscillator. A typical residual
phase noise measurement setup is shown in Fig. 3-2. The variable delay is set so
that the signals to the LO and RF ports are in quadrature. In this configuration, the
mixer acts as a phase detector. The time delay from the oscillator to the LO port
should closely match the length of the oscillator to the RF port for best oscillator
noise rejection.
The advantage of a residual phase noise measurement over an absolute phase
noise measurement is that a relatively noisy microwave oscillator can be used to drive
the modelocked laser and still be able to uncover the fundamental quantum-noise of
the laser. On the other hand, it is difficult to obtain the residual phase noise of a
harmonically modelocked laser for reasons detailed in Section 3.1.4.
The phase detector in the residual phase noise measurement is typically a double-
balanced mixer. The mixer is made into a phase detector by phase delaying the two
input signals until they are in quadrature. Typically, the mixer is operated so that
the IF output port is at 0 V DC. Due to the fact that the diodes in the mixer are
not perfectly matched, the phase detector may be slightly more sensitive to negative
than positive voltage. For example, in our measurements, the IF output port voltage
swung between 280 mV and -300 mV. This implies that there is an optimal point
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when the phase is delayed so that the IF output voltage is -10 mV. The best AM
noise rejection occurs at the optimal point. This asymmetry in the mixer can be
pronounced, especially, when the RF input power is low. At the sweet spot, one
should be able to obtain 30 dB AM rejection. This could be a reason why some
groups only get 10-20 dB AM rejection in their phase detector.
The delays between the LO and RF ports should be matched since the noise
rejection worsens as f 2. If the input voltages to the mixer LO and RF ports are
A sinωt and A cos(ω(t − ∆t)), respectively, then the IF voltage is ABω∆t, where
∆t is the time delay between both arms. The IF power is (AB)2ω2(∆t)2. There
is no noise suppression when ω∆t = pi/2. In other words, when f = 1/4∆t then
L(f) = 0 dBc/Hz. Fig. 3-3 shows a plot of the oscillator’s phase noise, the residual
oscillator noise at the IF port of the mixer, and the suppression function (4∆tf 2).
The oscillator noise is significantly suppressed in a residual phase noise measurement.
For this plot, we assumed that ∆t = 33 ns, which corresponds to 10 m of free-space
propagation delay. At offsets greater than 20 kHz, the measurement noise floor is
at -130 dBc/Hz due to finite rejection of the oscillator noise. If ∆t is decreased, the
rejection curve translates to the right, and the residual oscillator noise levels-off to a
lower phase noise value at a lower frequency.
3.1.4 Validity of Residual Phase Noise Measurement
Equation (eq:theory-brief-psd) shows how the microwave oscillator noise contributes
to the output timing jitter of the laser. It has been argued that residual phase noise
measurements do not make sense for nonlinear devices such as modelocked lasers.
However, our analysis [44] shows exactly when the residual phase noise measurement
is valid. In other words, it shows us when the microwave oscillator noise is sufficiently
suppressed, so that the residual noise is all that is left.
Equation (eq:theory-brief-psd) shows that the timing jitter psd contains a term
that has the cavity response (a simple Lorentzian with a roll-off at 2γ<0 ) multiplied by
the oscillator phase noise. The residual phase noise measurement is valid for angular
frequencies less than 2γ<0 , but the measurement does not suppress microwave phase
79
100 102 104 106 1/4∆t 108
-240
-200
-160
-120
-80
-40
0
40
Offset Frequency, Hz
L
(f
),
 d
B
c
/H
z
Rejection
Orig Osc Noise
Residual Osc Noise
Figure 3-3: Residual phase noise measurement and the suppression of the oscillator
noise.
noise at frequencies greater than 2γ<0 since the cavity response of the laser filters
the oscillator phase noise. Since 2γ<0 is relatively large (1 to 10 MHz) compared to
the bandwidth of the microwave oscillator phase noise in semiconductor lasers, the
residual phase noise measurement is often valid. For EDFLs, 2γ<0 can be small, and
hence a residual phase noise measurement may not eliminate all of the oscillator noise,
but at least give a good upper bound to the noise.
We show that a residual phase noise measurement of an actively modelocked laser
is residual for offset frequencies that are less than the laser cavity response time but
absolute for larger offset frequencies. It is found that harmonically modelocked lasers
exhibit less oscillator phase noise suppression than fundamentally modelocked lasers.
A residual phase noise measurement is a sensitive technique that is able to mea-
sure the timing jitter of ultralow-noise modelocked lasers [45, 25] with sensitivities
that exceed tens of femtoseconds. This is an important measurement technique since
it can reveal the inherent spontaneous emission noise of a modelocked laser and re-
move the contribution due to the driving microwave oscillator. It has been found
experimentally by several groups that the residual phase noise measurement of har-
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monically modelocked lasers depends on the quality of the driving oscillator. In other
words, the measurement is not so “residual”, but rather depends on the noise of the
microwave oscillator. The goal of this article is to show why this happens, and for
what frequency offsets the residual phase noise measurement is valid.
At first glance, it may seem like residual phase noise measurements have no mean-
ing for modelocked lasers, especially soliton modelocked lasers, since they are nonlin-
ear devices. As long as the oscillator noise is small, as for any well-designed system,
perturbation theory shows exactly how the oscillator noise is filtered by the laser
cavity.
Oscillator noise can be incorporated into the theory of noise in actively modelocked
lasers [12, 26] and actively modelocked soliton lasers [10] by making the change in
the master equation MAM [1 − cos(ωM(t + ∆t))] ≈ MAM(ωM t)2 −MAM(2ωM t∆t)/2,
where MAM is the modulation depth and ωM is the repetition rate of the modulator.
The oscillator noise shows up in the power spectral density of the timing jitter as
〈|∆t(Ω)|2〉 = C(Ω)〈|SOSC(Ω)|2〉 (3.1)
where 〈|SOSC(Ω)|2〉 is the phase noise of the microwave oscillator, and C(Ω) is the
laser cavity response. For actively modelocked lasers with negligible dispersion, the
cavity response is Lorentzian
C(Ω) =
c1
Ω2 + Ω20
, (3.2)
where c1 and Ω0 are constants. On a log-log scale, this function is flat up until the
cutoff frequency of the cavity at Ω0 which is proportional toMAMω
2
M 2tau
2/TR, where
τ is the pulse width and TR is the repetition period of the cavity. As the cavity length
is increased, the cutoff frequency decreases.
A residual phase noise measurement compares the output pulses from the mode-
locked laser to the driving microwave oscillator. Since the laser cavity filters out the
oscillator noise at offset frequencies above Ω0, all of the oscillator noise at the LO port
of the mixer above Ω0 appears in the “residual phase noise measurement.” Therefore,
the measurement is truly residual for offset frequencies less than Ω0, but absolute for
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frequencies above Ω0. For our 9 GHz fundamentally modelocked semiconductor laser,
Ω0 is typically on the order of 10 MHz, but for our 9 GHz Erbium-doped fiber laser
(EDFL) operating at the 25000th harmonic, Ω0 is typically in the range of kilohertz.
Since the oscillator noise of the Agilent 83732B synthesizer extends out to 20 kHz
before it rolls off at 20 dB/decade (-80 dBc/Hz from 100 to 10 kHz), it is difficult to
obtain a true residual phase noise measurement for an EDFL.
Residual phase noise measurements of a 9 GHz fundamentally modelocked semi-
conductor laser and a 9 GHz harmonically modelocked fiber laser operated at the
22500th harmonic were performed with a quiet sapphire loaded crystal oscillator (in-
tegrated timing jitter of 5 fs from 10 Hz to 10 MHz) and with a noisier Agilent 83732B
microwave synthesizer (integrated timing jitter of 300 fs from 10 Hz to 10 MHz). The
residual phase noise measurements for the fundamentally modelocked laser are shown
in Fig. 3-4 and for the harmonically modelocked laser in Fig. 3-5. The figures show
that the residual phase noise measurement for the fundamentally modelocked laser
is not affected by the noise of the microwave oscillator, whereas the “residual” phase
noise measurements of the EDFL depend on the noise of the microwave oscillator.
One can easily discern the 20 kHz roll-off of the synthesizer phase noise in the EDFL
phase noise plot. In addition, the phase noise suppression from 10 to 1 kHz is most
likely due to the cavity length stabilization circuit, which adjusts the cavity length
with a fiber-wound PZT.
We have shown that a residual phase noise measurement of a modelocked laser is
residual for frequency offsets that are slower than the laser cavity response time. For
higher offset frequencies, the measurement yields absolute phase noise. This implies
that quiet microwave oscillators are needed to measure the intrinsic phase noise of
harmonically modelocked lasers.
3.1.5 Amplitude Noise Measurements
The AM noise was measured by using a mixer in which both inputs were set in-phase.
The level-7 mixer was found to be most AM sensitive when the LO power was 10 dBm
and the RF power was 0 dBm. Typical output IF voltages range from -180 mV to
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Figure 3-4: Residual phase noise of fundamentally modelocked semiconductor laser
driven with the Agilent 83732B synthesizer and Poseidon Scientific Instruments
SCLO.
Figure 3-5: Residual phase noise of harmonically modelocked Erbium-doped fiber
laser driven with the Agilent 83732B synthesizer and Poseidon Scientific Instruments
SCLO.
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-120 mV. The asymmetry is due to the asymmetry of the turn-on voltage of the diodes
in the double-balanced mixer.
Calibration can be obtained in two ways. One way involves sending a known AM
tone on top of the 10 GHz carrier. When it is difficult to use an AM tone, or the AM
tone introduces extra unwanted AM noise, then calibration can be done as follows:
The normalized version of the AM noise, m(f), analogous to L(f), is defined as
the ratio of the spectral density of one amplitude-modulated sideband to the total
signal power [46, p.254]. Mathematically, this can be expressed as
m(f) = 20 log10
(
Vc(f)
Vc0
)
− 3 (3.3)
where Vc0 is the voltage of the carrier signal without noise and Vc(f) is the rms
amplitude noise at frequency f . The carrier voltage is related to the measured IF
voltage by
KAM
Vc(f)
Vc0
=
VIF (f)
VIF0
. (3.4)
The calibration constant, KAM , can be found by attenuating the carrier by a known
amount, say 1 dB, and measuring the change in the IF voltage. The calibration
constant is
KAM =
∆VIF/VIF0
∆Vc/Vc0
, (3.5)
where ∆VIF is the change in the IF voltage by adding a known attenuation, ATT ,
and ∆Vc is the change in the carrier voltage due to the attenuation. The attenuation
is related to the change in the carrier power by
∆Vc
Vc0
= 1− 10−ATT/20 (3.6)
where ATT is the attenuation in units of dB (e.g. ATT = 1 means -1 dB). Putting
equations (3.3), (3.5), and (3.6) together, we get
m(f) = 20 log10 VIF (f)− 20 log10 VIF0 − 20 log10KAM − 3 (3.7)
= 20 log10 VIF (f)− 20 log10∆VIF + 20 log10
(
1− 10−ATT/20
)
− 3 (3.8)
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Figure 3-6: AM noise of Agilent 83732B synthesizer at 10 GHz.
For example, if 20 log10 VIF (300 kHz) = −62 dBVrms, ∆VIF = 16 mV, and ATT =
1 dB, then m(f) = −48 dBc/Hz.
Fig. 3-6 shows the amplitude noise for an Agilent 83732B synthesizer at 10 GHz
before and after amplification by a JCA910 RF amplifier. The tone refers to the case
when we insert a 300 kHz tone in the linear AM modulation port of the synthesizer.
One can see that turning on the linear AM modulation port increases the amplitude
noise up to its modulation bandwidth of about 1 MHz. The integrated AM noise is
shown in Fig. 3-7.
Tracking down pickups in AM or PM noise measurements is often tricky. For
example, the AM noise measurement shown in Fig. 3-8 shows large pickups from
100 kHz to 10 MHz. These pickups were removed by twisting a BNC L-connector on
the IF port! These rf pickups were often evident in our phase noise measurements.
Some published work on ultralow-noise lasers [24] does not correctly normalize the
spurs. The spurs should not be divided by the resolution bandwidth of the spectrum
analyzer or vector signal analyzer, which makes the spurs look smaller.
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oscillator with the 300 kHz tone applied.
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Figure 3-8: AM noise of Agilent 83732B synthesizer at 10 GHz with electrical pickups.
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AM Bleed Through
The measured phase noise at low offsets can also be due to amplitude noise that
bleeds through the phase detector. For MITEQ’s DM0812LW2 8-12 GHz mixer, the
RF-IF port AM rejection is 30 dB and the LO-IF rejection is 35 dB.
As an example, consider DePriest’s external-cavity semiconductor diode ring laser
actively modelocked at 10 GHz [27]. The AM laser noise at 10 kHz offset was reported
to be −120 dBc/Hz. Assuming that the input power to the rf port of the mixer is
0 dBm, then the output AM noise power at the IF port at 10 kHz is 0 − 120 =
−120 dBm/Hz. Further, if the phase detector gain constant is 20 log10 κφ = −15 dB,
and the real residual phase noise is -110 dBc/Hz at 10 kHz offset, then the output
power at the IF port due to phase noise is−110−−15−3 = −110+12 = −98 dBm/Hz.
Therefore, the amplitude noise bleed through must be negligible at 10 kHz since it is
22 dB smaller than the phase noise signal.
At a frequency offset of 10 Hz, the amplitude noise is reported to be -90 dBc/Hz
and the bleed-through amplitude noise power at the IF port of the mixer is -90 dBm/Hz.
The measured residual phase noise at a 10 Hz offset is reported to be -100 dBc/Hz.
This indicates that the output power at the IF port due to phase noise is estimated
at −100 + 12 = −88 dBm/Hz, which is very close to the -90 dBm/Hz due to AM
bleed-through. This means that the measured residual phase noise at 10 Hz may not
really be phase noise, but rather amplitude noise that is not rejected by the phase
detector.
The approximate formula that expresses the AM noise contribution to the residual
phase noise measurement is
LAM(f) = SAM(f)− 30−−15− 3 = SAM(f)− 18 dB (3.9)
where SAM is the normalized amplitude noise power in units of dBm/Hz, 30 is the
RF-IF rejection, −15 is the phase detector gain constant in dB (κφ), and 3 is the
conversion from a double-sideband measurement to a single-sideband measurement.
The amplitude noise from the HP83732B synthesizer at 10 GHz is better than
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-150 dBc/Hz for frequency offsets greater than 5 MHz. This corresponds to an
amplitude noise of SAM(f > 5 MHz) = −136 dBm/Hz when the carrier power is
14 dBm. The residual phase noise measurement noise floor due to amplitude noise
bleed through is −136 − 35 − −15 − 3 = −159 dBc/Hz. The noise floor for offsets
greater than 5 MHz is not due to the amplitude noise of the synthesizer since it is
at approximately -150 dBc/Hz. The amplitude noise of the HP83732B synthesizer at
10 GHz was measured and is plotted in Fig. 3-6.
Current and Voltage Supply Noise
The noise of the current supply and voltage noise shows up directly in the timing
jitter power spectrum through two mechanisms
• Current supply noise: A change in the injection current causes a change in
the carrier density of the gain section, which results in a change of the group
velocity and cavity repetition rate. Therefore, ∆I ∝ ∆fcav
fcav
∝ ∆T
T
, where ∆I is
the change in the injection current, fcav is the cavity repetition rate, and T is
the cavity repetition period.
• Voltage supply noise: A change in the saturable absorber bias voltage causes
a change in the carrier density of the saturable absorber section, which results
in a change of the group velocity and cavity repetition rate. Therefore, ∆V ∝
∆fcav
fcav
∝ ∆T
T
, where ∆V is the change in the applied voltage, fcav is the cavity
repetition rate, and T is the cavity repetition period.
To evaluate the voltage supply noise, we tuned the saturable absorber bias current
around its bias point (typically -1.5 V) by a small amount and measured the change of
the repetition rate of the modelocked laser with a rf spectrum analyzer. Experimen-
tally, we find that the cavity repetition rate tunes by 72.9 MHz/V when fundamentally
modelocked at 10 GHz. This implies that ∆T = κv ∆V and κv = 7.29 × 10−13 s/V
= 729 fs/V. The power spectral density of the timing jitter is related to the power
spectral density of the voltage fluctuations by ST (f) = κ
2
vSV (f). The SSB phase
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noise due to the voltage fluctuations is
L(f) =
(
2pi
T
)2
ST (f) =
(
2pi
T
)2
κ2vSV (f). (3.10)
The power spectral density of the thermal noise from a 50 Ω resistor is SV (f) =
(0.9 nV)2 ≈ 10−18 V2, and the resulting SSB phase noise due to the thermal noise
from the 50 Ω resistor is L(f) =
(
2pi
100 ps
)2
(7.29×10−13 s/V)2(0.9 nV)2 = 1.7×10−21 =
−208 dBc/Hz. Hence, broadband thermal noise from the saturable absorber voltage
source is negligible. One must also consider the flicker noise of the voltage source.
Fig. 3-9 shows that SV (10 Hz) = 10
−110/20 V2. This amount of voltage noise would
cause a phase noise of L(10 Hz) =
(
2pi
100 ps
)2
(7.29 × 10−13 s/V)2(10−110/20 V2) =
2.1×10−14 = −137 dBc/Hz. Fig. 3-10 shows that the experimentally measured value
is L(10 Hz) = −90 dBc/Hz, which is 47 dB higher than the theoretically predicted
value. Therefore, the excess noise at the low frequency offsets less than 5 kHz in
Fig. 3-10 is probably due to the ground loops caused by the MLLD mount between
the saturable absorber, injection current terminal, and the optical cable. When we
measure the phase noise of our temperature-controlled MLLD, which is electrically
isolated from the optical table, we do not observe such a large amount of low frequency
noise (see Fig. 2-9 for comparison).
The AM noise from the current and voltage supplies that were used to drive the
modelocked semiconductor laser are shown in Fig. 3-9. The noise floor is given by the
vector signal analyzer with the input range set to -30 dBm. The current supply was
an ILX LDZ-3207B current source at 65 mA into a 50 Ω load. The current source
noise is only slightly larger than the noise floor except for some electrical pickups at
higher offsets. The voltage supply consisted of two AA alkaline batteries and 10-turn
potentiometer to drop the applied voltage from -3 V to -1.5 V to a 50 Ω load. It is
surprising that the battery noise dominates at low frequency offsets, and the enhanced
noise may be from the potentiometer. Carbon film resistors are known to be noisier
than wire-wound resistors. The AM noise of the voltage supply closely follows the
shape of the noise floor and laser phase noise in Fig. 3-10 for offsets less than 1 kHz.
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3.2 Optical Techniques
Optical cross-correlations are useful for characterizing the timing jitter of high-repetition
rate modelocked lasers [47]. Sub-kilometer fiber delay lengths allow us to find cor-
relations between pulses that are up to tens-of-thousands of cavity round-trips away.
The goal of this section is to show how optical cross-correlations can be used to de-
termine the high-frequency timing jitter and pulse-to-pulse correlations. For optical
sampling applications, it is important to measure the timing jitter of a modelocked
laser from 0 Hz to half its repetition rate. Since rf techniques can typically measure
the phase noise of a fundamentally modelocked laser only up to several hundred mega-
hertz before the phase noise falls below the noise floor, optical techniques are needed
to characterize the jitter at higher offsets. We compare our optical cross-correlation
results to radio-frequency measurements and show that they yield the same values for
jitter at lower frequency offsets as well. Next, we show that the probability density
function of the timing jitter of a semiconductor modelocked lasers can be found by
deconvolving it from the cross-correlation measurements with the aid of pulse charac-
terization techniques. Finally, we show how optical cross-correlations simplify timing
jitter measurements in recirculating-loop experiments.
Optical cross-correlations using a nonlinear crystal and second harmonic genera-
tion provide a direct, time-domain method for characterizing high-frequency timing
fluctuations and pulse-to-pulse timing jitter. By changing the length of a low-loss
fiber in one arm of the cross-correlator, the integrated timing jitter can be measured
accurately. The increase in the width of the cross-correlation over that of the au-
tocorrelation is due to timing jitter. Amplitude noise is conveniently averaged out.
Broadening due to dispersion in the fiber delay arm can be accounted for with an addi-
tional autocorrelation. Pulses at high repetition rates (> 40 GHz), often encountered
in optical time-division multiplexed transmission [17] or passively modelocked mono-
lithic semiconductor lasers [31], are ideal candidates for optical cross-correlations.
The use of optical cross-correlations to measure timing jitter is similar to the delay-
line/mixer-frequency discriminator method used in microwave systems [48]. They
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have been used largely for comparing the relative jitter between two pulse sources
[49]. The use of optical cross-correlations to measure the timing jitter of a single
source lost popularity from around 1986, when von der Linde [36] and Rodwell [50]
introduced spectral methods which were experimentally easier. They argued correctly
that to measure the timing jitter down to low frequency offsets requires impractically
long lengths of fiber delay [37]. On the other hand, optical cross-correlations remain
very useful for characterizing timing jitter at high frequency offsets where the timing
noise is typically below the noise floor of the RF analyzer.
3.2.1 Cross-Correlation Measurements
A typical cross-correlation setup is shown in Fig. 2-14. The input pulses are split into
two arms and then recombined at a nonlinear crystal so that the first pulse overlaps
with the nth pulse. A fiber delay line is low loss and hence can be kilometers long. Due
to the long spans of fiber, its dispersion may become significant. For that reason, three
measurements are required for each delay, T . (1) An autocorrelation of pulses directly
from the laser yields information about the pulse width. (2) An autocorrelation of
the pulses after they propagate through the fiber of length L determines the effect of
dispersion. (3) A crosscorrelation with the fiber of length L in one arm yields a curve
that is the correlation of the dispersed pulse autocorrelation with the timing jitter
probability density function(pdf).
Frequency Sensitivity and Relation to RF Measurements
As shown below, the frequency sensitivity of a cross-correlation measurement with
one arm delayed by T is 1/4T to ∞ Hz. This is a good approximation when the
spectral noise density is smooth over a frequency interval of 1/T . The sensitivity to
timing fluctuations slower than 1/4T decreases as 1/f 2.
The optical cross-correlation measurement yields the standard deviation, σpp(T ),
of ∆J(T ) = J(t) − J(t − T ), where J(t) is the pulse displacement at time t. The
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autocorrelation function of ∆J(T ) is
R∆J∆J(T )
= 〈∆J(t)∆J(t− T )〉
= 2RJJ(T )−RJJ(t− T )−RJJ(t+ T ), (3.11)
where RJJ(T ) = 〈J(t)J(t − T )〉 is the autocorrelation function of the jitter. The
power spectral density of ∆J(T ) is the Fourier transform of (3.11),
S∆J(Ω) = 2 [1− cosΩT ]SJ(Ω), (3.12)
where SJ(Ω) is the power spectral density of the timing jitter. The power spectral
density of ∆J(T ) is equal to the power spectral density of the timing jitter multiplied
by a sinusoid. The variance of ∆J(T ) is [50] [10]
σ2pp(T ) =
∫ ∞
−∞
S∆J(Ω)
dΩ
2pi
=
∫ ∞
−∞
2 [1− cosΩT ]SJ(Ω)dΩ
2pi
. (3.13)
where we use the subscript pp to denote that it is the pulse-to-pulse variance. There-
fore, for the pulse-to-pulse delay T , the cross-correlation measurement loses sensitivity
to timing fluctuations slower than about 1/4T Hz. In addition, the cross-correlation
is not sensitive to timing fluctuations at multiples of 1/T Hz since the timing jitter
cancels out in the cross-correlator. In order to interpret the cross-correlation measure-
ment as an integration of the jitter faster than 1/4T Hz, the power spectral density
of the noise must have features that are broader than 1/T Hz. This is usually no
problem for spontaneous emission noise or other sources of broad-band white noise,
but may be problematic for radio station pickups and other spurs. The spurs in the
timing jitter spectral density located at frequencies that are multiples of 1/T are not
counted in the integrated jitter.
Pulse-to-pulse versus pulse-to-clock An optical cross-correlation measures the
timing jitter between pulse 1 and pulse N , whereas an absolute or residual phase noise
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measurement yields the jitter of the laser pulses relative to a microwave oscillator,
or in other words, the pulse-to-clock jitter. For an actively modelocked laser, where
the timing jitter is bounded relative to the driving microwave clock signal, the pulse
1 to pulse N jitter is related to the pulse-to-clock jitter. The timing jitter of pulse 1
relative to the driving microwave clock is σpc and the timing jitter of pulse N relative
to the clock is also σpc. For long delays (N large), the timing fluctuations between
pulse 1 and pulse N are uncorrelated. This implies that the timing fluctuations
between pulse 1 and pulse N are equal to σ2pp = 2σ
2
pc when N is large.
Error Bars
The RMS timing jitter (for a given delay T corresponding to an integration range of
approximately 1/4T to ∞ Hz) is then given by the expression,
σpp =
√
σ2XC − σ2AC , (3.14)
where we assume Gaussian pulse shapes and Gaussian pdf. Here, σ2AC = (σ
2
AC1 +
σ2AC2)/2 where σ
2
AC1 is the standard deviation of the autocorrelation of the laser out-
put and σ2AC2 is the standard deviation of the autocorrelation after the dispersive
fiber delay line. Therefore, the pulse-to-pulse timing jitter is equal to the broadening
of the cross-correlation over the adjusted autocorrelation width. Assume that there is
a measurement error of δXC in the cross-correlation width and δAC in the autocorre-
lation width. Since both measurements are usually done with the same experimental
apparatus it is safe to equate these two errors, δ ≡ δXC = δAC . The total timing
jitter, including the error, is
σpp,tot ≡ σpp + δpp
=
√
(σXC + δXC)2 − (σAC + δAC)2
≈ σpp
√
1 + 2
σXC + σAC
σ2pp
δ
≈ σpp
(
1 +
σXC + σAC
σ2pp
δ
)
(3.15)
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Figure 3-11: Error in measuring the RMS timing jitter increases rapidly as the timing
jitter width decreases below the autocorrelation width. For example, if the experimen-
tal error in measuring the auto and cross-correlations is δ = 50 fs and if the RMS tim-
ing jitter is one-tenth the standard deviation of the autocorrelation (σpp/σAC = 1/10),
then the error in the recovered value of the timing jitter is δpp = 20δ = 1 ps.
where the terms in δ2 are neglected and the approximation
√
1 + x ≈ 1 + x/2 is
used. This approximation is valid as long as x ¿ 1 or equivalently (δ/σpp) ¿
σpp/2(σXC+σAC). As the timing jitter increases relative to the autocorrelation width,
the measurement error can be larger for the above approximation to still hold. The
error in measuring the RMS timing jitter is
δpp =

 σXC + σAC√
σ2XC − σ2AC

 δ. (3.16)
We can use this equation to plot σpp/σAC versus δpp/δ as shown in Fig. 3-11. Ac-
curate correlations are necessary when the timing jitter is much smaller than the
autocorrelation width. At first glance at Fig. 3-11, it may seem that it would be
difficult to measure the timing jitter to less than one-tenth the autocorrelation width.
But with high dynamic-range autocorrelations (20-30 dB), it is possible to reduce δ
significantly below the step spacing since the Gaussian can be fit over a larger time
span.
The error given by (3.16) indicates a nonlinear dependence on the auto and cross-
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correlation widths. For example, for Gaussian pulses with σXC = 4400 fs, σAC =
4000 fs, and δ = 170 fs (corresponding to a 50 µm step of a fine-delay stage), the
timing jitter error is δpp = 408 fs.
3.2.2 Measurement of Timing Jitter in Modelocked Laser
Diodes
The timing jitter of a modelocked semiconductor laser was measured using both an
RF spectrum analyzer and with cross-correlation measurements. The semiconductor
laser shown in Fig. 2-11 was either passively or hybridly modelocked. The external
cavity laser contained a 5 nm bandpass filter, a > 99% reflective dielectric mirror,
a semiconductor chip with a 500 µm gain section and a 50 µm saturable absorber
section. The injection current was 55 mA, the saturable absorber was reverse biased
at -1.92 V and driven at the fundamental cavity harmonic of 9.348 GHz with 22 dBm
of power for hybrid modelocking, the fiber coupled power was 0.4 mW, the center
wavelength was 1547 nm, the 3-dB optical spectrum bandwidth was 1.42 nm, the
pulsewidth was 2.5 ps, and the time-bandwidth product was 0.47 (near the transform
limit for Gaussian pulses at 0.44).
The radio frequency spectrum of the directly detected pulses from the laser is
shown in Fig. 3-12 and the results of the cross-correlation measurements are shown
in Fig. 3-13. The RF spectrum measurements and cross-correlation measurements
reveal the same values for the timing jitter: 700 fs when hybridly modelocked and
RMS timing kicks (∆σpp =
√
2D2TR from equation (3.20)) of 18 fs/round-trip when
passively modelocked. Notice that an RMS timing jitter value does not make much
sense for passively modelocked lasers since there is no active re-timing of the pulses
and hence they undergo a random walk in position.
The solid lines in Fig. 3-12 and 3-13 correspond to theoretical curves. For actively
modelocked lasers that are not dominated by Gordon-Haus jitter, the power spectral
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density of the timing jitter has the form [51]
SJ(Ω) =
σ2pcΩFWHM
Ω2 +
(
ΩFWHM
2
)2 , (3.17)
which integrates to
∫∞
−∞ SJ(Ω)dΩ/2pi = σ
2
pc. Using equation (3.17) in (3.13) and
noting that σ2pp(T ) = 2σ
2
pc yields the variance
σ2pc(T ) = σ
2
pc
[
1− exp
(
−ΩFWHMT
2
)]
. (3.18)
For the hybridly modelocked laser ΩFWHM = 2pi×2×106 and σpc = 700 fs (obtained
by fitting to the data). For passively modelocked lasers, the power spectral density is
SJ(Ω) =
2D2
Ω2
, (3.19)
where D is a diffusion constant. This expression can be integrated according to
equation (3.13) to find the variance
σ2pc = D
2T. (3.20)
For the passively modelocked laser D = 1.26×10−10 Hz1/2 (obtained by fitting to the
data, D2 = (2ps)2/250µs). To convert from a power spectral density of timing jitter
to a power spectral density of phase, the following relation was used
Sφ(Ω) =
(
2pi
TR
)2
SJ(Ω), (3.21)
where TR is the round-trip time of the cavity.
The pulse-to-pulse jitter of the hybridly modelocked laser is proportional to the
derivative of equation (3.18), ∆σ2pc = TR
dσ2pc
dT
∣∣∣∣
T=0
= TRσ
2
pc
ΩFWHM
2
= 100 ps× (700 fs)2
×2pi×2 MHz
2
= 3.08 × 1028 s2, or ∆σpp =
√
2∆σpc = 25 fs. For comparison, the
pulse-to-pulse jitter of the passively modelocked laser is 18 fs, which is lower than
that of the hybridly modelocked laser, presumably since the losses in the monolithic
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Figure 3-12: RF spectrum analyzer measurement of the laser noise. The frequency
offset is referenced from the first harmonic at 9.3 GHz. The noise floor is measured
by blocking the light that is incident upon the photodetector.
passively modelocked laser are smaller than the losses in the external-cavity hybridly
modelocked laser. A free-space coupling loss of 3 dB in the external-cavity hybridly
modelocked laser would account for the difference between the two numbers.
Timing Jitter Probability Density Function
The timing jitter probability density function (pdf) can be deconvolved from the cross-
correlation. Without dispersion, the cross-correlation is equal to the timing jitter
pdf convolved with the autocorrelation. The presence of dispersion in the delay lines
makes the deconvolution more difficult since it becomes necessary to fully characterize
the pulse in phase and amplitude. After characterizing the pulses, we can compute
the shape of the cross-correlation without timing jitter. The timing jitter pdf is the
deconvolution of the measured cross-correlation with the computed cross-correlation
without jitter.
The first step is to characterize the pulse. There are many techniques to do this,
but we chose to measure the autocorrelations after propagation through different
amounts of dispersion and use a genetic algorithm to reconstruct the amplitude and
phase of the pulses [52]. See Appendix C for more details on pulse characterization.
The pdf of the timing jitter for the external-cavity hybridly modelocked semicon-
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Figure 3-13: Timing jitter as a function of pulse-to-pulse delay measured with the
cross-correlation scheme. The error bars, given by ±δpp, are computed from equation
(3.16) with δ = 50 fs.
ductor laser shown in Fig. 3-14 is nearly Gaussian in shape, and hence the pdf can
be described with a single number, the standard deviation. The slight tail in the
right side of the cross-correlation is presumably due to a small satellite pulse due to
a Fabry-Perot reflection in one arm of the cross-correlator.
Cross-correlation measurements can reveal asymmetries in the timing jitter pdf
whereas the power spectral density of the directly detected signal does not yield any
information about the shape of the pdf. The timing jitter pdf of the 45 GHz passively
modelocked laser diode was observed to have an interesting shape under certain oper-
ating conditions. Fig. 3-15 shows the autocorrelations of the pulses from the passively
modelocked laser diode and the cross-correlations after propagation through various
lengths of SMF-28 fiber. Since the autocorrelations are much narrower than the cross-
correlations, the pdf of the timing jitter is essentially given by the cross-correlations.
The pdf is asymmetric and more heavily weighted on the leading edge of the pulse.
This asymmetry occurs at low saturable absorber bias voltages. Since the bias is low,
gain saturation plays a larger role than saturable absorption in the pulse dynamics.
ASE kicks to the pulse in the forward direction tend to be favored over ASE kicks in
the backward direction due to gain saturation, hence leading to an asymmetric pdf
more heavily weighted on the leading edge of the pulse.
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Figure 3-14: The probability density function of the timing jitter of 5 GHz MLLD
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Figure 3-16: Timing displacements of speaker measured with sampling scope and
cross-correlation. The sampling scope traces, shown with narrow black lines (dotted,
dashed, and solid), were taken at even intervals over a few minutes. The pdf of the
timing jitter is approximately equal to the cross-correlation trace (shown in bold gray
line) since the pulse width is very narrow compared to the cross-correlation width.
unfavorable combinations of saturable absorber and injection current biases, for
which the timing jitter kicks can be very large. When the saturable absorber
Fig. 3-16 shows the difficulty in measuring the timing jitter with sampling scopes.
Most modern high-speed sampling scopes have the capability to record a histogram
of the points that appear inside a user-defined rectangle. The timing jitter can be
measured by centering this rectangle on either the leading or falling edge of the
directly detected pulses and recording the temporal position of the edge. Sampling
scopes typically have large triggering jitters (> 1 ps) and phase slips of the trigger
cause problems with the histogram. In addition, the statistics change depending on
the length of the measurement. The timing jitter shown in Fig. 3-16 is a simulated
jitter caused by driving the speaker in Fig. 2-14 with a square wave and using 3 ps
pulses from the 5 GHz hybridly MLLD. For the sampling scope, the beam is picked
off before the nonlinear crystal and directly detected. The sampling scope and cross-
correlation measurements qualitatively agree, but the jitter in the triggering circuitry
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of the sampling scope is a limiting factor. The cross-correlation measurement shows
that the FWHM of the timing displacement produced by the speaker was 13 ps.
3.2.3 Measurement of Pulse-to-Pulse Timing Jitter in Dis-
persion Managed Recirculating Loop
A recirculating loop is a convenient experimental setup to examine the evolution
of the timing jitter in long distance propagation after many round-trips through
amplification, filtering, and switching stages. In addition, recirculating loops can be
used to inspect the timing jitter in a fiber ring laser after each round-trip.
The difficulty of measuring the timing jitter of pulses in a dispersion managed
loop is due to the fact that there is a packet of pulses that constantly switch in and
out of the loop [47]. The timing jitter of these switches is rather large, and the syn-
chronization of the switches with either an RF spectrum analyzer or sampling scope is
not trivial. The characterization of the timing jitter of the pulses from a recirculating
loop can be done with optical cross-correlations, which conveniently remove the prob-
lem of synchronization with the acoustooptic switches and the associated electronic
jitter. In addition, the amplified spontaneous emission noise can be separated from
electronic and low frequency jitter sources by cross-correlating neighboring pulses.
Fig. 3-17 shows the dispersion managed loop which consisted of 85 km Lucent
All-Wave fiber (17 ps/nm/km) followed by 15 km dispersion compensating fiber
(−99 ps/nm/km). The net zero dispersion wavelength of the recirculating loop was
at 1546 nm. The laser used was an external-cavity actively mode-locked laser emit-
ting 20 ps pulses at 10 GHz repetition rate. The output of the recirculating loop
goes directly to a background free SHG intensity autocorrelator. The delay stage in
the autocorrelator has a range of several hundred picoseconds, which allows us to
measure the pulse 1 to pulse 2 cross-correlation and the autocorrelation of a 10 GHz
repetition rate pulse train. The wavelength of the modelocked erbium-doped fiber
laser was tuned to match either the zero dispersion point or a non-zero dispersion
value. It is found experimentally that the timing jitter variance grows linearly with
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Figure 3-17: Dispersion-managed recirculating loop. MLLD is mode-locked laser
diode. AO is acousto-optic modulator. BPF is bandpass filter. EDFA is erbium-
doped fiber amplifier. DCF is dispersion compensating fiber. Courtesy of Sam T.
Wong.
distance at net zero dispersion, and grows as distance cubed at net non-zero disper-
sion, in agreement with Gordon and Haus’s theory [53]. This dependence can be seen
in our plot of the rms timing jitter versus propagation distance in Fig. 3-18. The
slight deviations from the theoretically expected L and L3 dependence may be due to
deviations of the launched pulses from a perfect hyperbolic secant shape. The error
bars are derived from equation (3.16) with δ = 500 fs. The timing jitter for the zero
dispersion case is initially greater than the non-zero dispersion case for distances less
than 1500 km. The filters after the EDFAs were not centered at the zero-dispersion
wavelength, and hence the zero-dispersion propagation experienced greater loss than
the non-zero dispersion case.
3.2.4 Conclusions
Optical cross-correlations present a useful tool for characterizing timing jitter in recir-
culating loop experiments, and for modelocked laser noise. They allow measurement
of the high-frequency timing jitter with higher resolution than RF techniques. In
addition, optical cross-correlations can be used to find the probability density func-
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Figure 3-18: Timing jitter as a function of propagation distance for net zero dispersion
at 1546 nm (empty squares) and net non-zero dispersion (filled circles). Courtesy of
Sam T. Wong.
tion of the timing jitter with higher resolution than sampling scopes. Finally, the
concept of pulse-to-pulse and pulse-to-clock jitter and the correspondence between
cross-correlation measurements and spectral measurements were clarified.
3.3 Quantum-Limited Noise Performance of a Mod-
elocked Semiconductor Laser
Low noise operation of a 9 GHz hybridly modelocked laser diode is demonstrated
[25]. The integrated timing jitter was 47 fs (10 Hz to 10 MHz) and 86 fs (10 Hz to
4.5 GHz) with a pulse width of 6.7 ps.
The timing jitter of modelocked lasers is typically determined by measuring the
noise skirts around the directly detected laser output on a radio frequency spectrum
analyzer [36], a classic residual phase noise measurement [23], with phase-encoded
optical sampling [41], or through optical cross-correlations [54, 55]. For the low noise
lasers studied for this work at 9 GHz repetition rate, a residual phase noise mea-
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Figure 3-19: The hybridly modelocked semiconductor laser used in our experiments.
surement is the most appropriate since it is generally the most sensitive of the three
techniques.
The modelocked laser diode (MLLD) used in our noise measurements is shown in
Fig. 3-19. The semiconductor chip consisted of two sections [31], a 50 µm saturable
absorber section and a 500 µm gain section. The laser diodes were fabricated from
a double channel planar buried heterostructure laser diode wafer, which were graded
index, separate confinement heterostructures having five InGaAs-InGaAsP strained-
layer quantum wells. The gain section was biased at 65 mA and the saturable absorber
section was reverse biased at -1.4 V. The saturable absorber was modulated externally
with a low noise Poseidon Scientific Shoe Box Oscillator (SBO) at 9 GHz, amplified to
give 24 dBm of RF power. The cavity length was set so that the round-trip frequency
matched the RF drive frequency (fundamentally modelocked).
The residual phase noise measurement setup is shown in Fig. 3-20 and consists of
the SBO microwave oscillator, the device under test (DUT), and a delay arm to set the
microwave phase into quadrature so that the mixer output is proportional to the phase
difference between both arms. The DUT consists of the MLLD and photodetector
for the laser noise measurement or an attenuator with equivalent loss for the noise
floor measurement. The mixer output is then observed on a vector signal analyzer
for low frequency offsets (0-10 MHz) and on a radio frequency spectrum analyzer for
high offsets (10 MHz-4.5 GHz). The delays through both arms were closely matched
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Figure 3-20: Residual phase noise experimental setup. The device under test (DUT)
is the hybridly modelocked laser diode and photodetector. OSC = Poseidon Shoebox
oscillator or HP83732B synthesizer.
to suppress the oscillator noise. Experimentally, we found it important to connect
the radio frequency spectrum analyzer directly to the IF mixer output, otherwise
the cables and splitter to the vector signal analyzer filter the noise signal at high
offsets. The RF spectrum analyzer measurement was calibrated by measuring the
noise down to 1 MHz where it overlapped the frequency range of the vector signal
analyzer measurement. It should be emphasized that detecting the noise after the
mixer with an RF spectrum analyzer for high offsets allows higher sensitivity than
measuring the noise directly after a photodiode. In the latter case, the measurement
is limited by the noise of the spectrum analyzer, but in the former case, the carrier
signal is removed and hence the noise of the spectrum analyzer does not limit the
measurement. Carrier removal improves the sensitivity since the dynamic range of
the instrument is spent on the laser noise rather than on the signal plus laser noise.
Fig. 3-21 shows the oscillator noise internal to our Agilent 8565EC spectrum analyzer
around 9 GHz. Integrating the curve from 3.3 kHz to 500 kHz yields 109 fs of
timing jitter, which indicates that a measurement of the power spectrum with the
RF spectrum analyzer after a photodiode is not sensitive enough to measure the noise
of our MLLD.
The single-sided phase noise is shown in Fig. 3-22. Spurs due to 60 Hz and
harmonics thereof are apparent. Vibration spurs at harmonics of 20 Hz and 55 Hz
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Figure 3-21: Noise of Agilent 8565EC spectrum analyzer. The offset is referenced to
9 GHz. The reference level and analyzer settings were kept constant for the three
measurements: (1) MLLD is the curve corresponding to the power spectrum of the
current after directly detecting the output of our modelocked laser diode with a
Discovery DSC40S photodiode. (2) The SBO curve is when we plugged the Poseidon
SBO low noise oscillator directly into the spectrum analyzer so that it would reveal
the analyzer noise. (3) The noise floor of the analyzer without any input. The flat
level corresponds to -130 dBc/Hz on our residual phase noise plots.
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due to AC fans and other ambient vibrations are also visible. At higher offsets,
radio stations pickups appear in the 10-100 MHz decade. A spur due to wireless
telephones is visible in the 100 MHz to 1 GHz decade. In addition, contributions
of noise due to the fast gain dynamics in the semiconductor laser at the relaxation
oscillation frequency are also evident in this decade [26]. In the 100 kHz to 1 MHz
decade, the spurs in the laser noise are due to the switching power supply in the
ILX-3207B current source. For offsets less than 1 kHz, the laser noise increases by
approximately 13 dB/decade. A direct measurement of the noise of the voltage supply
to the saturable absorber and current source reveals an increase by 13 dB/decade for
offsets less than 1 kHz, which indicates that the low-frequency noise is due to the
current source driver and voltage supply. For offsets greater than 5 kHz, the noise
reduces to that produced by the fundamental amplified spontaneous emission (ASE)
quantum noise since the curve follows the theoretically predicted Lorentzian shape.
Since the noise less than 5 kHz contributes a small fraction of the integrated timing
jitter, the predominant source of the total value is ASE. Fig. 3-23 shows the integrated
timing jitter in each decade. The timing jitter from 10 Hz to 4.5 GHz is 86 fs, or
154 fs if all spurs are included.
Since the integrated residual timing jitter of the MLLD is 86 fs, the driving rf
oscillator must have a phase noise less than this value so that the absolute phase
noise is mainly dominated by the laser noise. The SBO used in these measurements
had 5.6 fs of timing jitter (10 Hz to 10 MHz), which allows quantum-limited noise
performance of the MLLD. Fig. F-3 shows the single-side band phase noise of different
oscillator technologies at 10 GHz (SAW, DRO, sapphire loaded crystal oscillator).
The integrated timing jitter (10 Hz to 10 MHz) is shown on the plots and indicates
that a sapphire-loaded crystal oscillator is necessary to reach quantum-limited noise
performance (see appendix F for a discussion on X-band oscillators). Quantum-
limited noise performance means that the noise is dominated by spontaneous emission
noise and not the microwave oscillator noise. Since the noise that is less than 5 kHz
contributes less than 5 fs of jitter, see Fig. 3-23, and the spontaneous emission noise
above 5 kHz contributes approximately 85 fs of jitter, the noise of the MLLD is
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Figure 3-22: Single-sideband phase noise of the hybridly modelocked laser diode and
corresponding noise floor. The plot is pieced together from vector signal analyzer
measurements at low offsets and radio frequency spectrum analyzer measurements at
high offsets. The measurement noise floor was obtained by bypassing the modelocked
laser and substituting it with an equivalent microwave loss (51 dB in this case) and
was given by the thermal noise of the amplifiers after the photodiode. The mixer
IF bandwidth was 2 GHz, which was wide enough to view the noise energy before it
dipped below the measurement noise floor.
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Figure 3-23: The integrated timing jitter in each decade of the phase noise shown in
Fig. 3-22. The square root of the sum of the squares of the numbers above yields
the jitter over multiple decades. For example, the noise without the switching power
supply spurs from 1 kHz to 10 MHz is
√
1.332 + 4.222 + 13.342 + 37.602 = 40.14 fs.
In the last decade, from 1 GHz to 4.5 GHz, the white bar corresponds to the timing
jitter where we assume that the noise is equal to the noise floor and the black bar
corresponds to a theoretically expected -20 dB/decade rolloff.
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Chapter 4
Reduction of Timing Jitter
The timing jitter of the actively modelocked semiconductor laser was reduced using
three different techniques
1. Photon seeding
2. Electronic feedback
3. Timing jitter eater (phase modulation and dispersion)
The following three sections will discuss the noise reduction techniques in detail. The
last method is applied outside the laser cavity and the input does not necessarily need
to be from a modelocked source. We will show that this technique actually works
better for pulses with narrow spectra.
4.1 Photon Seeding
In this section, we demonstrate improvement of the noise performance of a modelocked
semiconductor laser using coherent photon seeding [56]. We show that the timing
jitter can be reduced without increasing the pulse width.
Photon seeding has been shown to reduce timing jitter in modelocked semicon-
ductor lasers [57, 58] and in gain-switched semiconductor lasers [59].1 Reduction of
1The modelocked laser is different than the gain-switched laser in that the amount of new photons
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timing jitter is crucial for high-speed optical sampling systems [18] in which it is im-
portant to have both short pulses and low-timing jitter. These two requirements on
optical sampling streams are difficult to achieve simultaneously [25]. In this section,
we demonstrate improved noise performance though coherent photon seeding (CPS)
without significant pulse broadening.
Improved timing jitter performance from CPS has been attributed to the suppres-
sion of noise initially located just ahead of the pulse. This noise migrates into the
pulse and causes severe perturbations of the pulse profile due to the random phase
and amplitude of the spontaneous emission [60]. Numerical simulations have shown
that the pulses suffer large scale perturbations originating from the weak spontaneous
emission noise background and that the power of the seeding pulse should be large
enough to swamp the noise background, but small enough so as to not affect the pulse
forming dynamics of the laser [61].
4.1.1 Experiments
The experimental setup for the external-cavity, hybridly modelocked semiconductor
laser with feedback is shown in Fig. 4-1. The laser consists of a 5 nm optical bandpass
filter, a saturable absorber section biased at -2.10 V, a gain section biased at 55 mA,
and an end mirror of reflectivity greater than 99%. The mirror on the output port of
the laser is a cleaved facet with a reflectivity of about 30%. Hybrid modelocking is
achieved by modulating the saturable absorber section at the fundamental repetition
rate of the cavity. In this case, the RF modulation is at 9 GHz with 25 dBm average
power. The pulse width at the output of the laser is 2.5 ps, as determined by fitting
the background-free intensity autocorrelation of the pulses with a Gaussian shape;
added per pulse is greater for gain-switched lasers than for modelocked lasers. Therefore, the turn-on
jitter of gain-switched lasers can be very large since each pulse starts from spontaneous emission,
2 ps for example [21]. Therefore the reduction of the timing jitter through photon seeding in gain-
switched lasers can be very large (by a factor of > 4 in [21]). We show that for a modelocked laser,
when the amount of added ASE photons per pass is large (as with a 5 nm optical BPF), the timing
jitter can still be reduced by a factor of 2-3 with photon seeding. When we replace the 5 nm filter
with a 0.7 nm filter, then the ASE spectral bandwidth is reduced, the amount of noise photons
added per pass is small, and photon seeding does not lead to an observable reduction in the timing
jitter.
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Figure 4-1: Experimental setup for photon seeding.
and the 3-dB width of the optical spectrum is measured to be 1.55 nm. Hence, the
time bandwidth product (TBWP) is 0.52, indicating slightly chirped output (TBWP
= 0.44 for transform-limited Gaussian pulses). An OZ Optics collimator is used to
couple the light from free-space into single-mode fiber. The signal is then measured
simultaneously with an optical spectrum analyzer, a background-free intensity auto-
correlator, and an RF spectrum analyzer.
Photon seeding is achieved by reflecting part of the output back into the laser
cavity. The relative delay between the seed pulse and main cavity pulse is adjusted
with a gold mirror attached to a micrometer translation stage that follows the 50/50
beamsplitter shown in Fig. 4-1. Although we do not know the absolute position of
the seed pulse relative to the main pulse, the relative delay can be obtained from the
micrometer’s calibrated tick marks.
The optical intensity autocorrelation, optical spectrum, and RF spectrum of the
pulses as a function of delay between the main and seed pulses are shown in Fig. 4-2.
The intensity autocorrelations and optical spectra are almost invariant with photon
seeding. This indicates that the pulse shape is not significantly changed with photon
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Figure 4-2: The RF spectra, intensity autocorrelations (left inset), and optical spec-
tra (right inset) of the modelocked laser. The RF spectra are centered at the second
harmonic (18 GHz). The RF carrier power at the second harmonic was measured
separately using a wider resolution bandwidth and was -15.50 to -17.00 dBm depend-
ing on the feedback level (10−3 to 10−2) and delay. The RF spectrum plots are for
different feedback delays and correspond to the points in the inset plot of Fig. 4-3.
The gray line is the noise floor of the RF measurement.
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seeding. The RF spectrum, on the other hand, shows a large improvement with
optimum CPS. The RF noise power is suppressed by approximately 20 dB near the
carrier.
By measuring higher harmonics [36], it is found that most of the noise is due to
timing jitter and not amplitude noise. The timing jitter is estimated by fitting a
Lorentzian function to the data according to
PRF (Ω) = 10 log10
[(
2pin
TR
) σ2pcΩFWHM
Ω2 + (ΩFWHM/2)2
(RBW )
]
+Pc − 2.0 dBm,
where TR is the cavity repetition-rate, RBW is the resolution bandwidth setting of
the RF spectrum analyzer, Pc is the power of the carrier in units of dBm, and n
is the harmonic number (for our data, n = 2). The two fitting parameters are the
RMS pulse-to-clock jitter σpc and the full-width at half maximum ΩFWHM . The
2.0 dBm term corrects the effect of envelope detection, log averaging, and shape of
the resolution filter on the measurement of noise with the RF spectrum analyzer [62].
The timing jitter is plotted as a function of delay and feedback in Fig. 4-3.
The inset plot in Fig. 4-3 shows the timing jitter plotted as a function of the seed-
to-main pulse delay. This pattern repeats when the delay stage is moved by multiples
of the laser cavity length, 16.67 mm, which shows that this is a photon seeding effect
that depends on the relative seed-to-main pulse position. The timing jitter improves
from 0.75 ps to 0.3 ps over a span of 600 µm (4 ps), presumably when the seed pulse
proceeds the main pulse. Each point in the inset plot of Fig. 4-3 corresponds to a
different optimal feedback power. The feedback power needed to obtain the points in
the center of the 0.3 ps timing jitter region is smaller than the feedback power of the
points at the edge of that region by an order of magnitude. Larger feedback powers
are needed to obtain the same timing jitter performance as the seed pulse is moved
away from its optimal position. The minimum value of timing jitter is 0.22 ps and is
obtained at a delay of 300 µm.
Fig. 4-3 shows the timing jitter of the laser plotted as a function of the feedback
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Figure 4-3: Timing jitter is plotted as a function of feedback ratio for a delay of
300 µm. The inset shows the timing jitter as a function of seed-to-main pulse delay.
The double-pass delay is twice the value of the x-axis. Hence, a delay of 150 µm
corresponds to double-pass delay of 300 µm or 1 ps.
ratio. The feedback power is controlled by spatially blocking part of the beam using
a micrometer screw. The feedback ratio is equal to the feedback power into the laser
cavity divided by the unseeded output power of the laser.2 In this case, the delay
between the main and seed pulse is fixed at 300 µm. At feedback ratios less than 10−4,
the laser noise performance approaches that of the unseeded case. The timing jitter
decreases as the feedback ratio is increased up to 0.03. When the feedback power is
increased past this value, the laser becomes unstable and falls out of modelocking3,
which indicates that for a given delay, there is an optimal feedback ratio.
2The power was measured from a port of the free-space 50/50 beam splitter. The power mea-
surement was multiplied by the 30%, which corresponds to the facet reflectivity. The error in the
measurement of the feedback level is due to divergence of the collimated output beam. Since the
return beam waist does not diverge by more than a factor of two, the feedback measurement is
accurate to within a factor of 4.
3At high feedback levels, the seed pulse is amplified and saturates the gain. The main pulse, which
follows the seed pulse, does not experience any gain, and the result is that the pulse is temporally
shifted forward in time after each round-trip. Eventually, the pulse crawls under the modulation
envelope and is extinguished.
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4.1.2 Results
The effectiveness of CPS depends on how well the amplified spontaneous emission
(ASE) noise background is reduced through other processes. For example, the addi-
tion of an optical bandpass filter (BPF) in the laser cavity reduces the timing jitter
noise by broadening the laser pulses [25]. The broadened pulses are more strongly re-
timed by the active modulation envelope and the narrow filtering reduces the Gordon-
Haus jitter [53]. To observe the effectiveness of CPS as a function of ASE reduction by
optical bandpass filtering, we replaced the 5 nm BPF with a 0.7 nm BPF. The pulse
width4 increased from 2.5 ps to 6.7 ps and the timing jitter, without CPS, decreased
from 750 fs to 86 fs (10 kHz to 5 GHz) [25]. When we tried CPS on the laser with the
0.7 nm BPF, we did not observe any improvement in the timing jitter. This indicates
that when the spontaneous emission induced noise is already greatly suppressed with
tight optical filtering, then CPS will not significantly improve the noise any further.
The length of the feedback loop affects the CPS. As the length of the feedback
loop is increased past the coherence length of the laser, more feedback power is needed
to obtain the same noise performance. The length of the feedback arm, the distance
from the cleaved facet of the laser to the gold mirror, was 70 cm in these experiments.
When we increased the feedback loop to 17 m, feedback ratios greater than 0.01 were
necessary to reduce the noise of the laser.
It is difficult to achieve both low timing jitter and short pulse widths simultane-
ously since the RMS timing jitter scales as 1/τ 2 according to actively modelocked
laser theory, where τ is the intracavity pulse width [25]. Fig. 4-4 shows the relation-
ship between timing jitter and pulse width for three configurations of the hybridly
modelocked semiconductor laser. The solid lines are proportional to 1/τ 2. A line
that is lower on the plot represents a laser with a better figure of merit. Point B
corresponds to the unseeded modelocked laser with a 5 nm intracavity optical BPF.
4For actively modelocked lasers, the pulse width is proportional to 1/
√
Ωf , where Ωf is the
optical filter bandwidth. Therefore, the ratio of the pulse widths of two lasers with different optical
BPF bandwidths is τ1τ2 =
√
Ωf2
Ωf1
. We find that τ1τ2 =
2.5 ps
6.7 ps = 0.373 and
√
Ωf2
Ωf1
=
√
0.7 nm
5 nm = 0.374,
which means that the trends in the pulse width closely follow actively modelocked laser theory.
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Figure 4-4: The timing jitter is plotted as a function of pulsewidth. The RMS timing
jitter value is integrated over 10 kHz-5 GHz.
Point A corresponds to the unseeded modelocked laser with a 0.7 nm BPF and lies
approximately on the same line. Point C corresponds to the 5-nm BPF modelocked
laser with seeding. CPS improves the figure of merit of the laser.
CPS is a technique that not only applies to hybridly or actively modelocked lasers,
but also to passively and regeneratively modelocked lasers. Fig. 4-5 shows the inte-
grated timing jitter for another semiconductor laser device which is modelocked hy-
bridly, regeneratively, and passively. In all cases, the timing jitter is shown to improve
with photon seeding.
In summary, the timing jitter of a hybridly modelocked semiconductor laser was
reduced from 0.75 to 0.22 ps using CPS. There was no penalty to the pulse width of
the laser indicating that CPS may be useful in obtaining short pulses and low noise
simultaneously.
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ing.
4.2 Electronic Feedback
State-of-the-art fixed frequency microwave oscillators such as the Poseidon Shoe Box
Oscillator and OEwaves optoelectronic oscillator have superior timing jitter compared
to that of actively modelocked lasers. Therefore it would be desirable to build a
feedback circuit so that the noise of the modelocked laser more closely follows the
noise of the quiet microwave oscillator. This requires that the feedback circuit has
enough bandwidth, gain, and low enough noise. In addition, the cavity length control
also needs to be broad-band. We will show that our technique theoretically allows
for broad-band operation.
4.2.1 Previous Work
The mixer output from the residual phase noise measurement can be used as an
error signal to correct the timing jitter by adjusting the cavity length to match the
oscillator’s frequency. The maximum bandwidth over which the noise can be reduced
is fundamentally limited by the round-trip time of the cavity plus the length from the
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output of the laser to the detector, then the mixer, through the feedback circuit, and
back to the cavity length control mechanism. The feedback length is approximately
3 meters of fiber and RF cabling. This corresponds to a minimum delay of 10 ns or
100 MHz. To reduce this feedback length, we can use the gain section or saturable
absorber section as a detector and feedback this signal to the length control element
in the laser [63]. We will see shortly that the feedback length, although it gives the
ultimate limit to the bandwidth over which the noise cancellation is effective, is not
the limiting factor in most experiments. For fiber lasers, whose length is controlled
through a PZT, the speed at which the cavity length can be adjusted is the speed at
which a high impedance PZT can be modulated. The response of a PZT is on the
order of kHz to tens of kHz. Another technique used to control the error signal is to
have the oscillator follow the cavity by using a microwave phase shifter [28]. This is
not timing jitter reduction since the oscillator signal is made to follow the noise of
the laser.
Here we report on controlling the cavity length through an applied voltage to
the saturable absorber and/or gain section of a modelocked laser diode. This feed-
back mechanism has the capability of changing the cavity length over a very large
bandwidth. In gain-switched diode lasers, Williams et al. demonstrated that an op-
toelectronic feedback loop from the gain section to the saturable absorber section was
able to reduce the uncorrelated jitter from 6 to 2.5 ps [63].
4.2.2 Feedback Theory
Given the laser response to the saturable absorber, the question is whether it is
possible to build a feedback circuit that will reduce the noise of the laser. The
limitations of the electronic feedback are: (1) the noise of the microwave oscillator
used for the phase comparison, (2) the circuit noise or noise figure of the feedback
amplifiers which increases for increasing gain, (3) the capacitive load of the saturable
absorber, and (4) the small cavity length change with voltage. A block diagram of
the electronic feedback control of the saturable absorber bias is shown in Fig. 4-6
and includes the addition of noise sources. The noise originates from the spontaneous
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Figure 4-6: Block diagram of electronic feedback control of the saturable absorber
bias.
emission in the laser, NL, and from thermal plus flicker noise in the feedback circuit,
NC . The saturable absorber is modelled by a simple RC circuit with resistance
Rsa and capacitance Csa. The series resistance is purposefully patterned into the
microwave feed and is equal to 50 Ω. The capacitance of the saturable absorber was
measured with a capacitance meter at 500 nF. The transfer function of the saturable
absorber is
Hsa(s) =
1
1 + sRsaCsa
. (4.1)
The feedback circuit is constructed from a series of op-amp followers of voltage gain Av
and 3-dB bandwidth of s0. The transfer function of the feedback circuit is modelled
as
Hfb(s) =
Avs0
s+ s0
. (4.2)
The detection circuitry consists of the laser cavity, photodiode, and phase detected
output of the mixer. This can be modelled simply as a DC gain or loss according to
Hdet(s) = d. (4.3)
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The total transfer function from NL to VIF is
HL(s) =
VIF
NL
=
Hdet(s)
1 +Hdet(s)Hfb(s)Hsa(s)
(4.4)
=
d(s+ 1
RsaCsa
)(s+ s0)
s2 +
(
s0 +
1
RsaCsa
)
s+ (1+Avd)s0
RsaCsa
(4.5)
=
d(s+ 1
RsaCsa
)(s+ s0)
(s+ p1)(s+ p2)
. (4.6)
When d = 1, equation (4.6) has the form
HL(s) =
1
1 +HFB(s)
, (4.7)
where HFB(s) = HsaHfb has at least one more pole than zero (equal to the condition
of finite bandwidth). At high frequencies, s → ∞, the transfer function approaches
unity HL(s) → 1. At low frequencies, s → 0, the transfer function approaches the
inverse of the feedback transfer function HL(s) → 1/HFB(s). In addition, the noise
suppression goes to zero when HFB(s) = 1. Fig. 4-7 shows the transfer functions
HL(s) and HFB for the values of s0 = 10 MHz, Rsa = 50 Ω, Csa = 500 nF, Av = 7,
and d = 1. The noise is suppressed by 18 dB (20 log10Av) from 0 Hz to 50 kHz. The
suppression is proportional to the feedback gain Av. Increasing the gain, increases
the noise suppression. The noise suppression bandwidth is limited by the capacitance
of the saturable absorber and suppression degrades by 3-dB at 6.4 kHz. This value
corresponds exactly to 1/2piRsaCsa. In summary, the area of the noise suppression
equals the time-bandwidth product of the feedback amplifier. To obtain good noise
suppression, one needs a large gain over a broad bandwidth.
For stable operation and to avoid oscillations, the loop gain must be less than one
when the phase change is 180 degrees. Fig. 4-7 shows that the phase of HL(s) never
shifts by 180 degrees and hence is stable.
The transfer function from NC to VIF (with d = 1) is
HC(s) = Hsa(s)HL(s). (4.8)
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Figure 4-7: Transfer function HL(s) from the laser noise input to the mixer IF port
output. The total feedback transfer function HFB(s) and the transfer function HC(s)
are also plotted.
Fig. 4-7 shows HC(s) plotted for the feedback parameters listed in the previous para-
graph. Feedback is worthwhile when the noise of the feedback amplifiers is small
relative to the laser noise so that the output noise is dominated by the laser noise.
Mathematically, this implies that |HC(jω)|2SNC (jω) < |HL(jω)|2SNL(jω). For fre-
quencies less than s0 and 1/2piRsaCsa, this implies that SNC (jω) < SNL(jω). In other
words, at best, we can only suppress the noise down to the noise of the rf oscillator
and the feedback gain needs to be large enough without introducing too much noise
of its own.
4.2.3 Feedback to Saturable Absorber
The output of a residual phase noise measurement was used as the error signal that
was fed back to the saturable absorber bias. The cavity tunes by 14.58 MHz for
every 0.2 V change in the saturable absorber bias voltage.5 As the voltage is tuned,
5A 1 MHz change in a 10 GHz cavity implies that the cavity length change is 3 cm ×
1 MHz/10 GHz = 3µm. This corresponds to a change of only 10 fs.
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Figure 4-8: Experimental setup for electronic feedback noise cancellation.
the carrier density is changed and this results in a change of the group velocity of
the material. Therefore, it is possible to re-time the pulses by tuning the saturable
absorber bias. The diagram of electronic feedback setup is shown in Fig. 4-8 and the
electronic circuit is shown in Fig. 4-9.
The residual phase noise measurements with the phase noise reduction circuit are
shown in Fig. 4-10.6 The plots show that the feedback circuit reduces the noise by
20 dB for offsets less than 60 kHz. These numbers match well with the theoretical
model in section 4.2.2. The integrated timing jitter is shown in Fig. 4-11 and 4-12.
There is no overall improvement is obtained in the integrated jitter, but fine-tuning
of the feedback circuit to prevent the overshoot of its transfer response or increasing
the bandwidth of the feedback may lead to improved integrated jitter performance.
Even though the feedback amplifier had a bandwidth of 10 MHz, the noise re-
duction bandwidth was only 60 kHz due to the capacitance of the saturable absorber
section. The capacitance of the saturable absorber terminal on the temperature con-
6The modulation depth is not changed by feedback to the saturable absorber bias since the
modulation depth depends on the DC value of the saturable absorber bias. The error signal fed
back to the saturable absorber was very small, and the DC value was always fixed around -1.850 V.
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Figure 4-9: The noise reduction feedback circuit whose output is connected to the
modelocked laser saturable absorber section. The input is the error signal from the
IF port of the phase detector and output is fed to the DC port of the bias tee that
connects to the saturable absorber.
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Figure 4-12: Integrated timing jitter for the temperature controlled external-cavity
MLLD when the saturable absorber is driven with 24 dBm of microwave power.
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trolled semiconductor laser was measured with a capacitance meter at 580 nF.7 The
capacitance of the gain section terminal was measured at 43 nF. The large capac-
itance of the saturable absorber terminal is the reason for limited noise reduction
bandwidth. If the capacitance of these terminals could be reduced, then the noise
reduction bandwidth could be much larger.
Changing the saturable absorber bias also has the unwanted effect of modulating
the pulse amplitudes. The amplitude noise increases by approximately 5 dB in the
frequency offsets in which the timing jitter improves (< 60 kHz). One work-around
to this problem is to also drive the current section with the error signal. Whenever,
the error signal makes the saturable absorber lossier, the current section would yield
more gain to offset the increased loss. In addition, the timing shifts from the gain
section would be in the correct direction. At low frequencies, less than a gigahertz,
the frequency response both terminals should be flat.
4.2.4 Feedback to External SOA
The error signal from the residual phase noise measurement can also be fed forward
to a semiconductor optical amplifier (SOA) placed after the modelocked laser. The
error signal controls the carrier density, which in turn controls the group velocity of
the pulses traversing the SOA.
Fig. 4-13 shows the residual phase noise of the laser at the output of the SOA.
The noise reduction is approximately 5-8 dB over the range 10 kHz to 100 kHz. The
noise at frequency offsets less than 2 kHz are plagued by a forrest of 60 Hz tones
and are presumably due to ground loops.8 The noise enhancement or Q-ing around
450 kHz is indicative of not having enough phase margin. Hence, the output is close to
oscillating. The limitation on the noise reduction bandwidth is due to the bandwidth
of the modulation port of the current source.
7The saturable absorber capacitance for the non-temperature controlled free-space external-cavity
MLLD was 620 nF.
8Even though the phase noise looks smooth in the 1 kHz to 10 kHz decade when the feedback
is on, these are actually 60 Hz harmonics which can be seen when the resolution bandwidth is
decreased.
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The phase noise of the modelocked semiconductor laser can be reduced with feed-
back to the saturable absorber port or to an external SOA. Excellent low frequency
noise suppression can be obtained, which may be important for optical clock appli-
cations.
4.3 Timing Jitter Eater
The idea of using external modulators to re-time pulses dates back to the work of
Nakazawa in 1991 [64, 65]. His concept, called synchronous modulation, allowed him
to transmit 10 Gbit/s soliton pulses trains over unlimited distances. Smith et al.
later demonstrated that the timing jitter of a soliton pulse train could be reduced by
a factor of 5-20 with single phase modulator [66, 67, 68]. King et al. soon afterwards
filed a patent for using a modulator in a receiver at the end of a transmission line
[69]. Their patent mentioned the use of electro-absorption modulators followed by
dispersive fiber but did not contain any performance data.
Here, we demonstrate the use of a phase modulator followed by dispersive fiber for
re-timing any optical pulse (not just solitons) [70]. This problem is more formidable
in the sense that soliton pulses keep their shape after propagation through dispersive
fiber, whereas Gaussian pulses spread and eventually wash out. We show that choos-
ing an appropriate pre-chirp fiber can ameliorate the pulse spreading problem, and it
introduces another parameter for optimizing the timing jitter eater. The parameter
space of the timing jitter eater is somewhat counter-intuitive and we will show that
there exists a surprising choice of fiber dispersion that yields excellent timing jitter
suppression while minimizing pulse spreading. We also investigate the applicability
of the timing jitter eater to optical sampling systems and find optimal parameters for
this application. In addition, we experimentally demonstrate that a 12 dB reduction
in the phase noise is easily attainable for telecommunication applications.
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4.3.1 How it Works
The setup used to reduce the timing jitter of a modelocked laser is shown in Fig. 4-15.
A train of pulses with a given amount timing jitter 〈∆t2〉 and frequency noise 〈∆f 2〉
is shown at the top of the figure. The pulses are then sent through pre-chirp fiber and
then through a phase modulator. The offset phase of the phase modulator is chosen
so that correctly timed pulses do not get chirped. Pulses that are mis-timed so that
they arrive too early in the modulator are positively (or negatively; depends on the
cycle of the phase modulator). Pulses that are too late are negatively (or positively)
chirped. If the sign of the dispersion is chosen so that the positively chirped pulses
are delayed and the negatively chirped pulses are advanced, then at the end of the
dispersive fiber, the timing jitter is reduced. The frequency noise, on the other hand,
increases since each mistimed pulse has a slightly different carrier frequency due to
the modulator. 9
9The tradeoff between timing and frequency noise cannot be thought of as an uncertainty principle
effect. In principle, assuming that the phase modulator has no noise, the timing jitter of the output
can be reduced to zero. Therefore, the product ∆t∆f is not conserved.
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Adding dispersive pre-chirp fiber before the phase modulator yields an extra pa-
rameter for controlling the output pulse width. Introducing the pre-chirp fiber allows
us to better optimize both the timing jitter reduction and pulse width spreading.
4.3.2 Theory – Timing Jitter Reduction
An expression for the timing jitter reduction will be derived in this section. The
phase modulator multiplies the pulses by exp[jφ(t)], where φ(t) =M cosωM t and the
applied chirp is ω = −dφ
dt
=MωM sinωM t ≈Mω2M t. If the pulse is initially displaced
by ∆tin, then the modulator applies a pulse-position-dependent frequency shift to the
optical pulses according to
∆ω =Mω2M∆tin. (4.9)
The pulse then propagates through dispersive fiber with dispersion β
(post)
2 L (units:
ps2), and if the sign of the dispersion is chosen correctly, the pulses are re-timed. The
dispersion parameter β2 is related to the group velocity by
β2 =
d
dω
(
1
vg
)
= − 1
v2g
dvg
dω
. (4.10)
Therefore a frequency shift of ∆ω will result in a group velocity change of
∆vg = −v2gβ2 ∆ω. (4.11)
After the pulses propagate through a fiber with length L, the pulses are re-timed
according to
∆tfiber = − L
v2g
∆vg. (4.12)
which is the differential of t = L/vg. Substituting equation (4.9) into equation (4.10)
and the result into equation (4.11) and the result into equation (4.12), yields
∆tfiber =Mω
2
mβ2L∆tin. (4.13)
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The resulting pulse displacement at the output of the fiber is
∆tout = ∆tin +∆tfiber = (1 +Mω
2
mβ2L)∆tin. (4.14)
Therefore, if M and β2 have opposite signs, then the timing jitter at the output can
be reduced. The timing jitter reduction is equal to
R ≡ ∆tout
∆tin
= 1 +Mω2Mβ
(post)
2 L. (4.15)
The timing jitter power spectral density and phase noise of the pulses are decreased
by a factor of R2.
To maximize the timing jitter reduction, the dispersion, modulation depth, and
modulation frequency must be made large. The downside of increased dispersion is
pulse broadening, which will be discussed in the next section.
4.3.3 Theory – Pulse Width
The equations that govern the pulse width assume that the launched pulse has a
linearly-chirped Gaussian shape, the fiber nonlinearity is ignored, and only second-
order dispersion (β2) in the fiber is considered. For this specific case, we can derive
analytic solutions.
The Kerr nonlinear effect in a fiber may be important for large input powers.
Kerr nonlinearities give rise to soliton-like effects in anomalous dispersive fiber, i.e.
it holds the pulse together. Therefore, high input powers and anomalous dispersion
fiber should provide even better performance over the linear propagation case since
longer lengths of dispersive fiber can be used without excessive pulse broadening.
The electric-field from the laser can be written as
E(t) = E0 exp
(
−1 + jC0
2
(
t
T0
)2)
(4.16)
where C0 is the linear chirp and TFWHM = 1.6651T0. This field is then propagated
in the system illustrated in Fig. 4-16. Since we choose to represent the carrier as
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Figure 4-16: Experimental setup of the timing jitter eater.
exp(−jω0t) in the electric-field, the chirp on the pulse is
ω = −∂φ
∂t
(4.17)
The basic equations are (see Fig. 4-16 for the variable definitions):
T1 = T0
√√√√(1 + C0D1
T 20
)2
+
(D1
T 20
)2
(4.18)
C1 = T
2
1
C0T
2
0 +D1(1 + C20)
(T 20 + C0D1)2 +D21
(4.19)
T2 = T1 (4.20)
C2 = C1 +Mω
2
MT
2
1 (4.21)
T3 = T2
√√√√(1 + C2D2
T2
)2
+
(D2
T 22
)2
(4.22)
C3 = T
2
3
C2T
2
1 +D2(1 + C22)
(T 21 + C2D2)2 +D22
(4.23)
R2 =
(
1 +Mω2MD2
)2
+ (D1 +D2)2F 2 (4.24)
where D1 = β(pre)2 L1, D2 = β(post)2 L2, and F = ∆ω0/∆t0 is the ratio of the input
angular frequency noise (rms value) to the input rms timing jitter.
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Mathematically, the phase modulator multiplies the electric field by
exp(jM cos(ωM t)) (4.25)
where ωM is the angular frequency of the modulator and
M =
Vp
Vpi
pi (4.26)
is the modulation depth. The peak voltage Vp relates the average applied RF power
by Vrms = Vp/
√
2. The phase modulator applies a chirp to the input electric field.
The output pulse width is unchanged, but the new chirp is C2 = C1 +Mω
2
MT
2
1 .
In addition, the input pulse contains some frequency noise which can turn into
timing jitter if the overall dispersion is large. This term shows up in the last part of
equation (4.24).
The basic equations (4.18) through (4.24) can be solved simultaneously for D1
and D2. There are four solutions 10 when the input pulse is transform limited,
10The solutions are
D1 = −T0
√
T 21 − T 20 (4.27)
D2 = −T0
−
√
T 21 − T 20 +Mω2MT0T 21 +
√
−T 20 +M2ω4MT 40 T 23 +
(
T3 −Mω2MT0T3
√
T 21 − T 20
)2
1− 2Mω2MT0
√
T 21 − T 20 +M2ω4MT 20 T 21
,(4.28)
D1 = T0
√
T 21 − T 20 (4.29)
D2 = −T0
√
T 21 − T 20 +Mω2MT0T 21 +
√
−T 20 +M2ω4MT 40 T 23 +
(
T3 +Mω2MT0T3
√
T 21 − T 20
)2
1 + 2Mω2MT0
√
T 21 − T 20 +M2ω4MT 20 T 21
,(4.30)
D1 = −T0
√
T 21 − T 20 (4.31)
D2 = −T0
−
√
T 21 − T 20 +Mω2MT0T 21 −
√
−T 20 +M2ω4MT 40 T 23 +
(
T3 −Mω2MT0T3
√
T 21 − T 20
)2
1− 2Mω2MT0
√
T 21 − T 20 +M2ω4MT 20 T 21
,(4.32)
and
D1 = T0
√
T 21 − T 20 (4.33)
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C0 = 0, of which only two lead to noise reduction for M > 0. The four solutions
can be understood graphically from Fig. 4-17, which plots the pulse width T versus
the chirp parameter C. The output pulse width is related to its transform-limited
value11 by T0
√
1 + C2. Therefore, dispersion shifts the operating point along the
solid “parabolic-looking” lines in Fig. 4-17. The phase modulator serves to trans-
late the operating point horizontally by an amount given by equation (4.21). The
dashed lines indicate lines of constant dispersion, T = D 1+C
2
C
. Starting at the point
(C = 0,T = Tin), there are four paths to get to Tout which correspond to the four
solutions. Path 1, 2, 3, and 4 correspond to equations (4.33), (4.31), (4.27), and
(4.29), respectively. Path 3 and 4 have the right sign of dispersion in the post-chirp
fiber. It turns out that although the post-chirp dispersion in path 3 is greater than
path 4, it actually is too large and causes over-compensation. Therefore, path 4 is
the desirable solution.
The three constraints used to obtain the solutions are (1) C0 = 0 since we can
easily pre-chirp the pulse so that it is transform-limited; (2) T1 (or Tmod in Fig. 4-
17) is limited to the parabolic region of the sinusoidal modulation envelope. This
constrains the width to T1 < 0.3 × 2piωM ; (3) T3 (or Tout in Fig. 4-17) is set to some
target value.
Fig. 4-18 shows the greatest calculated noise reduction possible using a pre-chirp
fiber, a single phase modulator withM = 3.6 at 10 GHz, and post-chirp fiber. Fig. 4-
19 shows the same plot on a logarithmic scale. The noise reduction is plotted as a
function of the output pulse width (FWHM) for different input pulse widths (FWHM).
Oscillator noise and input frequency noise were ignored in this calculation for sim-
plicity. Perfect timing jitter suppression occurs at R = 0. Perfect noise suppression is
possible with 6.5 ps pulses, although the output pulse width must be 30 ps. Fig. 4-20
D2 = −T0
√
T 21 − T 20 +Mω2MT0T 21 −
√
−T 20 +M2ω4MT 40 T 23 +
(
T3 −Mω2MT0T3
√
T 21 − T 20
)2
1 + 2Mω2MT0
√
T 21 − T 20 +M2ω4MT 20 T 21
.(4.34)
where equations (4.27) and (4.29) lead to a noise reduction when M > 0. Equations (4.31) and
(4.33) are the solutions that lead to timing jitter reduction when M < 0.
11Simplify the basic equations for C = 0. One obtains T1 = T0
√
1 + C2 and C1 = D/T
2
0 .
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Figure 4-17: Graphical analysis of solutions. Plot of pulse width versus chirp param-
eter.
shows that the optimal solution has normal dispersion pre-chirp fiber. The post-chirp
fiber is anomalous dispersion, and is shown in Fig. 4-21. This configuration is ideal
for minimizing frequency-to-timing noise conversion since the total dispersion of the
system is close to zero.
Fig. 4-19 indicates a very interesting consequence of dispersion penalty and the
spectral broadening of the modulator. The plot shows that, compared to input pulse
widths of 10 ps, input pulse widths of 20 ps can have much better jitter reduction
and have much narrower output pulse widths. In addition, a modelocked laser that
produces 20 ps pulses is much quieter than a laser that produces 10 ps pulses.
The dashed lines in Fig. 4-18, 4-19, and 4-21 correspond to the best that can be
done with no pre-chirp fiber. The graphs show that better timing jitter and lower
output pulse widths reduction can be obtained with pre-chirp fiber. However, if one
wants to attain perfect timing jitter suppression, the pre-chirp fiber is not necessary.
Increasing the modulation rate improves the timing jitter reduction quadratically.
Increasing the modulation rate by a factor of 2 (from 10 GHz to 20 GHz), moves the
R = 0 intercept in Fig. 4-18 from Tout = 30 ps to Tout = 30/4 = 7.5 ps.
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Figure 4-18: Noise reduction using a timing jitter eater with a single phase modulator
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Figure 4-21: Necessary post-chirp fiber dispersion corresponding to Fig. 4-18.
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T0 (ps) FWHM (ps) erfc
(
Tm
2T0
)
N 2−N
10 17 1.5× 10−12 39 1.5× 10−12
20 33 4.1× 10−4 11 4.1× 10−4
30 50 1.8× 10−3 5.8 1.8× 10−3
40 67 7.7× 10−2 3.7 7.7× 10−2
50 83 1.6× 10−1 2.7 1.6× 10−1
Table 4.1: Pulse width and bits of resolution.
Optical Sampling Applications
To avoid intersymbol interference (ISI) in optical sampling applications, the output
pulse width must not become too large relative to its bit-slot time-interval. In fact,
if the pulse energy is normalized to 1, the amount of energy that spills into the
neighboring time-slot from both sides is12 erfc
(
Tm
2T0
)
, where Tm is the bit-slot time-
interval and T0 is the pulse width that is related to the optical intensity by
1√
pi
e−t
2/T 20 .
With a pulse width of T0, ISI limits
13 the number of bits of resolution to N <
− log2
[
erfc
(
Tm
2T0
)]
. Table 4.1 shows the number of bits of resolution attainable with
a given pulse width. The table shows that it is desirable to keep the output pulse
widths (FWHM) under 33 ps.
Telecommunications Applications
To retain the receiver sensitivity improvement of 2 dB over NRZ, the pulse must
be less than half the time-slot [71]. At 10 GHz, this implies that the pulse width
should be less than 50 ps, which is a very lax requirement on the timing jitter eater
apparatus.
12erfc(x) = 1− erf(x) = 2√
piT0
∫∞
x
e−t
2
dt
13The amount of energy that spills into the neighboring slot should be less than the energy needed
to move by one quantization level.
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Figure 4-22: Autocorrelation of modelocked semiconductor laser output.
4.3.4 Experiments
The laser source used in our experiments is an external cavity semiconductor laser
which is hybridly modelocked (see Fig. 2-11). The pulsewidth is 6.7 ps (intensity
FWHM), the fundamental cavity repetition rate is 10 GHz, and the carrier wavelength
is 1547 nm. The autocorrelations and optical spectrum are shown in Fig. 4-22 and
Fig. 4-23, respectively. The optical spectrum has a 3-dB width of 0.72 nm.
The laser contains a saturable absorber and gain section integrated on a single
chip. The saturable absorber was biased at -1.5 V and modulated at 10 GHz with
11 dBm of RF power. The gain section was driven with a DC current source at
65 mA. The laser cavity contained an optical bandpass filter with a 3-dB width of
0.7 nm centered at 1547 nm.
The fiber coupled power is 0.5 mW and the output was subsequently amplified
with an erbium-doped fiber amplifier (EDFA) to 5 mW.
Three experimental configurations were investigated:
1. No pre-chirp fiber, large modulation depth, and 10 km SMF-28 post-chirp fiber.
2. No pre-chirp fiber, small modulation depth, and 10 km SMF-28 post-chirp fiber.
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Figure 4-23: Optical spectrum of modelocked semiconductor laser.
3. No pre-chirp fiber, large modulation depth, and 4 km SMF-28 post-chirp fiber.
Configuration 1 represents the case where the phase modulation plus dispersion over-
compensates the timing jitter. The rf spectrum analyzer measurements of the signal
with and without phase modulation are shown in Fig. 4-24. The plot shows a 6 dB
reduction of the phase noise at a 720 kHz offset.14 The peak amplitude of the rf spec-
trum increases when the phase modulator is turned on since it results in decreased
output pulse width and hence more spectral energy at 10 GHz.
The modulation strength was subsequently reduced to prevent overcompensation,
and this setting corresponds to configuration 2. The rf spectrum analyzer measure-
ments are shown in Fig. 4-25.15 The plot shows improved performance with a 10.9 dB
reduction of the phase noise at a 1 MHz offset.16
14Best results occur when fine microwave delay line that connects to the phase modulator is set
at 294.5 degreeds. When the fine delay line is set at 104.5 and 134 degrees, the noise reduction is
44 and 39 dB, respectively.
15Residual phase noise measurements are difficult with this system since the delay between the
two arms to the mixer is several kilometers. This implies that the residual phase noise suppression
would only be good for offsets less than several kilohertz. See Fig. 3-3 and corresponding section for
more details.
16Best results occur when fine microwave delay line that connects to the phase modulator is set
at 147.5 degreeds. When the fine delay line is set at 327.5 degrees, the noise reduction is 46.3 dB.
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Figure 4-24: RF spectrum analyzer measurements of configuration 1.
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Figure 4-25: RF spectrum analyzer measurements of configuration 2.
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Figure 4-26: RF spectrum analyzer measurements of configuration 3.
Although configuration 2 shows good noise suppression, the output pulses are
90 ps in duration. To obtain shorter output pulses and still retain good noise sup-
pression, we tried configuration 3. The post-chirp fiber length was shorted to 4 km
and the modulation depth of the modulator was increased. The rf spectrum analyzer
measurements of the output pulses are shown in Fig. 4-26. The plot shows 12.67 dB
noise reduction at an offset of 2.984 MHz. The output pulse width was 45 ps.17
In summary, the noise reduction results of the three experimental configurations
are shown in Table 4.2, which illustrates that the trends predicted by equation (4.15)
are correct.
17Best results occur when fine microwave delay line that connects to the phase modulator is set
at 0 degreeds. When the fine delay line is set at 90 and 180 degrees, the noise reduction is 61.5 and
51.44 dB, respectively.
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Config. M D2 (ps2) R R2 Theoretical Experimental Input Output
Noise Reduc. Noise Reduc. Pulse Pulse
10 log10(R
2) (dB) Width Width
(dB) (ps) (ps)
1 1.9 -200 -0.50 0.25 6 6 6.7 90
2 0.9 -200 0.29 0.08 10.9 10.9 6.7 90
3 1.95 -100 0.23 0.05 12.67 12.67 6.7 45
Table 4.2: Noise reduction results.
4.3.5 Limitations
RF Oscillator Noise
The microwave oscillator driving the phase modulator has finite timing jitter or phase
noise. Therefore, one can only squeeze down to the oscillator noise level. The oscil-
lator used in our measurements was an HP83732B synthesizer with 300 fs integrated
timing jitter from 10 Hz to 10 MHz. Sapphire fixed frequency oscillators exhibit good
phase noise performance with integrated timing jitter of only 5.6 fs from 10 Hz to
10 MHz. See Fig. F-3 for the single-sideband phase noise plots of these oscillators.
It has been suggested that a potential limitation of the timing jitter eater is the
broadband thermal noise due to the modulator. The output timing jitter from a
modelocked laser typically follows a Lorentzian spectral shape. Noise at large offset
frequencies are filtered by the transfer response of the laser cavity. For the timing
jitter eater, potentially all the high frequency noise from the RF oscillator transfers to
the optical signal via the phase modulator. It may seem possible that this can worsen
the timing jitter at higher frequency offsets. This effect is pictorially illustrated in
Fig. 4-27.
It is emphatically not true that thermal noise of the modulator worsens the timing
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Figure 4-27: Noise at high frequency offsets can be worsened by the phase modulator.
jitter. The timing jitter due to thermal noise from the modulator is18
∆tth = (MωMβ2L)∆φth. (4.35)
For typical values of M = 3.6, ωM = 2pi × 10 GHz, β2L = 100 ps2, and ∆φth =
6× 10−6 rad,19 the rms jitter is a mere 0.14 fs.
Frequency-to-Timing Conversion
The linewidth of the laser operating in passive and active modelocking was character-
ized using a self-heterodyne technique. The laser output was split into two arms. One
arm contained an AOM modulated at 40 MHz to impose a doppler shift on the light
and the other arm contained 500 m of Corning LEAF fiber to decorrelate the phases.
The two arms were then recombined on a photodiode and the current was observed
on an electrical spectrum analyzer (ESA). The ESA reveals the convolution of the
18The phase of the modulator with thermal noise can be written as φ(t) = M cos[ωM t + φth(t)].
The frequency chirp applied to the pulses, assuming that the pulses initially have no timing jitter,
is ω(t) = dφ/dt ≈ MωMφth(t). The rms frequency shift is related to the rms phase shift due
to thermal noise by ∆ω = MωM∆φth. The rms timing jitter from the thermal noise is ∆tth =
− Lv2g (−v
2
gβ2)MωM∆φth.
19The maximum matched thermal noise power is kTB or -174 dBm. If noise is split equally
between amplitude and phase fluctuations, then the thermal phase noise power is -177 dBm. Since
the 10 GHz carrier power is 27 dBm, the double-sideband phase noise due to thermal noise is
-204 dBc/Hz. The rms phase fluctuation is ∆φth =
√
10−204/10 × 1010 = 6× 10−6 rad.
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linewidth with itself centered at 40 MHz, as shown in Fig. 4-28. Therefore, taking half
the width of the observed spectrum yields the linewidth of the laser. The linewidth
of the passively modelocked laser fits well to a Lorentzian, but the linewidth of the
actively modelocked laser fits better to a Gaussian function. Frequency fluctuations
cause a smearing of the Lorentzian linewidth and often results in a Gaussian-looking
linewidth. The active modulation of the saturable absorber not only modulates the
amplitude, but also modulates the phase as well since in semiconductor lasers, the
gain and index are related to the modulated carrier density. This is presumably why
the linewidth looks Gaussian. In any case, the resulting linewidth indicates the input
frequency noise to our system, which is an important parameter for the design of a
timing-jitter eater.
The results, shown in 4-28, indicate that the frequency noise bandwidth is less
than 2 MHz. Using our experimental values in equation (4.24) indicates that this is a
negligible effect. To double-check, we measured the phase noise of the laser and com-
pared it to the phase noise after propagation through 2.2 km of fiber. The resulting
phase noise plots in Fig. 4-29 show that the frequency-to-timing jitter conversion is
indeed negligible after propagation through 2.2 km of SMF-28 fiber.
The value of F = ∆ω0/∆t0, in equation (4.24), can be derived for AM ac-
tively modelocked fiber lasers from the noise theory in appendix B. Dividing equa-
tion (B.118) by equation (B.117) yields
F =
√√√√σ2p,pc
σ2t,pc
=
1
τ 2
. (4.36)
For pulses with a FWHM of 6.7 ps, F = 6.2× 1022 s−2. Experimentally, we find that
for our semiconductor modelocked laser, F = 2pi × 4 × 106 Hz/50 fs = 5 × 1020 s−2.
This number is two orders of magnitude smaller than the theoretical value.
Polarization Dependence
The phase modulator is polarization dependent. The input polarization must be
adjusted to obtain maximum phase modulation depth. Rather than a lithium niobate
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Figure 4-28: Linewidth of modelocked semiconductor laser.
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Figure 4-29: Absolute phase noise of modelocked semiconductor laser after propaga-
tion through 0 and 2.2 km of SMF-28 fiber. The two phase noise plots are almost
indistinguishable.
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modulator, a polarization insensitive electro-absorption modulator that exploits the
Franz-Keldysh effect in an InGaAsP p-i-n ridge waveguide structure can be employed
that results in both amplitude and phase modulation [72, 69]. The ridge width and
active waveguide layer thicknesses can be tailored to minimize polarization dependent
loss.
4.3.6 Conclusions
We have experimentally demonstrated that it is possible to reduce the timing jitter by
12 dB with a single phase modulator plus dispersive fiber. Dispersion is necessary for
timing jitter reduction but has the undesired effect of broadening the output pulses.
For example, our input pulses were broadened from 6.7 ps to 45 ps. Pulse width
broadening can be mitigated by using longer pulses that have narrower spectra. For
example, 4-19, shows that it is possible to obtain 10 ps pulse output with 20 ps input
pulses. In addition, the dispersive pulse broadening of the post-chirp fiber can be
reduced by using soliton pulses.
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Chapter 5
Conclusion
5.1 Achievements
The salient points of this thesis are:
1. The noise of actively modelocked semiconductor lasers were measured accurately
and compared to our noise theory. It was found that the actively modelocked
noise theory does an excellent job in predicting actual modelocked laser noise
performance. The phase noise was measured as a function of modulation depth,
cavity length, cavity loss, modulation rate.
2. Optical cross-correlations were demonstrated to be a valuable tool for under-
standing the timing jitter correlations in high-repetition-rate modelocked lasers
and for measuring the high frequency noise. A cross-correlator was designed
and built that allowed arbitrary fiber length delays. The correlated jitter from
pulse 1 to pulse N were measured and compared to theory for actively and pas-
sively modelocked semiconductor lasers. The cross-correlation technique was
shown to be useful for measuring the timing jitter in a recirculating loop exper-
iment and for predicting the probability density function of the timing jitter.
3. The applicability and limitations of phase noise measurements and optical cross-
correlations were investigated. It was discovered why residual noise measure-
ments depended on the noise of the oscillator. The region of validity for residual
151
phase noise measurements and resolution of optical cross-correlations on pulse
width were determined.
4. A model for noise of harmonically modelocked lasers was developed and subse-
quently verified with cross-correlation and residual phase noise measurements.
The model revealed how to correctly interpret the rf phase noise measurements
and how the supermodes relate to the laser noise.
5. A method to measure the noise in harmonically modelocked lasers and isolate
the amplitude and timing jitter contributions with finite-bandwidth detection
electronics was discovered. This method allows one to measure the amplitude
and timing jitter of a 10 GHz modelocked laser with a detector and spectrum
analyzer with only 10 GHz of bandwidth.
6. Quantum-limited noise performance of a modelocked semiconductor laser was
demonstrated. The cavity design was critical and the theory showed how to
scale laser parameters to achieve low noise performance. It is currently the
record for the quietest semiconductor laser performance (best absolute phase
noise).
7. Several salient features of the noise theory were identified: the difficulty of
obtaining short pulses and low noise, region of validity for residual phase noise
measurements, and the rms jitter as a function of laser cavity parameters.
8. The noise of an actively modelocked laser was reduced with photon seeding.
The noise of the laser decreased without penalty to the width of the pulses.
9. Novel electronic feedback techniques were employed to further reduce the noise
of our actively modelocked lasers. It was the first time that someone used a
feedback path to the saturable absorber and an external SOA.
10. A timing jitter eater, consisting of a phase modulator and dispersive fiber, was
demonstrated to reduce the phase noise spectrum by over 20 dB.
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11. New algorithms were developed to characterize the amplitude and phase profiles
of an optical pulse. Combining the algorithms with optical cross-correlations,
we were able to reconstruct the timing jitter probability density functions. In
addition, a new SOA sampling technique using gain saturation was invented.
5.2 Future Research
Now that we have a better understanding of noise in modelocked lasers and that we
can measure the noise accurately, the next step is to find ways to reduce the noise of
these lasers even further. The following list are good projects for future research
• Build a timing jitter eater using solitons. Solitons do not have the problem of
pulse broadening. Therefore, better timing jitter reduction for a given output
pulse width should be possible with solitons. The limitation is given by the
input frequency noise and the noise of the rf oscillator that drives the phase
modulator.
• Build a feedback loop to lock the noise of a semiconductor or fiber modelocked
laser to a quiet sapphire crystal oscillator. The feedback might be done through
a fast phase shifter to the rf drive port. This could potentially bring the timing
jitter down from 50 fs to 5 fs (10 Hz to 10 MHz).
• Investigate the noise of other optical pulse sources: (1) modulation of a cw signal
followed by amplification and dispersion decreasing fiber (DDF), (2) beating of
two cw signals followed by amplification and DDF. These sources can be followed
by a nonlinear optical loop mirror, which cleans up the energy between pulses.
• In an Erbium-doped fiber laser, it is difficult to reduce the dispersion of the
cavity to reduce the timing jitter. In this case, it would be beneficial to place
the amplitude modulator where the pulse is the broadest. This would increase
the effective modulation depth and decrease the timing jitter of the laser. The
pulse is broadest when it is chirped, and therefore, amplitude modulation would
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also have the additional effect of filtering by removing pulse tails that contain
the reddest and bluest parts of its optical spectrum.
• Investigate and minimize the noise at low frequency offsets for optical clock
applications.
• Increase the modulation curvature driving the modelocked laser. Since the noise
of the Poseidon Shoebox oscillator is lower than that of the laser, one can use
frequency doublers to increase the modulation curvature and decrease the noise
of the laser.
• The timing jitter of the laser decreases for higher pulse powers. This implies
that it would be interesting to look into designing semiconductor or fiber lasers
that have high output powers.
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Appendix A
Derivation of Master Equation
The master equation describes the evolution of the electric-field in the cavity. It is a
time-domain analysis that considers a circulating pulse that is acted upon by lumped
elements: gain, GVD, optical filtering, amplitude modulation, phase modulation,
saturable absorption, Kerr nonlinearity, etc. This model was originated by Haus [73,
74, 75], but here we carefully go through the derivation to show the correspondence
to physical parameters and outline the range of practical values.
The lumped element model is valid as long as the effects of each element are small.
The round-trip model for the modelocked laser is shown in Fig. A-1. The following
sections will address propagation through each element. The elements considered in
our model are
1. Amplitude and phase modulation
2. GVD
3. Gain
4. Loss
5. Saturable absorption
6. Kerr nonlinearity
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Figure A-1: The round-trip lumped element model of a modelocked laser.
The electric-field is denoted by a(t) and is normalized so that its integral over
time equals the pulse energy,
w0 =
∫ ∞
−∞
|a(t)|2dt. (A.1)
Therefore a(t) has units of
√
power =
√
energy/time.
We want to find Oˆ so that aout(t) = ain(t) exp(Oˆ(t)) for each lumped element
enumerated above. Reason:
an+1(t) = exp[Oˆ1(t) + Oˆ2(t) + Oˆ3(t)]an(t) + Sn(t)
= exp[Oˆ(t)]an(t) + Sn(t) (A.2)
where Oˆ(t) is equal to Oˆ1(t) + Oˆ2(t) + Oˆ3(t) and n is the number of round-trips the
pulse propagated in the cavity. The quantity Sn(t) is the noise added to the electric-
field per round-trip that can be from spontaneous emission, cavity length fluctuations,
and noise from the current and voltage supplies. Subtracting an(t) from both sides
of equation A.2 yields
an+1(t)− an(t) =
[
exp(Oˆ(t))− 1
]
an(t) + Sn(t)
≈ Oˆ(t)an(t) + Sn(t) (A.3)
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where the approximation exp(Oˆ(t)) ≈ 1 + Oˆ(t) was used and is valid only when
−1 ¿ Oˆ(t) ¿ 1. The discrete equation of motion, equation A.3, can be converted
into a continuous time equation by using the general relation
f(x+∆x)− f(x) ≈ ∆x∂f
∂x
(A.4)
for the electric-field. This relation implies that
an+1(t)− an(t) ≈ TR∂a(t, T )
∂T
, (A.5)
where n = T/TR. Substituting equation A.5 in equation A.3 and making the substi-
tutions an(t)→ a(t, T ) and Sn(t)→ S(t, T ), equation A.3 becomes
TR
∂a(t, T )
∂T
≈ Oˆ(t)a(t, T ) + S(t, T ). (A.6)
To agree with the notation in Haus and Mecozzi’s paper [10], we rescale the noise so
that S(t, T )→ TRS(t, T ) and equation A.6 becomes
TR
∂a(t, T )
∂T
= Oˆ(t)a(t, T ) + TRS(t, T ). (A.7)
where the approximation sign was changed to an equal sign for notational convenience.
The electric-field a(t, T ) has the units of
√
Power and the Haus-Mecozzi S(t, T ) has
the units of
√
Power/time.
The operator Oˆ(t) in equation A.7 represents the sum of the effects of amplitude
modulation, phase modulation, gain, loss, GVD, Kerr nonlinearity, and saturable
absorption per round-trip:
Oˆ(t) = Oˆgain(t)+ Oˆloss(t)+ OˆGVD(t)+ OˆAM(t)+ OˆPM(t)+ OˆKerr(t)+ OˆSA(t). (A.8)
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The following sections will show that
Oˆgain(t) = g
(
1 +
1
Ω2g
∂2
∂t2
)
(A.9)
OˆL,mirror(t) =
lnR1 + lnR2
2
(A.10)
OˆL,material(t) = −αiL (A.11)
OˆGVD(t) = jD
∂2
∂t2
(A.12)
Oˆfilter(t) =
1
Ω2f
∂2
∂t2
(A.13)
OˆL,filter = 1 + ln(1/2) ≈ 0.3068528 (A.14)
OˆAM(t) =
MAM
2
(1− cos(ωM t)) ≈ MAMω
2
M t
2
4
(A.15)
OˆL,AM(t) = ln


√
1
2
+MAM

 (A.16)
OˆPM(t) = j
MPM
2
(1− cos(ωM t)) ≈ jMPMω
2
M t
2
4
(A.17)
OˆKerr(t) = −jδ|a(t)|2 (A.18)
OˆL,SA,slow = −LA
2
(A.19)
OˆSA,slow = −LAw(t)
2wA
(A.20)
OˆL,SA,fast = −LA
2
(A.21)
OˆSA,fast = γ|a(t)|2, (A.22)
where the total loss is
Oˆloss(t) = OˆL,filter(t) + OˆL,AM(t) + OˆL,SA(t) + OˆL,mirror(t) + OˆL,material(t)
≡ −l. (A.23)
Typically l = -0.307 (filter) + 0.607 (mirror) + 0.650 (material) + (0.2554 to -0.4229)
(AM, MAM = 0.1 to 1.83) + (0.345 to 0.460) (Fast SA) = 0.8721 to 1.6554.
Substituting equations A.8, A.22 and A.23 into equation A.7 gives the more fa-
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miliar form for the master equation (assuming a fast saturable absorber)
TR
∂a(t, T )
∂T
=
{
−l + g
(
1 +
1
Ω2g
∂2
∂t2
)
+
1
Ω2f
∂2
∂t2
+ jD
∂2
∂t2
−MAM + jMPM
2
[1− cos(ωM t)]
+(γ − jδ)|a(t, T )|2
}
a(t, T ) + TRS(t, T ). (A.24)
The cosinusoidal terms in equation A.24 can be approximated by expanding them to
second order. The master equation is now
TR
∂a(t, T )
∂T
=
{
−l + g
(
1 +
1
Ω2g
∂2
∂t2
)
+
1
Ω2f
∂2
∂t2
+ jD
∂2
∂t2
−MAM + jMPM
4
(ωM t)
2
+(γ − jδ)|a(t, T )|2
}
a(t, T ) + TRS(t, T ). (A.25)
A.1 Propagation Through an Amplitude Modula-
tor
AMach-Zehnder modulator biased for “push-pull” operation has opposite phase shifts
in the upper and lower arms as shown in Fig. A-2. “Push-pull” operation allows for
pure amplitude modulation without residual phase modulation. The output power is
related to the input power by
Pout =
∣∣∣∣∣12 exp
(
j
V/2
Vpi
pi
)
+
1
2
exp
(
j
−V/2
Vpi
pi
)∣∣∣∣∣
2
Pin
= cos2
(
V/2
Vpi
pi
)
Pin
=
1
2
[
1 + cos
(
V
Vpi
pi
)]
Pin. (A.26)
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exp(jpV/2Vp)
exp(-jpV/2Vp)
Pin Pout
V = Vpcos(wMt)
Figure A-2: Mach-Zehnder modulator.
The voltage V is the voltage applied between the upper and lower arm of the mod-
ulator. The voltage required to move the device from “maximum on” to “maximum
off” is Vpi. Setting the DC bias to half transmission, V → V − Vpi/2, see Fig. A-3,
leads to the appropriate input-output relation for amplitude modulation:
Pout =
1
2
[
1− sin
(
V
Vpi
pi
)]
Pin. (A.27)
For an applied microwave signal of angular frequency ωM , the voltage is
V = Vp cos(ωM t) (A.28)
where the average microwave power into 50 Ω is
PdBm = 10 log10
(
V 2rms
10−3R
)
= 10 log10
(
V 2p
2× 10−3R
)
= 20 log10 Vp + 10. (A.29)
Table A.1 shows the peak voltage for a given average power. The internal 50 Ω
termination resistor inside the modulator is typically 1/4 or 1/2 Watt (corresponding
to 24 or 27 dBm, respectively). The maximum peak voltage allowed in our EO Space
phase modulator is 10 V which corresponds to an average power of 30 dBm.
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PdBm Vp PdBm Vp
4 dBm 0.50 V 26 dBm 6.31 V
10 dBm 1.00 V 27 dBm 7.08 V
16 dBm 2.00 V 28 dBm 7.94 V
20 dBm 3.16 V 29 dBm 8.91 V
22 dBm 3.98 V 30 dBm 10.00 V
23 dBm 4.47 V 31 dBm 11.22 V
24 dBm 5.01 V 32 dBm 12.59 V
25 dBm 5.62 V 34 dBm 15.85 V
Table A.1: Table of average power and peak voltage.
Pout
V
Bias Point
0 VV /2-V /2-V
2Vp
M
2MAMPin
Figure A-3: Bias of Mach-Zehnder modulator for amplitude modulation.
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Substituting equation A.28 into equation A.27 yields
Pout =
1
2
[
1− sin
(
piVp cos(ωM t)
Vpi
)]
Pin
≈ 1
2
[
1− piVp cos(ωM t)
Vpi
]
Pin
=
1
2
[1− 2MAM cos(ωM t)]Pin
= −
[
1
2
+MAM
]
Pin × [1 +MAM(1− cos(ωM t))]Pin
≈ exp
{
ln
[
−
(
1
2
+MAM
)]}
Pin × exp [MAM(1− cos(ωM t))]Pin (A.30)
where the small angle approximation for sin was used, and
MAM =
Vp
2Vpi
pi. (A.31)
The factor of 2 in the denominator is a bit strange, but we keep this for consistency
with the notation in the literature. The electric-field is equal to the square-root of
equation A.30
aout = exp
{
1
2
ln
[
−
(
1
2
+MAM
)]}
ain × exp
[
1
2
MAM(1− cos(ωM t))
]
ain
= exp
{
1
2
ln
[
1
2
+MAM
]
+
1
2
ln(−1)
}
ain × exp
[
MAM
2
(1− cos(ωM t))
]
ain
= exp

ln


√
1
2
+MAM

+ jpi
2

 ain × exp
[
MAM
2
(1− cos(ωM t))
]
ain
= exp
[
OˆL,AM(t)
]
ain × exp
[
OˆAM(t)
]
ain (A.32)
where the constant phase factor jpi/2 was removed,
OˆL,AM(t) = ln


√
1
2
+MAM

 (A.33)
is the lumped element operator for the inherent loss of the amplitude modulator, and
OˆAM(t) =
MAM
2
(1− cos(ωM t)) (A.34)
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is the lumped element operator for the pulse carving effect of the amplitude modu-
lator. Equation A.32 has the same form as equation A.2, which allows us to identify
the lumped element operators for the amplitude modulator.
Typical values for Vpi for lithium niobate at 10 GHz are 6 V (EO Space) and
11 V (JDS-Uniphase). Maximum applied average power to an internally terminated
modulator is usually 27 dBm or equivalently Vp = 7 V. Typical values for MAM
range from 0 to 1 (Vp = 7 V, Vpi = 11 V) to 1.83 (Vp = 7 V, Vpi = 6 V). The
corresponding values for the lumped-element loss due to the modulator are OˆL,AM =
−0.3466, 0.2027, and 0.4229.
A.2 Propagation Through a Phase Modulator
The phase shift applied to an electric signal is
aout = exp
[
j
V
Vpi
pi
]
ain (A.35)
For a phase modulator, Vpi is defined as the applied voltage required to change the
delay of the phase modulator by one-half an optical cycle. This parameter is normally
measured at a low frequency and is frequency dependent. Appendix E describes how
we measure Vpi of our phase modulators. If the applied voltage is sinusoidal according
to equation A.28, then equation A.35 can be written as
aout = exp
[
j
MPM
2
cos(ωM t)
]
ain (A.36)
where
MPM =
Vp
V pi
2pi. (A.37)
Notice that the definition of MPM differs from the definition of MAM by a factor of
4, see equations A.31 and A.37. We can adjust the DC offset to the phase modulator
(we add the constant phase ofMPM/2 to the argument of the exponential) and phase
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delay the co-sinusoidal modulation (ωM t→ ωM t− pi) so that equation A.36 becomes
aout = exp
[
j
MPM
2
(1− cos(ωM t))
]
ain (A.38)
Comparing equation A.2 and equation A.38, the lumped element operator for prop-
agation through a phase modulator is
OˆPM(t) = j
MPM
2
(1− cos(ωM t)). (A.39)
Typical values forMPM range from 0 to 4 (Vp = 7 V, Vpi = 11 V) to 7.33 (Vp = 7 V,
Vpi = 6 V).
A.3 Propagation Through the Loss Section
The circulating cavity pulse experiences loss from the material loss of semiconductor,
mirrors, coupling loss to and from the semiconductor chip to the external cavity, and
insertion loss of optical bandpass filter.
The output electric-field relates to the input electric-field according to
aout(t) = exp(−l)ain(t). (A.40)
Hence, comparing equation A.40 to equation A.2, we find that the lumped element
operator for the total cavity loss is
Oˆloss = −l. (A.41)
The total loss is from the amplitude modulator (equation A.33), the optical band-
pass filter (equation A.54), the saturable absorber (equation A.63 and A.71), the
mirrors, and intrinsic material loss.
Fig. A-4 shows a typical laser cavity with left and right mirror reflectivities of R1
and R2. In addition, there is a lossy element of length L inside the cavity. The optical
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Figure A-4: Cavity loss due to mirrors and intrinsic loss of gain medium.
power after one round-trip is decreased by the loss elements according to
Pout(t) = R1R2 exp(−αi2L)Pin(t), (A.42)
The lumped-element operator associated with the mirror loss is
OˆL,mirror =
lnR1 + lnR2
2
. (A.43)
The NEC EC-MLLD has mirror reflectivities of R1 = 0.30 and R2 = 0.99, and its
corresponding lumped-element operator is OˆL,mirror = −0.60701157.
The lumped-element operator associated with the intrinsic material loss is
OˆL,material = −αiL (A.44)
where αi is the material loss, and L is the length of the loss element. The NEC MLLD
parameters1 are αi = 13 cm
−1 and L = 500µm. For these parameters, OˆL,material =
−0.65.
1Loss[dB/cm] = 4.34294482 αi[1/cm] ×L[cm] or equivalently, αi[1/cm] ×L[cm] = 0.2302585
Loss[dB/cm]. Therefore, 10 dB/cm translates into αi = 2.3 cm
−1 and 56.42 dB/cm translates into
αi = 13 cm
−1.
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A.4 Propagation Through the Gain Section
The laser gain is assumed to have a Lorentzian shape, so that the input and output
optical powers are related by
P˜out(Ω) = exp

 2g
1 +
(
Ω
Ωg
)2

 P˜in(Ω)
= exp

 g
1 + j Ω
Ωg
+
g
1− j Ω
Ωg

 P˜in (A.45)
where Ω = 0 is the center angular frequency of the pulse and the Lorentzian gain
spectrum, and Ωg is the half-width at half-maximum (HWHM) of the gain spectrum.
For a round-trip gain of 15 dB (the single-pass gain is 15 dB but is saturated after
the pulse goes through the gain medium once, see Appendix G), g = 1.7269. Ta-
ble A.2 shows the g’s for a given round-trip gain. The optical power is related to the
normalized electric-field by
P˜ (Ω) = TRa˜(Ω)a˜
∗(Ω). (A.46)
Using equation A.46 in equation A.45, we find that
a˜out(Ω) = exp

 g
1 + j Ω
Ωg

 a˜in(Ω). (A.47)
For semiconductor and erbium fiber lasers, the laser medium linewidth is usually
larger than the inverse pulsewidths, i.e. Ω/Ωg ¿ 1. For this case, the exponent can
be expanded to second-order, 1/(1 + x) ≈ 1 − x + x2, so that equation A.47 can be
approximated as
a˜out(Ω) = exp

g

1− j Ω
Ωg
−
(
Ω
Ωg
)2

 a˜in(Ω). (A.48)
Notice that we are multiplying a˜in(Ω) by exp(−jΩg/Ωg) which is just a constant
delay in the time domain. It is equal to the propagation time through the gain
166
Round-trip Gain (dB) g
5 0.5756
10 1.1513
15 1.7269
20 2.3026
25 2.8782
30 3.4539
Table A.2: The relation between g and the round-trip gain in units of dB.
Ωg
Ω
n Signal
2g
Figure A-5: Gain filtering of the optical spectrum. The gain bandwidth is assumed
to have a Lorentzian shape and much wider than the signal spectrum.
medium. Hence, we can conveniently ignore this term. If we inverse Fourier transform
equation A.48, use the Fourier transform relations −jΩ→ ∂/∂t and −Ω2 → ∂2/∂t2,
and ignore the constant time delay term, we obtain
aout(t) = exp
[
g
(
1 +
1
Ω2g
∂2
∂t2
)]
ain(t). (A.49)
Comparing equation A.49 to equation A.2, it is apparent that
Oˆgain = g
(
1 +
1
Ω2g
∂2
∂t2
)
. (A.50)
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A.5 Propagation Through Optical Bandpass Filter
The effect of the optical bandpass filter is exactly the same as gain filtering. Fig. A-
6 shows the filter and signal power spectrum. The lumped element operator for
propagation through the optical bandpass filter can be obtained by replacing Ωg with
Ωf and 2g with 2 in equation A.50
Oˆfilter =
(
1 +
1
Ω2f
∂2
∂t2
)
. (A.51)
The weird normalization so that the output power is equal to twice the input power
at the center of the filter is to keep consistent notation with [10]. Therefore, we need
to add a lumped loss operator so that the input and output powers are equal at the
center of the optical filter. The following operator provides a reduces the optical
power by a factor of two:
OˆL,filter = ln(1/2) ≈ −0.693147. (A.52)
For convenience, we move the constant term from the lumped-element operator in
equation A.51 to the lumped-element operator in equation A.52 so that the new
operators are
Oˆfilter =
1
Ω2f
∂2
∂t2
. (A.53)
and
OˆL,filter = 1 + ln(1/2) ≈ 0.3068528. (A.54)
Therefore, the “loss” operator OˆL,filter is really a gain operator since it is a positive
value.
According to the device parameters for the NEC MLLDs, whose parameters are
listed in Appendix G, the FWHM gain bandwidth is 50-60 nm. This is much larger
than the bandwidth of the optical bandpass filters (typically 0.7 or 5 nm), and there-
fore, we can ignore the gain filtering terms and keep the optical filtering terms.
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Figure A-6: Spectrum of Lorentzian optical bandpass filter and the pulse spectrum.
The pulse spectrum is much narrower than the filter bandwidth.
A.6 Propagation Through the Saturable Absorber
A saturable absorber is an intensity dependent medium that passes high powers more
easily than low powers. This thresholding of the optical signal selects for pulsed
operation in the laser cavity. A saturable absorber can be created by a reversed
biased diode in the case of a semiconductor laser [76] or highly engineered quantum
well dielectric stack mirror for fiber lasers [34, 77].
A closed form solution for the theory of fast and slow saturable absorbers in
modelocked lasers was discovered by Haus in 1975 [75, 74]. The theory begins by
writing an equation that describes the evolution of the carrier population in the
saturable absorber,
∂n
∂t
= −n− ne
TA
− 2σA
AA
|a(t)|2
h¯ω0
n (A.55)
where n = nl − nu is the difference between the lower and upper levels, TA is the
relaxation time of the saturable absorber, |a(t)|2 is the energy of the pulse, TR is the
round-trip time of the cavity, σA is the optical cross-section of the absorbing particles,
and AA is the beam cross-section in the saturable absorber. Here it was assumed that
the saturable absorber behaves like a two-level system with equal relaxation times of
the upper and lower levels. If the saturable absorber behaved like a three-level systems
with a fast relaxation of the upper level (as in Erbium fiber), the 2σA would have to
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Figure A-7: Loss plotted as a function of time for fast (dashed line) and slow (dash-dot
line) saturable absorbers.
be replaced with σA.
The next two subsections will consider slow and fast saturable absorbers. These
two cases yield two different approximations to equation A.55. Fig. A-7 schematically
shows the difference between fast and slow saturable absorbers. In the case of a fast
absorber, the loss follows the pulse intensity, whereas for a slow absorber, the loss
follows the integral of the intensity.
A.6.1 Slow Saturable Absorber
For a slow saturable absorber, the relaxation time TA is much longer than the rate of
change of the optical intensity and equation A.55 can be approximated as
∂n
∂t
= −2σA
AA
|a(t)|2
h¯ω0
n. (A.56)
In this case, n can be solved exactly as
n = ne exp
(
−w(t)
wA
)
(A.57)
where
w(t) ≡
∫ t
|a(t)|2dt (A.58)
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is the cumulative energy in the pulse,
1
wA
≡ 2σA
h¯ω0AA
(A.59)
is the inverse saturation energy, and ne is the starting population. It was assumed
that the saturable absorber relaxes completely between pulses, TA ¿ TR, so that the
starting population equals the equilibrium population ne.
The loss of the saturable absorber is proportional to n,
L(t) = LA exp
(
−w(t)
wA
)
. (A.60)
where LA is the non-saturable or linear loss. The constants LA and wA can be obtained
from pump-probe measurements. The input/output optical power relationship is
Pout = [1− L(t)]Pin
≈ exp[−L(t)]Pin
= exp
[
−LA exp
(
−w(t)
wA
)]
Pin
≈ exp
[
−LA
(
1− w(t)
wA
)]
Pin (A.61)
Taking the square-root of the equation above, the input and output electric-fields are
aout = exp
[
−LA
2
exp
(
−w(t)
wA
)]
ain
≈ exp
[
−LA
2
(
1− w(t)
wA
)]
ain. (A.62)
Comparing equation A.62 with equation A.2, we find that the lumped element
operators for a slow saturable absorber are
OˆL,SA,slow = −LA
2
, (A.63)
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and
OˆSA,slow = −LAw(t)
2wA
. (A.64)
A.6.2 Fast Saturable Absorber
For a fast saturable absorber, the relaxation time TA is shorter than the rate of
change of the optical intensity. Hence the population difference is an instantaneous
function of intensity, or in other words, the carrier population reaches steady-state
instantaneously. Therefore, letting ∂n/∂t = 0 for equation A.55 yields
n(t) = ne
(
1− |a(t)|
2
PA
)
. (A.65)
where
PA =
wA
TA
=
2σATA
AA
|a(t)|2
h¯ω0
. (A.66)
The loss is proportional to n. Hence, the absorption of a pulse after a single passage
is
L(t) = LA
(
1− |a(t)|
2
PA
)
, (A.67)
where LA is the non-saturable or linear loss of the saturable absorber. The in-
put/output relationship for the optical power is
Pout = [1− L(t)]Pin
=
(
1− LA + LA |a(t)|
2
PA
)
Pin
≈ exp
(
−LA + LA |a(t)|
2
PA
)
Pin
= exp
(
−LA + 2γ|a(t)|2
)
Pin (A.68)
where it is assumed that |a(t)|2/PA ¿ 1 so that exp(x) ≈ 1 + x, and
γ ≡ LA
2PA
. (A.69)
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The corresponding input/output relationship for the electric-fields is equal to the
square-root of equation A.68,
aout = exp
(
−LA
2
+ γ|a(t)|2
)
ain. (A.70)
Comparing equation A.70 with equation A.2, we find that the lumped element oper-
ators for a fast saturable absorber are
OˆL,SA,fast = −LA
2
, (A.71)
and
OˆSA,fast = γ|a(t)|2. (A.72)
Appendix G lists the unsaturated SA absorption coefficient as 230 cm−1 and the length
of the SA section is 30-40 µm. These values imply that OˆL,SA,fast = −230×(30−40×10−4)2 =
−0.345 to −0.460.
A.6.3 Semiconductor Laser Saturable Absorber
Pump-probe measurements are used to characterize the saturable absorbers in our
MLLDs. Fig. A-8 shows the transmission versus time for different reverse biases for
our MLLD. The plot shows that the recovery time of the saturable absorbers have
two time scales: a fast time scale of 8 ps and a slow time scale of 21 ps. These time
scales are long compared to the measured 3 ps pulse width of these lasers, which
implies that the saturable absorber can be modelled as a slow saturable absorber.
The data shows that the ratio of the maximum to minimum transmission varies
with the bias level. For biases of -1 V, -1.5 V, and -2 V, the maximum to minimum
transmission ratios are 4.44, 15, and 25, respectively.
For the slow saturable absorber, equation A.61 tells us that the transmission before
the pulse (the minimum level) is exp(−LA) and that the transmission after the pulse
(the maximum level) is exp[−LA(1−w0/wA)]. We set ratio of these two values equal
to the experimentally measured values with a pump pulse energy of w0 = 1 pJ and
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Figure A-8: Reverse bias dependence of saturable absorbers. Courtesy of H.
Yokoyama from NEC.
get
exp
(
LA
w0
wA
)
= 4.44, 15, or 25 (A.73)
to find that LA/wA = 1.49, 2.71, or 3.22 pJ , respectively. Note that LA is a unitless
quantity.
For the fast saturable absorber, equation A.61 tells us that the transmission before
the pulse (the minimum level) is exp(−LA) and that the transmission after the pulse
(the maximum level) is exp[−LA + 2γ|a(0)|2]. We set ratio of these two values equal
to the experimentally measured values with a peak pump pulse power of |a0|2 =
w0/(3 ps) = 1/3 J/s and get
exp
(
2γ|a(0)|2
)
= 4.44, 15, or 25 (A.74)
to find that γ = 2.24, 4.06, or 4.83 W−1 , respectively.
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A.7 Propagation through the GVD Section
According to Agrawal’s book [78, p.64,eq.3.2.4], the output electric-field after propa-
gation through a dispersive medium is related to the input electric-field by
aˆout(Ω) = aˆin(Ω) exp
(
j
β2z
2
Ω2
)
, (A.75)
where z is the propagation distance, β2 = ∂
2k/∂Ω2 is the group velocity dispersion,
and the substitution −i → j was used since we define the inverse Fourier transform
as
a(t) =
∫ ∞
−∞
aˆ(Ω) exp(jΩt)
dΩ
2pi
(A.76)
and Agrawal defines his inverse Fourier transform as [78, p.32, eq.2.2.2]
E(t) =
∫ ∞
−∞
Eˆ(Ω) exp(−iΩt)dΩ
2pi
. (A.77)
Equation A.75 is further simplified to
aˆout(Ω) = aˆin(Ω) exp
(
−jDΩ2
)
, (A.78)
after making the substitution
D ≡ −β2z
2
(A.79)
which is not the usual definition of D since it has units of ps2 instead of ps/nm/km.
This definition is kept to keep consistent notation with Haus’s modelocked laser noise
paper [10].
We take the inverse Fourier transform of equation A.78 to find
aout(t) = exp
(
jD
∂2
∂t2
ain(t)
)
(A.80)
where −Ω2 → ∂2/∂t2 and the following relation was used
F−1 {exp [P (Ω)]F (Ω)} = exp
[
P
(
−j ∂
∂t
)]
f(t) (A.81)
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where P (Ω) is a polynomial and F (Ω) → f(t) are Fourier transform pairs. This
relation can be proved by expanding the exponential into a Taylor series.
From equation A.80 and A.2, it is apparent that
OˆGVD = jD
∂2
∂t2
. (A.82)
For 1 km of Corning SMF-28 singlemode fiber, β2z = −20 ps2 (anomalous at
1.5 µm) and D = −−20ps2
2
= 10 ps2. Notice that the sign of D is such that D > 0 is
anomalous and D < 0 is normal.
The GVD of bulk and multiple quantum well InGaAsP devices at 1.5 µm have
been characterized by cross-correlating the output pulse train produced by a single
pulse incident on an uncoated laser diode [79]. The GVD for bulk and MQW devices
is approximately -2 fs/nm/(500 µm) = -4000 ps/nm/km and -2.5 fs/nm/(500 µm)
= -5000 ps/nm/km for TE and TM polarizations, respectively.2 The corresponding
values for D for a 500 µm long chip are 0.001274697 ps2 and 0.001593372 ps2, re-
spectively.3 This dispersion is equivalent in magnitude to approximately 12 cm of
SMF-28 fiber.
A.8 Propagation through the Kerr Section
From Agrawal’s book [78, p.90,eq.4.1.3,4.1.4; p.61,eq.3.1.3], the output electric-field
after propagation through a Kerr medium is related to the input electric-field by
aout(t) = exp
(
−j |ain(t)|
2
P0
zeff
LNL
)
ain(t)
= exp
(
−jγagrawalzeff |ain(t)|2
)
ain(t)
= exp
(
−jδ|ain(t)|2
)
ain(t) (A.83)
2Dagrawal = − 2picλ2 β2. For λ = 1.55µm, Dagrawal[ps/nm/km] = 0.7845β2[ps2/km]
3The devices have normal dispersion.
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where P0 is the peak power, zeff = [1−exp(−αz)]/α is the effective length accounting
for the loss α, LNL = (γagrawalP0)
−1 is the nonlinear length, γagrawal = n2ω0/cAeff is
a nonlinear constant defined in Agrawal’s book [78, p.42,eq.2.3.28] which is typically
equal to 20 W−1km−1 in singlemode fiber, and
δ = γagrawalzeff (A.84)
is a nonlinear constant proportional to the Kerr effect. Typical values for δ are 0.01954
for MLLDs4 and 434 W−1 for EDFLs5.
4z = 0.001 km, α = 0.046 km−1 (0.2 dB/km), zeff ≈ 0.977, γagrawal = 20 W−1km−1
5z > 200 km, α = 0.046 km−1 (0.2 dB/km), zeff ≈ 21.7 km, γagrawal = 20 W−1km−1
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Appendix B
Theory of the Noise in Modelocked
Lasers
There are several theories of noise in actively modelocked lasers [80, 81, 82, 83], but
few have been as rigorously tested as the currently presented theory. The actively
modelocked laser theory is based on the theoretical work by Haus[73, 84] and the
soliton modelocked laser theory is based on the work of Grein[51], Moores[11], and
Haus[10]. The new contributions to the theory in this thesis are (1) the addition of rf
oscillator phase noise to the theory, (2) investigate the effect of gain relaxation oscil-
lations in the theory, (3) compare soliton noise theory with actively modemodelock
laser theory, (4) show that the noise of semiconductor lasers is not so much worse
than that of fiber lasers, and (5) point out several salient features of the noise theory
such as the dependence of timing jitter on pulse width.
Our approach for describing the noise in semiconductor modelocked lasers is as
follows:
1. Find master equation that describes the evolution of pulses in laser cavity. The
master equation is derived by a lumped-element model of the cavity in chap-
ter A.
2. Simplify the equation for the specific problem at hand.
3. Find solution or ansatz to master equation in absence of noise.
179
4. Perturb ansatz and derive equations of motion for the different noise fluctua-
tions: amplitude, timing, frequency, phase, and carrier density.
5. Find power spectral density and correlations of the different noise fluctuations.
Modelocked laser diodes generally have negligible dispersion and hence are mod-
elled well by the actively modelocked laser noise theory in section B.2. Soliton lasers,
such as some Erbium-doped fiber lasers, have nonlinear noise dynamics and hence
require special treatment. Their noise is described in section B.3. Both noise theories
give the same trends for timing jitter as a function of modulation depth, modulation
frequency, cavity loss, and pulse width. The absolute numbers, however, differ by a
factor of about 10.
B.1 The Physical Picture
This section will explain the physical processes of noise in a laser and explain the
effects of the saturable absorber, modulator, optical filter, loss and gain dynamics on
the laser noise.
Noise can be due to vibrations of the end mirror, RF synthesizer noise, variations
in the pump current due to RF pickups, 60 Hz tones, and 1/f noise, and due to
the spontaneous emission in the laser. Spontaneous emission is referred to as the
quantum-noise of the laser. The spontaneous emission noise can dominate the noise
of the laser if the modelocked laser is not designed correctly. To obtain the lowest
noise possible for a given pulse width and repetition rate involves choosing the correct
filter bandwidth, modulation depth, modulation frequency, cavity loss, RF synthesizer
noise, and saturable absorption modulation depth. Until the development of high-Q
sapphire crystal oscillators, it was found that the noise with frequency content greater
than 10 Hz was dominated by the RF synthesizer. With these high-Q oscillators, it
is possible to operate these lasers so that they are quantum-limited. This section will
discuss spontaneous emission noise.
All lasers contain a photon amplifier, which can typically be an EDFA or SOA.
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An amplifier with gain G converts N input photons into GN output photons. The
amplifier is a source of noise. The noise of the amplifier is proportional to its gain and
has been found to be equivalent to injecting nsp (typically 1 to 3) noise photons per
mode at the input of the amplifier. The inversion factor depends on the material gain
[1, p.140]. The output noise power of the amplifier is equal to PASE = hνBnsp(G−1),
where B is half the bandwidth of the most bandwidth limiting element in a system.
For example, the bandwidth could be limited by an optical filter, the gain spectrum
of the amplifier, or the detection bandwidth of a photodiode, depending on what
quantity is being measured.
Connecting the input and output terminals of an amplifier creates a CW laser.
There is some loss that is due to connector splice loss, material loss, or other loss in
the feedback loop. The initial gain of the amplifier is much larger than the losses in
the loop, which mean that the photon number would increase infinitely unless the gain
saturated. In the steady-state, the gain saturates to the value Gth and is constant.
The noise power from the amplifier is now equal to PASE,SS = hνBnsp(Gth− 1). The
steady-state power reaches some value that is proportional to the losses in the cavity,
see Fig. 2-3. The figure shows that increasing the cavity loss decreases the steady-
state power, but the noise power generated from the amplifier is the same. Therefore,
the noise of the laser increases with increasing cavity loss. The noise of a CW laser
refers to either amplitude or phase noise.
In a modelocked laser, a modulator and/or a saturable absorber is added to the
cavity to create laser pulses. In this case, the noise analysis becomes more complicated
since the gain of the amplifier becomes a function of time. After a pulse passes
through an amplifier, the gain is pulled down and then undergoes a slower recovery
to a steady-state value until the pulse again returns to the amplifier. There are
four fluctuations in a modelocked laser that are important: amplitude, phase, time,
frequency. The spontaneous emission noise contributes to all four fluctuations. These
four fluctuations can be reduced with elements put into the cavity. For example, the
frequency fluctuations can be reduced with an optical bandpass filter and the timing
fluctuations can be reduced with an amplitude modulator and saturable absorber.
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Short pulses are usually noisier than long pulses. To obtain short pulses, the opti-
cal filter bandwidth must be increased. The pulse width and optical filter bandwidth
in an actively modelocked lasers are related according to τ ∝ 1/
√
Ωf [85]. The spon-
taneous emission noise scales as B = Ωf/4pi. Therefore, if the pulse is made twice as
short, the optical filtering must be made four times larger, and hence the ASE noise
increases by a factor of four. For actively modelocked lasers, we will discover that the
rms jitter is proportional to 1/τ 2.
The spontaneous emission noise overlaps with the pulse. Using overlap integrals
of the pulse with the noise, the contribution of the ASE to amplitude, timing, phase,
or frequency noise can be found. For example, the ASE that adds to the front of the
pulse and subtracts from the back of the pulse would contribute to timing jitter. ASE
that adds amplitude throughout the pulse width contributes to amplitude noise.
When the gain varies, so does the spontaneous emission. The gain is initially very
large at the front of the pulse and smaller at the end of the pulse. Correspondingly,
the ASE is greater at the leading edge of the pulse, as shown schematically in Fig. B-1.
The asymmetry of the ASE causes the front of the pulse to see larger perturbations
than the back of the pulse. The saturable absorber behaves in the opposite direction,
so as to reduce this asymmetry. The saturable absorber reduces the noise ahead of the
pulse, but once the pulse saturates the saturable absorber, the noise energy directly
following the pulse is not attenuated. In our modelocked semiconductor lasers, when
the saturable absorber bias and injection current is at a good operating point, the
the pdf of the timing jitter was measured to be Gaussian and symmetric, indicating
that the effect of the saturable absorber and gain saturation balance each other.
The physical difference between Erbium-doped fiber lasers and semiconductor
lasers is the upper-state lifetime. In Erbium, the upper-state lifetime is typically τN =
10 ms [86, p.223] and in semiconductor lasers, the upper-state lifetime is typically
τN = 1 ns at threshold. There are seven orders of magnitude difference between the
carrier-lifetimes of the two gain media. Assuming that the gain is constant in EDFLs
is a good approximation at a 10 GHz repetition rate. The gain does not respond
fast enough a 10 GHz train of pulse, but in semiconductor lasers, the gain changes
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Figure B-1: ASE shown as a function of gain.
drastically after a single pulse passage. A later section will discuss the impact of
the carrier dynamics in semiconductor lasers. Although the master equation does
not initially include gain saturation, the resulting equations for the psd of the timing
jitter fit very well to the experimentally measured results.
B.2 Noise of Actively Modelocked Lasers
In this subsection, we will analyze the noise of actively modelocked lasers with no
Kerr nonlinearity, no saturable absorption, and no population density coupling to the
equations of motion of the noise. We will see that the pulses that circulate inside the
laser cavity are Gaussian and that the noise can be represented as a sum of Hermite
Gaussians of different order.
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B.2.1 The Master Equation
The master equation is given by equation A.25
TR
∂a(t, T )
∂T
=
{
−l + g + 1
Ω2f
∂2
∂t2
+ jD
∂2
∂t2
−MAM + jMPM
4
(ωM t)
2
}
a(t, T ) + TRS(t, T ). (B.1)
where the Kerr nonlinearity and saturable absorption are ignored, and the gain filter-
ing is much weaker than the optical bandpass filtering. By use of the abbreviations
1
τlg
≡ l − g
TR
(B.2)
F ≡
(
1
Ω2f
+ jD
)
1
TR
(B.3)
A ≡ MAM + jMPM
4
ω2M
TR
(B.4)
equation B.1 becomes
∂a(t, T )
∂T
=
{
− 1
τlg
+ F
∂2
∂t2
− At2
}
a(t, T ) + S(t, T ). (B.5)
The abbreviations F and A correspond to filtering and modulation action, respec-
tively. The value 1/τlg contains the decay and growth time constants.
B.2.2 Equations of Motion
Ansatz
We solve the master equation by substituting the ansatz
a(t, T ) = ass(t) + ∆a(t, T ) (B.6)
into the master equation B.5, where a0 is the steady-state solution of the modelocked
laser in the absence of noise, and ∆a is a perturbation to the steady-state solution
due to all internal noise sources.
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Steady-State Solution
The steady-state solution can be found by setting ∂/∂T = 0 and S(t, T ) = 0 in
equation B.5 to obtain
{
F
∂2
∂t2
− 1
τlg
− At2
}
ass(t) = 0. (B.7)
We note immediately that this equation has the form of the quantum mechanical sim-
ple harmonic oscillator which is solved by Hermite-Gaussian functions. The Hermite-
Gaussian function of order n is defined by
φn(x) = e
−x2/2Hn(x) (B.8)
where Hn(x) is the n-th order Hermite polynomial (H0(x) = 1, H1(x) = 2x, and
H2(x) = −2 + 4x2). This function solves the following differential equation [87,
ch.13,p.769] {
d2
dx2
+ (2n+ 1− x2)
}
φn(x) = 0. (B.9)
After multiplication by the constant γ0 and the substitution x = t/τ , equation (B.9)
becomes

γ0τ
2︸ ︷︷ ︸
≡F
∂2
∂t2
+ γ0(2n+ 1)︸ ︷︷ ︸
γn
− γ0
τ 2︸︷︷︸
≡A
t2

φn
(
t
τ
)
= 0 (B.10)
(
F
∂2
∂t2
− At2
)
φn
(
t
τ
)
= −γnφn
(
t
τ
)
(B.11)(
F
∂2
∂t2
− At2
)
ψn
(
t
τ
)
= −γnψn
(
t
τ
)
(B.12)
where
γn ≡ (2n+ 1)γ0, (B.13)
and
ψn
(
t
τ
)
≡ 1√
2nn!τ
√
pi
φn
(
t
τ
)
(B.14)
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is the orthonormalized Hermite-Gaussian function,
∫∞
−∞ ψ
2
n(t/τ)dt = 1. The under-
braced terms in equation (B.10) imply that
τ 4 =
F
A
=
4(1 + jDΩ2f )
(MAM + jMPM)Ω2fω
2
M
(B.15)
γ0 =
F
τ 2
= Aτ 2 (B.16)
Equation (B.15) with D = 0 and MPM = 0 is the well known formula for the
pulsewidth [85, ch.27.3,p.1067]. Equation (B.12) shows that using F ∂
2
∂t2
− At2 on
an nth order Hermite Gaussian is equivalent to multiplying the nth order Hermite
Gaussian by −γn. This is an eigenvalue equation. Dispersion and phase modulation
in the cavity lead to a complex τ according to equation (B.15). A complex τ means
that the circulating pulse is chirped.
The steady-state electric-field can have any shape since any shape can be expanded
as a sum of Hermite Gaussians of various orders. Experimentally, we find that the
steady-state solution is well described by a simple Gaussian. Thus, we set the steady-
state solution equal to the zeroth-order Hermite Gaussian
ass(t) = A0 ψ0
(
t
τ
)
, (B.17)
and is normalized so that
∫∞
−∞ |ass(t)|2dt = A20. Substitution of equation (B.17) into
equation (B.7) yields the following relation
− 1
τlg
= γ0, (B.18)
or
g0 = TRγ0 + l, , (B.19)
where g0 denotes the gain without noise inside the laser and it is a function of t and
T ,1 and g = g0 + ∆g is the total gain. In other words, the gain must overcome the
1It is not entirely rigorous to now assume that g is time dependent. After all, earlier, we made
the substitution 1τlg =
l−g
TR
= const, so that we could get simple solutions (Hermite-Gaussian)
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losses due to the filter and amplitude modulation, γ0, and the other losses of the
cavity, l.
Equations of Motion for Perturbations
The ansatz given by equation (B.6) is substituted into equation (B.5) to obtain
∂
∂T
(ass(t) + ∆a(t, T )) =
{
g − l
TR
+ F
∂2
∂t2
− At2
}
(ass(t) + ∆a(t, T ))
+S(t, T ) (B.20)
∂
∂T
(ass(t) + ∆a(t, T )) =
{
(g0 +∆g)− l
TR
+ F
∂2
∂t2
− At2
}
(ass(t) + ∆a(t, T ))
+S(t, T ) (B.21)
∂
∂T
(ass(t) + ∆a(t, T )) =
{
γ0 +
∆g
TR
+ F
∂2
∂t2
− At2
}
(ass(t) + ∆a(t, T ))
+S(t, T ) (B.22)
∂
∂T
∆a(t, T ) =


γ0 +
∆g
TR︸︷︷︸
small
+F
∂2
∂t2
− At2


∆a(t, T )
+
∆g
TR
ass(t) + S(t, T ) (B.23)
∂
∂T
∆a(t, T ) =
{
γ0 + F
∂2
∂t2
− At2
}
∆a(t, T )
+
∆g
TR
A0ψ0(t/τ) + S(t, T ) (B.24)
∂
∂T
∆a(t, T ) =
{
γ0 + F
∂2
∂t2
− At2
}
∆a(t, T )
+
∆gsgs(T ) + ∆gfgs(t, T )
TR
A0ψ0(t/τ) + S(t, T ) (B.25)
where the gain was written as the sum of the gain with no noise in the cavity plus
the gain perturbations due to noise
g(t, T ) = g0(t, T ) + ∆g(t, T ). (B.26)
to the master equation. The justification of making this approximation is that the experimental
measurements show that the pulses inside the semiconductor modelocked lasers are indeed Gaussian
for saturable absorber biases below -1.6 V.
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The gain perturbations can further be split into a slow and fast component according
to
∆g(t, T ) = ∆gsgs(T ) + ∆gfgs(t, T ). (B.27)
where sgs stands for slow gain saturation and fgs stands for fast gain saturation. The
slow component puts a cap on the maximum achievable gain and the fast component
arises from the pulse quickly depleting the carriers. The second component will be
addressed in section B.2.3.
The slow gain saturation component of the gain can be written as
∆gsgs(T ) ≡ ∆a(T ) ∂g
∂a
∣∣∣∣∣
a=ass
. (B.28)
Generally, the differential gain at the steady state pulse power a = ass is negative,
so that increasing the pulse power causes a decrease in the gain seen by the pulse,
i.e. the gain is saturated. The gain is most sensitive to the real part of the zeroth-
order Hermite Gaussian and hence making the substitution ∆a → ∆<{A0} into
equation (B.28) yields
∆gsgs ≡ <{∆A0(T )} ∂g
∂a
∣∣∣∣∣
a=ass
. (B.29)
The differential gain with respect to a relates to the differential gain with respect to
the power P = |a|2 by
∂g
∂a
=
∂g
∂P
∂P
∂a
= 2a
∂g
∂P
= 2
√
P
∂g
∂P
. (B.30)
The perturbation can be expanded as a sum of Hermite-Gaussians
∆a(t, T ) =
∞∑
m=0
∆Am(T ) ψm
(
t
τ
)
(B.31)
where ∆An(T ) are the expansion coefficients. Here we assumed that the gain saturates
at high powers, i.e. the gain g is a function of the pulse power. Saturation of the gain
prevents the amplitude noise from blowing up. Equation (B.31) can be substituted
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into equation (B.25), multiplied by ψ∗n(t/τ), and then integrated over all t to obtain
∂
∂T
∆An(T ) = {γ0 − γn}∆An(T ) + ∆gsgs(T )
TR
A0δ(n)
+
∫ ∞
−∞
∆gfgs(t, T )
TR
A0ψ0(t/τ)ψ
∗
n(t/τ)dt+ Sn(T ) (B.32)
= −2nγ0 ∆An(T ) + ∆gsgs(T )
TR
A0δ(n)
+
∫ ∞
−∞
∆gfgs(t, T )
TR
A0ψ0(t/τ)ψ
∗
n(t/τ)dt+ Sn(T ), (B.33)
where
Sn(T ) =
∫ ∞
−∞
S(t, T ) ψn
(
t
τ
)
dt. (B.34)
The quantity Sn(T ) is the projection of the noise onto the nth Hermite-Gaussian
function. The effects of fast gain saturation ∆gfgs will be ignored until section B.2.3.
For amplitude modulation where D = 0 and MPM = 0, equation (B.16) holds
when γ0 > 0, since F > 0, A > 0 and τ > 0 for physically realizable values. With
γ0 > 0, equations (B.2) and (B.18) imply that g > l. In other words, the gain must
be greater than the loss for a stable solution. In addition, g > l, or equivalently
γ0 > 0, is also necessary for preventing exponential growth of the noise according to
equation (B.33). This ensures that the low-intensity noise is damped.
Spontaneous Emission Autocorrelation Function
The amplified spontaneous emission (ASE) noise power of an amplifier is well known
to be equal to PASE = hνBnsp(G−1) [86, p.77], where B is the single-sided detection
bandwidth or half the optical amplifier bandwidth, nsp is the inversion factor which
is typically between 1 (fully inverted) and 3, and G is the gain of the amplifier
(Pout = GPin). In other words, the amplifier contributes approximately one input
noise photon per pass through the amplifier per unit bandwidth (or per axial mode).
Therefore, the ASE noise power of the laser is
PASE = hνBnsp(G− 1) (B.35)
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Description nsp G B PASE
Mitsubishi EDFA 2.5 (7 dB NF) 104 (40 dB) 2660 GHz (20 nm) 8.5 mW
BTI Photonics 1 (4 dB NF) 103 (30 dB) 2660 GHz (20 nm) 0.341 mW
EDFA (Pre-Amp)
Alcatel SOA 2.5 (7 dB NF) 103 (30 dB) 2660 GHz (20 nm) 0.852 mW
NEC MLLD 3 32 (15 dB) 3990 GHz (30 nm) 0.049 mW
NEC MLLD with 3 32 (15 dB) 665 GHz (5 nm) 0.008 mW
5-nm BPF
NEC MLLD with 3 32 (15 dB) 93 GHz (5 nm) 0.001 mW
0.7-nm BPF
Table B.1: Spontaneous emission power from a gain medium. Note that the noise
figure (NF) of the EDFA relates to the inversion factor according to NF = 2∗nsp/C1,
where C1 is the input coupling loss (typically C1 = 1 for EDFAs without isolators).
The noise figure is defined differently for SOAs, NF = nsp/C1, where the input cou-
pling loss is typically 3 dB. Hence, there is a 3 dB difference between the quoted NF’s
of EDFAs and SOAs.
where B is the half bandwidth of the laser cavity, which is typically given by the
optical bandpass filter inside the cavity. For example, if our cavity uses a 5-nm BPF,
then B = 2.5 nm = 333 GHz. If the optical bandpass filter is removed, then the half
bandwidth is the Erbium gain spectrum B = 20 nm = 2660 GHz. Table B.1 shows
the ASE power from a gain medium with various bandwidths and gain at 1.55 µm
wavelength.
The autocorrelation function of the ASE noise is given by
〈S(t, T )S∗(t′, T ′)〉 ≡ lim
∆T→∞
∫ ∆T
0
S(t, T )S∗(t′, T ′)dt = PASEδ(t− t′)δ(T − T ′). (B.36)
The units check since S has units of
√
Power/time, PASE has units of power, and
δ(t − t′) and δ(T − T ′) each have units of 1/time.2 In other words, equation (B.36)
is stating that the ASE noise is completely uncorrelated in time, zero mean, and the
variance is given by equation (B.35): lim∆T→∞
∫∆T
0 |S(t, T )|2dt = PASE. Substituting
2The delta function has units of its argument since 1 =
∫∞
−∞ δ(t− t′)dt.
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equation (B.35) into equation (B.36) yields
〈S(t, T )S∗(t′, T ′)〉 = hνnspB(G− 1)δ(t− t′)δ(T − T ′). (B.37)
In Haus and Mecozzi’s paper [10], the gain term G−1 is approximated with 2g, since
G− 1 = exp(2g)− 1 ≈ (1+ 2g)− 1 = 2g. In addition, they let B = 1/TR, the inverse
of the round-trip time. For the equations of motion, we will be interested in finding
the projection of the ASE noise onto the nth order Hermite-Gaussian basis function
according to equation (B.34). The autocorrelation function of Sn(T ) is
〈Sn(T )S∗n(T ′)〉 ≡
1
∆T
∫ ∆T/2
−∆T/2
Sn(T )S
∗
n(T
′)dT (B.38)
=
1
∆T
∫ ∆T/2
−∆T/2
(∫ ∞
−∞
S(t, T ) ψn
(
t
τ
)
dt
)
× (B.39)(∫ ∞
−∞
S∗(λ, T ′) ψ∗n
(
λ
τ
)
dλ
)
dT (B.40)
=
∫ ∞
−∞
∫ ∞
−∞
ψn
(
t
τ
)
ψ∗n
(
λ
τ
)
× (B.41)(
1
∆T
∫ ∆T/2
−∆T/2
S(t, T )S∗(λ, T ′)dT
)
dtdλ (B.42)
=
∫ ∞
−∞
∫ ∞
−∞
ψn
(
t
τ
)
ψ∗n
(
λ
τ
)
〈S(t, T )S∗(λ, T ′)〉dtdλ (B.43)
=
∫ ∞
−∞
∫ ∞
−∞
ψn
(
t
τ
)
ψ∗n
(
λ
τ
)
× (B.44)
PASEδ(t− λ)δ(T − T ′)dtdλ (B.45)
=
∫ ∞
−∞
∣∣∣∣ψn
(
t
τ
)∣∣∣∣2 dt× PASEδ(T − T ′) (B.46)
= PASEδ(T − T ′), (B.47)
where we used the fact that the magnitude squared value of the Hermite-Gaussian
function is orthonormal in the integration. It is interesting to note that the ASE noise
projects equally into each Hermite-Gaussian order.
Next, we wish to obtain equations of motion for the amplitude, phase, timing,
and frequency noise by expressing these fluctuations as the real and imaginary parts
of ∆An.
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Amplitude or “Energy” Fluctuations
The amplitude fluctuations are given by <{∆A0}. Hermite Gaussians with order 6= 0
are orthogonal to the steady state solution ass. The real part of the perturbation
influences the amplitude of the pulse while the imaginary part influences its phase.
The equation of motion for ∆A0 is obtained by substituting n = 0 into equation (B.33)
and ignoring fast gain saturation for now
∂
∂T
∆A0(T ) =
∆gsgs(T )
TR
A0 + S0(T ). (B.48)
The amplitude fluctuations are found by taking the real part
∂
∂T
<{∆A0(T )} = <{∆A0(T )}A0
TR
∂g
∂a
∣∣∣∣∣
a=ass
+ <{S0(T )} (B.49)
∂
∂T
∆w(T ) = Aww ∆w + <{S0(T )} (B.50)
where
Aww ≡ A0
TR
∂g
∂a
∣∣∣∣∣
a=ass
(B.51)
is a real quantity and is defined for notational convenience and we defined the ampli-
tude fluctuations as
∆w(T ) ≡ <{∆A0(T )}, (B.52)
which has units of
√
Energy.3 Next we assume that the ASE power equally split be-
tween the real and imaginary parts, so that the autocorrelation function of <{S0(T )} ≡
S<0 (T ) is
〈<{S0(T )}<{S0(T ′)}〉 = 1
2
PASEδ(T − T ′). (B.53)
The power spectrum is equal to the Fourier transform of the autocorrelation function
and equals
|S˜<0 [k]|2 =
PASE
2∆T
. (B.54)
3This notation is a bit misleading but is kept to keep consistency with the Haus and Mecozzi
paper [10]. w0 has units of energy. a has units of
√
Power. So, one would think that ∆w would also
have units of energy, but this is not the case.
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The Fourier transform of equation (B.50) yields
jΩ∆w˜[k] = Aww∆w˜[k] + S˜
<
0 [k] (B.55)
∆w˜[k] =
S˜<0 [k]
jΩ + Aww
(B.56)
where ∂/∂t→ jΩ and
Ω ≡ 2pik
∆T
. (B.57)
Multiplying both sides by their conjugates yields the power spectrum of the amplitude
noise
|∆w˜[k]|2 = |S˜
<
0 [k]|2
Ω2 + A2ww
(B.58)
=
PASE
2∆T
1
Ω2 +
(
A0
TR
∂g
∂a
∣∣∣
a=ass
)2 . (B.59)
The quantity |∆w˜[k]|2 has units of energy. Equations (B.54) and (B.51) were sub-
stituted into equation (B.58) to get equation (B.59). The amplitude noise is mainly
determined by the level of gain saturation, or in other words, the slope of the gain
versus optical power. The greater the saturation, the lower the amplitude noise. The
gain saturation is related to the loss due to filtering and amplitude modulation as we
will see below.
We assume a shape for the saturation of the gain. The functional form of the gain
with respect to power is shown in Fig. B-2 and is given by
g =
gmax
1 + P
Psat
. (B.60)
The differential gain is
∂g
∂P
= − gmax/Psat(
1 + P
Psat
)2 . (B.61)
and is negative for all bias points. Using equation (B.28), the differential gain with
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gmax
Psat
0
P
g
gmax/2
dg/dP
Figure B-2: Laser gain as a function of optical power.
respect to a is
∂g
∂a
= −2a gmax/Psat(
1 + |a|
2
Psat
)2 . (B.62)
Next, we assume that the steady-state power is equal to Psat so that evaluation of
the differential gain at a = ass =
√
Psat = A0 yields
∂g
∂a
∣∣∣∣∣
a=ass=
√
Psat=A0
= −gss
A0
= −TR <{γ0}+ l
A0
, (B.63)
where gmax/2 = g0 and g0 = TR<{γ0} + l by equation (B.19). Substituting equa-
tion (B.63) into equation (B.59) results in a simplified form for the power spectrum
of the amplitude noise
|∆w˜[k]|2 = PASE
2∆T
1
Ω2 +
(
TR<{γ0}+l
TR
)2 . (B.64)
This functional form shows that the energy fluctuations are now bounded by the
restoring force of gain saturation.
Carrier Phase Fluctuations
The phase noise is related to ={∆A0} since
ass + j={∆A0}ψ0 = (A0 + j={∆A0})ψ0 (B.65)
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≈ A0 exp
[
j tan−1
(={∆A0}
A0
)]
ψ0. (B.66)
Therefore,
∆φ ≡ tan−1
(={∆A0}
A0
)
(B.67)
≈ ={∆A0}
A0
. (B.68)
The equation of motion for the carrier phase is found by substituting n = 0 into
equation (B.33) and taking the imaginary part
∂
∂T
={∆A0(T )} = ={S0(T )} (B.69)
∂
∂T
∆φ(T ) =
={S0(T )}
A0
(B.70)
∂
∂T
∆φ(T ) =
S=0 (T )
A0
(B.71)
where S=0 (T ) ≡ ={S0(T )}. The power spectrum of the ASE noise is equal to
〈|S˜=0 [k]|2〉 =
PASE
2∆T
. (B.72)
since half the noise power is in the imaginary part and half in the real part (also see
equation (B.54)). The Fourier transform of equation (B.71) is equal to
jΩ∆φ˜[k] =
S˜=0 [k]
A0
. (B.73)
The power spectrum of the phase noise is obtained by multiplying equation B.73 by
its complex conjugate to obtain
|∆φ˜[k]|2 = |S˜
=
0 [k]|2
A20Ω
2
(B.74)
=
PASE
2∆T A20Ω
2
. (B.75)
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The quantity |∆φ˜(Ω)|2 is unitless. The power spectrum has a 1/Ω2 dependence which
implies that the phase undergoes a random walk. In other words, the phase is not
restored and wanders everywhere. Increasing the pulse energy A20 decreases the speed
at which the phase wanders.
Timing or “Position” Fluctuations
Microwave engineers often refer to timing fluctuations as phase noise. We will not
adopt this language when referring to timing jitter since it may be confused with the
noise of the optical carrier.
The center of the pulse circulating in the laser cavity has the average position
∆t(T ) =
∫ TR/2
−TR/2 t|a(t, T )|2 dt∫ TR/2
−TR/2 |a(t, T )|2 dt
(B.76)
≈
∫∞
−∞ t|a(t, T )|2 dt∫∞
−∞ |a(t, T )|2 dt
(B.77)
=
∫∞
−∞ t|ass(t) + ∆a(t, T )|2 dt∫∞
−∞ |ass(t) + ∆a(t, T )|2 dt
(B.78)
≈
∫∞
−∞ t(|ass(t)|2 + 2ass(t)<{∆a(t, T )}) dt∫∞
−∞ |ass(t)|2 dt
(B.79)
=
∫∞
−∞ 2tA0ψ0(t/τ)<{∆a(t, T )} dt
A20
(B.80)
=
∫∞
−∞
√
2A0τψ1(t/τ)<{∆a(t, T )} dt
A20
(B.81)
=
√
2
A0
τ
∫ ∞
−∞
ψ1(t/τ)<{∆a(t, T )} dt (B.82)
=
√
2
A0
τ
∫ ∞
−∞
ψ1(t/τ)<{
∞∑
m=0
∆Am(T ) ψm
(
t
τ
)
} dt (B.83)
=
√
2
A0
τ<{∆A1(T )} (B.84)
=
√
2
A0
τ∆A<1 (T ) (B.85)
where ψ1(t/τ) =
√
2(t/τ)ψ0(t/τ), |ass(t)|2 = A20ψ0(t/τ),
∫ |ass(t)|2dt = A20, and
∆A<1 (T ) ≡ <{∆A1(T )}. The timing jitter is given by the real part of ∆A1. The
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equation of motion for ∆A1 can be obtained from equation (B.33) by setting n = 1
∂
∂T
∆A1(T ) = −2γ0 ∆A1(T ) + S1(T ). (B.86)
Taking the real part of equation (B.86) yields
∂
∂T
∆A<1 (T ) = −2γ<0 ∆A<1 (T ) + 2γ=0 ∆A=1 (T ) + S<1 (T ), (B.87)
where < denotes the real part and = denotes the imaginary part. We multiply
equation (B.87) by
√
2
A0
τ and make use of equation (B.85) to obtain
∂
∂T
∆t(T ) = −2γ<0 ∆t(T ) + 2
√
2
A0
τγ=0 ∆A
=
1 (T ) +
√
2
A0
τS<1 (T ), (B.88)
Using equation (B.95) in equation B.88 yields
∂
∂T
∆t(T ) = −2γ<0 ∆t(T ) + 2τ 2γ=0 ∆p(T ) +
√
2
A0
τS<1 (T ). (B.89)
This equation indicates that timing and frequency fluctuations are coupled through
γ=0 , which is related to dispersion and phase modulation, see equation (B.105). We
will continue the analysis of this equation and derive the power spectrum of the
timing jitter in the next subsubsection since we also need an equation of motion for
the frequency fluctuations.
Carrier Frequency or “Momentum” Fluctuations
The angular frequency fluctuations are caused by the imaginary part of ∆A1 (∆A
=
1 ≡
={∆A1}) since
ass(t) + j∆A
=
1 ψ1(t/τ) (B.90)
= A0ψ0(t/τ) + j∆A
=
1
√
2(t/τ)ψ0(t/τ) (B.91)
=
(
A0 + j∆A
=
1
√
2(t/τ)
)
ψ0(t/τ) (B.92)
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≈ A0 exp
[
j tan−1
(
∆A=1
√
2(t/τ)
A0
)]
ψ0(t/τ) (B.93)
≈ A0 exp
[
j
(√
2
A0
1
τ
∆A=1
)
t
]
ψ0(t/τ) (B.94)
From equation (B.94), we can see that the change in the angular frequency is given
by
∆p(T ) ≡
√
2
A0
1
τ
∆A=1 (T ) (B.95)
Note that ∆p has the same sign as ∆A=1 due to our choice of representing the carrier
frequency, Ωc, in the steady-state electric-field solution as a(t) = A0ψ0t exp(jΩct).
Taking the imaginary part of equation (B.86) yields the equation of motion for
the frequency fluctuations
∂
∂T
∆A=1 (T ) = −2γ<0 ∆A=1 (T )− 2γ=0 ∆A<1 (T ) + S=1 (T ), (B.96)
Multiplying equation (B.96) by
√
2
A0
1
τ
and using equation (B.95) and (B.85), we get
∂
∂T
∆p(T ) = −2γ<0 ∆p(T )− 2γ=0
1
τ 2
∆t(T ) +
√
2
A0
1
τ
S=1 (T ), (B.97)
Equations (B.89) and (B.96) are the two coupled equations of motion for the timing
and frequency noise. Taking the Fourier transform of these equations yields
jΩ∆t˜[k] = −2γ<0 ∆t˜[k] + 2γ=0 τ 2 ∆p˜[k] +
√
2
A0
τ S˜<1 [k] (B.98)
jΩ∆p˜[k] = −2γ=0
1
τ 2
∆t˜[k]− 2γ<0 ∆p˜[k] +
√
2
A0
1
τ
S˜=1 [k]. (B.99)
The solution to these two equations are
∆t˜[k] = τ
√
2
A0
(jΩ + 2γ<0 )S˜
<
1 [k] + 2γ
=
0 S˜
=
1 [k]
j4γ<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
(B.100)
∆p˜[k] =
1
τ
√
2
A0
−2γ=0 S˜<1 [k] + (jΩ + 2γ<0 )S˜=1 [k]
j4γ<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
. (B.101)
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The power spectra are
|∆t˜[k]|2 = τ
2PASE
A20 ∆T
Ω2 + (2γ<0 )
2 + (2γ=0 )
2
(4γ<0 )2Ω2 +
[
−Ω2 + (2γ<0 )2 + (2γ=0 )2
]2 (B.102)
|∆p˜[k]|2 = PASE
τ 2A20 ∆T
Ω2 + (2γ<0 )
2 + (2γ=0 )
2
(4γ<0 )2Ω2 +
[
−Ω2 + (2γ<0 )2 + (2γ=0 )2
]2 . (B.103)
where |S˜<1 [k]|2 = |S˜=1 [k]|2 = PASE/(2∆T ). It is interesting to note that the timing
jitter and the frequency noise have the same functional form. This should not be
surprising since the ASE noise projects evenly into the timing and frequency noise
components. The real and imaginary parts of γ0 can be expressed in terms of the
laser parameters as
γ<0 = <
{
F
τ 2
}
=
1
Ω2fτ
2TR
= <
{
Aτ 2
}
=
MAMω
2
Mτ
2
4TR
(B.104)
and
γ=0 = =
{
F
τ 2
}
=
D
τ 2TR
= =
{
Aτ 2
}
=
MPMω
2
Mτ
2
4TR
, (B.105)
where γ0 has units of 1/time.
Equations (B.102) and (B.103) are the most important results of this section.
Let’s see if we can get a better physical understanding of these equations. In the next
few subsections, we will see what happens when the amplitude or phase modulator is
turned off, and examine the shape of the power spectral densities of the timing and
frequency noise.
Turn off amplitude modulator or remove optical BPF If the amplitude mod-
ulator is turned off so that MAM → 0 or if the optical filter is removed so that
Ωf →∞, then γ<0 → 0 according to equation B.104. Equations (B.102) and (B.103)
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simplify to
|∆t˜[k]|2 = τ
2PASE
A20 ∆T
Ω2 + (2γ=0 )
2[
−Ω2 + (2γ=0 )2
]2 (B.106)
|∆p˜[k]|2 = PASE
τ 2A20 ∆T
Ω2 + (2γ=0 )
2[
−Ω2 + (2γ=0 )2
]2 . (B.107)
These equations show that the noise blows up at Ω = 2γ=0 since there is no amplitude
modulation to restore the pulses to their time slots or optical filtering to restore
the spectrum to its center frequency. Equations (B.98) and (B.99) show that the
restoration force to the timing and frequency is given by the real part of γ0 Decreasing
the amplitude modulation is equivalent to opening up the optical filtering bandwidth
according to equation (B.104).
Turn off phase modulator If the phase modulator is turned off so thatMPM → 0,
then γ=0 → 0. Here we assume that the amplitude modulator is still on. Equa-
tions (B.102) and (B.103) simplify to
|∆t˜[k]|2 = τ
2PASE
A20 ∆T
1
Ω2 + (2γ<0 )2
(B.108)
|∆p˜[k]|2 = PASE
τ 2A20 ∆T
1
Ω2 + (2γ<0 )2
. (B.109)
These equations do not have a zero in the denominator and hence the timing jitter
and frequency noise is finite without phase modulation. For an AM actively mode-
locked laser, the power spectral density simply has a Lorentzian shape. Decreasing
amount of phase modulation is equivalent to decreasing the dispersion according to
equation (B.105).
Plot of PSD of Timing and Frequency Noise Equations (B.102) and (B.103)
have only one of two general shapes. Equation (B.102) is rewritten in pole-zero form
|∆t˜[k]|2 = τ
2PASE
A20 ∆T
(Ω− Ωz1)(Ω− Ωz2)
(Ω− Ωp1)(Ω− Ωp2)(Ω− Ωp3)(Ω− Ωp4) , (B.110)
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Figure B-3: Pole-zero diagram of the psd of the timing jitter.
where
Ωp1 = 2(γ
=
0 + jγ
<
0 ) (B.111)
Ωp2 = −2(γ=0 − jγ<0 ) (B.112)
Ωp3 = 2(γ
=
0 − jγ<0 ) (B.113)
Ωp4 = −2(γ=0 + jγ<0 ) (B.114)
Ωz1 = 2
√
Ωp1Ωp2 = 2j
√
(γ=0 )2 + (γ<0 )2 (B.115)
Ωz2 = −2
√
Ωp1Ωp2 = −2j
√
(γ=0 )2 + (γ<0 )2. (B.116)
The pole-zero diagram of the timing jitter power spectral density is shown in Fig. B-
3. Note that this is the Ω plane, not the usual s plane that electrical engineers
are comfortable with. Therefore, we evaluate the function on the real axis (not the
imaginary axis). The arrows show the movement of the poles and zeros as γ=0 → 0.
When γ=0 = 0, the pole-zero plot has two poles on the imaginary axis.
The bode plot of the timing jitter power spectral density is shown in Fig. B-4.
The maximum value at Ω = 0 is |∆t˜[0]|2 = τ2PASE
A20 ∆T
1
(2γ<0 )2+(2γ
=
0 )
2 . The denominator is
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proportional to the square of the magnitude of the zero. Integrating equation (B.102)
over all Ω yields the pulse-to-clock (pc) timing jitter
σ2t,pc =
∞∑
k=−∞
|∆t˜[k]|2 =
∫ ∞
−∞
|∆t˜[k]|2∆T dΩ
2pi
=
τ 2PASE
A20 ∆T
pi
γ<0
1
2pi
=
τ 2
A20γ
<
0
PASE
2
. (B.117)
Integrating equation (B.103) over all Ω yields the pulse-to-clock (pc) frequency vari-
ance
σ2p,pc =
1
τ 2A20γ
<
0
PASE
2
. (B.118)
The total timing jitter and frequency noise is determined by the real part of γ0. The
total timing jitter variance scales inversely with amplitude modulation depth. Fig. B-
4 shows that the timing jitter power spectral density always rolls off at 20 dB/decade.
This is not necessarily true in soliton lasers where 40 dB/decade is possible. If disper-
sion were introduced into the cavity, then, according to equation (B.105), γ=0 would
be non-zero and one would need to integrate equation (B.110) to obtain the total
timing jitter.
For amplitude modulation (D = 0 and MPM = 0), we can use equation (B.15)
and (B.104) in equation (B.117) and (B.118) to obtain
σ2t,pc =
4
MAMω2M
× PASETR
2w0
= 2
PASETR
MAMω2Mw0
(B.119)
σ2p,pc = Ω
2
f ×
PASETR
2w0
, (B.120)
where w0 = A
2
0 is the pulse energy. The timing variance is inversely proportional to
4MAMω
2
M and the frequency variance is proportional to Ω
2
f . In addition, notice that
the variances are proportional to the ASE energy divided by the pulse energy. For a
harmonically modelocked laser, TR should be replaced by TM , since it is the amount
of ASE energy per time slot that counts. Another way to look at it is to keep TR
equal to the cavity round-trip time, but note that w0 becomes the sum of the energy
of all the pulses in the cavity.
The theoretical expressions for the timing jitter are compared to the measured
residual phase noise of the temperature controlled external-cavity modelocked semi-
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Figure B-4: Bode plot (log-log plot) of timing jitter psd. Phase modulation and
dispersion causes Q-ing of the curve. Parameters for dotted line: 2γ<0 = 2pi×100 kHz,
and 2γ=0 = 2pi × 1 MHz. Parameters for solid line: 2γ<0 = 2pi × 1 MHz, and 2γ=0 =
2pi×100 kHz. Common parameters: PASE = 1.1897 µW, nsp = 3, B = 3.325×1011 Hz,
τ = 3 ps, τp = 10
−11 and TR = 100 ps. L(f) is defined by equation (B.121).
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conductor laser at 10 GHz. The results are shown in Fig. B-5. The power spectral
density of the timing jitter can be converted to the phase noise power spectral density
by the following relation
L(f) =
(
2pi
TM
)2
× ∆T
2pi
× |∆t[k]|2, (B.121)
where the first factor on the r.h.s of the equal sign converts from a timing jitter psd
to a phase noise psd, and the second factor converts the discrete timing jitter psd into
a continuous timing jitter psd. The single-sided phase noise spectrum for an actively
modelocked laser can be found by substituting equation (B.106) into equation (B.121)
to obtain
L(f) =
(
2pi
TM
)2 τ 2PASE
2piA20
1
(2pif)2 + (2γ<0 )2
. (B.122)
The values used in constructing the dashed lines in Fig. B-5 were PASE = 0.008 mW,
A20 = 0.7 pJ, τ = 3.5 ps, TM = 100 ps, 2γ
<
0 (24 dBm) = 2pi × 1.8 MHz, and
2γ<0 (15 dBm) = 2pi × 450 kHz.4 As one can clearly see from the figure, this simple
analytic theory can accurately describe the noise in the modelocked semiconductor
laser. The figure shows that as the modulation depth is decreased, the noise increases.
The integrated noise values from 10 Hz to 10 MHz are 951 fs (with 24 dBm drive)
4The fitting parameters for γ<0 are
2γ<0 = 2
1
Ω2fτ
2TR
=
1
(2pi × 333 GHz)2(3.5 ps)2(100 ps) = 2pi × 29.678 MHz (B.123)
2γ<0 = 2
MAMω
2
Mτ
2
4TR
= 2
0.0234× (2pi × 10 GHz)2(3.5 ps)2
4× (100 ps) = 2pi × 1.8 MHz (B.124)
2γ<0 = 2
MAMω
2
Mτ
2
4TR
= 2
0.00585× (2pi × 10 GHz)2(3.5 ps)2
4× (100 ps) = 2pi × 450 kHz. (B.125)
The first estimate using the optical filter bandwidth gives an answer that is much larger than the
experimental results. The next two estimates indicate that the amplitude modulator must be very
weak, 0.0234 and 0.00585, for the 24 and 15 dBm cases, respectively. The modulation depth of the
hybridly modelocked semiconductor lasers is small since they are primarily passively modelocked
with the saturable absorber. By increasing the rf drive power to the saturable absorber results in a
decreased saturable absorber effect and gives rise to satellite pulses. According to these numbers,
a 9 dB (×6) change in the RF drive power causes a 6 dB (×4) change of MAM . If the modulator
were an electro-optic modulator, one would expect that the modulation depth should change as
M ∝ V ∝ √P . This would imply that a 9 dB change in power should change M by 4.5 dB. Since
the modulation depth changes by 6 dB, M is not simply linear with voltage. This is not surprising
since it is an electro-absorption modulator that has a more complicated relation between M and V .
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Figure B-5: Single-sideband phase noise of the temperature controlled external-cavity
modelocked semiconductor laser at 10 GHz. The phase noise increases as the mi-
crowave driving power to the saturable absorber decreases from 24 dBm to 15 dBm.
The dashed lines show the theoretical values.
and 1943 fs (with 15 dBm drive).
In summary, the full set of the equations of motion for actively modelocked lasers
is
∂
∂T
∆w(T ) = Aww∆w(T ) + <{S0(T )} (B.126)
∂
∂T
∆φ(T ) =
1
A0
={S0(T )} (B.127)
∂
∂T
∆t(T ) = −2γ<0 ∆t(T ) + 2τ 2γ=0 ∆p(T ) +
√
2
A0
τ<{S1(T )} (B.128)
∂
∂T
∆p(T ) = −2γ<0 ∆p(T )−
2
τ 2
γ=0 ∆t(T ) +
√
2
A0
1
τ
={S1(T )}. (B.129)
B.2.3 Gain Dynamics
Relaxation oscillations in the amplitude of semiconductor lasers have are well known
[1] and physically arise from perturbations to the laser system from ASE. The pertur-
bation excites the laser cavity at its natural resonance determined by the product of
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the carrier and photon lifetimes. The perturbation causes the photon number in the
cavity to undergo a damped oscillation about the steady-state value. The relaxation
oscillation frequency is typically around 1-3 GHz in semiconductor lasers [88, p.251].
The relative intensity noise (RIN = 〈∆P 2〉/P 20 ) is typically -110 to -120 dB/Hz.
The importance of RIN in semiconductor lasers is hard to appreciate without
comparing it to that of EDFLs.
The relaxation oscillation frequency of EDFLs is typically tens of kilohertz, whereas
it is typically a gigahertz in semiconductor lasers. More importantly, the width of
the RIN spectrum is tens of kilohertz for EDFLs but on the order of a gigahertz for
a semiconductor laser. The RIN peak the EDFL has been measured at -50 to -60
dB/Hz [89, 90] and the RIN peak of the semiconductor laser has been measured at
-110 to -125 dB/Hz [88, p.251]. The integrated value of RIN of the EDFL and semi-
conductor laser are approximately equal5, and hence this indicates that the effect of
gain dynamics on timing jitter should be similar in EDFLs and semiconductor lasers.
This section analyzes how the amplitude fluctuations at the relaxation oscillation
frequency can enhance the timing jitter. Not only does the amplitude noise contain
energy at the relaxation oscillation frequency, but so too does the timing jitter power
spectral density. There are two mechanisms by which amplitude noise fluctuations
couple to timing fluctuations mediated through carrier fluctuations.
• Fast gain saturation A change in the photon number causes a change in the gain.
A change in the gain causes a change in the timing due to the fast saturation of
the gain. Since the gain does not change much per pulse in EDFLs, this effect
should be negligible in EDFLs.
• Relaxation oscillations A change in the carrier number due to any perturbation
changes both the gain and the group velocity through the Kramer-Kronig re-
lationship. The effective propagation delay through the gain medium changes
on the scale of the relaxation oscillation period. This type of noise is present in
5For EDFL: σ2pwr = 10
−60/10 1/Hz × 104 Hz = 10−2. For semiconductor lasers: σ2pwr =
10−110/10 1/Hz× 109 Hz = 10−2.
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EDFLs.
The noise energy due to both these effects is centered at the relaxation oscillation
frequency. In addition, injection current, saturable absorber voltage, and temperature
fluctuations couple into the laser noise in a classical manner. This will be addressed
in the third subsubsection.
Noise due to Fast Gain Saturation
Fast gain saturation couples amplitude fluctuations to timing jitter fluctuations. In
this section we will derive the one way coupling of noise from amplitude noise to gain
fluctuations to timing jitter, ∆w → ∆g → ∆t. The first step in deriving the coupling
constant amplitude and time fluctuations in the equations of motion is to first write
the rate equations
∂
∂T
N(T ) = −N(T )
τN
− σNp(T )N(T ) + I
q
+ SN(T ) (B.130)
∂
∂T
Np(T ) = −Np(T )
τp
+ σ Np(T )N(T ) + SNp(T ) (B.131)
where N is the carrier number, Np is the photon number, τN is the carrier lifetime,
τp is the photon lifetime, I is the injection current, q is the charge of a proton, σ is
the gain constant or coupling constant in units of 1/time, SN(T ) is the carrier noise,
and hνSNp = Sw(T ) = <{S0(T )} is the photon number noise. These equations can
be linearized with the substitution N(T ) = N0+∆N(T ) and Np(T ) = Np0+∆Np(T )
to obtain
∂
∂T
∆N(T ) = −
(
1
τN
+ σNp0
)
∆N(T )− σN0 ∆Np(T ) + SN(T ) (B.132)
∂
∂T
∆Np(T ) = σNp0 ∆N(T ) + SNp(T ). (B.133)
We next take the Fourier transform of these equations (∂/∂T → j2pik/∆T ≡ jΩ,
∆N(T )→ ∆N˜ [k], ∆Np(T )→ ∆N˜p[k], SN(T )→ S˜N [k], SNp(T )→ S˜Np [k]) and solve
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for the carrier and amplitude fluctuations.
∆N˜ [k] =
jΩS˜N [k]− σN0S˜Np [k]
Ω20 − Ω2 + jΩτpN
(B.134)
∆N˜p[k] =
σNp0S˜N [k] +
(
jΩ + 1
τpN
)
S˜Np [k]
Ω20 − Ω2 + jΩτpN
(B.135)
where
1
τpN
=
1
τN
+ σNp0 =
I
qN0
= στp
I
q
(B.136)
is the population decay rate augmented by the induced emission rate, and
Ω20 = σ
2N0Np0 (B.137)
is the relaxation oscillation frequency.
The next step the derivation is to find the change of the gain after passage of a
pulse.
The differential carrier number is caused by the amplitude fluctuations. Over
short time scales, denoted by t, the 1/τN term in equation (B.130) can be ignored
since the carrier lifetime is much longer than the pulse duration, and the equation
can be re-written as
∂
∂t
N(t) = −σNp(t)N(t). (B.138)
The solution to this equation is
N(t) = N0 exp
(
−σ
∫ t
−∞
Np(t)dt
)
≈ N0 −N0σ
∫ t
−∞
Np(t)dt. (B.139)
where N0 is the peak carrier number and the approximation exp(x) ≈ 1 + x was
used. The carrier number can be written as the sum of the steady-state noiseless
carrier number plus the noise carriers N(t) = Nss(t)+∆N(t) and likewise for the the
photon number, Np(t) = Np,ss(t)+∆Np(t). With these substitutions equation (B.139)
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becomes
[Nss(t) + ∆N(t)] = N0 −N0σ
∫ t
−∞
[Np,ss(t) + ∆Np(t)]dt. (B.140)
Therefore, the carrier number perturbation is related to the photon number pertur-
bation by
∆N(t) = −N0σ
∫ t
−∞
∆Np(t)dt. (B.141)
The gain changes proportionally to the carrier number according to 6
∆gp(t) = TRσ∆N(t) = −TRσ2N0
∫ t
−∞
∆Np(t
′)dt′. (B.142)
The instantaneous photon number is related to the pulse energy by
Np(t) =
TRa
2
ss(t)
hν
=
A20 ψ
2
0(t/τ)
hν
. (B.143)
The steady-state photon number in a time-slot is
Np0(T ) =
∫ ∞
−∞
A20
hν
ψ20(t/τ)dt. =
A20
hν
(B.144)
The change in the photon number over one time slot is
∆Np(t) = ∆[
TRA
2
0 ψ
2
0(t/τ)
hν
] =
TRψ
2
0(t)
hν
∆[A20] =
2TRA0
hν
<{∆A0} ψ20(t/τ). (B.145)
The quantity “∆A0” was written as <{∆A0} since A0 is real and we do not want to
confuse this with our previous notation that assumes ∆A0 is a complex quantity.
The expression for fast gain saturation of the amplitude gain is related to the
photon number gain through
∆gfgs(t, T ) =
∆gp(t)
2
= −T
2
Rσ
2N0A0
hν
<{∆A0(T )}
∫ t
−∞
ψ20(t
′/τ)dt′ (B.146)
6The gain (Np,out = e
gpNp,in and aout = e
gp/2ain) is gp = σN(t). The differential pulse energy
gain is ∆gp = σ ∆N(t).
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n Cn n Cn
0 0.5 11 -0.00131856
1 0.282095 12 0
2 0 13 0.00058063
3 -0.0575824 14 0
4 0 15 -0.000260437
5 0.0193137 16 0
6 0 17 0.000118435
7 -0.00745043 18 0
8 0 19 -0.000054436
9 0.00307314 20 0
10 0 21 0.0000252339
Table B.2: Tabulated values for the unitless constant Cn ≡
∫∞
−∞
(∫ t
−∞ ψ
2
0(t
′/τ)dt′
)
ψ0(t/τ)ψ
∗
n(t/τ)dt.
where equations (B.142) and (B.145) were used, and we not that <{∆A0(T )} is the
only quantity that changes on a round-trip time scale. We can substitute equa-
tion (B.146) into equation (B.33) to obtain
∂
∂T
∆An(T ) = −2nγ0 ∆An(T ) + ∆gsgs(T )
TR
A0δ(n)
+
∫ ∞
−∞
−T 2Rσ2N0A0 <{∆A0(T )}
∫ t
−∞ ψ
2
0(t
′/τ)dt′
hνTR
A0ψ0(t/τ)ψ
∗
n(t/τ)dt
+Sn(T )
= −2nγ0 ∆An(T ) + ∆gsgs(T )
TR
A0δ(n)
−Cnσ
2N0A
2
0TR <{∆A0(T )}
hν
+ Sn(T )
= −2nγ0 ∆An(T ) + ∆gsgs(T )
TR
A0δ(n)
−CnΩ20TR <{∆A0(T )}+ Sn(T ), (B.147)
where Ω0 is the relaxation oscillation frequency and Cn is a unitless constant whose
values are tabulated as a function of n in table B.2. One can see that the Cn become
vanishingly small for n ≥ 2.
The amplitude fluctuations, ∆w(T ) = <{∆A0(T )}, are found by taking the real
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part of equation (B.147) for n = 0
∂
∂T
∆w(T ) =
∆gsgs(T )
TR
A0︸ ︷︷ ︸
Aww∆w(T )
−C0Ω20TR ∆w(T ) + S<0 (T )
= (Aww − 0.5Ω20TR)∆w(T ) + S<0 (T ). (B.148)
For semiconductor lasers at 10 GHz repetition rate7, 0.5Ω20TR ≈ 2× 109 s−1, and for
EDFLs at 10 GHz8, 0.5Ω20TR ≈ 1 s−1. Since the gain responds much faster, the ampli-
tude noise in semiconductor lasers is damped more quickly. For both semiconductor
lasers and EDFLs, the slow gain saturation term, Aww, dominates at high repetition
rates. For a semiconductor lasers9, Aww ≈ 1010 s−1. Therefore at high repetition
rates, the damping term governing the evolution of the amplitude noise is dominated
by slow gain saturation.
The timing fluctuations, ∆t(T ) = <{∆A1(T )}, are found by taking the real part
of equation (B.147) and multiplying by
√
2τ/A0 for n = 1
∂
∂T
∆t(T ) = −2γ<0 ∆t(T ) + 2τ 2γ=0 ∆p(T )−
√
2
A0
τC1Ω
2
0TR∆w(T ) +
√
2
A0
τS<1 (T )
= −2γ<0 ∆t(T ) + 2τ 2γ=0 ∆p(T )− 0.4Ω20τTR
∆w(T )
A0
+
√
2
A0
τS<1 (T ) (B.149)
This equation is similar to equation (B.89) with the addition of a dependence on the
amplitude fluctuations. An increase in the amplitude, ∆w(T ) > 0, causes the gain to
compress sooner, and hence the pulse advances in time. The pulse is delayed when
the amplitude noise fluctuations are negative. The amplitude noise contribution to
the timing jitter is significant. If we divide equation (B.149) by TR and compare the
timing 2γ<0
∆t
TR
and amplitude 0.4Ω20τ
∆w
A0
terms on the r.h.s., we note that they are
approximately the same order of magnitude 10.
7Ω0 = 2pi × 1 GHz
8Ω0 = 2pi × 22.5 kHz
9γ<0 = 2pi × 225− 900 kHz, l ≈ 1, TR = 100 ps
102γ<0 ≈ 3× 106 − 107 and 0.4Ω20τ ≈ 5.5× 107
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The new equations of motion are expanded to include an additional equation for
the carriers
∂
∂T
∆N(T ) = −
(
1
τN
+ σNp0
)
∆N(T )− σN02A0
hν
∆w(T ) + SN(T ) (B.150)
∂
∂T
∆w(T ) = σ
A0
2
∆N(T ) + <{S0(T )}︸ ︷︷ ︸
Sw(T )
(B.151)
∂
∂T
∆φ(T ) =
1
A0
={S0(T )}︸ ︷︷ ︸
Sφ(T )
(B.152)
∂
∂T
∆t(T ) = −2γ<0 ∆t(T ) + 2τ 2γ=0 ∆p(T )− 0.4Ω20τTR
∆w
A0
+
√
2
A0
τ<{S1(T )}︸ ︷︷ ︸
St(T )
(B.153)
∂
∂T
∆p(T ) = −2γ<0 ∆p(T )−
2
τ 2
γ=0 ∆t(T ) +
√
2
A0
1
τ
={S1(T )}︸ ︷︷ ︸
Sp(T )
. (B.154)
where Np0 = A
2
0/hν, ∆Np(T ) =
2A0
hν
∆A0 =
2A0
hν
∆w(T ), and SNp(T ) =
2A0
hν
Sw(T ).
Equation (B.151) is the equation of motion for amplitude fluctuations. Instead of
assuming a gain profile and deriving Aww, we can directly use the carrier-photon
number equations, (B.132) and (B.133), to obtain the effect of gain saturation.
The new equations of motion can be solved by taking their Fourier transform and
solving for each fluctuation
∆N˜ [k] =
jΩS˜N [k]− σN0 2A0hν S˜w[k]
Ω20 − Ω2 + jΩτpN
(B.155)
∆w˜[k] =
σA0
2
S˜N [k] +
(
jΩ + 1
τpN
)
S˜w[k]
Ω20 − Ω2 + jΩτpN
(B.156)
∆φ˜[k] = − S˜φ[k]
Ω2
(B.157)
∆t˜[k] = ∆t˜old[k]−
0.4Ω20τTR
1
A0
(jΩ + 2γ<0 )
[
σA0
2
S˜N [k] +
(
jΩ + 1
τpN
)
S˜w[k]
]
[
j4ω<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
]
×
[
Ω20 − Ω2 + jΩτpN
](B.158)
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∆p˜[k] = ∆p˜old[k] +
0.8γ=0 Ω
2
0
TR
τA0
[
σA0
2
S˜N [k] +
(
jΩ + 1
τpN
)
S˜w[k]
]
[
j4ω<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
]
×
[
Ω20 − Ω2 + jΩτpN
](B.159)
where Ω ≡ 2pik/∆T , and ∆t˜old[k] and ∆p˜old[k] are given by equations (B.100) and
(B.101).11 The power spectra are found by taking the magnitude squared value
|∆N˜ [k]|2 =
Ω2|S˜N [k]|2 + 4Ω
4
0
σ2A20
|S˜w[k]|2
(Ω20 − Ω2)2 + Ω2τ2
pN
(B.162)
|∆w˜[k]|2 =
σ2
A20
4
|S˜N [k]|2 +
(
Ω2 + 1
τ2
pN
)
|S˜w[k]|2
(Ω20 − Ω2)2 + Ω2τ2
pN
(B.163)
|∆φ˜[k]|2 = |S˜φ[k]|
2
Ω2
(B.164)
|∆t˜[k]|2 = (Ω
2 + (2γ<0 )
2)|S˜t[k]|2 + (2γ=0 )2τ 4|S˜p[k]|2
4(2γ<0 )2Ω2 + [−Ω2 + (2γ<0 )2 + (2γ=0 )2]2
+
(Ω2 + (2γ<0 )
2)
4(2γ<0 )2Ω2 + [−Ω2 + (2γ<0 )2 + (2γ=0 )2]2
×0.16Ω40τ 2T 2R
1
A20
|∆w˜[k]|2 (B.165)
|∆p˜[k]|2 = (2γ
=
0 )
2 1
τ4
|S˜t[k]|2 + (Ω2 + (2γ<0 )2)|S˜p[k]|2
4(2γ<0 )2Ω2 + [−Ω2 + (2γ<0 )2 + (2γ=0 )2]2
+
(2γ=0 )
2 1
τ4
4(2γ<0 )2Ω2 + [−Ω2 + (2γ<0 )2 + (2γ=0 )2]2
×0.16Ω40τ 2T 2R
1
A20
|∆w˜[k]|2, (B.166)
where
|S˜N [k]|2 = 2N0
τN ∆T
(B.167)
11In our new notation for the frequency and timing noise, equations (B.100) and (B.101) can be
re-written as
∆t˜old[k] =
(jΩ+ 2γ<0 )S˜t[k] + 2γ
=
0 τ
2S˜p[k]
j4γ<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
(B.160)
and
∆p˜old[k] =
−2γ=0 1τ2 S˜t[k] + (jΩ+ 2γ<0 )S˜p[k]
j4γ<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
. (B.161)
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Figure B-6: Power spectral density of the timing jitter for an actively modelocked
semiconductor laser. Values used: Ω0 = 2pi × 109 Hz, 2γ<0 = 2pi × 106 Hz, τ =
3 × 10−12 s, τp = 10−11 s, τN = 10−9 s, Np0 = 1.7 × 107 photons or intracavity
power of 22 mW, B = 3.325 × 1011 Hz (5 nm BPF), and nsp = 3. Computed
Values: A0 = 2.6 × 10−7 J1/2, σ = 23.22 s−1, τpN = 7.17 × 10−10 s−1, G = 10,
PASE = 1.1897× 10−6 W, and N0 = 4.306× 109 carriers.
|S˜w[k]|2 = |S˜<0 [k]|2 =
PASE
2 ∆T
(B.168)
|S˜φ[k]|2 = |S˜
=
0 [k]|2
A20
=
PASE
2 ∆T A20
(B.169)
|S˜t[k]|2 = 2τ
2
A20
|S˜<1 [k]|2 =
τ 2PASE
∆T A20
(B.170)
|S˜p[k]|2 = 2
τ 2A20
|S˜<1 [k]|2 =
PASE
∆T τ 2 A20
(B.171)
The diffusion constant for the shot noise of the injection can be included and derived
by setting its mean equal to its variance. The gain dynamics gives rise to an additional
term in the power spectral density of the timing and frequency. The second term on
the r.h.s. in equations (B.165) and (B.166) is due to gain dynamics.
To determine the importance of the gain dynamics, we plot the single-sided phase
noise spectrum of the timing jitter for a fundamentally modelocked semiconductor
modelocked laser (Fig. B-6) and a fundamentally modelocked Erbium-doped fiber
214
10
2
10
4
10
6
10
8
10
10
-250
-200
-150
-100
-50
0
L
(f
) 
(d
B
c
/H
z
) 
 o
r 
 R
IN
 (
d
B
/H
z
)
Offset Frequency (Hz)
Gain Dynamics Contribution
ASE Contribution
RIN
Total Timing Jitter
Figure B-7: Power spectral density of the timing jitter for an actively modelocked
Erbium-doped fiber laser. Values used: Ω0 = 2pi × 25 kHz, 2γ<0 = 2pi × 106 Hz,
τ = 3 × 10−12 s, τp = 10−11 s, τN = 10−4 s, Np0 = 1.7 × 107 photons or intracavity
power of 22 mW, B = 3.325 × 1011 Hz (5 nm BPF), and nsp = 1. Computed
Values: A0 = 2.6 × 10−7 J1/2, σ = 1.45 × 10−8 s−1, τpN = 10−6 s−1, G = 10,
PASE = 3.966× 10−7 W, and N0 = 6.890× 1018 carriers.
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laser (Fig. B-7). The gain dynamics contribution to the timing jitter in the semicon-
ductor laser is 30 dB lower than the ASE contribution for offsets less than 1 MHz.
In the fiber laser, the gain dynamics contribution is over 100 dB lower than the ASE
contribution. The total timing noise is therefore mainly due to the ASE contribution.
The line indicating the total timing noise and the line indicating the ASE contri-
bution are almost indistinguishable. The gain dynamics contribution is therefore
insignificant.
The theory is consistent with what has been measured in fiber lasers [91] in which
the “enhanced phase noise” at the relaxation oscillation was amplitude noise bleed
through in the phase noise measurement. Typically a phase sensitive detector used
in a residual phase noise measurement suppresses amplitude noise by 20 dB.
Fig. B-7 shows the timing jitter power spectral density for a fundamentally mod-
elocked fiber laser. Since it is difficult to obtain enough gain in a 1.5 cm section of
fiber, these lasers are always harmonically modelocked. The power spectral density of
the timing jitter for a modelocked fiber laser operated at the Mth harmonic is shown
in Fig. B-8. The parameters are the same as for the fundamentally modelocked fiber
laser, but the the single-sided phase noise spectrum looks completely different. The
maximum value of L(f) stays the same, but the bandwidth of the phase noise de-
creases by a factor of M . To derive Fig. B-8 from Fig. B-7, one needs to divide γ<0
by M , divide L(f) by M 2, replicate the noise spectrum M times at harmonics of
the fundamental cavity frequency, and finally sum the noise spectra to get the result
in Fig. B-8. This follows from the theory since equation (B.104) shows that γ<0 is
inversely proportional to the round-trip time TR. By increasing the round-trip time
by a factor of M , decreases γ<0 by a factor of M . This reduces the amplitude of the
timing jitter power spectral density by a factor of M and the knee moves in by a
factor of M . In addition, the noise is evenly distributed among the M supermodes.
Therefore, the amplitude of the timing jitter power spectral density at 0 Hz offset is
reduced by a total of M 2.
From a physical picture, the total noise of the laser does not decrease as the length
of the cavity is increased. The noise energy does redistribute among the supermodes,
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Figure B-8: Power spectral density of the timing jitter for an AM actively and har-
monically modelocked Erbium-doped fiber laser.
but the total integrated value remains constant.
The mean square fluctuation of each noise component can be obtained by integrat-
ing equations (B.162), (B.163), (B.165), and (B.166). Note that the phase fluctuations
given by equation (B.162) are not bounded since and the variance increases linearly.
The mean square values relative to an absolute clock are 12
σ2N =
|S˜N [k]|2∆T
4β
+
Ω40PASE
β(α2 + β2)σ2A20
(B.172)
σ2w =
σ2
A20
4
|S˜N [k]|2∆T + 12τ2
pN
PASE
4β(α2 + β2)
+
PASE
8β
(B.173)
σ2φ(T ) = 〈[φ(T + t)− φ(t)]2〉
=
PASE
2A20
T (B.174)
σ2t = σ
2
t,old + 0.16Ω
4
0τ
2T 2R
1
A20
×
[
PASE
2
I11 +
((
(2γ<0 )
2 +
1
τ 2pN
)
PASE
2
+ σ2
A20
4
|S˜N [k]|2∆T
)
I12
12integrals needed in derivation
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+(2γ<0 )
2
(
σ2
A20
4
|S˜N [k]|2∆T + PASE
2τ 2pN
)
I13
]
(B.175)
σ2t,old =
τ 2PASE
4bA20
(
1 +
(2γ<0 )
2 + (2γ=0 )
2
a2 + b2
)
(B.176)
σ2p = σ
2
p,old + 0.16(2γ
=
0 )
2Ω40
T 2R
τ 2A20
×
[
PASE
2
I12 +
(
σ2
A20
4
|S˜N [k]|2∆T + PASE
2τ 2pN
)
I13
]
(B.177)
σ2p,old =
PASE
4bτ 2A20
(
1 +
(2γ=0 )
2 + (2γ<0 )
2
a2 + b2
)
(B.178)
where σ2t,old and σ
2
p,old are the mean square fluctuations of the timing and frequency
without gain dynamics. Note that σ2φ(T ) is the pulse-to-pulse noise and the other σ’s
are pulse-to-clock noise.
Useful integrals to find the pulse-to-pulse noise
∫ ∞
−∞
1− cos(ΩT )
(Ω− Ω++)(Ω− Ω−−)(Ω− Ω+−)(Ω− Ω−+)
dΩ
pi
=
1
2β(α2 + β2)
[
1− e−βT
(
cos(αT ) +
β
α
sin(αT )
)]
(B.179)
∫ ∞
−∞
Ω2[1− cos(ΩT )]
(Ω− Ω++)(Ω− Ω−−)(Ω− Ω+−)(Ω− Ω−+)
dΩ
pi
=
1
2β
[
1− e−βT
(
cos(αT )− β
α
sin(αT )
)]
, (B.180)
where
Ω++ = +α + jβ (B.181)
Ω−− = −α− jβ (B.182)
Ω+− = +α− jβ (B.183)
Ω−+ = −α + jβ (B.184)
Υ++ = +a+ jb (B.185)
Υ−− = −a− jb (B.186)
Υ+− = +a− jb (B.187)
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Υ−+ = −a+ jb (B.188)
and a , b, α, and β are positive real numbers and are given by
α =
√√√√√√√
Ω0
√
Ω20 +
1
2τ2
pN
1 +
4Ω20−1/τ2pN
4τ2
pN
(2Ω20+1/τ
2
pN
)2
(B.189)
β =
√√√√√√√
Ω0
√
Ω20 +
1
2τ2
pN
1 +
4τ2
pN
(2Ω20+1/τ
2
pN
)2
4Ω20−1/τ2pN
(B.190)
a =
√√√√√√
√
(2γ<0 )2 + (2γ=0 )2
√
3(2γ<0 )2 + (2γ=0 )2
1 +
(2γ<0 )2(2γ
=
0 )
2
[(2γ=0 )2−(2γ<0 )2]2
(B.191)
b =
√√√√√√
√
(2γ<0 )2 + (2γ=0 )2
√
3(2γ<0 )2 + (2γ=0 )2
1 +
[(2γ=0 )
2−2γ<0 )2]2
(2γ<0 )2(2γ
=
0 )
2
(B.192)
Useful integrals to find the total noise
I11 ≡
∫ ∞
−∞
Ω4
(Ω− Ω++)(Ω− Ω−−)(Ω− Ω+−)(Ω− Ω−+)
(Ω−Υ++)(Ω−Υ−−)(Ω−Υ+−)(Ω−Υ−+)
dΩ
2pi
=
jΩ4++
(Ω++ − Ω−−)(Ω++ − Ω+−)(Ω++ − Ω−+)
(Ω++ −Υ++)(Ω++ −Υ−−)(Ω++ −Υ+−)(Ω++ −Υ−+)
+
jΩ4−+
(Ω−+ − Ω++)(Ω−+ − Ω−−)(Ω−+ − Ω−+)
(Ω−+ −Υ++)(Ω−+ −Υ−−)(Ω−+ −Υ+−)(Ω−+ −Υ−+)
+
jΥ4++
(Υ++ − Ω++)(Υ++ − Ω−−)(Υ++ − Ω+−)(Υ++ − Ω−+)
(Υ++ −Υ−−)(Υ++ −Υ+−)(Υ++ −Υ−+)
+
jΥ4−+
(Υ++ − Ω++)(Υ−+ − Ω−−)(Υ−+ − Ω+−)(Υ−+ − Ω−+)
(Υ−+ −Υ++)(Υ−+ −Υ−−)(Υ−+ −Υ+−)
(B.193)
I12 ≡
∫ ∞
−∞
Ω2
(Ω− Ω++)(Ω− Ω−−)(Ω− Ω+−)(Ω− Ω−+)
(Ω−Υ++)(Ω−Υ−−)(Ω−Υ+−)(Ω−Υ−+)
dΩ
2pi
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=
jΩ2++
(Ω++ − Ω−−)(Ω++ − Ω+−)(Ω++ − Ω−+)
(Ω++ −Υ++)(Ω++ −Υ−−)(Ω++ −Υ+−)(Ω++ −Υ−+)
+
jΩ2−+
(Ω−+ − Ω++)(Ω−+ − Ω−−)(Ω−+ − Ω−+)
(Ω−+ −Υ++)(Ω−+ −Υ−−)(Ω−+ −Υ+−)(Ω−+ −Υ−+)
+
jΥ2++
(Υ++ − Ω++)(Υ++ − Ω−−)(Υ++ − Ω+−)(Υ++ − Ω−+)
(Υ++ −Υ−−)(Υ++ −Υ+−)(Υ++ −Υ−+)
+
jΥ2−+
(Υ++ − Ω++)(Υ−+ − Ω−−)(Υ−+ − Ω+−)(Υ−+ − Ω−+)
(Υ−+ −Υ++)(Υ−+ −Υ−−)(Υ−+ −Υ+−)
(B.194)
I13 ≡
∫ ∞
−∞
1
(Ω− Ω++)(Ω− Ω−−)(Ω− Ω+−)(Ω− Ω−+)
(Ω−Υ++)(Ω−Υ−−)(Ω−Υ+−)(Ω−Υ−+)
dΩ
2pi
=
j
(Ω++ − Ω−−)(Ω++ − Ω+−)(Ω++ − Ω−+)
(Ω++ −Υ++)(Ω++ −Υ−−)(Ω++ −Υ+−)(Ω++ −Υ−+)
+
j
(Ω−+ − Ω++)(Ω−+ − Ω−−)(Ω−+ − Ω−+)
(Ω−+ −Υ++)(Ω−+ −Υ−−)(Ω−+ −Υ+−)(Ω−+ −Υ−+)
+
j
(Υ++ − Ω++)(Υ++ − Ω−−)(Υ++ − Ω+−)(Υ++ − Ω−+)
(Υ++ −Υ−−)(Υ++ −Υ+−)(Υ++ −Υ−+)
+
j
(Υ++ − Ω++)(Υ−+ − Ω−−)(Υ−+ − Ω+−)(Υ−+ − Ω−+)
(Υ−+ −Υ++)(Υ−+ −Υ−−)(Υ−+ −Υ+−)
(B.195)
I14 ≡
∫ ∞
−∞
Ω2
(Ω− Ω++)(Ω− Ω−−)(Ω− Ω+−)(Ω− Ω−+)
dΩ
2pi
=
jΩ2++
(Ω++ − Ω−−)(Ω++ − Ω+−)(Ω++ − Ω−+)
+
jΩ2−+
(Ω−+ − Ω++)(Ω−+ − Ω−−)(Ω−+ − Ω−+)
1
4β
(B.196)
I15 ≡
∫ ∞
−∞
1
(Ω− Ω++)(Ω− Ω−−)(Ω− Ω+−)(Ω− Ω−+)
dΩ
2pi
=
j
(Ω++ − Ω−−)(Ω++ − Ω+−)(Ω++ − Ω−+)
+
j
(Ω−+ − Ω++)(Ω−+ − Ω−−)(Ω−+ − Ω−+)
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Figure B-9: Fast gain dynamics of semiconductor gain medium.
1
4β(α2 + β2)
(B.197)
B.2.4 Noise due to Wavelength Shifts
Small changes in the injection current or saturable absorber bias voltage shift the
operating wavelength of the semiconductor laser due to a shift of the gain peak. This
effect is largely exploited for phase-shifting interferometry. Typical phase shifts are
0.006 nm/mA in an AlGaAs laser diode [92], and 30 GHz/mA for a Sharp LTO80MD
laser diode (probably at 785 nm) [93].
The dispersion in the external-cavity semiconductor laser cavity was measured at
approximately 15 fs/nm. This implies that a 1 mA change in current would only
cause a timing shift of 0.006 nm/mA × 15 fs/nm = 0.090 fs. Therefore, the noise due
to wavelength shifts is negligible.
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B.2.5 Length Fluctuations
Fluctuations of the cavity length changes the pulse by
an+1(t) = an
(
t− ∆L
vg
)
(B.198)
= an(t)− ∆L
vg
∂an
∂t
(B.199)
an+1(t)− an(t) = −∆L
vg
∂an
∂t
(B.200)
TR
∂a
∂T
= −∆L(T )
vg
∂ass(t)
∂t︸ ︷︷ ︸
TRSL(t,T )
(B.201)
The noise contribution is therefore equal to
SL(t, T ) = −∆L(T )
vgTR
d
dt
as(t) = − ∆L
vgTR
d
dt
(A0ψ0(t/τ)) = −∆L(T )
vgTR
A0√
2τ
ψ1(t/τ)
(B.202)
The noise contribution due to fluctuations in the refractive index can be obtained by
replacing ∆L with L(∆n/n).
Projecting the length fluctuations into the timing noise component yields
St,L(T ) = <
{∫ ∞
−∞
SL(t, T )ψ1(t/τ)dt
}
= −∆L(T )
vgTR
A0√
2τ
. (B.203)
The length fluctuations do not contribute to frequency noise.
The power spectral density of the timing noise component due to length fluctua-
tions is found by finding the square magnitude of the Fourier series
|S˜t,L[k]|2 = A
2
0
2τ 2
(
1
vgTR
)2
|∆L˜[k]|2. (B.204)
Taking the limit ∆T →∞, we convert this to a continuous function according to
|S˜t,L(Ω)|2 = A
2
0
2τ 2
(
1
vgTR
)2
|∆L˜(Ω)|2. (B.205)
where |∆L˜(Ω)|2 = ∆T
2pi
|∆L˜[k]|2. Most of the power spectral energy of the length
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Figure B-10: The model for the fluctuations of the end-mirror in a semiconductor
laser.
fluctuations is less than 10 kHz.
The length fluctuations of the end-mirror in the semiconductor laser can be mod-
elled by a mass attached to a spring and a dashpot (see Fig. B-10). The equation
describing the motion of the end-mirror is
m
d2
dt2
x(t) = −kx(t)−B d
dt
x(t) +N(t) (B.206)
where x is the lateral displacement from the equilibrium position, m is the mass of
the end-mirror, k is the spring constant, B is the dashpot viscosity, and N is the
random noise driving force. The eigensolutions to equation (B.206) are
x(t) = exp(−αt± jω0t) (B.207)
where 2α = B/m and ω20 + α
2 = k/m. Taking the Fourier transform of equa-
tion (B.206), solving for X˜(ω), and taking the square magnitude to find the power
spectral density yields
|X˜(ω)|2 = |N˜(ω)|
2
m2
1
(ω20 + α
2 − ω2)2 + (2αω)2 (B.208)
For critical damping, ω0 = 0 and α =
√
k/m, and equation (B.208) simplifies to a
Lorentzian function
|X˜(ω)|2 = |N˜(ω)|
2
m2
1
(ω2 + α2)2
. (B.209)
We will use equation (B.209) for modelling the length fluctuations.
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Figure B-11: The noise contribution of length fluctuations to the entire phase noise
spectrum can be significant with harmonically modelocked fiber lasers due to their
long cavities.
The length fluctuations in a fiber laser are a little more important and hence
care in packaging the fiber is necessary. If the cavity length is 500 m long, and the
temperature changes the index of refraction of fiber by 10−5/0C, then the effective
cavity length changes by 50 µm for a 0.01 0C change in temperature.13 Exposed fiber
shows large length fluctuations, as can be seen in Fig. B-12.
B.2.6 Microwave Oscillator Noise
Expanding the cosinusoidal modulation term of equation (A.24) yields
cos(ωM t+∆φosc(T )) ≈ 1− (ωM t)
2
2
− 2(ωM t)∆φosc(T )
2
+ . . . (B.210)
The last part is due to the phase noise of the microwave oscillator. Note that the
phase noise term is only a function of T (not t) since the majority of the phase noise
13 ∆x
x =
∆n
n . Putting a fiber laser in a box typically controls the temperature to within 0.01
0C.
This corresponds to a change of 0.01 kΩ on a 10 kΩ thermistor.
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Figure B-12: Fiber length fluctuations in a 50 m length of silica-core fiber over a
300 ms time interval. This graph shows the power output of an all-fiber Mach-Zehnder
interferometer in which one arm was longer by 50 m. The non-zero extinction ratio is
due to imperfect splitting, power differences, and finite coherence length of the laser.
The two horizontal lines show the approximate powers corresponding to constructive
and destructive interference.
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energy is typically under 10 MHz and hence slower than the round-trip time of the
laser.
TR
∂a
∂T
= −MAM + jMPM
4
× 2ωM t∆φosc(T )× a(t, T )
= −MAM + jMPM
4
× 2ωM t∆φosc(T )× ass(t)︸ ︷︷ ︸
A0ψ0(t/τ)
= −MAM + jMPM
4TR
ψ1(t/τ)
√
2A0ωMτ ∆φosc(T )
≡ TRS∆φosc(t, T ) (B.211)
where we used the equality tψ0(t/τ) = τψ1(t/τ)/
√
2, hence
S∆φosc(t, T ) = −
MAM + jMPM
4TR
ψ1(t/τ)
√
2A0ωMτ ∆φosc(T ). (B.212)
Projecting the microwave oscillator noise into the timing noise component yields14
St,osc(T ) = −MAM
4TR
√
2A0ωMτ ∆φosc(T ). (B.213)
Projecting into the frequency noise component yields
Sp,osc(T ) = −MPM
4TR
√
2A0ωMτ ∆φosc(T ). (B.214)
The power spectral density of the timing and frequency noise is equal to the
Fourier transform of their autocorrelation functions
|St,osc[k]|2 = 1
8
(
A0MAMωMτ
TR
)2
|∆φ˜osc[k]|2 (B.215)
|Sp,osc[k]|2 = 1
8
(
A0MPMωMτ
TR
)2
|∆φ˜osc[k]|2. (B.216)
14Remember that the timing fluctuations are parallel to the real part multiplying ψ1 and the
frequency fluctuations are parallel to the imaginary part multiplying ψ1.
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These equations can be made continuous by equation (B.343),
〈|St,osc(Ω)|2〉 = 1
8
(
A0MAMωMτ
TR
)2
|∆φ˜osc(Ω)|2 (B.217)
〈|Sp,osc(Ω)|2〉 = 1
8
(
A0MPMωMτ
TR
)2
|∆φ˜osc(Ω)|2, (B.218)
where |∆φ˜osc(Ω)|2 = ∆T2pi |∆φ˜osc[k]|2 is the phase noise of the oscillator. A good ana-
lytical model that fits the HP83732B synthesizer phase noise shown in Fig. F-3 is
|∆φ˜osc(Ω)|2 = Ω
2
0L10
−80/10
Ω2 + Ω20L
, (B.219)
where Ω0L = 2pi × 20 kHz, and the phase noise is -80 dBc/Hz for offsets less than
20 kHz.
B.2.7 Total Noise and RMS Timing Jitter
The power spectral density of the spontaneous emission noise, length fluctuations,
and microwave oscillator noise drive the timing and frequency fluctuations according
to equations (B.100) and (B.101). These equations can be converted from discrete to
continuous in frequency using equation (B.343),
∆t˜(Ω) = τ
√
2
A0
(jΩ + 2γ<0 )S˜
<
1 (Ω) + 2γ
=
0 S˜
=
1 (Ω)
j4γ<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
(B.220)
∆p˜(Ω) =
1
τ
√
2
A0
−2γ=0 S˜<1 (Ω) + (jΩ + 2γ<0 )S˜=1 (Ω)
j4γ<0 Ω− Ω2 + (2γ<0 )2 + (2γ=0 )2
. (B.221)
Taking the magnitude squared of equations (B.220) and (B.220) yields
|∆t˜(Ω)|2 = 2τ
2
A20
[
Ω2 + (2γ<0 )
2
]
|S˜<1 (Ω)|2 + (2γ=0 )2|S˜=1 (Ω)|2
(4γ<0 )2Ω2 +
[
−Ω2 + (2γ<0 )2 + (2γ=0 )2
]2 (B.222)
|∆p˜(Ω)|2 = 2
τ 2A20
[
Ω2 + (2γ<0 )
2
]
|S˜=1 (Ω)|2 + (2γ=0 )2|S˜<1 (Ω)|2
(4γ<0 )2Ω2 +
[
−Ω2 + (2γ<0 )2 + (2γ=0 )2
]2 . (B.223)
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where S˜<1 (Ω) and S˜
=
1 (Ω) are uncorrelated. The noise terms, S˜
<
1 (Ω) and S˜
=
1 (Ω), are
driven by spontaneous emission, length fluctuations, and microwave oscillator noise
according to 15
〈|S˜<1 (Ω)|2〉 =
PASE
4pi
+ 〈|St,L(Ω)|2〉+ 〈|St,osc(Ω)|2〉
=
PASE
4pi
+
A20
2τ 2
(
1
vgTR
)2
|∆L˜(Ω)|2
+
1
8
(
A0MAMωMτ
TR
)2
|∆φ˜osc(Ω)|2 (B.224)
〈|S˜=1 (Ω)|2〉 =
PASE
4pi
+ 〈|Sp,osc(Ω)|2〉
=
PASE
4pi
+
1
8
(
A0MPMωMτ
TR
)2
|∆φ˜osc(Ω)|2 (B.225)
Equation (B.222) with (B.224) and (B.224) yield the power spectral density of the
timing jitter. It can be seen that the power spectral density of the length changes and
oscillator do not add any poles to the total noise spectrum. They simply multiply
the natural cavity response function. For the case of amplitude modulation only
(MPM = 0 and γ
=
0 = 0), equation (B.222) becomes
〈|∆t˜(Ω)|2〉 = 2τ
2
A20
1
Ω2 + (2γ<0 )2

PASE
4pi
+
A20
2τ 2
(
1
vgTR
)2
|∆L˜(Ω)|2
+
1
8
(
A0MAMωMτ
TR
)2
|∆φ˜osc(Ω)|2
]
(B.226)
with the help of equations (B.224) and (B.224). The single-side band phase noise is
plotted in Fig. B-13 for an actively modelocked 10 GHz semiconductor laser. The
SSB phase noise is related to equation (B.226) by L(Ω) = (2pi/TR)
2〈|∆t˜(Ω)|2〉. For
Fig. B-13, the oscillator noise and length fluctuations were assumed to be Lorentzian
∝ 1/(Ω2 + Ω20). The length fluctuations from the end-mirror were modelled as a
mass attached to a spring and dashpot, which results in a Lorentzian spectrum when
15The ASE noise power is |S˜<1 [k]|2 = |S˜=1 [k]|2 = PASE2 ∆T . Converting this to the continuous do-
main yields |S˜<1 (Ω)|2 = |S˜=1 (Ω)|2 = ∆T2pi |S˜=1 [k]|2 = PASE4pi . To get the variance, we integrate by∫∞
−∞ |S˜=1 (Ω)|2dΩ.
228
10
-2
10
0
10
2
10
4
10
6
10
8
 -280
 -240
 -200
 -160
 -120
 -80
 -40
Offset Frequency, Hz
L
(f
),
 d
B
c
/H
z
Total
ASE
Length
Oscillator
Figure B-13: SSB phase noise of actively modelocked 10 GHz semiconductor laser.
Contributions from microwave oscillator (HP83732B), length fluctuations (10 µm rms
length deviations with bandwidth of 1 Hz), and ASE (γ<0 = 2pi × 5 MHz).
critically damped.16 In any case, it can be seen that by overestimating the end-mirror
deviations with 10 µ displacements, the cavity length fluctuations do not significantly
contribute to the phase noise of the laser.
B.3 Noise of Actively Modelocked Soliton Lasers
The starting point for the noise analysis for the actively modelocked soliton laser is
given by the master equation, equation (A.25), which describes the evolution of pulses
in the cavity. Since the gain bandwidth in semiconductor and fiber lasers is usually
much larger than the optical filter bandwidth, the gain filtering term is ignored, and
the new master equation is
TR
∂a(t, T )
∂T
=
{
−l + g + 1
Ω2f
∂2
∂t2
+ jD
∂2
∂t2
− MAM + jMPM
4
(ωM t)
2
16If the end-mirror was not critically damped, then there would be some oscillations at the natural
frequency of the system. This would show up in the SSB phase noise as a noise enhancement around
the natural oscillation frequency.
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Figure B-14: Magnitude and phase of the chirped sech solution to the soliton master
equation. For this plot, A0 = 1, t0 = 0, ψ = 0 and θ = 0.
(γ − jδ)|a(t, T )|2
}
a(t, T ) + TRS(t, T )
=
[
Oˆsol − MAM + jMPM
4
(ωM t)
2
]
a(t, T ) + TRS(t, T ). (B.227)
Compared to the Hermite-Gaussian noise analysis, we keep the the Kerr nonlinearity
and saturable absorption terms in the master equation.
The solution to the master equation (B.227) without the modulation terms (MAM =
0 and MPM = 0) is a chirped hyperbolic secant
a(t, T ) = A0sech
[(
t− t0
τ
)1+jβ]
exp
[
jψ
T
TR
+ jθ
]
. (B.228)
Fig. B-14 shows this function plotted for different chirp parameters; β runs from 0 to
0.3. Notice that the phase is not strictly parabolic and hence the chirp is nonlinear.
If we assume that the saturable absorption (γ > 0), self-phase modulation (δ > 0),
filtering, and dispersion are related by
γ
δ
=
1/Ω2f
−D ≡ µ (B.229)
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then, substitution of the chirped-sech solution into the master equation yields the
following relations
β = 0 (B.230)
A20τ 2 =
2|D|
δ
(B.231)
ψ = −|D|
τ 2
= −δ
2
A20 (B.232)
g − l = − 1
τ 2
1
Ω2f
= −γ
2
A20 (B.233)
which follow from setting the real and imaginary parts of the sech(t/τ) and sech3(t/τ)
terms equal to zero. Note that D < 0 is anomalous dispersion, which is the necessary
sign to support solitons. Equation (B.230) implies that the resulting pulse is chirpless.
Equation (B.231) is the so-called “Area Theorem” for solitons.
The chirped-sech solution given by equation (B.228) can be simplified by letting
β = 0, t0 and θ = 0, so that
ass(t, T ) = A0 sech
[
t
τ
]
exp
[
−j δ
2
A20
T
TR
]
, (B.234)
where the subscript ss denotes the steady-state solution and
τ =
1
A0
√
2|D|
δ
. (B.235)
Note that ass(t) is an eigensolution to the soliton operator:
TR
∂
∂t
ass(t) = Oˆsolass(t). (B.236)
We can re-write the steady-state solution as
ass(t, T ) = as(t) exp
[
−j δ
2
A20
T
TR
]
, (B.237)
231
where
as(t) = A0 sech
[
t
τ
]
. (B.238)
The steady-state solution is normalized so that 17
∫ ∞
−∞
|as(t)|2dt = 2A20τ. (B.239)
Therefore A20 has units of power, which contrasts with the Hermite-Gaussian analysis
where A20 has units of energy. The difference in units is due to the fact that ψ0 is not
unitless.
The next step is to find equations that describe the evolution of a perturbation
to the steady-state solution. We assume that the solution can be written as the
steady-state solution plus a small perturbation term according to
a(t, T ) = ass(t, T ) + ∆a(t, T ), (B.240)
where
∆a(t, T ) ≡ ∆a(t, T )× exp
(
−j δ
2
A20
T
TR
)
. (B.241)
Substitution of equation (B.240) into the master equation (B.227) yields a master
equation for the perturbation solution
TR
∂
∂T
[ass(t, T ) + ∆a(t, T )] =
[
Oˆsol − MAM + jMPM
4
(ωM t)
2
]
[a(t, T ) + ∆a(t, T )]
+TRS(t, T ) (B.242)
TR
∂
∂T
∆a(t, T ) = Oˆsol∆a(t, T )− MAM + jMPM
4
(ωM t)
2 [a(t, T ) + ∆a(t, T )]
+TRS(t, T ) (B.243)
TR
∂
∂T
∆a(t, T ) = Oˆsol2∆a(t, T ) + (γ − jδ)a2s(t)∆a∗(t, T )
−MAM + jMPM
4
(ωM t)
2 [a(t, T ) + ∆a(t, T )]
+TRS(t, T ) exp
(
j
δ
2
A20
T
TR
)
, (B.244)
17
∫∞
−∞ sechxdx = 2
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where
Oˆsol2 ≡ Oˆsol + (γ − jδ)|as(t)|2 (B.245)
= −l + g + 1
Ω2f
∂2
∂t2
+ jD
∂2
∂t2
+ 2(γ − jδ)|as(t)|2 (B.246)
The perturbation ∆a is expanded into four orthogonal fluctuations
∆a(t, T ) = fw(t)∆w(T )+fθ(t)∆θ(T )+fp(t)∆p(T )+ft(t)∆t(T )+∆ac(t, T ) (B.247)
where the last term is the continuum contribution and is not part of the pulse. The
four adjoint functions are defined as
fw(t) =
∂a0
∂w0
=
1
w0
[
1− t
τ
tanh
(
t
τ
)]
as(t) (B.248)
fΘ(t) =
∂a0
∂Θ
= jas(t) (B.249)
fp(t) =
∂a0
∂p
= jtas(t) (B.250)
ft(t) = −∂a0
∂t
=
1
τ
tanh
(
t
τ
)
as(t) (B.251)
and the corresponding orthogonal adjoint functions are
f
w
(t) = 2as(t) (B.252)
f
Θ
(t) = 2j
1
w0
[
1− t
τ
tanh
(
t
τ
)]
as(t) (B.253)
f
p
(t) = j
(
2
w0τ
tanh
(
t
τ
))
as(t) (B.254)
f
t
(t) =
2
w0
tas(t) (B.255)
These functions obey the orthogonality relation
<
∫ ∞
−∞
dtf ∗
i
(t)fj(t) = δij (B.256)
The spontaneous emission noise adds energy randomly in time to either the real or
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Figure B-15: Orthogonal projection functions. The real and imaginary noise is also
shown.
imaginary part of the pulse. To find the ASE that causes amplitude fluctuations, the
spontaneous emission in the pulse window is multiplied by a hyperbolic secant, f
w
(t),
which results in the component of ASE that contributes to the amplitude noise. The
orthogonal adjoint functions are plotted in Fig. B-15.
B.3.1 Equations of Motion
The equations of motion are obtained by substituting equation (B.247) into equa-
tion (B.244). Both sides are multiplied by f
x
(t), and integrated with respect to t,
resulting in the equations of motion. These operations are rather algebraically in-
volved, and therefore, the following approach simplifies this process.
First, we define a new operator
Aˆt(∆a) ≡
(
−l + g + 1
Ω2f
∂2
∂t2
+ jD
∂2
∂t2
+ 2(γ − jδ)|as|2
)
∆a+ (γ − jδ)|as|2∆a∗
−MAM + jMPM
4
(ωM t)
2(as +∆a) (B.257)
= (µ− j)
[
−δ
2
A20 + |D|
∂2
∂t2
+ 2δa2s + j
δ
2
A20
]
∆a+ (µ− j)δa2s∆a∗
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−MAM + jMPM
4
(ωM t)
2(as +∆a). (B.258)
The equations (B.231), (B.232), and (B.233) were used to simplify equation (B.257)
to (B.258). The linear perturbation equation (B.244) can be rewritten as
TR
∂
∂T
∆a(T ) = Aˆt(∆a) + TRS(t, T ) exp
(
j
δ
2
A20
T
TR
)
. (B.259)
The phase factor multiplying the random noise source S(t, T ) can be absorbed into
the noise source expression without loss of generality. Therefore, equation (B.259)
becomes
TR
∂
∂T
∆a(T ) = Aˆt(∆a) + TRS(t, T ). (B.260)
The following identity is useful
[
−δ
2
+ |D| ∂
2
∂t2
+ δa2s
]
as = 0 (B.261)
which follows from equations (B.238), (B.231), (B.232), and (B.233).
The use of the identity (B.261) and some lengthy algebraic manipulation allows
us to show that
Aˆt(ft) = −MAM + jMPM
4
(ωM t)
2(as + ft) (B.262)
Aˆt(fp) = −2|D|(1 + jµ)ft − MAM + jMPM
4
(ωM t)
2(as + fp) (B.263)
Aˆt(fθ) = −MAM + jMPM
4
(ωM t)
2(as + fθ) (B.264)
Aˆt(fw) = (µ− j)δA20
as
w0
− MAM + jMPM
4
(ωM t)
2(as + fw). (B.265)
The coefficients of the perturbation expansion may be picked out of the pertur-
bation expansion according to
∆w(T ) =
1
2
∫ ∞
−∞
dt
[
f ∗
w
∆a(t, T ) + f
w
∆a∗(t, T )
]
(B.266)
∆θ(T ) =
1
2
∫ ∞
−∞
dt
[
f ∗
θ
∆a(t, T ) + f
θ
∆a∗(t, T )
]
(B.267)
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∆p(T ) =
1
2
∫ ∞
−∞
dt
[
f ∗
p
∆a(t, T ) + f
p
∆a∗(t, T )
]
(B.268)
∆t(T ) =
1
2
∫ ∞
−∞
dt
[
f ∗
t
∆a(t, T ) + f
t
∆a∗(t, T )
]
(B.269)
Similarly, the projection of the noise onto timing, frequency, amplitude, and phase
are found with the following equation
Sj(T ) =
1
2
∫ ∞
−∞
dt
[
f ∗
j
S(t, T ) + f
j
S∗(t, T )
]
(B.270)
where j = w, θ, p, or t.
We proceed to find the equation of motion of the timing fluctuations by operating
on both sides of equation (B.269) with TR∂/∂T to obtain
TR
∂
∂T
∆t =
1
2
∫ ∞
−∞
dt
[
f ∗
t
(
TR
∂
∂T
∆a(t, T )
)
+ f
t
(
TR
∂
∂T
∆a∗(t, T )
)]
=
1
2
∫ ∞
−∞
dt
[
f ∗
t
(
Aˆt(∆a(T )) + TRS(t, T )
)
+ f
t
(
Aˆt(∆a(T ))
∗ + TRS∗(t, T )
)]
=
1
2
∫ ∞
−∞
dt
[
f ∗
t
Aˆt(∆a(T )) + c.c.
]
+ TR
1
2
∫ ∞
−∞
dt
[
f ∗
t
S(t, T ) + c.c.
]
︸ ︷︷ ︸
St(T )
=
1
2
∫ ∞
−∞
dt
[
f ∗
t
Aˆt(fw∆w + fθ∆θ + fp∆p+ ft∆t) + c.c.
]
+ TRSt(T )
=
1
2
∫ ∞
−∞
dt
[
f ∗
t
(
Aˆt(fw∆w) + Aˆt(fθ∆θ) + Aˆt(fp∆p) + Aˆt(ft∆t)
)
+ c.c.
]
+TRSt(T )
=
1
2
∫ ∞
−∞
dt
[
f ∗
t
(
Aˆt(fp∆p) + Aˆt(ft∆t)
)
+ c.c.
]
+ TRSt(T )
=
1
2
∫ ∞
−∞
dt
[
f ∗
t
(
−2|D|(1 + jµ)ft∆p− MAM + jMPM
4
(ωmt)
2fp∆p
−MAM + jMPM
4
(ωmt)
2ft∆t
)]
+ c.c.+ TRSt(T )
=
1
2
∫ ∞
−∞
dt
[
−2|D|(1 + jµ)∆p− MAM + jMPM
4
(ωmt)
2 j7pi
4τ 4
120
∆p
−MAM + jMPM
4
(ωmt)
2pi
2τ 2
4
∆t
]
+ c.c.+ TRSt(T )
= −pi
2MAMω
2
Mτ
2
16
∆t+
(
7pi4MPMω
2
Mτ
4
480
− 2|D|
)
∆p+ TRSt(T ) (B.271)
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where equation (B.260) was used to simplify the expression from the first to second
line. A few useful integrals that were used to simplify from the third to fourth lines
were
∫ ∞
−∞
f ∗
t
t2ftdt =
pi2τ 2
4
≈ 2.5τ 2
∫ ∞
−∞
f ∗
p
t2fpdt =
pi2τ 2
4∫ ∞
−∞
f ∗
t
t2fpdt = j
7pi4τ 4
120
≈ j5.7τ 4
∫ ∞
−∞
f ∗
p
t2ftdt = −j 12 + pi
2
18
≈ −1.2j∫ ∞
−∞
f ∗
p
ftdt = −j 2
3τ 2
≈ −1.2j
The coefficient that multiplies ∆t on the right-hand-side of equation (B.271) is the
pulse-position restoration force of the amplitude modulator. The coefficient that mul-
tiplies ∆p on the right-hand-side of equation (B.271) is the pulse-position restoration
force of the phase modulator. Notice that we need to choose the sign of the phase
modulation to beMPM < 0 to cause a restoration force with a cavity with anomalous
dispersion.
The equation of motion for the frequency fluctuations can be found using the same
procedure and we find that it is
TR
∂
∂T
∆p =
1
2
∫ ∞
−∞
dt
[
f ∗
p
(
TR
∂
∂T
∆a(t, T )
)
+ f
p
(
TR
∂
∂T
∆a∗(t, T )
)]
=
1
2
∫ ∞
−∞
dt
[
f ∗
p
(
Aˆt(∆a(T )) + TRS(t, T )
)
+ f
p
(
Aˆt(∆a(T ))
∗ + TRS∗(t, T )
)]
=
1
2
∫ ∞
−∞
dt
[
f ∗
p
Aˆt(∆a(T )) + c.c.
]
+ TR
1
2
∫ ∞
−∞
dt
[
f ∗
p
S(t, T ) + c.c.
]
︸ ︷︷ ︸
Sp(T )
=
1
2
∫ ∞
−∞
dt
[
f ∗
p
Aˆt(fw∆w + fθ∆θ + fp∆p+ ft∆t) + c.c.
]
+ TRSp(T )
=
1
2
∫ ∞
−∞
dt
[
f ∗
p
(
Aˆt(fw∆w) + Aˆt(fθ∆θ) + Aˆt(fp∆p) + Aˆt(ft∆t)
)
+ c.c.
]
+TRSp(T )
=
1
2
∫ ∞
−∞
dt
[
f ∗
p
(
Aˆt(fp∆p) + Aˆt(ft∆t)
)
+ c.c.
]
+ TRSp(T )
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=
1
2
∫ ∞
−∞
dt
[
f ∗
p
(
−2|D|(1 + jµ)ft∆p− MAM + jMPM
4
(ωmt)
2fp∆p
−MAM + jMPM
4
(ωmt)
2ft∆t
)]
+ c.c.+ TRSp(T )
=
1
2
∫ ∞
−∞
dt
[
−2|D|(1 + jµ)
(
−j 2
3τ 2
)
∆p− MAM + jMPM
4
(ωmt)
2pi
2τ 2
4
∆p
−MAM + jMPM
4
(ωmt)
2−j(12 + pi2)
18
∆t
]
+ c.c.+ TRSt(T )
= −pi(12 + pi
2)MAMω
2
M
72
∆t+
(
− 4
3Ω2fτ
2
− pi
2MAMω
2
Mτ
2
16
)
∆p
+TRSp(T ). (B.272)
The coefficient that multiplies ∆t on the right-hand-side of equation (B.272) is the
carrier-frequency restoration force of the phase modulator. The coefficient that multi-
plies ∆t on the right-hand-side of equation (B.272) is the carrier-frequency restoration
force of the amplitude modulator and optical bandpass filter.
In summary, the equations of motion for the timing and frequency fluctuations
are
TR
∂
∂T
∆t = −pi
2MAMω
2
Mτ
2
16
∆t+
(
7pi4MPMω
2
Mτ
4
480
− 2|D|
)
∆p
+TRSt(T ) (B.273)
TR
∂
∂T
∆p = −pi(12 + pi
2)MPMω
2
M
72
∆t+
(
− 4
3Ω2fτ
2
− pi
2MAMω
2
Mτ
2
16
)
∆p
+TRSp(T ). (B.274)
The physical origin of the
7pi4MPMω
2
M
τ4
480
∆p term in equation (B.273) is re-timing of
the pulses due to FM modelocking. In other words, a cavity with just gain and a
phase modulator will re-time pulses without dispersion. A nice physical explanation
is given in [85, p.1069].
The term
7pi4MPMω
2
M
τ4
480
in equation (B.273) is relatively small in comparison to the
term 2|D| for fiber lasers, but both terms are small for semiconductor lasers. Typical
values for semiconductor lasers are MPM = 4, ωM = 2pi×10 GHz, τ = 1 ps, and D =
10−3 ps2. These values yield 7pi
4MPMω
2
M
τ4
480
= 2.243× 10−26 s2 and 2|D| = 2× 10−27 s2.
Hence, we see that this term is very small. For fiber lasers, the
7pi4MPMω
2
M
τ4
480
∆p term
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is usually ignored since it is much smaller than the cavity dispersion.
The term
pi2MAMω
2
M
τ2
16
in equation (B.274) can be ignored since is much smaller
than the term 4
3Ω2
f
τ2
. Typical values are MAM = 4, ωM = 2pi× 10 GHz, τ = 1 ps, and
Ωf = 5/2 nm. These values yield
4
3Ω2
f
τ2
= 12.06 and
pi2MAMω
2
M
τ2
16
= 2.435× 10−3.
Using the simplifications mentioned in the previous two paragraphs and assuming
that there is only amplitude modulation results in the following simplified equations
of motion
TR
∂
∂T
∆t = −pi
2MAMω
2
Mτ
2
16
∆t− 2|D|∆p+ TRSt(T ) (B.275)
TR
∂
∂T
∆p = − 4
3Ω2fτ
2
∆p+ TRSp(T ). (B.276)
The equations of motion for the amplitude fluctuations were not included since
we did not include gain saturation in our soliton noise theory analysis, which bounds
the amplitude fluctuations.
The equations (B.273) and (B.274) are used to obtain an expression for the timing
and frequency fluctuations. We first take the Fourier transform of these equations
(∆t(T )→ ∆t˜(Ω), ∆p(T )→ ∆p˜(Ω), St(T )→ S˜t(Ω), Sp(T )→ S˜p(Ω) and ∂/∂T → jΩ)
and solve the algebraic equations to obtain
∆t˜(Ω) =
−2|D|
TR
∆p˜+ S˜t(Ω)
jΩ +
pi2MAMω
2
M
τ2
16TR
(B.277)
∆p˜(Ω) =
S˜p(Ω)
jΩ + 4
3Ω2
f
τ2TR
. (B.278)
The power spectra for the mean-square pulse parameters are
〈|∆t˜(Ω)|2〉 = 1
Ω2 + 1
τ2
AM


(
2|D| 1
TR
)2 〈|S˜p(Ω)|2〉
Ω2 + 1
τ2p
+ 〈|S˜t(Ω)|2〉

 (B.279)
〈|∆p˜(Ω)|2〉 = 〈|S˜p(Ω)|
2〉
Ω2 + 1
τ2p
, (B.280)
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where the time constants are defined as
1
τAM
=
pi2MAMω
2
Mτ
2
16
1
TR
(B.281)
1
τp
=
4
3Ω2fτ
2
1
TR
. (B.282)
B.3.2 Spontaneous Emission Noise
The next step is to determine the autocorrelation function of St(T ) and Sp(T ). Spon-
taneous emission is uncorrelated white noise
〈Sqn(t, T )S∗qn(t′, T ′)〉 = hνBnsp(G− 1)δ(t− t′)δ(T − T ′) ≈ nsp
2g
TR
hνδ(t− t′)δ(T − T ′)
(B.283)
where Sqn is the quantum noise. The autocorrelation function of the quantum noise
can be expressed in terms of its uncorrelated real and imaginary parts
〈Sqn(t, T )S∗qn(t′, T ′)〉 = 〈<{Sqn(t, T )}<{Sqn(t′, T ′)}〉+ 〈={Sqn(t, T )}={Sqn(t′, T ′)}〉
(B.284)
There is equal noise energy in the real and imaginary parts, which implies that
〈<{Sqn(t, T )}<{Sqn(t′, T ′)}〉 = 〈={Sqn(t, T )}={Sqn(t′, T ′)}〉. (B.285)
and
〈Sqn(t, T )S∗qn(t′, T ′)〉 = 2〈<{Sqn(t, T )}<{Sqn(t′, T ′)}〉. (B.286)
Also note that
〈Sqn(t, T )Sqn(t′, T ′)〉 = 〈<{Sqn(t, T )}<{Sqn(t′, T ′)}〉
−〈={Sqn(t, T )}={Sqn(t′, T ′)}〉
+j〈<{Sqn(t, T )}={Sqn(t′, T ′)}〉
+j〈={Sqn(t, T )}<{Sqn(t′, T ′)}〉 (B.287)
= 0 (B.288)
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since the real and imaginary parts are uncorrelated. The contribution of spontaneous
emission noise to timing fluctuations is St(T ) and its autocorrelation function is
〈St(T )S∗t (T ′)〉 = 〈
1
2
∫ ∞
−∞
dt
[
f ∗
t
S(t, T ) + f
t
S∗(t, T )
]
+
1
2
∫ ∞
−∞
dt
[
f
t
S∗(t, T ′) + f ∗
t
S(t, T ′)
]
〉
= 〈1
2
∫ ∞
−∞
dt
[
f ∗
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Sqn(t, T ) + f tS
∗
qn(t, T )
]
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2
∫ ∞
−∞
dt
[
f
t
S∗qn(t, T
′) + f ∗
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Sqn(t, T
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]
〉
=
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4
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dt
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(f ∗
t
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+(f
t
)2 〈S∗qn(t, T )S∗qn(t, T ′)〉︸ ︷︷ ︸
0
+(f ∗
t
f
t
) 〈Sqn(t, T )S∗qn(t, T ′)〉︸ ︷︷ ︸
2〈<{Sqn(t,T )}<{Sqn(t′,T ′)}〉
+(f
t
f ∗
t
)〈S∗qn(t, T )Sqn(t, T ′)〉


=
1
4
∫ ∞
−∞
dt4〈<{Sqn(t, T )}<{Sqn(t′, T ′)}〉(f ∗tf t)
=
1
2
hνBnsp(G− 1)δ(T − T ′)
∫ ∞
−∞
dtf ∗
t
f
t︸ ︷︷ ︸∫
2tas/w0dt=pi2τ2/(3w0)
=
1
2
pi2τ 2
3w0
hνBnsp(G− 1)δ(T − T ′)
≈ pi
2τ 2
6w0
(
nsp
2g
TR
hν
)
δ(T − T ′) (B.289)
The projection of spontaneous emission noise onto frequency fluctuations is Sp(T )
and its autocorrelation function can be computed in a similar fashion
〈Sp(T )S∗p(T ′)〉 = 〈
1
2
∫ ∞
−∞
dt
[
f ∗
p
S(t, T ) + f
p
S∗(t, T )
]
+
1
2
∫ ∞
−∞
dt
[
f
p
S∗(t, T ′) + f ∗
p
S(t, T ′)
]
〉
= 〈1
2
∫ ∞
−∞
dt
[
f ∗
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Sqn(t, T ) + f pS
∗
qn(t, T )
]
+
1
2
∫ ∞
−∞
dt
[
f
p
S∗qn(t, T
′) + f ∗
p
Sqn(t, T
′)
]
〉
=
1
4
∫ ∞
−∞
dt

(f ∗
p
)2 〈Sqn(t, T )Sqn(t, T ′)〉︸ ︷︷ ︸
0
+(f
p
)2 〈S∗qn(t, T )S∗qn(t, T ′)〉︸ ︷︷ ︸
0
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+(f ∗
p
f
p
) 〈Sqn(t, T )S∗qn(t, T ′)〉︸ ︷︷ ︸
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+(f
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)〈S∗qn(t, T )Sqn(t, T ′)〉


=
1
4
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dt4〈<{Sqn(t, T )}<{Sqn(t′, T ′)}〉(f ∗pf p)
=
1
2
hνBnsp(G− 1)δ(T − T ′)
∫ ∞
−∞
dtf ∗
p
f
p︸ ︷︷ ︸∫
( 2
w0τ
tanh t
τ
)2a2sdt=4/(3w0τ
2)
=
1
2
4
3w0τ 2
hνBnsp(G− 1)δ(T − T ′)
≈ 2
3w0τ 2
nsp
(
2g
TR
hν
)
δ(T − T ′) (B.290)
The diffusion coefficients for timing and frequency fluctuations are
Dt =
pi2τ 2
6w0
(
nsp
2g
TR
hν
)
(B.291)
Dp =
2
3w0τ 2
(
nsp
2g
TR
hν
)
(B.292)
The power spectral density of the timing and frequency noise is equal to the Fourier
transform of their autocorrelation functions
〈|St,qn(Ω)|2〉 = Dt (B.293)
〈|Sp,qn(Ω)|2〉 = Dp. (B.294)
The above expressions assume that there is only spontaneous emission noise.
B.3.3 Length Fluctuations
Fluctuations of the cavity length changes the pulse by
an+1(t) = an
(
t− ∆L
vg
)
(B.295)
= an(t)− ∆L
vg
∂an
∂t
(B.296)
an+1(t)− an(t) = −∆L
vg
∂an
∂t
(B.297)
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TR
∂a
∂T
= −∆L
vg
∂as(t, T )
∂t︸ ︷︷ ︸
TRSL(t,T )
(B.298)
The noise contribution is therefore equal to
SL(t, T ) = − ∆L
vgTR
∂
∂t
as(t, T ) =
∆L
vgTR
ft(t) (B.299)
The noise contribution due to fluctuations in the refractive index can be obtained by
replacing ∆L with L(∆n/n).
Projecting the length fluctuations into the timing noise component yields
St(T ) = − 1
vgTR
∆L(T ). (B.300)
The length fluctuations do not contribute to frequency noise.
The power spectral density of the timing noise component due to length fluctua-
tions is
〈|S˜t,L(Ω)|2〉 =
(
1
vgTR
)2
〈|S˜L(Ω)|2〉, (B.301)
where 〈|S˜L(Ω)|2〉 is the power spectral density of the length fluctuations. Most of the
power spectral energy of the length fluctuations is less than 10 kHz.
B.3.4 Microwave Oscillator Noise
Expanding the cosinusoidal modulation term of equation (A.24) yields
cos(ωM t+∆φ(T )) ≈ 1− (ωM t)
2
2
− 2(ωM t)∆φ(T )
2
+ . . . (B.302)
The last part is due to the phase noise of the microwave oscillator. Note that the
phase noise term is only a function of T (not t) since the majority of the phase noise
energy is typically under 10 MHz and hence slower than the round-trip time of the
laser.
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TR
∂a
∂T
= −MAM + jMPM
4
× 2ωM t∆φ(T )× a(t, T ) (B.303)
= −MAM + jMPM
4
× ωM∆φ(T )× w0f t (B.304)
≡ TRS∆φ(t, T ) (B.305)
where we used the definition f
t
= 2tas(t)/w0, hence
S∆φ(t, T ) = −MAM + jMPM
4TR
ωM∆φ(T )× w0f t(t) (B.306)
Projecting the microwave oscillator noise into the timing noise component yields18
St(T ) =
1
2
∫ ∞
−∞
dt
[
f ∗
t
S∆φ(t, T ) + c.c.
]
(B.309)
= −MAMωMpi
2τ 2
12TR
∆φ(T ). (B.310)
Projecting into the frequency noise component yields
Sp(T ) =
MPMωM
2TR
∆φ(T ). (B.311)
The power spectral density of the timing and frequency noise is equal to the
Fourier transform of their autocorrelation functions
〈|St,osc(Ω)|2〉 =
(
MAMωMpi
2τ 2
12TR
)2
〈|Sosc(Ω)|2〉 (B.312)
〈|Sp,osc(Ω)|2〉 =
(
MPMωM
2TR
)2
〈|Sosc(Ω)|2〉. (B.313)
18The following integrals are useful for this section∫ ∞
−∞
dtf∗
p
f
t
= −j 2
w0
(B.307)
and ∫ ∞
−∞
dtf∗
t
f
t
=
pi2τ2
3w0
. (B.308)
244
where
〈|Sosc(Ω)|2〉 =
∣∣∣∣
∫ ∞
−∞
∆φ(T ) exp(−jΩT )dT
∣∣∣∣2 (B.314)
is the phase noise of the oscillator.
B.3.5 Total Noise and RMS Timing Jitter
The power spectral density of the spontaneous emission noise, length fluctuations,
and microwave oscillator noise drive the timing and frequency fluctuations according
to equations (B.279) and (B.280). The noise driving terms in those equations are
〈|S˜t(Ω)|2〉 = 〈|S˜t,qn(Ω)|2〉+ 〈|S˜t,L(Ω)|2〉+ 〈|S˜t,osc(Ω)|2〉
= Dt +
(
1
vgTR
)2
〈|S˜L(Ω)|2〉+
(
MAMωMpi
2τ 2
12TR
)2
〈|Sosc(Ω)|2〉(B.315)
〈|S˜p(Ω)|2〉 = 〈|S˜p,qn(Ω)|2〉+ 〈|S˜p,osc(Ω)|2〉
= Dp +
(
MPMωM
2TR
)2
〈|Sosc(Ω)|2〉. (B.316)
It was assumed that the quantum noise, length fluctuations, and microwave oscillator
phase noise are uncorrelated. To compare our measured residual phase noise spectra
to the soliton noise theory, we use equations (B.279), (B.280), and the noise driving
terms above.
The next step is to evaluate the mean-squared timing jitter from the noise spec-
trum. The total timing mean square fluctuations are equal to [10, p.988]
σ2t,pp = 〈|∆t(T + T0)−∆t(T0)|2〉
=
1
2pi
∫ ∞
−∞
〈|∆t˜(Ω)
(
ejΩT − 1
)
|2〉
=
2
pi
∫ ∞
0
〈|∆t˜(Ω)|2〉 [1− cos(ΩT )] (B.317)
For the limit T →∞, the pulse-to-pulse jitter becomes
σ2t,pp =
2
pi
∫ ∞
0
〈|∆t˜(Ω)|2〉dΩ. (B.318)
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The pulse-to-clock variance is less by a factor of two,
σ2t,pc =
∫ ∞
−∞
〈|∆t˜(Ω)|2〉dΩ
2pi
=
1
pi
∫ ∞
0
〈|∆t˜(Ω)|2〉dΩ. (B.319)
The mean-squared timing fluctuations in the frequency of interest from flow to fhigh
is
σ2t,pc =
1
pi
∫ fhigh
flow
〈|∆t˜(Ω)|2〉dΩ. (B.320)
Applying equation (B.319) to equation (B.279) and considering only quantum noise
yields 19
σ2t,pc =
1
2
(
2|D| 1
TR
)2 τ 2AMτ 2p
τp + τAM
Dp +
1
2
τAMDt (B.323)
The damping due to filtering is usually stronger than that of the modulator. Sym-
bolically this means that τAM À τp, which reduces the equation above to20
σ2t,pc =
1
2
(
2|D| 1
TR
)2
τAMτ
2
pDp +
1
2
τAMDt. (B.324)
We can substitute equations (B.291) and (B.292) for Dt and Dp in equation (B.324)
to obtain
σ2t,pc =
1
2
(
2|D| 1
TR
)2
τAMτ
2
p
2
3w0τ 2
(
nsp
2g
TR
hν
)
+
1
2
τAM
pi2τ 2
6w0
(
nsp
2g
TR
hν
)
. (B.325)
We next substitute equations (B.281) and (B.282) for τAM and τp in equation (B.325)
19Two useful integrals for evaluating this integral are∫ ∞
0
1
Ω2 + a2
dΩ =
pi
2a
(B.321)
and ∫ ∞
0
1
(Ω2 + a2)(Ω2 + b2)
dΩ =
pi
2ab(a+ b)
(B.322)
20For example, typical laser parameters are ωM = 2pi×10 GHz, Ωf = 5/2 nm,MAM = 1, τ = 1 ps,
and TR = 100 ps. For these values, τAM = 4106.78 ps and τp = 8.29 ps.
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to obtain
σ2t,pc =
1
2
(
2|D| 1
TR
)2 16TR
pi2MAMω2Mτ
2
(
3Ω2fτ
2TR
4
)2
2
3w0τ 2
(
nsp
2g
TR
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+
1
2
16TR
pi2MAMω2Mτ
2
pi2τ 2
6w0
(
nsp
2g
TR
hν
)
(B.326)
=
nsp2ghν
MAMω2Mw0
(
12|D|2Ω4f
pi2
+
4
3
)
(B.327)
≈ 1.25(|D|2Ω4f + 1)
nsp2ghν
MAMω2Mw0
(B.328)
= 1.25(|D|2Ω4f + 1)
PASETR
MAMω2Mw0
. (B.329)
Remember that this is the rms timing jitter due to spontaneous emission only. For
D = 0, it is interesting to note that soliton timing variance is about equal (σ2t,pc(sol) =
0.625σ2t,pc(HG)) to the corresponding Hermite-Gaussian results that are given by
equation (B.119). Since the filter bandwidth in a soliton laser is proportional to 1/τ 2,
the Gordon-Haus rms jitter is proportional to 1/τ 4.
B.4 Soliton Noise Theory versus Hermite-Gaussian
Noise Theory
The equations of motion for the Hermite-Gaussian noise theory are given by equa-
tion (B.126)
∂
∂T
∆t(T ) = −MAMω
2
Mτ
2
2TR
∆t(T ) +
2D
TR
∆p(T )
+
√
2
A0
τ<
{∫ ∞
−∞
S(t, T )ψ1
(
t
τ
)
dt
}
(B.330)
∂
∂T
∆p(T ) = −MPMω
2
M
2TR
∆t(T )− 2
Ω2fτ
2TR
∆p(T )
+
√
2
A0
1
τ
=
{∫ ∞
−∞
S(t, T )ψ1
(
t
τ
)
dt
}
. (B.331)
where equations (B.104) and (B.105) were substituted for γ<0 and γ
=
0 .
The equations of motion for the soliton noise theory are given by equations (B.275)
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and (B.276)
∂
∂T
∆t = −pi
2MAMω
2
Mτ
2
16TR
∆t+
2D
TR
∆p
+
1
2
∫ ∞
−∞
dt
[(
2
w0
tas(t)
)
S(t, T ) + c.c.
]
(B.332)
∂
∂T
∆p = −pi(12 + pi
2)MPMω
2
M
72
∆t− 4
3Ω2fτ
2TR
∆p
+
1
2
∫ ∞
−∞
dt
[
−j
(
2
w0τ 2
tas(t)
)
S(t, T ) + c.c.
]
, (B.333)
where we substituted in values for St and Sp, used the first order expansion tanh(t/τ) ≈
t/τ for the frequency noise driving term, and included the ∆t term on the r.h.s. of
the equation of motion for frequency fluctuations.
We first notice that the equations of motion for both theories are quite similar.
The restoration forces are very close in magnitude (within a factor of 2). If the
coefficients in the Hermite-Gaussian equations of motion are scaled as
d
dT

 ∆t
∆p

 =

 a11 a12
a21 a22



 ∆t
∆p

+

 SHGt
SHGp

 (B.334)
then the soliton equations of motion are scaled as
d
dT

 ∆t
∆p

 =

 1.2337a11 a12
1.9085a21 0.6666a22



 ∆t
∆p

+

 Ssolt
Ssolp

 (B.335)
Equation (B.117) shows that σ2t,pc is inversely proportional to a11 = −2γ<0 . Assum-
ing that Ssolt = S
HG
t and S
sol
p = S
HG
p , then a soliton laser should have a slightly
lower timing jitter than a purely actively-modelocked laser according to σ2t,pc(sol) =
σ2t,pc(HG)/1.2337.
In the previous section, we computed that the soliton laser was actually slightly
quieter than the Hermite-Gaussian laser, σ2t,pc(sol) = 0.625 σ
2
t,pc(HG). This implies
that the noise driving terms of the soliton and Hermite-Gaussian case are similar in
magnitude.
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B.5 Fourier Transform of Continuous-Time Power
Signals
This section reviews the Fourier transform of continuous-time power signals which
is important for understanding the units of the variables in the noise analysis. The
signals in this section, such as ∆w(T ) and a(t, T ), fall into this category since their
time integral,
∫
a(t)dt, goes to infinity. The Fourier transform pair of a continuous-
time power signal is given by [94, p.228,231]
V˜ [k] =
1
∆T
∫ ∆T/2
−∆T/2
v(t) exp(−jkΩ1t)dt (B.336)
v(t) =
∞∑
k=−∞
V˜ [k] exp(jkΩ1t), (B.337)
where Ω1 ≡ 2pi/∆T and ∆T can be a very long time. The units of V˜ [k] and v(t) are
the same. The power of the signal is given by Parseval’s theorem
“Power” =
1
∆T
∫ ∆T/2
−∆T/2
|v(t)|2dt =
∞∑
k=−∞
|V˜ [k]|2. (B.338)
The autocorrelation function for continuous-time power signals is defined as
Rvv(T ) = 〈v(t)v∗(t− T )〉 = 1
∆T
∫ ∆T/2
−∆T/2
v(t)v∗(t− T )dt. (B.339)
The autocorrelation function equals the power of the signal when T = 0. Math-
ematically, this can be expressed as P = Rvv(0). The Fourier transform of the
autocorrelation function is the power spectral density
Gvv[k] =
1
∆T
∫ ∆T/2
−∆T/2
Rvv(T ) exp(−jkΩ1T )dT . (B.340)
Evaluating this integral, we obtain the Wiener-Khinechine theorem
Gvv[k] = |V˜ [k]|2. (B.341)
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This theorem indicates that the power spectral density is equal to the magnitude of
the Fourier transform of v(t) squared.
An important property of the Fourier transform is the following relationship
∂/∂t⇔ jkΩ1.
Often we are interested in comparing the power spectral density to a continuous
frequency domain measurement. The following relation can be used to convert from a
discrete spectrum to a continuous spectrum (see Fig. B-16) and is derived by setting
the integrated spectra (power) equal
∫ 2pik0
∆T
+ pi
∆T
2pik0
∆T
− pi
∆T
|V˜ (Ω)|2dΩ = |V [k0]|2
|V˜ (Ω0)|2 2pi
∆T
= |V [k0]|2 (B.342)
where Ω0 = 2pik0/∆T . Hence,
|V˜ (Ω0)|2 = ∆T
2pi
× |V˜ [k0]|2. (B.343)
To obtain the variance or power, we note that for ∆T →∞
P =
∞∑
k=−∞
|V˜ [k]|2
=
∞∑
k=−∞
|V˜ (Ω)|2 2pi
∆T
≈
∫ ∞
−∞
|V˜ (Ω)|2dΩ (B.344)
=
∫ ∞
−∞
∆T
2pi
|V˜ [k = Ω∆T/2pi]|2dΩ (B.345)
To simplify the notation in the actively modelocked laser noise theory section, we
used
V˜ (Ω) ≡ V˜ [k = Ω∆T/2pi]∆T. (B.346)
This is strictly not correct, since if we take the magnitude-squared value, we do not
obtain the correct expression given by equation (B.343). Nor is V˜ (Ω) the aperiodic
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Figure B-16: Diagram showing conversion from discrete to continuous time.
Fourier transform. The only purpose of converting from a discrete frequency domain
to a continuous frequency domain is to allow analytical evaluation of the rms value
through integration.
For a non-stationary process such as a process where the variance increases with
time, it is often useful to define a new quantity
Y (t;T ) ≡ ∆w(T + t)−∆w(t). (B.347)
The Fourier transform of this equation, t⇔ k, yields the relation
Y˜ [k] = ∆w˜[k]
(
ejkΩ1T − 1
)
(B.348)
and the power spectral densities are related by
GY Y [k] = |Y˜ [k]|2 = 2|∆w˜[k]|2 (1− cos(kΩ1T )) . (B.349)
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The pulse-to-pulse amplitude mean square fluctuations are given by
〈|Y (t;T )|2〉 = 〈|∆w(T + t)−∆w(t)|2〉. (B.350)
The pulse-to-pulse amplitude mean square fluctuation can be obtained by integrating
the power spectral density of the amplitude noise
σ2pp = 〈|∆w(T + t)−∆w(t)|2〉
= RY Y (0)
=
∞∑
k=−∞
GY Y [k]
=
∞∑
k=−∞
|Y˜ [k]|2
≈
∫ ∞
−∞
(
|Y˜ [k = Ω∆T/2pi]|2∆T
) dΩ
2pi
=
∫ ∞
−∞
(
2|∆w˜[k = Ω∆T/2pi]|2∆T
)
[1− cos(ΩT )]dΩ
2pi
. (B.351)
This equation was used to evaluate the pulse-to-pulse mean square fluctuations of
the timing, phase, amplitude, and frequency of pulses from a modelocked laser. Note
that the pulse-to-clock variance is a factor of two less than the pulse-to-pulse variance.
The pulse-to-clock variance is found by taking T → ∞ (this makes the cosine term
drop out) and dividing by 2,
σ2pc =
∫ ∞
−∞
(
∆T
2pi
|∆w˜[k = Ω∆T/2pi]|2
)
︸ ︷︷ ︸
〈|∆w˜(Ω)|2〉
dΩ. (B.352)
The underbrace shows how the continuous time domain relates to the discrete time
domain.
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B.6 Useful Mathematical Relations for Soliton Per-
turbation Theory
Hyperbolic function relations:
sech2x+ tanh2x = 1 (B.353)
d
dx
sechx = −sechxtanhx (B.354)
d2
dx2
sechx = sechx− 2sech3x (B.355)
d
dx
tanhx = −sech2x (B.356)
d2
dx2
tanhx = −2sech2xtanhx (B.357)
Integration of orthogonal adjoint functions
∫ ∞
−∞
f ∗
p
(−jf
t
)dt = − 2
w0
(B.358)
∫ ∞
−∞
f 2
t
dt = −pi
2τ 2
3w0
(B.359)
∫ ∞
−∞
f 2
p
dt = − 4
3w0τ 2
(B.360)
∫ ∞
−∞
ftt
2f
t
dt =
pi2τ 2
4
(B.361)
∫ ∞
−∞
fpt
2f
p
dt = −pi
2τ 2
4
(B.362)
∫ ∞
−∞
f
p
t2ftdt = j
12 + pi2
18
(B.363)
∫ ∞
−∞
ftA0sech(t/τ)f tdt =
A20
3
(B.364)
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B.7 Glossary of Variables and Units
Variable Units
g, l, ∆g, N , Np, ∆N , ∆Np 1
a(T ), ∆a(T )
√
Power
A0, ∆w˜(Ω), ∆w(T ), ∆Am(T )
√
Energy
ψm 1/
√
Time
S(T ), SL(t, T )
√
Power/Time
S˜<0 (Ω), Sn(T ), St,L(T )
√
Power/Time
PASE Power
〈S(t, T )S∗(t′, T ′)〉 Power/Time2
GS0S0 [k] = 〈|S˜<0 (Ω)|2〉, RSnSn(T, T ′) = 〈Sn(T )S∗n(T ′)〉 Power/Time
σ, ∆p(T ), ∆p˜(Ω), Aww, γ0, γ
<
0 , γ
=
0 , Ω = 2pik/∆T 1/Time
g Power1/4 × Time−5/4
w0, |St, L(Ω)|2 Energy
∆φ˜(Ω), ∆φ(T ) Energy
t, T , τ Time
SL(Ω) Length × Time
SL[k] Length
f
w
√
Power
f
t
1/
√
Power
f
φ
1/(
√
Power Time)
f
p
1/(
√
Power Time2)
St(T ) 1
Sp(T ) 1/Time
2
Sφ(T ) 1/Time
Sw(T ) Power
A0
√
Power
254
Appendix C
Pulse Characterization
Full pulse characterization of the phase and amplitude is necessary for the reconstruc-
tion of the timing jitter probability density function using optical cross-correlation
techniques.
There are numerous schemes to characterize a pulse since there is currently no
optimal technique that can satisfy all of the following requirements:
1. Yields amplitude and phase
2. Single-shot
3. Easy to implement
4. Real-time monitoring
5. Sensitive to low energy pulses
6. Applicable to a wide range of pulse widths (5 fs to 100 ps)
7. Need for trigger signal or external pulse source
Table C.1 shows the currently used methods for full-pulse characterization for different
ranges of pulse widths. Notice that there is a lack of triggerless techniques for pulse
widths from 1 to 30 ps. Ideally, the measurement system bandwidth should be three
to five times the bit rate. At 40 Gb/s, this would imply a measurement bandwidth of
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Technique Pulse Amplitude Trig- Note
Width and Phase gerless
FDPM (frequency-domain 5 fs to 1 ps
√ √
phase measurement) [95, 96]
FROG[97] 5 fs to 1 ps
√ √
TROG [98, 99] 50 fs to 30 ps
√ √
Difficult to use multiple fiber segments
SPIDER [100] 5 fs to 1 ps
√ √
SOA [101] (section C.4) > 1 ps
√
Need synchronized MLL source
Amplitude Modulator [102] 100 fs to 100 ps
√
Repetition-rate must be > 10 GHz
Optical Sampling > 1 ps
√
Need synchronized MLL source
([103] with PPLN, [104, 101] with SOA)
Sampling scope + optical BPF > 100 ps
√
Table C.1: Pulse characterization techniques.
at least 120 GHz. Commercial systems with this much bandwidth simply don’t exist
today, so designers have to get by with only 40- or 50-GHz bandwidth.
C.1 Full-Pulse Characterization Using Autocorre-
lations and Genetic Algorithm
The amplitude and chirp of a train of optical pulses can be determined by measuring
the autocorrelation of the pulses through different lengths of fiber and using a genetic
algorithm [52]. The genetic algorithm easily incorporates fiber nonlinearities and the
computation time is greatly reduced by expanding the electric-field solutions as a
Hermite-Gaussian expansion.
C.1.1 Introduction
The recovery of a pulse’s amplitude and chirp from intensity autocorrelations after
different spans of fiber is a well-known method [105, 98]. The advantage of autocor-
relation measurements over FROG [97] or SPIDER [106] is its enhanced sensitivity
which comes from (1) the fact that the entire spectrum of the second-harmonic gener-
ated light contributes to the detected signal. By avoiding a CCD array in FROG with
128 pixels, for example, we have a factor of 128 greater signal. (2) Lock-in detection
is easily implementable, which allows a signal-to-noise improvement. (3) The gain
(106) of a single-channel photomultiplier tube is the lowest noise amplifier one can
use. Therefore, the sensitivity of an autocorrelation measurement can easily be 105
times more sensitive than a FROG measurement. With a little additional engineering
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autocorrelation measurements through different spans of fiber can be done in parallel.
One can argue that by averaging longer, the sensitivity of FROG can be improved,
but if our measurement takes 5 minutes, then a corresponding measurement with the
same sensitivity using FROG would take 5 × 105 minutes, assuming that averaging
improves the signal, which is not always true. More likely, too much averaging on a
FROG trace will just reveal scattering in the crystal or drifting of the signal source
which is probably not stable over that time span.
The characterization of weak picosecond pulses is a difficult problem due to the low
pulse energy and an important problem since these pulses are common in telecommu-
nication applications [14, 17]. At the end of a transmission link, the average powers
can be as low as the receiver sensitivity. Typical receiver sensitivities are -35 to -
20 dBm at 10 Gbit/s, which correspond to pulse energies of only 3 × 10−3 to 1 fJ.
Amplification of these pulses is necessary to obtain a good signal-to-noise ratio in the
autocorrelation trace. Amplification should proceed the lossy fiber segments to ob-
tain a higher ratio of signal to noise photons before the autocorrelator. The enhanced
signal-to-noise ratio comes at a cost of additional complexity since the Kerr nonlin-
earity in the fiber may need to be included in the pulse retrieval algorithm. Since
nonlinear propagation is rather complicated and the evolution of a pulse cannot simply
be written as a function of the known values, genetic algorithms lend themselves well
to pulse-recovery since they deal directly with the solution space, while conveniently
ignoring the details of the problem (i.e. don’t need information about derivatives,
etc.). In addition, genetic algorithms readily take advantage of parallel-computing
and have already shown that there can be improved performance in recovering pulses
from spectrograms [107] over that of other deterministic optimization schemes [97].
The novelty of this section is threefold: (1) We increase the sensitivity of our
measurement setup by placing the amplifier before the fiber segments, (2) we demon-
strate the recovery of the amplitude and phase of the amplified pulse with a genetic
algorithm, and (3) we filter the search space in our retrieval algorithm by orders of
magnitude by expanding the electric-field amplitude as a Hermite-Gaussian expansion
and expanding the electric-field phase as a polynomial expansion.
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If the propagation through the fiber is linear and the pulse only experiences first
order dispersion, the phase and amplitude can be recovered by the use of a phase-
retrieval algorithm [98].
The parameter range for which this can be done is rather limited, since high powers
are needed to obtain good nonlinear conversion in the autocorrelator but also result
in unwanted self-phase modulation in the fiber. This can either be due to the use of
short pulses with high peak powers, or amplified picosecond pulses (as in the case of
communication systems). There is an inherent trade-off between the amount of second
harmonic generation in the autocorrelator and nonlinear Kerr effect in the fiber. Since
nonlinear propagation is rather complicated and the evolution of a pulse cannot simply
be written as a function of the known values, genetic algorithms lend themselves well
to pulse-recovery since they deal directly with the solution space, while conveniently
ignoring the details of the problem (i.e. don’t need information about derivatives,
etc.). In addition, genetic algorithms readily take advantage of parallel-computing
and have already shown that there can be improved performance in recovering pulses
from spectrograms [107] over that of other deterministic optimization schemes [97].
Here, we demonstrate the use of a genetic algorithm to recover the amplitude and
phase of pulses from experimental and numerical autocorrelation data. The distinct
advantage of this technique over FROG is that it can handle lower pulse powers due
to the fact that the entire SHG spectral energy contributes to each data point in
the autocorrelation and that the use of photomultiplier tubes and lock-in techniques
(typical in most autocorrelation setups) are often more sensitive than a CCD array.
The experimental setup used to measure the amplitude and phase (or chirp) of a
pulse is shown in Fig. C-1. In our experiments, a 5 GHz actively mode-locked external
cavity 1.5 µm laser diode was used as the source. The pulses had a full-width at half
intensity maximum (FWHM) of approximately 3 ps and were amplified to 15 dBm
with an erbium-doped fiber amplifier to obtain an autocorrelation trace with a good
signal-to-noise ratio. These pulses were autocorrelated after 0, 10, 20, 50, 100, 200,
400, and 500 meters of Corning LEAF fiber which has a dispersion of 4 ps/nm/km at
1540 nm and an effective area of 72 µm2. At first glance, it may seem that only two
258
CHOPPER
l/2
l/4
POL
PMT
SPEAKER
TRANSLATION STAGE
XTALOUTPUT
SELFOC
LENS
MIRROR
R = 99.9%
ANTI-REFLECTION
COATING
5-nm BPF
I gain
VSA
Modelocked Laser Autocorrelator
Fiber
Figure C-1: The experimental setup showing a non-colinear intensity autocorrela-
tor. The nonlinear crystal used was POM. The sum generation was detected on a
photomultiplier tube (PMT). Chopping was done to increase the signal-to-noise ratio.
spans of fiber would be needed, but using more segments reduces the possibility of non-
unique solutions. Assuming that the pulse is predominantly linearly chirped, we could
probably get away with fewer fiber segments. For the experimental data, all eight
autocorrelations corresponding to the aforementioned fiber delays were used in the
fitness tests. The autocorrelation traces are shown in Fig. C-2 and wings can become
apparent after 400 m of propagation due to the accumulated nonlinear phase shift
due to the fiber Kerr nonlinearity. The gray lines correspond to the experimentally
measured autocorrelations and the black lines correspond to the autocorrelations of
the pulses recovered with the genetic algorithm. Incorporating nonlinear propagation
in the pulse-recovery algorithm is important since the wings in the autocorrelation due
to the Kerr nonlinearity in the fiber are incorrectly interpreted as an echo pulse when
linear propagation is used. Indeed, when we run the genetic algorithm to recover the
input pulse shape, an echo pulse appears, as can be seen in Fig. C-3. Using nonlinear
propagation, which is easy to incorporate into the genetic algorithm code, we obtain
a more accurate reconstruction of the input pulse amplitude and phase. Fig. C-4
259
-10 -5 0 5 10
10 -4
10 -3
10 -2
10 -1
100
400 m 0 m
De la y (ps )
SH
G
 
Si
gn
a
l (a
.
u
.
)
Ca lcula ted
Exa ct     
Figure C-2: Experimentally measured autocorrelation traces (exact) along with re-
covered autocorrelations (calculated) after propagation through 0 and 400 m of fiber.
The recovered autocorrelation is the autocorrelation of the best guess for the input
pulse after numerically propagating it through 0 or 400 m of fiber. The chirp of the
launched signal is opposite the dispersion, which causes pulse compression after 400 m
of propagation.
shows the reconstructed amplitude and phase of the input pulse using the same data,
but here we also take into account the nonlinear effects of the fiber by including the
Kerr nonlinearity in our pulse propagation code, and hence obtain a more accurate
reconstruction of the input pulse.
Our algorithm is as follows (see Fig. C-5 for a schematic diagram of the algo-
rithm): (1) initialize population of Np chromosomes, (2) randomly choose pairs of
chromosomes and cross their genes with probability pc to produce N¯p offspring, (3)
mutate each gene of these offspring with probability pm by adding a random value
to the gene, (4) select the Np fittest chromosomes (i.e. chromosomes that have au-
tocorrelations with the lowest square difference from the autocorrelation data) from
the Np parents and N¯p offspring and go back to step (2). Each step will be discussed
in detail in the following paragraphs. There are many other ways to implement the
genetic algorithm of which a few alternatives will be discussed. The main tradeoff is
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Figure C-3: Recovered electric-field of the input pulse assuming linear propagation
in genetic algorithm. Solid line is the amplitude and the dotted line.
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Figure C-4: Recovered electric-field of the input pulse taking into account nonlinear
propagation in the genetic algorithm.
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Figure C-5: Outline of genetic algorithm used in this paper. Here Np = 3 and N¯p = 2.
M denotes a mutation.
the speed of convergence due to selection pressure versus genetic diversity for a global
search.
The method of encoding the electric-field into a chromosome is a key issue when
using genetic algorithms. An encoding that does not suit a particular problem can
greatly increase the computation time. Real-number encoding has been preferred over
binary or Gray encoding since it generally performs better for function optimizations
and constrained optimizations due to the existence of Hamming Cliffs, pairs of encod-
ings have a large Hamming distance while belonging to points of minimal distance in
phenotype space [108]. In our algorithm, we chose to represent the electric-field as a
sum of Hermite-Gaussian functions
E(t) =
√
Ppk exp[−iφ(t/τ)]× Σk=∞k=0 akHk(t/τ) (C.1)
where φ(t) = C1t
2/2! +C2t
3/3! +C3t
4/4! + . . . is the phase of the pulse, Ck are chirp
coefficients, ak are constants, tau is the width of the pulse, Ppk is the peak power, Hk
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represents the kth order orthonormal Hermite-Gaussian equal to
Hk(t, τ) =
1√√
pi2kk!τ
Pk(t) exp(−t2/2) (C.2)
where Pk is the kth order Hermite polynomial. Each chromosome is composed of the
pulse width, Hermite-Gaussian coefficients, and chirp coefficients. We typically found
that 13 to 20 genes were sufficient for representing the pulse shapes shown in this pa-
per. The Hermite-Gaussian encoding obeys the following properties [108] (which are
necessary for an effective genetic search): (1) nonredundancy (the mapping between
encoding and solution is 1-to-1); (2) legality (any permutation of an encoding corre-
sponds to a solution and hence guarantees that most genetic operators can easily be
applied to the encoding); (3) completeness (any solution has a corresponding encod-
ing, within the noise of the measurement); (4) Lamarckian property (one chromosome
can pass its merits on to future populations through common genetic operations); and
(5) strong causality (small variations on the genotype space due to mutation imply
small variations in the phenotype space as to allow exploration of a neighborhood of
solutions). If we had chosen to sample the real and imaginary part of the electric-
field, let’s say at 128 equally spaced time points, the solution space would have 256
dimensions (real and imaginary parts). This is much greater than than our Hermite-
Gaussian search space of 13 to 20 dimensions. Hence, with this intelligent choice of
genes, we have greatly reduced the computation time over real-number encoding of
time-sampled electric-fields. For example, when we used the “sampled E-field” genes,
we were not able to recover the input pulse after 100 generations since the fittest pulse
looked like noise. On the other hand, when we used the Hermite-Gaussian genes, the
input pulse converged to that shown in Fig. C-4 after only 20 generations.
In recovering the pulses from our experimental data, the pulse widths of the initial
population were randomly chosen from 0 to 5 ps. If the initial population is chosen to
have values very far away from the correct answer, and a Hermite-Gaussian expansion
with many terms is chosen (hence leading to a large solution space), it is possible that
the answer will converge to a local minimum rather than a global minimum. This
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is the same problem as having too few sampling points in the solution space that
are clustered in an unfavorable manner. The solution space can be further limited
by searching values around the inverse Fourier transform of the square root of the
optical spectrum, thereby alleviating this problem. To alleviate this problem further,
an adaptive approach can be taken: First, the optimal chromosome with 2 genes (τ
and a0, for example) can be found. This solution can be a starting point for finding
the optimal chromosome with 3 genes (τ , a0, and a1, for example), and this process
can be continued until the fittest chromosome with n such genes is found. This is one
way to narrow down the solution space in a systematic way, but does not necessarily
guarantee that we reach the global optimum.
The crossover is performed by selecting two parents at random. For each gene,
the child inherits the first parent’s gene with probability pc; otherwise, it receives the
second parent’s gene. One may also experiment with other types of crossovers, such
as arithmetical, blend, boundary, and direction-based crossovers [108].
The mutation operation is performed by taking the offspring and adding a random
number to randomly selected genes. With probability pm, a random number with
variance M is added to the gene. The strength of the mutation, M , is reduced
for later generations to explore a smaller neighborhood around the solution at later
generations. This is achieved in our case by dividing M by the generation number.
There are also many other ways to implement mutation. For example, the mutation
probability, pm, can be varied either deterministically or adaptively according to a
1/5 success rule [108].
The amount of selection is an important consideration. If there is too much se-
lection pressure, a genetic search will terminate before finding the global minimum.
If there is too little selection pressure, the evolutionary progress will be slower than
necessary. Many selection methods of different selection pressures have been pro-
posed. Among them are[108]: (1) roulette wheel selection, (2) (µ + λ)-selection, (3)
tournament selection, (4) steady-state reproduction, (5) ranking and scaling, and (6)
sharing. In our simulations, we tried (1), (2), and (5). We found that method (5)
had a very weak selection pressure, and actually diverged for a certain set of param-
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eters. Selection method (1) also had a weak selection pressure and took a long time
to converge. Therefore, for the parameters that we tried, we found that method (2)
allowed fast convergence due to its strong selection pressure. This method calls for
taking the Np best chromosomes from the parents and offspring (Np + N¯p).
To test the algorithm, the troublesome cases of chirped double pulses with and
without noise were tried numerically. The autocorrelations of the pulses after propa-
gation through 0, 10, 20, 50, 100, 400, and 500 m of LEAF fiber were simulated. Using
these autocorrelations for the fitness test, we were able to accurately reconstruct our
original input pulses using our genetic algorithm. The double pulse was a sum of
two hyperbolic secant pulses each with a FWHM of 1 ps and separated by 2.5 ps.
The chirp was given by C1 = −0.5, C2 = 0.1 and C3 = 0.05. It was found that the
chromosomes converged to the correct answer for many different mutation strengths,
crossover probabilities, and selection types. Fig. C-6 shows the recovered pulses for
an initial population of 100 chromosomes after 100 generations. Each chromosome
had 20 genes, [τ, a0, . . . , a15, C1, C2, C3] and was initialized to within 30% of the exact
answer. The amplitude and phase matches well over the region which the pulse has
significant energy. Fig. C-7 shows the fitness plotted as a function of generation, and
it can be seen that the fitness of the chromosomes improves with each generation.
Fig. C-8 shows that the optical spectrum of the recovered pulse matches well with
the exact optical spectrum. The spectra match especially well on the blue side of
the spectrum down to -50 dB. Fig. C-9 shows that the calculated and exact autocor-
relations match well, even on a log scale. To test the robustness of the algorithm,
Gaussian distributed noise with variance equal to 10% of the mean was added to the
autocorrelation traces (see Fig. C-10). Starting with an initial population size of 10,
initialized to within 100% of the exact answer, the recovered double pulse is shown in
Fig. C-11. The recovered pulse is still fairly close to the original pulse shape indicating
that noisy data will not necessarily prevent convergence to the correct answer.
In summary, a genetic algorithm can be used to recover the amplitude and chirp
from a series of autocorrelation measurements after propagation through different
spans of fiber. The strength of the genetic algorithm is the ease in which it deals with
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Figure C-6: Recovered electric-field of chirped double pulse. Slight ringing artifact
on the leading edge of amplitude is mainly due to the finite expansion of 16 Hermite-
Gaussian functions. Using more terms would reconstruct that part better.
nonlinearities in the fiber. This method is capable of recovering complicated pulse
shapes, such as a chirped double pulse with noisy autocorrelations. In addition, the
computation speed of the genetic algorithm was greatly enhanced by using Hermite-
Gaussian coefficients and chirp coefficients for the genes, which effectively filtered the
search space and reduced its dimensionality.
C.2 Frequency resolved optical gating pulse re-
trieval using using genetic algorithm with Hermite-
Gaussian expansion
In this section, we show that second harmonic generation frequency resolved optical
gating (SHG FROG) spectrograms can efficiently be inverted with a genetic algo-
rithm. Constructing trial solutions out of a sum of Hermite-Gaussian functions allows
one to represent an electric field with only a few coefficients, thereby reducing the
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Figure C-7: Fitness plotted as a function of generation for the chirped double pulse
example.
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Figure C-8: A comparison of the optical spectra of the recovered pulse and the original
pulse.
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Figure C-9: The autocorrelation traces of the double pulse.
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Figure C-10: Autocorrelation traces of the chirped double pulse with 10% additive
noise. The autocorrelations of the recovered pulse are drawn with heavy black lines.
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Figure C-11: Recovered electric-field of chirped double pulse with noise.
dimensionality of the solution space and leading to a significant speed-improvement
for a large class of pulses.
C.2.1 Introduction
Frequency resolved optical gating (FROG) has been a popular technique for finding
the amplitude and phase of optical pulses [97]. A FROG trace, or spectrogram, is
obtained by measuring the spectrum of a gated signal as a function of signal-gate
delay. The gate is formed by employing some sort of nonlinearity such as second
harmonic generation. Much effort has focused on non-stochastic algorithms to extract
the amplitude and phase of a pulse from its measured spectrogram since since phase
retrieval computation can be slow and hence limits real-time performance [109, 110,
111, 112]. The use of a genetic algorithm for phase retrieval has shown that it can
yield even smaller errors than its non-stochastic counterparts and that by using a
multigrid approach, convergence can be fairly rapid [107].
A large class of pulses can be represented by a truncated expansion of Hermite-
Gaussian functions. Some examples include pulses created by active mode-locking
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[73] and dispersion-managed solitons [113]. In addition, the chirp of the pulse can
often be represented by only a few chirp coefficients. For this class of pulses, a
natural choice for the genes is a combination of Hermite-Gaussian coefficients plus
chirp coefficients. Therefore, a complete electric-field can be described with only a
few real numbers (often less than 10). This significantly reduces the dimensionality
of the search space as compared to genes which represent samples of the electric field
(32 to 128 samples are commonly used). A smaller search space means that the
pulse recovery algorithm can be fast. We have successfully employed the Hermite-
Gaussian genetic algorithm (HGGA) in the problem of recovering a pulse’s amplitude
and chirp from measurements of the intensity autocorrelations after different spans
of fiber [55]. A benefit of this technique is that smoothing of noisy data is inherently
built into our gene choice; that is, the recovery scheme is insensitive to noise spikes
in the spectrogram since only smooth curves can be constructed out of a truncated
Hermite-Gaussian expansion.
A fast FROG pulse recovery algorithm is important if one wants to create a
real-time femtosecond oscilloscope [112]. Genetic algorithms lend themselves well to
such an application, since the genetic algorithm can incorporate the previous solu-
tion in the initial population, i.e. doesn’t need to start the calculation from scratch
for each new oscilloscope sweep, as with generalized projections or the basic FROG
algorithm. Unlike deterministic algorithms, in which progress depends on past com-
putations, genetic algorithms directly benefit from parallel computations which can
be implemented efficiently in hardware, hence allowing further speed improvements.
In cases where complete pulse characterization is not needed, the HGGA also
serves well. For the problem of computing the timing jitter of a mode-locked laser,
often one is only interested in the first two coefficients of the Hermite-Gaussian ex-
pansion of the pulse [114].
C.2.2 Genetic Algorithm
Our genetic algorithm begins with an initial population of Np random chromosomes.
The genes of a chromosome are real value representations of their Hermite-Gaussian
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Shape N
Gaussian 1
Sech 5
Double Sech 15
Double Gaussian 12
Asymmetric 17
3rd Order Super-Gaussian 13
9th Order Super-Gaussian 49
Figure C-12: Some examples of pulse shapes and the minimum number of Hermite-
Gaussian coefficients needed to represent those shapes so that the error is less than
10−4. The error is defined as the square root of the sum of the square differences be-
tween the exact and truncated expansion curves normalized to the number of sample
points. These values are for the case where β = 1, number of sample points = 1000,
sampling interval = 0.05 ps. The asymmetric pulse is the sum of three Gaussians of
different amplitudes and delays. The double sech and Gaussian cases each consisted
of two pulses with amplitudes of 1 and 0.75 offset by 2.5 their pulse width.
expansion coefficients and chirp coefficients. The electric-field is reconstructed from
the genes by
E(t) = exp[−iφ(t/τ)]× Σk=∞k=0 akAkHk(t/τ) exp(−t2/2τ 2) (C.3)
where φ(t) = C1t
2/2! + C2t
3/3! + C3t
4/4! + . . . is the phase of the pulse, Ck are real
chirp coefficients, ak are constants, Hk represents the kth order Hermite polynomial
with normalization constant Ak = 1/
√√
pi2nn!τ , and τ is the width of the pulse.
Each chromosome is composed of the pulse width, Hermite-Gaussian coefficients, and
chirp coefficients. Typically, fewer than 20 genes are sufficient. The table in Fig. C-
12 shows that a Hermite-Gaussian expansion may not be appropriate for some pulse
shapes since sharp features require many terms to be represented accurately such
as in the case of the 9th order super-Gaussian. In addition, the Hermite-Gaussian
expansion is not appropriate if one is interested in determining whether the wings of
the pulse are sech- or Gaussian-like.
After the population is initialized, N¯p offspring are created by randomly choosing
pairs of chromosomes and crossing their genes with probability pc. Next, the individ-
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ual genes of the offspring mutate with probability pm. If a gene is mutated, a normally
distributed random value with variance M is added to it. The variance M is called
the mutation strength. The fitness, G, of a chromosome is computed by taking the
square difference of the corresponding spectrogram from the measured spectrogram
normalized by the total number of points squared:
G =
√√√√√ 1
N2
N∑
i=1
N∑
j=1
(IFROGmeasured(ωi, τj)− IFROGapprox (ωi, τj))2 (C.4)
where the electric-field is sampled at N evenly spaced points and
IFROG(ω, τ) =
∣∣∣∣
∫
E(t)E(t− τ) exp[−jωt]dt
∣∣∣∣2 (C.5)
represents the SHG FROG spectrogram, in this case. Fitter chromosomes have
smaller G’s. In the final step of the HGGA, the Np fittest chromosomes from the
parents and offspring are selected to undergo another generation of crossing, muta-
tion, and selection. When quoting errors, it is important to also quote N , the number
of samples in the spectrogram. For the same Hermite-Gaussian expansion, as N in-
creases, G will decrease. Intuitively this makes sense since the non-zero signal part
of the spectrogram occupies a smaller area relative to the entire spectrogram as N
increases.
C.2.3 Examples
The HGGA was tested with simulated FROG spectrograms for a chirped-Gaussian
pulse, a double pulse, and a asymmetric pulse. The resulting recovered pulses are
shown in Fig. C-13, C-14, and C-15, and in all three cases, the pulses were recovered
with errors less than 7 × 10−4. With only a few expansion coefficients (up to 12
genes in the case of the asymmetric pulse), accurate reconstructions of the pulses are
possible.
Significant speed improvements are also evident. Using the sampled E-field GA
(SEFGA) [107] [115], the double pulse was recovered to an error of 6×10−4 in 454 gen-
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Figure C-13: Original (exact) and recovered (calculated) amplitude and phase profiles
for the chirped Gaussian pulse with FWHM of 1 ps and chirp of C1 = 0.5 where
the electric-field is ∝ exp(−iC1(t/T0)2/2) where T0 is the standard deviation of the
amplitude. The simulation parameters were: Np = 10, N¯p = 4, Generations= 50,
pc = 0.5, pm = 0.1, M = 0.01, number of samples for spectrogram N = 128, time-
interval of sampling dt = 0.1 ps, chromosome contained 2 genes = [width, C1], and
initial population randomized around the exact answer with standard deviation equal
to 100% of the exact value. Computation time on PII-233 using non-compiled Matlab
code was 32 seconds, the linear chirp of the displayed gene was C1 = 0.5336, and the
error was 0.00064428.
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Figure C-14: Original (exact) and recovered (calculated) amplitude and phase profiles
for the double pulse consisting of two Gaussians with FWHM of 1 ps and spaced apart
by 2 ps. The simulation parameters are the same as for the chirped Gaussian pulse
except that an expansion of 9 Hermite-Gaussian coefficients and no chirp coefficients
was used. Computation time was 46 seconds and the error was 0.0006170289.
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Figure C-15: Original (exact) and recovered (calculated) amplitude and phase profiles
for the asymmetric pulse that was constructed by a sum of three Gaussian pulses:
a 1 ps pulse plus a 2 ps pulse delayed by 0.3 ps plus a 2.5 ps pulse of half the
amplitude delayed by 2.3 ps. Then a linear chirp with C1 = 0.5 and FWHM of 2 ps
was multiplied to the asymmetric pulse. The simulation parameters are the same
as for the chirped Gaussian pulse except that an expansion of 10 Hermite-Gaussian
coefficients was used, Generations=500, and M = 0.05. Computation time was 53
seconds and the error was 0.00041005.
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erations (Simulation parameters: Population size=100, select size=10, crossover=0.5,
mutation=0.5, mutation strength=0.05, iterations=20, pulse1 width=10, pulse2 width=10,
pulse1 amplitude=1, pulse2 amplitude=1, pulse separation=2.5), as compared to only
50 generations using the HGGA. The SEFGA had problems recovering the chirped
Gaussian pulse and achieved an error of 0.0874908 after 259 generations (Simulation
parameters: Population size=100, select size=10, crossover=0.5, mutation=0.5, mu-
tation strength=0.05, iterations=20, pulse width=10, amplitude=1, chirp=0.1). In
comparison, the HGGA achieved an error of 6.4×10−4 after 50 generations. Neverthe-
less, it should be noted that it was not clear how the initial population of Nicholson’s
SEFGA [115] was selected and better performance might be expected if the initial
population was selected closer to the desired solution.
The fitness of the chromosomes are plotted as a function of generation in Fig. C-
16, C-17, and C-18 for the chirped gaussian pulse, double pulse, and asymmetric
pulse, respectively. Since our algorithm uses lambda + mu selection (i.e. taking the
Np fittest chromosomes from the parents and offspring every generation)[108], after
many generations, the population converges and further improvements are mainly
due to mutations. This can best be seen in Fig. C-18 where the HGGA has been
run for 500 generations. This implies that a combined algorithm using both random
and local search components would be ideal. The random search explores the entire
solution space and allows escaping from a local optimum while local searching allows
for efficiently finding a local optimum. Therefore, combining the genetic algorithm
with a gradient search method or other local search algorithm should lead to even
better performance.
The spectra of the recovered pulses are shown in Fig. C-19, C-20, and C-21. The
spectra agree down to 40 dB of the original spectrum.
C.2.4 Summary
The HGGA can further be improved by using a combined algorithm that uses a deter-
ministic approach to more quickly converge to a local minimum. In addition, since the
bulk of the computation time is spent on constructing spectrograms, incorporating a
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Figure C-16: Fitness versus generation for the chirped Gaussian pulse.
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Figure C-17: Fitness versus generation for the double pulse.
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Figure C-18: Fitness versus generation for the asymmetric pulse.
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Figure C-19: Spectrum of the chirped Gaussian pulse.
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Figure C-20: Spectrum of the double pulse.
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Figure C-21: Spectrum of the asymmetric pulse.s
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multigrid approach in the HGGA would further reduce computation time.
We have demonstrated the use of a genetic algorithm using a Hermite-Gaussian
and chirp coefficients to recover the amplitude and phase of the electric-field from
a SHG FROG spectrogram. The advantages of the Hermite-Gaussian expansion is
that it reduces the dimension of the search space over E-field sampling and also
inherently incorporates smoothing of the measured spectrogram. The HGGA is most
appropriate for pulses that can be represented with an expansion of a few Hermite
Gaussian and chirp coefficients (less than about 20). Fortunately, this encompasses
a broad class of pulses.
C.3 Expansion of frequency resolved optical gat-
ing spectrograms with Hermite-Gaussian func-
tions
We show how to expand the frequency resolved optical gating spectrogram with a sum
of Hermite-Gaussian functions. This provides a convenient way to filter the solution
space, reduce the dimensionality of the problem, and allow an analytic error analysis.
C.3.1 Introduction
Frequency-resolved optical gating (FROG) is a popular method for completely charac-
terizing the intensity and phase of a pulse [116]. Finding the electric-field that corre-
sponds to the given spectrogram is a difficult problem since the solution space has 2N
dimensions for an N ×N spectrogram, where N is typically 32, 64, or 128. There are
various algorithms that find an electric-field for a given spectrogram [117, 112, 107],
but the solution is not guaranteed to be unique nor is it guaranteed that the solution
will converge. Although there is some success in finding a close approximation to
the true electric-field using these algorithms, one gains no additional insight into the
errors associated with the solution (i.e. error bars on the electric-field), whether there
are other solutions, the number of degenerate solutions, and what the degenerate so-
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lutions are. These questions can be answered with an analytical theory relating the
input and output parameters (i.e. the electric-field and spectrogram).
We show that the spectrogram can be decomposed into a set of orthogonal spectro-
grams, which we will call orthogonal spectrogram blocks. It is the magical properties
of Hermite-Gaussian functions that allows us to expand the spectrogram in such a
way. Hermite-Gaussian functions can be analytically integrated, convolved, Fourier
transformed, and multiplied. The Hermite-Gaussian expansion leads to a better un-
derstanding of spectrograms, allows us to reduce the dimensionality of the problem
by filtering the solution space in a reasonable manner, error bars on the electric-field
can be established, and the minimum number of Hermite-Gaussian terms needed to
represent an electric-field by decomposing the spectrogram can be determined.
A closed form solution for the SHG FROG spectrogram of an arbitrary order
Hermite-Gaussian function is derived in section 2. Section 3 has three examples of
how to find the truncated Hermite-Gaussian expansion approximation to the target
electric-field using the analytic theory. Section 4 discusses how errors in the spectro-
gram show up in the electric-field.
C.3.2 Theory
An electric-field can be approximated with aM -th order Hermite-Gaussian expansion,
E(t) =
M−1∑
n=0
cnGn(t; τ), (C.6)
where cn = an + jbn is a complex coefficient and the normalized Hermite-Gaussian
function is given by
Gn(t; τ) = An(τ)Hn(t/τ) exp(−t2/2τ 2) (C.7)
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where τ is the 1/2e width of the pulse, Hn is the n-th order Hermite polynomial (in
which the first few are tabulated in Tbl. C.2), and
An(τ) =
1√√
pi2nn!τ
(C.8)
is the normalization constant so that
∫ ∞
−∞
Gm(t; τ)Gn(t; τ)dt = δ(m− n). (C.9)
n Hn(x)
0 1
1 2x
2 4x2 − 2
3 8x3 − 12x
4 16x4 − 48x2 + 12
5 32x5 − 160x3 + 120x
6 64x6 − 480x4 + 720x2 − 120
7 128x7 − 1344x5 + 3360x3 − 1680
Table C.2: The first few Hermite polynomials.
The SHG FROG spectrogram relates to the electric-field as follows
I(ω, T ) =
∣∣∣∣
∫ ∞
−∞
E(t)E(t− T ) exp(−jωt)dt
∣∣∣∣2 . (C.10)
Using the following relations,
Ha(x)Hb(x) =
min(a,b)∑
r=0
2ra!b!
r!(a− r)!(b− r)!Ha+b−2r(x) (C.11)
Hn(x)Hm(x− c) =
m∑
l=0
(−2c)l
(
m
l
)
Hm−l(x)Hn(x) (C.12)∫ ∞
−∞
Gn(t; τ) exp(−jωt)dt = (−j)n
√
2piGn(ω, 1/τ) (C.13)
B(a, b, T, ω, τ) ≡
∫ ∞
−∞
Ga(t; τ)Gb(t− T ; τ) exp(−jωt)dt
= Aa(τ)Ab(τ)τ exp
[
−T
2 + 2jωTτ 2 + ω2τ 4
4τ 2
]
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b = 0 b = 1
a = 0 1 −T−jτ
2ω√
2τ
a = 1 T−jτ
2ω√
2τ
−T 2+2τ2−τ4ω2
2τ2
a = 2 (T−jτ
2ω)2
2
√
2τ2
−T 3+jT 2τ2ω+jτ4ω(−4+τ2ω2)+T (4τ2−τ4ω2)
4τ3
a = 3 (T−jτ
2ω)3
4
√
3τ3
(jT+τ2ω)2(T 2−6τ2+τ4ω2)
4
√
6τ4
a = 4 (T−jτ
2ω)4
8
√
6τ4
− (jT+τ2ω)3(T 2−8τ2+τ4ω2)
16
√
3τ5
Table C.3: Tabulation of the mini-block functions divided by a Gaussian,
B(a, b, T, ω, τ) / exp
[
−T 2+2jωTτ2+ω2τ4
4τ2
]
.
×
b∑
l=0
[(
−2T
τ
)l (b
l
)
×
min(a,b−l)∑
r=0
(
2r
r!
a!
(a− r)!
(b− l)!
(b− l − r)! (T/τ − jωτ)
a+b−l−2r
)(C.14)
where B is called the mini-block function (tabulated in Table C.3), we find that the
spectrogram can be written as a sum of mini-block functions
I(ω, T ) =
(
M−1∑
m=0
M−1∑
n=0
cmcnB(m,n, T, ω, τ)
)M−1∑
p=0
M−1∑
q=0
cpcqB(p, q, T, ω, τ)

∗ . (C.15)
The next step is to group the mini-block functions so that they are multiplied by a
unique combination of the c coefficients, so that the spectrogram can be represented
as a sum of spectrogram block functions according to
I(ω, T ) =
f1(M)∑
k=1
αkvk(ω, T ) (C.16)
where vk are the spectrogram block functions (not orthogonal yet), αk is a coefficient
that is a function of the c’s,and f1(M) = 1, 6, 18, . . . for M = 1, 2, 3, . . ., respectively.
The vk for the specific cases ofM = 1,M = 2, andM = 3 are tabulated in Table C.4.
The spectrogram block functions can be orthogonalized. Each spectrogram block
of size N × N can be thought of as a vector of length N 2 in which each element
corresponds to one point in the spectrogram block. The orthogonal block functions
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k αk vk
1 |c0|4 |B00|2
2 |c1|4 |B11|2
3 |c0|2|c1|2 |B01|2 + |B10|2 + 2<{B01B∗10}
4 −2|c0|2={c0c∗1} = {B00[B01 +B10]∗}
5 2|c1|2={c0c∗1} = {B11[B01 +B10]∗}
6 2<{c20(c∗1)2} < {B00B∗11}
7 |c0|2|c2|2 |B02|2 + |B20|2 + 2<{B02B∗20}
8 |c2|4 |B22|2
9 |c1|2|c2|2 |B12|2 + |B21|2 + 2<{B12B∗21}
10 2|c2|2<{c0c∗2} < {B22[B02 +B20]∗}
11 −2={c20c∗1c∗2} = {B00[B12 +B21]∗}
12 2|c1|2={c21c∗2} = {B11[B12 +B21]∗}
13 2|c2|2={c21c∗2} = {B22[B12 +B21]∗}
14 2<{c20(c∗2)2} < {B00B∗22}
15 2<{c21(c∗2)2} < {B11B∗22}
16 −2|c0|2={c1c∗2} = {[B01 +B10][B02 +B20]∗}
17 2|c1|2<{c0c∗2} < {[B01 +B10][B12 +B21]∗}
18 −2|c2|2={c0c∗1} = {[B02 +B20][B12 +B21]∗}
Table C.4: The first 18 spectrogram block functions. The spectrogram block functions
corresponding toM = 1, 2, and 3 are k = 1, k = 1 . . . 6, and k = 1 . . . 18, respectively.
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can be found either through repeated application of the Gram-Schmidt projections or
with singular value decomposition (SVD), which is found to have smaller numerical
error [118, p.66]. The M × N 2 matrix v, in which each row is a N 2 element vector
representing vk, can be factored into three matrices v = u
†wv⊥. The matrix v⊥ has
dimensions S × N 2, where S ≤ M . The columns of v⊥ are orthogonal and denoted
by v⊥k . The S×S matrix w is diagonal. The matrix u† has dimensions M ×S. Using
SVD, we can find f2(M) ≤ f1(M) orthogonal block functions denoted by
I(ω, T ) =
f2(M)∑
k=1
α⊥k v
⊥
k , (C.17)
where the SVD will also yield information about how to construct α⊥k from a linear
combination of αk. For M = 1, 2, 3, f2(M) = 1, 6, 14, respectively. Since the v
⊥
k are
orthogonal, we can find α⊥k by
α⊥k =
∑
ω
∑
T
I(ω, T )v⊥k (ω, T ). (C.18)
Once the α⊥k are known, the αk can be computed from
α = (w†u)−1α⊥. (C.19)
The αk are explicitly related to the c’s according to Table C.4. Minimizing the
square difference between the αk and c’s will yield the best guess for the pulse. Any
minimization routine can be used for this lower dimensionality problem, such as the
method of steepest descent. The summary of HGSHGFROG is shown in Fig. C-22.
The previous computation was carried out for SHG FROG, but could also be done
for other gating functions such as PG FROG as well.
The mini-block functions obey certain properties which allow us to simplify the
expression for the spectrogram block functions. We simplify the notation by defining
Bmn = B(m,n, T, ω, τ) (C.20)
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Figure C-22: Summary of operations for HGSHGFROG.
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The properties of mini-block functions are:
={BmmB∗nn} = 0 (C.21)
for any m or n (they can be equal). A consequence of this statement is that the
polynomial part of the on-diagonal mini-blocks is real. This can be seen when we set
nn = 00. Furthermore,
Bmn =


−B∗nm : n+m is odd
B∗nm : n+m is even
, (C.22)
Bmn +Bnm =


2j={Bmn} : n+m is odd
2<{Bmn} : n+m is even
, (C.23)
<{Bpp(Bmn +Bnm)∗} = 0, n+m is odd (C.24)
={Bpp(Bmn +Bnm)∗} = 0, n+m is even, (C.25)
and
<{(Bpk +Bkp)(Bmn +Bnm)∗} = 0, p+ k + n+m is odd (C.26)
={(Bpk +Bkp)(Bmn +Bnm)∗} = 0, p+ k + n+m is even. (C.27)
It is important to note that only one orthogonal spectrogram block for a single
τ , say τ = 1, needs to be computed. The τ = τ0 orthogonal spectrogram blocks
can be obtained from the τ = 1 spectrogram blocks by scaling the T -axis by T/τ0
and the ω by ωτ0. For example, if τ0 = 5, the T -axis is stretched and the ω-axis
is compressed by a factor of 5. The spectrograms in this paper have ∆t = ∆ω so
that a transform-limited Gaussian has a circular spectrogram. For the discrete-time
Fourier transform (DTFT), the frequency and time sampling intervals are related by
∆t∆ω = 2pi/N , where N is the number of points in the E-field vector. If we set
∆t = ∆ω, then ∆t = ∆ω =
√
2pi/N .
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Figure C-23: Spectrogram blocks for M = 2 Hermite-Gaussian expansion.
C.3.3 Examples
In the following three examples, we consider recovering the electric-field from 64× 64
SHG FROG spectrograms. The first example shows that when the target-electric field
can be described well by a truncated Hermite-Gaussian expansion, that the recovered
electric-field yields an excellent approximation. The second example shows what
happens when not enough terms are considered in the Hermite-Gaussian expansion.
The third example shows that rather complex pulses can be recovered with only a
third-order expansion, M = 3.
Example 1: M = 2 and E(t) = G(0, t, 1) + 3jG(1, t, 1)
The original E-field is E(t) = G(0, t, 1) + 3jG(1, t, 1), shown with a solid line in
Fig. C-25, and its spectrogram is shown on the left-hand side of Fig. C-26. Using
the procedure outlined in section 2, the target spectrogram can be projected into the
orthogonal block spectrogram basis. In this case, for M = 2, the basis can com-
pletely characterize the target spectrogram. The sum of the scaled orthogonal block
spectrograms is shown on the right hand side of Fig. C-26 and is nearly indistin-
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Figure C-24: Orthogonal spectrogram blocks forM = 2 Hermite-Gaussian expansion.
guishable from the original spectrogram on the left-hand side. Therefore, an M = 2
Hermite-Gaussian expansion is sufficient for describing the target spectrogram. There
are errors due to numerical round-offs but these are less than 4 × 10−5, as shown in
Fig. C-27. The error is defined as the difference between the original and recovered
spectrograms when the spectrograms have their peak value normalized to 1.
Recovering the the Hermite-Gaussian coefficients is the next step. The spectro-
gram block vector and orthogonal spectrogram block vector are related by v = u†wv⊥.
Figure C-25: Example 1: E-field E(t) = G0(t; 1) + 3jG1(t; 1).
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Figure C-26: Target and recovered spectrograms for example 1. Plots (a) and (b) cor-
respond to the target spectrogram and plots (c) and (d) correspond to the recovered
spectrograms.
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Figure C-27: Difference between target and recovered spectrograms for example 2.
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The orthogonal spectrogram block coefficients, α⊥k , are equal to the dot product of the
kth row of v⊥ and the measured spectrogram rearranged into a N 2-element vector.
The α coefficients can be found by the following relationship: α = (w†u)−1α⊥.
Then we can use Table C.4 to find how α1 . . . α6 relate to a0, b0, a1, and b1. By
solving these equations, we find that the phase of c0 is arbitrary, so we set b0 = 0.
When we do this, we find that there are two solutions which are time-reversed versions
of each other. This agrees with the fact that there is an inherent time ambiguity in
the SHG FROG measurement. One of the recovered solutions is shown with dots in
Fig. C-25. The other recovered solution is just time reversed.
Example 2: M = 2 and E(t) = G(0, t, 1) + 0.5G(2, t, 1)
When the Hermite-Gaussian expansion has too few terms, the orthogonal block spec-
trograms are not able to reproduce the original spectrogram. Therefore, one can im-
mediately determine the number of terms needed to accurately reproduce the original
spectrogram. In this example, we show what happens when we try to use an M = 2
Hermite-Gaussian expansion to describe an electric-field that contains a higher order
Hermite-Gaussian term.
In this case, the original E-field is E(t) = G(0, t, 1) + 0.5G(2, t, 1) and is plotted
with a solid line in Fig. C-30. Its spectrogram is shown on the left-hand side in
Fig. C-31 and projecting this spectrogram onto the orthogonal spectrogram block
basis yields plot on the right-hand side in Fig. C-31. At this point, one can easily see
that a M = 2 expansion has no chance of accurately recovering the original electric-
field since the two spectrograms can have errors as large as 0.1 for certain values of
ω and T , see Fig. C-32. The correct next step is to project the original spectrogram
onto M = 3 or higher order orthogonal spectrogram blocks. If one naively tries to
recover the original electric-field anyway, the recovered pulse is shown with dots in
Fig. C-31 and is seen to significantly deviate from the original pulse.
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Figure C-28: Spectrogram blocks for M = 3 Hermite-Gaussian expansion.
Figure C-29: Orthogonal spectrogram blocks forM = 3 Hermite-Gaussian expansion.
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Figure C-30: Example 2: E-field E(t) = 0.5jG1(t; 1) +G2(t; 1).
Figure C-31: Target and recovered spectrograms for example 2. Plots (a) and (b) cor-
respond to the target spectrogram and plots (c) and (d) correspond to the recovered
spectrograms.
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Figure C-32: Difference between target and recovered spectrograms for example 2.
Example 3: M = 3 and E(t) = −0.1G(0, t, 1) + 0.5jG(1, t, 1) +G(2, t, 1)
A more complex electric-field is plotted with a solid line in Fig. C-33 and is described
by E(t) = −0.1G(0, t, 1) + 0.5jG(1, t, 1) + G(2, t, 1). In this case, we consider an
expansion of order M = 3 and we find that the recovered (dots) and original (solid
line) E-field is shown in Fig. C-33 agree quite well. This is to be expected since the
the original (left) and recovered (right) spectrograms in Fig. C-34 are almost the same
with an error of less than 5× 10−3, as shown in Fig. C-35.
C.3.4 Error Bars
It is difficult to establish error bars in FROG since errors in the measured spectrogram
do not have a simple relation to errors in the recovered electric-field. Several brute
force computations using supercomputers have been executed to understand errors
in FROG spectrograms, but little insight is gained. Our analysis may provide some
more insight into error bars.
The noise in the measured spectrogram can be projected into different spectrogram
blocks. The Hermite-Gaussian coefficients vary by the amount of the overlap between
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Figure C-33: Example 3: E-field E(t) = G0() + 0.5jG1(t; 1) +G2(t; 1).
Figure C-34: Target and recovered spectrograms for example 3. Plots (a) and (b) cor-
respond to the target spectrogram and plots (c) and (d) correspond to the recovered
spectrograms.
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Figure C-35: Difference between target and recovered spectrograms for example 2.
the noise and the spectrogram blocks. As a first-order estimate on the Hermite-
Gaussian coefficients, one can consider the overlap of |Bnn|2 with the spectrogram
noise to find the variance on |cn|2 for n = 0, 1, 2, . . ..
Thermal noise in the spectrogram shows up as additive noise that is evenly
weighted over the entire spectrogram. For thermal noise, all Hermite-Gaussian coef-
ficients have the same variance since
∫∞
−∞
∫∞
−∞ |Bnn|2dωdT = 6.28319 for all n.
Shot noise is a signal dependent noise source that is proportional to the signal in-
tensity. Since the greatest values in the spectrogram generally appear in the center of
the spectrogram, the variance is higher there. The variance of the Hermite-Gaussian
coefficients are higher for small n since as n increases, the spectrogram block functions
|Bnn|2 spread out and overlap less with the center. Fig. C-36 shows the two spectro-
gram block functions, |B0,0|2 and |B10,10|2. On the other hand, although the variance
increases for the lower order Hermite-Gaussian coefficients, their SNR (〈c〉2/σ2c ) in-
creases since σ2c ∝ 〈c〉.
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Figure C-36: The spectrogram block functions v0 (left) and v10 (right). The spectro-
gram block function v0 is more heavily concentrated in the center of the spectrogram
than v10.
C.3.5 Conclusions
We have shown how to understand FROG spectrograms in terms of an expansion
of Hermite-Gaussian functions. Hermite-Gaussian functions allow us to analytically
construct spectrogram block functions. Projecting the measured spectrogram into
these spectrogram block functions yields a set of equations of lower dimensionality
which can be minimized to yield a best fit for a given expansion number. In addition,
further insight into the effects of measurement errors on the reconstructed electric-
field was gained.
C.4 Sampling pulses with semiconductor optical
amplifiers
This section outlines three techniques to measure the instantaneous frequency and
intensity of optical pulses using semiconductor optical amplifiers (SOAs). Four-wave
mixing, gain-saturation, and interferometric switching through a nonlinear optical
loop mirror are three mechanisms by which sampling is done. We have experimentally
measured the intensity and chirp profiles of pulses with energies as low as 10 fJ. Since
the nonlinearity in the SOA is relatively slow, these measurement techniques are most
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appropriate for picosecond pulses often found in telecommunication applications. The
temporal resolution of these methods are limited by timing jitter, which was ≈ 0.5 ps
for the mode-locked laser diodes we used in our experiments and by the width of the
switching window.
C.4.1 Introduction
Pulses used in telecommunication systems typically have durations greater than half a
picosecond and low power. The powers found in communication systems are dictated
by the receiver sensitivity (the minimum power needed to obtain a 10−9 bit-error
rate). Commercial high-speed Si-PIN receivers typically have sensitivities of -35 dBm
at 1 Gb/s and -20 dBm at 10 Gb/s, which correspond to 0.32 fJ and 1 fJ per pulse.
The most common instrument for measuring ultrashort pulses is the intensity auto-
correlator, which uses a fast nonlinearity such as second harmonic generation. Unfor-
tunately, materials with fast nonlinearities generally have low conversion efficiencies,
and hence they are less useful for the direct measurement of low power pulses. In
addition, an autocorrelation can only provide limited information about the chirp and
intensity profile. Often, one must assume a pulse shape and fit it to the autocorrela-
tion data. To obtain complete intensity and chirp information of a pulse, nonlinear
spectrographic techniques such as frequency-resolved optical gating (FROG) can be
used[97]. These methods also require relatively high powers [119].
One might consider interferometric techniques such as TADPOLE which can mea-
sure down to 42 × 10−21 J per pulse [120]. The difficulty with TADPOLE from a
telecommunications point of view is that the reference pulse cannot be derived from
the source and hence it is impossible to generate interference fringes. Therefore, if
we want to use an interferometric technique, it must be self-referencing like SPIDER
[100], but self-referencing spectral interferometry also depends on fast nonlinearities
which means that high pulse powers are needed.
We refer to the three techniques we investigated as: the SLALOM (Semicon-
ductor Laser Amplifier in a LOop Mirror) technique, the FWM technique, and the
gain-saturation technique. The major advantage of these techniques is the ability to
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measure very weak picosecond pulses. Experimentally, we have measured pulse ener-
gies as low as 10 fJ, but expect that the low-power limit to the SLALOM technique
is closer to 0.2 fJ and even lower for the gain-saturation technique. Previously, SOAs
have been used for intensity sampling [121] [103], but our techniques are different in
that they also sample the instantaneous frequency, or chirp, of the pulse.
C.4.2 Description of the measurement techniques
All three measurement techniques are similar in that they all use a reference probe
pulse generated by a separate laser to sample a broader signal pulse.
SLALOM Measurement Technique
A SLALOM (Semiconductor Laser Amplifier in a LOop Mirror) [122] is a nonlinear
loop mirror which is imbalanced by an SOA placed asymmetrically within the loop.
In Fig. C-37, a signal and probe pulse are shown to be incident to the two input
ports of the SLALOM. The signal is split with a 50/50 coupler into two counter-
propagating (cw and ccw) pulses which arrive at the SOA at different times. In the
absence of a probe pulse and assuming that the signal pulse has low enough power so
that it does not change the gain of the SOA, both cw and ccw signal pulses will see
approximately the same gain, and hence phase-shift, after passage through the SOA.
The cw and ccw pulses will then revisit the 50/50 coupler, but since both pulses have
experienced the same round-trip phase shift, no power will be switched to the output.
Now if we introduce a more powerful probe pulse and let it hit the SOA after the
cw-signal pulse but before the ccw-signal pulse, then the probe pulse will saturate the
SOA gain and the cw-signal pulse will experience a greater gain than the ccw-signal
pulse. Therefore, there will be a phase shift between the two counter-propagating
pulses and they can constructively interfere at the output port depending on several
parameters (probe-signal delay and injection current, for example). Assuming a broad
signal pulse (> 2 ps) and a short probe pulse (≈ 1 ps), depending on the relative
signal-probe delay, part of the signal pulse will be switched to the output port of
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Figure C-37: Schematic of the SLALOM technique. The probe pulse opens up a
switching window through which part of the signal is allowed to pass. The output
is measured on the OSA and the spectrum is measured as a function of signal-probe
delay, τ .
the SLALOM. The SLALOM essentially behaves as a temporal gate for the signal.
The temporal location of the gate (or switching window) depends on the signal-probe
delay. The shape of the switching window depends on several factors outlined in
section C.4.2.
Dynamic Range Experimentally, we have used 1-ps pulses with powers of -10 to
6 dBm at 10 Gb/s (corresponding to 10 fJ to 0.4 pJ). Since the probe pulse must
cause a large change in the gain of the SOA to achieve a good switching contrast (the
power difference between the on and off state of the SLALOM), large probe powers
are needed (typically about 10 dBm in our experiments). Fig. C-38 shows that larger
switching contrast occur at high probe powers, and that we would want to use the
largest possible probe power without damaging the SOA.
Fig. C-39 shows a plot illustrating switching window amplitude as a function of
the input signal power. From this plot, we can determine the dynamic range of the
signal powers. The largest dynamic range (the range of P2in values for which the
switching contrast is greater than zero) for this technique is approximately -27 dBm
to 17 dBm (0.2 fJ to 5 pJ/pulse), if we linearly extrapolate the data for both the left
and right side of Fig. C-39. The lower limit is determined by the ASE noise floor and
the upper limit is determined by the saturation of the SOA by the signal pulse (as
well as the damage threshold which brings the upper limit down to about 6 dBm).
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Figure C-38: The power transmitted by the switching window (P2out) plotted as a
function of the probe average power (P1in). See Fig. C-37 for an illustration of P1in,
P2in, and P2out. P2in is average input signal power. Ij is injection current. 4 is
peak of switching window. 5 is background of switching window. © is ASE. The
switching contrast is given by P2out max − P2out min.
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Figure C-39: The powers transmitted by the switching window plotted as a function
of input signal power (P2in). 5 is peak of switching window. 4 is background of
switching window. © is ASE. SC is switching contrast.
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Figure C-40: Switching window dependence on the internal delay line. τ = 0 is where
the SOA is placed symmetrically in the fiber loop.
Switching Window Dependencies The switching window depends on many pa-
rameters [123], including the injection current, the asymmetric position of the SOA in
the loop, and input optical powers. Fig. C-40 shows the switching window dependence
on the placement of the SOA in the SLALOM. The variable τ is the delay between
the clockwise and counterclockwise propagating signal pulses. A symmetric placing
of the SOA in the loop means that the counterpropagating pulses in the fiber loop
reach the SOA at the same time, or τ = 0. At τ = 0, both pulses see the same gain,
hence same phase shift, and therefore the pulses are never switched out of the loop.
The shape of the switching window can be changed from broad and flat to narrow
and sharp by varying the asymmetric placing of the SOA. For optical sampling, it is
important to get a sampling window with a sharp peak, rather than one with a flat
peak so as to discriminate the signal pulse better. This is not the regular regime of
operation used for all-optical pulse switching where a flat-top switching window is
desirable.
Fig. C-41 shows the switching window for injection currents ranging from 0 to
170 mA. The optimal current for our SOA is approximately 70 mA. When the current
is too low, the SOA does not provide enough gain leading to a switching window
with a small contrast. When the current is too high, for example, by 160 mA, the
background rises and the switching contrast worsens.
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Figure C-41: Switching window dependence on the injection current.
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Figure C-42: Switching window dependence on signal power.
The switching window depends strongly on the asymmetric placing of the SOA
and the injection current, but not as strongly on the input signal power itself. It is
important to have the same switching window for each probe-signal delay. Fig. C-42
shows that even when the signal powers change by 16 dB, the shape of the switching
window remains almost constant, and the switching contrast changes by only 2.6 dB.
On the other hand, one must make sure that the probe pulse sufficiently saturates
the SOA because the switching window shape and contrast change drastically with
the input signal power, as shown in Fig. C-43, when the probe pulse is not strong
enough.
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Figure C-43: Switching window dependence on signal power with a weak probe.
FWM Measurement Technique
FWM between the signal and probe in an SOA can be used to obtain the intensity
and phase profile of the signal [124]. The setup for the FWM measurement tech-
nique is shown in Fig. C-44. As the probe pulse is delayed through the signal, the
probe mixes with the overlapping part of the signal and generates a pulse with power
proportional to the amplitude of the signal pulse at the sampled time-instant. Since
the FWM component has a carrier frequency away from the signal and pulse carrier
frequency (ωFWM = 2ωp − ωs, where ωp=probe and ωs=signal), the FWM spectrum
can be directly observed on an OSA. As the probe is delayed through the signal, the
center wavelength will shift in direct proportion to the instantaneous frequency of
the signal. In addition, the instantaneous intensity is proportional to the integrated
FWM spectral energy — roughly described by the peak amplitude of the FWM opti-
cal spectrum. The input and output spectrum to the SOA using the FWM technique
are shown in Fig. C-45.
FWM Power Optimization To optimize the FWM component, both the signal
and probe need to have the same polarization. In addition, since frequency up-
conversion is more efficient than down conversion and the FWM component should
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Figure C-45: The input and output spectrum from the SOA when using the FWM
technique.
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depend on the square of the more powerful probe pulse, the probe should have a
higher carrier frequency than the signal. Therefore, the FWM power is
PFWM(ω) ∝ P 2probe(ω)Psignal(ω). (C.28)
Using the constraint that the total power in the SOA needs to be less than some
critical power, Pcr, dictated by the thermal damaging of the SOA, and using (C.28),
the optimal probe and signal powers are 2Pcr/3 and Pcr/3, respectively. Even with this
simplified analysis, we experimentally found that the 2 : 1 splitting of the probe and
signal powers yielded approximately the largest FWM signal. The FWM conversion
efficiency also depends on the injection current [125]. the dependence of the switching
window on the pulsewidth of the signal and probe pulses are discussed in [125].
Dynamic Range Experimentally, we have tried signal pulse energies in the range
from -10 to 6 dBm at 10 Gb/s (pulse energies as low as 10 fJ). For signal pulse
energies less than -10 dBm, and high probe energies (greater than approximately
0 dBm), saturation effects of the probe become important and the gain-saturation
technique (presented in section C.4.2) should be used.
Gain-Saturation Measurement Technique The gain-saturation measurement
technique is analogous to the SLALOM technique. In the SLALOM technique, the
SLALOM acts like a signal sampler and allows a section of the pulse through to the
OSA. On the other hand, in the gain-saturation technique, the SOA acts like an
intensity-notch filter in time and blocks a section of the pulse. The gain-saturation
technique is illustrated in Fig. C-46. The signal and probe copropagate through
an SOA. The probe pulse, which is much narrower and has higher power than the
signal pulse, saturates the SOA at the time of its arrival. During the time in which
the probe pulse saturates the SOA (≈ 2 ps for our 1-ps pulses), the signal pulse
experiences no gain. The signal pulse exiting the SOA has a temporal hole at this
sampling instant. If the pulse is chirped, the temporal hole implies that there also
should be a hole in the spectrum of the output signal since some of the frequencies
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Figure C-46: Schematic of the gain-saturation technique.
that occupied the temporal hole are now removed. Fig. C-47 shows the spectrum of
the signal after the SOA. Depending on the probe-signal delay, the spectral hole will
occur at different locations. By tracking the wavelength and depth of the spectral
hole with the OSA as a function of probe-signal delay, we can estimate both the
instantaneous frequency and amplitude of the signal. Measuring the depth of the
spectral hole with an OSA provides only a rough indication of the signal amplitude,
since the resolution bandwidth of the OSA is at best ≈ 0.08 nm and the spectral hole
is narrower. Section C.4.3 shows how to reconstruct the amplitude profile by using the
instantaneous frequency profile and a measurement of the input signal spectrum. An
advantage of the gain-saturation technique over the other two presented techniques
is that it is polarization independent.
Dynamic Range The probe pulse should be chosen to have as high a power as
possible without damaging the SOA. In our experiments, we typically used 1-ps probe
pulses with an average power of 4 dBm at 10 Gb/s, and signal pulse powers from -18
to -10 dBm.
C.4.3 Theory and Simulations
This section is broken into two parts: (1) a theoretical analysis which gives the instan-
taneous intensity and instantaneous frequency error as a function of the signal pulse
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Figure C-47: Output signal spectrum from SOA when using the gain-saturation tech-
nique. The ripples in the spectrum are due to reflection from the facets of the SOA.
and window width; and (2) an overview of the algorithm used to recover the ampli-
tude from a measurement of the instantaneous frequency and spectrum as outlined
in subsection C.4.2.
Estimator Error
The SLALOM, FWM, and gain-saturation techniques involve a signal pulse which is
sampled by a window. The theory in this section will clarify when these measurements
can be trusted by finding an analytical expression for the instantaneous intensity and
frequency error as a function of the width of the window and signal pulse.
The electrical field of the signal can be written as
E(t) = s(t) exp(jω0t) (C.29)
where ω0 is the carrier frequency . The complex function s(t) is the slowly varying
amplitude and describes both amplitude and chirp. The intensity and chirp are given
by
I(t) = |s(t)|2 (C.30)
and
ω(t) = =
{
1
s(t)
ds(t)
dt
}
, (C.31)
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Figure C-48: A numerical example, where a pulse, s(t), is sampled with a window,
w(t). The estimators for the intensity and frequency at time τ is given by Iˆ and Ωˆ.
respectively. We define the instantaneous frequency as
Ω(t) = ω(t)− ω0. (C.32)
The instantaneous intensity and frequency (I(t) and Ω(t)) at a specific time in-
stant are estimated (Iˆ(t) and Ωˆ(t)) by the peak value and center wavelength of the
transmitted signal spectrum for each signal-probe delay. The signal and window are
illustrated in the top two plots of Fig. C-48. After the signal pulse passes through
the SOA, the output pulse has the form s(t)w(t − τ), which is shown by the third
plot in Fig. C-48. The optical spectrum of the output pulse is shown by the last
plot in Fig. C-48, and the peak value of the spectrum, Iˆ, yields an estimate for s(τ)
and the frequency offset from the carrier frequency, ω0, yields an estimate, Ωˆ, for the
instantaneous frequency at time τ . The information obtained is the spectrum of the
gated signal as a function of signal-probe delay — the so called spectrogram. Instead
of inverting the spectrogram using a phase-retrieval algorithm, as in FROG [97], we
use the estimators, Iˆ and Ωˆ, to directly obtain the intensity and chirp profile of the
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pulse without any computations. The estimators can be written explicitly as
Iˆ(τ) = max
Ω
|F {w(t− τ)s(t)}|2 (C.33)
and
Ωˆ(τ) = Ωm, such that G(Ωm) = max
Ω
G(Ω), (C.34)
where F denotes the Fourier transform, τ is the delay between the center of the
switching window and the center of the signal, and G(Ω) is the optical power spectrum
of the windowed pulses. Here Ω = 0 corresponds to the carrier frequency. These
estimators are valid as long as the switching window is shorter than the signal pulse. If
the switching-window width is equal or greater than the signal pulse, it is still possible
to recover the original pulse, but in this case, we need to invert the spectrogram data.
Ignoring all other noise sources, the estimators Iˆ and ωˆ have a fundamental error
associated with them. The intensity error increases as the switching window gets
wider and the instantaneous frequency error increases as the width of the window
becomes large compared to the chirp of the pulse. It is assumed that the window and
the signal have a Gaussian shape and the signal is linearly chirped. For the SLALOM
and FWM techniques, the Gaussian analysis gives a good indication about the errors
of the measurement and when we can trust it, even when the pulse and window
shapes are not Gaussian. The Gaussian analysis allows one to obtain analytical
expressions for the instantaneous frequency and intensity errors. Mathematically, the
window and signal can be written as w(t) = exp(−(t/τw)2/2) and s(t) = exp((1 +
iC1)(t/τp)
2/2). One can analytically solve for the estimators by taking the Fourier-
transform of s(t)w(t − τ) and finding the maximum value. Once this is done, it is
found that the estimators are given by
Ωˆ(t) =
C1t
τ 2p + τ
2
w
(C.35)
and
Iˆ(t) = αG(Ωˆ(t)) ∝ exp
(
− t
2
τ 2p + τ
2
w
)
, (C.36)
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where α = I(0)/G(0) is the normalization constant so that the error is zero at the
center of the pulse. Therefore the estimator errors at pulse time t, where t = 0 is the
center of the pulse, are
Ω˜(t) =
Ωˆ− Ω
Ω
= − τ
2
w
τ 2w + τ
2
p
(C.37)
where Ω = C1t/τ
2
p is the true value of the instantaneous frequency and
I˜(t) =
Iˆ − I
I
= exp
(
t2τ 2w
τ 2p (τ
2
p + τ
2
w)
)
− 1. (C.38)
As an example, Fig. C-49 shows a Gaussian-shaped pulse sampled by a window that
is 0.28 times the width of the pulse. The dashed lines correspond to the exact shape;
in this case, exp(−(t/τp)2). The circles represent the simulated values, which was
done by calculating the Fourier-Transform of w(t − τ)s(t) numerically. The solid
lines correspond to plotting (C.35) and (C.36). Since both the signal and window
in Fig. C-49 are Gaussian, the numerical and analytical results are the same. In
addition, since the window is much narrower than the signal pulse, the numerical and
analytical results are almost indistinguishable from the exact result. Widening the
sampling window increases the errors. For example, in Fig. C-50 a pulse is sampled by
a window that is 0.85 times the width of the pulse. The chirp of the pulse is slightly
underestimated and the width of the pulse is slightly overestimated. Asymmetries in
the window or pulse shape lead to relatively large errors on the leading or trailing
edge of the pulse (see Fig. C-51). An example where the pulse shape is Lorentzian,
the window shape is a hyperbolic secant, and there is linear as well as quadratic
chirp is shown in Fig. C-52. This shows that even when the window and pulse shape
are not Gaussian, the Gaussian analysis for the error ((C.37) and (C.38)) yields
an excellent approximation to the true error. The discontinuity in the simulated
chirp profile of Fig. C-51 occurs in the tail of the pulse and is due to the vastly
exaggerated asymmetric window which is made up of two Gaussians, one smaller
than the other. The smaller Gaussian prematurely samples the pulse before the main
Gaussian window.
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Figure C-49: The result of sampling a Gaussian linearly-chirped (C1 = 10, where the
chirp of the electric field is defined as exp[iC1(t/τp)
2/2+ iC2(t/τp)
3/3+ iC3(t/τp)
4/4+
...]) pulse with a Gaussian-shape window with a FWHM that is 0.28 the FWHM of
the pulse. It is difficult to distinguish the difference between the original pulse (exact)
and the sampled pulse (simulation).
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Figure C-50: The result of sampling a Gaussian linearly-chirped pulse (C1 = 10) with
a Gaussian-shape window with a FWHM that is 0.85 the FWHM of the pulse. Note
that the black lines and circles correspond to the left axis and the gray lines and
circles correspond to the right axis. The inset shows the original pulse and sampling
window.
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Figure C-51: The result of sampling a Gaussian linearly-chirped pulse (C1 = 10) with
a asymmetric window.
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Figure C-52: The result of sampling a nonlinearly-chirped Lorentzian pulse (C1 =
10, C2 = 1) with a hyperbolic secant window.
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In section C.4.4, we will use (C.37) to correct the chirp-profile of a 21-ps chirped
pulse.
Amplitude Recovery Algorithm
The gain-saturation technique does not directly give a good reconstruction of the time-
domain intensity profile of the signal pulse. Nevertheless, it is possible to reconstruct
the intensity from the instantaneous frequency data plus a measurement of the input
signal spectrum. A signal, g(t), and its Fourier transform, G(ω), can be represented
by its amplitude and phase:
g(t) = |g(t)| exp(iφ(t)) (C.39)
G(ω) = |G(ω)| exp(iθ(t))
Given φ(t) and |G(ω)|, then θ(ω) and |g(t)| are determined uniquely (the proof follows
from re-expressing g(t) and G(ω) into real and imaginary parts). The algorithm
to obtain θ(ω) and |g(t)| from φ(t) and |G(ω)| is a modification of the Gerchberg-
Saxton algorithm [126] which has been used to reconstruct phase from two intensity
measurements. The algorithm we present here consists of transforming between the
time and frequency domain and replacing either the phase with φ(t) in the time
domain or the amplitude with |G(ω)| in the frequency domain. The steps of the
algorithm (which are diagrammed in Fig. C-53) are:
1. Fourier transform an estimate of the time-domain signal, g1(t) = |g2(t)| exp(iφ(t)).
2. Replace the modulus of the resulting computed Fourier transform, |G1(ω)|,
with the measured Fourier modulus, |G(ω)|, to form an estimate of the Fourier
transform.
3. Inverse Fourier transform the estimate of the Fourier transform, g2(t) = |g2(t)| exp(iφ2(t)).
4. Replace the phase of the result of step 3, φ2(t), with the measured time-domain
phase profile, φ(t), to form a new estimate of the signal, g1(t).
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Figure C-53: Block diagram of the amplitude recovery algorithm. F and F−1 denote
the Fourier transform and inverse Fourier transform.
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Figure C-54: Experimental setup.
The error decreases with each iteration [127]. The recovered amplitude resolution
depends on the resolution of φ(t) (dictated by the fast time-scale gain recovery of the
SOA) and |G(ω)| (dictated by the resolution bandwidth of the OSA).
C.4.4 Experiments
The experimental setup is shown in Fig. C-54. Two mode-locked laser diodes generate
1-ps transform-limited pulses at 10 Gb/s and are amplified by commercial erbium-
doped fiber amplifiers. The pulses are then band-passed filtered (BPF) to remove
the background ASE. The signal pulse is generated by passing it through silica-core
fiber (SCF) which both broadens and chirps the pulse. The device-under-test (DUT)
represents one of our three measurement schemes illustrated in Fig. C-37, Fig. C-44,
and Fig. C-46. Finally the output is measured spectrally on an optical spectrum
analyzer (OSA).
All three measurement techniques were tested by propagating the pulses through
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500 m of SCF which broadened the pulses to 21 ps. Fig. C-55 shows the sampled pulses
using the SLALOM technique. Fig. C-56 shows the sampled pulses using the FWM
technique. Fig. C-57 shows the sampled pulses using the gain-saturation technique.
The solid lines represent the intensity and chirp of a 1-ps sech pulse after 500 m
propagation in a dispersive fiber with dispersion 16 ps/nm/km. The dotted lines are
the experimentally measured values. The SLALOM technique faithfully reproduces
the expected intensity and chirp profile of the pulses, even though we had a switching
window width of 10 ps. This is due to the sharpness of the peak, which allows
sufficient discrimination between adjacent intensity values. The switching window
was measured independently and is shown in Fig. C-58. The chirp profile, as measured
with the SLALOM technique, is slightly over/under-estimated at the leading/trailing
edge of the pulse. This effect is due to the error in the estimators that we are using and
can be corrected numerically, as shown in Fig. C-59. The FWM technique reproduces
the chirp profile better than the SLALOM technique, mainly due to the fact that the
effective switching window is narrower, and the intensity profile is quite good except
for a small dent on the top trailing part of the pulse. This small dent is due to the
saturation of the gain in the SOA by the leading edge of the signal pulse. Therefore
it is important to keep the signal power low enough so that the leading edge of the
signal pulse does not significantly saturate the gain of the SOA. The gain-saturation
technique faithfully reproduces the chirp profile of the signal, but the intensity profile
only gives rough information about the location of the pulse. This is to be expected
since we are measuring a sharp spectral hole with an OSA which has a finite a finite
bandwidth resolution. Nevertheless, we can reconstruct the intensity profile by using
the amplitude recovery algorithm outlined in section C.4.3. To use this algorithm, we
needed an additional measurement of the signal spectrum, which is easy to do with
the OSA. The reconstructed amplitude is shown in Fig. C-60 and C-61, and is much
better than the direct measurement of the intensity shown in Fig. C-57.
Aside from the inherent estimator error discussed in section C.4.3, there are other
sources of error for all three measurement techniques. There is a delay-dependent
loss (≈ 2 dB over 170 ps delay) associated with the optical delay-line placed in
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Figure C-55: SOA Techniques applied to 21-ps chirped pulses. Solid lines are exact
and dots correspond to experiments. This plot was generated using the SLALOM
technique with PSignal = −5 dBm and PProbe = 12.5 dBm.
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Figure C-56: The intensity and wavelength profiles using the FWM technique with
PSignal = 0.23 dBm and PProbe = 3.24 dBm.
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Figure C-57: This intensity and wavelength profiles using the gain-saturation tech-
nique with PSignal = −10 dBm and PProbe = 4 dBm.
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Figure C-58: SLALOM switching window.
the probe arm in Fig. C-54. Fluctuations in the probe power causes fluctuations in
the estimated signal intensity. The SLALOM and FWM techniques are polarization
dependent, and there are long time-scale drifts in the polarization state of the input
signal and probe pulses. Finally, the timing jitter of the mode-locked lasers diodes
used in these experiments is approximately 0.5 ps and effectively smears out the
switching window.
C.4.5 Conclusion
SLALOM, FWM, and gain-saturation measurement techniques using SOAs have been
described. These measurement techniques are ideally suited for low-energy, picosec-
ond pulses, mainly due to the strong but weak nonlinearity provided by the SOA.
The input signal power dynamic range of the SLALOM, FWM, and gain-saturation
techniques were -10 to 6 dBm, -10 to 6 dBm, and -18 to -10 dBm, respectively. The
temporal resolution is limited by the width of the switching window. The switching
window of the SLALOM is > 2 ps. The effective switching window of the FWM
technique can be smaller than the in SLALOM case since it is limited by the width of
the probe. (1 ps in our case). The gain-saturation switching window is determined by
the fast time-scale gain recovery of the SOA and width of the probe, which was ap-
proximately 2 ps for our 1 ps probe pulses. To obtain the amplitude profile using the
gain-saturation technique, one must additionally measure the spectrum of the signal.
In all other cases, the amplitude and chirp profiles can be obtained directly without
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p )]. Right: corrected data. The leading and trailing chirp pro-
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the trailing edge. The parameters used for this error correction are: C1 = −13.43,
τp = 10 ps and τw = 5 ps.
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computation. The gain-saturation technique has the benefit of being polarization
independent, whereas the other two techniques are polarization dependent.
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Appendix D
Optimal Sampling Pulse Width
Short pulses are needed when the amplitude noise from the laser or detection circuit
is large. In addition, increasing the number of quantization levels also puts stricter
constraints on the allowable timing jitter. Since timing jitter increases with decreasing
pulse width, the overall performance of the optical sampling system does not improve
by making the pulse width arbitrarily large. Therefore there is an optimal pulse
width whose minimum value is bounded by timing jitter and whose maximum value
is bounded by amplitude noise.
If we assume that the signal is described by cos(2piνsigt), where νsig is the frequency
of the signal. The intensity of the pulse is 1√
piτ
exp[−(t − t0)2/τ 2], where the pulse
energy is normalized to 1, t0 is a time delay, and τ is the pulse width. The sampled
signal is equal to
∫ ∞
−∞
cos(2piνsigt)× 1√
piτ
exp
[
−(t− t0)
2
τ 2
]
dt = e−(piνsigτ)
2
cos(2piνsigt0). (D.1)
Assuming that this is anN -bit quantizer, then there are 2N levels between±e−(piνsigτ)2 .
The quantization spacing must be greater than the amplitude noise, say twice the
rms value 2∆P . Using this constraint we find that,
2e−(piνsigτ)
2
2N
> 2∆P
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τ <
1
piνsig
√
ln
(
1
2N∆P
)
. (D.2)
In other words, the pulse width must decrease as ∆P increases.
The error due to timing jitter is modelled by the substitution t0 → t0 − ∆t in
the argument of the cosine, where ∆t is the rms deviation. The worst sampling
error due to timing jitter occurs at the steepest part of the cosine function, which
occurs when the signal equals zero. The sampled signal amplitude at t0 = −pi/2 is
e−(piνsigτ)
2
cos(2piνsigt0−∆t) = e−(piνsigτ)2 cos(2piνsig−pi/2−∆t) = e−(piνsigτ)2 sin(2piνsig∆t) ≈
2piνsig∆te
−(piνsigτ)2 . To prevent an error, this value must be less than half a quantiza-
tion level,
2piνsig∆te
−(piνsigτ)2 <
1
2
2e−(piνsigτ)
2
2N
∆t <
1
2piνsig
1
2N
. (D.3)
Therefore, the timing jitter must decrease as N increases. Timing jitter is related to
the pulse width according to ∆t = Km/τ
m, where Km is a constant that depends on
laser parameters (see appendix B) and m = 2 or 4, for non-dispersive and dispersive
cavities, respectively. Using this relation, equation (D.3) can be rewritten as
τ >
(
2N+1piνsigKm
)1/m
(D.4)
Putting equations (D.2) and (D.4) together, we obtain the optimal sampling pulsewidth
(
2N+1piνsigKm
)1/m
< τ <
1
piνsig
√
ln
(
1
2N∆P
)
. (D.5)
Next we evaluate this expression for an actively modelocked laser for m = 2 (no dis-
persion). The timing jitter for this case can be found by substituting equation (B.104)
into equation (B.117)
(∆t)2 ≡ σ2t,pc = Ω2fτ 4 ×
PASETR
2w0
. (D.6)
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If we ignore the relationship between Ωf and τ , we see from this equation that ∆t ∝
τ 2, or m = 2. In this case K2 = Ωf
√
PASETR
2w0
. If we assume that Ωf = 2pi × 333 GHz
(5 nm), PASE = 0.008 mW, TR = 100 ps, and w0 = 1 pJ, then K2 = 2pi × 6.65 GHz.
For νsig = 5 GHz, N = 12.9, and ∆P = 0.1/2
N (the standard deviation of the optical
power is one-tenth the size of a quantization level), the optimal pulse width is
3.17 ps < τ < 96.6 ps. (D.7)
Notice that the optical pulse width can be fairly wide.
One group [24] claims that the requirement on the pulse width is given by
FWHM ≤ 2
√
ln 2
piνsig
√
1
2N
(D.8)
which puts a very tight constraint on the pulse width: 1.2 ps for N = 12.9 and
a 5 GHz signal. It is rather puzzling why this expression does not depend on the
amplitude noise.
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Appendix E
Measuring Vpi of Phase Modulator
The applied voltage required to change the delay of the phase modulator by one-
half an optical cycle is Vpi. We measure Vpi by measuring the relative heights of the
modulation sidebands in the optical spectrum for a given microwave power.
The input electric-field to the phase modulator can be written as
Ein(t) = E0 cos(ωct) (E.1)
and the output electric-field is
Eout(t) = E0 cos
(
ωct+
V
Vpi
pi sin(ωM t)
)
(E.2)
where ωc is the optical carrier frequency, ωM is the modulation frequency, and E0 is the
amplitude of the electric-field. The output electric-field can be simplified according
to
Eout(t) = E0 cos(ωct) cos
(
pi
V
Vpi
sin(ωM t)
)
− E0 sin(ωct) sin
(
pi
V
Vpi
sin(ωM t)
)
= E0 cos(ωct)
[
J0(piV/Vpi) + 2
∞∑
n=1
J2n(piV/Vpi) cos(2nωM t)
]
−E0 sin(ωct)
[
2
∞∑
n=1
J2n−1(piV/Vpi) sin[(2n− 1)ωM t]
]
(E.3)
where Jn represents the nth order Bessel function of the first kind and the identities
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[87, p.632]
cos(x sin θ) = J0(x) + 2
∞∑
n=1
J2n(x) cos(2nθ) (E.4)
sin(x sin θ) = 2
∞∑
n=1
J2n−1(x) sin[(2n− 1)θ] (E.5)
were used. The Fourier transform of equation (E.3) is shown in Fig. E-1. The
magnitude squared of the Fourier transform of equation (E.3) is the optical spectrum
and is shown in Fig. E-2. The magnitude of each delta function is proportional to
the square of the nth order Bessel function.
Next we adjust the microwave power until the first side-band has equal magnitude
to the carrier. Fig. E-3 shows that J 20 (x) = J
2
1 (x) when x = 1.4349. Therefore, we
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find that
x ≡ pi Vp
Vpi
= 1.4349, (E.6)
where Vp is the peak voltage needed to equate the magnitudes of the zeroth order
and first order sidebands. Solving for Vpi, we find that
Vpi = pi
Vp
1.4349
. (E.7)
For the EO Space phase modulator, an average power of 19 dBm or a peak voltage
of Vp = 10
(19−10)/20 = 2.8184 V at 10 GHz was applied to the electrodes to obtain
J20 (x) = J
2
1 (x). Using equation (E.7), we find that Vpi = 6.17 V at 10 GHz. This
performance is approximately a factor of two better than that of JDS-Uniphase mod-
ulators. In addition the insertion loss was measured at a mere 1.4 dB.
The maximum value of x is limited by the maximum applied power without burn-
ing out the internal resistor. With a 1/2 W 50 Ω internal resistor, one should not
exceed 27 dBm (Vp = 10
(27−10)/20 = 7.079) of applied power. This would imply a
maximum modulation of xmax = piVp,max/Vpi = pi7.079/6.17 = 3.6.
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Appendix F
X-Band Oscillators
Since the noise of the X-band (8-12 GHz)1 oscillator that drives the actively mode-
locked laser is critical to obtaining quantum-limited performance, this chapter presents
an overview of two ultra-low phase noise oscillators: the sapphire loaded cavity oscil-
1Radio band designations
30-300 Hz 10-1 Mm ELF (extremely low frequency)
300-3000 Hz 1 Mm-100 km
3-30 kHz 100-10 km VLF (very low frequency)
30-300 kHz 10-1 km LF (low frequency)
300-3000 kHz 1 km-100 m MF (medium frequency)
3-30 MHz 100-10 m HF (high frequency)
30-300 MHz 10-1 m VHF (very high frequency)
300-3000 MHz 1 m-10 cm UHF (ultra high frequency)
3-30 GHz 10-1 cm SHF (super high frequency)
30-300 GHz 1 cm-1 mm EHF(extremely high frequency)
The IEEE radar band designations
1-2 GHz 30-15 cm L Band
2-4 GHz 15-7.5 cm S Band
4-8 GHz 7.5-3.75 cm C Band
8-12 GHz 3.75-2.50 cm X Band
12-18 GHz 2.5-1.67 cm Ku Band
18-27 GHz 1.67-1.11 cm K Band
27-40 GHz 1.11 cm-7.5 mm Ka Band
40-75 GHz V Band
75-110 GHz W Band
110-300 GHz mm Band
300-3000 GHz u mm Band
Satellite TVRO bands
1700-3000 MHz S-Band
3700-4200 MHz C-Band
10.9-11.75 GHz Ku1-Band
11.75-12.5 GHz Ku2-Band (DBS)
12.5-12.75 GHz Ku3-Band
18.0-20.0 GHz Ka-Band
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Figure F-1: Agilent 83732B phase noise [3].
lator (SCLO) and the optoelectronic oscillator (OEO). The phase noise of the Agilent
83732B synthesizer used in many of the experiments reported in this thesis is shown
in Fig. F-3 and F-1.
F.1 Sapphire Loaded Cavity Oscillator
The SCLO was released in 1996 and offered the lowest phase noise signal generation
at X-band frequencies (8 to 12 GHz) [5]. The SBO oscillator – nicknamed “the
Shoebox” and shown in Fig. F-2 – integrates two patented technologies developed
by Poseidon Scientific Instruments (www.psi.com.au) and the University of Western
Austrailia: a high Q sapphire loaded “whipsering gallery mode” cavity resonator and
a noise-reduction circuit. The phase noise of the Shoebox is approximately 25 dB
lower than the best reported commercially-available multiplied surface acoustic wave
(SAW) oscillators (see Fig. F-3).
The SBO relies on the internally reflective nature of the sapphire to trap microwave
energy and realize an unloaded Q of approximately 200,000 at room temperature. The
noise-reduction circuit is a real-time phase noise measuring system with good instan-
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Figure F-2: The SBO-10.240-XPL oscillator.
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Figure F-3: Single-sideband phase noise and corresponding integrated timing jitter
(10 Hz to 10 MHz) of various microwave oscillators at 9 and 10 GHz, demonstrating
the superior phase noise performance of the Poseidon Shoe Box oscillator relative to
that of the HP83732B synthesizer, dielectric resonant oscillator (DRO), phase-locked
dielectric oscillator(PLDRO), surface acoustic wave oscillator (SAW) [4], and bulk
acoustic wave oscillator (BAW) [4].
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Figure F-4: The SBO-10.240-XPL oscillator’s (a) phase noise and (b) amplitude noise
[5].
Offset Frequency (Hz) Phase Noise (dBc/Hz)
100 -104
1k -138
10k -154
100k -160
Table F.1: Specified noise performance of SBO.
taneous band-width and noise floor. It optimizes the performance of the oscillator
by reducing the phase noise contribution of active components which are otherwise
fundamentally noisy.
The typical noise performance is shown in Fig. F-4, F-5, and F-6. The noise
spectrum is virtually spur-free. Independent tests confirm that the single-side band
phase noise approaches the thermal noise limit approximately 2 MHz from the X-band
carrier. The timing jitter is 6 fs over an integrated bandwidth of 10 Hz to 10 MHz.
The SBO is a fixed frequency source with typical output powers of 13 dBm and
the specified phase noise performance is shown in Table F.1.
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Phase noise of PSI Shoebox Oscillator at 8 GHz, October 2000.
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Figure F-5: Phase noise of PSI SBO at 8 GHz.
Phase noise of PSI SLCO Oscillator at 9GHz, September 1998.
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Figure F-6: Phase noise of PSI SLCO at 9 GHz.
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Figure F-7: OEwaves optically generated low noise microwave clock.
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Figure F-8: OE1200 typical phase noise at 10 GHz.
F.2 Optoelectronic Oscillator
The opto-electronic oscillator shown in Fig. F-7 is a low phase noise microwave clock
that is sold by OEwaves (www.oewaves.com) and was developed by Lute Maleki
and Steve Yao while at the Jet Propulsion Laboratory [128, 129]. The OE1200 is a
commercially available optoelectronic oscillator whose phase noise is shown in Fig. F-
8. Its free running phase noise is very low (-140 dBc/Hz at 10 kHz offset), but is still
lower than the SCLO.
The underlying technology is based on optical resonators, which generate higher
frequencies without the need for electronic frequency multiplication. The glass mi-
croresonator is 100-500 micrometers in diameter, within which infrared light circulates
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billions of times, a long pathway that results in low noise. This generates very clean
microwave reference signals from 1-100 gigahertz with at least two orders of magni-
tude less noise than conventional quartz or dielectric oscillators.
One problem with this resonator that is not given sufficient attention are the
supermode spurs that occur at multiples of the round-trip frequency in their fiber
loop.
The SSB phase noise of a free-running oscillator can be modelled by five power-law
noise processes that produce a particular slope on the spectral-density plot
1/f 0 White phase modulation (PM) – white of phase
1/f 1 Flicker PM – flicker of phase
1/f 2 White FM – white of frequency
1/f 3 Flicker FM – flicker of frequency
1/f 4 Random walk FM – random walk of frequency
The phase noise plot of the OE1200 in Fig. F-8 shows a 1/f 3 dependence from 10 Hz
to 1 kHz, and a 1/f 2 dependence from 1 kHz to 10 kHz.
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Appendix G
NEC MLLD Device Parameters
Device paramters for the MLLD structure: NEC DC-PBH +1% strained InGaAsP
(10 nm) × 6 quantum wells.
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Parameter Symbol Value Units Notes
Active layer width W 1.6 µm Typical value for DC-PBH
Active layer thickness 40 nm Hole confined in 6.5 nm QW × 6
Active layer volume V 6.4 µm3 per 100 µm length
Optical confinement factor Γ 0.05 Based on mode calculation
Waveguide refractive index ηe 3.19
Group velocity refractive index ηg 3.49 L = 725µm → f = 59.4 GHz
LD facet reflectivity R 0.31 As cleaved LD
AR coating reflectivity RAR 5× 10−4 Measured ripples in ASE optical
spectrum
Waveguide loss αi 13 cm
−1 From experimental data
Photon lifetime for 500 µm LD τp 3.3 ps 1/{c[αi + ln(1/R)/L]/ηg}
Threshold current Ith 9 mA L = 300µm conventional LD
Threshold current density Jth 1.8 kA/cm
2 L = 300µm conventional LD
Internal quantum efficiency ξi or ηi 0.83 From experimental data
External differential efficiency ξid or ηd 0.625 From experimental data
Nonradiative recombination life γ > 10 ns Auger process is not included!
Auger recombination factor C 5× 10−29 cm6 s−1 APL 58, 158 (1991)
Radiative recombination factor B 1× 10−10 cm3 s−1 APL 58, 158 (1991)
Gain lifetime (1/[biomolecu-
lar+Auger recombination rates])
tg 0.5-1.0 ns ≈ 1/[Bn + Cn2] at threshold car-
rier density
Carrier density at threshold n 5− 6× 1018 cm−3 Theoretical value
Threshold gain ≈ 5 dB G ≈ 1/R
Gain bandwidth 50-60 nm ASE data for 1 mm LD, 50 mA
Gain for AR coated LD 15 dB Experimental data for SOA
Linewidth enhancement factor α 2-5 Conventional theoretical value
SA lifetime (hole lifetime) tSA < 10 ps −2 V reverse bias
SA absorption coefficient (unsatu-
rated value)
α0 230 cm−1 Experimental data
SA section length LSA 30-40 µm
Saturation energy of absorber ESA
S
0.5-1 pJ Experimental data
Beam divergence (horizontal) ϑh 20 degree Experimental data
Beam divergence (vertical) ϑv 25 degree Experimental data
Gain, SA separation resistance Rs 1000 Ω Typical value
Device resistance Rd 7 Ω Typical value for 500 µm LD
Dispersion at 1552 nm D < −16.8± 1.7 fs/nm Four times larger than 900 µm
MQW SOAs [79, p.76]
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Related Presentations and
Publications
H.1 Presentations
L. A. Jiang, M. E. Grein, B. S. Robinson, E. P. Ippen, and H. A. Haus. Experimental
demonstration of a timing jitter eater. To be presented at CLEO 2002.
M. E. Grein, L. A. Jiang, H. A. Haus, E. P. Ippen, C. McNeilage, and J. Searls.
Experimental observation of quantum-limited jitter in an active, harmonically
modelocked fiber laser. To be presented at CLEO 2002.
M. E. Grein, L. A. Jiang, H. A. Haus, and E. P. Ippen. Timing jitter in modelocked
lasers. LEOS 2001. MO1 (invited) San Diego, California. Technical Digest,
p.113-114.
L. A. Jiang, M. E. Grein, J. M. Fini, E. P. Ippen and H. A. Haus. Noise of harmon-
ically modelocked lasers. Gordon Conference on Nonlinear Optics 2001 L. A.
Jiang M. E. Grein, and E. P. Ippen. Complete pulse characterization through
optical correlations and genetic algorithms. CLEO 2001. CWA15. Technical
Digest, p.276-277
L. A. Jiang, M. E. Grein, E. P. Ippen, and H. A. Haus. Noise of Modelocked Laser
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Diodes. ISLC 2000. ThB5. Laser Dynamics. Monterey, California.
L. A. Jiang, M. E. Grein, E. P. Ippen, H. A. Haus, T. Shimizu, H. Kurita, and H.
Yokoyama. Noise measurements of a 45 GHz mode-locked laser diode. CLEO
2000. CMS2. High Speed Semiconductor Lasers.
L. Jiang, E. Ippen, S. Diez, C. Schmidt, H.G. Weber. Wavelength and Intensity
Sampling of Optical Signals using Semiconductor Optical Amplifiers. CLEO
1999. CThL6. Ultrashort Pulse Generation I.
H.2 Publications
L. A. Jiang, M. E. Grein, E. P. Ippen, “Region of validity for residual phase noise
measurements of actively modelocked lasers.” Submitted to Electronics Letters.
K. S. Abedin, J. T. Gopinath, L. A. Jiang, H. A. Haus, and E. P. Ippen. “Self-
stabilized harmonic passively mode-locked stretched pulse Erbium fiber ring
laser”, submitted to Optics Letters.
L. A. Jiang and E. P. Ippen, “Expansion of frequency resolved optical gating spec-
trograms with Hermite-Gaussian functions.” To be published.
L. A. Jiang, M. E. Grein, J. M. Fini, F. Rana, R. J. Ram, H. A. Haus, and E. P.
Ippen, “Noise of harmonically modelocked lasers.” To be published.
M. E. Grein, L. A. Jiang, H. A. Haus, and E. P. Ippen, “Quantum-limited timing
jitter in actively modelocked fiber lasers.” To appear in Optics Letters.
F. Rana, H. L. T. Lee, M. E. Grein, L. A. Jiang, and R. J. Ram, “Characterization
of the noise and correlations in harmonically mode-locked lasers.” Submitted
to JOSA B
L. A. Jiang, K. S. Abedin, M. E. Grein, and E. P. Ippen. “Timing jitter reduction in
modelocked semiconductor lasers with photon seeding,” Applied Physics Letters
80(10): 1707-1709 (2002).
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L. A. Jiang, M. E. Grein, S. T. Wong, H. A. Haus, and E. P. Ippen, “Measuring
timing jitter with optical cross-correlations.” Submitted to IEEE Journal of
Quantum Electronics.
L. A. Jiang, M. E. Grein, E. P. Ippen, C. McNeilage, J. Searls, and H. Yokoyama,
“Quantum-limited noise performance of a mode-locked laser diode,” Optics Let-
ters 27(1):49-51 (2002).
M. E. Grein, H. A. Haus, L. A. Jiang, and E. P. Ippen, “Action on pulse position and
momentum using dispersion and phase modulation,” Opt. Express 8, 664–669
(2001).
L. A. Jiang, M. E. Grein, H. A. Haus, and E. P. Ippen, “Noise of mode-locked
semiconductor lasers,” IEEE J. Select. Topics Quantum Electron. 7, 159–167
(2001).
L. A. Jiang, E. P. Ippen, U. Feiste, S. Diez, E. Hilliger, C. Schmidt, and H. G. Weber,
“Sampling Pulses with Semiconductor Optical Amplifiers,” IEEE J. Quantum
Electron. 37, 118–126 (2001).
M. E. Grein, L. A. Jiang, Y. Chen, H. A. Haus, and E. P. Ippen, “Timing restoration
dynamics in an actively mode-locked fiber ring laser,” Opt. Lett. 24, 1687–1689
(1999).
S. Diez, C. Schmidt, D. Hoffmann, C. Bornholdt, B. Sartorius, H. G. Weber, L. A.
Jiang and A. Krotkus, “Simultaneous sampling of optical pulse intensities and
wavelengths by four-wave mixing in a semiconductor optical amplifier,” Appl.
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