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In Chapter one of this report we define Fredholm integral
equations of the second kind, Volterra integral equations of
the second kind and differentiate between the two of them
and explain why integral equations are important. In Chapter
two we discuss numerical procedures to integral equations.
The equations we used in this report are of two types: (1)
Fredholm equations and (2) Volterra equations. The methods
we used for Fredholm equations are: (i) Simpson's rule, (ii)
Trapezoidal rule, (iii) Weddle's rule, (iv) the Collocation
method, and (iv) the Galerkin method.
For Volterra equations we used the successive approxima¬
tion method with (i) Simpson's rule, (ii) Trapezoidal rule
and (iii) Weddle's rule to evaluate the integrals.
In both Fredholm and Volterra integral equations we have
the forcing term to be random. Our simulation results are
presented in tables and graphs.
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The solution of several applied problems in physics,
engineering, biology and health sciences can be reduced to
the solution of integral equations. In recent years, the
need to the numerical solution of integral equations has led
to the progressive development of several numerical methods.
We refer to Baker [1], Goldberg [5], Tokes and Padgett [13]
and Jerri [9] for several numerical methods of integral
equations. Several of the numerical methods developed so
far were found to present disadvantages due to their com¬
plicity, low degree of accuracy and limitation. In this
report we restrict our attention to linear Fredholm integral
equations of the second kind and linear Volterra integral
equations of the second kind.
An IntZQfiat equation is an equation in which the unknown
function u(x) appears under an integral sign. A general
example of an integral equation in u(x) is
u(x) = F(x) + /K(x,t)u(t)dt, (1.1)
where K(x,t) is a function of two variables called the
kzKnzl or nuctzLU of the integral equation and F{x), the
^ofLc^ng tzn.m.




H(x)u(x) = F(x) + / K(x,t) u(t) dt. (1.2)
a
Equation (1.2) is called a VottO-Kfia lnte.gA.aZ equation when
b(x) = X, that is,
X
H(x)u(x) = F(x) + / K(x,t)u(t)dt. (1.3)
a
When H(x) = 0, equation (1.3) is called a VoZte.fiA.a ZnttgAaZ
e.quLatlon ol the. iZK.i>t kind, that is
X
-F(x) = / K(x,t)u(t)dt. (1.4)
a
Equation (1.3) is called a VoZteA.A.a tnte.gA.aZ equation the
second kind when H(x) = 1, that is,
I
X
u(x) = F(x) + / K(x,t)u(t)dt. (1.5)
a
The integral equation (1.2) is called a fAedhoZm Inte-
gA.aZ equation when b(x) = b, a constant, that is,
b
H(x)u(x) = F(x) + / K(x,t)u(t)dt. (1.6)
a
Equation (1.6) is called a fAedhoZm IntegAaZ equation o^ the
^lA.6t and second kind when H(x) = 0 and H(x) = 1, respec¬
tively :
b
-F(x) = / K(x,t)u(t)dt, (1.7)
a
b
u(x) = F(x) + / K(x,t)u(t)dt. (1.8)
a
In the case of either the Volterra integral equation (1.3)
and Fredholm integral equation (1.6), the equation is termed
homog^moui when the forcing term F(x) = 0.
An integral equation, like other equations, is termed
linear in u(x) if when u^(x) and U2(x) are solutions, their
linear combination c^u^(x) + C2U2(x) is also a solution.
The integral equation formulation of physical problems
proves to be more elegant and compact than the differential
equation formulation, since the auxiliary initial and boun¬
dary conditions are automatically satisfied in the integral
formulation. Also, the form of the solution of an integral
equation is often more suitable for today's extremely fast
machine computation. The advantage of the integral repre¬
sentation for a variety of problems is witnessed by the
increasing frequency of the integral equations in the litera
ture and in many recent texts on methods of advanced applied
mathematics.
1.2. NUMERICAL PROCEDURES
In the literature we have several numerical procedures
to the integral equation. Some of the procedures for the
Fredholm integral equation are:
(1) Collocation Method,
(2) Galerkin Method,
(3) Analytical and Semianalytical Methods,
(4) Kernel Approximation Method,
(5) Projection Method,
(6) Least Square Method,
(7) Quadrature Method,
4
(8) Chebyshev Approximation Method,
(9) Iterative Method,
(10) Numerical Integration, etc.
Some of the procedures for the Volterra integral equa¬
tions are:
(1) Volterra and Initial Value Method,
(2) Lobatto Quadrature Method,
(3) Chebyshev Approximation Method,
(4) Successive Approximation Method,
(5) Newton's Method, etc.
In this report we will discuss some of these above
methods. We organized our report as follows: In Chapter
two we discuss some of the above numerical methods for
Fredholm integral equations and the Volterra integral equa¬
tion. In Chapter three we present a few examples to illu¬
strate the numerical procedures. In our examples we take
the forcing terms to be (i) deterministic and (ii) random
functions. We present our result in terms of computer
generated data and graphs. In the Appendix we list our com¬
puter programs written in Pascal. We used the Atlanta
University Vax-11/780 to run our programs and several soft¬
wares to draw the graphs.
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CHAPTER 2
DISCUSSION ON NUMERICAL PROCEDURES
TO LINEAR INTEGRAL EQUATIONS
2.1. INTRODUCTION
In this chapter we discuss, in some detail, the numeri¬
cal procedures of integral equations. Since few of the
Fredholm and Volterra equations encountered in practice can
be solved explicitly, it is often necessary to resort to
numerical techniques. There are many alternatives available
as we shall see, we will concentrate here on the underlying
ideals on which these methods are based. In order to bring
out the essential ideas clearly and to avoid unnecessary
complications we use the simplest setting and consider the
equation
b (x)
u(x) = f(x) + / K(x,t)u(t)dt, 0 s b(x) < B. (2.1)
0
We assume the following conditions for the existence of the
solutions.(i)f(x) is a continuous function in 0 < b{x) < B(ii)the kernel K{x,t,u(t)) is continuous inO <t<x<B
and < u < “(iii)the kernel satisfies the Lipschitz condition
|K(x,t,u')-K(x,t,u")1 <L|u'-u"|, (2.2)
for all 0 < t < X < B, and u',u".
We begin our discussion in this chapter by presenting a
6
rather simple and intuitively reasonable method based on the
numerical integration. Methods based on more accurate inte¬
gration are also investigated. The results suggest the pos¬
sibility of using various standard numerical integration
techniques for approximate solutions of Fredholm and Volterra
equations. In Section 2.2 we present numerical methods to
Fredholm integral equations of the second kind. Section 2.3
contains numerical methods to Volterra integral equations
of the second kind.
2.2. NUMERICAL METHOD TO FREDHOLM INTEGRAL EQUATIONS OF
THE SECOND KIND
Consider the non-homogeneous Fredholm equation of the
second kind:
b
u{x) = f(x) + A / K(x,t)u(t)dt, (2.3)
a
where f(x), the forcing term, and K(x,t), the kernel, is
known. By the method of nxamerical analysis the unknown
terra u(x) can be determined. In the following we use
numerical integration methods in determining the unknown
term u(x).
2.2.1. THE SIMPSON'S RULE
In this section we discuss the Simpson's Rule from
Jerri [9], Equation (2.3) by Simpson's rule reduces to
u(x^) = f(x^) + X (b-a)/3*n[K(x^,tQ) uCt^) + 4K (x^ , t^) u (t^)
+ 2K(x^,t2)u(t2) + 4K(x^,t2)uCtj) + ...
+ 4K(x^,t^_^) u(t^_^) + K(x^,t^) u(tj^) ] (2.4)
i = 0,1,...,n. We will refer to the function values at x^^ or
t^ as u(Xj^) = u^ or u{t^) = u^, f(x^) = f^, and the value
of the kernel K(x,t) at (x.
the Simpson's rule becomes
(x^,tj) as K(x^,tj) = j. Hence,
u^ = f^ + X (b-a)/3*n [K^qUq + 4K^^u^ + 2K^2^2 ^*^13^3 **'
+ 4K. , u , + K. u ]i,n-l n-1 in n (2.5)
Let At = (b-a)/3*n. Applying the Simpson's rule to (2.3) we
get
+ 4K„ ,u , + K„ u ]0,n-l n-1 On n-*
Uj^ = f^ + XAtlK^QUQ + 4K^j^u^ + 2K^2^2 ^ ^^13^3
+ 4Kt ,u , + K, u ]l,n-l n-1 In n
^2 ^2 ^^^^^20^2 ^^21^1 ^^22^2 '*^23'^3
+ 4K^ ■*■ ^9r,^r,]n*"! ^Ti n
u = f + XAt[K -U,, + 4K ,u, + 2K ^U- + 4K ,u, + ...
n n nO 0 nl 1 n2 2 n3 3
Transforming all terms involving the solution u to the left
side of (2.6) we get
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(l-XAtKQQ)UQ - 4AAtKQ^u^ - 2AAtKQ2u2 - ^XAtK^^u^
•AAtK^^UQ + (l-4XAtKj^^) - 2XAtKj^2’^2 ~ 4XAtKj^2'^3
- 4XAtK,
^ ,u , - XAtKi u = f,l,n-l n-1 In n 1
■XAtK2QUQ - 4XAtK22^Uj^ + (l-2XAtK22) ^2 “ 4XAtK22U2
- 4XAtK« ,u , - XAtK.. u = f.,2,n-1 n-1 2n n 2
-XAtK _u„ - 4XAtK ,u, - 2XAtK - 4XAtK
nO 0 nl 1 n2 2 n3 3
- 4XAtK ,u , + (l-XAtK = f„n,n-l n-1 nn' n n (2.7)
which can be written in matrix form as
Ku = F, (2.8)






























is the matrix of the homogeneous part.
2.2.2. THE TRAPEZOIDAL RULE
The trapezoidal rule to (2.3) from Fox [4] is given by
u. = f. -f lAt[| + I K.^u^l
(2.9)
where At = (b-a)/n and i = 0,1,...,n. Applying the trape¬
zoidal rule to (2.3) we get
u^ - ^1 ^10'^0‘^^ll'^l'^^12^2'''* "■’■^l,n-l^n-l ^In'^n^
^^2 “ ^2 ^20^0'‘'^21^l'^^22^2''’'• •■'■^2,n-l%-l ■’’I? ^2,n%^
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^n-1 " ^n-1 ^n-1,0^0 ^n-l,l'^l ^n-1,2'^2
+ • • • ^n-l,n-l^n-l ''■ 2 ^n-l,n%^
% ^ ^nO'^0 ■'■ ^n,l^l ^n2^2 ■‘’ • • •
+ K
^ ^ 1 u , + 4 K u ] .n,n-l n-1 2 n,n n (2.10)
Transforming all terms involving the solution u to the left
side of (2.10) we get,
(1 -
AAt
2 ^00^ ^0 ^^^^01^1 ^AtKQ2U2 - ... -
AAt
^0n% = fo
2 ^10^0 XAtK^2^2 “ ••• " ^^^^l,n-l%-l
- u = f,2 In n 1
AAt
Vl,0^0 - ^^^Vl,l^l - ^^^^n-1,2^2 - •••
+ (1 - AAtK - T)u ,n-1,n-1 n-1
AAt
K . u = f ,
n-l,n n n-1
AAt
^ K _u„ - AAtK ,u, - AAtK -u- - ... - AAtK -u ,2 nO 0 nl 1 n,2 2 n,n-l n-1
+ (1 - K „)u = f2 nn' n n (2.11)
which can be written in matrix form as
Ku = F, (2.12)






































is the matrix of the non-homogeneous part.
2.2.3. WEDDLE’S RULE
The Weddle's rule from Schied [11] is given by
u. = f. + AAt[K.-Urt + 5K.,Ut + K.^u„ + 6K.^u^ + K..u.
1 1 lO 0 il 1 i2 2 i3 3 i4 4
+ 5K._Uc + 2K.,u^ + ... + K. u ],i5 5 i6 6 in n '
where At = 3(b-a)/10*n, that is,
n










Applying Weddle's rule to (2.3) we get.
Uq fQ + XAt[KQQUQ + + Kq2'^2 ^^03^3 ^04^4
^^05^5 ^^6^6
^1 ^1 ^^11^1 ^12'^2 ■'■ ®^13’^3 ^14^4
+ 5K, .u. + 2K. ,.u^ +.. + K, u ]15 5 16 6 In n
u 1 = f 1 + XAt[K , „u_ + 5K , ,Ut + K , -u- + 6K , ^U-n-1 n-1 n-1,0 0 n-1,1 1 n-1,2 2 n-1,3 3
+ K T .u. + 5K , + 2K , + • • •n-1,4 4 n-1,5 5 n-1,6 6
+ K T u ]n-l,n n-*
u = f + XAtiK ,,u„ + 5K ^u, + K oU_ + 6K _u^ + K .u.n n nO 0 nl 1 n2 2 n3 3 n4 4
+ SK^jUj + 2K^5Ug + ... + K^„U„] (2.14)
Transforming all terms involving the solution u to the left
side of (2.14) we get
(l-XAtKQQ)uQ - 5XAtKQ^Uj^ - AAtKQ2U2 “ 6AAtKQ2U3 - AAtKp^u^
5AAtKQ^Ug - 2AAtKQgUg - ... - AAtKQ^^u^ fp
13
•AAtK^QU^ + (l-5AAtKj^^) - XAtK^2’^2 “ 6XAtKj^2^3 ~ AAtK^^u^
- SXAtK^u. - 2AAtK, ,u^ - ... - AAtK^ u = f,15 5 16 6 In n 1
-lAtK n - sAAtK tU, - AAtK -U- - 6AAtK - AAtK .u.nO 0 n,l 1 n,2 2 n,3 3 n,4 4
- SAAtK u. - 2AAtK„ .u, - ... + (l-AAtK„„)u^ = fn,DD n,o6 nn n n
(2.15)
which can be written in matrix form as follows:
Ku = F, (2.16)


























is the matrix of the non-homogeneous part.
2.2.4. THE COLLOCATION METHOD
The collocation method from Jacobs [7] is given by
n n
E a.()).(x) = f(x) + X / K(x,t) Z a.(J).(t)dt (2.17)
j=0 3^3 j=0 1":
where a^'s are constants and the t})^ are any known linearly
independent functions. Applying the collocation method to
(2.3) we get
n bn
E a.(J>.(x) = f(x) + Xf K(x,t) E a.(|).(t)dt. (2.18)
j=0 3 3 j=0 3 3
We solve for the constants a.'s. After the a.'s have been
3 3
solved
u(x) = aQ(})Q(x) + aj^<})^(x) + ... + a^(j)^(x)
n
= E a.<}>.(x) (2.19)
j=0
Now solving (2.18) we get
aQ(j)Q(x) + a^(j)j^(x) + ... + a^4)^(x) = f(x)
+ Xf K(x,t) (aQ(f)Q (t) + a^(f)^(t) + ... + a^(j)^(t))dt
(2.20)
Transforming the (P's the left side of (2.20) we have
b b
a 14) (x) ~ Xf K(x,t)4.Q(t)dt] + aj^[c|)^(x)- X/ K(x,t) (j)^(t)dt]
a a
b
+ ... + aj^[4)^(x) - Xf K(x,t) (P^(t)dt] = f(x) (2.21)
since the <()' s and K(x,t) are known, the above integrals can
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be evaluated by any of the previous method. By substituting
n+1 different values for x within the interval we get an
(n+1) X (n+1) matrix. Thus we have the form
A<p = F, (2.22)
where A is the coefficient matrix, 4) is the solution matrix
and F is the matrix of the non-homogeneous part. The solu¬
tion of (2.3) namely u(x) is given by (2.19).
2.2.5. THE GALERKIN METHOD
The Galerkin approximate method from Jacobs [7] is given
by
b n b n b
/ ij;.(x)[ E (t).(x)-/ K(x,t) E a .<}) . (t) dt] dx = / 4;.(x)f(x)dx
a ^ j=0 ^ a j=0 ^ ^ a ^
(2.23)
where a.'s are constants and (b.'s, \b . ' s are known linearly
3 3 3
independent functions. The Galerkin method is a variation
of the Collocation method. From (2.21) of the Collocation
method we have
b b
aQl4iQ(x)-X / K(x,t)<})Q(t)dt] + - X f K(x, t) (t) dtj
a a
b
+ . . . + anl4>j^(x)- X / K(x,t) (})j^(t)dt] = f (x) .
3
From the Galerkin method multiply both sides of (2.21) by
n




Sq / [(t)Q (x) - X / K(x,t) ({)q (t)dt]dx
cl Si
b b





+ an / r(j)n(x)-X / K(x, t) 4)n(t) dt] dx
a a
b
= / ij;^f(x)dx, (2.24)
a
where i = 0,1,...,n. Equation (2.24) will yield n+1 equa¬
tions with n+1 unknown constants. In matrix form (2.24)
reduces to
A(t) = F, (2.25)
where A is the coefficient matrix, (j) is the solution matrix
and F is the matrix of the non-homogeneous part. The solu¬
tion of (2.3) is given by (2.19)
n
u(x) = Z a .(J) . (x) .
j=0 J J
2.3. NUMERICAL METHOD TO VOLTERRA INTEGRAL EQUATION OF THE
SECOND KIND
In this section we discuss the successive approximation
methods.
2.3.1. SUCCESSIVE APPROXIMATION
The method of successive approximation is based on the
given equation instead of manipulation of the constraints in
their matrices. This is done by substituting a zeroth
approximation Uq(x) in the integral
17
X




(x) = f(x) + X/ K(x,t)U-(t)dt k = 1,2,...,n (2.27)
0 ^
Then Uj^(x) is substituted again in the integral of (2.26) to
obtain a second approximation U2(x),
X
u^(x) = f(x) + X/ K(x,t)u,(t)dt. (2.28)
0
This process can be continued to obtain the nth approximation
X
u (x) = f(x) + X / K(x,t)u -(t)dt. (2.29)
n
Q n 1
Then determine whether ^^^(x) approaches the solution u(x)
as n increases.
It turns out that if f(x) is continuous for 0 ^ x ^ B
and if K(x,t) is also continuous for 0 s x ^ B and 0 < t ^ x,
then it can be proved that the sequence u^(x) will converge
to the solution u(x) given by (2.26). For our numerical pro¬
cedure we use(i)Simpson's rule,(ii)Trapezoidal rule, and(iii)Weddle's rule




NUMERICAL SOLUTION TO LINEAR RANDOM INTEGRAL EQUATIONS
3.1. INTRODUCTION
In this chapter we consider random integral equations
and obtain its solution numerically. We use the term random
equation in this context to describe an operator equation
in which certain complements such as coefficients, kernels,
non-homogeneous terms or forcing functions and initial and/or
boundary data are either random variables or random func¬
tions. The probabilistic analog of the Fredholm integral
equation is of the form
b
u{x,w) = F{x,w) + / K(x,t,u))u(t,u))dt, (3.1)
a
where K(x,t,a)) is the random kernel, that is a two parameter
random function or random field defined on [a,b] x [a,b] x
and F{x,a)) is the random forcing function defined on
[a,b] X n. The parameter oj is an element of a given proba¬
bility measure space (f2,A,y) and u(x,a)) is the random func¬
tion referred to as the solution of the integral equation.
Similarly the random version of Volterra integral equation
is given by
X
u(x,a)) = F(x,oo) + / K (x,t,a)) u (t,to) dt. (3.2)
a
In our following examples we assume the solution of the
integral equation exists with probability one.












e N(| x^ + i x
(ii) F (x,u)) 2^1e N (^ X + 2 ^
(iii) F(x,a)) e N(- x^ +
(iv) F(x,(o) € N(- 7 + f
We notice that E(u(x,co)) =
E(u(x,cj)) = X for (ii) and
- I , (0.01)2)
- I , (0.1)2)
X - i , (0.01)2)
X - I , (0.1)2).
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(x-t) 2u (t ,00) dt,
where,
(i) F(x,a)) e N(x2 - A x^, (0.01)2)
(ii) F(x,(jo) e N(x2 - x^, (0.1)2)
(iii) F(x,a)) e N(x - x^, (0.01)2)
(iv) F(x,(jj) e N(x - x^, (0.1)2).
2
We notice that E(u(x,a))) = x for (i) and (ii) and
E(u(x,a)))= X for (iii) and (iv) .
For Examples 3.1 and 3.2 we have obtained numerical solu¬
tions by following the methods in Section 2.2 and 2.3. Using
the IMSL subroutines we generated the random functions F(x,(i))
for the Examples 3.1 and 3.2. Our simulated results are
20
presented in Table 3.1 - Table 3.48. These results are
based on 200 samples. In Example 3.2 the sample iteration
was repeated until ju (x,u)) - u (x^aj) j < 1 x 10 where
K represents the consecutive values of u at any given point
X.
3.2. Conclusion and Discussion
Based on our simulation, we discuss our Examples 3.1 and
3.2 in the following.
Our result for the five methods in Section 2.2 for the
Fredholm integral equation of the second kind are given in(i)Tables 3.1 - 3.30 and (ii) Figures 3.1 - 3.30. Our
Tables 3.1 - 3.6 contain the result for Simpson's rule in
the following order:
(i) E(u(x,to)) = X for F(x,u)) e N(- ^ x^ + j x - j , (0.01)^)
(ii) E(u(x,a))) = x for F(x,a)) e N(- ^ x^ + |- x - , (0.1)^)
(iii) E(u(x,a))) = x^ for F(x,aj) e N (j x^ + j x - ^ , (0.01)^)
(iv) E(u(x,a))) = x^ for F(x,a)) e N (|- x^ + i x - i , (0.1)^)(v)u(x) = X the deterministic case
2(vi)u(x) = X the deterministic case.
Similarly Tables 3.7 - 3.12, Tables 3.13 - 3.18, Tables 3.19 -
3.24 and Tables 3.25 - 3.30 for Trapezoidal rule, Weddle's
rule, the Collocation method and the Galerkin method respec¬
tively. In our graphs, □ represents solution of the mean
equation and A represents mean of the solution. In comparison
of the error graphs, 0 represents mean error when
F(x,a)) e N(g^(x), (0.01) ) and a represents mean of error
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when F(x,a)) e N (g^ (x) , (0.1) ^) where gj^(x) = - ^ x^ + |- x - ^ and
g2 (x) = 'jx^+^x--^ for i = 1,2.
Figures 3.1 - 3.6 are the results yielded by Simpson's
rule. Figures 3.7 - 3.12 are the results yielded by the
Trapezoidal rule. Figures 3.13 - 3.18 are the results yielded
by Weddle's rule. Figures 3.19 - 3.24 are the results yielded
by the Collocation method and Figures 3.25 - 3.30 are the
results yielded by the Galerkin method.
For the deterministic case all of the methods were good
except for Weddle's rule. We note that the Simpson's rule is
the best among all the rules and the Collocation method is
very close to the Simpson's rule as can be seen from Tables
3.5 and 3.6 for Simpson's rule and Tables 3.23 and 3.24 of
the Collocation method, which are accurate within six
decimals. Secondly we notice that the Galerkin method is
accurate within 4 to 5 decimals while the Trapezoidal method
is accurate within 3 to 4 decimals. Lastly we notice that
Weddle's rule is only accurate within 1 to 2 decimals, as can
be seen from Tables 3.17 and 3.18. In the random case our
order changes a little. Overall we notice that the Colloca¬
tion method is best. However, the Collocation method, Simp¬
son's rule. Trapezoidal rule are all close as can be seen by
Figures 3.1 - 3.12 and 3.19 - 3.24. Note that in Figures
3.25 - 3.28 the Galerkin method appears to yield good results
but from the error graph in Figures 3.29 and 3.30 we see
that the Galerkin method fluctuates a great deal when.
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F(x,co) e N(- + -I X - , (0.1)^) and
F(x,co) e N(| x^ + i X - I , (0.1)^).
Weddle's rule from Figures 3.17 and 3.18 is not as good at
the endpoints for
F(x,a)) e N(| x^ + I X - I , (0.01)^)
F(x,a)) e N(| x^ + ^ x - i , (0.1)^)
F(x,co) e N(- I x^ + I X - i , (0.01)^)
F{x,(o) € N(- I x^ + I X - , (0.1)^).
We notice that the variances of u(x,u)) are small when
2
Var(F(x,a))) = (0.01) and increases if Var(F(x,co)) increases.
For the random Volterra integral equations of the
second kind the Successive Approximation method was used.
To evaluate the integrals of the successive approximation
method three methods were used:(i)Simpson's rule(ii)Trapezoidal rule(iii)Weddle's rule.
Tables 3.31 - 3.36 are the results yielded by the successive
approximation with the Trapezoidal rule to evaluate the
integrals. Tables 3.37 - 3.42 are the results yielded by the
successive approximation with Weddle's rule to .evaluate the
integrals and Tables 3.43 - 3.48 are the results yielded by
the successive approximation with the Simpson's rule to
23
evaluate the integrals. In our graphs □ represents solu¬
tion of the mean equation and A represents mean of the solu¬
tion. In the comparison of the error graphs □ represents
2
mean error when F(x,w) e N(h^(x), (0.01) ) and A represents
mean error when F{x,aj) e (h^ (x) , (0.1)^), where
... 14 2 15
h^(x) = X - Y2 ^ h2 (x) = X - -Jq X
for i = 1,2. Figures 3.31 - 3.36 represent the successive
approximation using Simpson's rule, Figures 3.37 - 3.42
represent Trapezoidal rule and Figures 3.43 - 3.48 represent
Weddle's rule to evaluate the integrals. By observing the
graphs listed above we cannot determine which procedure
yielded the best results because of the closeness of the
graphs. However, from the tables we see that Simpson's rule
produced the best results followed by the Trapezoidal rule
and Weddle's rule. Notice that although Simpson's rule pro¬
duced the best results but all three of the methods are
within three decimals of each other. Thus from the graphs
and tables there are no real significance between the three
methods. In the deterministic case the Simpson's rule and
the Trapezoidal rule are both good. Simpson's rule yielded
2
better results than Trapezoxdal rule for u(x) = x but
the Trapezoidal rule yielded better results for u(x) = x.
However, Simpson's and Trapezoidal rule are nearly the same
up to about the fourth decimals. Weddle's rule is the worst
of the three but is not far off as can be observed by
Tables 3.41 and 3.42. Thus all three methods are good for
24
deterministic case. We notice that the variance of u(x,uj)
2
is smaller when E(F(x,a))) = (0.01) and it grows when
Var(F(x,a))) increases.
We have also included a list of programs at the end of
this report for the Fredholm and Successive Approximation.
Programs 1-5 are to evaluate Fredholm integral equations
2
with random forcing terms when E(u{x,a))) = x . Programs 6-8
are to evaluate Volterra integral equations when
2
E(u(x,ai)) = X . These programs can be easily modified to
get solutions when E(u(x,a))) = x.
We conclude that the numerical procedures presented in
this report can be applied to any applied problems to
evaluate the statistical parameters and statistical distri¬
butions .
25
















0.00 0.000000000 0.000131830 0.009823672 0.013282439
0.05 0.050000001 0.050126445 0.009423711 0.012741656
0.10 0.100000001 0.100121677 0.009065853 0.012257797
0.15 0.150000006 0.150117442 0.008750095 0.011830863
0.20 0.200000003 0.200113788 0.008476437 0.011460852
0.25 0.250000000 0.250110656 0.008244872 0.011147760
0.30 0.300000012 0.300108105 0.008055417 0.010891599
0.35 0.350000024 0.350106090 0.007908057 0.010692358
0.40 0.400000036 0.400104702 0.007802814 0.010550057
0.45 0.450000048 0.450103998 0.007739654 0.010464671
0.50 0.500000060 0.500103712 0.007718603 0.010436201
0.55 0.550000072 0.550103962 0.007739655 0.010464668
0.60 0.600000083 0.600104928 0.007802811 0.010550058
0.65 0.650000095 0.650106132 0.007908070 0.010692363
0.70 0.700000107 0.700108171 0.008055430 0.010891614
0.75 0.750000119 0.750110447 0.008244879 0.011147779
0.80 0.800000131 0.800113678 0.008476433 0.011460846
0.85 0.850000143 0.850117564 0.008750092 0.011830865
0.90 0.900000155 0.900121868 0.009065861 0.012257803
0.95 0.950000167 0.950126708 0.009423719 0.012741664
1.00 1.000000119 1.000132084 0.009823684 0.013282448
Table 3.2. Simpson's Rule
Example 3.1 (iv)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.011035566 0.098717578 0.127290353
0.05 0.050000001 0.060586218 0.094698392 0.122107819
0.10 0.100000001 0.110184260 0.091102235 0.117470823
0.15 0.150000006 0.159829572 0.087929159 0.113379337
0.20 0.200000003 0.209522173 0.085179187 0.109833419
0.25 0.250000000 0.259262055 0.082852259 0.106832959
0.30 0.300000012 0.309049159 0.080948427 0.104378097
0.35 0.350000024 0.358883500 0.079467647 0.102468729
0.40 0.400000036 0.408765435 0.078409970 0.101104900
0.45 0.450000048 0.458694577 0.077775352 0.100286610
0.50 0.500000060 0.508670747 0.077563837 0.100013830
0.55 0.550000072 0.558694541 0.077775352 0.100286610
0.60 0.600000083 0.608765543 0.078409970 0.101104937
0.65 0.650000095 0.658883512 0.079467677 0.102468699
0.70 0.700000107 0.709048986 0.080948412 0.104378067
0.75 0.750000119 0.759261727 0.082852237 0.106832974
0.80 0.800000131 0.809522033 0.085179187 0.109833382
0.85 0.850000143 0.859829664 0.087929182 0.113379322
0.90 0.900000155 0.910184145 0.091102250 0.117470816
0.95 0.950000167 0.960586071 0.094698422 0.122107841
1.00 1.000000119 1.011035562 0.098717615 0.127290338















0.00 0.000000000 0.000085029 0.010694096 0.013788273
0.05 0.002500000 0.002581539 0.010258701 0.013226894
0.10 0.010000001 0.010078478 0.009869126 0.012724604
0.15 0.022500001 0.022575730 0.009525389 0.012281411
0.20 0.040000003 0.040073320 0.009227483 0.011897310
0.25 0.062500000 0.062571347 0.008975407 0.011572300
0.30 0.090000004 0.090069659 0.008769162 0.011306383
0.35 0.122500017 0.122568458 0.008608753 0.011099559
0.40 0.160000026 0.160067514 0.008494179 0.010951827
0.45 0.202500045 0.202567026 0.008425426 0.010863188
0.50 0.250000060 0.250066847 0.008402512 0.010833641
0.55 0.302500069 0.302567035 0.008425429 0.010863187
0.60 0.360000104 0.360067636 0.008494180 0.010951829
0.65 0.422500134 0.422568500 0.008608758 0.011099556
0.70 0.490000159 0.490069777 0.008769169 0.011306381
0.75 0.562500179 0.562571645 0.008975415 0.011572299
0.80 0.640000224 0.640073597 0.009227498 0.011897310
0.85 0.722500265 0.722576082 0.009525402 0.012281413
0.90 0.810000300 0.810078859 0.009869142 0.012724607
0.95 0.902500331 0.902581990 0.010258717 0.013226898
1.00 1.000000238 1.000085115 0.010694113 0.013788275
Table 3.4, Simpson's Rule
Example 3 .1 (ii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.011036775 0.098717578 0.127290353
0.05 0.002500000 0.013087395 0.094698370 0.122107826
0.10 0.010000001 0.020185368 0.091102198 0.117470823
0.15 0.022500001 0.032330610 0.087929145 0.113379344
0.20 0.040000003 0.049523126 0.085179165 0.109833419
0.25 0.062500000 0.071762979 0.082852229 0.106832974
0.30 0.090000004 0.099050149 0.080948412 0.104378082
0.35 0.122500017 0.131384596 0.079467617 0.102468722
0.40 0.160000026 0.168766290 0.078409933 0.101104893
0.45 0.202500045 0.211195469 0.077775314 0.100286603
0.50 0.250000060 0.258671701 0.077563822 0.100013845
0.55 0.302500069 0.311195493 0.077775329 0.100286596
0.60 0.360000104 0.368766487 0.078409947 0.101104900
0.65 0.422500134 0.431384504 0.079467639 0.102468699
0.70 0.490000159 0.499050111 0.080948383 0.104378060
0.75 0.562500179 0.571763158 0.082852259 0.106832974
0.80 0.640000224 0.649523497 0.085179135 0.109833390
0.85 0.722500265 0.732330680 0.087929174 0.113379337
0.90 0.810000300 0.820185483 0.091102228 0.117470816
0.95 0.902500331 0.913087547 0.094698355 0.122107826
1.00 1.000000238 1.011036754 0.098717578 0.127290353
Table 3.5 Simpson's Rule
Example 3 . 1 F {x,co) = F{X) = - 1 x2 + i2 3
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 0.000000142 0.000000142
0.05 0.050000001 0.050000079 0.000000078
0.10 0.100000001 0.100000121 0.000000119
0.15 0.150000006 0.150000110 0.000000104
0.20 0.200000003 0.200000107 0.000000104
0.25 0.250000000 0.250000030 0.000000030
0.30 0.300000012 0.300000101 O.OOQQQOOaS
0.35 0.350000024 0.350000054 0.000000030
0.40 0.400000036 0.400000125 0.000000089
0.45 0.450000048 0.450000167 0.000000119
0.50 0.500000060 0.500000179 0.000000119
0.55 0.550000072 0.550000250 0.000000179
0.60 0.600000083 0.600000083 0.000000000
0.65 0.650000095 0.650000095 0.000000000
0.70 0.700000107 0.699999988 0.000000119
0.75 0.750000119 0.750000179 0.000000060
0.80 0.800000131 0.800000012 0.000000119
0.85 0.850000143 0.850000143 0.000000000
0.90 0.900000155 0.900000274 0.000000119
0.95 0.950000167 0.950000286 0.000000119
1.00 1.000000119 1.000000000 0.00QQQQ119
Table 3.6. Simpson's Rule
Example 3. 1 F(x,co) = F(x) = 1 x^ + 1 X
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 0.000001315 0.000001315
0.05 0.002500000 0.002501254 0.000001254
0.10 0.010000001 0.010001201 0.000001200
0.15 0.022500001 0.022501191 0.000001190
0.20 0.040000003 0.040001098 0.000001095
0.25 0.062500000 0.062501080 0.000001080
0.30 0.090000004 0.090001054 0.000001051
0.35 0.122500017 0.122501031 0.000001013
0.40 0.160000026 0.160001040 0.000001013
0.45 0.202500045 0.202501029 0.000000983
0.50 0.250000060 0.250001013 0.000000954
0.55 0.302500069 0.302501082 0.000001013
0.60 0.360000104 0.360001206 0.000001103
0.65 0.422500134 0.422501117 0.000000983
0.70 0.490000159 0.490001053 0.000000894
0.75 0.562500179 0.562501252 0.000001073
0.80 0.640000224 0.640001118 0.000000894
0.85 0.722500265 0.722501457 0.000001192
0.90 0.810000300 0.810001493 0.000001192
0.95 0.902500331 0.902501762 0.000001431
1.00 1.000000238 1.000001431 0.000001192
Table 3.7. Trapezoidal Rule
Example 3.1 (iii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
HEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.000734681 0.010716731 0.013799534
0.05 0.050000001 0.050683565 0.010279400 0.013237495
0.10 0.100000001 0.100634135 0.009887964 0.012734618
0.15 0.150000006 0.150586307 0.009542548 0.012290906
0.20 0.200000003 0.200540051 0.009243147 0.011906355
0.25 0.250000000 0.250495464 0.008989939 0.011580960
0.30 0.300000012 0.300452471 0.008782648 0.011314730
0.35 0.350000024 0.350411057 0.008621258 0.011107667
0.40 0.400000036 0.400371313 0.008505775 0.010959761
0.45 0.450000048 0.450333416 0.008436198 0.010871015
0.50 0.500000060 0.500297010 0.008412529 0.010841433
0.55 0.550000072 0.550262153 0.008434782 0.010871020
0.60 0.600000083 0.600228488 0.008502923 0.010959761
0.65 0.650000095 0.650196970 0.008616978 0.011107664
0.70 0.700000107 0.700166941 0.008776951 0.011314737
0.75 0.750000119 0.750138760 0.008982807 0.011580961
0.80 0.800000131 0.800111413 0.009234772 0.011906354
0.85 0.850000143 0.850086510 0.009532759 0.012290903
0.90 0.900000155 0.900063097 0.009876925 0.012734623
0.95 0.950000167 0.950041175 0.010267240 0.013237501
1.00 1.000000119 1.000020862 0.010703606 0.013799538
Table 3. 8. Trapezoidal Rule
Example 3.1 (iv)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.011695373 0.098785207 0.127394333
0.05 0.050000001 0.061197858 0.094762161 0.122205690
0.10 0.100000001 0.110748984 0.091162756 0.117563233
0.15 0.150000006 0.160348698 0.087986872 0.113466971
0.20 0.200000003 0.209997118 0.085234515 0.109916866
0.25 0.250000000 0.259693921 0.082905762 0.106912926
0.30 0.300000012 0.309439629 0.081000544 0.104455166
0.35 0.350000024 0.359233767 0.079518817 0.102543570
0.40 0.400000036 0.409076601 0.078460649 0.101178139
0.45 0.450000048 0.458967984 0.077826045 0.100358889
0.50 0.500000060 0.508907855 0.077614993 0.100085787
0.55 0.550000072 0.558896780 0.077827498 0.100358903
0.60 0.600000083 0.608934045 0.078463532 0.101178139
0.65 0.650000095 0.659019709 0.079523079 0.102543570
0.70 0.700000107 0.709154367 0.081006221 0.104455158
0.75 0.750000119 0.759337187 0.082912914 0.106912926
0.80 0.800000131 0.809568703 0.085243113 0.109916858
0.85 0.850000143 0.859848797 0.087996915 0.113466963
0.90 0.900000155 0.910178304 0.091174230 0.117563270
0.95 0.950000167 0.960555434 0.094775125 0.122205734
1.00 1.000000119 1.010981917 0.098799512 0.127394333
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Table 3.9. Trapezoidal Rule
Example 3.1 (i)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.001003187 0.010728717 0.013799535
0.05 0.002500000 0.003424177 0.010289837 0.013237497
O.IO 0.010000001 0.010849753 0.009896973 0.012734617
0.15 0.022500001 0.023279900 0.009550150 0.012290905
0.20 0.040000003 0.040714547 0.009249708 0.011906350
0.25 0.062500000 0.063153788 0.008995273 0.011580961
0.30 0.090000004 0.090597600 0.008786839 0.011314732
0.35 0.122500017 0.123045966 0.008624402 0.011107664
0.40 0.160000026 0.160498902 0.008508337 0.010959760
0.45 0.202500045 0.202956334 0.008438657 0.010871015
0.50 0.250000060 0.250418544 0.008414961 0.010841436
0.55 0.302500069 0.302885026 0.008437232 0.010871016
0.60 0.360000104 0.360356241 0.008505476 0.010959764
0.65 0.422500134 0.422831982 0.008619671 0.011107665
0.70 0.490000159 0.490312219 0.008779841 0.011314738
0.75 0.562500179 0.562796950 0.008985970 0.011580951
0.80 0.640000224 0.640286326 0.009238068 0.011906348
0.85 0.722500265 0.722780406 0.009536144 0.012290905
0.90 0.810000300 0.810278952 0.009880180 0.012734621
0.95 0.902500331 0.902782083 0.010270181 0.013237497
1.00 1.000000238 1.000289798 0.010706130 0.013799528
Table 3 .10. Trapezoidal Rule
Example 3. 1 (ii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.011963875 0.098782510 0.127394348
0.05 0.002500000 0.013938447 0.094759606 0.122205697
0.10 0.010000001 0.020964608 0.091160186 0.117563240
0.15 0.022500001 0.033042323 0.087984249 0.113466986
0.20 0.040000003 0.050171532 0.085231856 0.109916881
0.25 0.062500000 0.072352283 0.082902968 0.106912926
0.30 0.090000004 0.099584676 0.080997631 0.104455166
0.35 0.122500017 0.131868586 0.079516076 0.102543563
0.40 0.160000026 0.169203982 0.078458101 0.101178132
0.45 0.202500045 0.211590976 0.077823579 0.100358866
0.50 0.250000060 0.259029537 0.077612564 0.100085795
0.55 0.302500069 0.311519712 0.077825017 0.100358889
0.60 0.360000104 0.369061232 0.078460947 0.101178139
0.65 0.422500134 0.431654245 0.079520434 0.102543525
0.70 0.490000159 0.499299347 0.081003316 0.104455158
0.75 0.562500179 0.571995676 0.082909748 0.106912941
0.80 0.640000224 0.649743199 0.085239612 0.109916851
0.85 0.722500265 0.732542813 0.087993011 0.113466956
0.90 0.810000300 0.820393980 0.091169938 0.117563277
0.95 0.902500331 0.913296521 0.094770268 0.122205719
1.00 1.000000238 1.011250615 0.098794185 0.127394333
Table 3.11 Trapezoidal Rule
, V 1
Example 3.1 F(X,U)) = F(X) = - 2 X + j
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 0.000650899 0.000650899
0.05 0.050000001 0.050603189 0.000603188
0.10 0.100000001 0.100556828 0.000556827
0.15 0.150000006 0.150511682 0.000511676
0.20 0.200000003 0.200467780 0.000467777
0.25 0.250000000 0.250425100 0.000425100
0.30 0.300000012 0.300383806 0.000383794
0.35 0.350000024 0.350343585 0.000343561
0.40 0.400000036 0.400304824 0.000304788
0.45 0.450000048 0.450267226 0.000267178
0.50 0.500000060 0.500231028 0.000230968
0.55 0.550000072 0.550196052 0.000195980
0.60 0.600000083 0.600162089 0.000162005
0.65 0.650000095 0.650129616 0.000129521
0.70 0.700000107 0.700098395 0.000098288
0.75 0.750000n9 0.750068247 0.000068128
0.80 0.800000131 0.800039411 0.000039279
0.85 0.850000143 0.850011885 0.000011742
0.90 0.900000155 0.899985969 0.000014186
0.95 0.950000167 0.949960887 0.000039279
1.00 1.000000119 0.999937177 0.000062943
Table 3.12. Trapezoidal Rule
, ^ 2
Example 3.1 F(x,aj) = F(x) = 3 X + j X
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 0.000919405 0.000919405
0.05 0.002500000 0.003343802 0.000843802
0.10 0.010000001 0.010772448 0.000772447
0.15 0.022500001 0.023205288 0.000705287
0.20 0.040000003 0.040642273 0.000642270
0.25 0.062500000 0.063083485 0.000583485
0.30 0.090000004 0.090528890 0.000528887
0.35 0.122500017 0.122978516 0.000478499
0.40 0.160000026 0.160432354 0.000432327
0.45 0.202500045 0.202890381 0.000390336
0.50 0.250000060 0.250352591 0.000352532
0.55 0.302500069 0.302819073 0.000319004
0.60 0.360000104 0.360289693 0.000289589
0.65 0.422500134 0.422764480 0.000264347
0.70 0.490000159 0.490243554 0.000243396
0.75 0.562500179 0.562726736 0.000226557
0.80 0.640000224 0.640214086 0.000213861
0.85 0.722500265 0.722705722 0.000205457
0.90 0.810000300 0.810201764 0.000201464
0.95 0.902500331 0.902701795 0.000201464
1.00 1.000000238 1.000205874 0.000205636
Table 3.13 Weddle's Rule
Example 3.1 (iii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.043808766 0.106307052 0.132482588
0.05 0.050000001 0.089326717 0.101025440 0.126616806
0.10 0.100000001 0.135221690 0.096333563 0.121367224
0.15 0.150000006 0.181493938 0.092204787 0.116733775
0.20 0.200000003 0.228143215 0.088630401 0.112716548
0.25 0.250000000 0.275169760 0.085625991 0.109315462
0.30 0.300000012 0.322573364 0.083193071 0.106530607
0.35 0.350000024 0.370354146 0.081309207 0.104361884
0.40 0.400000036 0.418512106 0.079947822 0.102809407
0.45 0.450000048 0.467047244 0.079124801 0.101873025
0.50 0.500000060 0.515959263 0.078828149 0.101552829
0.55 0.550000072 0.565248966 0.079029776 0.101848841
0.60 0.600000083 0.614915252 0.079723485 0.102761023
0.65 0.650000095 0.664959013 0.080903828 0.104289375
0.70 0.700000107 0.715379953 0.082570903 0.106433935
0.75 0.750000119 0.766177416 0.084724642 0.109194644
0.80 0.800000131 0.817353070 0.087367661 0.112571567
0.85 0.850000143 0.868904948 0.090504214 0.116564646
0.90 0.900000155 0.920834661 0.094153546 0.121173903
0.95 0.950000167 0.973141313 0.098327607 0.126399338
1.00 1.000000119 1.025824785 0.103033341 0.132240921
Table 3.14. Weddle's Rule
Example 3.1 (iv)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.032410286 0.032645665 0.014350701
0.05 0.050000001 0.078432895 0.028780393 0.013715315
0.10 0.100000001 0.124779567 0.025239384 0.013146671
0.15 0.150000006 0.171450421 0.022070391 0.012644771
0.20 0.200000003 0.218445420 0.019300347 0.012209618
0.25 0.250000000 0.265764415 0.016896842 0.011841204
0.30 0.300000012 0.313407779 0.014865749 0.011539546
0.35 0.350000024 0.361375123 0.013252345 0.011304625
0.40 0.400000036 0.409666657 0.012057845 0.011136464
0.45 0.450000048 0.458282381 0.011174241 0.011035029
0.50 0.500000060 0.507222116 0.010580139 0.011000348
0.55 0.550000072 0.556486189 0.010227366 0.011032413
0.60 0.600000083 0.606074095 0.010093655 0.011131227
0.65 0.650000095 0.655986071 0.010161045 0.011296780
0.70 0.700000107 0.706222296 0.010422158 0.011529077
0.75 0.750000119 0.756782830 0.010882945 0.011828125
0.80 0.800000131 0.807667971 0.011553018 0.012193915
0.85 0.850000143 0.858876407 0.012453347 0.012626450
0.90 0.900000155 0.910409153 0.013621063 0.013125734
0.95 0.950000167 0.962266028 0.015062689 0.013691753
1.00 1.000000119 1.014446974 0.016815810 0.014324530















0.00 0.000000000 0.026821695 0.027339384 0.014350701
0.05 0.002500000 0.026173990 0.024313824 0.013715314
0.10 0.010000001 0.030760683 0.021566577 0.013146671
0.15 0.022500001 0.040581979 0.019104401 0.012644770
0.20 0.040000003 0.055637702 0.016911557 0.012209620
0.25 0.062500000 0.075928017 0.014996290 0.011841208
0.30 0.090000004 0.101452768 0.013417545 0.011539548
0.35 0.122500017 0.132212028 0.012179574 0.011304629
0.40 0.160000026 0.168205783 0.011189260 0.011136457
0.45 0.202500045 0.209434107 0.010452654 0.011035033
0.50 0.250000060 0.255896807 0.009925604 0.011000347
0.55 0.302500069 0.307594121 0.009586744 0.011032414
0.60 0.360000104 0.364525944 0.009434327 0.011131224
0.65 0.422500134 0.426692098 0.009434883 0.011296775
0.70 0.490000159 0.494093031 0.009568596 0.011529080
0.75 0.562500179 0.566728234 0.009825797 0.011828119
0.80 0.640000224 0.644598186 0.010208955 0.012193910
0.85 0.722500265 0.727702618 0.010726259 0.012626453
0.90 0.810000300 0.816041172 0.011397459 0.013125733
0.95 0.902500331 0.909614086 0.012250390 0.013691754
1.00 1.000000238 1.008421898 0.013279565 0.014324530
Table 3.16. Weddle's Rule
Example 3.1 (ii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION






















































































Table 3.17. Weddle's Rule
Example 3. 1 F (x ,0)) = F(x) = -
12 5
2 X + 3 X -
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 0.032323152 0.032323152
0.05 0.050000001 0.078349650 0.028349649
0.10 0.100000001 0.124699764 0.024699762
0.15 0.150000006 0.171373665 0.021373659
0.20 0.200000003 0.218371257 0.018371254
0.25 0.250000000 0.265692562 0.015692562
0.30 0.300000012 0.313337684 0.013337672
0.35 0.350000024 0.361306459 0.011306435
0.40 0.400000036 0.409598976 0.009598941
0.45 0.450000048 0.458215326 0.008215278
0.50 0.500000060 0.507155240 0.007155180
0.55 0.550000072 0.556418955 0.006418884
0.60 0.600000083 0.606006384 0.006006300
0.65 0.650000095 0.655917466 0.005917370
0.70 0.700000107 0.706152439 0.006152332
0.75 0.750000119 0.756710947 0.006710827
0.80 0.800000131 0.807593524 0.007593393
0.85 0.850000143 0.858799577 0.008799434
0.90 0.900000155 0.910329342 0.010329187
0.95 0.950000167 0.962182760 0.012182593
1.00 1.000000119 1.014360189 0.014360070
Table 3.18. Weddle's Rule
Example 3.1 F(x,a)) = F(x) = 1 + i X - 15
EXACT APPROX ERROR
XtN] VALUE VALUE VALUE
0.00 0.000000000 0.026734548 0.026734548
0.05 0.002500000 0.026090719 0.023590719
0.10 0.010000001 0.030680876 0.020680876
0.15 0.022500001 0.040505216 0.018005215
0.20 0.040000003 0.055563580 0.015563577
0.25 0.062500000 0.075856104 0.013356104
0.30 0.090000004 0.101382673 0.011382669
0.35 0.122500017 0.132143378 0.009643361
0.40 0.160000026 0.168138191 0.008138165
0.45 0.202500045 0.209367067 0.006867021
0.50 0.250000060 0.255829990 0.005829930
0.55 0.302500069 0.307527095 0.005027026
0.60 0.360000104 0.364458323 0.004458219
0.65 0.422500134 0.426623523 0.004123390
0.70 0.490000159 0.494022906 0.004022747
0.75 0.562500179 0.566656291 0.004156113
0.80 0.640000224 0.644524038 0.004523814
0.85 0.722500265 0.727625847 0.005125582
0.90 0.810000300 0.815961421 0.005961120
0.95 0.902500331 0.909531295 0.007030964
1.00 1.000000238 1.008335233 0.008334994
34















0.00 0.000000000 0.000083523 0.010694103 0.013788273
0.05 0.050000001 0.050080199 0.010258695 0.013226889
0.10 0.100000001 0.100077197 0.009869122 0.012724599
0.15 0.150000006 0.150074556 0.009525385 0.012281400
0.20 0.200000003 0.200072289 0.009227478 0.011897299
0.25 0.250000000 0.250070333 0.008975408 0.011572291
0.30 0.300000012 0.30006B676 0.008769161 0.011306374
0.35 0.350000024 0.350067407 0.008608749 0.011099551
0.40 0.400000036 0.400066674 0.008494167 0.010951817
0.45 0.450000048 0.450066268 0.008425415 0.010863177
0.50 0.500000060 0.500065923 0.008402517 0.010833646
0.55 0.550000072 0.550065994 0.008425413 0.010863178
0.60 0.600000083 0.600066483 0.008494153 0.010951815
0.65 0.650000095 0.650067449 0.008608736 0.011099550
0.70 0.700000107 0.700068533 0.008769141 0.011306373
0.75 0.750000119 0.750070035 0.008975367 0.011572279
0.80 0.800000131 0.800072312 0.009227441 0.011897292
0.85 0.850000143 0.850074768 0.009525336 0.012281397
0.90 0.900000155 0.900077462 0.009869066 0.012724587
0.95 0.950000167 0.950080395 0.010258623 0.013226868
1.00 1.000000119 1.000083685 0.010694011 0.013788244
Table 3.20 . The Collocation Method
Example 3.1 (iv)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.011035264 0.098717548 0.127290338
0.05 0.050000001 0.060586039 0.094698325 0.122107789
0.10 0.100000001 0.110184059 0.091102198 0.117470779
0.15 0.150000006 0.159829423 0.087929115 0.113379277
0.20 0.200000003 0.209522113 0.085179083 0.109833330
0.25 0.250000000 0.259261966 0.082852215 0.106832899
0.30 0.300000012 0.309049159 0.080948383 0.104378015
0.35 0.350000024 0.358883500 0.079467580 0.102468647
0.40 0.400000036 0.408765435 0.078409903 0.101104833
0.45 0.450000048 0.458694458 0.077775300 0.100286536
0.50 0.500000060 0.508670747 0.077563822 0.100013793
0.55 0.550000072 0.558694363 0.077775314 0.100286551
0.60 0.600000083 0.608765483 0.078409910 0.101104863
0.65 0.650000095 0.658883572 0.079467639 0.102468699
0.70 0.700000107 0.709048986 0.080948398 0.104378082
0.75 0.750000119 0.759261608 0.082852252 0.106832981
0.80 0.800000131 0.809522033 0.085179180 0.109833419
0.85 0.850000143 0.859829485 0.087929182 0.113379389
0.90 0.900000155 0.910184026 0.091102235 0.117470860
0.95 0.950000167 0.960585952 0.094698362 0.122107886
1.00 1.000000119 1.011035562 0.098717630 0.127290413















0.00 0.000000000 0.000083748 0.010694102 0.013788274
0.05 0.002500000 0.002580328 0.010258695 0.013226887
0.10 0.010000001 0.010077268 0.009869125 0.012724599
0.15 0.022500001 0.022574568 0.009525385 0.012281403
0.20 0.040000003 0.040072232 0.009227473 0.011897299
0.25 0.062500000 0.062570252 0.008975401 0.011572291
0.30 0.090000004 0.090068623 0.008769155 0.011306372
0.35 0.122500017 0.122567408 0.008608747 0.011099544
0.40 0.160000026 0.160066456 0.008494166 0.010951816
0.45 0.202500045 0.202565953 0.008425422 0.010863177
0.50 0.250000060 0.250065744 0.008402504 0.010833630
0.55 0.302500069 0.302566022 0.008425424 0.010863179
0.60 0.360000104 0.360066593 0.008494170 0.010951816
0.65 0.422500134 0.422567546 0.008608748 0.011099548
0.70 0.490000159 0.490068704 0.008769165 0.011306379
0.75 0.562500179 0.562570274 0.008975405 0.011572291
0.80 0.640000224 0.640072644 0.009227480 0.011897304
0.85 0.722500265 0.722575128 0.009525388 0.012281406
0.90 0.810000300 0.810077846 0.009869125 0.012724597
0.95 0.902500331 0.902580619 0.010258697 0.013226889
1.00 1.000000238 1.000083923 0.010694087 0.013788266
Table 3.22 . The Collocation Method
Example 3. 1 (ii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 0.011035494 0.098717585 0.127290338
0.05 0.002500000 0.013086177 0.094698332 0.122107796
0.10 0.010000001 0.020184165 0.091102198 0.117470786
0.15 0.022500001 0.032329429 0.087929115 0.113379285
0.20 0.040000003 0.049522024 0.085179090 0.109833330
0.25 0.062500000 0.071761876 0.082852192 0.106832899
0.30 0.090000004 0.099049054 0.080948375 0.104378015
0.35 0.122500017 0.131383538 0.079467587 0.102468662
0.40 0.160000026 0.168765321 0.078409925 0.101104826
0.45 0.202500045 0.211194307 0.077775285 0.100286543
0.50 0.250000060 0.258670717 0.077563785 0.100013793
0.55 0.302500069 0.311194390 0.077775307 0.100286558
0.60 0.360000104 0.368765414 0.078409940 0.101104885
0.65 0.422500134 0.431383699 0.079467662 0.102468736
0.70 0.490000159 0.499049097 0.080948398 0.104378104
0.75 0.562500179 0.571761847 0.082852274 0.106832989
0.80 0.640000224 0.649522245 0.085179187 0.109833434
0.85 0.722500265 0.732329607 0.087929189 0.113379404
0.90 0.810000300 0.820184410 0.091102295 0.117470890
0.95 0.902500331 0.913086176 0.094698429 0.122107923
1.00 1.000000238 1.011035562 0.098717622 0.127290428
Table 3.23 The Collocation Method
Example 3. 1 F (x,a)) = F(X) = - 12 52^+3
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 -0.000000201 0.000000201
0.05 0.050000001 0.049999870 0.000000130
0.10 0.100000001 0.099999927 0.000000075
0.15 0.150000006 0.149999991 0.000000015
0.20 0.200000003 0.200000033 0.000000030
0.25 0.250000000 0.250000030 0.000000030
0.30 0.300000012 0.300000101 0.000000089
0.35 0.350000024 0.350000113 0.000000089
0.40 0.400000036 0.400000155 0.000000119
0.45 0.450000048 0.450000167 0.000000119
0.50 0.500000060 0.500000238 0.000000179
0.55 0.550000072 0.550000250 0.000000179
0.60 0.600000083 0.600000322 0.000000238
0.65 0.650000095 0.650000393 0.000000298
0.70 0.700000107 0.700000346 0.000000238
0.75 0.750000119 0.750000477 0.000000358
0.80 0.800000131 0.800000548 0.000000417
0.85 0.850000143 0.850000620 0.000000477
0.90 0.900000155 0.900000691 0.000000536
0.95 0.950000167 0.950000823 0.000000656
1.00 1.000000119 1.000000834 0.000000715
<
Table 3 .24. The Collocation Method
Example 3. 1 F(x,aj) = F(x) = § x2 + 1 X
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 0.000000045 0.000000045
0.05 0.002500000 0.002500033 0.000000033
0.10 0.010000001 0.010000022 0.000000021
0.15 0.022500001 0.022500010 0.000000009
0.20 0.040000003 0.039999999 0.000000004
0.25 0.062500000 0.062499989 0.000000011
0.30 0.090000004 0.089999974 0.000000030
0.35 0.122500017 0.122499980 0.000000037
0.40 0.160000026 0.159999967 0.000000060
0.45 0.202500045 0.202500001 0.000000045
0.50 0.250000060 0.249999970 0.000000089
0.55 0.302500069 0.302499980 0.000000089
0.60 0.360000104 0.359999985 0.000000119
0.65 0.422500134 0.422500014 0.000000119
0.70 0.490000159 0.490000010 0.000000149
0.75 0.562500179 0.562500000 0.000000179
0.80 0.640000224 0.639999986 0.000000238
0.85 0.722500265 0.722500026 0.000000238
0.90 0.810000300 0.810000062 0.000000238
0.95 0.902500331 0.902500093 0.000000238
1.00 1.000000238 0.999999881 0.000000358
37
Table 3.25. The Galerkin Method
Example 3.1 (iii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION














































































































































































































































0.00 0.000000000 -0.000173292 0.022205649 0.028630467
0.05 0.002500000 0.002475079 0.003559307 0.004589022
0.10 0.010000001 0.010076859 0.009108763 0.011744439
0.15 0.022500001 0.022638343 0.016595224 0.021397082
0.20 0.040000003 0.040165834 0.019696729 0.025396058
0.25 0.062500000 0.062665679 0.019209962 0.024768556
0.30 0.090000004 0.090144008 0.015931575 0.020541726
0.35 0.122500017 0.122607321 0.010658213 0.013742712
0.40 0.160000026 0.160061881 0.004186657 0.005398711
0.45 0.202500045 0.202513888 0.002687094 0.003463191
0.50 0.250000060 0.249969870 0.009165156 0.011815698
0.55 0.302500069 0.302435517 0.014451704 0.018631728
0.60 0.360000104 0.359917819 0.017749930 0.022884121
0.65 0.422500134 0.422422945 0.018263182 0.023545714
0.70 0.490000159 0.489956766 0.015194778 0.019589299
0.75 0.562500179 0.562526047 0.007748413 0.009987771
0.80 0.640000224 0.640136778 0.004875037 0.006286220
0.85 0.722500265 0.722795784 0.023467703 0.030259449
0.90 0.810000300 0.810508668 0.048829470 0.062959425
0.95 0.902500331 0.903281927 0.081756279 0.105413131
1.00 1.000000238 1.001122594 0.123044625 0.158647850
Table 3. 28. The Galerkin Method
Example 3 .1 (ii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION
X[N] MEAN SOLUTION ERROR OF SOLUTION
0.00 0.000000000 -0.022936963 0.205141842 0.264517814
0.05 0.002500000 -0.001185421 0.032945797 0.042481758
0.10 0.010000001 0.019394714 0.084047765 0.108374313
0.15 0.022500001 0.039625794 0.153194830 0.197535202
0.20 0.040000003 0.060330186 0.181851044 0.234485522
0.25 0.062500000 0.082330294 0.177372247 0.228710234
0.30 0.090000004 0.106448270 0.147113800 0.189694062
0.35 0.122500017 0.133506715 0.098431848 0.126921549
0.40 0.160000026 0.164327815 0.038681962 0.049877722
0.45 0.202500045 0.199734002 0.024780290 0.031952910
0.50 0.250000060 0.240547776 0.084598869 0.109085299
0.55 0.302500069 0.287591100 0.133418322 0.172034815
0.60 0.360000104 0.341686547 0.163882792 0.211316690
0.65 0.422500134 0.403656453 0.168636888 0.217446446
0.70 0.490000159 0.474323571 0.140324071 0.180938572
0.75 0.562500179 0.554509342 0.071589522 0.092309088
0.80 0.640000224 0.645036876 0.044922832 0.057926960
0.85 0.722500265 0.746728182 0.216568589 0.279254377
0.90 0.810000300 0.860406160 0.450703859 0.581158400
0.95 0.902500331 0.986892223 0.754683971 0.973123074
1.00 1.000000238 1.127009392 1.135864735 1.464633465
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Table 3.29. 'The Galerkin Method




X[N] VALUE VALUE VALUE
0.00 0.000000000 -0.000009537 0.000009537
0.05 0.050000001 0.049994752 0.000005249
0.10 0.100000001 0.099998519 0.000001483
0.15 0.150000006 0.150001884 0.000001878
0.20 0.200000003 0.200004876 0.000004873
0.25 0.250000000 0.250007629 0.000007629
0.30 0.300000012 0.300010264 0.000010252
0.35 0.350000024 0.350012809 0.000012785
0.40 0.400000036 0.400015414 0.000015378
0.45 0.450000048 0.450018108 0.000018060
0.50 0.500000060 0.500021040 0.000020981
0.55 0.550000072 0.550024271 0.000024199
0.60 0.600000083 0.600027919 0.000027835
0.65 0.650000095 0.650031984 0.000031888
0.70 0.700000107 0.700036645 0.000036538
0.75 0.750000119 0.750042081 0.000041962
0.80 0.800000131 0.800048232 0.000048101
0.85 0.850000143 0.850055218 0.000055075
0.90 0.900000155 0.900063097 0.000062943
0.95 0.950000167 0.950072110 0.000071943
1.00 1.000000119 1.000082135 0.000082016
Table 3.30. The Galerkin Method
Example 3.1 F(x,co) = F(x) = 1 2^1X -P ^ X
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000000 0.000001907 0.000001907
0.05 0.002500000 0.002503449 0.000003449
0.10 0.010000001 0.010005082 0.000005081
0.15 0.022500001 0.022506898 0.000006897
0.20 0.040000003 0.040008988 0.000008985
0.25 0.062500000 0.062511444 0.000011444
0.30 0.090000004 0.090014361 0.000014357
0.35 0.122500017 0.122517839 0.000017822
0.40 0.160000026 0.160021946 0.000021920
0.45 0.202500045 0.202526808 0.000026762
0.50 0.250000060 0.250032485 0.000032425
0.55 0.302500069 0.302539051 0.000038981
0.60 0.360000104 0.360046685 0.000046581
0.65 0.422500134 0.422555417 0.000055283
0.70 0.490000159 0.490065306 0.000065148
0.75 0.562500179 0.562576473 0.000076294
0.80 0.640000224 0.640089095 0.000088871
0.85 0.722500265 0.722603083 0.000102818
0.90 0.810000300 0.810118675 0.000118375
0.95 0.902500331 0.902635872 0.000135541
1.00 1.000000238 1.000154734 0.000154495
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Table 3.31. Successive Approximation with Trapezoidal Rule















0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.050000 0.050059 0.007588 0.009783
0.10 0.100000 0.100052 0.007588 0.009783
0.15 0.150000 0.150022 0.007589 0.009784
0.20 0.200000 0.199950 0.007592 0.009786
0.25 0.250000 0.249810 0.007600 0.009792
0.30 0.300000 0.299578 0.007620 0.009803
0.35 0.350000 0.349232 0.007668 0.009822
0.40 0.400000 0.398759 0.007759 0.009851
0.45 0.450000 0.448151 0.007904 0.009895
0.50 0.500000 0.497416 0.008115 0.009957
0.55 0.550000 0.546575 0.008401 0.010042
0.60 0.600000 0.595670 0.008766 0.010154
0.65 0.650000 0.644762 0.009214 0.010300
0.70 0.700000 0.693938 0.009719 0.010485
0.75 0.750000 0.743312 0.010186 0.010716
0.80 0.800000 0.793031 0.010511 0.011000
0.85 0.850000 0.843273 0.010600 0.011345
0.90 0.900000 0.894256 0.010422 0.011759
0.95 0.950000 0.946234 0.010133 0.012250
1.00 1.000000 0.999510 0.009969 0.012830
Table 3.32. Successive Approximation with Trapezoidal Rule















0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.050000 0.057830 0.070043 0.090316
0.10 0.100000 0.107827 0.070043 0.090316
0.15 0.150000 0.157819 0.070049 0.090323
0.20 0.200000 0.207803 0.070067 0.090346
0.25 0.250000 0.257783 0.070108 0.090399
0.30 0.300000 0.307769 0.070187 0.090500
0.35 0.350000 0.357784 0.070321 0.090673
0.40 0.400000 0.407864 0.070531 0.090946
0.45 0.450000 0.458061 0.070842 0.091350
0.50 0.500000 0.508451 0.071279 0.091922
0.55 0.550000 0.559130 0.071880 0.092705
0.60 0.600000 0.610223 0.072681 0.093743
0.65 0.650000 0.661883 0.073724 0.095089
0.70 0.700000 0.714298 0.075104 0.096797
0.75 0.750000 0.767692 0.076919 0.098929
0.80 0.800000 0.822328 0.079401 0.101550
0.85 0.850000 0.878514 0.082772 0.104732
0.90 0.900000 0.936604 0.087277 0.108552
0.95 0.950000 0.997004 0.093642 0.113093




.33. Successive Approximation with Trapezoidal Rule











0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.002500 0.010330 0.070043 0.090316
O.IO 0.010000 0.017830 0.070043 0.090316
0.15 0.022500 0.030328 0.070048 0.090323
0.20 0.040000 0.047824 0.070066 0.090346
0.25 0.062500 0.070312 0.070107 0.090399
0.30 0.090000 0.097789 0.070187 0.090500
0.35 0.122500 0.130246 0.070322 0.090673
0.40 0.160000 0.167677 0.070535 0.090946
0.45 0.202500 0.210078 0.070851 0.091350
0.50 0.250000 0.257443 0.071299 0.091922
0.55 0.302500 0.309775 0.071911 0.092705
0.60 0.360000 0.367080 0.072722 0.093743
0.65 0.422500 0.429376 0.073775 0.095089
0.70 0.490000 0.496691 0.075109 0.096797
0.75 0.562500 0.569072 0.076772 0.098929
0.80 0.640000 0.646583 0.078811 0.101550
0.85 0.722500 0.729312 0.081280 0.104732
0.90 0.810000 0.817376 0.084235 0.108552
0.95 0.902500 0.910926 0.087736 0.113093
1.00 1.000000 1.010151 0.091859 0.118444
.34. Successive Approximation with Trapezoidal Rule















0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.002500 0.002559 0.007588 0.009783
0.10 0.010000 0.010059 0.007588 0.009783
0.15 0.022500 0.022557 0.007588 0.009784
0.20 0.040000 0.040051 0.007590 0.009786
0.25 0.062500 0.062535 0.007595 0.009792
0.30 0.090000 0.090002 0.007604 0.009803
0.35 0.122500 0.122445 0.007620 0.009822
0.40 0.160000 0.159853 0.007645 0.009851
0.45 0.202500 0.202218 0.007683 0.009895
0.50 0.250000 0.249535 0.007742 0.009957
0.55 0.302500 0.301799 0.007831 0.010042
0.60 0.360000 0.359014 0.007953 0.010154
0.65 0.422500 0.421194 0.008114 0.010300
0.70 0.490000 0.488363 0.008315 0.010485
0.75 0.562500 0.560561 0.008548 0.010716
0.80 0.640000 0.637846 0.008807 0.011000
0.85 0.722500 0.720301 0.009078 0.011345
0.90 0.810000 0.808037 0.009347 0.011759
0.95 0.902500 0.901196 0.009611 0.012250
1.00 1.000000 0.999961 0.009953 0.012830
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Table 3.35. Successive Approximation with Trapezoidal Rule
to Evaluate the Integrals




X[N] VALUE VALUE VALUE
0.00 0.000000 0.000000 0.000000
0.05 0.050000 0.050000 0.000000
0.10 0.100000 0.099992 0.000008
0.15 0.150000 0.149963 0.000037
0.20 0.200000 0.199890 0.000110
0.25 0.250000 0.249750 0.000250
0.30 0.300000 0.299518 0.000482
0.35 0.350000 0.349173 0.000827
0.40 0.400000 0.398699 0.001301
0.45 0.450000 0.448091 0.001909
0.50 0.500000 0.497355 0.002645
0.55 0.550000 0.546514 0.003486
0.60 0.600000 0.595608 0.004392
0.65 0.650000 0.644699 0.005301
0.70 0.700000 0.693874 0.006126
0.75 0.750000 0.743247 0.006753
0.80 0.800000 0.792964 0.007036
0.85 0.850000 0.843204 0.006796
0.90 0.900000 0.894184 0.005816
0.95 0.950000 0.946160 0.003840
1.00 1.000000 0.999433 0.000568








































































0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.050000 0.050059 0.007588 0.009783
0.10 0.100000 0.100051 0.007588 0.009783
0.15 0.150000 0.150024 0.007589 0.009784
0.20 0.200000 0.199948 0.007592 0.009787
0.25 0.250000 0.249816 0.007601 0.009794
0.30 0.300000 0.299576 0.007621 0.009805
0.35 0.350000 0.349243 0.007670 0.009826
0.40 0.400000 0.398760 0.007763 0.009857
0.45 0.450000 0.448180 0.007905 0.009903
0.50 0.500000 0.497412 0.008124 0.009968
0.55 0.550000 0.546627 0.008398 0.010057
0.60 0.600000 0.595685 0.008774 0.010174
0.65 0.650000 0.644826 0.009204 0.010326
0.70 0.700000 0.693909 0.009752 0.010515
0.75 0.750000 0.743281 0.010225 0.010753
0.80 0.800000 0.792776 0.010674 0.011042
0.85 0.850000 0.842972 0.010787 0.011395
0.90 0.900000 0.893618 0.010734 0.011814
0.95 0.950000 0.945391 0.010419 0.012314
1.00 1.000000 0.998213 0.010189 0.012900










0.00 0.000000 0.000000 0.000000
0.05 0.050000 0.057830 0.070043
0.10 0.100000 0.107827 0.070043
0.15 0.150000 0.157820 0.070051
0.20 0.200000 0.207801 0.070069
0.25 0.250000 0.257790 0.070118
0.30 0.300000 0.307769 0.070202
0.35 0.350000 0.357798 0.070348
0.40 0.400000 0.407869 0.070569
0.45 0.450000 0.458097 0.070901
0.50 0.500000 0.508457 0.071355
0.55 0.550000 0.559195 0.071990
0.60 0.600000 0.610254 0.072818
0.65 0.650000 0.661968 0.073906
0.70 0.700000 0.714292 0.075318
0.75 0.750000 0.767688 0.077180
0.80 0.800000 0.822101 0.079665
0.85 0.850000 0.878248 0.083067
0.90 0.900000 0.936001 0.087500
0.95 0.950000 0.996201 0.093752







































0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.002500 0.002559 0.007588 0.009783
0.10 0.010000 0.010059 0.007588 0.009783
0.15 0.022500 0.022557 0.007589 0.009784
0.20 0.040000 0.040050 0.007591 0.009787
0.25 0.062500 0.062535 0.007596 0.009794
0.30 0.090000 0.090000 0.007606 0.009805
0.35 0.122500 0.122445 0.007623 0.009826
0.40 0.160000 0.159849 0.007649 0.009857
0.45 0.202500 0.202222 0.007689 0.009903
0.50 0.250000 0.249521 0.007751 0.009968
0.55 0.302500 0.301807 0.007842 0.010057
0.60 0.360000 0.358998 0.007970 0.010174
0.65 0.422500 0.421198 0.008133 0.010326
0.70 0.490000 0.488301 0.008349 0.010515
0.75 0.562500 0.560490 0.008590 0.010753
0.80 0.640000 0.637615 0.008888 0.011042
0.85 0.722500 0.720050 0.009169 0.011395
0.90 0.810000 0.807542 0.009488 0.011814
0.95 0.902500 0.900582 0.009764 0.012314
1.00 1.000000 0.999023 0.010068 0.012900
















































































Table 3.41. Successive Approximation with Weddle's Rule to
Evaluate the Integrals
Example 3.2 F(x,a)) = F(x) II X 1
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000 0.000000 0.000000
0.05 0.050000 0.050000 0.000000
0.10 0.100000 0.099992 0.000008
0.15 0.150000 0.149964 0.000036
0.20 0.200000 0.199888 0.000112
0.25 0.250000 0.249757 0.000243
0.30 0.300000 0.299517 0.000483
0.35 0.350000 0.349183 0.000817
0.40 0.400000 0.398700 0.001300
0.45 0.450000 0.448120 0.001880
0.50 0.500000 0.497352 0.002648
0.55 0.550000 0.546566 0.003434
0.60 0.600000 0.595624 0.004376
0.65 0.650000 0.644763 0.005237
0.70 0.700000 0.693845 0.006155
0.75 0.750000 0.743216 0.006784
0.80 0.800000 0.792708 0.007292
0.85 0.850000 0.842903 0.007097
0.90 0.900000 0.893546 0.006454
0.95 0.950000 0.945316 0.004684
1.00 1.000000 0.998134 0.001866
Table 3.42. Successive Approximation with Weddle's Rule to
Evaluate the Integrals
Example 3.2 F(x,u)) = F(x) = x2 - A* in
EXACT APPROX ERROR
X[N] VALUE VALUE VALUE
0.00 0.000000 0.000000 0.000000
0.05 0.002500 0.002500 0.000000
0.10 0.010000 0.010000 0.000000
0.15 0.022500 0.022498 0.000002
0.20 0.040000 0.039991 0.000009
0.25 0.062500 0.062476 0.000024
0.30 0.090000 0.089941 0.000059
0.35 0.122500 0.122385 0.000115
0.40 0.160000 0.159789 0.000211
0.45 0.202500 0.202162 0.000338
0.50 0.250000 0.249461 0.000539
0.55 0.302500 0.301746 0.000754
0.60 0.360000 0.358936 0.001064
0.65 0.422500 0.421136 0.001365
0.70 0.490000 0.488237 0.001763
0.75 0.562500 0.560425 0.002075
0.80 0.640000 0.637548 0.002452
0.85 0.722500 0.719980 0.002520
0.90 0.810000 0.807470 0.002530
0.95 0.902500 0.900508 0.001993
1.00 1.000000 0.998945 0.001056
Table 3.43
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0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.050000 0.050059 0.007588 0.009783
0.10 0.100000 0.100051 0.007588 0.009783
0.15 0.150000 0.150023 0.007589 0.009784
0.20 0.200000 0.199949 0.007592 0.009787
0.25 0.250000 0.249814 0.007601 0.009793
0.30 0.300000 0.299578 0.007621 0.009805
0.35 0.350000 0.349243 0.007669 0.009825
0.40 0.400000 0.398763 0.007762 0.009856
0.45 0.450000 0.448173 0.007905 0.009902
0.50 0.500000 0.497427 0.008119 0.009966
0.55 0.550000 0.546614 0.008399 0.010054
0.60 0.600000 0.595694 0.008769 0.010170
0.65 0.650000 0.644826 0.009201 0.010321
0.70 0.700000 0.693980 0.009714 0.010511
0.75 0.750000 0.743410 0.010154 0.010749
0.80 0.800000 0.793101 0.010498 0.011039
0.85 0.850000 0.843415 0.010559 0.011392
0.90 0.900000 0.894361 0.010420 0.011815
0.95 0.950000 0.946432 0.010129 0.012318
1.00 1.000000 0.999662 0.010021 0.012908
Table 3.44. Successive Approximation with Simpson's Rule to
Evaluate the Integrals
Example 3.2 (iv)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION

















































































0.00 0.000000 0.000000 0.000000 0.000000
0.05 0.002500 0.002559 0.007588 0.009783
0.10 0.010000 0.010059 0.007588 0.009783
0.15 0.022500 0.022557 0.007589 0.009784
0.20 0.040000 0.040051 0.007591 0.009787
0.25 0.062500 0.062535 0.007596 0.009793
0.30 0.090000 0.090001 0.007605 0.009805
0.35 0.122500 0.122445 0.007622 0.009825
0.40 0.160000 0.159850 0.007648 0.009856
0.45 0.202500 0.202219 0.007688 0.009902
0.50 0.250000 0.249528 0.007749 0.009966
0.55 0.302500 0.301801 0.007840 0.010054
0.60 0.360000 0.359003 0.007967 0.010170
0.65 0.422500 0.421199 0.008129 0.010321
0.70 0.490000 0.488345 0.008337 0.010511
0.75 0.562500 0.560567 0.008571 0.010749
0.80 0.640000 0.637817 0.008842 0.011039
0.85 0.722500 0.720311 0.009112 0.011392
0.90 0.810000 0.807996 0.009398 0.011815
0.95 0.902500 0.901210 0.009661 0.012318
1.00 1.000000 0.999904 0.010014 0.012908
Table 3.46. Successive Approximation with Simpson's Rule to
Evaluate the Integral
Example 3.2 (ii)
SOLUTION MEAN MEAN STANDARD
OF OF OF DEVIATION

































































Table 3.47. Successive Approximation with Simpson's Rule to
Evaluate the Integrals





X[N] VALUE VALUE VALUE
0.00 0.000000 0.000000 0.000000
0.05 0.050000 0.050000 0.000000
0.10 0.100000 0.099992 0.000008
0.15 0.150000 0.149964 0.000036
0.20 0.200000 0.199890 0.000110
0.25 0.250000 0.249754 0.000246
0.30 0.300000 0.299519 0.000481
0.35 0.350000 0.349183 0.000817
0.40 0.400000 0.398703 0.001297
0.45 0.450000 0.448113 0.001887
0.50 0.500000 0.497367 0.002633
0.55 0.550000 0.546554 0.003446
0.60 0.600000 0.595632 0.004368
0.65 0.650000 0.644763 0.005237
0.70 0.700000 0.693917 0.006083
0.75 0.750000 0.743345 0.006655
0.80 0.800000 0.793034 0.006966
0.85 0.850000 0.843346 0.006654
0.90 0.900000 0.894289 0.005711
0.95 0.950000 0.946357 0.003643
1.00 1.000000 0.999584 0.000416
Table 3.48. Successive Approximation w
Evaluate the Integrals
Example 3.2 F(x,ta) = F(x) =
EXACT APPROX
X[N] VALUE VALUE


















































Fig. 3.1. Example 3.1 (i)
0 represents solution of mean




Fig. 3.2. Example 3.1 (ii)
□ represents solution of mean
A represents mean of solution
E(u{x,a)))
SIMPSON RULE
Fig. 3.3. Example 3.1 (iii)
□ represents solution of mean
A represents mean of solution
E(u(x,aj))
SIMPSON RULE
Fig. 3.4. Example 3.1 (iv)
□ represents solution of mean




Fig. 3.5. □ represents mean of error when
F(x,a)) e N(- -i + | X - | , (0.01)^)
A represents mean of error when




Fig. 3.6. □ represents mean of error when
F(x,ai) € N(| + I X - I , (0.01)^)
A represents mean of error when




Fig. 3.7. Example (i)
□ represents solution of mean




Fig. 3.8. Example 3.1 (ii)
□ represents solution of mean




Fig. 3.9. Example 3.1 (iii)
□ represents solution of mean




Fig. 3.10. Example 3.1 (iv)
0 represents solution of mean
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Fig. 3.11.‘ □ represents mean of error when
F(x,w) e N(- i + I X - i , (0.01)^)
A represents mean of error when





□ represents mean of error when
F(x,aj) e N(| 2X + 12 ^ 15 ' (0.01) 2)
A represents mean of error when




Fig. 3.13. Example 3.1 (i)
□ represents solution of mean




Fig. 3.14. Example 3.1 (ii)
□ represents solution of mean




Fig. 3.15. Example 3.1 (iii)
□ represents solution of mean




Fig. 3.16. Example 3.1 (iv)
□ represents solution of mean
A represents mean of solution
ERROR
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Fig. 3.17. □ represents mean of error when
F{x,a)) e N{- | + | X - ^ , (0.01)^)
A represents mean of error when
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Fig. 3.18. □ represents mean of error when
F(x,w) € N(| i X - ^ , (0.01)^)
A represents mean of error when





Fig. 3.19. Example 3.1 (i)
□ represents solution of mean
A represents mean of solution
E(u(x,w))
COLLOCATION METHOD
Fig. 3.20. Example 3.1 (ii)
□ represents solution of mean




Fig. 3.21. Example 3.1 (iii)
□ represents solution of mean
A represents mean of solution
E(ux,aj))
COLLOCATION METHOD
Fig. 3.22. Example 3.1 (ii)
□ represents solution of mean




Fig. 3.23. □ represents mean of error when
F(x,aj) e N(- I + I X - i , (0.01)2)
A represents mean of error when
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Fig. 3.24. □ represents mean of error when
F(x,co) e N(| i X - I , (0.01)^)
A represents mean of error when




Fig. 3.25. Example 3.1 (i)
□ represents solution of mean
A represents mean of solution
E(u(x,aj))
GALERKIN METHOD
Fig. 3.26. Example 3.1 (ii)
□ represents solution of mean




Fig. 3.27. Example 3.1 (iii)
□ represents solution of mean




Fig. 3.28. Example 3.1 (iv)
□ represents solution of mean




Fig. 3.29. □ represents mean of error when
F(x,aj) e N(- I + I X - i , (0.01)^)
A represents mean of error when








mean of error when
x2 + 1 1
2 ^ 5 ' (0.01)2)
mean of error when
x2 -E 1 1




Fig. 3.31. Example 3.2 (i) (Simpson's rule)
□ represents solution of mean
A represents mean of solution
E{u(x,w))
SUCCESSIVE APPROXIMATION
Fig. 3.32. Example 3.2 (ii) (Simpson's Rule)
□ represents solution of mean




Fig. 3.33 Example 3.2 (iii) (Simpson's Rule)
□ represents solution of mean




Fig. 3.34. Example 3.2 (iv) (Simpson's Rule)
□ represents solution of mean
A represents mean of solution
ERROR
SUCCESSIVE APPROXIMATION
3.35. n represents mean of error when
F(x,co) € N(x - (0.01)^)
A represents mean of error when





Fig. 3.36. □ represents mean of error when
F(x,w) e N(x^ - ^ (0.01)^)
A represents mean of error when





Fig. 3.37. Example (3.2) (i) (Trapezoidal Rule)
□ represents solution of mean




Fig. 3.38. Example 3.2 (ii) (Trapezoidal Rule)
□ represents solution of mean




Fig. 3.39. Example 3.2 (iii) (Trapezoidal Rule)
□ represents solution of mean




Fig. 3.40. Example 3.2 (iv) (Trapezoidal Rule)
□ represents solution of mean




Fig. 3.41. □ represents mean of error when
F(x,6j) € N(x - ^ x^, (0.01)^)
A represents mean of error when




Fig. 3.42. □ represents mean of error when
F(x,6j) e N(x^ - x^, (0.01)^)
A represents mean of error when




Fig. 3.43. Example 3.2 (i) (Weddle's Rule)
□ represents solution of mean




Fig. 3.44. Example 3.2 (ii) (Weddle's Rule)
□ represents solution of mean




Fig. 3.45. Example 3.2 (iii) (Weddle's Rule)
□ represents solution of mean




Fig. 3.46. Example 3.2 (iv) (Weddle's Rule)
□ represents solution of mean
A represents mean of solution
ERROR
SUCCESSIVE APPROXIMATION
3.47. D represents mean of error when
F(x,c<j) e N(x - x'*, (0.01)^)
A represents mean of error when





Fig. 3.48. □ represents mean of error when
F(x,w) e N(x^ - ^ x^,(0.01)^)
A represents mean of error when
F(x,a)) e N(x^ - ^ x^, (0.1)^)
(Weddle's Rule)
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APPENDIX: Program 1: Simpson's Rule
program simpson(data,simxxfile,efi1el,filel,erfnel, output);
const n - 21; max - 200;
type sqrlength - array[0..300,0..300] of real;
linelength - array[0..200] of real;
var a,b,c,f,smean : sqrlength;
t, X,mean,emean,value,d1ffval,var1ence,ram,standev,exact1 : 11nelength;
approx,diff :real; i,p,w: integer;
data,simxxfile,efilel,filel,erfilel ; text;
procedure matrix;
var i,j: integer; e,l:real;
begin
for i 0 to 20 do
for j 0 to 20 do
begin
if i - 0 then x[i] 0
else x[i] x[i-l] + (1/20);




end (* if *)
else if j -20 then
begin
t[j] t[j-l] + (1/20);
1 1;
end (* if *)
else
begin
t[j] t[j-l] + (1/20);
e J mod 2;
if e - 1 then 1 4
else 1 2;
end; (* else *)
if j - i then
b[i+l,j+l] 1 - ( (l/60)*(l*((x[i]-t[j])**2)) )
else b[i+l,j+l] (-1) * (1/60) * (l*((x[i]-t[j])**2));
end; (* else *)
for i 0 to 20 do
f[i+l,l] (2/3)*(x[i]**2) + (l/2)*(x[i]) - (1/5) + ramlw];
end; (* procedure *)
procedure inverse;
const n - 21;
var i,j,k,p,m,q,r linteger; y,z : real;
begin
m 2*n;
for i 1 to n do
for j 1 to m do begin
if j > n then
begin




^ ^ a[i,j] b[i,j];end; (* end of j-for statement *)for k 1 to n do
begin
if a[k,k] <> 0 then
begin
if a[k,k] - 1 then
else begin
y :■ a[k,k];
for p k to B do
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a[K,p] a[k,p]/y;
end; (* end of else statement *)
for i :• 1 to n do
begin
if i » k then
else




for i :> k to n do
a[i,j] a[i.j] - z * a[k,j];
end; (* end of else statement *)
end; (* end of else statement *)
end; (* end of if statement *)
end; {* end of for statement *)
for p :• 1 to n do
for q n 4 1 to m do
t^gin
r q - n;
b[p.r] atp.q];
end; {* end of for statement *)
end; (* end of procedure inverse *)
procedure multiply;
const m-21; p-21;q-l;
var i.j.k : integer;
begin
for i :• 1 to m do
begin
for j :• 1 to q do
begin
c[i,j] 0;
for k :• 1 to n do
clij] c[ij] 4 b[i,k]*f[k,j];
end; {* j-for loop *)
end; (* i-for loop *)







diff abs{exactl[p] - c[p,l]);






for p 1 to 21 do
begin
if p - 1 then x[p] 0
else x[p] x[p-l] 4 (l/(n-l));
exact;
difference;
value[p] value[p] 4 c[p,l];






for p 1 to 21 do
begin
inean[p] value[p] / max;
emean[p] diffval[p] / max;
for i 1 to max do
begin
varience[p] varience[p] 4 (smean[i,p] - mean[p])**2




eiiiean[p]: 10:9,' ' ,standev[p] :11:9);
end; { p- for loop )
end;
begin { naln program }
reset(data);
rewrltelslmxxflle);
wr1teln(s1mxxfne,' EXACT APPROX ERROR
wr1te1n(s1mxxf11e,'X[N] VALUE HEAN MEAN
wr1teln(sitnxxfile,'





























If p - 1 then x[p] :- 0






wr1teln(s1mxxf11e,x[p]:3:2,' ',exactl[p]:10:9,' ',c[p,l]:10:9,' ',
d1ff:10:9);
end;
wr1teln(s1mxxf11e,' - - <
end.
Program 2: Trapezoidal Rule
program trapezoidal (data.trapfilel ,efile2,fne2,erf i Ie2,output);const n - 21; max - 200;
type sqrlength - array[0..300,0..300] of real;
linelength • array[0..200] of real;
var a,b,c,f,smean : sqrlength;
t,x,mean,emean,value,diffval,varience,ram :1inelength;
standev,exactl :1inelength;
approx,diff :real; i.P.w: integer;
data,trapfilel,file2,efile2,erfile2 : text;
procedure matrix;
var i,j; integer; e,l:real;
begin
for i :« 0 to 20 do
for j :• 0 to 20 do
begin
if i - 0 then x[i] ;« 0
else x[i] x[i-l] + (l/(n-l));




else if j -20 then
begin
t[j] t[j-l] + (1/20);
1 1/2;
end (* if *)
else
begin
t[j] t[j-l] + (1/20);
1 1;
end; (* if *)
if j - i then
b[i+l,j+l] 1 - ( (l/20)*(l*((x[i]-t[j])**2)) )else b[i+l,j+l] (-1) * (1/20) • (l*((x[i]-t[j])**2));
end; (* else *)
for i 0 to 20 do
f[i+l,l] (2/3)*(xti]**2) + (l/2)*(x[i]) - (1/5) + ram[w];
end; (* procedure *)
procedure inverse;
const n - 21;
var i,j,k,p,m,q,r :integer; y,z : real;
begin
m 2*n;
for i 1 to n do
for j 1 to m do begin
if j > n then
begin





end; (* end of j-for statement *)' 1 to n do
if a[k,k] <> 0 then
begin
if a[k,k] - 1 then
else begin
y a[k,k];
for p k to m do
a[k,p] a[k,p]/y;
end; (* end of else statement *)for i 1 to n do
begin
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if i - k then
else




diff abs(exactl[p] - c[p,l]);






for p :• 1 to 21 do
begin
if p » 1 then x[p] 0
else x[p] x[p-l] + (l/(n-l));
exact;
difference;
value[p] value[p] + c[p,l];






for p 1 to 21 do
begin
mean[p] value[p] / max;
emean[p] diffval[p] / max;
for i :» 1 to max do
begin
varience[p] varience[p] + (smean[i,p] - mean[p])**2
end;{ i for loop)
standev[p] sqrt(varience[p]/max);
writeln(trapfilel,x[p]:3:2,' '.exactl[p]:10:9,' ',mean[p]:10:9,' ',
emean[p]10:9,' ' ,standev[p]:ll:9);
end; { p- for loop )
end;
begin { main program }
reset(data);
rewrite(trapfilel);
writeln(trapfilel,' EXACT APPROX ERROR STANDARD');
writeln(trapfilel,'X[N] VALUE MEAN MEAN DEAVIATION');
writeln(trapfilel,' - - — ');




















for p 1 to 21 do
begin
if p • 1 then x[p] :« 0

















Program 3: Weddle's Rule
program weddle(data,wedfilel,files,efile3,erfile3, output);
const n “ 21; max • 200;
type sqrlength - array[0..300,0..300] of real;
linelength « array[0..200] of real;
var a,b,c,f,smean : sqrlength;
t,x,mean,emean,value,diffval,var1ence,ram :1inelength;standev,exactl :1inelength;
approx,diff :real; i,p,w: integer;
data,wedfilel,files,efile3,erfile3 : text;
procedure matrix;
var i,j: integer; e,l:real;
begin
for i :• 0 to 20 do
for j 0 to 20 do
begin
if i » 0 then x[i] 0
else x[i] x[i-l] + U/20);




end (* if *)
else if j -20 then
begin
t[jl t[j-l] + (1/20);
1 1;
end (* if *)
else
begin
t[jl t[j-l] + (1/20);












11: 1 :- 5
end;
end;
if j - i then
b[i+l,j+l] :- 1 - ( (l/60)*(l*((x[i]-t[j])**2)) )
else b[i+l,j+l] :- (-1) * (1/60) * (l*((x[i]-t[j])**2));
end; (* else *)
for i :- 0 to 20 do
f[i+l,l] (2/3)*(x[i]**2) + (l/2)*(x[i]) - (1/5) + ram[w];end; (* procedure *)
procedure inverse;
const n - 21;
var i,j,k,p,m,q,r :integer; y,z : real;
begin
m :- 2*n;
for i 1 to n do
for j :• 1 to m do begin
if j > n then
begin
if j * n + i then a[i, j] :- 1





end; (* end of j-for statement *)
for k 1 to n do
begin
if a[k,k] <> 0 then
begin
if a[k,k] - 1 then
else begin
y a[k,k];
for p :• k to m do
a[k,p] a[k,p]/y;
end; (* end of else statement *)
for i 1 to n do
begin
if i • k then
else




for j k to m do
a[i,j] a[i,j] - z * a[k,j];
end; (* end of else statement *)
end; (* end of else statement *)
end; {* end of if statement *)
end; (* end of for statement *)
for p :» 1 to n do
for q n + 1 to m do
begin
r q - n;
b[p,r] a[p,q];
end; (* end of for statement *)
end; (* end of procedure inverse *)
procedure multiply;
const m-21; p»21;q»l;
var i,j,k : integer;
begin
for i 1 to m do
begin
for j ;= 1 to q do
begin
c[i,j] 0;
for k 1 to n do
c[i,j] c[i,j] + b[i,k]*f[k,j];
end; {* j-for loop *)
end; (* i-for loop *)







diff abs(exactl[p] - c[p,l]);






for p :• 1 to 21 do
begin
if p ■ 1 then x[p] 0
else x[p] x[p-l] + (l/(n-l));
exact;
difference;
value[p] value[p] + c[p,l];







for p 1 to 21 do
begin
mean[p] value[p] / max;
emean[p] diffva1[p] / max;
for i :• 1 to max do
begin
varience[p] varience[p] + (smean[i,p] - mean[p])**2




end; { p- for loop )
end;
begin { main program )
reset(data);
rewrite(wedfilei);
writeln(wedfilel,' EXACT APPROX ERROR STANDARD');
writeln(wedfilel,'X[N] VALUE MEAN MEAN DEAVIATION');
wr i tel n (wedf i lei,' ');














writeln(wedfilel,' EXACT APPROX ERROR');





for p :« 1 to 21 do
begin
if p “ 1 then x[p] 0












Program 4: The Collocation Method
program collocation(data,collfilei,file5,efile5,erfile5, output);
const n - 4; max - 200;










var j,k,m,p rinteger; e,l,sum : real;
begin
m n**6;
for p:- 0 to n - 1 do
begin
if p - 0 then x[p] 0
else if p - n - 1 then x[p] 1
else x[p] xtp-1] + (1/n);
for j 1 to n do
begin
sum :• 0;
for k 0 to m do
begin
if (k«0) or (k-m) then 1 1
else
begin
e :• k rood 2;
if e - 1 then 1 4
else 1 2;
end;
if jol then sum sum + (l*(x[p]-(k/in))**2)*{{k/m)**(j-l)) ’
else sum sum + (1*( ( x[p] -(k/m) )**2));
end; (* end of the k-for loop *)
if jol then b[p+l,j] (x[p]**{j-l)) - ({l/(3*in))*sum)
else b[p+l,j] 1 - {(l/(3*m)) * sum);
end; (* j-for loop *)
f[p+l,l] (2/3)*(x[p]**2) + (l/2)*x[p] - (1/5) + ram[w];
end; (* p-loop *)
end; (* procedure-matrx *)
procedure inverse;
var i,j,k,p,m,n,q,r :integer; y,z : real;
begin
m :» 2*n;
for i 1 to n do
for j 1 to m do begin
if j > n then
begin





end; (* end of j-for statement *)
for k 1 to n do
begin
if a[k,k] <> 0 then
begin
if a[k,k] - 1 then
else begin
y a[k,k];
for p k to m do
a[k,p] a[k,p]/y;
end; (* end of else statement *)
for i 1 to n do
begin
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■, f i « k then
else




for j k to m do
a[i,j] atij] - z * a[k,j];
end; (* end of else statement *)
end; (* end of else statement *)
end;(* end of if statement *)
end; (* end of for statement •)
for p 1 to n do
for q n + 1 to m do
begin
r q - n;
b[p,r] a[p,q];
end; (* end of for statement *)
endend; (* end of procedure inverse *)
procedure multiply;
const m-n; p«n;q-l;
var i.j.k : integer;
begin
for i :» 1 to m do
begin
for j 1 to q do
begin
c[i,j] 0;
for k :• 1 to n do
c[i,j] c[i,j] + b[i,k]*f[k,j];
end; (* j-for loop *)
end; (* i-for loop *)





for i 0 to n-1 do
begin
if i - 0 then approx[p] :• c[i+l,l]









diff abs{exactl[p] - approx[p]);






for p 0 to 20 do
begin
if p - 0 then x[p]:-0




value[p] value[p] + approx[p];






for p 0 to 20 do
begin
mean[p] value[p] / max;
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etnean[p] diffval[p] / max;
for 1 :« 0 to (max-1) do
begin


































writeln(collfilel,' EXACT APPROX ERROR ');





for p 0 to 20 do
begin
if p “ 0 then x[p] 0













Program 5: The Galerkin Method
program ganerkin{data,galfilel,file4,efile4,erfne4, output);
const n - 4; max - 200;
type sqrlength - array[0..300,0..300] of real;
linelength « array[0..2000] of real;
var a,b,c,f.smean ; sqrlength;
approx,value,diffval,mean,varience,ram :1inelength;
standev,exactl,emean,x :1inelength;
diff :real; i,w,p; integer;
data,galfi1 el,fi1e4,efi1e4,erfi1e4 :text;
procedure matrix;
const m - 100;
var i,j,k,p rinteger; e,l,q,sum,sural,sum2,sum3 : real;
begin
for p:-0 to n-1 do
begin
for j;-l to n do
begin
sum2 0;
for i:-0 to m do
begin
if i-0 then x[i] 0
else x[i] x[i-l] + (1/m);
sum 0;
if (i-0) or (i-m) then q:-l
else
begin
e 1 mod 2;
if e - 1 then q:- 4
else q:-2;
end;
for k:-0 to m do
begin
if k(-0) or (k-m) then 1 1
else
begin
e k mod 2;




sum sum + (l*((x[i] - (k/m))**2))*((k/m)**(j-l))
else
sum sum + (l*((x[i] - (k/m))**2));
end; (* k-for loop *)
if poO then
begin




* (f(l-((l/(3*m))*sum)));end; {* i-for loop*)b[p+l,j] (l/(3*m))*sum2;end; (* j-for loop *)
j 1;
sum3 0;
for k:-0 to m do
begin




e :» k mod 2;




sum3 :-sum3 +l*((k/m)**p)*((2/3)*((k/in)**2) + (l/2)*(k/m) - (1/5))
else
sum3 :-suin3 +1*((2/3)*((k/iii)**2) + {l/2)*{k/m) - (1/5));
end; (* k-for loop *)
f[p+l.j] :■ (l/(3*m))*sum3 + ramfw];
end; (* p-for loop *)
end; (* procedure matrix *)
procedure inverse;
var i,j,k,p,m,n,q,r ;integer; y,z : real;
begin
m 2*n;
for i 1 to n do
for j 1 to m do begin
if j > n then
begin





end; (* end of j-for statement *)




if a[k,k] - 1 then
else begin
y a[k,k];
for p k to m do
a[k,p] a[k,p]/y;
end; (* end of else statement *)
for i 1 to n do
begin
if i - k then
el se




for j k to m do
a[i,j] a[i,j] - z * a[k,j];
end; (* end of else statement *)
end; (* end of else statement *)
end; (* end of if statement *)
end (* end of for statement *)
for p 1 to n do
for q :« n -f 1 to m do
begin
r q - n;
b[p,r] a[p,q];
end; (* end of for statement *)
end; (* end of procedure inverse *)
procedure multiply;
const m - n; p « n; q - 1;
var i,j,k : integer;
begin
for i :» 1 to m do
begin
for j 1 to q do
begin
c[i,j] 0;
for k ;» 1 to n do
c[ij] c[i,j] + b[i,k]*f[k,j];
end; (* j-for loop *)
end; (* i-for loop *)





for i ;• 0 to n-1 do
begin
if i - 0 then approx[p] c[1+l,l]









diff ;« abs(exactl[p] - approx[p]);






for p 0 to 20 do
begin
if p - 0 then x[p]:-0




value[pi value[p] + approx[p];






for p 0 to 20 do
begin
mean[p] value[p] / max;
emean[p] diffval[p] / max;
for i 0 to (max-1) do
begin
varience[p] varience[p] + (smean[i,p] - mean[p])**2




end; { p for loop )
end;
begin { the main program }
reset(data);
rewrite(galfilel);
writeln(galfilel,' EXACT APPROX APPROX STANDARD');
writeln(galfilel,'X[N] VALUE MEAN MEAN DEAVIATION');
writelniqalfilel,'














writeln(galfilel,' EXACT APPROX ERROR ');






for p 0 to 20 do
begin
if p • 0 then x[p] 0













Program 8: The Successive Approximation with Weddle's Rule
to Evaluate the Integrals
program successive (data, succfile9,sefne9,safne9,serfile9,output);
const s - l.Oe-30; n - 20; max » 200;
type linelength - array[0..500] of real;
sqrlength - array[0..500,0..500] of real;
var f, X, u,value,diffval.mean,emean,variance : linelength;
standev,ram exactl :linelength;





f[p] x[p]**2 - (l/30)*(xtp]**5) + ram[w]
end;
procedure integral;
const a - 0; t - 0.1;






q q + 1;
for k :» 0 to p-1 do
begin
if (k-0) or (k-{p-l)) then 1 1
el se
begin













end; {* c-a-s-e s-t-a-t-e-m-e-n-t *)
end; (* e-l-s-e s-t-a-t-e-m-e-n-t *)
if (q « 1) or (k <(p-l)) then
sum sum + 3*(x[p] - a)/{10*n) * (l*{(x[p] - (kn/2))**2))*u[k]
else
sum sum + 3*(x[p] - a)/(10*n) * (l*({x[p] - (kn/2))**2))*v[p,q-l];
end; {* e-n-d o-f f-o-r s-t-a-t-e-m-e-n-t *)
v[p,q] sum + f[p];
if q - 1 then r ;• 3
else r abs (v[p,q] - v[p,q-l]);
until r < s;
u[p] v[p,Ql: _




end; (* p-r-o-c-e-d-u-r-e e-x-a-c-t *)
procedure difference;
begin
diff abs (u[p] - exactl[p])
end; (* p-r-o-c-e-d-u-r-e d-i-f-f-e-r-e-n-c-e *)
procedure loop;
begin
for p 0 to n do
begin












value[p] va1ue[p] + u[p];
diffvaUp] diffval[p] + diff;
smean[w,p] :« u[p];




for p 0 to n do
begin
niean[p] ;• va1ue[p] / max;
emean[p] diffval[p] / max;
for i 0 to (max-1) do
begin
varience[p] var1ence[p] + (smean[1,p] - mean[p])**2










































0 to n do
u[p] 0;

























Program 7; The Successive Approximation with Trapezoidal
Rule to Evaluate the Integrals
program successive (data,succfileS,serfile5,safile5,serfi1e5,output);
const s - l.Oe-30; n • 20; max - 200;
type linelength - array[0..500] of real;
sqrlength - array[0..500,0..500] of real;
var f, X, u,value,diffval,mean,emean,variance :linelength;
standev,ram,exactl ilinelength;





f[p] x[p]**2 - (l/30)*(x[p]**5) + ram[w]
end;
procedure integral;
const a - 0; t - 0.1;






q q + 1;
for k 0 to p-1 do
begin
if (k-O) or (k-(p-l)) then 1 :-(l/2)
else 1 1;
if (q - 1) or (k <{p-l)) then
sum sum + {x[p] - a)/{n) * (l*((x[p] - (k*t/2))**2))*u[k]
sum sum + (x[p] - a)/(n) * {l*{(x[p] - (kn/2))**2))*v[p,q-l];
end; (* e-n-d o-f f-o-r s-t-a-t-e-m-e-n-t *)
v[p,q] sum + f[p];
if q • 1 then r ;« 3
else r abs (v[p,q] - v[p,q-l]);
until r < s;
u[p] v[p,q];




end; (* p-r-o-c-e-d-u-r-e e-x-a-c-t *)
procedure difference;
begin
diff :• abs {u[p] - exactl[p])
end; (* p-r-o-c-e-d-u-r-e d-i-f-f-e-r-e-n-c-e *)
procedure loop;
begin
for p :« 0 to n do
begin











value[p] ;• value[p] + u[p];
diffval[p] diffval[p] + diff;
smean[w,p] ;« u[p];





for p 0 to n do
begin
mean[p] value[p] / max;
emean[p] diffval[p] / max;
for i 0 to (raax-1) do
begin
varience[p] varience[p] + (smean[i,p] - mean[p])**2









writeln{succfile5,' EXACT APPROX ERROR STANDARD');
writeln(succfile5,'X[N] VALUE MEAN MEAN DEAVIATION')
writeln(succfile5,' ')











writeln(succfile5,' EXACT APPROX ERROR










if p - 0 then
begin





















Program 6: The Successive Approximation with
Simpson's Rule to Evaluate the Integrals
program successive (data,succfi1 el,sefi1el,safiTel,serfilei,output);
const s - l.Oe-30; n • 20; max • 200;
type linelength - array[0..500] of real;
sqrlength - array[0..500,0..500] of real;
var f, X, u,value,diffval,mean,emean,varience ilinelength;
standev,ram,exactl tlinelength;





f[p] x[p]**2 - (l/30)*(x[p]**5) + ram[w]
end;
procedure integral;
const a - 0; t - 0.1;






q q + 1;
for k 0 to p-1 do
begin
if (k«0) or (k-(p-l)) then 1 1
else
begin
case (k mod 2) of
0: l:-2;
1: l:-4
end; {* c-a-s-e s-t-a-t-e-m-e-n-t *)
end; (* e-l-s-e s-t-a-t-e-m-e-n-t *)
if (q - 1) or (k <(p-l)) then
sum sum + (x[p] - a)/(3*n) * (l*{(x[p] - (kn/2))**2))*u[k]
sum sum + (x[p] - a)/{3*n) * (l*((x[p] - (kn/2))**2))*v[p,q-l];
end; (* e-n-d o-f f-o-r s-t-a-t-e-m-e-n-t *)
v[p,q] sum + f[p];
if q » 1 then r 3
else r abs (v[p,q] - vtp,q-l]);
until r < s;
u[p] v[p,q];




end; (* p-r-o-c-e-d-u-r-e e-x-a-c-t *)
procedure difference;
begin
diff abs (u[p] - exa[Ctl[p])
end; (* p-r-o-c-e-d-u-r-e d-i-f-f-e-r-e-n-c-e *)
procedure loop;
begin
for p 0 to n do
begin











va1ue[p] value[p] + u[p];
diffva1[p] diffva1[p] + diff;
stnean[w,p] u[p];




for p :« 0 to n do
begin
raean[p] :• va1ue[p] / max;
emean[p] diffvaltp] / max;
for i 0 to (max-1) do
begin
varience[p] varience[p] + (stnean[i,p] - mean[p])**Z









writeln(succfilel,' EXACT APPROX ERROR STANDARD');
writeln(succfilel,'X[N] VALUE MEAN MEAM DEAVIATION');
writelnisuccfilel.' ');











wrHeln(succfilel,' EXACT APPROX ERROR ');





for p 0 to n do
begin
if p - 0 then
begin
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