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GAUSSIAN ESTIMATES FOR SYMMETRIC SIMPLE
EXCLUSION PROCESSES.
C. LANDIM
In memoriam of Martine Babillot.
Abstract. We prove Gaussian tail estimates for the transition probability of
n particles evolving as symmetric exclusion processes on Zd, improving results
obtained in [9]. We derive from this result a non-equilibrium Boltzmann-Gibbs
principle for the symmetric simple exclusion process in dimension 1 starting
from a product measure with slowly varying parameter.
1. Introduction
To derive sharp bounds on the rate of convergence to equilibrium is one of
the main questions in the theory of Markov processes. In the last decade, this
problem has attracted many attention in the context of conservative interacting
particle systems in infinite volume. Fine estimates of the spectral gap of reversible
generators restricted to finite cubes and logarithmic Sobolev inequalities have been
obtained. We refer to [9] for the recent literature on the subject. From these bounds
on the ergodic constants, polynomial decay to equilibrium in L2 has been proved
for some processes. For instance, Bertini and Zegarlinski [1], [2] proved that the
symmetric simple exclusion process in Zd converges to equilibrium in L2 at rate
t−d/2. For a class of functions f that includes the cylinder functions, there exists
V (f) finite such that
‖Ptf− < f >α ‖22 ≤
V (f)
(1 + t)d/2
for all t ≥ 0. Here Pt stands for the semi–group, < f >α for the expectation of
f with respect to the Bernoulli product measure with density α and ‖f‖2 for the
L2 norm of f . Janvresse, Landim, Quastel and Yau [5] and Landim and Yau [10]
extended the algebraic decay in L2 for zero range and Ginzburg-Landau dynamics.
We refine in this article the Gaussian upper bounds obtained in [9] for the tran-
sition probabilities of finite symmetric simple exclusion processes evolving on the
lattice Zd. Our approach is based on a logarithmic Sobolev inequality and on Davies
[4] method to derive estimates for heat kernels.
Consider n ≥ 2 indistinguishable particles moving on the d-dimensional lattice
Z
d as symmetric random walks with an exclusion rule which prevents more than
one particle per site. The dynamics can be informally described as follows. There
are initially n particles on n distinct sites of Zd. Each particle waits a mean one
exponential time at the end of which, being at x, it chooses a site y with probability
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p(y − x), for some finite range, irreducible, symmetric transition probability p(·).
If the site is vacant, the particle jumps, otherwise it stays where it is and waits a
new mean one exponential time.
The state space of this Markov process, denoted by En, is the collection of all
subsets A of Zd with cardinality n:
En = {A ⊂ Zd , |A| = n} ;
while its generator Ln is given by
(Lnf)(A) =
∑
x,y∈Zd
p(y − x)[f(Ax,y)− f(A)] , (1.1)
where Ax,y stands for the set A with sites x, y exchanged:
Ax,y =


(A \ {x}) ∪ {y} if x ∈ A, y 6∈ A,
(A \ {y}) ∪ {x} if y ∈ A, x 6∈ A,
A otherwise.
In formula (1.1) summation is carried over all bonds {y, z} to avoid counting twice
the contribution of the same jump.
It is easy to check that the counting measure on En , denoted by νn (νn(A) = 1
for every A in En), is an invariant, reversible measure for the process.
Fix a set A0 in En and denote by ft = fA0t the solution of the forward equation
with initial data δA0 : {
∂tft = Lnft ,
f0(A) = 1{A = A0} . (1.2)
The main result of the article provides a Gaussian estimate for the transition
probability ft. Denote by x = (x1, . . . , xn) the sites of (Z
d)n. For a configuration
x, let xi,j be the j-th coordinate of the i-th point of x: xi,j = xi ·ej , where · stands
for the inner product in Rd and {e1, . . . , ed} for the canonical basis of Rd. The
Euclidean norm of (Rd)n is denoted by ‖x‖ so that ‖x‖2 =∑i,j x2i,j .
Denote by Φ the Legendre transform of the convex function w2 coshw:
Φ(u) = sup
w∈R
{
uw − w2 coshw} .
An elementary computations shows that Φ(w) ∼ w2 for w small and Φ(w) ∼ w logw
for w large.
Theorem 1.1. Fix a set A0 = {z1, . . . , zn} in En . Let ft be the solution of the
forward equation (1.2). There exist finite constants C2 = C2(n, d, p), a0 = a0(p)
such that
fT (A) ≤
∑
σ
C2
(1 + T )nd/2
exp
{
− a0T
2(logT )2
Φ
(‖xσ − z‖ logT
a20T
)}
for every T > C2 and every set A = {x1, . . . , xn}. In this formula, summations
is performed over all permutations σ of n points and xσ stands for the vector
(xσ(1), . . . , xσ(n)).
The asymptotic behavior of Φ(·) at the origin shows that for every γ > 0, there
exists a constant a1 = a1(p, γ) such that
fT (A) ≤
∑
σ
C2
(1 + T )nd/2
exp
{
− ‖xσ − z‖
2
a1T
}
(1.3)
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for all T > C2 and all sets A such that ‖xσ − z‖ ≤ γT/ logT for all permutations
σ. Furthermore, since
Φ
(‖xσ − z‖ logT
a20T
)
≥ 1
n
n∑
i=1
Φ
(‖xσ(i) − zi‖ logT
a20T
)
we have that
fT (A) ≤
∑
σ
C2
(1 + T )nd/2
exp
{
− a0T
2n(logT )2
n∑
i=1
Φ
(‖xσ(i) − zi‖ logT
a20T
)}
.
For a fixed γ > 0, in last formula we may replace Φ(w) by C(γ)w2 if ‖xσ(i)− zi‖ ≤
a20Tγ/ logT and Φ(w) by C(γ)w logw otherwise.
2. Boltzmann-Gibbs principle
We prove in this section the Boltzmann-Gibbs principle for the symmetric sim-
ple exclusion process out of equilibrium in dimension 1. This result allows the
replacement of average of local functions by functions of the empirical density in
the fluctuation regime and is the main point in the proof of a central limit theorem
around the hydrodynamical limit for interacting particle systems (cf. [6], Chap.
11). We restricted our attention to dimension 1 because Lemma 2.4 below has only
been proved in d = 1.
The Boltzmann-Gibbs principle for one-dimensional processes out of equilibrium
was proved in [3] through the logarithmic Sobolev inequality. A different version,
involving microscopic time integrals, is presented in [8] and uses sharp estimates on
the comparison between independent random walks and the symmetric exclusion
process.
Fix a profile ρ0 : R
d → [0, 1] in C1(Rd) with a bounded derivative and consider a
sequence of product measures {νNρ0(·), N ≥ 1} on {0, 1}Z
d
associated to this profile
so that
EνN
ρ0(·)
[η(x)] = ρ0(x/N) .
Denote by PνN
ρ0(·)
the probability measure on the path space D(R+, {0, 1}Zd) corre-
sponding to the symmetric simple exclusion process starting from νNρ0(·) and speeded
up by N2. Expectation with respect to PνN
ρ0(·)
is denoted by EνN
ρ0(·)
.
For x in Zd, let
ρN (t, x) = EνN
ρ0(·)
[ηt(x)] .
Of course, ρN (t, x) is the solution of the linear equation

∂tρ
N (t, x) = N2
∑
y∈Zd
p(y − x)[ρN (t, y)− ρN (t, x)] ,
ρN (0, x) = ρ0(x/N) .
This equation can be written as ∂tρ
N (t, x) = N2L1ρN (t, x), where L1 is the gener-
ator introduced in (1.1). Next proposition is the main result of this section.
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Proposition 2.1. Let d = 1 and fix T > 0, a finite subset A of Z such that |A| > 2
and a continuous function H in L1(R). Then,
lim
N→∞
EνN
ρ0(·)
[(∫ T
0
dt
1
N1/2
∑
x∈Z
H(x/N)
∏
z∈A
[ηt(x+ z)− ρN (t, x+ z)]
)2]
= 0 .
The proof of this proposition is presented at the end of this section. The
Boltzmann-Gibbs principle is a simple consequence but requires some extra no-
tation.
For a finite subset A of Z and 0 ≤ α ≤ 1, let
Ψ(A,α) =
∏
x∈A
[η(x)− α] .
By convention, we set Ψ(φ, α) = 1. Each cylinder function f : {0, 1}Z → R can be
written as
f(η) =
∑
A∈E
f(A,α)Ψ(A,α) .
A straightforward computation shows that for each finite set A, f(A, ·) is a smooth
function, in fact a polynomial.
For a cylinder function f , let f˜ : [0, 1] → R be the real function defined by
f˜(α) = Eνα [f(η)] and let
Γf (η, α) = f(η) − f˜(α) − f˜ ′(α)[η(0)− α] .
Note that f(φ, α) = f˜(α) and that
∑
x∈Z f({x}, α) = f˜ ′(α). In particular, it follows
from a simple computation that
Γf (η, α) =
∑
z∈Z
f({z}, α)[η(z)− η(0)] +
∑
n≥2
∑
A∈En
f(A,α)Ψ(A,α) .
Fix a smooth functions H in L1(R). By the previous formula,
1
N1/2
∑
x∈Z
H(x/N)Γf (τxη, ρ
N (t, x))
=
∑
z∈Z
1
N1/2
∑
x∈Z
H(x/N)f({z}, ρN(t, x))[η(x + z)− η(x)]
+
∑
n≥2
∑
A∈En
1
N1/2
∑
x∈Z
H(x/N)f(A, ρN (t, x))τxΨ(A, ρ
N (t, x)) .
Note that the sums in z, n and A are finite because f is a cylinder function. Since
H , ρN (t, ·) and f({z}, ·) are smooth functions, a change of variables shows that the
first term is of order N−1/2 and that the second is equal to∑
n≥2
∑
A∈En
1
N1/2
∑
x∈Z
H(x/N)f(A, ρN (t, x))
∏
z∈A
[η(x+ z)− ρN (t, x+ z)] + O(N−1/2) ,
which is exactly the expression appearing in Proposition 2.1. Since f(A, ·) and
ρN(t, ·) are smooth bounded functions, we have proved the following result, known
as the Boltzmann-Gibbs principle.
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Corollary 2.2. Let d = 1 and fix T > 0, a cylinder function f and a smooth
function H in L1(R). Then,
lim
N→∞
EνN
ρ0(·)
[( ∫ T
0
dt
1
N1/2
∑
x∈Z
H(x/N)Γf (τxηt, ρ
N (t, x))
)2]
= 0 .
The proof of Proposition 2.1 is based on three lemmas concerning the decay of
the space-time correlations of the symmetric exclusion process. We start with a
general result which will be used repeatedly.
Fix n ≥ 2 and denote by ft(A,B) = fNt (A,B) the semi-group associated to the
generator N2Ln. For a finite subset A of Z, let
I(A) =
∑
x,y∈A
p(y − x) .
Note that I(A) vanishes unless A contains two sites which are within a distance
smaller than the range of the transition probability. Next lemma follows from
Theorem 1.1 and a straightforward computation.
Lemma 2.3. For all T < ∞, n ≥ 2, there exists a finite constant C3, depending
only on n, p and T such that∫ t
0
ds
1
(1 + sN2)m/2
∑
B∈En
fNt−s(A,B) I(B) ≤ C3AN (m, t)
for all A in En, N ≥ 1, 0 ≤ t ≤ T ; where
AN (m, t) =


N−1 if m = 0,
N−2 if m = 1,
logN/N2
√
1 + tN2 if m = 2,
1/N2
√
1 + tN2 if m ≥ 3.
We now introduce the space-time correlations, also called v-functions in [7]. For
a finite subset A of Z and t ≥ 0, let ϕN (t, φ) = 1,
ϕN (t, A) = EνN
ρ0(·)
[ ∏
x∈A
{ηt(x)− ρN (t, x)}
]
.
Notice that ϕN (t, {x}) vanishes for all x. An elementary computation shows that{
∂tϕ
N (t, A) = N2LnϕN (t, A) + GN (t, A) ,
ϕN (0, A) = 0 ,
(2.1)
where n = |A| and GN (t, A) is given by
N2
∑
y,z∈A
p(z − y)
{
ϕN (t, A \ {z})− ϕN (t, A \ {y})
}{
ρN (t, {z})− ρN (t, {y})
}
− (N2/2)
∑
y,z∈A
p(z − y)ϕN (t, A \ {y, z})
{
ρN (t, {z})− ρN (t, {y})
}2
.
Here again summation is carried over all bonds. Notice that the first line vanishes
for n = 2 and that the second line vanishes for n = 3.
The linear differential equation (2.1) has a unique solution which can be repre-
sented as
ϕN (t, A) =
∫ t
0
ds
∑
B∈En
ft−s(A,B)G
N (s,B)
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so that the space-time correlations ϕN (t, A) can be estimated inductively in n.
Next lemma is due to Ferrari, Presutti, Scacciatelli and Vares [7]. In the proof
of Proposition 2.1 we don’t need such sharp estimates.
Lemma 2.4. Assume that d = 1 and fix T > 0. For each n ≥ 1, there exists a
finite constant C4 = C4(n, p, ρ0, T ) such that
sup
0≤t≤T
A∈E2n
∣∣ϕN (t, A)∣∣ ≤ C4
Nn
, sup
0≤t≤T
A∈E2n+1
∣∣ϕN (t, A)∣∣ ≤ C4 logN
Nn+1
.
For 0 ≤ s ≤ t ≤ T , 1 ≤ k ≤ n and B ∈ Ek, A ∈ En, let
RN (s, A; t, B) = EνN
ρ0(·)
[ ∏
x∈A
[ηs(x) − ρN (s, x)]
∏
y∈B
[ηt(y)− ρN (t, y)]
]
.
Since s and A will be fixed, most of the time, we denote RN (s, A; t, B) by RN (t, B).
Notice that in this definition we do not require A and B to have the same cardinal-
ity. An elementary computation shows that RN (t, B) is the solution of the linear
differential equation{
∂tRN (t, B) = N
2LkRN (t, B) + HN (t, B) for t ≥ s ,
RN (s,B) = JN (s, A,B) ,
(2.2)
where k = |B|,
JN (s, A,B) = EνN
ρ0(·)
[ ∏
x∈A
[ηs(x)− ρN (s, x)]
∏
y∈B
[ηs(y)− ρN (s, y)]
]
and HN (t, B) is given by
N2
∑
y,z∈B
p(z − y)
{
RN (t, B \ {z})−RN (t, B \ {y})
}{
ρN (t, {z})− ρN (t, {y})
}
− (N2/2)
∑
y,z∈B
p(z − y)RN (t, B \ {y, z})
{
ρN (t, {z})− ρN (t, {y})
}2
.
Notice that RN (t, φ) = ϕ
N (s, A), that HN (t, B) vanishes for n = 1 and that
JN (s, A,B) is not equal to ϕ
N (s, A ∪B) but given by∑
C
ϕN (s, (A∆B) ∪ C)
∏
x∈C
[1− 2ρN (s, {x})]
∏
x∈(A∩B)\C
ρN (s, {x})[1− ρN (s, {x})] ,
where the summation is carried over all subsets C of A∩B and where A∆B stands
for the symmetric difference of A and B.
The differential equation (2.2) has a unique solution which can be represented
as
RN (t, B) =
∑
C∈Ek
fr(B,C)JN (s, A,C) +
∫ r
0
du
∑
C∈Ek
fr−u(B,C)HN (s+ u,C) ,
(2.3)
where r = t− s. This last notation is systematically used below. Let
UN(t, B) =
∑
C∈Ek
fr(B,C)JN (s, A,C) .
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Lemma 2.5. Fix 2 ≤ k ≤ n, 0 ≤ s ≤ t ≤ T and A in En. There exists a finite
constant C4 = C4(p, n, T, ρ0) such that
sup
B∈Ek
∣∣UN (t, B)∣∣ ≤ C4B(n− k)
(1 + rN2)k/2
,
where B(2j) = N−j and B(2j + 1) = logN/N j+1 for j ≥ 0.
Proof. UN(t, B) is absolutely bounded by
k∑
j=0
J(s, j)
∑
D⊂A,D∈Ej
E∩A=φ,E∈Ek−j
fr(B,D ∪ E) , (2.4)
where
J(s, ℓ) = sup
C∈Ek
|C∩A|=ℓ
∣∣JN (s, A,C)∣∣ ≤ max
m
sup
D∈Em
∣∣ϕN (s,D)∣∣ ,
where the maximum is carried over n+k−2ℓ ≤ m ≤ n+k+ℓ. Last inequality follows
from the explicit formula for JN (s, A,C). By Lemma 2.4, the previous expression
is less than or equal to C4B(n+ k − 2ℓ). On the other hand, by Theorem 1.1,∑
D⊂A,D∈Ej
E∩A=φ,E∈Ek−j
fr(B,D ∪ E) ≤ C2(k, p)
(1 + rN2)j/2
·
Therefore,
∣∣UN (t, B)∣∣ ≤ C4 k∑
j=0
B(n+ k − 2j)
(1 + rN2)j/2
≤ C4B(n− k)
(1 + rN2)k/2
·
This concludes the proof of the lemma.
We are now in a position to prove the main result towards the Boltzmann-Gibbs
principle.
Lemma 2.6. Fix n ≥ 2, there exists a finite constant C4 = C4(n, p, T, ρ0) such
that ∣∣RN (s, A; t, B)∣∣ ≤ C4{ logN
N2
+
1
1 + (t− s)N2
}
for all A, B in En, 0 ≤ s < t ≤ T .
Proof. Fix n ≥ 2, s ≥ 0 and A in En. For 1 ≤ k ≤ n, denote by RN,k(t, ·)
the solution of the linear differential equation (2.2). Since the equation for RN,k
involves RN,k−1, RN,k−2, an induction argument on k is required. A simple pattern
appears only for k ≥ 7. Hence, for 1 ≤ k ≤ 6, we need to proceed by inspection,
making the proof long and tedious.
Consider k = 1. In this case HN vanishes and, by Lemma 2.5,∣∣RN,1(t, {x})∣∣ = ∣∣UN (t, {x})∣∣ ≤ a1B(n− 1)
(1 + rN2)1/2
·
Here and below {aj , j ≥ 1} are finite constants depending on n, p, T and ρ0 which
may change from line to line.
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For k = 2, since RN (t, φ) is time independent and absolutely bounded by B(n),
the previous estimates and Lemma 2.5 show that∣∣HN,2(t, B)∣∣ ≤ a2{ NB(n− 1)
(1 + rN2)1/2
+ B(n)
}
I(B) .
Therefore, by the explicit formula (2.3) for RN,2(t, B) and by Lemmas 2.3, 2.5,∣∣RN,2(t, B)∣∣ ≤ a2{B(n− 2)
1 + rN2
+
B(n− 1)
N
}
because B(n) ≤ B(n− 1). Notice that this inequality proves the lemma for n = 2
because RN,2(t, B) = RN (s, A; t, B).
The estimates for RN,1 and RN,2 give bounds for HN,3 which in turn, together
with the explicit formula (2.3) for RN,3(t, B) and Lemmas 2.3, 2.5 show that∣∣RN,3(t, B)∣∣ ≤ a3{ B(n− 3)
(1 + rN2)3/2
+
B(n− 2) logN
N(1 + rN2)1/2
}
.
Here we used the fact that B(n − 3) = NB(n − 1) to eliminate one of the terms
appearing in the expression of RN,3(t, B).
We repeat this procedure for k = 4, 5 and 6 to obtain that∣∣RN,4(t, B)∣∣ ≤ a4{ B(n− 4)
(1 + rN2)2
+
B(n− 3)
N(1 + rN2)1/2
+
B(n− 2) logN
N2
}
,
∣∣RN,5(t, B)∣∣ ≤ a5{ B(n− 5)
(1 + rN2)5/2
+
B(n− 4)
N(1 + rN2)1/2
+
B(n− 3)
N2
}
,
∣∣RN,6(t, B)∣∣ ≤ a6{ B(n− 6)
(1 + rN2)3
+
B(n− 5)
N(1 + rN2)1/2
+
B(n− 4)
N2
}
·
For k = 5, we used the fact that B(ℓ) logN ≤ B(ℓ − 1).
A pattern has been found for k = 5, 6. It is now a simple matter to prove by
induction that this pattern is conserved so that∣∣RN,k(t, B)∣∣ ≤ a6{ B(n− k)
(1 + rN2)k/2
+
B(n− k + 1)
N(1 + rN2)1/2
+
B(n− k + 2)
N2
}
for k ≥ 7. It remains to recall the definition of B(j) and to recollect all previous
estimates to conclude the proof of the lemma.
Notice that we could have set B(1) = N−1 for the estimates in the previous
lemma. Taking B(1) = logN/N simplifies slightly the notation since we have that
B(n + 2) = B(n)N−1 for all n ≥ 0 and we miss only a logN factor, which is
irrelevant for our purposes.
We are now in a position to prove Proposition 2.1. With the notation introduced
in this section, the expectation appearing in the statement of the proposition be-
comes
2
N
∑
x,y∈Z
H(x/N)H(y/N)
∫ T
0
dt
∫ t
0
dsRN (s, A+ x; t, A+ y) ,
where A + x is the set {z + x : z ∈ A}. By Lemma 2.6 and a change of variables,
this expression is bounded above by
C(n, p, ρ0, T ) logN
N
( 1
N
∑
x∈Z
∣∣H(x/N)∣∣)2 ,
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which proves Proposition 2.1.
We conclude this section with an observation. The same arguments presented
above in the proof of Proposition 2.1 shows that
EνN
ρ0(·)
[( ∫ T
0
dt
1
N1/2
∑
x∈Z
H(x/N)[ηt(x)− ρN (t, x)]
)2]
≤ 2
∫ T
0
dt
∫ t
0
ds
1
N
∑
x∈Z
F (ρN (s, x))H(x/N) (fNt−sH)(x/N)
+ C(p, ρ0, T )
( 1
N
∑
x∈Z
∣∣H(x/N)∣∣)2
for some finite constant C(p, ρ0, T ). Here F (a) = a(1− a).
3. Gaussian tail estimates for labeled exclusion processes
Fix n ≥ 2 and a finite range, symmetric and irreducible transition probability p(·)
on Zd. Consider n labeled particles moving on the d-dimensional lattice Zd through
stirring. This dynamics can be informally described as follows. The n particles start
from n distinct sites of Zd. For each pair (x, y) of Zd, at rate p(y − x), particles at
x, y exchange their positions. This means that if there is a particle at x (resp. y)
and no particle at y (resp. x), the particle jumps from x to y (resp. from y to x).
If both sites are occupied, the particles change their position and if none of them
are occupied, nothing happens.
The state space of this Markov process, denoted by Bn, consists of all vectors
x = (x1, . . . , xn) of (Z
d)n with distinct coordinates:
Bn =
{
x = (x1, . . . , xn) ∈ (Zd)n : xi 6= xj for i 6= j
}
while the generator Ln is given by
(Lnf)(x) =
∑
x,y∈Zd
p(y − x)[f(σx,yx)− f(x)] . (3.1)
In this formula, for a configuration x = (x1, . . . , xn) in Bn, σx,y x is the configura-
tion defined by
(σx,y x)i =


y if xi = x,
x if xi = y,
xi otherwise.
This generator corresponds to the generator (1.1) in which particles have been
labeled and are therefore distinguishable.
It is easy to check that the counting measure on Bn, denoted by µn, is an
invariant reversible measure for the process. The goal of this section is to obtain
sharp estimates on the transition probability of this Markov process. To state the
main results of the section, fix a state z in Bn and denote by ft the solution of the
forward equation: {
∂tft = L
∗
nft ,
f0(x) = 1{x = z} . (3.2)
Recall that we denote by Φ the Legendre transform of the convex function
w2 coshw.
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Theorem 3.1. Fix n ≥ 1 and a point z = (z1, . . . , zn) in Bn. Let ft be a solution of
the forward equation (3.2). There exist finite constants C2 = C2(n, d, p), a0 = a0(p)
such that
fT (x) ≤ C2
(1 + T )nd/2
exp
{
− a0T
2(logT )2
Φ
(‖x− z‖ logT
a20T
)}
for every T > C2 and every configuration x.
Since Φ(w) ∼ w2 for w small, for γ > 0, there exists a finite constant a1 =
a1(p, γ) such that
fT (x) ≤ C2
(1 + T )nd/2
exp
{−‖x− z‖2
a1T
}
for every T > C2 and every configuration x such that ‖x− z‖ ≤ γT/ logT .
On the other hand, since x2 coshx ≤ 2e2x, Φ(u) ≥ (u/2) log(u/4e). Hence,
fT (x) ≤ C2
(1 + T )nd/2
exp
{
− ‖x− z‖
4a0 logT
log
‖x− z‖ logT
4ea20T
}
for every T > C2. Of course this estimate is only interesting if ‖x− z‖ ≫ T/ logT ,
Since the proof of Theorem 3.1 follows closely the one of Theorem 2.2 in [9],
we present only the main differences. Throughout this section, C0 stands for a
universal constant, which may change from line to line.
We first need a logarithmic Sobolev inequality for the process Xt restricted to
cubes. Fix an integer ℓ and decompose the lattice Zd into disjoint cubes {Λk : k ≥
1} of length ℓ:
Λk = xk + {1, . . . , ℓ}d for some xk in Zd ;
Λk ∩ Λj = φ for k 6= j and
⋃
k≥1
Λk = Z
d .
For a vector k = (k1, . . . , kn), let Λk be the finite cube of (Z
d)n defined by Λk =
Λk1 × · · · × Λkn and let LΛk be the generator Ln introduced in (3.1) restricted to
the cube Λk. This means that jumps from Λk to its complement are forbidden as
well as jumps from the complement to Λk.
Lemma 3.2. There exists a finite constant C1 depending only on the transition
probability p(·), the dimension d and the total number of particles n such that∑
x∈Λk
f(x) log f(x) ≤ C1ℓ2
∑
x,y∈Λk
{√
f(y)−
√
f(x)
}2
, (3.3)
for all densities f with respect to the uniform probability measure over Λk. In this
formula, the sum on the right hand side of the inequality is carried over all pairs
x, y in Λk such that y = σ
x,yx for some x, y with p(y − x) > 0.
Proof. It is well known that a symmetric random walk evolving on a d-dimensional
cube satisfies a logarithmic Sobolev inequality of type (3.3) and that the super-
position of independent processes satisfying logarithmic Sobolev inequalities also
satisfies a logarithmic Sobolev inequality, the constant being the maximum of the
individual constants. This proves (3.3) in the case where the cubes Λk are all
different: ki 6= kj for i 6= j.
It remains to consider the case where some cubes are equal. In this situation, the
diagonal is forbidden because two particles cannot occupy the same site, and two
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particles may exchange their position. Fix 2 ≤ m ≤ n and consider the hypercube
Λk = Λk × · · · × Λk of (Zd)m. If we do not distinguish particles, we retrieve the
symmetric simple exclusion process on Λk with m particles. This process satisfies a
logarithmic Sobolev inequality of type (3.3) with a constant C0 depending only on
the dimension d and the transition probability p(·) [11]. It is not difficult to recover
(3.3) for the random walk Xt on Λk from this estimate.
Indeed, let ΣΛk,m be the subsets of Λk with m points: ΣΛk,m = {A ⊂ Λk :
|A| = m}, let µΛk,m be the uniform probability measure on ΣΛk,m and, for a density
f : Λk → R+ with respect to the uniform measure over Λk, let f˜ : ΣΛk,m → R+ be
the density with respect to µΛk,m defined by
f˜({x1, . . . , xm}) = 1
m!
∑
σ
f(xσ(1), . . . , xσ(m)) ,
where the summation is performed over all permutations σ of m elements.
With this notation, we may rewrite the left hand side of (3.3) as∑
A∈ΣΛk,m
f˜(A)
∑
x∈A
f(x)
f˜(A)
log
f(x)
f˜(A)
+ m!
∑
A∈ΣΛk,m
f˜(A) log f˜(A) , (3.4)
where the summation over x is carried over all points x = (x1, . . . , xm) such that
{x1, . . . , xm} = A.
It is not difficult to prove a logarithmic Sobolev inequality for the permutation
of m points. Let Sm be the set of all permutations σ of m points. Consider the
Dirichlet form DSm defined by
DSm(g) =
∑
σ,σ˜∈Sm
[g(σ)− g(σ˜)]2 .
There exists a finite constant C0 such that∑
σ∈Sm
g(σ) log g(σ) ≤ C0DSm(
√
g)
for all densities g with respect to the uniform probability measure on Sm.
Since f(x)/f˜(A) is a density with respect to the uniform probability measure
over the set of all permutations, the first term is bounded above by
C0
∑
A∈ΣΛk,m
∑
x,y∈A
{√
f(y)−
√
f(x)
}2
(3.5)
for some finite universal constant. It remains to connect each point x in A to each
point y in A by a path x = z0, . . . , zr = y such that zj+1 = σ
x,yzj for some x, y
with p(y − x) > 0 to estimate the previous term by the right hand side of (3.3).
This can be done as follows.
Assume first that d = 1. To explain the strategy in a simple way, we allow two
particles to occupy the same site in the construction of the path. The modifications
needed to respect the exclusion rule are straightforward. Fix x and y in a same
set A. Since both points belong to the same set, there exists a permutation σ of
m points such that yi = xσ(i) for 1 ≤ i ≤ m. The path {zj} connecting x to y is
defined as follows. We start changing the first coordinate x1 of x, keeping all the
other constants, moving from x = (x1, . . . , xm) to w1 = (y1 = xσ(1), x2, . . . , xm).
Note that the last configuration has two particles occupying the same site. At
this point, we change the coordinate xσ(1), moving from a new configuration w2,
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which is obtained from x, by replacing x1 by xσ(1) and xσ(1) by xσ2(1), where
σ2 = σ ◦ σ. We repeat this procedure. If the orbit of 1 for the permutation σ
is the all set {1, . . . ,m}, this algorithm produces a path from x to y. Otherwise,
after completing the orbit of 1 by the map σ, we choose the smallest coordinate
not belonging to the orbit of 1 and repeat the procedure.
Denote by Γx,y the path just constructed. Notice that
1. its length is bounded by mℓ and
2. all coordinates but one of each site z in Γx,y belong to the set {x1, . . . , xm}.
Therefore, by Schwarz inequality, (3.5) is bounded above by
C0
∑
A∈ΣΛk,m
∑
x,y∈A
∣∣Γx,y∣∣ ∑
b∈Γx,y
{√
f(b2)−
√
f(b1)
}2
≤ C0ℓm
∑
b
{√
f(b2)−
√
f(b1)
}2 ∑
A∈ΣΛk,m
∑
x,y∈A
b∈Γx,y
.
The last sum in the first line is performed over all pairs b = (b1, b2) of consecutive
sites in the path Γx,y, while the first sum in the second line is performed over all
pairs b = (b1, b2) such that b2 = σ
x,x+y for some x, y in Zd such that p(y) > 0.
Since all but one coordinate of each site in Γx,y belong to {x1, . . . , xm}, for each
fixed bond b = (b1, b2) there is at most mℓ possible sets A which might use this
bond. For each set A, there is at most m! end points and m! starting points for the
path. The last sum is thus bounded by
≤ C0ℓ2m2(m!)2
∑
b
{√
f(b2)−
√
f(b1)
}2
.
This concludes the proof of the estimate of the first term in (3.4) in dimension 1.
The proof in higher dimension is similar. The idea is to consider a configuration
x as a point in Zmd and repeat the previous algorithm, moving the first coordinate
of the first particle, then moving the first coordinate of the σ(1)-particle, until all
first coordinates of all particles are modified. At this point, we change the second
coordinate of the first particle and repeat the procedure. This method gives a path
of length at most C0ℓmd and whose sites have all but one of the md coordinates
equal to the coordinates of x. These two properties permit to derive the estimates
obtained in dimension 1, replacing m by md. This proves that the first term in
(3.4) is bounded above by the the right hand side of (3.3).
We focus now on the second term of (3.4). By the logarithmic Sobolev inequality
for m exclusion particles in a cube Λk, this expression is less than or equal to
Cm!
∑
A∈ΣΛk,m
∑
x,y∈Zd
p(y)
{√
f˜(Ax,x+y)−
√
f˜(A)
}2
for some finite constant C depending only on p(·) and d. By Schwarz inequality,
this expression is bounded by the right hand side of (3.3).
The second main ingredient in the proof of Theorem 3.1 is an estimate of the
action of the generator Ln on certain exponential functions.
For a vector θ = (θ1, . . . , θn), θi in R
d, denote by ψθ the function ψθ : Bn → R
defined by ψθ(x) = exp{θ · x}. Here, x · y represents the inner product in (Zd)n.
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An elementary computation shows that there exists a finite constant a0, depending
only on the transition probability p(·), such that
1
ψθ(x)
(Lnψθ)(x) ≤ R(θ) ,
∑
x,y∈Zd
p(y − x)
{ψθ(σx,yx)
ψθ(x)
− 1
}2
≤ R(θ) (3.6)
for all x in Bn, where
R(θ) = a0
d∑
j=1
n∑
i=1
(
cosh{a0θi,j} − 1
)
. (3.7)
Next result relies mainly on Lemma 3.2 and on the bounds (3.6). Its proof
follows closely the one of Lemma 4.3 in [9] and is therefore omitted. For a positive
function ψ : Bn → R, denote by Dψ the Dirichlet formula defined by
Dψ(u) = (1/2)
∑
x∈Bn
∑
x,y∈Zd
p(y − x){u(σx,yx)− u(x)}2 ψ(x) .
Lemma 3.3. Fix a vector θ in (Rd)n, ℓ ≥ 2, denote by C1 the constant introduced
in Lemma 3.2 and let ψ = ψθ. There exists a finite constant a0, depending only on
the transition probability p(·), such that∫
f log f ψ dµn ≤ −
∫
f ψ logψ dµn − log |Λℓ|n + 4C1ℓ2Dψ(
√
f) + R(θ)ℓ2
for every density f : Bn → R with respect to ψ dµn.
The estimates (3.6) permit also to prove the following bound. Recall that ft is
the solution of the forward equation (3.2) and that µn is the counting measure on
Bn.
Lemma 3.4. Fix a smooth increasing function p : R+ → (1,∞) and a smooth func-
tion λ = (λ1, . . . , λn) : R+ → (Rd)n. Let ψt(x) = exp{λ(t) · x} and let ht = ft/ψt,
ut = h
p(t)/2
t . There exists a finite constant a0, depending only on the transition
probability p(·), such that
d
dt
∫
h
p(t)
t ψt dµn ≤
p˙(t)
p(t)
∫
u2t log u
2
t ψt dµn − (p(t)− 1)
∫
u2t ψ˙t dµn
− (p(t)− 1)
p(t)
Dψt(ut) + R(λ(t)) p(t)
∫
u2t ψt dµn .
The proof of Lemma 3.4 relies on the estimates (3.6) and follows closely the proof
of Lemma 5.1 in [9].
We are now in a position to prove Theorem 3.1. Recall that ft is the solution
of the forward equation (3.2). Fix T > 0 large, set q = 1 + (logT )−1, q′ = logT
and consider a smooth increasing function p : [0, T ] → [q, q′] such that p(0) = q,
p(T ) = q′. At the end of the proof, p(t) will be taken as a rescaling of the function
[1− (s/T )α]−1 for some 0 < α < 1/2.
Following Davies [4], fix θ = (θ1, . . . , θn) in (R
d)n, define ψt : Bn → R+ by
ψt(x) = exp
{ p(t)
p(t)− 1 θ · x
}
,
denote θi p(t)/[p(t)− 1] by λi(t) and let ht = ft/ψt.
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For a function g : Bn → R and 1 ≤ p < ∞, denote by ‖g‖ψ,p the Lp norm of g
with respect to the measure ψ dµn :
‖g‖pψ,p =
∑
x∈Bn
|g(x)|pψ(x) .
A straightforward computation gives that
d
dt
log ‖ht‖ψt,p(t) = −
p˙(t)
p(t)
log ‖ht‖ψt,p(t) +
1
p(t)
1
‖ht‖p(t)ψt,p(t)
d
dt
‖ht‖p(t)ψt,p(t) . (3.8)
Denote h
p(t)
t by u
2
t and u
2
t/‖ut‖22 by v2t . By Lemma 3.4, the second term on the
right hand side of last formula is bounded above by
p˙(t)
p(t)2
∫
v2t log v
2
t ψt dµn +
p˙(t)
p(t)
log ‖ht‖ψt,p(t) + R(t) (3.9)
− p(t)− 1
p(t)2
Dψt(vt) −
p(t)− 1
p(t)
∫
v2t ψ˙t dµn ,
where R(t) = R(λ(t)). Notice that the second term in this expression cancels with
the first term in the previous formula and that v2t is a density with respect to the
measure ψt dµn . By Lemma 3.3, the first term of this formula is bounded by
p˙(t)
p(t)2
{
−
∫
v2t ψt logψt dµn − log |Λℓ|n + 4C1ℓ2Dψt(vt) + ℓ2R(t)
}
(3.10)
for all ℓ ≥ 2.
By definition of ψt,
−p(t)− 1
p(t)
ψ˙t =
p˙(t)
p(t)2
ψt logψt ,
so that the first term of formula (3.10) cancels with the fifth term of formula (3.9).
Denote by [a] the integer part of a real a. If we set ℓ = ℓ(t) as
ℓ(t) =
[√p(t)− 1
4C1p˙(t)
]
,
a straightforward computation shows that the Dirichlet form in formula (3.9) can-
cels with the Dirichlet form appearing in (3.10). The inequality ℓ(t) ≥ 2 imposes
conditions on p(t) that will need to be checked when defining p(t).
Up to this point we proved that
d
dt
log ‖ht‖ψt,p(t) ≤ −
p˙(t)
p(t)2
log |Λℓ|n + 2R(t)
because ℓ(t)2p˙(t) ≤ p(t)2 by definition of ℓ(t). Integrating in time, we obtain that
‖hT‖ψT ,pT ≤ ‖h0‖ψ0,p0 exp
{
− (nd/2)
∫ T
0
dt
p˙(t)
p(t)2
log
p(t)− 1
8C1p˙(t)
+ 2
∫ T
0
dtR(t)
}
.
because ℓ(t)2 ≥ [p(t) − 1]/8C1p˙(t). By definition of the density f , ‖h0‖ψ0,p0 =
f(z)ψ0(z)
1−p0/p0 = exp{θ · z}. On the other hand, ‖hT‖ψT ,pT is bounded below by
fT (x)ψT (x)
1−pT /pT = exp{θ · x} for every x in Bn. Moreover, since −p˙(t)/p(t)2 =
(1/p(t))′,
− log(8C1)
∫ T
0
dt
p˙(t)
p(t)2
≤ log(8C1)
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because p(0) = 1 + (log T )−1, p(1) = logT . Finally, since p(t) is an increasing
function, p(t)/[p(t)−1] ≤ 1+logT ≤ 2 logT for T ≥ e. Therefore, if we assume that
|θi,j | ≤ B/2 logT for some finite constant B, R(t) ≤ C(a0, B)‖θ‖2p(t)2/(p(t)− 1)2,
where C(a0, B) = 2a
3
0M(a0B) and
M(r) := sup
|w|≤r
coshw − 1
w2
≤ cosh r .
Putting together all previous estimates, we obtain that
fT (x) ≤ C(n, d) exp{−θ · (x− z)} exp
{
− (nd/2)
∫ T
0
dt
p˙(t)
p(t)2
log
p(t)− 1
p˙(t)
}
×
× exp
{
C(a0, B)‖θ‖2
∫ T
0
dt
p(t)2
[p(t)− 1]2
}
provided |θi,j | ≤ B/2 logT .
It remains to choose an appropriate increasing smooth function p : [0, T ]→ [q, q′]
which connects 1 + (logT )−1 to logT to conclude the proof of the theorem. Let
q(s) = p(sT )/p(sT )− 1 and notice that q(0) = logT + 1, q(1) = logT/ logT − 1.
With this notation, a change of variables and an elementary computation shows
that the two previous integrals become
(nd/2)
∫ 1
0
ds
q′(s)
q(s)2
log
q(s)− 1
−q′(s) − (nd/2) logT
( logT
logT + 1
− 1
logT
)
and C(a0, B)‖θ‖2T
∫ 1
0
ds q(s)2 .
The second term of the first line is bounded by logT−nd/2 + C(n, d), which is
responsible for the diagonal estimate of the density.
Let g(s) = s−α for some 0 < α < 1/2. It is easy to show∫ 1
0
ds
−g′(s)
g(s)2
log
g(s)− 1
−g′(s) < ∞ ,
∫ 1
0
ds g(s)2 < ∞ .
Defining q(s) = g(a+ (b− a)s) for appropriate constants a, b, we deduce that
fT (x) ≤ C(n, d)
T nd/2
exp{−θ · (x− z) + C(a0, B)‖θ‖2T }
provided |θi,j | ≤ B/2 logT . An elementary computation shows that with this choice
ℓ(t) ≥ 2 for all 0 ≤ t ≤ T provided T is chosen large enough: T ≥ C2(n, d).
Fix x, let y = x−z and choose θ = B(2 logT )−1y/‖y‖ so that |θi,j | ≤ B/2 logT .
With this choice, the expression inside braces in the previous formula becomes
bounded by
−‖x− z‖B
2 logT
+
C(a0, B)B
2T
(2 logT )2
for every B > 0. Recall the definition of C(a0, B), change variables as B
′ = a0B
and minimize over B′ to obtain that the previous expression is bounded above by
− a0T
2(logT )2
Φ
(‖x− z‖ logT
a20T
)
,
where Φ is the convex conjugate of w2 coshw. This concludes the proof of Theorem
3.1.
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Proof of Theorem 1.1. Theorem 1.1 follows from Theorem 3.1 since the evolution
of n random walks evolving with exclusion can be obtained from the evolution of
n labeled random walks by just ignoring the labels.
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