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Abstract
This thesis presents results under the topics of quantum correlations and quantum information
processing using linear-optical networks. The first part of this thesis concerns with quantum cor-
relations, specially in Gaussian states, which play a central role as resource in quantum protocols.
The second part is about quantum information processing using linear-optical networks that are of
great practical interest due to their simple physical realization.
In the first part, we present a measurement-based method for verifying nonzero quantum dis-
cord, a measure of quantum correlations, in bipartite systems that can be used for both continuous-
and discrete-variable systems. Based on this method, we show that the only bipartite Gaussian
states with zero quantum discord are product states. We also present a simple and efficient exper-
imental method for verifying quantum correlations in Gaussian states using homodyne measure-
ments. Moreover, we introduce an operational measure for quantifying quantum correlations in
Gaussian states that is purely based on Gaussian measurements. We then illustrate the operational
significance of the measure in terms of a Gaussian quantum protocol.
In the second part, we present results on linear quantum-optics experiments, specifically boson
sampling, an intermediate model of quantum computation that can be implemented using single-
photon states, linear-optical networks, and photodetectors. We first present an efficient experimen-
tal method for characterization of linear-optical networks, which is essential for practical imple-
mentation of boson sampling. We show that using coherent states one can directly measure all the
nontrivial phases and moduli of the matrix describing the network. Next, we consider the problem
of boson sampling with Gaussian states. We derive a general formula for calculating the output
photon-counting probabilities. We show that for input thermal states, sampling from the output
probability distribution can be efficiently classically simulated. Using this, we find that perma-
nents of positive-semidefinite Hermitian matrices can be approximated to within a multiplicative
error in BPPNP. We also discuss boson sampling with squeezed vacuum states. Finally, we provide
a sufficient condition for the efficient classical simulation of the general sampling problem using
linear-quantum optics, which involves a multimode input quantum state to a linear-optical network
and set of measurements at the output. This condition is based on the phase-space quasiprobability
ii
distributions, and suggests that negativity is a quantum resource. We apply this condition to im-
plementations of boson sampling using single-photon or spontaneous parametric down-conversion
sources. We show that above some threshold for loss and noise in the experiment, boson sampling
is classically simulatable.
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Introduction
One aim of quantum information science is to exploit quantum mechanics in order to build systems
with the capability of performing information processing tasks that seem otherwise impossible
classically [2]. Universal quantum computer is a special example of these systems, as it is strongly
believed that it can outperform its best classical counterparts. Other examples include quantum
systems for efficiently simulating complex systems, and quantum devices that can perform a spe-
cific computational task, known as intermediate models of quantum computation. The focus of this
thesis is on two subjects in quantum information: quantum correlations, and quantum information
in linear-optical networks.
Firstly, in this thesis, we study quantum correlations, especially in continuous-variable sys-
tems. Of great practical and theoretical interest in quantum information is to identify what gives
the extra power to quantum computers. Specifically the question is: what is the quantum feature
that can be viewed as a resource in quantum protocols? There might be different answers to this
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question depending on the quantum protocol in hand. However, we know that in certain cases
such as in the absence of quantum correlations, i.e., when the system can be described classically,
there is no computational speedup. This suggests that quantum correlations may play a central
role as a resource in quantum information processing protocols. Traditionally, entanglement was
thought of as the unique form of quantum correlation, but within the last decade the concept of
quantum correlation was generalized and measures were proposed that can capture quantum cor-
relations beyond entanglement. This became specially important when quantum computational
models were proposed, which are believed to be exponentially hard classically, but with little or no
entanglement [3, 4]. Therefore, having a method for verifying quantum correlations in systems and
demonstrating the role of quantum correlations in quantum protocols are both of great importance.
Secondly, we consider quantum information processing using linear-quantum optics. While
there are many remaining challenges on the way to build a universal quantum computer, im-
plementation of some intermediate models of quantum computation seem achievable in the near
future. These models have attracted great attention, as they have relatively simple physical re-
alizations compared to universal quantum computers, but can be used to demonstrate quantum
computational speedup. A recently proposed intermediate model of quantum computation using
linear-optics is boson sampling [5], which is much less practically challenging to implement than
the linear-optical schemes for universal quantum computation such as [6]. This protocol generates
samples from the output probability distribution of an ideal linear-optical network, consisting of
passive optical elements such as beamsplitters and phase shifters, using simple on-off detectors for
input single photons. This task is believed to be classically hard to simulate. Nevertheless, despite
the simplicity of the model, there are still difficulties for sufficiently large scale realizations.
It is believed that a boson-sampling problem using only around 30 single photons and a linear-
optical network with 900 modes, can challenge the best classical computers, and hence provide
evidence that a quantum computer can efficiently solve classically hard problems [5]. However,
reliable single photon sources for preparing even this number of photons are not currently available.
This gives rise to the question whether boson sampling can be generalized to the use of other
quantum states that are less practically challenging to prepare. Also, in a realistic situation, there
are various sources of errors such as losses in the network, mode mismatches, and imperfections in
the detectors. This implies that practical implementations of boson sampling requires an efficient
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characterization method for linear-optical networks, and careful error analysis to take into account
all the errors. Furthermore, it is of great practical interest to know how much error boson sampling
can tolerate before it becomes classically simulatable.
1.1 Overview of this thesis
This thesis consists of two parts. In the first part, we present results on quantum correlations. The
second part contains results on quantum information processing using linear-optical networks. In
the following, we give a brief description for each chapter and the presented results.
Part 1, chapter 2: Introduction to quantum correlations
We review the definition of quantum correlations and measures for quantifying quantum cor-
relations. In particular, we consider quantum discord, as a measure, and its generalization for
Gaussian states. This chapter includes preliminaries for the next two chapters.
Part 1, chapter 3: Verification of quantum correlations
We present a measurement-based method for verifying quantum correlations for any bipartite
systems. Using this method, we show that the only Gaussian states with zero quantum discord are
product states. We further present a simple experimental method using homodyne measurements
for verifying non-zero quantum discord in Gaussian states and a special class of non-Gaussian
states. This chapter contains results from two papers [S. Rahimi-Keshari, C. M. Caves, and
T. C. Ralph, “Measurement-based method for verifying quantum discord”, Physical Review A 87,
012119 (2013)] and [S. Hosseini, S. Rahimi-Keshari, J. Y. Haw, S. M. Assad, H. M. Chrzanowski,
J. Janousek, T. Symul, T. C. Ralph, and P. K. Lam, “Experimental verification of quantum discord
in continuous-variable states”, Journal of Physics B: Atomic, Molecular and Optical Physics 47,
025503 (2014)].
Part 1, chapter 4: Operational quantum discord for Gaussian states with Gaussian measure-
ments
We introduce an operational measure for quantifying quantum correlations in Gaussian states
that is based on using Gaussian measurements only. Such a measure is particularly interesting as
a figure of merit for Gaussian quantum protocols involving Gaussian states, Gaussian operations
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and Gaussian measurements. We demonstrate the operational significance in terms of a Gaussian
quantum protocol for extracting an encoded signal from Gaussian states. This chapter incorporates
results from [S. Rahimi-Keshari, T. C. Ralph, and C. M. Caves, “Operational discord measure for
Gaussian states with Gaussian measurements”, New Journal of Physics 17, 063037 (2015)].
Part 2, chapter 5: Introduction to boson sampling
Boson sampling, as an intermediate model of quantum computation, is reviewed in this chapter.
We discuss why boson sampling is classically hard to simulate. In addition, we discuss generaliza-
tion of boson sampling to a large class of sampling problems that are classically hard. This chapter
presents preliminaries for the other chapters in this part.
Part 2, chapter 6: Characterization of linear-optical network
We present a simple and efficient experimental method for characterizing linear-optical net-
works. This method only uses a laser source and intensity measurements to directly measure all
the nontrivial phases and moduli of the matrix representing a network. This chapter includes work
from [S. Rahimi-Keshari, M. A. Broome, R. Fickler, A. Fedrizzi, T. C. Ralph, and A. G. White,
“Direct characterization of linear-optical networks”, Optics Express 21, 13450 (2012)].
Part 2, chapter 7: Boson sampling using Gaussian states
We obtain a general formula for calculating the output photon-counting probability distribution
of a linear-optical network for input Gaussian states. We then first consider thermal input states,
and show that sampling from the output probability distribution can be efficiently classically sim-
ulated. Using this, we find that permanents of positive-semidefinite Hermitian matrices can be
approximated to within a multiplicative error in BPPNP, which is contained in the third level of
the polynomial hierarchy. This is a new result in complexity theory. Moreover, we consider input
squeezed-vacuum states and discuss the complexity of sampling from the probability distribution
at the output. In this chapter, we include materials from two papers [S. Rahimi-Keshari, A. P. Lund,
and T. C. Ralph,“What can quantum optics say about computational complexity theory?”, Physical
Review Letters 114, 060501 (2015)] and [A. P. Lund, A. Liang, S. Rahimi-Keshari, T. Rudolph,
J. L. O’Brien, and T. C. Ralph, “Boson sampling from a Gaussian state”, Physical Review Letters
113, 100502 (2014)].
Part 2, chapter 8: Efficient classical simulation of linear-quantum optics
1.1 OVERVIEW OF THIS THESIS 5
We provide a sufficient condition for the efficient classical simulation of the general sampling
problems using linear-quantum optics, consisting of a multimode input state to a linear-optical
network and a set of measurements at the output. This condition is based on nonnegativity of
phase-space quasiprobability distributions, and supports the notion that negativity is a quantum re-
source. Using this condition, we show above some thresholds for loss and noise in boson-sampling
experiments using single-photon states and squeezed-vacuum states, sampling from the output
probability distribution can be efficiently simulated on a classical computer.
Chapter 9: Conclusions and Outlook
We conclude in this chapter and provide some remarks on the future works related to the
presented works.
Part I
Quantum correlations in
continuous-variable systems
6

2
Introduction to quantum correlations
Quantum correlations play a central role as a resource in quantum information processing and
quantum communication tasks that cannot be done efficiently classically. Previously, any corre-
lation in the absence of entanglement was thought to be purely classical as they can be prepared
with local operations and classical communications. However, there were reasons to believe this
was not the whole story; for example, there are quantum computational models with no or little
entanglement, which can efficiently perform tasks that are believed to be classically hard [3, 4].
In this chapter, we first review quantum discord as a measure that can capture quantum correla-
tions beyond entanglement. Then, we discuss the generalizations of quantum discord for Gaussian
states.
A bipartite quantum state has quantum correlation, if and only if it is not in this form
ρAB =
∑
a,b
p(a, b) |a〉〈a| ⊗ |b〉〈b| , (2.1)
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where {|a〉} and {|b〉} are the orthogonal basis for the subsystemsA andB, respectively. This form
is called classical-classical. These states are a special class of states that can be prepared using local
operations and classical communication (LOCC), ρAB =
∑
pkρ
k
A ⊗ ρkB. However, for classical-
classical states complete information about the state, i.e., the coefficients p(a, b), can be extracted
by measuring the joint probability distribution of two local measurements on each subsystem with
POVM (positive-operator valued measure) elements Πa = |a〉 〈a| and Πb = |b〉 〈b|.The set of all
states in the form (2.1) is equal to the set of the states that can be locally broadcasted [7, 8]. Note,
however, that the notions of quantum or nonclassical correlations and nonclassical states in terms
of negativity of phase-space quasiprobability distribution [9] are not equivalent [10].
Having the definition for quantum correlations, the question is then how to quantify the corre-
lations. In general, measures of quantum correlations can be defined as the difference between a
quantum entropic measure and its corresponding classical entropic measure [11]. A quantum en-
tropic measure is a quantity that is based on the quantum state of the joint system such as quantum
mutual information, conditional quantum entropy, or probability distribution of a joint measure-
ment (as we shall see in chapter 4); while, as shown in figure 2.1, its classical entropic measure is
always based on the joint probability distribution associated with the outcomes of local measure-
ments chosen with a specific strategy
p(a, b) = Tr [ρAB Πa ⊗ Πb] . (2.2)
Here {Πa} and {Πb} are the POVMs of the measurements, which are sets of positive-semidefinite
Hermitian operators and satisfy
∑
a Πa =
∑
b Πb = 1 with 1 being the identity operator. In
different measures of quantum correlations, different entropic measures or measurement strategies
are used [11]. In the following section, we consider discord as an example.
2.1 Quantum discord
Quantum discord was proposed as a measure of nonclassical correlations, which can capture cor-
relations beyond quantum entanglement [12, 13, 14]. This measure of correlation was shown
to be useful to characterize resources in a quantum computational model (DQC1) [15], quan-
tum state merging [16, 17], remote state preparation [18], encoding information onto a quantum
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FIGURE 2.1: A classical entropic measure is based on the joint probability distribution of two local mea-
surements, with POVMs {Πa} and {Πb}. In our notation, A˜ and B˜ represent outcomes of measurements.
state [19], quantum phase estimation [20], and quantum key distribution [21]. It was also shown
that quantum discord is linked to entanglement generated by the activation protocol [22] or by a
measurement [23].
Quantum discord is a conditional-entropy-based measure for bipartite systems, and quantifies
quantum correlations for a specific direction from one subsystem to another. For a bipartite system
in quantum state ρAB, quantum discord from subsystem B to A is defined in terms of classical and
quantum conditional entropies as [12, 13, 14]
D(B → A) = H(min)L (A˜|B˜)− S(A|B). (2.3)
Here S(A|B) is the quantum conditional entropy,
S(A|B) = S(A,B)− S(B), (2.4)
where S(A,B) = −Tr[ρAB ln ρAB] is the von Neumann entropy of the joint state, and S(B) =
−Tr[ρB ln ρB] is the von Neumann entropy of marginal state of subsystem B, ρB = TrA[ρAB].
In Eq. (2.3), the classical conditional entropy is defined as the minimum conditional entropy
that can be measured using local measurements
H
(min)
L (A˜|B˜) = min{Πb,Πa}
∑
b
p(b)H(A˜|b) (2.5)
where p(b) = Tr[ρB Πb] and H(A˜|b) is the Shannon entropy of the conditional probability distri-
bution p(a|b) = p(a, b)/p(b),
H(A˜|b) = −
∑
a
p(a|b) ln p(a|b). (2.6)
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In our notation, A˜ and B˜ denote that the entropies are calculated using outcome probability dis-
tributions of the measurements. The strategy for obtaining the classical conditional entropy is: a
measurement with POVM elements Πb is performed on subsystem B, then the conditional states
ρA|b = TrB[ρABΠb]/p(b) are measured to obtain H(A˜|b); all the measurements are chosen such
that the minimum conditional entropy is achieved. However, we know that measurement in the
eigenbasis of a quantum state minimizes the entropy of the outcome probability [11]. Based on
this, measurements on A must be in the eigenbasis of the conditional states ρA|b, i.e., Πa are the
eigenstates of the states and p(a|b) = Tr[ρA|bΠa] are the eigenvalues. This implies that H(A˜|b)
is the von Neumann entropy of ρA|b, H(A˜|b) = S(A|b) = −Tr[ρA|b ln ρA|b]. Hence, Eq. (2.5)
becomes
H
(min)
L (A˜|B˜) = min{Πb}
∑
b
pb S(A|b), (2.7)
where the minimization is over the local measurements on B only.
In general, it is not clear how to perform the minimization in Eq. (2.7) over all possible mea-
surements and for any arbitrary quantum state. However, this can sometimes be done when there
are restrictions to certain classes of states and measurements. For example, for a large class of
two-qubit states a closed-form expression of quantum discord was obtained in [24].
2.2 Quantum correlations in Gaussian states
Quantum discord was generalized to quantify nonclassical correlations in Gaussian states [25,
26] and certain nonGaussian states [27]. In this section, we first review the definition and some
properties of Gaussian states, and then discuss two proposed measures of quantum correlations for
Gaussian states: Gaussian quantum discord (GQD) and Gaussian Re´nyi-2 discord (GR2D).
2.3 Gaussian states
Quantum states that have Gaussian Wigner functions are known as Gaussian states. We gather the
phase-space quadratures for a two-mode system into a vector
Xˆ = (xˆA, pˆA, xˆB, pˆB). (2.8)
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A Gaussian state ρAB can be fully characterized in terms of the mean quadratures 〈Xˆ〉 = X¯ and
the covariance matrix, which has elements
[σAB]ij =
1
2
〈XˆiXˆj + XˆjXˆi〉 − 〈Xˆi〉〈Xˆj〉. (2.9)
As correlations in Gaussian states are independent of local displacement operations, we can, with-
out loss of generality, assume that X¯ = 0. Also, by applying local phase shifts and squeezing
operations, any covariance matrix,
σAB =
 A C
CT B
 , (2.10)
can be brought to the standard form in whichA = diag(a, a),B = diag(b, b), andC = diag(c, d) [28,
29], i.e.,
σAB =

a 0 c 0
0 a 0 d
c 0 b 0
0 d 0 b
 . (2.11)
This can be accomplished by first applying local unitary rotations that diagonalize A and B,
then using local squeezing operations to transform these diagonal blocks to A = diag(a, a) and
B = diag(b, b), and finally applying further local unitary rotations to diagonalize C. Matrices A
and B are the covariance matrices of the marginal states ρA = TrB[ρAB] and ρB = TrA[ρAB], and
the matrix C contains the quadrature correlations between the modes.
Notice that positivity of the density operator imposes the uncertainty-principle constraint [29],
σ + iΩ ≥ 0 , Ω =
J 0
0 J
 , J =
 0 1
−1 0
 . (2.12)
For a covariance matrix in standard form, this implies that a2 ≥ 1, b2 ≥ 1, ab ≥ c2, and ab ≥ d2,
plus cubic and quadratic constraints on a, b, c, and d. In this thesis, the choice of units can be
thought of as setting ~ = 2.
By using the covariance matrix the Wigner function is then given by
WAB(X) =
1
4pi2
√
detσAB
exp
(
−1
2
(X − X¯)σ−1AB(X − X¯)T
)
, (2.13)
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which is normalized as ∫
d 4X WAB(X) = 1. (2.14)
Notice that the purity of a Gaussian state can be written as
Tr[ρ2AB] = 16pi
2
∫
d 4X WAB(X)WAB(X) (2.15)
=
1√
detσAB
∫
d 4X ′
4pi2
√
detσAB
exp
(
−1
2
(X ′ − X¯ ′)σ−1AB(X ′ − X¯ ′)T
)
=
1√
detσAB
,
where in the second line we usedX ′ =
√
2X .
2.3.1 Gaussian quantum discord
Gaussian quantum discord (GQD) was introduced as a measure of nonclassical correlations for
Gaussian states in which the minimization in the classical conditional entropy (2.7) is restricted
to Gaussian measurements [25, 26]. A closed-form expression for calculating the classical condi-
tional entropyH(min)L (A˜|B˜) with restriction to Gaussian measurements onB was given in Ref. [25].
A local Gaussian measurement is described by POVM elements that are proportional to pure,
single-mode Gaussian states (i.e., rank-one Gaussian operators) with covariance matrix
µB =
cos θB − sin θB
sin θB cos θB
LB 0
0 1/LB
 cos θB sin θB
− sin θB cos θB
 , (2.16)
which is, in fact, the covariance matrix of a squeezed-vacuum state. For more information about
Gaussian measurements see Appendix A. The various outcomes of the measurement correspond
to the points {b} = {xB, pB} in the phase plane; the corresponding POVM elements are obtained
by displacing the squeezed-vacuum state to all points in the phase plane. More generally, a single-
mode Gaussian measurement can have POVM elements that are Gaussian convex combinations of
the rank-one POVM elements, i.e., that are proportional to mixed, single-mode Gaussian states, but
such measurements are noisier versions of the rank-one Gaussian measurements and thus are never
optimal for our considerations. Homodyne measurement has LB = 0; heterodyne measurement
has LB = 1; and for measurements in between, 0 < LB < 1.
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After performing such a measurement on B with outcomes b, the conditional state ρA|b has
mean quadratures that depend on b, but its covariance matrix, given by
σA = A−C(B + µB)−1CT , (2.17)
is independent of b [30]. Thus, the eigenstates of ρA|b are, in general, displaced squeezed number
states; measuring in this basis minimizes the the Shannon entropy of the outcome probability
distribution, making it equal to the von Neumann entropy S(A|b) of the conditional state ρA|b.
This von Neumann entropy is given by S(A|b) = F(√detσA) [28], with
F (x) ≡ x+ 1
2
ln
x+ 1
2
− x− 1
2
ln
x− 1
2
. (2.18)
The Gaussian quantum discord (GQD) is then given by
DGQD(B → A) = H(min)L (A˜|B˜)− S(A|B), (2.19)
where the classical conditional entropy,
H
(min)
L (A˜|B˜) = minµB S(A|b) = minµB F
(√
detσA
)
, (2.20)
is now obtained by minimizing S(A|b) only over Gaussian measurements on B. Note that, how-
ever, the classical conditional entropy requires measurements on A that are, in general, in the
displaced-squeezed-vacuum basis and nonGaussian. It has been shown that GQD for a two-mode
Gaussian state is zero if and only if C = 0 [25].
For Gaussian states in standard form (2.11) and having a = b = c + 1, it is interesting to note
that the quantum conditional entropy of the state with d = c, referred to as the correlated-correlated
(CC) state, is smaller than the quantum conditional entropy of the state with d = −c, referred to as
the correlated-anticorrelated (CA) state. On the other hand, the classical conditional entropy (2.20)
is the same for these two separable states [25]. This implies that the GQD of the CC state is larger
than that of the CA state, although the marginal states of these two separable states are the same.
Note that given c, the CC and CA states are the nonentangled states that have maximal correlations
in their quadratures.
By using the optimality of input Gaussian states for Gaussian channels [31, 32], it was recently
shown [33] that for a large class of Gaussian states, no nonGaussian measurements on B can
further minimize the value of quantum discord, implying that Gaussian quantum discord is equal
to quantum discord. It seems to be an open question whether this is true for all Gaussian states.
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2.3.2 Gaussian Re´nyi-2 discord
Recently, based on the Re´nyi-2 entropy, Gaussian Re´nyi-2 discord (GR2D) was proposed as a
measure of nonclassical correlations in Gaussian states [34]. The Re´nyi-α entropy of a quantum
state ρC is defined as [35]
Sα(C) =
1
1− α ln (Tr[ρ
α
C ]) . (2.21)
At the limit of α→ 1, this quantity becomes the von Neumann entropy of the state,
lim
α→1
Sα(C) = −Tr[ρC ln ρC ]. (2.22)
Note also that if ρC is a Gaussian state with the covariance matrixσC , using Eq. (2.15), the Re´nyi-2
entropy of the state is given by
S2(C) = − ln Tr[ρ2C ] =
1
2
ln(detσC). (2.23)
GR2D can then be obtained by replacing the von Neumann entropies in Eqs. (2.19) and (2.20)
by the Re´nyi-2 entropies
D2(B → A) = min
µB
S2(A|b)− S2(A|B) (2.24)
= min
µB
1
2
ln
(
detσA detB
detσAB
)
,
where
S2(A|b) = − ln(Tr[ρ2A|b]) =
1
2
ln(detσA) (2.25)
with σA given by Eq. (2.17), and
S2(A|B) = 1
2
ln
(
detσAB
det B
)
. (2.26)
This measure is mainly motivated because of the connection between the Re´nyi-2 entropy of Gaus-
sian states and the continuous Shannon entropy of their Wigner functions [34]. For instance, we
have
H(A|b) = −
∫
d2XAWA|b(XA) ln(WA|b(XA))
=
1
2
ln(detσA) + ln(2pie)
= S2(A|b) + ln(2pie), (2.27)
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FIGURE 2.2: Comparison between GR2D (solid red line) and GQD (dashed line), for a Gaussian state
with parameters a = b = 10 and c = 9 in the covariance matrix (2.10)
.
where XA = (xA, pA). However, there is no Gaussian measurement whose outcome probability
distribution is equal to the Wigner function, as the noncommuting observables xˆA and pˆA cannot
be measured simultaneously without some noise penalty. Thus, despite this interesting relation
between the Re´nyi-2 entropy and the continuous Shannon entropy of the Wigner function, S2(A|b)
cannot be thought of as the entropy of an outcome probability distribution of a Gaussian measure-
ment, and nonGaussian measurements in the eigenbasis of ρA|b are required.
In figure 2.2, we compare GR2D and GQD for a particular Gaussian state. Note that according
to GR2D, the CC and CA states have the same amount of correlations, as the quantum conditional
entropy S2(A|B) is the same for the both states. Also, Gaussian states with no correlations in
one of the quadratures (d = 0) have zero GR2D. However, according to GQD the CC state has
more nonclassical correlation than the the CA state, and GQD is nonzero even if d = 0. It is also
interesting to note that the CA state based on GR2D has slightly more quantum correlations than
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based on GQD.
3
Verification of quantum correlations
As discussed in the previous chapter, quantum states with nonclassical correlations are useful
for some quantum information processing tasks [16, 17, 18, 19, 20, 21]. Hence, it is of great
practical interest to verify quantum correlations in an unknown quantum state generated in the lab
without performing the full tomography of the state, which is a cumbersome task and in some cases
inefficient [36]. Recently, schemes have been proposed to test for nonvanishing quantum discord
of discrete-variable quantum states [37, 38, 39, 40, 41, 42, 43, 44, 45, 46], and some of these have
been implemented in nuclear-magnetic-resonance systems [47, 48] and in an optical system [49].
However, a general method for detecting nonvanishing discord in the joint state of both discrete
and continuous-variable systems is of great interest.
In this chapter, we first introduce a measurement-based method for verifying quantum discord
of any bipartite quantum state, without requiring any prior knowledge of the joint state [50]. Con-
sidering an informationally complete POVM (IC-POVM) performed on subsystem A, we show
18
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that if the post-measurement states of B commute with one another, then the quantum discord
from B to A is zero. A POVM is informationally complete if its outcome probabilities are suffi-
cient to determine uniquely the quantum state, i.e., to perform quantum state tomography [51, 52].
This method is an improvement on the existing method [41], as it only requires measurement of
one IC-POVM on A. Moreover, it can be readily applied to continuous-variable systems where an
IC-POVM is available from either heterodyne or homodyne measurements. Based on this method,
we show that a Gaussian state has zero discord if and only if it is a product state, i.e. the matrix C
in the covariance matrix (2.10) is zero.
We then develop a simple and efficient experimental technique for verifying quantum discord
in Gaussian states. In this technique, we use two homodyne detections to examine the correlations
between quadratures of subsystems A and B, i.e., to check whether C = 0. For example, if the
peaks of the conditional probability distributions of B’s quadrature corresponding to the positive
and negative outcomes of homodyne measurements performed on A’s quadrature, do not coincide
at the same point, those quadratures are correlated. In order to consider all possible correlations,
we check the correlations between all four combinations of the amplitude and phase quadratures of
A and B. We also notice there is a simple way to verify quantum discord in bipartite nonGaussian
states prepared by subjecting a statistical mixture of coherent states to one port of a beamsplitter
while the other port is in the vacuum state. We show that any changes in the conditional probability
distributions observed using our method for this class of bipartite nonGaussian states indicate
nonzero discord.
This chapter includes results from two publications [S. Rahimi-Keshari, C. M. Caves, and
T. C. Ralph, “Measurement-based method for verifying quantum discord”, Physical Review A 87,
012119 (2013)] and [S. Hosseini, S. Rahimi-Keshari, J. Y. Haw, S. M. Assad, H. M. Chrzanowski,
J. Janousek, T. Symul, T. C. Ralph, and P. K. Lam, “Experimental verification of quantum discord
in continuous-variable states”, Journal of Physics B: Atomic, Molecular and Optical Physics 47,
025503 (2014).]
20 VERIFICATION OF QUANTUM CORRELATIONS
3.1 Verifying quantum discord
3.1.1 Discrete-variable systems
Quantum discord from B to A of a bipartite state ρAB is zero if and only if the quantum state can
be expressed in the form
ρAB =
∑
j
pj ρA,j ⊗ |j〉〈j | , (3.1)
where {|j〉} are orthogonal states for B and 0 ≤ pj ≤ 1 [11, 12]. For a quantum state with
this form, local measurements on B in the basis {|j 〉〈j |} leave the system unperturbed, and all
the state information can be extracted without joint measurements. Notice that the state (3.1) is
diagonal in a conditional product basis pointing from B to A, i.e., an orthogonal basis of the form
{|fjk〉 ⊗ |ej〉}, where the states |fjk〉 are the eigenstates of ρj . Hence, for a given quantum state,
quantum discord can be directly verified by diagonalizing the joint density operator [11]. Note that
if quantum discord from both directions, B to A and A to B, are zero then the state is in the form
of classical-classical (2.1) and has no quantum correlations.
A previously proposed measurement-based method [41] for verifying quantum discord is based
on testing whether a quantum state can be expressed in the form (3.1) of states with zero discord.
We improve the previous proposal by showing that the quantum discord can be verified with only
one IC-POVM.
Theorem. For a bipartite system ρAB, the necessary and sufficient condition for having zero dis-
cord from B to A, D(B → A) = 0, is that the states of subsystem B, ρB|k = TrA[ΠkρAB]/pk with
pk = TrAB[ΠkρAB], conditioned to the outcomes k of an IC-POVM on A (POVM elements {Πk}),
commute with one another, i.e.,
[
ρB|k, ρB|k′
]
= 0 , for any k and k′ . (3.2)
Proof. For a state having the zero-discord form (3.1),
ρB|k =
∑
j pjTrA[Πkρj]|j 〉〈j |∑
j pjTrA[Πkρj]
, (3.3)
immediately demonstrating that the states ρB|k are all diagonal in the basis {|j〉} and thus commute.
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For the converse, we assume the condition (3.2). For such a set of commuting conditional
states {ρB|k}, there exists an orthonormal basis, {|j〉}, that diagonalizes all the conditional states,
ρB|k =
∑
j λkj |j 〉〈j |. To say that the POVM elements {Πk} make up an IC-POVM is to say that
they span the space of operators; thus, there exist operators {Πck} such that ρ =
∑
k Π
c
k Tr[Πkρ] for
any density operator ρ. Applying this identity to the joint state gives
ρAB =
∑
k
Πck TrA[ΠkρAB] =
∑
k,j
λkj pk Π
c
k ⊗ |j〉〈j| . (3.4)
Hence, ρAB has the form (3.1), with pjρA,j =
∑
k λkj pk Π
c
k.
Physically, what the proof says is that for a state of zero discord from B to A, the measurement
of the POVM {Πk ⊗ |j 〉〈j |} extracts all information about the state ρAB. From the perspective of
the original definition of discord [12], one imagines extracting this information by first measuring
B in the basis {|j〉} and then measuring an IC-POVM on A. Our criterion for zero discord works
from the opposite perspective by reversing the order of the measurements on A and B.
In order to test whether an unknown quantum state has nonzero discord experimentally, based
on this theorem, one needs to measure an IC-POVM on subsystem A and determine, by state to-
mography for each outcome, the corresponding states of the subsystem B. This procedure contin-
ues until one of the commutation relations between conditional states of subsystem B is nonzero.
If subsystem A has a d-dimensional Hilbert space, one can always find an IC-POVM that has d2
POVM elements [51, 53]. Hence, there are d2 conditional states of subsystem B and d2(d2 − 1)/2
commutation relations between all pairwise states. However, as the conditional states are Her-
mitian operators, the most efficient way to check commutativity is to calculate the commutation
relations between one of the states with no degeneracy and all other states. In this case, there are at
most d2− 1 commutation relations to be checked. Also, if some prior knowledge about the state in
question is available, as is often the case in practice, quantum discord can be tested by considering
only a few IC-POVM elements. Consider, for example, the maximally entangled state,
|ψ〉 = 1√
d
d∑
j=1
|j 〉 |j 〉 . (3.5)
Any two rank-one outcomes, |n〉 and |η〉, on one of the subsystems, provided 0 < |〈n|η〉| < 1
(these could be outcomes from two distinct, nonorthogonal projective measurements), yield con-
ditional states of the other subsystem that do not commute. Also, as we show in the following,
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for Gaussian states only two different heterodyne outcomes, in principle, are sufficient to verify
quantum discord.
3.1.2 Continuous-variable systems
An interesting feature of this method is that it can be readily applied to continuous-variable sys-
tems, as complete sets of IC-POVMs are available from heterodyne or homodyne detection. Two
sets of measurements are required, one on each of the subsystems. In general, one needs to do
state tomography to construct the quasiprobability distributions of subsystem B for all the states
conditioned to outcomes of the measurement performed on subsystem A. Then the commutativity
of the states ρB|k, which are represented in terms of quasiprobabilities, must be checked in order to
verify discord. This can be efficiently done by finding one nondegenerate state and calculating the
commutation relations between that state and all other states using an appropriate relation in terms
of the reconstructed phase-space quasiprobability distributions (PQDs). For instance, if the Wigner
functions WB|k(α) of conditioned states of subsystem B are available, where β = (xB + ipB)/2,
the commutation relations between corresponding density operators can be calculated by using the
Moyal Bracket [54]:
Wkk′(α) =
1
2pi
∫
d2β d2β′WB|k
(
α + 1
2
β
)
WB|k′
(
α + 1
2
β′
)
sin
(
iββ
′∗−β′β∗
2
)
. (3.6)
Here Wkk′(α) is the Wigner-like function for the operator −i[ρB|k, ρB|k′ ]. If the states commute
with each other then Wkk′(α) = 0 for all α. Alternatively, the commutation relations can be
calculated using characteristic functions,
Φkk′(ξ) =
2
pi
∫
d2ζ ΦB|k
(
1
2
ξ + ζ
)
ΦB|k′
(
1
2
ξ − ζ) sin(iξζ∗ − ξ∗ζ
2
)
, (3.7)
or in terms of any other PQDs [55].
For states with zero discord, the eigenstates of the conditional density operator of B do not
change while A is being fully determined from measurements of an IC-POVM. For continuous-
variable systems, defined on an infinite-dimensional Hilbert space, the IC-POVM will have an
infinite number of outcomes. In practice, only a finite number of measurement outcomes can be
explored. For instance, in homodyne detection only a finite number of phases are considered, and
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the phase space is subdivided into a finite number of bins. This introduces errors in the state es-
timation and uncertainties for the reconstructed quasiprobabilities of the conditional states, which
propagate to the distributions representing the operators −i[ρB|k, ρB|k′ ]. If one of these commuta-
tor distributions takes on a nonzero value at some point, which is larger than its associated uncer-
tainty, then quantum discord is necessarily nonzero; otherwise, it is not clear whether the discord
is nonzero. However, by having some prior knowledge about the state, such as being Gaussian,
the error can be estimated, and it can be made arbitrarily small using a sufficiently large number of
measurements.
3.2 Discord in Gaussian states
Let us consider a zero-mean Gaussian state, X¯ = 0 with the standard form of the covariance
matrix and Wigner function
W (X) =
1
4pi2
√
(ab− c2)(ab− d2) exp
(
−bx
2
A + ax
2
B − 2cxAxB
2(ab− c2) −
bp2A + ap
2
B − 2dpApB
2(ab− d2)
)
.
(3.8)
Suppose we make a heterodyne measurement on subsystem A; i.e., we use the IC-POVM
whose POVM elements are the coherent states |α〉〈α|. Let α = (x′ + ip′)/2 specify the outcomes
of the measurement. Then the state conditioned on these outcomes is
ρB|α =
1
p(α)
TrA[ρAB |α〉〈α|], (3.9)
where p(α) = Tr[ρAB |α〉〈α|] is the probability of that outcome. The Wigner function of this state
can be found as
WB|α(XB) =
1
N
∫
d2XAW (XA,XB)Wα(XA) , (3.10)
where
Wα(XA) =
1
2pi
e−(xA−x
′)2/2−(pA−p′)2/2 (3.11)
is the Wigner function of coherent state |α〉 = |(x′ + ip′)/2〉 and N is a normalization factor.
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Integration yields
WB|α(XB) =
1
N ′ exp
(
−1
2
(
a+ 1
ba+ b− c2
)(
x2B − 2xB
cx′
a+ 1
))
(3.12)
exp
(
−1
2
(
a+ 1
ba+ b− d2
)(
p2B − 2pB
dp′
a+ 1
))
,
where N ′ is a normalization factor.
The peak of system B’s conditional Wigner function (3.12), located at
γ =
1
2
(
c
a+ 1
x′ + i
d
a+ 1
p′
)
, (3.13)
depends on the outcomes of the measurement on A, x′ and p′, unless c = 0 and d = 0. Con-
sequently, the eigenvectors of the conditional state ρB|α, which are generally displaced, squeezed
number states, {D(γ)S(ζ) |n〉}, displaced to the Wigner-function peak γ, change based on the out-
comes of the heterodyne measurement performed on subsystemA. This indicates nonzero discord,
since the eigenvectors do not commute. Therefore, without explicitly calculating any commutation
relations, we can see that the bipartite Gaussian state has nonvanishing discord unless c = 0 and
d = 0. Transforming back from the standard form to the general covariance matrix, one can say
that a bipartite Gaussian state has zero discord if and only if C = 0, i.e., if and only if the state is
a product state and there is no correlations between quadratures. This also implies that states with
nonzero GQD (C 6= 0) have nonzero quantum discord as well.
These results show that, in principle, quantum discord of Gaussian states can be verified using
only two different heterodyne outcomes on one subsystem and finding (by tomography) the points
in the phase space at which the corresponding conditional Wigner functions attain their maximum
values. If those points do not coincide, the quantum discord is nonzero, since having different
peaks guarantees that the corresponding eigenstates, which are displaced, squeezed number states,
do not commute. This argument can also be applied to nonGaussian states: if there are two con-
ditional Wigner functions with the same shape, but located at different points in phase space, they
correspond to states ρ and D(ν)ρD†(ν), which have two different sets of eigenvectors {|ψi〉} and
{D(ν) |ψi〉}, which is sufficient evidence that the quantum discord is nonzero. Note that discord
exists even if only one of c and d is nonzero, so to uncover discord of Gaussian states with only
two heterodyne outcomes, one should choose the outcomes to be different for both quadratures.
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Note that, in practice, the above method is not efficient, as one has to repeat the measure-
ments many times in order to obtain sufficient data for finding the peaks of the conditional Wigner
functions. In the following section, we discuss an efficient experimental technique for discord
verification in Gaussian states using homodyne measurements.
3.3 An efficient experimental technique
As discussed, a bipartite Gaussian state has zero discord if and only if there is no correlation
between the quadratures of the two subsystems
C =
c11 c12
c21 c22
 = 0 . (3.14)
Here, we develop a simple and efficient experimental technique for verifying discord of Gaussian
states by checking whether each matrix elements of C is zero or not. This technique can be also
applied to some non-Gaussian states as well.
Suppose Alice and Bob are sharing a bipartite Gaussian state. In order to verify quantum
discord they use two homodyne detections, one for each subsystem. Without loss of generality,
we assume A=diag(a1, a2), B=diag(b1, b2) and X¯ = 0, as these can be always accomplished
by appropriately choosing the zero reference phase of the local oscillators and shifting the zero
reference points of the quadratures being measured. The joint probability distribution associated
with the outcomes of two homodyne detections is then given by [56]
DAB(xA, θA, xB, θB) =
∫ +∞
−∞
dpA
∫ +∞
−∞
dpBW (xUθA,θB) (3.15)
=
pi√
λθAµθB − ν2θA,θB
exp
(−λθAx2A − µθBx2B + 2νθA,θBxAxB) ,
where
UθA,θB =

cos θA sin θA 0 0
− sin θA cos θA 0 0
0 0 cos θB sin θB
0 0 − sin θB cos θB

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with θA and θB being the phases of the local oscillators used in Alice’s and Bob’s homodyne detec-
tion, respectively, and λθA , µθB , and νθA,θB are some functions of the covariance matrix elements,
which also depend on θA and θB.
As we see from Eq. (3.15), if νθA,θB is nonzero, then the measured quadrature associated with
the phase θA of subsystem A is correlated to the measured quadrature associated with the phase θB
of subsystem B. In order to check this correlation, Bob can measure two conditional probability
distributions corresponding to outcomes xA > 0 and xA < 0 of Alice’s measurements
DB|±(xB, θB, θA) =
∫ ±∞
0
(±1)dxADAB(xA, θA, xB, θB) (3.16)
=
√
piλθA√
µθBλθA − ν2θA,θB
exp
(
ν2θA,θB − µθBλθA
λθA
x2B
)(
1± Erf
(
νθA,θBxB√
λθA
))
,
where Erf(.) being the Error function. If the peaks of the probability distributionsDB|+(xB, θB, θA)
and DB|−(xB, θB, θA) do not coincide with one another, this implies that νθA,θB 6= 0.
Using this technique Alice and Bob can now verify quantum discord. As we have
ν0,0 =
c1
2a1b1 − 2c21
,
ν0,pi
2
=
c2
2a1b2 − 2c22
,
νpi
2
,0 =
c3
2a2b1 − 2c23
,
νpi
2
,pi
2
=
c4
2a2b2 − 2c24
,
they only need to choose the phases of their local oscillator to be 0 or pi/2 and measure the con-
ditional probability distribution DB|±(xB, θB, θA) to check whether the elements of matrix C are
zero or not. If at least one of the elements is found to be nonzero, the state has nonzero quantum
discord.
This technique was experimentally demonstrated in Ref. [57]. As illustrated in figure 3.1, a
laser beam is effectively converted to a thermal state by using the phase and amplitude modulations,
then subjected to a 50:50 beamsplitter. The output of the beamsplitter is in fact a CC state with
nonzero discord, and using the above technique correlation in the x-quadratures is detected.
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FIGURE 3.1: (a) Schematic diagram of the experimental setup. Laser light is displaced by using AM and
PM, which are the electro-optic modulators (EOM) and driven by function generators (FG), and then it is
split on a 50:50 beamsplitter. Each part is measured by a homodyne detection (Alice and Bob). Collected
data points from each homodyne detection are demodulated and sampled using a digital data acquisition
system (DAQ). (b) The unconditioned (left) and conditioned (right) probability distributions of the bipartite
Gaussian state with nonzero discord. The state is obtained from a Gaussian distributed modulated beam
with modulation depth of 4.5 times the shot noise. The blue and pink shaded curves show the probability
distributions conditioned respectively on xA > 0 and xA < 0, where xA is the measured amplitude quadra-
ture of subsystem A normalized to shot noise. The peak separation indicates that the joint state has nonzero
quantum discord.
3.3.1 Verification of quantum discord in nonGaussian states
One way to create quantum states with nonclassical correlation is to use a beamsplitter. It was
shown that nonclassicality of input states to a beam splitter is a necessary condition for generating
entanglement at the output [58, 59]. Consider the class of single-mode classical states, i.e., the
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states that can be decomposed into arbitrary (including nonGaussian) statistical mixtures of co-
herent states. Suppose we prepare a bipartite state by subjecting one such state to a beamsplitter,
while the other port is in the vacuum state. Here we show that, excluding coherent states at the
input, all such bipartite states have nonzero discord. We show that quantum discord for this class
of non-Gaussian states can be simply verified using our technique as well.
By using the Glauber-Sudarshan representation [60, 61, 62] for an input state ρ1 to a beam-
splitter with transmissivity
√
η,
ρ1 ⊗ |0〉〈0| =
∫
d2αP1(α) |α〉〈α| ⊗ |0〉〈0| , (3.17)
the output state is then given by
ρout =
∫
d2αP1(α) |√ηα〉〈√ηα| ⊗
∣∣∣√1− ηα〉〈√1− ηα∣∣∣ . (3.18)
If P1(α) is a positive semidefinite Gaussian or nonGaussian function other than the Dirac delta
function, then following our argument in Sec. 3.1 the state ρout has nonzero discord, as it is a
mixture of nonorthogonal states of two subsystems. However, if ρ1 is a coherent state, then the
output is a product state and has no correlations.
The Wigner function of the state after the beam splitter is given by [56]
Wout(x1, p1, x2, p2) = W1(
√
ηx1 +
√
1− ηx2,√ηp1 +
√
1− ηp2)
× 1
2pi
exp
(
−1
2
(
√
ηx2 −
√
1− ηx1)2 − 1
2
(
√
ηp2 −
√
1− ηp1)2
)
. (3.19)
where W1(x, p) is the Wigner function of ρ1. Therefore, the necessary and sufficient condition to
verify discord in the state Eq. (3.18) is to check whether the Wigner function of any of the states
at the output, for example
Wout,1(x1, p1) =
∫ +∞
−∞
dx2
∫ +∞
−∞
dp2Wout(x1, p1, x2, p2),
is the Wigner function of a coherent state or not.
Also by applying our technique developed in the previous subsection, if one observes any
changes in the conditional probability distributions, that indicates correlation between the two
quadratures and hence nonzero quantum discord. By measuring x-quadratures of two subsystems
using two homodyne detections, the joint probability distribution is then given by
D(x1, x2) =
1√
2pi
D1(
√
ηx1 +
√
1− ηx2)e−(
√
ηx2−
√
1−ηx1)2/2, (3.20)
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where in fact D1(x) is the marginal distribution of W1(x, p). If the input state is not a coherent
state then ρout has discord, otherwise zero discord. In Ref. [57], this technique was experimentally
demonstrated for three different nonGaussian states.
Notice that our technique has limited use in verifying quantum discord of completely general
nonGaussian states where any peak separation is not necessarily an indication of quantum discord.
For example, this state
ρAB =
1
4
( |α〉〈α| ⊗ (|0〉+ |1〉)(〈0|+ 〈1|) + |−α〉〈−α| ⊗ (|0〉 − |1〉)(〈0| − 〈1|) )
has zero discord from B to A, but by using our method one can see that there is a peak separation
in the conditional marginal distributions ofB . There are also quantum states with nonzero discord
but no peak separation in the conditional marginal distributions; one such state is
ρAB = ρA,1 ⊗ ρB,th + ρA,2 ⊗ ρB,S, (3.21)
where ρB,th and ρB,S are thermal state and squeezed vacuum state, respectively.
3.4 Conclusions
We have introduced a method for verifying quantum discord of any bipartite quantum system. The
method is based on the fact that all the information in states with zero discord from subsystem B
to subsystem A can be fully extracted by measurements that are diagonal in a single basis of B.
In order to verify discord, one needs to perform an IC-POVM on subsystem A and check whether
the conditional density operators of the subsystem B commute, i.e., whether they share the same
eigenstates. Using this method, we have shown that a bipartite Gaussian state has nonzero quantum
discord if and only if it is not a product state, which is the same as the condition for having nonzero
GQD.
Moreover, we have developed a simple and efficient technique for verifying quantum discord
in unknown bipartite Gaussian states. We have shown that by checking peak separation between
the probability distributions conditioned on two different homodyne measurements outcomes, the
correlation of corresponding quadrature can be tested. With this technique, quantum discord can
be verified by testing correlations between all four combinations of x and p quadratures of two
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subsystems. Also, we have discussed that our technique can be used for a certain class of non-
Gaussian states. Our results show that with some prior knowledge about a quantum state, such as
being Gaussian or about the preparation stage, quantum discord can be efficiently verified with a
finite number of measurements.
4
Operational quantum discord for Gaussian
states with Gaussian measurements
Among various protocols for quantum information processing Gaussian quantum protocols, in-
volving Gaussian states, Gaussian operations and Gaussian measurements, are particularly im-
portant, as the tools for the physical implementations are readily available in the laboratory [63].
Hence, a measure of quantum correlations that can be used as a figure of merit for Gaussian pro-
tocols is of great interest. In Chapter 2, we reviewed GQD and GR2D as measures for quantifying
nonclassical correlations in Gaussian states. However, as discussed, these measures require one of
the local measurements on one subsystem to be nonGaussian in the eigenbasis of the conditional
states. Thus, neither the GQD nor the GR2D can be used as a figure of merit for purely Gaussian
quantum protocols.
In this chapter, we introduce a discord-type measure of nonclassical correlations for Gaussian
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states that is based purely on Gaussian measurements. This measure is defined as the difference
between the Gaussian version of the classical conditional entropy H(min)GL (A˜|B˜), which is given by
minimizing over local Gaussian measurements on both subsystems, and the minimum conditional
entropy that can be measured by a joint Gaussian measurement, H(min)GJ (A˜|B˜). We refer to this
measure as Operational Gaussian Discord (OGD) because, firstly, it only depends on quantities that
can be measured via Gaussian operations and, secondly, it has an operational significance in terms
of a quantum protocol that is a Gaussian version of the protocol in [19]. In this protocol, a classical
signal with a Gaussian probability distribution is encoded on one subsystem of a bipartite Gaussian
state; using a local Gaussian or a joint Gaussian measurement, one tries to retrieve the signal from
the noise associated with the joint state and the measurement. The optimal measurement is the
one that maximizes the classical mutual information between the measurement outcome and the
input signal. We show that in the limit of large variances for the signal probability distribution, the
difference between the maximal classical mutual informations obtained by optimal joint and local
Gaussian measurements is equal to the OGD of the bipartite Gaussian state.
This chapter incorporates the results of [S. Rahimi-Keshari, T. C. Ralph, and C. M. Caves,
“Operational discord measure for Gaussian states with Gaussian measurements”, New Journal of
Physics 17, 063037 (2015)].
4.1 Operational Gaussian discord
As discussed in Chapter 2, measures of quantum correlations are defined as the difference between
quantum and classical entropic quantities. Our new measure, operational Gaussian discord (OGD)
is a discord-type and conditional-entropy-based measure, and its quantum entropic quantity is
obtained from outcome probability distribution of a joint measurement. OGD is defined as
DOGD(B → A) = H(min)GL (A˜|B˜)−H(min)GJ (A˜|B˜), (4.1)
where H(min)GL (A˜|B˜) is the minimum conditional entropy of A after performing local Gaussian
measurements on A and B, and H(min)GJ (A˜|B˜) is the minimum conditional entropy of the same
subsystem after performing a joint Gaussian measurement on A and B. The entropies are the
continuous (differential) Shannon entropy of Gaussian probability distributions, which for a single
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mode are given by 1
2
ln(det σ˜) + ln(2pie), with σ˜ being the covariance matrix of the probability
distribution (see Appendix A). As all the probability distributions are Gaussian, in order to calcu-
late the OGD (4.1), one just needs to minimize the determinants of the covariance matrices of the
conditional Gaussian probability distributions for the outcomes of local and joint Gaussian mea-
surements. For a discussion of Gaussian measurements, conditional probability distributions, and
the corresponding entropies, see Appendix A.
In general, the POVM elements of a two-mode Gaussian measurement are proportional to two-
mode Gaussian states whose covariance matrix, according to the Williamson theorem [64], can be
written as
µJ = S
T (ν112 ⊕ ν212)S. (4.2)
Here the 2× 2 identity matrix 12 represents the single-mode vacuum state (the choice of units can
be thought of as setting ~ = 2), ν112 ⊕ ν212 corresponds to product thermal states with variances
ν1 and ν2 in the two modes, and S represents a symplectic transformation [63]. For our purpose,
that is to minimize the entropies of the outcome probability distributions, we consider Gaussian
measurements that have rank-one POVM elements, i.e., ν1 = ν2 = 1; thus, the POVM elements
are proportional to pure Gaussian states. This is because measurements with mixed POVMs will
add more noise and increase the entropy.
Any symplectic matrix can be expressed as S = K[s(r1) ⊕ s(r2)]L, where K and L repre-
sent beamsplitter transformations and s(r) represents a single-mode squeezing operation [65, 66].
Using this expression for S in Eq. (4.2) and knowing that the action of a beamsplitter on vacuum
states results in vacuum states, we can write the covariance matrix of the POVM elements of a
two-mode, joint Gaussian measurement in the form
µJ = R
T (φA, φB)B
T (η)(µA ⊕ µB)B(η)R(φA, φB) =
µA,J µC,J
µTC,J µB,J
 , (4.3)
where
B(η) =

√
η 0 −√1− η 0
0
√
η 0 −√1− η
√
1− η 0 √η 0
0
√
1− η 0 √η
 (4.4)
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describes a beamsplitter transformation,
R(φA, φB) =

cosφA − sinφA 0 0
sinφA cosφA 0 0
0 0 cosφB − sinφB
0 0 sinφB cosφB
 (4.5)
describes pre-beamsplitter single-mode phase shifts, and µB is defined as in Eq. (2.16), with µA
defined analogously. As we see from the above expression, the joint Gaussian measurement cor-
responding to this covariance matrix can be realized by two phase shifters and a beamsplitter
followed by two local Gaussian measurements. Obviously, for φA = φB = 0 and η = 1, we obtain
the covariance matrix of a local Gaussian measurement,
µL = µA ⊕ µB. (4.6)
As shown in Appendix A, after performing a joint Gaussian measurement, the covariance ma-
trix of the conditional probability distribution for A is given by
σ˜A,J = A˜− C˜B˜−1C˜T , (4.7)
which is obtained from a joint Gaussian probability distribution with the covariance matrix
σ˜AB,J = σAB + µJ =
A + µA,J C + µC,J
CT + µTC,J B + µB,J
 =
 A˜ C˜
C˜T B˜
 . (4.8)
After local Gaussian measurements on A and B, the covariance matrix of the conditional proba-
bility distribution for A is
σ˜A,L = A + µA −C(B + µB)−1CT . (4.9)
Thus, by using Eqs. (4.9) and (4.7), the OGD measure becomes
DOGD(B → A) = min
µA,µB
1
2
ln (det σ˜A,L)−min
µJ
1
2
ln (det σ˜A,J) . (4.10)
Operational Gaussian discord is always nonnegative, because the set of all joint measurements
includes all local measurements; hence, the conditional entropy minimized over all possible joint
measurements, HminGJ (A˜|B˜), can never be larger than the conditional entropy miminized over all
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local measurements, HminGL (A˜|B˜). In addition, the OGD of product states is zero. In this case, for
a joint measurement we have σ˜A,J = A + µ′A with
µ′A = µA,J − µC,J (B + µB,J)−1µTC,J , (4.11)
which is equivalent to a local measurement on A with covariance matrix µ′A; hence, det σ˜A,J
cannot be smaller than det σ˜A,L.
4.2 Examples: operational Gaussian discord for some Gaus-
sian states
In general, it is not clear how to obtain a closed-form expression for OGD for an arbitrary Gaussian
quantum state. The conditional entropy with local Gaussian measurements must be minimized over
four parameters, {θA, θB, LA, LB}, and the conditional entropy with joint Gaussian measurements
must be minimized over seven parameters, {φA, φB, η, θA, θB, LA, LB}. In the following, by using
analytical and numerical methods, we calculate OGD for some Gaussian states in the standard
form (2.11).
4.2.1 Entangled and separable Gaussian states
Let us consider a class of Gaussian states whose covariance matrices (2.11) are parameterized by
a and t as
σAB =

a 0 t
√
a2 − 1 0
0 a 0 −t√a2 − 1
t
√
a2 − 1 0 a 0
0 −t√a2 − 1 0 a
 , (4.12)
where a ≥ 1 and 0 ≤ t ≤ 1. When t = 1, this is a pure two-mode squeezed-vacuum state, with a =
b = cosh 2r and c = −d = sinh 2r, r being the squeezing parameter. For t > √(a− 1)/(a+ 1),
the state is entangled [29]; for the other values of t, the state is separable. The boundary between
separability and entanglement, i.e., t =
√
(a− 1)/(a+ 1), is occupied by the CA state.
By minimizing det σ˜A,L over all local Gaussian measurements we find that the optimal local
measurements for all values of a and t are two heterodyne measurements, i.e., LA = LB = 1. This
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gives a symmetric covariance matrix for the conditional probability distribution:
σ˜A,L =
1 + a+ (1− a)t2 0
0 1 + a+ (1− a)t2
 . (4.13)
In order to minimize det σ˜A,J one can guess that, as the quadratures are equally correlated but
with a different sign, the covariance matrix of the POVM elements of the joint Gaussian measure-
ment must be in the same form, with the sum σAB + µJ = σ˜AB,J enhancing the correlations and
minimizing the determinant of the conditional covariance matrix σ˜A,J . This means that µJ must
be the covariance matrix of a two-mode squeezed state, as it is the only pure Gaussian state in that
form,
µA,J = µB,J =
12(1/L+ L) 0
0 1
2
(1/L+ L)
 , (4.14)
µC,J =
12(1/L− L) 0
0 −1
2
(1/L− L)
 , (4.15)
i.e., φA = φB = θA = 0, θB = pi/2, η = 0.5, and LA = LB = L. Numerical calculations confirm
that this is the optimal choice for the joint Gaussian measurement. Minimizing det σ˜A,J over the
parameter L gives
L =

1− at2 − a− t2 + 2t√a2 − 1
1 + t2 − a (1− t2) , 0 ≤ t <
√
(a− 1)/(a+ 1),
0,
√
(a− 1)/(a+ 1) ≤ t ≤ 1.
(4.16)
The corresponding covariance matrix of the conditional probability distribution for 0 ≤ t <√
(a− 1)/(a+ 1) is
σ˜A,J =
 (1 + a) (1− t2) 0
0 (1 + a) (1− t2)
 , (4.17)
and for other values of t is
σ˜A,J = 2
 a− t√a2 − 1 0
0 a− t√a2 − 1
 . (4.18)
For the CA state and entangled states, an optimal measurement is a beamsplitter followed by
two homodyne measurements (POVM elements are two-mode infinitely squeezed states). For
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the separable states, the local measurements after the beamsplitter are measurements in a dis-
placed squeezed-vacuum basis, varying between heterodyne for t = 0 and homodyne for t =√
(a− 1)/(a+ 1).
The OGD for these states is given by
DOGD(B → A) = ln(1 + a+ t2 − at2)
−
ln
(
(1 + a)(1− t2)), 0 ≤ t <√(a− 1)/(a+ 1),
ln(2a− 2t√a2 − 1), √(a− 1)/(a+ 1) ≤ t ≤ 1.
(4.19)
For these states DGQD(B → A) ≤ DOGD(B → A), which we illustrate in a particular case in
Fig. 4.1. This implies that the difference between the classical and quantum conditional entropies
is less than or equal to the difference between the conditional entropies obtained by local and joint
Gaussian measurements. Also, for the two-mode squeezed-vacuum states, we have DOGD(B →
A) = 2r; the quantum discord of these states is equal to the von Neumann entropy of the marginal
state, S(B), which for large values of r scales as 2r + 1− 2 ln 2.
4.2.2 Correlated-correlated and correlated-anticorrelated states
Here we consider separable Gaussian states parameterized by c and q such that
σAB =

c+ 1 0 c 0
0 c+ 1 0 qc
c 0 c+ 1 0
0 qc 0 c+ 1
 (4.20)
with c > 0 and −1 ≤ q ≤ 1. The parameter q controls the correlation in the p-quadratures; by
changing q from −1 to 1, the state changes from the CA state to the CC state.
We first minimize det σ˜A,L for the minimum conditional entropy with a local Gaussian mea-
surement. Numerical calculations show that θA = θB = 0, as expected because the state is in
standard form. The minimizing values of LA and LB are
LA =
√
2
2 + c− cq2 (4.21)
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FIGURE 4.1: The solid blue line shows the operational Gaussian discord (OGD), and the dashed red line
shows Gaussian quantum discord (GQD) for a Gaussian state in the standard form (2.11), with a = b = 10
and c = −d = t√99. The optimal local Gaussian measurements are two heterodyne measurements for all
values of t. For t ≥ √9/11, the optimal joint Gaussian measurement is a 50:50 beamsplitter followed by
two homodyne measurements. Notice that for t >
√
9/11 (vertical line), the state is entangled. For other
values of t, the optimal joint Gaussian measurement is local measurements in a displaced squeezed-vacuum
basis after the beamsplitter, varying between no squeezing (heterodyne) for t = 0 to infinite squeezing
(homodyne) for t =
√
9/11.
and
LB =

(1 + c)(q2 − 1) + c|q|√4 + 2c− 2cq2
(1 + c)2 − (1 + c2)q2 , (1 + 2c)
−1/2 < |q| ≤ 1,
0, 0 ≤ |q| ≤ (1 + 2c)−1/2.
(4.22)
and these give
det σ˜A,L =
(
1 + LA +
c(1 + LB)
1 + c+ LB
)(
1 + c+
1
LA
− c
2q2LB
(1 + c)LB + 1
)
. (4.23)
According to the above expressions, the optimal local measurement on A for all values of q is in a
displaced squeezed-vacuum basis, which limits to a heterodyne measurement when |q| = 1. The
optimal local measurement onB for (1+2c)−1/2 < |q| < 1 is also in a displaced squeezed-vacuum
basis, but for the small correlations in the p-quadratures, |q| ≤ (1 + 2c)−1/2, the optimal local
measurement is homodyne. For |q| = 1 the local measurements on both A and B are heterodyne
measurements; in this case, we have
√
det σ˜A,L = 4(1 + c)/(2 + c).
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Using numerical calculations, we find that the POVM elements of the optimal joint Gaussian
measurement are two-mode squeezed states, with covariance matrix µJ given by Eqs. (4.14) and
(4.15). We obtain
det σ˜A,J =
4(1 + L)(1 + L+ 2cL)(1 + L+ cL− cqL)(1 + c+ L+ cq)
(1 + 2L+ 2cL+ L2)2
, (4.24)
which is minimized by
L =
q − 1 +√4 + 4c− 4cq2
3 + 2c(1− q)− q . (4.25)
The expression for L shows that for q = 1 we have L = 1; i.e., the optimal joint Gaussian measure-
ment is a 50:50 beamsplitter followed by two heterodyne measurements. In this case,µJ = 12⊕12,
and this measurement is equivalent to two local heterodyne measurements. Moreover, it is easy to
see that for (1+2c)−1/2 ≤ q ≤ 1, the minimum conditional entropies with local and joint Gaussian
measurements are the same, det σ˜A,J = det σ˜A,L, and thus OGD is zero. We also observe that the
parameter L decreases as q decreases. For q = −1 we have L = 0 and √det σ˜A,J = 2, which
corresponds to performing two homodyne measurements, with θA = 0 and θB = pi/2, after the
beamsplitter.
In Fig. 4.2, we compare GQD and OGD measures for Gaussian states with c = 9. As shown,
GQD for the state with q = 1 is larger than for the state with q = −1. In contrast, according
to OGD, the state with q = 1 has zero correlation, and the state with q = −1 has the maximum
correlation.
4.2.3 Asymmetric Gaussian states
Bipartite Gaussian states whose marginal states are not the same are asymmetric. To explore
properties of such states, we consider separable, asymmetric Gaussian states in the standard form,
which are parametrized by b, v, and s as
σAB =

b+ v 0 |s| 0
0 b+ v 0 s
|s| 0 b 0
0 s 0 b
 , (4.26)
where b ≥ 1, v ≥ 0 and c = |s| ≤ b− 1.
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FIGURE 4.2: Operational Gaussian discord (OGD) (solid blue line) and Gaussian quantum discord
(GQD) (dashed red line) for Gaussian states with a = b = c+1 = 10 and d = 9q. The parameter q controls
the correlation between the p-quadratures of the joint system. OGD monotonically decreases in the interval
−1 ≤ q < 1/√19, and for 1/√19 ≤ q ≤ 1 OGD is zero; note that q = 1/√19 is the point at which the
optimal local measurement on B changes to homodyne measurement. According to GQD, the CC state,
q = 1, has more nonclassical correlation than the CA state, q = −1, but the OGD measure attributes zero
nonclassical correlation to the CC state and the maximal nonclassical correlation in this class to the CA
state.
Using numerical and analytical calculations, we find that the optimal local measurements that
minimize det σ˜A,L for all values of s and v are heterodyne measurements, LA = LB = 1, which
yields a symmetric covariance matrix for the conditional probability distribution,
σ˜A,L =
1 + b+ v − s2/(1 + b) 0
0 1 + b+ v − s2/(1 + b)
 . (4.27)
In order to minimize det σ˜A,J , we consider the cases s > 0 (c = d) and s < 0 (c = −d)
separately. Note that for s = 0 the state is a product state. For c = d, as for the CC state in the
previous subsection, we find that for all values of |s| and v the optimal joint Gaussian measurement
is a 50:50 beamsplitter followed by two heterodyne measurements (φA = φB = θA = θB = 0,
LA = LB = 1, η = 1/2), which implies σ˜A,J = σ˜A,L. For the case c = −d, however, we find
that the optimal joint Gaussian measurement is described by parameters φA = φB = θA = 0,
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θB = pi/2, η = 1/2, and LA = LB = (b − 1 + s)/(b − 1 − s); i.e., the POVM elements are two-
mode squeezed states. In this case, we obtain a symmetric covariance matrix for the conditional
probability distribution as
σ˜A,J =
1 + b+ v − s2/(b− 1) 0
0 1 + b+ v − s2/(b− 1)
 . (4.28)
As a consequence, OGD for these states is given by
DOGD(B → A) =

0, 0 ≤ s ≤ b− 1.
ln
(
1 +
2s2
(1 + b)(b2 − s2 − 1− v + bv)
)
, 1− b ≤ s < 0.
(4.29)
Notice that the optimal local and joint Gaussian measurement strategies are independent of the
value of v, and for v →∞, OGD is zero.
4.3 Operational significance
We now present the operational significance of our measure in terms of a Gaussian protocol for
encoding information onto Gaussian quantum states; see Fig. 4.3. In this protocol, two independent
classical random variables, xs and ps, represented by the vector Xs = (xs, ps) and described
by Gaussian probability distributions with the same variance Vs, are encoded on the x- and p-
quadratures of subsystem A of a joint system in the Gaussian state ρAB. The encoding procedure
is done by applying the displacement operator DA(Xs) = exp[i(psxˆA − xspˆA)/2] and averaging
over the Gaussian distributions for xs and ps. The state after encoding thus becomes
ρ′AB =
∫
dXs
e−(x
2
s+p
2
s)/2Vs
2piVs
DA(Xs)ρABD
†
A(Xs). (4.30)
The state ρ′AB is also Gaussian, with covariance matrix σ
′
AB = σAB + Vs12 ⊕ 0, where 0 is the
2×2 zero matrix.
The aim is to obtain an estimate of the signals, Ye = (xe, pe), by using some measurement strat-
egy that takes advantage of the correlations between the subsystems in such a way that the classical
mutual information I(Xs,Ye) is maximized. It was shown, using Holevo’s theorem, that for max-
imal encoding, i.e., Vs → ∞, the difference between the maximum extractable information with
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FIGURE 4.3: By applying a Gaussianly distributed local displacement operator, a pair of classical
Gaussian random variables Xs = (xs, ps), both having the same variance Vs, are encoded on x- and p-
quadratures of subsystem A, which is part of a bipartite system in Gaussian state with the covariance matrix
σAB . (a) In the first strategy, one performs optimal local Gaussian measurements, whose POVM elements
are described by the covariance matrix µA ⊕ µB . After post-processing the data, one obtains a signal esti-
mate Ye = (xe, pe) such that the mutual information IL(Xs,Ye) is maximized. The covariance matrix of
the joint probability distribution is σ˜′AB,L = σAB + µA ⊕ µB . (b) In the second strategy, one performs an
optimal joint Gaussian measurement such that the mutual information IJ(Xs,Ye) is maximized. As shown
in the text, the most general form of a joint Gaussian measurement consists of two phase shifters and a
beamsplitter (BS) followed by two local Gaussian measurements. The covariance matrix of the probability
distribution for the outcomes of this measurement is σ˜′AB,J = σAB+µJ , whereµJ is the covariance matrix
of the POVM elements. In the limit of maximal encoding (Vs → ∞), the difference between IJ(Xs,Ye)
and IL(Xs,Ye) is equal to operational Gaussian discord (OGD) of the state ρAB .
and without restricting to local measurements is equal to quantum discord of the state ρAB [19]. In
order to saturate the extractable information, however, nonGaussian measurements are required,
in the way we described earlier for quantum discord. Here we consider a Gaussian version of the
protocol, in which there are two measurement strategies: local Gaussian measurements and joint
Gaussian measurements.
Consider first the case where subsystemB is not available to us. Assuming the state ρAB was in
the standard form, the marginal state ρA is symmetric with variances a in the x- and p-quadratures.
In this case, the covariance matrix of the outcome probability distribution of a Gaussian measure-
ment is given by a+ LA + Vs 0
0 a+ 1/LA + Vs
 . (4.31)
By using the expression for the mutual information of two parallel Gaussian channels [67], the
mutual information between Xs and an estimate of it, Ye, that is obtained after the measurement
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is given by
I(Xs,Ye) =
1
2
ln
(
1 +
Vs
a+ LA
)
+
1
2
ln
(
1 +
Vs
a+ 1/LA
)
. (4.32)
This quantity is maximized for LA = 1, i.e., by performing heterodyne measurement. There are
two sources of noise reducing the mutual information: the noise of the quantum state and the
noise associated with the measurement. While the former noise is inevitable due to the uncertainty
principle, the latter could be reduced if subsystem B was available to us. In that case, one could
take advantage of the correlations by performing some measurement on B and post-processing
the outcomes in order to effectively reduce the noise of the state, thus allowing extraction of more
information about the signals.
When both subsystems are available, in the first strategy, one performs local Gaussian mea-
surements on subsystems B and A. This yields a conditional probability distribution for A, with
covariance matrix
σ˜′A,L = σ˜A,L + Vs12, (4.33)
where σ˜A,L is given by Eq. (4.9). The mutual information, given by
I(Xs,Ye) =
1
2
ln
(
1 +
Vs
aL1
)
+
1
2
ln
(
1 +
Vs
aL2
)
, (4.34)
where aL1 and aL2 are the eigenvalues of σ˜A,L, should be maximized over the local measurements,
which means to maximize it over the local-measurement covariance matrices µA and µB. Thus,
the quantity of interest is
IL(Xs,Ye) = max
µA,µB
1
2
[
ln
(
1 +
Vs
aL1
)
+ ln
(
1 +
Vs
aL2
)]
. (4.35)
In the second strategy, by using a joint Gaussian measurement, one obtains a conditional prob-
ability distribution with covariance matrix
σ˜′A,J = σ˜A,J + Vs12, (4.36)
where σ˜A,J is given by Eq. (4.7). The mutual information,
I(Xs,Ye) =
1
2
ln
(
1 +
Vs
aJ1
)
+
1
2
ln
(
1 +
Vs
aJ2
)
, (4.37)
where aJ1 and aJ2 are the eigenvalues of σ˜A,J , should be maximized over the covariance matrix
µJ that describes the joint Gaussian measurement, so the quantity of interest is
IJ(Xs,Ye) = max
µJ
1
2
[
ln
(
1 +
Vs
aJ1
)
+ ln
(
1 +
Vs
aJ2
)]
. (4.38)
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In the limit that the classical signals have very large power, Vs is much larger than any of the
eigenvalues. In this situation, we have
IL(Xs,Ye) ' lnVs − min
µA,µB
1
2
ln(aL1aL2) = lnVs − min
µA,µB
1
2
ln(det σ˜A,L) (4.39)
for the first strategy, and
IJ(Xs,Ye) ' lnVs −min
µJ
1
2
ln(aJ1aJ2) = lnVs −min
µJ
1
2
ln(det σ˜A,J) (4.40)
for the second strategy. In the limit Vs →∞, the difference between these two mutual informations
is equal to the OGD of ρAB,
IJ(Xs,Ye)− IL(Xs,Ye) = DOGD(B → A). (4.41)
This relation provides the operational significance for our measure.
For some Gaussian states the local and joint Gaussian measurements used to minimize the
conditional entropies for the OGD of ρ′AB are independent of the value Vs, as shown for the states
considered in Sec. 4.2.3, whose conditional probability distributions are symmetric Gaussian func-
tions. In this case, one can easily see, for example, by considering Eqs. (4.27) and (4.28), that
IJ(Xs,Ye)− IL(Xs,Ye) = DOGD(B → A)−D′OGD(B → A), (4.42)
where D′OGD(B → A), the OGD for the state ρ′AB after encoding, is zero for maximal encod-
ing. According to this relation, the difference between mutual informations obtained by the above
strategies is equal to the amount of nonclassical correlation in terms of OGD consumed by en-
coding the signal. This implies that, for any value of Vs, there is no difference between the two
strategies for the CC state, IL(Xs,Ye) = IJ(Xs,Ye); however, for the CA state the joint Gaussian
measurements strategy is always advantageous with respect to the local Gaussian measurements
strategy, IL(Xs,Ye) < IJ(Xs,Ye).
4.4 Conclusion
In this chapter, we have introduced a new discord-type measure of nonclassical correlations for
Gaussian states, which we refer to it as operational Gaussian discord (OGD). To the best of our
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knowledge, this measure is the only proposed measure for Gaussian states that is purely based on
using Gaussian measurements. We have demonstrated an operational significance for this mea-
sure in terms of a Gaussian quantum protocol for extracting information about a classical signal
encoded on one subsystem. We showed that for maximal encoding, OGD is the additional acces-
sible information that comes available when an experimentalist throws off the shackles of local
Gaussian measurements and starts using joint Gaussian measurements. This measure might also
be useful as a figure of merit for other Gaussian protocols that involve Gaussian states, Gaussian
operations, and Gaussian measurements.
An interesting open question is how to define a similar measure for discrete-variable systems.
This measure can be defined as the difference between two conditional entropies of one subsystem
minimized by local and joint measurements. Such a measure might have an operational signifi-
cance in terms of the discrete-variable version of the protocol we considered in this chapter and
other quantum protocols.
Part II
Quantum information in linear-optical
networks
46

5
Introduction to sampling problems with
linear-optical networks
Despite all improvements in engineering and controlling quantum systems, there is still a large gap
between the state-of-the-art technology and the tools required to build universal quantum com-
puters that can outperform their classical counterparts. Hence, there is considerable interest in
intermediate (non-universal) models of quantum computations that can solve certain problems that
are intractable to classical computers, but require significantly less resources and simpler physical
realizations. The primary motivation for implementation of these models is to demonstrate the
power of quantum computing over classical computers; however, they might also have technolog-
ically significant applications.
An example of an intermediate quantum computational model is boson sampling that uses
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linear quantum optics [5]. This model seeks to generate random samples from a probability distri-
bution of photon (or, in general, boson) counting events at the output of an M -mode linear-optical
network consisting of passive optical elements, for an input with N of the modes containing single
photons (MN ) and the rest in the vacuum states. There is great interest in this particular com-
putational problem as this task, despite its simple physical implementation, is strongly believed to
be a problem that cannot be efficiently simulated classically.
In this chapter, we first review the boson-sampling problem and its proof of classical hard-
ness. We then generalize boson sampling to a large class of sampling problems with linear-optical
networks that are all classically intractable. These are the problems of sampling from the out-
put photon-counting probability distribution for N input states with zero vacuum component but
nonzero single-photon component, and M − N input states with zero single-photon component
but nonzero vacuum component. We show that the same argument for the classical hardness of
boson sampling also applies to this more general class of sampling problems with linear-optical
networks. At the end of this chapter, we discuss practical challenges for implementing boson-
sampling problems.
5.1 Boson sampling
The aim in boson sampling is to generate samples from the output photon-counting probability
of an M -mode ideal linear-optical network described by unitary operator U for N input single
photons; see figure 5.1. Without loss of generality, we can assume the single photons are injected to
the firstN input modes of the network, as this can always be accomplished by relabeling the modes.
Hence, the input can be represented by the multimode Fock state |1N〉 = |1, . . . , 1, 0, . . . , 0〉, and
the probability distribution of interest is
p(n) = Tr
[U |1N〉〈1N | U † |n〉〈n|] = ∣∣〈n|U|1N〉∣∣2, (5.1)
where n = (n1, n2, n3, . . . , nM) denotes the joint outcome and
∑
s ns = N .
If the number of modes is at least quadratically larger than the number of input photons, i.e.,
M ≥ N2, as observed by Aaronson and Arkhipov one can avoid the bosonic birthday para-
dox in which more than one photon arrive at the same output mode [5]. In this case, we have
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FIGURE 5.1: In boson sampling N single photons are injected to an M × M linear-optical network
(LON) described by a unitary matrix U , where M  N . Then the output photon-counting probability
distribution is sampled using on-off photodetectors.
ns ∈ {0, 1}, and one can simply use on-off photodetectors to sample from the output probability
distribution (5.1).
Linear-optical networks can be efficiently built using passive-optical elements such as beam-
splitters and phase shifters [68]. As all the elements are passive, then a lossless linear-optical
network can be uniquely represented by an M×M unitary matrixU that relates the creation oper-
ators of the output modes bˆ†k to those of the input modes aˆ
†
j ,
bˆ†j = U aˆ†jU † =
M∑
k=1
Ujk aˆ
†
k. (5.2)
Here, Ujk is, in fact, the probability amplitude for a single photon from input mode j to arrive at
the output mode k.
According to Eq. (5.2), for two indistinguishable single photons, one injected to input mode j1
and the other to input mode j2 of the network, the probability amplitude for detecting one photon
at output mode k1 and one from output mode k2 is given by
Uj1k1Uj2k2 +Uj1k2Uj2k1 , (5.3)
and the probability is the modulus squared of this quantity. This is due to interference between
the indistinguishable particles that is purely nonclassical. This effect was first demonstrated for
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a 50:50 beamsplitter, and known as Hong-Ou-Mandel effect [69]. Now for N indistinguishable
single photons to the first N input modes, the probability amplitude for detecting, for example,
a single photon from each of first N output modes, i.e., n = 1N , is given by a sum over N !
probability amplitudes associated with different ways for distributing the single photons among
the output modes
Per ([U ]1N×1N ) =
∑
σ∈SN
N∏
j=1
Ujσ(j), (5.4)
where SN is the symmetric group of degree N . This quantity is permanent of [U ]1N×1N that is
the top-left N × N submatrix of U . As we see from the definition, permanent of a matrix is a
quantity that is calculated in a similar manner to a matrix determinant but without the alternating
of addition and subtraction, and instead only adding terms.
Therefore, under the assumption of M  N , the output probability distribution (5.1) can be
written in terms of permanents of submatrices of U
p(n) =
∣∣Per ([U ]1N×n) ∣∣2, (5.5)
where [U ]1N×n is an N × N submatrix of U corresponding to the first N rows, and the columns
associated with the output modes from which a photon is detected, i.e., ns 6= 0. The relation
between output probabilities of a linear-optical networks for input Fock states and permanents was
first noted in [70].
The problem of exactly computing permanent of matrices is #P hard (very difficult), and in the
class P#P in complexity theory [71, 72]; this is also the case even if the matrix had 0 or 1 entries
only. A #P problem is to exactly compute the number of solutions to a decision problem in the set
NP, i.e., the set of polynomially-verifiable questions. The complexity class P#P then contains all
the problems that can be solved in polynomial time if instantaneous answers to any problem in #P
is available; formally, in complexity theory this means the problems in polynomial time with or
relative to a #P oracle. According to Toda’s theorem the entire polynomial hierarchy of complexity
classes (PH) is contained in P#P [73].
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5.1.1 Classical hardness of sampling
If the photons behaved as classical particles, there would be no interferences (the nonclassical
effect) between them as they were scattered by a linear-optical network. In this case, the probability
of detecting N photons at the output is a sum over all N ! probabilities (instead of probability
amplitudes) associated with different ways for distributing the N classical input particles among
the output modes. The output probability distribution would then become
p(n) = Per ([B]1N×n) , (5.6)
where Bjk = |Ujk|2. In fact, B is a doubly stochastic matrix with nonnegative elements, as each
of its rows and columns sums to 1,
M∑
j=1
|Ujk|2 =
M∑
k=1
|Ujk|2 = 1. (5.7)
For more information about permanents of nonnegative and doubly stochastic matrices see [74].
Despite that the probabilities are #P hard to compute, however, as there is no nonclassical ef-
fect, sampling from the output probability distribution can be efficiently simulated on a classical
computer. In this situation, one can use Stockmeyer’s approximate counting algorithm [75] to ap-
proximate a particular output probability, even if it is exponentially small, to within a multiplicative
error in BPPNP; for a short description of this algorithm see appendix B. The class BPPNP contains
all the problems that can be solved in BPP (bounded-error probabilistic polynomial time) with an
NP oracle; this class is in the third level of PH. Also, p˜ approximates p to within a multiplicative
factor g if
p
g
≤ p˜ ≤ pg. (5.8)
Using an improved algorithm, it was later shown that multiplicative approximation of permanents
of matrices with nonnegative elements can be done in BPP, i.e., without an NP oracle [76]. The
class BPP is contained in the second level of PH.
The key difference for boson sampling is that due to interferences between the indistinguish-
able single photons the output probabilities are the squared modulus of a sum over all probability
amplitudes, which are in general complex numbers, as one can see from Eqs. (5.4) and (5.6). It
was proved that approximating squared permanents of real matrices to within a multiplicative error
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is #P hard; it is strongly believed this is also the case for the squared modulus of permanents of ar-
bitrary complex matrices [5]. Based on this key observation, Aaronson and Arkhipov have shown
that boson sampling cannot be classically simulated, otherwise using Stockmeyer’s approximate
counting algorithm one could approximate an output probability to within a multiplicative error in
BPPNP. This would imply P#P = BPPNP, and hence the polynomial hierarchy collapses to the third
level; a situation believed to be highly unlikely.
Aaronson and Arkhipov have further shown it is even classically intractable to sample from a
probability distribution p′(n) that is a close approximation of the actual probability distribution in
the 1-norm ∑
n
|p′(n)− p(n)| < . (5.9)
For this to be trueU must be a Haar-random unitary matrix, as then its small submatrices are close
in variation distance to a matrix whose elements are independent and identically distributed random
variables chosen from a Gaussian distribution with zero mean (i. i. d. Gaussians) [5]. Also, the
proof of classical hardness requires two conjectures: the “Permanent-of-Gaussians Conjecture”
which says that it is #P hard to approximate the permanent of a Gaussian random matrix; and the
“Permanent Anti-Concentration Conjecture” which says that the permanents of Gaussian random
matrices are not concentrated around zero. This form of sampling is referred to as the approximate
boson sampling as opposed to the exact boson sampling that is for sampling from the exact output
probability distribution. In this thesis, we consider exact boson sampling only, and by sampling
we refer to this form of sampling.
5.2 Generalized boson sampling
In this section, we generalize boson sampling to the use of more general input quantum states of
light. Specifically, we prove the computational hardness of an analogous sampling problem where
vacuum states are replaced by arbitrary states with zero overlap with the single-photon state but
non-zero overlap with the vacuum state, and conversely for the single-photon state. This gener-
alization encompasses boson sampling with, for example, cat states (superpositions of coherent
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states) [77], and photon-added or -subtracted squeezed vacuum states [78], which have been pre-
viously considered and shown to yield hard sampling problems. More generally, it includes many
states with well-defined parity, and includes not just pure states, but also mixed states.
The generalized boson-sampling scheme uses two classes of states. The first N input ports of
the linear-optical network are occupied with states chosen from the set of quantum states
A1 = {ρ | 〈0| ρ |0〉 = 0, 〈1| ρ |1〉 6= 0}, (5.10)
and the rest of M −N modes receive states from
A0 = {ρ | 〈1| ρ |1〉 = 0, 〈0| ρ |0〉 6= 0}. (5.11)
The overall input state to the network is then
ρin =
N⊗
j=1
ρ
(1)
j ⊗
M−N⊗
j=1
ρ
(0)
j , (5.12)
where ρ(1)j ∈ A1, ρ(0)j ∈ A0. Note that
〈0| ρ(1)j |0〉 =
∑
i
λi|〈ψj,i|0〉|2 = 0, (5.13)
where λi ≥ 0 and |ψj,i〉 are the eigenvalues and the eigenstates of ρ(1)j , implies 〈ψj,i|0〉 = 0 and
hence
〈n| ρ(1)j |0〉 = 0 for any n. (5.14)
Similarly, one can show that
〈n| ρ(0)j |1〉 = 0 for any n. (5.15)
Here, we consider sampling from the output joint photon-counting probability distribution,
p(n) = Tr
[Uρin U † |n〉〈n|]
=
( 〈n| U)ρin(U † |n〉 ). (5.16)
Let us consider the case of detectingN single photons at the output, i.e ns ∈ {0, 1} and
∑M
s=1 ns =
N . It can be simply shown that replacing U with U † in Eq. (5.2) yields
U †aˆ†jU =
M∑
k=1
U¯kj aˆ
†
k, (5.17)
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where U¯kj is the complex conjugate of Ukj . Using this relation and the matrix U¯ , we have [70]
U † |n〉 =
(
M∏
s=1
1√
ms!
)∑
m
Per
(
[U¯ ]m,n
) |m〉 , (5.18)
where the sum is over all the configurations m = (m1,m2, . . . ,mN) of N single photons across
M modes. Note that for ms ∈ {0, 1}, the N × N matrix [U¯ ]m,n is a submatrix of U¯ , otherwise
it would have repeated rows with multiplicity mk. The probability distribution (5.16) is then given
by
p(n) =
∑
m′,m
Per
(
[U¯ ]m,n
)
Per ([U ]m′,n) 〈m′|ρin |m〉 . (5.19)
As the multimode Fock state |m〉 only contains N photons, using Eqs. (5.14) and (5.15) one can
see that
ρin |m〉 = ρin |1N〉 δ1N ,m. (5.20)
By using this, probabilities for detecting N single photons at the output of the linear optical net-
work can be written as
p(n) = q |Per ([U ]1N ,n)|2 , (5.21)
where
q =
N∏
j=1
〈1| ρ(1)j |1〉 ×
M−N∏
j=1
〈0| ρ(0)j |0〉 . (5.22)
The probabilities in Eq. (5.21) are proportional to the modulus squared of permanents of sub-
matrices of U , which are #P hard to approximate to within a multiplicative error. If sampling
from the entire output probability distribution (5.16) could be efficiently classically simulated,
then using Stockmeyers approximate counting method [75] one would be able approximate one of
these probabilities to within a multiplicative error in BPPNP. Hence, boson sampling using these
states cannot be efficiently simulated classically, unless the polynomial hierarchy collapses to the
third level, as discussed in subsection 5.1.1.
Interestingly, the class of input states satisfying these constraints includes highly mixed states,
as well as states with arbitrary higher order terms. Note also that the expression (5.21) is equivalent
to the original boson sampling result, up to the overall normalization factor q, which does not
depend on the specific measurement configuration; thus, q can be regarded as the postselection
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probability for implementing the original boson sampling with single-photon states if N  M .
We have q = 1 if and only if ρ(1)j = |1〉 〈1| and ρ(0)j = |0〉 〈0|, for any j.
Notice that if for a given set of input states q is not too small, then the argument for approx-
imate boson sampling would also apply in this case. However, in general, it is not clear whether
approximate sampling from the output probability distribution is classically hard.
5.3 Discussion
As we have seen in this chapter, in principle, an interesting feature of boson sampling, as an
intermediate model of quantum computation, is that it has a simple physics realization. This has
attracted great attention and led to several experiments realizing small-scale boson sampling [79,
80, 81, 82].
However, in practice, there are challenges for implementing a sufficiently large scale boson-
sampling experiment. A major practical challenge is that reliable deterministic sources for prepar-
ing the input states are not currently available. In most of quantum-optical experiments, sponta-
neous parametric down-conversion (SPDC) sources are used for preparing single photons prob-
abilistically [79, 80, 81, 82]. Although these sources can be improved using a dynamic mul-
tiplexer [83, 84], such an architecture requires active switches and is practically difficult itself.
There are also various sources of errors including impurity of the input states, imperfections
in implementing linear-optical networks [85, 86, 87], losses and background noise, mode mis-
match [88, 89], and subunity efficiency and dark counts in the photodetectors [90].
Moreover, an important question is how one can certify a boson-sampling experiment and
check whether it solves the desired classically hard problem [91]. If fact, since the problem being
solved is probably beyond the complexity class NP, specially in the limit of large number of pho-
tons, the certification task might be classically hard as well [5, 92]. However, different tests have
been proposed to distinguish the boson-sampling experiments from some classically simulatable
cases [92, 93, 94, 95], and to certify the output state of linear-optical networks experimentally [96].
6
Characterization of linear-optical networks
Implementation of quantum technologies requires the ability to realize arbitrary polynomial-depth
quantum circuits, enabling applications such as efficient quantum simulation and computation. In
principle, any M ×M linear-optical networks described by a unitary operator can be constructed
from passive optical elements, i.e., beamsplitters, phase shifters and mirrors [68]. A significant
remaining practical challenge is to efficiently characterize the device once it is built. A known
solution is to perform quantum process tomography of a device using nonclassical states [97, 98,
99] or coherent states [100, 101]. However, despite progress on more efficient methods such
as compressive sensing [102], this approach is relatively slow and impractical for large optical
networks, which specially are useful for implementation of boson sampling.
A more tractable approach, starting from the assumption of linearity, would be to adapt existing
methods from classical optics. As a linear-optical circuit can always be cast as an interferometer
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with (M2 −M)/2 beamsplitters [68], it can be characterized by embedding it in an external inter-
ferometer and using a local oscillator [103]. However, such a method is challenging for large net-
works due to the interferometric stability required. Recently, a method was proposed that obviates
the use of an external interferometer [104, 105]; however, it requires nonclassical interference [69]
for the characterization.
In this chapter, we introduce an efficient method for characterizing an M -mode linear optical
network by uniquely determining the M ×M transfer matrix, L, that represents the network. It
is an interferometric method that uses readily available standard laser sources and photodetectors
and eliminates the need for an external interferometer or nonclassical interference and single-
photon detection. It is also technically simple and efficient, requiring only 2M − 1 configurations
to directly measure all nontrivial parameters of the matrix L. We further discuss an experimen-
tal demonstration of this method from [1] in which an integrated device—a 6 × 6 fused-fiber
coupler—was characterized. Interestingly, it was shown that measured quantum interference pat-
terns between single photons (nonclassical states) are in excellent agreement with those predicted
using the characterization matrix L, which is obtained using coherent states (classical states).
This chapter includes the results of [Saleh Rahimi-Keshari, Matthew A. Broome, Robert Fick-
ler, Alessandro Fedrizzi, Timothy C. Ralph, and Andrew G. White, “Direct characterization of
linear-optical networks”, Optics Express 21, 13450 (2012)].
6.1 Representation of linear-optical networks
As discussed in the previous chapter, an ideal linear-optical network can be represented by a unitary
operator U acting on quantum states, or alternatively by a unitary matrix U that relates the input
and output creation operators, as defined in Eq. (5.2). By using this matrix, the action of linear-
optical networks on a multimode input coherent state |α〉, where α = (α1, α2, α3, . . . , αM), is
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given by
U |α〉 =
M∏
j=1
UD(αj)U † |0〉
=
M∏
j=1
exp
(U aˆ†U †αj − U aˆU †α¯j)
=
M∏
k=1
D(βk) |0〉 = |β〉 , (6.1)
where D(αj) = exp(αj aˆ
†
j − α¯j aˆj) is the displacement operator for mode aˆj with α¯j being the
complex conjugate of αj . Amplitudes of the multimode output coherent are
βk =
M∑
j
αjUjk. (6.2)
Thus, the matrix U also relates the amplitudes of input coherent states to those of output coherent
states, β = αU .
In practice, linear-optical networks are lossy and cannot be represented by unitary operators.
Nevertheless, a lossyM -mode network can be always modeled as part of a larger lossless M˜ -mode
network (M˜ > M ). In other words, we can assume there are extra input modes labeled fromM+1
to M˜ that receive the vacuum states and extra output modes that are not accessible. Thus, for an
M -mode input state the output state is given by
ρout = Tr0
[
U˜ρin ⊗ |0〉〈0| U˜ †
]
, (6.3)
where the subscript 0 denotes a partial trace over the extra modes, U˜ is the unitary operator for
the larger network, 0 = (0, . . . , 0) is a vector with M˜ −M zeros and |0〉 represents a multimode
vacuum state. For a multimode input coherent state ρin = |α〉〈α|, using Eq. (6.2), the output is a
multimode coherent state whose amplitudes are the first M elements of the vector representing the
output amplitudes of the larger network
β˜ = α˜U˜ = (α,0)
L L1
L2 L3
 . (6.4)
Here, in fact, only the M ×M matrix L that is the top-left submatrix of the unitary matrix U˜ , is
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needed to find the output amplitudes; hence, we have
βk =
M∑
j
αjLjk or β = αU . (6.5)
Now that we have the action of the lossy linear-optical network on input coherent states, we can,
in principle, find the output state ρout in Eq. (6.3) for any input state ρin by using the coherent
state quantum process tomography formalism [101]. Therefore, any linear-optical network can be
uniquely represented by the transfer matrix L that is defined in Eq. (6.5).
6.2 Method
We now see how the matrix elements of L, which are generally complex numbers Ljk=rjkeiθjk
with 0≤rjk≤1 and 0≤θjk<2pi, can be directly measured experimentally. Noting that the (2M − 1)
phases of the basis vectors are not physically significant, we can absorb them into the basis vectors
[106]. Thus, any matrix L can be decomposed as a product of three matrices
L = diag
(
eiµ1 , eiµ2 , . . . , eiµM
)
L′ diag
(
eiν1 , eiν2 , . . . , eiνM
)
(6.6)
and both L and L′ describe the same physical network. Hence, without loss of generality, we let
θ1j=θj1=0, for j=1, 2, . . . ,M , and we are left with (M − 1)2 +M2 parameters to be determined
in the characterization.
Note that even if L is unitary, knowledge of moduli rjk alone does not uniquely determine all
phases forM>3 [106, 107]. Therefore, in order to uniquely characterizeL we require probe states
and measurements that are sensitive to the phases θjk.
One way to achieve this, as shown in references [104, 105], is to insert two single photons
into different input modes and to record nonclassical interference patterns between different com-
binations of output modes. Alternatively, such nonclassical interference can be simulated using
two-mode coherent states with randomized relative phases [108, 109], but at the expense of an in-
creased level of noise and reduced interference visibility. Our method takes a more direct approach
using a standard laser source split at a beamsplitter, and with a varying relative phase between the
resulting dual-mode coherent state; see Fig. 6.1. This enables us to measure the nontrivial phases
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FIGURE 6.1: Scheme for characterizing a linear-optical network (LON). Using a 50:50 beam splitter
(BS) and phase shifter (φ) a dual-mode coherent state, |α〉, is prepared and sent through the network, where
|α2〉=
∣∣eiφα1〉. By sequentially inputting |α2〉 into modes 2,3,...,M , and varying the phase over at least 2pi,
all phases of matrix L can be directly measured using photodetectors (PD).
of the matrix L directly without solving complex trigonometric equations, thus significantly sim-
plifying the task of characterization.
Our method works as follows:
1. Send a coherent state with known intensity I to input mode j, where other input modes are in
the vacuum state, and measure the intensity Ik from all output modes simultaneously. Using
Eq. (6.5), we obtain all the moduli
rjk =
√
Ik
I
, k = 1, 2, . . . ,M. (6.7)
2. Send a coherent state |α〉 to a 50:50 beamsplitter and use a phase shifter to control the relative
phase between the output states |α1〉 and |α2〉 with the same intensity I; see Fig. 6.1. |α1〉
goes to input mode ‘1’ and |α2〉=
∣∣eiφα1〉 to input mode j. The intensities of the output
coherent states are given by
Ik = I
∣∣L1k+Ljkeiφ∣∣2 . (6.8)
As all elements in the first row and the first column are real, the above equation becomes,
for k=1,
I1 = I
[
r211 + r
2
j1 + 2r11rj1 cos(φ)
]
, (6.9)
and, for k 6=1,
Ik = I
[
r21k+ r
2
jk+ 2r1krjk cos(φ+ θjk)
]
. (6.10)
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FIGURE 6.2: Experimental setup used in [1]. The device-under-test is a 3×3-mode fused-fiber beam
splitter (FBS), which constitutes a 6×6 optical network including polarization. Orthogonal polarization
modes are resolved using fiber polarization beam splitters (FPBS) at its outputs. Interferometric probe states
between pair-wise input combinations are prepared with two polarization beam displacers (BD), and half-
wave plates (HWP). The outputs are monitored with fast photo-diodes (PD) connected to an oscilloscope
(OSC) while the phase φ is scanned.
When I1 attains its maximum value we have φ=0, and φ=pi for its minimum value. This
serves as our reference mode, and without loss of generality we always choose I1 at its
maximum such that φ=0. Knowing this, we further sweep φ until Ik attains its maximum
value and using (6.10) the unknown phases can be found as
θjk = 2pi−φ . (6.11)
Repeating this procedure for |α2〉 input into mode j=2, 3, . . . ,M yields all the nontrivial
phases θjk of the matrix L.
6.3 Experiment
In this section, we briefly report the experimental demonstration of this method [1] in which a 6×6
linear-optical network was characterized. As shown in Fig. 6.2, the network is composed of one
3× 3 non-polarizing fused fiber-optic beamsplitter (FBS) with three 2×2 polarizing beamsplitters
at each of its output modes. By mapping onto orthogonal polarizations at the input of the initial
FBS the whole network is described by a 6×6 matrix M . The input modes are labeled
{1, 2, . . . , 6}={|H〉1 , |V 〉1 , |H〉2 , . . . , |V 〉3}, (6.12)
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FIGURE 6.3: Experimental characterization of a linear-optical device. (a) Moduli rjk of the experimen-
tally measured L. The x and y axes correspond to the input and output modes, j and k respectively. (b)
Representative experimental data for obtaining θjk when injecting the variable-phase dual-mode coherent
state into input modes 1 and 3. The amplitudes (voltage at output photo-diodes) of the six output modes
(1-6 from top-to-bottom) oscillate as the phase φ is swept in time. Red and blue lines are measured data
and theoretical fits to A cos(φ − θjk) respectively. (c) Phases, θjk, of the measured matrix L. The entire
characterization method was performed 10 times to obtain experimental uncertainties; error bars are not
visible on the scales shown.
where |H〉1 is the horizontally polarized mode for spatial mode ‘1’ of the FBS. For more details
about the experiential see [1].
In the experiment, first, the 36 output intensities for the six individual inputs shown in Fig. 6.3(a)
were measured. Then by recording the interference fringes for the pair-wise input combinations
discussed above, and fitting sinusoidal curves to the resulting photocurrents, experimental values
for θjk were obtained; see Figs. 6.3(b) and 6.3(c).
Moreover, the experimentally obtained matrix L was verified by measuring two-photon inter-
ference inside the linear-optical network [69]. Two single photons were created and sent to the
6×6 network, and then the coincidences at all fifteen (6 choose 2) pairwise combinations of output
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modes were measured; see Fig. 6.4(a). The interferences between single photons are purely non-
classical effects, and hence provide a suitable independent verification for the validity of L, which
was obtained with our characterization using coherent (classical) states.
0
-1
1
Output CongurationOutput Conguration
Vi
si
bi
lit
y
12 13 14 15 16 23 24... ...56 12 13 14 15 16 23 24... ...56
FBS
FPBS
BD HWP
APD
LOGIC
SPDC
BBO
410nm
{1, 3} {1, 6}
Δt
FIGURE 6.4: Independent verification of the measured matrix L. (a) Experimental schematic. A pair
of 820 nm photons is generated via type-I spontaneous parametric down-conversion (SPDC) in a nonlinear
β-barium-borate (BBO) crystal pumped with a mode-locked pulsed laser at 410 nm. After being spectrally
filtered (FWHM 2 nm) individual down-converted photons are steered into the optical modes of the linear-
optical network by a series of beam displacers (BD) and half-wave plates (HWP). The temporal overlap,
∆t, between the input photons is controlled via a micro-translation stage at one of the inputs. Output
photons are detected using avalanche photo-diodes (APD) whose coincident signals—monitored using a
commercially available counting logic—are used to post-select two single photon events. (b) Measured
nonclassical visibilities vs. predicted visibilities for photons input into modes {1, 3} and {1, 6}. Red bars
show the directly measured nonclassical visibilities; blue bars show the predictions from the measured
matrix L; errors are given at the top of each data point. Numbers on the x-axis show the corresponding
output modes.
The probability that two photons input to modes i and j simultaneously arrive at output modes
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k and l can be determined from the characterization matrix L. In the case of indistinguishable
input photons this probability is given by
Qklij =
1
1 + δij
|LikLjl +LilLjk|2 , (6.13)
where δjk is Kronecker’s delta function [104, 110]. Whereas in the case that the input photons are
entirely distinguishable this probability is given by
Cklij = |LikLjl|2 + |LilLjk|2 . (6.14)
We can therefore determine the nonclassical interference visibility as
Vklij =
Cklij−Qklij
Cklij
. (6.15)
Experimentally C and Q are given by the coincidence count rates of photon pairs at the outputs k
and l when there is a maximum temporal overlap between input photons (indistinguishable) and
no overlap (distinguishable) respectively [69]. In the experiment, the temporal overlap between
the single photon wave packets was varied by using an electronically controlled micro-translation
stage on one of the input photons. The results for two different input configurations are shown in
Fig. 6.4(b). The obtained interference visibilities are in excellent agreement with those predicted
by the experimentally measured matrix L. Higher-order photon terms from SPDC are believed to
be responsible for the cases where the measured and predicted visibilities do not overlap within
error.
6.4 Lossy networks
By using the transfer matrix L of a linear-optical network, one can quantify how far the network
is from being lossless. A measure for quantifying this distance is given by
‖1M −LL†‖1 (6.16)
where ‖A‖1 = Tr[
√
A†A] is the trace norm, and 1M is M ×M identity matrix. If this distance is
small, then the matrix L can be approximated with its closest unitary
V = (LL†)−
1
2L, (6.17)
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FIGURE 6.5: An M ×M linear-optical network described by matrix L can always be viewed as part
of a larger lossless network. Here, assuming path-independent loss, the larger network is constructed by
considering virtual beamsplitters at each input mode of the optical network represented by a lossless matrix
U , and dotted lines are representing the modes associated with losses.
which is obtained by using the polar decomposition [111].
In general, a unitary matrix U˜ that contains the matrix L as a submatrix, as in Eq. (6.4), can
be efficiently found [5]. However, here considering a simple model in which the loss is equal for
different paths connecting specific inputs to outputs, we obtain such a unitary matrix. In this model,
anM×M network described byL can be extended byM virtual input andM virtual output modes
into a 2M × 2M network described by unitary matrix U˜ , see Fig. 6.5. The 2M × 2M network
is obtained by adding M beamsplitters to each input of an M ×M lossless linear-optical network
described by unitary matrix U . Each beamsplitter is described by a 2×2 matrix
Sj =
 √ηj −√1− ηj√
1− ηj √ηj
 , (6.18)
where√ηj (0 ≤ ηj ≤ 1) is the transmissivity of the beamsplitter. Thus, the total matrix describing
M beamsplitters, by appropriately labeling input and output modes, is given by
Stot =
 √η −√1M − η√
1M − η √η
 , (6.19)
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FIGURE 6.6: The matrix U˜U˜ †. The diagonal hatched squares are equal to unity by construction and the
off-diagonal elements are coloured according to their value given by the color bar.
where η is an M ×M diagonal matrix:
η = diag (η1, η2, . . . , ηM) . (6.20)
The matrix U˜ describing the resulting network is obtained by multiplying the matrix describing
M parallel beamsplitters by the matrix describing the lossless network that only acts on M modes,
U˜ = Stot ×
U O
O 1M
 =
 √ηU −√1M − η√
1M − ηU √η
 , (6.21)
where O is M ×M null matrix. By comparing this equation with Eq. (6.4), we have L = √ηU .
The parameters ηj are obtained by measuring the output intensities Ik when only a coherent state
with intensity I is sent to input j
ηj =
1
I
M∑
k=1
Ik. (6.22)
Thus the matrix U˜ can be experimentally determined.
In order to examine this model, by using the experimental data from [1], we constructed the
12×12 matrix U˜ . However, we found that it is not unitary, since the off-diagonal elements in U˜U˜ †,
shown in Fig. 6.6, are nonzero albeit very small. This is indicative of both inevitable experimental
uncertainty in the measured matrix elements and the effect of path-dependent loss in the network.
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6.5 Conclusion
We have presented a simple and efficient method for characterizing linear-optical networks. This
method uses a laser source and intensity measurements, which are readily available in the lab, to
measure all matrix elements of L that uniquely represents a network.
As photonic quantum technologies mature beyond small-scale demonstrations [112, 113, 114],
there is an increasing requirement for methods of process validation and verification. Areas of
direct applicability for this method include the experimental characterization of waveguide arrays
for quantum walks [115, 116], especially in three dimensions where current top-down imaging
methods are not possible [117].
In particular, an interesting application of the presented method is for implementation of bo-
son sampling [5]. This method provides an efficient means for characterizing large linear optical
networks, which is a crucial component of boson-sampling experiments, and was used recently
in [79].
7
Boson sampling with Gaussian states
As we know, one of the practical challenges for implementation of boson sampling is to prepare
the single-photon input states. On the other hand, Gaussian states can be efficiently prepared in the
lab [63]. This gives rise to the question whether using Gaussian states as input to a linear-optical
network one can implement a classically hard sampling problem.
In this chapter, we consider the problem of exact sampling from the photon-counting prob-
ability distribution at the output of a lossless linear-optical network for input Gaussian states,
which is referred to as Gaussian boson sampling. We derive a general formula for the proba-
bilities of detecting single-photons at the output of the network. Using this formula we show that
probabilities of single-photon counting for input thermal states are proportional to permanents of
positive-semidefinite Hermitian matrices. However, any classical states can be modeled as a statis-
tical mixture of coherent states, and as a result we show that sampling from the output probability
distribution can be performed efficiently on a classical computer. Thus, by using Stockmeyer’s
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approximate counting algorithm, as discussed in section 5.1.1, one can approximate permanents
of positive-semidefinite Hermitian matrices in the complexity class BPPNP, which is less compu-
tationally complex than P#P . To the best of our knowledge this result was not previously known.
In addition, we consider squeezed-vacuum states as input to a linear-optical network. We
find that the probabilities of detecting single photons at the output is proportional to the modulus
squared of a quantity ON , which is obtained by summing up (N − 1)!! complex terms with N
being the number of the detected single-photons. Then we consider two configurations for which
sampling from the output photon-counting probability distribution is classically hard. It would be
surprising if these problems were the only cases of the general problem of boson sampling with
squeezed-vacuum states, which cannot be classically simulated efficiently.
This chapter includes results from [Saleh Rahimi-Keshari, Austin P. Lund, and Timothy C.
Ralph, “What can quantum optics say about computational complexity theory?”, Physical Review
Letters 114, 060501 (2015)]; it also includes part of results from [Austin P. Lund, Antony Liang,
Saleh Rahimi-Keshari, Terry Rudolph, Jeremy L. OBrien, and Timothy C. Ralph, “Boson sampling
from a Gaussian state”, Physical Review Letters 113, 100502 (2014)].
7.1 Photon-counting probability distribution
In the Gaussian boson sampling problem, we consider the photon-counting probability distribution
at the output of an M -mode linear-optical network for an input multimode Gaussian quantum state
ρin, which is a product state of the individual states {ρs} in each mode; see Figure 7.1. Then
the question is whether one can efficiently classically simulate sampling from the output photon-
counting probability distribution
p(n) = Tr [ρout |n〉〈n|] , (7.1)
where n = (n1, n2, n3, . . . , nM) and ρout = UρinU † with U being the unitary operator that de-
scribes the ideal linear-optical network. Here we consider a subclass of output events in which N
single photons are detected, i.e., ns ∈ {0, 1} and
∑
s ns = N . Notice that one can minimize the
probability of detecting more than one photon at an output mode, if the mean-photon number at
the input is much less than the number of modes.
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FIGURE 7.1: In the Gaussian boson sampling problem for a given product Gaussian input state,
ρin = ⊗Ms=1ρs, to a linear-optical network (LON), one samples from the output photon-counting proba-
bility distribution p(n) using photodetectors (PD).
In deriving a general formula for calculating the probability distribution (7.1), without loss of
generality, we make two assumptions about input Gaussian states for Gaussian boson sampling.
First, we assume that the input states have zero first order moments. This is because any displace-
ment operations before the linear-optical network are equivalent to some displacement operations
at the output, which will not change the correlations between the output states [118]. Second,
we assume the covariance matrices of the Gaussian states ρs are diagonal with the variance in the
x quadrature, Vxs , being larger than or equal to the variance in the p quadrature, Vps . This does
not lead to loss of generality because any local phase-shift operation before the linear-optical net-
work can be absorbed into the unitary operation describing the network. We use the Q function to
represent each input Gaussian state
Q(αs|ρs) =
√
µ2s − 4λ2s
pi
exp
[
λs(α
2
s + α¯
2
s)− µs|αs|2
]
, (7.2)
where
λs =
1
2Vps + 2
− 1
2Vxs + 2
, (7.3)
µs =
1
Vxs + 1
+
1
Vps + 1
, (7.4)
and for the vacuum state Vx = Vp = 1. The parameter λs is between zero (when Vps = Vxs) and
infinity (for infinite squeezing), and µs is between zero (for infinite variances) and one (for pure
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states).
The Q function of the output state using Eq. (6.2) can be calculated as
Q(α|ρout) = 1
piM
〈α| UρinU † |α〉 = 1
piM
〈γ|ρin |γ〉
=
M∏
s=1
Q
(
M∑
j=1
αjU¯js
∣∣ρs) . (7.5)
where
|γ〉 = U † |α〉 = ∣∣αU¯〉 (7.6)
is an M -mode coherent state. By using the expression for the input Q function (7.2), the output Q
function can be written in this compact form
Q(α|ρout) = K
piM
exp
~α
−D C
C¯ 0
 ~α†
 , (7.7)
with
~α := (α1, . . . , αM , α¯1, . . . , α¯M), (7.8)
K =
M∏
s=1
√
µ2s −4λ2s, (7.9)
C = UλUT , (7.10)
D = UµU †. (7.11)
Here the diagonal matrices λ and µ are defined as
λ = diag(λ1, . . . , λM), (7.12)
µ = diag(µ1, . . . , µM). (7.13)
Now by using this Q function, the probability distribution (7.1) is then given by [119]
p(n) = (pi)M
∫
CM
d2MαQ(α|ρout)P (n|α), (7.14)
where for detection of single photons
P (n|α) =
M∏
s=1
e|αs|
2
∂nsαs ∂
ns
α¯s δ
2(αs) (7.15)
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is the P function of the number state |n〉, ns ∈ {0, 1}, with ∂nα := ∂n/∂αn and δ2(α) ≡
δ
(
Re(α)
)
δ
(
Im(α)
)
[120]. Integration by parts yields
p(n) = K
M∏
s=1
∂nsαs∂
ns
α¯se
F (α,α¯)
∣∣∣∣
αs=0
, (7.16)
where
F (α, α¯) = ~α
D˜ C
C¯ 0
 ~α†, (7.17)
with
D˜ = 1M −D
= U(1M − µ)U †
= Uµ˜U † (7.18)
being a positive-semidefinite Hermitian matrix, as µ˜ij = (1− µj)δij ≥ 0.
In Eq. 7.16, we have to take 2N derivatives with respect to independent variables {αs, α¯s|ns 6=
0} at α = 0; hence, that expression can be written as
p(n) = K
∞∑
r=1
L(2N ;F, r), (7.19)
where L(2N ;F, r), analogous to distributing distinguishable balls into indistinguishable boxes,
can be understood as a sum over all possible ways to distribute 2N derivatives (balls) among r
functions (boxes), ∂i1F, . . . , ∂irF , such that
∑r
s=1 is = 2N and is 6= 0. As F (α, α¯) is a second
order polynomial in α and α¯, and ∂isF |α=0 = 0 for is 6= 2, only L(2N ;F,N) for is = 2 is
nonzero. Therefore, we obtain the desired formula for calculating the probabilities of N single-
photon detections as
p(n) = K
(2N−1)!!∑
i
N∏
l=1
∂2F
∂X i2l−1∂X
i
2l
, (7.20)
where the sum is over (2N −1)!! possible ways of distributing 2N balls (∂/∂X il where {X il }2Nl=1 =
{αs, α¯s|ns 6= 0}) into N boxes (F ’s) such that each box contains two balls. In the following, by
using this new formula, we consider two cases of thermal states and squeezed-vacuum states as
inputs.
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7.2 Input thermal states
If one subjects M thermal states with the same temperatures, i.e., µs = 2/(Vs+1) = µ and λs = 0
for all s, to a linear-optical network, we have D = µ1 and C = 0 in the output Q function (7.7).
In this case the output Q function is identical to the input Q function and no correlation is created.
Here we assume the input thermal states have different temperatures such that the matrix D is
not diagonal, in general. In this case, the formula (7.20) becomes
p(n) =
(
M∏
s=1
µs
)
N !∑
i
N∏
l=1
∂2
∂X i2l−1∂X
i
2l
[
αD˜α¯T
]
, (7.21)
where {X i2l−1}2Nl=1={αs|ns=1} and {X i2l}2Nl=1={α¯s|ns=1}. By comparing this equation with the
definition of permanent (5.4) in chapter 5, it can be seen by inspection that
p(n) =
(
M∏
s=1
µs
)
Per
(
[D˜]n×n
)
. (7.22)
Thus, the probabilities of having N simultaneous single-photon detections at the output are pro-
portional to permanents of N × N principal submatrices of the positive-semidefinite Hermitian
matrix D˜, denoted by [D˜]n×n. The submatrices are obtained by removing M − N rows and the
same M −N columns corresponding to those output modes from which no photon was detected,
and are positive-semidefinite Hermitian as well.
We now see whether boson sampling with thermal states can be efficiently simulated classi-
cally. Each input thermal state can be expressed as a Gaussian statistical mixture of coherent states
due to the Glauber-Sudarshan representation [60, 61, 62]
ρthj =
∫
C
d2αj P (αj|ρthj ) |αj〉〈αj| , (7.23)
where the P function P thj (αj) for the thermal state to input mode j is Gaussian. Using the P
function of the input state ρthin, the output probabilities from Eq. (7.1) can be written as
p(n) = piM
∫
CM
d2MαP (α|ρthin)
1
piM
〈n| U |α〉〈α| U † |n〉
= piM
∫
CM
d2MαP (α|ρthin)Q(n|αU ), (7.24)
where P (α|ρthin) =
∏M
j=1 P (αj|ρthj ) and
Q(n|α) = 1
piM
M∏
k=1
e−|αk|
2 |αk|nk (7.25)
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is the Q function of the multimode Fock state |n〉. Note that the P function is normalized, i.e.,∫
CM
d2MαP (α|ρthin) = 1; (7.26)
also, we have
piM
∑
n
Q(n|α) = 〈α|
(∑
n
|n〉〈n|
)
|α〉 = 1. (7.27)
As the Q function of density operators are always nonnegative, this equation implies that given
α, piMQ(n|α) can be viewed as a probability distribution for n. In this case, Eq. (7.24) can be
interpreted as follows: the vector of complex amplitudes α is chosen randomly according to the
probability distribution P (α|ρthin), processing through the linear-optical network yields β = αU ,
and then piMQ(n|β) gives outcome probabilities conditioned on the processed complex ampli-
tudes. Therefore, sampling from the entire output photon-counting probability distribution can be
efficiently simulated on a classical computer. Following the argument in section 5.1.1, this im-
plies that using Stockmeyer’s approximate counting algorithm [75], an output probability can be
approximated in BPPNP.
As any arbitrary positive-semidefinite Hermitian matrix D˜′ can be written as
D˜′ = Uyµ˜U † (7.28)
with y ≥ 1, we then have
Per([D˜′]n×n) = yNPer([D˜]n×n) (7.29)
which is proportional to the output probability (7.22). Therefore, using Stockmeyer’s algorithm,
the permanent of any arbitrary positive-semidefinite Hermitian matrix, despite having complex
number elements, can be approximated in BPPNP, which is in the third level of the polynomial
hierarchy. Unless the polynomial hierarchy collapses to this level, this problem is not #P hard.
Note that the above argument applies to any classical input states, i.e., quantum states with
nonnegative P functions, and sampling from the output photon-counting probability distribution,
p(n) = piM
∫
CM
d2MαP (α|ρin)Q(n|αU ), (7.30)
can be efficiently classically simulated. Hence, for all of the P functions that are valid probability
density functions, the above integral can be approximated in BPPNP.
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7.3 Input squeezed-vacuum states
Let us consider, without loss of generality, input squeezed-vacuum states whose variances in the
x and p quadratures are Vxs = e2rs and Vps = e−2rs , respectively, where rs is the squeezing
parameter for input mode s. In this case, we have µs = 1 for all s, D˜ = 0, λs = (tanh rs)/2 and
K =
∏M
s=1(cosh rs)
−1.
Note that if the input states have the same squeezing parameter, λ = λ1, µ = µ1 and U is an
orthogonal matrix, then we haveC = λ andD = µ; hence, in this case, according to Eq. (7.7) the
output state ρout is identical to the input state ρin. To avoid this trivial case, we assume the unitary
matrix U is not orthogonal.
As D˜ = 0, the function (7.17) becomes F (α, α¯) = F1(α) + F1(α¯) with F1(α) = αCαT .
We have
∂αj∂α¯jF1|α=0 = 0, for any i and j. (7.31)
Thus, by using the formula (7.20) the probability distribution for detecting N single photons at the
output is given by
p(n) =
(
M∏
s=1
1
cosh rs
)∣∣∣∣∣∣
(N−1)!!∑
i
N/2∏
l=1
∂2F1(α)
∂X i2l−1∂X
i
2l
∣∣∣∣∣∣
2
, (7.32)
where {X il }Nl=1 = {αs|ns = 1}. One can immediately see from this distribution that, independent
of what the linear-optical network is, the probability of detecting an odd number of single photons
at the output is always zero as expected from squeezed-vacuum inputs.
The probabilities (7.32) are proportional to the modulus squared of this quantity
ON =
(N−1)!!∑
i
N/2∏
l=1
∂2F1(α)
∂X i2l−1∂X
i
2l
, (7.33)
which depends on the off-diagonal elements of the matrix C and the number of detected single
photons. Notice that quantity ON is similar to permanent, and it is a sum of (N − 1)!! complex
numbers. Considering that the matrix C is symmetric, cij = cji, we have ∂αi∂αjF1(α) = 2cij ,
with i 6= j. Hence, the above quantity can be written as
ON = 2
N/2
∑
i1 6=i2
(ci1i2
∑
i3 6=i4
(ci3i4 · · ·
∑
i2k−1 6=i2k
(ci2k−1i2k . . . ciN−1iN ) . . . )), (7.34)
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where i1 = 1, il 6= i1, . . . , il−1 for 2 ≤ l ≤ N . In the following, we consider two configurations for
boson sampling using input squeezed-vacuum states that are classically hard to simulate, and the
quantity ON is related to permanent of a complex matrix. This suggests that, in general, sampling
from the output photon-counting probability distribution (7.32) is classically hard.
7.3.1 Configuration 1
A common source for generating single-photon state nondeterministically is spontaneous para-
metric down-conversion (SPDC), whose output state is in fact a two-mode squeezed vacuum state
1
cosh r
∞∑
m=1
tanhmr |m〉h |m〉s , (7.35)
where r is the squeezing parameter; |m〉h and |m〉s being the Fock states for the heralding and
signal modes. Obviously, when a single photon is detected from the heralding mode, the state
of the signal mode is in single photon |1〉s. A SPDC source can be realized by combining two
squeezed-vacuum states, squeezed in orthogonal directions, on a 50:50 beamsplitter, as illustrated
in Fig. 7.2.
Let us consider the following setup: we have M SPDC sources in parallel; the signal modes
are sent through a lossless linear-optical network described by U , and the heralding modes to the
photodetectors directly; photon-counting measurements are then performed at the output of the
network. If N single photons and M − N vacuum states are detected from the heralding modes
with configurationm = (m1,m2, . . . ,mM),
∑
kmk = N , and probability
ph(m) =
tanh2Nr
coshMr
, (7.36)
then the state of the signal modes is |m〉. Thus, the probability of detecting N single photons at
the output of the network is given by
p(n) = ph(m)
∣∣ 〈n| U |m〉 ∣∣2
= ph(m)
∣∣Per ([U ]m×n) ∣∣2, (7.37)
which is proportional to permanent of a submatrix of the unitaryU associated with the ideal linear-
optical network.
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FIGURE 7.2: Configuration 1. Boson sampling using SPDC sources can be thought of as sampling
from the photon-counting probability distribution using photodetectors (PD) at the output of a larger linear-
optical network (represented by dashed line) for input squeezed vacuum states |S(r)〉. A SPDC source can
be realized by overlapping two squeezed vacuum states, one of which was subjected to pi/2 phase shift (PS),
on a 50:50 beamsplitter (BS).
On the other hand, this can be viewed as inputting squeezed-vacuum states |S(r)〉 to a 2M×2M
linear-optical network, which consists of the M beamsplitters with a pi/2-phase shifter at one of
the input ports and the M -mode linear-optical network, and sampling from the output photon-
counting probability distribution; see figure 7.2. As from Eq. (7.37) we can see that there are
output events whose probabilities are proportional to permanent of complex matrices, following the
argument in section 5.1.1, sampling from the entire output photon-counting probability distribution
is classically hard.
It was further shown in [121] that probability of randomly detecting N single photons form the
heralding modes, (
M
N
)
ph(m), (7.38)
for M = N2 has a maximum at
tanh r =
1√
N + 1
. (7.39)
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In this case, one can implement randomized boson sampling, in which the input |m〉 (contain-
ing N single photons) to the M ×M linear-optical network is chosen randomly from a uniform
distribution.
An interesting feature of this configuration is that, as shown in [121], if the matrix U for the
M -mode network is Haar-random unitary and r is chosen according to (7.39), then given the con-
jectures of [5] approximate randomized boson sampling is also classically hard. It was shown that
if there is a classical algorithm for the approximate sampling from the output probability distri-
bution then “Permanent-of-Gaussians Conjecture” can be solved in the third level of PH [121]; as
discussed in subsection 5.1.1, it is strongly believed that this is not the case, and this problem is #P
hard.
7.3.2 Configuration 2
We now consider the second configuration for boson sampling using squeezed-vacuum states, and
use the argument for the generalized boson in section 5.2 to prove its classical hardness. The
squeezed-vacuum state |S(r)〉 can be expressed as a superposition of the Fock states with even
number of photons [122]
|S(r)〉 = 1√
cosh r
∑
m
√
(2m)!
2mm!
tanhmr |2m〉 . (7.40)
If this state is sent to one input port of a beamsplitter while the other input port is in the vacuum
state, then conditional upon detecting vacuum or single photon state from the heralding output
mode, the state of the other output (signal mode) is |S0(r)〉 or |S1(r)〉, respectively.
For the case of detecting a single-photon state from the heralding mode, the prepared state is
given by ∣∣S1(r)〉 = 1√
C1
〈1| B(θ) |S(r), 0〉 , (7.41)
where the beamsplitter unitary operator is
B(θ) = exp
[
iθ(aˆ†2 aˆ1 − aˆ†1 aˆ2)
]
, (7.42)
with the transformation in terms of the modal creation operatorsB†(θ)aˆ†1 B(θ)
B†(θ)aˆ†2 B(θ)
 =
cos θ − sin θ
sin θ cos θ
aˆ†1
aˆ†2
 ; (7.43)
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also
C1 = 〈S(r), 0| B†(θ) |1〉〈1| B(θ) |S(r), 0〉
=
sin22θ sinh2r√
2 [1 + cos4 θ + (1− cos4 θ) cosh(2r)]3/2
, (7.44)
is the preparation probability. By using Eqs. (7.40) and (7.43), it is straightforward to check
〈0|S1(r)〉 = 1√
C1
〈0, 0| B(θ) |S(r), 0〉 = 0 (7.45)
and
〈1|S1(r)〉 = 1√
C1
〈1, 1| B(θ) |S(r), 0〉
=
√
2
C1
cos θ sin θ 〈2|S(r)〉〈0|0〉
=
sin 2θ tanh r
2
√
C1 cosh r
. (7.46)
Thus, |S1(r)〉 belongs to the class of states A1 discussed in section 5.2.
The other state, conditional on detecting the vacuum state from the heralding output mode, is∣∣S0(r)〉 = 1√
C0
〈0| B(θ) |S(r), 0〉 , (7.47)
where C0 is the preparation probability,
C0 = 〈S(r), 0| B†(θ) |0〉〈0| B(θ) |S(r), 0〉
=
1√
cosh2 r − sinh2 r cos4 θ
. (7.48)
We also have, using Eqs. (7.40) and (7.43),
〈1|S0(r)〉 = 1√
C0
〈1, 0| B(θ) |S(r), 0〉
=
1√
C0
(
cos θ 〈1, 0|S0(r), 0〉 − sin θ 〈0, 1|S0(r), 0〉) = 0, (7.49)
and
〈0|S0(r)〉 = 1√
C0
〈0, 0| B(θ) |S(r), 0〉
=
1√
C0
〈0|S(r)〉〈0|0〉
=
1√
C0 cosh r
. (7.50)
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FIGURE 7.3: Configuration 2. Sampling from the output photon-counting probability distribution of the
2M × 2M linear-optical network (dashed line) that contains M beamsplitters and M ×M linear-optical
network (LON) for input squeezed-vacuum and vacuum states, is classically hard.
These relations imply that |S0(r)〉 belongs to the class of states A0.
Following the argument in section 5.2, if the first N input modes of an M -mode linear-optical
network receive state |S1(r)〉 and the rest receive |S0(r)〉, probability of detectingN single photons
at the output is proportional to permanent of a submatrix of U
∣∣〈1|S1(r)〉∣∣2N ∣∣〈0|S0(r)〉∣∣2(M−N) |Per ([U ]1N ,n)|2 ; (7.51)
hence, sampling from the photon-counting probability distribution is classically hard.
Now let us consider the following setup illustrated in Fig. 7.3: we have M beamsplitters that
receive squeezed-vacuum state and vacuum state in parallel; the heralding modes send directly to
photodetectors and the other modes to a linear-optical network; the output state is measured using
a set of photodetectors. Conditional on detectingN single photons andM−N vacuum states from
the heralding modes, i.e., the state |m〉, with probability
(
C0
)M−N (
C1
)N
, (7.52)
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the linear-optical network receivesN copies of |S1(r)〉 andM−N copies of |S0(r)〉 corresponding
tom. The output probability for detecting N single photons is then given by
p(n) =
(
C0
∣∣〈0|S0(r)〉∣∣2)M−N (C1 ∣∣〈1|S1(r)〉∣∣2)N |Per ([U ]m,n)|2 . (7.53)
Therefore, as there are events whose probabilities are proportional to permanents of complex matri-
ces, sampling from the entire output probability distribution of the larger network, which contains
the beamsplitters and the linear-optical network, is classically hard to simulate.
Notice that, while we know approximate sampling for the configuration 1 is classically hard, it
is not clear whether this is also the case for this configuration. The problem is that the pre-factors
in Eq. (7.53) can be exponentially small, and thus most of the times one does not detect the events
of interest, i.e., N single photons, at the output.
7.4 Conclusion
In this chapter, we have presented results that are interesting from quantum computation, computa-
tional complexity theory, and quantum optics perspectives, by considering the problem of sampling
from the output photon-counting probability distribution of an ideal linear-optical network for in-
put Gaussian states. We derived a general formula for calculating the output probabilities, and
by considering input thermal states, we showed that the output probabilities are proportional to
permanents of positive-semidefinite Hermitian matrices. Despite, it being strongly believed that
approximating permanents of complex matrices in general is a #P-hard problem, we have shown
that these Hermitian matrix permanents can be approximated with an algorithm in BPPNP com-
plexity class, a new result in complexity theory.
Moreover, we have also considered input squeezed-vacuum states and obtained the output
photon-counting probabilities. We have shown that for at least two configurations sampling from
the output probability distribution cannot be efficiently classically simulated. We conjecture that
boson sampling with squeezed-vacuum states is a classically hard problem in general. While we
know that approximate sampling for the first configuration is also classically hard, it is an open
question whether this is also the case for the second configuration.
There are two more interesting open questions. The first question is whether permanents of
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positive-semidefinite Hermitian matrices can be approximated with an algorithm similar to the
algorithm for matrices with non-negative entries in BPP [76]. Note that the probabilities (7.22) for
input thermal states and (7.32) for squeezed-vacuum states are special cases of the formula (7.20)
for general squeezed thermal input states. By adding sufficient thermal noise to input squeezed-
vacuum states, they will become classical with positive P function and as shown, sampling can be
simulated classically. Hence, the second question is, as we add thermal noise to pure squeezed-
vacuum input states, at what point does sampling become classically simulatable?
8
Efficient classical simulation of
linear-quantum optics
Characterizing the resource that enables quantum computers to outperform their classical counter-
parts is of particular interest in quantum information science. Generally, attempts to identify the
elusive quantum feature are not to study what is essential for the computational speedup, but rather
what is lacking in quantum circuits that can be efficiently simulated classically. As discussed in
the first part of the thesis, presence of quantum correlations is one of the essential features. Also, a
promising candidate resource comes from the result that, in general, there is no quantum speedup
for circuits whose initial states and operations have nonnegative Wigner functions [123, 124, 125].
This suggests that negativity of the Wigner function, which can also be viewed as quantum inter-
ference [126], is a necessary resource for quantum speedup.
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In this chapter, we consider the general linear quantum-optics experiments, in which one gen-
erates samples from the output probability distribution of an M -mode linear-optical network when
the input ports are illuminated by an M -mode bosonic quantum states. We then formulate a suf-
ficient condition for efficient classical simulation of this problem. The condition is based on the
nonnegativity of (s)-ordered phase-space quasiprobability distributions (denoted by (s)-PQD) of
the states and measurements and can include the effect of losses and imperfections in the input
states, the network, and the measurements. If this condition holds, following Stockmeyer’s approx-
imate counting algorithm [75], output probabilities can be approximated to within a multiplicative
error in BPPNP. Thus, this result shows that negativity is an essential resource for a generic linear
quantum-optics experiments including boson-sampling problem that cannot be efficiently simu-
lated classically.
Moreover, using this condition, we investigate the effects of imperfections on practical imple-
mentations of the original boson-sampling problem [5] and the sampling problem with two-mode
squeezed-vacuum states discussed in section 7.3.1. The imperfections we consider are loss and
mode-mismatching at the input to and within the linear-optical network and subunity efficiency
and dark counts in the photodetectors. Considering just these sources of errors, we show that neg-
ativity as an essential quantum resource vanishes for a sufficiently large amount of loss and noise
in the experiment, in which case sampling can be efficiently simulated classically.
8.1 The general sampling problem
We consider the general linear quantum-optics experiment: M input modes, with overall density
operator ρin traverse an M -mode linear-optical network described by an M × M matrix L; at
the output, a set of product measurements are performed, the overall POVM having POVM ele-
ments Πn =
⊗M
k=1 Πnk , where {Πnk} is the POVM for the measurement on output mode k and
n = (n1, n2, n3, . . . , nM) denotes the joint outcome. The POVM satisfies a completeness relation,∑
n Πn = 1, with 1 being the M -mode identity operator. Thus, the problem is to sample from the
output probability distribution
p(n) = Tr
(
ρout Πn
)
, (8.1)
where ρout is the output state.
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FIGURE 8.1: In this general sampling problem, an M -mode input state ρin is processed through an
M -mode linear-optical network (LON), and the probability distribution P (n) is sampled at the output by
measuring a POVM {Πnk} at each output port.
In order to present our condition for the efficient classical simulation of the sampling problem,
we make use of the (s)-ordered phase-space quasiprobability distributions
(
(s)-PQD
)
[119, 127].
The (s)-PQD of an M -mode operator ρ is defined as
W (s)(α|ρ) = 1
pi2M
∫
d 2MξΦ(s)(ξ|ρ) eαξ†−ξα† (8.2)
where α = (α1, α2, . . . , αM) is the vector of phase-space complex amplitudes,
Φ(s)(ξ|ρ) = Tr[ρD(ξ)]eξsξ†/2 (8.3)
is the (s)-ordered characteristic function with s = diag(s1, s2, . . . , sM) containing the various
ordering parameters on the diagonal, and D(ξ) =
⊗M
j=1D(ξj) is the M -mode displacement oper-
ator. W (s)(α|ρ) is the Husimi Q function for s = −1M , the Wigner W function for s = 0, and
the P function for s = 1M . It is also easy to check∫
d 2MαW (s)(α|ρ) = Tr[ρ]. (8.4)
The outcome probabilities (8.1) can be expressed in terms of the PQDs of the output state and
the POVM as [119]
p(n) = piM
∫
d 2MαW (s)(α|ρout)W (−s)Π (n|α). (8.5)
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If we have the PQDs in the expression (8.5) and there exist values of s such that they are nonneg-
ative, then similar to the argument in section 7.2 sampling from the output probability distribution
can be efficiently simulated classically as follows. The vector of complex amplitudes α is chosen
form the probability distribution W (s)(α|ρout), and for given α the outcome n is chosen from
the probability distribution piMW (−s)Π (n|α). This is because, using Tr[D(ξ)] = piMδ2M(ξ) and
Eqs. (8.2) and (8.3), for any values of α and s, we have
piM
∑
n
W
(−s)
Π (n|α) = 1. (8.6)
For certain input states, such as Gaussian states, one can efficiently calculate the output (s)-
PQD and check for its negativity; however, this may not be possible for any arbitrary input state.
In the following section, we relate the (s)-PQD of the output state ρout to the (s)-PQD of the input
state ρin; in particular, we show that
W (s)(α|ρout) =
∫
d 2Mβ T (s,t)(α|β)W (t)(β|ρin), (8.7)
where, for some values of t and s, T (s,t)(α|β) is a Gaussian probability distribution that can
be regarded as the transition probability from input complex amplitudes β to output complex
amplitudes α. This transition distribution is specified by the matrix L, which provides an efficient
description of the lossy linear-optical network and can be determined efficiently in practice using
the characterization method presented in chapter 6.
Our condition for the efficient classical simulation is based on the following assumptions:
1. We have the (−s)-PQD of the overall measurement POVM, Πn, for the range s ≥ s˜ over
which it is nonnegative (s˜ ≤ 1M ).
2. We can efficiently determine the (t)-PQD of the input state and the range t ≤ t˜ for which it
is nonnegative (t˜ can be larger than 1M , but t˜ ≥ −1M ).
Notice that, without loss of generality the first assumption can be always made because the (−s)-
PQD of the overall measurement POVM is given by
W
(−s)
Π (n|α) =
M∏
k=1
W
(−sk)
Πk
(nk|αk), (8.8)
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where W (−sk)Πk (nk|αk) is the (−sk)-PQD of the POVM elements Πnk for the measurement on
mode k. We also know that, at least, the second assumption is possible when input states are
uncorrelated, ρin =
⊗M
j=1 ρj , or Gaussian.
8.2 Sufficient condition for efficient classical simulation
In this section, we first derive Eq. (8.7), the relation between PQDs of the input and output states,
and then using that we present the condition. By using Eq. (6.3), the characteristic function of the
(s)-PQD of the output is given by
Φ(s)(ξ|ρout) = Tr
[
ρoutD(ξ)
]
eξsξ
†/2
= Tr
[U˜ρin ⊗ |0〉〈0| U˜ †D(ξ)] eξsξ†/2
= Tr
[
ρin ⊗ |0〉〈0| U˜ †D(ξ˜)U˜
]∣∣
ξ0=0
eξsξ
†/2,
(8.9)
where ξ˜ = (ξ, ξ0) = (ξ1, . . . , ξM , ξM+1, . . . , ξM˜). We now use
U˜ †D(ξ˜) U˜ = D(ζ˜), ζ˜ = ξ˜U˜ = (ζ, ζ0), (8.10)
where U˜ is defined in Eq. (6.4), and ζ = ξL+ ξ0L2 and ζ0 = ξL1 + ξ0L3. Thus, we have
Tr
[
ρin ⊗ |0〉〈0| U˜ †D(ξ˜)U˜
]
= Tr
[
ρin ⊗ |0〉〈0|D(ζ˜)
]
= Tr
[
ρinD(ζ)
]
e−ζ0ζ
†
0/2,
(8.11)
where exp(−ζ0ζ†0/2) is the characteristic function of |0〉; this yields
Tr
[
ρin ⊗ |0〉〈0| U˜ †D(ξ˜)U˜
]∣∣
ξ0=0
= Tr
[
ρinD(ξL)
]
e−ξL1L
†
1ξ
†/2
= Tr
[
ρinD(ξL)
]
eξ(LL
†−1M )ξ†/2,
(8.12)
as LL†+L1L
†
1 = 1M follows from the unitary of U˜ . The output characteristic function (8.9) then
becomes
Φ(s)(ξ|ρout) = Tr
[
ρinD(ξL)
]
eξ[s−1M+LL
†]ξ†/2 (8.13)
= Φ(t)(ξL|ρin) e−ξσξ†/2, (8.14)
where we introduce the Hermitian matrix
σ = 1M − s−L(1M − t)L† = 1M −LL† − s+LtL†. (8.15)
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By using the characteristic function (8.13), Eq. (8.7) is derived as
W (s)(α|ρout) = 1
pi2M
∫
d 2Mξ e−ξσξ
†/2 Φ(t)(ξL|ρin) eαξ†−ξα†
=
∫
d 2Mβ W (t)(β|ρin) 1
pi2M
∫
d 2Mξ e−ξσξ
†/2 e(α−βL
†)ξ†−ξ(α†−Lβ†)
=
∫
d 2Mβ T (s,t)(α|β)W (t)(β|ρin)
(8.16)
where we use the inverse Fourier transform in Eq. (8.2), and define the transition function
T (s,t)(α|β) = 1
pi2M
∫
d 2Mξ e−ξσξ
†/2 e(α−βL
†)ξ†−ξ(α†−Lβ†)
=
2M
piM detσ
e−2(α−βL
†)σ−1(α†−Lβ†),
(8.17)
which follows from the Gaussian integral
1
pi2M
∫
d 2Mγ e−γσγ
†/2 eβγ
†−γβ† =
2M
piM detσ
e−2βσ
−1β† . (8.18)
The condition that the transition function be well behaved, i.e., it is no more singular than a δ
function, is σ ≥ 0, i.e., that σ be a positive-semidefinite matrix. This translates to
s−LtL† ≤ 1M −LL†, (8.19)
where the matrix on the right is positive since L is a submatrix of a unitary matrix. Notice that
if we choose s = t = s1M , i.e., identical, uniform orderings at the input and output, then σ =
(1−s)(1M −LL†); in this case, if the LON is lossless, so thatL is unitary, then σ = 0, regardless
of s, and
T (s1M ,s1M )(α|β) = δ2M(α− βL†). (8.20)
We now present the sufficient condition for efficient classical simulation. If there exist values
of the input and output ordering parameters, t and s, such that W (t)(β|ρin) and W (−s)Π (n|α) are
nonnegative and such that T (t,s)(α|β) is well behaved (no more singular than a δ function), then
p(n) = piM
∫
d 2Mα
∫
d 2Mβ W
(−s)
Π (n|α)T (s,t)(α|β)W (t)(β|ρin) (8.21)
provides an efficient classical simulation of the sampling problem. This is because, in this case,
W (t)(β|ρin) can be regarded as the probability for input complex amplitudes β given the input
state; T (s,t)(α|β) can be regarded as the transition probability from input complex amplitudes
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β to output complex amplitudes α; piMW (−s)Π (n|α) can be regarded as the probability to find
outcome n given output complex amplitudes α. Therefore, there is no negativity in the circuit and
the sampling problem is classically simulatable. This also implies an output probability can then
be approximated to within a multiplicative error in BPPNP; see appendix B.
In practice, according to our assumptions, we have an input state ρin whose the (t)-PQD is
nonnegative for t ≤ t˜, a linear-optical network whose transfer matrixL can be characterized using
the method presented in chapter 6, and a set of measurements whose the (−s)-PQD of the POVM
elements are nonnegative for s ≥ s˜. Thus, one can simply see that a necessary and sufficient
condition for our method to yield an efficient classical simulation is that
s˜−Lt˜L† ≤ 1M −LL†. (8.22)
If this condition is satisfied, we can use s = s˜ and t = t˜ to give nonnegative input and measurement
PQDs, with a well-behaved transition probability from input to output in Eq. (8.21). Notice that if
we have a well-behaved transition probability for t ≤ t˜ and s ≥ s˜, i.e., if the constraint (8.19) is
satisfied, then the condition (8.22) is also satisfied.
8.2.1 A simple model
Let us consider now linear-optical networks with a simple model of loss in which all paths through
the network suffer the same loss, i.e., in the model considered in subsection 6.4, we have η = ηL1M
in Eq. (6.20). In this case, we have L =
√
ηLU . Notice that, in practice,
ηL = η
log2M
0 , (8.23)
where log2M is the depth of the network consisting of beamsplitters. This is the model that we
consider in the following for a tractable, general analysis of the boson-sampling problems.
If we further restrict to the case in which all the measurements at the output are identical, i.e.,
s˜ = s˜1M , then the condition (8.22) becomes
s˜1M − ηLUt˜U † ≤ 1M(1− ηL), (8.24)
which is equivalent to
s˜1M ≤ ηL t˜+ 1M(1− ηL). (8.25)
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This condition, in turn, is equivalent to
s˜ ≤ 1− ηL(1− t˜min), (8.26)
where t˜min = minj t˜j . If L is unitary, i.e., ηL = 1, then we have
s˜ ≤ t˜min. (8.27)
We use these relations in the following section.
8.3 Implementations of boson sampling
In this section, by using the formalism presented in the previous section, we investigate the effect of
errors in practical implementation of the boson-sampling problems with single-photon sources [5]
and spontaneous parametric down-conversion (SPDC) sources. In these problems, we assume
on-off photodetectors are used to perform sampling.
8.3.1 Boson sampling with single-photons
As discussed in chapter 5, in the original boson sampling N single photons are subjected to an
M -mode lossless linear-optical network (M  N ), and one samples from the output photon-
counting probability distribution using on-off photodetectors. Here we consider the following
sources of error in the practical implementation of this problem: impurity of input single photons,
mode mismatch through the network, loss in the network, and inefficiency and dark counts in the
detectors.
In realistic situations, there is no source that can generate a pure quantum state. We assume the
output of the single-photon source is a statistical mixture of vacuum and single-photon states,
(1− µ) |0〉〈0|+ µ |1〉〈1| . (8.28)
Notice that, in fact, this state is an output of a beamsplitter with transmissivity
√
µ for input pure
single photon.
Moreover, quantum states generated by different sources (or even by the same source at dif-
ferent times) may only have partial interference in a linear-optical network due to temporal, fre-
quency and polarization mode mismatch [128]. In an ideal situation, one can use active filters to
92 EFFICIENT CLASSICAL SIMULATION OF LINEAR-QUANTUM OPTICS
remove non-overlapping parts of the modes and hence purify them so that they have perfect over-
lap through the linear-optical network [129]. In practice, some mode mismatch will remain after
filtering; however, we treat only the ideal case of perfect filtering. Considering a simple model in
which mismatch between different modes is symmetric, the effect of filtering can be modeled by
virtual beamsplitters with transmissivity
√
ηB in front of the input states.
Now by combining the impurity and mode mismatch effects, then the first N input modes of
the network in fact receive
ρ = (1− µηB) |0〉〈0|+ µηB |1〉〈1| , (8.29)
and the other modes receive the vacuum state. The (t)-PQD of ρ is given by
W (t)(α|ρ) = 2 exp
[−2|α|2
1− t
]
((t− 1)(t+ 2µηB − 1)+4µηB|α|2)
pi(1− t)3 , (8.30)
which is nonnegative for t ≤ 1− 2µηB. Thus, t˜min in Eq. (8.26) is
t˜min = 1− 2µηB. (8.31)
For the on-off photodetectors, we use the model of [90], according to which the POVM ele-
ments associated with the two outcomes are
Π0(ηD, pD) = (1− pD)
∞∑
m=0
(1− ηD)m |m〉 〈m| , (8.32)
Π1(ηD, pD) = 1− Π0(ηD, pD), (8.33)
where {|m〉} are the number states, Π0 is associated with no click, Π1 is associated with a click,
0 ≤ ηD ≤ 1 represents the detector efficiency, and pD is the probability of a dark (vacuum) count.
By using the (s)-PQDs of the number states [130], we obtain the (−s)-PQD of Π0(ηD, pD) that is
a nonnegative function,
W
(−s)
Π (0|α) =
1− pd
pi
e−ηD|α|
2/[1−ηD(1−s)/2]
1− ηD(1− s)/2 . (8.34)
The (−s)-PQD of Π1(ηD, pd) is then given by
W
(−s)
Π (1|α) = 1/pi −W (−s)Π (0|α), (8.35)
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which is nonnegative for s ≥ 1− 2pD/ηD. Thus, for s˜ in Eq. (8.26) we have
s˜ = 1− 2pD
ηD
. (8.36)
By substituting Eqs. (8.31) and (8.36) in condition (8.26), our error analysis show that we can
have nonnegative PQDs and the transition function in Eq. (8.21)—and using those can efficiently
simulate sampling of the output distribution—provided that
pd ≥ µηBηLηD. (8.37)
If µ = 0.5, ηB = 0.1, ηL = 0.9log2M , and ηD = 0.5, for M = 100 and M = 1600 any dark-count
probability pd ≥ 0.012 and pd ≥ 0.008, respectively, permits an efficient classical simulation of
sampling from the output probability distribution.
8.3.2 Boson sampling with SPDC sources
As discussed in chapter 5, in most quantum-optical experiments, spontaneous parametric down-
conversion (SPDC) is used as a probabilistic source for preparing single photons [79, 80, 81, 82].
If the two-mode squeezed vacuum states generated by SPDC sources has weak squeezing, photon
counting on one of the heralding modes prepares vacuum or a single photon in the signal modes,
which can be used for input to the M input ports of a boson-sampling linear-optical network. In
subsection 7.3.1, we showed that this problem can be viewed as a sampling problem from a larger
linear-optical network for input squeezed-vacuum states. However, here we use a different view
in which, using on-off photodetectors and input two-mode squeezed vacuum states, one samples
from the output probability distribution of 2M -mode linear-optical network with unitary transfer
matrix 1M⊕U , which includes the identity process acting on the heralding modes and theM -mode
network acting on the signal modes; see Fig. 8.2.
We consider the following sources of error: mode mismatch, losses, and imperfections in the
detectors. Here, we use the same model for inefficiency and dark counts in the detectors as in
the previous subsection. Also, as loss and mode mismatch can both be modeled by a virtual
beamsplitter, we combine these errors in terms of one beamsplitter with transmissivity
√
η =
√
ηBηL in front of the M -mode network; see Fig. 8.2. Therefore, the larger linear-optical network
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FIGURE 8.2: In boson sampling using SPDC sources, we model losses and mode mismatch together by
virtual beamsmplitters (BS) before an ideal network described by unitary matrix U . We assume no losses
for the heralding modes. In this view, one samples from the output probability distribution of a larger unitary
network (represented by the dashed line) that is described by transition matrix 1⊕U .
is fed by M copies of this state
ρ′hs = Tr0[ρhs0] = Tr0
[Us0(η)ρhs ⊗ |0〉〈0| U †s0(η)] (8.38)
as inputs. Here ρhs is the two-mode squeezed vacuum state generated by a SPDC source, Us0(η)
is the unitary operator for a beamsplitter with transmissivity
√
η that acts on the signal mode of
SPDC and the vacuum state, and the trace is over the other output mode of the beamsplitter.
The state ρ′hs is a Gaussian state, and its (t)-PQD, if exists as a regular function, is always
nonnegative. Hence, in order to obtain t˜ for this state, we need to find the covariance matrix of (t)-
PQD and see for what value of t is no longer invertible. The covariance matrix of ρhs0 in Eq. (8.38)
is given by
σhs0 =
(
12 ⊕Bs0(η)
)(
σhs ⊕ 12
)(
12 ⊕BTs0(η)
)
, (8.39)
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where
σhs =

cosh 2r 0 sinh 2r 0
0 cosh 2r 0 − sinh 2r
sinh 2r 0 cosh 2r 0
0 − sinh 2r 0 cosh 2r
 (8.40)
is the covariance matrix of the two-mode squeezed vacuum state with squeezing parameter r, and
Bs0(η) is given by Eq. (4.4) and describes the beamsplitter transformation. The 4 × 4 top-left
submatrix of σhs0 is then the covariance matrix of ρ′hs,
σ′hs =

cosh 2r 0
√
η sinh 2r 0
0 cosh 2r 0 −√η sinh 2r
√
η sinh 2r 0 η cosh 2r + 1− η 0
0 −√η sinh 2r 0 η cosh 2r + 1− η
 . (8.41)
This is, in fact, the covariance matrix of the Wigner function, (0)-PQD, that always exists as a
nonnegative function. However, we are interested in finding t˜ such that the (t)-PQD, with the
covariance matrix σ′hs − t14, exists as a Gaussian function for t ≤ t˜. This can be done by solving
det[σ′hs − t˜14] = 0, (8.42)
for 0 ≤ t˜ ≤ 1, which yields
t˜ =
1
2
(
1− η + (1 + η) cosh 2r −
√
2(6η − η2 − 1) + 2(1 + η)2 cosh 2r sinh r). (8.43)
Notice that, as all the input states are identical, t˜min = t˜.
Now by substituting Eq. (8.43) for η = ηBηL and Eq. (8.36) into Eq. (8.27), we obtain the
condition for the efficient classical simulation of this scheme
pD ≥ ηD
2
− ηD
4
(
1− ηBηL + (1 + ηBηL) cosh 2r
−
√
2(6ηBηL − ηB2ηL2 − 1) + 2(1 + ηBηL)2 cosh 2r sinh r
)
. (8.44)
For N ∼ √M , if we choose tanh2r = 1/√M ∼ N/M , as discussed in subsection 7.3.1, for large
M we have cosh 2r ' 1 + 2/√M and sinh r ' 1/M1/4. For example, if ηB = 0.1, ηL = 0.9log2M ,
and ηD = 0.5, for M = 100 and M = 1600 sampling is classically simulatable for any dark-count
probability pd ≥ 0.018 and pd ≥ 0.009, respectively.
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Notice that, in general, one can simply go beyond the loss model that is considered here, as
linear-optical network processes are Gaussian, i.e., transforming Gaussian input states into Gaus-
sian output states [63, 131]. In this case, given the input covariance matrix and the transfer matrix
L, one can efficiently find the output covariance matrix, and hence check whether there exist values
of s such that the PQDs in Eq. (8.5) are nonnegative.
8.4 Conclusion
We have established a sufficient condition for efficient classical simulation of a range of quantum-
optical experiments that use linear-optical networks. This condition supports the notion that nega-
tivity is a quantum resource, by showing that using nonnegative input-state PQD, transition func-
tion, and output-measurement PQD efficient classical simulation is possible.
We applied our condition to two implementations of the boson-sampling problems by consid-
ering simple models of errors including loss in LON, mode mismatch, and inefficiency and dark
counts in on-off photodetectors. We have shown that these errors can have significant effect on the
problem, and obtained dark-count thresholds beyond which efficient classical simulation is pos-
sible. For any implementation of boson sampling, one should go well beyond our analysis and
model all the imperfections, noise, and errors, particularly, losses and mode mismatching within
the specific linear-optical network, in order to determine when it is possible to do classical simula-
tions using our method. Specially, for mode mismatch effects it may not be practically possible to
remove non-overlapping modes using filters; hence, this may add up to extra noise and dark counts
in the experiment.
We caution that we cannot warrant that there is no other method of efficient classical simula-
tion when our condition is not satisfied. However, a lesson is that, confronted with a new quantum
protocol, the first responsibility of theorists and experimenters is to focus on whether classical sim-
ulations are possible in the presence of noise and loss; this is essential for designing experiments
that are meaningful implementations of the quantum protocol.
Two other lessons might also be drawn from our analysis. First, in any protocol that uses
probabilistic state preparation, the state preparation should be included when one searches for
efficient classical simulations. This is because when classical simulation is possible for sampling
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from the whole distribution, then it is also possible for sampling from any sub-distribution that is
chosen by postselection. Second, our dark-count thresholds are hard boundaries, so they might not
be found by considering perturbations about the ideal protocol.
9
Conclusion and Outlook
In this thesis, we have presented results on quantum correlations and quantum information process-
ing with linear-optical networks, two interesting topics in quantum information science. Quantum
correlations are an essential feature in any quantum computational models with an advantage with
respect to their classical counterparts, and quantum protocols using linear-quantum optics are of
great interest, as they have simpler physical implementations compared to other protocols.
In the first part of the thesis, we introduced a method for verifying quantum discord, a general
measure of quantum correlations, in bipartite quantum systems. An interesting implication of this
method is that a bipartite Gaussian state has nonzero quantum discord, unless it is a product state.
We further presented a simple and efficient experimental technique using homodyne measurements
for verifying nonzero discord in Gaussian states, which was experimentally demonstrated in [57].
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Quantum discord was shown to be a useful measure for characterizing resources in some quan-
tum protocols [15, 16, 17, 18, 19, 20]. However, there are other measures of nonclassical corre-
lations that might be useful for different protocols [11], or even one may need to design a new
measure for a quantum protocol in hand. Specially for Gaussian quantum protocols, involving
Gaussian states, Gaussian operations, and Gaussian measurements, one must consider a measure
that does not require nonGaussian measurements. In chapter 4, we have introduced such a measure,
which we refer to as operational Gaussian discord. We have illustrated an operational significance
of this measure in terms of a Gaussian quantum protocol, but it might be useful for other protocols
as well. An interesting open problem is to define a similar measure for the discrete-variable sys-
tems, which may have an operational significance in terms of the discrete-variable version of the
protocol considered in section 4.3.
In the second part of the thesis, we focused on quantum information processing using linear-
optical networks. Although it was known that universal quantum computation is possible using
linear optics [6], however, boson sampling, a recently proposed intermediate model of quantum
computation, showed that quantum computational speedup can in principle be demonstrated using
a much simpler physical implementation [5]. Boson sampling is the problem of sampling from
the output photon-counting probability distribution of a linear-optical network for input single
photons. In chapter 5, we showed that sampling from the output probability distribution for a more
general class of input states is classically hard. It remains as an open question whether for this
generalization sampling from a close approximation of the output probability distribution is also
classically hard.
In implementation of a large scale boson-sampling problem, a large linear-optical network is
required. A practical challenge is then to characterize the network once it is built. In chapter 6,
we presented a method for efficiently characterizing any linear-optical networks using a readily
available laser source. This method was experimentally demonstrated in [1]. Interestingly, al-
though classical states were used to characterize a network, the predicted quantum interference
patterns using this method were in excellent agreement with those measured using single-photon
(nonclassical) states.
In chapter 7, considering the problem of sampling from the output photon-counting probability
distribution of a linear-optical network for input Gaussian states, we presented results that are of
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interest from both quantum theory and the computational complexity theory point of view. We de-
rived a general formula for the photon-counting probability distribution. Using the formula for the
case of input thermal states, we showed that permanents of positive-semidefinite Hermitian matri-
ces can be approximated to within a multiplicative error in BPPNP complexity class. Furthermore,
for the case of input squeezed-vacuum states, we obtained the output probabilities in terms of a
new quantity similar to permanent. Considering two configurations we showed that the exact sam-
pling from the output probability distribution for input squeezed-vacuum states is classically hard.
However, it would be surprising if these configurations were the only cases that are classically
hard.
In chapter 8, we considered the general linear quantum-optics experiments, in which by using
an arbitrary set of measurements, one generates samples from the output probability distribution
of a linear-optical network for an arbitrary bosonic quantum state. We formulated a sufficient
condition for efficient classical simulation of this problem in terms of phase-space quasiproba-
bility distributions. This condition suggests that negativity is an essential quantum resource in
any sampling problem that cannot be efficiently simulated on a classical computer. Moreover, we
applied the condition to implementations of boson sampling using single-photons or spontaneous-
parametric-down-conversion sources. We showed that above some threshold for loss and noise
in the experiment, the sampling problem is classically simulatable. While we have shown in the
absence of negativity the classical simulation is possible, one might expect that in the presence of
small amount of negativity the sampling problem might still be classically tractable. This gives
rise to an interesting open problem about the relation between the scaling of negativity and the
classical hardness of the problem.
A
Gaussian measurements and entropy of
Gaussian probability distributions
In quantum mechanics, the uncertainty principle only allows noisy simultaneous measurements
of the phase-space quadratures [56]. In the general formalism for phase-space measurements, the
POVM elements associated with the outcomes (x, p) of a single-mode measurement are given by
Π(x, p) =
1
4pi
D(x, p)Π0D
†(x, p), (A.1)
where D(x, p) is the displacement operator,
∫
dx dpΠ(x, p) = 1, and the quantum state Π0, which
can be assumed to have zero first-order moments, is a characteristic of the measurement device,
sometimes called a quantum filter or ruler [132, 133]. The phase-space measurements for which
Π0 is a Gaussian state are called Gaussian measurements [63]; we show in the following that the
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outcome probability distributions are Gaussian. In general, Gaussian operations can be imple-
mented using linear-optical elements and homodyne measurement [30, 134]. Hence, Gaussian
measurements are equivalently defined as a set of measurements that can be implemented using
Gaussian ancilla states, Gaussian unitary operations, and homodyne measurements [135, 136]. In
this thesis, we are interested in rank-one Gaussian measurements, i.e., Π0 is a squeezed-vacuum
state, as these states satisfy the minimum uncertainty relation, and the measurement is as accurate
as possible.
As discussed in chapter 4, a two-mode Gaussian measurement can be implemented using
linear-optical elements and single-mode Gaussian measurements; the POVM elements are
Π(X) =
1
16pi2
D(ξ)Π0D
†(ξ). (A.2)
Here Π0 is a Gaussian state with zero mean quadratures and the covariance matrix µJ of Eq. (4.3);
X = 〈Xˆ〉 = (xA, pA, xB, pB) is the vector of mean quadratures of the state Π(X) and represents
the outcomes of the measurement; ξ = (ξ1, ξ2, ξ3, ξ4) ∈ R4 and ξ = −XJ/2 with
J =
JA 0
0 JB
 =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 (A.3)
being the fundamental symplectic matrix; and
D(ξ) = eiξXˆ
T
= e−iXJXˆ
T /2 = ei(pAxˆA−xApˆA+pB xˆB−xB pˆB)/2 = D(X) (A.4)
is the two-mode displacement operator.
By using POVM elements (A.2) The probability distribution of the outcomes of the Gaussian
measurement performed on a bipartite quantum system in state ρAB is given by
P (X) = Tr[ρABΠ(X)]. (A.5)
By using the characteristic function of the state, ΦAB(ξ) = Tr[ρABD(ξ)], and the characteristic
function of the POVM-element states,
ΦΠ(X)(ξ) =
1
16pi2
exp(−1
2
ξµJξ
T + iξXT ), (A.6)
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this distribution can be written as
P (X) =
∫
d 4ξ
pi2
ΦAB(ξ)ΦΠ(X)(−ξ). (A.7)
For a zero-mean Gaussian state ρAB with covariance matrix σAB, the characteristic function be-
comes
ΦAB(ξ) = exp(−1
2
ξσABξ
T ), (A.8)
so we have
P (X) =
1
16pi4
∫
d 4ξ e−ξ(σAB+µJ )ξ
T /2e−iξX
T
=
e−Xσ˜
−1
ABX
T /2
4pi2
√
det σ˜AB
. (A.9)
Thus, the probability distribution is a Gaussian function with covariance matrix
σ˜AB,J = σAB + µJ , (A.10)
as in Eq. (4.8).
Using the continuous Shannon (differential) entropy, the entropy of the joint probability distri-
bution can be found as
H(A˜, B˜) = −
∫
d 4X P (X) ln(P (X)) =
1
2
ln(det σ˜AB,J) + 2 ln(2pie). (A.11)
The constant 2 ln(2pie) does not have an absolute significance; the continuous entropy is only
defined up to an additive constant. The difference between two such entropies does, however, have
an absolute significance.
When the covariance matrix σ˜AB,J is written in terms of the block matrices A˜, B˜, and C˜ of
Eq. (4.8), the inverse is given by [137]
σ˜−1AB,J =
 σ˜−1A,J −σ˜−1A,JC˜B˜−1
−σ˜−1B,JC˜T A˜−1 σ˜−1B,J
 (A.12)
=
 σ˜−1A,J −A˜−1C˜σ˜−1B,J
−B˜−1C˜T σ˜−1A,J σ˜−1B,J
 , (A.13)
where
σ˜A,J = A˜− C˜B˜−1C˜T , σ˜B,J = B˜− C˜T A˜−1C˜. (A.14)
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By using this expression and the probability distribution (A.9), one can easily find the conditional
probability distribution for A, given measurement results on B, as
P (xA, pA|xB, pB) = P (XA|XB) = e
− 1
2
Rσ˜−1A,JR
T
2pi
√
det σ˜A,J
, (A.15)
where R = XA −XBB˜−1C˜T . The covariance matrix of this distribution, σ˜A,J , is independent
of the outcomes xB and pB. Hence, the continuous Shannon entropy of the conditional probability
distribution is given by
H(A˜|B˜) = 1
2
ln(det σ˜A,J) + ln(2pie). (A.16)
The conditional entropy (A.16) can also be written as
H(A˜|B˜) = 1
2
ln
(
det σ˜AB,J
det B˜
)
+ ln(2pie), (A.17)
since for joint classical probability distributions we have H(A˜|B˜) = H(A˜, B˜) − H(B˜). This
relation can be regarded as a consequence of the identities
det σ˜AB,J
det B˜
= det A˜
(
1− Tr[C˜B˜−1C˜T A˜−1] + (det C˜)
2
det B˜
)
= det σ˜A,J . (A.18)
We note that by setting µJ = 0, i.e., by removing the tildes on all quantities so that σ˜AB,J =
σAB, the probability distribution P (X) of Eq. (A.9) becomes the Wigner function of the joint
state ρAB, with Eq. (A.11) giving the continuous Shannon entropy of the Wigner function. More-
over, we can model a local measurement on B by removing the tildes from A and C, i.e., by
setting µA,J = 0 = µC,J so that σ˜A,J = σA [see Eq. (2.17)]; in this case, the conditional distribu-
tion (A.15) becomes the conditional Wigner function of A, with Eq. (A.16) giving the correspond-
ing continuous Shannon entropy.
B
Stockmeyer’s approximate counting algorithm
According to Stockmeyer’s approximate counting algorithm, any function in #P can be approxi-
mated to within a multiplicative error in the third level of the polynomial hierarchy (PH) [75]. The
problem of approximate counting is, given a Boolean function from n bit binary strings onto a
single bit f : {0, 1}n → {0, 1}, produce an estimate N˜ of the quantity
N =
∑
x∈{0,1}n
f(x) (B.1)
such that N/g ≤ N˜ ≤ gN and g ≥ 1 + 1/h(n) where h is a polynomial function. Note that
computing exact N that is the number of x with the output 1, i.e., the size of the set {f(x) = 1|x ∈
{0, 1}n}, is #P complete and at least as hard as NP.
Stockmeyer has shown using a technique called universal hashing, that this problem is con-
tained within the third level of the polynomial hierarchy [75]. A stronger statement can be made
to show that this algorithm in BPPNP [5].
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By using an oracle that computes f with an input random variable uniformly sampled from
{0, 1}n, this algorithm can be used to estimate the probability of obtaining the output 1 to within a
multiplicative error. This can be done by dividing the estimate N˜ by the set size 2n which preserves
the multiplicative error [5]
p = Pr
x∈{0,1}n
[f(x) = 1] =
1
2n
∑
x∈{0,1}n
f(x). (B.2)
An interesting feature of this algorithm is that it allows p to be exponentially small.
If sampling from a probability distribution is classically possible, such as the case of distin-
guishable input photons, then this algorithm can be used to approximate a probability to within a
multiplicative error [5]. However, in boson sampling using indistinguishable photons, multiplica-
tive approximation of the output probabilities is #P hard and in the complexity class P#P, which
contains the entire PH. Therefore, efficient classical simulation of boson sampling implies collapse
of PH to the third level, P#P = BPPNP, which seems unlikely in complexity theory.
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