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In this paper a number of symmetric, empirically implementable decompositions of the cost variation 
(in difference and ratio form) of a production unit are developed. The components distinguished are 
price level change, technical efficiency change, allocative efficiency change, technological change, scale 
of activity change, and price structure change. Given data from a (balanced) panel of production units, all 
the necessary ingredients for the computation of the various decompositions can be obtained by using 
linear programming techniques (DEA). An application is provided. 
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0. Introduction 
Though textbook theory generally introduces production units
s being profit maximizers, it turns out that usually they have
ore control over their inputs than over their outputs. Any at-
empt to raise output quantities or revenue (if there is a market
or outputs) can break down at unexpected events, such as a sud-
en drop in the demand for the unit’s products, changes in regu-
atory regime, and natural or technical disasters. (Think these days
f suppliers to Boeing who, by the 737 Max crisis, saw their out-
ut markets vanish!) On the contrary, the input side seems to be
ore malleable and a cost decrease seems a management target
hat may be easier to attain than a revenue increase. 
However, suppose that over a certain span of years a production
nit succeeds to decrease its cost, can one then ascribe this result
ntirely to the role of management? That would be too simple a
onclusion as also at the input side there are factors beyond the
ontrol of management. Thus, it appears worthwhile to be able to
iscriminate between the various factors influencing cost variation, This paper has been presented at the XVI European Workshop on Efficiency and 
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https://doi.org/10.1016/j.ejor.2020.02.034 hether they are under management’s control or not. This is the
heme of the present paper. 
The first task is to separate the effect of prices from the effect
f quantities. As cost variation can be presented as a difference (in
onetary terms) or a ratio, we must make a distinction between
dditive measures, called indicators, and multiplicative measures,
alled indices. The second task is to delve deeper into the sources
f input quantity change. Again, textbook theory generally consid-
rs input quantity change as being endogenous, caused by exoge-
ous factors such as technological change, output quantity change,
r input price change. This, however, tacitly presupposes efficient
ehaviour by (the management of) the production unit. Account-
ng for possibly inefficient behaviour implies that two additional
actors come into play, namely technical and allocative efficiency.
eparating all these effects is possible if the researcher is equipped
ith quantifiable information about the technologies in which the
roduction unit under consideration operates. 
The literature provides a number of such decompositions. How-
ver, as will be shown below, they appear to be asymmetric. What
o we mean by that? The classic example is the measurement of
rice change, quantity change, and value change between two pe-
iods. For the measurement of price change and quantity change
ne may use the former period viewpoint, giving rise to Laspeyres
ndices (if one likes ratio-type measures) or indicators (if one likes
ifference-type measures). Alternatively, one may use the later pe-
iod viewpoint, giving rise to Paasche indices or indicators. Fine!
ut when it comes to decomposing value change into the two
omponents, prices and quantities, we are meeting a problem. A
aspeyres price index or indicator goes only with a Paasche quan-
ity index or indicator, and vice versa . Hence, by restricting ouritions of cost variation, European Journal of Operational Research, 
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 measurement tools to only Laspeyres and Paasche, any decomposi-
tion of value change contains a mix of viewpoints, which is what
we will call asymmetric. Of course, there may be good reasons for
using an asymmetric decomposition, but in the absence of such
reasons, we would prefer a symmetric one. In the classic example
this is provided by using Fisher indices or Bennet indicators. 
The core contribution of the present paper is to provide a num-
ber of symmetric decompositions for cost variation and, for the
first time, to compare all the decompositions, symmetric as well
as asymmetric, on a real-life dataset of production units. 
The plan of the paper follows from this outline. After having
provided the necessary definitions in Section 2, Section 3 discusses
additive decompositions, Section 4 discusses multiplicative decom-
positions, and Section 5 some alternatives. Section 6 contains the
application. Section 7 concludes. 
2. The setting 
We consider a single production unit (henceforth called firm),
producing output quantities y t while employing input quantities x t 
at input prices w t (t = 0 , 1) . Generic output quantity, input quan-
tity and input price vectors will be denoted by y ∈  M + , x ∈  N + 
and w ∈  N ++ respectively. Assuming the usual regularity condi-
tions, the period t technology can be represented by the radial
input distance function D t 
i 
(x, y ) or the cost function C t (w, y ) . The
cost-minimizing input quantity vector will be denoted by x t (w, y ) ,
so that C t (w, y ) = w · x t (w, y ) , where · denotes the inner product
of two equally dimensioned vectors. Notice that x t (w, y ) is homo-
geneous of degree 0 in input prices w, and thus depends only on
relative input prices or the input price structure. 1 
We are in this paper concerned with the cost variation between
periods 0 and 1, which can be expressed 2 additively as w 1 · x 1 −
w 0 · x 0 , and multiplicatively as w 1 · x 1 /w 0 · x 0 . 
3. An additive decomposition 
The cost variation can be decomposed additively as 
w 1 · x 1 −w 0 · x 0 = 1 
2 
(x 0 + x 1 ) · (w 1 −w 0 ) + 1 
2 
(w 0 + w 1 ) · (x 1 −x 0 ) ,
(1)
where the first term on the right-hand side is the Bennet input
price indicator and the second term is the Bennet input quantity
indicator (see Balk, 2008 for definitions and properties). Grifell-
atjé and Lovell (20 0 0) proposed to decompose the vector of input
quantity differences as 
x 1 − x 0 = 
(
x 1 − x 
1 
D 1 
i 
(x 1 , y 1 ) 
)
−
(
x 0 − x 
0 
D 0 
i 
(x 0 , y 0 ) 
)
+ (2)
(
x 1 
D 1 
i 
(x 1 , y 1 ) 
− x 1 (w 1 , y 1 ) 
)
−
(
x 0 
D 0 
i 
(x 0 , y 0 ) 
− x 0 (w 0 , y 0 ) 
)
+ (3)
x 1 (w 1 , y 0 ) − x 0 (w 0 , y 0 )+ (4)
x 1 (w 1 , y 1 ) − x 1 (w 1 , y 0 ) . (5)
The first part on the right-hand side, expression (2) , is a differ-
ence of two terms of the form x t − x t /D t 
i 
(x t , y t ) . The last expres-
sion is the difference between the vector of actual input quanti-
ties and the vector of technically efficient input quantities which1 If the cost function is continuously differentiable, then by Shephard’s Lemma 
x t (w, y ) = ∇ w C t (w, y ) , the vector of first-order derivatives with respect to w . 
2 It is assumed that the periods are not too far apart, so that it is meaningful 
to compare money amounts. If not, an adjustment for general inflation might be 
necessary. 
e
t
r
w
o
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https://doi.org/10.1016/j.ejor.2020.02.034 s obtained by radially contracting the first vector to the techno-
ogical frontier. The expression x t − x t /D t 
i 
(x t , y t ) is thus a measure
f technical efficiency in quantity units, and the difference of these
xpressions signifies technical efficiency change. Following Grifell-
atjé and Lovell (20 0 0) , the inner product of expression (2) and
1 
2 (w 
0 + w 1 ) will be called the technical efficiency effect. It is a
easure of technical efficiency change in monetary units. 
The second part on the right-hand side, expression (3) , is a dif-
erence of two terms of the form x t /D t 
i 
(x t , y t ) − x t (w t , y t ) . The last
xpression is the difference between the vector of technically ef-
cient input quantities and the vector of cost minimizing input
uantities. The expression x t /D t 
i 
(x t , y t ) − x t (w t , y t ) is thus a mea-
ure of allocative efficiency in quantity units, and the difference of
hese expressions signifies whether the firm’s allocative efficiency
as bettered or worsened. Again following Grifell-Tatjé and Lovell
20 0 0) , the inner product of expression (3) and 1 2 (w 
0 + w 1 ) will
e called the allocative efficiency effect. It measures allocative effi-
iency change in monetary units. 
Grifell-Tatjé and Lovell (20 0 0) called the inner product of ex-
ression (4) and 1 2 (w 
0 + w 1 ) the technological change effect, and
he inner product of expression (5) and 1 2 (w 
0 + w 1 ) the activity ef-
ect. 
However, it is immediately clear from the functional structure,
rst, that expression (4) in fact combines the effect of technolog-
cal change (as represented by the difference between the cost-
inimizing input quantity vectors under the two technologies,
 
1 (w, y ) and x 0 (w, y ) ) and the effect of differing input price struc-
ures between the periods 0 and 1. 3 Second, the combined effect
ppears to condition only on the period 0 output quantity vector
 
0 . In contrast, the activity effect term, expression (5) , conditions
n the period 1 technology (via x 1 (w, y ) ) as well as the period
 input price structure. Thus the entire decomposition exhibits an
symmetry as explained in the Introduction. 
A similar decomposition was employed by Brea-Solís,
asadesus-Masanell, and Grifell-Tatjé (2015) . 4 Their technical
fficiency effect was the same as above, but the remainder 
x 1 
D 1 
i 
(x 1 , y 1 ) 
− x 
0 
D 0 
i 
(x 0 , y 0 ) 
as split into (alternatively defined) activity and technological
hange effects. However, both effects exhibited also asymmetries. 
It appears that a fully symmetric decomposition can be ob-
ained by combining the last two parts, expressions (4) and (5) ,
nd decomposing the result into three symmetrical parts, as fol-
ows: 
 
1 (w 1 , y 1 ) − x 0 (w 0 , y 0 ) 
= 1 
2 
[
x 1 (w 1 , y 1 ) − x 0 (w 1 , y 1 ) + x 1 (w 0 , y 0 ) − x 0 (w 0 , y 0 ) 
]
+ (6)
1 
4 
[
x 1 (w 1 , y 1 ) − x 1 (w 1 , y 0 ) + x 1 (w 0 , y 1 ) − x 1 (w 0 , y 0 ) + 
x 0 (w 1 , y 1 ) − x 0 (w 1 , y 0 ) + x 0 (w 0 , y 1 ) − x 0 (w 0 , y 0 ) 
]
+ (7)
1 
4 
[
x 1 (w 1 , y 1 ) − x 1 (w 0 , y 1 ) + x 1 (w 1 , y 0 ) − x 1 (w 0 , y 0 ) + 
x 0 (w 1 , y 1 ) − x 0 (w 0 , y 1 ) + x 0 (w 1 , y 0 ) − x 0 (w 0 , y 0 ) 
]
. (8)3 To overcome the combination, Grifell-Tatjé and Lovell (2015 , 289) decomposed 
xpression (4) as (x 1 (w 1 , y 0 ) − x 1 (w 0 , y 0 )) + (x 1 (w 0 , y 0 ) − x 0 (w 0 , y 0 )) , measuring 
he input substitution effect and the technological change effect, respectively. The 
esulting five-components decomposition was applied by Reyna and Fuentes (2018) . 
4 These authors actually considered profit variation (p 1 · y 1 − w 1 · x 1 ) − (p 0 · y 0 −
 
0 · x 0 ) , where p t (t = 0 , 1) are output prices. The restriction to cost variation is 
bvious. 
itions of cost variation, European Journal of Operational Research, 
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5 For any two positive real numbers a and b , their logarithmic mean is de- 
fined by LM (a, b) ≡ (a − b) / ln (a/b) when a = b , and LM ( a , a ) ≡ a . It has the fol- 
lowing properties: (1) min ( a , b ) ≤ LM ( a , b ) ≤max ( a , b ); (2) LM ( a , b ) is continuous; 
(3) LM (λa, λb) = λLM (a, b) ( λ> 0); (4) LM (a, b) = LM (b, a ) ; (5) (ab) 1 / 2 ≤ LM (a, b) ≤
(a + b) / 2 ; (6) LM ( a , 1) is concave. More details in Balk (2008 , 134–136). 
6 Diewert and Fox (2018) defined unit cost efficiency change as cost efficiency 
change divided by an output quantity index. The first part, expression (6) , when multiplied by 1 2 (w 
0 +
 
1 ) , measures the technological change effect in monetary terms.
he second part, expression (7) , is the average of x t (w t 
′ 
, y 1 ) −
 
t (w t 
′ 
, y 0 ) over the four possible combinations of t , t ′ = 0 , 1 . It
easures the activity effect (scale of operation of the firm). The
hird part, expression (8) , similarly measures the effect of differ-
ng input price structures. One sees immediately that if there is no
echnological change, that is, x t (w, y ) = x (w, y ) (t = 0 , 1) , then the
rst part vanishes and the other two parts reduce to 
1 
2 
[
x (w 1 , y 1 ) − x (w 1 , y 0 ) + x (w 0 , y 1 ) − x (w 0 , y 0 ) 
]
(9)
nd 
1 
2 
[
x (w 1 , y 1 ) − x (w 0 , y 1 ) + x (w 1 , y 0 ) − x (w 0 , y 0 ) 
]
, (10)
espectively. 
Thus, combining expressions (1) –(3), (6) –(8) , we have obtained
n additive decomposition of the cost variation w 1 · x 1 − w 0 · x 0 
nto six effects, respectively that of input prices, 
1 
2 
(x 0 + x 1 ) · (w 1 − w 0 ) , (11)
echnical efficiency, 
1 
2 
(w 0 + w 1 ) ·
((
x 1 − x 
1 
D 1 
i 
(x 1 , y 1 ) 
)
−
(
x 0 − x 
0 
D 0 
i 
(x 0 , y 0 ) 
))
, (12)
llocative efficiency, 
1 
2 
(w 0 + w 1 ) ·
((
x 1 
D 1 
i 
(x 1 , y 1 ) 
− x 1 (w 1 , y 1 ) 
)
−
(
x 0 
D 0 
i 
(x 0 , y 0 ) 
− x 0 (w 0 , y 0 ) 
))
, (13) 
echnological change, 
1 
4 
(w 0 + w 1 ) ·
[
x 1 (w 1 , y 1 ) − x 0 (w 1 , y 1 ) + x 1 (w 0 , y 0 ) − x 0 (w 0 , y 0 ) 
]
,
(14) 
ctivity (scale of operation), 
1 
8 
(w 0 + w 1 ) ·
[
x 1 (w 1 , y 1 ) −x 1 (w 1 , y 0 ) + x 1 (w 0 , y 1 ) −x 1 (w 0 , y 0 ) + 
x 0 (w 1 , y 1 ) − x 0 (w 1 , y 0 ) + x 0 (w 0 , y 1 ) − x 0 (w 0 , y 0 ) 
]
, (15) 
nd input price structure, 
1 
8 
(w 0 + w 1 ) ·
[
x 1 (w 1 , y 1 ) −x 1 (w 0 , y 1 ) + x 1 (w 1 , y 0 ) −x 1 (w 0 , y 0 ) + 
x 0 (w 1 , y 1 ) − x 0 (w 0 , y 1 ) + x 0 (w 1 , y 0 ) − x 0 (w 0 , y 0 ) 
]
. (16) 
f in both periods the firm is technically efficient then the technical
fficiency effect vanishes. If in both periods the firm is allocatively
fficient then the allocative efficiency effect vanishes. If in both pe-
iods the firm is cost efficient then both effects vanish. Techno-
ogical progress (regress) occurs if the technological change effect
s negative (positive). If the scale of operation does not change,
 
1 = y 0 , then the activity effect vanishes. 
Although it seems that the input price structure effect is
ouble-counted, as price structure is part of the prices as occur-
ing in the input price effect, this is superficial. Input prices ex-
rt a two-fold effect on the cost variation, a direct (level) effect
s measured by expression (11) , and an indirect (structure) effect,
unning via the cost-minimizing input quantities, as measured by
xpression (16) . If w 1 = λw 0 for some λ> 0, then the input price
tructure effect vanishes but the input price effect itself not. 
Combining expressions (12) and (13) delivers 
1 
(w 0 + w 1 ) ·
((
x 1 − x 1 (w 1 , y 1 ) 
)
−
(
x 0 − x 0 (w 0 , y 0 ) 
))
, (17)2 
Please cite this article as: B.M. Balk and J.L. Zofío, Symmetric decompos
https://doi.org/10.1016/j.ejor.2020.02.034 hich measures the joint effect of technical and allocative effi-
iency change. This, however, should not be confused with cost
fficiency change as such. A natural, additive measure of cost effi-
iency at period t is C t (w t , y t ) − w t · x t , which is less than or equal
o 0, a larger magnitude indicating more efficiency. Thus cost ef-
ciency change, going from period 0 to period 1, is measured by
(C 1 (w 1 , y 1 ) − w 1 · x 1 ) − (C 0 (w 0 , y 0 ) − w 0 · x 0 ) . Using the cost func-
ion definition, this can be rewritten as 
 
1 ·
(
x 1 (w 1 , y 1 ) − x 1 
)
− w 0 ·
(
x 0 (w 0 , y 0 ) − x 0 
)
. (18) 
omparing expressions (17) and (18) we see that not only their
ign differs, but also that the last expression includes the full effect
f price level change between periods 0 and 1. 
. A multiplicative decomposition 
A multiplicative counterpart to expression (1) is provided by a
ecomposition in terms of Sato–Vartia price and quantity indices
see Balk, 2008 for definitions and properties), 
w 1 · x 1 
w 0 · x 0 = 
N ∏ 
n =1 
(w 1 n /w 
0 
n ) 
φ01 n ×
N ∏ 
n =1 
(x 1 n /x 
0 
n ) 
φ01 n , (19)
here 
01 
n ≡
LM (s 0 n , s 
1 
n ) ∑ N 
n =1 LM (s 
0 
n , s 
1 
n ) 
(n = 1 , . . . , N) , (20)
 
t 
n ≡ w t n x t n /w t · x t (n = 1 , . . . , N; t = 0 , 1) , (21)
nd LM ( a , b ) is the logarithmic mean. 5 Following the logic of the
revious section, the quantity index can be decomposed multi-
licatively as 
N ∏ 
 =1 
(x 1 n /x 
0 
n ) 
φ01 n = 
N ∏ 
n =1 
(
x 1 n /x 
1 
n (w 
1 , y 1 ) 
x 0 n /x 
0 
n (w 
0 , y 0 ) 
)φ01 n 
×
N ∏ 
n =1 
(
x 1 n (w 
1 , y 1 ) 
x 0 n (w 
0 , y 0 ) 
)φ01 n 
= 
(22) 
N ∏ 
 =1 
⎛ 
⎝ x 1 n x 1 n /D 1 i (x 1 ,y 1 ) 
x 0 n 
x 0 n /D 
0 
i 
(x 0 ,y 0 ) 
⎞ 
⎠ 
φ01 n 
×
N ∏ 
n =1 
( 
x 1 n /D 
1 
i 
(x 1 ,y 1 ) 
x 1 n (w 
1 ,y 1 ) 
x 0 n /D 
0 
i 
(x 0 ,y 0 ) 
x 0 n (w 
0 ,y 0 ) 
) φ01 n 
×
N ∏ 
n =1 
(
x 1 n (w 
1 , y 1 ) 
x 0 n (w 
0 , y 0 ) 
)φ01n 
= D 
1 
i 
(x 1 , y 1 ) 
D 0 
i 
(x 0 , y 0 ) 
×
N ∏ 
n =1 
( 
x 1 n /D 
1 
i 
(x 1 ,y 1 ) 
x 1 n (w 
1 ,y 1 ) 
x 0 n /D 
0 
i 
(x 0 ,y 0 ) 
x 0 n (w 
0 ,y 0 ) 
) φ01 n 
×
N ∏ 
n =1 
(
x 1 n (w 
1 , y 1 ) 
x 0 n (w 
0 , y 0 ) 
)φ01 n 
. (23)
he first factor in expression (23) is the technical efficiency ef-
ect, and the second factor is the allocative efficiency effect. The
oint effect is given by the first factor in expression (22) . This
hould also not be confused with cost efficiency change. The
ell-known, multiplicative, measure of cost efficiency at period
 is C t (w t , y t ) /w t · x t , which is less than or equal to 1, a larger
agnitude indicating more efficiency. Cost efficiency change, go-
ng from period 0 to period 1, is measured by (C 1 (w 1 , y 1 ) /w 1 ·
 
1 ) / (C 0 (w 0 , y 0 ) /w 0 · x 0 ) . 6 Using the cost function definition, this
an be rewritten as ∑ N 
n =1 s 
1 
n (x 
1 
n (w 
1 , y 1 ) /x 1 n ) ∑ N 
n =1 s 
0 
n (x 
0 
n (w 
0 , y 0 ) /x 0 n ) 
. (24) itions of cost variation, European Journal of Operational Research, 
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T  This is not only a kind of inverse of the joint technical and al-
locative effect in expression (22) , but also includes the full effect
of price level change between periods 0 and 1. 
The third factor in expression (23) can be decomposed further
as 
N ∏ 
n =1 
(
x 1 n (w 
1 , y 1 ) 
x 0 n (w 
0 , y 0 ) 
)φ01 n 
= 
N ∏ 
n =1 
(
x 1 n (w 
1 , y 1 ) 
x 0 n (w 
1 , y 1 ) 
x 1 n (w 
0 , y 0 ) 
x 0 n (w 
0 , y 0 ) 
)φ01 n / 2 
× (25)
N ∏ 
n =1 
(
x 1 n (w 
1 , y 1 ) 
x 1 n (w 
1 , y 0 ) 
x 1 n (w 
0 , y 1 ) 
x 1 n (w 
0 , y 0 ) 
x 0 n (w 
1 , y 1 ) 
x 0 n (w 
1 , y 0 ) 
x 0 n (w 
0 , y 1 ) 
x 0 n (w 
0 , y 0 ) 
)φ01 n / 4 
× (26)
N ∏ 
n =1 
(
x 1 n (w 
1 , y 1 ) 
x 1 n (w 
0 , y 1 ) 
x 1 n (w 
1 , y 0 ) 
x 1 n (w 
0 , y 0 ) 
x 0 n (w 
1 , y 1 ) 
x 0 n (w 
0 , y 1 ) 
x 0 n (w 
1 , y 0 ) 
x 0 n (w 
0 , y 0 ) 
)φ01 n / 4 
, (27)
which gives, respectively, the technological change, activity, and in-
put price structure effect. 
It is interesting to compare the decomposition provided by ex-
pressions (23) and (25) –(27) with an alternative, developed by
Diewert (2014) : 
w 1 · x 1 
w 0 · x 0 = 
(
C 0 (w 1 , y 0 ) 
C 0 (w 0 , y 0 ) 
C 1 (w 1 , y 1 ) 
C 1 (w 0 , y 1 ) 
)1 / 2 
× (28)
(
C 1 (w 1 , y 1 ) /w 1 · x 1 
C 0 (w 0 , y 0 ) /w 0 · x 0 
)−1 
× (29)
(
C 0 (w 1 , y 0 ) 
C 1 (w 1 , y 0 ) 
C 0 (w 0 , y 1 ) 
C 1 (w 0 , y 1 ) 
)−1 / 2 
× (30)
(
C 0 (w 0 , y 1 ) 
C 0 (w 0 , y 0 ) 
C 1 (w 1 , y 1 ) 
C 1 (w 1 , y 0 ) 
)1 / 2 
. (31)
There are only four factors distinguished. The first factor on
the right-hand side, expression (28) , is a Fisher-type cost-function-
based input price index 7 , comparable with the empirical Sato–
Vartia input price index in expression (19) . The second factor, ex-
pression (29) , measures inverse cost efficiency change, which can
be compared with the joint technical and allocative effects in ex-
pression (22) . The third factor, expression (30) , measures inverse
technological change 8 , and must be compared with expression
(25) . Notice that Diewert’s measure of technological change ex-
hibits some asymmetry in the sense that it conditions on (w 1 , y 0 )
and (w 0 , y 1 ) instead of (w 1 , y 1 ) and (w 0 , y 0 ) . The fourth factor, ex-
pression (31) , is a Fisher-type cost-function-based output quantity
index, comparable with the activity effect in expression (26) . 9 No-
tice also that the cost ratio, w 1 · x 1 /w 0 · x 0 , occurs on both sides of
the equality sign, which makes the right-hand side less attractive
as a decomposition of the left-hand side. 
Grifell-Tatjé and Lovell (2015 , 283) proposed a slightly different
decomposition, namely 
w 1 · x 1 
w 0 · x 0 = 
(
C 0 (w 1 , y 0 ) 
C 0 (w 0 , y 0 ) 
C 1 (w 1 , y 1 ) 
C 1 (w 0 , y 1 ) 
)1 / 2 
× (32)
(
C 1 (w 1 , y 1 ) /w 1 · x 1 
C 0 (w 0 , y 0 ) /w 0 · x 0 
)−1 
× (33)
(
C 0 (w 0 , y 0 ) 
C 1 (w 0 , y 0 ) 
C 0 (w 1 , y 1 ) 
C 1 (w 1 , y 1 ) 
)−1 / 2 
× (34)7 The properties of such an index are discussed in Balk (1998 , 33–35). 
8 Dual input based technological change, going from period 0 to period 1, is 
generically defined by C 0 (w, y ) /C 1 (w, y ) ( Balk, 1998 , 58). 
9 This output quantity index is not linearly homogeneous, unless the technologies 
exhibit constant returns to scale. 
(
b
p
s
Please cite this article as: B.M. Balk and J.L. Zofío, Symmetric decompos
https://doi.org/10.1016/j.ejor.2020.02.034 C 0 (w 1 , y 1 ) 
C 0 (w 1 , y 0 ) 
C 1 (w 0 , y 1 ) 
C 1 (w 0 , y 0 ) 
)1 / 2 
, (35)
n which the asymmetry has been moved from the technological
hange component to the output quantity index. It is straightfor-
ard to derive structurally identical decompositions for the differ-
nce w 1 · x 1 − w 0 · x 0 Grifell-Tatjé and Lovell (2015 , 282–288). 
If y 0 = y 1 , then the fourth factor in these two decompositions
anishes, and we obtain the multiplicative variant of the decom-
osition proposed by Grifell-Tatjé and Lovell (2003) . Notice that in
his particular case all the factors are symmetric. 10 
. More decompositions 
In Section 3 we considered an additive decomposition of the
ost variation w 1 · x 1 − w 0 · x 0 , and in Section 4 we considered a
tructurally similar, multiplicative decomposition of w 1 · x 1 /w 0 · x 0 .
he logarithmic mean can be used to devise two more decompo-
itions, relating the additive and multiplicative approach. The first
tarts with 
 
1 · x 1 − w 0 · x 0 = LM (w 0 · x 0 , w 1 · x 1 ) ln 
(
w 1 · x 1 
w 0 · x 0 
)
(36)
nd proceeds by applying expression (19) and subsequent expres-
ions to the right-hand side of expression (36) . This leads to an
lternative additive decomposition. 
The second starts with the reciprocal version of expression (36) ,
w 1 · x 1 
w 0 · x 0 = exp 
{
w 1 · x 1 − w 0 · x 0 
LM (w 0 · x 0 , w 1 · x 1 ) 
}
(37)
nd proceeds by applying expression (1) and subsequent expres-
ions to the numerator on the right-hand side of expression (37) .
his leads to an alternative multiplicative decomposition. 
But this is still not the end of the story. An alternative to ex-
ression (19) is 
w 1 · x 1 
w 0 · x 0 = 
N ∏ 
n =1 
(w 1 n /w 
0 
n ) 
ψ 01 n ×
N ∏ 
n =1 
(x 1 n /x 
0 
n ) 
ψ 01 n , (38)
here 
 
01 
n ≡
LM (w 0 n x 
0 
n , w 
1 
n x 
1 
n ) 
LM (w 0 · x 0 , w 1 · x 1 ) (n = 1 , . . . , N) . (39)
This is a decomposition in terms of Montgomery–Vartia price
nd quantity indices (see Balk, 2008 for definitions and properties).
he noteworthy feature here is that the weights ψ 01 n do not add
p to 1. In all empirical applications we have seen, however, the
iscrepancy appears to be negligible. 
We can now develop two additional decompositions. The first
s multiplicative. Expression (38) can be decomposed in the same
ay as expression (19) was decomposed. All we have to do is to
eplace the weights φ01 n by ψ 
01 
n . Notice that the technical efficiency
ffect then appears as 
D 1 
i 
(x 1 , y 1 ) 
D 0 
i 
(x 0 , y 0 ) 
)∑ N 
n =1 ψ 
01 
n 
. 
he second is additive. Combining expression (36) with expression
38) gives 10 The context in Grifell-Tatjé and Lovell (2003) is not longitudinal measurement 
ut benchmarking. To be precise, t = 1 represents the actual situation of a firm as 
erceived by its managers, and t = 0 the benchmark situation as designed by con- 
ultants. 
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Table 1 
Descriptive statistics, 2006–2010. 
2010 2016 
Average Max. Min. St. Dev. Average Max. Min. St. Dev. 
x 1 628,856 2,133,665 26,162 578,979 795,536 3,171,493 25,019 768,008 
x 2 3781 8463 203 2463 3826 9538 202 2729 
x 3 14,623 74,448 494 15,971 13,393 76,576 505 15,185 
w 1 0.0203 0.0776 0.0107 0.0124 0.0064 0.0186 0.0025 0.0026 
w 2 1.1538 2.6926 0.6875 0.4394 1.2586 2.2963 0.7170 0.3963 
w 3 0.3106 0.8325 0.0631 0.1750 0.3171 0.7625 0.0725 0.1697 
y 1 111,098 352,976 2354 108,651 196,808 904,580 1681 215,063 
y 2 506,372 1,734,526 49,780 468,063 609,489 2,091,100 66,947 582,854 
Table 2 
Spearman correlations between additive and multiplicative effects. 
TE SV AE SV TC SV Act . E SV IPS SV 
TE A 0.8583 
∗∗ −0.1637 0.0069 −0.4168 ∗ −0.0568 
AE A −0.4715 ∗∗ 0.7765 ∗∗ 0.3179 −0.0813 0.1589 
TC A 0.3012 0.1344 0.5903 
∗∗ −0.6222 ∗∗ −0.2195 
Act . E A −0.4445 ∗ −0.1772 −0.1464 0.8073 ∗ −0.0758 
IPS A 0.0327 0.3176 0.0400 −0.2542 0.1193 
Note: ∗ p < 0.01; ∗∗ p < 0.05. 
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11 For the linear programming problems in this paper the MATLAB toolbox devel- 
oped by Álvarez, Barbero, and Zofío (2019) has been used. 
12 We are grateful to Juo et al. for sharing the data. We emphasize that we are 
using these data only as an example, and not for revealing any hitherto unknown 
feature of the Taiwanese banking sector or individual banks. The same data set has 
been used to illustrate the decompositions of total factor productivity change using 
quantities-only and price-based indices by Balk and Zofío (2018) .  
1 · x 1 − w 0 · x 0 = 
N ∑ 
n =1 
LM (w 0 n x 
0 
n , w 
1 
n x 
1 
n ) ln (w 
1 
n /w 
0 
n ) 
+ 
N ∑ 
n =1 
LM (w 0 n x 
0 
n , w 
1 
n x 
1 
n ) ln (x 
1 
n /x 
0 
n ) . (40) 
The second factor on the right-hand side, being the input quan-
ity effect, can then be decomposed into the by now well-known
ve components. 
. An application: Taiwanese banking industry 
.1. DEA approach and data 
Any application of the decompositions developed in the previ-
us sections presupposes knowledge of the period t technology.
iven data on a number of firms, which are supposed to share
he same technology, this technology can be approximated by way
f non-parametric Data Envelopment Analysis methods. In partic-
lar, given data ( x kt , y kt ) for k = 1 , . . . , K t and t = 0 , 1 , any input
istance function value can be computed by solving the following
inear programming problem 
 /D t i (x, y ) = min 
z,λ
λ subject to 
K t ∑ 
k ′ =1 
z k ′ x 
k ′ t ≤ λx, y ≤
K t ∑ 
k ′ =1 
z k ′ y 
k ′ t , 
z k ′ ≥ 0 (k ′ = 1 , . . . , K t ) , 
[ 
K t ∑ 
k ′ =1 
z k ′ = 1 
] 
, (41) 
nd any cost minimizing input quantity vector x t (w, y ) can be ob-
ained as the solution to the following linear programming prob-
em 
 
t (w, y ) = arg min 
z,x 
w · x subject to 
K t ∑ 
k ′ =1 
z k ′ x 
k ′ t ≤ x, y ≤
K t ∑ 
k ′ =1 
z k ′ y 
k ′ t , 
z k ′ ≥ 0 (k ′ = 1 , . . . , K t ) , 
[ 
K t ∑ 
k ′ =1 
z k ′ = 1 
] 
. (42) Please cite this article as: B.M. Balk and J.L. Zofío, Symmetric decompos
https://doi.org/10.1016/j.ejor.2020.02.034 he restriction between brackets in expressions (41) and (42) must
e deleted in the case of imposing global constant returns to scale.
owever, given the different sizes of the production units in the
xample below we do not impose this. Distance function as well
s cost function values can be computed for firm data contempo-
aneous with period t or not. 11 
Our example uses data of a balanced panel of 31 Taiwanese
anks over the period 2006–2010. Regarding the technology and
nterrelations between inputs and outputs, the variables reflect the
ntermediation approach suggested by Sealey and Lindley (1977) ,
n which financial institutions, through labour and capital, collect
eposits from savers to produce loans and other earning assets for
orrowers. The three inputs are financial funds ( x 1 ), labour ( x 2 ),
nd physical capital ( x 3 ). The output vector includes financial in-
estments ( y 1 ) and loans ( y 2 ). Table 1 presents descriptive statistics
or quantities and prices in 2010 and 2016. A complete discussion
f the statistical sources and variable specifications can be found
n Juo, Fu, Yu, and Lin (2015) . Firm-specific prices are calculated as
nit values, that is, costs divided by quantities. What immediately
atches the eye is that all the variables exhibit in both years huge
ispersion, and that relative prices have changed considerably from
010 to 2016. 12 
.2. Additive decompositions 
Table 3 presents the additive decomposition of cost variation
etween 2006 and 2010: C 06 , 10 
A 
= w 10 · x 10 − w 06 · x 06 . Cost in the
aiwanese banking industry has generally decreased for all banks,
ith an (arithmetic) average reduction of 6459 million TWD, led
y Bank #2 with –26,957 million TWD. The Bennet decomposition,
xpression (1) , shows that the main driver of the cost reduction
s an input price decrease to the tune of –8406 million TWD on
verage (see the column headed IPI B ). Unsurprisingly, such a de-
rease of input prices results in an increase of input quantities,
s shown by the positive value of the Bennet input quantity in-
icator ( IQI B ), whose average amounts to 1946 million TWD. It is
ossible to learn about the sources of the cost reduction by resort-
ng to the asymmetric decomposition proposed by Grifell-Tatjé and
ovell (20 0 0) (GL), expressions (2) –(5) , and the symmetric one in-
roduced here (A), expressions (2), (3), (6) –(8) . 
As many as nine banks are technically efficient in both periods,
nd therefore their technical efficiency change is zero, T E A = 0 . Of
hese, four are also allocatively efficient, AE A = 0 , implying that
hey minimize costs at their production scale (output level), and
herefore cannot perform better from an efficiency perspective.itions of cost variation, European Journal of Operational Research, 
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Table 3 
Decomposition of cost variation. Additive approach: Bennet, Grifell-Tatjé and Lovell (20 0 0) , and this paper. 
Bennet (1) Grifell-Tatjé and Lovell (20 0 0) This paper 
Technical Allocative Technological Activity Technological Activity Input 
Efficiency Efficiency Change Effect Change Effect Price 
Effect (2) Effect (3) Effect (4) (5) Effect (6) (7) Structure (8) 
Bank C 06 C 10 C 0610 
A 
IPI B IQI B TE A AE A TC GL Act . E GL TC A Act . E A IPS A 
1 2539 936 −1603 −1549 −54 0 0 95 −148 -600 546 0 
2 68,347 41,390 −26,957 −45,846 18,889 0 0 -13,579 32,469 10,309 8580 1 
3 23,676 19,703 −3973 −6714 2741 -6793 290 −686 9931 −6891 16,138 −3 
4 3648 2861 −787 −1438 651 −122 −10 −188 970 −312 1098 −3 
5 42,069 25,038 −17,031 −17,885 854 0 −1989 -3574 6416 -6835 9677 1 
6 48,987 34,011 −14,976 −19,296 4320 0 695 −4238 7864 4612 −987 0 
7 35,956 22,112 −13,844 −15,943 099 0 −628 −8063 10,790 −2694 5251 170 
8 35,100 22,874 −12,226 −15,587 3361 −4332 424 −510 7778 −1180 8391 58 
9 30,582 18,939 −11,643 −14,547 2904 −1032 1400 −823 3359 72 2545 −80 
10 50,757 28,625 −22,132 −30,239 8107 0 0 555 7553 −2640 10,756 −8 
11 26,936 21,454 −5,482 −12,421 6940 2536 347 −377 4434 −369 4427 0 
12 10,804 7047 −3757 −5985 2228 −2207 622 439 3374 −2837 6543 107 
13 11,955 6996 −4959 −4377 −582 790 −512 −197 −662 −324 −537 2 
14 9287 7205 −2082 −3232 1149 0 −2243 −712 4104 −12,649 16,108 −67 
15 15,971 14,379 −1592 −7314 5722 −443 −566 −16 6746 −8523 15,257 −4 
16 10,608 4748 −5860 −2196 −3664 −130 −1638 −507 −1390 −361 −1535 0 
17 25,499 15,888 −9611 −9294 −317 −1177 106 −515 1269 −1037 1790 2 
18 10,097 7423 −2674 −3705 1032 737 −386 −635 1315 −394 1,079 −4 
19 8285 3958 −4327 −2841 −1486 743 −795 −407 −1027 −366 −1073 5 
20 6228 4751 −1477 −1377 −99 −270 1265 −374 −719 −412 −700 19 
21 50,284 36,733 −13,551 −16,813 3262 0 9183 −19,355 13,434 −10,895 4974 0 
22 6615 3,910 −2705 −1915 −789 308 −532 −171 −395 −270 −300 4 
23 4922 2844 −2078 −1848 −230 1161 −330 −371 −690 −372 −689 0 
24 22,458 16,095 −6363 −8604 2241 −974 60 −336 3490 −392 3547 0 
25 5969 4275 −1694 −2040 345 −276 −5 −396 1,023 −406 1033 0 
26 3429 1942 −1487 −2323 836 0 0 1,036 −200 957 −121 0 
27 2520 2063 −457 −480 24 340 −146 −298 128 −344 174 0 
28 2761 2078 −683 −423 −261 −215 259 −363 59 −375 71 0 
29 2673 1631 −1042 −1885 843 −245 734 198 156 193 161 0 
30 14,601 14,368 −233 −564 331 −142 −138 −1529 2141 −3455 4062 5 
31 10,208 7258 −2950 −1894 −1056 −595 −1679 −389 1607 −398 1615 0 
Aritm. 
Average 
19,477 13,017 −6459 −8406 1946 −398 122 −1816 4038 −1587 3803 7 
Median 10,804 7258 −3757 −3705 843 0 0 −389 1607 −394 1615 0 
Maximum 68,347 41,390 −233 −423 18,889 2536 9183 1036 32,469 10,309 16,138 170 
Minimum 2520 936 −26,957 −45,846 −3664 −6793 −2243 −19,355 −1390 −12,649 −1535 −80 
Std. Dev. 17,780 11,462 6868 10,076 4000 1621 1879 4323 6580 4223 5239 42 
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WAs for the remaining inefficient banks, most of them experience
technical efficiency gains resulting in lower costs, TE A < 0. A re-
markable example is Bank #3, whose approach to the production
frontier from 2006 to 2010 resulted in cost savings equal to 6793
million TWD. On the other hand, seven banks exhibit greater
technical in efficiency, TE A > 0, but their associated cost increase
never surpasses 10 0 0 million TWD. The role played by allocative
(in)efficiency is equally important in monetary terms. Allocative
efficiency reflects the ability of production units to anticipate
the change of input prices from base to comparison year, and
thereby demand optimal input quantities, given their individual
prices. Overall, the direction of allocative efficiency change is
inconclusive: 11 banks experienced increasing cost, AE A > 0, and
15 decreasing cost, AE A < 0. 
Technical and allocative efficiency components are common to
both decompositions because they compare prices, quantities, and
technologies of contemporaneous periods. However, the difference
between the two decompositions emerges when mixed period
evaluations are brought into the analysis. The effect of technolog-
ical progress on cost reduction, as measured by the inner prod-
uct of the mean price vector and expression (6) , appears to be
on average T C A = −1587 million TWD. According to the GL mea-
sure, the inner product of the mean price vector and expression
(4) , the average magnitude appears to be T C GL = −1 . 816 million
TWD. Please cite this article as: B.M. Balk and J.L. Zofío, Symmetric decompos
https://doi.org/10.1016/j.ejor.2020.02.034 The compatibility of individual results is rather low, as indi-
ated by the Spearman correlation, ρ( TC GL , TC A ) = 0.2077, which
s statistically insignificant at the usual levels. The activity compo-
ent (output quantity in- or decrease leads to cost in- or decrease,
espectively) appears to be larger in the GL decomposition than
n our symmetric decomposition, Act . E GL = 4038 million TWD but
ct . E A = 3803 million TWD. In this case, however, the correlation is
ignificantly positive, ρ( Act . E GL , Act . E A ) = 0.8145. We also see that
he shift in input price structure has a negligible effect on cost. Re-
all that the input price level effect is captured by IPI B . 
Actually, such differences between the two decompositions
hould be investigated on a case-by-case base. Consider for in-
tance Bank #2. As the input price structure effect here is negli-
ible, the GL measure of technological change (TC) reduces to 
1 
2 
(w 0 + w 1 ) ·
[
x 1 (w 0 , y 0 ) − x 0 (w 0 , y 0 ) 
]
= −13 , 579 , 
hich equals the ‘right half’ of the symmetric measure 
1 
4 
(w 0 + w 1 ) ·
[
x 1 (w 1 , y 1 ) − x 0 (w 1 , y 1 ) + x 1 (w 0 , y 0 ) − x 0 (w 0 , y 0 ) 
]
= 10 , 309 . 
e conclude that the ‘left half’ is equal to 
1 
(w 0 + w 1 ) ·
[
x 1 (w 1 , y 1 ) − x 0 (w 1 , y 1 ) 
]
= 34 , 197 . 2 
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Table 4 
Decomposition of cost variation. Multiplicative approach: Sato–Vartia and this paper. 
Sato–Vartia This paper 
Technical Allocative Technological Activity Input 
Efficiency Efficiency Change Effect Price 
(19) Effect Effect Effect Structure 
(23) (23) (25) (26) (27) 
Bank C 06 C 10 C 0610 M IPI SV IQI SV TE SV AE SV TC SV Act . E SV IPS SV 
1 2539 936 0.3686 0.3793 0.9718 1.0000 1.0000 0.7809 1.2445 1.0000 
2 68,347 41,390 0.6056 0.4440 1.3640 1.0000 1.0000 1.1936 1.1431 0.9998 
3 23,676 19,703 0.8322 0.7433 1.1196 0.6776 0.9484 0.7705 2.2637 0.9988 
4 3648 2861 0.7842 0.6593 1.1894 0.8263 0.9695 0.8503 1.7518 0.9967 
5 42,069 25,038 0.5952 0.5851 1.0171 1.0000 0.9514 0.8191 1.3058 0.9995 
6 48,987 34,011 0.6943 0.6289 1.1040 1.0000 1.0382 1.1128 0.9556 1.0000 
7 35,956 22,112 0.6150 0.5765 1.0667 1.0000 1.0113 0.8540 1.2378 0.9978 
8 35,100 22,874 0.6517 0.5854 1.1131 0.8293 1.0092 0.9232 1.4395 1.0006 
9 30,582 18,939 0.6193 0.5574 1.1109 0.9458 1.1132 0.9562 1.1309 0.9757 
10 50,757 28,625 0.5640 0.4793 1.1765 1.0000 1.0000 0.9292 1.2680 0.9986 
11 26,936 21,454 0.7965 0.6116 1.3023 1.0334 1.0034 0.9371 1.3403 1.0000 
12 10,804 7047 0.6523 0.5229 1.2473 0.6685 1.0780 0.7650 2.2555 1.0032 
13 11,955 6996 0.5852 0.6240 0.9378 1.2219 1.0111 0.8669 0.8757 0.9999 
14 9287 7205 0.7758 0.6791 1.1424 1.0000 0.6680 0.4993 3.4171 1.0023 
15 15,971 14,379 0.9003 0.6345 1.4189 0.8794 0.9005 0.6659 2.6922 0.9994 
16 10,608 4748 0.4476 0.7398 0.6050 2.2748 0.8670 0.7931 0.3868 1.0000 
17 25,499 15,888 0.6231 0.6366 0.9787 0.9354 1.0515 0.8505 1.1756 0.9952 
18 10,097 7423 0.7352 0.6567 1.1195 1.0819 0.9099 0.9247 1.2282 1.0014 
19 8285 3958 0.4777 0.6163 0.7752 1.4653 0.9527 0.8319 0.6689 0.9980 
20 6228 4751 0.7629 0.7753 0.9840 0.9455 1.4192 0.8810 0.8250 1.0088 
21 50,284 36,733 0.7305 0.6782 1.0771 1.0000 1.3149 0.6708 1.2213 1.0000 
22 6615 3910 0.5911 0.6900 0.8566 1.1834 0.9514 0.8628 0.8887 0.9923 
23 4922 2844 0.5778 0.6136 0.9416 1.8763 1.0272 0.7634 0.6400 1.0000 
24 22,458 16,095 0.7167 0.6444 1.1121 0.9419 1.0043 0.9450 1.2441 1.0000 
25 5969 4275 0.7162 0.6786 1.0554 0.9000 0.9885 0.8514 1.3932 1.0000 
26 3429 1942 0.5664 0.4749 1.1927 1.0000 1.0000 1.2348 0.9659 1.0000 
27 2520 2063 0.8188 0.8144 1.0054 1.4030 0.8826 0.6631 1.2244 1.0000 
28 2,761 2,078 0.7525 0.8359 0.9003 0.9358 1.4001 0.6305 1.0898 1.0000 
29 2673 1631 0.6101 0.4322 1.4118 0.8749 1.2592 1.1427 1.1214 1.0000 
30 14,601 14,368 0.9841 0.9637 1.0211 0.9864 0.9892 0.7706 1.3560 1.0015 
31 10,208 7258 0.7110 0.8099 0.8779 0.9589 0.7166 0.8721 1.4651 1.0000 
Arithm. Average 19,477 13,017 0.6730 0.6378 1.0709 1.0595 1.0141 0.8585 1.3295 0.9990 
Median 10,804 7258 0.6523 0.6345 1.0771 1.0000 1.0000 0.8514 1.2282 1.0000 
Maximum 68,347 41,390 0.9841 0.9637 1.4189 2.2748 1.4192 1.2348 3.4171 1.0088 
Minimum 2520 936 0.3686 0.3793 0.6050 0.6685 0.6680 0.4993 0.3868 0.9757 
Std. Dev. 17,780 11,462 0.1308 0.1271 0.1780 0.3207 0.1603 0.1607 0.6095 0.0050 
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e  hus, even when the input price structure plays a negligible role,
t appears that the magnitude of TC heavily depends on the value
f the conditioning variable output quantity. Put otherwise, there
ust be locally great differences in the magnitude of TC. In the
ase of Bank #2 the activity effect is indeed rather large. 
In general, although technological change contributes signifi-
antly to cost decrease, the effect of output quantity growth more
han compensates this gain, ultimately resulting in cost increase.
his explains the positive value of the Bennet quantity index ( IQI B ),
nd suggests the existence of scale inefficiencies in the Taiwanese
anking industry, as confirmed by Balk and Zofío (2018 , Section
). We therefore conclude that, on average, the main drivers of
ost decrease are the general decline of input prices, technologi-
al progress, and a mild gain in technical efficiency. On the other
and, allocative in efficiency and scale effects work against cost re-
uction. 
.3. Multiplicative decompositions 
Table 4 reports the results of the Sato–Vartia (SV) based mul-
iplicative decomposition of cost variation from 2006 to 2010,
C 06 , 10 
M 
= w 10 · x 10 /w 06 · x 06 . As cost in the Taiwanese banking in-
ustry has decreased, the ratio is smaller than one for all banks,
ith an average reduction of (13 , 017 / 19 , 477 − 1) × 100 = −33 . 2% .
he cost reduction is now led by Bank #1 with −63 . 1% . The SV de-
omposition, expression (19) , shows that most of this reduction isPlease cite this article as: B.M. Balk and J.L. Zofío, Symmetric decompos
https://doi.org/10.1016/j.ejor.2020.02.034 ue to decreased prices since the SV input price index IPI SV is equal
o 0.6378 on average (–36.2%). As a result of this price decrease
nput quantities on average increased by 7.1% ( IQI SV = 1 . 0709 ). The
esults of both indices are consistent with the findings reported in
he previous subsection, which is not surprising as they constitute
he multiplicative counterpart of the additive Bennet indicators. 
Following the decomposition set out in expressions (23) –(27) ,
e can study the sources of cost reduction. Since the quantity in-
ex increases over time on average, given the results of the pre-
ious subsection one expects index numbers greater than one ex-
ept for technological change. This is the case for the technical ef-
ciency effect, showing an average increase of 5.95%, TE SV = 1.0595.
his is opposite to the average efficiency effect in the additive de-
omposition, TE A , which contributes to the cost reduction with –
98 million TWD. The allocative efficiency effect AE SV is also posi-
ive, signaling a worsening performance to the tune of 1.41%, which
s consistent with the average cost increase of 122 million TWD re-
orted in Table 3 , column AE A . 
Thus multiplicative and additive decompositions may lead
o different conclusions regarding the drivers of cost change;
ut otherwise, a consistent numerical relationship between the
omponents of both decompositions does not exist. Only in the
ase of technical and allocative efficiency, the zero values in the
dditive approach correspond with index numbers equal to one in
he multiplicative approach. This is the case of the nine technically
fficient banks, of which four are also allocatively efficient, anditions of cost variation, European Journal of Operational Research, 
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Table 5 
Decomposition of cost variation. Multiplicative approach: Diewert (2014) , Grifell-Tatjé and Lovell (2015) . 
Diewert (2014) Grifell-Tatjé and Lovell (2015) 
Input Cost Technological Output Technological Output 
Price Efficiency Change Quantity Change Quantity 
Index Change Index Index 
(28) (29) (30) (31) (34) (35) 
Bank C 06 C 10 C 0610 M IPI D CE D TC D OQI D TC GL OQI GL 
1 2539 936 0.3686 0.3792 1.0000 0.7682 1.2656 0.7920 1.2276 
2 68,347 41,390 0.6056 0.4456 1.0000 1.1907 1.1413 1.1705 1.1610 
3 23,676 19,703 0.8322 0.7245 0.6625 0.7668 2.2610 0.7486 2.3160 
4 3648 2861 0.7842 0.6322 0.8242 0.8550 1.7601 0.8482 1.7743 
5 42,069 25,038 0.5952 0.5678 0.9773 0.8280 1.2953 0.8091 1.3256 
6 48,987 34,011 0.6943 0.6166 1.0416 1.1269 0.9593 1.1227 0.9629 
7 35,956 22,112 0.6150 0.5735 1.0102 0.8492 1.2500 0.8788 1.2078 
8 35,100 22,874 0.6517 0.5476 0.8861 0.9441 1.4227 0.9315 1.4419 
9 30,582 18,939 0.6193 0.4851 1.1518 0.9659 1.1474 0.9783 1.1329 
10 50,757 28,625 0.5640 0.4811 1.0000 0.9443 1.2415 0.8775 1.3359 
11 26,936 21,454 0.7965 0.5385 1.1466 0.9622 1.3406 0.9615 1.3416 
12 10,804 7047 0.6523 0.5144 0.7069 0.8026 2.2350 0.8047 2.2292 
13 11,955 6996 0.5852 0.5502 1.3603 0.9054 0.8636 0.9101 0.8592 
14 9287 7205 0.7758 0.6676 0.7245 0.4737 3.3859 0.4907 3.2688 
15 15,971 14,379 0.9003 0.5982 0.8333 0.6822 2.6477 0.6651 2.7158 
16 10,608 4748 0.4476 0.6621 2.3825 0.7835 0.3622 0.8001 0.3547 
17 25,499 15,888 0.6231 0.5185 1.1342 0.9116 1.1624 0.8979 1.1802 
18 10,097 7423 0.7352 0.5903 1.1264 0.9233 1.1977 0.9165 1.2066 
19 8285 3958 0.4777 0.5220 1.6189 0.8546 0.6616 0.8621 0.6558 
20 6228 4751 0.7629 0.7717 1.3599 0.8865 0.8200 0.8732 0.8325 
21 50,284 36,733 0.7305 0.6402 1.3440 0.6876 1.2349 0.7211 1.1774 
22 6615 3910 0.5911 0.5898 1.2816 0.8878 0.8808 0.8868 0.8818 
23 4922 2844 0.5778 0.5574 2.1467 0.7660 0.6304 0.7735 0.6243 
24 22,458 16,095 0.7167 0.5919 1.0060 0.9669 1.2449 0.9678 1.2438 
25 5969 4275 0.7162 0.6365 0.9234 0.8717 1.3977 0.8686 1.4027 
26 3429 1942 0.5664 0.4559 1.0000 1.2838 0.9676 1.2906 0.9625 
27 2520 2063 0.8188 0.7687 1.3172 0.6584 1.2283 0.6535 1.2374 
28 2761 2078 0.7525 0.8223 1.3453 0.6239 1.0902 0.6200 1.0971 
29 2673 1631 0.6101 0.5135 0.9322 1.1390 1.1190 1.1329 1.1250 
30 14,601 14,368 0.9841 0.9183 1.0149 0.7824 1.3496 0.7827 1.3490 
31 10,208 7258 0.7110 0.6464 0.8264 0.9037 1.4729 0.9012 1.4769 
Arithm. Average 19,477 13,017 0.6730 0.5977 1.1318 0.8708 1.3238 0.8690 1.3261 
Median 10,804 7258 0.6523 0.5898 1.0102 0.8717 1.2349 0.8732 1.2078 
Maximum 68,347 41,390 0.9841 0.9183 2.3825 1.2838 3.3859 1.2906 3.2688 
Minimum 2520 936 0.3686 0.3792 0.6625 0.4737 0.3622 0.4907 0.3547 
Std. Dev. 17,780 11,462 0.1308 0.1155 0.3749 0.1677 0.6042 0.1641 0.6002 
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p  therefore cost-efficient. In the rest of the cases one may obtain
conflicting results. For example, Bank #16 ranks worst regarding
technical efficiency change with T E SV = 2 . 2748 , while from the
additive perspective it shows cost savings of TE A = –130 million
TWD. This, however, is an exception. The same bank presents the
second largest contribution to cost reduction from an allocative
perspective AE SV = 0.8670, which is compatible with cost savings of
AE A = –1638 million TWD, the fourth largest decline from the addi-
tive perspective. The pairwise Spearman correlations between the
multiplicative and additive components can be found in Table 2 . 
The discrepancy between the multiplicative and additive com-
ponents representing technological change is much smaller. On
average, technological change contributes to cost reduction by –
14.15% on average, T C SV = 0 . 8585 , just as its additive counterpart
shows decreasing cost, TC A = –1587 million TWD. Comparing these
two components at the individual level, one confirms that techno-
logical progress (regress) in the multiplicative approach normally
corresponds with cost decreases (increases) in the additive ap-
proach. For instance, Bank #14, whose technological progress is
the one contributing most to cost reduction, TC SV = 0.4993, reducing
cost by half, also shows the largest additive cost reduction equal
to –12,649 million TWD. As for the last two factors, capturing the
activity (scale) effect and the input price structure effect, the first
acts strongly against the observed reduction in costs, Act . E SV ≥1,
while the effect of the change in input price structure is almostPlease cite this article as: B.M. Balk and J.L. Zofío, Symmetric decompos
https://doi.org/10.1016/j.ejor.2020.02.034 egligible, IPS SV ≈1. This corresponds with the additive decompo-
ition. 
The decomposition of cost variation by means of the cost func-
ion, as proposed by Diewert (2014) and later modified by Grifell-
atjé and Lovell (2015) , expressions (28) –(31) and (32) –(35) , re-
pectively, is presented in Table 5 . As the distance function does
ot play a role in the analysis, cost efficiency change cannot be de-
omposed into its technical and allocative components comparable
o Tables 3 and 4 . 
Cost reduction in the Taiwanese banking industry appears to be
gain mainly driven by the decline of input prices, as on average
PI D = 0.5977. This corresponds to the average SV input price index
PI SV = 0.6378, as reported in Table 4 . As for the sources of cost
eduction, all the index numbers are remarkably similar to those
ollowing from the decomposition of the SV quantity index. First
e observe that Diewert ’s (2014) cost efficiency factor can be com-
ared to the cost efficiency effect that results from multiplying the
echnical and allocative effects in Table 4 . Growing technical inef-
ciency detracts from cost reduction, although the effect following
rom the SV decomposition is half of what is signaled by Diewert’s
actor: CE D = 1.1318 versus T E SV × AE SV = 1 . 0595 × 1 . 0141 = 1 . 0744 .
he differences between the other factors compensate for this
ap, though the values are very similar. Technological change
ontributes to cost reduction with –12.92% ( TC D = 0.8708), and out-
ut quantity change increases cost by 32.38% ( OQI D = 1.3238), theitions of cost variation, European Journal of Operational Research, 
B.M. Balk and J.L. Zofío / European Journal of Operational Research xxx (xxxx) xxx 9 
ARTICLE IN PRESS 
JID: EOR [m5G; March 12, 2020;17:58 ] 
Table 6 
More decompositions of cost variation: Expression (36) , Montgomery-Vartia, and expression (40) . 
Montgomery–Vartia This paper 
Technical Allocative Technological Activity Input 
Ex. (36) (38) Efficiency 
Effect (23’) 
Efficiency 
Effect (23’) 
Change Effect 
(25’) 
Effect (26’) Price Structure 
(27’) 
Ex. (40) 
Bank C 0610 
A 
LM ( C 06 , C 10 ) ln( C 10 / C 06 ) C 0610 M IPI MV IQI MV TE 
MV AE MV TC MV Act . E MV IPS MV IPI IQI 
1 −1603 1606 −1.0 0.3686 0.3794 0.9716 1.0000 1.0533 0.7647 1.2220 0.9871 −1557 −46 
2 −26,957 53,746 −0.5 0.6056 0.4451 1.3607 1.0000 0.7028 1.4242 1.2449 1.0920 −43,510 16,553 
3 −3973 21,628 −0.2 0.8322 0.7438 1.1189 0.6815 0.8796 0.8047 2.2781 1.0182 −6403 2,430 
4 −787 3239 −0.2 0.7842 0.6595 1.1891 0.8281 0.8528 0.9090 1.7994 1.0294 −1348 561 
5 −17,031 32,820 −0.5 0.5952 0.5832 1.0205 1.0000 0.8349 0.8791 1.3459 1.0331 −17,696 665 
6 −14,976 41,045 −0.4 0.6943 0.6293 1.1032 1.0000 0.9139 1.1858 0.9865 1.0319 −19,007 4,030 
7 −13,844 28,475 −0.5 0.6150 0.5765 1.0668 1.0000 0.7069 1.0283 1.3448 1.0913 −15,686 1842 
8 −12,226 28,552 −0.4 0.6517 0.5857 1.1125 0.8321 0.9562 0.9522 1.4480 1.0141 −15,271 3045 
9 −11,643 24,297 −0.5 0.6193 0.5581 1.1096 0.9474 1.0440 0.9890 1.1435 0.9920 −14,171 2527 
10 −22,132 38,640 −0.6 0.5640 0.4798 1.1753 1.0000 0.9992 0.9412 1.2509 0.9991 −28,374 6242 
11 −5482 24,091 −0.2 0.7965 0.6150 1.2950 1.0325 0.9394 0.9712 1.3525 1.0165 −11,710 6228 
12 −3757 8792 −0.4 0.6523 0.5239 1.2450 0.6740 1.1335 0.7511 2.1888 0.9912 −5683 1926 
13 −4959 9255 −0.5 0.5852 0.6232 0.9390 1.2206 0.8969 0.9220 0.9030 1.0303 −4376 −582 
14 −2082 8202 −0.3 0.7758 0.6804 1.1402 1.0000 0.5867 0.5427 3.4499 1.0379 −3158 1076 
15 −1592 15,161 −0.1 0.9003 0.6374 1.4125 0.8810 0.8596 0.6868 2.6845 1.0116 −6828 5236 
16 −5860 7289 −0.8 0.4476 0.7370 0.6073 2.2582 0.6882 0.8939 0.4122 1.0606 −2224 −3635 
17 −9611 20,316 −0.5 0.6231 0.6355 0.9804 0.9362 0.9435 0.9011 1.2048 1.0225 −9210 −401 
18 −2674 8691 −0.3 0.7352 0.6580 1.1174 1.0801 0.7952 0.9931 1.2644 1.0361 −3638 965 
19 −4327 5857 −0.7 0.4777 0.6125 0.7799 1.4568 0.7976 0.9147 0.7030 1.0440 −2871 −1456 
20 −1477 5456 −0.3 0.7629 0.7747 0.9848 0.9466 1.2397 0.9424 0.8551 1.0413 −1393 −84 
21 −13,550 43,154 −0.3 0.7305 0.6795 1.0751 1.0000 0.6553 0.9555 1.4458 1.1875 −16,675 3124 
22 −2709 5144 −0.5 0.5911 0.6885 0.8585 1.1823 0.8586 0.9101 0.9123 1.0185 −1920 −785 
23 −2078 3789 −0.5 0.5778 0.6138 0.9413 1.8636 0.8253 0.8542 0.6784 1.0560 −1849 −229 
24 −6363 19,100 −0.3 0.7167 0.6444 1.1121 0.9426 0.9516 0.9729 1.2574 1.0135 −8392 2029 
25 −1694 5075 −0.3 0.7162 0.6777 1.0568 0.9011 0.8313 0.9315 1.4500 1.0445 −1975 281 
26 −1487 2615 −0.6 0.5664 0.4739 1.1950 1.0000 1.2565 1.1018 0.9139 0.9445 −1953 466 
27 −457 2284 −0.2 0.8188 0.8139 1.0060 1.4004 0.5949 0.8098 1.3507 1.1041 −470 14 
28 −683 2403 −0.3 0.7525 0.8342 0.9021 0.9365 0.8796 0.7978 1.2227 1.1227 −436 −248 
29 −1042 2109 −0.5 0.6101 0.4358 1.4001 0.8787 1.4436 1.0615 1.0779 0.9648 −1752 710 
30 −233 14,484 0.0 0.9841 0.9641 1.0207 0.9867 0.8538 0.8345 1.3973 1.0390 −530 297 
31 −2950 8649 −0.3 0.7110 0.8081 0.8798 0.9591 0.6191 0.9410 1.5172 1.0379 −1842 −1108 
Arithm. 
Average 
−6459 15,999 −0.4 0.6730 0.6378 1.0702 1.0589 0.8901 0.9215 1.3647 1.0359 −8,126 1667 
Median −3757 8792 −0.4 0.6523 0.6355 1.0751 1.0000 0.8596 0.9220 1.2574 1.0319 −3638 665 
Maximum −233 53,746 0.0 0.9841 0.9641 1.4125 2.2582 1.4436 1.4242 3.4499 1.1875 −436 16,553 
Minimum −26,957 1606 −1.0 0.3686 0.3794 0.6073 0.6740 0.5867 0.5427 0.4122 0.9445 −43,510 −3635 
Std. Dev. 6868 14,321 0.2 0.1308 0.1266 0.1755 0.3164 0.1957 0.1542 0.6035 0.0471 9626 3528 
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b  orresponding effects in the previous decomposition being –14.15%
nd 32.95%, respectively. Also, as expected given that they simply
nterchange asymmetries, the technological change and output
uantity indices of Grifell-Tatjé and Lovell (2015) are almost
dentical on average and at the individual level: TC GL = 0.8690 and
QI GL = 1.3261. 
Finally, the decompositions of the additive and multiplicative
orms of cost variation as presented in Section 5 are reported in
able 6 . Here the additive cost reduction is decomposed in two fac-
ors, the logarithmic mean of base and comparison period cost and
he logarithm of their ratio, expression (36) . While the first is not
ubject to decomposition, the second can be decomposed by taking
he logarithms of the SV input price and quantity indices, ln IPI SV 
nd ln IQI SV . Subsequently, ln IQI SV can be further decomposed by
aking the logarithms of all the factors presented in Table 4 , corre-
ponding to expressions (23) and (25) –(27) . We leave the exercise
o the interested reader as this transformation does not alter our
ndings regarding the sources of cost reduction in the Taiwanese
anking industry. 
As for the Montgomery–Vartia (MV) decomposition of the cost
atio, expression (38) , in input price and quantity index numbers,
PI MV and IQI MV , we observe that they are equal to the their SV
ounterparts up to the third decimal place. Hence we conclude
hat in this particular empirical application, the use of the alter-
ative sets of weights, φ01 n or ψ 
01 
n , does not make a significant dif-
erence. For the sake of completenesses we report the MV coun-Please cite this article as: B.M. Balk and J.L. Zofío, Symmetric decompos
https://doi.org/10.1016/j.ejor.2020.02.034 erpart to the SV decomposition of the input quantity index. Here
arger differences can be found when comparing each pair of com-
onents, particularly for the allocative efficiency effect, which cap-
ures most of the difference: AE SV = 1.0141 versus AE MV = 0.8901
their Spearman correlation is ρ( AE SV , AE MV ) = 0.5777, which is
tatistically significant). In general, however, the two decomposi-
ions are compatible. The input price structure effect shows more
olatility in Table 6 than in Table 4 . 
The alternative decomposition in expression (40) yields input
rice and quantity indicators comparable to the Bennet indicators
n Table 3 . The outcomes are remarkably similar on average, with
light variations for individual banks; a large decrease of input
rices and a mild increase in input quantities. 
. Conclusion 
A firm’s cost variation through time can be expressed by a dif-
erence as well as a ratio. The asymmetric decomposition of the
ost difference proposed by Grifell-Tatjé and Lovell (20 0 0) could be
eplaced by a symmetric one. We also provided a structurally iden-
ical decomposition of the cost ratio . Using the powerful tool of the
ogarithmic mean, four additional decompositions could be devel-
ped, two for the cost difference and two for the cost ratio. All
n all, the cost variation can be decomposed in at least six struc-
urally identical, but empirically slightly different ways. The choice
etween them is pretty much a matter of taste, though it seemsitions of cost variation, European Journal of Operational Research, 
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S  that generally managers prefer additive decompositions (providing
money amounts) and economists prefer multiplicative decomposi-
tions (providing percentages). 
Given data from a (balanced) panel of firms, all the necessary
ingredients for the computation of the various decompositions can
be obtained by using linear programming techniques. In this pa-
per a small dataset of Taiwanese banks over the years 2006–2010
has been used to illustrate the empirical differences between the
various decompositions. 
It appeared that on average the additive Bennet price and
quantity indicators correspond closely to their multiplicative Sato–
Vartia and Montgomery–Vartia counterparts. All these measures
signal that the overall cost reduction in the industry was driven
by input prices, and partially offset by input quantities. Also, one
should notice that at the level of individual production units ad-
ditive and multiplicative measures may yield different results, no-
tably regarding the direction of technological change and the ac-
tivity effect. Especially the local nature of technological change as
measured via the cost function could be a topic for further inves-
tigation. Is this specific for this set of banks and/or construction of
data — Recall the huge dispersions! —, or is this somehow due to
the use of DEA techniques in the cost function approach? 
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