We prove that all Paley graphs can be decomposed into Hamilton cycles.
Introduction
Let G be a group and S ⊂ G so that 1 ∈ S and s ∈ S if and only if s −1 ∈ S. The Cayley graph Cay(G; S) may be thought of as the graph whose vertices are the elements of G with g adjacent to h if and only if h = gs for some s ∈ S. We call Cay(G; S) the Cayley graph on G with connection set S. We use additive notation for the group operation when G is abelian.
A cycle in a graph is a connected subgraph in which each vertex has valency two. A cycle that spans the graph is called a Hamilton cycle. A Hamilton decomposition of a regular graph with even valency is a partition of its edge set so that each part is a Hamilton cycle. A graph admitting a Hamilton decomposition is said to be Hamilton-decomposable.
There has been an interest in Hamilton decompositions for a long time and a reasonable body of literature dealing with the topic. For a general survey, somewhat dated now, see [?] . There are two particular problems we mention because they are pertinent for the development of this paper.
One problem is a conjecture of Bermond [?] asserting that the cartesian product of Hamilton-decomposable graphs is Hamilton-decomposable. The other problem is a conjecture of Alspach [?] which claims that connected Cayley graphs on abelian groups are Hamilton-decomposable.
Bermond's Conjecture remains unsolved but there is a strong partial result due to Stong [?] . The next theorem does not give Stong's complete result, but it includes the portion of his result that we require.
1.1 Theorem. If X 1 is a Hamilton-decomposable graph of valency 2r and X 2 is a Hamilton-decomposable graph of valency 2s, with r ≤ s, then the cartesian product X 1 2X 2 is Hamilton-decomposable if either of the following two conditions hold: 1) s ≤ 3r, or 2) r ≥ 3.
Alspach's Conjecture also remains unsolved, but it too has yielded partial results that will be useful for this paper. One special case is the cartesian product of any number of cycles which is a Cayley graph on the direct product of appropriate cyclic groups with the connection set formed by the standard generators and their inverses. The theorem was not proved as such in [?] but it is an easy consequence of their main result. It always struck us as unusual that the authors did not specifically state the following theorem.
1.2 Theorem. The cartesian product of any number of cycles is Hamiltondecomposable.
The proof of the next theorem was not given completely in the original paper [?] because they interpreted involutions in an unusual way. Completing their proof is a trivial exercise. 1.4 Theorem. Every connected Cayley graph of valency 6 on an odd order abelian group is Hamilton-decomposable.
We can employ the preceding results to obtain the following corollary which, in turn, is a crucial tool for proving the main theorem of this paper.
1.5 Corollary. The cartesian product of any number of cycles and any number of connected Cayley graphs of valency 4 on abelian groups is Hamiltondecomposable.
Proof. Let C 1 , C 2 , . . . , C k be cycles and Y 1 , Y 2 , . . . , Y be Cayley graphs of valency 4 on abelian groups. The Cayley graph Y i , i = 1, 2, . . . , , is Hamilton-decomposable by Theorem 1.3. Because the cartesian product is both associative and commutative, we can order and collect the graphs any way that is convenient.
When k = 0 and is even, write the cartesian product as follows: When k > 0 is even, collect cartesian products of pairs of the cycles giving us a 4-valent Hamilton-decomposable graph. Complete the proof as above. When k > 1 is odd, pair the cycles except for one which is paired with Y 1 . It is easy to see that we again obtain the entire graph is Hamiltondecomposable.
Main Theorem
We are interested in a particular family of Cayley graphs on abelian groups known as Paley graphs. Let F(q) denote the finite field of order q, where q is a prime power and q ≡ 1(mod 4). We define the Paley graph P(q) of order q as the Cayley graph on F(q) with connection set R(q), where R(q) denotes the quadratic residues in F(q). Hence, the vertices of P(q) are labelled with the elements of the field and there is an edge joining g and h if and only if g − h ∈ R(q). The reason we insist on q ≡ 1(mod 4) is because g − h ∈ R(q) if and only if h − g ∈ R(q).
The object of this paper is to prove the following theorem.
2.1 Theorem. All Paley graphs are Hamilton-decomposable.
There are some conventions we adopt throughout the paper because of the extra features offered by finite fields. We use Z p to denote the integers modulo p, where p is a prime. Of course, Z p is isomorphic to the finite field F(p), but we shall think of F(p k ) as a k-dimensional vector space over the underlying field Z p , that is, when using Z p we are thinking of the elements as scalars.
With regard to Cayley graphs on F(q), note that we use the additive structure for defining the edges. In other words, the Cayley graphs are Cayley graphs on the elementary abelian p-group of rank k, where q = p k .
If S is a subset of F(q) such that 0 ∈ S, let S denote the inverse-closure of S, that is, the smallest superset of S satisfying s ∈ S if and only if −s ∈ S.
The following lemma plays a vital role in the proof of the main theorem.
2.2 Lemma. If S = {s 1 , s 2 , . . . , s t } is a set of linearly independent vectors in F(q), then the components of the Cayley graph Cay(F(q); S) all are isomorphic to the cartesian product of t p-cycles.
Proof. Every non-zero element of F(q) has additive order p so that it generates a 2-factor composed of p k−1 cycles of length p, where q = p k . If an edge generated by some s i lies in a component generated by elements of S − {s i }, then s i is expressible as a linear combination of elements of S−{s i }. This is impossible because the vectors in S are linearly independent. Therefore, the edges generated by s i join components of the graph generated by any subset of S − {s i }.
Because p is a prime and s i has additive order p, the edges generated by s i connect together p components of the graph generated by any subset of S −{s i }. Further, because the underlying group is abelian, if there is an edge generated by s i between two vertices of different components, then there is a perfect matching generated by s i between the two components. It is then easy to see that adding the element s i to any subset of S − {s i } produces a graph that is the cartesian product of the 2-factor generated by s i and the graph generated by the subset of S − {s i }. The result now follows because every element of S generates a 2-factor whose components are p-cycles.
Corollary.
If S is a basis of F(q), then the Cayley graph Cay(F(q); S) has a Hamilton decomposition.
Proof. Let F(q) have dimension k as a vector space over Z p . Lemma 2.2 implies that Cay(F(q); S) is isomorphic to the cartesian product of k p-cycles. Hence, it is connected because the components have order p k . It has a Hamilton decomposition by Theorem 1.2.
The preceding corollary establishes a strategy for proving that the Paley graphs have Hamilton decompositions. First partition the quadratic residues in F(q) into two sets S, T so that S = T . Note that this forces |S| = |T | = (q − 1)/4 and x ∈ S if and only if −x ∈ T . Thus, Cay(F(q); S) is the Paley graph of order q. If we can then partition S so that each part is a basis for F(q), then Corollary 2.3 provides us with a Hamilton decomposition of the Paley graph. However, to do this we require that k divides (q − 1)/4 and there is no reason to expect such a nice condition to hold. In fact, it doesn't hold in general and the hard part of the proof is taking care of an excess of vectors equal in number to the remainder upon dividing (q − 1)/4 by k.
The main tool in the proof is a powerful decomposition result by Edmonds and Fulkerson [?] . They proved it in the general context of matroids, but we are working with the special situation of finite vector spaces so that we state the theorem with that restriction in mind. Recall that the rank of a set of vectors is the dimension of the subspace spanned by the vectors. We use the notation ρ(A) to denote the rank of the set A of vectors. The following weaker form of their theorem is all we need.
Theorem. If
A is a set of vectors from a finite vector space, then A can be partitioned into linearly independent sets of prescribed cardinalities n 1 , n 2 , . . . , n t if and only if n i ≤ ρ(A) for all i, n 1 + n 2 + · · · + n t = |A|, and for every subset B ⊆ A, we have
Proof of Main Theorem
We prove Theorem 2.1 in this section. There are three cases: primes bigger than 5, the prime p = 5, and the prime p = 3. The latter list is in order of increasing difficulty. We start with the easiest case. We assume that k > 1 because for k = 1 the Paley graph is a circulant graph of prime order and it is easy to see they have Hamilton decompositions.
Case 1: p > 5. Let q = p k , where q ≡ 1(mod 4), and let F(q) * denote the multiplicative subgroup of F(q). The group F(q) * is cyclic of order q − 1. The subgroup Z * p has order p−1 so that it is generated by g (q−1)/(p−1) , where g is a generator of F(q) * . When k is even, the exponent (q − 1)/(p − 1) is even so that every element of Z * p is a quadratic residue. When p ≡ 1(mod 4), half of the elements of Z * p are quadratic residues for odd k. Because p ≥ 7 we know that there is at least one element α ∈ Z * p such that α is a quadratic residue and α = ±1.
Because a quadratic residue g generates the same edges as its additive inverse −g, let R h (q) denote a subset of R(q) so that g ∈ R h (q) if and only if −g ∈ R h (q). It is easy to see that the Cayley graph Cay(F(q); R h (q)) is the Paley graph P(q).
The cardinality of R h (q) is (q − 1)/4. Write (q − 1)/4 = tk + r, where 0 ≤ r < k. Let n 1 = k, n 2 = k, . . . , n t = k, n t+1 = r. Providing that the hypotheses of Theorem 2.4 are fulfilled, we partition R h (q) into linearly independent sets A 1 , A 2 , . . . , A t+1 such that |A i | = n i for i = 1, 2, . . . , n t+1 . As we saw earlier, the elements of A i , i = 1, 2, . . . , t, generate a spanning subgraph isomorphic to the cartesian product of k p-cycles.
Choose g ∈ A t+1 arbitrarily. Exactly one of the vectors αg or −αg belongs to some A i , with i < t + 1, because A t+1 is linearly independent. Place the vector g with αg (or −αg) so that the two elements generate a Cayley graph of valency 4 on an abelian group. If we do this for all the elements of A t+1 , we have decomposed P(q) into spanning subgraphs that are cartesian products of p-cycles and Cayley graphs of valency 4 on abelian groups (in fact, circulant graphs of order p). Corollary 1.5 then yields a Hamilton decomposition of P(q).
We now show that the hypotheses of Theorem 2.4 are satisfied for R h (q). Note that ρ(R h (q)) = k. Let A ⊆ R h (q). If ρ(A) = k, then every term in the sum in Theorem 2.4 is k except n t+1 = r. Hence,
Now consider a subset A ⊂ R h (q) such that ρ(A) = e < k. The maximum cardinality of A is (p e − 1)/2 which is a generous estimate as it assumes all the elements in the e-dimensional subspace generated by A are quadratic residues. Each term in the sum for Theorem 2.4 is e except possibly n t+1 = min(e, r). Thus, it suffices to show that te ≥ (p e − 1)/2.
It is easy to see that (p k − 1) > p k−e (p e − 1) which implies that
We then have
which gives the required inequality. This completes Case 1.
Case 2: p = 5. When k is even, the argument from Case 1 works because both ±1 and ±2 are quadratic residues. We must argue differently for k odd because ±2 are not quadratic residues. Also, we assume that k ≥ 3 because P(5) is a 5-cycle.
Write (q − 1)/4 = tk + r, where 0 ≤ r < k. Use Theorem 2.4 to partition R h (q) into t linearly independent sets of cardinality k and one linearly independent set of cardinality r. Let {g 1 , g 2 , . . . , g k } and {h 1 , h 2 , . . . , h k } be two of the linearly independent sets. Note that if we take any two element from the same basis, say g i and g j , then exactly one of g i + g j or 2g i + 2g j , and exactly one of g i + 2g j or 2g i + 4g j , are quadratic residues because 2 is a non-residue and the product of two non-residues is a quadratic residue.
What we have just seen is that for each pair of distinct elements in a basis there are two quadratic residues in the 2-dimensional subspace spanned by the two basis vectors. The two quadratic residues are not scalar multiples of each other and without loss of generality we may assume they belong to R h (q) (if not, we take the appropriate negatives). The idea is to look at the Cayley graph generated by the two basis vectors and one of the other quadratic residues. Its components are connected Cayley graphs of order 25 and valency 6 on an abelian group. It has a Hamilton decomposition by Theorem 1.4.
The hitch in the preceding idea is that when we choose an element from R h (q) that is a linear combination of two basis elements, we want to make certain it is not an element of the other basis. To get around this we do the following. Consider the auxiliary multigraph of order k whose vertices are labelled g 1 , g 2 , . . . , g k . Between the vertices g i and g j put two edges and label them with the two elements of R h (q) which are linear combinations of g i and g j . The resulting auxiliary multigraph is 2K k , that is, the complete multigraph of order k in which each edge has multiplicity 2. Then delete any edge whose label is an element of the basis {h 1 , h 2 , . . . , h k }. No matter how one deletes k, or fewer, edges from 2K k , the resulting submultigraph has a near 1-factor, that is, a matching with (k − 1)/2 edges. We leave simple verification of that fact to the reader.
We do the same with {h 1 , h 2 , . . . , h k } making certain that we remove any edges with labels from {g 1 , g 2 , . . . , g k }. Now consider the remainder r in the expression (q −1)/4 = tk +r. We know that r is at most k −1. Pair together basis elements from g 1 , g 2 , . . . , g k according to the near 1-factor. For a given pair of basis elements add the element used to label the edge joining them in the near 1-factor. This gives us a Hamilton-decomposable graph of valency 6 in the cartesian product. If r ≤ (k − 1)/2, do this for r pairs arising in the near 1-factor. If r > (k − 1)/2, then use all (k − 1)/2 pairs from the near 1-factor for g 1 , g 2 , . . . , g k and continue with pairs arising from the near 1-factor for h 1 , h 2 , . . . , h k until r graphs of valency 6 have been created.
The terms in the resulting cartesian products are Cayley graphs of valency 6 on abelian groups of order 25 and 5-cycles. It is easy to show that they are Hamilton-decomposable by using an argument similar to that used for the proof of Theorem 1.5.
Remove the 2k + r elements from R h (Q) that are used with the bases {g 1 , g 2 , . . . , g k } and {h 1 , h 2 , . . . , k k } as described above. Call the resulting set R . Note that |R | = (t − 2)k. Let n 1 , n 2 , . . . , n t−2 all equal k. It is easy to see that ρ(R ) = k because in using an additional r elements of R h (Q) in the modifications described above, many bases were left intact as (5 k −)/4k > r. Hence, if A ⊆ R and ρ(A) = k, then |A| ≤ |S | = (t − 2)k because each term in the sum is k.
Let A ⊂ R have rank e smaller than k. The maximum number of elements in the subspace spanned by A is 5 e −1. Because 2 is not a quadratic residue, half of the elements of the subspace are quadratic residues. Of those, one half lie in R h (q). Hence, |A| ≤ (5 e − 1)/4. The sum in Theorem 2.4 is (t − 2)e. Hence, if we show that (5 e − 1)/4 ≤ (t − 2)e, then we'll know the elements of R can be partitioned into sets each of which corresponds to a Hamilton-decomposable graph by Theorem 2.3.
We have (t − 2)e ≥ e((5 k − 12k − 1)/4k). We know that 5 k − 1 > 5 k−e (5 e − 1). Thus,
This implies that (t − 2)e > (5 e − 1)/4 as required.
Case 3: p = 3. This is the most complicated case because it takes more work to handle the remainder upon dividing (3 k − 1)/4 by k. For the first time we use some structural properties of P(3 k ), k even. If we multiply by any quadratic residue, we obtain an automorphism of P(3 k ) that fixes the vertex labelled 0. In particular, if g is a generator of the multiplicative cyclic group F(3 k ) * , then g 2 generates the subgroup R(3 k ). Multiplication by g 2 fixes 0 and cyclically permutes both R(3 k ) and N R(3 k ) (the non-residues). This immediately implies that the subgraphs induced on both R(3 k ) and N R(3 k ) by P(3 k ) are circulant graphs.
From the preceding we see that every vertex of R(3 k ) has the same number α of neighbors in N R(3 k ), and every vertex of N R(3 k ) has α neighbors in R(3 k ). The valency of each vertex in the subgraph induced on N R(3 k ) is then
Multiplication by g fixes 0, interchanges R(3 k ) and N R(3 k ), maps edges to non-edges, and non-edges to edges. In other words, multiplication by g is an anti-automorphism of P(3 k ) so that P(3 k ) is self-complementary. Thus, the valency of each vertex in the subgraph induced on R(3 k ) is α − 1 because the latter number is the number of nonneighbors of each vertex in the subgraph induced on N R(3 k ). We then have that 2α = (3 k − 1)/2 which implies that α = (3 k − 1)/4. Therefore, the valency of each vertex in the subgraph X(R) induced on R(3 k ) is (3 k − 5)/4. This is a fact that will prove useful.
When k = 2, the Paley graph P(9) is isomorphic to the cartesian product of two 3-cycles. This graph has a Hamilton decomposition by Theorem 1.3. When k = 4, we have that (3 4 − 1)/4 = 20. Because 4 divides this number with 0 remainder, upon applying Theorem 2.4 we obtain a decomposition of R h (3 4 ) into bases. Theorem 2.3 then yields a Hamilton decomposition. We also have remainder 0 when k = 8 so that a Hamilton decomposition exists for this value of k. We are going to look at the specific value k = 6 in order to illustrate the general method.
For k = 6 we have (3 6 − 1)/4 = 182 leading to a remainder of 2 upon division by 6. Above we saw that the subgraph X(R) induced on R(3 6 ) is regular of valency 181. Choose the element 1 and a neighbor x 1 of 1 in X(R) such that x 1 ∈ {0, 2}. Then both 1 and x 1 are elements of R(3 6 ) and they are linearly independent. The Cayley subgraph generated by {±1, ±x 1 } has components isomorphic to the cartesian product of two 3-cycles. Because x 1 is a neighbor of 1, the element x 1 − 1 also is a quadratic residue. If we then add x 1 − 1 to the connection set, it generates edges inside the components because x 1 +2 = x 1 −1. Hence, the subgaph has components that are Cayley graphs of valency 6 on an abelian group. The components have Hamilton decompositions by Theorem 1.4.
If x 1 + 1 happens to be a quadratic residue, then add this to the connection set as well and the components are now complete graphs of order 9. The complete graph K 9 certainly has a Hamilton decomposition by an old result of Walecki [?] . Then complete 1, x 1 to a basis for F (3 6 ) and the subgraph we obtain is the cartesian product of K 9 and four 3-cycles. This is easily seen to be Hamilton-deocmposable by Theorem 1.1. The connection set uses two extra elements so that the remaining number of elements of R h (3 6 ) is divisible by k. Theorem 2.4 partitions the remaining elements into bases. Because each basis produces a Hamilton-decomposable graph, we obtain a Hamilton decomposition of the Paley graph of order 3 6 . When x 1 + 1 is not a quadratic residue, we proceed slightly differently. Choose an element x 2 ∈ R(3 6 ) that is none of {±1, ±x 1 , ±(x 1 − 1), ±(x 1 + 1)}. Thus, x 2 is not an element of the 2-dimensional subspace spanned by 1, x 1 . The subspace generated by 1, x 1 , x 2 has at most 12 elements of R h (3 6 ) (recall that x 1 + 1 ∈ N R(3 6 )). As x 2 has 181 neighbors in X(R), we may choose a neighbor x 3 of x 2 in X(R) that is not in the 3-dimensional subspace spanned by 1, x 1 , x 2 . Then 1, x 1 , x 2 , x 3 are linearly independent. The elements {±x 2 , ±x 3 , ±(x 3 − x 2 )} generate a Cayley graph on an abelian group whose components have order 9 and valency 6. This components is Hamilton-decomposable by Theorem 1.4.
We augment 1, x 1 , x 2 , x 3 with x 4 , x 5 to form a basis for F(3 6 ). When the two elements x 1 − 1 and x 3 − x 2 are added, the graph is a cartesian product of two 3-cycles and two Cayley graphs of valency 6 on abelian groups. It is Hamilton-decomposable by Theorem 1. 1 The number of unused elements of R h (3 6 ) is divisible by 6. The proof is completed in the usual way.
For the general argument we may assume k ≥ 10. The number of elements in R h (3 k ) is (3 k − 1)/4. Again let X(R) denote the subgraph induced on R(3 k ) by P(3 k ). Note that the vertices in X(R) have valency (3 k − 5)/4 and have (3 k − 9)/4 neighbors distinct from their additive inverses Write (3 k − 1)/4 = tk + r, where 0 ≤ r < k.
Let x 1 , x 2 , . . . , x k be a basis for F(3 k ) made up of quadratic residues. Put all of them in R h (3 k ). We work first with x 1 , x 2 , . . . , x k/2 . Because the subspace V (1) spanned by these k/2 vectors has at most 3 k/2 − 1 quadratic residues and x 1 has (3 k − 9)/4 neighbors distinct from 2x 1 , we may choose a neighbor y 1 of x 1 in X(R) so that y 1 is not in V (1) and is none of x (k/2)+1 , . . . , x k . Then x 1 , x 2 , . . . , x k/2 , y1 is linearly independent with y 1 − x 1 ∈ R(3 k ). The Cayley graph using ±x 1 , ±y 1 , ±(y 1 − x 1 ) has components that are Cayley graphs of valency 6 on the elementary abelian 3-group of order 9.
We perform a similar task for x 2 , then x 3 , and so on. The essential question is how long we can keep it up. Suppose we have carried it through x k/2−2 , that is, for x i we have found a y i so that x 1 , x 2 , . . . , x k/2 , y 1 , y 2 , . . . , y k/2−2 are linearly independent and y i − x i is a quadratic residue. Let V (k − 2) be the subspace spanned by these k − 2 vectors. Then V (k − 2) has at most 3 k−2 − 1 non-zero vectors. Because x k−1 has (3 k − 9)/4 neighbors and (3 k − 9)/4) > 3 k−2 − 1, we still can choose a neighbor y k−1 of x k−1 that is outside the subspace and distinct from x k/2 , x k/2+1 , . . . , x k .
If r < k/2, then we perform the procedure above r times, that is, we create y 1 , y 2 , . . . , y r and stop. We then complete the linearly independent vectors x 1 , x 2 , . . . , x k/2 , y 1 , . . . , y r to a basis in an arbitrary way but avoiding using any of {x k/2+1 , x k/2+2 , . . . , x k }. The resulting subgraph is a cartesian product of r 6-valent Cayley graphs on the elementary abelian 3-group of order 9 and k −2r 3-cycles. It is easy to show it has a Hamilton decomposition in the same way Corollary 1.5 is proven.
If r ≥ k/2, complete x 1 , . . . , x k/2 , y 1 , . . . , y k/2−1 to a basis avoiding using any of x k/2+1 , . . . , x k . The graph corresponding to this basis and the additional vectors is a cartesian product of k − 1 Cayley graphs of valency 6 on the elementary abelian 3-group of order 9 and a single 3-cycle. We then follow the same procedure with x k/2+1 , x k/2+2 , . . . , x k . We may introduce as many as k/2 − 1 extra vectors so that we can achieve as many as k − 2 extra vectors. However, 3 k − 1 is divisible by 8 so that (3 k − 1)/4 is even. Hence, (3 k − 1)/4 = tk + r implies that r is even and it cannot take on the value k − 1. Therefore, the above procedure uses r extra vectors and we are left either with (t − 1)k vectors or (t − 2)k vectors.
The verifications used earlier for the conditions of Theorem 2.4 again work. When ρ(A) = k it is trivial to check that the condition is met. When ρ(A) = e < k, the maximum number of elements in A is (3 e − 1)2. Substituting 3 in place of 5 earlier, we have e(3 k − 1) k > 3 k−e e(3 e − 1) k ≥ 3(k − 1)(3 e − 1) k ≥ (27/10)(3 e − 1) ≥ 3 e−1 + 3 which is what we need. Thus, the remaining elements of R h (3 k ) can be par-titioned into bases. It is then easy to complete the Hamilton decomposition of P(3 k ) This completes the proof.
