Reinforcement learning makes an action that yielded a positive outcome more likely to be taken in the future. Here, we investigate how the time elapsed from an action affects subsequent decisions. Groups of C57BL6/J mice were housed in IntelliCages with access to water and chow ad libitum, and they were able to access bottles with a reward in the form of a saccharin solution (0.1% w/v), alcohol (4% w/v) or a mixture of the two. The probability of receiving a reward in two of the cage corners changed between 0.9 and 0.3 every 48 h over a period of ~33 days. We observed that in most animals, the odds of repeating the choice of a corner were increased if that choice was previously rewarded. Interestingly, in many cases, the time elapsed from the previous choice also increased the probability of repeating the choice, irrespective of the previous outcome. Behavioral data were fitted with a series of reinforcement learning models based on Q-learning. Then, extensions were introduced to account for attention or task complexity components or to directly include the interval length in order to simulate the decay of the expected value or to increase the probability of repeating the same choice. We find that introducing an interval-dependent adjustment to repeating the same choice allowed for the best prediction of the observed behavior, and the size of this effect may differ depending on the type of reward offered.
INTRODUCTION
Positive reinforcement increases the probability of repeating actions that were previously rewarded. An individual faced with a decision between two alternatives is more likely to choose the one with greater expected value. When the potential outcomes change due to shifts in the environment, it becomes necessary to sample the available choices and balance the exploitation and exploration of these choices. These behaviors are controlled by the brain's reward system, which signals prediction error and performs updates of expectation from any action or cue contingencies (Schultz, 2015) . It has been observed that the strategy employed by humans, e.g., (Holroyd & Coles, 2002; O'Doherty et al., 2003) and animals, e.g., (Fiorillo et al., 2003; Bayer & Glimcher, 2005) when faced with a choice between probabilistic rewards is consistent with reinforcement models that rely on temporal difference learning and may be predicted with algorithms developed in the field of machine learning (Sutton & Barto, 1998) . Reinforcement learning plays an essential role in adaptive behavior, and impaired decision making has been a major focus in research on the etiology of neuropsychiatric disorders (Maia & Frank, 2011) .
Thus far, experimental models used in studies of reinforcement learning have been based on choices among actions with probabilistic outcomes made in environments with minimized distractions, short time scales and large numbers of choices performed in quick succession (e.g., (Clark et al., 2004; Izquierdo et al., 2017) ). The effects of memory performance and attention on reinforcement learning have been taken into consideration in some published reports but mostly in the context of models where intervals between choices had limited influence (e.g., (Greggers & Menzel, 1993; Collins & Frank, 2012; Bai et al., 2014; Collins et al., 2017) . Thus far, the effect of time on the action taken has usually been examined in the context of the interval between a salient cue and the associated outcome (e.g., (Fiorillo et al., 2008; Gershman et al., 2014) ). Here, to observe reinforcement learning without strict task structure limitations, we tested animal behavior in a probabilistic choice reversal model in which mice were not compelled to perform the task in any way and choices were performed freely over a period of weeks. We tested two types of primary rewards, saccharin (0.1% w/v) and alcohol (4% w/v) solutions, which differ mechanistically in the way they affect the reward system. We found that most animals engaged in the task showed a moderate but significant preference towards higher reward probability. As anticipated, their choices were often significantly influenced by the outcome of the previous choice. However, we also observed that the interval between choices had an effect that was possibly independent of previous experience.
METHODS

ANIMALS
Experiments were performed on female C57BL/6J mice bred at the Institute of Pharmacology of the Polish Academy of Sciences in Krakow. Mice were housed in a conventional facility in Plexiglas cages (Type II L, 2-5 animals per cage) with aspen laboratory bedding (MIDI LTE E-002, Abedd) and nest building material. Breeding rooms had a 12 h light/dark cycle, with an ambient temperature of 22 ± 2°C and humidity of 40-60%. Animals were provided with a piece of aspen wood for chewing after weaning. Mice had ad libitum access to water and chow (RM1 A (P), Special Diets Services). All experiments were conducted in accordance with the European Union guidelines for the care and use of laboratory animals (2010/63/EU). Experimental protocols were reviewed and approved by the II Local Bioethics Committee in Krakow (permits 1000 Krakow (permits /2012 Krakow (permits and 1159 Krakow (permits /2015 . Behavior was tested on female mice to reduce the risk of aggressive behaviors. The experimental groups are summarized in Table 1 .
PROBABILISTIC CHOICE TASK
The IntelliCage apparatus (New Behavior, Switzerland) has a base made of transparent plastic (55 x 37.5 x 20.5 cm) with a metal cover and custom corner compartments. Each of the cage's corners is a small chamber that houses two 250 ml bottles, with nozzles accessible through guillotine doors. The size of the corner allows only one animal to enter the corner and access the bottles. Before being introduced to the IntelliCage, mice are implanted with radio frequency identification chips (RFID chips, UNO PICO ID, AnimaLab, Poland). An antenna inside the corner detects the chip and reports the animal number to the controlling software, which triggers preprogrammed events. The cage recorded the following parameters: temperature and luminosity in 1 minute intervals, presence of an animal in a corner (combined reading from a thermal sensor and an RFID antenna), crossing of photocell beams placed in the doors leading to the bottles, and lickometer contacts (the animal closing a circuit between the corner floor grating and the metal dipper of the bottle). Experiments were performed on groups of 14 female mice per cage. At the start of the test, mice were introduced to the IntelliCage, which had standard bedding and contained 4 plastic "houses" that the animals used as nests to sleep in during the day. The environmental conditions during the experiment were the same as those in the breeding rooms, with food and water available ad libitum. Exact schedules for each experiment are shown in Figure 1 . At the start of the experiments, all corners had bottles filled with water. When a mouse entered a corner and the RFID chip was detected, both guillotine doors blocking access to the bottles would open with 0.5-s delay. The doors were closed when the mouse left the corner or 10 seconds after a lick of a bottle was detected. The initial period lasted between 4 and 7 days, and the mice were monitored daily to check whether all of them had learned to drink from the bottles. Then, the adaptation stage started, and a reward (saccharin 0.1% (w/v), alcohol 4% (w/v), a mixture of the two or plain water) became available in two of the corners. We chose a low concentration of alcohol to ensure high preference and to limit the effects of inebriation on learning. Saccharin was selected over sucrose to exclude nongustatory effects and to avoid clogging of the dippers. The adaptation stage lasted ~3 weeks, and bottle positions were changed regularly to prevent the formation of corner preferences (see Figure 1) . Finally, during the main stage of the experiment, the probability of reward access varied between 90% and 30%, with a 2-s delay from the moment the animal was detected to the opening of the guillotine doors. Additionally, yellow LED lights in the reward corners were switched on when the animal was detected and switched off if the animal left the corner or after 2 s (irrespective of whether reward access was granted). The LED lights were intended as an additional cue of a choice being in progress to reduce the effect of variability caused by the animal detection mechanism. The positions of the corners with reward bottles were constant, while the probabilities changed between all possible states-90%:30%, 30%:90%, 90%:90% and 30%:30%-as shown in Figure 1 .
DATA ANALYSIS AND STATISTICS
All analyses were performed using R (R Core Team, 2017) . Basic differences between groups were assessed using the Kruskal-Wallis test followed a posteriori by the Dunn test adjusted for multiple comparisons using the Benjamini-Hochberg correction. One-sample comparisons were performed with the Wilcoxon test. The significance (α) level was set at 5%. A complete set of raw data is provided as supplementary data.
Logistic regression was used to assess the effects of the outcome and time elapsed from the previous choice. The following formula was used:
where β0 is the intercept (preference independent of predictors), β1 represents the effects of the time interval elapsed from the previous choice (per minute of interval), and β2 is the effect of the outcome of the previous choice (binary, equals 1 after win). Regression was performed on a randomly selected ⅔ of the data points for an individual mouse, while the remaining ⅓ were used to test the goodness of fit of the model. The Wald test was used to assess the significance of the predictors.
Reinforcement learning modeling was performed using different modifications of the "basic" Qlearning (Watkins & Dayan, 1992) :
where , represents the expected value of choice at step , is the reward (1 or 0) received after selecting choice at step , is the learning rate parameter, and , +1 is the expected value of action at the next step. The first modification introduced was the "dual" learning rate, which depended on the value:
where + and − are separate learning rates for rewarded and nonrewarded choices. The second modification introduced an update for both the choice performed ( ) and the non-selected choice ( ) -a "fictitious" update (Hampton et al., 2007) :
A further extension of this approach is the "hybrid" model, which combines [3] and [4] (Cieślak et al., 2018) :
We also considered two models that add an additional step to equation [2] . The first model assumed that the difference between , and actual may affect the learning rate; thus, the parameter was added to reflect an "attention" effect (Bai et al., 2014) . The models first adjusted the learning rate based on prediction error and an parameter (at = 0, there is no attention effect):
After the update , +1 was calculated using equation [2] . The second approach added a noise effect, , to the "forgetful" model, which depended on the number of alternatives available (Collins & Frank, 2012) . In this case, equation [2] was followed by , +1 = , +1 + ( 0 − , +1 )
[6] "forgetting"
where 0 is 0.5 (1 divided by the number of alternatives). As a way to directly introduce a memory "decay" effect to the reward, we came with the following equation:
where is the most recent step where choice was made, , is the respective time intervals (in minutes) between steps or and + 1, and is a parameter reflecting memory performance ( = 0 would indicate no memory decay). The memory decay component was based on observations in humans (Murre & Dros, 2015) and previous theoretical considerations (Woźniak et al., 1995) .
Models
[2] to [6] were coupled with the softmax policy:
where ( , ) is the probability of choice a at step , and is an "inverse temperature" parameter that determines the extent to which the difference between expected values affects choice. In the case of the "decay" model, the policy included also a correction for the time effect on the expected value of the non-selected option (without updating the actual value), thus if was selected at step − 1 and , is the time elapsed from the last step when was selected, then:
where is the same parameter as in equation [7] .
Additionally, we propose a model in which the probability of repeating the same choice at step + 1, ( , + 1), is modified by elapsed time:
[10] "time"
where is the time interval between + 1 and , 0 =
and is a parameter controlling the effect of the interval length. Therefore, if the choice at step was , then ( , + 1) = ( , + 1) . Finally, as a control, we considered a policy where ( , ) = ( , ) = 0.5 at every step, with or without interval-dependent adjustment (the "random" models).
Models were fitted using the Nelder and Mead simplex method (Nelder & Mead, 1965) implemented in the R optim function on a grid of starting points distributed as a Cartesian product for sequences from 0.05 to 1 by 0.05 for parameters: , , , , and , and from 0.25 to 15 by 0.05 for . Parameters were limited to the range of (0, 1) for: , , , and values and (0, 50) for , and no limits on . The optimal parameters for each model were selected from the optimization that scored the lowest sum of the negative logarithm of likelihood (nll):
where ( ℎ , ) is the probability predicted by the model of the actually observed choice at step . Model fits were compared using Akaike's information criterion (AIC) (Akaike, 1974 ):
where is the number of free parameters in the model.
RESULTS AN UNCONSTRAINED PROBABILISTIC CHOICE TASK
We tested the behavior of group-housed female mice that could freely select between two probabilistic reward alternatives over an extended period of time ( Figure 1 ). Three types of rewards were offered in separate experiments: a saccharin solution (0.1% w/v), alcohol (4% w/v), and a mixture of the two (alcohol+saccharin). As an additional control in a separate experiment, the reward was replaced with plain tap water. The experiments were split into two stages. The first was adaptation, during which the positions of the rewards were switched to reduce potential biases towards cage corners and to allow for the development of an alcohol preference. During the second, main stage, the positions of the bottles were fixed, and the probabilities of access to the bottles changed. As shown in Figure 2 , the activity of animals, i.e., the total number of visits to the corners during each 48-h phase, was similar for all types of rewards and remained stable throughout the main phase of testing. Almost all animals showed a reward preference, which was calculated as the number of licks on the dippers of the bottles containing rewards, divided by the total number of licks on all bottles during the final 96 h of adaptation ( Figure 3A ). The median preferences were 84.6% for saccharin, 83.3% for the saccharin-alcohol mixture, and 62.9% for alcohol (all significantly higher than 50%, Figure 3A ). No significant preference was observed in the water control group, where the median was 39%. Note that 2 out of 13 mice showed no preference for alcohol+saccharin, and 5 of 28 lacked a preference for alcohol. Saccharin-containing solutions were preferred significantly more than alcohol ( Figure 3A ; Kruskal-Wallis test H = 31.87 p = 5.55 × 10 -7
). Further analyses were performed taking into account only visits that lasted sufficiently long for the outcome to occur (>2 s), which we designated as "choices". Over the course of the main stage experiment, the median number of choices was 1056 for alcohol, 1606 for the alcohol+saccharin mixture, 1252 for saccharin, and 1100 for the water control ( Figure 3B ). Considerable individual variation was observed, as the minimum total number of choices was 132 (alcohol) and the maximum was 2627 (alcohol+saccharin). The median number of choices was significantly higher in the alcohol+saccharin group than in the alcohol group ( Figure 3B , Kruskal-Wallis test, H = 9.192, p = 0.0268). During the phases where mice chose between unequal probabilities, the preference for the alternative with a higher reward probability was 57.3% for saccharin and 58.9% for the alcohol+saccharin mixture, compared to 51.3% and 52.2% for alcohol and water, respectively ( Figure 3C ). In all these cases, the median preference values were significantly higher than random, and the preference for saccharin solutions was greater than the preference for alcohol or water (Kruskal-Wallis, H = 33.808, p = 2.17 × 10 -7
). The significantly higher-than-random preference for water suggests that the opening of the doors barring access to bottles became a conditioned reinforcer.
FACTORS AFFECTING CHOICE
We assessed whether the previous outcome correlated with the decision to repeat the choice ("stay") or select the alternative ("shift") by means of logistic regression with two predictors: the outcome of the previous choice ("win" or "lose") and the time interval from the previous choice. Examples of the regression curves are presented in Figure 4A&B . The first example ( Figure 4A ) corresponds to a mouse from a saccharin group, for which we note an effect of the interval on the probability of the "stay" behavior. As apparent from the distribution of the time intervals between choices, shorter, 1-to 5-minute intervals were more frequently observed in the case of "shift" decisions, while "stay' choices were more common at longer intervals, with a main peak at ~16 minutes ( Figure 4A, upper panel) . Accordingly, the logistic regression shows that the probability of a "stay" decision increased with the length of the interval, and the effect of previous outcome is noticeable as a shift of the curve (upward in the case of "win" vs. "lose", Figure 4A , lower panel). Conversely, in the second example drawn from the water control groups, there are no significant effects of interval or previous outcome ( Figure 4B) . A complete summary of logistic regression analyses for all mice is shown in Figure 5A -C. We found that in most cases, the models predicted a significant inherent propensity towards "stay" or "shift" responses, which was not accounted for by the predictors considered (the regression intercept, Figure 5A ). Moreover, in most cases, the model showed significant effects of previous outcomes ( Figure 5B ) or interval length ( Figure 5C ), particularly in the alcohol+saccharin and saccharin groups. Curiously, in the alcohol group, there were four cases with opposite significant effects of interval, i.e., decreased probability of "stay" behavior at longer intervals. When only significant predictors were considered, the median values of the odds ratios were similar, and no significant effects of reward type were observed. The median value observed in the water control group compared to that of the other groups should be interpreted with caution, as it is based on very few cases of significant predictors in that group. A summary of the number of cases where the interval or previous outcome were found to be significant predictors is shown in Figure 5D . A significant effect of the interval was most frequent in the alcohol+saccharin group (10/13 cases), where it usually overlapped with the effect of previous outcomes (7/13). The overlap between a previous "win" and interval effects appeared to be less frequent in the alcohol and water control groups (3/28 and 0/14, respectively). To summarize, a majority of mice were more likely to "stay" after a "win", and most animals were more likely to choose "stay" the when more time had elapsed from the previous choice. It should be noted, however, that the significant effect of the intercept may indicate that the predictors may not account for most of the variation observed.
REINFORCEMENT LEARNING
The preference for the choice associated with a higher reward probability and significant effects of previous outcomes as a predictor imply reinforcement learning, at least for some of the animals tested. Thus, we fitted a set of reinforcement learning models to find which model assumptions yielded the closest match to the observed behavior. All models considered were based on the Rescorla-Wagner equation, with the expected value of an action being updated with the observed prediction error (Rescorla & Wagner, 1972) . The expected value was the weighted average of past outcomes, where recent events were weighted with a constant step-size parameter: the learning rate (the parameter). Choice policy was based on the softmax function, which included an inverse temperature parameter ( ). The simplest, "basic" model was equivalent to the Q-learning algorithm (Watkins & Dayan, 1992) . "Dual" had separate learning rates for negative and positive values of the prediction error. The "fictitious" model simultaneously updated the value of both options (Hampton et al., 2007) , and "hybrid" added two learning rates to the fictive update (Cieślak et al., 2018) . The "attention" model adjusted the learning rate according to the prediction error, which may permit more optimal responses in a nonstationary environment (Bai et al., 2014) . Additionally, we considered models accounting for potential effects of memory performance or other effects of the time interval. First, the "forgetful" model introduced a component related to reverting to a base state of expected values (controlled by the "ε" parameter). The second model, "decay", was based on the assumption that the expected outcome values decay with time, following an inverse exponential function with the parameter S controlling steepness. The last two models were based on "basic" Q-learning, where the policy (rather than the expected value) was modified depending on the interval from the previous choice either using the time effect derived from the logistic regression fitting or directly finding an optimal value for the time effect parameter ("time+glm" and "time", respectively). Additionally, two reference models were considered: "random" choice, with fixed p = 0.5 for either alternative, and "time+random", where initial choice probabilities were fixed and then adjusted for interval length. The optimal parameter values were calculated for each model by finding the lowest sum of the negative log likelihoods (nll). The maps of the nll values from fitting the "basic" and "time" models to one animal from the saccharine-treated group are shown in Figure 6 . The two sets of results are similar, though as apparent, the time-adjusted policy led to overall lower nll values. The results from the fitting of all the models were compared using AIC. The large variation in the AIC scores is mainly due to the differences in the number of choices per animal ( Figure 3A) . When median AIC values were compared, all models performed better than the "random" choice baseline (Figure 7) . Surprisingly, it was the "time+random" model that had the lowest AIC scores for the largest number of animals (72 out of 83), while the "time" model scored best in remaining cases (11 out of 83). The median AIC difference was 3.8 between the 1 st and 2 nd best scoring models and 1108 between the 2 nd and 3 rd best scoring models. The result is particularly surprising considering the preference for the choice with higher reward probability ( Figure 3C ) and the logistic regression results ( Figure 5B ). We stress that while AIC scores (or other information criteria) are widely used as a method to compare model quality, the best fitting model is not necessarily the closest to the underlying mechanism employed by the reward system. The optimal parameter values obtained for the "basic", "decay", and "time" models are shown in Figure  8 . Reward-dependent significant differences in fitted values were observed in the case of the "decay" model ( Figure 8A , Kruskal-Wallis H = 9.1213, p = 0.02772), while the values differed under the "basic" and "decay" models ( Figure 8B : Kruskal-Wallis H = 16.384, p = 0.0009458 and H = 18.707, p = 0.0003143, respectively). However, the direction of the differences in the case of the values were not consistent between models, and in the case of under the "decay" model, a large number of values was at maximum ( =1), which prompts caution with the interpretation. The largest number of significant differences of fitted parameters were observed for the time effects ( Figure 8C ) The optimal median decay ( ) was significantly lower in the water group compared to saccharin access.
Furthermore, there was a significant reward-dependent interval effect ( ) in the "time" model, which was lower in the alcohol group ( Figure 8C , ). Optimal values of the interval effect ( ) under "time+random" were almost identical as in case of "time", with the same difference in the median interval effect ( ) in the alcohol group vs. all remaining groups ( Figure 8C , ). Moreover, we note that the and values fitted in the "time" model were relatively low (median values smaller than 0.25), and in case of , they had a similar range to the "basic" results. The fitted values under "time" were much larger than those calculated from the logistic regression. In general, fitted values under the "time" model appeared to be the most consistent, with few cases of parameters at the maximum or minimum of the range.
DISCUSSION
We show reinforcement learning in mice under conditions where the animals are not compelled to perform the actions being reinforced. To our knowledge, this is the first study to demonstrate reinforcement learning under such circumstances. A critical difference between the paradigm presented here and previously described approaches is the lack of a trial and session trial structure usually employed in rodent or human studies. The number of attempts a mouse could make to receive a reward was unlimited, with only a short wait period (2 s) before the consequences of each choice were resolved.
As expected, when a choice was rewarded, the probability of repeating it was significantly increased in approximately half of the animals tested (33 out of 69, excluding the water control). The observed effect of previous outcomes appears to be weaker than that reported in studies employing classical models (e.g., (Frank et al., 2004; Kwak et al., 2014; Cieślak et al., 2018) ), though direct comparisons are limited due to major methodological differences. Furthermore, we found that the type of choice made correlated with the interval between decisions. First, as could be intuitively expected, a subsequent attempt was usually undertaken sooner when a choice was not rewarded than when it was rewarded. Second, the length of the interval correlated with an increased probability of repeating the same choice, irrespective of the previous outcome. This effect became apparent at intervals measured in minutes, and thus, it was probably negligible in previous studies where trials were repeated in quick succession. There was partial overlap between these two effects, and it remains unclear whether they are fully independent. A simple mechanistic explanation for the effect of the interval could be a decay of the memory of the expected value of choices. Since at the shortest intervals, the majority of choices were "shift", a decay of expected value could increase the probability of "stay". However, the simplistic assumption that expected outcome values decay to 0 over time is unlikely to account for the "stay" probability clearly exceeding 50% at longer intervals. Indeed, the comparison of reinforcement learning model fits showed that the model incorporating a "decay" component was inferior in predicting choices to a model that adjusted the choice probability based on the interval. In fact, a model that included only the interval-dependent adjustment to the policy ("time+random") achieved dramatically better AIC scores than all models that did not. We fully acknowledge that the policy adjustment was arbitrary and may not necessarily reflect a part of the underlying mechanism. Nevertheless, the data clearly demonstrate an association between the type of choice made and the interval between choices. We note that our finding is limited to female C57BL/6J mice, and it remains unknown whether the effect may be generalized to other species. However, if generalization is possible, the finding could to an extent explain "irrational" behaviors, i.e., frequent choices of an inferior alternative.
A second objective of our study was to assess differences in the actions of saccharin and alcohol as reinforcers. The mechanisms by which alcohol and saccharin affect the reward system are inherently different. The effects should be instantaneous and transient in the case of saccharin (signaling from the gustatory system to the midbrain dopamine neurons (Simon et al., 2006) ) but are delayed by minutes and could be persistent in the case of alcohol (through activation of dopamine release and other mechanisms (Weiss et al., 1993; Vengeliene et al., 2008) ). Nonetheless, it was reported that drug and natural rewards produce their long-term effects by acting on the same neuronal circuits (Kelley & Berridge, 2002; Pfarr et al., 2018) . Here, we found no evidence of impaired learning due to the effects of alcohol on memory performance; the behavior of mice in the saccharin and alcohol+saccharin groups was similar. In both cases, the rewards were highly preferred over water, and there was clear evidence that they induced reinforcement learning in most animals. Conversely, in the case of alcohol, while it was preferred over water after the 3-week adaptation stage, only some mice showed strong evidence of reinforcement learning. A possibility that should be considered is that the reward value of the alcohol solution was lower, which could be in line with the reported general preference of sweet taste over drugs in rodents (Ahmed, 2018) . A low reward value would limit learning while possibly still being sufficient to produce a preference. We exclude the possibility that alcohol effects on memory consolidation could limit learning, as this was not the case for the alcohol and saccharin mixture. Additionally, there were at least some (5/28) animals that showed a significant increase in the probability of selecting a previously rewarded option. Furthermore, the experiment was not intended to model compulsive alcohol drinking, which persists despite increasing cost, reduced value or a risk of negative consequences (Vengeliene et al., 2009; Hopf & Lesscher, 2014) . Note that alcohol drinking under the experimental conditions presented here lacked the features of an alcohol addiction model. The concentration of alcohol was low; hence, blood ethanol levels (BEC) would be unlikely to match the values achieved in other published models (Rhodes et al., 2005; Rodriguez Parkitna et al., 2013) . Nonetheless, if it is assumed that part of the mechanism involved in the development of addictions is a form of aberrant learning, then we note two observations. First, the "time" model that achieved the best fit to the observed behavior showed weaker effects of the interval for ethanol than for all other rewards (and the water control). A similar trend was apparent in the logistic regression analysis, where negative log odds ratio effects of the interval were obtained in some cases. Second, while in the case of almost all animals, optimal "time" models suggested very low inverse temperature parameters, there were outliers in the alcohol group. A considerably larger number of animals would have to be tested to conclude that alcohol produces a different form of learning in a subset of individuals, though we would argue that these results already provide some evidence for this idea. Moreover, our observation would be consistent with the observation that a subset of animals may prefer alcohol over sweetened water (Augier et al., 2018) . Finally, we note that previous reports linked alcohol preference to increased delay discounting (waiting impulsivity, (Sanchez-Roige et al., 2014) ). In the experiments presented here, there was no correlation between alcohol preference at the end of the adaptation phase and the most probable interval length (r = -0.063 and p = 0.5709).
In conclusion, the most striking observation emerging from our results is that the effect of time elapsed from an action may affect the probability of repeating it to a considerable extent, and this effect may be dependent on the reward type. FIGURE LEGENDS Figure 1 . Experimental schedules. For each of the groups indicated on the left, the phases are represented with white, grey or black boxes. Black boxes indicate corners with full reward access (100%), dark grey boxes indicate a high probability of reward access (90%), light grey boxes indicate low value (30%) and white indicates access to water. The duration of each phase in hours is presented below the corresponding boxes. Figure 2 . Animal activity in the IntelliCages. The graphs show the total number visits in all corners of the cage per 48 h. Circles correspond to activity during the adaptation, and black points correspond to probability reversals. The ribbon shows the SEM values. Each graph summarizes the results from one group of animals ( Table 1 ). The type of reward used in the experiment is indicated above. 8. Optimal parameters from "basic", "decay", "time", and "time+random" models. Panel A&B show optimal values of and , respectively. C shows results for the time-effect parameters. Each dot represents a single animal, the bars show median values, and whiskers represent the 95% confidence interval. Models are labeled above the graphs, and reward type is indicated below the graph. Significant differences between medians are indicated with stars (*p < 0.05, ** p < 0.01, Dunn's post hoc test with BH correction). (Table 1 ). The type of reward used in the experiment is indicated above. Examples of behavior of a single animal from the saccharin and water (control) groups, respectively. The upper panels show the distribution of the two types of choices ("stay" or "shift") as a function of time elapsed from the previous choice. Each dot represents a single choice. Lower graphs show the logistic regression of the probability of "stay" depending on the previous outcome and interval. FIGURE 5 Figure 5 . Effects of previous outcome and time interval on choice. A-C. Graphs show the log odds ratio of "stay": independent of predictors, after a rewarded choice ("win"), and as a function of the interval, respectively. Each dot represents a single animal, with full dots marking a significant effect in the logistic regression. Boxplots show medians, 1 st & 3 rd quartiles, and 95% confidence interval, based only on significant results. The type of reward is indicated below the graphs. D. A summary of significant effects. The bars show the number of mice where predictors were found to be significant (Wald test). Note that the intercept from the regression is not included. Figure 8 . Optimal parameters from "basic", "decay", "time", and "time+random" models. Panel A&B show optimal values of and , respectively. C shows results for the time-effect parameters. Each dot represents a single animal, the bars show median values, and whiskers represent the 95% confidence interval. Models are labeled above the graphs, and reward type is indicated below the graph. Significant differences between medians are indicated with stars (*p < 0.05, ** p < 0.01, Dunn's post hoc test with BH correction).
TABLES
