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The GKN (Glazman, Krein, Naimark) Theorem characterizes all
self-adjoint realizations of linear symmetric (formally self-adjoint)
ordinary differential equations in terms of maximal domain
functions. These functions depend on the coeﬃcients and this
dependence is implicit and complicated. In the regular case an
explicit characterization in terms of two-point boundary conditions
can be given. In the singular case when the deﬁciency index d is
maximal the GKN characterization can be made more explicit by
replacing the maximal domain functions by a solution basis for
any real or complex value of the spectral parameter λ. In the much
more diﬃcult intermediate cases, not all solutions contribute to the
singular self-adjoint conditions. In 1986 Sun found a representation
of the self-adjoint singular conditions in terms of certain solutions
for nonreal values of λ. In this paper we give a representation in
terms of certain solutions for real λ. This leads to a classiﬁcation
of solutions as limit-point (LP) or limit-circle (LC) in analogy with
the celebrated Weyl classiﬁcation in the second-order case. The
LC solutions contribute to the singular boundary conditions, the
LP solutions do not. The advantage of using real λ is not only
because it is, in general, easier to ﬁnd explicit solutions but, more
importantly, it yields information about the spectrum.
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Given a symmetric (formally self-adjoint) differential expression M and a positive weight func-
tion w , we characterize all self-adjoint realizations of the equation
My = λwy on J = (a,b), −∞ < a < b ∞, (1.1)
in the Hilbert space H = L2( J ,w), where M is a very general symmetric expression with real-valued
coeﬃcients, of even order
n = 2k, k > 1,
and the endpoint a is regular while the endpoint b may be singular. (A comprehensive discussion of
the case k = 1 can be found in the book [43].)
Eq. (1.1) generates a minimal operator Smin and a maximal operator Smax with domains Dmin and
Dmax, respectively. The work of Glazman, Krein and Naimark led to the now named GKN Theorem [16]
which characterizes all self-adjoint extensions of Smin in H, i.e. all self-adjoint realizations of Eq. (1.1).
Theorem 1 (GKN). Let d be the deﬁciency index of Smin. A linear submanifold D(S) of Dmax is the domain of
a self-adjoint extension S of Smin with deﬁciency index d if and only if there exist functions v1, v2, . . . , vd in
Dmax satisfying the following conditions:
(i) v1, v2, . . . , vd are linearly independent modulo Dmin;
(ii) [vi, v j](b) − [vi, v j](a) = 0, i, j = 1, . . . ,d;
(iii) D(S) = {y ∈ Dmax: [y, v j](b) − [y, v j](a) = 0, j = 1, . . . ,d}.
Here [·,·] denotes the Lagrange bracket associated with (1.1). See Section 2 below for deﬁnitions of
the technical terms used here.
The GKN characterization depends on the maximal domain functions v j, j = 1, . . . ,d. These func-
tions depend on the coeﬃcients of the differential equation and this dependence is implicit and
complicated.
When both endpoints are regular this dependence can be eliminated and an explicit character-
ization can be given in terms of two-point boundary conditions involving only solutions and their
quasi-derivatives at the endpoints, see Theorem 6 below. This has the form
C
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠+ D
⎛⎜⎝ y(b)...
y[n−1](b)
⎞⎟⎠=
⎛⎝0..
.
0
⎞⎠ , (1.2)
where the complex n × n matrices C, D satisfy
rank(C ⊕ D) = n, (1.3)
C EC∗ = DED∗, (1.4)
and E is the n × n symplectic matrix given by (3.1) below.
When b is singular such a characterization is not possible, since solutions and their quasi-
derivatives do not, in general, have ﬁnite limits at b and the number of conditions at b depends on
the deﬁciency index d. In the minimal deﬁciency case d = k only boundary conditions at the regular
endpoint a are required.
In the maximal deﬁciency case, d = 2k, the GKN characterization can be made more explicit by
replacing the maximal domain functions v j by a solution basis for any real or complex value of the
spectral parameter λ. In this case all solutions are in Dmax and contribute to the boundary conditions
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which solutions contribute to the singular conditions and which ones do not. It is well known that
k d n = 2k and that all possible values of d in this range occur.
In this paper, under the assumption that for some real value of the spectral parameter λ Eq. (1.1)
has d linearly independent solutions in H, we construct solutions u1, . . . ,um and um+1, . . . ,ud of (1.1)
such that the solutions u j for j > m do not contribute to the boundary conditions at the singular
endpoint b and the solutions u1, . . . ,um do contribute. Thus, in analogy with the celebrated Weyl
limit-point (LP) and limit-circle (LC) cases in the second order, i.e. Sturm–Liouville case, we say that
the solutions u1, . . . ,um are of LC type at b and um+1, . . . ,ud are of LP type at b.
Using the LC solutions u1, . . . ,um we show that the self-adjoint characterization given by (1.2)–
(1.4) holds with the following changes (see Theorem 4 below):
(1) C, D are complex matrices of orders d × n and d ×m, respectively;
(2) rank(C ⊕ D) = d;
(3) C EnC∗ = DEmD∗ where E j is the symplectic matrix of order j given by (3.1);
(4) the vector y(b), y[1](b), . . . is replaced by [y,u1](b), [y,u2](b), . . . , [y,um](b). (These Lagrange
brackets have ﬁnite limits at b.)
This result is similar to a theorem of Sun [34] but with the important difference that Sun’s result
requires that Im(λ) = 0. This is a signiﬁcant difference not only because it is, in general, easier to ﬁnd
explicit solutions for real λ but, more importantly, it yields information about the spectrum of these
self-adjoint operators. We will pursue some spectral consequences in a subsequent paper.
The proof is based on a new decomposition of the maximal domain which has the following form:
Dmax = Dmin  span{z1, . . . , zn} span{u1, . . . ,um},
where u j are the above mentioned LC solutions and the z j are identically zero near the singular end-
point b. And the proof of this decomposition is based on Sun’s result giving a similar decomposition
involving solutions for nonreal values of the spectral parameter.
These decompositions do not follow in any transparent way from the well-known von Neumann
formula for the decomposition of the maximal domain of the adjoint of a symmetric operator in
abstract Hilbert space:
D(A∗) = D(A) Nλ  Nλ, Im(λ) = 0,
but can be viewed as far reaching reﬁnements of the von Neumann formula when applied to the
minimal operator Smin. Note that the condition Im(λ) = 0 is critical in von Neumann’s formula.
In [16] Everitt and Markus also characterize the self-adjoint domains D(S). They obtain a character-
ization for general symmetric expressions M of even and odd order, with real or complex coeﬃcients,
and for both endpoint classiﬁcations: regular and singular. Their characterization is in terms of sym-
plectic spaces and uses symplectic algebra and geometry.
Our characterization, although limited to even-order expressions with real coeﬃcients and one
regular endpoint, is based on solutions and maximal domain functions. We believe it is much more
explicit than theirs, see Theorem 4 below, and that it will lead to obtaining information about the
spectrum of these operators. We have made a start in this direction which will be published in a
subsequent paper. Some spectral information can be extracted from knowledge of solutions for real
values of the spectral parameter λ. For instance, it is well known that if, for some real λ the number
of linearly independent solutions in H is less than the deﬁciency index, then λ is in the essential
spectrum of every self-adjoint realization of M .
Also we hope that our characterization will lead to a canonical form for self-adjoint boundary
conditions such as the well-known form in the second-order case, see formulas (4.2.3), (4.2.4) and
(4.2.7) in [43]. No such canonical representation is known even for regular problems of order n = 4.
The organization of the paper is as follows: Following this introduction in Section 1, we give a basic
review of ﬁrst-order systems and their relationship to higher-order scalar quasi-differential equations
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even order n = 2k, k > 1, the maximal and minimal operators they generate and some basic proper-
ties. The main theorems and their proofs are given in Sections 4 and 5, followed by an extensive, but
not comprehensive, list of references.
2. First-order systems and higher-order scalar equations
In this section we summarize some basic facts about general quasi-differential equations of even
and odd order and real or complex coeﬃcients for the convenience of the reader. For a more com-
prehensive discussion of quasi-differential equations, the reader is referred to [42] and to [9] in the
scalar coeﬃcient case and to [24,18] for the general case with matrix coeﬃcients. In the next section
we specialize these differential expressions to symmetric expressions of even order with real coeﬃ-
cients. These generate symmetric differential operators and it is these operators and their self-adjoint
extensions which are our primary interest in this paper.
Let J = (a,b) be an interval with −∞ a < b ∞ and let n be a positive integer (even or odd).
For a given set S , Mn(S) denotes the set of n × n complex matrices with entries from S .
Let
Zn( J ) :=
{
Q = (qrs)nr,s=1, qr,r+1 = 0 a.e. on J , q−1r,r+1 ∈ Lloc( J ), 1 r  n − 1,
qrs = 0 a.e. on J , 2 r + 1< s n, qrs ∈ Lloc( J ), s = r + 1, 1 r  n − 1
}
. (2.1)
Let Q ∈ Zn( J ). We deﬁne
V0 := {y : J → C, y is measurable} (2.2)
and
y[0] := y (y ∈ V0). (2.3)
Inductively, for r = 1, . . . ,n, we deﬁne
Vr =
{
y ∈ Vr−1: y[r−1] ∈
(
ACloc( J )
)}
, (2.4)
y[r] = q−1r,r+1
{
y[r−1]′ −
r∑
s=1
qrs y
[s−1]
}
(y ∈ Vr), (2.5)
where qn,n+1 := 1, and ACloc( J ) denotes the set of complex-valued functions which are absolutely
continuous on all compact subintervals of J . Finally we set
My = MQ y := in y[n] (y ∈ Vn). (2.6)
The expression M = MQ is called the quasi-differential expression associated with Q . For Vn we also
use the notations V (M) and D(Q ). The function y[r] (0  r  n) is called the rth quasi-derivative
of y. Since the quasi-derivative depends on Q , we sometimes write y[r]Q instead of y[r] .
Remark 1. The operator M : D(Q ) → Lloc( J ) is linear.
The ﬁrst-order vector system Y ′ = Q Y + F and the quasi-differential equation y[n]Q = f are equiv-
alent in the following sense:
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F =
⎛⎜⎜⎝
0
.
.
.
0
f
⎞⎟⎟⎠ .
(i) If Y ∈ (ACloc( J ))n is a solution of
Y ′ = Q Y + F , (2.7)
then there is a unique y ∈ D(Q ) such that
Y =
⎛⎜⎜⎝
y[0]
y[1]
.
.
.
y[n−1]
⎞⎟⎟⎠ (2.8)
and
y[n] = f . (2.9)
(ii) If y ∈ D(Q ) is a solution of (2.9), then
Y =
⎛⎜⎜⎝
y[0]
y[1]
.
.
.
y[n−1]
⎞⎟⎟⎠ ∈ ACloc( J )n (2.10)
and
Y ′ = Q Y + F . (2.11)
Proof. This follows from a straightforward computation, for details see Section 2 in [24]. 
Although we will not make direct use of the next result we state it as an interesting observation.
Corollary 1. For Q ∈ Zn( J ), 1< l < n, let Q l denote the lth primary submatrix of Q . Then Ql ∈ Zl, D(Q ) ⊂
D(Ql) and
y[r]Ql = y
[r]
Q (r = 0, . . . , l − 1; y ∈ Vr),
y[l]Ql = al,l+1 y
[l]
Q (y ∈ Vl).
Proof. This follows directly from (2.4) and (2.5). 
The initial value problem associated with Y ′ = AY + F has a unique solution:
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that
Y ′ = AY + F and Y (α) = C . (2.12)
Proof. See Chapter 1 in [43]. 
From Proposition 2, we immediately infer
Corollary 2. For each f ∈ Lloc(I), each α ∈ J and c0, . . . , cn−1 ∈ C there is a unique y ∈ D(Q ) such that
y[n] = f and y[r](α) = cr (r = 0, . . . ,n − 1). (2.13)
If f ∈ L( J ), J is bounded and all components of Q are in L( J ), then y ∈ AC( J ).
3. Symmetric expressions and their minimal and maximal operators
Symmetric differential expressions generate symmetric differential operators in an appropriate
Hilbert space, in particular the so-called minimal operator. In general this minimal operator is not
self-adjoint but has self-adjoint extensions. These are determined by boundary conditions. The charac-
terization of these boundary conditions, for regular and all singular problems, as explicitly as possible,
is our main goal in this paper. From another perspective these self-adjoint operators can be viewed
as restrictions of the maximal operator. In this section we study the minimal and maximal operators
associated with general symmetric linear ordinary differential expressions in the setting of weighted
Hilbert spaces. For the remainder of this paper we consider differential expressions with real coeﬃ-
cients, of even order,
n = 2k, k > 1,
on an interval J = (a,b), −∞ < a < b ∞, where the endpoint a is regular while the endpoint b
may be singular.
Notation 1. Let Zn( J ,R) denote the matrices Q ∈ Zn( J ) which have real-valued components.
Deﬁnition 1. Let Q ∈ Zn( J ,R) and let M = MQ be deﬁned as in Section 2. Assume that
Q = −E−1Q ∗E, where E = ((−1)rδr,n+1−s)nr,s=1. (3.1)
Then M = MQ is called a symmetric differential expression.
Let w ∈ Lloc( J ) be positive a.e. on J . We consider the Hilbert space
H = L2( J ,w)
with its usual inner product
〈y, v〉w :=
∫
J
yvw.
The maximal and minimal operators associated with a symmetric expression Q and a positive
weight function w in the Hilbert space H are deﬁned as follows:
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pression. Let w ∈ Lloc( J ) be positive a.e. on J . Deﬁne
Dmax =
{
y ∈ L2( J ,w): y ∈ D(Q ), w−1My ∈ L2( J ,w)},
Smax y = w−1My, y ∈ Dmax.
Smin = S∗max,
Dmin = D(Smin). (3.2)
Lemma 1. Let Smin and Smax be deﬁned as above. Then Dmin and Dmax are dense in H, Smin and Smax are
closed operators in H, S∗min = Smax , Smin = S∗max and Smin is a symmetric operator in H.
Proof. This is well known, see [9] or [24]. 
From Deﬁnition 2 and Lemma 1 we see that every self-adjoint extension S of the minimal operator
is ‘between’ the minimal and maximal operators, i.e., we have
Smin ⊂ S = S∗ ⊂ Smax. (3.3)
Thus these self-adjoint operators S are distinguished from one another only by their domains. It is
these domains we will characterize and describe in terms of boundary conditions. This for regular
and singular problems. These boundary conditions are restrictions on the functions in the maximal
domain. Our starting point for this characterization is the Lagrange identity.
Lemma 2 (Lagrange identity). Assume Q ∈ Zn( J ,R) satisﬁes (3.1) and let M = MQ be the corresponding
differential expression. Then for any y, z ∈ D(Q ) we have
zMy − yMz = [y, z]′, (3.4)
where
[y, z] = (−1)k
n−1∑
r=0
(−1)n+1−r z[n−r−1] y[r] = (−1)k(Z∗EY ), (3.5)
Y =
⎛⎜⎜⎝
y
y[1]
.
.
.
y[n−1]
⎞⎟⎟⎠ , Z =
⎛⎜⎜⎝
z
z[1]
.
.
.
z[n−1]
⎞⎟⎟⎠ . (3.6)
Proof. See [9] or [24]. 
Corollary 3. If My = λwy and Mz = λwz, then [y, z] is constant on J . In particular, if λ is real and My =
λwy, Mz = λwz, then [y, z] is constant on J .
Proof. This follows directly from (3.4). Since the coeﬃcients are real, the last statement follows from
the observation that if My = λwy then My = λwy. 
Deﬁnition 3 (Regular endpoints). Let Q ∈ Zn( J ,R), J = (a,b). The expression M = MQ is said to be
regular at a if for some c, a < c < b, we have
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qrs ∈ L(a, c), 1 r, s n, s = r + 1.
Similarly the endpoint b is regular if for some c, a < c < b, we have
q−1r,r+1 ∈ L(c,b), r = 1, . . . ,n − 1;
qrs ∈ L(c,b), 1 r, s n, s = r + 1.
Note that, from (2.1) it follows that if the above hold for some c ∈ J then they hold for any c ∈ J .
We say that M is regular on J , or just M is regular, if M is regular at both endpoints.
Remark 2. In much of the literature when an endpoint of the underlying interval is inﬁnite the prob-
lem is automatically classiﬁed as singular; note that in Deﬁnition 3 the interval J is allowed to be
unbounded. For any J observe that M is regular on any compact subinterval of J . However, in the
rest of this paper we assume that J has the form
J = (a,b), −∞ < a < b ∞,
and that the endpoint a is regular. The endpoint b may be regular or singular, ﬁnite or inﬁnite.
Although we focus on the case when b is singular our results also cover the case when it is regular.
Lemma 3. Suppose M is regular at c. Then for any y ∈ Dmax the limits
y[i](c) = lim
t→c y
[i](c)
exist and are ﬁnite. In particular this holds at any regular endpoint and at each interior point of J . At an
endpoint the limit is the appropriate one-sided limit.
Proof. See [26] or [38]. Although our result is more general than the proof in these references the
same method of proof can be used. 
Following Everitt and Zettl [9] we call the next lemma, the Naimark Patching Lemma or just the
Patching Lemma. Our version of it is more general than that given by Naimark [26] but the method
of proof is the same.
Lemma 4 (Naimark Patching Lemma). Let Q ∈ Zn( J ,R) and assume that M is regular on J . Suppose that
w ∈ L( J ), w > 0 on J . Let α0, . . . ,αn−1, β0, . . . , βn−1 ∈ C. Then there is a function y ∈ Dmax such that
y[r](a) = ar, y[r](b) = βr (r = 0, . . . ,n − 1).
Corollary 4. Let c < d ∈ J and α0, . . . ,αn−1, β0, . . . , βn−1 ∈ C. Then there is a y ∈ Dmax such that y has
compact support in J and satisﬁes:
y[r](c) = αr, y[r](d) = βr (r = 0, . . . ,n − 1).
Proof. The Patching Lemma gives a function y1 on [c,d] with the desired properties. Let c1,d1 with
a < c1 < c < d < d1 < b. Then use the Patching Lemma again to ﬁnd y2 on (c1, c) and y3 on (d,d1)
such that
y[r]2 (c1) = 0, y[r]2 (c) = αr, y[r]3 (d) = βr, y[r]3 (d1) = 0 (r = 0, . . . ,n − 1).
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y(x) :=
⎧⎪⎨⎪⎩
y1(x) for x ∈ [c,d],
y2(x) for x ∈ (c1, c),
y3(x) for x ∈ (d,d1),
0 for x ∈ I \ (c1,d1).
Clearly y has compact support in J . Since the quasi-derivatives at c1, c,d,d1 coincide on both sides,
y ∈ Dmax follows. 
Corollary 5. Let a1 < · · · < ak ∈ J , where a1 and ak can also be regular endpoints. Let α jr ∈ C ( j = 1, . . . ,k;
r = 0, . . . ,n − 1). Then there is a y ∈ Dmax such that
y[r](a j) = α jr ( j = 1, . . . ,k; r = 0, . . . ,n − 1).
Proof. This follows from repeated applications of the previous corollary. 
We see from (3.3) that the domain, D(S), of a self-adjoint operator S is a restriction of the
maximal domain Dmax. How many independent restrictions on Dmax are required? What are these
restrictions? The answer to the ﬁrst question is well known and is given by the deﬁciency index d of
the minimal operator Smin. The second question will be answered below.
Deﬁnition 4. Assume that the endpoint a is regular and Smin is deﬁned as above. Then the deﬁciency
index d of Smin is the number of linearly independent solutions of
My = iwy on J , i = √−1,
which lie in H .
Lemma 5. The number d of linearly independent solutions of
My = λwy on J (3.7)
lying in H is independent of λ ∈ C, provided Im(λ) = 0. The inequalities
k d 2k = n (3.8)
hold. For λ ∈ R, the number of linearly independent solutions of (3.7) is less than or equal to d.
Proof. Observe that, since the coeﬃcients and w are real-valued, My = λwy implies that My = λwy
and y is in H if and only if y is in H . The ﬁrst statement follows from this observation and an
abstract result for symmetric operators in Hilbert space, see Theorem 5, p. 33 in [26].
A proof of the inequalities is given in [42,9]; also the proof given on pages 71–72 in [26] for the
special case special case (of Q ) considered there can be readily adapted to this more general case.
Now we prove that for λ ∈ R, the number of linearly independent solutions of My = λwy is less
than or equal to d. Assume that v1, . . . , vr are linearly independent solutions of (3.7) in H and that
r > d. First observe that there exist r linearly independent real-valued solutions in H . This follows from
the observation that, since the real and imaginary parts of a complex solution are real solutions, each
v j is a linear combination of real solutions. Let u j , j = 1, . . . , r, be linearly independent real solutions
in H . Deﬁne
D = Dmin  span{u j, j = 1, . . . ,d},
Dr = Dmin  span{u j, j = 1, . . . , r}.
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metric domain. Note that the dimensions, modulo Dmin, of D and Dr are d and r, respectively. Let S
and T be the restrictions of the maximal operator Smax to D and Dr, respectively. Then T is a proper
symmetric extension of the self-adjoint operator S. But this is impossible since
S ⊂ T ⊂ T ∗ ⊂ S∗ = S
implies that T = S. This contradiction proves that the number of linearly independent solutions of
My = λwy lying in H, for any real λ is less than or equal to the deﬁciency index d. 
Remark 3. In the second-order case n = 2 with one regular and one singular endpoint d = 1 or d = 2.
This is the celebrated Weyl alternative: d = 1 is the Weyl limit-point (LP) case and d = 2 is the
Weyl limit-circle (LC) case. In an attempt to extend Weyl’s alternative to higher-order problems, Win-
dau [40] for n = 2 and Shin [30–33] for general even order n = 2k, erroneously reached the conclusion
that the only values of d are d = k or d = n. Glazman, see [26], showed that all possible values of d in
(3.8) occur. Simpler examples were later given by Orlov [28] and by Kauffman, Read and Zettl [20]. Al-
though Shin reached the wrong conclusion about the deﬁciency index, he also discovered the general
symmetric expressions discussed in Section 2 above. These were rediscovered by Zettl [42].
Lemma 6. If the number of linearly independent solutions of My = λwy on J lying in H is less than d for some
λ ∈ R, then λ is in the essential spectrum of every self-adjoint extension of Smin. In particular, if the number
of linearly independent solutions of My = λwy on J which lie in H is less than d for every λ ∈ R, then the
essential spectrum of every self-adjoint extension S of Smin is R = (−∞,∞).
Proof. The proofs of this well-known result given in [26] and [39] for a special case extend readily to
the more general case considered here. 
The domain of the minimal operator can be characterized as follows:
Lemma 7. The minimal domain Dmin consists of all functions y ∈ Dmax which satisfy the following two con-
ditions:
(1) y[ j](a) = 0, j = 0,1, . . . ,n − 1.
(2) For all z ∈ Dmax we have
[y, z](b) = 0.
Proof. The proof given in [26] can be readily adapted to this case. 
3.1. The classical and Naimark symmetric forms
The symmetric expressions MQ generated by Q ∈ Zn( J ,R) satisfying (3.1) are much more general
than those studied in the classic book by Naimark [26]. In view of the wide interest in the special case
studied in [26] and to relate these general symmetric expressions to the classical ones for smooth
coeﬃcients studied in Dunford and Schwartz [6], Coddington and Levinson [5] and others, in this
subsection we specialize the matrix Q in order to relate our symmetric expressions to those discussed
in these well-known books for the even-order case.
For suﬃciently smooth real-valued coeﬃcients, the most general symmetric (formally self-adjoint)
differential expressions of order n = 2k, k > 1, have the form [6,26]
My =
k∑
j=0
(
p j y
( j))( j). (3.9)
1610 A. Wang et al. / J. Differential Equations 246 (2009) 1600–1622We are interested in using much weaker conditions, i.e., local Lebesgue integrability, on the coeﬃ-
cients. For this purpose Eq. (3.9) is modiﬁed by using quasi-derivatives y[ j] as follows:
y[ j] = y( j), j = 0,1, . . . ,k − 1,
y[k] = (pk y(k−1))′,
y[k+ j] = (y[k+ j−1])′ + p j y(k− j), j = 1, . . . ,k. (3.10)
The analogue of Eq. (3.9) has the form
My = y[n]. (3.11)
To see that this is a special case of the symmetric equations discussed above choose the matrix
Q as follows: All entries are zero except, possibly, those in positions ( j, j + 1), j = 1, . . . ,2k − 1 and
(n − j, j + 1), j = 0,1, . . . ,k − 1. And q j, j+1 = 1, j = 1, . . . ,2k − 1, j = k, qk,k+1 = 1/pk; qn− j, j+1 =
−p j, j = 0,1, . . . ,k − 1.
To illustrate, we consider the cases n = 4 and n = 6. In these cases Eq. (3.9) takes the forms
My = [(p2 y′′)′ + p1 y′]′ + p0 y (3.12)
and
My = {[(p3 y′′′)′ + p2 y′′]′ + p1 y′}′ + p0 y (3.13)
respectively.
We comment on the form of these equations.
Remark 4. When the coeﬃcients are suﬃciently differentiable, Eqs. (3.12) and (3.13) reduce to the
classical forms
My = (p2 y′′)′′ + (p1 y′)′ + p0 y, (3.14)
My = (p3 y′′′)′′′ + (p2 y′′)′′ + (p1 y′)′ + p0 y. (3.15)
In general, under local integrability conditions on the coeﬃcients, Eqs. (3.12) and (3.13) cannot be
‘strung out’ into the forms (3.14) and (3.15). In his classic book Naimark assumed only local integrabil-
ity conditions and claimed that the classical form holds. This oversight by Naimark has been repeated
in the literature by many authors. For a detailed discussion of this point see Zettl [42] and Everitt
and Zettl [9]. These papers also show that when the coeﬃcients are not required to be differentiable
there are much more general even-order symmetric differential expressions than (3.12) for n = 4 or
(3.13) for n = 6.
4. Decompositions of the maximal domain
In this section and Section 5 we assume that MQ is generated by Q ∈ Zn( J ,R) satis-
fying (3.1), n = 2k, k > 1, the endpoint a is regular while the endpoint b may be singu-
lar. Furthermore we suppose that for some real value of the spectral parameter λ Eq. (3.7)
has d linearly independent solutions in H . Recall that d satisﬁes the inequalities (3.8). We
give the decomposition of the maximal domain and the characterization of all self-adjoint do-
mains.
In 1986 Sun [34] established a fundamental decomposition of the maximal domain and used
it to characterize self-adjoint domains in the intermediate deﬁciency cases. This characterization
A. Wang et al. / J. Differential Equations 246 (2009) 1600–1622 1611depends on solutions in H for nonreal values of λ. According to Lemma 5 there are always d
linearly independent solutions in H for any such λ ∈ C with Im(λ) = 0, where d is the de-
ﬁciency index. In this section we extend this result using real values of the spectral parame-
ter λ. This deepens our understanding of the relationship between the spectrum and the num-
ber of solutions in H for real λ and also gives a simpler characterization of the self-adjoint do-
mains.
Let
a < a1 < b
and determine functions z j ∈ Dmax, j = 1, . . . ,n, such that z j(t) = 0 for t  a1, j = 1, . . . ,n, and
⎛⎜⎜⎝
[z1, z1](a) [z2, z1](a) · · · [zn−1, z1](a) [zn, z1](a)
[z1, z2](a) [z2, z2](a) · · · [zn−1, z2](a) [zn, z2](a)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
[z1, zn](a) [z2, zn](a) · · · [zn−1, zn](a) [zn, zn](a)
⎞⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
0 0 · · · 0 −1
0 · · · 0 1 0
.
.
. · ...
0 −1 0 · · · 0
1 0 · · · 0 0
⎞⎟⎟⎟⎟⎠= E. (4.1)
Such functions exist by the Patching Lemma and the fact that for each i = 1, . . . ,n the values
z[ j]i (a) can be assigned arbitrarily.
Next we state and prove the Sun decomposition theorem [34]:
Theorem 2 (Sun). Let d denote the deﬁciency index and let m = 2d − 2k. Let λ ∈ C, Im(λ) = 0. Then there
exist solutions φ j, j = 1, . . . ,m, of (3.7) such that the m ×m matrix [φi, φ j](b), 1 i, j m, is nonsingular
and
Dmax = Dmin  span{z1, z2, . . . , zn} span{φ1, φ2, . . . , φm}. (4.2)
Proof. The proof given in Sun [34] can be adapted to ﬁt our hypotheses. Here, we just give a brief out-
line of the proof. Let φ1, . . . , φd be d linearly independent solutions of (3.7), and φd+1, φd+2, . . . , φ2d
be d linearly independent solutions of My = λ¯wy.
By Sun’s method, we know that there exist m linearly independent solutions, say φ1, . . . , φm , such
that the m × m matrix [φi, φ j](b), 1  i, j  m, is nonsingular and each φ j ( j = m + 1, . . . ,d,d +
1, . . . ,2d) has a unique representation:
φ j = y j +
n∑
k=1
a jkzk +
m∑
s=1
b jsφs, j =m + 1, . . . ,2d, (4.3)
where y j ∈ Dmin, a jk,b js ∈ C. By the general theory of differential operators [26], any y ∈ Dmax, can
be uniquely written as
y = y0 +
2d∑
j=1
c jφ j, (4.4)
1612 A. Wang et al. / J. Differential Equations 246 (2009) 1600–1622where y0 ∈ Dmin. Substitute (4.3) into (4.4), and note that the uniqueness of the representations of y
and φ j ( j =m + 1, . . . ,2d), imply that
Dmax ⊂ Dmin  span{z1, z2, . . . , zn} span{φ1, φ2, . . . , φm}.
Therefore (4.2) holds. 
The key point of Sun’s theorem is the representation (4.2), which separates the maximal domain,
modulo the minimal domain, into two parts, the part involving the z j ’s is associated with the regu-
lar endpoint a and the other with the singular endpoint b. It is this representation of the maximal
domain which leads to a characterization of all self-adjoint extensions of the minimal operator in the
intermediate deﬁciency index cases. The hypothesis Im(λ) = 0 plays an important role in the proof
given in [34]. One of our main results here is to eliminate this restriction, i.e. to allow real values
of λ. When λ is real there may be fewer than d solutions in H . When the essential spectrum covers
the whole real line, then there are fewer than d linearly independent solutions in H for every real
value of λ. Thus the assumption that there are d linearly independent solutions for some real λ is an
extra hypothesis. Note that if, for some real λ, Eq. (3.7) has d linearly independent solutions in H,
then it has d linearly independent real solutions in H, see the proof of Lemma 6.
Theorem 3. Let d denote the deﬁciency index and let m = 2d − 2k. Assume there exists λ ∈ R such that (3.7)
has d linearly independent real-valued solutions lying in H . Then there exist solutions u j, j = 1, . . . ,m, of
(3.7) lying in H such that the m ×m matrix
U = ([ui,u j](a)), 1 i, j m, (4.5)
is nonsingular and
Dmax = Dmin  span{z1, z2, . . . , zn} span{u1,u2, . . . ,um}. (4.6)
Proof. Let θ1, . . . , θd be d linearly independent real solutions of (3.7) for some real λ. By (4.2) there
exist yi ∈ Dmin and dis, f i j ∈ C such that
θi = yi +
n∑
s=1
diszs +
m∑
j=1
f i jφ j, i = 1, . . . ,d. (4.7)
From this it follows that
([θh, θl](b))1h,ld =
([
m∑
j=1
fhjφ j,
m∑
j=1
fljφ j
]
(b)
)
1h,lm
= F ([φi, φ j](b))1i, jmF ∗, F = ( f i j)d×m. (4.8)
Hence
rank
([θh, θl](b))1h,ld  rank([φi, φ j](b))1i, jm =m. (4.9)
Since θ1, . . . , θd are real-valued solutions of (1.1) for the same real λ, we have([θh, θl](b)) = ([θh, θl](a)) = (−1)k+1GT EnG, (4.10)d×d d×d
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G =
(
θ1(a) · · · θd(a)
· · · · · · · · ·
θ
[n−1]
1 (a) · · · θ [n−1]d (a)
)
.
Since rank En = n and rankG = d, we may conclude that
rank
([θh, θl](b))d×d m.
Hence
rank
([θh, θl](b))d×d =m.
By (4.10), we have
([θh, θl](b))T1h,ld = −([θh, θl](b))1h,ld.
Therefore there exists a nonsingular real matrix P = (pij)d×d such that
P T
([θh, θl](b))1h,ld P = (−1)k+1
⎛⎜⎜⎜⎜⎜⎝
−1
1
· · · 0m×(n−d)
−1
1
0(n−d)×m 0(n−d)×(n−d)
⎞⎟⎟⎟⎟⎟⎠ .
Let
⎛⎝u1..
.
ud
⎞⎠= P T
⎛⎝ θ1..
.
θd
⎞⎠ . (4.11)
Then ui , i = 1, . . . ,d, are linearly independent solutions of (3.7) satisfying
([uh,ul](b))1h,ld = (−1)k+1
⎛⎜⎜⎜⎜⎜⎝
−1
1
· · · 0m×(n−d)
−1
1
0(n−d)×m 0(n−d)×(n−d)
⎞⎟⎟⎟⎟⎟⎠ . (4.12)
Clearly the m ×m matrix U = ([uh,ul](b))m×m is nonsingular.
By (4.11) and (4.8), we have
([uh,ul](b))1h,lm = (P1F )([φi, φ j](b))1i, jm(P1F )∗, P1 = (pij)T1id,1 jm.
Hence P1F = M = (mij)m×m is nonsingular.
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u j =
d∑
i=1
pijθi
=
d∑
i=1
pij
(
yi +
n∑
s=1
diszs +
m∑
s=1
f isφs
)
=
d∑
i=1
pij yi +
d∑
i=1
n∑
s=1
pijdiszs +
d∑
i=1
m∑
s=1
pij f isφs
=
d∑
i=1
pij yi +
d∑
i=1
n∑
s=1
pijdiszs +
m∑
s=1
mjsφs, j = 1, . . . ,m.
Therefore we have unique solutions
φ j = y˜ j +
n∑
i=1
b˜ ji zi +
m∑
s=1
c˜ jsus, j = 1, . . . ,m, (4.13)
where y˜ j ∈ Dmin, b˜ ji, c˜ js ∈ C.
Substituting φ j deﬁned by (4.3) of decomposition Theorem 2 by (4.13), we conclude that
Dmax = Dmin  span{z1, z2, . . . , zn} span{u1,u2, . . . ,um}.
Thus in terms of the solutions of (3.7) for some real λ we establish the decomposition of the maximal
domain (4.6). 
Remark 5. If d = k, m = 2d − 2k = 0, then the term involving the θ j drops out in (4.6) and there
is no boundary condition at the singular endpoint b required or allowed. This is the higher-order
analogue of the Weyl limit-point case at b for second-order Sturm–Liouville problems. In this case all
self-adjoint extensions of Smin are determined by boundary conditions at the regular endpoint a only.
From the proof of Theorem 3, we have the following corollary.
Corollary 6. Let d denote the deﬁciency index and let m = 2d − 2k. Assume there exists λ ∈ R such that
(3.7) has d linearly independent solutions lying in H . Then there exist d linearly independent real solutions
u1, . . . ,ud of (3.7) for this λ satisfying the following three conditions:
(1) The m ×m matrix
U = ([ui,u j](a)), 1 i, j m,
is given by
U = (−1)k+1
⎛⎜⎜⎜⎝
0 0 0 0 −1
0 0 0 1 0
· · · · · · · · · · · · · · ·
0 −1 0 0 0
1 0 0 0 0
⎞⎟⎟⎟⎠
m×m
and is therefore nonsingular.
A. Wang et al. / J. Differential Equations 246 (2009) 1600–1622 1615(2) For every y ∈ Dmax we have
[u j, y](b) = 0, for j =m + 1, . . . ,d.
(3) [ui,u j](a) = [ui,u j](b) = 0, for i = 1, . . . ,d; j =m + 1, . . . ,d.
Proof. Part (1) follows from (4.12).
For part (2), by the decomposition Theorem 3, any y ∈ Dmax, can be uniquely written as
y = y˜0 +
n∑
s=1
d˜szs +
m∑
i=1
ciui, (4.14)
where y˜0 ∈ Dmin, d˜s, ci ∈ C. By (4.13) we have
[ui,u j](b) = 0, i = 1, . . . ,m, j =m + 1, . . . ,d,
and the conclusion follows.
Part (3) follows from the fact that all u j are real solutions of (3.7) for the same real λ. 
Given d linearly independent real solutions of (3.7) lying in H, Theorem 3 selects m of these
such that the m ×m matrix U is nonsingular. We will see below that these solutions can be used to
characterize the self-adjoint boundary conditions at the singular endpoint. In the intermediate cases
when k < d < 2k, since m = 2d − 2k implies that d − m = 2k − d > 0, Corollary 6 shows that the
remaining d −m solutions play no role in determining the singular boundary conditions.
Deﬁnition 5. We say that the solutions u1, . . . ,um are of limit-circle (or LC) type at b and
um+1, . . . ,ud are of limit-point (or LP) type at b.
Remark 6. Deﬁnition 5 is motivated by the fact that, just as in the Sturm–Liouville case, the LC
solutions contribute to the singular self-adjoint boundary conditions while the LP solutions do not.
If d = n then all solutions u j, j = 1, . . . ,d, are LC solutions; whereas if d = k then all solutions u j,
j = 1, . . . ,d, are LP solutions.
Note that in the intermediate deﬁciency cases, k < d < 2k, when the solutions u1, . . . ,um,um+1,
. . . ,ud which lie in H are completed to a full bases of solutions of My = λwy: u1, . . . ,um,um+1, . . . ,
ud,ud+1, . . . ,un the solutions ud+1, . . . ,un are not in H by Lemma 6. Thus there are three classes of
solutions: those not in H and those in H are categorized into two disjoint classes, LP and LC.
5. Characterization of all self-adjoint domains
Based on Theorem 3 we can give a characterization of all self-adjoint domains in terms of real-
valued solutions of (3.7) for real λ.
Theorem 4. Let the hypotheses and notation of Theorem 3 hold. Then a linear submanifold D(S) of Dmax is the
domain of a self-adjoint extension S of Smin if and only if there exist a complex d × n matrix A and a complex
d ×m matrix B such that the following three conditions hold:
(1) The rank(A ⊕ B) = d.
(2) AEn A∗ = BEmB∗ .
(3) D(S) =
⎧⎪⎨⎪⎩y ∈ Dmax: A
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠+ B
⎛⎜⎝ [y,u1](b)...
[y,um](b)
⎞⎟⎠=
⎛⎝0..
.
0
⎞⎠
⎫⎪⎬⎪⎭ . (5.1)
In (2) E j is the symplectic matrix (3.1) of order j.
1616 A. Wang et al. / J. Differential Equations 246 (2009) 1600–1622Proof. Necessity. Let D(S) be the domain of a self-adjoint extension S of Smin. By the GKN Theorem,
there exist v1, . . . , vd ∈ Dmax satisfying the conditions (i)–(iii) of Theorem 1. By Theorem 3, each vi
can be uniquely written as
vi = ŷi +
n∑
s=1
τis zs +
m∑
j=1
ei ju j, (5.2)
where ŷi ∈ Dmin, τi j, ei j ∈ C. From (3.5), we have
([y, v j](a))d×1 = (−1)kV ∗En
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠ ,
where
V ∗ =
( v1(a) · · · v[n−1]1 (a)· · · · · · · · ·
vd(a) · · · v[n−1]d (a)
)
,
([y, vi](b))d×1 =
([
y, yi +
n∑
s=1
τis zs +
m∑
j=1
ei ju j
]
(b)
)
d×1
= (e¯i j)d×m
([y,u j](b))m×1.
Let
A = (−1)k+1V ∗En, B = (e¯i j)d×m.
Hence the boundary condition (iii) is equivalent to part (3) of Theorem 4.
Next we prove that A, B satisfy the conditions (1) and (2) of Theorem 4.
Clearly rank(A ⊕ B) d. If rank(A ⊕ B) < d, then there exist constants h1, . . . ,hd , not all zero, such
that
(h1 · · ·hd)(A ⊕ B) = 0. (5.3)
Hence (h1 · · ·hd)A = (−1)k+1(h1 · · ·hd)V ∗En = 0. Note that since E is nonsingular, we have
V
⎛⎝ h¯1..
.
h¯d
⎞⎠= 0.
Let g =∑di=1 h¯i vi , then ⎛⎜⎝ g(a)...
g[n−1](a)
⎞⎟⎠= V
⎛⎝ h¯1..
.
h¯d
⎞⎠= 0. (5.4)
From (5.2), we obtain
g =
d∑
i=1
h¯i yi +
d∑
i=1
n∑
s=1
h¯iτis zs +
d∑
i=1
m∑
j=1
h¯iei ju j .
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g =
d∑
i=1
h¯i yi +
d∑
i=1
n∑
s=1
h¯iτis zs.
For any y ∈ Dmax, we obtain
[g, y](b) = 0. (5.5)
By (5.4) and (5.5) we have g ∈ Dmin. This contradicts the fact that the functions v1, v2, . . . , vd are
linearly independent modulo Dmin. Therefore rank(A ⊕ B) = d.
Now we verify part (2). By (5.2), we have
[vi, v j](b) =
[
m∑
k=1
eikuk,
m∑
s=1
e jsus
]
(b) =
m∑
k=1
m∑
s=1
eike js[uk,us](b) (i, j = 1, . . . ,d).
So ([vi, v j](b))Td×d = BU T B∗ = (−1)k BEmB∗,
where the matrix U is deﬁned in Corollary 6. Note that (En)∗ = −En, (En)−1 = −En, and A =
(−1)k+1V ∗En and we have
([vi, v j](a))Td×d = (−1)kV ∗EnV = (−1)kV ∗EnE−1n EnV
= (−1)k(V ∗En)(−En)
(−(En)∗V )= (−1)k AEn A∗.
Hence condition (ii) of Theorem 1 becomes
AEn A
∗ = BEmB∗.
Suﬃciency. Let the matrices A and B satisfy the conditions (1) and (2). We prove that D(S) deﬁned
by (3) is the domain of a self-adjoint extension S of Smin.
Let
B = (bij)d×m, (−1)k+1En A∗ = (ρi j)n×d, (5.6)
wi =
m∑
j=1
biju j, i = 1, . . . ,d. (5.7)
By the Naimark Patching Lemma, we may choose functions v1, . . . , vd in Dmax such that
v[i−1]j (a) = ρi j, v[ j−1]i (a1) = w[ j−1]i (a1),
and
vi(x) = wi(x), x a1, (5.8)
where a < a1 < b, i = 1, . . . ,d, j = 1, . . . ,n.
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−A
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠= (−1)k(ρi j)∗En
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠=
⎛⎜⎝ [y, v1](a)...
[y, vd](a)
⎞⎟⎠ .
By (5.7) and (5.8), we obtain
B
⎛⎜⎝ [y,u1](b)...
[y,um](b)
⎞⎟⎠=
⎛⎜⎝ [y,
∑m
j=1 b1 ju j](b)
.
.
.
[y,∑mj=1 bdju j](b)
⎞⎟⎠=
⎛⎜⎝ [y, v1](b)...
[y, vd](b)
⎞⎟⎠ .
Therefore the boundary condition (3) becomes the boundary condition (iii), i.e.,
[y, vi](b) − [y, vi](a) = 0, i = 1, . . . ,d.
It remains to show that vi , i = 1, . . . ,d, satisfy the conditions (i) and (ii) of Theorem 1.
The condition (i) holds. If not, then there exist constants c1, . . . , cd , not all zero, such that
γ =
d∑
i=1
ci vi ∈ Dmin.
Hence ⎛⎜⎝ γ (a)...
γ [n−1](a)
⎞⎟⎠= (ρi j)n×d
⎛⎝ c1..
.
cd
⎞⎠= (−1)k+1En A∗
⎛⎝ c1..
.
cd
⎞⎠=
⎛⎝0..
.
0
⎞⎠ .
Since En is nonsingular, we conclude that
(c1 · · · cd)A = 0.
By (5.7) and (5.8) we have
γ (x) =
d∑
i=1
ci vi(x) =
d∑
i=1
ci
m∑
j=1
biju j(x), x a1.
Since γ ∈ Dmin, it follows that [γ , y](b) = 0 for any y ∈ Dmax. So
(0 · · ·0) = ([γ ,u1](b) · · · [γ ,um](b))= (c1 · · · cd)(bij)d×mU .
Since U is nonsingular, we have (c1 · · · cd)B = 0. Hence
(c1 · · · cd)(A ⊕ B) = 0.
This contradicts the fact that rank(A ⊕ B) = d.
Next we show that (ii) holds. By (5.7) and (5.8) we have
[vi, v j](b) =
[
m∑
bisus,
m∑
b jkuk
]
(b) =
m∑ m∑
bisb jk[us,uk](b).s=1 k=1 s=1 k=1
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Moreover,
([vi, v j](a))Td×d = (−1)k(ρi j)∗En(ρi j)n×d = (−1)k AEn A∗.
Therefore ([vi, v j]ba)T = (−1)k BEmB∗ − (−1)k AEn A∗ = 0.
By Theorem 1, we conclude that D(S) is a self-adjoint domain. 
Remark 7. From Theorem 4, we see that if we assume that Eq. (3.7) has d linearly independent real
solutions in H for some real λ, then we can construct d solutions of (3.7) such that the LC solutions
u1, . . . ,um can be used to characterize the self-adjoint boundary conditions at the singular endpoint,
while the remaining d − m LP solutions um+1, . . . ,ud do not contribute to the singular boundary
conditions. In fact, for any y ∈ Dmax, we have [y,u j](b) = 0, j = m + 1, . . . ,d. As we will show in a
subsequent paper this classiﬁcation of solutions as limit-point (LP) or limit-circle (LC) has implications
in the spectral analysis of these self-adjoint operators.
Remark 8. In the minimal deﬁciency case when d = k, since m = 2d − 2k = 0, the term involving the
u j, j = 1, . . . ,m, in (5.1) drops out and there is no boundary condition at the singular endpoint b
required or allowed. This is the higher-order analogue of the Sturm–Liouville limit-point case at b
and there are only self-adjoint conditions at the regular endpoint a. In this case [y,u j](b) = 0 for all
j = 1, . . . ,m and all y ∈ Dmax. Then Theorem 4 reduces to the self-adjoint boundary conditions:
A
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠=
⎛⎝0..
.
0
⎞⎠ ,
where A satisﬁes
rank A = d and AEn A∗ = 0.
Next we specialize to the maximal deﬁciency case.
Theorem 5. Assume that d = 2k = n, i.e. we have the limit-circle case. Then (5.1) holds with A and B square
matrices, both of order n, and reduces to the following self-adjoint boundary conditions:
A
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠+ B
⎛⎜⎝ [y,u1](b)...
[y,un](b)
⎞⎟⎠=
⎛⎝0..
.
0
⎞⎠ , (5.9)
where A, B satisfy rank(A ⊕ B) = n and
AE A∗ = BEB∗, (5.10)
and the symplectic matrix E is given by (3.1).
1620 A. Wang et al. / J. Differential Equations 246 (2009) 1600–1622Proof. By Theorem 3, there exist n linearly independent real solutions of (3.7) such that
([ui,u j](a))1i, jn=(−1)k+1
⎛⎜⎜⎜⎝
0 0 0 0 −1
0 0 0 1 0
· · · · · · · · · · · · · · ·
0 −1 0 0 0
1 0 0 0 0
⎞⎟⎟⎟⎠
n×n
= (−1)k+1En.
Then in the proof of Theorem 4, we use (−1)k+1En to replace the matrix U T , and the conclusion
follows. 
We now specialize to the case when b is regular.
Theorem 6. Assume that d = 2k = n. If b is regular then (5.1) reduces to the familiar regular self-adjoint
boundary conditions:
C
⎛⎜⎝ y(a)...
y[n−1](a)
⎞⎟⎠+ D
⎛⎜⎝ y(b)...
y[n−1](b)
⎞⎟⎠=
⎛⎝0..
.
0
⎞⎠ , (5.11)
where C, D satisfy rank(C ⊕ D) = n and
C EC∗ = DED∗, (5.12)
and the symplectic matrix E is given by (3.1).
Proof. When d = n and b is regular, for matrices An×n and Bn×n determined by Theorem 4, we let
C = A and D = (−1)k BÛ En , where
Û =
(u1(b) · · · u[n−1]1 (b)· · · · · · · · ·
un(b) · · · u[n−1]n (b)
)
,
then the conclusion follows.
In fact, when b is regular, then in Theorem 4, we have
⎛⎜⎝ [y, v1](b)...
[y, vn](b)
⎞⎟⎠= B
⎛⎜⎝ [y,u1](b)...
[y,un](b)
⎞⎟⎠= (−1)k BÛ E
⎛⎜⎝ y(b)...
y[n−1](b)
⎞⎟⎠= D
⎛⎜⎝ y(b)...
y[n−1](b)
⎞⎟⎠ ,
and
([vi, v j](b))Tn×n = BU T B∗ = (−1)k BÛ EÛ∗B∗ = (−1)kDED∗.
So by Theorem 4, we may complete the proof. 
For other related work, see [1–4,7,8,10–15,17,19,21–23,25,27,29,35–37,41].
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