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HELDA
Symbolisk integrering innebär att hitta den obestämda integralen till en given funktion f , dvs. att
hitta en sådan funktion g att
g(x) =
∫
f(x)dx.
Den här avhandlingen behandlar det specialfall där integranden f är en rationell funktion, vilket
betyder att f kan skrivas som kvoten av två polynom.
I kapitel 2 introduceras den grundläggande algebra som vi behöver. I kapitel 3 stiftar vi bekantskap
med Euklides algoritm för att hitta den största gemensamma delaren, samt utvecklar algoritmer för
lösning av diofantiska ekvationer och uppdelning i partialbråk. I kapitel 4 deﬁnierar vi resultanten
av två polynom.
Kapitel 5 behandlar kvadratfri faktorisering av polynom, och vi bevisar Yuns algoritm för kvadratfri
faktorisering. I kapitel 6 tar vi in diﬀerentialalgebraiska begrepp och använder hermitesk reduktion
för att skriva om integralen av en godtycklig rationell funktion i en rationell och en logaritmisk del.
I kapitel 7 inför vi logaritmiska och algebraiska utvidgningar och beräknar den logaritmiska delen
av integralen med Rothstein-Tragers metod. Resultaten sammanfattas i en deterministisk algoritm
för symbolisk integrering av rationella funktioner.
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1 Inledning
Symbolisk integrering innebär att hitta den obestämda integralen till en given
funktion f , dvs. att hitta en sådan funktion g att
g(x) =
∫
f(x)dx.
Den moderna integralkalkylens grunder lades i slutet av 1600-talet när Newton
och Leibniz utvecklade diﬀerentialkalkylen. Under 1800-talet undersökte Liou-
ville och Abel m.ﬂ. symbolisk integrering av elementära funktioner. Bl.a. bevisa-
de Liouville att det ﬁnns elementära funktioner vars integraler inte kan uttryckas
med enbart elementära funktioner. Avbildningen ex
2
är ett klassiskt exempel på
en sådan funktion.
Letandet efter integralfunktionen grundade sig länge enbart på heuristiska
metoder. Med hjälp av olika lösningsmönster, formler och tabeller försökte man
omforma funktionen till en annan funktion vars integral man kände till för att
på så sätt erhålla svaret, ofta dessutom mycket snabbt och eﬀektivt.
Existensen av en deterministisk algoritm för att dels avgöra om en god-
tycklig elementär funktion har en elementär integralfunktion, dels ﬁnna denna
integralfunktion, gäckade matematikerna under stora delar av 1900-talet. Till
slut lyckades Risch beskriva och bevisa en sådan algoritm år 1970. Under senare
år har teorin fördjupats och metoderna vidareutvecklats av Rothstein, Trager,
Lazard, Rioboo, Davenport, Bronstein och många andra.
Den här avhandlingen behandlar det specialfall där integranden f är en
rationell funktion, vilket betyder att f kan skrivas som kvoten av två polynom.
I kapitel 2 deﬁnierar vi grundläggande algebraiska begrepp. I kapitel 3 ut-
vecklar vi algoritmer för bestämning av största gemensamma delaren, lösning
av diofantiska ekvationer och uppdelning i partialbråk. Kapitel 4 behandlar re-
sultanter, som ger ett sätt att avgöra om två polynom har gemensamma rötter
eller inte.
I kapitel 5 bevisar vi Yuns algoritm för kvadratfri faktorisering av polynom.
I kapitel 6 tar vi första steget mot en algoritm för symbolisk integrering av
rationella funktioner genom att omvandla integralfunktionen med hermitesk re-
duktion. Slutligen bevisar vi i kapitel 7 Rothstein-Tragers algoritm, som utgör
sista steget i integreringsalgoritmen.
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2 Deﬁnitioner och grundläggande begrepp
I det här kapitlet deﬁnierar vi de algebraiska begrepp som vi kommer att behöva
i senare kapitel. För en mer djupgående framställning och behandling, se t.ex.
[3] eller [5].
En algebraisk struktur är en n-tupel bestående av en eller ﬂera mängder och
en eller ﬂera operatorer som uppfyller vissa axiom och som är deﬁnierade för
elementen i mängderna.
Exempel 2.1. (Z,+) är en struktur med heltalen Z och additionsoperatorn +.
En binär operator ◦ på en mängdM är en funktionM×M →M . Operatorn
kan ha en rad intressanta egenskaper:
• Associativitet: a ◦ (b ◦ c) = (a ◦ b) ◦ c för alla a, b, c ∈M .
• Kommutativitet: a ◦ b = b ◦ a för alla a, b ∈M .
• Existens av ett neutralt element: Det ﬁnns ett sådant element e ∈ M att
e ◦ a = a ◦ e = a för alla a ∈M .
Strukturerna får olika namn beroende på vilka villkor som uppfylls.
Deﬁnition 2.2.
• En semigrupp är en struktur (M, ◦) där ◦ :M ×M →M är associativ.
• En monoid är en struktur (M, ◦, e) där (M, ◦) är en semigrupp och det
ﬁnns ett neutralt element e ∈M .
• En grupp är en struktur (M, ◦, , e) där (M, ◦, e) är en monoid och den
s.k. inversoperatorn  :M →M uppfyller villkoret
a ◦ (a) = (a) ◦ a = e för alla x ∈M.
• En abelsk grupp, eller kommutativ grupp, är en struktur (M, ◦, , e) där
(M, ◦, , e) är en grupp och operatorn ◦ är kommutativ.
Exempel 2.3. Strukturen (Z,+) i exempel 2.1 är en abelsk grupp. Det neutrala
elementet för addition är 0 och den additiva inversen betecknas−a för alla a ∈ Z.
För två binära operatorer +, · : M ×M → M deﬁnierar vi distributivitets-
egenskapen
a · (b+ c) = a · b+ a · c och (b+ c) · a = b · a+ c · a för alla a, b, c ∈M.
Deﬁnition 2.4. En ring är en struktur (R,+, ·, 0, 1) där (R,+, 0) är en abelsk
grupp, (R, ·, 1) är en semigrupp och operatorn · distribuerar över operatorn +.
Om operatorn · är kommutativ så är ringen kommutativ.
Exempel 2.5. Mängden av kontinuerliga funktioner deﬁnierade i det reella
intervallet [a, b],
C[a, b] = {f : [a, b]→ R : f kontinuerlig},
är en ring då vi deﬁnierar addition och multiplikation av två funktioner punktvis:
(f + g)(x) = f(x) + g(x), (fg)(x) = f(x)g(x) för alla x ∈ [a, b].
Funktionerna f(x) = 0 för alla x ∈ [a, b] och f(x) = 1 för alla x ∈ [a, b] är de
neutrala elementen för addition respektive multiplikation.
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Deﬁnition 2.6. Ett nollskilt element a i en ring R är en nolldelare om det
ﬁnns ett sådant nollskilt b ∈ R att
ab = 0 eller ba = 0.
Deﬁnition 2.7. En heltalsring, eller ett integritetsområde, är en ring som är
kommutativ och saknar nolldelare.
Exempel 2.8. Mängderna Z,Q,R och C är heltalsringar. Nolldelarfriheten in-
nebär att produkten av två tal är 0 endast om åtminstone den ena faktorn är 0.
Mängden Z8, som består av alla heltal modulo 8, är inte en heltalsring eftersom
t.ex. 2 · 4 = 0 i Z8.
Deﬁnition 2.9. Ett element u i en ring R är en enhet om det har en multipli-
kativ invers, dvs. det ﬁnns ett sådant v ∈ R att uv = 1.
Deﬁnition 2.10. En kropp är en ring där varje nollskilt element är en enhet i
ringen.
Exempel 2.11. Enheterna i Z är 1 och −1. Mängden Q är en kropp eftersom
a−1 ∈ Q gäller för varje nollskilt a ∈ Q.
Deﬁnition 2.12. För elementen a, b i en heltalsring R säger vi att a är delbart
med b om det ﬁnns ett sådant element c ∈ R att a = bc. Vi betecknar då b | a
och säger också att b delar a och att a är en multipel av b.
Deﬁnition 2.13. Låt R vara en heltalsring och a, b, c ∈ R. Elementet c är en
största gemensamma delare (sgd) till a och b om följande villkor uppfylls:
1. c | a och c | b,
2. om d ∈ R och d | a samt d | b, så gäller d | c.
Deﬁnition 2.14. Elementen a och b i en heltalsring R är associerade om det
ﬁnns en enhet u ∈ R så att a = ub.
En största gemensamma delare behöver inte existera eller vara unik  t.ex.
är både 7 och −7 största gemensamma delare till 21 och 35 i Z. De största
gemensamma delarna är dock sinsemellan associerade med varandra, och för
att deﬁniera en entydig största gemensamma delare kan vi dela upp elementen
i en heltalsring i associationsklasser och enligt något villkor deﬁniera ett s.k.
enhetsnormalt element i varje klass. T.ex. är {0}, {1,−1}, {2,−2}, . . . associa-
tionsklasserna i Z och vi väljer de naturliga talen N som enhetsnormala.
Deﬁnition 2.15. Låt R vara en heltalsring med enhetsnormala element valda
och a, b, c ∈ R. Om c är enhetsnormalt och en största gemensamma delare till
a och b säger vi att c är den enhetsnormala största gemensamma delaren till a
och b och betecknar c = sgd(a, b).
När vi i fortsättningen talar om den största gemensamma delaren i bestämd
form avser vi underförstått den enhetsnormala största gemensamma delaren.
Exempel 2.16. I Z gäller sgd(21, 35) = 7.
Deﬁnition 2.17. Två element a och b i en heltalsring R är relativt prima om
deras största gemensamma delare är 1.
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Deﬁnition 2.18. Låt R vara en heltalsring med enhetsnormala element valda.
För varje element a ∈ R är normaldelen n(a) det enhetsnormala elementet i
den associationsklass som innehåller a. För varje nollskilt element a ∈ R är
enhetsdelen u(a) den enhet för vilken a = u(a)n(a).
Deﬁnition 2.19. Låt R vara en heltalsring och p ∈ R ett nollskilt element som
inte är en enhet.
1. p är reducibelt om det ﬁnns sådana a, b ∈ R som inte är enheter och för
vilka gäller att p = ab. Annars är p irreducibelt.
2. p är ett primelement om p | (ab) implicerar p | a eller p | b för alla a, b ∈ R.
Enheter är varken reducibla eller irreducibla.
Deﬁnition 2.20. En EF-ring (ring med entydig faktorisering) är en heltalsring
R där varje nollskilt element a ∈ R på ett entydigt sätt, bortsett från faktorernas
ordning och multiplikation med enheter, kan skrivas som en produkt av en enhet
och irreducibla element, dvs. a = upe11 · · · penn där u är en enhet, ei ∈ N och pi
är irreducibelt för alla 1 ≤ i ≤ n.
Exempel 2.21. Z är en EF-ring och 12 = 22 ·3 = (−1)·22 ·(−3) är faktorisering-
ar av talet 12 i irreducibla faktorer. I en EF-ring sammanfaller primelementen
med de irreducibla elementen. I Z utgörs de av de välbekanta primtalen och
deras additiva inverser, dvs. ±2,±3,±5, . . ..
På samma sätt som vi valde en unik största gemensamma delare deﬁnierar
vi den unika, enhetsnormala faktoriseringen av ett element.
Deﬁnition 2.22. Låt R vara en EF-ring med enhetsnormala element valda.
Faktoriseringen av ett element a i irreducibla faktorer, a = u(a)pe11 · · · pe
n
n , är en
enhetsnormal faktorisering om varje element pi är enhetsnormalt och irreduci-
belt och ei > 0 för alla 1 ≤ i ≤ n, och pi 6= pj när i 6= j.
Exempel 2.23. Alla heltalsringar är inte EF-ringar och sgd existerar inte nöd-
vändigtvis för två godtyckliga element i en heltalsring. Betraktar vi t.ex. hel-
talsringen Z[
√−5] = {a+ b√−5 : a, b ∈ Z}, så existerar inte sgd(6, 2 + 2√−5),
och 6 = 2 · 3 = (1 + √−5)(1 − √−5) är olika faktoriseringar av ett element i
irreducibla faktorer. I en EF-ring ﬁnns däremot sgd alltid, vilket följande sats
visar.
Sats 2.24. I en EF-ring R existerar alltid sgd(a, b) för två element a, b ∈ R
varav åtminstone det ena är nollskilt.
Bevis. Antag först att både a och b är nollskilda och låt de enhetsnormala
faktoriseringarna av a och b vara
a = u(a)pe11 · · · penn och b = u(b)qf11 · · · qfmm . (1)
Låt r1 . . . rl vara de unika elementen i mängden {p1, . . . , pn, q1, . . . qm}. Faktori-
seringarna av a och b kan nu skrivas i formen
a = u(a)
l∏
1
rgii och b = u(b)
l∏
1
rhii ,
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där vissa gi och hi kan vara 0. Vi bestämmer nu c = sgd(a, b) genom att välja
c =
l∏
1
r
min(gi,hi)
i .
Antag sedan att a 6= 0, b = 0. Då ser vi från (1) att
sgd(a, b) =
n∏
1
peii .
Om a = 0, b 6= 0 gäller på motsvarande sätt
sgd(a, b) =
m∏
1
qfii .
Vid sidan av heltalen, som vi använt oss mycket av i exemplen så här långt,
utgör polynomen en viktig mängd som vi nu ger en formell deﬁnition på.
Deﬁnition 2.25. Ett polynom a är en ändlig följd (a0, . . . , an) av element i en
kommutativ ring R för något n ∈ N. Vi betecknar
a =
n∑
i=0
aix
i = a0 + a1x+ · · ·+ an−1xn−1 + anxn.
Mängden av envariabelpolynom med koeﬃcienter i R, dit a alltså hör, betecknar
vi R[x]. Polynomets grad deg(a) är det största n ∈ N för vilket an 6= 0. Den
motsvarande koeﬃcienten an kallar vi den ledande koeﬃcienten och betecknar
lc(a). Polynom med 1 som ledande koeﬃcient kallas moniska.
För mängden polynom R[x] med koeﬃcienter i en EF-ring R deﬁnierar vi
polynomen med enhetsnormala ledande koeﬃcienter som enhetsnormala. I Z[x]
är nollpolynomet och alla polynom med positiva ledande koeﬃcienter enhetsnor-
mala. I Q[x] är nollpolynomet och de moniska polynomen enhetsnormala, och
normaldelen för ett polynom a är således n(a) = a/ lc(a) och enhetsdelen är
u(a) = lc(a).
Deﬁnition 2.26. Den största gemensamma delaren till koeﬃcienterna i ett
nollskilt polynom f över en EF-ring R kallas kontentan av f och betecknas
cont(f). Polynomet f är primitivt om det är enhetsnormalt och cont(f) = 1.
En klassisk sats av Gauss visar att varje polynom kan skrivas som en produkt
av irreducibla faktorer. Se t.ex. [5] 5.4 eller [6] 6.2 för ett bevis.
Sats 2.27. Om R är en EF-ring, så är också polynomringen R[x] en EF-ring.
Deﬁnition 2.28. En icke-tom delmängd I av en kommutativ ring R är ett ideal
om följande villkor uppfylls:
(i) a+ b ∈ I för alla a, b ∈ I,
(ii) ar ∈ I för alla a ∈ I och r ∈ R.
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Ett ideal I är alltså slutet under addition och slutet under multiplikation med
vilket som helst element i R. Därför måste ett ideal som innehåller n element
a1, . . . , an innehålla samtliga linjärkombinationer av dessa element. Vi skriver
I = 〈a1, . . . , an〉 = {a1r1 + · · ·+ anrn : ri ∈ R}
och säger att elementen a1, . . . , an genererar idealet I.
Exempel 2.29. I Z är delmängden
〈n〉 = {nr : r ∈ Z}
för ett ﬁxerat heltal n ∈ Z ett ideal. T.ex. består idealet 〈12〉 av alla heltal som
är delbara med 12, dvs. 〈12〉 = {0,±12,±24, . . .}.
Exempel 2.30. I Q[x] är delmängden
〈p(x)〉 = {p(x) · a(x) : a ∈ Q[x]}
för ett ﬁxerat polynom p ∈ Q[x] ett ideal. T.ex. består idealet 〈x − α〉 för ett
ﬁxerat α ∈ Q av alla polynom över Q som har x − α som en faktor, dvs. alla
sådana polynom a ∈ Q[x] att a(α) = 0.
Deﬁnition 2.31. Ett ideal I i en kommutativ ring R kallas principalideal om
I är genererat av ett enda element a ∈ R, dvs. I = 〈a〉.
Deﬁnition 2.32. En heltalsring R är en principalring om varje ideal i R är ett
principalideal.
Elementen i en principalring har alltid en entydig faktorisering i primele-
ment, dvs. varje principalring är en EF-ring (se t.ex. [5] 3.8 för ett bevis).
Sats 2.33. Varje principalring är en EF-ring.
Vi deﬁnierar nu den euklidiska ringen  en algebraisk struktur som i många
avseenden fungerar bra som generalisering av heltalen Z och polynomen med
rationella koeﬃcienter Q[x] och därför lämpar sig väl som struktur när vi i
följande kapitel behandlar Euklides algoritm och andra algoritmer som behövs
vid integrering av rationella funktioner.
Deﬁnition 2.34. En euklidisk ring är en heltalsring R med en värdering v :
R→ N för vilka följande villkor uppfylls:
1. För alla nollskilda element a, b ∈ R gäller v(ab) ≥ v(a).
2. För alla element a, b ∈ R med b nollskilt ﬁnns sådana element q, r ∈ R att
a = bq+ r, där antingen r = 0 eller v(r) < v(b) gäller. (Euklidisk division)
q och r kallas kvoten respektive resten. Vi deﬁnierar dessutom kvotfunktio-
nen quo(a, b) = q och restfunktionen rem(a, b) = r. Märk att kvot- och rest-
funktionerna allmänt betraktat inte är väldeﬁnierade eftersom olika elementpar
q och r kan uppfylla ekvationen a = bq + r. För att göra kvoten och resten
entydiga väljer man vanligen ett tilläggsvillkor. I Z kan vi t.ex. kräva att r och
a har samma tecken.
Exempel 2.35. Mängden Z är en euklidisk ring med värderingen v(a) = |a|.
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I en euklidisk ring är varje ideal ett principalideal, dvs. varje euklidisk ring
är en principalring (se t.ex. [5] 3.7 för ett bevis) och således också en EF-ring.
Därmed existerar sgd alltid i en euklidisk ring.
Sats 2.36. Varje euklidisk ring är en principalring.
En kropp K är alltid en euklidisk ring (och således en EF-ring)  välj t.ex.
värderingen v(a) = 1 för alla nollskilda element a ∈ K. I K är divisionsresten
alltid 0 och eftersom varje nollskilt element är en enhet ﬁnns det inga irreducibla
element i K.
Exempel 2.37. Om K är en kropp, så är K[x] en euklidisk ring med värde-
ringen v(a) = deg(a). Det första kriteriet för värderingen följer av multiplika-
tionsregeln för polynom. Kvoten och resten i det andra kriteriet går alltid att
hitta med hjälp av polynomdivision eftersom K är en kropp.
Exempel 2.38. Om K inte är en kropp är det inte alltid möjligt att utföra po-
lynomdivision. T.ex. är det omöjligt att dividera polynomet x2 med polynomet
2x+ 1 i Z[x].
Deﬁnition 2.39. En kropp L som är en delmängd av en kroppK är en delkropp
till K. Vi säger också att K är en kroppsutvidgning eller utvidgning av L.
Exempel 2.40. R är en delkropp till C och en utvidgning av Q.
Deﬁnition 2.41. Låt K vara en utvidgning av en kropp L och α1, . . . , αn
element i K. Den minsta delkroppen till K som innehåller L och alla elementen
α1, . . . , αn betecknas L(α1, . . . , αn) och kan erhållas genom att ta snittet av
alla delkroppar till K som innehåller L och elementen α1, . . . , αn. Kroppen
L(α1, . . . , αn) är en utvidgning av L, och vi säger att utvidgningen L(α1, . . . , αn)
erhålls från L genom adjungering av elementen α1, . . . , αn.
Exempel 2.42. Genom att adjungera imaginärenheten i =
√−1 till R får vi
R(i) = C = {a+ bi : a, b ∈ R}. Kroppsutvidgningen Q(√2) = {a+ b√2 : a, b ∈
Q} är en delkropp till R.
Deﬁnition 2.43. Låt K vara en utvidgning av en kropp L. Ett element α ∈ K
är algebraiskt över L om α är en rot till ett polynom f ∈ L[x], dvs. f(α) = 0.
Element som inte är algebraiska kallas transcendentala.
Exempel 2.44. Imaginärenheten i =
√−1 ∈ C är algebraisk över Q och R
eftersom i är en rot till polynomet f = x2 + 1.
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ringar
kommutativa ringar
heltalsringar
EF-ringar
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Figur 1: De centrala algebraiska strukturer vi har betraktat och hur de förhåller
sig till varandra.
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3 Euklides algoritm
I det här kapitlet utvecklar vi algoritmer bl.a. för att hitta den största gemen-
samma delaren för två element i en euklidisk ring. I fallet med heltalen Z var
principen känd redan för Euklides, därav benämningarna euklidisk ring, eukli-
disk division och Euklides algoritm. Algoritmerna har många tillämpningar vid
behandling av polynom, vilket vi kommer att utnyttja.
Den klassiska versionen av Euklides algoritm ger den största gemensamma
delaren för två element i en euklidisk ring.
Algoritm 3.1 Euklides algoritm
Indata: a, b ∈ R, där R är en euklidisk ring.
Utdata: g = sgd(a, b).
1: procedure Euklides(a, b)
2: r0 ←− n(a), r1 ←− n(b)
3: i←− 1
4: while ri 6= 0 do
5: ri+1 ←− rem(ri−1, ri)
6: i←− i+ 1
7: end while
8: g ←− n(ri−1)
9: return g
10: end procedure
Algoritmen bygger på att sgd(a, b) = sgd(b, rem(a, b)), vilket vi kommer att
bevisa senare.
Exempel 3.2. Med hjälp av Euklides algoritm bestämmer vi sgd(77, 21) i Z.
i ri
0 77
1 21
2 14
3 7
4 0
Vi ser från rad i = 3 att sgd(77, 21) = 7.
Euklides algoritm kan utvecklas så att den inte ger bara den största gemen-
samma delaren g = sgd(a, b) för två element a och b utan också två sådana
element s och t med hjälp av vilka g kan uttryckas som en linjärkombination
av a och b, dvs. g = sa+ tb. Den här algoritmvarianten kallas Euklides utökade
algoritm.
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Algoritm 3.3 Euklides utökade algoritm (EUA)
Indata: a, b ∈ R, där R är en euklidisk ring.
Utdata: g = sgd(a, b), s, t ∈ R för vilka g = sa+ tb.
1: procedure EUA(a, b)
2: ρ0 ←− u(a), r0 ←− n(a), s0 ←− ρ−10 , t0 ←− 0
3: ρ1 ←− u(b), r1 ←− n(b), s1 ←− 0, t1 ←− ρ−11
4: i←− 1
5: while ri 6= 0 do
6: qi ←− quo(ri−1, ri)
7: ρi+1 ←− u(ri−1 − qiri)
8: ri+1 ←− (ri−1 − qiri)/ρi+1
9: si+1 ←− (si−1 − qisi)/ρi+1
10: ti+1 ←− (ti−1 − qiti)/ρi+1
11: i←− i+ 1
12: end while
13: g ←− ri−1
14: s←− si−1
15: t←− ti−1
16: return (g, s, t)
17: end procedure
Exempel 3.4. Vi betraktar samma tal som i exempel 3.2 och bestämmer
sgd(77, 21) i Z med hjälp av Euklides utökade algoritm.
i qi ρi ri si ti
0 1 77 1 0
1 3 1 21 0 1
2 1 1 14 1 −3
3 2 1 7 −1 4
4 1 0 3 −11
Från rad i = 3 i tabellen ser vi nu att sgd(77, 21) = 7 = (−1) · 77 + 4 · 21.
Exempel 3.5. Vi applicerar Euklides utökade algoritm på polynomen 3x3 −
5x2 + 2 och 2x2 + 6x− 8 i Q[x].
i qi ρi ri si ti
0 3 x3 − 53x2 + 23 13 0
1 x− 143 2 x2 + 3x− 4 0 12
2 x+ 4 18 x− 1 154 − 136x+ 754
3 1 0 − 154x− 227 136x2 − 154x− 154
Här ser vi från rad i = 2 att den största gemensamma delaren för polynomen är
x− 1 = 1
54
· (3x3 − 5x2 + 2) + (− 1
36
x+
7
54
) · (2x2 + 6x− 8).
Sats 3.6. Euklides utökade algoritm  eua, algoritm 3.3  fungerar korrekt.
Bevis. Vi börjar med att konstatera att algoritmen alltid avslutas  talen v(ri),
där v är den euklidiska värderingen i R, bildar nämligen en strängt avtagande,
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ändlig följd av icke-negativa heltal, och således uppnås while-slingans avslut-
ningsvillkor ri = 0 för något i ∈ N.
Låt n vara det nästsista steget i algoritmens while-slinga, dvs. rn+1 = 0. Vi
deﬁnierar hjälpmatriserna
R0 =
(
s0 t0
s1 t1
)
, Qi =
(
0 1
ρ−1i+1 −qiρ−1i+1
)
för 1 ≤ i ≤ n
i R2×2 och Ri = Qi · · ·Q1R0 för 0 ≤ i ≤ n.
Euklides utökade algoritm har två viktiga egenskaper: sia+ tib = ri för alla
0 ≤ i ≤ n+1 och sgd(a, b) = sna+ tnb = rn. Vi visar att algoritmen ger önskat
resultat genom att bevisa följande invarianter:
(i) Ri ·
(
a
b
)
=
(
ri
ri+1
)
,
(ii) Ri =
(
si ti
si+1 ti+1
)
,
(iii) sgd(a, b) = sgd(ri, ri+1) = rn,
(iv) sia+ tib = ri (gäller också för i = n+ 1).
Vi använder induktionsprincipen för att bevisa (i) och (ii). Fallet i = 0 är klart
från raderna 2 och 3 i algoritmen. Antag att (i) och (ii) gäller för i = k och låt
nu i ≥ k + 1. Nu gäller
Qi
(
ri−1
ri
)
=
(
0 1
ρ−1i+1 −qiρ−1i+1
)(
ri−1
ri
)
=
(
ri
(ri−1 − qiri)ρ−1i+1
)
=
(
ri
ri+1
)
,
så (i) följer ur deﬁnitionen Ri = QiRi−1 och induktionsantagandet. På motsva-
rande sätt gäller sambandet
Qi
(
si−1 ti−1
si ti
)
=
(
si ti
si+1 ti+1
)
och således följer (ii) ur Ri = QiRi−1 och induktionsantagandet.
Vi använder oss nu av (i) för att bevisa (iii). Låt i ∈ {0, . . . , n}. Nu ger (i)(
rn
0
)
= Qn · · ·Qi+1Ri
(
a
b
)
= Qn · · ·Qi+1
(
ri
ri+1
)
.
Genom att jämföra de ledande koeﬃcienterna i båda leden ser vi att rn är en
linjärkombination av ri och ri+1. Varje element som delar ri och ri+1 delar
därför också rn. Vi konstaterar också att detQi = −ρ−1i+1 6= 0 och matrisen Qi
är således inverterbar i R. Inversen är
Q−1i =
(
qi ρi+1
1 0
)
.
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Tillämpar vi detta på likheten ovan får vi(
ri
ri+1
)
= Q−1i+1 · · ·Q−1n
(
rn
0
)
.
Således är både ri och ri+1 delbara med rn och rn = sgd(ri, ri+1). Detta gäller
speciellt för i = 0, vilket ger påståendet sgd(a, b) = sgd(r0, r1) = rn.
Avslutningsvis konstaterar vi att (iv) följer direkt ur (i) och (ii).
Följdsats 3.7. Låt R vara en euklidisk ring, a, b ∈ R, b 6= 0 och q och r kvoten
respektive resten som uppfyller ekvationen
a = bq + r, där r = 0 eller v(r) < v(b).
Då gäller sgd(a, b) = sgd(b, r).
Följdsats 3.8. Låt R vara en euklidisk ring, a, b ∈ R och g = sgd(a, b). Då
ﬁnns det sådana element s, t ∈ R att g = sa+ tb.
I och med att Euklides algoritm precis som Euklides utökade algoritm bygger
på sambandet sgd(a, b) = sgd(b, r) som i följdsats 3.7 och också i övrigt fungerar
enligt samma princip som Euklides utökade algoritm, har vi samtidigt visat att
Euklides algoritm fungerar som väntat.
Följdsats 3.9. Euklides algoritm  euklides, algoritm 3.1  fungerar korrekt.
Euklides utökade algoritm lämpar sig utmärkt för lösning av diofantiska
ekvationer, dvs. ekvationer som har formen
sa+ tb = c,
där a, b och c är givna element i en euklidisk ring R och s, t ∈ R är de sökta
elementen. Eftersom Euklides utökade algoritm ger sa+ tb = sgd(a, b), så räcker
det att multiplicera s och t med c/ sgd(a, b) för att erhålla lösningen på en
godtycklig diofantisk ekvation. Notera att c måste vara en multipel av sgd(a, b)
i R för att ekvationen skall ha en lösning.
Algoritm 3.10 Lösning av diofantiska ekvationer
Indata: a, b, c ∈ R, där R är en euklidisk ring och sgd(a, b) | c.
Utdata: s, t ∈ R för vilka sa+ tb = c och antingen s = 0 eller v(s) < v(b).
1: procedure diofantos(a, b, c)
2: (g, u, v)←− eua(a, b)
3: q ←− c/g
4: s←− qu
5: t←− qv
6: if s 6= 0 and v(s) ≥ v(b) then
7: q ←− quo(s, b)
8: r ←− rem(s, b)
9: s←− r
10: t←− t+ qa
11: end if
12: return (s, t)
13: end procedure
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Sats 3.11. Algoritmen för lösning av diofantiska ekvationer  diofantos, al-
goritm 3.10  fungerar korrekt.
Bevis. På rad 2 ger Euklides utökade algoritm u och v för vilka ua+ vb = g =
sgd(a, b). Divisionen q = c/g på rad 3 går jämnt ut eftersom sgd(a, b) | c. Nu
gäller
q · (ua+ vb) = c,
så koeﬃcienterna s = qu och t = qv som uppfyller ekvationen erhålls på raderna
4 och 5. If-grenen på raderna 610 försäkrar att v(s) < v(b) gäller men bibehåller
ändå villkoret sa + tb = c eftersom divisionen s = bq + r på raderna 78 leder
till sa+ tb = (bq+ r)a+ tb = ra+ (t+ qa)b, vilket beaktas i de slutliga värdena
för s och t.
Exempel 3.12. Vi betraktar polynomen a = x2 − 2x + 1, b = x + 1 och
c = x2 + 3x i Q[x] och löser den diofantiska ekvationen sa + tb = c. Euklides
utökade algoritm ger största gemensamma delaren
g = 1 =
1
4
· (x2 − 2x+ 1) + (−1
4
x+
3
4
) · (x+ 1)
och ekvationen har alltså en lösning. Vi får q = c och
s = (x2 + 3x) · 1
4
=
1
4
x2 +
3
4
x,
t = (x2 + 3x) · (−1
4
x+
3
4
) = −1
4
x3 +
9
4
x.
Nu har s ett högre gradtal än b, så vi normaliserar faktorerna s och t. Resultatet
av den euklidiska divisionen s/b är
1
4
x2 +
3
4
x = (
1
4
x+
1
2
) · (x+ 1)− 1
2
,
vilket ger de slutliga värdena
s = −1
2
,
t = −1
4
x3 +
9
4
x+ (
1
4
x+
1
2
) · (x2 − 2x+ 1) = 3
2
x+
1
2
.
En annan tillämpning av Euklides utökade algoritm är uppdelning i partial-
bråk, som används för att skriva om polynom. För hand görs partialbråksupp-
delningen oftast genom lösning av ekvationssystem, men vid maskinell behand-
ling är det eﬀektivare att använda polynomdivision och lösning av diofantiska
ekvationer, dvs. indirekt också Euklides utökade algoritm.
Deﬁnition 3.13. Låt R vara en euklidisk ring, f och g nollskilda element i R
och g = g1 · · · gn en sådan faktorisering av g att sgd(gi, gj) = 1 för alla i, j, i 6= j.
Partialbråksuppdelningen av f/g med avseende på faktoriseringen g = g1 · · · gn
är
f
g
=
f∏n
i=1 gi
= f0 +
n∑
i=1
fi
gi
,
där f0, f1, . . . , fn ∈ R och antingen fi = 0 eller v(fi) < v(gi) gäller för alla
1 ≤ i ≤ n.
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Sats 3.14. Partialbråksuppdelningen som i deﬁnition 3.13 existerar alltid.
Bevis. Vi börjar med att utföra den euklidiska divisionen f = gf0 + r, där
antingen r = 0 eller v(r) < v(d) gäller. Om n = 1, så är f/g = f0 + r/g i den
önskade formen och vi är klara. Annars kan vi lösa den diofantiska ekvationen
r = f1 · (g2 · · · gn) + bg1,
där f1, b ∈ R och antingen f1 = 0 eller v(f1) < v(g1) gäller. Ekvationen har
alltid en lösning eftersom sgd(g1, . . . , gn) = 1. Vi har nu
f
g
= f0 +
r
g
= f0 +
f1 · (g2 · · · gn) + bg1
g
= f0 +
f1
g1
+
b
g2 · · · gn
och kan genom att upprepa processen rekursivt för b/(g2 · · · gn) hitta sådana
b0, f2, . . . , fn ∈ R att
b
g2 · · · gn = b0 +
n∑
i=2
fi
gi
och antingen fi = 0 eller v(fi) < v(gi) gäller. Således får vi den sökta partial-
bråksuppdelningen
f
g
= f0 +
f1
g1
+
b
g2 · · · gn
= f0 +
f1
g1
+ b0 +
n∑
i=2
fi
gi
= (f0 + b0) +
n∑
i=1
fi
gi
.
Algoritm 3.15 Partialbråksuppdelning
Indata: Nollskilda f, g1, . . . , gn ∈ R, där R är en euklidisk ring, sgd(gi, gj) = 1
för varje i, j, i 6= j.
Utdata: f0, f1, . . . , fn ∈ R för vilka fg1···gn = f0 +
∑n
i=1
fi
gi
och antingen fi = 0
eller v(fi) < v(gi) gäller för varje i ≥ 1.
1: procedure pbu(f, g1, . . . , gn)
2: f0 = quo(f, g1 · · · gn)
3: r = rem(f, g1 · · · gn)
4: if n = 1 then
5: return (f0, r)
6: end if
7: (f1, b) = diofantos(g2 · · · gn, g1, r)
8: (b0, f2, . . . , fn)←− pbu(b, g2, . . . , gn)
9: f0 ←− f0 + b0
10: return (f0, f1, f2, . . . , fn)
11: end procedure
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Sats 3.16. Algoritmen för uppdelning i partialbråk  pbu, algoritm 3.15  fun-
gerar korrekt.
Bevis. Algoritmen följer direkt det konstruktiva beviset av sats 3.14. Antalet
parametrar gi i det rekursiva anropet på rad 8 minskar med 1 för varje anrop,
vilket innebär totalt n anrop. Resultatet för det sista anropet erhålls i if-grenen
på raderna 45. Därmed avslutas algoritmen alltid.
Exempel 3.17. Vi bestämmer partialbråksuppdelningen av
f
g
=
x2 + 3x
x3 − x2 − x+ 1
med avseende på faktoriseringen g = (x + 1)(x2 − 2x + 1) = g1g2. Med poly-
nomdivision får vi
f0 = quo(x
2 + 3x, x3 − x2 − x+ 1) = 0,
r = rem(x2 + 3x, x3 − x2 − x+ 1) = x2 + 3x.
Vi löser sedan den diofantiska ekvationen f1(x2 − 2x+ 1) + t(x+ 1) = x2 + 3x
och får som i exempel 3.12
f1 = −1
2
, t =
3x+ 1
2
.
Slutligen kör vi algoritmen rekursivt med t = (3x + 1)/2 och den resterande
faktorn g2 = x2 − 2x + 1 som indata och får (0, (3x + 1)/2) som utdata direkt
efter polynomdivisionen. Den sökta uppdelningen i partialbråk är således
x2 + 3x
x3 − x2 − x+ 1 =
−1/2
x+ 1
+
(3x+ 1)/2
x2 − 2x+ 1 .
Exemplet ovan utgår från faktoriseringen g = (x + 1)(x2 − 2x + 1) = g1g2.
Om vi istället gör partialbråksuppdelningen med avseende på den fulla fakto-
riseringen g = (x + 1)(x − 1)2 = g1g22 måste vi införa ett extra steg för att
få fram uppdelningen. Vi vidareutvecklar nu algoritm 3.15 och tar i beaktande
faktoriseringar av formen g = ge11 · · · genn , där e1, . . . , en ∈ N.
Deﬁnition 3.18. Låt R vara en euklidisk ring, f, p ∈ R nollskilda och m ≥ 1.
Den p-adiska utvecklingen av f/pm är
f
pm
= f0 +
m∑
j=1
fj
pj
,
där f0, f1, . . . , fn ∈ R och antingen fj = 0 eller v(fj) < v(p) gäller för alla
1 ≤ j ≤ m.
Sats 3.19. Den p-adiska utvecklingen som i deﬁnition 3.18 existerar alltid.
Bevis. Vi börjar med att utföra den euklidiska divisionen f = pq + fm, där
antingen fm = 0 eller v(fm) < v(p) gäller. Vi får då
f
pm
=
pq + fm
pm
=
q
pm−1
+
fm
pm
.
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Om m = 1, så är q + fm/pm i den önskade formen med f0 = q och vi är klara.
Annars kan vi upprepa processen och rekursivt hitta sådana f0, f1, . . . , fm−1 ∈
R att
q
pm−1
= f0 +
m−1∑
j=1
fj
pj
och antingen fj = 0 eller v(fj) < v(p) gäller för varje 1 ≤ j ≤ m−1. Kombinerar
vi nu dessa resultat får vi
f
pm
=
q
pm−1
+
fm
pm
= f0 +
m∑
j=1
fj
pj
.
Låt g ∈ R vara nollskilt, e1, . . . en ∈ N och g = ge11 · · · genn en sådan faktori-
sering av g att sgd(gi, gj) = 1 för alla i, j, i 6= j. För vilket som helst nollskilt
element f ∈ R kan vi nu först göra partialbråksuppdelningen av f/g med avse-
ende på g = h1 · · ·hn, där hi = geii . Vi får
f
g
= f0 +
n∑
i=1
fi
hi
= f0 +
n∑
i=1
fi
geii
.
Genom att sedan bestämma den gi-adiska utvecklingen av varje summand får
vi
f
g
=
f∏n
i=1 g
ei
i
= f˜ +
n∑
i=1
ei∑
j=1
fij
gji
,
där f˜ ∈ R och antingen fij = 0 eller v(fij) < v(gi) gäller för varje i och j. Den
här varianten av partialbråksuppdelning kallas den fullständiga partialbråksupp-
delningen av f/g med avseende på faktoriseringen g =
∏n
i=1 g
ei
i .
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Algoritm 3.20 Fullständig partialbråksuppdelning
Indata: Nollskilda f, g1, . . . , gn ∈ R, där R är en euklidisk ring, sgd(gi, gj) = 1
för varje i, j, i 6= j.
Utdata: f0, f1,1, . . . , f1,e1 , . . . , fn,1, . . . , fn,en ∈ R för vilka
f
ge11 · · · genn
= f0 +
n∑
i=1
ei∑
j=1
fij
gji
och antingen fij = 0 eller v(fij) < v(gi) gäller för varje i, j.
1: procedure fpbu(f, g1, . . . , gn, e1, . . . , en)
2: (f0, f1, . . . , fn)←− pbu(f, ge11 , . . . , genn )
3: for i←− 1 to n do
4: for j ←− ei to 1 step − 1 do
5: q ←− quo(fi, gi)
6: fij ←− rem(fi, gi)
7: fi ←− q
8: end for
9: f0 ←− f0 + fi
10: end for
11: return (f0, f1,1, . . . , f1,e1 , . . . , fn,1, . . . , fn,en)
12: end procedure
Sats 3.21. Algoritmen för fullständig uppdelning i partialbråk  fpbu, algoritm
3.20  fungerar korrekt.
Bevis. Algoritmen bygger på sats 3.19 och resonemanget som följer därpå. Ut-
gående från partialbråksuppdelningen som erhålls på rad 2 behandlas summan-
derna en i taget i for-slingan på raderna 310. Den inre for-slingan på raderna
48 ger den gi-adiska utvecklingen för varje enskild summand enligt det kon-
struktiva beviset av sats 3.19. f0-termerna från varje gi-adisk utveckling adderas
ihop till en enda term f0 på rad 9.
Eftersom for-slingorna som inleds på raderna 3 och 4 upprepas ett ändligt
antal gånger avslutas algoritmen alltid.
Exempel 3.22. Vi bestämmer den fullständiga partialbråksuppdelningen av
f
g
=
x2 + 3x
x3 − x2 − x+ 1
med avseende på faktoriseringen g = (x+ 1)(x− 1)2 = g1g22 . I första steget får
vi
(f0, f1, . . . , fn) = pbu(x
2 + 3x, x+ 1, (x− 1)2) = (0,−1
2
,
3x+ 1
2
),
som i exempel 3.17. For-slingorna ger sedan
i j fi gi q fij f0
1 1 −1/2 x+ 1 0 −1/2 0
2 2 (3x+ 1)/2 x− 1 3/2 2 0
2 1 3/2 x− 1 0 3/2 0
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Den fullständiga partialbråksuppdelningen av f/g är således
x2 + 3x
x3 − x2 − x+ 1 =
−1/2
x+ 1
+
2
(x− 1)2 +
3/2
x− 1 .
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4 Resultanter
Resultanten av två polynom är ett uttryck som består av polynomens koeﬃci-
enter. Beräkningen av resultanten är en enkel metod att avgöra om polynomen
har gemensamma rötter eller inte.
Deﬁnition 4.1. Låt p = anxn + · · ·+ a1x+ a0 och q = bmxm + · · ·+ b1x+ b0
vara polynom över en EF-ring R med nollskilda ledande koeﬃcienter och minst
ett av gradtalen m och n positivt. Den kvadratiska (n+m)× (n+m)-matrisen
S(p, q) =

an · · · · · · a1 a0
an · · · · · · a1 a0
· · · · · · · · · · · · · · ·
an · · · · · · a1 a0
bm · · · b1 b0
bm · · · b1 b0
· · · · · · · · · · · ·
· · · · · · · · · · · ·
bm · · · b1 b0

kallas Sylvestermatrisen för p och q. Den övre delen  de m första raderna 
består av koeﬃcienterna för p, medan den nedre delen  de n sista raderna 
innehåller koeﬃcienterna för q. De element som inte är utskrivna är 0.
Deﬁnition 4.2. Determinanten av Sylvestermatrisen för två polynom p, q ∈
R[x] kallas resultanten av p och q och betecknas res(p, q). Vi deﬁnierar också
res(0, q) = 0 för nollskilda polynom q ∈ R[x] och res(p, q) = 1 för nollskilda
konstanter p, q ∈ R. För två polynom p, q ∈ R[x, y] betecknar vi resultanten i
avseende på variabeln x med resx(p, q).
Exempel 4.3. Sylvestermatrisen för polynomen p = 2x3 + 4x2 − 6x + 1 och
q = 3x2 + 5x− 1 i Z[x] är
S(p, q) =

2 4 −6 1 0
0 2 4 −6 1
3 5 −1 0 0
0 3 5 −1 0
0 0 3 5 −1

och resultanten är res(p, q) = det(S(p, q)) = 21.
Sats 4.4. Låt R vara en EF-ring och p, q ∈ R[x] två polynom med positiva
gradtal n respektive m. Då ﬁnns det sådana polynom s, t ∈ R[x] att
sp+ tq = res(p, q),
där deg(s) < m och deg(t) < n.
Bevis. Vi betecknar p = anxn + · · ·+ a1x+ a0 och q = bmxm + · · ·+ b1x+ b0,
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och bildar ett ekvationssystem med n+m ekvationer:
anx
n+m−1 + an−1xn+m−2 + · · ·+ a0xm−1 = xm−1p(x)
anx
n+m−2 + · · ·+ a1xm−1 + a0xm−2 = xm−2p(x)
. . . =
...
anx
n + an−1xm−1 + · · ·+ a0 = p(x)
bmx
n+m−1 bn−1xn+m−2 + · · ·+ b0xn−1 = xn−1q(x)
. . . =
...
bmx
m + bm−1xm−1 + · · ·+ b0 = q(x).
Ekvationssystemet kan skrivas i matrisform som
S(p, q) ·

xn+m−1
...
x
1
 =

xm−1p(x)
...
q(x)
 .
Vi tillämpar Cramers regel på det sista elementet i kolumnvektorn i vänstra
ledet, dvs. 1, och får
det

an · · · · · · a1 a0 xm−1p(x)
an · · · · · · a1 a0 xm−2p(x)
· · · · · · · · · · · · · · · · · ·
an · · · · · · a1 p(x)
bm · · · b1 b0 xn−1q(x)
bm · · · b1 b0 xn−2q(x)
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
bm · · · b1 q(x)

= det(S(p, q)).
Genom att nu utveckla determinanten i vänstra ledet efter den sista kolumnen
får vi de sökta polynomen s och t.
Följdsats 4.5. Två polynom p och q över en EF-ring R har en icke-trivial
gemensam delare om och endast om res(p, q) = 0.
Bevis. Om res(p, q) 6= 0, så måste en gemensam delare till p och q dela också
resultanten enligt sats 4.4. Eftersom resultanten är en konstant måste delaren
vara ett nolltegradspolynom, och därmed ﬁnns det inga icke-triviala delare.
Antag nu att res(p, q) = 0. Enligt sats 4.4 kan vi då hitta sådana polynom
s, t ∈ R[x] att
sp = −tq,
där deg(s) < deg(q) och deg(t) < deg(p). Om p och q saknar icke-triviala
gemensamma delare måste p dela t, men det är omöjligt eftersom deg(p) >
deg(t).
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5 Kvadratfri faktorisering
Faktorisering av polynom spelar en central roll i algoritmerna för symbolisk
integrering. I en EF-ring kan ett polynom enligt Gauss sats alltid skrivas som
en produkt av irreducibla polynom, men för våra behov räcker det med att hitta
en kvadratfri faktorisering av polynomet, vilket ofta är en lättare process.
Deﬁnition 5.1. Låt f = f(x) ∈ R[x] vara ett primitivt polynom över en EF-
ring R. Vi säger att f är kvadratfritt om f saknar multipla faktorer, dvs. om
det inte ﬁnns något sådant polynom g ∈ R[x],deg(g) ≥ 1 att g2 | f .
Den kvadratfria faktoriseringen av f är
n∏
i=1
f ii ,
där varje polynom fi är kvadratfritt och sgd(fi, fj) = 1 för alla i, j, i 6= j.
Exempel 5.2. f = (x2+1) · (x2−1)4 · (x3+3x)5 är en kvadratfri faktorisering.
Här är f1 = x2 + 1, f4 = x2 − 1, f5 = x3 + 3x och f2 = f3 = 1. Märk att
komponentpolynomen fi inte nödvändigtvis behöver vara fullt faktoriserade.
När vi skall avgöra om ett polynom är kvadratfritt eller inte använder vi oss
av polynomets derivata, som vi nu deﬁnierar på vanligt sätt.
Deﬁnition 5.3. Låt f =
∑n
i=0 aix
i = a0 + · · · + anxn vara ett polynom över
en EF-ring R. Derivatan av f är
f ′ = f ′(x) =
n∑
i=1
i · aixi−1 = a1 + 2 · a2x+ · · ·+ n · anxn−1.
För derivatan gäller de bekanta deriveringsreglerna (bevisen utelämnas)
• (f + g)′ = f ′ + g′ (summaregeln),
• (a · f)′ = a · f ′, där a ∈ R,
• (f · g)′ = f ′ · g + f · g′ (produktregeln),
• (fn)′ = nfn−1 · f ′ (potensregeln).
Sats 5.4. Låt f vara ett primitivt polynom över en EF-ring R och deg(f) ≥ 1.
Då är f kvadratfritt om och endast om g = sgd(f, f ′) = 1.
Bevis. Antag att f är ett polynom med multipla faktorer, dvs. inte kvadratfritt.
Vi kan då skriva
f = p2 · q
för några p, q ∈ R[x], p /∈ R. Nu är
f ′ = 2pp′q + p2q′ = p · (2p′q + pq′),
så f och f ′ har en gemensam, icke-trivial faktor p och således gäller g 6= 1.
Antag nu att f är kvadratfritt. Vi gör motantagandet att g är icke-trivialt
och visar att det leder till en motsägelse. Låt faktoriseringen av f vara
f = p1 · p2 · · · pk,
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där varje polynom pi är irreducibelt, deg(pi) ≥ 1 och
sgd(pi, pj) = 1 för alla i, j, i 6= j.
Derivatan av f blir då
f ′ = p′1 · p2 · · · pk + · · ·+ p1 · p2 · · · p′k.
Från motantagandet och faktoriseringen av f vet vi att pi delar g för något i,
t.ex. i = 1. Då gäller p1 | f ′, vilket ger
p1 | p′1 · p2 · · · pk.
Eftersom sgd(p1, pj) = 1 för alla j 6= 1 får vi
p1 | p′1.
I och med att p1 har ett högre gradtal än p′1 kan detta gälla endast om p
′
1 = 0.
Men eftersom R saknar nolldelare måste p1 då vara en konstant, vilket är en
motsägelse. Alltså gäller g = sgd(f, f ′) = 1.
Sats 5.4 ger en metod att testa om ett polynom är kvadratfritt eller inte. Vi
utvecklar nu en algoritm för att hitta den kvadratfria faktoriseringen.
Låt
n∏
i=1
f ii
vara den kvadratfria faktoriseringen av ett polynom f . Genom att tillämpa
produktregeln och potensregeln n− 1 gånger får vi derivatan
f ′ =
n∑
i=1
f1 · · · i · f i−1i f ′i · · · fnn ,
och plockar vi ut de gemensamma faktorerna i f och f ′ ser vi att
g1 = sgd(f, f
′) =
n∏
i=2
f i−1i = f2f
2
3 · · · fn−1n .
Vi väljer
d1 =
f
g1
= f1f2 · · · fn
och ser att d1 är produkten av de kvadratfria faktorerna utan exponenter. Vidare
bestämmer vi
e1 = sgd(g1, d1) = f2f3 · · · fn
och får alltså den första kvadratfria faktorn f1 = d1/e1. Den andra kvadrat-
fria faktorn f2 erhåller vi genom att med samma metod bestämma den första
kvadratfria faktorn för polynomet g1. Vi får de gemensamma faktorerna för g1
och dess derivata g′1 genom divisionen
g2 = sgd(g1, g
′
1) =
n∏
i=3
f i−2i = f3f
2
4 · · · fn−2n =
g1
e1
.
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Enligt samma princip som tidigare väljer vi
d2 =
g1
g2
= f2f3 · · · fn
och
e2 = sgd(g2, d2) = f3f4 · · · fn
och får f2 = d2/e2. Genom att fortsätta tills gi = sgd(gi−1, g′i−1) = 1 får vi
fram alla faktorer f1, . . . fn, och vi har nu en algoritm för bestämmandet av de
kvadratfria faktorerna för polynomet f .
Algoritm 5.5 Kvadratfri faktorisering
Indata: Ett primitivt polynom f över en EF-ring R.
Utdata: Ett polynom z ∈ R[x] som är den kvadratfria faktoriseringen av f .
1: procedure kvadratfri(f)
2: i←− 1, z ←− 1
3: g ←− sgd(f, f ′)
4: d←− f/g
5: while g 6= 1 do
6: e←− sgd(g, d)
7: h←− d/e
8: z ←− z · hi
9: d←− e
10: g ←− g/e
11: i←− i+ 1
12: end while
13: z ←− z · di
14: return z
15: end procedure
Sats 5.6. Algoritmen för kvadratfri faktorisering  kvadratfri, algoritm 5.5
 fungerar korrekt.
Bevis. Algoritmens funktionsprincip klargörs i resonemanget ovan. Den i:te
upprepningen av while-slingan motsvarar beräkningarna av ei, gi+1 och di+1 i
resonemanget. Den erhållna kvadratfria faktorn och dess exponent sparas i varje
iteration. While-slingans avslutningsvillkor g 6= 1 följer av att den kvadratfria
faktoriseringens alla n faktorer är klarlagda när sgd(gi, g′i) = 1, och villkoret
uppnås efter högst n iterationer.
Exempel 5.7. Vi bestämmer den kvadratfria faktoriseringen av polynomet
f = x8 − 2x6 + 2x2 − 1. På rad 3 får vi
g = sgd(x8 − 2x6 + 2x2 − 1, 8x7 − 12x5 + 4x) = x4 − 2x2 + 1
och på rad 4
d =
x8 − 2x6 + 2x2 − 1
x4 − 2x2 + 1 = x
4 − 1.
Den första iterationen av while-slingan ger
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e sgd(x4 − 2x2 + 1, x4 − 1) = x2 − 1
h (x4 − 1)/(x2 − 1) = x2 + 1
z 1 · (x2 + 1)1 = x2 + 1
d x2 − 1
g (x4 − 2x2 + 1)/(x2 − 1) = x2 − 1
i 2
Eftersom g 6= 1 upprepar vi while-slingan och får på den andra iterationen
e sgd(x2 − 1, x2 − 1) = x2 − 1
h (x2 − 1)/(x2 − 1) = 1
z (x2 + 1) · 12 = x2 + 1
d x2 − 1
g (x2 − 1)/(x2 − 1) = 1
i 3
Nu avslutas while-slingan och rad 13 ger den slutliga kvadratfria faktorise-
ringen f = (x2 + 1) · (x2 − 1)3.
Faktoriseringsalgoritmen kan förbättras genom att lägga till några extra steg
som förenklar sgd-uträkningarna. Följande variant av algoritmen är utvecklad
av David Yun. Låt f, f ′, g1 och d1 vara som ovan:
f =
n∏
i=1
f ii ,
f ′ =
n∑
i=1
f1 · · · i · f i−1i f ′i · · · fnn ,
g1 = sgd(f, f
′) =
n∏
i=2
f i−1i = f2f
2
3 · · · fn−1n ,
d1 =
f
g1
= f1f2 · · · fn.
Vi betraktar nu kvoten
e1 =
f ′
g1
=
n∑
i=1
f1 · · · i · f ′i · · · fn,
och sedan diﬀerensen
h1 = e1 − d′1
=
n∑
i=1
f1 · · · i · f ′i · · · fn −
n∑
i=1
f1 · · · f ′i · · · fn
= f1
n∑
i=2
f2 · · · (i− 1) · f ′i · · · fn.
Vi får alltså den första kvadratfria faktorn f1 = sgd(d1, h1). I nästa steg väljer
24
vi enligt samma princip
d2 =
d1
f1
= f2 · · · fn,
e2 =
h1
f1
=
n∑
i=2
f2 · · · (i− 1) · f ′i · · · fn
och h2 = e2 − d′2, varpå vi får den andra kvadratfria faktorn f2 = sgd(d2, h2).
Så upprepar vi processen tills alla faktorer är bestämda.
Algoritm 5.8 Yuns kvadratfria faktorisering
Indata: Ett primitivt polynom f över en EF-ring R.
Utdata: Ett polynom z ∈ R[x] som är den kvadratfria faktoriseringen av f .
1: procedure yunkvadratfri(f)
2: i←− 1, z ←− 1
3: g ←− sgd(f, f ′)
4: if g = 1 then
5: d←− f
6: else
7: d←− f/g
8: e←− f ′/g
9: h←− e− d′
10: while h 6= 0 do
11: w ←− sgd(d, h)
12: z ←− z · wi
13: d←− d/w
14: e←− h/w
15: h←− e− d′
16: i←− i+ 1
17: end while
18: end if
19: z ←− z · di
20: return z
21: end procedure
Sats 5.9. Yuns algoritm för kvadratfri faktorisering  yunkvadratfri, algo-
ritm 5.8  fungerar korrekt.
Bevis. Ändringarna i Yuns algoritm jämfört med algoritm 5.5 motiveras i reso-
nemanget ovan. Den i:te upprepningen av while-slingan motsvarar beräkningar-
na av fi, di+1, ei+1 och hi+1 i resonemanget. While-slingans avslutningsvillkor
h = 0 uppnås senast efter n iterationer då hn+1 får värdet en+1 − d′n+1 =
fn/fn − f ′n = 1− 1 = 0.
Exempel 5.10. Vi bestämmer den kvadratfria faktoriseringen av polynomet
f = x8 − x6 + 2x5 − 2x3 + x2 − 1 med hjälp av Yuns metod. På rad 3 får vi
g = sgd(x8 − x6 + 2x5 − 2x3 + x2 − 1, 8x7 − 6x5 + 10x4 − 6x2 + 2x)
= x4 + x3 + x+ 1.
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Vi går alltså in i else-grenen på rad 6 och får på raderna 79
d =
x8 − x6 + 2x5 − 2x3 + x2 − 1
x4 + x3 + x+ 1
= x4 − x3 + x− 1,
e =
8x7 − 6x5 + 10x4 − 6x2 + 2x
x4 + x3 + x+ 1
= 8x3 − 8x2 + 2x,
h = 8x3 − 8x2 + 2x− (4x3 − 3x2 + 1)
= 4x3 − 5x2 + 2x− 1.
Vi kommer nu in i while-slingan på rad 10 och får under den första iterationen
w sgd(x4 − x3 + x− 1, 4x3 − 5x2 + 2x− 1) = x− 1
z 1 · (x− 1)1 = x− 1
d (x4 − x3 + x− 1)/(x− 1) = x3 + 1
e (4x3 − 5x2 + 2x− 1)/(x− 1) = 4x2 − x+ 1
h 4x2 − x+ 1− (3x2) = x2 − x+ 1
i 2
Eftersom h 6= 0 upprepar vi while-slingan. På den andra iterationen får vi
w sgd(x3 + 1, x2 − x+ 1) = x2 − x+ 1
z (x− 1)(x2 − x+ 1)2
d (x3 + 1)/(x2 − x+ 1) = x+ 1
e (x2 − x+ 1)/(x2 − x+ 1) = 1
h 1− 1 = 0
i 3
Här avslutas while-slingan och efter utförandet av rad 19 kan den kvadratfria
faktoriseringen (x− 1)(x2 − x+ 1)2(x+ 1)3 avläsas.
Yuns metod sänker alltså graden för polynomen i sgd-uträkningarna på be-
kostnad av en derivering, som dock är enkel att utföra. Vid sgd-uträkningar
för polynom med koeﬃcienter i Q händer det lätt att koeﬃcienterna skenar
iväg, dvs. koeﬃcienternas täljare och nämnare blir väldigt stora tal. Yuns me-
tod dämpar den eﬀekten.
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6 Hermitesk reduktion
I detta och följande kapitel använder vi oss av resultaten och algoritmerna från
de tidigare kapitlen för att presentera en deterministisk algoritm för integrering
av rationella funktioner. Metoderna vi behandlar här kan generaliseras och vida-
reutvecklas till integrering också av andra typer av elementära funktioner som
de trigonometriska funktionerna, logaritmfunktioner, exponentialfunktioner och
rotfunktioner.
Integreringsstrategin går ut på att dela problemet i två delar. I det första
steget, hermitesk reduktion, skriver vi om integralfunktionen
∫
(p/q) som en
summa ∫
p
q
=
c
d
+
∫
a
b
,
där p, q, a, b, c, d ∈ K[x], K är en kropp, deg(a) < deg(b) och b är moniskt och
kvadratfritt. Polynomkvoten c/d kallas den rationella delen, medan integralen∫
(a/b) kallas den logaritmiska delen eftersom den kan bestämmas endast genom
att införa logaritmiska utvidgningar.
I det andra steget använder vi sedan Rothstein-Tragers algoritm för att hitta
integralfunktionen
∫
(a/b) uttryckt med den minsta möjliga algebraiska utvidg-
ningen.
Vi börjar med att formellt deﬁniera de rationella funktionerna och inför
sedan några diﬀerentialalgebraiska begrepp.
Deﬁnition 6.1. En rationell funktion f = f(x) i en variabel x är en funktion
som kan uttryckas i formen
f(x) =
p(x)
q(x)
,
där p, q ∈ R[x] är polynom över en EF-ring R och q är nollskilt. Mängden av
dessa rationella funktioner betecknar vi R(x).
Exempel 6.2. Funktionen
f =
x4 − 12x2 + 2x− 5
2x2 + 5x− 23
∈ Q(x)
är en rationell funktion.
Deﬁnition 6.3. En diﬀerentialkropp är en kropp K med en avbildning D :
K → K som uppfyller villkoren
D(f + g) = D(f) +D(g) (summaregeln),
D(f · g) = f ·D(g) + g ·D(f) (produktregeln).
Avbildningen D kallas deriveringsoperator eller diﬀerentialoperator.
Deﬁnition 6.4. Låt K och L vara diﬀerentialkroppar med deriveringsoperato-
rerna DK respektive DL. L är en diﬀerentialkroppsutvidgning av K om L är en
kroppsutvidgning av K och
DK(f) = DL(f) för alla f ∈ K.
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Deﬁnition 6.5. Låt K vara en diﬀerentialkropp med deriveringsoperatorn D.
Konstantkroppen för K är delkroppen
C = {c ∈ K : D(c) = 0}.
Sats 6.6. Följande egenskaper för deriveringsoperatorn D över en diﬀerential-
kropp K följer direkt ur deﬁnitionen:
(i) D(0) = D(1) = 0,
(ii) D(−f) = −D(f) för alla f ∈ K,
(iii) D
(
f
g
)
=
g ·D(f)− f ·D(g)
g2
för alla f, g ∈ K, g 6= 0 (kvotregeln),
(iv) D(fn) = nfn−1D(f) för alla n ∈ Z, f ∈ K, f 6= 0 (potensregeln).
Vi betraktar nu kroppen Q(x) och deriveringsoperatorn D(x) = 1. Följan-
de sats visar att D är den välbekanta derivatan för polynom i Q[x] och  i
kombination med kvotregeln  för rationella funktioner i Q(x).
Sats 6.7. Låt
p =
n∑
k=0
akx
k ∈ Q[x] med an 6= 0
vara ett n:te gradens polynom och välj deriveringsoperatorn D så att D(x) = 1.
Då gäller
D(p) =

n−1∑
k=0
(k + 1) · ak+1xk, om n > 0,
0, om n = 0
och deg(D(p)) = deg(p)− 1 när deg(p) > 0.
Bevis. Vi börjar med fallet n = 0. Då gäller p = a0 ∈ Q, och vi bör visa att
D(p) = 0 för alla p ∈ Q. Enligt sats 6.6.(i) gäller D(0) = D(1) = 0. För ett
godtyckligt positivt heltal n får vi med summaregeln
D(n) = D(1 + (n− 1)) = D(1) +D(n− 1) = D(n− 1),
så enligt induktionsprincipen gäller D(n) = D(0) = 0 för alla positiva heltal n.
Detamma gäller för de negativa heltalen eftersom D(−n) = −D(n) enligt sats
6.6.(ii). Nu ger kvotregeln
D(m/n) =
n ·D(m)−m ·D(n)
n2
= 0
för alla m/n ∈ Q.
Vi övergår nu till fallet n > 0. Genom att igen använda summaregeln får vi
D(p) = D
(
n∑
k=0
akx
k
)
= D
(
a0 +
n∑
k=1
akx
k
)
= D(a0) +D
(
n∑
k=1
akx
k
)
=
n∑
k=1
D(akx
k)
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eftersom D(a0) = 0. Avslutningsvis ger vårt val D(x) = 1 samt produkt- och
potensreglerna
D(p) =
n∑
k=1
D(akx
k) =
n∑
k=1
akD(x
k)
=
n∑
k=1
[
k · akxk−1 ·D(x)
]
=
n−1∑
k=0
(k + 1) · ak+1xk.
Som vi ser är deg(D(p)) = n− 1 = deg(p)− 1.
Integrering av en funktion innebär att beräkna inversen D−1 till diﬀerential-
operatorn D. Parallellt med deriveringsoperatorbeteckningen inför vi de klassis-
ka beteckningarna för derivata och integral. Derivatan D(f) betecknar vi f ′ och
den obestämda integralen D−1(f) betecknar vi
∫
f . Deriverings- och integre-
ringsvariabeln är alltid x och dx-beteckningen kan därför utelämnas. Vi skriver
inte heller ut den godtyckliga konstanten + C i den obestämda integralen.
Partiell integrering är en integreringsmetod som grundar sig på följande sats.
Sats 6.8. Låt K vara en diﬀerentialkropp med deriveringsoperatorn D och u, v
två element i K. Då gäller∫
u ·D(v) = u · v −
∫
v ·D(u).
Bevis. Vi tillämpar deriveringsoperatorn D på högra ledet och får med summa-
och produktreglerna
D
(
u · v −
∫
v ·D(u)
)
= D(u · v)− v ·D(u)
= u ·D(v) + v ·D(u)− v ·D(u)
= u ·D(v),
vilket motsvarar integranden i vänstra ledet.
Enligt deriveringsoperatorns deﬁnition är D(f) deﬁnierad för alla f ∈ Q(x)
och D(f) hör alltid till Q(x), men det omvända gäller inte. För en godtycklig
funktion f ∈ Q(x) ﬁnns det inte nödvändigtvis en sådan funktion g ∈ Q(x) att
D(g) = f . Följande sats tar upp ett klassiskt motexempel.
Sats 6.9. Låt f = 1/x ∈ Q(x). Det ﬁnns ingen sådan funktion g ∈ Q(x) att
D(g) = f .
Bevis. Vi antar motsatsen och härleder en motsägelse. Antag alltså att g =
p/q ∈ Q(x) uppfyller D(p/q) = f = 1/x, där p, q ∈ Q[x] och sgd(p, q) = 1.
Enligt kvotregeln gäller
D
(
p
q
)
=
q ·D(p)− p ·D(q)
q2
=
1
x
,
och genom att multiplicera korsvis får vi
x · q ·D(p)− x · p ·D(q) = q2.
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Eftersom x delar q2 och därmed också q kan vi skriva
q = xn · qˆ, där n ≥ 1, qˆ ∈ Q[x] och sgd(qˆ, x) = 1.
Kombinerar vi dessa ekvationer får vi
xn+1 · qˆ ·D(p)− nxn · p · qˆ − xn+1 · p ·D(qˆ) = x2n · qˆ2,
vilket genom att ﬂytta termer, dividera med xn och bryta ut x kan förenklas
till
n · p · qˆ = x · (qˆ ·D(p)− p ·D(qˆ)− xn−1 · qˆ2).
Eftersom sgd(qˆ, x) = 1 måste x dela p. Men då har p och q en gemensam faktor,
vilket är en motsägelse.
Vi kan alltså dra slutsatsen att kroppen Q(x) inte räcker till för att uttrycka
den obestämda integralen av en godtycklig rationell funktion. Vi kommer att
behöva dels algebraiska utvidgningar, dels s.k. logaritmiska utvidgningar, som
vi nu deﬁnierar.
Deﬁnition 6.10. Låt L vara en diﬀerentialkropp och K en diﬀerentialkropps-
utvidgning av L. Om det för ett givet element θ ∈ K ﬁnns ett sådant element
u ∈ L att
D(θ) =
D(u)
u
,
så säger vi att elementet θ är logaritmiskt över L och skriver θ = log(u).
Vi betraktar nu en diﬀerentialkropp K(x) bestående av rationella funktioner
över en konstantkropp K, med en deriveringsoperator D som uppfyller ekvatio-
nen D(x) = 1. För att bestämma integralfunktionen till en godtycklig funktion
f = p/q ∈ K(x) börjar vi med att tillämpa en metod som kallas hermitesk
reduktion för att skriva om integralen:∫
p
q
=
c
d
+
∫
a
b
, (2)
där a, b, c, d ∈ K[x],deg(a) < deg(b) och b är moniskt och kvadratfritt. Hermi-
tesk reduktion grundar sig på de metoder för manipulering av polynom som vi
har behandlat så här långt.
Låt funktionen p/q ∈ K(x) vara normaliserad så att sgd(p, q) = 1 och po-
lynomet q är moniskt. Vi utför den euklidiska divisionen p/q och får sådana
polynom s, r ∈ K[x] att p = q · s+ r, där r = 0 eller deg(r) < deg(q). Då gäller∫
p
q
=
∫
s+
∫
r
q
.
Eftersom s är ett vanligt polynom är bestämmandet av integralen
∫
s en tri-
vial uppgift. För att integrera funktionen r/q bestämmer vi den kvadratfria
faktoriseringen av nämnaren,
q =
k∏
i=1
qii ,
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där qi är moniskt och kvadratfritt för varje 1 ≤ i ≤ k, sgd(qi, qj) = 1 för alla
i, j, i 6= j och deg(qk) > 0. Därefter bestämmer vi den fullständiga partial-
bråksuppdelningen av r/q:
r
q
=
k∑
i=1
i∑
j=1
rij
qji
,
där deg(rij) < deg(qi) om deg(qi) > 0 och rij = 0 om qi = 1 för varje rij ∈
K[x], 1 ≤ i ≤ k och 1 ≤ j ≤ i. Integralen av r/q får då formen∫
r
q
=
k∑
i=1
i∑
j=1
∫
rij
qji
.
Nu återstår att skriva om integralerna i högra ledet så att nämnaren alltid
är kvadratfri. Om j = 1 är nämnaren qi redan kvadratfri. Fixera nu en noll-
skild integrand rij/q
j
i med j > 1. Eftersom polynomet qi är kvadratfritt gäller
sgd(qi, q
′
i) = 1 och således kan vi hitta polynom s, t ∈ K[x] som uppfyller den
diofantiska ekvationen
s · qi + t · q′i = rij ,
där deg(s) < deg(q′i) = deg(qi) − 1 enligt principen för lösning av diofantiska
ekvationer och deg(t) < deg(qi) i och med att deg(rij) < deg(qi). Vi får∫
rij
qji
=
∫
s · qi + t · q′i
qji
=
∫
s
qj−1i
+
∫
t · q′i
qji
.
Vi använder nu partiell integrering på den sistnämnda integralen. Med beteck-
ningarna
u = t, v =
−1
(j − 1)qj−1i
i formeln för partiell integrering erhåller vi∫
t · q′i
qji
=
−t
(j − 1)qj−1i
+
∫
t′
(j − 1)qj−1i
.
Således har vi nått reduktionen∫
rij
qji
=
−t/(j − 1)
qj−1i
+
∫
s+ t′/(j − 1)
qj−1i
.
Den första termen i högra ledet är en rationell funktion som bidrar till termen
c/d i ekvation (2). I den andra termen har gradtalet för integrandens nämnare
sjunkit med 1. Om j − 1 > 1, så upprepar vi reduktionsprocessen tills alla
integrander är kvadratfria. Om integrandens täljare i något skede blir 0, så tar
reduktionsprocessen slut. Om j − 1 = 1, så tar reduktionsprocessen slut och
integralen bidrar till den logaritmiska delen
∫
(a/b) i ekvation (2).
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Algoritm 6.11 Hermitesk reduktion
Indata: En rationell funktion p/q ∈ K(x), där K är en diﬀerentialkropp.
Utdata: Elementen rat_del, poly_del och log_del i reduktionen
∫
(p/q) =
rat_del +
∫
poly_del +
∫
log_del.
1: procedure hermitered(p, q)
2: poly_del←− quo(p, q)
3: r ←− rem(p, q)
4: q ←− yunkvadratfri(q)
5: r ←− fpbu(r, q1, . . . , qk, 1, . . . , k)
6: rat_del←− 0
7: log_del←− 0
8: for i←− 1 to k do
9: log_del←− log_del + ri,1/qi
10: for j ←− 2 to i do
11: n←− j
12: while n > 1 do
13: (s, t)←− diofantos(qi, q′i, ri,n)
14: n←− n− 1
15: rat_del←− rat_del − t/(n · qni )
16: ri,n ←− s+ t′/n
17: end while
18: log_del←− log_del + ri,1/qi
19: end for
20: end for
21: return (rat_del, poly_del, log_del)
22: end procedure
Sats 6.12. Algoritmen för hermitesk reduktion  hermitered, algoritm 6.11
 fungerar korrekt.
Bevis. Algoritmen bygger direkt på resonemanget ovan. Varje iterering av for-
slingan på raderna 820 motsvarar behandlingen av en nämnarfaktor i partial-
bråksuppdelningen. Om uppdelningen ger upphov till en term med förstagrads-
nämnare adderas termen till den logaritmiska delen. Sedan följer själva reduk-
tionsprocessen på raderna 1019, där integranderna med nämnare vars gradtal
är högre än 2 grad för grad reduceras till integrander med förstagradsnämnare,
samtidigt som de rationella funktionerna som uppstår i reduktionen adderas till
den rationella delen. Slutligen adderas den integrand med förstagradsnämnare
som återstår efter reduktionen till den logaritmiska delen.
For-slingorna och while-slingan i algoritmen utförs ett ändligt antal gånger
och algoritmen avslutas därför alltid.
Exempel 6.13. Vi utför hermitesk reduktion med algoritm 6.11 på den ratio-
nella funktionen
f =
p
q
=
x7 − 24x4 − 4x2 + 8x− 8
x8 + 6x6 + 12x4 + 8x2
∈ Q(x).
Eftersom nämnaren har ett större gradtal än täljaren är quo(p, q) = 0 och
rem(p, q) = q. En kvadratfri faktorisering av nämnaren är
q = x8 + 6x6 + 12x4 + 8x2 = x2(x2 + 2)3 = q22q
3
3
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och partialbråksuppdelningen blir
f =
x− 1
x2
+
x4 − 6x3 − 18x2 − 12x+ 8
(x2 + 2)3
.
Nu är r1,1 = 0, så ingenting händer i första itereringen av for-slingan på rad 8.
För i = 2 får vi steg för steg:
log_del 0
j 2
n 2
s 1
t −1
n 1
rat_del 1/x
r2,1 1
log_del 1/x
För i = 3 ger j = 2 inga förändringar i värdena eftersom r3,2 = 0. Då j = 3
får vi:
j 3
n 3
s x2 − 6x+ 4
t −12x
n 2
rat_del 1/x+ 12x/(2 · (x2 + 2)2) = 1/x+ 6x/(x2 + 2)2
r3,2 x
2 − 6x− 2
s −1
t x− 3
n 1
rat_del 1/x+ 6x/(x2 + 2)2 − (x− 3)/(x2 + 2)
r3,1 0
log_del 1/x+ 0 = 1/x
Således har vi kommit fram till reduktionen∫
x7 − 24x4 − 4x2 + 8x− 8
x8 + 6x6 + 12x4 + 8x2
=
1
x
+
6x
(x2 + 2)2
− x− 3
x2 + 2
+
∫
1
x
.
Vi betraktar nu ett exempel där integralen är svår att beräkna med klassiska
metoder, medan uträkningarna med hermitesk reduktion är enkla. Dessutom
försvinner den logartmiska delen och hela integralen kan därför bestämmas med
enbart hermitesk reduktion.
Exempel 6.14. Vi utför hermitesk reduktion på den rationella funktionen
f =
p
q
=
2x3 + 3x2
(x3 + x+ 1)2
∈ Q(x).
Nämnaren är färdigt i kvadratfri form,
(x3 + x+ 1)2 = q22 ,
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och partialbråksuppdelningen blir
f =
2
x3 + x+ 1
+
3x2 − 2x− 2
(x3 + x+ 1)2
.
Den första termen bidrar direkt till den logaritmiska delen. Vi reducerar den
andra termen och löser den diofantiska ekvationen
s(x3 + x+ 1) + t(3x2 + 1) = 3x2 − 2x− 2.
För polynomen s och t får vi värdena s = −3 och t = x+ 1. Till den rationella
delen adderar vi
− t
q2
= − x+ 1
x3 + x+ 1
och till den logaritmiska delen
s+ t′
q2
=
−3 + 1
x3 + x+ 1
= − 2
x3 + x+ 1
.
Sammanlagt blir den logaritmiska delen 0 och vi har således∫
f =
∫
2x3 + 3x2
(x3 + x+ 1)2
= − x+ 1
x3 + x+ 1
.
I nästa kapitel behandlar vi Rothstein-Tragers metod för integrering av den
logaritmiska delen som uppstår i hermitesk reduktion, och fulländar så integre-
ringsalgoritmen för rationella funktioner.
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7 Rothstein-Tragers algoritm
Det andra steget i integreringsmetoden handlar om att integrera den logaritmis-
ka delen av uttrycket som den hermiteska reduktionen ger. Som utgångsläge har
vi alltså diﬀerentialkroppen K och integralen
∫
(a/b), där a, b ∈ K[x],deg(a) <
deg(b) och b är moniskt och kvadratfritt. Vi vet att det behövs logaritmiska och
eventuellt också algebraiska utvidgningar till K för att uttrycka integralfunk-
tionen.
Deﬁnition 7.1. Rotkroppen till ett polynom p över en kropp K är den minsta
utvidgningen av K som innehåller alla nollställen till p.
Vi faktoriserar nämnaren b över dess rotkropp Kb och får
b =
m∏
i=1
(x− βi),
där βi ∈ Kb och βi 6= βj för alla i 6= j, 1 ≤ i, j ≤ m. En partialbråksuppdelning
av integranden a/b ger nu
a
b
=
m∑
i=1
γi
x− βi ,
där γi, βi ∈ Kb för alla 1 ≤ i ≤ m. Därmed blir integralen∫
a
b
=
m∑
i=1
γi · log(x− βi) ∈ Kb(x, log(x− β1), . . . , log(x− βm)).
Integralen går alltså att uttrycka med hjälp av element i kroppsutvidgning-
en Kb(x, log(x − β1), . . . , log(x − βm)). Ofta räcker det ändå med en mindre
utvidgning av K, och med Rothstein-Tragers metod hittar vi den sökta inte-
gralfunktionen med den minsta möjliga utvidgningen.
Följande två satser ger Rothstein-Tragers algoritm för integrering av den
logaritmiska delen som vi får ur den hermiteska reduktionen.
Sats 7.2. Låt K vara en diﬀerentialkropp, polynomen a, b ∈ K[x] relativt prima,
deg(a) < deg(b), och b moniskt och kvadratfritt. Antag att∫
a
b
=
l∑
i=1
ci log vi, (3)
där konstanterna ci ∈ K, 1 ≤ i ≤ l, är nollskilda och distinkta och polynomen
vi ∈ K[x], 1 ≤ i ≤ l, är icke-konstanta, moniska, kvadratfria och relativt prima.
Då utgör konstanterna ci, 1 ≤ i ≤ l, de distinkta nollställena till polynomet
r(y) = resx(a− yb′, b) ∈ K[y],
där resx avser resultanten i avseende på variabeln x, och för polynomen vi gäller
vi = sgd(a− cib′, b) ∈ K[x]
för alla 1 ≤ i ≤ l.
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Bevis. Vi deriverar båda leden i (3) och får
a
b
=
l∑
i=1
ci
v′i
vi
. (4)
Vi deﬁnierar
ui =
l∏
j=1
j 6=i
vj
och genom att multiplicera båda leden i (4) med b ·∏lj=1 vj får vi
a ·
l∏
j=1
vj = b ·
l∑
i=1
ciuiv
′
i. (5)
Vi visar nu att
b =
l∏
j=1
vj (6)
och
a =
l∑
i=1
ciuiv
′
i.
Ur (5) och antagandet att a och b är relativt prima följer att b delar
∏l
j=1 vj .
På motsvarande sätt gäller
vj | b ·
l∑
i=1
ciuiv
′
i för alla 1 ≤ j ≤ l,
och eftersom vj trivialt delar ui när i 6= j, så gäller
vj | b · cjujv′j .
Nu är cj ∈ K en nollskild konstant, sgd(vj , uj) = 1 eftersom polynomen vj är
relativt prima, och sgd(vj , v′j) = 1 eftersom polynomen vj är kvadratfria, så
vj | b gäller för alla 1 ≤ j ≤ l. Eftersom polynomen vj är relativt prima får vi
vidare
l∏
j=1
vj | b,
vilket i och med att b och alla vj är moniska innebär att (6) gäller. Följaktligen
får vi ur (5) att
a =
l∑
i=1
ciuiv
′
i.
Vi visar nu att
vj | (a− cjb′) för alla 1 ≤ j ≤ l. (7)
Eftersom b =
∏l
j=1 vj får vi med derivatans produktregel
b′ =
l∑
i=1
uiv
′
i.
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Således gäller
a− cjb′ =
l∑
i=1
ciuiv
′
i − cj
l∑
i=1
uiv
′
i =
l∑
i=1
(ci − cj)uiv′i. (8)
I den sistnämnda summan gäller vj | ui när i 6= j, och termen försvinner när
i = j. Således gäller (7).
Vi vet alltså att vj delar både a− cjb′ och b för alla 1 ≤ j ≤ l och visar nu
att vj är den största gemensamma delaren. Det räcker att visa att
sgd(a− cjb′, vh) = 1 när h 6= j.
Genom att använda (8) får vi
sgd(a− cjb′, vh) = sgd(
l∑
i=1
(ci − cj)uiv′i, vh) = sgd((ch − cj)uhv′h, vh),
där den sista likheten gäller eftersom vh är en faktor i varje ui när i 6= h.
Vidare har vi, som tidigare konstaterat, sgd(vh, v′h) = 1 och sgd(vh, uh) = 1,
och eftersom ch 6= cj får vi
sgd((ch − cj)uhv′h, vh) = 1
och har därmed visat att
vj = sgd(a− cjb′, b) för 1 ≤ j ≤ l.
Ur detta följer att resx(a− cjb′, b) = 0, eftersom det ﬁnns en icke-trivial gemen-
sam faktor, och därmed utgör cj ett nollställe till polynomet r(y).
Låt nu c vara ett godtyckligt nollställe till polynomet r(y). Av resx(a −
cb′, b) = 0 följer att det ﬁnns ett sådant icke-konstant polynom G att
sgd(a− cb′, b) = G.
Låt g vara en irreducibel faktor i G. Eftersom g | b och b = ∏lj=1 vj , så ﬁnns
det ett och endast ett sådant vj att g | vj . Ur g | (a− cb′) och (8) får vi
g |
l∑
i=1
(ci − c)uiv′i.
Eftersom g delar vj gäller g | ui när i 6= j. Således får vi
g | (cj − c)ujv′j .
Detta kan gälla endast när cj−c = 0, och cmåste därför vara en av konstanterna
cj . Därmed är cj , 1 ≤ j ≤ l, alla distinkta nollställen till polynomet r(y).
Sats 7.3. Låt K vara en diﬀerentialkropp, polynomen a, b ∈ K[x] relativt prima,
deg(a) < deg(b), och b moniskt och kvadratfritt. Låt K∗ vara den minsta möjliga
utvidgningen av K sådan att integralen
∫
a/b kan uttryckas i formen∫
a
b
=
l∗∑
i=1
c∗i log(v
∗
i ), (9)
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där c∗i ∈ K∗ och v∗i ∈ K∗[x]. Då gäller
K∗ = K(c∗1, . . . , c
∗
l ),
där c∗i , 1 ≤ i ≤ l∗, är de distinkta nollställena till polynomet
r(y) = resx(a− yb′, b) ∈ K[y],
dvs. K∗ är rotkroppen till r(y) över kroppen K.
Bevis. Vi utgår från uttrycket för integralen i antagandet. Om konstanterna
c∗i och polynomen v
∗
i uppfyller premisserna i föregående sats (7.2) är vi klara.
Annars kan vi skriva om uttrycket så att premisserna uppfylls, vilket vi nu
bevisar.
Antag att det ﬁnns ett sådant i att polynomet v∗i inte är kvadratfritt. Låt
den kvadratfria faktoriseringen vara
v∗i =
k∏
j=1
vjj .
Med hjälp av logaritmlagarna får vi då
log v∗i =
k∑
j=1
j log vj .
Vi kan upprepa den här processen för alla termer tills logaritmfunktionernas
argument är kvadratfria. Vidare kan vi göra varje argument moniskt genom att
dividera med den ledande koeﬃcienten. Om logaritmfunktionens argument är
en konstant försvinner hela termen. På så vis bibehålls likheten i (9), och vi
kan således anta att varje v∗i i uttrycket är ett moniskt, kvadratfritt och icke-
konstant polynom.
Antag nu att det ﬁnns sådana distinkta i och j att sgd(v∗i , v
∗
j ) = v, där
deg(v) > 1. Med hjälp av logaritmlagarna får vi
log v∗i = log v + log(v
∗
i /v),
log v∗j = log v + log(v
∗
j /v).
Notera att logaritmfunktionernas argument tillhör K∗[x]. Vi kan upprepa den
här processen tills alla logaritmfunktionernas argument är relativt prima. De
termer som har samma logaritmfunktionsargument samlar vi till en enda term.
Polynomen är fortfarande moniska, kvadratfria och icke-konstanta.
Antag slutligen att det ﬁnns sådana distinkta i och j att c∗i = c
∗
j . Vi använder
igen logaritmlagarna och får
c∗i log v
∗
i + c
∗
j log v
∗
j = c
∗
i log(v
∗
i · v∗j ).
Fortsättningsvis är logaritmfunktionernas argument moniska, kvadratfria, rela-
tivt prima och icke-konstanta polynom.
Således har vi visat att uttrycket i antagandet vid behov kan skrivas om så
att premisserna i sats 7.2 uppfylls. Med stöd av sats 7.2 ser vi att konstanterna
c∗i , 1 ≤ i ≤ l∗, är de distinkta nollställena till polynomet r(y) och således är K∗
rotkroppen till polynomet r(y) över kroppen K.
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Exempel 7.4. Vi beräknar den logaritmiska delen i exempel 6.13, dvs.∫
a
b
=
1
x
,
med Rothstein-Trager-metoden. Med a = 1 och b = x får vi
r = resx(b, a− yb′) = resx(x, 1− y) = det
[
1 0
0 1− y
]
= 1− y.
Nollstället för r är c1 = 1 och vi får
v1 = sgd(b, a− c1b′) = sgd(x, 1− 1) = sgd(x, 0) = x.
Nu är u1 = b/v1 = x/x = 1 och c1u1v′1 = 1 · 1 · 1 = 1 = a, som väntat. Slutligen
får vi ∫
1
x
= c1 log v1 = 1 · log x = log x.
Exempel 7.5. Vi betraktar ett mera avancerat fall och beräknar integralen∫
1
x3 + x
.
Vi har alltså a = 1 och b = x3 + x och resultanten blir
r = resx(x
3 + x, 1− y(3x2 + 1))
= det

1 0 1 0 0
0 1 0 1 0
−3y 0 −y + 1 0 0
0 −3y 0 −y + 1 0
0 0 −3y 0 −y + 1

= −4y3 + 3y + 1 = −(2y + 1)2(y − 1).
Resultantens nollställen är c1 = − 12 och c2 = 1, och vi får
v1 = sgd(b, a− c1b′) = sgd(x3 + x, 1 + 1
2
(3x2 + 1))
= sgd(x3 + x,
3
2
(x2 + 1)) = x2 + 1,
v2 = sgd(b, a− c2b′) = sgd(x3 + x, 1− (3x2 + 1))
= sgd(x3 + x,−3x2) = x.
Som kontrollräkning ser vi att u1 = x, u2 = x2 + 1 och
c1u1v
′
1 + c2u2v
′
2 = −
1
2
· x · 2x+ 1 · (x2 + 1) · 1 = 1 = a.
Således gäller∫
1
x3 + x
= c1 log v1 + c2 log v2 = −1
2
log(x2 + 1) + log x.
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I och med Rothstein-Tragers metod har vi nu en fullständig metod för inte-
grering av rationella funktioner. Vi sammanfattar resultaten i en integrerings-
algoritm.
Algoritm 7.6 Integrering av en rationell funktion
Indata: En rationell funktion p/q ∈ K(x), där K är en diﬀerentialkropp, p och
q är relativt prima och q är nollskilt.
Utdata: Integralfunktionen
∫
(p/q).
1: procedure ratintegrering(p, q)
2: (f, g, h)←− hermitered(p, q)
3: a←− täljare(h)
4: b←− nämnare(h)
5: r ←− resx(b, a− yb′)
6: u · re11 · · · renn ←− faktorisera(r)
7: for i←− 1 to n do
8: c←− nollst(ri)
9: vi ←− sgd(b, a− cb′)
10: end for
11: h←−∑ni=1∑c|ri(c)=0 c log(vi)
12: return f + g + h
13: end procedure
Sats 7.7. Algoritmen för integrering av rationella funktioner  ratintegre-
ring, algoritm 7.6  fungerar korrekt.
Bevis. På rad 2 utnyttjar vi algoritmen för hermitesk reduktion för att dela
upp integralen i en rationell del, en polynomdel och en logaritmisk del. Resten
av algoritmen bygger på Rothstein-Tragers metod. Först bestäms resultantpo-
lynomet, sedan dess faktorisering. Utgående från nollställena för var och en av
faktorerna ri får vi i for-slingan på raderna 710 polynomen vi, vilkas summa
på rad 11 bildar den logaritmiska delen av integralen.
Den logaritmiska delen h i den hermiteska reduktionen uppfyller premisserna
i sats 7.3, vilket garanterar att de följande stegen i algoritmen går att utföra. For-
slingan på raderna 710 utförs ett ändligt antal gånger, så algoritmen avslutas
alltid.
Exempel 7.8. Som avslutande och sammanfattande exempel använder vi in-
tegreringsalgoritmen för att beräkna integralen∫
p
q
=
∫
36
x5 − 2x4 − 2x3 + 4x2 + x− 2 .
I första steget använder vi hermitesk reduktion på polynomkvoten. Eftersom
nämnarens gradtal är större än täljarens är reduktionens polynomdel 0. Yuns
algoritm för kvadratfri faktorisering av nämnaren ger
x5 − 2x4 − 2x3 + 4x2 + x− 2 = (x− 2)(x2 − 1)2
och den fullständiga partialbråksuppdelningen av integranden blir
36
x5 − 2x4 − 2x3 + 4x2 + x− 2 =
4
x− 2 −
4x+ 8
x2 − 1 −
12x+ 24
(x2 − 1)2 .
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De två första termerna bidrar till den logaritmiska delen, medan den sista termen
reduceras till en rationell del,
12x+ 6
x2 − 1 ,
och en logaritmisk del,
12
x2 − 1 .
Således blir den logaritmiska delen sammanlagt
4
x− 2 −
4x+ 8
x2 − 1 +
12
x2 − 1 =
12x− 12
(x− 2)(x2 − 1)
=
12(x− 1)
(x− 2)(x+ 1)(x− 1)
=
12
x2 − x− 2 .
Vi beräknar resultanten
r = resx(x
2 − x− 2, 12− y(2x− 1))
= det

1 −1 −2 0
0 1 −1 −2
0 −2y y + 12 0
0 0 −2y y + 12

= 144− 9y2.
Faktoriseringen blir 144 − 9y2 = −9(y − 4)(y + 4). Nollställena är c1 = 4 och
c2 = −4 och vi får
v1 = sgd(x
2 − x− 2, 12− 4(2x− 1))
= sgd[(x− 2)(x+ 1),−8(x− 2)] = x− 2,
v2 = sgd(x
2 − x− 2, 12 + 4(2x− 1))
= sgd[(x− 2)(x+ 1), 8(x+ 1)] = x+ 1.
Sammanlagt har vi∫
36
x5 − 2x4 − 2x3 + 4x2 + x− 2 =
12x+ 6
x2 − 1 + 4 log(x− 2)− 4 log(x+ 1).
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