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The fractional Hilbert transforms plays an important role in optics and
signal processing. In particular the analytic signal proposed by Gabor has
as a key component the Hilbert transform. The higher dimensional Hilbert
transform is the Riesz-Hilbert transform which was used by Felsberg and
Sommer to construct the monogenic signal. We will construct fractional and
quaternionic fractional Riesz-Hilbert transforms based on a eigenvalue de-
composition. We will prove properties of these transformations such as shift
and scale invariance, orthogonality and the semigroup property. Based on
the fractional/quaternionic fractional Riesz-Hilbert transform we construct
(quaternionic) fractional monogenic signals. These signals are rotated and
modulated monogenic signals.
1 Introduction
The Hilbert transform is well known in mathematics and in applications such as optics,
signal processing and image processing.
In mathematics the Hilbert transform was used to solve the Riemann-Hilbert problem
which describes a relation between boundary values of analytic functions. The first
definition of the Hilbert transform is given in terms of Fourier series expansion of a
function f defined on the unit circle T = {z ∈ C : |z| = 1}. Let f ∈ L1(T) with Fourier
expansion f(t) =
∑∞
n=−∞ cn e
2pi int then
(Hf)(t) := −i
∞∑
n=−∞
sgn (n) cn e
2pi int.
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Specifically, we get that
f(t) + i(Hf)(t) = c0 + 2
∞∑
n=1
cne
2pi int,
i.e. there is no negative spectrum anymore. That is exactly what Gabor needed, a
transform that convert any real signal into one with the same real part, but without
negative spectrum [9]. Surprisingly, this transform can be rewritten as an integral and
as integral along the real line it becomes
(Hf)(t) = v.p.
1
pi
∫ ∞
−∞
f(τ)
t− τ
dτ.
The Hilbert transform is an important tool in optics. The optical implementation of the
Hilbert transform was done in 1950 in two different ways. Kastler [11] used it for image
processing, especially for edge enhancement. The mathematical reason for that is that the
Hilbert transform is an singular integral operator and works like a derivative. Wolter [21]
used it for spectroscopy which lead to further developments such as the fractional Fourier
transform. All those applications make the Hilbert transform an important transform.
An higher dimensional analog of this useful transform are the Riesz transforms which
can also be seen as a Hilbert transform. In 1996 Lohmann [13] generalized the classical
Hilbert transform to the fractional Hilbert transform, which can be implemented optically
as a spatial filtering setup.
It was widely believed, in the areas of optics, image analysis, and visual perception, that
the Hilbert transform does not extend naturally and isotropically beyond one dimension.
A transform that has these properties was in 2d introduced by Larkin [12] as a so-called
spiral phase operator (in Fourier domain). It turns out that the spiral phase operator
coincides with the monogenic signal.
Felsberg and Sommer [8] used the Riesz transforms or the higher dimensional Hilbert
transform to introduce the monogenic signal which is an higher dimensional analog of the
analytic signal. The monogenic signal is different form the higher dimensional analytic
signal defined in [10]. The monogenic signal as well as the higher dimensional analytic
signal have been proven to be useful in image processing (see for example [2]). In [6] the
fractional Hilbert transform was employed for image processing and specifically for edge
detection. In [13] the fractional Hilbert transform is deduced from an optical setup.
H˜1(ν) = exp
(
+ipi2
)
S(ν) + exp
(
−ipi2
)
S(−ν),
where S(ν) is a step function. The first fractional generalization is the filter:
H˜P (ν) = exp (+iϕ)S(ν) + exp (−iϕ)S(−ν).
This can be rewritten as
H˜P (ν) = cosϕH˜0(ν) + sinϕH˜1(ν).
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For an input function U(x) with a spatial spectrum U˜(ν), the output image is
VP (x) =
∫ ∞
−∞
U˜(ν)H˜P (ν) exp(2piiνx) dν
= cosϕV0(x) + sinϕV1(x),
where VP is a mixture of the ordinary bright-field kind, V0, and the classical Hilbert
transform H1. Mathematically,
S(±ν) =
1
2
(
1±
ν
|ν|
)
are projections related to the decomposition
L2(R) = L2(−∞, 0) ⊕ L2(0,∞)
and the Hilbert transform is a convolution operator H1f = 1pix ∗ f and the Fourier
transform of the convolution kernel is h(ν) = 1̂
pix
= −i sgn (ν).
We will generalizes these ideas into higher dimensions constructing a fractional Riesz-
Hilbert transform in R2. Later in [5] three different generalizations of Gabor’s signal were
constructed, all of which reduce to the analytic signal when the angle is set to pi2 . It is
of interest that this fractional Hilbert transform has the semigroup property, unlike the
generalized Hilbert transform in [22]. Venkitaraman and Seelamantula considered several
generalized concepts of analytic signals based on the fractional Hilbert transform [19].
There are to preliminary papers to that topic. In [3] the construction of fractional
Hilbert transform is done in Fourier domain based on rotations in R3, which can be
described by quaternions. The construction of the monogenic signal in [4] is similar to
that of the quaternionic monogenic signal in this paper.
1.1 Purpose of this paper
In this paper we use a different approach to fractional Riesz-Hilbert transforms and
fractional monogenic signals. A general construction of fractional transform can be done
in the following way. Let T be transform such that T : H → H, where H is a complex
separable Hilbert with inner product 〈. , .〉, and if there is a complete set of orthonormal
eigenfunctions φn with corresponding eigenvalues λn, then any element in the space can
be represented as
f =
∞∑
n=0
anφn, an = 〈f, φn〉, so that T f =
∞∑
n=0
anλnφn.
The fractional transform can be defined as
(T af)(ξ) =
∞∑
n=0
anλ
a
nφn(ξ) =
∞∑
n=0
λan〈f, φn〉φn(ξ) = 〈f, Ka(ξ, .)〉,
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where
Ka(ξ, x) =
∞∑
n=0
λanφn(ξ)φn(x).
In such a case the transform should be compact operator but it is easily seen that the
Hilbert transform as well as the Fourier transform are not compact operators in L2. But
we can still use the approach because the Hilbert transform is involved in the Hardy-
space decomposition of L2 and actually the boundary values of monogenic functions in
the upper/lower half-space are eigenfunctions of the Hilbert transform.
In optics and image processing the Hilbert transform is usually seen as the 1d Hilbert
transform or the generalization to an analytic Hilbert transform in C2 [10]. Our paper
is based on the Riesz transforms which are not considered separately but all together
as a Hilbert transform in Clifford analysis. To distinguish between these two Hilbert
transforms we will call our transform Riesz-Hilbert transform which is nothing else but
the Hilbert transform in Clifford analysis.
The new approach to construct fractional transforms is to substitute the eigenvalue
−1 by e−ipi (and 1 = e0) or e−upi, where u is a pure unit quaternion. It will be proven
that two (quaternionic) fractional Riesz-Hilbert transforms give rise to a fractional and
quaternionic fractional monogenic signal respectively. These signals are modulated and
rotated monogenic signals. It will be further proven that the (quaternionic) fractional
Riesz-Hilbert transforms built a C0-continuous semigroup.
The paper is organized as follows. After this introduction we provide the necessary
facts about quaternionic analysis such as the algebra of quaternions itself, rotations in
R
3 and R4 and how they can be described by quaternions, the special case of isoclinic ro-
tations. Further quaternionic analysis, the appropriate Dirac operator, the Hardy space
decomposition and their projections. In section 3 we summarize the properties of the
Riesz-Hilbert transform. The fractional Riesz-Hilbert transform and the fractional mono-
genic signal are constructed in section 4. In section 5 extend the theory to quaternionic
fractional Riezs-Hilbert transforms and the quaternionic fractional monogenic signal.
2 Preliminaries
The Riesz-Hilbert transform can easily be defined in any Clifford algebra, but because we
will use only 2D signals, the Hilbert transform will describe boundary values of monogenic
functions in the upper half space R3+, and because we will use rotations in R
3, which are
easily described by the aid of pure quaternions, we will use quaternions.
The paper is organized as follows. After this introduction in Section 2 we real and
complex quaternions, rotations in R4 and R3, quaternionic analysis based on a Dirac
operator and important properties of monogenic functions, Hardy spaces and the projec-
tions onto those spaces. In Section 3 we define the factional Hilbert transform and two
special cases. The paper end with some concluding remarks.
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2.1 Quaternions
2.1.1 Real quaternions
Let H denote the skew-field of quaternions with basis {1, i, j, k}. An arbitrary element
q ∈ H is given by
q = q01+ q1i+ q2j+ q3k,
where q0, q1, q2, q3 ∈ R. Addition and multiplication by a real scalar defined in component-
wise fashion. The multiplication distributes over addition; 1 is the multiplication identity;
and
i2 = j2 = k2 = −1,
ij = −ji = k, jk = −kj = i, ki = −ik = j.
We decompose a quaternion into two parts that are called its scalar and vector parts. If
q = q01+ q1i+ q2j+ q3k, we write
q = q0 + q = Sc (q) + Vec (q),
where q0 = q01 is the scalar part and q = q1i + q2j + q3k the vecor part of q. On H a
conjugation is defined as q = q01 − q for all q ∈ H. The length or norm |q| of q ∈ H is
then
|q| =
√
q20 + q
2
1 + q
2
2 + q
2
3 =
√
qq =
√
qq.
All q ∈ H\{0} are invertible with inverse
q−1 =
q
|q|
.
2.2 Rotations
We identify H with the four dimensional Euclidean space R4 by associating q ∈ H with
the vector (q0, q1, q2, q3) ∈ R4.
If q ∈ H has |q| = 1, then we call q a unit quaternion. If u is a pure unit quaternion
then u−1 = −u. Two pure unit quaternions u and v are orthogonal if and only if
uv + vu = 0.
If q is a unit quaternion there is a real number ϕ and a pure unit quaternion u such that
q = 1 cosϕ+ u sinϕ.
Since u2 = −1, the power series expansion leads to
euϕ =
∞∑
n=0
(uϕ)n
n!
=
∞∑
l=0
(uϕ)2l
(2l)!
+
∞∑
l=0
(uϕ)2l+1
(2l + 1)!
=
∞∑
l=0
(−1)lϕ2l
(2l)!
+ u
∞∑
l=0
(−1)lϕ2l+1
(2l + 1)!
= 1 cosϕ+ u sinϕ,
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providing equivalent representations for a unit quaternion
q = q0 + q = 1 cosϕ+ u sinϕ = e
uϕ.
It should be mentioned that neither u nor ϕ is uniquely determined. When q 6= ±1 then
sinϕ = ±|q| and u = ±
q
|q| . When q = ±1, u can be any pure unit quaternion.
2.2.1 Rotations in R3
Let q be a quaternion. Then L(q) : H→ H and R(q) : H→ H are defined as follows
[L(q)](x) = qx, [R(q)](x) = xq, x ∈ H.
If q is a unit quaternion, then both Lq and Rq are orthogonal transformations of H. Thus,
for unit quaternions p and q, the mapping Cp,q : H→ H defined by
Cp,q = L(p) ◦R(q) = R(q) ◦ L(p)
is also an orthogonal transform of H and Cp1,q1 ◦ Cp2,q2 = Cp1p2,q2q1 .
Theorem 2.1 ([20]) If q is a unit quaternion, then there exist a pure unit quaternion u
and a real scalar ϕ such that q = euϕ. The transform C : R3 → R3 defined by C(x) = qxq
is a rotation in the plane orthogonal to u through an angle 2ϕ.
2.2.2 Rotations in R4
Theorem 2.2 ([20]) Let p = euϕ and q = evψ, where u and v are pure unit quaternions.
The orthogonal transform Cp,q of H is a product of two rotations in orthogonal planes.
This theorem is presumably due to Ball; in [1] the author does not mention it explicitly
as a theorem, but nevertheless gives a proof. However, Ball’s proof is slightly incomplete,
a complete proof is given by Mebius in [15]. Hence, the multiplication with an unit
quaternion from the right (or left) only describes a (right- or left-) isoclinic rotation in
R
4.
We will use a multiplication from the right-hand side.
Let P be an arbitrary 4D point, represented as a quaternion P = w1+xi+yj+zk. Let p
and q be unit quaternions. Consider the left- and right-multiplication mappings P 7→ pP
and P 7→ Pq. Both mappings have the property of rotating all half-lines originating
from O through the same angle (arccos p0 and arccos q0 respectively); such rotations are
denoted as isoclinic [20].
Definition 2.3 (Isoclinic rotation) In a 4-dimensional space a rotation is said iso-
clinic if all its 2 angles are equal (up to the sign).
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Because the left- and the right multiplication are different from each other resulting
in different rotations we have to distinguish between left- and right-isoclinic rotations.
Conversely, an isoclinic 4D rotation about O (different from the non-rotation I and
from the central reversion −I) is represented by either a left-multiplication or a right-
multiplication by a unique unit quaternion. Hence, the multiplication with an unit
quaternion from the right (or left) only describes a right- (or left-) isoclinic rotation in
R
4.
2.3 Function spaces
We consider functions in the Lebesgue spaces Lp. A real-, complex-, or quaternionic-
valued function f belongs to Lp(Rn, R), Lp(Rn, C) or Lp(Rn, H) if
(∫
Rn
|f(x)|p dx
) 1
p
, 1 < p <∞.
The space L2(Rn,H) is a Hilbert space with inner product
〈f, g〉 = Sc
∫
f(x)
CH
g(x), dx =
∫ 3∑
j=0
fj(x)
C
gj(x) e
2
j dx,
where CH denotes the complex and quaternionic conjugation and C the complex conju-
gation.
2.4 Quaternionic analysis
The quaternionic analysis presented in this section is based on the nice presentation of
Clifford analysis in [7].
2.4.1 Dirac operator
The Dirac operator is defined as the first order linear differential operator
Dx = 1∂x0 + i∂x1 + j∂x2 + k∂x3 .
Definition 2.4 (Monogenic functions) Let Ω ⊆ R4 be open and let f be a C1-function
in Ω which is (real or complex ) quaternionic-valued. Then f is left monogenic or (right
monogenic) in Ω if in Ω
Dxf = 0 or fDx = 0.
The connection between monogenic and harmonic functions is due to the fact that ∆x =
−∂2x = DxDx.
7
2.4.2 Integral formulae
Let Ω ⊂ R4 be open. Because the Dirac operator Dx is a first order linear differential
operator with constant coefficients there exists a fundamental solution.
Lemma 2.5 A fundamental solution is given by
E(x) =
1
2pi2
x
|x|4
=
1
2pi2
(x0 − x1i− x2j− x3k)
|x|4
.
E has the following properties.
1. E is H ∼ R4-valued and belongs to L1loc(R
4).
2. E is left and right monogenic in R4\{0}
3. and lim
|x|→∞
E(x) = 0.
4. DxE = EDx = δ(x), δ(x) being the classical δ-function in R
4.
2.4.3 Hardy spaces
Definition 2.6 (Hardy spaces) Let 1 < p <∞. Then
Hp(R3±) = {F monogenic in R
4
± : sup
ε>0
∫
R3
|F (y ± ε)|p dy <∞}
is the Hardy space of (left) monogenic functions in R3±.
Definition 2.7 (Integral operators) For f ∈ Lp(R3) and x ∈ R4\R3,
Cf(x) =
∫
R3
E(x− y)f(y) dy
is the Cauchy transform of f.
For f ∈ Lp(R4) and a.e. x ∈ R3,
(Hf)(x) = 2 p.v.
∫
R3
E(x− y)f(y) dS(y)
= 2 lim
ε→0+
∫
y∈R3:|x−y|>ε
E(x− y)f(y) dy
is the Hilbert transform of f .
the Riesz-Hilbert transform is a convolution operator, i.e. Hf = p.v.2E(x) ∗ f. We call
the Fourier transform of the convolution kernel Fourier symbol of the operator. Hence
the Riesz-Hilbert transform has Fourier symbol
iξ
|ξ| .
Theorem 2.8 ([16]) Let f ∈ Lp(R3), 1 < p <∞. Then
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1. Cf ∈ Hp(R3±).
2. Cf has non-tangential limits (C±) at almost all x∗ ∈ R3.
3. Putting
P
+f(x∗) = (C+f)(x∗) and P−f(x∗) = −(C−f)(x∗)
then P± are bounded projections in Lp(R3).
4. (Plemelj-Sokhotzki formulae). For a.e. x∗ ∈ R3,
P
+f(x∗) = 12 (f(x
∗) + (Hf)(x∗)) and P−f(x∗) = 12 (f(x
∗)− (Hf)(x∗))
whence
1 = P+ + P− and H = P+ − P−.
In particular H is a bounded linear operator on Lp(R3) and, putting Lp,±(R3) =
P
±Lp(R3), leads to the decomposition into Hardy spaces
Lp(R3) = Lp,+(R3)⊕ Lp,−(R3).
Using that
F
(
2xj
2pi2|x|4
)
= −i
ξj
|ξ|
, j = 1, . . . , 3,
and set [16]
χ±(ξ) =
1
2
(
1± i
ξ
|ξ|
)
,
it should be noticed that
χ2±(ξ) = χ±(ξ) and χ+(ξ) + χ−(ξ) = 1, χ+(ξ)χ−(ξ) = χ−(ξ)χ+(ξ) = 0.
Which means that χ± are projections and zero divisors. That is equivalent to a decom-
position in Fourier space:
fˆ =
1
2
(
1 + i
ξ
|ξ|
)
fˆ +
1
2
(
1− i
ξ
|ξ|
)
fˆ .
The boundary values of monogenic function in upper half-space are characterized in
the next theorem.
Theorem 2.9 For f ∈ Lp(R3) the following statements are equivalent:
1. The non-tangential limit of Cf is a.e. equal to f,
2. Hf = f,
3. Ff = χ+Ff.
and characterizes boundary values of monogenic functions.
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3 Properties of the Riesz-Hilbert transforms
The Riesz-Hilbert transform H is a convolution-type operator and a linear combination
of Riesz transforms Rj : Hf(x) =
∑3
j=1Rjf(x)ej and the Fourier transform is F(Hf) =
iξ
|ξ| fˆ , where fˆ denotes the Fourier transform of f . The Riesz-Hilbert transform has the
following properties:
1. Shift-invariance: Sτ (Hf)(x) = H(Sτf)(x), τ ∈ R3,
2. Scale-invariance: Dσ(Hf)(x) = H(Dσf)(x), σ ∈ R+,
3. Self-Reversibility : ∀f ∈ L2(R3,H) : H2f(x) = −
3∑
i=1
(R2jf)(x) = f(x).
4. Energy preservation: For all f, g ∈ L2(R3, H) : 〈Hf, Hg〉 = 〈f, g〉.
5. Orthogonality I : The real-valued function f ∈ L2(R3, R) is orthogonal to its the
Riesz-Hilbert transform Hf ∈ L2(R3,H), i.e. 〈f, Hf〉 = 0.
6. Orthogonality II : If f, g ∈ L2(R3, R) are such that 〈f, g〉 = 0, then 〈Hf, Hg〉 = 0.
Proof: Because the Riesz transforms are linear convolution-type integrals the Riesz-
Hilbert transform is linear. The Riesz-Hilbert transform is invariant under actions of the
Vahlen group V (n) [17]. Specific Vahlen matrices are(
0 −1
1 0
)
,
(
a 0
0 a˜−1
)
, where a ∈ Pin(n),(
1 v
0 1
)
, where v ∈ Rn, and
(
λ 0
0 λ−1
)
, where λ ∈ R+.
These matrices are generators of the group V (n) [18]. The pin group Pin(n) is the
group of all even products of pure vectors or pure quaternions. The matrices correspond
respectively to Kelvin inversion, orthogonal transformations, translation and dilation.
It is easily seen in Fourier domain that F(H2f) =
(
iξ
|ξ|
)2
fˆ = fˆ . The orthogonality of
the real-valued signal f to its Riesz-Hilbert transform is obvious from Sc (f (Hf)) = 0.
Because of
〈Hf, Hg〉 = −
3∑
j=1
∫
R3
(Rjf)(x)(Rjg)(x) dx = −
3∑
j=1
∫
R3
iξj
|ξ|
fˆ(ξ)
iξj
|ξ|
gˆ(ξ) dξ = 〈f, g〉
the orthogonality of f and g implies the orthogonality of their Riesz-Hilbert transforms.
Lemma 3.1 For f, g ∈ L2(R3, H) we have 〈Hf, g〉 = 〈f, Hg〉.
Proof: We have∫
R3
Ĥf
CH
gˆ dξ =
∫
R3
fˆ(ξ)
CH iξ
|ξ|
gˆ(ξ) dξ =
∫
R3
fˆ
CH
Ĥg dξ
and thus 〈Hf, g〉 = 〈f, Hg〉.
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4 Fractional Riesz-Hilbert transform
It is a general question how to construct a fractional transformation. The answer could
be given in terms of a eigenvalue or singular value decompostion. Unfortunately, these
theories work very well for compact operators only. The usual transforms are not compact
operators. Nevertheless, we will use the basic idea of eigenvalue decomposition to obtain
a definition of fractional transform.
The idea by Lohmann to construct the fractional Hilbert transform leads to a norm
continuous C0-semigroup of Hilbert operators. The construction can be interpreted as
rotations in Fourier domain. Because H2 = I there are only 2 eigenvalues ±1. The
eigenspace for λ = 1 is the Hardy space L2,+(R3) and for λ = −1 it is the Hardy space
L2,−(Rn).
We have
ϕ =
1
2
(I +H)ϕ+
1
2
(I −H)ϕ
and
Hϕ =
1
2
(I +H)ϕ+ (−1)
1
2
(I −H)ϕ.
Therefore we define
Hαϕ =
1
2
(I +H)ϕ+ e−ipiα
1
2
(I −H)ϕ
= e−i
pi
2
α 1
2
(
ei
pi
2
α (I +H)ϕ+ e−i
pi
2
α (I −H)
)
ϕ
= e−i
pi
2
α
(
cos
(pi
2
α
)
I + i sin
(pi
2
α
)
H
)
ϕ
⇐⇒ iαHαϕ = (iH)αϕ = cos
(pi
2
α
)
I + i sin
(pi
2
α
)
Hϕ.
Here, we identify e−i
pi
2 α with iα. From that we obtain the following definition.
Definition 4.1 (Fractional Riesz-Hilbert transform) The fractional Riesz-Hilbert
transform is defined as
Hα := e−i
pi
2 α
(
cos(pi2α)I + i sin(
pi
2 )H)
)
(4.1)
and Hα = (iH)α := cos(pi2α)I + i sin(
pi
2 )H. (4.2)
Theorem 4.2 The fractional Riesz-Hilbert transforms Hα, Hα : Lp(R3, H)→ Lp(R3, H),
1 < p <∞, α ∈ R, are linear, shift and scale invariant and fulfill the following properties
1. the inverse of Hα is H−α and the inverse of Hα is H−α, α ∈ R,
2. Hα is 2-periodic in α, i.e. Hα+2 = Hα, whereas Hα is 4-periodic in α, i.e. Hα+4 =
Hα, α ∈ R.,
3. If f, g ∈ L2(R3, R) such that 〈f, g〉 = 0 then
〈Hαf, Hαg〉 = 〈Hαf, Hαg〉 = 0.
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Because H maps Lp(R3,H) onto itself both operators are linear and bounded operators
in Lp(R3,H). The Hilbert operator as a singular integral operator is a linear bounded
operator in L(Lp(Rn)), 1 < p <∞. Further, we have
Hα = cos
(pi
2
α
)
I + i sin
(pi
2
α
)
H = cos
(pi
2
(α+ 4)
)
I + i sin
(pi
2
(α+ 4)
)
H = Hα+4,
because sine and cosine function are 2pi-periodic, and
Hα = e−i
pi
2
α
(
cos
(pi
2
α
)
I + i sin
(pi
2
α
)
H
)
= −e−i
pi
2
α
(
− cos
(pi
2
α
)
I − i sin
(pi
2
α
)
H
)
= e−i
pi
2
(α+2)
(
cos
(pi
2
(α+ 2)
)
I + i sin
(pi
2
(α+ 2)
)
H
)
= Hα+2.
Remark 4.3 Some examples: H0 = H0 = I, H1 = iH and H1 = H, H2 = −I, where
as H2 = I, and H3 = −iH, H3 = H, H4 = I.
Remark 4.4 The operator Hα = ei
pi
2 α 1
2(I+H)+e
−i
pi
2α 1
2 (I−H) is a convolution operator
with Fourier symbol
ei
pi
2 α 1
2
(
1 +
iξ
|ξ|
)
+ e−i
pi
2 α 1
2
(
1−
iξ
|ξ|
)
= ei
pi
2 αχ+(ξ) + e
−i
pi
2 αχ−(ξ).
That means that the construction of Hα is done in a similar way as the construction
of the fractional Hilbert transform by Lohmann. χ± are the step functions in higher
dimensions.
Remark 4.5 In Fourier domain we get another nice construction of the Fourier symbol
of the fractional Riesz-Hilbert transform. The Fourier symbol of H = iH is
i
iξ
|ξ|
= −
ξ
|ξ|
= cos
(
pi
2
)
−
ξ
|ξ|
sin
(
pi
2
)
= e
−
ξ
|ξ|
pi
2
and hence the Fourier symbol of Hα is(
i
iξ
|ξ|
)α
=
(
−
ξ
|ξ|
)α
= e
−
ξ
|ξ|
pi
2
α
= cos
(
pi
2α
)
+ i
iξ
|ξ|
sin
(
pi
2α
)
.
It has to be mentioned that this is more a definition than a property because a fractional
power of a quaternion is not uniquely defined. For example the equation u2 = −1 has
infinite many solutions.
The considerations on the Fourier symbol implies that the fractional Riesz-Hilbert trans-
form should have a semigroup property.
Definition 4.6 (Semigroup) A family T = {Tt}t≥0 of bounded linear operators acting
on a Banach space E is called a C0-semigroup if the following three properties are satisfied:
1. T0 = I,
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2. Ts+t = TsTt for all s, t ≥ 0,
3. lim
t→0
Ttx = x for all x ∈ E.
If the stronger condition lim
t→0
||Tt − T ||E = 0 is satisfied the group is called norm contin-
uous.
Theorem 4.7 The Riesz-Hilbert transform generates a norm continuous C0-semigroup
in Lp(R3,H). We have
ei
pi
2
αH = cos
(pi
2
α
)
I + i sin
(pi
2
α
)
H = Hα.
The operator I − H also generates a norm continuous C0-semigroup in L
p(R3,H). We
have
e−ipiα
1
2
(I−H) = e−i
pi
2
α
(
cos
(pi
2
α
)
I + i sin
(pi
2
α
)
H
)
= Hα.
Proof: We have
ei
pi
2
αH =
∞∑
l=0
i2l
(pi
2
α
)2l 1
(2l)!
H2l + i2l+1
(pi
2
α
)2l+1 1
(2l + 1)!
H2l+1
=
∞∑
l=0
(−1)l
(pi
2
α
)2l 1
(2l)!
I + i(−1)l
(pi
2
α
)2l+1 1
(2l + 1)!
H
= cos
(pi
2
α
)
I + i sin
(pi
2
α
)
H.
and
e−ipiα
1
2
(I−H) = e−i
pi
2
αIei
pi
2
H = e−i
pi
2
α
(
cos
(pi
2
α
)
I + i sin
(pi
2
α
)
H
)
Furthermore,
lim
α→0
||Hαf − f ||Lp = lim
α→0
|| cos
(
pi
2α
)
If + i sin
(
pi
2α
)
Hf − f ||Lp
≤ lim
α→0
(
| cos(pi2α)− 1| ||f ||Lp + | sin(
pi
2α)| ||Hf ||Lp
)
= 0
and lim
α→0
||Hαf − f ||Lp = lim
α→0
||e−i
pi
2 αHαf − f ||Lp
= lim
α→0
||(e−i
pi
2 α − 1)Hαf +Hαf − f ||Lp
= lim
α→0
||(cos(pi2α)− 1)H
αf − i sin(pi2α)H
αf +Hαf − f ||Lp
= lim
α→0
(
| cos(pi2α)− 1| ||H
αf ||Lp + | sin(
pi
2α)| ||H
αf ||Lp + ||H
αf − f ||Lp
)
= 0.
Definition 4.8 (Fractional monogenic signal) For f ∈ Lp(R3,R) the fractional mono-
genic signal is defined as
Mαf := (I − ei
pi
2
αHα)f = (I + eipi(1−α)Hα)f.
13
Theorem 4.9 (Properties of the fractional monogenic signal) Let f ∈ Lp(R3,R),
then the fractional monogenic signal is linear, shift- and scale-invariant and possesses the
following properties:
1. Mαf ∈ H+(R3), i.e. boundary values of a monogenic function in the upper half
space.
2. The fractional monogenic signal is a rotated and modulated version of the monogenic
signal.
3. ||Mαf(x)||Lp = | sin(
pi
2α)| ||Mf ||Lp .
4. The fractional monogenic signal is not orthogonal to the signal and
Mf = (I +H)f = (1 + i cot(pi2α))f − i csc(
pi
2α)H
αf.
5. The fractional monogenic signal is 2-periodic.
Proof: We have
Mαf = (I − ei
pi
2 αHα)f = (I + eipi(1−α)Hα)f
= I −
(
cos(pi2α) + i sin(
pi
2α)
) (
cos(pi2α) + i sin(
pi
2α)H
)
= sin2(pi2α)− i sin(
pi
2α) cos(
pi
2α) +
(
−i sin(pi2α) cos(
pi
2α) + sin
2(pi2α)
)
H
= −2i sin(pi2α)e
i
pi
2 α 1
2(I +H) = −i sin(
pi
2α)e
i
pi
2 αMf,
i.e. Mαf is up to a constant depending on α equal to the monogenic signal. We have
|Mαf(x)| = | sin(
pi
2
α)| |Mf(x)| and ||Mαf ||Lp = | sin(
pi
2
α)| ||Mf ||Lp .
Because the fractional Riesz-Hilbert transform can be expressed by the Riesz-Hilbert
transform we get
Mf = (I +H)f =
(
f −
(
ei
pi
2 αHαf − cos(αpi2 )f
) i
sin(pi2α)
)
=
(
1 + i cot(pi2α)− iH
α csc(pi2 )
)
f.
We have
Mαf = −i sin(pi2α)e
i
pi
2 αMf = −i sin(pi2 (α+ 2))e
i
pi
2 (α+2)Mf = Mα+2f.
Therefore, the fractional monogenic is 2-periodic.
14
5 Quaternionic fractional Riesz-Hilbert transform
To define the fractional Riesz-Hilbert transform we used −1 = e−ipi.
But we have also −1 = e−upi = cos(pi) − u sin(pi), where u is a pure unit quaternion. A
simple replacement does not work in this case due to the noncommutativity of multipli-
cation of quaternions. But we can use the multiplication from the righthand-side
R(q)f(x) = f(x)q, f ∈ Lp(R3,H).
Definition 5.1 (Quaternionic fractional Riesz-Hilbert transform) For f ∈ Lp(R3, H)
the quaternionic fractional Riesz-Hilbert transform is defined as
Huα := cos(pi2α) + sin(
pi
2α)R(u)H and H
uα := e−R(u)
pi
2 αHuα. (5.1)
There is a huge difference between formula (4.2) and (5.1). The first formula is essentially
a rotation in the plane spanned by f and Hf , where as the second formula describes a
rotation in R4.
Theorem 5.2 The fractional Riesz-Hilbert transforms Huα, Huα : Lp(R3, H)→ Lp(R3, H), 1 <
p <∞, α ∈ R, are linear, shift and scale invariant and fulfill the following properties
1. the inverse of Huα is H−uα and the inverse of Huα is H−uα, α ∈ R,
2. Huα is 2-periodic in α, i.e. Hu(α+2) = Huα, whereas Huα is 4-periodic in α, i.e.
Hu(α+4) = Huα, α ∈ R.,
3. If f, g ∈ L2(R3, R) such that 〈f, g〉 = 0 then
〈Huαf, Huαg〉 = 〈Huαf, Huαg〉 = 0.
The proof of this theorem is similar to that for the fractional Riesz-Hilbert transform.
We only prove the last property:
〈Huαf, Huαg〉 =
∫
R3
(Huαf)(x)
CH
(Huαf)(x) dx
=
∫
R3
ei
pi
2 α
(
cos(pi2α)f(x)
CH
− i sin(pi2α)(Hf)(x)
CH
)
e−i
pi
2 α
(
cos(pi2α)g(x) + i sin(
pi
2α)(Hg)(x)
)
dx
=
∫
R3
(Huαf)(x)
CH
(Huαg)(x) dx = 〈Huαf, Huαg〉
=cos2(pi2α)〈f, g〉 − i sin(
pi
2α) cos(
pi
2α) (〈Hf, g〉 − 〈f, Hg〉) + sin
2(pi2α)〈Hf, Hg〉 = 〈f, g〉 = 0.
That last equation follows from Lemma 3.1 that implies 〈Hf, g〉 − 〈f, Hg〉 = 0 and
〈Hf, Hg〉 = 〈f, g〉 (energy preservation).
Theorem 5.3 The quaternionic Riesz-Hilbert transform R(u)H generates a norm con-
tinuous C0-semigroup in L
p(R3,H). We have
e
pi
2
αR(u)H = cos
(pi
2
α
)
I + sin
(pi
2
α
)
R(u)H = Huα.
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The operator R(u)(I−H) also generates a norm continuous C0-semigroup in L
p(R3,H).
We have
e−piα
1
2
R(u)(I−H) = R(e−u
pi
2
α)
(
cos
(pi
2
α
)
I + sin
(pi
2
α
)
R(u)H
)
= Huα.
Proof: Due to (R(u)H)2f = R(u)H(Hfu) = (H2f)u2 = −f we have (R(u)H)2 = −I
and hence
e
pi
2 αR(u)H =
∞∑
l=0
(
pi
2α
)2l
(2l)!
(R(u)H)2l +
∞∑
l=0
(
pi
2α
)2l+1
(2l + 1)!
(R(u)H)2l+1
=
∞∑
l=0
(
pi
2α
)2l
(2l)!
(−1)l +
∞∑
l=0
(
pi
2α
)2l+1
(2l + 1)!
(−1)lR(u)H
= cos(pi2α) + sin(
pi
2α)R(u)H = H
uα
Further, because the operators R(u) and R(u)H due to R(u)[R(u)H]f = R(u)[(Hf)u] =
(Hf)u2 = R(u)[HR(u)]f = R(u)[H(fu)] = R(u)[(Hf)u] = (Hf)u2 commute, we obtain
e−
pi
2 αR(u)e
pi
2 αR(u)H = e−piα
1
2R(u)(I−H).
lim
α→0
||Huαf − f ||Lp = lim
α→0
|| cos
(
pi
2α
)
If + i sin
(
pi
2α
)
(Hf)u− f ||Lp
≤ lim
α→0
(
| cos(pi2α)− 1| ||f ||Lp + | sin(
pi
2α)| ||Hf ||Lp |u|
)
= 0
und lim
α→0
||Huαf − f ||Lp = lim
α→0
||e−R(u)
pi
2 αHuαf − f ||Lp
= lim
α→0
||(e−R(u)
pi
2 α − 1)Huαf +Huαf − f ||Lp
= lim
α→0
||(cos(pi2α)− 1)H
uαf − sin(pi2α)(H
uαf)u+Huαf − f ||Lp
= lim
α→0
(
| cos(pi2α)− 1| ||H
uαf ||Lp + | sin(
pi
2α)| ||H
uαf ||Lp |u|+ ||H
uαf − f ||Lp
)
= 0.
Definition 5.4 (Quaternionic fractional monogenic signal) For f ∈ Lp(R3,C) the
fractional monogenic signal is defined as
Muαf := (I −R(eu
pi
2
α)Huα)f = (I +R(eupi(1−α))Hα)f.
Theorem 5.5 (Properties of the quaternionic fractional monogenic signal) Let
f ∈ Lp(R3,R), then the quaternionic fractional monogenic signal is linear, shift- and
scale-invariant and possesses the following properties
1. Muαf ∈ H+(R3), i.e. boundary values of a left-monogenic function in the upper
half space.
2. ||Muαf(x)||Lp = | sin(
pi
2α)| ||Mf ||Lp .
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3. The quaternionic fractional monogenic signal is a rotated and modulated version of
the monogenic signal.
4. The quaternionic fractional monogenic signal is not orthogonal to the signal and
Mf = (I +H)f = (1− cot(pi2α)Cr(u))f − csc(
pi
2α)Cr(e
uα
pi
2 u)Huαf
= f − cot(pi2α)fu− csc(
pi
2α)(H
uαf)euα
pi
2 u
5. The quaternionic fractional monogenic signal is 2-periodic.
Proof:
Muαf = (I −R(eu
pi
2
α)Huα)f = (I −
(
cos(pi2α) + sin(
pi
2α)R(u)H
)
eu
pi
2
α)f
= (I −
(
cos(pi2α) + sin(
pi
2α)R(u)H
) (
cos(pi2 ) + u sin(
pi
2α)
)
)f
= (I − cos2(pi2α)− sin(
pi
2α) cos(
pi
2α)Hu− sin(
pi
2α) cos(
pi
2α)u− sin
2(pi2α)Hu
2)f
= sin(pi2α)(I +H)(sin(
pi
2α)− cos(
pi
2 )u)f = ((I +H)f) e
−u
pi
2 α(−u) sin(pi2α)
= ((I +H)f) (sin2(pi2α)− sin(
pi
2α) cos(
pi
2α)u)(−u)
= ((I +H)f) 12(−1 + cos(piα) + sin(piα)u)u
and the quaternioinc fractional monogenic signal is 2-periodic in α and further
||Muαf ||Lp = | sin(
pi
2α)| ||Mf ||Lp .
Because the fractional Riesz-Hilbert transform can be expressed by the Riesz-Hilbert
transform we get
Mf = (I +H)f =
(
f −
(
(Huαf) euα
pi
2 − cos(αpi2 )f
) u
sin(pi2α)
)
=
(
I − cot(pi2α)R(u)− csc(
pi
2 )R(e
uα
pi
2 u)Huα
)
f
= f − cot(pi2α)fu− csc(
pi
2α)(H
uαf)euα
pi
2 u.
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