Abstract. Hermite's rule for numerical integration is presented and compared with the more familiar Simpson's rule. Through several examples, the power of Hermite's rule for numerical summation is then demonstrated. It is established that Hermite's rule surpasses Simpson's rule due to better error estimates and due to the fact that Simpson's rule is not easily applicable to numerical summation. For these reasons, it is argued that Hermite's rule should replace Simpson's rule in the undergraduate curriculum. The derivation of Hermite's rule is accessible to undergraduates, and the topic should be included in the undergraduate curriculum.
3 ) : 0 ≤ x ≤ 1}; I 2 is the circumference of an ellipse with semimajor axis equal to 2 and semiminor axis equal to 1; I 3 = J 0 (1), where J 0 is the Bessel function; I 4 is known as Catalan's constant; and I 5 is related to computations in probability theory.
It is impossible to compute these integrals analytically because primitive functions of the integrands are not known. Fortunately there exist numerical methods for approximating definite integrals. One of the most popular of these methods is Simpson's rule, which is applicable to four times continuously differentiable functions, such as the integrands in the above integrals.
In this paper, we present a lesser known numerical integration method, called Hermite's rule, that is more accurate than Simpson's rule for the same amount of work.
1 Hermite's rule (essentially the Euler-Maclaurin formula of order 4 [4, 7, 12] ) has the added advantage that it can also easily be used for the approximation of finite sums and infinite series.
2 It is a pity that this method is not more widely known and used, and we suggest that it be given much more coverage in the undergraduate curriculum. Section 1 of the paper introduces Hermite's rule, with the full derivation deferred to the appendix. In section 2, Hermite's rule and a variation are presented, together with the respective error terms. Section 3 compares Simpson's rule to the two Hermite rules with several numerical examples. Finally, section 4 is devoted to varied examples illustrating the use of Hermite's rule for approximate finite sums and infinite series. Along the way we encounter harmonic sums, Stirling's formula, Euler's constant, and the Euler-Mascheroni constant. 
and is bounded as
The graph of function w is shown in Figure 1 . The derivation of Hermite's rule is given in the appendix. Using (1.1)-(1.4) and the triangle inequality, we obtain the following estimates:
These two formulas show the rate of convergence of the Riemann sum as h → 0.
2. Hermite's Numerical Integration. Equation (1.1) could also be put into the form
which is a tool for numerical integration. The formula simplifies in the case that
is periodic with period b − a. In this case, the terms containing h and h 2 on the right in (1.1) vanish. This fact is useful for the computation of the Fourier coefficients of f.
The presence of derivatives in (2.1) is crucial and interesting from a theoretical point of view. However, from a numerical standpoint, derivatives are not really desirable. Fortunately, derivatives can be approximated by difference quotients. Indeed, by Taylor's formula of the first order, for any d
Introducing the difference quotient
we obtain from (2.1), (2.2), and (2.3) the formula
where, due to (2.1) and (1.2), the remainder r
with ω > 0 in (2.5) and (2.6) we obtain the modified Hermite's formula
The remainder
is bounded, using (2.6), as 
Comparison between
(Hermite's rule), (3.4) and
(modified Hermite's rule).
Actually, we compare absolute values of the errors
Using Simpson's rule (3.3), we perform function evaluations at 2m + 1 points
. Using Hermite's rules (3.4) and (3.5) we perform 2 + (n − 1) + 2 = n + 3 function evaluations. Therefore, we must compare E S (m), E H (n), and E * H (n, ω), where 2m + 1 = n + 3, i.e., n = 2m − 2. Specifically, we compare
The results of our tests are presented in Figure 2 with graphs of the sequences
The graphs of the sequences m → |ε(m)/E S (m)| almost coincide for the three functions, as seen in Figure 2 (left). Let us add that using test functions from the
, produced results very similar to those in Figure 2 . In all cases, an optimal value of ω in the modified Hermite's rule was determined experimentally. 4. Hermite's Numerical Summation.
Computation of Finite Sums.
When the absolute value of the fourth derivative of a function is "small," (1.1) could be of great interest for numerical summation. Let m and n be integers, 0 ≤ m < n, and
Replacing n by n − m, and taking a = m, b = n, and h = 1 in (1.1), we obtain
and the periodicity of w(x) has been used. Using (1.4), we have the error estimate
3) constitute Hermite's summation rule. If f (4) (x) does not change sign, then using the periodicity of w(x) and the mean value theorem, the remainder ρ(m, n) can be expressed as 
where, according to (1.4),
.
we obtain an improved summation formula
The remainder,
is estimated as
which is better than the remainder in (4.3) by a factor of 2.
In the examples below we shall study sums that grow beyond all limits. In these cases we do not need to use the improved formulas (4.5)-(4.7). For our purposes formulae (4.1)-(4.3) are sufficient since in these examples both the relative and absolute errors converge towards zero. √ j (n ∈ N) grow? In this example we deal with the function f (x) = x 1/2 , which has successive derivatives f (x) =
Consequently, we get from (4.1) the equalities
where, according to (4.4) and (1.3), we can express and estimate the remainder ρ(m, n) as
and thus In the formula
we compute σ(16) = −0.20788673 . . . to conclude that
where the error term δ(n) we can estimate as 0 < δ(n) < 10 −6 for n ≥ 17. Thus, n j=1 √ j can be computed to at least 6 digits for n ≥ 17. 
x 5 . Using (4.4) and (1.4), we first study the error ρ(m, n) with 1 ≤ m < n:
We see that By subtracting this equation from the preceding one, it follows that
By the mean value theorem there exists a ξ ∈ [0, 1] such that
i.e., for any n ∈ N there exists a Θ n ∈ [0, 1] such that
Consequently, (4.9) leads to Stirling's formula of the first order:
The constant C can be determined numerically by evaluating (4.9), a large value of n. (With the help of the Wallis product, it can be shown that, in fact, C = √ 2π; see [2, p. 298].) 3 Let us add that, with the help of (1.1), using the function t → ln(t + x), a = 0 and h = 1, it is possible to deduce the continuous version of Stirling's formula, which approximates the important gamma function, Γ(x) :
Computation of Infinite Sums.
From formula (4.1) it is easy to deduce a theorem comparing the convergence of a series ∞ k=1 f (k) and an integral
(Such a theorem is called an integral test; most textbooks assume the monotonicity of a function f .) We obtain the following result. 
where
In the case when f 
+ ρ(m).
3 So we could easily determine a numerical value of π. 4 For a generalization see [12, p. 119 ].
According to the previous theorem, the remainder ρ(m) has the form In this way we determined the sum of our series correct to seven decimal places: 
Here we deal with function f (x) = sin √ x x 2 , which obeys all the conditions of the theorem. We calculate the derivatives (4.14)
f 6 .
By the triangle inequality, we have Integrating by parts, we find that Combining (4.10), (4.14), and (4.16), we obtain expression
Hence, from this last equation, using (4.15) and (4.17), it follows that we have determined s to three decimal places: s = 1.283 . . . . It is interesting to add that Mathematica [13] does not directly compute s as accurately, as it proffers s = 1.269 . . ., using the NSum command, which is the wrong result without any warning. Figure 3 shows the sequence of partial sums, plotted to illustrate the convergence of the series. for x > 0. Therefore, according to (4.11), we can estimate
Integrating by parts we find is the well-known cosine integral function. Using (4.10) and (4.23), we find that
where, according to (4.21),
By direct computation using m = 100, we see that σ(100) = 1. Figure 4 shows the sequence of partial sums, to illustrate the convergence of the series.
Euler's Constant for a Function. For a function f ∈ C
4 [1, ∞) and n ∈ N we investigate the difference Specifically, under what sufficient conditions does the sequence (γ(n)) n∈N converge and how do we approximate the limit? From (4.1) we have which is called Euler's constant for f. Moreover, from these suppositions and from (4.27), we deduce that
Subtracting (4.27) from (4.28), we obtain
The remainder is
where, according to (4.2) and (1.4), 
For example, with n = 50, we have we have approximated the series to six places:
Conclusion.
Hermite's rule is a good illustration of the ways that mathematics and computers complement each other. We have shown that Hermite's rule surpasses Simpson's rule in several ways.
(1) Hermite's formula is a double-edged tool, applicable for numerical integration as well as for numerical summation. (2) The remainder in Hermite's rule is theoretically (a priori) four or three times smaller than the remainder in Simpson's rule for roughly equal numbers of function evaluations. Moreover, posterior estimates of the remainders for both rules, obtained through numerical examples, also favor Hermite's rule. (3) Composite Hermite's rule (1.1) directly and transparently expresses the difference between an integral and its integral sum, and inequalities (1.5)-(1.6) estimate this difference. This feature supports a good understanding of the definite integral. (4) Hermite's rule enables us to construct theorems concerning convergence criteria for infinite series with terms not necessarily of constant sign. This is not easy with Simpson's rule (but see [10] ). (5) The notion and the existence of Euler's constant for a function is also transparent through Hermite's formula, not through Simpson's formula. (6) Hermite's rule is especially useful when the integrand is periodic. In this case, the rule is quite useful in computing Fourier coefficients. (7) Finally, the derivation of Hermite's rule (see the appendix) is accessible to students who have taken a year of calculus. And Hermite's rule gives students an excellent example of the vital interplay between analytical methods and computational methods.
Appendix. Deriving Hermite's Formula. The classical derivation of Hermite's rule is based on approximating integrand f on [0, 1] by a third-degree polynomial that fits f (x) and f (x) at 0 and 1. However, Hermite's rule can also be derived by integrating by parts, where a remainder can be produced simultaneously [12] . 
