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There is an increasing literature devoted to the study of boundary value problems
using singularity theory. The resulting differential operators are typically Fredholm
with index 0, deﬁned on inﬁnite-dimensional spaces, and they have often led to folds,
cusps, and even higher-order Morin singularities. In this paper we develop some of
the local algebras of germs of such differential Fredholm operators, extending the
theory of the ﬁnite-dimensional case. We apply this work to nonlinear elliptic
boundary value problems: in particular, we make further progress on a question
proposed and initially studied by Ruf [1999, J. Differential Equations 151, 111–133].
We also make comments on several problems raised by others. # 2002 Elsevier Science
(USA)
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Section 1 gives a general overview of the paper with some key deﬁnitions.
In Section 2 the local algebra of a Fredholm-map germ is deﬁned in (2.1)
and its category is considered in (2.2). After a local change of coordinates,
a Fredholm-map germ has the form given in (1.5), F: Rn  E ! Rp  E;
ðx; vÞ/ðfðx; vÞ; vÞ: An example (Example 2.7) shows that the local algebra of
F at ð %x; %vÞ need not be isomorphic to that of F %v: R
n ! Rp; x/fðx; %vÞ at %x;
but they are isomorphic if the dimension of the local algebra of F at ð %x; %vÞ is1The authors were partially supported by NSERC Contract A7357. P. T. Church is grateful to
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CHURCH AND TIMOURIAN464ﬁnite (Proposition 2.8) or if n ¼ p ¼ 1 and the dimension of the local
algebra of F%v at %x is ﬁnite (Proposition 2.11). If the local algebra of a
Fredholm-map germ F at a point u is ﬁnite dimensional, then u is an isolated
point of F1ðFðuÞÞ (Theorem 2.9).
In Section 3 complexiﬁcations are discussed, and it is shown that for a real
analytic Fredholm-map germ, the real dimension of its local algebra is the
same as the complex dimension of the local algebra of its complexiﬁcation
(3.4). Section 4 discusses local algebras of real and complex analytic
Fredholm maps. According to Theorem 4.6, if the dimension of the local
algebra of a complex analytic Fredholm-map germ F at a point %u is k51;
then the number of point inverses of F near %u is exactly k; but in the real
analytic case the number of point inverses is at most k (Corollary 4.7). In
Section 5 is a version of the Malgrange Preparation Theorem for Fredholm
maps.
In [Ru3] Ruf studied the nonlinear elliptic boundary value problem,
Duþ
Xn
j¼1
ajuj ¼ f in O;
@u
@n
¼ 0 on @O;
with odd degree n53 and O	 RN an open bounded domain with its
boundary C1. He assumed that aj and f are in the H .older space C0;að %OÞ
ð j ¼ 1; 2; . . . ; nÞ; anðxÞ51 for all x 2 O; and, for some d > 0; jajðxÞj4d for all
x 2 O ð j ¼ 1; 2; . . . ; n 1Þ: He proved that for d sufﬁciently small and for
any f 2 C0;að %OÞ there are at most n solutions.
In Section 6 we prove (Theorem 6.1) that, given f 2 C0:að %OÞ and its
solutions u1; . . . ; um; the sum of the dimensions of the local algebras (of the
associated nonlinear operator) at uj is at most n; generalizing Ruf’s theorem.
We also prove that, for any ﬁxed f 2 C0;að %OÞ and for all real constants s;
the problem with sþ f in place of f has exactly one solution, except for
s in some bounded closed interval (depending on f Þ: Ruf ([Ru3, p. 114],
Conjecture) considered a variant of the associated nonlinear operator using
the constant coefﬁcient aj and conjectured that it is globally C1 equivalent
to the ðn 1Þst Morin map mn1 (1.6). We prove (Theorem 6.10) that its
map germ at ðu; aÞ ¼ ð0; 0Þ is indeed C1 equivalent to the map germ mn1 at
0. Moreover, the properties of the associated nonlinear operator given in
Theorem 6.1 are all properties shared with mn1; so all this evidence
supports Ruf’s conjecture.
In [CDT] proving global equivalence to the cusp map (i.e., m2Þ required
considerable background development, and we believe that the same would
be true for such a global result in this case. The present paper is intended to
develop a few of the needed tools for such problems.
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boundary value problems ([CDT; Ru4; B4]) (see [BCT2, Sect. 4]), [MST];
and [B2]). Many differential operators, including those in Sections 6 and 7,
are real analytic Fredholm maps F of index 0, and their complexiﬁcations
(Section 3) are complex analytic Fredholm maps *F also of index 0 (Section
4). The latter maps *F have a nicer structure and more is known than in the
real case (e.g., Section 4 and [Ra]), yet each *F gives useful information about
the structure of F:
A number of (nonlinear) differential and integral equations have
associated maps (operators) involving either locally or globally the fold
map F : R E! R E with F ðx; vÞ ¼ ðx2; vÞ ([CT3; CT4]) or the cusp map
G: R2  E ! R2  E with Gðx1; x2; vÞ ¼ ðx31 þ x2x1; x2; vÞ ([CT5]), where E is a
Banach space. For an extensive survey of such results see [CT1] as well as its
references.
Folds and cusps are the cases k ¼ 1 and 2 of the Morin singularities mk
(Deﬁnition 1.6), discussed in the (possibly) inﬁnite-dimensional case by
Damon [D1,D2] Malta et al. [MST] and Ruf (see Deﬁnition 1.6).
Morin singularities mk for k53 arise in the associated maps (operators)
for certain differential equations: for k ¼ 3 in a nonlinear elliptic partial
differential equation with Dirichlet boundary conditions treated by Damon
[D2, p. 348, Proposition 3.9(iii)]; for k ¼ 4 in a second-order ordinary
differential equation with Neumann boundary conditions treated by Ruf
[Ru1, p. 1354, Theorem 20]; and for any k in a nonlinear elliptic partial
differential equation with Dirichlet boundary conditions by the present
authors (1.7). Malta et al. [MST] consider a certain ordinary differential
operator at the beginning of their Section 1, and in their Section 6 they
present empirical data suggesting that (under suitable hypotheses) it has the
Morin singularity for k ¼ 4: We have already discussed Ruf’s paper [Ru3].
In [Mc] McKean attempted to show that the Morin singularities for every k
arose for a certain ordinary differential operator of [MS]; while his work has
an error, his correction states that it works at least for k ¼ 3:
We now give some basic background deﬁnitions and results used in the
rest of the paper.
1.1. Definitions. For (real or complex) Banach spaces X and Y let
F0k: X
k ! Y given by F0kðx1; x2; . . . ; xkÞ be bounded symmetric k-linear
transformations ðk ¼ 1; 2; . . .Þ; and let Fk: X ! Y be the power operator
(homogeneous polynomial [BS1, p. 60, Deﬁnition 1]) deﬁned by
FkðxÞ ¼ F0kðx; x; . . . ; xÞ with F0 constant (in Y Þ: For U and V being open
subsets of X and Y ; respectively, deﬁne F : U ! V by
FðxÞ ¼
X1
k¼0
Fkðx x0Þ
k ð1Þ
CHURCH AND TIMOURIAN466to be (real or complex) analytic at x0 if there exists an e > 0 such thatX1
k¼0
jjFk jj jjx x0jj
k51 ð2Þ
converges uniformly for jjx x0jj5e: We say that F is (real or complex)
analytic if it is analytic at every point of its domain (Zeidler [Z1, p. 362,
Deﬁnition 8.8]), and we use Co for real analytic and CO for complex
analytic.
1.2. Conventions. Basic references are Berger [B1] and Zeidler [Z1]. All
Banach spaces X and Y are assumed to be real unless explicitly indicated as
complex or unless there is given a complex analytic map F: U ! Y ; where
U is an open subset of X : The complexiﬁcation (Deﬁnitions 3.1 and 3.2) of a
real Banach space X or of a Co-map F is denoted by *X on *F; respectively.
1.3. Definitions. Let X and Y be Banach spaces and let u 2 X : Two
functions F : U ! Y and F0: U 0 ! Y deﬁned on open neighborhoods U and
U 0 of u in X are called equivalent (at uÞ if there exists an open neighborhood
W 	 U \ U 0 of u in X such that the restrictions FjW ¼ F0jW : Two subsets
Z 	 U and Z 0 	 U 0 are called equivalent (at uÞ if there exists an open
neighborhood W 	 U \ U 0 of u in X such that Z \ W ¼ Z 0 \ W : The (map)
germ of F at u is its equivalence class, and the (set) germ of Z at u is its
equivalence class. We write Fu or F: ðX ; uÞ ! ðY ;FðuÞÞ and Zu or Z for these
germs. If the restriction FjU : U ! FðU Þ is a diffeomorphism with FðU Þ
open in Y for some open neighborhood U of u; then we say that F at u is a
diffeomorphism germ. Two C1 (resp., Co;COÞ map germs F: ðX ; uÞ !
ðY ; vÞ and F0: ðX 0; u0Þ ! ðY 0; v0Þ are called C1 (resp., Co; COÞ equivalent if
there exist C1 (resp., Co; COÞ diffeomorphism germs a: ðX ; uÞ ! ðX 0; u0Þ
and b: ðY ; vÞ ! ðY 0; v0Þ such that b 8 F ¼ F
0
8 a: Similarly, two C
1 (resp.,
Co; C OÞ maps F: U ! V and F0: U 0 ! V 0 are called C1 (resp., Co;COÞ
equivalent if there exist C1 (resp., Co;COÞ diffeomorphisms a: U ! U 0 and
b: V ! V 0 such that b8F ¼ F
0
8a:
1.4. Definition. For (real or complex) Banach spaces X and Y and U
open in X ; a C1 map F : U ! Y is called a Fredholm map of index k if the
derivative DFðuÞ: X ! Y is a Fredholm linear operator of index k for every
u 2 U ; i.e., dimðkerDFðuÞÞ51; codimðRangeDFðuÞÞ51; and
k ¼ dimðkerDFðuÞÞ  codimðRangeDFðuÞÞ:
(For Banach spaces the commonly, used closed range assumption is not
required [CT1, Folds, p. 120, Deﬁnition 3.1 and Remark 3.2].) The complex
analytic analog uses dimension and codimension over C rather than over R:
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spaces, but there is little overlap with the present paper.
Lemma 1.5. Let X and Y be Banach spaces over K ¼ R (resp., CÞ; let
u 2 X ; and let A: X ! Y be a Cr ðr ¼ 1; 2; . . . or 1Þ (resp., Co;COÞ Fredholm-
map germ at u. Then A is Cr (resp., Co;COÞ equivalent to a map germ at ð0; 0Þ;
F: Kn  E! Kp  E; ðx; vÞ/ ðfðx; vÞ; vÞ;
where E is a real (resp., real, complex) Banach space, n ¼ dimðkerDAðuÞÞ; and
p ¼ codim ðDAðuÞÞ; x¼ ðx1; x2; . . . ; xnÞ 2 Kn; f ¼ ðF1;F2; . . . ;FpÞ; and Fð0; vÞ
¼ ð0; vÞ for all v 2 E: If index A ¼ 0; then n ¼ p:
Proof. Except for the conclusion Fð0; vÞ ¼ ð0; vÞ; the conclusion results
from [AR, p. 4, 1.7 Local Representative Theorem]. To obtain the analytic
versions, in the proof use the analytic Inverse Function Theorem [Z1, p. 172,
Corollary 4.37]. If Cðx; vÞ ¼ ðx fð0; vÞ; vÞ; then C is a diffeomorphism and
ðC 8 FÞð0; vÞ ¼ ð0; vÞ: See also [Ca, pp. 54–55].
1.6. Definition. Let E be a Banach space over K ¼ R or C; possibly
inﬁnite dimensional, possibly the singleton f0g: The Morin map germ at 0,
mk: Kk  E ! Kk  E;
ðx1; x2; . . . ; xk ; vÞ ! ðfkðx1; x2; . . . ; xkÞ; x2; . . . ; xk ; vÞ ðk ¼ 0; 1; . . .Þ;
is deﬁned by
fkðx1; x2; . . . ; xkÞ ¼ x2x1 þ x3x21 þ    þ xkx
k1
1 þ x
kþ1
1 ðk ¼ 1; 2; . . .Þ;
and m0: E! E with m0ðvÞ ¼ v: The usual list of canonical forms for
equidimensional Morin singularities involves K ¼ R and either E ¼ 0 or
Rnk ðn ¼ k; k þ 1; . . .Þ: While m0 is not a singularity and is thus not
normally listed, it is convenient to have it for a simple statement of results.
Unless otherwise speciﬁed, mk refers to the real-map germ or map and *mk to
the complex-map germ or map.
In the ﬁnite-dimensional case these maps are due to Morin [M] and are
discussed in [GG, p. 177]. In the possibly inﬁnite-dimensional case they are
discussed by Damon [D1, p. 202, Example 3.10(1) and p. 241, Example
5.15], by Malta et al. [MST, Proposition 2.1], and, for k ¼ 1; 2; 3; 4; by Ruf
[Ru, Sect. 2].
1.7. Theorem. Let O be a bounded domain in Rn; let l15l24l34    be
the eigenvalues of D on O with null (Dirichlet) boundary conditions, and let
f1;f2; . . . be the corresponding eigenfunctions with L
2ðOÞ norm 1. Let H and
CHURCH AND TIMOURIAN468H 0 be the Sobolev space W 1;20 ðOÞ; where n44; or the H .older spaces C
2;a
0 ð %OÞ and
C0;að %OÞ; respectively, where @O is C2;a: For any Morin singularity mk
ðk ¼ 1; 2; . . .Þ there are Co functions ci: H ! R ði ¼ 1; 2; . . . ; kÞ such that the
nonlinear elliptic boundary value problem
Duþ
Pk
i¼1 ciðuÞfi ¼ g on O
u ¼ 0 on @O
has as its associated mapping F: H ! H 0 the map mk :
Proof. This result is a special case of [CT1, II. Cusps, p. 200, Example
22.8], which states that the above result is true for any C1 or Co map
F: Rk  E ! Rk  E with Fðx; vÞ ¼ ðFðx; vÞ; vÞ: The proof is the same as that
for [CT5, p. 1331, Example 3.5], i.e., [CT1, II. Cusps, pp. 199–200, Example
22.7].
2. THE LOCAL ALGEBRA OF A FREDHOLM-MAP GERM
Given a C1-map germ in ﬁnite dimensions its local algebra is deﬁned
and considered in [GG, p. 165ff; AGV, p. 72ff], and other sources. In this
section we extend the concept to C1 Fredholm maps and investigate its
properties. Remember that Co (resp., COÞ stands for real (resp., complex)
analytic.
2.1. Definitions. For a Banach space X and u 2 X let C1u ðX Þ be the
(local) algebra of all C1 real-valued map germs on X at u and letMu be its
maximal ideal, the set of C1 map germs vanishing at u [GG, p. 103].
Let F : ðX ; uÞ ! ðY ;FðuÞÞ be a C1 map germ and deﬁne its pullback Fn:
C1FðuÞðY Þ ! C
1
u ðX Þ with F
nðf Þ ¼ f 8 F: The local algebra (local ring) of the
map germ F at u is the quotient algebra
RFðuÞ ¼ C1u ðX Þ=C
1
u ðX ÞF
nMFðuÞ
([GG, p. 165, Deﬁnition 1.1]) or [DL, p. 342]). Let F ¼ F1u ðFÞ be
the ideal C1u ðX ÞF
nMFðuÞ; i.e., the elements
Pm
r¼1 frðxÞ  grðFðxÞÞ; for
fr 2 C1u ðX Þ and gr 2 MFðuÞ; so that RFðuÞ ¼ C
1
u ðX Þ=F
1
u ðFÞ: For
example, if F: R! R is C1 with Fð jÞð0Þ ¼ 0 ð j ¼ 0; 1; . . . ; kÞ and
Fðkþ1Þð0Þ=0; then RFð0Þ is isomorphic to the truncated polynomial ring
R½x1=ðxkþ11 Þ and so has dimension k þ 1 with basis generated by
1; x1; x21; . . . ; x
k
1 ðk ¼ 0; 1; . . .Þ: The same is true for the Morin map germ mk
at 0. For any C1 map germ F; dimR RFðxÞ51; from the coset of the
constant function 1.
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jþ1
u ¼ MuM
j
u for j ¼ 1; 2; . . . . Deﬁne an action of
C1FðuÞðY Þ on C
1
u ðX Þ by
ðg  f ÞðxÞ ¼ ðFnðgÞÞðxÞ  f ðxÞ ¼ gðFðxÞÞ  f ðxÞ;
so that C1u ðX Þ is both an algebra over R and a module over C
1
FðuÞðY Þ via F:
Suppose that F: X ! Y is a Co (resp., COÞ map germ at u 2 E and that we
replace C1u ðX Þ with the local algebra AuðX Þ of real (resp., complex)-valued
Co (resp., COÞ-map germs at u 2 X ; with Mu as its maximal ideal. The
resulting quotient algebra AuðX Þ=F
o
u ðFÞ (resp., AuðX Þ=F
O
x ðFÞÞ over R (resp.,
CÞ is denoted by R0FðuÞ (resp., RFðuÞÞ in the real (resp., complex) analytic
case.
We now observe that these conceptions are invariant under coordinate
changes and, indeed, behave well under mappings.
2.2. Lemma. Let X ;X 0; Y ; Y 0 be real Banach spaces and let F : ðX ; xÞ !
ðY ; yÞ; F0: ðX 0; x0Þ ! ðY 0; y0Þ; a: ðX ; xÞ ! ðX 0; x0Þ; and b: ðY ; yÞ ! ðY 0; y0Þ be
C1 map germs such that b 8 F ¼ F
0
8 a: Then the algebra homomorphisms
an: C1x0 ðX
0Þ ! C1x ðX Þ and b
n: C1y0 ðY
0Þ ! C1y ðY Þ defined by a
nðf Þ ¼ f 8 a and
bnðgÞ ¼ g 8 b induce a homomorphism of the C
1
y0 ðY
0Þ-module C1x0 ðX
0Þ (via F0Þ
into the C1y ðY Þ-module C
1
x ðX Þ (via FÞÞ: Moreover, a
nðMjx0 Þ 	 M
j
x and
bnðMjy0 Þ 	 M
j
y ; so that:
(a) ðan; bnÞ induces an ðR-vector space) homomorphism of RF0 ðx0Þ into
RFðxÞ:
(b) If a and b are C1-diffeomorphism germs, so that F and F0 are C1-
equivalent germs (Deﬁnition 1.3), then the homomorphism of (a) is an
isomorphism.
(c) The Co and CO analogs of (a) and (b) are also true.
Proof. For f 2 C1x0 ðX
0Þ and g 2 C1y0 ðY
0Þ;
anðF
0
* ðgÞ  f Þ ¼ ððg 8 F
0Þ  f Þ 8 a ¼ðg 8 ðF
0
8 aÞÞ  ðf 8 aÞ
¼ ððg 8 bÞ 8 FÞ  ðf 8 aÞ ¼ F
nðbnðgÞÞ  anðf Þ;
so the actions via F0 and F are respected by ðan;bnÞ: The rest is
straightforward. Given the functor which sends ðX ; xÞ; ðY ; yÞ to C1x ðX Þ; C
1
y
ðY Þ and a;b to an; bn; there is a natural transformation sending it to the
functor which sends ðX ; xÞ; ðY ; yÞ to RFðxÞ and a;b to the homomorphism
induced by an;bn:
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map germ has the form F: ðRn  E; ð0; 0ÞÞ ! ðRp  E; ð0; 0ÞÞ with Fðx; vÞ ¼
ðfðx; vÞ; vÞ and Fð0; vÞ ¼ ð0; vÞ: Thus we now investigate such maps.
2.3. Lemma. Let F: ðRn  E; ð %x; %vÞÞ ! ðRp  E;Fð %x; %vÞÞ be a C1 map
germ with Fðx; vÞ ¼ ðfðx; vÞ; vÞ ¼ ðF1ðx; vÞ; . . . ;Fpðx; vÞ; vÞ; and let p2:
Rn  E! E be a projection defined by p2ðx; vÞ ¼ v: Then F ¼ F1ð %x; %vÞðFÞ is
the ideal in C1ð %x;%vÞðR
n  EÞ generated by Fjðx; vÞ  Fjð %x; vÞ ð j ¼ 1; 2; . . . ;pÞ and
g 8 p2 for all C
1 map germs g: ðE; %vÞ ! ðR; 0Þ: The analog for C1 replaced
with Co (resp., COÞ (and F1 replaced with Fo (resp., FOÞÞ also is true. We can
find actual maps in sufficiently small convex open neighborhoods of ð %x; %vÞ:
Proof. Let I be the ideal in C1ð %x;%vÞðR
n  EÞ generated by Fjðx; vÞ  Fjð %x; vÞ
ð j ¼ 1; 2; . . . ;p and v 2 EÞ and the map germs g 8 p2; the ideal F is generated
by %g 8 F for all C
1 map germs %g: ðRp  E;Fð %x; %vÞÞ ! ðR; 0Þ: Deﬁne p02:
Rp  E! E by p02ðy; vÞ ¼ v so p
0
2 8 F ¼ p2: For every g: ðE; %vÞ ! ðR; 0Þ; g 8
p2 ¼ g 8 ðp
0
2 8 FÞ ¼ ðg 8 p
0
2Þ 8 F with g 8 p
0
2ðfð %x; %vÞ; %vÞ ¼ gð %vÞ ¼ 0; so g 8 p2 2 F:
Deﬁne p01;j: R
p  E ! R with p01;jðy; vÞ ¼ yj  %yj ¼ yj  Fjð %x; %vÞ; so
Fjðx; vÞ  Fjð %x; %vÞ ¼ p01;j 8 Fðx; vÞ 2 F: Now
Fjðx; vÞ  Fjð %x; %vÞ ¼ ðFjðx; vÞ  Fjð %x; vÞÞ þ ðFjð %x; vÞ  Fjð %x; %vÞÞ;
where the second term is g 8 p2ðx; vÞ 2 F; with
gðvÞ ¼
Z 1
0
D2Fjð %x; tðv %vÞÞðv %vÞdt
and gð %vÞ ¼ 0; (by Taylor’s Formula with remainder [Z1, p. 148, Theorem
4A]), so Fjðx; vÞ  Fjð %x; vÞ 2 F; also. Therefore I 	 F: Note that gðvÞ ¼
gðv; %x; %vÞ; indicating its dependence on the parameter ð %x; %vÞ:
For %y ¼ fð %x; %vÞ and %g: ðRp  E; ð %y; %vÞÞ ! ðR; 0Þ;
%gðy; vÞ ¼ %gð %y; vÞ þ
Xp
j¼1
ðyj  %yjÞajðy; v; %x; %vÞ
by Taylor’s Formula [Z1, p. 148, Theorem 4A] (or the argument of [GG,
p. 66, Lemma 6.10]). Thus,
ð %g 8 FÞðx; vÞ ¼ %gð %y; vÞ þ
Xp
j¼1
ðFjðx; vÞ  Fjð %x; %vÞÞajðfðx; vÞ; v; %x; %vÞ; ð* Þ
deﬁne g: ðE; %vÞ ! ðR; 0Þ by gðvÞ ¼ %gð %y; vÞ: Since %gð %y; vÞ ¼ ðg 8 p2Þðx; vÞ; the ﬁrst
term on the right-hand side of (*) is in I: From the ﬁrst paragraph,
Fjðx; vÞ  Fjð %x; %vÞ 2 I; so %g 8 F 2 I and F 	 I also.
LOCAL ALGEBRAS OF DIFFERENTIAL OPERATORS 4712.4. Lemma. Let F: ðRn  E; ð %x; %vÞÞ ! ðRp  E; Fð %x; %vÞÞ be C1 with
Fðx; vÞ ¼ ðfðx; vÞ; vÞ ¼ ðF1ðx; vÞ; . . . ;Fpðx; vÞ; vÞ and dimR RFð %x; %vÞ ¼ k51:
Then:
(1) Every monomial in x %x of order k is in F ¼ F1ð %x; %vÞðFÞ:
(2) If f 2 C1ð %x; %vÞðR
n  EÞ and pðx; vÞ is its ðk  1Þ-Taylor polynomial in
x %x with coefficients in v, then f ðx; vÞ þ F ¼ pðx; %vÞ þ F:
(3) RFð %x; %vÞ has a basis fmj þ F: j ¼ 1; 2; . . . ; kg; where each mj is a
monomial in x %x with order at most k  1: The analog holds for C1 and F1
replaced with Co and Fo (resp., CO and FOÞ:
(4) In particular, dimR R0Fð %x; %vÞ ¼ k also, and R
0
Fð %x; %vÞ/RFð %x; %vÞ
is induced by inclusion of Co in C1; where R0Fð %x; %vÞ (resp., RFð %x %vÞÞ is
fmj þ F: j ¼ 1; 2; . . . ; kg with F ¼ Foð %x; %vÞðFÞ (resp., F ¼ F
1
ð %x; %vÞðFÞÞ:
In fact, dimR RFð %x; %vÞ51 if and only if, for some k ðk ¼ 1; 2; . . .Þ; every
monomial of order k is in F1ð %x; %vÞðFÞ: This follows from Part 1 and the proof of
Part 2 below.
For any sufﬁciently small convex open neighborhoods of ð %x; %vÞ in Rn  E
we can ﬁnd actual maps in the proof.
If we replace Rn with Cn and Rp with Cp and require Fj ð j ¼ 1; 2; . . . ;pÞ
to be complex analytic in x and C1 or Co in ðx; vÞ; the analog of Lemma 2.4
is true, where RFð %x; %vÞ is a vector space over C and the map germs obtained
in the proof have the same mixed character as F:
Proof. For b ¼ ð j1; j2; . . . ; jnÞ; jr ¼ 0; 1; . . . ; write
ðx %xÞb ¼ ðx1  %x1Þ
j1 ðx2  %x2Þ
j2    ðxn  %xnÞ
jn
for jbj ¼ j1 þ    þ jn: We will prove that ðx %xÞ
b 2 F for jbj ¼ k: Since k51;
we may suppose that j151: The collection 1; x1  %x1; ðx1  %x1Þ
2; . . . ;
ðx1 %x1Þ
j1 ; ðx1  %x1Þ
j1 ðx2  %x2Þ; ðx1  %x1Þ
j1 ðx2  %x2Þ
2; . . . ; ðx1  %x1Þ
j1ðx2  %x2Þ
j2 ;
ðx1 %x1Þ
j1ðx2 %x2Þ
j2 ðx3 %x3Þ; . . . ; ðx1 %x1Þ
j1 ðx2 %x2Þ
j2 ðx3 %x3Þ
j3 ; . . . ; ðx1 %x1Þ
j1
ðx2  %x2Þ
j2    ðxn  %xnÞ
jn has k þ 1 elements, so some linear combination is in
F: Since each function in F is 0 at ð %x; %vÞ; 1 is not in that combination. It
follows that ðx %xÞgf ðx; vÞ 2 F; where f ð %x; %vÞ=0; g ¼ ðm1;m2; . . . ;mnÞ; each
mr4jr; and m151: Since f ð %x; %vÞ=0; ðx %xÞ
g 2 F and, since ðx %xÞg
ðx %xÞd ¼ ðx %xÞb for d ¼ ð j1  m1; j2  m2; . . . ; jn  mnÞ; ðx %xÞ
b 2 F also,
giving the conclusion (1).
For f 2 C1ð %x; %vÞðR
n  EÞ;
f ðx; vÞ ¼
X
jaj4k1
caðvÞðx %xÞ
a þ
X
jbj¼k
bbðx; vÞðx %xÞ
b
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p. 66, Lemma 6.10]), where ca and bb are C1; the ﬁrst term is the
ðk  1Þ-Taylor polynomial pðx; vÞ; and the second term is in F by (1). Write
pðx; vÞ ¼
X
jaj4k1
cað %vÞðx %xÞ
a þ
X
jaj4k1
ðcaðvÞ  cað%vÞÞðx %xÞ
a;
where the ﬁrst term is pðx; %vÞ; a polynomial in x %x alone, and each
coefﬁcient in the second term is in F since it is 0 when v ¼ %v (Lemma 2.3).
Conclusion (2) results.
By (2), RFð %x; %vÞ is generated by the polynomials of degree at most k  1 in
x %x alone and thus by the monomials of order at most k  1 in x %x alone.
Conclusion (3) follows from the dimension hypothesis.
For Conclusion (4) replace C1 with Co: Note that the ﬁrst paragraph of
the proof implies that dimR R
0
Fð %x; %vÞ4k and so Conclusion (1) holds, and
the second and third paragraphs imply that the conclusions (2) and (3) also
hold. Suppose that m1 þFo; . . . ;mk þFo are dependent; i.e., a1m1 þ    þ
akmk 2Fo 	F1: Thus m1 þF1; . . . ;mk þF1 are not independent, a
contradiction. As a result dimR R
0
Fð %x; %vÞ ¼ k and the remaining conclusion
results.
Note that the constant coefﬁcients cað %vÞ really depend on the parameter %v:
Remember that for F a Co map germ, R0FðxÞ is the analog of RFðxÞ
deﬁned using only Co map germs (Deﬁnition 2.1).
2.5. Proposition. For any Co Fredholm-map germ F: ðX ; xÞ ! ðY ;FðxÞÞ
with dimR RFðxÞ51; where X and Y are real Banach spaces, inclusion
induces an isomorphism of R0FðxÞ ¼ C
o
x ðX Þ=F
o
x ðFÞ and RFðxÞ ¼ C
1
x ðX Þ=
F1x ðFÞ:
Proof. By Lemma 1.5 and Lemma 2.2 we may suppose that F:
ðRn  E; ð0; 0ÞÞ ! ðRp  E; ð0; 0ÞÞ: Inclusion induces Co ! C1 and Fo !
F1 and so R0F ! RF: By Lemma 2.4(4) there is a set of monomials
mj ð j ¼ 1; 2; . . . ; kÞ such that m1 þ F; . . . ;mk þ F is a basis for both R0FðxÞ (if
F ¼ FoÞ and for RFðxÞ (if F ¼ F1Þ; and the conclusion results.
Without the ﬁniteness hypothesis, Proposition 2.5 is false: for F: R! R
identically 0, the map germ hðtÞ ¼ expð1=t2Þ at 0 deﬁnes an element of
RFð0Þ not in R0Fð0Þ:
2.6. Lemma. Let X and Y be real Banach spaces, let T be an open subset of
X and let F: T ! Y be a C1 Fredholm map. Let %u 2 T be an isolated point of
F1ðFð %uÞÞ: Then there exists a connected open neighborhood W of Fð %uÞ such
LOCAL ALGEBRAS OF DIFFERENTIAL OPERATORS 473that, if U is the component of F1ðW Þ containing %u; then FjU : U ! W is a
proper map.
Proof. By Lemma 1.5 we may suppose that X ¼ Rn  E and Y ¼ Rp  E
with E a real Banach space, Fðx; vÞ ¼ ðfðx; vÞ; vÞ; and %u ¼ ð0; 0Þ ¼ Fð %uÞ: Let
D1 and D2 be open balls about 0 in R
n and E; respectively, so that
%D1  %D2 	 T ; F1ð0; 0Þ \ ð %D1  %D2Þ ¼ fð0; 0Þg; and %D1 is compact. Let Bn
and Cn be the open balls of center 0 and radius 1=n in R
p and in E;
respectively.
We will prove that, for some n; the component Kn of F1ð %Bn  %CnÞ
containing ð0; 0Þ is contained in D1  D2: Suppose not. There exist ðxn; vnÞ 2
Kn \ bdyðD1  D2Þ; so Fðxn; vnÞ ¼ ðyn; vnÞ ! ð0; 0Þ: There is a subsequence
xnm converging to some %x 2 %D1; so ðxnm ; vnmÞ ! ð %x; 0Þ 2 bdyðD1  D2Þ and
Fð %x; 0Þ ¼ ð0; 0Þ: This contradicts the choice of D1  D2; so for some n; Kn 	
D1  D2:
Let W ¼ Bn  Cn and let U be the component of F1ðW Þ \ int Kn
containing ð0; 0Þ: Let ðxn; vnÞ 2 U with Fðxn; vnÞ ¼ ðyn; vnÞ ! ð %y; %vÞ 2 W : Since
%D1 is compact, there is a subsequence xnm converging to some %x 2 %D1: Thus
ð %x; %vÞ 2 %U \ F1ðW Þ; so ð %x; %vÞ 2 U and FjU : U ! W is a proper map.
Lemma 2.6 is related to Smale’s Theorem that a C1 Fredholm map is
locally proper [Sm, pp. 862–863, Theorem 1.6], but it has more speciﬁc
information.
Let us now view the contents of the remainder of this section. We know
(Lemma 1.5) that any C1 Fredholm-map germ is C1 equivalent to a map
germ F: Rn  E! Rp  E at ð0; 0Þ; where Fðx; vÞ ¼ ðfðx; vÞ; vÞ and Fð0; vÞ ¼
ð0; vÞ: Deﬁne F0: R
n ! Rp with F0ðxÞ ¼ fðx; 0Þ: Inclusion i: R
n ! Rn  E
with iðxÞ ¼ ðx; 0Þ induces an epimorphism in: RFð0; 0Þ ! RF0 ð0Þ (Proposi-
tion 2.8(2)). In (2.7), (2.8), (2.10), and (2.11) we investigate the relationship
between RFð0; 0Þ and RF0 ð0Þ and also the epimorphism i
n: We give an
example (2.7) showing that in is not always an isomorphism onto. In
Proposition 2.8 we show that if dimR RFð0; 0Þ ¼ k51; then in is an
isomorphism onto and dimR RF0ð0Þ ¼ k; also. Starting with the hypothesis
that dimR RF0 ð0Þ ¼ k51 and deducing that dimR RFð0; 0Þ ¼ k also (and i
n
is an isomorphism onto) is harder, but we give two useful special cases
(Propositions 2.10 and 2.11).
2.7. Example. Let E ¼ l1R; i.e., l
1 [F, 181] with coefﬁcients in R;
and deﬁne F : ðR E; ð0; 0ÞÞ ! ðR E; ð0; 0ÞÞ with Fðx; vÞ ¼ ð0; vÞ and F0:
ðR; 0Þ ! ðR; 0Þ with F0ðxÞ ¼ Fðx; 0Þ  0 for all x 2 R and v 2 E: Deﬁne i: R
! R E by iðxÞ ¼ ðx; 0Þ and in: RFð0; 0Þ ! RF0ð0Þ by i
n½h ¼ ½h 8 i:
Then in is not monomorphic. The result also holds for Co functions, i.e.,
using R0Fð0; 0Þ; and, if we replace R with C and use l
1
C; the analog holds
for complex analytic functions.
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P1
n¼1 vn  x
n: SinceP1
n¼1 jvn  x
nj4
P1
n¼1 jvnj51; h is real analytic and ðh 8 iÞðxÞ ¼ hðx; 0Þ  0;
i.e., inð½hÞ ¼ 0: Suppose ½h ¼ 0; i.e., h 2 F ¼ C1ð0;0ÞðR EÞF
nðMÞ: Then for
some m ðm ¼ 1; 2; . . .Þ;
hðx; vÞ ¼
Xm
j¼1
ajðx; vÞ  bjðvÞ
for all x 2 R with jxj51 and for all v 2 E; where aj 2 C1ð0;0ÞðR EÞ and
bj 2 C
1
0 ðEÞ ð j ¼ 1; 2; . . . ;mÞ: Set vn ¼ 0 for n5mþ 2; so hðx; v1; . . . ; vmþ1; 0;
. . .Þ ¼
Pmþ1
n¼1 vn  x
n: Now Dlðð1=k!ÞDkxÞhð0; 0; . . . ; 0Þ ¼ dk;l; the Kronecker
delta ðk; l ¼ 1; 2; . . . ;mþ 1Þ; where Dl ¼ @=@vl; while
ðDlðð1=k!ÞDkxÞÞ
Xm
j¼1
ajð0; 0; . . . ; 0Þ  bjð0; . . . ; 0Þ
¼
Xm
j¼1
Dlbjð0; . . . ; 0Þ  ð1=k!ÞD
k
xajð0; 0; . . . ; 0Þ;
since bjð0; . . . ; 0Þ ¼ 0: Let B be the ðmþ 1Þ  m-matrix with ðl; jÞ; entry
Dlbjð0; . . . ; 0Þ; let A be the m ðmþ 1Þ-matrix with ð j; kÞ entry ð1=k!Þ
Dkxajð0; 0; . . . ; 0Þ; and let I be the ðmþ 1Þ  ðmþ 1Þ identity matrix. Then
B  A ¼ I : If S and T are linear transformations represented by A and B;
respectively, then m5dimðRangeðT ÞÞ5dimðRangeðT 8 SÞÞ ¼ mþ 1; yielding
a contradiction. Thus ½h=0; so in is not a monomorphism.
2.8. Proposition. Let X and Y be real Banach spaces and let F: ðX ; 0Þ !
ðY ; 0Þ be a C1 Fredholm-map germ. Let Z with s be either X with n or Y with
p, where n ¼ dim kerDFð0Þ and p ¼ co dimRangeDFð0Þ: Then there are a
C1 embedding germ i: ðRs; 0Þ ! ðZ; 0Þ and a C1 submersion germ r:
ðZ; 0Þ ! ðRs; 0Þ such that r 8 i ¼ id; thus i
n
8 r
n ¼ id: Define F0: ðR
n; 0Þ
! ðRp; 0Þ by F0 ¼ r 8 F 8 i:
(1) If either (a) dimR RFð0; 0Þ ¼ k51 or (b) dimR X51; then in: RF
ð0; 0Þ ! RF0 ð0Þ and r
n: RF0ð0Þ ! RFð0; 0Þ are isomorphisms.
(2) The homomorphism in is an epimorphism; if the hypotheses (1)(a) and
(1)(b) fail, then in need not be a monomorphism.
(3) If 0 is not an isolated point of F1ð0Þ; then dimR RFð0; 0Þ ¼ 1:
The analogs for Co functions (i.e., R0Þ and CO functions are also true.
Proof. By Lemma 1.5 and Lemma 2.2, we may suppose that F:
ðRn  E; ð0; 0ÞÞ ! ðRp  E; ð0; 0ÞÞ with Fðx; vÞ ¼ ðfðx; vÞ; vÞ; Fð0; vÞ ¼ ð0; vÞ;
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and r: ðRs  E; ð0; 0ÞÞ ! ðRs; 0Þ by rðx; vÞ ¼ x for s ¼ n or p; so r 8 i ¼ id;
in 8 r
n ¼ id; and F0: ðR
n; 0Þ ! ðRp; 0Þ is deﬁned by F0ðxÞ ¼ fðx; 0Þ:
First, suppose by Part (1)(a) that dimR RFð0; 0Þ ¼ k51: By Lemma 2.3
every element of FðFÞ ¼ C1ð0;0ÞðR
n  EÞFnM has the form
Xp
j¼1
fjðx; vÞ  Fjðx; vÞ þ
Xm
s¼1
gsðx; vÞ  ðZs 8 p2Þðx; vÞ;
where fj; gs 2 An ¼ C1ð0;0ÞðR
n  EÞ; Zs 2 C
1
0 ðEÞ with Zsð0Þ ¼ 0; and fðx; vÞ ¼
ðF1ðx; vÞ; . . . ;Fpðx; vÞÞ; and every element of
FðF 8 i 8 rÞ ¼ C
1
ð0;0ÞðR
n  EÞðF 8 i 8 rÞ
nM
has that form with Fjðx; vÞ replaced with ðFj 8 i 8 rÞðx; vÞ ¼ ðF0ÞjðxÞ: By
Lemma 2.4 every monomial xb with jbj ¼ k is in FðFÞ; and if we apply i 8 r
(i.e., set v ¼ 0Þ we see that every xb with jbj ¼ k is in FðF 8 i 8 rÞ also. If
f ðx; vÞ 2 An; then
f ðx; vÞ ¼
X
jaj4k1
caðvÞxa þ
X
jbj¼k
xbhbðx; vÞ;
for hb 2 An and ca 2 C10 ðEÞ; by Taylor’s formula with remainder [Z1, p. 148,
Theorem 4A]. Let %f ðxÞ ¼
P
jaj4k1 cað0Þx
a; since caðvÞ  cað0Þ has the form
ðZs 8 p2Þðx; vÞ; where Zsð0Þ ¼ 0; f ðx; vÞ  %f ðxÞ 2 F ¼ FðFÞ: By repeated use of
these facts we see that the elements of both FðFÞ and FðF 8 i 8 rÞ may be
written in the form
Xp
j¼1
%f jðxÞ  ðF0ÞjðxÞ þ
Xt
r¼1
*grðxÞ  ð*Zr 8 p2Þðx; vÞ þ
X
jbj¼k
xbhbðx; vÞ;
for %fj; *gr polynomials in x with real coefﬁcients and order at most k  1;
hb 2 An; and *Zr 2 C
1
0 ðEÞ with *Zrð0Þ ¼ 0; and every coset of RFð0; 0Þ has
the form %f ðxÞ þ F ¼ %f ðxÞ þ FðFÞ; where %f is a polynomial in x with real
coefﬁcients and order at most k  1 by Lemma 2.4. As a result FðFÞ ¼
FðF 8 i 8 rÞ: We apply Lemma 2.2 with F: ðX ; xÞ ! ðY ; yÞ as
F 8 i 8 r: ðR
n  E; ð0; 0ÞÞ ! ðRp  E; ð0; 0ÞÞ;
F0: ðX 0; x0Þ ! ðY 0; y0Þ as F: ðRn  E; ð0; 0ÞÞ ! ðRp  E; ð0; 0Þ; a ¼ i 8 r; and
with b the identity on Rp  E; then ðrn 8 i
n; idÞ: RFð0; 0Þ ! RF 8 i 8 rð0; 0Þ is
an algebra homomorphism. Since FðFÞ ¼ FðF 8 i 8 rÞ; r
n
8 i
n: RFð0; 0Þ !
RF 8 i 8 rð0; 0Þ is induced by the identity on An; so r
n
8 i
n ¼ id; since in 8 r
n ¼ id
also, in is an isomorphism and Conclusion (1)(a) results.
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v ¼ ðv1; v2; . . . ; vkÞ: Each vs ¼ ðp0s 8 p2Þðx; vÞ and so is in F by Lemma 2.3.
By Taylor’s formula with remainder [Z1, p. 148, Theorem 4A], each
f ðx; vÞ 2 An is f ðx; 0Þ þ
Pk
s¼1 vsgsðx; vÞ for gs 2 An; so f ðx; vÞ  f ðx; 0Þ ¼
ðf  rn 8 i
nf Þðx; vÞ 2 F and, for Z 2 C10 ðEÞ with Zð0Þ ¼ 0; ðZ 8 p2Þðx; vÞ ¼Pk
s¼1 vsgsðvÞ: In particular, ðFj  ðFjÞ0Þðx; vÞ ¼ Fjðx; vÞ  Fjðx; 0Þ 2 F; and
by Lemma 2.3 the elements of F may be written
Xp
j¼1
fjðxÞðF0ÞjðxÞ þ
Xk
s¼1
vsgsðx; vÞ;
where fj 2 C10 ðR
nÞ and gs 2 An: As above, it follows that rn 8 i
n:
RFð0; 0Þ ! RF 8 i 8 rð0; 0Þ is the identity isomorphism; since i
n
8 r
n ¼ id also,
in is an isomorphism and Conclusion (1)(b) results.
Since r 8 i ¼ id; so i
n
8 r
n ¼ id; it follows that in is an epimorphism. If
dimR E ¼ 1 and dimR RFð0; 0Þ ¼ 1; then Example 2.7 shows that in need
not be a monomorphism, yielding Conclusion (2).
Third, suppose, on the contrary, that dimR RFð0; 0Þ ¼ k51: By
Conclusion (1)(a) dimR RF0 ð0Þ ¼ k also, and by [GG, p. 167, Proposition
2.2] 0 is an isolated point of ðF10 Þð0Þ and so 0 is an isolated point of F
1ð0Þ:
A contradiction results.
2.9. Theorem. Let X and Y be connected C1 manifolds modeled on real
Banach spaces, and let F: X ! Y be a C1 Fredholm map.
(a) If the index of F is positive, then for every %u 2 X ; dimR RFð %uÞ ¼ 1:
(b) If %u is not an isolated point of F1ðFð %uÞÞ; then dimR RFð %uÞ ¼ 1:
The Co and CO analogs are true with the same proof, except that for CO
the [GG] references are replaced with [AGV,p. 86, Theorem 1, and p. 91,
Proposition 3] and [AGV, p. 86, Theorem 2], respectively. See Remark 4.2.
Proof. Suppose (a) that F has positive index and, on the contrary, that
for some %u 2 X ; dimR RFð %uÞ51: By Lemmas 1.5 and 2.2 we may suppose
that F: Rn  E! Rp  E with Fðx; vÞ ¼ ðfðx; vÞ; vÞ; %u ¼ ð0; 0Þ ¼ Fð %uÞ; n > p;
and E a real Banach space. For i: Rs ! Rs  E deﬁned by iðxÞ ¼ ðx; 0Þ; in is
an isomorphism by Theorem 2.8(1)(a): thus dimR RF0 ð0Þ ¼ k51; where
F0: ðR
n; 0Þ ! ðRp; 0Þ: By [GG, p. 168, Proposition 2.3] there exists an open
neighborhood U of 0 in Rn such that, for every x 2 U ; dimR RF0 ðxÞ4k: Let
%x 2 U with the rank of DF0ð %xÞ being the maximal number with q4p: By the
Rank Theorem [Di, (10.3.1)] there are C1 diffeomorphism germs a:
ðRn; 0Þ ! ðRn; %xÞ and b: ðRp;F0ð %xÞÞ ! ðR
p; 0Þ such that if C ¼ b 8 F0 8 a;
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C  0: By Lemma 2.2, dimR RCð0Þ ¼ k51; so 0 is an isolated point of
C1ð0Þ by [GG, p. 167, Proposition 2.2], and a contradiction results from
the form of C:
Conclusion (b) follows from Proposition 2.8(3).
In contrast to Example 2.7 and Proposition 2.8, we now give two
propositions in which dimR RF0 ¼ k51 implies that i
n: RFð0; 0Þ  RF0ð0Þ:
In (2.10) we assume that Fðx; vÞ ¼ ðF1ðxÞ; . . . ;FpðxÞ; vÞ and in (2.11) that
Fðt; vÞ ¼ ðfðt; vÞ; vÞ: The second proposition is particularly useful for the
applications in Sections 6 and 7.
2.10. Proposition. Let F: Rn  E! Rp  E be a C1 map germ at
ð0; 0Þ with Fðx; vÞ ¼ ðfðxÞ; vÞ ¼ ðF1ðxÞ; . . . ;FpðxÞ; vÞ: Let i: R
n ! Rn  E be
given by iðxÞ ¼ ðx; 0Þ; and let F0 ¼ f 8 i: If dimR RF0ð0Þ ¼ k51; then i
n: RF
ð0; 0Þ  RF0 ð0Þ; so dimR RFð0; 0Þ ¼ k also by Proposition (2.8).
The Co and CO analogs are also true.
Proof. We may suppose that Fð0; 0Þ ¼ ð0; 0Þ; so that F1ð0Þ ¼    ¼
Fpð0Þ ¼ 0: According to Lemma 2.3, F
1
ð0;0ÞðFÞ is the ideal in C
1
ð0;0ÞðR
n  EÞ
generated by F1ðxÞ; . . . ;FpðxÞ and all maps g 8 p2; where p2: R
n  E ! E is
given by p2ðx; vÞ ¼ v and g: ðE; 0Þ ! ðR; 0Þ is a C1 germ with gð0Þ ¼ 0:
Similarly, F10 ðF0Þ is the ideal in C
1
0 ðR
nÞ generated by F1ðxÞ; . . . ;FpðxÞ: By
Lemma (2.4)(1) applied to F0 at 0, the monomials m in x1; x2; . . . ; xn of order
k are in F10 ðF0Þ: Thus m ¼ h1ðxÞF1ðxÞ þ    þ hpðxÞFpðxÞ for some
hjðxÞ 2 C10 ðR
nÞ ð j ¼ 1; 2; . . . ;pÞ; so each m 2 F1ð0;0ÞðFÞ also, by Lemma 2.3.
Consider f 2 C1ð0;0ÞðR
n  EÞ and let er ¼ ð0; . . . ; 0; 1; 0; . . . ; 0; 0Þ 2 R
n  E
with 1 in the rth place ðr ¼ 1; 2; . . . ; nÞ: By Taylor’s Theorem ([Z1, p. 148,
Theorem 4.A]) f ðx; vÞ ¼ T ðx; vÞ; where
T ðx; vÞ ¼ f ð0; vÞ þ
Xn
r¼1
ðDf ð0; vÞ  erÞxr þ
Xn
r1;r2¼1
ðD2f ð0; vÞ
 ðer1 ; er2 ÞÞxr1xr2 þ    þ
Xn
r1;...;rk¼1
ðRr1;...rk ðx; vÞ  ðer1 ; . . . ; erk ÞÞxr1xr2    xrk :
Now T ðx; vÞ  T ðx; 0Þ 2 F1ð0;0ÞðFÞ; since the last term is the sum of the
multiples of the monomials of order k and the coefﬁcients of the other terms
are 0 when v ¼ 0 (use Lemma 2.3). Since every monomial in x1; . . . ; xn of
order k is in F1ð0;0ÞðFÞ by the ﬁrst paragraph, by a Taylor formula argument
f ðx; 0Þ is equivalent modulo F1ð0;0ÞðFÞ to a polynomial in x1; . . . ; xn alone of
order at most k  1: Thus RFð0; 0Þ is generated over R by the monomials of
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dimR RFð0; 0Þ ¼ k; also.
2.11. Proposition. Suppose F: R E! R E with Fðt; vÞ ¼ ðfðt; vÞ; vÞ
is a C1 map germ. Then dimR RF0 ð0Þ ¼ k41 if and only if dimR
RFð0; 0Þ ¼ k; also (and in is an isomorphism for k51 (2.8)(1)).
Proof. If dimR RFð0; 0Þ ¼ r51; then dimR RF0 ð0Þ ¼ r also, and i
n is an
isomorphism onto by (2.8)(1). Thus we may suppose that dimR
RF0ð0Þ ¼ k51: Deﬁne a C
1 diffeomorphism C : R E! R E by
Cðy; vÞ ¼ ðy  fð0; vÞ; vÞ; then C 8 Fð0; vÞ ¼ ð0; vÞ; so we may suppose that
Fð0; vÞ ¼ ð0; vÞ: There is a unique m ðm ¼ 1; 2; . . .Þ so that fðt; 0Þ ¼ gðtÞtm
with gð0Þ=0: Since fðt; 0Þ 2 FðF0Þ; tm 2 FðF0Þ; thus m ¼ k (use Lemmas 2.3
and 2.4). Apply Taylor’s Theorem ([Z1, p. 148]),
fðt; vÞ ¼fð0; vÞ þ ðDfð0; vÞ  ð1; 0ÞÞ  t þ ðD2fð0; vÞðð1; 0Þ; ð1; 0ÞÞÞ  t2 þ   
þ ðDk1fð0; vÞðð1; 0Þ; . . . ; ð1; 0ÞÞÞ  tk1 þ %Rðt; vÞ  tk :
Here %Rðt; 0Þ ¼ gðtÞ; so %Rð0; 0Þ=0: Since fðt; 0Þ ¼ gðtÞtk ; 0 ¼ fð0; 0Þ ¼
Dfð0; 0Þ  ð1; 0Þ ¼    ¼ Dk1fð0; 0Þðð1; 0Þ; . . . ; ð1; 0ÞÞ; and thus all but the
last term of fðt; vÞ are in FðFÞ by Lemma 2.3. Since fðt; vÞ 2 FðFÞ; %Rðt; vÞ 
tk 2 FðFÞ by (2.3). Since %Rð0; 0Þ=0; tk 2 FðFÞ:
Let f ðt; vÞ 2 C1ð0;0ÞðR EÞ: Then
f ðt; vÞ ¼ T ðt; vÞ
¼ f ð0; vÞ þ ðDf ð0; vÞ  ð1; 0ÞÞ  t þ   
þ ðDk1f ð0; vÞðð1; 0Þ; . . . ; ð1; 0ÞÞÞ  tk1 þ Qðt; vÞ  tk :
Now T ðt; vÞ  T ðt; 0Þ 2 FðFÞ since the last term is a multiple of tk 2 FðFÞ and
the other coefﬁcients are also in FðFÞ by Lemma 2.3. Modulo FðFÞ; T ðt; 0Þ is
a polynomial in t of order at most k  1; since tk 2 FðFÞ; thereforeRFð0; 0Þ is
generated over R by 1; t; . . . ; tk1 and so has dimension4k and therefore
equals k:
The argument also applies to the Co and CO cases. If dimR
RFð0Þ ¼ k51; then dimR R0Fð0; 0Þ ¼ k; also (by 2.4(4)).
3. COMPLEXIFICATIONS
3.1. Definitions. Complexification of real Banach and Hilbert spaces.
Let E be a (real) Banach space. Its complexification *E [BS1, pp. 69–70] is the
topological vector space E  E with addition given by
ðx1; y1Þ þ ðx2; y2Þ ¼ ðx1 þ x2; y1 þ y2Þ for x1; y1; x2; y2 2 E;
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ðuþ ivÞðx; yÞ ¼ ðux vy; vxþ uyÞ for u; v 2 R; x; y 2 E;
and the product topology on E  E: We write ðx; yÞ as xþ iy; and we may
identify *E with ER C:
For xþ iy 2 *E a number of norms have been deﬁned on *E: Taylor
[Ta, p. 312] used
jjxþ iyjj *E ¼ ½jjxjj
2
E þ jjyjj
2
E
1=2:
Alexicwicz and Orlicz [AO, p. 61] deﬁned
jjxþ iyjj *E ¼ sup
jjxjj41
½x2ðxÞ þ x2ðyÞ1=2
over bounded linear functionals x on E of norm at most 1. Zeidler
[Z1, p. 770, (23h)] gave
jjxþ iyjj *E ¼ max
04j4p
jjx cos jþ y sin jjjE;
and Bochnak and Siciak [BS1, pp. 69–70] used, for *x 2 *E;
jj *xjj *E ¼ inf
X
jtjj jjxjjj: *x ¼
X
j
tjxj; tj 2 C; xj 2 E
( )
:
(Bochnak and Siciak [BS1] actually worked with topological vector spaces
and seminorms.)
Each of these is a norm on *E; each when restricted to E (or iEÞ agrees with
the given norm on E; and each satisﬁes
maxfjjxjjE; jjyjjEg4jjxþ iyjj *E4jjxjjE þ jjyjjE: ð* Þ
It follows that these norms are equivalent, each jj jj *E induces the product
topology on E  E; and *E is complete (since E is complete). Note that the
complexiﬁcations of the H .older spaces C2;a0 ð %OÞ and C
0;aðOÞ of real-valued
functions are the corresponding H .older spaces of complex-valued functions.
Now suppose that H is a real Hilbert space and *H is the complex
topological vector space deﬁned above. For xþ iy; uþ iv 2 *H; we deﬁne
the (hermitian) inner product by
hxþ iy; uþ ivi *H ¼ ðhx; uiH þ hy; viH Þ þ iðhy; uiH  hx; viH Þ:
(This is the conjugate of the complexiﬁcation given by Bourbaki [Bo, Chap.
V.4, Sect. 1, No. 3, Example 5] and is the tensor product H R C:) Then *H
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hx; x0iH and the resulting norm satisﬁes both ð* Þ and jjxþ iyjj
2 ¼ jjxjj2 þ
jjyjj2 and so is equivalent to the norms previously deﬁned. If H is L2RðOÞ; then
*H is L2CðOÞ with the convention hf ; gi ¼
R
O f %g ([A, pp. 27–28, Corollary
2.12]). If H ¼ W 1;20;R ðOÞ; then *H is W
1;2
0;C ðOÞ with the convention hf ; gi ¼R
Orfr %g ¼
R
Orf
%rg:
3.2. Definitions. Complexification of real analytic maps. Let E and F be
(real) Banach spaces. Note that for Fr!echet and Gateaux derivatives of all
orders the deﬁnitions agree for equivalent norms on E and F and so are
independent of any of the norms on *E given above. The deﬁnition of real or
complex analytic (1.1) is again independent of the choice of equivalent
norms on E and F :
The deﬁnition (1.1)(2) of the analytic map at x0 clearly implies that, for
every x 2 E or x 2 *E with jjx x0jj5e; the series (1.1)(1) converges, and the
converse results from [BS2, p. 90, Deﬁnitions 5.1–5.3, and p. 91, Proposition
5.2(1)]. Since the power functions (homogeneous polynomials) Fk are
continuous, the sum (1.1)(1) is analytic in the sense of [BS2, p. 90, Deﬁnition
5.6] by [BS2, p. 94, Theorem 5.2]; the latter clearly implies that (1.1)(1)
converges for every x: Thus, the deﬁnition (1.1)(2) of the analytic map agrees
with that of [BS2, Deﬁnition 5.6] for both real and complex Banach spaces.
According to [BS2, p. 103, Theorem 7.1, or p. 104, Theorem 7.2], if
U 	 E is a connected open subset and F: U ! F is a real analytic map,
then there exists a connected open set *U 	 *E such that U ¼ *U \ E and a
complex analytic map *F: *U ! *F such that the restriction *FjU ¼ F: From
[BS2, p. 102, Proposition 6.6 (Identity Theorem), II], *F is unique (for the
given connected open set *UÞ: We call the complex analytic map *F the
complexification of the real analytic map F: Note that for x0 2 E; the
homogeneous polynomial *Fk of [BS1, p. 70, Theorem 3 and Lemma 4] is the
complexiﬁcation of Fk:
3.3. Definition. Let X be a real Banach space, let *X be its complex-
iﬁcation, and let x 2 X : The tensor product Cox ðX Þ R C is an algebra over R
using
ðf  zÞ  ðg wÞ ¼ ðf  gÞ R ðz  wÞ
as the ring product [K, p. 150], and it is an algebra over C using
wðf  zÞ ¼ f  ðwzÞ for w 2 C as the scalar product. Deﬁne
z: Cox ðX Þ R C! C
O
x ð *X Þ
by zðf  zÞ ¼ z  *f : Note that z ¼ zðX ;xÞ depends on the space X and the
point x:
LOCAL ALGEBRAS OF DIFFERENTIAL OPERATORS 4813.4. Theorem. (1) The map z is an isomorphism of algebras over C:
(2) Let Y be another real Banach space, let y 2 Y ; and, let FðX ; xÞ !
ðY ; yÞ be a Co Fredholm-map germ. Then zðFox ðFÞ R CÞ ¼ F
O
x ð *FÞ:
(3) Thus z induces an isomorphism
(a) R0FðxÞ R C R *FðxÞ; so that
(b) dimR R
0
FðxÞ ¼ dimC R *FðxÞ:
(c) In particular, if pj 2 Cox ðX Þ ð j ¼ 1; 2; . . . ; kÞ and fpj þ F
o
x ðFÞg
(i) generate (resp., (ii) are independent in, (iii) are a basis of) R0FðxÞ (or RFðxÞÞ;
then the complexifications f *pj þ F
O
x ð *FÞg (i) generate (resp., (ii) are
independent in, (iii) are a basis of) R *FðxÞ:
(d) If dimR RFðxÞ51; then dimR RFðxÞ ¼ dimC R *FðxÞ:
Let X be a Co manifold modeled on a real Banach space, let CoðX Þ be the
space of Co maps f : X ! R; and let COð *X Þ be the space of CO map germs
g: *X ! C; each deﬁned on some neighborhood of X in the complexiﬁcation
*X : Then
%z: CoðX Þ R C! COð *X Þ
deﬁned by %zðf  zÞ ¼ z  *f is also an isomorphism of algebras over C:
Proof. Clearly z is a homomorphism of algebras over C: If g: *X ! C is
a CO map germ at x; write g ¼ r þ is; where r: *X ! R and s: *X ! R; let *r
[resp., *s be the complexiﬁcation of rjX [resp., sjX ]; and deﬁne h ¼ *rþ i*s:
Then h is CO and ðg hÞjX  0; so g ¼ h (by [BS2, p. 102, Proposition
6.6II]). Thus, (A) if g 2 COx ð *X Þ; then g ¼ *rþ i*s ¼ zðr 1þ s iÞ for r;
s 2 Cox ðX Þ; so that z is an epimorphism.
Now suppose that g ¼
Pm
j¼1 fj  zj is in the kernel of z: If zj ¼ xj þ iyj
for xj and yj real, then g ¼ r 1þ s i; where r ¼
Pm
j¼1 xjfj and s ¼Pm
j¼1 yjfj are both in C
o
x ðX Þ: Thus 0 ¼ zðr 1þ s iÞ ¼ *rþ i*s: Write *r:
aþ ib and *s ¼ gþ id; where a;b; g; and d are real valued, so *rþ i*s ¼
ða dÞ þ iðbþ gÞ; a d ¼ 0; and bþ g ¼ 0: On X the germ *r is r ¼ a and
b ¼ 0 and the germ *s is s ¼ g and d ¼ 0; and it follows that a ¼ 0 ¼ g on X ;
i.e., r ¼ 0 and s ¼ 0: Thus g ¼ 0; so ker z ¼ f0g; z is injective, and
Conclusion (1) results.
The argument of the previous paragraph shows (B): If r and s are in
Cox ðX Þ and ð*rþ i*sÞðxÞ  0; then rðxÞ  0  sðxÞ:
An element g 2 Fox ðFÞ has the form g ¼
Pm
j¼1 hj  ðgj 8 FÞ; where hj 2
Cox ðX Þ; gj 2 C
o
FðxÞðY Þ; and gjðFðxÞÞ ¼ 0; and an element of F
O
x ð *FÞ has a similar
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O
FðxÞð *Y Þ; and gjðFðxÞÞ ¼ 0
(since *FðxÞ ¼ FðxÞÞ: Now gg  h ¼ *g  *h and the composition gh 8 g ¼ *h 8 *g; so
*g ¼
Pm
j¼1
*hj  ð *gj 8 *FÞ 2 F
O
x ð *FÞ and zðF
o
x ðFÞ R CÞ 	 F
O
x ð *FÞ; giving part of
Conclusion (2).
Let g 2 COFðxÞð *Y Þ with gðFðxÞÞ ¼ 0 (note that *FðxÞ ¼ FðxÞÞ: By (A) g ¼
*rþ i*s ¼ zðY ;FðxÞÞðr 1þ s iÞ; where r; s 2 CoFðxÞðY Þ and rðFðxÞÞ ¼ sðFðxÞÞ ¼
0: Thus
g 8 *F ¼ *r 8 *Fþ i *s 8 *F ¼ gr 8 F þ i gs 8 F
¼ zððr 8 FÞ  1þ ðs 8 FÞ  iÞ 2 zðX ;xÞðF
o
x ðFÞ R CÞ:
For h 2 COx ð *X Þ; by (A) h ¼ *aþ i *b ¼ zðX ;xÞða 1þ b iÞ for some a; b
2 Cox ðX Þ: Since F
o
x ðFÞ is an ideal in the ring C
o
x ðX Þ and z is a
homomorphism, h  ðg 8 *FÞ 2 zðF
o
x ðFÞ R CÞ: Any element g of F
O
FðxÞð *FÞ
has the form g ¼
Pm
j¼1 hj  ðgj 8 *FÞ; where hj 2 C
O
x ð *X Þ and gj 2 C
O
FðxÞð *Y Þ; with
gjðFðxÞÞ ¼ 0; so g 2 zðFox ðFÞ R CÞ; Conclusion (2) results. Conclusion
(3)(a) follows from (1) and (2).
The proof of (3)(c) uses the facts that
(C) as an algebra homomorphism over R; z is also an isomorphism;
and
(D) for any algebra A over R; each element of AR C can be written
uniquely as the sum of real and imaginary parts p 1þ q i; where p; q 2
A: Thus
AR C A iA;
as algebras over R; where p 1 corresponds to ðp; 0Þ and q i corresponds
to ð0; iqÞ ¼ ið0; qÞ: In particular, this holds for A ¼ Fox ðFÞ and A ¼ R
0
FðxÞ:
For the conclusion (3)(c)(i) suppose that the classes pj þ Fox ðFÞ ð j ¼
1; 2; . . . ; kÞ generate R0FðxÞ (over RÞ: The classes pj  1þ F
o
x ðFÞ R C
generate R0FðxÞ R C over C; and by (3)(a), the classes *pj þ F
O
x ð *FÞ generate
RO*FðxÞ ð j ¼ 1; 2; . . . ; kÞ:
For Conclusion (3)(c)(ii) suppose that pj þ Fox ðFÞ are independent in R
0
F
ðxÞ; while *pj þ F
O
x ð *FÞ are dependent in R *FðxÞ ð j ¼ 1; 2; . . . ; kÞ: From (3)(a),
pj  1þ Fox ðFÞ R C are dependent in RFðxÞ R C; i.e., there exist cj 2 C
not all 0 such that X
j
cjðpj  1Þ 2 F
o
x ðFÞ  C:
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X
j
ajpj
 !
 1þ
X
j
bjpj
 !
 i 2 Fox ðFÞ R C:
By (D)
P
j ajpj 2 F
o
x ðFÞ and
P
j bjpj 2 F
o
x ðFÞ with some aj or bj nonzero,
contradicting the hypothesis. Thus Conclusion (3)(c)(ii) holds.
Conclusions (3)(c)(iii) and (3)(b) follow from (3)(c)(i) and (3)(c)(ii), and
(3)(d) follows from Proposition 2.5 and Conclusion (3)(b).
3.5. Remark. Let Fx: ðX ; xÞ ! ðY ;FðxÞÞ be a Co map germ on Banach
spaces, and for g 2 CoFðxÞðY Þ deﬁne ðFxÞ
nðgÞ ¼ g 8 Fx; so that ðFxÞ
n:
CoFðxÞðY Þ ! C
o
x ðX Þ is an algebra homomorphism over R: Let zðX ;xÞ be the
isomorphism given by Deﬁnition 3.3 and let zðY ;FðxÞÞ be the analog for
ðY ;FðxÞÞ: Since the restriction ð *g 8 *FxÞjC
o
x ðX Þ ¼ g 8 Fx; i.e., ðð *FxÞ
nð *gÞÞj
Cox ðX Þ ¼ ðFxÞ
nðgÞ; it follows from the uniqueness theorem ([BS2, p. 102, Prop-
osition 6.6II]) that ðgg 8 FÞx ¼ ð *g 8 *FÞx and the following diagram commutes:
Cox ðX Þ R C !
zðX ;xÞ
 C
O
x ð *X Þ
ðFxÞ
n R fidCg " " ð *FxÞ
n
CoFðxÞðY Þ R C !
zðY ;FðxÞÞ
 C
O
FðxÞð *Y Þ:
Let Co (resp., COÞ be the category of Co real-valued (resp., CO complex-
valued) Fredholm-map germs and their maps (morphisms), and let
CoR C have (generating) objects Fu R C for Fu an object in Co
and the corresponding morphisms (identity on CÞ: From (3.5) z is a
covariant functor of the category CoR C into the category CO:
4. MULTIPLICITY OF ANALYTIC MAPS
4.1. Definitions. Let F: X ! Y be a C1 map, where X and Y are C1
real Banach manifolds. For x 2 X the multiplicity mFðxÞ of F at x is dimR
RFðxÞ: If, instead, F : X ! Y is CO; where X and Y are CO complex Banach
manifolds, then mFðxÞ ¼ dimC RFðxÞ: We say that F is finite at x if its
multiplicity mFðxÞ51; and F is finite if it is ﬁnite at every point. For maps
on ﬁnite-dimensional manifolds, these concepts were considered in [GG, pp.
167–169] and [AGV, p. 77] for the C1 case and in [AGV, pp. 84–99] for the
CO case.
4.2. Remark. Suppose that X and Y are ﬁnite-dimensional C1
manifolds, %x 2 X ; and F : X ! Y is a C1 map with mFð %xÞ ¼ dimR
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such that:
(i) F1ðFð %xÞÞ \ U ¼ f %xg [GG, p. 167, Proposition 2.2].
(ii) For every x 2 U ; mFðxÞ4k [GG, p. 168, Proposition 2.4].
(iii) For every y sufﬁciently close to Fð %xÞ; F1ðyÞ \ U has at most k
points [GG, p. 168, Proposition 2.3]. In fact, by [GG, pp. 168–169,
Proposition 2.4 and Exercise (3)],
P
fmFðxÞ: x 2 f
1ðyÞ \ Ug4k:
In order that the multiplicity mFðxÞ be ﬁnite, we need dim X4dimY
(or, more generally, F to be a Fredholm map of index 0 or negative by
Theorem 2.9).
For a complex analytic map F with dimC X ¼ dimC Y51 much more
can be said for mFð %xÞ ¼ dimC RFð %xÞ ([AGV, p. 84ff]):
(i)–(iii) hold. Indeed, in (iii)
P
fmFðxÞ: x 2 F
1ðyÞ \ Ug ¼ k ([AGV, p.
86, Theorem 1, and p. 91, Proposition 3]).
(iv) The multiplicity mFð %xÞ is ﬁnite if and only if %x is an isolated point of
F1ðFð %xÞÞ (i.e. the converse of (i) is true) ([AGV, p. 86, Theorem 2]).
(v) If mFð %xÞ is ﬁnite, then mFð %xÞ is the local degree of F at %x ([AGV,
p. 86, Theorem 1]).
See also [Mi, pp. 111–115].
4.3. Definitions. Let X be a CO Banach manifold and let G	 X : Then
G is a complex analytic subset of X if, for each x 2 X ; there are an open
neighborhood Ux of x; a complex Banach space Fx; and a CO function fx:
Ux ! Fx such that G\ Ux ¼ f1x ð0Þ: If dim Fx51; we say that G is a
complex analytic subset of finite definition at x [Ra, p. 21]. (Note that G is
necessarily closed in X :) The codimension codimxG is deﬁned and discussed
in [Ru, p. 273, second paragraph].
4.4. Theorem. Ruget Proper Mapping Theorem [Ru, pp. 284–285,
Th!eor"eme 4.4]. Let X and Y be CO Banach manifolds, let F: X ! Y be a
proper CO Fredholm map, and let G be a complex analytic subset of X of finite
definition. Then
(1) FðGÞ is a complex analytic subset of Y of finite definition.
(2) For every y 2 FðGÞ;
codimy FðGÞ ¼ inf
x2F1ðyÞ\G
(
lim inf
u!x; u2G
½dimu F1ðFðuÞÞ \ G
þ codimu G indexðDFðuÞÞ
)
:
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ﬁnite-dimensional version is [GR, p. 162, Theorem 5].
4.5. Lemma. Suppose that U and V are nonempty open subsets of Cn with
V connected and that F: U ! V is a CO proper map with degree k ðk ¼
0; 1; . . .Þ: Then k51 and, for each y 2 V ;X
x2F1ðyÞ
dimC RFðxÞ ¼ k;
so that #F1ðyÞ4k:
Here degree is as deﬁned in [CT4, p. 16, Deﬁnition 3.3], using the usual
deﬁnition of the Brouwer and Leray–Schauder degree degðF;U ; yÞ for y 2 V
[Z1, pp. 568–580]. Since F is complex analytic, the degree k is #F1ðyÞ for y
a regular value of F by [Z1, p. 626, Proposition 14.9(2), and p. 570, (D3)
Additivity]. The analog of Lemma 4.5 for Co maps is false: Deﬁne F: R2 !
R2 by Fðx; yÞ ¼ ðx2 þ y2; 0Þ:
Proof. Let %y 2 V and let B ¼ fy 2 Cn: jjy  %yjj4eg 	 V : By Thom’s
Transversality Theorem [Th, p. 26, Theorem I.5] there is a C1
diffeomorphism C of V (viewed as in R2nÞ onto itself, arbitrarily near the
identity map, so that F is transverse regular on the boundary @ðCðBÞÞ; which
is C1 diffeomorphic to the unit sphere S2n1: Thus G ¼ F1ðCðBÞÞ 	 U is a
C1 compact (real) 2n-submanifold with boundary. Let gðxÞ ¼ FðxÞ  %y:
Then the degree of the map g=jjgjj: @G! S2n1 is k; and according to [AGV,
p. 91, Proposition 3], X
x2F1ðyÞ
dimC RFðxÞ ¼ k:
Since dimC RFðxÞ51 for each x 2 U ; k51: Incidentally, the discreteness of
each F1ðyÞ is a consequence of [Z1, p. 628, Proposition 14.11(1)].
4.6. Theorem. Let X and Y be CO Banach manifolds and let F: X ! Y
be a CO Fredholm map of index 0.
(1) If %u 2 X with mFð %uÞ ¼ dimC RFð %uÞ ¼ k51; then there are connected
open neighborhoods U of %u and W of Fð %uÞ such that
(a) The restriction FjU : U ! W is a proper map.
(b) For every w 2 W ; #U \ F1ðwÞ4k:
(c) If mFðuÞ51 for every u 2 F
1ðwÞ; thenX
fmFðuÞ: u 2 F
1ðwÞg ¼ k:
(d) In particular, if dim kerDFð %xÞ41; then Conclusion (c) holds.
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u 2 X (e.g., if dim kerDFðuÞ41 for every u 2 X Þ; then there is a natural
number m such that X
fmFðuÞ: u 2 F
1ðwÞg ¼ m
for every w 2 Y :
Proof. (1) By Lemmas 1.5 and 2.2 we may suppose that X and Y are
open neighborhoods of ð0; 0Þ in Cn  E; where E is a complex Banach space,
%u ¼ ð0; 0Þ ¼ Fð0; 0Þ; Fðx; vÞ ¼ ðfðx; vÞ; vÞ; and Fð0; vÞ ¼ ð0; vÞ for every v 2 E:
Deﬁne Fv by FvðxÞ ¼ Fðx; vÞ: By Proposition 2.8(1)(a) dimC RF0 ð0Þ ¼ dimC
RFð0; 0Þ ¼ k; and by Remark 4.2(i)(iii) there is an open neighborhood
X0 of 0 in C
n sufﬁciently small that X0  0	 X \ ðC
n  0Þ; F10
ðF0ð0ÞÞ \ X0 ¼ f0g; and for each x 2 X0; F10 ðF0ðxÞÞ \ X0 has at most k
points. From Lemma 2.6 there is a connected open neighborhood W of ð0; 0Þ
in Cn  E such that, if U is the component of F1ðW Þ containing ð0; 0Þ; then
FjU : U ! W is a proper map and Conclusion (1)(a) holds. We may suppose
that W ¼ A B; where A and B are open balls with center 0 in Cn and E;
respectively, and that A is sufﬁciently small that U \ ðCn  0Þ 	 X0  0:
For v 2 E let Uv (resp., Wv ¼ AÞ be the set of x 2 C
n such that ðx; vÞ 2 U
(resp., W Þ and now let F : U ! W ¼ A B and Fv: Uv ! A refer to these
restriction maps. The singular set SF is the set of ðx; vÞ 2 U such that kerD
Fðx; vÞ=fð0; 0Þg; and for each v 2 E; SF\ Uv ¼ SðFvÞ: Now SF is a complex
analytic subset of U of ﬁnite deﬁnition (4.3); i.e., locally it is the set of
common zeros of a ﬁnite number of complex analytic function germs f : U
! C: By the Ruget Proper Mapping Theorem ([Ru, Theorem (4.4)(1)]),
FðSFÞ is a complex analytic subset of W of ﬁnite deﬁnition, and by the
Smale–Sard Theorem ([Sm, p. 862, (1.3)]) FðSðFÞÞ contains no nonempty
open subset of W : If y 2 FðSðFÞÞ and V is a connected open neighborhood of
y sufﬁciently small that in V the complex analytic set FðSðFÞÞ is the set of
common zeros of a ﬁnite number of complex analytic functions gj: V ! C;
then the nonempty set V  FðSðFÞÞ is a connected dense open subset of V by
[Ra, p. 23, Lemme II.1.1.2], and codimy FðSðFjU ÞÞ is everywhere at least 1
by [Ra, p. 78, Proposition II.3.3.8]. Now F1ðFðSFÞÞ is also a complex
analytic subset of U of ﬁnite deﬁnition; viz., on F1ðV Þ it is the set of
common zeros of gj 8 F : F
1ðV Þ ! C:
Similarly, FvðSðFvÞÞ and F1v ðFvðSðFvÞÞÞ are complex analytic subsets of
Uv and A; respectively, and dimC FvðSðFvÞÞ4n 1; for each v 2 E: For each
y 2 A; F10 ðyÞ has at most k points, and for y a regular value sufﬁciently near
0, F10 ðyÞ has exactly k points by Remark 4.2(iii). By the Proper Mapping
Theorem 4.4(2) (the ﬁnite-dimensional version [CR, p. 162, Theorem 5]
sufﬁces) dimC F
1
0 ðF0ðSðF0ÞÞÞ4n 1 also.
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FjðU  F1ðFðSFÞÞÞ: U  F1ðFðSFÞÞ ! W  FðSFÞ;
call it C : U 0 ! W 0; is a proper local homeomorphism with W 0 connected
and open, and so [P, p. 128] is an m-to-one covering map ðm ¼ 0; 1; . . .Þ
which is locally everywhere a complex analytic diffeomorphism. Moreover,
for each v 2 B;
FvjðUv  F1v ðFvðSðFvÞÞÞÞ: Uv  F
1
v ðFvðSðFvÞÞÞ ! A FvðSðFvÞÞ;
call it Cv: U 0v ! A
0
v; is also an m-to-one covering map with A
0
v connected and
open, and Cv is locally everywhere a complex analytic diffeomorphism.
Since F10 ðyÞ has exactly k points for y a regular value of F0 sufﬁciently near
0; m ¼ k51 and U0 is connected and open.
Let ðy; vÞ 2 W ¼ A B; so F1ðy; vÞ ¼ F1v ðyÞ: For each regular value z of
Fv; F1v ðzÞ has exactly k points, so the degree of Fv is k (see the sentence after
the statement of Lemma 4.5). By Lemma 4.5X
x2F1v ðyÞ
dimC RFv ðxÞ ¼ k;
and Conclusion (1)(b)(c) follows from Proposition (2.8)(1)(a).
In Case (1)(d), dim kerDFð %uÞ41; then n ¼ 1 and locally F: C E !
C E with Fðx; vÞ ¼ ðfðx; vÞ; vÞ and fð0; vÞ ¼ 0: By the properness every Fv
is nonconstant for v near 0. Thus, for every ðx; vÞ in an open neighborhood
of ð0; 0Þ; there exists some m ðm ¼ 1; 2; . . .Þ with DmFvðxÞ=0; so dimR
RFv ðxÞ4m; and by (2.11) dimR RFðx; vÞ51 also. Conclusion (1)(d)
follows from Conclusion (1)(c).
Now suppose (2) that F: X ! Y is itself a proper map, where Y is
connected and dimC RFðuÞ51 for every u 2 X : Let w 2 Y and let fu1; . . . ;
usg ¼ F1ðwÞ: There exists a connected open neighborhood W of w in Y such
that, if Uj are the components of F1ðW Þ containing uj; then each FjUj:
Uj ! W is a proper map for which Conclusion (1) is satisﬁed. It follows that
for some m ðm ¼ 1; 2; . . .Þ
Ps
j¼1 dimC RFðujÞ ¼ m; where m is independent of
w 2 W by the connectivity of Y :
The same proof yields a weaker conclusion, (1)ðc0Þ: For every w 2 W ;P
fmFðuÞ: u 2 F
1ðwÞ and mFðxÞ51g4k:
4.7. Corollary. Let F: V ! Y be a Co Fredholm map of index 0, where
X and Y are real Banach spaces and V is open in X, and let %u 2 V : Suppose that
dimR RFð %uÞ ¼ k51: Then there exists an open neighborhood U of %u in V such
that
(a) F1ðFð %uÞÞ \ U ¼ f %ug:
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(c)
P
fdimR RFðuÞ: u 2 F1ðwÞ and dimR RFðuÞ51g4k:
(d) If dim kerDFð %uÞ41; thenX
fdimR RFðuÞ: u 2 F1ðwÞg4k:
Proof. Let *X ; *Y ; and *V be complexiﬁcations of X ; Y ; and V ;
respectively (3.1), and let *F: *V ! *Y be a complexiﬁcation of F (3.2).
By Theorem 3.4(3)(d), dimC R *Fð %uÞ ¼ dimR RFð %uÞ ¼ k: Let *U be the
open neighborhood of %u in *V given by Theorem 4.6 and (4.2)(iii) so that
*F
1
ðFð %uÞÞ \ *U ¼ %u and, for every w 2 *Fð *UÞ; # *F
1
ðwÞ \ *U4k: Conclusions
(a), (b), and (d) result for U ¼ *U \ V ; and (c) follows from (1)ðc0Þ of the
paragraph before this corollary.
4.8. Proposition. Let X and Y be real Banach spaces, let U 	 X and
V 	 Y be open sets, let F: U ! V be a proper C1 Fredholm map, and let
v 2 V : Then:
(a) If F is Co; then the number of components of F1ðvÞ is finite. In fact,
locally F1ðvÞ is a Co subpolyhedron of a Co embedding of some Rn:
(b) If, for every u 2 F1ðvÞ; the multiplicity (4.1) mFðuÞ51; then F
1ðvÞ
is a finite set.
(c) Suppose that F is Co and satisfies (b) and that index F50: Then
there is an open neighborhood W of v in V such that, for each w 2 W ;
#F1ðwÞ4
X
fmFðuÞ: u 2 F
1ðvÞg:
The complex analog is also true.
Proof. (a) Suppose, on the contrary, that F1ðvÞ has an inﬁnite
number of components. Since F is a proper map, F1ðvÞ is compact, so
there exists u 2 F1ðvÞ which is a limit point of inﬁnitely many components.
Let
C : Rn  E! Rn  E ðx; vÞ/ðcðx; vÞ; vÞ
be the map given by Lemma 1.5 whose germ at ð0; 0Þ is analytically
equivalent to the germ F at u; so v corresponds to ð0; 0Þ: Since C1ð0; 0Þ is an
analytic subset of Rn; it is a Co locally ﬁnite polyhedron ([Gr or [Lo]). This
contradicts the choice of u; and Conclusion (a) results.
(b) By Theorem 2.9(b) F1ðvÞ is locally ﬁnite at u: Since F is proper,
F1ðvÞ is compact and thus ﬁnite.
LOCAL ALGEBRAS OF DIFFERENTIAL OPERATORS 489(c) By Theorem 2.9(a) the index F ¼ 0: For each u 2 F1ðvÞ; there is an
open neighborhood Tu 	 U of u such that (4.7) for each w 2 FðTuÞ;
#F1ðwÞ \ Tu4dimR RFðuÞ ¼ mFðuÞ: Let T ¼
S
fTu: u 2 F1ðvÞg; an open
neighborhood of F1ðvÞ: Let Wn 	 V be the open ball with center v and
radius 1=n: Suppose that, for every n; there exists un 2 F1ðWnÞ  T : Since
FðunÞ ! v; it follows from the properness of F that there is a subsequence
unm ! u
0 2 U  T : Since Fðu0Þ ¼ v; this contradicts the choice of T : Thus
for some open ball W ¼ Wn about v; F1ðW Þ 	 T : The desired conclusions
now follow.
4.9. Lemma. Suppose that F: R E! R E; ðt; vÞ ! ðfðt; vÞ; vÞ; is Co
and proper, where E is a real Banach space. Then each point inverse F1ðy; vÞ
is finite.
Proof. A point inverse F1ðy; vÞ is compact and if it contains a sequence
ðtn; vÞ ! ð%t; vÞ; then F is constant on R v; contradicting the properness of
F: Thus F1ðy; vÞ consists of isolated points, and by properness F1ðy; vÞ is
ﬁnite.
The complex analog has the same proof.
5. THE MALGRANGE PREPARATION THEOREM
The Malgrange Preparation Theorem [GG, p. 95 and 106] is a
generalization to C1 real-valued functions of the Weierstrass Preparation
Theorem ([GG, p. 91]) for analytic functions. In [BCT1, pp. 5–8] we gave a
generalization to (inﬁnite-dimensional) Banach spaces. In this section we
restate and extend that result.
5.1. Definitions and notation [BCT1, p. 6, Sect. 2.3. Notation]. Let
As ¼ C10 ðR
s  EÞ; where E is a real Banach space, for each v 2 E let
AsðvÞ ¼ C10 ðR
sÞ and deﬁne pv: As ! AsðvÞ by pvðF Þ ¼ Fv; where FvðxÞ ¼
F ðx; vÞ ðs ¼ 0; 1; . . .Þ:
Suppose F: Rn  E! Rp  E is a C1 map germ at 0 ¼ ð0; 0Þ with
Fðx; vÞ ¼ ðfðx; vÞ; vÞ and Fð0; vÞ ¼ ð0; vÞ (see Lemma 1.5). Now An is a
commutative ring with unity using ðf  gÞðx; vÞ ¼ f ðx; vÞ  gðx; vÞ and ðf þ
gÞðx; vÞ ¼ f ðx; vÞ þ gðx; vÞ and giving AnðvÞ the usual ring structure on
C10 ðR
nÞ: Moreover, An is a module over A0 ¼ C10 ðEÞ using ðf  gÞðx; vÞ ¼
f ðvÞ  gðx; vÞ; this gives each AnðvÞ ¼ C10 ðR
nÞ its usual vector space structure
over R; so each AnðvÞ is an algebra over R and An itself is an algebra over A0
[K, p. 9]. By AF we mean the algebra An viewed as a module over Ap by
ðf  gÞðx; vÞ ¼ f ðFðx; vÞÞ  gðx; vÞ: If i: Rn  E! Rn  E is the identity map
given by iðx; vÞ ¼ ðx; vÞ; then Ai ¼ An: In some results we replace An and thus
AF with quotient modules.
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be the set of F 2 As such that Fvð0Þ ¼ 0 for every v 2 E: If B	 As; let BAs be
the ideal in As generated by B; i.e., the set of f1g1 þ    þ fmgm; where fi 2 B
and gi 2 As ði ¼ 1; 2; . . . ; nÞ: Deﬁne M
k by M1 ¼ M and Mkþ1 ¼ MMk : If
C 	 Ap; then FnC ¼ ff 8 F : f 2 Cg: We can form various quotient
modules of An; e.g., An=Mn ¼ C10 ðEÞ with each AnðvÞ=MnðvÞ ¼ R:
We can form the analogous concepts for Co germs and, with R replaced
with C and E by a complex Banach space, for CO (complex analytic) germs.
Indeed, we can retain E as a real Banach space and use C1 germs which are
(real or complex) analytic in the ﬁrst variable.
5.2. Remark. We may replace AF with any quotient Ap-module of An
(as an Ap-module) ([BCT1, p. 6, 2.3 Notation]).
5.3. Proposition. Let F: Rn  E ! Rp  E be a C1 map germ at 0 ¼
ð0; 0Þ with Fðx; vÞ ¼ ðfðx; vÞ; vÞ and Fð0; vÞ ¼ ð0; vÞ:
(1) (a) (Generalized Malgrange Preparation Theorem with parameter
[BCT1, p. 6, Lemma 2.6]) AF is a finitely generated Ap-module if and only if
AF=ðFnMpÞAF is a finitely generated module over the ring C10 ðEÞ ¼ Ap=Mp:
(b) (Malgrange Preparation Theorem with parameter) If f 2
C1ð0;0ÞðR
n  EÞ and f ð0; . . . ; 0; xn; vÞ ¼ xtnaðxn; vÞ where að0; 0Þ=0 ðt¼ 1; 2; . . .Þ;
then
bðx; vÞ  f ðx; vÞ ¼ xtn þ
Xt1
l¼0
llðx1; . . . ; xn1; vÞxln;
where b 2 C1ð0;0ÞðR
n  EÞ with bð0; 0Þ=0 and ll 2 C1ð0;0ÞðR
n1  EÞ with
llð0; 0Þ ¼ 0 ðl ¼ 0; 1; . . . ; t  1Þ:
(2) If e1; . . . ; ek 2 An and their projections generate the module An=ðM
kþ1
n
An þ ðFnMpÞAnÞ; then they generate AF as an Ap-module (via FÞ:
(3) [BCT1, p. 7, Lemma 2.7] Let n ¼ p with fðx; vÞ ¼ ðF1ðx; vÞ; x2; . . . ;
xnÞ; D
j
1F1ð0; . . . ; 0; vÞ ¼ 0 ð j ¼ 0; 1; . . . ; nÞ; and, D
nþ1
1 F1ð0; . . . ; 0; vÞ=0: Let
B ¼ An=ðM
nþ1
n An þ ðF
nAnÞAnÞ
and let Z: An ! B be projection. Then
(a) Zð1Þ; Zðx1Þ; . . . ; Zðxn1Þ generate the C
1
0 ðEÞ-module B and
(b) 1; x1; . . . ; xn1 generate AF as an An-module (via FÞ:
The analogs for Co and for CO (complex analytic) using Cn;Cp;C; and with
E a complex Banach space, are also true.
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Lemma 2.6, and p. 7, Lemma 2.7], and (1)(b) follows from (1)(a) as in the
ﬁnite-dimensional case ([GG, p. 106, Notes (1)]). Conclusion (2) is the
generalization of [GG, p. 110, Corollary 3.11], so we need the generalization
of [GG, p. 109, Theorem 3.10]: let A be a ﬁnitely generated An-module and
let e1; . . . ; ek 2 A: Then e1; . . . ; ek generate AF; e.g., as a module over Ap using
F if and only if Zðe1Þ; . . . ; ZðekÞ generate A=M
kþ1
n A as a module over Ap using
F; here Z: A! A=Mkþ1n A is the natural projection. The proof in [GG, pp.
109–110] carries over with the use of the generalized Malgrange Preparation
Theorem [GG, p. 106, Theorem 3.6] replaced with Conclusion (1) above
[BCT1, p. 6, Lemma 2.6] and the use of [GG, p. 105, Corollary 3.5] replaced
with [BCT1, p. 6, Lemma 2.5]. The argument involving Nakayama’s Lemma
in [GG, p. 110] is a little tricky. While there is a generalization of
Nakayama’s Lemma in [BCT1, p. 6, Lemma 2.4] and we use it in [BCT1,
p. 6, Lemma 2.5], the generalization of [GG, p. 105, Corollary 3.5], we do
not use it here. Rather, the argument of [GG, p. 110] using Nakayama’s
Lemma itself [GG, p. 104, Lemma 3.4] shows that, for each v 2 E; there is an
i4k such that MinðvÞCðvÞ ¼ 0: Since the M
i
nðvÞ are nested, M
i
nðvÞ 	 M
k
nðvÞ;
MknðvÞCðvÞ ¼ 0 for every v 2 E: thus, for some i4k; M
i
nðvÞCðvÞ ¼ 0 for every
v 2 E; so MinC ¼ 0; as desired.
In the statement of Conclusion (2), note that if we replace An with AF
throughout, there is no change in the meaning.
For the analytic cases Co and CO; just make these changes throughout
([BCT1, pp. 4–8, Sect. 2] and the proof of Conclusion (2) generalizing [GG,
pp. 109–110]):
(i) The analytic versions of the Division Theorem [BCT1, p. 5, Lemma
2.2] are given in [Ra, p. 10, Th!eor!eme I.1.3.4(c)], and the analytic versions of
the Preparation Theorem (1)(b) are given in [Ra, p. 14, Corollaire].
(ii) In [BCT1, p. 7, Lemma 2.7] the argument of [GG, p. 66, Lemma
6.10] is used. We can also use Taylor’s formula with remainder [Z1, p. 148,
Theorem 4A], and the analyticity of f implies the analyticity of each term in
that formula. (The same comment applies to the large display of [GG,
p. 106].)
(iii) In [BCT1, pp. 6–7, Lemma 2.6] we use [GG, p. 107, Lemma 3.7]
and thus a Rank Theorem with parameter. That theorem follows readily
([Mu, pp. 14–15, Corollary 1.14]) from the Inverse Function Theorem, given
in real and complex versions in [Di, p. 273, (10.2.5)].
5.4. Remark. There are other approaches, at least in the C1 case. Ruf
([Ru, p. 344, Proposition 8]) gives a general C1 characterization of the map
germ mk at 0 in Banach spaces, as well as a Generalized Malgrange
Preparation Theorem ([Ru, p. 345, Theorem 15, and p. 344, Theorem 14]).
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arising from a boundary value problem.
Runst ([Rt, p. 322, Theorem 3.12]) gives a Malgrange Preparation
Theorem for quasi-rich quasi-Banach spaces, using the Division Theorem of
Michor [Mr], stated as [Runst, p. 330, Theorem 3.8]. Balboni [Ba] also gives
a Malgrange Preparation Theorem for Banach spaces, as does the preprint
of Cafagna and Donati [CD].
6. RUF’S BOUNDARY VALUE PROBLEM WITH POLYNOMIAL
NONLINEARITIES
In this section we give an extension (Theorem 6.1) of a theorem of Ruf
([Ru3, p. 112, Theorem 1]). Also, he makes a global conjecture ([Ru3,
p. 114]), and we give a local answer at one point.
Let O be a bounded connected open set in RN with C1 boundary @O;
let E ¼ fu 2 C2;að %O;RÞ: @u=@n ¼ 0 on @Og; and let F ¼ C0;að %O;RÞ:
Let E1 and F1 be the L2ðOÞ orthogonal complements of 1 in E and F ;
respectively, and let P : E ! E1; P : F ! F1; Q: E! ½1; and Q: F ! ½1 be
the projections, where ½1 is the set of real constants. Let 1 ¼ jOj1=2; so that
jj1jj2 ¼ 1:
6.1. Theorem. Define F : E! F by
FðuÞ ¼ Duþ
Xn
j¼1
ajuj;
where n53 and is odd; aj 2 C0;aðO;RÞ ð j ¼ 1; 2; . . . ; nÞ; anðxÞ51 for all x 2 O;
and for some d > 0; jajðxÞj4d for all x 2 O ð j ¼ 1; 2; . . . ; n 1Þ: Then,
(1) for every z 2 F ;X
fdimR RFðuÞ: FðuÞ ¼ zg4n:
In particular, #F1ðzÞ4n for every z 2 F :
(2) For each w 2 F1;X
fdimR RFðuÞ  1: PFðuÞ ¼ wg4n 1:
In particular, if SF ¼ fu 2 E: DFðuÞ is not an isomorphismg is the
singular set of F; then
#fu 2 SF: PFðuÞ ¼ wg4n 1:
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bounded open interval I in R ½1 such that, for every z 2 F with Pz 2 W and
Qz 2 R I ; #F1ðzÞ ¼ 1; i.e., the boundary value problem has exactly one
solution.
(4) The Co map F is proper.
In Conclusion (1) the ‘‘in particular’’ statement that #F1ðzÞ4n for every
z 2 F is Ruf’s Theorem ([Ru3, p. 112, Theorem 1]). Our Conclusion (1) can
be viewed as a sharpening of Ruf’s Theorem. Note that if dimR RFðuÞ ¼ n;
then F1ðFðuÞÞ ¼ fug by Conclusion (1). Fix %w 2 F1 and let the line L %w be
fs  1þ %wg: As a consequence of Conclusion (2), the points of L %w are regular
values of F; except for at most n 1 points. Conclusion (3) there is a
bounded open interval I 	 L %w such that F has exactly one solution for every
z 2 L %w not in I : Thus for ‘‘most’’ points z 2 F ; the boundary value problem
has exactly one solution. While Theorem 6.1 extends Ruf ’s Theorem, its
proof is built on Ruf ’s work in [Ru3], especially its hard estimates, but adds
a different approach.
Ruf conjectured ([Ru3, p. 114, Conjecture]) see (6.8)) that a related map
with constant coefﬁcients aj is globally ðC1Þ equivalent (1.3) to the Morin
map mn1 (1.6). The Co map F is Co equivalent to a map C ¼ F 8 B
1: R
F1 ! R F1 with Cðs;wÞ ¼ ðGðs;wÞ;wÞ; where B is a global Co diffeo-
morphism. In this form the conclusions of Theorem 6.1 are all properties
shared with mn1 and thus constitute evidence in support of Ruf’s
conjecture. In addition, we prove (Theorem 6.10) that at ðu; aÞ ¼ ð0; 0Þ the
map germ of Ruf’s conjecture is indeed Co equivalent (1.3) to the map germ
mn1 at 0.
We begin with some background information.
6.2. Remarks. The Laplacian D : E! F has ker D generated by 1 and
Range D orthogonal to 1, so that D is a Fredholm linear operator of index 0
and dim ker D ¼ 1 ([Lu, p. 137, Theorem 3.2]). Remember that E1 and F1 are
the L2ðOÞ orthogonal complements of 1 in E and F ; respectively, so that
D: E1  F1: For u 2 E let gðuÞ ¼
Pn
i¼1 aiu
i: Since the inclusion map of
C2;að %OÞ into C0;að %OÞ is compact [Z1, p. 233, (b)], for each aj 2 C0;að %OÞ
and gðuÞ 2 C0;að %OÞ ([Z1, p. 248, Problem 6.1(i)]), it follows that g: E! F is
a Co compact map. Thus F: E! F is a Co Fredholm map of index 0 ([B1,
p. 100, 2.6.3)(c)]).
It follows from the argument of the last three lines of [Ru3, p. 118, display
after (11)] that
ðDF1ðs; yyÞ  ðy1  y2Þ; y1  y2Þ25cjjy1  y2jj
2
2
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y1 þ yðxÞðy2  y1Þ with 05y51; but y ¼ 0; and yy ¼ y1 is possible as a
limiting value. Thus DF1ðs; y1ÞjE1: E1 ! F1 is one-to-one. For each singular
point ðs; yÞ; kerDFðs; yÞ ¼ kerDF1ðs; yÞ has generator v=0; v =2 E1; and by
self-adjointness v is orthogonal to RangeDFðs; yÞ: Now RangeDF1ðs; yÞ is
closed, and if it were not all of F1; then there would exist 0=w 2 F1 with w
orthogonal to RangeDF1ðs; yÞ and thus to RangeDFðs; yÞ: Hence w ¼ cv
for c=0; so v 2 E\ F1 ¼ E1; yielding a contradiction. Thus DF1ðs; yÞjE1:
E1 ! F1 is an isomorphism by the Open Mapping Theorem [Z1, p. 777,
(36)], so for each ﬁxed s 2 R; F1ðs; Þ: E1 ! F1 is a Co local diffeomorphism.
According to [Ru3, p. 118] F1ðs; Þ: E1 ! F1 is a global bijection, so it is a Co
global diffeomorphism (onto).
Identify s  1þ y 2 E with ðs; yÞ 2 R E1 and identify F with R F1;
deﬁne a Co global diffeomorphism B: R E1 ! R F1 by Bðs; yÞ ¼
ðs;F1ðs; yÞÞ and deﬁne a Co map C : F 8 B
1: R F1 ! R F1 with the
form Cðs;wÞ ¼ ðGðs;wÞ;wÞ ¼ ðGwðsÞ;wÞ: Thus C is globally Co equivalent to
F and Ruf ([Ru3, p. 119, Proposition 3]) proves that there exists c > 0 such
that, for each ﬁxed w 2 F1;
dn=dsnðGwðsÞÞ5c > 0:
While Ruf’s Proposition 3 states only that this derivative is positive, he
obtains ([Ru3, p. 123, (25)]) the stronger conclusion stated here.
6.3. Lemma. Let f : R! R be a Cn map ðn ¼ 1; 2; . . .Þ with f ðnÞðxÞ=0 for
all x 2 R; let
Nj ¼ fx 2 R: f ð jÞðxÞ ¼ 0g ð j ¼ 0; 1; . . . ; nÞ;
and let
Pj ¼ fx 2 R: f ð jÞðxÞ ¼ f ð j1ÞðxÞ ¼ 0g ð j ¼ 1; 2; . . . ; nÞ:
Then
#Nnk4k 
Xk1
j¼1
#Pnj ðk ¼ 0; 1; . . . ; nÞ: ðPkÞ
Proof. We use induction on k: Property P0 is immediate (note that
Pn ¼ |Þ; and, by Rolle’s Theorem applied to f ðn1Þ; #Nn141; yielding
Property P1: Assume Property Pk ðk ¼ 0; 1; . . . ; n 1Þ: Let x15x25   5
x#Nnk be the points of Nnk ; and let Ink ¼ fIr: r ¼ 0; 1; . . . ;#Nnkg be the
open intervals of R Nnk in order from left to right, so that %I r1 \ %I r ¼
fxrg ðr ¼ 1; 2; . . . ;#NnkÞ: If xr 2 Pnk ; then ð %I r1 [ %I rÞ \ Nnðkþ1Þ ¼ fxrg by
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intervals Ir with %I r meeting Pnk ; each remaining interval Ir meets Nnðkþ1Þ in
at most one point, by Rolle’s Theorem applied to f ðnðkþ1ÞÞ: Since each point
of Nnðkþ1Þ which is also in Pnk costs two intervals of Ink ;
#Nnðkþ1Þ4ð#InkÞ  ð#PnkÞ ¼ ð#NnkÞ þ 1 ð#PnkÞ;
and the inductive hypothesis Pk implies Pkþ1: The conclusion results by
induction.
6.4. Proposition. Suppose f : R! R is Cn ðn ¼ 1; 2; . . .Þ with f ðnÞðxÞ=0
for all x 2 R: Then
ðaÞ
X
fdimR Rf ðxÞ: f ðxÞ ¼ yg4n
for all y 2 R: In particular, #f1ðyÞ4n for all y 2 R:
ðbÞ
X
fdimR Rf ðxÞ  1: x 2 Rg4n 1:
In particular, if Sf ¼ fx: f 0ðxÞ ¼ 0g; then #Sf4n 1:
(c) Assume that f is onto. If f ðSf Þ ¼ |; let I ¼ |; otherwise, let a and b be
the minimum and the maximum of f ðSf Þ; respectively, and let I ¼ fs: a4s
4bg: Then, for every y 2 R I ; f1ðyÞ is a single point.
In effect this proposition replaces [Ru3, p. 129, Proposition 5].
Proof. (a) Let f1ð0Þ ¼ fxi: i ¼ 1; 2; . . . ;#N0g; where #N04n by Lemma
6.3, and let mi ¼ ðdimR Rf ðxiÞÞ  150: Then f ð jÞðxiÞ ¼ 0 ð j ¼ 0; 1; . . . ;miÞ
and f ðmiþ1ÞðxiÞ=0 (see (2.1)), so xi 2 Pj ð j ¼ 1; 2; . . . ;miÞ: Thus
X
fdimR Rf ðxÞ: x 2 f1ð0Þg  #f1ð0Þ4
Xn1
j¼1
#Pnj:
By Lemma 6.3 with k ¼ n;
#f1ð0Þ ¼ #N04n
Xn1
j¼1
#Pnj; ðPnÞ
so that X
fdimR Rf ðxÞ: x 2 f1ð0Þg4n:
For arbitrary %y 2 R; replace f ðxÞ with gðxÞ ¼ f ðxÞ  %y (see (2.2)).
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dimR Rf ðxÞ ¼ k52 if and only if f ð jÞðxÞ ¼ 0 ð j ¼ 1; 2; . . . ; k  151Þ; i.e., if
and only if x 2 N1 and (if k53Þ x 2 Pj ð j ¼ 2; 3; . . . ; k  1Þ: Here k4n: ThusX
fdimR Rf ðxÞ  1: x 2 Rg4#N1 þ
Xn1
j¼2
#Pj ¼ #N1 þ
Xn2
j¼1
#Pnj:
By (6.3) ðPn1Þ #N1 þ
Pn2
j¼1 #Pnj4n 1; and Conclusion (b) results.
(c) Suppose that f ðSf Þ ¼ |: Then f 0ðxÞ > 0 for all x 2 R; or f 0ðxÞ50 for
all x 2 R; so that f is a diffeomorphism of R onto an open interval or ray of
R: Since f is onto, f is a diffeomorphism of R onto R: Thus we may suppose
that f ðSf Þ=| so R I has two components (rays), I1 on the left and I2 on
the right. If f1ðIÞ has two or more components, then there is a bounded
open interval J 	 R f1ðIÞ with endpoints in f1ðIÞ: Since f ðJ Þ 	 I1 or
f ðJ Þ 	 I2; and f ðbdy J Þ 	 I ; f 0ðxÞ ¼ 0 at some point of J ; contradicting its
choice. Thus f1ðIÞ is connected and closed, so it is a closed interval, a
closed ray, or R itself. Since f is onto, R f1ðIÞ has two components J1
and J2; with Ji mapping diffeomorphically onto Ii ði ¼ 1; 2Þ; and f1ðIÞ is a
closed interval.
6.5. Proposition. Let f : R! R be a Cn map with f ðnÞðxÞ  c > 0 for all
x 2 R ðn ¼ 1; 2; . . .Þ: Then there exist bounded open intervals ða; bÞ and ða0; b0Þ
such that f1ðða0; b0ÞÞ ¼ ða; bÞ:
(i) If n is odd, then #f1ðyÞ ¼ 1 for y 2 R ða0; b0Þ:
(ii) If n is even, then #f1ðyÞ ¼ 0 for y4a0 and #f1ðyÞ ¼ 2 for b04y:
Specifically, f : ½b;1Þ  ½b0;1Þ (i.e., it is a Cn diffeomorphism onto), and,
if n is odd, then f : ð1; a  ð1; a0; while if n is even, then f : ð1; a 
½b0;1Þ:
Proof. For the set Nj of zeros of f ð jÞðxÞ;Xn1
j¼1
#Nj4
Xn1
j¼1
ðn jÞ ¼
nðn 1Þ
2
by Lemma 6.3. There exists a bounded open interval I ¼ ða; bÞ containing all
of the sets Nj ð j ¼ 1; 2; . . . ; n 1Þ; so f ð jÞðaÞ=0 and f ð jÞðbÞ=0: It follows
from the Mean Value Theorem that f ðn1ÞðxÞ is strictly increasing, and as
x!1 (resp., 1Þ; f ðn1ÞðxÞ ! 1 (resp., 1Þ; so that f ðn1ÞðxÞ has exactly
one zero and it is in I : Thus, for x5a; f ðn1ÞðxÞ5f ðn1ÞðaÞ50; while for b5x;
05f ðn1ÞðbÞ5f ðn1ÞðxÞ:
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(1) for x5a;
(i) f ðnjÞðxÞ5f ðnjÞðaÞ50 for j odd, and
(ii) f ðnjÞðxÞ > f ðnjÞðaÞ > 0 for j even;
(2) for b5x; 05f ðnjÞðbÞ5f ðnjÞðxÞ;
(3) (i) as x! 1; f ðnjÞðxÞ ! ð1Þj1; and
(ii) as x!1; f ðnjÞðxÞ ! 1:
In the case j ¼ n; omit ‘‘> 0’’ and ‘‘50’’ in Pnð1Þ and (2).
We have proved Property P1: Suppose that the properties Pj ð j ¼
1; 2; . . . ; k4n 1Þ are true; we will prove Property Pkþ1: For b4x15x2 and
some x with x15x5x2;
f ðnðkþ1ÞÞðx2Þ  f ðnðkþ1ÞÞðx1Þ ¼ f ðnkÞðxÞðx2  x1Þ > f ðnkÞðbÞðx2  x1Þ
by the Mean Value Theorem and Property Pkð2Þ: Thus Pkþ1(3)(ii) holds
and f ðnðkþ1ÞÞðbÞ5 f ðnðkþ1ÞÞðxÞ for b5x in Pkþ1(2). From the former,
f ðnðkþ1ÞÞðxÞ is eventually positive, and since Nnðkþ1Þ 	 I (for k þ 1=nÞ;
f ðnðkþ1ÞÞðbÞ > 0 (for k þ 1=nÞ and Pkþ1(2) results. Property Pkþ1ð1Þ and
(3)(i) follow similarly using x15x24a; so Pkþ1 holds. By induction Pj ð j ¼
1; 2; . . . ; nÞ holds.
Let J ¼ ða0; b0Þ be a bounded open interval containing f ðNjÞ
ð j ¼ 1; 2; . . . ; n 1Þ and f ðIÞ: Suppose that f1ðJ Þ were not connected.
Then its complement has a component which is either a single point a with
f ðaÞ an endpoint of J or a bounded closed interval J1 ¼ ½a1; b1; and f ðJ1Þ
is contained in one of the two components of R J : In the former case
f 0ðaÞ ¼ 0; so a 2 N1; contradicting the choice of J : In the latter case
f ða1Þ ¼ f ðb1Þ; so f 0ðxÞ ¼ 0 for some x 2 int J1; again contradicting the
choice of J : Thus f1ðJ Þ is connected, and so is a bounded open interval, a
ray, or all of R: As x!1; jf ðxÞj ! 1 by Pn(3), so f
1ðJ Þ is a bounded
open interval. We may replace I with this larger interval, so we may suppose
that I ¼ f1ðJ Þ:
For x5b; f 0ðxÞ > 0 by Pn1(2), and as x!1; f ðxÞ ! 1 by Pn
(3)(ii). Thus f : ½b;1Þ  ½b0;1Þ: For x4a; f 0ðxÞ50 for n even and
f 0ðxÞ > 0 for n odd by Pn1(1), and as x! 1; f ðxÞ ! ð1Þ
n1 by Pn
(3)(i). Thus f :ð1; a  ½b0;1Þ for n even and f : ð1; a  ð1; a0 for n
odd.
CHURCH AND TIMOURIAN4986.6. Lemma. Let f : R! R be a Cn map ðn ¼ 1; 2; . . .Þ with f ðnÞðxÞ5c > 0
for all x 2 R; and let I ¼ ða; bÞ and J ¼ ða0; b0Þ be bounded open intervals with
f1ðJ Þ ¼ I : Suppose that f ðnjÞðbÞ > 0; f ðnjÞðaÞ50 for j odd, and f ðnjÞðaÞ > 0
for j even ð j ¼ 1; 2; . . . ; n 1Þ: Then Nj 	 I ð j ¼ 1; 2; . . . ; n 1Þ and f
satisfies the conclusion of (6.5).
Proof. The proof is almost identical to that of Proposition 6.5, using
induction to prove Pj ð j ¼ 1; 2; . . . ; nÞ: (Remember that ‘‘> 0’’ and ‘‘50’’
are omitted for Pn:) In the proof of (6.5) the fact that the Nj 	 I is used to
deduce the ‘‘> 0’’ and ‘‘50’’ in Pjð1Þ and (2), while here the ‘‘> 0’’ and ‘‘50’’
are hypotheses and are used to show that Nj 	 I : We start the proof with
the third sentence. Otherwise the proofs are identical, except that we omit
the last two paragraphs of the proof of (6.5) here.
6.7. Proof of Theorem 6.1. The map F is Co; and by (6.2) there is a Co
(global) diffeomorphism (onto) B such that C ¼ F 8 B
1 has the form C :
R F1 ! R F1 with Cðs;wÞ ¼ ðGðs;wÞ;wÞ: For each ﬁxed w 2 F1; the map
Gw: R! R with GwðsÞ ¼ Gðs;wÞ has the nth derivative positive ([Ru3,
p. 119, Proposition 3]), and it follows from Proposition 6.4(a) that, for each
ð%t;wÞ 2 R F1;
X
fdimR RGwðsÞ: GwðsÞ ¼ Gðs;wÞ ¼ %t g4n:
By Proposition 2.11, RCðs;wÞ  RGwðsÞ; and the desired Conclusion (1) for
F follows from the invariance of the local algebra under the diffeomorphism
of the germs (2.2). Similarly, Conclusion (2) follows from Proposition
6.4(b).
For Conclusion (3) let %w 2 F1 and apply Proposition 6.5 to f ¼ G %w: Note
that n53 is odd and GðnÞw ðsÞ5c > 0 for all s 2 R and w 2 F1 (see the sentence
before Lemma 6.3). There exist bounded open intervals I ¼ ða; bÞ and
J ¼ ða0; b0Þ such that G1%w ðða
0; b0ÞÞ ¼ ða; bÞ; G %w: ð1; a  ð1; a0; and G %w:
½b;1Þ  ½b0;1Þ: Moreover, from Property Pj in the proof of (6.5),
Gð jÞ%w ðaÞ > 0 for j odd, G
ð jÞ
%w ðaÞ50 for j even, and G
ð jÞ
%w ðbÞ > 0 ð j ¼ 1; 2; . . . ;
n 1Þ: By the Inverse Function Theorem ([Z1, p. 172]) there are open neigh-
borhoods U of ða; %wÞ 2 R F1 and V of ðb; %wÞ 2 R F1 such that C : U 
CðU Þ is open and C : V  CðV Þ is open. Thus, for W a sufﬁciently small
open neighborhood of %w in F1; there are aðwÞ and bðwÞ 2 R such that Gwða
ðwÞÞ ¼ a0; GwðbðwÞÞ ¼ b0; and C maps a neighborhood of fðaðwÞ;wÞ: w 2 W g
and a neighborhood of fðbðwÞ;wÞ: w 2 W g in R F1 diffeomorphically onto
a neighborhood of fða0;wÞ: w 2 W g and a neighborhood of fðb0;wÞ: w 2 W g;
respectively. Moreover, Gð jÞw ðaðwÞÞ > 0 for j odd, G
ð jÞ
w ðaðwÞÞ50 for j even,
and Gð jÞw ðbðwÞÞ > 0; also ð j ¼ 1; 2; . . . ; nÞ: In addition, we may suppose that
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w 2 W :
By Lemma 6.6, Gw: ð1; aðwÞ  ð1; a0 and Gw: ½bðwÞ;1Þ  ½b0;1Þ
for each w 2 W ; and Conclusion (3) results. Moreover, C1ð½a0; b0  W Þ 	
ða 1; bþ 1Þ  W :
For Conclusion (4), suppose that Cðsm;wmÞ ¼ ðGðsm;wmÞ;wmÞ ! ð%t; %wÞ:
We wish to ﬁnd a subsequence of ðsm;wmÞ convergent in R F1; suppose
not. Since wm ! %w; we may suppose that jsmj ! 1: By Conclusion (3) and
the last sentence of its proof, for m sufﬁciently large that wm 2 W and sm 2
R ða 1; bþ 1Þ; ðsm;wmÞ is in an open set mapped diffeomorphically onto
its image. It follows that (a subsequence of) ðsm;wmÞ converges, contra-
dicting jsmj ! 1; so that C and thus F are proper maps.
Alternatively, we could use the argument of [CDT, pp. 8–9, Lemma
2.4(iii)] for j ¼ 0: In this case the argument stops with the ﬁrst paragraph of
page 9, and we replace the second reference with [GT, p. 127, Theorem 6.30].
In [Ru3, p. 114, Conjecture] Ruf states the following:
6.8. Conjecture (Ruf). Let F denote the mapping
F: E  Rn2 ! F ; ðu; a1; . . . ; an2Þ/ Duþ un þ
Xn2
j¼1
ajuj;
where E and F are as in (6.1). Suppose n is odd and aj 2 R with jajj4d ð j ¼
1; 2; . . . ; n 2Þ: Then, for d > 0 sufficiently small, the mapping
U: E  ð1; dÞn2 ! F  ð1; dÞn2;
ðu; a1; . . . ; an2Þ/ðFðu; a1; . . . ; an2Þ; a1; . . . ; an2Þ
is globally C1 equivalent (1.3) to mn1 (1.6).
We now prove the equivalence of the germs of U at ðu; aÞ ¼ ð0; 0Þ and of
mn1 at 0:
6.9. Proposition. Suppose that F: Rn  E! Rn  E is C1 with
Fðx1; . . . ; xn; vÞ ¼ ðfðx1; . . . ; xn; vÞ; x2; . . . ; xn; vÞ
and Fð0; vÞ ¼ ð0; vÞ: Suppose that Dj1fð0; 0Þ ¼ @
jf=@xj1ð0; 0Þ ¼ 0 ð j ¼ 1; 2; . . . ;
k4nÞ; while Dkþ11 fð0; 0Þ=0; so dimR RFð0; 0Þ ¼ k þ 1: Let Ai;1 ¼ D
iþ1
1 fð0; 0Þ
and Ai;j ¼ Di1Djfð0; 0Þ ði ¼ 1; 2; . . . ; k; j ¼ 2; 3; . . . ; kÞ: If the matrix A is
nonsingular, then the map germ Fð0;0Þ is C1 equivalent to the Morin map germ
mk at 0 (1.6), using diffeomorphisms of the form Bðx1; . . . ; xn; vÞ ¼
ðbðx1; . . . ; xn; vÞ; x2; . . . ; xn; vÞ:
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Banach space E over C are also true. The Co case follows from (6.11).
Proof. We follow the proof of [GG1, pp. 177–179, Theorem 4.1], where
we view the function f ¼ F as having a parameter
Fvðx1; . . . ; xnÞ ¼ ðfvðx1; . . . ; xnÞ; x2; . . . ; xnÞ ¼ ðfðx1; . . . ; xn; vÞ; x2; . . . ; xnÞ
and we replace the (ﬁnite-dimensional) Malgrange Preparation Theorem
with (5.3)(3)(b) or (1)(b).
6.10. Theorem. Define the Co map U: E  Rn2 ! F  Rn2 by Uðu; aÞ
¼ ðFðu; aÞ; aÞ; where a ¼ ða1; a2; . . . ; an2Þ and F is given in (6.8). Then there is
a d > 0 sufficiently small that the map germ Uð0;0Þ is Co equivalent (1.3) to the
Morin map germ mn1 at 0 (1.6).
6.11. Remark. The complexiﬁcations *E and *F are the corresponding
H .older spaces of complex-valued functions. If we replace R with C; E with
*E; and F with *F ; we obtain a CO function *U: *E  Cn2 ! *F  Cn2; by the
uniqueness of complexiﬁcations, *U is the complexiﬁcation of the Co map
((3.2), last paragraph). Thus Theorem 6.10 also yields that the map germ
*Uð0;0Þ is CO equivalent to the complex map germ *mn1 at ð0; 0Þ (1.6). The map
U is proper by the argument of the last paragraph of the proof of Theorem
6.1.
Proof of Theorem 6.10. As in Remarks 6.2 deﬁne a Co diffeomorphism
B: R E1  R
n2 ! R F1  R
n2 with Bðs; y; aÞ ¼ ðs;U1ðs; y; aÞ; aÞ; where
ðs; yÞ 2 R E1 means s  1þ y 2 E and U1ðs; y; aÞ ¼ PUðs; y; aÞ is the projec-
tion onto F1; and deﬁne C ¼ U 8 B
1: Then
C : R F1  R
n2 ! R F1  R
n2; ðs;w; aÞ/ðGðs;w; aÞ;w; aÞ
is a Co map; let GðsÞ ¼ Gðw;aÞðsÞ ¼ Gðs;w; aÞ: Since Fð0; aÞ ¼ 0 in (6.8), we see
that Cð0; 0; aÞ ¼ ð0; 0; aÞ and Gð0;aÞð0Þ ¼ 0:
Consider the calculation of GðkÞ for k ¼ 1; 2; . . . ; n 1 ([Ru3, p. 119, (14),
and p. 120, (16)]) and note that we are taking an1  0 and an  1: At
a ¼ ða1; . . . ; an2Þ ¼ 0 the only possible nonzero terms are those for i ¼ n;
and those terms are 0 for u ¼ 0 and k ¼ 1; 2; . . . ; n 1: Thus (1) GðkÞ ¼
0 ðk ¼ 0; 1; . . . ; n 1Þ; and by [Ru3, p. 119, Proposition 3] (2) GðnÞ > 0: As a
result, at ðw; aÞ ¼ ð0; 0Þ the local algebra RGð0Þ  R½x=ðxnÞ; a truncated real
polynomial ring consisting of all polynomials with real coefﬁcients and of
degree at most n 1; as areRCð0; 0; 0Þ  RUð0; 0Þ ((2.2)(b)(c) and (2.11)), so
dimR RUð0; 0Þ ¼ n: The complex analogs are true (3.4).
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has entries Ai;1 ¼ @iþ1G=@siþ1 ¼ Gðiþ1Þ ði ¼ 1; 2; . . . ; n 1Þ and whose
ð jþ 1Þst column ð j ¼ 1; 2; . . . ; n 2Þ has entries Ai;jþ1 ¼ @iþ1G=@si@aj ¼
@=@ajðGðiÞÞ: We know that (3) An1;1 > 0 ([Ru3, p. 119, Proposition 3]) and
that at a ¼ 0 and u ¼ 0; i.e., s ¼ 0 and y ¼ 0; (4) Ai;1 ¼ Gðiþ1Þ ¼ 0
ði ¼ 1; 2; . . . ; n 2Þ by (1). We will prove that (at ðu; aÞ ¼ ð0; 0ÞÞ (5)
Ak;kþ1¼ @=@akðGðkÞÞ=0 ðk ¼ 1; 2; . . . ; n 2Þ; while (6) Ak;jþ1 ¼ @=@ajðGðkÞÞ ¼ 0
ðk ¼ 1; 2; . . . ; n 2; j ¼ k þ 1; k þ 2; . . . ; n 2Þ:
Each term in GðkÞ ðk ¼ 1; 2; . . . ; n 1Þ has the form ([Ru3, p. 119, (14),
and p. 120, (16)])
Ti;r ¼
Z
O
aiuirf ðr ¼ 1; . . . ;minði; kÞÞ
with f 2 E; so
@Ti;r
@aj
¼
Z
O
@ðaiÞ
@aj
uirf þ ai
@ðuirÞ
@aj
f þ aiuir
@f
@aj
 
:
Thus for i ¼ 1; 2; . . . ; n 1 at ðu; aÞ ¼ ð0; 0Þ each term of @Ti;r=@aj ¼ 0;
except possibly those involving r ¼ i ¼ j4n 2; (remember that an1 ¼ 0).
The only term in G involving an ¼ 1 is un; so all the resulting terms in GðkÞ
will be 0 ðk ¼ 1; 2; . . . ; n 1Þ: Thus
A1;jþ1 ¼ @G0=@aj ¼ 0 ð j ¼ 2; 3; . . . ; n 2Þ;
while ([Ru3, p. 119, (14), and p. 120, ﬁrst display])
A1;2 ¼
@G0
@a1
¼
Z
O
v  1 ¼
Z
O
ð1þ ysÞ  1 ¼
Z
O
1  1 ¼ 1;
yielding conditions (5) and (6) for k ¼ 1: For k5j4n 2; Ak;jþ1 ¼
@GðkÞ=@aj ¼ 0 since there are no terms in GðkÞ with i ¼ j ¼ r4n 2; and
Ak;kþ1 ¼
@GðkÞ
@ak
¼ k!
Z
O
vk  1=0;
since v ¼ ð1þ ysÞ > 0 in O ([Ru3, p. 120, lines 2 and 3]).
Conditions (5) and (6) result. Thus the minor of A using rows i ¼
1; 2; . . . ; n 2 and columns j ¼ 2; 3; . . . ; n 1 is lower triangular by (6), so
its determinant is the product of its diagonal elements and is not 0 by (5).
Since Aj;1 ¼ 0 ð j ¼ 1; 2; . . . ; n 2Þ and An1;1=0 by (3) and (4), the (7)
determinant det A=0: If we ﬁx w 2 F1; we deﬁne a map germ Cw:
R Rn2 ! R Rn2 at w ¼ 0 and the point ð0; 0Þ which satisﬁes the
criterion ([GG, pp. 176–177, Exercise 4 and Theorem 4.1]) for being Co
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(7). Similarly, the germ at ð0; 0; 0Þ of C : R F1  R
n2 ! R F1  R
n2 is
Co equivalent to mn1 at 0 by Proposition 6.9.
6.12. Remark. By the proof of Theorem 6.10 without the last sentence,
the map germ %C: R Rn2 ! R Rn2 at ð0; 0Þ deﬁned by ð %Cðs; aÞ; 0Þ ¼
Cðs; 0; aÞ ¼ ðGðs; 0; aÞ; 0; aÞ is C1 equivalent to mn1 at 0, and so is
inﬁnitesimally stable by [D2, pp. 341–342, Example 1.2]. By [D2, p. 340,
Corollary 1] it follows that the germ C itself at 0 is C1 equivalent to
mn1  idF1 ¼ mn1 at 0: Using such results Damon ([D1, p. 241, Example
5.15]) gives a general criterion for C1 equivalence to some map germ mk; in
the case of our map germ C at ð0; 0Þ it specializes to our conditions.
7. APPLICATIONS TO SOME OTHER DIFFERENTIAL
OPERATORS
In this section we apply the work on local algebras to some other
differential operators. In (7.1)–(7.6), especially (7.4), (7.5), and (7.6), we
discuss a particular nonlinear Dirichlet problem. In the following remarks
(7.7)–(7.10) we brieﬂy discuss several other examples and observe that each
is a Co and proper Fredholm map of index 0: Thus Proposition 4.8 and
often Lemma 4.9 apply.
7.1. Definition. Consider the boundary value problem
Du luþ u3 ¼ g in O
u ¼ 0 on @O;
where O is a bounded connected open set in Rn: We consider ([CDT]) two
cases:
(a) The Sobolev Case. Assume n43 and let H ¼ H 0 be the Sobolev
space W 1;20 ðOÞ; a Hilbert space.
(b) The H .older Case. Assume that @O is a C2;a submanifold of Rn and
let H and H 0 be the H .older spaces C2;a0 ð %OÞ and C
0;að %OÞ; respectively. On H
and H 0 use the L2ðOÞ inner product, which we still refer to as the H inner
product.
Speciﬁcally, deﬁne Al: H ! H 0 by AlðuÞ ¼ Du luþ u3 and A:
H  R! H 0  R by Aðu; lÞ ¼ ðAlðuÞ; lÞ: More generally, we may replace
u3 with f ðuÞ for f : R! R a Cm ðm53 or1 or oÞ function satisfying [CDT,
p. 6, (1.10)]; viz.,
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(ii) 0 ¼ f ð0Þ ¼ f 0ð0Þ ¼ f 00ð0Þ and f ð3Þ > 0 for all x 2 R:
(iii) There exists Z > 0 such that Z5f ð3ÞðxÞ for all x 2 R:
Any Cm function f satisfying (i), (ii), and (iii) has the form f ðxÞ ¼ x3gðxÞ;
where g is Cm also and gð0Þ > 0: Here we will restrict our attention to the case
f ðuÞ ¼ u3:
7.2. Remark. [BCt2, p. 232, Remark 2.4]; [CDT, p. 8, (2.3) and (2.4)].
Let l15l24l34    be the eigenvalues of D with Dirichlet boundary
conditions on O; and let f1 > 0;f2; . . . be the corresponding eigenfunctions
with L2ðOÞ norm 1: Let Fj be the subspace of H 0 generated by the
eigenvectors ff1;f2; . . . ;fjg (F0 ¼ f0gÞ; and let %Hj be the H
0 (equivalently,
L2ðOÞ) orthogonal complement of Fj in H 0 ð j ¼ 1; 2; . . .Þ: Finally, let Al and
A be as given in (7.1). Then for every j ð j ¼ 1; 2; . . .Þ there is a real analytic
diffeomorphism
L : H 0  ð1; ljþ1Þ ! H  ð1; ljþ1Þ
such that Lðu; lÞ ¼ ðLlðuÞ; lÞ and
Fj ¼ A 8 L : Fj  %Hj  ð1; ljþ1Þ ! Fj  %Hj  ð1; ljþ1Þ
has the form
A 8 Lðx; v; lÞ ¼ Al 8 Ll ðx; vÞ; lÞ ¼ ðFj;lðx; vÞ; lÞ ¼ ðfjðx; v; lÞ; v; lÞ;
where ðx; vÞ means xþ v: We identify Rj  Fj; where ðx1; . . . ; xjÞ/x1f1 þ
   þ xjfj:
In particular, for l5l2; we may write H 0 ¼ R %H1; where ðx; vÞ stands
for xf1 þ v 2 H
0; and
F1;l ¼ Al 8 Ll: R %H1 ! R %H1
with ðx; vÞ/ðf ðx; vÞ; vÞ: Thus, the map Al is Co equivalent (1.3) to the map
F1;l: Note that this equivalence of Al 8 Ll to Al is global.
7.3. Remarks. Let l1ðuÞ5l2ðuÞ4l3ðuÞ4   be the eigenvalues of Dv
lvþ 3u2v ¼ 0: Then u 2 H is in the singular set SAl with 0=v 2 kerDAlðuÞ
if and only if l ¼ ljðuÞ for some j ð j ¼ 1; 2; . . .Þ and v ¼ vjðuÞ is an
eigenfunction of Dv lvþ 3u2v ¼ 0: Thus SA is the union of the graphs of
lj: H ! R ð j ¼ 1; 2; . . .Þ ([CT2, p. 201, Theorem 1.5(a)]), and since lj4
ljðuÞ; ljðuÞ ! 1 for each u 2 H : The ﬁrst eigenvalue l1ðuÞ is simple ([CT2,
p. 202, Lemma 1.6]; [CDT, p. 14, Remark 4.1]) and, for l ¼ l1ðuÞ;
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(1.6)]; [CDT, p. 39, Remark A.3(iv)]). It follows from (7.2) that Al is a Co
Fredholm-map germ at u and for l ¼ l1ðuÞ that there is (by (1.5)) a Co
diffeomorphism Bl with Blð0; 0Þ ¼ u such that Al 8 Bl ¼ C : R %H1 !
R %H1 at ð0; 0Þ with Clðx; vÞ ¼ ðclðx; vÞ; vÞ and Clð0; 0Þ ¼ ð0; 0Þ: In
particular, for l5l2; every singular point corresponds to a simple
eigenvalue by (7.2).
The maps Al and A are proper by [BCT2, p. 234, Lemma 2.8] for the
Sobolev case with n43 and by [CDT, p. 9, Corollary 2.5(ii)] for the H .older
case.
7.4. Proposition. Consider the map Al: H ! H 0 of (7.1), and in the
Sobolev case assume that n43: For every u 2 H and l5l2 or, more generally,
for l=liðuÞ ði ¼ 2; 3; . . .Þ; the local algebra RAlðuÞ  R½x=ðx
kþ1Þ (2.1), the
truncated real polynomial ring generated by 1; x; . . . ; xk ; for some k
ðk ¼ 0; 1; . . .Þ:
Proof. First, suppose that l5l2 and consider the map F1;l of (7.2). If at
some point ð %x; %vÞ; @jf=@xjð %x; %vÞ ¼ 0 ð j ¼ 1; 2 . . .Þ; then by real analyticity
f ðx; %vÞ is constant in x: Since Al is a proper map (7.3), a contradiction
results. Thus @kþ1f=@xkþ1ð %x; %vÞ=0 for some smallest k ðk ¼ 0; 1; . . .Þ and the
conclusion results. (We gave separately the proof of the special case l5l2
since it is so short and simple.)
Now suppose, more generally, that l ¼ l1ð %uÞ and Cl ¼ Al 8 bl is the map
germ at ð0; 0Þ given by (7.3), so that Clðx; vÞ ¼ ðclðx; vÞ; vÞ with clð0; 0Þ ¼ 0:
Suppose that @jcl=@x
jðx; 0Þ ¼ 0 ð j ¼ 1; 2; . . .Þ: Then clðx; 0Þ  0; so the
component G of A1l ðAlð %uÞÞ containing %u is not a single point. Since Al is
proper (7.3), G is compact and G	 SAl: Now SA is the union of the graphs
of lj: H ! R ð j ¼ 1; 2; . . .Þ by (7.3), and since l1ðuÞ is a simple eigenvalue
(7.3),
ðgraph l1Þ \
[
i52
graph li ¼ |;
so G	 graph l1: From the local structure given by (7.3), G is a compact
connected real analytic 1-manifold with empty boundary and so is C1
diffeomorphic to a circle ([GP, p. 208]). Also from (7.3), eðuÞ is tangent to G
at u for every u 2 G: Fix %u 2 G; let L be the straight line generated by eð %uÞ; and
let p: H ! L be the L2ðOÞ orthogonal projection. Then pðGÞ is compact, so
there is some u 2 G such that pðuÞ is the maximum value of pðGÞ in L: Since
eðuÞ is tangent to G at u; pðeðuÞÞ ¼ 0; so eðuÞ is L2ðOÞ orthogonal to L and
thus to eð %uÞ: Since eðuÞ > 0 for all u with l ¼ l1ðuÞ; a contradiction results.
Thus, for some k ðk ¼ 1; 2; . . .Þ; @jcl=@x
jð0; 0Þ ¼ 0 ð j ¼ 1; 2; . . . ; kÞ while
@kþ1cl=@x
kþ1ð0; 0Þ=0; and the desired conclusion results.
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in the Sobolev case assume that n43: Let l 2 R and let v 2 H :
(a) The number of components of A1l ðvÞ is finite. In fact, A
1
l ðvÞ is a ðC
oÞ
finite subpolyhedron of a Co diffeomorph of some Rn:
(b) Suppose that, for every u 2 A1l ðvÞ; the dimension of the local algebra
dimR RAl ðuÞ51: Then A
1
l ðvÞ is a finite set and there is an open neighborhood
W of v in H 0 such that, for every w 2 W ;
#A1l ðwÞ4
X
fdimR RAlðuÞ: u 2 A
1
l ðvÞg:
(c) If l5l2; then
(i) each A1l ðvÞ is a finite set and
(ii) at each u 2 A1l ðvÞ; the local algebra RAl ðuÞ  R½x=ðx
kþ1Þ (2.1) for
some k ðk ¼ 0; 1; . . .Þ: More generally, if l ¼ l1ðuÞ; then the same conclusion
holds at u.
Proof. The map Al is a Co proper Fredholm map of index 0 by (7.2) and
(7.3). Conclusion (b) and the ﬁrst sentence of Conclusion (a) follow from
Proposition 4.8.
Since lj !1; l5ljþ1 for some j ð j ¼ 0; 1; . . .Þ; so Al is globally Co
equivalent to (7.2),
Fj;l ¼ Al 8 Ll: R
j  %Hj ! R
j  %Hj;
ðx;wÞ/ðf1ðx;wÞ; f2ðx;wÞ; . . . ; fjðx;wÞ;wÞ;
where Ll is a Co diffeomorphism. Write v ¼ x1f1 þ    þ xjfj þ w for xi 2
R: Since Fj;l is proper and Co; F1j;l ðvÞ is a compact real analytic subset of R
j
and is thus a (Co) ﬁnite polyhedron ([Gr] or [Lo]). This completes the proof
of Conclusion (a).
Conclusion (c) follows from Properties 7.4 and Conclusion (b).
Note that for n44 in the Sobolev case we can still conclude
local ﬁniteness in (7.5)(a)–(c). Little is known about this operator Al for
l > l2:
7.6. Example. While the local algebra RAl1 ð0Þ  R½x=ðx
3Þ; the map
germ Al1 at 0 is not C
o equivalent to the Morin map germ m2 at 0.
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Aðu; lÞ ¼ ðAlðuÞ; lÞ is Co equivalent to the cusp map germ m2 at 0 ([BCT2,
p. 238, Theorem 3.8]), so that RAð0; l1Þ  R½x=ðx3Þ: By (1.5) we can write
A: H  R! H 0  R and F: R ðE  RÞ ! R ðE0  RÞ with Fðt;w; lÞ ¼
ðfðt;w; lÞ;w; lÞ: Apply (2.11) to Fðt;w; l1  lÞ with v ¼ ðw; l1  lÞ at ð0; 0; 0Þ
to conclude that RAl1 ð0Þ ¼ RFð0; 0; 0Þ  R½x=ðx
3Þ; also. Now the singular
set SAl1 ¼ f0g ([BCT2, p. 232, (2.7)]), while Sm2fð0; 0Þg  E (1.6). Thus the
map germs Al1 at 0 and m2 at 0 ¼ ð0; 0; 0Þ cannot be C
o equivalent. We now
consider brieﬂy several other examples and note that each has properties
somewhat like those given in (7.5).
7.7. Remark. In [Ru4] Ruf studied the boundary value problem
Du luþ u3 ¼ h in O	 Rn;
@u
@n
¼ 0 on @O;
where l > 0 and O	 Rn is a bounded smooth domain. The associated
operator Al: E ! F ; where
E ¼ u 2 C2;að %OÞ:
@u
@n

@O
¼ 0
 
; a 2 ð0; 1Þ fixed;
and F ¼ C0;að %OÞ: By the argument of [Ru4, pp. 8–9, Lemma 3.1] dim kerD
AlðuÞ is ﬁnite, and by the L2ðOÞ self-adjointness of DAlðuÞ; ker DAlðuÞ is the
orthogonal complement of Range DAlðwÞ: It follows that Al is a Fredholm
map of index 0: Since DjAlðuÞ  0 for j 4; Al is also Co: Deﬁne A:
E  R! F  R by Aðu; lÞ ¼ ðAlðuÞ; lÞ: Let l2 be the second eigenvalue of
Du on O with @u=@n ¼ 0 on @O: For l5l2; the map Gðs; h1Þ of [Ru4, p. 16,
(5.3) and Proposition 5.1] satisﬁes Gðs; h1Þ ! 1 as s!1; ([Ru4, p.
30]), and for some Co diffeomorphism L; F ¼ A 8 L satisﬁes (7.2) for j ¼ 1
and l 2 ð1; l2Þ: The map A is proper by the argument of the last
paragraph of (6.7), the proof of Theorem 6.1.
Thus the map A satisﬁes the conditions of (7.3) and Proposition 7.4. It
follows that Al satisﬁes Corollary 7.5, except possibly for the second
sentence of (a).
7.8. Remark (The von K!arm!an Equations). These equations constitute
a system of partial differential equations that are designed to model the
buckling of a thin elastic plate. Berger [B4] reformulated them as a single
equation. Here H ¼ W 2;20 ðOÞ; where O	 R
2 is a bounded domain with
boundary @O a C5 manifold, and he deﬁned Al:H ! H with AlðuÞ ¼
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and Cu ¼ Cðu;Cðu; uÞÞ for a certain bounded symmetric bilinear
function C :H  H ! H : For discussions and further references
see [BCT2, Sect. 4, pp. 239–243, B3, and CT1, Sect. II, Subsection 19, pp.
192–194].
If we allow a force p perpendicular to the plane of the plate and deﬁne
g 2 H by hg;fiH ¼
R
O pf for all f 2 H ; then the von K!arm!an equations
become AlðuÞ ¼ g: Deﬁne A: H  R! H  R by Aðu; lÞ ¼ ðAlðuÞ; lÞ: The
maps Al and A are Co proper Fredholm maps of index 0 ([BCT2, p. 240,
Lemma 4.3(v) and Lemma 4.4]). If l is not an eigenvalue of v ¼ lLv; then
the map germ A at ð0; lÞ is a Co diffeomorphism (onto) germ, and if lj is a
simple eigenvalue of v ¼ lLv; then the map germ A at ð0; ljÞ is Co equivalent
to the Morin map germ m2 at 0 [BCT2, p. 242, Theorem 4.9]. In
general, Proposition 4.8 applies, so that for each v 2 H ; A1l ðvÞ has a ﬁnite
number of components and locally is a Co subpolyhedron of a Co
embedding of Rn:
7.9. Remark. Malta et al. [MST] consider the operator F : B1 ! B0
given by F ðuÞðtÞ ¼ u0ðtÞ þ f ðt; uðtÞÞ; where f : S1  R! R and B1 is either
C2ðS1Þ; the Banach space of C1 periodic functions, or H1ðS1Þ; the Hilbert
space of periodic functions with derivative in L2ðS1Þ: They prove that there is
a diffeomorphism C so that F 8 C
1 :R E ! R E has the form F 8 C
1
ðt; vÞ ¼ ðcðt; vÞ; vÞ ([MST, p. 142]), and, if f is a proper map, then F is also
proper ([MST, p. 144, Proposition 1.4]). Suppose that f ðt; xÞ ¼ gðxÞ;
any polynomial in x: Then F is a Co proper Fredholm map of index 0,
and each point inverse F 1ðvÞ is a compact real analytic subset of R: Since
dim F 1ðvÞ ¼ 0; the set F 1ðvÞ is ﬁnite. Thus F also satisﬁes conclusion (c) of
Proposition 4.8.
7.10. Remark. In [B2] (see [BCT2, pp. 230–231, (1.7) and (1.8)]).
Berger considers a nonlinear operator Alþc2 : H ! H ; where H ¼ W
m;2
0 ðOÞ
and O is a bounded domain in R: Here Alþc2 ðuÞ ¼ u ðlþ c2ÞLuþ Nu;
where
hLu;fiH ¼
Z
O
uf; hNu;fi ¼
Z
O
hðxÞu2pþ1f;
and hðxÞ is a positive smooth function on %O: Since DjAlþc2  0 for j52p þ 2
(where p ¼ 1; 2; . . .Þ; Alþc2 is C
o and it is proper ([B2, p. 291, Lemma 1]). It
is Fredholm of index 0; indeed, there is a global coordinate change for each j
analogous to (7.2) ([BCT2, pp. 230–231, (1.7), and p. 232, Remark 2.4]).
Thus Proposition 4.8 applies to it.
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