Abstract. We find the spectrum in maximal lexicographic order for quantum states ρ AB ∈ H A ⊗ H B with margins ρ A = 1 n I n and ρ B = 1 m I m and discuss the construction of ρ AB . By nonzero rectangular Kronecker coefficients, we give counterexamples for Klyachko's conjecture which says that a quantum state with maximal lexicographical spectrum has minimal rank among all states with given margins. Moreover, we show that quantum states with the maximal lexicographical spectrum are extreme points.
Introduction
The quantum marginal problem is about relations between spectrum of mixed state ρ AB of two (or multi) component system H AB = H A ⊗ H B and that of reduced states ρ A and ρ B [4, 8, 12, 13] . As margins of a pure state are isospectral, for S pec ρ A S pec ρ B state ρ AB can't be pure. It is interesting to measure the closeness between ρ AB and the pure states. A state ρ is pure if and only if its maximal eigenvalue is equal to one. Hence the maximal eigenvalue may be considered as a measure of purity. On the other hand, a state ρ is pure if and only if its rank equals to one. So pure states can be also characterized by their rank. In [12, Sec.6.4 ], Klyachko raised the following conjecture:
Conjecture. State ρ AB with maximal lexicographical spectrum has minimal rank among all states with given margins ρ A , ρ B .
Let C( We give counterexamples for Klyachko's conjecture, and show that there exist states which have the maximal lexicographic spectrum, but they don't have the minimal rank. Moreover, we discuss how to construct the states in C( 1 n I n , 1 m I m ) with prescribed ranks, which generalize the construction in [3] . Our discussion is based on the correspondence between Kronecker coefficients and the spectra of density operators [4, 5, 6, 12] .
The paper is organized as follows. In Section 2 we give the definitions and results used in the paper. In Section 3 we construct the maximal lexicographic spectrum of states in C( 1 n I n , 1 m I m ). We provide two classes of counterexamples for Klyachko's conjecture and show that states with the maximal lexicographic spectrum are extreme points. In Section 4 we give the construction of states with prescribed ranks in C( 1 2. Preliminaries 2.1. Partitions and Kronecker coefficients. A partition λ of n ∈ N is a monotonically decreasing sequence λ = (λ 1 , λ 2 , . . . , λ k ) of natural numbers such that k i=1 λ i = n and denoted by λ ⊢ n. The length l(λ) of λ is defined as the number of its nonzero parts and its size as |λ| := k i=1 λ i . If λ 1 = λ 2 = · · · = λ k , we call λ a rectangular partition. The normalizationλ := λ/n = (λ 1 /n, λ 2 /n, . . . , λ k /n) defines a probability distribution on N. The Young diagram of a partition λ is a top-aligned and left-aligned array of boxes such that in row i we have λ i boxes. If we transpose a Young diagram at the main diagonal we obtain another Young diagram, the corresponding partition is denoted by λ t . For ℓ ∈ N, we let ℓλ stand for the partition arising by multiplying all components of λ by ℓ. If µ = (µ 1 , µ 2 ...) is another partition, we denote by λ ∩ µ = (min{λ 1 , µ 1 }, min{λ 2 , µ 2 }, ...) which is also a partition.
Let χ λ , χ µ denote the complex irreducible characters of the symmetric group S n corresponding to the partitions λ, µ of n. Their Kronecker product χ λ ⊗ χ µ is also a character of S n . The Kronecker coefficient g(λ, µ; ν) associated with three partitions λ, µ, ν of n is defined as the multiplicity of χ ν in χ λ ⊗ χ µ , that is, the coefficient of χ ν in the expansion
In above, all partitions corresponding to the set of nonzero Kronecker coefficients is denoted by
Kronecker coefficients are only understood in some special cases. It is a difficult open problem to give a combinatorial interpretation of the numbers g(λ, µ; ν) [12, 17] . Let λ ⊢ n, µ ⊢ m, ν ⊢ n+m and χ λ⊗ χ µ be the outer product of χ λ and χ µ . The LittlewoodRichardson coefficient c ν λ,µ is the multiplicity of χ ν in χ λ⊗ χ µ . There is an efficient algorithm for calculation c ν λ,µ known as Littlewood-Richardson rule, see [11, 17] Suppose that λ = (λ 1 , λ 2 , ..., λ d 1 ) and µ = (µ 1 , µ 2 ..., µ d 2 ) are spectra of two quantum states or partitions of some n ∈ N. Recall that λ is less than µ in lexicographic order if, for some index i, λ j = µ j for j < i and λ i < µ i , which is denoted by λ ≤ µ. On the other hand, λ is less than µ in dominance order (or λ is majorized by µ) if
which is denoted by λ µ. It is not hard to see that if λ µ then we have λ ≤ µ, that is, lexicographic order is a refinement of the dominance order [16] . [12] . For any two density operators ρ A ∈ D(H A ), ρ B ∈ D(H B ), the set of states in D(H A ⊗ H B ) with margins ρ A and ρ B is defined as
The set of spectra of states in C(ρ A , ρ B ) is defined as
It was shown in [4, 6, 12] that S(ρ A , ρ B ) is a convex polytope. Hence, Klyachko's conjecture states that if the spectrum of a state in C(ρ A , ρ B ) has maximal lexicographic order in S(ρ A , ρ B ), then it has minimal rank among all other states in C(ρ A , ρ B ).
2.3.
The spectra and nonzero Kronecker coefficients. Given a description of the set of possible triples of spectra (S pec
It turns out that the admissible spectral triples correspond to nonzero Kronecker coefficients. It was shown in [12] (see also [4, 6] ) that for a density operator ρ AB with the rational spectral triple (
Hence the length of ν is the rank of ρ AB .
3. The maximal lexicographic spectrum of C( In this section, through the correspondence between the spectra and nonzero Kronecker coefficients we will find the maximal lexicographic spectrum for states in C(
give two classes of counterexamples for Klyachko's conjecture. Moreover, we discuss their extremity. The following proposition is well-known (see e.g. [10] ).
By the discussion in Section 6.4 of [12] we have the following proposition which is also well-known. It gives a lower bound for ranks of states in ρ ∈ C(ρ A , ρ B ). In many cases the lower bound is best, see Remark 4.4.
Proposition 3.3. Suppose thatλ = S pec ρ A ,μ = S pec ρ B are rational spectra and n AB the minimal positive integer such that λ = n ABλ and µ = n ABμ are partitions. Then S(ρ A , ρ B ) is the closure of
Proof. Let QS(ρ A , ρ B ) be the set of rational spectra in S(ρ A , ρ B ). It suffices to show that
By Theorem 2.3 of [6] , for anyν ∈ QS(ρ A , ρ B ) there exists an integer m such that mν, mλ and mμ are partitions and
Sinceλ,μ consist of rational numbers, let
where a i and b i (i = 1, , 2 . . . , s), c j and d j ( j = 1, , 2 . . . , t) are integers and relatively prime. Then we have that n AB (resp. m) is the least common multiple (resp. the common multiple) of
Thus we have that
, and therefore (3.1) holds by Theorem 3.2 of [6] .
Given λ and µ partitions such that µ i ≤ λ i for all i ≥ 1, we write µ ⊆ λ (or µ ⊂ λ if µ i < λ i for some i). In [19] (see also [7] ), the author introduced a construction, which can be used to obtain the maximal component, in the lexicographic order in χ λ ⊗ χ µ . The construction is as follows.
Let λ, µ be partitions of n, together with two strictly decreasing sequences of partitions
0 and c
is a partition of n. Any ν obtained in this way is called a partition of strip type derived from (λ, µ) [19] . For example, if we let λ = (2 5 ), µ = (5 2 ) and ν = (4, 4, 1, 1), then ν is a partition of strip type derived from (λ, µ). The corresponding sequences of partitions are
Clausen and Meier showed that the maximal component χ ν of χ λ ⊗ χ µ in the lexicographic order corresponds to a derived partition of strip type [7] .
Observe that λ ∩ µ ⊆ λ. In the Young diagram of λ we let λ\λ ∩ µ denote boxes which belong to λ but not λ ∩ µ (similarly for µ\λ ∩ µ). It is called skew diagram in [19] (see also [1] ). λ\λ ∩ µ may correspond to a partition. For example, if we let λ = (2 5 ) and µ = (5 2 ), then λ ∩ µ = (2, 2) and λ\λ ∩ µ = (2 3 ) which is also a partition. 0 where λ(2) = λ\λ∩µ and µ(2) = µ\λ∩µ are also rectangular partitions. Similarly, if we continue the construction described in (3. [7, 19] .
The following proposition can be obtained from (6.10) of [12] which gives us the value of Kronecker coefficient in Proposition 3.4. In the following, we let lcm(n, m) denote the least common multiple of n and m. 
Let ν (1) = ν and ν (ℓ) be the partition of strip type derived from (ℓλ, ℓµ) for all ℓ ≥ 1.
2 , . . . , ν
r ) be derived from the following two strictly decreasing sequences of partitions By (3.6) and (3.7) we have that ν (ℓ) (ℓ ≥ 1) are derived from (ℓλ, ℓµ) where ℓλ, ℓµ are still rectangular partitions. Moreover, we have
By Proposition 3.4, we have that ν (ℓ) has maximal lexicographic order in Φ(ℓλ, ℓµ) for each ℓ ≥ 1. Thus ν (ℓ) /ℓk has maximal lexicographic order in 1 ℓk Φ(ℓλ, ℓµ) for each ℓ ≥ 1. By (3.8) we have that all their normalizations ν (ℓ) /ℓk are equal to ν (1) /k. Hence ν (1) /k = ν/k has the maximal lexicographic order in ∞ ℓ=1 1 ℓk Φ(ℓλ, ℓµ). Thus, by the density of rational spectra, we have that ν/k has the maximal lexicographic order in S( Since lcm(2, m) = 2m, by Theorem 3.6 we have ν/2m has the maximal lexicographic order in S(
. Thus, states with maximal lexicographic spectrum in C(
On the other hand, let γ = (4 k−1 , 3, 3). By Theorem 1.6 of [18] and Proposition 3.1, we have that g(λ, µ; γ) = g(λ, µ t ; γ t ) = 1. Hence, γ = (4 k−1 , 3, 3) ∈ Φ(λ, µ). Hence, there exist states in C( In example above, we see that the rank of states with maximal lexicographic spectrum is close to the minimal rank. However, in the following example we will find that their differences can be large. + 1) n ), µ = (n n+1 ) and ν be the partition of strip type derived from (λ, µ). Then we have that ν = (ν 1 , ν 2 , . . . , ν n+1 ) where ν 1 = n 2 , ν 2 = · · · = ν n+1 = 1. Then by Theorem 3.6 the maximal lexicographic spectrum of states in C(
.
Hence the rank of those states are n + 1.
On the other hand, by Proposition 6.9 of [10] , we have that g(λ, µ; γ) = 1, where
is a two row partition. Hence, there exist states with rank 2 in C( [9] we have the following proposition.
Proposition 3.9. Let H be a Hermitian matrix. Then D(H) = S pec H if and only if H is diagonal.

Theorem 3.10. Let D(H) be the set of density operators on H. Suppose that C(H) ⊆ D(H) is a convex subset. If ρ ∈ C(H) has the maximal lexicographic spectrum among all other states, then ρ is an extreme point of C(H).
Proof. Suppose that there exist σ, τ ∈ C(H) such that
where p 1 , p 2 ≥ 0 and p 1 + p 2 = 1.
Denote λ = S pec ρ, µ = S pec σ, η = S pec τ. In the following, we don't distinguish between the spectrum and the diagonal matrix with diagonal entries consist of it. Let U be the unitary matrix such that U * λU = ρ. Then we have 
Hence we have
Hence by Proposition 3.9 we have λ = µ = UσU * and λ = η = UτU * , which is equivalent to ρ = σ = τ.
is convex, we have the following corollary.
Corollary 3.11. If ρ ∈ C(ρ A , ρ B ) has maximal lexicographic spectrum, then it is an extreme point. [3] .
Ranks of states in C(
Suppose that n ≤ m. Let |0 ,..., |m − 1 denote the standard orthonormal basis of C m . We define the generalized discrete Weyl operators X, Z n ∈ L(C m ) by
where ω n = 1, i = 0, 1, . . . , m − 1 and the addition is modulo m. If n = m, these are called the discrete Weyl operators [3] .
For n ≤ m, the maximal entangled state of C n ⊗ C m are defined by
In |i |i above, without of confusion the first and second |i represent the standard orthonormal vectors of C n and C m respectively. Now we let where i = 0, 1, . . . , m − 1 and j = 0, 1, . . . , n − 1. The following proposition generalizes Lemma 5 of [3] .
Proof. For any pair of |ψ i j and |ψ kl , we have
Since the sum of the first n diagonal entries of Z t n and the diagonal of X t are zeroes for any integer t 0, we have that ψ i j |ψ kl = 0 if i k or j l. 
Denote the row vector of Λ by row(Λ) = (µ 0 , µ 1 , . . . , µ m−1 ) where
For |ψ i j discussed in Proposition 4.1, let
Then ρ is a state of the system C n ⊗ C m . Next, we find conditions when ρ ∈ C(
For |ψ i j , we have
Since Z j n |s = ω j |s , we have
Then we have 
Denote the row vector of T by row(T ) = (ν 0 , ν 1 , . . . , ν p−1 ) where
Just as the proof of Theorem 4.2 we have
where The geometric complexity theory program is an approach to separate algebraic complexity classes. Rectangular Kronecker coefficients play an important role in geometric complexity theory [3, 10] . For example, it can be used to prove the lower bounds of determinantal complexity. By the construction in Theorem 4.2 and 4.3 and the proof of main results in [3] , we can get nonzero stretched Kronecker coefficients for a pair of different rectangular partitions. For example, just as Theorem 1 in [3] we have the following corollary. 
