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Mobile Localization: Approach and Applications
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Localization is critical to a number of wireless network applications.
In many situations GPS is not suitable. This dissertation (i) develops novel
localization schemes for wireless networks by explicitly incorporating mobility
information and (ii) applies localization to physical analytics i.e., understand-
ing shoppers’ behavior within retail spaces by leveraging inertial sensors, Wi-Fi
and vision enabled by smart glasses.
More specifically, we first focus on multi-hop mobile networks, ana-
lyze real mobility traces and observe that they exhibit temporal stability and
low-rank structure. Motivated by these observations, we develop novel local-
ization algorithms to effectively capture and also adapt to different degrees
of these properties. Using extensive simulations and testbed experiments, we
demonstrate the accuracy and robustness of our new schemes.
Second, we focus on localizing a single mobile node, which may not
be connected with multiple nodes (e.g., without network connectivity or only
xi
connected with an access point). We propose trajectory-based localization
using Wi-Fi or magnetic field measurements. We show that these measure-
ments have the potential to uniquely identify a trajectory. We then develop a
novel approach that leverages multi-level wavelet coefficients to first identify
the trajectory and then localize to a point on the trajectory. We show that
this approach is highly accurate and power efficient using indoor and outdoor
experiments.
Finally, localization is a critical step in enabling a lot of applications
— an important one is physical analytics. Physical analytics has the potential
to provide deep-insight into shoppers’ interests and activities and therefore
better advertisements, recommendations and a better shopping experience.
To enable physical analytics, we build ThirdEye system which first achieves
zero-effort localization by leveraging emergent devices like the Google-Glass
to build AutoLayout that fuses video, Wi-Fi, and inertial sensor data, to
simultaneously localize the shoppers while also constructing and updating the
product layout in a virtual coordinate space. Further, ThirdEye comprises of a
range of schemes that use a combination of vision and inertial sensing to study
mobile users’ behavior while shopping, namely: walking, dwelling, gazing and
reaching-out. We show the effectiveness of ThirdEye through an evaluation in
two large retail stores in the United States.
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Chapter 1
Introduction
1.1 Overview
Location information is critical to a number of wireless network appli-
cations; from sensor network applications like environment surveillance and
habitat monitoring to smart-phone applications like location based reminders,
or in-store shopping assistants.
Although GPS is widely used for location determination, in many sce-
narios GPS is not suitable either due to energy constraints or the lack of line of
sight to the GPS satellites. Localization in the absence of GPS is a challenging
problem as we try to leverage signals like Wi-Fi and have to deal with incom-
plete information, noisy measurements, and variations in signal propagation
based on the environment.
This dissertation advances the state-of-the-art in the area of localiza-
tion in multi-hop networks as well as single wireless nodes (which includes
single-hop wireless networks such as infrastructure wireless networks or a sin-
gle node, which is not even connected to a network), by leveraging mobility
and vision to extract additional information to address the above challenges.
Further, it applies localization to understand shopper behavior within retail
1
spaces to provide a better shopping experience through product guides, rec-
ommendations and shopping list reminders.
1.2 Motivation
Location information is critical to a number of sensor network appli-
cations like environment surveillance [7, 97, 103], habitat monitoring [21, 49],
military reconnaissance [41], underwater surveillance [13, 100] and a number
of smart-phone applications like location based reminders, guides to product
locations within retail stores, or friend discovery in public places like airports.
Localization, hence, is a fundamental operation in wireless networks.
The Global Positioning System (GPS) [38] is widely used to obtain
location information. But GPS does not work in many environments due to
the lack of line of sight to the satellites (e.g., indoors, under the ground, or
in a downtown canyon). Moreover, it is often too expensive to equip every
wireless device (e.g., low power sensors) with a GPS receiver.
Localization in Mobile Networks: The limitations of GPS have motivated
researchers to develop many localization schemes to infer locations based on
cheap hardware and wireless measurements (e.g., [11, 42, 44, 60, 71, 92, 93,
107]). For these schemes, localization accuracy depends heavily on the amount
of information that one can extract to constrain the set of possible locations
of a given node.
A lot of research has gone into developing localization schemes for static
2
networks [92, 93, 11, 71, 77]. For example in the case of static networks, there
are many interesting proposals on deriving location constraints from signal
strength [11], angle of arrival [71], and difference in arrival time of different
types of signals [77]. Schemes that consider inter-node relationships [92, 93]
have also been proposed for localization in a static multi-hop wireless network.
However, wireless networks are fundamentally mobile. To localize mobile net-
works, one possible approach is to treat the nodes during different time in-
tervals independently and apply existing localization schemes at each interval;
but such an approach is unlikely to achieve high accuracy because it does not
fully capture the relationship between a particular node’s locations at differ-
ent snapshots of time. In this dissertation we explicitly build techniques for
localization in mobile networks.
Location based Physical Analytics: Once we have location information,
a number of applications become feasible. One of the important applications
is physical analytics. Physical analytics involves tracking mobile users’ inter-
ests in the physical world (much like web analytics with foot-prints taking
the place of click-streams) and has the potential to provide deep-insights into
users’ interests and activities to help provide better advertisements and rec-
ommendations.
Web analytics is a multi-billion dollar industry today, providing tools
that measure and analyze users’ online browsing behavior. A typical tool
will track webpage-related events, such as page views, clicks, and the degree
to which different landing pages are associated with online purchases. Most
3
purchases today, however, occur in the physical realm, e.g., at retail stores and
shopping malls. While many retailers track shoppers’ purchases (e.g., as part
of customer loyalty programs) in order to perform analytics, these systems do
not provide insight into shoppers’ behavior during the shopping process, which
we refer to as physical browsing. For example, which sections of the store did
the shopper spend most of his or her time in? Which products did the shopper
express interest in by gazing at them or reaching out for them? How many
shoppers reached out for competing products A and B, say to compare these?
We believe that access to physical browsing information of shoppers
in retail stores can not only provide crucial insights into shoppers’ needs and
interests but also reveal the effectiveness of the store layout itself. Further-
more, such physical analytics that track in-store shopping behavior could also
be combined with online information such as web browsing history or a shop-
ping list to generate automatic alerts, say when there is a match between the
physical browsing context and the online information.
1.3 Challenges
The general challenges faced are discussed in this section. Localiza-
tion is critical for physical analytics in order to understand where the user
is walking, stopping and spending time. Thus most challenges are common
to localization and physical analytics, and we discuss them together in this
section.
First, a majority of localization algorithms rely onWi-Fi measurements,
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i.e., received signal strength (RSS) or channel state index (CSI) (i.e., more
fine-grained measurements across the OFDM subcarriers – unlike RSS which
is one measurement per Transmit-Receive antenna pair), measurements for
localization. Mobility-induced fading can make RSS or CSI measurements
and in turn the derived distance measurements much less accurate. Further,
if the measurements exhibit a large variation, it is infeasible to capture the
entire distribution of the measurements at a given location while the nodes are
moving. At several locations on the trajectory we may record no measurements
at all.
Second, in the case of fingerprinting based schemes for localizing single
wireless nodes, measurements taken from a single point exhibit considerable
aliasing. For example, existing Wi-Fi based localization schemes use RSS or
CSI measurements from nearby access points (APs) to determine locations.
But it is common to have multiple locations that see similar RSS or CSI.
Third, in multi-hop networks the anchor nodes (i.e., nodes with known
co-ordinates like wireless Access Points) maybe multiple hops away from the
mobile node to be localized. Thus any errors in distance measurements cumu-
latively add up, rendering localization even less accurate.
Fourth, different localization algorithms assume different settings. For
example, RADAR [11], Horus [117] assume prior profiling of the environment,
ArrayTrack [111] assumes modified Access Points (APs), Zee [79] assumes map
information. Based on the application scenario, such information may not be
available. For example, in our ThirdEye system for physical analytics, we
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assume no infrastructure support, and no prior profiling to be able to cover a
wide foot-print and track the user while he visits different retail spaces.
Fifth, while dealing with product locations in retail stores for physical
analytics, it is challenging to keep them up-to-date as product locations could
frequently change within a store, for e.g, stores cater to different shopping
priorities during different occasions like Halloween versus Christmas.
Finally, mobile devices are resource constrained. Thus energy efficiency
is an important consideration, for designing the data collection and the pro-
cessing components for localization and physical analytics.
1.4 Approach
Localization in Multi-Hop Mobile Networks: First, we consider a multi-
hop mobile network (e.g. a mobile sensor network deployment) where some
nodes have known locations referred to as anchor nodes and the remaining
nodes need to be localized. There are only a limited number of recent works
that explicitly consider the problem of localization in multi-hop mobile net-
works (e.g., [10, 44, 85, 98]). However, these works do not fully exploit the
location information available in each time interval. For instance, existing lo-
calization schemes for multi-hop mobile networks only use the maximum speed
to constrain the distance between a node’s positions during two consecutive
intervals. Moreover, their evaluation uses simulation based on synthetic mobil-
ity traces. It is not clear how well they perform under a real mobility pattern
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or in a real network.
In this work, we develop novel techniques to accurately localize nodes
in multi-hop mobile networks by exploiting structural properties of the un-
derlying node mobility patterns. Intuitively, the nodes’ coordinates over time
are not independent but have certain relationships. By exploiting such rela-
tionships, we derive additional constraints to further narrow down the set of
feasible locations and thus significantly improve localization accuracy.
To extract the relationships between nodes’ coordinates across different
time intervals, we first analyze the characteristics of a number of real mobility
traces, including (i) taxi and bus traces in San Francisco [18], Shanghai [121],
and Seattle [89], (ii) human mobility traces [45], and (iii) ZebraNet traces [118].
Interestingly, while these traces capture rather different mobility scenarios,
they all exhibit two pronounced structural properties: (1) low-rank structure,
i.e., the matrix formed by node coordinates over time can be well approximated
by a low-rank matrix; and (2) temporal stability, i.e., the direction and speed
of the same mobile node is often similar at adjacent intervals. Our results
suggest that these structural properties are also present in synthetic traces
generated using two commonly used mobility models: the standard random
waypoint model [16] and the modified random waypoint model [44].
Motivated by these observations, we develop a general framework that
simultaneously incorporates location constraints during each interval and ex-
ploits the low-rank structure and temporal stability in mobility. Specifically,
we formulate the localization problem as an optimization problem that mini-
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mizes (i) the fitting error between measured distance and estimated distance
based on node coordinates, (ii) the error in approximating the estimated co-
ordinate matrix using a low-rank matrix, and (iii) the changes in velocity
between nodes in adjacent time intervals. Essentially, (i) leverages the loca-
tion information during each time interval of the mobile network, which can
be obtained using existing localization techniques for static networks (e.g.,
[11, 71, 77, 93]), (ii) reflects the low-rank nature of the coordinate matrix in a
mobile network, and (iii) captures the temporal stability in node movement.
Using this framework, we develop three novel localization schemes for
mobile networks: (i) Low Rank based Localization (LRL), which exploits
the low-rank structure in mobility, (ii) Temporal Stability based Localization
(TSL), which leverages the temporal stability, and (iii) Temporal Stability and
Low Rank based Localization (TSLRL), which simultaneously takes into ac-
count the temporal stability and the low-rank structure of mobility. These lo-
calization schemes use distance estimation between neighbors and we call them
range-based localization schemes. In addition, based on the general framework,
we also develop range-free variants of these schemes, namely, LRL-RF, TSL-
RF, TSLRL-RF. These variants use only network connectivity for localization
and can therefore support nodes that are unable to obtain accurate distance
estimation (e.g., due to lack of RSS measurements).
We extensively evaluate our localization schemes using (i) simulations
based on both synthetic mobility traces and several real mobility traces, and
(ii) experiments in a sensor network testbed consisting of 25 or 36 mica2
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motes. The simulation results show that our new schemes significantly out-
perform the existing schemes: they consistently improve accuracy by 50%-90%
over Centroid [17], 10%-80% over MDS [93], 30%-90% over Sextant [39], 30%-
90% over MCL [44], and 20%-80% over MSL* [85], where Centroid, MDS,
and Sextant are well-known localization schemes for static networks, MCL
and MSL* are state-of-the-art localization schemes for mobile networks. The
performance improvements of our schemes in the testbed experiments are 60%-
75% over Centroid, 60%-75% over Sextant, 40%-55% over MDS, 65%-80% over
MCL, and 50%-70% over MSL*. Moreover, our schemes are highly robust and
can achieve high localization accuracy even in the presence of measurement
noise, irregular topologies, and different mobility patterns.
Localization of single mobile nodes: Next, we consider localization of
single mobile nodes. This includes single hop wireless networks such as infras-
tructure wireless networks or a single node, which is not even connected to a
network. For example a smart-phone, that needs to be localized within areas
where GPS maybe unavailable or only intermittently available. Fingerprinting
based localization schemes are commonly proposed for these scenarios [11, 117]
and use fingerprints from a single point for localization. While it is a natu-
ral way to localize nodes based on point based signatures, they face aliasing
issues as described in Section 1.3. Thus, we explore the potential of using
measurements from trajectories as location fingerprints. Specifically, we let
mobile devices collect measurements while moving with the users, and use the
measurement time-series as a signature for localization. The measurement can
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be geo-magnetic field, received signal strength (RSS), or channel state infor-
mation (CSI). Localization is then performed by (i) collecting training traces
which associate measured magnetic field, RSS, or CSI with locations (e.g.,
GPS coordinates), (ii) matching a new measurement trace without location
information with one of the training traces (i.e., trajectory matching) to iden-
tify the right trajectory, and (iii) narrowing down to the exact location on
the chosen trajectory, based on the matched point on the training trace (i.e.,
localization). Since measurements collected over a trajectory offer more infor-
mation, trajectory matching is likely to be more accurate than point matching;
moreover, localizing a point on a trajectory is much easier than localizing a
point in an area. Therefore, by leveraging more information and decomposing
the localization problem into the two easier tasks, we improve accuracy.
While it is evident that trajectory based localization requires more
information than point based localization, it is not necessarily more expensive
to collect such data. Since people walk and drive in a few common trajectories
(e.g., corridors in office building, aisles in grocery stores, and lanes on roads),
we can populate our training database by collecting measurements from users’
natural walking and driving patterns.
This approach, however, is faced with several significant challenges.
First, it is hard to exactly match testing and training traces even if they are
collected from the same trajectory, due to different speeds, similar but not
identical trajectories, different devices, environmental changes, and different
levels of noise. Second, localizing a point on the trajectory requires a highly
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accurate alignment between the testing and training traces, which is also chal-
lenging due to the differences in the testing and training data. Even a small
amount of noise could potentially lead to incorrect alignments.
The core requirement of above steps (ii) and (iii) is an accurate and
robust algorithm to match two time-series that may be noisy and subject to
various perturbations arising from different mobility, devices, and environmen-
tal factors. To find an alignment between the two time-series, we apply the
well known Dynamic Time Warping (DTW) [69] algorithm, widely used in
signal processing, speech recognition, and signature recognition [61, 86, 78].
To improve robustness against different speeds and noise, we develop a few
enhancements: (i) we perform multi-level wavelet decomposition on the mea-
surement data and search for the wavelet level that minimizes the distance
between the two time-series, (ii) we cluster the training traces from the same
trajectory to capture different patterns that a trajectory may exhibit, (iii) we
enable continuous localization by combining trajectory matching and a novel
procedure to detect the end point of a training segment, (iv) we use a number
of techniques to address the singularity problem common in traditional DTW,
and use incremental DTW to reduce the computation cost.
Location based Physical Analytics: Finally we focus on leveraging loca-
tion information for physical analytics.
One approach to understanding user shopping behavior and interests
within indoor retail spaces, would be for the retail stores themselves to leverage
this infrastructure like the in-store surveillance videos to mine such informa-
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tion. However, many retail stores today neither possess the expertise nor the
resources to gather and analyze tons of surveillance data for this purpose. Fur-
thermore, this approach would not allow aggregating data across a user’s online
and physical browsing or indeed even just physical browsing across different
stores that a user may visit since an individual store is unlikely to be willing to
share information with potential competitors. On the other hand, the advent
of smart glasses such as Google Glass [37], equipped with a camera, inertial
sensors and Wi-Fi, enables user-driven data gathering, both (privately) track-
ing an individual user’s visits across stores and crowd-sourcing store layout
information based on the visits by a community of users. Furthermore, for an
individual user, there would be an incentive to participate since their physical
browsing information could be used directly for their own benefit (e.g., for re-
ceiving personalized alerts from a digital personal assistant) rather than being
shared for the stores’ business purposes. For it to scale to a wide footprint,
such a user-driven approach should ideally not depend on any support from
the disparate stores that the user may visit.
In this work, we present a system called ThirdEye to address the above
issues. ThirdEye only uses image, inertial sensor, and Wi-Fi data crowd-
sourced from shoppers wearing smart glasses to track the physical browsing
of shoppers, without requiring any input from either the store owners or from
the shoppers themselves. ThirdEye includes three main components: product
layout inferencing, shopping behavior classification and user attention identi-
fication. We discuss them briefly in turn.
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Layout Inferencing: Inferring the layout of the products becomes an impor-
tant goal for ThirdEye to achieve our goal of tracking physical browsing. For
instance, an application might wish to generate a proximity-based alert for
an item that is quite close yet out of view (e.g., it might be right behind the
shopper). Moreover, there would be no vision-based sensing for shoppers who
only have a smartphone and no Glass.
Since we do not rely on the store to provide us with a map, we de-
sign a novel scheme called AutoLayout that fuses video, Wi-Fi, and inertial
sensor data from the Glass devices worn by various shoppers, to simultane-
ously track them while also constructing and updating the product layout in a
virtual coordinate space (Section 5.1). The advantage of this scheme is that
we can localize not only Glass-enabled shoppers but also shoppers who carry
only smartphones using Wi-Fi and inertial sensor data, albeit with reduced
accuracy.
Shopping behavior classification: By analyzing over 50 video streams from 7
shoppers wearing the Google Glass, shadowing them as they were shopping
and interviewing them, we have identified four distinct behaviors that shoppers
exhibit at retail stores: purposeful walking, dwelling, gazing, and reaching out.
A shopper who knows what they wish to purchase or is in a hurry would
likely walk purposefully to the relevant section. They might then dwell in a
specific area (e.g., an aisle) for a length of time. Such dwelling is characterized
by slow, unpurposeful movement, say with the shopper ambling around nearby
locations. Thereafter, having further narrowed down the products of interest,
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the shopper might gaze for a little time, looking steadily at a product or a set
of closely-placed products, perhaps to search for or make up their mind about
the products. Finally, the shopper might reach out for a product of interest
with his or her hands, either to examine it more closely or to purchase it.
ThirdEye uses video and inertial sensing from smart glasses to deter-
mine whether the shopper is walking, dwelling, gazing, or reaching out. A
key challenge is in tracking all of these activities accurately and in an energy-
efficient manner. Since continuous video is extremely expensive in terms of
energy consumption, our general strategy is to rely on inertial sensors as much
as possible and to trigger vision only when necessary. These behaviors are
explained in greater detail in Section 5.3.
User Attention Identification: Once we establish that the shopper is gazing,
the video feed can be used to identify the products within the shopper’s field of
view using existing techniques such as Google reverse image search. However,
as we discuss in Section 5.4.2, our experiments reveal the presence of as many
as 16 products in the shopper’s field of view. An important task then is
to accurately identify the shopper’s item of focus among the many products
within view, i.e., which item the shopper is looking at.
A naive approach would be to use the distance between an item and the
center of the field of view as an (inverse) measure of the likelihood of it being
the object of the shopper’s focus. However, as we discuss in Section 5.4.2, the
item of interest may not lie at the center of the field of view, depending on
the orientation of the shopper’s head. By analyzing ground truth data from
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several real shoppers, we develop a model for the likelihood of an item being
at the shopper’s focus, depending both on its position within the field of view
and the orientation of the shopper’s head, obtained from the Glass.
1.5 Summary of Contributions
In summary, here are the following major contributions of the dissertation:
• This dissertation advances the state-of-the-art in localization algorithms
for mobile networks, by explicitly leveraging mobility to extract addi-
tional information in two different scenarios: (i) multi-hop mobile net-
works and (ii) single mobile nodes.
• Develops a system ThirdEye, that enables physical analytics by infer-
ring shopper locations and product locations in a zero-effort manner by
leveraging shoppers wearing smart glasses. Moreover, it recognizes and
defines interesting shopping behaviors, namely, walk, dwell, gaze and
reach-out and develops algorithms to automatically identify these be-
haviors to help infer the interests of the shoppers.
1.6 Dissertation Outline
Chapter 2 overviews the related work. Chapter 3 details our approach
on leveraging the structure in mobility for localization in multi-hop networks,
Chapter 4 describes localization of single mobile nodes using trajectory fin-
gerprints, Chapter 5 details our work on localization based physical analytics
15
and finally Chapter 6 presents the conclusions.
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Chapter 2
Related Work
This chapter presents the related work. Section 2.1 talks about local-
ization in multi-hop networks, Section 2.2 presents the work related to local-
ization of single wireless nodes and finally Section 2.3 describes the work in
Physical Analytics related areas.
2.1 Localization in Multi-Hop Networks
The works we review below explicitly localize nodes in a multi-hop
network leveraging the multi-hop constraints. The related work in this sec-
tion is further classified into (i) localization in multi-hop static networks, (ii)
localization in multi-hop mobile networks and (iii) compressive sensing.
2.1.1 Multi-Hop Static Networks
Most works on localization in multi-hop networks target static wireless
networks. For example, the authors in [87] develop a distributed localization
approach that iterates through two phases: ranging and estimation. Dur-
ing the ranging phase, each node estimates its distance to its neighbors; and
during the estimation phase, it estimates its location based on the ranging
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information and the locations of its neighbors whose positions have been de-
termined. To limit error accumulation in [87], the authors in [88] enhance
the previous approach by formulating the problem as a global non-linear op-
timization problem. Shang et al. [93] apply multi-dimensional scaling (MDS)
to determine location in a centralized fashion. MDS estimates the distance
matrix using shortest path between two nodes and then finds the nodes’ coor-
dinates by solving a least square problem: minx1,...,xn
∑
i<j(‖xi− xj‖−Di,j)2,
where ‖xi − xj‖ is the estimated distance based on their coordinates and Di,j
is the measured distance. MDS performs poorly when the shortest path dis-
tance does not correlate well with the Euclidean distance, which is common
in irregularly shaped networks. In [68], the authors propose robust quadri-
lateral for localization. It finds sets of four nodes that are fully connected,
and localizes the fourth node based on the positions of the other three nodes.
Robust quadrilateral conditions have to be satisfied by the fourth node in or-
der to prevent error accumulation. Therefore it improves accuracy at the cost
of leaving some nodes un-localized. Biswas et al. [15] formulate the localiza-
tion problem as a semidefinite program, and later develop global optimization
approaches [14]. Wang et al. [106] further propose a low-rank semi-definite
programming (SDPLR) formulation of the localization problem.
Unlike most of the previous approaches, which represent inferred lo-
cations using points, Sextant [39] denotes inferred locations as regions that
satisfy distance measurements. In particular, when node i hears from node j,
it extracts a positive constraint that their distance is within the communica-
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tion range. When node i does not hear from node j, it extracts a negative
constraint that their distance is larger than the communication range. A node
then estimates its location by finding a region that satisfies both positive and
negative constraints. All points in a region are considered equally likely lo-
cations for a node. [104] proposes probabilistic region-based localization that
uses a dynamic mesh to represent a region and computes the probability for
a node to reside in different parts of the region. This improves accuracy over
Sextant at the cost of higher computation time. All these approaches are
designed for static wireless networks.
2.1.2 Multi-Hop Mobile Networks
Compared to the significant related work on localization in static multi-
hop networks, there are considerably fewer works on localization in multi-hop
mobile networks. Among the few existing works, [44] is the first localization
scheme for multi-hop mobile networks. It uses a sequential Monte Carlo Lo-
calization (MCL) method to localize mobile sensors. A node uses its previous
location and maximum speed to generate possible current coordinates. Then
it filters out infeasible locations using the current connectivity information.
Since MCL only extracts information for nodes that are either direct neigh-
bors or 2-hop neighbors from anchor nodes, it requires a high anchor density
to work well. Moreover, its sampling technique converges very slowly as re-
ported in [85] and observed in our own evaluation. [10, 85, 98] propose several
enhancements over MCL sampling. Among them, MSL* [85] performs the
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best. MCL only supports mobile networks, and MSL* [85] modifies the sam-
pling procedure to support both static and mobile networks. Moreover, it lets
nodes use information only from the neighbors that have more accurate coor-
dinates to speed up convergence and improve accuracy. Nevertheless none of
these schemes fully leverage the temporal or spatial information available in
the network.
2.1.3 Compressive Sensing
The localization problem in multi-hop networks is related to the general
area of compressive sensing in that both aim to recover the unknowns based
on partial observations. To cope with the under-determined nature of the
problems, many algorithms have been proposed in the area of compressive
sensing. Their effectiveness depends on their ability to exploit the unique
structure in the data. For example, [30, 31, 73] exploit sparsity, [20, 32] exploit
low rank structure, and [120] exploits spatio-temporal stability. Motivated by
these, our work exploits the low rank and temporal stability of coordinate
matrices for mobile network localization for the first time.
2.2 Localization of Single Wireless Nodes
When the wireless nodes to be localized do not communicate with each
other, multi-hop information may not be available. For example, users’ smart-
phones in a shopping mall will easily be able to measure signal strengths from
the deployed access points, but not from other smart-phones in the environ-
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ment. The related work in localizing single wireless nodes is discussed by
further dividing them into localization of single (i) static nodes and (ii) mobile
nodes.
2.2.1 Single Static Nodes
Large amount of localization work has focused on static single nodes.
They use point-based measurements for localization. They differ in the types
of measurements and analyses. For example, RADAR [11] uses triangulation
based on signal strength measurement. Cricket [77] uses the difference be-
tween the arrival time of radio and ultrasound signals to estimate distance.
VORBA [71] determines location based on the angle of arrival measurements
from 802.11 base stations. [17] proposes Centroid, which estimates the loca-
tion of a node as the center of all neighboring anchor nodes. When there are
no anchor nodes nearby, a node estimates its location as the center of the
area. Horus [117] exploits the stochastic nature of the RSS map and applies a
maximum likelihood based scheme. [48] uses CSI for location distinction (i.e.,
determine if a node has moved from its position). PinLoc [91] uses CSI signa-
tures from specific spots for localization. All these schemes require significant
training data in order to address aliasing. EZ [22] minimizes profiling effort
by using measurements from unknown locations along with a few from known
locations to extract propagation constraints and applies a genetic algorithm
to solve them. CUPID [90] leverages the direct path signal to estimate the
distance and the angle of arrival to reduce inaccuracies from multipath effect.
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All of the above schemes can be extended for the case of single mobile nodes,
by treating each snapshot as independent and localizing the nodes at each
snapshot using the above schemes. But this approach ignores the constraints
between the location of nodes across time and thus is unlikely to yield very
high accuracy.
2.2.2 Single Mobile Nodes
There exist some works that use trajectory information for localiza-
tion of single mobile nodes. For example, [105] uses sensor information (e.g.,
accelerometer) to first locate landmarks and then localize new points by infer-
ring the number of steps from the landmarks. [112] tracks a mobile device-free
user based on how they disturb the radio signal patterns. It is unclear how
the scheme will work in crowded environments, where we do not know which
user caused the observed changes. Walkie-Markie [94] builds a crowd-sourcing
system to construct indoor pathway maps by using landmarks on a trajectory
that record the strongest signal strength from an AP. The robotics community
uses Kalman Filters for Simultaneous Localization and Mapping (SLAM) (e.g.,
[29, 95]). It assumes that location follows a Gaussian distribution, which does
not hold in practice. Zee [79] uses a particle filter based approach for localiza-
tion. It eliminates improbable routes based on the map. Kalman filter, HMM,
and particle filter based approaches all use the current trajectory, while we use
both the current and previous trajectories, thus leveraging more information
for accurate localization. LiFS [113] removes the necessity of manual profiling
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by creating a fingerprint space where the fingerprints are distributed based on
their pairwise physical distance estimated from real user mobility. LiFS, like
our work also leverages past trajectory information, but only to count steps
between fingerprints that are collected at static points. Our fingerprints on
the other hand are collected continuously as the user is moving.
[105] and [101] are schemes that leverage current trajectory for localiza-
tion as explained above, and in addition, use magnetic field to identify land-
marks. Since magnetic field is only leveraged from a few points they can face
aliasing issues. Aliasing is especially significant for magnetic field since it is
common for multiple locations to have similar magnetic field. [47] is a start-up
that uses indoor magnetic field anomalies for indoor localization. Their exact
technology is not disclosed to the public. [99] uses the magnetic field for in-
door trajectory matching. Our work advances state-of-the-art in the following
ways: (i) performing point localization (beyond just trajectory matching), (ii)
enhancing efficiency and accuracy using multi-level wavelet analysis, (iii) ap-
plying our approach to both Wi-Fi and magnetic field and showing its benefit
both indoors and outdoors.
2.3 Physical Analytics
Physical analytics is a broad area, encompassing several components,
like localization, vision-based sensing, robotics, human activity sensing, and
physical analytics in retail (including the work in start-ups).
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2.3.1 Indoor Localization and Sensing
There has been extensive work in indoor localization and sensing and
these works have been discussed earlier in this chapter. Here, we just touch
upon the differences of our localization and product layout inferencing scheme
(AutoLayout) in ThirdEye system from the existing works. Despite much
work on Wi-Fi localization, existing work can achieve high accuracy only at
the expense of a high calibration cost or requiring additional information or
modifications to Wi-Fi Access Points (APs) (e.g., Horus [116] requires de-
tailed profiling of the indoor space ahead of time, Zee [79] requires maps and
ArrayTrack [111] requires modified APs). In comparison, our system achieves
semantically meaningful information, such as item or category labels without
requiring external input (e.g., a map) or other human input (e.g., manually-
assigned labels from crowd-sourcing).
SurroundSense [9] proposes an interesting approach that fingerprints
locations based on visual, acoustic, and motion signals. The goal is to de-
termine which store the user is located in. In comparison, ThirdEye seeks to
identify the user’s context in a more fine-grained manner than just the identity
of the store that they are in (e.g., whether the user is gazing and if so at which
item) and do so without requiring any fingerprinting in advance.
CrowdInside [8] presents a method for constructing indoor floor plans
by leveraging the movement of users carrying smartphones. It uses dead-
reckoning together with anchor points to prevent error accumulation. The an-
chor points are defined by the unique inertial sensor signatures corresponding
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to elevators, escalators, and stairs. However, such inertial-based anchor points
might be few in number or even non-existent within a store. In contrast, by
leveraging vision, ThirdEye is able to identify more accurate, item-level land-
marks. Furthermore, by combining this with both inertial tracking and Wi-Fi
information, ThirdEye provides a unified framework that caters to both smart
glass users and smartphone-only users.
2.3.2 Vision
There is a vast body of research on vision-based place recognition and
pose estimation. For example, [6] constructs a 3D model of a city based on a
large number of photos collected online, which can then be used to estimate
the pose (i.e., position and orientation) of an observer with a given view. [55]
determines the location where a photograph was taken by matching it with
photographs of popular landmarks. [74] develops an approach that retrieves
similar images from a visual database on a mobile device with a small memory
footprint.
Vision-based approaches are generally expensive, especially if it involves
building a 3D model, hence these have generally only been applied to well-
known landmarks. The insides of stores are typically lacking in such distinctive
landmarks and are often crowded with people, posing challenges. In ThirdEye,
we make limited use of image information to recognize items rather than scenes,
thereby sidestepping these challenges.
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2.3.3 Robotics
There is a vast body of work on robot navigation, specifically on the
classical problem of simultaneous localization and mapping (SLAM) [54]. While
the robots typically have access to precise wheel odometry, ThirdEye uses
only human walking and does not use specialized sensors, such as laser range-
finders.
There have also been prior SLAM-like efforts in the context of human
motion. FootSLAM [83] uses foot-mounted inertial sensors to track a user’s
walk, while FeetSLAM [84] extends this to combine the trajectories of multi-
ple users, assuming each walk is sufficiently long. Neither uses Wi-Fi or visual
information. WiFiSLAM [28] only uses Wi-Fi information, not inertial sens-
ing. Only visual information is used in MonoSLAM [27]. To our knowledge,
ThirdEye is the first system that combines inertial and Wi-Fi sensing with
visual information to construct a map from walks by multiple humans, even
when the individual walks are short.
2.3.4 Human-Activity Sensing
There has been much work on fine-grained human-activity sensing us-
ing wearable devices such as pedometers, heart-rate monitors, microphones,
etc. [19, 34, 23]. ThirdEye focuses on a small subset of activities of relevance in
the physical browsing context and enables these using smart glasses. As more
wearable devices become prevalent, we could leverage those too; regardless,
ThirdEye’s ability to combine inertial, Wi-Fi, and visual information would
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help provide physical context to the sensed information (e.g., associating a
jump in the user’s heart rate with them gazing at a particular object on dis-
play).
2.3.5 Shopping Behavior
[50] places sensors on people to track their trajectories, and uses a
clustering scheme to predict users’ future behaviors (e.g., fast walking, idle
walking, or stopping). [53] studies 701 hours of sensor data collected from 195
in-situ customers to understand customer behavior in shopping malls. [115]
monitors customers’ shopping time. In comparison to these specific studies,
ThirdEye provides a broad and systematic framework for combining multiple
sensing modalities to track physical browsing by users.
2.3.6 Retail Analytics Start-ups
Nearbuy Systems [70] requires retail stores to deploy a customized Wi-
Fi localization infrastructure to analyze in-store customers (dwell times, visit
frequency, window conversions, etc.) Euclid Analytics [35] leverages exist-
ing in-store Wi-Fi infrastructure to provide similar analytics to retail stores.
Neither approach provides fine-grained, item-level information. Apple’s iBea-
con [46] transmits location-specific messages in a store to nearby smartphones
via Bluetooth Low Energy (BLE). Mondelez [96] requires retail stores to de-
ploy cameras in shelves that use facial-recognition to provide insights into
demographics of customers that browse a given product. In comparison to
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these systems, which require extensive infrastructure roll-out or support and
hence are meant to be deployed by store owners, ThirdEye does not require
any special infrastructure and hence is amenable to crowd-sourcing. Moreover,
ThirdEye provides more fine-grained analysis including user behaviors.
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Chapter 3
Localization in Multi-Hop Mobile Networks1
This chapter describes localization in multi-hop mobile networks. Sec-
tion 3.1 characterizes the patterns in real and synthetic mobility traces, Sec-
tion 3.2 presents our approach and finally Section 3.3 describes our evaluation
based on extensive trace driven simulations and testbed experiments.
3.1 Mobility Characterization
We first analyze the characteristics of mobility patterns using both real
and synthetic traces, and find that they often exhibit low-rank structure and
temporal stability.
3.1.1 Low-Rank Structure
Our first finding concerns the low-rank nature of the coordinate matrix.
Specifically, consider n wireless nodes in a 2-dimensional Euclidean space. Let
M be the 2n × tmax coordinate matrix over time, where M(i, t) and M(i +
n, t) denote node i’s x-coordinate and y-coordinate at time t (1 ≤ t ≤ tmax),
1This chapter is revised version of the work in [82]. I was responsible overall for the
project. My adviser Prof. Qiu and Prof. Zhang mentored and supervised the project.
Yi-Chao helped me with the testbed evaluations.
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Trace name Description Matrix size Time interval
Cabspotting [18] Taxis in Bay Area over a month 100 nodes × 300 intervals 1 minute
Shanghai taxi [121] Taxis in Shanghai on 1 day 100 nodes × 300 intervals 1 minute
Seattle bus [89] Buses in Seattle during 2001 545 nodes × 300 intervals 1 minute
ZebraNet [118] ZebraNet deployment in 2005 61 nodes × 90 intervals 8 minutes
Human mobility [45] Students’ movement in KAIST 92 nodes × 499 intervals 30 seconds
Table 3.1: Real traces used in mobility characterization
respectively. It is not difficult to see that if every node moves at a constant
velocity, even when different nodes move at different velocities, the coordinate
matrixM always has rank 2. This is because we always haveM(:, t) = z+t ·v,
where z is a column vector that represents the initial coordinates of all the
nodes, and v is a column vector that gives the velocities of all the nodes, and
t is the current time. As a result, M can be represented as the sum of two
rank-1 matrices: M = z · 1T + v · tT , where 1 is an all-1 column vector, and
t = [1, 2, · · · , tmax]T is the time vector.
In practice, a node may not always move at a constant velocity. How-
ever, it is common that a node may travel at a constant velocity for some
time before it changes direction or speed. This suggests that it is quite likely
that the real coordinate matrix M exhibits low-rank structure. To validate
this conjecture, we analyze a number of publicly available traces as shown
in Table 3.1. Here the time interval is determined by the frequency of trace
collection (e.g., the vehicular traces recorded GPS readings of the vehicles at
around once a minute). Since the human mobility traces and ZebraNet traces
have only a few nodes, we pre-process these traces as follows. The KAIST cam-
pus traces were taken from 4 students living in a campus dormitory. There
are 92 trace files, each of which represents a daily trace from one participant.
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We treat each file as a trace from a distinct person, which gives us 92 nodes.
We use ZebraNet traces from the second deployment, which has data from 5
zebras. We generate 61 synthetic zebras from these 5 real zebras by parti-
tioning each trace over time and treating each partition as a synthetic zebra.
This gives us 61 zebras over 90 time intervals. Since the original vehicular
traces already contain a large number of nodes over an extended period, such
pre-processing is not needed. Also note that some of these mobility traces
contain a small fraction of missing values. We fill in these missing values using
nearest-neighbor interpolation [108].
For comparison, we also generate synthetic mobility traces for 50 nodes
over 100 intervals using the standard random waypoint model [16] and the
modified random waypoint model proposed in [44]. The random waypoint
model is one of the most widely used mobility models. In the standard ran-
dom waypoint model, each node picks a random location as a destination and
moves towards the destination at a randomly selected velocity; after reach-
ing the destination, the node pauses for some random amount of time and
selects a new destination and repeats the process. [44] proposes a modified
random waypoint to overcome the limitation of the standard random way-
point model, which experiences decay in average speed, as reported in [114].
To maintain the average speed, in the modified random waypoint model, each
node randomly chooses a speed every time interval (instead of staying at the
same speed until reaching the destination as in the standard random waypoint
model). We use maximum velocity of 10 meters/interval for low mobility and
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30 meters/interval for high mobility under both standard and modified random
waypoint models.
For each mobility trace, we first derive the corresponding coordinate
matrix and mean center each row (i.e., subtract from each row its mean value).
We then apply singular value decomposition (SVD) to examine if the mean-
centered coordinate matrix has a good low-rank approximation. The metric
we use is the fraction of total variance captured by the top K singular values,
i.e.,
(∑N
i s
2
i
)
/ (
∑
i s
2
i ), where si is the i-th largest singular value and (
∑
i s
2
i )
gives the total variance of the mean-centered coordinate matrix. Note that
1 −
(∑N
i s
2
i
)
/ (
∑
i s
2
i ) is the relative approximation error of the best rank-
K approximation with respect to the squared Frobenius norm. Figure 3.1
plots the fraction of total variance captured by the top K singular values
for different mobility traces. As we can see, in all traces most variance is
captured by the top few singular values. For example, the top 5 singular values
capture 76.6%-94.9% variance in the real traces and 62.1%-97.2% variance in
the synthetic traces. These results clearly suggest that real mobility exhibits
low-rank structure.
3.1.2 Temporal Stability
We further analyze the temporal stability in these traces. For every
node i and time interval t, we compute the normalized velocity change:
NV C(i, t)
△
=
‖~v(i, t)− ~v(i, t− 1)‖2
meani,t(‖~v(i, t)‖2) ,
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Figure 3.1: Low-rank structure in mobility traces
where ~v(i, t) is node i’s velocity vector (in the 2-dimensional Euclidean space)
at time interval t, and ‖ · ‖2 is the ℓ2-norm (with ‖~z‖2 =
√∑
k ~z(k)
2 for any
vector ~z).
Figure 3.2 plots the CDF of {NV C(i, t)}. As it shows, four out of the
five real traces have exactly the same velocity (i.e., NV C = 0) in two consecu-
tive intervals for over 36% of time, and NV C within 10% for over 42% of time.
The only exception is Seattle bus traces likely due to frequent bus stops. Yet
34% of the time the bus traces show NV C ≤ 10%. In the standard random
waypoint traces, 86%-93% of time NV C ≤ 10%. The modified random way-
point traces experience lower stability because every node chooses a random
velocity at every time interval. These results indicate that the real mobility
often exhibits temporal stability, i.e., nodes move at constant velocity for some
time. The extent of temporal stability varies with the network environment.
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Figure 3.2: Temporal stability in mobility traces
3.1.3 Implications
The presence of low-rank structure and temporal stability in a wide
range of mobility traces motivates us to explicitly exploit these structural
properties to achieve better localization accuracy in mobile networks. Since
the extent of low-rank structure and temporal stability may vary with the
network environment, we cannot strictly enforce these properties in the local-
ization solution. Instead we can incorporate them into the objective function.
Specifically, static localization schemes aim to minimize the fitting error be-
tween observed and estimated distance based on nodes’ coordinates. Now we
can further minimize (i) the approximation error between the real coordinate
matrix and its low-rank approximation, and (ii) the total change in velocity
between two consecutive intervals.
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3.2 Our Approach
3.2.1 Problem Formulation
In this section, we mathematically formulate the problem of mobile
sensor localization. Specifically, we consider N mobile sensors moving in a
d-dimensional Euclidean space. These mobile sensors have no built-in GPS
and thus need to be localized by our localization algorithm. Meanwhile, we
assume that there are Nanch mobile anchor nodes that are equipped with built-
in GPS and thus have known locations. We divide time into tmax equal-sized
time intervals. During each time interval, we measure (i) the locations for
the anchor nodes, (ii) the distance between the sensors, and (iii) the distance
between the sensors and anchors. We then try to localize the mobile sensors
based on such measurements.
Notations: Our formulation uses the following notations:
• X(:, i, t) denotes the d-dimensional Euclidean coordinate for sensor i (1 ≤
i ≤ N) at time interval t (1 ≤ t ≤ tmax).
• A(:, a, t) denotes the d-dimensional Euclidean coordinate for anchor a (1 ≤
a ≤ Nanch) at time interval t (1 ≤ t ≤ tmax).
• Dij(t) = ‖X(:, i, t) − X(:, j, t)‖22 =
∑d
k=1(X(k, i, t) − X(k, j, t))2 is the
squared Euclidean distance between sensor i and sensor j at time interval
t.
• Cia(t) = ‖X(:, i, t) − A(:, a, t)‖22 =
∑d
k=1(X(k, i, t) − A(k, a, t))2 is the
squared Euclidean distance between sensor i and anchor a at time interval
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t.
• Deqij (t), Dubij (t), and Dlbij (t) are the equality, upper bound, and lower bound
constraints on Dij(t), respectively.
• Ceqia (t), Cubia (t), and C lbia(t) are the equality, upper bound, and lower bound
constraints on Cia(t), respectively.
Note that X is a 3-dimensional array. To formally capture the low-
rank structure and temporal stability that we observe in Section 3.1, it is
more convenient to represent X in the form of a 2-dimensional coordinate
matrix, which can be obtained by collapsing the first two dimensions of X
into a single dimension. Let M = matricize(X) be the resulted coordinate
matrix. We have:
M(k + (i− 1) ∗N, t) = X(k, i, t). (3.1)
Incorporating distance measurements: We first formulate the localiza-
tion problem for a static network by incorporating distance equality and bound
constraints. We capture the total violation of distance constraints at time in-
terval t using f(X, t) shown below:
f(X, t)
△
=
∑
ij
(
Dij(t)−Deqij (t)
)2
+∑
ij min
{
0, Dij(t)−Dlbij (t)
}2
+∑
ij max
{
0, Dij(t)−Dubij (t)
}2
+∑
ia (Cia(t)− Ceqia (t))2+∑
iamin
{
0, Cia(t)− C lbia(t)
}2
+∑
iamax
{
0, Cia(t)− Cubia (t)
}2
(3.2)
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Here the first and fourth terms quantify the total violation of the equality
constraints Dij(t) = D
eq
ij (t) and Cia(t) = C
eq
ia (t). The second and fifth terms
capture the total violation of the lower bound constraints Dij(t) ≥ Dlbij (t)
and Cia(t) ≥ C lbia(t). Similarly, the third and last terms represent the total
violation of the upper bound constraints Dij(t) ≤ Dubij (t) and Cia(t) ≤ Cubia (t).
A few comments follow. First, we can use RSS measurements to derive
equality constraints, because RSS is a function of the distance between the
sender and the receiver. Moreover, when two nodes can directly hear each
other, we can use the communication range as an upper bound of the distance
between them. If two nodes cannot hear each other, then the communication
range becomes a lower bound of the distance between them. In addition, if two
nodes cannot directly hear each other but are connected through some indirect
path, we can apply the triangular inequality and use the shortest path distance
(in terms of the estimated distance based on RSS) as the upper bound. Note
that all the equality and bound constraints on the Euclidean distance need
to be squared, as Dij(t) and Cia(t) are defined with respect to the squared
Euclidean distance.
Second, to support range-free localization, which is useful when the
nodes can only get connectivity information but not the exact distance esti-
mation, we simply remove equality constraints from f(X, t) and only retain
the upper bound and lower bound constraints. The lower bound constraints
remain the same as above. As for the upper bound constraints, since the
shortest path distance in terms of the estimated distance based on RSS is un-
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available, we use a looser upper bound of H ×R, where H is the shortest hop
count and R is the communication range.
Third, due to measurement errors, both the equality constraints and
the upper/lower bound constraints may not be strictly satisfiable. By using the
total violation against these constraints as our optimization objective (instead
of trying to strictly enforcing these constraints), we can always find feasible
solutions.
Fourth, it is easy to see that function max{0, z}2 is continuously differ-
entiable with respect to variable z and the gradient is 2 ·max{0, z}. Similarly,
function min{0, z}2 is continuously differentiable with respect to variable z
and the gradient is 2 ·min{0, z}. Therefore, f(X, t) is a continuously differen-
tiable function of variables X(:, i, t). This allows us to apply a gradient-based
algorithm to minimize f(X, t) (see Section 3.2.2).
Incorporating temporal stability constraints: To capture the temporal
stability of sensor mobility, we introduce a temporal transformation matrix T
and define a penalty function as follows:
g(X)
△
=
∥∥M ∗ T T∥∥2
F
, (3.3)
where ‖·‖F is the Frobenius norm (with ‖Z‖F =
√∑
ij Z(i, j)
2 for any matrix
Z), and M = matricize(X) is the coordinate matrix obtained by collapsing the
first two dimensions of X into a single dimension according to Eq. (3.1).
A simple choice of the temporal transformation matrix is T = Toeplitz(0, 1,−2, 1),
which denotes the Toeplitz matrix with central diagonal given by ones, the first
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upper diagonal given by negative twos, and the second upper diagonal given
by ones, i.e.,
T =


1 −2 1 0 . . .
0 1 −2 1 . . .
0 0 1 −2 . . .
...
. . . . . . . . . . . .


. (3.4)
This temporal transformation matrix intuitively expresses the fact that the
direction and the speed of the same mobile sensor are often similar at adjacent
points in time. As a result, one can well approximate a sensor’s location at
time interval t using the mid-point of its locations at time intervals t− 1 and
t+ 1. With this T , we have:
g(X) =
∑
k,i,t
(X(k, i, t− 1) +X(k, i, t+ 1)− 2 ·X(k, i, t))2 ,
where each term (X(k, i, t− 1) +X(k, i, t+ 1)− 2 ·X(k, i, t))2 represents the
squared error between coordinate X(k, i, t) and the mid-point of coordinates
X(k, i, t− 1) and X(k, i, t+ 1).
We use the above simple choice of T for mobile sensor localization in our
evaluation. A more sophisticated choice taking into account domain knowledge
of the nature of sensor movement is likely to further improve the localization
accuracy. We intentionally go with the simple choice to better illustrate the
importance of taking temporal stability into account.
Incorporating low-rank constraints: Finally, to capture the low-rank
nature of sensor mobility, we introduce a penalty term function
h(X,U, V )
△
=
∥∥M − U ∗ V T∥∥2
F
(3.5)
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where M = matricize(X) is the (d · N) × tmax coordinate matrix obtained by
collapsing the first two dimensions of X according to Eq. (3.1), U is a (d·N)×r
unknown factor matrix, and V is a tmax × r unknown factor matrix, and r is
the desired low rank. By keeping this penalty term small, we ensure that the
coordinate matrix M has a good rank-r approximation: M ≈ U ∗ V T .
Complete formulation: Putting everything together, we therefore try to
find X, U , V that minimize the combined objective:
c(X,U, V ) =
∑
t
f(X, t) + α · g(X) + β · h(X,U, V ), (3.6)
where α and β give the relative weights of temporal stability and low-rank
constraints, respectively. We show how to set α and β in Section 3.2.2.
Note that in Eq. (3.6), we can incorporate either or both of the penalty
terms for temporal stability and low-rank structure (i.e., g(X) and h(X,U, V )).
In this way, we can derive three different localization schemes: (i) Low Rank
based Localization (LRL), which only exploits the low-rank structure in mo-
bility (so α = 0), (ii) Temporal Stability based Localization (TSL), which only
leverages the temporal stability (so β = 0), and (iii) Temporal Stability and
Low Rank based Localization (TSLRL), which simultaneously takes into ac-
count the temporal stability and the low-rank structure (so α 6= 0 and β 6= 0).
These localization schemes use distance estimation between neighbors and we
call them range-based localization schemes. In addition, based on the gen-
eral framework, we can also have range-free variants of these schemes, namely,
LRL-RF, TSL-RF, TSLRL-RF. These variants use only network connectiv-
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ity for localization and can support nodes that do not have accurate distance
estimation (e.g., due to lack of RSS measurements).
A couple of comments follow. First, the penalty term
∑
t f(X, t), is the
fitting error over all time intervals. This assumes that we have distance mea-
surements from all intervals t. Our evaluation uses this assumption. When the
distance measurements from some intervals are missing (e.g., due to measure-
ment problems or the need to predict nodes’ coordinates in a future interval),
we can simply use the sum of f(X, t) over the intervals that have distance
measurements as the first term in the objective. Second, f(X, t) is a quartic
function (i.e., function of the fourth degree) with respect to X, whereas g(X)
and h(X,U, V ) are quadratic functions (i.e., functions of the second degree)
with respect to X. So there is a mismatch between the units of the different
penalty terms in Eq. (3.6). To make the formulation independent of the unit
we use for X, we can first normalize X such that the communication range
equals 1. We assume the use of such normalization in the rest of the chapter.
3.2.2 Optimization
Optimization algorithm: We apply a quasi-Newton optimization algorithm
L-BFGS [56] to find a local optimum of the above non-linear objective func-
tion c(X,U, V ). Quasi-Newton methods [110] are variants of the well-known
Newton’s method [109] for finding a stationary point (i.e., a point where the
gradient is 0) of a given objective function. Newton’s method assumes that
the objective function can be locally approximated as a quadratic function
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in the region around the optimum, and uses the first and second derivatives
(i.e., gradient and Hessian) to find the stationary point. However, it is often
expensive to directly compute the entire Hessian matrix for large optimization
problems. To achieve better scalability, quasi-Newton methods do not com-
pute the Hessian matrix directly. Instead, they update the Hessian matrix by
analyzing successive gradient vectors.
L-BFGS stands for “limited memory BFGS”. It is a particular quasi-
Newton method that uses the Broyden-Fletcher-Goldfarb-Shanno update to
approximate the Hessian matrix. L-BFGS only maintains a short history of
the most recent m updates of the position (X,U, V ) and gradient ∇c(X,U, V ),
where the history length m is typically less than 10. As a result, L-BFGS is
particularly suited for optimization problems with a large number of variables.
We currently use the L-BFGS implementation in the minFunc pack-
age [67]. We set the history length m = 5, which provides good accuracy
without compromising efficiency.
Choosing a good initial solution: Since L-BFGS is a gradient-based local
search algorithm, it is critical to have a good initial solution. Without a good
initial solution, the optimization tends to get stuck at local optima with poor
localization accuracy, especially when d is small (e.g., d = 2 or d = 3).
After extensive experiments, we find that the following initialization
strategy often results in significant accuracy improvement:
1. First solve the problem in d′-dimensional Euclidean space using a random
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initial solution, where d′ ≥ d (e.g., d′ = 4 in our experiments). Let the
solution be X ′′.
2. Compute the pair-wise distance matrix using X ′′.
3. Use multi-dimensional scaling (MDS) [24] to map the distance matrix ob-
tained in step 2 into a solution in d-dimensional Euclidean space. Let the
solution be X ′.
4. UseX ′ as the initial solution and solve the original problem in d-dimensional
Euclidean space.
Note that each point in the d-dimensional Euclidean space can be em-
bedded into a d′-dimensional Euclidean space by setting its coordinates in the
additional dimensions to 0. However, the converse is not true. That is, a point
in a d′-dimensional space may not reside in a d dimensional space. Thus the
d′-dimensional solution obtained in step 1 does not directly provide a solution
for the original d-dimensional problem. That is why we apply MDS to project
the solution back to the d-dimensional Euclidean space and use the result as
an initial solution. Note that unlike existing MDS techniques in sensor lo-
calization [92, 93], we can directly apply the classic MDS [24], because the
pair-wise distance matrix obtained in step 2 contains no missing entries.
The intuition behind the above initialization procedure is the follow-
ing. When the dimension d is low, the feasible solution space for X may get
partitioned into isolated islands. As a result, local search can easily get stuck
at local optima with poor localization accuracy. In a higher dimensional Eu-
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clidean space, due to the higher degree of freedom, different regions of the
feasible solution space become better connected and it becomes harder to get
stuck at a local optimum. As a result, a random starting point often suffices
to yield a local optimum with high localization accuracy in the higher dimen-
sional Euclidean space. Applying MDS to project this solution back to the low
dimensional space can therefore yield a good initial solution for the original
problem.
Our evaluation uses a single initial solution. One could also use multiple
starting points and choose the one that yields the lowest error. This may
further improve the localization accuracy at the expense of larger running
time.
Tuning parameters α, β, and r: α and β control the importance of tem-
poral stability and low-rank constraints, respectively. Their values depend
on how noisy distance measurements are and how stable and low-rank the
coordinate matrix is. When there is significant measurement noise, their val-
ues should increase to avoid being dominated by the large fitting error term.
Moreover, α should also increase when the coordinate matrix exhibits strong
temporal stability, and decrease otherwise. Therefore α depends on
∑
t f(X,t)
g(X)
.
To automatically adapt to diverse scenarios, we choose α using the following
simple two iterations: we set α = 1 in the first iteration and solve the opti-
mization problem in Eq. 3.6; in the second iteration, we adapt α as follows: if
ratio > 1, α = min(ratio, 10) where ratio =
∑
t f(X,t)
g(X)
. We bound α by 10 to
prevent it from being too large. Similar adaptation could be used in choosing
44
β. For simplicity, our evaluation uses a simple setting of β = 0.1, since we
find it is more important to adapt α due to the higher importance of temporal
stability constraints. Another parameter required in low rank constraints is
the rank r. Our evaluation uses r = 3. As part of our future work, we plan to
explore methods for automatically determining the appropriate rank r based
on partial distance matrices.
Time complexity: As an iterative algorithm, the time complexity of L-
BFGS depends on both the amount of time spent during each iteration and
the number of iterations.
• The time spent in each iteration. In our context, the time spent dur-
ing each iteration is dominated by the time for computing
∑
t f(X, t) and
∑
t∇f(X, t). As shown in Eq. (3.2), the expression for each f(X, t) com-
prises O((N +Nanch) ·N) terms, each involving O(d) variables. So it takes
O((N+Nanch)·N ·d) time to compute f(X, t) and ∇f(X, t). Therefore, the
total time complexity during each iteration is O((N +Nanch) ·N · d · tmax).
• The number of iterations. In our implementation, we simply run the L-
BFGS algorithm for a fixed number of iterations (denoted as Niter). Cur-
rently, we conservatively set Niter = 1000, which suffices to ensure conver-
gence in all our simulations and experiments. In our future work, we plan
to incorporate less conservative convergence tests that allow the L-BFGS
algorithm to terminate early.
Putting everything together, the time complexity for our current solu-
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tion is given by O((N + Nanch) · N · d · tmax · Niter). The amortized cost per
time interval is O((N +Nanch) ·N · d ·Niter).
3.3 Evaluation
This section describes the evaluation, both simulation and testbed.
3.3.1 Simulation
In this subsection we first describe our simulation methodology and
then present the simulation results.
3.3.1.1 Simulation Methodology
We use a publicly available network simulator [64] for our evaluation.
As in [63, 85], we quantify node density as the average number of nodes, in-
cluding both regular nodes and anchor nodes, in one hop transmission range.
It can be calculated as piR
2(N+Nanch)
area
, where R is communication range, area
is the size of the deployment area, and N and Nanch are the total numbers of
regular nodes and anchor nodes, respectively. Similarly, we quantify anchor
density as the average number of anchors in one hop transmission range, cal-
culated as piR
2Nanch
area
. Unless otherwise specified, we randomly place 50 nodes
(including 5 anchor nodes) in a 200m × 200m area, and use the following
default parameter setting according to [62, 63]: node density of 10, anchor
density of 1, communication range of 50 meters, and maximum speed of 10
meters/interval. Furthermore, since MCL and MSL* require warm-up period,
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we use 30 intervals as input to the evaluation and quantify the localization
error during the last 10 intervals. Without such warm-up period, the benefit
of our localization schemes over MCL and MSL* is even higher. For each
configuration, we conduct 10 random runs. In addition, we also vary each of
these parameters to understand their impact.
Our evaluation uses both synthetic and real mobility traces. We gener-
ate synthetic node movement using the modified random waypoint model [44]
(as described in Section 3.1) to overcome the limitation of speed reduction over
time. We also try the standard random waypoint model and observe similar
performance. Therefore for most evaluation, we report the results from the
former mobility model in the interest of space. In addition, we also use the
real mobility traces summarized in Table 3.1. In order to run 30 intervals
across 10 random runs, we extract 300 consecutive intervals from these traces,
except that ZebraNet has only 90 intervals so we conduct 3 random runs for
the ZebraNet traces.
We compare our localization schemes with the following existing local-
ization schemes: (i) Centroid [17], (ii) Multidimensional Scaling (MDS) [93],
(iii) Sextant [39], (iv) MCL [44], and (v) MSL* [85]. The first three are well
known localization schemes for static wireless networks and the last two are
state-of-the-art localization schemes for mobile wireless networks. Refer to
Chapter 2 for the description of these localization approaches.
We quantify the localization error using the mean absolute error (MAE),
which has been widely used in previous studies. It is computed asmeani,t(dist(X(:
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, i, t), X ′(:, i, t)), where X and X ′ denote the actual and estimated coordinates,
respectively, and dist(X(:, i, t), X ′(:, i, t)) is the Euclidean distance between
the actual and estimated coordinates for node i at time t.
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Figure 3.3: C-shaped area used for evaluation
3.3.1.2 Simulation Results
Varying mobility: Figure 3.4(a) and (b) compare different localization
schemes using the modified and standard random waypoint models, respec-
tively. We make the following observations. First, in all cases, all our localiza-
tion schemes significantly out-perform the other schemes. They out-perform
Centroid by 50%-90%, MDS by 10%-80%, Sextant by 30%-90%, MCL by 30%-
90%, and MSL* by 20%-80%. Second, the localization error in the modified
mobility model is slightly higher than that in the standard mobility model
due to more frequent change in velocity, but their general trends and relative
performance across different schemes are very similar. Therefore we use the
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(a) Modified random waypoint
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(c) Standard random waypoint in a C-
shaped area
Figure 3.4: Localization accuracy under random waypoint models
modified random waypoint for the rest of our evaluation since it is used in
[63, 85]. Third, the errors of all mobile network localization schemes initially
decrease as we increase mobility because at very low mobility the network
topologies change little and makes it hard to extract new information. The
error then increases slightly with increasing mobility as the low-rank structure
and temporal stability reduces slightly with increasing mobility. This behavior
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is more prominent in the modified random way point model, as the node selects
a new speed every interval, whereas in the standard random way point model
the speed remains constant for consecutive intervals until the node reaches its
destination.
We also evaluate using an irregular C-shaped area shown in Figure 3.3.
It has a 230 × 230 square with a 115 × 115 block taken off. We generate
nodes’ coordinates over time using the standard random way point mobility
within the area. To ensure every node’s position falls within the C-shaped
region, whenever it is about to traverse outside the region, we re-select a new
destination and move towards it at a randomly selected speed. As shown in
Figure 3.4(c), the results are similar to before, except that the accuracy of
MDS degrades and sometimes under-performs MSL* and Sextant. This is a
well known issue with MDS, because in irregular topologies the true Euclidean
distance between two nodes does not correlate well with the shortest path
distance, which is used as the input to MDS. In comparison, our localization
schemes only use the distance information between direct neighbors as equality
constraints and are less sensitive to the above issue. As a result, they continue
to perform the best.
We further evaluate using real mobility traces. We pick 100 vehicles
randomly from the vehicular traces and use all the nodes from the KAIST cam-
pus traces and ZebraNet traces. For all the traces, we scale down the distance.
Figure 3.5 summarizes the results. As we can see, our range-based localization
schemes consistently yield much lower errors than the other schemes across all
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(c) Shanghai taxis
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(d) ZebraNet
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(e) Human mobility
Figure 3.5: Localization accuracy with real traces
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the traces. The range-free versions, namely, LRL-RF, TSL-RF, and TSLRL-
RF, perform worse than their corresponding range-based counterparts due to
lack of exact distance information. Among the existing schemes, MDS and
MSL* perform better. However, their accuracy is still significantly worse than
our range-based schemes since they do not fully exploit topology and mobility
information.
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Figure 3.6: Localization accuracy with varying node density
Varying node density: Figure 3.6 compares various localization schemes
under varying node density. As it shows, our localization schemes continue
to perform the best under all node density. In addition, all the localization
schemes have lower error with increasing node density. The only exception
is Centroid, which sees similar error over all node density. This is because
Centroid extracts location information only from anchor nodes and does not
exploit the relative distance information between regular nodes. Therefore its
accuracy is determined only by the anchor nodes and benefits little from higher
density of regular nodes. Similar effects were reported in [44].
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Figure 3.7: Localization accuracy with varying anchor density
Effect of anchor density: We further vary the anchor density. Figure 3.7
plots the localization errors as the anchor density varies. As we would expect,
all localization schemes benefit from increasing anchor density. Moreover, our
localization schemes remain the best.
Varying noise: It is important to study the accuracy of all the schemes under
measurement noise, since noise is common in real deployments. Measurement
noise comes from two factors: (i) there is irregularity in transmission range,
i.e., not all nodes have the same transmission range and even for the same node
its transmission range is not the same in all directions, and (ii) a neighboring
node may estimate inaccurate distance based on its RSS measurements. To
capture the first effect, we generate a random number rij uniformly distributed
from [1− noise, 1 + noise] and we vary noise from 0 to 60%. The new trans-
mission range between the node pair becomes rij · R. To capture the second
effect, we perturb the distance estimation as dij/rij, where dij is the actual
distance between i and j and rij is the scaling factor used to generate noisy
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transmission range between i and j. In this way, we ensure the error added
to transmission range is consistent to the error added to distance estimation.
We then drop the entry (i, j) in the distance matrix if the actual distance be-
tween i and j is larger than the salted transmission range (since they are not
direct neighbors and cannot measure RSS), and input this distance matrix to
all localization schemes.
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(a) Node density = 10, max speed = 10
m/interval
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(b) Node density = 10, max speed = 30
m/interval
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(c) Node density = 4, max speed = 10
m/interval
Figure 3.8: Varying noise in 2-D networks
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(c) Shanghai taxis
Figure 3.9: Varying noise in the real vehicular traces
Figure 3.8 compares various localization schemes by varying the amount
of noise. Figure 3.8(a) shows the results under the default network configu-
ration, Figure 3.8(b) shows the results under higher mobility, and Figure 3.8
(c) shows the results under lower node density. We make the following ob-
servations. First, as we would expect, increasing noise degrades the accuracy
of all the localization schemes. Among them, the error in Centroid increases
slowest with increasing noise, because it estimates its location as the center of
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all anchor nodes it hears from and is not affected significantly by measurement
errors. Similar effects were observed in [44]. Second, TSL and TSLRL con-
tinue to yield the lowest errors under all noise, whereas LRL performs slightly
worse. LRL initially out-performs all the existing schemes under low noise but
then slightly under-performs the best of the existing schemes under high noise.
This is likely because increasing noise may affect low rank structure and reduce
the effectiveness of low rank constraints. In comparison, temporal stability is
more robust to noise so that TSL and TSLRL perform considerably better
than both MDS and LRL. Fourth, increasing the maximum speed from 10 to
30 slightly degrades the accuracy of various schemes. Among them, MSL*
is affected the most, because it uses the maximum speed to generate feasible
node positions during the next intervals and location uncertainty increases
with mobility. Finally, as we would expect, the accuracy of all the schemes
degrades as the node density decreases due to fewer location constraints.
Figure 3.9 evaluates the impact of noise on real traces. As in the syn-
thetic traces, increasing noise degrades the accuracy of all localization schemes.
Moreover, our localization schemes continue to perform the best under all noise
values.
To demonstrate the flexibility of our scheme, we also consider varying
noise when nodes have 3-D coordinates. We place 50 nodes including 5 anchor
nodes randomly in a cube with each side of 140 meters. Figure 3.10 compares
our localization schemes with the other schemes except Sextant, which works
only in 2-D. We observe that TSL and TSLRL perform similarly and their
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Figure 3.10: Varying noise in 3-D networks
curves overlap. They both yield the lowest error in all the cases. In com-
parison, Centroid yields the highest error since it only uses anchor nodes for
localization, which gives very limited location constraints.
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Figure 3.11: Impact of the number of time intervals
Varying the number of time intervals: Figure 3.11 shows the localization
error as we vary the number of intervals. As MCL and MSL* require warm-up
period, we use 5 warm-up intervals and vary the number of intervals for local-
ization from 5 to 60. As we can see, TSL, LRL and TSLRL yield the lowest
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errors under all numbers of intervals. In comparison, MCL incurs mean abso-
lute error of 0.6 even with 60 intervals. MSL* improves the convergence over
MCL by letting nodes use information only from the neighbors that have more
accurate coordinates, and reduces mean absolute error to 0.2-0.4. However,
it still under-performs our schemes because it does not fully exploit location
constraints during each time interval nor the structure in mobility, other than
the maximum speed.
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Figure 3.12: Running time
Running time: Finally we compare the running time of different approaches
on a Linux machine with Intel(R) Core(TM)2 Duo CPU E8200 2.66GHz pro-
cessor, 2GB memory, and 6 MB cache. Figure 3.12 shows the average running
time per interval as we vary the number of intervals for the default configura-
tion (i.e., 50 nodes including 5 anchor nodes, node density of 10, anchor density
of 1, and maximum speed of 10). Our schemes (i.e., LRL, TSL, TSLRL) and
MDS are implemented in Matlab, while the other schemes were implemented
in Java by other researchers. Java implementation is generally faster than
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Matlab. As shown in Figure 3.12, all of the schemes have close to constant
running time per interval. In other words, their total running time increases
linearly with the number of intervals. The ranking of their running time is as
follows: Centroid < MDS < MSL* ≈ MCL < LRL ≈ TSL ≈ TSLRL < Sex-
tant. Sextant has highest running time, around 1 minute per interval, because
computing the regions that satisfy all the distance measurement constraints
is expensive. Our approaches, LRL, TSL, and TSLRL, take 1-2 seconds per
interval. This is longer than the existing schemes except Sextant because we
try to fully exploit the location information within each interval and mobility
structure across intervals. However this running time is affordable for practical
use. Moreover, our implementation has room for optimization (e.g., adaptively
choosing the number of iterations as mentioned in Section 3.2.2 and converting
Matlab to C implementation).
Summary: Our simulation results show that our localization schemes sig-
nificantly out-perform the existing schemes under a wide range of scenarios.
They are also robust to measurement errors and affordable for practical use.
3.3.2 Testbed Experiments
3.3.2.1 Experimental Methodology
In this section, we evaluate our localization scheme in a sensor testbed.
We deploy a testbed consisting of either 25 or 36 mica2 motes with 915MHz
radios on a single floor of an office building. This allows us to evaluate our
localization algorithm under realistic radio characteristics. In our first exper-
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iment, we randomly place them in a square with 5.5m × 5.5m. This gives
node density of 20. We use the standard random waypoint [44] to generate
the motes’ coordinates. We use two types of mobility: low mobility with max-
imum speed of 0.2R and high mobility with maximum speed of 0.6R. In our
second experiment, we place the motes in a C shaped topology shown in Fig-
ure 3.14(a), occupying a total area of 6.5m × 6.5m, with a smaller square
of 3.4m × 3.4m taken away. It has a node density of 15. We again use the
standard random waypoint to generate the coordinates in the subsequent time
intervals while ensuring that the motes move within the region. For diversity,
we use medium mobility with maximum speed of 0.4R. In both topologies,
we use 15 time intervals and move these motes by hand at the beginning of
each interval to ensure the actual locations of the motes correspond to the
generated locations.
Among these motes, we randomly choose 6 anchor nodes in both topolo-
gies. We adjust the transmission power to −24dBm for all control and data
traffic. This gives the communication range of about 2.3 meters, and yields
multi-hop topologies with up to 3 hops. One mote, referred as the sink, is
attached to the MIB600 Ethernet board, which is connected to a power out-
let. We use the sink to log all the measurement data. The other motes are
powered by the batteries.
During each time interval, the sink first broadcasts a route establish-
ment frame (REF), which is flooded throughout the network so that every
other node can route towards the sink by reversing the shortest path along
60
which REF traversed. To improve the reliability of the route, every node se-
lects the path with the smallest ETX to route towards the sink. ETX quantifies
the total number of expected transmissions from a source to a destination [26].
To support such a route selection, an intermediate node i appends the ETX
between the sink and node i to REF before forwarding.
Next every mote broadcasts several packets at a random time so that
its neighbors can measure the received signal strength from it. Each mote
broadcasts once every 1.5 seconds, and chooses a random waiting time between
0.1 and 1.5 seconds to broadcast every broadcast interval in order to minimize
collisions among different nodes’ broadcast packets. Every mote periodically
sends a report to the sink to summarize the measured received signal strength
from all nodes it hears during the current period. The report is routed using
the shortest ETX path selected above. We then take measurements collected
from the sink over 15 intervals and use them to evaluate the performance of
various localization schemes. We estimate the distance between neighboring
nodes during a given time interval using average RSS of all the packets received
during that interval.
3.3.2.2 Experimental Results
Figure 3.13 shows the mean absolute error for 25-node and 36-node net-
works in the first topology. We make the following observations. First, all our
range-based localization schemes significantly out-perform the other schemes.
In particular, TSL and TSLRL improve Centroid by 65%-75%, MDS by 40%-
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(a) 25 nodes, low mobility
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(b) 25 nodes, high mobility
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(c) 36 nodes, low mobility
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(d) 36 nodes, high mobility
Figure 3.13: Localization accuracy: testbed in square region
55%, Sextant by 60%-75%, MCL by 70%-80%, MSL* by 60%-70%. Second,
our range-free versions also perform well: TSL-RF and TSLRL-RF both yield
lower errors than the existing schemes. LRL-RF occasionally performs worse
than MDS, the best of the existing schemes, because it only exploits low rank
structure, which may be affected by measurement noise in the testbed. Third,
the gap between the range free and range based versions becomes smaller
than that in simulation. This is because the testbed experiments have sig-
nificant errors in estimating the distances based on RSS measurements. This
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(b) 25 nodes, irregular topologies
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(c) 36 nodes, irregular topologies
Figure 3.14: Localization accuracy: testbed in C-shaped region
is further confirmed by Figure 3.15, which plots the CDF of the normalized
difference between the true distance matrix and the estimated distance ma-
trix based on RSS measurement. Such measurement noise makes the range
based constraints noisy. Fourth, as in simulation, TSL and TSLRL perform
similarly and out-perform the others, which indicates that temporal stability
is important for mobile network localization and robust to measurement noise.
Finally, comparing the five existing localization schemes, MDS performs the
best among the static localization schemes, and MSL* significantly improves
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Figure 3.15: CDF of measurement error in the testbed
accuracy of MCL in mobile network localization due to its faster convergence.
Even though MSL* leverages mobility information, it still does not perform as
well as MDS because it does not fully take advantage of network topology at
each time interval. By simultaneously exploiting the complete topology infor-
mation at individual intervals and the structure in mobility, our approaches
achieve much better accuracy.
Figure 3.14 (b) and (c) further plot the localization errors in a 25-
node and 36-node network deployed in a C-shaped region, as shown in Fig-
ure 3.14(a). Both range-free and range-based versions of our localization
schemes out-perform the existing schemes. The range-based versions of TSL
and TSLRL continue to perform the best, out-performing Centroid by 60%-
70%, MDS by 50%-55%, Sextant by 60%-70%, MCL by 65%-70%, MSL* by
50% - 55%. In addition, as we would expect, the accuracy of MDS degrades
in irregular topologies due to lack of strong correlation between the shortest
path distance and Euclidean distance, as described in Section 3.3.1.2.
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Summary: Our testbed experiments show that our localization schemes
out-perform the existing schemes in a range of settings. Among them, the
range-based versions of TSL and TSLRL consistently perform the best due to
the effectiveness and robustness of temporal stability constraints.
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Chapter 4
Localization for Single Mobile Nodes1
This chapter describes localization of a single mobile node, which may
not be connected with multiple nodes (e.g., without network connectivity or
only connected with an access point). Section 4.1 motivates our approach,
Section 4.2 presents our approach and finally Section 4.3 describes the evalu-
ation.
4.1 Characterizing Location Signatures
We first introduce various types of location signatures. We then moti-
vate the need for trajectory based localization by identifying the limitations
of point based localization and showing the advantages of trajectory based
localization.
4.1.1 Location Signatures
This subsection describes different types of location signatures.
1Part of this chapter appeared in [80]. I was responsible overall for the project. Wei
spent a lot of time brain-storming with me and also helped collecting traces. My adviser
Prof. Qiu and Prof. Zhang mentored and supervised the project.
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4.1.1.1 Magnetic Field
The earth’s magnetic field is a ubiquitous signature that can also po-
tentially be used for localization. The magnitude of the field from the earth
alone varies between 0.3− 0.6 Gauss (30− 60 µT ) [33]. However, the earth’s
magnetic field can be affected by many other factors, such as speakers, electric
lines, appliances, etc. The impact of these factors differs across locations. This
gives an opportunity to use magnetic field as a location signature.
4.1.1.2 Wi-Fi signals
A widely used location signature is Received Signal Strength (RSS),
since RSS has a direct relationship with the distance from the transmitters.
If the relationship between RSS and distance is known (e.g., in free-space),
we can use RSS from three transmitters to uniquely determine the location.
However, in practice, the relationship between RSS and distance is much more
complex due to multipath effects, interference, and noise. This significantly
limits the accuracy of RSS-based localization.
Recognizing the limitation of RSS-based approach, more recent works [75,
119, 91] leverage the more fine-grained Channel State Information (CSI) to im-
prove the localization accuracy. CSI gives signal-to-noise (SNR) information
for every OFDM subcarrier (or subcarrier group). When N transmitting an-
tennas send to M receiving antennas, the CSI consists of M × N matrices,
where a matrix gives the amplitude and phase between a pair of transmit-
ting and receiving antenna on a subcarrier. For example, the Intel Wi-Fi
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Link 5300 (iwl5300) 802.11 a/b/g/n wireless network adapters that we use
report the channel matrices for 30 subcarrier groups (around 2 subcarriers per
group). This more fine-grained signature improves accuracy, because different
locations are much less likely to have the same CSI than RSS.
4.1.2 Point-based Localization: Limitations
Point-based localization schemes determine a location based on mea-
surements collected from that individual location or point.
4.1.2.1 Magnetic Field
Here, we demonstrate that the accuracy of localization using magnetic
field readings from a single point is poor. We evaluate point-based localization
using the magnetic field outdoors. We use the drive traces that we collect as
described in Section 4.3. We pick every 100-th point from lap 2 for testing
and try to match these points with the points in lap 1 based on the closest
magnetic field value. We evaluate both with and without the knowledge of the
specific segment. Table 4.1 shows the results. We can see that the accuracy is
very poor. Without the segment information the error is hundreds of meters
and with the segment information tens of meters. This is due to significant
aliasing as points far apart can have similar magnetic field magnitude.
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Trace
# Points Error
Total Per Seg. Overall Per Seg.
1 152 15 199m 54m
2 143 14 278m 51m
3 146 15 229m 45m
4 141 14 259m 45m
5 148 15 231m 55m
6 185 11 318m 62m
7 121 9 158m 48m
8 128 13 211m 49m
9 104 6 161m 22m
Table 4.1: Accuracy of point based localization outdoors
4.1.2.2 Wi-Fi Signals
PinLoc [91] uses CSI for localization. As the authors point out, CSI
from locations even just 2cms away can be very different. So PinLoc uses
significant training data by having a roomba robot moving in a 1m by 1m grid
for 4 minutes collecting the training data which is an average of 60 samples
from each 2cm by 2cm grid in order to identify which grid a new measurement
falls into. They further cluster the training data and localize a user to a 1m
by 1m spot if multiple measurements are classified as falling into that spot.
To understand the performance of point based localization using CSI
with sparse training data, we collect a CSI trace using the Intel 5300 cards
based on the tool developed in [40]. We measure the CSI in a regular office
building, by having 44 grids each measuring 2m by 2m. We use MCS 0, and
15 dBm Tx power for the measurement. We collect the CSI from 5 senders
at 3 points in each grid. This gives us altogether 132 locations. Each location
collects 30, 000 packets. Each packet has CSI values from 30 subcarrier groups
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on each pair of Tx and Rx antennas, which gives us a total of 90 values on all
3 receiving antennas.
We quantify the performance based on the following information in the
CSI: (i) phase, (ii) amplitude, and (iii) combination of phase and amplitude.
The initial phase of each transmission varies randomly. To get more reliable
phase signature, we post-process the raw phase information to remove the
random initial phase. Whenever phase(s + 1) < phase(s), where s is the
subcarrier index, we update phase(s + 1) = phase(s + 1) + 2π, since the
phase of subcarriers in a frame should change monotonically. We then remove
the random initial phase of the first subcarrier from the phases of all the
subcarriers, i.e., phase(s) = phase(s) − phase(1), ∀s. We compute the mean
CSI for each subcarrier group over all packets, which gives us a vector of 3
(antennas) × 30 (subcarrier groups) × 5 (senders) = 450 mean phase values
and use this as the signature of localization. (ii) Amplitude signature is simply
a vector of 450 values of the mean amplitude of each subcarrier group across all
packets. (iii) Combined signature: for the CSI measurement on subcarrier s,
once we get the corrected phase, phase′(s), we compute the new complex CSI
value: a′+b′i, with a′ = A(s) × cos(phase′(s)) and b′ = A(s) × sin(phase′(s)),
where A(s) is amplitude of the signal at subcarrier s. We obtain the combined
signatures as a vector of 450 complex values, which represent the mean over
all packets.
We first evaluate the performance of localization when training data
from the exact location is available. We divide the 30, 000 packets from each
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location into a training trace of 20, 000 packets and a testing trace of 10, 000
packets. We then find the best match for each of the locations using the testing
trace. 132/132 locations are matched correctly while using phase signature
and amplitude signature and 131/132 locations are matched correctly using
the combined signature. On closer inspection of the one incorrect match from
the combined signature, we find that the right match is still within top 5 closest
matches with small differences in the signature. This shows that CSI from the
exact same location is likely to be similar at least over small time-scales, as in
this experiment, where training and test traces were collected back-to-back.
Next we evaluate a more realistic case when there is no training data
from the exactly same points and check if we are able to match the signatures
to the closest location. We take one location from each grid of size 2m by 2m
as the training location, so altogether we have a total of 44 training locations,
and 2 locations from each grid of the same size as the testing locations, which
gives a total of 88 test locations. We deem correctly classified if we match
to the closest location, among the closest 2 locations, or among the closest 5
locations. As shown in Table 4.2, we match to closest location only 24% of the
the time using amplitude signature, 9% of the time using phase signature, and
11% of the time using combined signature. The limited accuracy is because
CSI at nearby locations can be very different. Specifically, the wavelength
of the Wi-Fi signals is about 5.8cms for channel 36, 5.18 GHz, and phase
is reversed every half wavelength, so even very nearby points can have very
different phases. Amplitude information is robust against phase variations but
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Error method Amplitude Phase Combined
Dist. error 5m 7m 7.8m
Match to top 1 24% 9% 11%
Match to top 2 41% 13% 18%
Match to top 5 65% 35% 41%
Table 4.2: Accuracy of matching to neighboring locations
still performs poorly due to measurement noise and poor correlation between
geographic distance and signal strength.
Figures 4.1 (a), (b), and (c) further show the correlation between the
real distance between the locations and the distance between their correspond-
ing amplitude, phase, and combined signatures, respectively. We see that as
the real geographic distance increases, the difference between the signature dis-
tance may not always increase. This explains the poor accuracy of matching
to the closest locations.
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Figure 4.1: Real distance vs. signature distance
4.1.3 Potential of Trajectory-based Localization
In this section, we study the potential of trajectory based localization.
Trajectory based localization has the potential to significantly out-perform
the point-based localization schemes by leveraging information across multiple
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points along the trajectory.
4.1.3.1 Magnetic Field
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Figure 4.2: Magnetic field, different devices
We measure the magnetic field along a few trajectories under different
conditions. Figure 4.2 (a) and (b) compare the magnetic field between the
two points on an indoor trajectory (of length 1.5m) measured using different
devices (iPad vs. iPhone). While the curves have different shift and scale since
the devices have different sensitivity and different speeds, their patterns look
similar.
Figure 4.3 (a) shows the magnetic field collected using an iPhone on two
different days. To understand the impact of device orientation, we recorded
one trace by placing the iPhone on a book and rotating it while pushing the
book from Location 1 to Location 2 (they are 1.5 m apart). While all other
traces were taken by simply pushing the book. Further, in Figure 4.3 (b), we
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Figure 4.3: Magnetic field across same trajectory
see that two different positions of the phone – hold it in hand and walk or put
it in pocket, still yield similar magnetic field pattern (on a 7.5m long indoor
trajectory).
To understand the impact of walking direction, we walk from location 1
to location 2 and then walk back from location 2 to location 1. As Figure 4.4 (a)
and (b) show, the measurements collected in the same direction look similar,
while the measurements collected in the opposite directions look reversed. This
shows that it is sufficient to have the training traces in one direction and to
have them reversed for the opposite direction.
Next we look at magnetic field pattern outdoors while driving. Several
factors may affect the magnetic field patterns outdoors, such as measurement
time, types of devices, and cars. Figure 4.5 (a) shows the magnetic field pattern
on a street in Redmond Town Center on two different days, and the pattern
remains reasonably similar. Figure 4.5 (b) shows the pattern across different
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Figure 4.4: Magnetic field patterns while walking forward and backward
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Figure 4.5: Outdoor magnetic field pattern
devices is similar. Figure 4.5 (c) further shows the pattern across different cars
remains the same. We further show in Section 4.3 that magnetic field can be
leveraged to perform localization with errors lower than a meter indoors, and
close to GPS accuracy outdoors.
4.1.3.2 Wi-Fi Signals
Here, we show that Wi-Fi signal trajectory can be leveraged for local-
ization too. In Figure 4.6, we plot the RSS over the same 4m long indoor
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trajectory taken in two different walks and see that the pattern remains sim-
ilar. In Section 4.3, we will show that using RSS and CSI information across
trajectory yields accurate localization with errors close to about 0.3m.
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Figure 4.6: RSS time-series
4.2 Our Approach
4.2.1 Overview
Motivated by the potential of trajectory based signatures, we propose
a localization system, which consists of a centralized server and mobile clients,
to perform the following tasks:
Training data collection: Clients voluntarily submit the training traces.
The outdoor traces include both GPS coordinates and corresponding magnetic
field measurement. Whenever GPS is unavailable (e.g., urban canyons), we
can still annotate our training traces with the correct trajectory label as long
as we can obtain occasional GPS locks. The indoor traces include location
coordinates and the associated magnetic or Wi-Fi measurements. We can
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annotate the training trace with the trajectory label as long as we know at
least two locations on the traces. Clients need not be always connected to
the server. Instead, they only send data to the server when the Internet is
available with low cost (e.g., free Wi-Fi).
To simplify processing of testing traces, the training traces are cut into
a few standard segments. For example, in outdoor traces each segment can be
between two adjacent intersections. In our evaluation, we collect the training
traces per segment, so they are already cut appropriately. For outdoor traces
with GPS information, cut-points could be easily determined based on GPS.
For ease of data collection indoors, we could leverage gyroscope and compass
information [105], to detect common points that people make turns and use
these points as intersections to cut the training trace. Additionally if a user
has volunteered for crowd-sourced training data collection (e.g., in return for
coupons), she could facilitate cut-point detection (e.g., by shaking the phone in
a particular pattern which is recorded by the accelerometer). If a segment has
multiple training traces, the server clusters them into one or multiple groups
based on the similarities of the traces.
Localization: Localization is done locally without contacting the server to
reduce communication cost and protect the users’ location privacy. A mobile
client downloads the training traces for the few areas it visits, occasionally
(e.g., once a week) when it is connected to Wi-Fi. Training traces are clustered
as explained above to greatly reduce the amount of data to be downloaded by
the client. If it happens to go to a new area, it can download new training
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traces on demand. At the beginning of a trip, a mobile client first gets a
GPS reading to locate the initial trajectory and then turns off the GPS. Then
periodically the client may turn on GPS (e.g., once every two minutes). Be-
tween two GPS readings, localization is performed by collecting the location
signature and comparing the new trace with the training traces.
4.2.2 Problem Formulation
We decompose the localization problem into two steps: (i) identifying
trajectory and (ii) localizing points on the trajectory. The first problem can be
viewed as matching two time-series, where we are given measurements from a
set of trajectories and our goal is to identify the trajectory whose measurement
best matches our current measurement. Specifically, let m′ denote our current
measurement, and m(i, j) denote a training trace for the i-th trajectory during
j-th measurement, since a trajectory may be measured multiple times. We
want to determine if the trajectory of the new trace appears in the training
trace; if so, find m(i, j) that best matches with m′. Once we find the correct
trajectory, the second step is then to further localize the end point of the new
trace, which is the user’s current position and denoted as e, by aligning the
current trace with the matching training trace and localizing e as the location
of the point on the training trace aligned with e.
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4.2.3 Trajectory Matching & Localization
4.2.3.1 Distance Metrics
A key issue in trajectory matching is to define an appropriate distance
function that quantifies the similarity between the location signatures and
is robust against different devices, speeds, time, environmental factors while
capturing the general trend. Some simple distance functions include average
and standard deviation of the time-series. However, such high-level aggregate
statistics lose valuable details about the time-series.
Another natural distance function is the length of the longest common
subsequence (LCSS) [25]. Given two sequences, it finds the longest subse-
quence common to them and uses the length to quantify their similarity. It
allows skipping non-matching points. LCSS is well known and can be efficiently
solved by dynamic programming. However, it has a few notable limitations.
First, it uses a binary indicator for match or mismatch. We therefore need to
determine an appropriate threshold for declaring a match between Xi and Yj,
which is hard. A too small threshold may miss many true matches, while a too
big threshold may lead to many false matches. Second, LCSS only captures
the length of the match and completely ignores the unmatched parts, which
is also important.
We use dynamic time warping (DTW) [69]. It overcomes the limitations
of LCSS by computing the fine-grained distance over all points of the two
sequences. It stretches or compresses portions of the input sequence to improve
the alignment and minimize the total distance. This is useful when we try to
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match traces collected from different speeds. Below we first introduce the
classic DTW, and describe the challenges of applying DTW in our context.
Then we propose a range of techniques to address them.
Figure 4.7: Alignment of two sequences in DTW
4.2.3.2 Classic DTW
DTW complete sequence: Given two sequences: X = (x1, x2, ..., xN)
and Y = (y1, y2, ..., yM) and distance between any two points d(xi, yj), DTW
applies dynamic programming to find the best alignment of points on X to
points on Y . The dynamic programming technique is general and can be
applied to any additive distance function, and can be extended to multiple
dimensions as well. We use L1 norm as the distance function in our evaluation.
Other distance functions such as L2 norm yield similar results.
Figure 4.7 illustrates DTW alignment. DTW stretches required parts
to find best alignment between the two curves. Algorithm 1 shows the pseudo
code. It first initializes the distance between the two time-series to infinity,
and then computes the DTW distance based on the recursive relationship in
line 17.
DTW subsequence: Different from DTW complete sequence, DTW subse-
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quence tries to find the alignment and the subsequence of Y such that it best
matches with the complete sequence of X. DTW subsequence is more useful
in our context because we need to localize a user while she is in the middle
of a trajectory and the input sequence is not complete. In this case, DTW
subsequence not only allows us to find a match, but also outputs the alignment
which gives the current location of the user. It is interesting to note that DTW
subsequence can be computed with the same complexity as DTW complete se-
quence, just by changing the initialization: line 13 toDTW (1, j) = d(x[1], y[j])
to allow first point in test to align anywhere rather than forcing it to align with
the first point in the training trace. Furthermore, the DTW distance between
the two sequences is min(DTW (n, :)) instead of DTW (n,m) in order to find
match for all elements in the test sequence to a portion of the training trace.
Input: x, y: x – test and y – train, d(x[i],y[j]): distance between the two symbols.
Output: DTW(x, y): DTW distance between x & y
1 n = length(x);
2 m = length(y);
3 for i=1:n do
4 for j=1:m do
5 DTW(i, j) = infinity;
6 end
7 end
8 DTW(1, 1) = d(x[1],y[1]);
9 for i=2:n do
10 DTW(i, 1) = DTW(i-1, 1) + d(x[i], y[1]);
11 end
12 for j=2:m do
13 DTW(1, j) = DTW(1, j-1) + d(x[1], y[j]);
14 end
15 for i=2:n do
16 for j=2:m do
17 DTW(i, j) = d(x[i], y[j]) + min(DTW(i-1, j), DTW(i-1, j-1), DTW(i, j-1));
18 end
19 end
20 return DTW(n, m);
Algorithm 1: Compute DTW distance
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4.2.3.3 Challenges of Applying DTW
Singularity problem: A well-known issue with DTW is that multiple points
on one curve may be incorrectly mapped to one point on the other curve [51].
This is especially common when the Y-axis values of the two time-series are
different. DTW is effective when aligning two sequences that are similar in
Y-axis values except acceleration or deceleration in time. The algorithm faces
difficulties when the two sequences differ in the Y-axis values as well. While
global differences, such as global shifts or scaling or other linear transforma-
tion, can be removed before applying DTW, the local differences are much
harder to deal with. For example, due to environmental noise and different
measurement devices, the two time-series are likely to have different local fea-
tures in the Y-axis values (e.g., one series has a higher peak than the other). In
this case, DTW responds to the difference in Y-axis values by modifying time-
axis and causes incorrect alignment. Due to noise and external factors, our
measurements from the same segment are unlikely to be identical and this may
cause singularity problems and lead to inaccurate matching and localization.
Handling speed differences: When we find a test sequence in a training
sequence, we require using the complete test sequence but can match to a
smaller portion of the training sequence. If the test sequence is collected at
a higher speed than the training sequence, ideally we want to match a point
on the test sequence to multiple points in the training sequence. However,
DTW fails to find such a match. Instead it prefers matching a point in the
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test sequence to one point in the training sequence since the distance tends to
increase with the number of matching points in the training trace.
Handling diverse training traces: Training traces for one trajectory can
come from many users and they can be very different due to different device
types, different time of the day, different positions of the devices in cars, and
different cars, as well as random events and noises. We can improve accuracy
by collecting more traces in more diverse environments. But how to effectively
leverage different traces is an important design choice. Simply taking the
average of DTW distance for each trace may mix up different patterns and
lose important information. On the other hand, grouping traces based on how
the measurement is collected may not be feasible due to lack of information.
In addition, which factors in the measurement method affect the patterns may
vary across different locations.
Minimizing computation cost and power consumption: Localization
needs to be carried out on mobile devices, which have limited computation
power and energy. DTW uses dynamic programming and involves building a
large table: M ×N , where M and N are the sizes of the two input sequences.
This can be computationally intensive. Continuous localization further re-
quires DTW to be called more than once in one trajectory. In order to be a
competitive alternative to GPS, the energy cost of computing DTW should be
much lower than GPS. Therefore, we should not only achieve high localization
accuracy but also low computation/energy cost.
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Full path localization: Finally, continuous localization requires accurate
identification of the completion of an old segment and the starting of a new
segment. As a user is moving, the location signature is being collected con-
tinuously without clear separation of segments. While we can find the first
segment using the initial GPS reading and then start localizing along that
segment with the training traces, our algorithm needs to tell that the current
segment is completed and quickly identify a new segment. To achieve that, a
few important challenges are involved: first, it is not clear how to find the end
point of each segment in a long testing trace. DTW subsequence can tell that
the testing sequence is approaching the end of a training segment. However,
it is hard to tell the exact end point due to data ambiguity and noise. The
precision of the end point detection can significantly affect the accuracy of
future segment matching. Second, given that the end point cannot be found
precisely, it is important that our algorithm is robust to imprecise cuts.
4.2.3.4 Our Enhancements
Using wavelet coefficients to handle different speeds and achieve ac-
curacy: Using wavelet coefficients instead of the raw traces offers two major
benefits. First, it allows us to handle different speeds. When the two time-
series are collected at different speeds, we use wavelet coefficients at different
wavelet levels (or scales). In particular, as mentioned in Section 4.2.3.3, when
finding X in a subsequence of Y , the classic DTW works well when X has
lower or similar speed as Y ; but the classic DTW subsequence fails when X
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has higher speed than Y . Instead of matching X and Y wavelet coefficients at
the same levels, we can find X in a subsequence of Y (s), where Y (s) is the Y’s
wavelet coefficient at level s. We use the level that gives the best match. We
use lowest normalized DTW distance as the metric. It is defined as DTW dis-
tance divided by the length of the warping path to avoid bias towards shorter
paths, where warping path refers to the set of matrix elements that define the
mapping between X and Y . We consider both approximation coefficients and
detail coefficients. Our results suggest that approximation coefficients yield
higher accuracy.
Another important benefit of using wavelet coefficients is that it im-
proves efficiency. If we use the approximation coefficients at one level higher,
it reduces the number of coefficients by half, and decreases the computation
time of DTW to 1
4
. Since the approximation coefficients at level 2 still give
a good approximation to the original curve of observed magnetic field val-
ues, localization accuracy degrades little as shown in Section 4.3. Note that
even if we need to match with wavelet coefficients from multiple levels, it is
still efficient since the number of interesting levels is a handful. The longest
wavelet coefficients we need to consider is only 1/4 of the length of the original
time-series, which is 1/16 computation time. We use the Haar wavelets for
our evaluation due to its simplicity and choose Level 2 as the default. For
multilevel, we use level 2 for test trace, and pick the best matching train level
between level 2 and level 5. Furthermore, if going from level 2 to level 3 does
not improve DTW distance of the alignment, we stop trying higher levels.
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This serves two important purposes: (i) improving efficiency, (ii) reducing the
number of candidates and achieving higher matching accuracy.
Coping with singularity: We address the singularity problems by (i) pre-
processing the data, (ii) using different local weights in DTW, and (iii) impos-
ing a window constraint.
Specifically, to capture important features in the trace and reduce high
frequency noise, we smooth the magnetic field traces using Savitzky–Golay fil-
ter [72]. We use more aggressive smoothing (with 45 points) for matching since
only the high level shape is important. We smooth less aggressively (with 21
points) for localization since local features are more important. Furthermore,
we observe that outdoor magnetic field traces from the same segment may look
alike but with a shift in the y-axis. A shift is present sometimes even when
using the same device. Therefore we remove the mean for these traces before
alignment.
To favor horizontal, vertical, or diagonal direction in alignment, we can
have local weighting as described in [69]. This is a simple modification to line
17 in Algorithm 1 to weigh d(x[i], y[j]) differently by wh, wv or wd based on
the step taken to reach (i, j). This gives the following recursion:
DTW (i, j) = min(DTW (i− 1, j) + d(x[i], y[j])× wh,
DTW (i− 1, j − 1) + d(x[i], y[j])× wd,
DTW (i, j − 1) + d(x[i], y[j])× wv)
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Having a lower weight on the diagonal (thus lower distance penalty)
helps avoid singularity problem. Moreover, having a lower weight on the hor-
izontal helps match a short testing sequence (which may be collected at a
higher speed) in a longer train sequence. We use wd = 0.6, wv = 1, wh = 0.6,
which work reasonably well for all speeds.
Due to the singularity problem, some points in the beginning of the
training trace may match with some point in the middle of the test trace. To
prevent such an alignment from happening, we impose a window constraint
as follows. Suppose the maximum ratio between the speeds of the two traces
possible is max speed ratio. Then the n-th point in one of traces can only
align with any point between n × 1
max speed ratio
and n × max speed ratio of
the other trace. To accommodate this, we change the loops in Algorithm 1 as
follows: (i) line 9 and 12: for loop goes from 2 to max speed ratio, and (ii)
line 16: i × 1
max speed ratio
to i × max speed ratio. Our implementation uses
max speed ratio = 2 as the default.
Clustering training traces: Given that the time-series can exhibit different
patterns for one trajectory, and it is challenging to identify the contributing
factors of the different patterns, we use clustering to automatically partition
training traces into different clusters as follows. We use the Meila-Shi spectral
clustering algorithm [66], which is the recommended algorithm in [59] due
to its excellent performance and solid mathematical foundation. Let W be
the adjacency matrix of similarities between different pairs of training traces,
with weight wij = 1/DTW (i, j), where i, j are indices of training traces. Let
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D be the degree matrix, which is a diagonal matrix with the node degree
di =
∑
j wij on the diagonal. We take the eigenvectors corresponding to
the
√
N smallest eigenvalues of the normalized graph Laplacian matrix Lrw =
I−D−1W (where I is the identity matrix) and then call k-means clustering [57]
to cluster points by their respective
√
N components in these eigenvectors.
We find the matching trajectory by finding the closest cluster, which gives the
smallest average DTW distance to the testing trace. Then we find the closest
training trace from this cluster and use this trace for localization within the
trajectory. The server performs clustering on the training traces oﬄine in
advance.
Enhancing efficiency: Using wavelet coefficients already improves efficiency.
To further reduce the computation cost, we observe that DTW is incremental
in nature. Thus when DTW is called multiple times in one trajectory (e.g.,
for continuous localization), we only compute the newly added rows in the
dynamic programming table rather than computing the entire table every time.
Specifically, every new reading corresponds to a new row, and the existing table
entries can still be reused because of the dynamic programming property.
Full path localization: Putting together trajectory matching and point
localization, we perform Full Path Localization of a user as follows.
1. Identify the current trajectory: DTW subsequence is run at every inter-
section to identify which segment the user takes.
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2. Continuous localization within a trajectory: Once we know which seg-
ment the user takes, we periodically localize the user’s current location to
a location on the matching training trajectory using incremental DTW
subsequence.
3. End point detection: When we find that we are close to the end of
the training trajectory (e.g., via DTW subsequence), we first call end
point detection after waiting for a few seconds to ensure the trajectory is
complete. Then our end point detection tries to find the training segment
as a subsequence in the current testing trace using DTW subsequence.
Assuming the testing trace covers a longer distance, the point on the
testing trace that aligns with the end point of the training segment is
considered as the road intersection on the testing trace.
4. Identify the new trajectory: After detecting the end point of the pre-
vious segment, we first wait and accumulate enough information about
the current segment to allow correct matching. In our implementation,
we wait for min(min(L), fraction × max(L)) points, where L is the
set of lengths of training traces. We use fraction = 0.5 outdoors and
fraction = 0.75 indoors. A larger value is used indoors because seg-
ments are much shorter (e.g., 4-6m vs. 100-200m). Then we apply the
DTW subsequence in step 1.
Since end point detection may have errors we not only use the most
recent segment but also concatenate the previous segments to enhance
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robustness while keeping the running time low. Since matches for the
previous segments are known, our test candidate set does not grow. As
before we use the 3 possible next segments for our candidate set but just
concatenate them with the known previous segment, just to remove the
dependence on end point detection. In particular, if the matching results
based on the recent one segment and the recent two segments agree, we
use the results. Otherwise, we use the last three segments for matching,
and take a majority vote. In case there is no majority, we use the result
based on the last three segments since it contains more information. In
all cases, incremental DTW is used to improve efficiency.
4.3 Evaluation
4.3.1 Evaluation Methodology
Magnetic field: We use smartphones to collect magnetic field traces both
indoors and outdoors at 32Hz, and also record the GPS readings for the ground
truth outdoors. We use three different devices: Pantech Crossover, Huawei
Prism, and Samsung Galaxy S. The recorded magnetic fields are in x, y and
z directions with respect to the phone. We only use the magnitude since the
direction is sensitive to the phone orientation. Our indoor magnetic traces are
over 2 floors of an office building and outdoor traces are from different cities.
Table 4.3 and 4.4 show our outdoor and indoor traces, respectively.
Wi-Fi: We collect Channel State Index (CSI) and RSS traces using the
tool [40] released for Intel 5300 wireless cards. We refer to RSS as the average
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# Area Car Device Laps/Segs Time
1 Shopping, Redmond Accord (frontseat) Pantech 3/10 Evening
2 Shopping, Redmond Accord (frontseat) Pantech 3/10 Night
3 Shopping, Redmond Accord (backseat) Pantech 3/10 Night
4 Shopping, Redmond Accord (frontseat) Prism 3/10 Evening
5 Shopping, Redmond Fusion (frontseat) Pantech 5/10 Night
6 Downtown, Redmond Accord (frontseat) Prism 5/17 Mid-day
7 Residential, Bellevue Accord (frontseat) Prism 5/14 Evening
8 Residential, Austin Yaris (frontseat) Prism 4/10 Night
9 Downtown, Austin Yaris (frontseat) Prism 4/10 Mid-day
Table 4.3: Table of outdoor magnetic field traces collected
# Office Area Device Laps/Segs Day & Time
1 Near cubes Pantech 5/11 Weekend evening
2 Near cubes Prism 5/11 Weekend evening
3 Corridors Pantech 5/9 Weekday night
4 Corridors Prism 5/9 Weekday night
Table 4.4: Table of indoor magnetic field traces collected
received signal strength over all subcarriers for that transmit-receive antenna
pair. CSI is essentially fine-grained signal-to-noise (SNR) information for every
OFDM subcarrier (or subcarrier group) for every transmit-receive antenna
pair. We collect the Wi-Fi traces in an office building within an area of 225m2.
We try to maintain uniform walking speed while collecting the traces. This can
also be achieved using a Roomba robot as in [91]. We collect the traces for all
possible paths given the floor layout and 3 traces for each path. They contain
11 segments. Our measurement uses MCS 0 [65] and transmission power of 15
dBm. Our evaluation uses magnitude of CSI. CSI is more fine-grained than
RSS, so is expected to yield higher accuracy.
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Figure 4.8: Outdoors: schemes across different clustering
4.3.2 Magnetic Field: Matching & Localization
4.3.2.1 Outdoors
Comparison of different schemes: Figure 4.8(a) compares the matching
accuracy of DTW based approaches with longest common subsequence (LCS)
and average (AVG) using traces 1-5. DTW is DTW on original time series,
i.e., y-value after the pre-processing mentioned in Section 4.2. LEVEL2 and
LEVEL4 are DTW run on the approximate wavelet coefficients at level 2 and
level 4. We omit the curves of other levels for visual clarity. For LCS, we
use 10% of the range of the training curve as a threshold for a match. AVG
uses the mean over an entire trajectory and finds the trajectory with closest
mean. For all the schemes, we compare three clustering methods: random
clustering, natural clustering based on the collection setting (e.g., car type,
device locations, etc.), and spectral clustering described in Section 4.2.3.4.
We refer to different drives/walks of the same route/path as a lap, a lap may
contain more than one segments. We first pick one lap as the test lap, and
everything else is the training lap. Next, at every intersection, we consider
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all possible test cases, where user reaches the intersection via any of the 4
intersecting segments and leaves the intersection via any of the remaining
3 segments. This gives us 12 test cases at every intersection for every test
lap. We further vary the test lap one by one to get 12 ∗NumIntersections ∗
NumLaps number of total test cases and present the aggregate results over
these test cases.
We make the following observations. First, DTW based approaches
consistently achieve the highest matching accuracy. DTW accuracy is 10-30%
higher than LCS and 25-117% higher than AVG. Second, using wavelet coef-
ficients has comparable accuracy as original DTW. Third, spectral clustering
gives better performance than natural clustering (by 10%), which outperforms
random clustering (by 23%). It shows that traces collected from the same tra-
jectories exhibit different patterns and clustering helps capture these patterns
and improve the matching accuracy. Spectral clustering is better than natural
clustering because the traces collected in the same way may not necessarily
exhibit the same pattern. We use the traces 1-5 with spectral clustering as the
default outdoor trace below. We also refer to it as Combined trace.
Figure 4.8(b) compares localization accuracy. On each trajectory we
pick a point at 25%, 50%, and 75% of the total length and test for localization
accuracy at each of these selected points. In LCS, we pick the last point
returned on the training trace as the estimated current location. In CP, we
match the current location in the testing trace to the closest matching signal
value in the training trajectory. So CP is the only scheme that does not
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use the trajectory information. Figure 4.8 (b) plots the median error. We
compute error based on the GPS ground truth. We observe a similar trend as
the matching results. DTW based approaches significantly outperform LCS
and CP. For example, with spectral clustering, the median error of DTW (on
the original time series) is around 13m, while the error of LCS is 62m and
that of CP is 41m. The corresponding numbers for mean error are 16m, 63m
and 48m, respectively. LEVEL2 performs as well as DTW on original time-
series with the median and mean errors close to 13m and 16m, respectively.
Both the matching results and localization results suggest using wavelet level
2 coefficients achieves similar accuracy as using the original time series. So
we use LEVEL2 below due to its higher efficiency. We note that the mean
and median errors show similar trends and henceforth only report the median
error in the interest of space.
Impact of varying speed: Now we evaluate the robustness of our approach
against different speeds. We manipulate the trace to simulate different speeds
and show the result in Figure 4.9. Speed ratio 1 refers to the speed of the
original non-modified traces although in reality they may not be collected
at exactly same speeds. To simulate speed ratio of testing trace to training
trace greater than 1 (i.e., the testing trace is faster), we linearly interpolate
the training trace. Similarly, to achieve speed ratio that is less than 1, we
interpolate the testing trace. In this set of results, we use our MULTI LEVEL
scheme as described in Section 4.2.3.4, with the base level of 2 and window size
of 2. We omit DTW in the figure for visual clarity, since its trend is similar to
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LEVEL2. We compare with LEVEL2 with window set tomax speed ratio = 2
(LEVEL2-W2) and with window set to the speed ratio (LEVEL2-W-INC).
The latter has the benefit of knowing the speed ratio, which is not available in
practice. Despite the benefit, our MULTI LEVEL performs better than both
versions of LEVEL2: its matching accuracy is 73% and 54% for speed ratios of
2 and 6, respectively; and its localization error is 16m and 24m, respectively.
In comparison, the accuracy of fixed wavelet level drops significantly: the
matching accuracy of LEVEL2-W2 and LEVEL2-W-INC drops from 84% to
71% under a speed ratio of 2 and drops to 48% under a speed ratio of 6;
their localization error increases from 13m to 23m under a speed ratio of 2,
and increases to 61m and 48m, respectively, under a speed ratio of 6. These
results demonstrate the effectiveness of the multi-level wavelet scheme.
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Figure 4.9: Outdoors: effect of varying speed
4.3.2.2 Indoors
Next we evaluate the performance indoors. For localization error cal-
culation, since GPS is not available indoors, we set up an indoor coordinate
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system by getting coordinates of the first and last points of the segment and
walking at a uniform speed so that we can get intermediate locations through
interpolation. For brevity, we only show the results for varying speed in Fig-
ure 4.10. The default speed ratio of 1 is also included for comparison. We
consider traces 1− 2 together and 3− 4 together and use spectral clustering.
First, we find that indoor accuracies are higher than outdoors due to more
stable measurements and slower speeds. Second, matching accuracies do not
deteriorate with higher speeds as indoor traces have mean information, which
does not vary with the speed. Third, the MULTI LEVEL is robust to such
speed variation, and outperforms LEVEL2-W2 by up to 83% and LEVEL2-
W-INC by 57% at a speed ratio of 6. In comparison, the schemes based on
the fixed wavelet level degrade significantly with the speed: the error increases
from 0.3m to 1.8m for LEVEL2-W2, and from 0.3m to 0.7m for LEVEL2-
W-INC between speed ratios of 1 and 6. Although here we show matching
accuracy between 3 candidates, we find that even finding match among many
more candidates indoors is accurate. This is useful when we do not have an
idea of which intersection the user is at.
4.3.3 Magnetic Field: Full Path Localization
In this subsection, we study the accuracy and efficiency of our complete
solution with magnetic field in realistic full path localization. The accuracy
here is different from the previous evaluations because here the error is cu-
mulative. Specifically if we make a wrong match on the current segment, all
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Figure 4.10: Indoors: accuracy with varying speeds
subsequent matches will likely be wrong since it considers the end point of
the current segment as the starting point of the new segment and uses that
to determine the set of candidate training traces to match against. Similarly,
the localization error also increases.
4.3.3.1 Outdoors
We show the benefit of our localization scheme in terms of (i) accuracy
and (ii) power consumption.
Accuracy: We use the Combined trace, which has 3 intersections. At each
intersection, there are 3 candidate next segments. We consider 2 routes: the
route we drove on and the reverse route, and present the aggregate errors.
Each route has 17 test laps, which gives 34 routes in total for testing.
In Figure 4.11, we show the performance at each segment in the path.
When there is a matching error, we compute the future localization error until
the current incorrect segment is over. Beyond that, we may not have traces for
real error computation. Whenever there is no trace, we assume the estimated
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location is the last point of the incorrect segment for error computation.
We assume the first segment is known (e.g., from GPS lock) so the
matching accuracy is 100%. As we would expect, the initial segments have
highest matching accuracy and lowest localization error. As the user travels
more segments, the accuracy degrades due to cumulative errors. Matching
accuracy goes down from 75% at the second segment to about 60% at the
fourth segment. Localization error is 18m on the first segment, and about
40m on the fourth segment. So we recommend getting a new GPS reading
after the fourth segment.
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Figure 4.11: Outdoors: accuracy across intersections
Power consumption & running time: Figure 5.16 shows our power ben-
efit. We run computation on the phone since oﬄoading the computation to a
server requires communication and cellular communication is power intensive.
We use power monitor from Monsoon Solutions [76] for power measurement.
We measure the average power consumption when (i) phone is on, but screen
is off and no application is running (p1), (ii) phone is on, screen is on, and no
other application is running (p2), (iii) GPS is running (p3), (iv) our localization
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scheme is running (p4). We implement our scheme as follows: we keep GPS
on until we receive one GPS lock, then turn off GPS and only dump magnetic
field readings. We use LEVEL2 in the implementation. We assume 4 segment
drive time of 2 minutes, which is the case in our Combined outdoor trace.
So each segment takes 30 seconds. We get sensor reading at 32Hz as in our
evaluation and compute matching 18 seconds after the start of every segment
(to accumulate enough readings) and afterwards localization is run every 6
seconds till the end of the segment. On Samsung Galaxy S3, average running
times (over 30 minutes drive) for each localization and matching operation are
47 ms and 274 ms respectively. Thus it is very practical to run the compu-
tation on the phone. Even on the much older Huawei Prism, these numbers
are 82 ms and 1883 ms respectively. After 2 minutes, we turn on the GPS
(automatically) and repeat the matching and localization as explained above
for next set of 4 segments and plot the benefit of our scheme for various drive
times. We compute the power savings as follows: get power consumption of
GPS as p = p3− (p2−p1) and our scheme as p′ = p4− (p2−p1). The benefit of
our scheme is then: p−p
′
p
. This includes CPU cost incurred due to localization.
We see that the power saving varies across devices because different devices
consume different power for the same computation and also have different GPS
tail power. The power savings of our scheme can be as high as 45% − 55%.
Assuming 2000 mAh battery capacity on the Galaxy phone, the power saving
corresponds to 48 minutes more battery life (2.5 vs. 3.3 hours) with the screen
on, and 8 hours more battery life (6.4 vs. 14.4 hours) with the screen off.
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Figure 4.12: Power savings of our scheme
4.3.3.2 Indoors
Figure 4.13 compares full path indoor localization. Since it is hard to
find multiple intersections with all 3 candidate options to take indoors, we
collect nearby segments on an office floor, and create 3 intersections. We then
create 27 different paths through these intersections. The results show a sim-
ilar trend to the outdoor case, where performance degrades as the user moves
along. Interestingly, the absolute performance numbers are much better in-
doors due to a much slower moving speed and more stable indoor environment.
Even after 4 segments, the matching accuracy is still as high as 96% and the
localization error is only 0.3m.
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Figure 4.13: Indoors: accuracy across intersections
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Figure 4.14: Wi-Fi: varying number of receive antennas
4.3.4 Wi-Fi: Matching & Localization
Next we use Wi-Fi signals as the location signature for indoor localiza-
tion. We first study the performance in matching. We consider the following
baseline approaches: AVG RSS/AVG CSI, which uses the mean RSS/CSI over
an entire trajectory. Note that these schemes still use trajectory information
and are expected to be better than point based schemes. We use one sender
and we vary the number of antennas from 1 to 3. For all schemes, we use mag-
nitude of the CSI. As shown in Figure 4.14 (a), all schemes work reasonably
well (e.g., over 80% accuracy) because trajectory is a fine-grained signature
and allows unique path identification. Among them, we find CSI generally
outperforms RSS. For example, LEVEL2 at 3 receive antennas achieves 100%
matching accuracy with CSI and 96% with RSS. That is expected because CSI
is a richer signature (30 values per antenna pair) as compared to RSS (1 value
per antenna pair). Also LEVEL2 is more robust than AVG, and yields 93%
accuracy with 3 receive antennas.
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Figure 4.14 (b) compares localization accuracy of our DTW based ap-
proaches with the following baseline schemes: CP ALL RSS/CP ALL CSI:
given the current point, pick the point that has closest RSS/CSI signature
among all the possible trajectories; CP RSS/CP CSI: pick the point that has
closest RSS/CSI signature on the current trajectory. Unlike the matching re-
sults, DTW based approaches perform much better than others in localization.
Without the specific trajectory information, the localization error of CP is as
high as 2.8m with CSI, and 4.2m with RSS with 3 receive antennas. With
knowledge of trajectory, the error of CP decreases to 0.7m with CSI and 0.8m
with RSS. In comparison, LEVEL2 achieves 0.17m localization error with CSI
and 0.25m with RSS. This demonstrates the effectiveness of our approach.
4.3.5 Wi-Fi: Full Path Localization
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Figure 4.15: Wi-Fi: accuracy across intersections
Next we perform full path localization indoors using Wi-Fi signals. We
construct test routes similar to indoor full path localization using magnetic
field signals. As shown in Figure 4.15, the accuracy of matching and localiza-
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tion across different segments is high. Even after 4 segments, the matching
accuracy is over 80% and localization error is only 0.28m.
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Chapter 5
Location based Physical Analytics1
Physical analytics is an important application leveraging location in-
formation. This chapter presents our system ThirdEye that enables physical
analytics in retail spaces. Section 5.1 describes our AutoLayout algorithm that
fuses Wi-Fi, inertial sensor and camera data from glass users to simultaneously
localize users and build product maps, Section 5.2 presents its evaluation in
two large retail stores in the United States, Section 5.3 presents the algorithms
and evaluation for classifying mobile user behavior into walk, dwell, gaze and
reach-out, Section 5.4 presents attention identification within the field of view
and finally Section 5.5 presents the energy measurements.
5.1 AutoLayout Design
As discussed in Chapter 1, an important requirement to enable physi-
cal browsing analytics is information regarding the layout of products within
a store. However, given the immense number of stores in the world, including
the many that a single shopper could visit over time, and the likely reluc-
1This chapter is revised version of the work in [81]. I was responsible overall for the
project. Aishwarya helped with many of the evaluations. Dr. Chintalapudi, Dr. Padman-
abhan and my adviser Prof. Qiu mentored and supervised the project.
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tance of store owners to share information with their competitors, a crowd-
sourcing based solution that can organically build layout maps without any
help from the stores is attractive. Further, since we do not wish to discomfort
the shoppers during their shopping, we also do not wish to seek any inputs
from the shoppers. Therefore, we propose AutoLayout, which automatically
infers layout based on video feed, inertial sensing data, and Wi-Fi measure-
ments obtained from the shoppers equipped with smart glasses. If individual
store owners make partial or complete layout information available to us (e.g.,
distance between certain products), we can incorporate it into our AutoLayout
framework to further enhance accuracy.
Inferring layout from crowd-sourced data is challenging:
• We have no control over shopper behavior, i.e., no control over how they
walk or where they dwell.
• There is no ground truth available from the shoppers since we do not seek
any input from them.
• While there is much existing work on building 3-D layouts from image or
video data, these assume availability of well-known landmarks, which are
usually not available in stores. Moreover, they also require extensive im-
agery with overlapping coverage, which is problematic in our context be-
cause we have no control over where the shoppers go or which way they
look and recording the video continuously incurs prohibitive energy cost.
The key idea in AutoLayout is that while different shoppers walk in
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different ways within the store, Wi-Fi APs and positions of products in the
store can serve as anchors to align these different walks. The anchors can
be identified using both Wi-Fi RSS and images from the videos. AutoLayout
simultaneously estimates the product locations and tracks the shoppers in
a virtual 2-D coordinate system. Further, AutoLayout constructs a Wi-Fi
propagation model (based on EZ [22]) so that it can track both smart glass
users and smartphone users, albeit with reduced accuracy for smartphone
users.
5.1.1 Data Collected by AutoLayout
AutoLayout continuously collects inertial sensor data, Wi-Fi data and
opportunistically collects video feeds (whenever the shopper is gazing at prod-
ucts).
Inertial Data: As shoppers enter a store, in the background AutoLayout con-
stantly keeps collecting inertial sensing data (accelerometer, compass), and
continuously counts steps and tracks the direction θ, as obtained from the
Google Glass, as the shopper walks around the store. Thus, for the ith step
that the kth shopper takes, a direction value θik is recorded.
Video Data: Suppose that after the mth step, the kth shopper stops to gaze at
or reach out for a product within the store, then as discussed in Section 5.4,
the camera on the Google Glass is turned on and various products within view
are identified by processing the images. Let I denote the set of all products in
the store. Each product Ij is also associated with a list Lj of < m, k > pairs
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indicating that the kth shopper was in the immediate vicinity of the product
at this mth step. Note that the same shopper may approach the same product
repeatedly.
Wi-Fi Data: The glasses perform periodic Wi-Fi scans to record the Wi-Fi
signal strengths. Suppose that, the lth Wi-Fi access point APl was seen by the
kth shopper at the nth step and the measured signal strength was rl,k,n. For
each Wi-Fi access point, a list Wl is maintained that stores the values, r
l,k,n.
5.1.2 Joint Layout Construction and Tracking
The unknowns that AutoLayout needs to estimate are as follows:
• xik, 2-D location vector of the kth shopper after his ith step
• zj, 2-D location vector of jth product within the store
• < Pl,yl,γl >, Pl is the transmit power of the Wi-Fi APl, yl is its location,
and γl is the path loss constant for the Log Distance Path Loss (LDPL)
propagation model [22]. This is because, AutoLayout uses the LDPL model
to predict the received signal strength at various locations from the APs.
The approach taken by AutoLayout is to minimize the objective func-
tion, which quantifies various errors, as shown below:
J = JX + JY + JAP
JX =
1
σ2
X
∑
i
∑
k ‖xi+1k − xik − eˆik‖2
eˆik =
[
cos θik sin θ
i
k
]T
JY =
1
σ2
Y
∑
j,Ij∈I
∑
<m,k>∈Lj
‖xmk − zj‖2
JAP =
1
σ2
AP
∑
l
∑
rl,k,n∈Wl
∥∥∥∥
rl,k,n−
rss(Pl, γl, y
l, xnk)
∥∥∥∥
rss(P, γ, y, x) = P − 10γ log (‖y − x‖)
(5.1)
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In Eqn 5.1, the overall error objective function J comprises of three
parts. First, JX captures the constraint that shopper locations x
i+1
k and x
i
k
coming from two consecutive steps of the same shopper must be separated by
a single step and may be subject to σX (0.1 in our implementation) standard
deviation of error. Second, JY captures the fact that all shopper locations
from where a particular product was gazed at by the shopper must be very
close to each other (we use a variance σY , 1 step in our implementation, to
account for the fact that the shoppers may not be exactly at the same place).
This term essentially ties all the tracks from all the shopper together into
the same coordinate system. Third, JAP minimizes the difference between
measured RSS and estimated RSS based on the parameters describing the
LDPL model for all APs across all observations made by all shoppers. Since
no global reference frame can be established, AutoLayout arbitrarily fixes any
one position of a shopper as the origin. Our implementation simply chooses
x00 = 0.
5.1.3 The Optimization
Optimizing Eqn 5.1 is no easy task since the search involves a large
number of unknowns and the objective is non-linear with multiple local min-
ima. Consequently, we take a four-step approach to solve the optimization
problem.
1. Obtain an initial estimate for shopper locations xik and product locations
zj using the BFSLoc algorithm described shortly.
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2. Optimize the partial objective function Jpart = JX +JY to refine x
i
k and z
j
using gradient descent method.
3. Obtain an initial guess for all the AP parameters < Pl,y
l,γl > by minimiz-
ing JAP using gradient descent method based on the existing values for x
i
k
and zj.
4. Starting with current values of the unknowns as the initial values, we it-
eratively optimize the overall objective function J as follows: first search
xik and z
j’s that optimize J while fixing APs’ parameters, and then search
APs’ parameters that optimize J while fixing xik’s and z
j’s, and iterate.
We iterate until the objective function improvement is within 10−5.
In the interest of brevity, we do not describe gradient descent, since it
is a well known optimization method. We describe BFSLoc, the first step in
the AutoLayout procedure outlined above.
BFSLoc: The key idea in BFSLoc is to estimate locations (either product
location or shopper location) using the shortest possible explanation. BFSLoc
starts by constructing a graph where each shopper’s location or product’s
location is associated with a node as depicted in Figure 5.1. Edges exist
between nodes that represent consecutive steps of the same shopper (i.e., xik
and xi+1k ). Edges also exist between nodes that represent a product location
zj and a shopper location xmk when the product has been seen at that shopper
location (< m, k > ∈ Lj).
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Figure 5.1: BFSLoc graph
The BFSLoc algorithm involves performing a breath first traversal on
this graph starting from x00 until all the nodes are traversed. Upon visiting any
node a from a parent/previous node b, the value of the unknown corresponding
to the node is computed as follows:
• if a = xi+1k and b = xik, compute xi+1k = xik + eˆik.
• if a = xi−1k and b = xik, compute xi−1k = xik − eˆik.
• if a = xik and b = zj, compute xik = R(zj, ρ), where R(z, ρ) generates a
random location in a disc of radius ρ with its center as the 2-D location
z.
• if a = zj and b = xik, compute zj = R(xik, ρ).
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The intuition here is that, starting from x00 (which by definition is
a certain location in our virtual coordinate space), we wish to estimate the
location of all entities, whether a shopper at a particular step in their walk or
a particular product, by following the fewest “links in the chain”, with a view
to minimize the accumulated error. We emphasize that BFSLoc is only the
first step in AutoLayout procedure, so our goal in this first step is to obtain a
good initial guess, not the correct estimates.
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Figure 5.2: Function example of AutoLayout
5.1.4 An Example of AutoLayout Functioning
In order to provide an intuition to the reader about the functioning
of AutoLayout, we now show an example. In this example, three different
shoppers were asked to take a rectangular route through the aisles in a retail
store. The entire route was about 80m long. During the measurement, they
occasionally walked, gazed and dwelled. Using the video, inertial and Wi-Fi
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data from the three shoppers, we used AutoLayout to construct the product
locations and the tracks of the shoppers. Figure 5.2 shows the layouts ob-
tained after applying BFSLoc and after the entire optimization process. As
seen from Figure 5.2 at the end of BFSLoc, the tracks of the three shoppers
are very fragmented and do not overlap very well. This is due to the following
reasons. First, there are errors in the compass measurements and in count-
ing steps. Second, shopper stride lengths are different. However, after the
optimization, AutoLayout not only determines the relative product locations
but also identifies the entire path taken by the various shoppers. As a result
in Figure 5.2 (b) the tracks after optimization look closer to the rectangular
paths that the shoppers took. Moreover we also see AutoLayout inferred two
large overlapping rectangles (where the two shoppers walked around the same
set of aisles) and one smaller rectangle where the user turned around in the
previous aisle.
5.1.5 Tracking Users in Real Time
For tracking shoppers in real-time, we use the same scheme as above
except that we only consider the shopper’s locations as unknown. Thus, the
moment the shopper sees a product while gazing, a Wi-Fi scan is performed
and his/her location is initialized. Thereafter, the subsequent locations are
estimated by performing a gradient decent on J over only the shopper’s loca-
tions. The optimization converges very rapidly in real-time since the initial
location estimate is already quite close to the shopper’s real location.
112
5.1.6 Dealing with Shopper’s Head Movements
An important measurement in AutoLayout is the shopper’s direction
of motion. Since smart glasses are located on the top of the head and face
the direction of the user, they typically are aligned in the direction of motion
of the shopper. However, shoppers often turn their heads to look around
and sometimes they walk with their heads oriented obliquely while watching
something interesting or talking. Thus, a key challenge in using smart glasses
is detecting the fact that the shopper has turned his head and not updating
the direction of his/her path.
One obvious approach is to see if head movements can be detected and
distinguished from actual change in direction of shopper’s path. However,
after studying several shoppers, we realized that it is often not possible to
distinguish this based on accelerometer, compass or gyroscope measurements.
Consequently, we take a very different approach based on the fact that most
Google Glass users also carry their mobile phone along with them (usually in
hand or pocket). The key idea is that when the shopper turns his/her head,
the Google Glass compass orientation changes, but there is no change in the
orientation seen by the mobile phone. Below we describe our scheme to correct
for head movements.
1. We estimate the median offset between Google Glass and phone. As most
of the time people walk while looking straight ahead, this accurately
provides an estimate of the mobile phone’s orientation with respect to
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straight ahead as α.
2. Direction of user’s heading is then, θ = θmob+α where θmob is orientation
given by the mobile phone.
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Figure 5.3: Shopper tracks before and after compass correction
Figure 5.3 depicts the benefits of using the above scheme on a real shop-
per’s track who started and came back to the entrance of the shop after taking
about 100 steps (about 70m). This track was computed by simply adding
eˆik (the direction vectors). As seen from Figure 5.3, correction significantly
improves the track quality.
Detecting when phone is taken out of pocket: One problem with relying
on the shoppers’ mobile phones for correcting the direction is that the shoppers
might occasionally take their phone out to use it. However such events can be
detected very reliably since they involve sudden motion. Once having detected
such an event, we simply re-estimate the median offset from the Google Glass.
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Figure 5.4: Absolute value of angular velocity about Z axis
True detection [%] False Alarm [%]
85 0
90 0.11
95 0.33
100 19
Table 5.1: Detecting change in phone position
We show the events in the Figure 5.4 (a). We detect the onset of such
events based on the absolute value of the signal as shown in Figure 5.4 (b).
We examine 20 traces from 2 users, with each user taking the smartphone out
of the pocket and putting it in the pocket for 5 of 10 of their walks. In the
other 5 walks, no such event occurs. We compute the CDF of the onset signal
over all the walks and vary the detection threshold from top 0.2% to 5% of the
signal values. We apply this threshold to quantify true detection accuracy and
false alarms. We quantify fraction of the times the event was detected versus
the fraction of total seconds that we wrongly detected as pick up events. As
shown in Table 5.1, we can detect up to 85% of phone putting in/pulling out
of pocket events without any false alarms and up to 95% of the events with
only false alarms during 0.33% of the total time of the walk.
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We also tested other cases like holding the phone in hand and swaying
hands while walking. We find that this action does not change the orientation
significantly. For example, we found that the standard deviation of compass
heading when user is walking with the phone held still in hands is 5.98 over
6 walks by 2 users where each walk was a straight line of about 25 m. It was
8.4 when the users were swaying their hands.
5.2 AutoLayout Evaluation
In this section, we evaluate two aspects of ThirdEye: the performance
of AutoLayout and the performance of a shopping list reminder application
for shoppers without smart glasses.
Experimental Methodology: We tested AutoLayout on 7 shoppers com-
prising three males and four females of different heights who shopped at a
large grocery store (over 2 Km2 in area) in the US. First, we performed a
survey of the store, and measured the relative locations of about 67 different
products for obtaining the ground truth. Each shopper was provided with a
Google Glass and a smart phone that they would place in their pocket. The
smart phone and the Google Glass communicated using Bluetooth. We shad-
owed each shopper as they went about their due course of shopping without
interfering. Each shopper turned on Google Glass and smart phone at differ-
ent locations within the shop (hence the start locations were different), visited
different parts of the shop while taking different paths. While shadowing we
noted the path that each shopper took and the locations where they gazed,
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(a) Actual layout (scale in m) (b) Inferred layout after 2 shoppers
(c) Inferred layout after 4 shoppers (d) Inferred layout after 7 shoppers
Figure 5.5: Improvement of inferred layout with more shoppers
for obtaining the ground truth.
Product Layout Generated by ThirdEye: AutoLayout generates a prod-
uct layout of the store in a virtual 2-D coordinate system by merging the
measurements from various shoppers with possibly different stride lengths.
Consequently, the virtual coordinate will typically be a scaled, rotated (and
possibly reflected), and sometimes distorted version of the original layout.
However, one important property that it preserves is proximity relationships
i.e., products that are close physically will also be close in the virtual map.
First, to provide intuition into how the original layout compares to that
inferred by AutoLayout, in Figure 5.5 we depict the original and inferred lay-
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K ηtrue(K) ηfalse(K)
1 60% 40%
3 62% 29%
5 67% 26%
10 80% 18%
Table 5.2: Product layout proximity in AutoLayout
outs containing 67 different products within a large grocery store (a unique
number is assigned to each brand in the Figure). To aid the readers in com-
paring the original and inferred layouts, we have connected lines between the
locations of a few brands (labeled as A,B,C,D,E,F) that are located far away.
Figure 5.5 depicts the evolution of the layouts inferred by ThirdEye as data
from more and more shoppers is obtained. The evolution naturally depends
on the exact areas where the shoppers visited. As seen from the Figure, after
7 shoppers visited the shop, the inferred layout approximately matches the
original layout and proximity relationships are preserved in most cases (albeit
rotation and scaling).
How well does AutoLayout Preserve Proximity Relationships?
In order to answer this question, for each ith product we create the set
Ψi(K) containing its K closest neighboring products using the ground truth
data and the Ωi(K) containing its K closest neighbors based on the layout
inferred from AutoLayout. We then evaluate average true detections ηtrue(K)
and average false detections ηfalse as
ηtrue(K) =
∑ |Ψi(K) ∩Ωi(K)|∑ |Ψi(K)| (5.2)
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ηfalse(K) =
∑ |Ωi(K)− (Ψi(K) ∩Ωi(K))|∑ |Ψi(K)| (5.3)
Here |•| represents cardinality of the set.
As seen from Table 5.2, AutoLayout predicts the closest product cor-
rectly about 60% of the time and reports incorrectly about 40% of the time.
Note that predicting the closest product is particularly challenging given the
close proximity of the products within the layout. The correct prediction ratio
increases as the value of K increases and is about 80% for the set of closest
10 products. This can be very useful for a reminder application that can re-
mind the shopper of a product they intended to buy when they are purchasing
another product nearby or help provide a timely discount offer and convince
them into purchasing another product that is close by.
How well does AutoLayout Track Shoppers With andWithout Glasses?
ThirdEye tracks shoppers in a rotated, scaled and potentially reflected
coordinate system. Since it also constructs the product layout in this coor-
dinate system, it can place the shopper relative to the products in the shop.
Figure 5.6 (a) depicts the true path (ground truth) and Figure 5.6 (b) depicts
the path inferred by ThirdEye in its coordinate system for one of the shoppers.
In this case, the coordinate system is rotated, scaled and reflected. The prod-
ucts that the shopper passes by are marked by unique numbers assigned to
them. In the example, the shopper starts at product 26 and walks to product
53, passing through a total of 9 products locations. As seen in Figure 5.6 (b),
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users
Figure 5.6: How ThirdEye tracks shoppers’ paths
ThirdEye successfully tracks the shopper in its own corresponding rotated,
scaled and reflected coordinate system. Figure 5.6 (c) depicts the same path
inferred by ThirdEye without using smart glass data, i.e., using mobile-phone
inertial and Wi-Fi data. As shown in Figure 5.6 (c), the inferred path is similar
to the actual path though at a reduced accuracy.
How well does the reminder application work for shoppers without
Glasses? We consider an application, where the shopper has a shopping list
and is reminded to purchase as soon as he comes near one of the products in
his shopping list. In order to evaluate how well the inferred map helps this
application, we tested AutoLayout on shoppers without using their video from
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K ηtrue(K) ηfalse(K)
1 17% 85%
3 29% 64%
5 38% 59%
10 60% 40%
Table 5.3: Performance for non-smart glass users
the Glass. We used AutoLayout to locate the person at each location (s)he
dwelled (using only Wi-Fi and inertial data from his mobile phone) and then
used the inferred map to determine all the top K nearest products and then
compared with the ground truth layout map.
Table 5.3 depicts the true and false detection rates as we vary the
number of items K. As seen from Table 5.3, errors are higher than the case of
Glass users due to lower localization accuracy. Nevertheless with an increasing
K, we are able to cover the topK nearest items more accurately, indicating not
only that AutoLayout preserves proximity but even shoppers without smart
glasses can benefit from the proximity information.
5.3 Behavior Classification
As discussed in Chapter 1, there are four modes exhibited by a typical
shopper: purposeful walking, dwelling, gazing, and reaching out. We now
describe these in greater detail and present the detection techniques used by
ThirdEye.
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5.3.1 Understanding the Behaviors
Upon entering a store, a shopper might walk purposefully towards a
certain section of the store that they have in mind or in a certain direction.
Upon reaching the section or aisle of interest, the shopper would typically
slow down and dwell, i.e., amble around, say looking within an aisle for their
product of interest. Occasionally, the shopper might stand at a spot and gaze
at products on the shelf, visually scanning these to find the one of interest
and perhaps making up their mind to reach out to it. Finally, the shoppers
might reach out to the item of interest, either to pick it up or just to read the
information on it.
The amount of time spent by the shoppers in each of the four modes
would reflect their shopping intent. For example, shoppers who have time
to kill or are unsure of what they intend to buy might spend a considerable
length of time dwelling. Shoppers trying to compare and select among different
brands/options of a specific item might be gazing. Finally, the act of reaching
out indicates the greatest intent where the shoppers either intend to purchase
the item or read information written on the item such as calorie contents or
net weight. These behaviors may be exhibited in various sections of the store
and may even be repeated by a shopper as (s)he comes back for a second look.
Figure 5.7 models the various behaviors as a finite state machine quanti-
fying the probabilities of transitioning from one state to another at a granular-
ity of one second. Table 5.4 reports the state transition probabilities estimated
by studying the behavior of 7 shoppers who shopped in two large stores in the
122
Figure 5.7: An example model for shopping behavior
To P(State)
State Walk Dwell Gaze Reach Out
Walk 87.9% 9.3% 2.8% 0% 17.3%
From Dwell 2.2% 81.9% 14.6% 1.3% 50.7%
Gaze 3.6% 28.3% 66.1% 2.0% 23.8%
Reach Out 1.8% 10% 2.5% 85.7% 8.2%
Table 5.4: State transition probabilities
United States, a grocery store and a department store, while wearing Google
Glass. We shadowed the shoppers, taking notes as they shopped, interviewed
them in the end, and finally studied the video obtained from their Google
Glass. Thus, we manually classified the time spent by the shoppers in the
store as walking, dwelling, gazing, or reaching out. We make the following
observations from Figure 5.4 and Table 5.4.
• Shoppers tend to spend a majority of their time dwelling (50.7%) (as indi-
cated by the P(State) column in Table 5.4), followed by gazing (23.7%) and
walking (17.3%).
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• Most frequent inter-state transitions are between dwell and gaze.
• For all four states, the high probability of remaining in the same state
indicates that shoppers tend to continue in their current mode for several
seconds before transitioning to another.
5.3.2 Behavior Classification Overview
ThirdEye automatically classifies shopper behavior into one of the four
categories: walking, dwelling, gazing, and reaching out — using the inertial
sensor data (i.e., accelerometer and 3-axis compass) and the video feed from
the camera of the Google Glass. ThirdEye also makes use of the inertial
sensor data on shoppers’ smartphones, where available, as discussed later in
this section.
Figure 5.8: Overview of behavior classification algorithm
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Turning on the video on Google Glass causes a high power drain on the
device (as discussed in detail in Section 5.5), while inertial sensing results in
much less power drain. Consequently, in our behavior classification scheme,
we try to minimize the duration for which the video is turned on. Figure 5.8
depicts the high-level flow of our behavior classification scheme. We ran our
scheme once every second, thus shopper behavior was classified at the granu-
larity of each second.
Gaze detection: The first step in our scheme is to detect whether or not the
person is gazing. Since shoppers typically hold their head steady while gazing
and are also not walking, this can be detected by measuring the standard de-
viation in inertial sensor measurements on the smart glass. However, as will
be discussed in Section 5.3.3, just relying on inertial sensors leads to a large
number of false positives. Consequently, we use a preliminary detection based
on a low standard deviation in the inertial sensor measurements on the smart
glass as a trigger to turn on the video and analyze the scene to confirm that
the person is indeed gazing (Section 5.3.3).
Dwelling and Walking: If there is a high standard deviation in the inertial
sensors, this could mean that the person is either dwelling or walking. We
use the step counter in Zee [79] to detect steps from the accelerometer. As
discussed in Section 5.3.4, the accuracy of the step counter is higher when the
accelerometer readings from the shopper’s smartphone are used compared to
when measurements from the smart glasses are used. This is because of spu-
rious step detections caused by head movement. The step count is combined
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Figure 5.9: Choosing thresholds for gaze detection using inertial sensors
with compass data from the smart glasses to estimate the average velocity of
the shopper. If the magnitude of average velocity is less than a certain thresh-
old, the behavior is classified as dwelling, otherwise it is classified as walking.
Reaching out: In order to detect reaching out, we rely on detecting the
shopper’s hand in the field of view. As described in Section 5.3.6, we train an
existing classifier [2] to detect hands in the video feed.
5.3.3 Gaze Detection
When a shopper gazes at one or more products, it reflects his or her
interest in those products and so gaze is an important signal. We expect
the person’s head to be relatively steady while they are gazing. This can
be detected using the inertial sensors on the smart glasses, in particular the
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Figure 5.10: Choosing threshold for optical flow based gaze detection
accelerometer and the 3-axis compass. We use the rule std(ai) < tha and
std(θi) < thθ for i ∈ {x, y, z}, i.e., the standard deviation in the accelera-
tion values along all three axes must be lower than the threshold tha, and
the standard deviation along all three axes of compass must be lower than
the threshold thθ. Figure 5.9 depicts the dependence of false negatives (i.e.,
missing gaze detection) and false positives (i.e., mistaking other behavior as
gazing) as a function of various combinations of threshold values. As seen
from Figure 5.9, reducing tha and ththeta decreases the false positives but in-
creases the false negatives. While false negatives lead to missing actual gazing
events, false positives will lead to turning on the video too frequently leading
to a higher power consumption. In our implementation, we chose thresholds
at ththeta = 4.4 degrees and tha = 0.7g m/s
2, to limit false negatives to 10%
while minimizing the false positives (at 33%).
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Figure 5.11: Choosing the threshold for dwell detection
Using optical flow to confirm gaze: However, 33% false positives is still
too high. Since video has already been turned on now, one way to reduce this is
to analyze the video feed to determine whether the person is indeed gazing. In
order to achieve this, we rely on the property that when the shopper is gazing
(s)he will intentionally make sure that there is very little change in what (s)he
is seeing, from one moment to the next. Therefore, we used a vision based
technique — optical flow [43] — applied to the video captured by the Glass.
Optical flow measures the movement of pixels between consecutive images.
We perform the optical flow computation on frames captured at 10 frames per
second and calculate the average magnitude of the optical flow vectors over a
one-second window. We then apply a threshold to this average optical flow
value to decide whether the shopper is, in fact, gazing. Figure 5.10 depicts
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the cumulative distribution function of the optical flow for dwell and gaze be-
haviors obtained from the labeled videos (from experiments where the camera
was turned on all the time, to understand the difference between the optical
flow values during dwell and gaze). As seen from Figure 5.10, a threshold of 9
pixels, achieves a high detection rate (97%) while keeping the false detections
low (2%) if video is on all the time. We achieve a detection rate of 88% with
1.2% false detections for our energy efficient scheme where the video is turned
on only after gaze is detected by the inertial sensors.
Finally, we shed some light on why gaze detection based just on the
inertial sensors leads to a high false positive rate of 33%. We rule out the
movement of a shopper’s eyes while their head is held steady as a significant
cause since the optical flow method, which also does no eye tracking, yields a
low false positive rate of 2%. Based on a closer examination, we identify three
reasons for the significant difference in the detection rate in the two cases: (1)
the shopper stands at a spot and leans forward, i.e., zooms in, while holding
their head steady to examine a product closely, (2) the shopper is looking at
an object that they are holding and turning around from side to side (e.g.,
to examine the front and back of a product), and (3) the shopper is looking
steadily at a distant scene, which is a more common reason. In each case,
inertial sensors based detection concludes that the shopper is gazing while the
optical flow based approach concludes the opposite. One could argue that at
least cases (1) and (2) correspond to the shopper, in fact, showing attention
in a manner that the notion of gazing is intended to capture. However, we
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Device Step Count
Error [%]
Phone 2.6%
Glass 10.2%
Table 5.5: Step detection accuracy in mobile phone vs smart glasses
have taken the conservative position of restricting gazing to only cases where
the visual image seen by the user is steady.
5.3.4 Dwell Detection
Dwelling refers to the shopper lingering around the same location.
While the shopper could be taking steps during dwelling, they would tend
to be ambling around, but roughly remaining in the vicinity, i.e., having a
small net displacement. Consequently, there could be significant movement
during dwelling, so dwell detection based on simple approaches such as mea-
suring the accelerometer magnitude or even looking for a reduction in the step
rate, may not work correctly. Therefore, to build an effective detector, we rely
on the intuition that unlike purposeful walking, in dwelling, the net displace-
ment of the shopper will be very small, even though he/she may be walking
around. In other words, dwelling is detected by a sharp drop in the magnitude
of the average velocity vector of the shopper.
As discussed in Chapter 1, we use the step counter in Zee [79] to detect
walking. Since most shoppers are likely to be carrying a smartphone with
them, even if they are wearing smart glasses, measurements from either the
smartphone or the smart glasses (or both) can be used to detect and count
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steps reliably. In our experiments, we found detection to be superior when done
in the mobile phone as compared to smart glasses, as indicated in Table 5.5.
This is because a shopper’s head movements during shopping are mistaken for
steps. Consequently, in ThirdEye we use inertial sensors from the phone for
step counting, whenever possible.
In order to detect dwelling, we continuously compute the net displace-
ment over a window of the past τ seconds by using the compass in the Google
Glass to provide the instantaneous direction of the shopper’s motion. Suppose
that the shopper takes K steps during a τ -second window. Further, suppose
that at the ith step, his/her orientation was θi. Then, we compute the magni-
tude of the net velocity vector as,
‖v‖ =
√√√√√


i=K∑
i=1
cos θi


2
+


i=K∑
i=1
sin θi


2
(5.4)
When ‖v‖ drops below a certain threshold ‖v‖dwell steps/sec, we conclude that
the user is dwelling. In our implementation we set τ = 5 seconds, under the
assumption that any period shorter than 5 seconds cannot be considered as
dwelling.
In order to choose the threshold ‖v‖dwell, we considered the distribu-
tions of velocities seen during walking and during dwelling, namely φwalk(‖v‖)
and φdwell(‖v‖) (depicted in Figure 5.11), as derived from the ground truth ob-
tained from the videos collected from the shoppers. As seen from Figure 5.11,
the threshold of 0.71 was chosen to allow 10% false errors (i.e., walking is mis-
taken as dwelling) while providing a detection rate of about 95% (i.e., dwelling
is mistaken as walking 5% of the time).
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Predicted⇒ Walk Dwell Gaze
Actual⇓
Walk 90.4% 9.1% 0.5%
Dwell 3.4% 95.8% 0.8%
Gaze 1.4% 10.7% 87.9%
Table 5.6: The confusion matrix for classification of walk vs. dwell vs. gaze
5.3.5 Summary of Dwell, Walk, Gaze Detection
Overall, using inertial sensing based dwell detection and inertial sensing
plus optical flow based gaze detection, ThirdEye is able to effectively classify
the shopper’s traversal into walking, dwelling, and gazing. Table 5.6 shows
the confusion matrix for this classification based on 3 hours of store visit data
from 7 shoppers. The large values along the diagonal (in bold) show that the
classification is correct in the overwhelming majority of cases. It is also worth
remembering that there is an element of subjectivity in the ground truth, and
that might account for some of the misclassifications.
5.3.6 Reaching Out Detection
When the shopper eventually reaches out for a product, it indicates a
very high degree of interest in that product. How can we detect such reaching
out events? Unsurprisingly, we find that measurements from smart glasses or
smartphone based inertial sensors are inadequate for distinguishing reaching
out from gazing, since these sensors do not detect movement of the shopper’s
arm or hand.
Our detection scheme relies on the observation that in most cases of
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(a) Two pieces of same hand (b) Spurious hand
Figure 5.12: Reaching-out detection
(a) Reverse image search example
0 0.2 0.4 0.6 0.8 1 1.2 1.4
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
Lookup Time [s]
P
ro
b
a
b
il
it
y
(b) Distribution of reverse search times
Figure 5.13: Reverse image search
reaching out, the user’s hand becomes visible in the image, whereas it tends
not to be seen in the image when the shopper is walking, dwelling, or gazing.
This is because users tend to look at whatever they are reaching out for and
moreover the camera in the smart glasses typically sees what the user sees.
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To detect hands, we trained a TextonBoost classifier [2] on 100 hand
images from various shoppers. The classifier identifies the areas covered by
a hand and marks them as depicted in Figure 5.12. These figures also show
two typical causes of error that arise from using the classifier, namely hand
fragmentation and spurious detections. As seen in Figure 5.12 (a), the presence
of a watch on the hand fragments the hand into two separate parts. On the
other hand, in Figure 5.12 (b) the presence of items with similar texture and
color as the hand results in spurious detections. To deal with fragmentation,
we cluster together all fragments that either have overlapping bounding boxes
or bounding boxes that are within 50 pixels of each other at their closest
points. To deal with spurious detections, we rely on the observation that most
spurious fragments tend to be much smaller in area compared to a real hand.
Consequently we eliminated all fragments that occupied fewer than 1500 pixels
(0.16% of the image). Overall, our reaching out detection scheme has a success
rate of 86%, and a false detection rate of about 15%, based on testing over
several videos from the training set. Further, we may miss detections when
shoppers are reaching out for items in the lower shelves, as their hands may
not appear within the field of view. Our reaching-out detection is currently
oﬄine since it involves more expensive vision processing and is an analytics
step to understand the user’s interests. Perhaps tapping sensor data from other
devices such as smart watches would improve the reliability and computation
cost of reaching out detection in such cases. Also, the use of more advanced
pattern recognition techniques such as deep learning [52] could increase the
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success rate while reducing the false detections. We defer an exploration of
these directions to future work.
5.4 Attention Identification
Once it is established that the shopper is either gazing or reaching out,
the next step is to identify the item(s) that the shopper is bestowing their
attention on. Here, visual input plays a key role.
5.4.1 Reverse Image Search
ThirdEye captures images and invokes a cloud service to perform re-
verse image search, i.e., identify the objects contained within the image. In
our current implementation, we use Google’s service [3], although ThirdEye is
not tied to it and could also invoke alternative services, such as Bing Vision [1]
and Nokia Point & Find [4].
Reverse image search involves object recognition, which in turn involves
extracting image features (e.g., using an algorithm such as SIFT [58]), compar-
ing these with precomputed features from a large corpus of existing images to
find a match, and retrieving meta-data associated with the matching image(s)
in the corpus (e.g., product name). The scale and complexity of this compu-
tation necessitates running it on the cloud (e.g., the corpus of product images
could run into the tens of millions). In turn, this calls for being selective in
how frequently reverse image search requests are sent to the cloud.
Therefore, only when gazing or reaching out are detected, does Third-
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Eye capture images and invoke the cloud service. During each period of gazing,
ThirdEye captures all the images during the gazing period. Each image is then
divided into 25 overlapping parts (in order to avoid images being broken at
the borders) and each part is sent up to the cloud separately to minimize the
chances of object recognition failing because of image-complexity issues. An
example is depicted in Figure 5.13 (a) with the overlapping parts that are
sent for look up. In the example in Figure 5.13 (a), 2 (Lands o lakes butter
and Earth Balance) out of 5 brands were detected by Google reverse image
search. 3 were missed: Spreadable butter, Olivio, Smart Balance. Our evalua-
tion based on manually studying the frames indicates that this scheme detects
53% of the products in the frame correctly. 7% are false positives, in other
words, products are recognized incorrectly when they are absent. Finally, al-
most 40% of the products are never recognized. Further analysis indicated that
almost all these 40% were not popular brand names but local brand names or
items without labels like fruits and vegetables. Note that human computation
(e.g., through Amazon Mechanical Turk) could be used for brands that are not
listed as a part of Google reverse image search and thus improve the database.
Figure 5.13 (b) depicts the distribution of reverse image look up times
over all our look ups. As seen from Figure 5.13 (b), the look up times vary
between 250 ms and 1 sec. with a mean of 650 ms.
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Figure 5.14: Attention
5.4.2 Focus Within Field of View
In general, the number of items within the field of view of the Glass
could be large. Figure 5.14 (a) depicts the cumulative distribution function of
the number of items recognized in any given frame. As seen from the figure,
in some cases the number of items seen can be as large as 16. It is likely,
however, that the shopper is only focused on one or perhaps a small number
out of these items in his/her field of view. Our goal, therefore, is to identify
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the shopper’s focus within the field of view.
It might be tempting to assume that the shopper’s focus lies at the
center of the field of view of their Glass. Figure 5.14 (b) depicts the distribution
of center of attention from the videos from several shoppers as they gazed. To
learn the center of attention, we shadowed each shopper (i.e., walked with
them) as they shopped and also interviewed them afterwards while playing
back the video recording from their Glass. As seen from the figure, the center
of attention of the shopper is not necessarily at the center of the screen but
is distributed over various pixels in the view. The dotted rectangle ABCD in
Figure 5.14 (b) depicts the area that includes 90% of the centers of attention
as indicated by the shoppers. Based on Figure 5.14 (b), the region of the video
that might include the center of attention with 90% probability is only about
27% ( 575×426
1280×720
) of the frame.
Further, as seen from the figure, there is a clear bias towards the left
of the field of view. In fact, the mean x value in Figure 5.14 (b) is xo = 511.
This is simply a consequence of the fact that the front-facing camera in Glass
is mounted to one side (to the top-right of the right eye), so the center of the
shopper’s field of view lies to the left of that of the Glass.
Dependence of Attention on Head-Tilt: At a first glance, Figure 5.14
(b) seems to indicate that the variation along y-axis of the center of attention
is random and has a spread across the entire view (580 out of 720 pixels).
However, deeper analysis revealed an interesting fact – the center of attention
in fact depends on the tilt of the head of the person. Figure 5.14 (c) depicts
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the dependence of the y-coordinate of the center of attention as a function
of tilt of the head δ, as measured by the compass on the Google Glass. As
seen from Figure 5.14 (c), there is a mild linear dependence of the center of
attention on the head tilt. We used RANSAC [36] (a popular scheme used in
computer vision that is robust to outliers) to find the equation of the line to
be y = mδ+ c, where m = 10.05 and c = 436.38 (depicted in Figure 5.14 (c)).
In hindsight, this makes sense, since when a shopper looks up or down
towards a product, he/she accomplishes this by partly turning head up/down
and partly by rolling their eye-balls. Consequently, the shopper’s focus within
their field of view would tend to shift in the same direction as their head is
tilting. The region that includes the 90% of the centers of attention is also
indicated by the dotted lines in Figure 5.14 (c). As seen from the figure, the
spread around the line now has reduced to 440 (60% of 720) instead of 575
(80% of 720) pixels (in Figure 5.14 (b)).
Probability Distributions for center of attention: Since it is in principle
impossible to determine exactly which item the shopper is focused on, we resort
to assigning a probability value P (x, y|δ) to an item in his field of view at the
x and y pixel position, given the head-tilt, δ, as obtained from the compass:
P (x, y|δ) = ΦX(x− xo)ΦY (y −mδ − c) (5.5)
The distributions ΦX(z) and ΦY (z) are obtained using histograms from actual
data. Figure 5.15 depicts the function P (x, y|δ) as a function of x − xo, and
y −mδ − c.
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Figure 5.15: Φ(x, y|δ)
Scheme Top 1 Top 2 Top 3
Naive 66% 80% 86%
Max-Likelihood 76% 86% 90%
Table 5.7: Determination of focus of attention
Evaluation of Focus of Attention: We now ask the question how accurately
we can identify the item that the person is looking at during gaze? We consider
two schemes to measure the relative importance of various items in view. Our
first scheme, deemed Naive in Table 5.7, naively uses distance from the center
of the video (i.e., pixel 640, 360) while our second scheme, deemed Max-
Likelihood in Table 5.7, uses P (x, y|δ). In Table 5.7 we measure the fraction
of times the top ranked item corresponded to the correct item the shopper was
gazing at and also the fraction of times where the correct item was among the
top three ranked item.
As seen from Table 5.7 the Max-likelihood approach is 76% accurate in
terms of pin-pointing the correct item being gazed at, while the Naive approach
only succeeds 66% of the time. Further, about 90% of the time, the correct
item is among the top three prospective candidate items.
Devices such as the Tobii glasses [5] perform eye tracking, which can
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enable more accurate user attention identification than we present in this work,
but these are sophisticated devices which include multiple eye cameras in ad-
dition to a front-facing scene camera.
5.5 Energy Measurements
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Figure 5.16: Power measurement on the Google Glass
In this section, we evaluate the power consumption of running the iner-
tial sensors (accelerometer and compass), Wi-Fi, Video capture and our dwell
and gaze algorithms on the Google Glass. Since we can not remove the battery
and bypass it using a power monitor, we use the android API to monitor bat-
tery level [12] and log the remaining battery level every minute. We plot the
result for various combinations as shown in Figure 5.16. We plot the battery
level starting from 90% for the next 30 minutes. The legend and the descrip-
tion below are arranged in an increasing rate of power consumption for ease
of reading.
Sensors: Here accelerometer and compass were sampled at the fastest allowed
rate, i.e., 200 Hz samples were received.
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Sensors+Wi-Fi: Since AutoLayout uses Wi-Fi (to enable ThirdEye for non-
smart glass users), here we measure the impact of performing back-to-back
Wi-Fi scans while simultaneously sensing from accelerometer and compass at
200Hz.
DwellGaze: Here we evaluate the power consumption as the shoppers go
shopping during their due course without Wi-Fi scanning. VideoBlack [102] is
an application that takes video without displaying on screen so it is energy ef-
ficient compared to Video. In DwellGaze, VideoBlack is turned on only when
the glasses detect that the person is gazing (this includes the effect of 33%
false positives and 10% false negatives).
DwellGaze+Wi-Fi: Here we compute the same as DwellGaze except with
back-to-back Wi-Fi scans for AutoLayout.
VideoBlack: Video is taken with screen off and is simply stored, no other
computation is performed during the measurement.
Sensors+VideoBlack: During gaze, once video is turned on, we measure
the impact of storing video while simultaneously sensing accelerometer and
compass at 200Hz.
Sensors+VideoBlack+Wi-Fi: Here we measure the impact of running Wi-
Fi scans back-to-back simultaneously with sensing at 200Hz and storing video
using VideoBlack.
Video: Here the video on the smart glasses is turned on and stored. The
screen is on while recording the video.
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Scheme Predicted
Lifetime [m]
Sensors 265
Sensors+Wi-Fi 134
DwellGaze 89
DwellGaze+Wi-Fi 69
VideoBlack 75
Sensors+VideoBlack 70
Sensors+VideoBlack+Wi-Fi 49
Video 47
Table 5.8: Predicted lifetime
Table 5.8 depicts the predicted lifetime of various schemes based on
our measurements. As seen from Table 5.8, VideoBlack provides almost 60%
higher energy savings than using Video. Further, even VideoBlack is more
than 3× expensive compared to using inertial sensors indicating the need for
judiciously turning on Video. Continuous Wi-Fi also has a significant impact
and typically cuts lifetime significantly. Optimized schemes can be designed to
use Wi-Fi sparingly for AutoLayout, however we defer it to the future. Thus,
the lifetime of ThirdEye is approximately between 70 min (for Wi-Fi turned
on continuously) and 90 min (with Wi-Fi scanning turned off).
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Chapter 6
Conclusion and Future Work
In this work we focus on designing accurate localization schemes for
different mobile scenarios and building applications that leverage this infor-
mation.
6.1 Dissertation Summary
First we consider a multi-hop mobile network, analyze both real and
synthetic mobility traces and show that they all exhibit temporal stability
and low-rank structure. Motivated by these observations, we develop novel
localization schemes that exploit these characteristics while leveraging network
topology information during each time interval. Using extensive simulation
based on real and synthetic mobility traces and testbed experiments, we show
that our localization schemes significantly out-perform the existing schemes.
Second we consider single mobile nodes and propose a novel localiza-
tion scheme that uses measurements from a trajectory as a location signature.
We identify the trajectory using our enhanced DTW subsequence, and localize
points on the trajectory based on the DTW alignment result. To enhance the
accuracy, robustness, and efficiency of DTW alignment, we perform multi-level
144
wavelet decomposition, cluster the training traces from the same trajectory,
and enable continuous full path localization by combining trajectory matching
and localization. Our approach using the magnetic field achieves reasonable
accuracy outdoors and saves 45-55% power over GPS. Our median error in-
doors is 0.3m using the magnetic field or CSI, which is up to 75% better than
the point-based localization scheme even with the knowledge of the current
segment.
Finally, we focus on building applications that leverage accurate loca-
tion information in areas where location information has not been typically
readily available, e.g., within malls or grocery stores where GPS is not avail-
able. To analyze people’s behavior in these areas can be immensely useful
for various applications like a shopping helper, targeted ads, indoor naviga-
tion and friend discovery. To understand people’s behavior, localizing them
accurately within these spaces is critical. This is challenging because many
of the assumptions that typical indoor localization schemes make, may not
be valid here, e.g., store floor maps may not be made available and moreover
they may change dynamically making it hard to maintain them up-to-date.
Useful information like Wi-Fi AP locations within the store, Wi-Fi and other
finger-print data maybe unavailable too. While it is possible that some of this
data maybe available within participating stores to build such a service, it
is desirable to study the person’s behavior within other stores too, to build
a rich user profile. To tackle these challenges and provide an always on lo-
calization service to enable physical analytics, we present AutoLayout, that
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simultaneously localizes users as well as builds product maps, based on Wi-Fi,
inertial sensor and video data from smart glass users. Moreover, we present
algorithms to automatically detect user behaviors such as: walking, dwelling,
gazing and reaching-out. Through our evaluation in two large retail stores in
the United States, we show the effectiveness of our physical analytics system
— ThirdEye, despite not requiring any inputs from the users themselves.
6.2 Future Work
While this dissertation takes significant steps towards localization and
enabling physical analytics in retail spaces, several interesting questions re-
main. First, we need to apply the methods for tracking physical browsing
presented in this dissertation, on a large data-set of shoppers, to see patterns
that are representative of a more diverse population. For example, looking
at a large data-set of users could give us insights about better store layouts,
better times and occasions for sales and discounts, or even sections of the store
that would need more store representatives to help out shoppers.
Further, leveraging the techniques for localizing users, and understand-
ing their interests, to build and deploy useful applications like in-store shopping
guides, shopping list reminders to improve the shopping experience of the users
is an interesting and practically useful area of work. Moreover, combining the
physical browsing data with web analytics and leveraging the synergy is an
important step that would help provide users with a holistic shopping experi-
ence. For example, if a user has researched online about cold or allergy related
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problems, he could be alerted to pick up Kale, a known source of vitamin C
as he walks through the vegetable section in a grocery store. Such an appli-
cation would not only benefit the businesses but also the users to lead a more
comfortable and healthy life.
Finally, beyond shopping, localization and the techniques for physical
analytics presented in this dissertation are useful in many other contexts. For
example, smart-phone/wearable device applications for localizing and under-
standing the activities of elderly people, may help them live independently
while being monitored for any necessary emergency care. In an office environ-
ment, if mobile devices can combine information from a user’s calendar and
detect that he/she is in a meeting room for a meeting or a presentation, they
could automatically go into the silent mode.
Building such applications is challenging as they need to be designed to
work for a diverse set of users, usage patterns and environments on the resource
constrained mobile devices. Nevertheless, pushing for these applications to
come into wide-spread use is really the ultimate goal of the work presented in
this dissertation.
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