Introduction
Simultaneous estimation of 3D motion between each moving object and camera has remained a big challenge to researchers in computervision. In this paper, we refer tothis problem as the Mirlrij~le Inde~iemlmrly Moving Objerrs Moriorr Esfiinariori (MIMOME) problem: g i w r an image seqi,errce corirairiiiig nvo or more iiideperid~:iirly i i i o v i i i~ (wirli rrspecr ro rlie canreru) nhjecrs. m e desires to siiimlraiieously esriiiiore rlie i r i o r i o t i behveeri each nioviri,q ohjecr and rhe c<1mera.
Existing MIMOME algorithms can be roughly categorized into two groups based on the type of tokens used in the method: optical flow or feature correspondences. The pioneering work of MIMOME using optical flow was proposed by Adiv [I] . In [ I ] . with the assumption (if piecewise planar scene, the Row field is lirst partitioned into connected segments using the generalized Hough technique and then the segments belonging to each moving object are grouped such that all segments in one group can be explained by a single rigid motion. Due to the assumption made about the scene structure, this algorithm has difficulties in dealing with image sequences containing complex 3D scene structure with rich higher-order 3D curved surfaces.
Another main stream approach to MIMOME is based on feature correspondences. A multi-body Factorization method [21 was designed for solving the MIMOME problem after the well-known Factorization method for structure from motiun (SfM) [ 3 ] . The shape interaction matrix is employed to segment out multiple moving objects. In spite of the elegance of this algorithm, the assumption made about the camera projection model is restrictive.
The extended Kalman lilter (EKF) has also been used to s d v e the MIMOME prohlem. In [41, an EKF-based MI-MOME algorithm was proposed based on a recursive S f M algorithm presented in [SI. The minimumdescription length (MDL) criterion is employed to determine the minimum number of models and their corresponding feature groups such that the models can well interpret the trajectories of the features in the associated groups. However, the rccursive S f M algorithm in 1. 51 is not guaranteed tu converge to the true S f M solution, hence the MIMOME algorithm based on this method is doubtful. Another MIMOME algorithm using EKF is pruposed in 161. It is designed based o n the motion estimation algorithm called esse,irialfilter 171. The main problem with this approach is that the essential filter basically computes the relative motion of objects between adjacent image frames. This brings the feature hascd method to the flow based method in the sense of low signalto-noise ratio (SNR). Due to inherent ambiguities present in the SIM problem when the observations are noisy, the essential filter might converge to a false solution and yield oversegmentation of moving objects.
Recently the MIMOME problem has been considered under certain restrictions on trajectories of independently moving objects. A MIMOME algorithm was developed in 181 assuming linear motion (constant velocity) of dynamic points with orthographic projection camera model. In another algorithm presented in [91. the dynamic points are also assumed to move along straight-line paths with constant velocity.
In this paper, we present a novel Bayesian approach for solving the MIMOME problem. We use feature correspondences and the perspective projection camera model. We do not make any assumption about either the 3 0 scene structure or the motion of moving objects except that all objects are required to be rigid.
Relation to previous work In [IO], a Bayesian moving object detection algorithm was presented. Given feature trajectories obtained from an image sequence recored using a moving camera, features on moving objects can be separated from those on the background. Moving objects can thus be detected. In this approach, a state space model was used to describe the camera motion and feature segmentation parameters and their dynamics. The sequential importance sanipling (SIS) method was used to take care of the non-linear observation equation, which is a result of using perspective projection camera model. During the SIS procedure, state samples and their related weights, which represent the posterior distribution of state parameters, are propagated from one time instant to the next time instant. Ideally, when sufficiently large number of samples are used in the SIS procedure, the moving object detection algorithm proposed in [ IO] is able to simultaneously estimate the motion parameters for each independently moving object. However, due to the fact that only a linite number of samples can be used in practice, if one SIS proccdurc is used for all moving objects, samples of different moving objects will compete againsteachotherforthe numberofoffspringsintheresampling step. It is very possible that the samples of one object can not get enough offsprings so that they are eliminated from this competition, i.e. they just disappear from the SIS procedure! In this paper, an additional step called balaiiciiig is inserted into the original SIS procedure so that each putential moving object candidatecan get approximately equal number of offsprings for its samples.
MIMOME Using SIS
To solve the MIMOME problem, we need to find optimal estimates for object motions and feature segmentation whichcan provide the best interpretationoftheobservations using criteria such as the maximum a posferiori probability (MAP). In this paper, P r o b ( p a r a t n e t e r s l o b s e~~Q f j 0~) . the posterior distribution of the parameters, is approximated using random sampling methods. In this section, we first formulate the MIMOME problem using a state space model. Then we introduce two essential steps: clustering and balancing. Finally, a complete SIS algorithm for finding ap- 
StateSpaceModelforObject Motionand Feature Segmentation
Parameterization of relative motion between objects and camera The relative motion between each object and camera needs to be estimated. During the problem formulation, either the object or the camera can be assumed to be static. In our approach, wc assume that the objects are static and the camera motion relative to individual object is estimated. Once the camera motion is obtained, it is very straightforward tocompute the object motion relative to the camera if it is desired. The parameterization of the camera motion is as follows. Two 3D Euclidean coordinate systems are used in the formulation. One coordinatc system is attached to the camera and uses the center of projection of the camera as its origin.
It is denoted by C . The Z axis of C is along the optical axis ofthe camera, with the positive half-axis in the camera lookingdirection. The S -Y p l a n e ofCisperpendiculartothe Z axis with the S and Y axes parallel to the borders of the image plane. Also, the S-Y-Z axes of C satisfy the right-hand rule. The other coordinate system is a world inertial frame, denoted by I . I is fixed on the ground. The coordinate axes of I are configured in such a way that initially, I and C coincide. When the camera moves, C travels with the camera and I stays at the initial position. At time instant t , five parameters are used to describe camera motion:
$: ) are the rotation angles of the camera about the coordinate axes of the inertial frame I and ( o , p ) are the elevatinn and azimuth angles of the camera translation direction, measured in the world system I . The unit vector in the translation direction is given by T ( a , P ) = (sin(.) c~s(p),sin(a)sin(P),cos(a))~.
Remark The motion parainerers of the camera at rime i t israiif t are all relarive ro the world iriertial coordirtare system, which is the camera coordinate system at thefirsr rime instant in the currenr coordinare system coilfiguration.
parameterization of feature point segmentation In our approach to solving the MIMOME problem, the input to the
algorithms are trajectories of a set of feature points tracked throughout the given image sequence. These feature points belong to different moving objects. The task of feature point segmentationis to separate this feature set into multiple subsets and ideally, the features on, the same object should he on the same subset.
To represent the ownership of the feature points by different moving objects. we use the validity vector v, introduced in [IO] . If there are M feature points used, v is an M-dimensional vector. Each feature point has a corresponding entry in v, which indicates the belonging of the related feature point. The parameters for camera motion and feature segmentation contains both motion parameters and the validity vector:
In the SIS procedure, the posterior distribution of the state parameters is described by samples representing state and related weights. Given a state sample, the motion parameters represent the camera motion relative to a palticular moving object. Associations of feature points to this moving object are described by the validity vector in the same state sample. If the value of the enuy in the validity vector of a feature point is positive and high, it is very probable that this feature point belongs to this particular moving object; otherwise, it is on some other objects.
State space model Given the above state parameters, a state space model can describe the behavior of a moving camera observing multiple independently moving objects:
where xt is the state vector and yt is the observation at time t . Proj(.) denotes the perspective projection, a function of camera motion xt and the scene structure S,. n, denotes the dynamic noise in the system. describing the time-varying property of the state vector and it contains both the dynamic noise of the camera motion and the validity vector. Even though the associations of the feature points are fixed, if we assume that their is noobject splittinglmergingoccurred, validity vectors are still time varying during the SIS procedure in this formulation. By allowing the validity vector to he time-varying, the resulting temporal integration of the feature segmentation makes the feature segmentation results more robust to measurement errors.
In order to deal with the non-linear system, the SIS is used to approximate the posterior distributions of the motion parameters and validity vectors. Due to space limitations, we will not introduce SIS in this paper and refer the readers to [ I I] fora full treatment. In the SIS procedure, given samples at previous time instant, the new state samples at current time instant are drawn using the so-called trial function. Although any trial function can be used, todesign effective SIS algorithms, trial functions that can describe the dynamics of the system are desired. For motion parameters, as the prior knowledge about motion parameters is not available, a random walk is a suitable alternative for modeling the camera position and orientation. Hence, the motion samples at t + 1 are drawn using 
Sample Clustering
In the SIS procedure, the motion and validity vector samples and their corresponding weights are propagated such that they are properly weighted with respect to the posterior distribution of the motion parameters associated with the moving objects. However, the samples of motion and validity vectors of moving objects are mixed together. Samples of state parameters (including motion parameters and validity vector) are clustered into multiple groups and each group is related to one potential candidate of the moving object. The clustering method is described as follows. Sign-based Sample Clustering Algorithm Redistribution. It is possible that a sample is not assigned to any cluster. To preserve these samples, the samples not included in any cluster arcgrouped into a new cluster. Hence, all the samples in X are segmented into different clusters. Each cluster corresponds to one candidate moving object. By using the above clustering algorithm, the samples in ,f are segmented into different clusters related to potential moving objects.
Balancing
The balancing step is used in the SIS procedure so that the numbers of samples belonging to all of the potential moving objects are comparable. Balancing can prevent samples associated with different moving objects from competing for offsprings so that samples with lower weights due to smaller size of the object or higher levels of noise in feature correspondences will not be extinct when a limited number of samples are used. Hence, during SIS, each moving object has its state samples in the whole sample population and the motiodstructure parameters of all objects can be obtained simultaneously from their associated samples. To handle the problem due to samples belonging to different objects competing for offsprings during the resampling step, the following balancing step is added in the SIS procedure. 
SIS Procedure for MIMOME
By adding clustering and balancing steps, we have the following complete SIS procedure for solving the MI-MOME problem. are properly weighted with respect to 4. Sample clustering. Segment the whole samples and weights set into multiple clusters using the above signbased sample clustering algorithm. S. Balancing. Modify the weights of each cluster so that the cumulative weights of the'clusters are equal. 6. Resampling. ' Resample the samples in the clusters according to the balanced weights. Thus, the motiodstructure and validity vector related to the two moving objects can be simultaneously estimated. Go to step 2 if the feature correspondences from the next frame are available.
Ti (Xi).
Experimental Results
The proposed MIMOME algorithm has been tested using both synthetic and real image sequences. Two examples using real image sequences are included. In the first example, an image sequence captured by a moving camera is used.
In this image sequence, two persons are walking in a room.
Oneis walkingto therightofthesceneandtheotherismoving forward along the optical axis of the camera. Since the camera is also moving, the background scene serves as the third moving object with respect to the camera. 44 feature points are detected and tracked through the sequence. Figure 3 shows the empirical means (thick curves) and the standard deviation (thin bars) of the validity vectors using the clustered samples related to the background in the first example. Figures 3 (a) , (b) and (c) show these values at the initial, the middle and the last rime instants. It can be seen from these figures that as time goes by, the mean of the validity vector gradually evolves to a desired structure that the entries ofthe features on the background have large positive In the second example, we used an image sequence with three walking persons. This sequence was recorded using 6 static camera with known background. After background subtraction, image regions belonging to moving objects can be found. Feature points on moving object can hence be detected in these regions and tracked throughout the whole sequence. In our experiment, we used SO features and their positions in the last frame of the sequence are indicaled by squares in Figure 4 (a), where the curves are the trajectories of features. From left to right, the three persons are referred by the first, second and third persons. Feature segmentation results for the three walking persons are shown by Figure  4 (h) (c) and (d), respectively. Several features on the second person's legs were not correctly marked. The reason is that these features were not correctly tracked during feature tracking. It can he seen in Figure 4 (a) that these features drifted Io the right foot of the person. Despite this and a small numberoferrors, the majority of the feature points are successfully clustered on the correct persons. The empirical posterior distributions of motion and validity vector parameters related to these three persons have been estimated by samples and their weights. Due to space limitation, details on estimati~n of empirical posterior distribution have been omitted from this paper.
Conclusions
In this paper, a Bayesian approach is designed to solve the MIMOME problem using SIS. In the proposed method, a balancing step is added into the SIS procedure to preserve samples of low weights so that all objects have enough samples to propagate empirical motion and validity vector distributions. The proposed approach bas been tested on both synthetic and real image sequences. Satisfactory results have been obtained. Moreover, similar SIS algorithms with balancing can be applied to other applications when one needs IO simultaneously estimate parameters of multiple sources using mixed data from all these sources. 
