In recent years the ultrahigh dimensional linear regression problem has attracted enormous attentions from the research community. Under the sparsity assumption most of the published work is devoted to the selection and estimation of the significant predictor variables. This paper studies a different but fundamentally important aspect of this problem: uncertainty quantification for parameter estimates and model choices. To be more specific, this paper proposes methods for deriving a probability density function on the set of all possible models, and also for constructing confidence intervals for the corresponding parameters. These proposed methods are developed using the generalized fiducial methodology, which is a variant of Fisher's controversial fiducial idea. Theoretical properties of the proposed methods are studied, and in particular it is shown that statistical inference based on the proposed methods will have exact asymptotic frequentist property. In terms of empirical performances, the proposed methods are tested by simulation experiments and an application to a real data set. Lastly this work can also be seen as an interesting and successful application of Fisher's fiducial idea to an important and contemporary problem.
Introduction
The ultrahigh dimensional linear regression problem has attracted enormous attentions in recent years. A typical description of the problem begins with the usual linear model
where Y = (Y 1 , . . . , Y n ) T is a vector of n responses, X = (x 1 , . . . , x n ) T is a design matrix of size n × p with i.i.d. variables x 1 , . . . , x n , β = (β 1 , . . . , β p ) T is a vector of p parameters, and ǫ = (ǫ 1 , . . . , ǫ n ) T is a vector of n i.i.d. random errors with zero mean and unknown variance σ 2 . It is assumed that ǫ and x 1 , . . . , x n are independent, and that p is larger than n and grows at an exponential rate as n increases. It is this last assumption that makes the ultrahigh dimensional regression problem different from the classical multiple regression problem, for which p < n.
When p ≫ n, it is customary to assume that the number of significant predictors in the true model is small; i.e., the true model is sparse. The problem is then to identify which β j 's are non-zero, and to estimate their values. To solve this variable selection problem, one common strategy is to first apply a so-called screening procedure to remove a large number of insignificant predictors, and then apply a penalized method such as the LASSO method of Tibshirani (1996) or the SCAD method of Fan and Li (2001) to the surviving predictors to select the final set of variables. For screening procedures, one of the earliest is the sure independence screening procedure of Fan and Lv (2008) . Since then various screening procedures have been proposed: Wang (2009) developed a consistent screening procedure that combines forward regression and the extended BIC criterion of Chen and Chen (2008) , Bühlmann et al. (2010) proposed a screening procedure that is based on conditional partial corrections, and Cho and Fryzlewicz (2011) constructed a screening procedure that utilizes information from both marginal correlation and tilted correlation. Also, other screening procedures are developed for more complicated settings, including generalized linear models and nonparametric additive modeling; e.g., Meier et al. (2009) , Ravikumar et al. (2009) , Fan and Lv (2011) and . For an overview of variable selection for high dimensional problems, see Fan and Lv (2010) .
While much efforts have been spent on model selection and parameter estimation for the ultrahigh dimensional regression problem, virtually no published work is devoted to quantify the uncertainty in the chosen models and their parameter estimates. A notable exception is the pioneer work of Fan et al. (2012) , where a cross-validation based method is proposed to estimate the error variance σ 2 . Given such an estimate and a final model, confidence intervals for β j 's can be constructed using classical linear model theory. However, this approach does not account for the additional variability contributed by the need of selecting a final model.
The goal of this paper is to investigate the use of Fisher's fiducial idea (Fisher, 1930) in the ultrahigh dimensional regression problem. In particular a new procedure is developed for constructing confidence intervals for all the parameters (including σ) in the final selected model. This procedure automatically accounts for the variability introduced by model selection. To the best of our knowledge, this is the first time that Fisher's fiducial idea is being applied to the so-called "large p small n" problem. Fisher (1930) introduced fiducial inference in order to define a statistically meaningful distribution on the parameter space in cases when one cannot use a Bayes theorem due to the lack of prior information. While never formally defined, fiducial inference has a long and storied history. We refer an interested reader to Hannig (2009) and Salome (1998) where a wealth of references can be found.
Ideas related to fiducial inference has experienced an exciting resurgence in the last decade.
Some of these modern ideas are Dempster-Shafer calculus and its generalizations (Dempster, 2008; Martin et al., 2010; Zhang and Liu, 2011; Martin and Liu, 2013) , confidence distributions (Singh et al., 2005; Xie et al., 2011) , generalized inference (Weerahandi, 1993 (Weerahandi, , 1995 and reference priors in objective Bayesian inference (Berger et al., 2009 ). There has also been a wealth of successful applications of these methods to practical problems. Hannig and Lee (2009) and Cisewski and Hannig (2012) .
The particular variant of Fisher's fiducial idea that this paper considers is the so-called generalized fiducial inference. Some early ideas were developed by Hannig et al. (2006) , and later Hannig (2009) used these ideas to formally define a generalized fiducial distribution. An brief description of generalized fiducial inference is given below.
The rest of this paper is organized as follows. Section 2 provides some background material on generalized fiducial inference, and applies the methodology to the ultrahigh dimensional regression problem. The theoretical properties of the proposed solution are examined in Section 3, while its empirical properties are illustrated in Section 4. Lastly, concluding remarks are offered in Section 5 and technical details are delayed to the appendix.
Methodology
Generalized fiducial inference begins with expressing the relationship between the data Y and the parameters θ as
where G(·, ·) is sometimes known as the structural equation, and U is the random component of the relation whose distribution is completely known; e.g., a vector of i.i.d. U(0,1)'s. Recall that in the definition of the celebrated maximum likelihood estiimator, Fisher "switched" the roles of Y and θ: the random Y is treated as deterministic in the likelihood function, while the deterministic θ is treated as random. Through (1) generalized fiducial inference uses this "switching principle" to define a valid probability distribution on θ.
This switching principle proceeds as follows. For the moment suppose for any given realization y of Y , the inverse
always exists for any realization u of U . Since the distribution of U is assumed known, one can always generate a random sampleũ 1 ,ũ 2 , . . ., and via (2) a random sample of θ can be obtained
. .. This is called a fiducial sample of θ, which can be used to calculate estimates and construct confidence intervals for θ in a similar fashion as with a Bayesian posterior sample. Through the above switching and the inverse operations, one can see that a density function r(θ) for θ is implicitly defined. We term r(θ) the generalized fiducial density for θ, and the corresponding distribution the generalized fiducial distribution for θ. An illustrative example of applying this idea to simple linear regression can be found in Hannig and Lee (2009) , and a formal mathematical definition of generalized fiducial inference is described in detail in Hannig (2009) . The latter work also provides strategies to ensure the existence of the inverse (2).
Observe that for the ultrahigh dimensional regression problem that this paper considers, θ can be decomposed into three components: θ = {M, σ, β M }, where M denotes a candidate model and can be seen as a sequence of p binary variables indicating which predictors are significant, σ is the noise standard deviation and β M is the coefficients of the significant predictors. In the next subsection we derive the generalized fiducial density r(M ) for M , and then we will demonstrate how to generate a fiducial sample {M ,σ,β} using r(M ).
Generalized Fiducial Density for Ultrahigh Dimensional Regression
While the above formal definition of generalized fiducial inference is conceptually simple and very general, it may not be easily applicable in some practical situations. When the model dimension is known, Hannig (2013) derived a workable formula for r(θ) for many practical situations. Assume that the parameter θ ∈ Θ ⊂ R d is d-dimensional and that the inverse (1) exists. This assumption is satisfied for many natural structural equations, provided that y and u have the same dimension and G is smooth. Note that this inverse is different from the inverseG −1 in (2). Then under some differentiability assumptions, Hannig (2013) showed that the generalized fiducial distribution is absolutely continuous with density
where
In the above f (y, θ) is the likelihood and the sum goes over all p-tuples of indexes i = (1 ≤
. . , n}. Also, for each i we denoted the list of unused indexes by i ∁ = {1, . . . , n}\i, the collection of variables indexed by i by y i = (y i 1 , . . . , y i d ), and its complement Recall that the formula (3) was derived for situations where the model dimension is known, and hence it cannot be directly applied to the current problem. When model selection is required, Hannig and Lee (2009) proposed adding extra penalty structural equations to (3). This is similar to adding a penalty term to the likelihood function to account for model complexity.
In particular their derivation shows that the fiducial probability of each candidate model M is proportional to
where f M (y, θ) is the likelihood, J M (y, θ) is the Jacobian (4), and q(M ) is the penalty associated with the model M . In the context of wavelet regression, they recommended using the minimum description length (MDL) principle (Rissanen, 1989 (Rissanen, , 2007 to derive the penalty q(M ), which is shown to possess attractive theoretical and empirical properties.
Given the success of Hannig and Lee (2009) , we also attempted to use the MDL principle to derive a penalty q(M ) for the current problem, which gives q(M ) = 0.5|M | log n with |M | being the number of significant parameters in M . However, this form of q(M ) fails here, as the classical MDL principle was not designed to handle the "p ≫ n" scenario. To overcome this issue, we propose using the following penalty
where the additional second term comes from the need to encode which of the parameters are left as zero. Here γ is a constant measuring the quality of the encoding; the most natural choice is γ = 1 but other choices are possible. In all our numerical work we use γ = 1. We note that the second term of (6) is similar to the EBIC penalty of Chen and Chen (2008) .
Denote the residual sum of squares of M as RSS M when the corresponding β is estimated with maximum likelihood. Using penalty (6), for the current ultrahigh dimensional regression problem, it is shown in Appendix A that the fiducial probability for model M is
Practical Generation of Fiducial Sample
In this subsection we propose a practical procedure for generating a fiducial sample {M ,σ,β} using (7). First note that even for a moderate p, the total number of models 2 p is huge and hence any method that is exhaustive in nature is computationally not feasible.
The proposed procedure begins with constructing a class of candidate models, denoted as M ′ . This M ′ should satisfy the following two properties: |M ′ | is small and it contains the true model and models that have non-negligible values of r(M ). To construct M ′ , we first apply the sure independence screening (SIS) procedure of Fan and Lv (2008) to reduce the number of predictors from p to p ′ , where p ′ is of order O(n). To further reduce the number of possible models (which is 2 p ′ ), we apply LASSO to those p ′ predictors that survived SIS, and take all those models that lie on the LASSO solution path as M ′ . Note that the LASSO solution path can be quickly obtained via the least angle regression method (Efron et al., 2004) , and that constructing M ′ in this way will ensure the true model is captured in M ′ with probability 1 (Fan and Lv, 2008) .
and approximate the generalized fiducial probability (7) by
Next for σ and β M . For any given M , it is straightforward to show that the generalized
and that of β M conditional on M and σ is
where β ML M is the maximum likelihood estimate of β M for model M , and X M is the design matrix for model M .
Thus to generate {M ,σ,β}, we first draw a modelM ∈ M ′ from (8), thenσ from (9) giveñ M , and lastlyβ from (10) given {M ,σ}.
Point Estimates and Confidence Intervals
Applying the above procedure repeatedly one can obtain multiple copies of {M ,σ,β} that form a fiducial sample for {M, σ, β M }. This fiducial sample can be used to form estimates and confidence intervals for σ in a similar manner as with a Bayesian posterior sample. For example, the average of allσ's can be used as an estmate of σ, while the 2.5% smallest and 2.5% largestσ values can be used respectively as the lower and upper limits for a 95% confidence interval for σ.
Obtaining estimates and confidence intervals for β is, however, less straightforward. It is because for any β j , it is possible that it is included in some but not allM 's. In other words, some of the generated fiducial values for β j are zeros, some are not.
We use the following simple procedure to deal with this issue. For each β j , we count the percentage of zero fiducial sample values. If it is more than 50%, we declare that this particular β j is not significant. Otherwise, we treat β j as a significant parameter, and use all the non-zero fiducial sample values to obtain estimates and confidence intervals for it, in the same way as for σ. Note that a similar idea has been used by Barbieri and Berger (2004) to determine the significance of a parameter in the Bayesian context.
Theoretical Properties
This section investigates the theoretical properties of the above-proposed generalized fiducial based method, under the situation that p is diverging and the size of true model is either fixed or diverging. For similar results in the classical situations where p is fixed, see Hannig (2009 Hannig ( , 2013 .
First, some notations. Let M be any model, M 0 be the true model, and H M be the
Throughout this section we assume the following identifiability condition holds:
for some fixed k > 1. This condition ensures that the true model is identifiable and has been used for example by Luo and Chen (2013) . It can be shown that, under the sparse Reisz condition and the condition
the identifiability condition (11) holds. However, the inverse does not hold in general.
Let M be the collection of models such that M = {M : |M | ≤ k|M 0 |} for some fixed k.
The restriction |M | ≤ k|M 0 | is imposed because in practice we only consider models with size comparable with the true model.
If p is large, the size of M could still be too large in practice. In this situation, we could use a variable screening procedure to reduce the size. This variable screening procedure should result in a class of candidate models M ′ which satisfies
where M ′ j contains all models in M ′ that are of size j. The first condition in (12) guarantees the model class contains the true model, at least asymptotically. The second condition in (12) ensures that the size of the model class is not too large. These two conditions are satisfied by the practical algorithm presented in Section 2.2.
In Appendix B the following theorem is established.
Furthermore, if (12) holds, with the same γ,
over the class M ′ .
Equation (13) states that the true model has the highest generalized fiducial probability amongst all the models in M. However, it does not imply equation (14) in general because the class of candidate models can be very large. If we constrain the class of models being considered in such a way that (12) holds, then equation (14) states that, with probability tending to 1, the true model will be selected. From Theorem 3.1, one can conclude the following important corollary.
Corollary 3.1. Statistical inference that is based on the generalized fiducial density (7) will have exact asymptotic frequentist property. Consequently the generalized fiducial distribution and derived point estimators are consistent.
Finite Sample Properties 4.1 Simulations
A simulation study was conducted to evaluate the practical performance of the proposed procedure. The following model from Fan et al. (2012) was used to generate the noisy data For each generated data set, we applied the proposed generalized fiducial procedure described in Section 2.2 to obtain a fiducial sample of size 10,000 for {M, σ, β}, and from this we computed the generalized fiducial estimate for σ 2 . We also obtained two other estimates for σ 2 : the first one from the refitted cross-validation (RCV) method of Fan et al. (2012) , while the second one is the classical maximum likelihood estimate for σ 2 obtained from the true model. Of course the last estimate cannot be obtained in practice, but it is computed here for benchmark comparisons. In sequel it is termed as the oracle estimate. Also, for RCV, the particular version we compared with is RCV-LASSO.
The bias of these three estimates for σ 2 are summarized in We also obtained two sets of 90%, 95% and 99% confidence intervals for σ 2 from each simulated data set. The first set was computed using the proposed generalized fiducial method, and the second was calculated by applying classical theory to the true model. Again, the last method cannot be used in practice, and is used for benchmark comparisons; i.e., the oracle method. The empirical coverage rates of these confidence intervals are summarized in Table 2 .
It can be seen that the generalized fiducial confidence intervals are nearly as good as the oracle confidence intervals.
Lastly, for each simulated data set we applied three methods to compute the confidence intervals for the regression coefficients β j 's and the mean function E(Y i |x i ) evaluated at 50 randomly selected design points x i 's. The three methods are the proposed generalized fiducial method, the RCV method of Fan et al. (2012) , and the oracle method that uses the true model.
As before the empirical coverage rates of these confidence intervals are calculated and they are reported in Tables 3 and 4 . Note that only the confidence intervals for β 1 are reported, as the In an attempt to produce a single summary statistic for comparing the empirical coverage rates of the confidence intervals produced by different methods, the following calculation has been done. For all the 90% generalized fiducial confidence intervals for β 1 , we counted the number of times that their empirical coverage rates are within the range (1 − α) ± 
Real Data Example: Housing Price Appreciation
This section analyses a data set that contains 119 months of housing price appreciation (HPA) of the national house price index (HPI) for 381 core-based statistical areas (CBSAs) in the united states. Here HPA is defined as the percentage of monthly change in log-HPI for each of the 381 CBSAs. The goal of the analysis is to predict future HPA values for these CBSAs using existing data. This data set was recorded from 1996 to 2005, and has been studied for example by Fan et al. (2012) .
Of course, house prices depend on geographical locations and various macroeconomic factors. As argued by Fan et al. (2012) , effects from macroeconomic factors can be well summarized by the national HPA. Let X t,j be the HPA of the j-th CBSA in month t, and X t,N be the national HPA of month t. Then for any k = 1, . . . , 381, a reasonable model for a 1-year ahead HPA prediction for the k-th CBSA is N are model parameters and ǫ t−1 is an independent random error. Given the national HPA X t−1,N , it is reasonable to assume that areas that are far away would have minimal influence on the local house prices, therefore one can assume the β Table 3 : Empirical coverage rates for the confidence intervals for β 1 . The numbers in the parentheses are the averaged widths of the corresponding confidence intervals.
Note that for any given k, we have "p > n", as p = 382 and n = 119.
For illustrative purposes, we apply the proposed generalized fiducial procedure to the above model for one of the CBSAs: San Francisco-San Mateo-Redwood. Two fitted models with nonnegligible fiducial probabilities are returned: with probability 0.335 the housing appreciation of this area depends on itself and its nearby CBSA San Jose-San Francisco-Oakland, while with probability about 0.663, it depends only on the CBSA San Jose-San Francisco-Oakland.
We also obtained estimate for the noise standard deviation σ, which can be interpreted as a measure of prediction accuracy when forecasting the housing appreciation. Our point estimate for σ is 0.56 with a 95% confidence as (0.48, 0.65). Our point estimate agrees with those reported in Fan et al. (2012) , although no confidence intervals are reported there.
Conclusion
In this paper we studied the issue of uncertainty quantification in the ultrahigh dimensional regression problem. We applied the generalized fiducial inference methodology to develop an inferential procedure for this problem. Our theoretical results show that estimates obtained by this procedure are consistent, while confidence intervals constructed by this procedure are asymptotically correct in the frequentist sense. Numerical results from simulation experiments confirm with these theoretical findings. To the best of our knowledge, there are very few published papers that are devoted to quantify uncertainties in the ultrahigh dimensional regression problem, and hence the current paper is one of the first to provide a systematic treatment to this problem. It also opens the possibility for using fiducial and related methods for conducting statistical inference for other "large p small n" problems, such as classification and covariance matrix estimation.
A Derivation of (7) This appendix derives the generalized fiducial density (7). A major challenge is to obtain a computable expression for the Jacobian (4).
First observe that the term J(y, θ) in (4) can be further simplified. The product of Jacobian matrices in each of the summands of (4) simplifies to a matrix containing the d-columns of the 
where for any n × d matrix A, the sub-matrix (A) i is the d × d matrix containing the rows
Then notice that each of the candidate model is a multiple regression model, with an implicit structural equation
where Y is the observations, X M is the design matrix for model M , β M ∈ R |M | and σ > 0 are parameters, and Z is a vector of i.i.d. standard normal random variables. Plugging this into (15) and after some calculations one has
Substituting this into (5) we have
where RSS M denotes the residual sum of squares of model M when the parameters are estimated using maximum likelihood, and the term q(M ) that controls the model dimension is given by (6).
The expression (16) has done well in our simulations. However, the need for computing a sum of n |M |+1 terms makes it very computationally expensive. To seek for a faster alternative, we re-express the response Y for each fixed model as a column vector
With this the Jacobian (15) becomes
The simplification in the previous formula happens because all but the first m + 1 rows of the matrix obtained as the product of matrices in the above expression are 0 and we therefore have only one non-zero determinant in the sum. This together with the penalty (6) brings us to the final generalized fiducial distribution (7).
Notice that both J v M (y, θ) and J M (y, θ) are of the form C M (y)σ −2 where C M (y) is a specific constant depending only on the observed data. Therefore the Jacobians can be viewed as improper Bayesian priors π(β M , σ 2 ) ∝ σ −2 . As discussed in Berger and Pericchi (2001) one the issues with the use of improper priors in Bayesian model selection is that a selection of a constant C B in the prior C B σ −2 is arbitrary. This is not a problem when a posterior with respect to one model is considered because the arbitrary constant cancels. However, it becomes a problem in model selection as the arbitrary constants C B influence the result making the use of improper prior for model selection difficult. Thus a contribution of fiducial inference is the choice of a particular constant C B for each of the model.
B Proof of Theorem 3.1 B.1 Lemmas
First we present three lemmas, where detailed proofs can be found in Luo and Chen (2013) . 
B.2 Proof of Theorem 3.1
This appendix presents the proof of Theorem 3.1. Some of the arguments are similar to those in Luo and Chen (2013) .
Denote M as the collection of models for which (11) 
