Efficient and robust numerical methods for solving the periodic Riccati differential equation (PRDE) are addressed. Such methods are essential, for example, when deriving feedback controllers for orbital stabilization of underactuated mechanical systems. Two recently proposed methods for solving the PRDE are presented and evaluated on artificial systems and on two stabilization problems originating from mechanical systems with unstable dynamics. The first method is of the type multiple shooting and relies on computing the stable invariant subspace of an associated Hamiltonian system. The stable subspace is determined using algorithms for computing a reordered periodic real Schur form of a cyclic matrix sequence, and a recently proposed method which implicitly constructs a stable subspace from an associated lifted pencil. The second method reformulates the PRDE as a maximization problem where the stabilizing solution is approximated with finite dimensional trigonometric base functions. By doing this reformulation the problem turns into a semidefinite programming problem with linear matrix inequality constraints.
Introduction
In this paper, we evaluate numerical methods for solving the periodic Riccati differential equation (PRDE) [1, 9, 51] :
T X(t) + X(t)A(t) − X(t)B(t)R(t) −1 B(t) T X(t) + Q(t).
(1.1)
The PRDE arises for example in the periodic linear quadratic regulator (periodic LQR) problem for periodic linear time-varying (periodic LTV) systemṡ x(t) = A(t)x(t) + B(t)u(t), y(t) = C(t)x(t), (1.2) where A(t) ∈ R n×n , B(t) ∈ R n×m , and C(t) ∈ R p×n are continuous T -periodic matrices, i.e., A(t) = A(t + T ), B(t) = B(t + T ), and C(t) = C(t + T ) for all t ≥ 0. In the last few years, the interest of robust solvers for the PRDE has been strengthened and most of the existing methods for solving the PRDE are unreliable and not suited for systems of high order or with large period. However, recently new methods that better cope with these problems have been proposed. In this paper, we examine two of these methods: the periodic multi-shot method [48, 50] (an invariant subspace approach) and the SDP method (a convex optimization approach) [18] . The two methods are tested and evaluated on a selection of both artificial systems as well as problems arising in experimental setups with periodic behaviors. A third method which is not evaluated in this paper has recently been proposed in [2] . It is an iterative method that approximates the solution of the PRDE with a sequence of PRDEs with a negative semidefinite quadratic term. Future evaluation of this method will show how it compares to the other two methods.
The multi-shot method is based on discretization techniques, which turn a continuous-time problem into an equivalent discrete-time problem [50] . The method is a further development of the one-shot generator method [9, 29, 51] . To solve the PRDE a linear Hamiltonian system must be integrated. The importance of using symplectic integration methods for solving the Hamiltonian system has recently been emphasized in, e.g., [31, 32, 47, 48] . This is also demonstrated by the numerical results in this paper. The solution of the PRDE is computed using two different approaches. The first approach relies on computing the stable invariant subspace of the monodromy matrix associated with the Hamiltonian system using the periodic real Schur form [10, 30] and the reordering of eigenvalues in the periodic real Schur form [23, 24] . The second approach implicitly constructs a stable deflating subspace from an associated lifted pencil using the fast method [50] .
The SDP method is based on approximation of the stabilizing solution of the PRDE by finite dimensional trigonometric base functions. By doing this approximation and reformulating the PRDE as a maximization problem, the problem of solving the PRDE is turned into a semidefinite programming (SDP) problem with linear matrix inequality (LMI) constraints [18] .
The paper is organized as follows. In Section 2, we define the periodic LQR problem and the associated PRDE. Section 3 considers invariant subspace approaches, where the main focus is on the periodic multi-shot method. Section 4 presents the convex optimization approach. In Section 5, the multi-shot method and the convex optimization approach are tested and evaluated. We end with some conclusions in Section 6.
Linear optimal control
The LQR problem belongs to the class of linear optimal control problems which also includes, e.g., linear quadratic gaussian (LQG), H ∞ and H 2 optimal control problems. The aim of the methods for solving these optimal control problems is to find a control law for a linear system such that some integral quadratic criteria are minimized. In Section 2.2, we outline the LQR problem, and in Section 2.3 fundamental theory and results for the periodic Riccati differential equation are summarized. We begin with presenting some basic terminology and definitions for periodic LTV systems in Section 2.1.
Preliminaries
Before addressing the periodic LQR problem, we introduce some fundamental theory and definitions of the periodic LTV system (1.2). For a detailed discussion of periodic systems see, e.g, [1, 9] .
Let Φ A (t, t 0 ) be the transition matrix associated with A(t) satisfying ∂ ∂t Φ A (t, t 0 ) = A(t)Φ A (t, t 0 ), Φ A (t 0 , t 0 ) = I n .
For a T -periodic system, the transition matrix evaluated over one period is known as the monodromy matrix Ψ A (t 0 ) = Φ A (t 0 + T, t 0 ). The eigenvalues λ 1 , . . . , λ n of Ψ A (t 0 ) are called the characteristic multipliers of A(t) at time t. These eigenvalues are independent of t 0 , thus Ψ A (t 0 ) has the same spectrum for all t 0 . A(t) is said to be a stable periodic matrix if all characteristic multipliers are inside the unit circle (open unit disc), i.e., |λ i | < 1, for all i.
A characteristic multiplier λ of A(t) is said to be unreachable if Ψ A (t 0 ) T x = λx, x = 0, imply that B(t)
T Φ A (t 0 , t) T x = 0 almost everywhere for t ∈ [t 0 , t 0 + T ]. Otherwise the characteristic multiplier is said to be reachable. The system (1.2) is stabilizable if there exists a periodic matrix K(t) such that A(t) − B(t)K(t) is stable, or, equivalently, if all characteristic multipliers λ of A(t) with |λ| ≥ 1 are reachable.
A characteristic multiplier λ of A(t) is said to be unobservable if Ψ A (t 0 )x = λx, x = 0, imply that C(t)Φ A (t, t 0 )x = 0 almost everywhere for t ∈ [t 0 , t 0 + T ]. Otherwise the characteristic multiplier is said to be observable. The system (1.2) is detectable if there exists a periodic matrix L(t) such that A(t) − L(t)C(t) is stable, or, equivalently, if all characteristic multipliers λ of A(t) with |λ| ≥ 1 are observable.
The linear quadratic regulator problem
The optimal control problem we consider is to compute a stabilizing controller for the periodic LTV system (1.2). The optimal periodic controller is obtained via solving the LQR problem [3, 41, 44, 51] , i.e., by minimizing the quadratic cost function for (1.2):
where Q(t) ∈ R n×n and R(t) ∈ R m×m are continuous T -periodic weighting matrices, and Q(t) = Q T (t) ≥ 0 and R(t) = R T (t) > 0 for all t. The inequality (strict inequality) sign means that a matrix M ∈ R n×n is positive semidefinite (positive definite), i.e., z T M z ≥ 0 (z T M z > 0) for all nonzero z ∈ R n . As we will see later, the positive semidefinite assumption on Q(t) is not necessary.
Provided the pair (A(t), B(t)) is stabilizable and the pair (A(t),
where Q(t) 1/2 T Q(t) 1/2 = Q(t), the optimal control input u * (t) that stabilizes (1.2) and minimizes (2.3) is
The periodic matrix X(t) ∈ R n×n in (2.4) is the unique symmetric positive semidefinite T -periodic stabilizing solution of the continuous-time PRDE (1.1):
The solution X(t) is called a stabilizing solution of (1.1) if the closed-loop matrix
is stable.
Periodic Riccati differential equations
Let us first consider the PRDE
where
, and M 22 (t) ∈ R m×m are piecewise continuous, locally integrable and T -periodic matrices defined on the interval [t 0 , T ]. A well known result for the PRDE is the relationship with linear systems of differential equations.
, and M 22 (t) ∈ R m×m be T -periodic matrices. Then the following facts hold:
n×n is a solution of the initial value probleṁ
is a solution of the associated linear system (of
is a real solution of the system (2.6) such that U (t) ∈ R n×n is regular for
is a real solution of (2.5).
From Theorem 2.1 it follows that the solution of the T -periodic PRDE (1.1) can be computed from the system of differential equations:
where U (t) ∈ R n×n , V (t) ∈ R n×n , and t 0 ≤ t ≤ T . Provided there exists a solution of (1.1) with initial conditions X(t 0 ) = V 0 U −1 0 , the matrix U (t) −1 exists and the solution of (1.1) is
In the next step, we show that there exists a finite solution to (1.1), i.e., the solution X(t) does not blow up on a finite interval. Define the Riccati operator R of (1.1) as
The following theorem regarding the existence of a stabilizing solution is derived in [1, 14] , which is a slight generalization of the theorem in [8] . Note that there is no positive definite assumption on Q(t).
) is stabilizable and that there exists a T -periodic stabilizing solution X(t) of the Riccati differential inequality
Then there exists a T -periodic equilibrium X + (t) of the PRDE (1.1), where
In particular, X + (t) is the maximal T -periodic stabilizing solution of the PRDE (1.1).
This theorem is further generalized in [18] to include positive definite time-varying weighting matrices Q(t) and R(t). Theorem 2.3 [18] Suppose that the time-varying matrices A(t), B(t), Q(t), R(t) and R(t) −1 are bounded, and Q(t) > 0 and R(t) > 0 for all t ≥ 0. Let X + (t) be a stabilizing solution of (1.1). Then, any bounded matrix X(t), satisfying the Riccati differential inequality R(X(t), t) ≥ 0, ∀t ≥ 0, (2.9) also satisfies the inequality
For a set of matrices W j = W T j > 0 and distinct time instances t j ≥ 0 , where j = 1, . . . , N and N ∈ N, define the functional 10) where tr(A) denotes the trace of a matrix A. It follows from Theorem 2.3 that a maximum of (2.10) over the set of bounded matrices X(t), satisfying (2.9), is achieved at the stabilizing solution X + (t) [18] .
Invariant subspace approaches
In this section, we describe methods based on invariant subspace approaches. The approach we are mainly considering is the periodic multi-shot method proposed in [48, 50] . It is based on the one-shot generator method, described briefly in Section 3.3, and uses methods explicitly designed for computing the invariant subspace of periodic systems: the ordered periodic real Schur form (Section 3.1) or the fast algorithm (Section 3.5). The associated Hamiltonian differential system is solved using symplectic (structure preserving) integration methods, see Section 3.2. The multi-shot method is presented in Section 3.4 and we end by an overview of the Matlab implementation of the method in Section 3.6.
Periodic Schur form and reordering
Consider a P -cyclic matrix sequence A P , A P −1 , . . . , A 1 usually associated with the matrix product A = A P A P −1 . . . A 1 , where A k ∈ R n×n and A k+P = A k for any positive integer k. A common problem is to compute the eigenvalues and/or the corresponding eigenvectors (invariant subspaces) of the matrix product A. For example, to solve the PRDE with the multi-shot method we are interested in the stable periodic invariant subspace of a matrix product. While computing the eigenvalues and invariant subspaces, it is not advisable to explicitly evaluate the matrix product, which is both costly and can lead to significant loss of accuracy and even to under-and overflows [10] . Instead an implicit decomposition of these matrices is used, called the periodic (real) Schur form.
Periodic real Schur form
If real elements in the computed Schur form are required, which is the case for us, the periodic real Schur form (PRSF) is used [10, 30] .
Let A k , k = 1, . . . , P , be n × n real matrices and P -cyclic, i.e., A k+P = A k . Then there exists a P -cyclic orthogonal matrix sequence Z k ∈ R n×n :
with Z k+P = Z k and where one of the S k matrices, say S r , is upper quasi-triangular and the remaining are upper triangular. The quasi-triangular matrix S r has 1 × 1 and 2 × 2 blocks on the main diagonal and can appear anywhere in the sequence (typically as S 1 or S P ). The product of the conforming diagonal blocks of the matrix sequence S k gives the real (1 × 1 blocks) and complex conjugated pairs (2 × 2 blocks) of eigenvalues, respectively, of the matrix product A P · · · A 2 A 1 .
Periodic eigenvalue reordering
When computing the PRSF it is not possible to simultaneously specify the order of the eigenvalues of the matrix product S P · · · S 1 . One case when the order is of particular interest is when we are only interested in the invariant subspace corresponding to a specified set of eigenvalues. A direct method for reordering the eigenvalues of a periodic matrix sequence in PRSF, without computing the corresponding matrix product explicitly, is presented in [23] .
Let the matrix sequence S P , . . . , S 1 be in the PRSF (3.11) and assume thet we have q sets of selected eigenvalues. Then there exists an orthogonal matrix sequence Q k ∈ R n×n , k = 1, . . . , P , such that
with Q k+P = Q k and T k+P = T k , and where the eigenvalues of the matrix product T
ii corresponding to the i-th set of eigenvalues, where i = 1, . . . , q. In the periodic multi-shot method, we need to compute the ordered periodic real Schur form with
where T
11 ∈ R p×p and T
22 ∈ R n−p×n−p , and the matrix product T
11 has p eigenvalues inside the unit circle, and T
22 has n − p eigenvalues outside the unit circle 1 . Then the first p columns of the sequence Q k span the stable right periodic invariant subspace, and the last n − p columns span the unstable right periodic invariant subspace.
Hamiltonian systems and symplectic matrices
When solving the PRDE (1.1) with an invariant subspace approach, a linear Hamiltonian system with symplectic flow must be solved. This section gives an introduction to Hamiltonian systems, symplectic matrices and symplectic integration methods. For details, see for example [13, 27, 36] .
We first consider an ordinary differential equation (ODE) of the formẏ = f (y) with the initial value y(t 0 ) = y 0 . The flow over time t for an ODE is the mapping ϕ t from any initial point y 0 in phase space to a final point y(t) associated with the initial value y 0 . Thus, the map ϕ t is defined as
Hamiltonian system is an ODE of the forṁ
where x F (x) is the gradient of F (x) with respect to x, p and q are vectors of length d, and T and (3.13) can be written in compact form aṡ 14) where J is the skew-symmetric matrix
We consider the linear Hamiltonian system defined by a quadratic Hamiltonian F (y) = 1 2 y T Ly, where L ∈ R 2d×2d is symmetric. The resulting differential equation is thuṡ
where H is a Hamiltonian matrix and satisfies H T J + JH = 0. Next, we consider one of the most important properties of the Hamiltonian system (3.14); symplecticity [27] . Consider a two-dimensional parallelogram lying in R 2d . Let the two vectors
where u p , u q , v p and v q are in R d , span the parallelogram
Denote the (oriented) area of the parallelogram by ω(u, v), see left illustration in Figure 1 . 
A linear mapping (transformation)
or, equivalently, ω(Au, Av) = ω(u, v), i.e., the linear mapping A preserves the area ω(u, v) in phase space, see Figure 1 . The matrix A ∈ R 2d×2d is referred to as a symplectic matrix. In the case d = 1,
In the general case d ≥ 2, ω(u, v) is the sum of oriented areas
where u i and v i are projections of u and v, respectively, onto the coordinate planes (p i , q i ), i = 1, . . . , d. Hence, for d ≥ 2 symplecticity means that the sum of oriented areas ω(u, v) of the projections of P onto (p i , q i ) is the same as the area of the transformed parallelograms A(P). The area ω(u, v) is also called the symplectic two-form on the phase space R 2d and has in matrix notation the form
where J is the matrix (3.15). For a Hamiltonian system the following holds, e.g., see [36] .
Theorem 3.1 The flow map ϕ t of a Hamiltonian system (3.14) is symplectic.
To preserve the symplectic characteristic of the Hamiltonian system (3.14) an integrator that preserves the symplectic flow of the problem must be used. One example of a symplectic one-step integration method is the symplectic and symmetric Gauss Runge-Kutta method [27, 28, 40] , which is used in Section 5. It is an implicit Runge-Kutta method with fixed time steps where the nonlinear system is solved using fixed-point iteration.
We now turn our attention towards the PRDE (1.1) associated with the periodic LTV system (1.2) [9, 51] . Let H(t) ∈ R 2n×2n be the periodic time-varying Hamiltonian matrix
, H(t) satisfies H(t)
T J + JH(t) = 0 for all t, where J is defined by (3.15) . From the initial value problem
the transition matrix Φ H (t, t 0 ) associated with H(t) is computed. The system (3.16) is a linear Hamiltonian system where the transition matrix Φ H (t, t 0 ) for all t > t 0 has eigenvalues symmetric with respect to the unit circle and is symplectic. We recall from Section 2.1, that for a periodic system the transition matrix evaluated over one period is known as the monodromy matrix Ψ H (t 0 ) = Φ H (t 0 + T, t 0 ).
One-shot generator method
The one-shot generator method solves the Hamiltonian system (3.16) over one period T and computes the stabilizing solution of the PRDE (1.1) from the stable invariant subspace of the solution [9, 29, 51] . The method is outlined in Algorithm 1.
Algorithm 1 1. Compute the monodromy matrix Ψ(t 0 ) = Φ(t 0 + T, t 0 ) by solving the initial value problem (3.16) over one period.
2. Compute the ordered real Schur form of Ψ(t 0 ) [22] :
where S 11 ∈ R n×n is upper quasi-triangular with n eigenvalues inside the unit circle, and S 22 ∈ R n×n is upper quasi-triangular with n eigenvalues outside the unit circle. Then the stable subspace of Ψ(t 0 ) is spanned by the columns of the 2n × n matrix
.
Solve the matrix differential equatioṅ
by integrating from t = t 0 to t = t 0 + T .
4. Partition the solution of (3.17) into n × n blocks as
Then the solution of the PRDE is
As discussed in [50] , this method has some major disadvantages and is potentially numerically unreliable. In steps 1 and 3, and ODEs with unstable dynamics are solved. For systems with large periods these steps will result in a significant accumulation of roundoff errors. The second ODE also depends on the first one and consequently they must be solved in sequence. Moreover, if a non-symplectic solver is used there will also be a drift in the solution of the linear Hamiltonian system. Special symplectic solvers for periodic (stiff) problems are considered in [17] .
Multi-shot method
The alternative multi-shot method [48, 50] reduces the impact of the numerical problems which occurs with the one-shot method. The main idea is to turn the continuous-time problem into an equivalent discrete-time problem. This is achieved by considering the following product form of the monodromy matrix Ψ H (t 0 ) with t 0 = 0:
where ∆ = T /N for a suitable integer N 3 . In the following, denote Φ k = Φ H (k∆, (k − 1)∆), k = N, . . . , 1. Notably, Φ N , . . . , Φ 1 is an N -cyclic matrix sequence of 2n × 2n matrices. The linear Hamiltonian system (3.16) can now be integrated for each transition matrix Φ k , and methods for periodic eigenvalue problems can be used to compute the stable subspace.
The consequence is that the multi-shot method has several advantages compared to the one-shot method:
(i) The linear Hamiltonian system, which has unstable dynamics, is solved over short subparts of the period. This makes the method more reliable for problems with large periods.
(ii) Only one ODE (in a multi-shot fashion) must be solved, in contrast to the one-shot method where two ODEs must be solved in sequence.
(iii) The system's periodicity is exploited, by explicitly using methods designed for periodic systems.
(iv) The numerical integration of the Hamiltonian system can easily be parallelized. This is of great value since this part can be very computational intensive.
(v) Since the integration of the Hamiltonian system is done over short subparts, the importance of using a symplectic solver is not critical.
In the absence of parallelization, the only disadvantage of the multi-shot method compared to the one-shot method is that it is more time consuming. The multi-shot method is presented in Algorithm 2. For high accurate solution, the Hamiltonian system in step 1 is preferably solved with a symplectic solver like the symplectic Gauss Runge-Kutta [27, 28] , but as pointed out in item (v) above this is not always necessary. 2. Compute the periodic real Schur form associated with the matrix product 19) with Z N +1 = Z 1 and S 1 upper quasi-triangular.
3. Reorder the periodic real Schur form such that 20) with Q N +1 = Q 1 and where the matrix product T
11 · · · T
11 has n eigenvalues inside the unit circle, and T
22 has n eigenvalues outside the unit circle. Here, Q k is the sequence of orthogonal transformation matrices that perform the eigenvalue reordering of the PRSF (3.19).
4. For each k, partition the product of the transformation matrices from (3.19) and (3.20) into four n × n blocks as
Then the solution of the PRDE
To acquire the solution of the PRDE between two discretization moments t 0 = (k − 1)∆ and t f = k∆, the methods described in [15, 16] can be used to integrate the PRDE (1.1) in backward time with X(t f ) = X k+1 .
Fast algorithm
An alternative approach to the ordered PRSF to compute the stable subspace is the fast algorithm proposed in [50] , which is an extension of the swapping and collapsing approach [6, 7] for discrete-time algebraic Riccati equations. Notably, for generalized periodic matrix sequences this method is not suitable, since it includes computing inverses of presumptive ill-conditioned matrices. However, in our case this method only performs numerically robust operations.
Provided that the transition matrices Φ N , . . . , Φ 1 are computed as in step 1 of Algorithm 2, the fast algorithm implicitly constructs a stable deflating subspace from an associated lifted pencil. The approach takes advantage of that the solution X(t) of two successive time steps (k − 1)∆ and k∆ are related as (e.g., see [9] )
where k = 1, . . . , N and Φ k is partitioned in n × n blocks
Define the associated lifted pencil to the periodic matrix pair (Φ k , I 2n ):
If a solution of the PRDE exists, the matrix pencil S − zT is regular and has no eigenvalues on the unit circle. Using an orthogonal transformation matrix U k , compress the rows of the
where R k is a nonsingular matrix. Applying this recursively to (3.22) transforms the matrix pencil S − zT to the reduced pencil
where the n × n matrix U (k) ij is the ij-th block of the matrix U k , and the regular matrix pencil Φ N − zU
contains all finite eigenvalues of S − zT . The initial solution X 1 to (3.21) is computed from an ordered generalized Schur decomposition
where Q and Z are orthogonal matrices, and the upper quasi-triangular matrix pencilŜ 11 − zT 11 has only finite eigenvalues inside the unit circle. If Z is partitioned as
11 . The remaining solutions X k for k = N, . . . , 2 are computed iteratively using (3.21), with X N +1 = X 1 . As pointed out in [50] , the main advantage of this method is its ease of implementation, since only standard robust numerical routines are used.
The Matlab implementations
To compute the stable subspace, the multi-shot method uses Fortran subroutines for computing the PRSF [39] and periodic eigenvalue reordering [23] (to be available in the upcoming PEP toolbox [25] ). The fast multi-shot method is available in the Periodic System Toolbox for Matlab [49] . To solve the linear Hamiltonian system, builtin ODE solvers in Matlab and a Matlab implementation of the symplectic Gauss Runge-Kutta are used. See, e.g., [26, 38] , for other possible ODE solvers.
A convex optimization approach
A second approach to solve the PRDE (1.1) is based on convex optimization. By reformulating the PRDE as a convex optimization problem the solution can be obtained by solving a semidefinite programming problem with linear matrix inequality constraints, see Section 4.1. This method is proposed by Gusev et.al. [18] and an improved version of it is presented in Section 4.2.
Semidefinite programming and linear matrix inequalities
A semidefinite programming (SDP) problem is a special class of convex optimization problems and has the form [5, 11, 12, 33] :
For the SDP problem (4.23), x ∈ R n is the variable vector and the vector c ∈ R n and the symmetric matrices F 0 , . . . , F n ∈ R m×m are given. The constraint F (x) ≥ 0 is called a linear matrix inequality (LMI). Multiple LMIs
Reformulation of the PRDE
As stated in the end of Section 2.3, the maximal stabilizing solution X + (t) of the PRDE (1.1) is achieved by maximizing the cost function J in (2.10). This is an infinite dimensional SDP problem, for which the linear functional J is maximized over a convex set of matrices X(t), satisfying the inequality (2.9). To solve this infinite dimensional optimization problem we first approximate it with a sequence of finite dimensional problems. This approach to solve the PRDE is proposed by Gusev et.al. in [18] . The first outline of the method had a smaller system of inequalities but depended on a larger number of parameters. From the Schur complement 4 , it follows that the Riccati inequality (2.9) associated with the T -periodic PRDE (1.1) can be reformulated as the LMI S(X(t), t) ≥ 0, (4.24) where
is symmetric. The next step is to approximate the stabilizing solution and its derivative by finite dimensional trigonometric base functions. These base functions can be chosen such that the characteristics of the underlying system is emphasized. A suitable (general) base function is the finite dimensional Fourier expansion, which is used in the following. Let T = 2π/ω and q ≥ 1, q ∈ N, then X(t) = q k=−q e ikωt X k , and (4.25) 26) with the matrices X −k = X k , k = 1, . . . , q. Consequently, S(X(t), t) can be approximated by S j = S( X(t j ), t j ), where 0 ≤ t j ≤ T is some time instances and j = 1, . . . , N for a suitable integer N . We can now formulate the finite dimensional SDP problem as
where the objective function is obtained from (2.10) and (4.25):
Note that minimizing −J( X(t)) is equivalent to maximizing J( X(t)). By solving (4.27) an approximate stabilizing solution X + (t) of (1.1) can be computed, where 
The Matlab implementation
The Matlab implementation by Gusev [18] uses SeDuMi [43, 46] (a Matlab toolbox for optimization over symmetric cones) to solve the LMI problem and YALMIP [37] for modeling the optimization problem. Default options are used both for SeDuMi and YALMIP. In the Matlab implementation, the weight matrices W 1 , . . . , W N in (4.28) are set to the identity matrix. However, if necessary these matrices could be changed to improve the numerical stability of the SDP problem.
Numerical experiments
We have implemented, evaluated and compared three PRDE solvers for both artificially constructed periodic LTV systems with known solutions and stabilization problems originating from two experimental control systems, the Furuta pendulum and pendulums on carts.
The three methods used are the multi-shot method using the ordered PRSF, the multi-shot method using the fast algorithm and the SDP method. The corresponding solvers are in the following called the multi-shot solver, the fast multi-shot solver, and the SDP solver, respectively. For the two multi-shot solvers we have solved the linear Hamiltonian system (3.16) using three different ODE solvers: The two general purpose Matlab ODE solvers ode45 (Dormand-Prince Runge-Kutta (4, 5)) and ode113 (variable order AdamsBashforth-Moulton PECE), and sgrk a Matlab implementation of the symplectic 6-stage (order 12) Gauss Runge-Kutta method, with fixed time steps). For ode45 and ode113 we have used the relative tolerance 10 −9 and the absolute tolerance 10 −16 . For sgrk we have used an initial value of 4 time steps, and if no convergence in the fixed-point iteration is achieved the time steps are doubled until convergence or 64 time steps are reached.
For the SDP solver we have used default options for both SeDuMi and YALMIP. The best results from the SDP solver have a relative error in the solution around 10 −11 . When nothing else is stated, the number of time instances N in the product of the transition matrices (3.18) in the multi-shot method is set to N = 100. We have based our choice of N on the results in [32, 50] . For consistency, the number of time instances N of the LMI constraints in (4.27) is set to N = 100. Moreover, the stabilizing solution and its derivative are approximated with the finite dimensional Fourier expansion as in (4.25) and (4.26), with q = 10.
The implementations of the three PRDE solvers have been done in Matlab, utilizing built-in functions and gateways to existing Fortran subroutines. All computations were carried out in double precision ( mach = 2.2 · 10 −16 ) on an Intel Core Duo T7200 (2GHz) with 2GB memory, running Windows XP 5 and Matlab 6 R2006b.
A set of artificial systems
In the first set of examples, we have investigated how the solvers manage to compute an accurate solution of the PRDE associated with artificial LTV systems with respect to the number of states and the periodicity of the systems. All the artificial systems have known solutions, called the reference solutions, and they are constructed as follows.
Consider an LTI systemẋ
with n states (as we will see, must be a multiple of two) and m inputs, i.e., A ∈ R n×n and B ∈ R n×m . In addition, the quadratic cost function of the LTI system is
resulting in the optimal feedback control u * (t) = −Kx(t), where
For LTI systems, the matrix X in the optimal feedback control (5.30) is obtained by solving the algebraic Riccati equation (ARE)
To solve (5.31) an existing stable solver is used [4, 35] , e.g., care in Matlab or preferably slcaresc in Slicot [45] . Next, the LTI system (5.29) is transformed into a periodic LTV system by change of coordinates
where z(t) is the state vector in the new coordinates and
for a given ω > 0. Notably, the number of states in x(t) must be a multiple of two. After differentiating both sides of (5.32) we geṫ
This results in the T -periodic LTV systeṁ
, and
with period T = 2π/ω. The cost function (2.3) for the resulting transformed system (5.33) has the weighting matrices Q(t) = P (t) −T QP (t) −1 and R(t) = R. The optimal feedback of (5.33) can now be expressed as u * (t) = −K(t)z(t)
where X(t) ≡ X k is the computed solution of the PRDE (1.1) at t = (k − 1)T /N . The solution X(t) = P (t) −T XP (t) −1 , where X is the solution of (5.31), corresponds to the exact solution at time t (our reference solution).
The accuracy of the computed solution X(t) is evaluated using the relative error e rel of the PRDE solution with respect to the reference solution X(t), computed as
where X k = X((k−1)T /N ). We have tested if the computed solution is a stabilizing solution by first approximating X k by a finite dimensional Fourier expansion (like in (4.25)). The LQR problem is then tested on a closed loop linear system in Simulink 6 . We have based our tests on two different LTI systems, which are transformed into periodic LTV systems. We have only considered the weighting matrices Q = I n and R = I m , for both cases. The different system matrices are as follows:
where * are uniformly distributed random numbers on the interval [−10, 10]. The system matrices (5.35) correspond to an LTI system with n integrators connected in series with a feedback controller applied to the nth system [35] (see also [34] ).
Size of system
First the methods are tested with respect to the number of states n of the system (order of the system). How does the number of states affect the computed solution and how large systems can the different methods solve? We have run the tests on the system matrices (5.34) and (5.35). In both cases we used ω = 2, so the period of the resulting LTV system (5.33) is T = π. First we have examined which ODE solver of ode45, ode113, and sgrk, is best suited for solving the linear Hamiltonian system (3.16) in the multi-shot method. As we see in Table 1 , when the number of states of the system increases the run-time for ode45 increases rapidly while for ode113 and sgrk the run-time increases linearly. Considering that the three solvers produce solutions with almost the same relative error, the preferred solver should either be ode113 or sgrk. For this example, we have chosen to use sgrk as it is marginally more accurate and faster than ode113.
Next we have compared the run-time of the two approaches to compute the stable subspace in the multi-shot method: the fast algorithm and the ordered PRSF. The test is Table 3 : The solvers tested with respect to the size n of the periodic LTV system using system matrices (5.34). N.S. denotes that the computed solution is not stabilizing. run on the system matrices (5.35). In Table 2 , we see that the fast algorithm is faster than the ordered PRSF. Theoretically the two approaches have comparable complexity of O(N (2n) 3 ), but the fast algorithm better utilizes so-called level 3 BLAS operations [50] . However, for both multi-shot solvers the time it takes to compute the stable subspace is negligible compared to the time it takes to solve the Hamiltonian system.
We now solve the two systems with the three PRDE solvers. The results are displayed in Tables 3 and 4 . For both systems, the SDP solver runs out of memory for systems with more than 16 states. The reason is the high number of variables together with the high dimension of the LMI constraints, which for a system with 20 states and 2 inputs are 2856 and 1700, respectively. Moreover, for (5.35) with 16 states the objective function for the SDP problem is unbounded and therefore the solver fails. As we see, the run-time for the SDP solver also increases rapidly together with the size.
The accuracy and run-time for the two multi-shot methods are comparable. However, the multi-shot and fast multi-shot methods do not compute a stabilizing solution for (5.34) with n ≥ 36 and n ≥ 30, respectively. For (5.35), the two multi-shot methods compute a stabilizing solution up to 30 states, after that the solution is not stabilizing.
Periodicity
In the second test, the solvers are evaluated on periodic LTV systems with different periods T . As above, the periodic LTV systems tested are constructed from the system matrices (5.34) and (5.35), respectively, where A ∈ R 4×4 . The ODE solvers ode113 and sgrk have been used with the two multi-shot solvers. Moreover, as the period T is increased the constant N in (3.18) and (4.27) has been chosen as: The results from the two multi-shot solvers are not completely consistent, see Tables 5  and 6 . Consider the results when the sgrk solver is used. In the first example (Table 5) , the multi-shot solvers have a rather low accuracy already at a period of 2π · 10 2 and they fail to compute any solution when the period reaches 2π ·10
4 . However, in the second example they still compute a solution with high accuracy at a period of 2π ·10
5 (see Table 6 ). These results have not been analyzed in detail, but one cause of the poor results in the first example is the large gap in the eigenvalues of the transition matrices. That the two multi-shot solvers fail even earlier when ode113 is used, indicates the importance of a symplectic ODE solver Table 5 : The solvers tested with respect to the period T of the periodic LTV system using system matrices (5.34).
Relative error (run-time [sec]) Period Multi-shot, ode113
Multi-shot, sgrk SDP 2π
1.3 · 10 (82.9) 2π · 10 The solvers tested with respect to the period T of the periodic LTV system using system matrices (5.35).
Relative error (run-time [sec]) Period Multi-shot, ode113
Multi-shot, sgrk SDP 2π 1.5 · 10 (18236) Figure 2 : C identical Pendulum-cart systems. The coordinates x1, . . . , xC represent positions of the carts along the horizontal axis, θ1, . . . , θC are the angles of the pendulums with respect to the vertical axis, and u1, . . . , uC are the control inputs.
for problems with large periodicity. We also observe that for the problems with large period (and large N ), the fast algorithm is slower than the ordered PRSF. For the SDP solver the results are much more consistent. The run-time for the SDP solver is only depending on the choice of N and the size of the problem, it is not affected by the period of the system. For both examples, the solver has no problem up to a period of 2π · 10 4 . After that the size of the LMI constraints gets too big as the number of time instances N is increased to 10000, and the SDP solver runs out of memory. At this point, the number of variables are of moderate size 210, but the LMI constraints are of dimension 6000.
Examples of orbital stabilization of cycles for mechanical systems
All three solvers have also been used for deriving feedback controllers for orbital stabilization of non-trivial periodic solutions for two mechanical systems, where the first one can have an arbitrary large number of degrees of freedom, and the second one can have a cycle of arbitrary large period. Here nonlinear controllers are constructed based on linear ones found by stabilizing transverse dynamics of the systems along cycles.
Synchronization of oscillations of C-copies of pendulums on carts
The first example is stable synchronization of oscillations of C-copies of identical pendulumcart systems around their unstable equilibriums 7 , see Figure 2 . Assuming that for each system the masses of the cart and the pendulum are 1 [kg] , and the distance from the suspension to the center of mass of the pendulum is 1 [m], the dynamics have the form
The system has 2C-degrees of freedom and C control variables. 7 The steps for planning motion and analytical arguments for controller design are from [19] .
Planning a cycle: Suppose the C 2 -smooth function 8 φ(·) is chosen such that the invariance of the relations 38) results in C identical equations with θ = θ i , i = 1, . . . , C,
having a T -periodic solution 9 θ (t) = θ (t + T ). Here
The solutions written in pairs for all systems T by the relations:
one can check that the dynamics of (5.37) can be rewritten in the form 41) where
, and for j = 1, . . . , C −1,
and where the feedback transform from the original control variables [u 1 , . . . , u C ] to [v 1 , . . . , v C ] has been uniquely defined by the following targeted equations
8 A continuous function is called a C 2 -smooth function if the first and second derivatives exist and are continuous. 9 The way to plan a cycle for one cart-pendulum system and to make it then orbitally stable is described in [42] .
Transverse coordinates x ⊥ for (5.37) along the solution
T with (5.40) and
The coefficients of the linearization of dynamics for transverse coordinates x ⊥ can be computed as follows
. . .
α(θ (t)) , and
For this example the linear system (5.43) has 4C − 1 states and only C control inputs. As argued in [42] , the function φ(·) in (5.38) can be chosen to meet various specifications on a periodic motion, e.g., its period, amplitude etc. For instance, with the choice
there are oscillations of each of the cart-pendulum systems around their unstable equilibria of period T ≈ 2π/ω.
By solving the PRDE associated with the LTV system (5.43) we can find a stabilizing solution that synchronizes the oscillations of the pendulums and carts. For the PRDE, we have used the constant weighting matrix R = I C and the (4C − 1) × (4C − 1) time-varying weighting matrix
Using the multi-shot method, we have successfully computed a stabilizing solution for 40 carts (system with 159 states and 40 control inputs) and with the fast multi-shot method for 50 carts (system with 199 states and 50 control inputs). Figures 3 and 4 show the simulation of the closed loop nonlinear system 10 for 40 carts simulated over 50 seconds with the target trajectory of the period T ≈ 5 [sec] and the amplitude 0.2 [rad] . The initial states of the pendulums and carts are chosen randomly in vicinity of the tangent orbit. We have not run into any numerical problems with the solvers and we believe that a stabilizing solution could be computed for a much higher number of carts. However, the memory is a limit of how high we can increase the number of states of the system, e.g., in the case of the multi-shot solver we ran out of memory when solving for 50 carts.
The SDP solver, however, could only compute a stabilizing solution for three carts. For four carts the system has already 15 states and 4 control inputs, and inevitably the SDP solver runs out of memory.
Orbital stabilization of Furuta pendulum
The Furuta pendulum is a mechanical system with two degrees of freedom (see Figure 5) , where φ denotes the angle of the arm rotating in the horizontal plane, and θ is the angle of the pendulum attached to the end of the arm. The arm is directly actuated by a DCmotor, while the pendulum can freely rotate in the vertical plane perpendicular to the arm. Its behavior is controlled through mechanical coupling with the dynamics of the arm, i.e. through an acceleration of the arm.
The equations of motion of the Furuta pendulum are, [20] : Swinging up the Furuta pendulum is a classical problem for this mechatronic device. One solution to this problem is based on an idea of orbital stabilization of homoclinic curves of the pendulum (the passive link). If successful, such design ensures that the solutions of the closed loop system will visit any neighborhood of the upright unstable equilibrium infinitely many times, and where controllers can be switched to achieve local stabilization of this equilibrium. An extension of this idea is suggested in [21] , where constructive conditions are proposed for presence of periodic motions (cycles) of the Furuta pendulum that are located arbitrary close to some homoclinic curves. In addition, it is described how to plan a family of these homoclinic curves of the pendulum and steps for orbital stabilization of periodic cycles are outlined. Closeness of a found family of cycles to homoclinic curves imply that their periods grow without bound if initial conditions of these cycles are chosen to approach the homoclinic curves. An example of planning such cycles and orbital stabilization is presented below.
As shown in [21] , if one defines the geometrical relations φ = K · arctan(θ), and 0.01 47) between the angles of the Furuta pendulum invariant by a control variable τ φ , the upright equilibrium will have a pair of homoclinic curves surrounded by a family of periodic solutions filling their neighborhood along a 2-d sub-manifold defined by (5.47). The phase portrait of the θ-variable on this sub-manifold is shown in Figure 6 . Orbital stabilization of any such newly shaped periodic solution can be achieved via stabilization of Furuta pendulum's transverse dynamics defined for each cycle. Let us rewrite 11 Built at Department of Applied Physics and Electronics, Umeå University.
Target periodic trajectory −2π Figure 6 : Two homoclinic curves of the equilibrium at θ = 0 are shown on the phase portrait. One intersects theθ-axis at a1 and the other at a2. The dashed line illustrates one example of a periodic trajectory orbiting the two homoclinic curves. [21] the Furuta pendulum dynamics in new coordinates as
Here the variable y and the control signal v are defined by the relations
and the functions
, and β(θ) = −K cos θ
The periodic motions of the Furuta pendulum consistent with the constraint (5.47) will be cycles of the dynamical system
The linearization of transverse dynamics along any such nontrivial periodic motion
has the form
where the T -periodic coefficients of A(·) and B(·) are By solving the PRDE associated with the LTV system (5.48) we can find an orbital stabilizing solution corresponding to a particular periodic motion of the Furuta pendulum. For the PRDE, we have used the constant weighting matrix R = 10 and the time-varying weighting matrix
where f * (t) = 0.05 θ (t) 2 +θ(t) 2 , and f * (t) is the mean of f * (t). By using the one-shot method to solve the PRDE, a periodic trajectory with the period T ≈ 4.0454 seconds has successfully been stabilized on a physical set-up of the Furuta pendulum. We here show that a stabilizing solution with a period of at least T ≈ 8.095 seconds can be found by using one of the proposed solvers.
As mentioned above, a desired target orbit can be obtained by choosing the initial conditions such that they approach the homoclinic curves: φ(0) = 0,φ(0) = 0, θ(0) = 0, andθ(0) = , where = 0. By choosing close to zero we can, theoretically, find an orbit with an arbitrary large period T . However, numerically it is not possible to chose the initial states too close to the upright equilibrium (θ(0) = 0 andθ(0) = 0), since at some point the accuracy of the numerical methods will reach its limits 12 . Numerically, we have successfully found a periodic motion trajectory of the pendulum with the initial conditionθ(0) = 3 · 10 −6 , which has a period of T ≈ 13.32 seconds. Figure 7(a) shows the phase portrait of this trajectory and Figure 7 (b) the periodic trajectory of the angle θ as a function of time. However, for this period the computed solutions of the PRDE are not orbital stabilizing the nonlinear Simulink model of the Furuta pendulum. Using any of the three PRDE solvers, the largest period for which we can find a orbital stabilizing solution for is T ≈ 8.095 seconds (with the initial conditionθ(0) = 0.005). Figure 8 shows desired periodic cycle of the Furuta pendulum, and Figure 9 displays the results from the simulation using the PRDE solutions from the SDP solver and the multishot solver (the fast-multi solver give similar results as the multi-shot solver). As we can see the results are similar but not identical.
Summary of test results and future work
We do not see any significant differences between the two multi-shot solvers. The two solvers are comparable both with respect to run-time and accuracy. As we showed in Section 5.1.2, for some cases the run-time for the multi-shot solver can even be shorter than for the fast multi-shot solver. For solving the underlying Hamiltonian system the preferred ODE solver (of those tested) is a symplectic solver like the symplectic Gauss Runge-Kutta. It is especially important to use a symplectic solver for systems with large periods.
From the test results of the artificial systems we can see an indication of that if the SDP solver can solve the PRDE, the computed solution is of high accuracy. This is in contrast to the multi-shot solvers which compute solutions of various degrees of accuracy.
One major limitation of the SDP solver is the high storage requirement, which depends on the size of the system. Even if the memory usage can be reduced, the test results clearly show that the memory issue is a significant drawback for the SDP solver. This disadvantage can be critical, for example, when the PRDE system must be solved online in a physical setup. If the system is of small size (n 15) this will not be of any problem, however, real-world applications usually have a high degree of freedoms which leads to medium-to large-sized problems. We remark that we have only used SeDuMi to solve the SDP problem (4.27) .
When solving the PRDE online the run-time also becomes an important factor. Generally, any of the two multi-shot solvers are significant faster than the SDP solver. However, one case when the SDP solver is faster is for small-sized systems with large periods. The run-time for the SDP solver is independent of the period. Therefore, this solver is to be preferred for such systems as long as the memory requirement is satisfied. The two multi-shot solvers get a longer run-time and for some cases also lower accuracy when the period of the system increases.
In summary, the test results show that for small-sized problems (n 15) with large periods the SDP solver is a good choice. For medium-sized problems (15 n 500) the two multi-shot solvers have a shorter run-time and require less memory.
One question we still do not have a clear answer to is; Do there exist some types of problems that can be solved with the SDP solver but not with the multi-shot solvers, and vice versa?
Future work includes a parallel implementation of the SDP solver and the multi-shot solver. The solvers will also be tested on physical setups and on systems with a large number of degrees of freedoms.
