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Kurzfassung
Die vorliegende Arbeit thematisiert ein methodisches Vorgehen zur Synthese hoch performanter
robuster endlich-dimensionaler Regler für eine Klasse unendlich-dimensionaler Systeme mit unbe-
schränkten Ein-/Ausgangsoperatoren am Beispiel eines trimorphen Biegewandlers. Das propagierte
Vorgehen zeichnet sich durch einen theoretisch untermauerten Brückenschlag aus, der zwischen der
rigorosen mathematischen Theorie unendlich-dimensionaler Systeme einerseits und den ausgereif-
ten, praxiserprobten sowie leicht handhabbaren Syntheseverfahren robuster endlich-dimensionaler
Regler nach der H∞-Methode beziehungsweise auf Basis der µ-Synthese andererseits vorgenom-
men wird. Der durch diese Arbeit geleistete Beitrag zum Eintrag mathematischer Theorie und Me-
thodik in den Methodenbaukasten der Ingenieure umfasst damit ein fundiertes und zugleich prakti-
kables Vorgehen zur Synthese leistungsstarker endlich-dimensionaler Regler für eine umfangreiche
Klasse unendlich-dimensionaler Systeme.
Einleitend vermittelt eine vergleichende Gegenüberstellung der im regelungstechnischen Kontext
gebräuchlichen mathematischen Realisierungen endlich-dimensionaler Systeme und denen ausge-
wählter Klassen unendlich-dimensionaler Systeme einen eingängigen Zugang zu der diskutierten
Thematik. Mit der Pritchard-Salamon-Klasse wird dabei eine Systemklasse eingeführt, die eine
Formulierung des Beispielsystems erlaubt und für die zugleich eine umfangreiche sowie ausgereif-
te Theorie existiert, die wesentliche systemtheoretische Aspekte abdeckt und dabei vielfach klare
Analogien zum endlich-dimensionalen Fall aufweist. Innerhalb dieser Arbeit erfolgt dabei erstma-
lig die explizite Formulierung der den betrachteten trimorphen Biegewandler charakterisierenden
Systemdynamik in der Pritchard-Salamon-Klasse. Dieser Zugehörigkeitsbeweis ersetzt den Nach-
weis essentieller Systemeigenschaften, wie beispielsweise der Existenz und Eindeutigkeit von Lö-
sungen unter Berücksichtigung einer umfangreichen Klasse von Eingangssignalen und der Existenz
verschiedener äquivalenter mathematischer Realisierungsformen.
Im Anschluss an die Ausführungen zur mathematischen Realisierung dient die Analyse und Klas-
sifizierung des Beispielsystems bezüglich ausgesuchter systemtheoretischer Aspekte der Gewin-
nung eines ausreichend tiefgreifenden Systemverständnisses, um im Hinblick auf die Reglersyn-
these einen fundierten Entscheidungsprozess zu ermöglichen. Insbesondere erfolgt im Rahmen der
Systemanalyse eine Lösung des Eigenwertproblems des Systemoperators, die Klassifizierung des
Systemoperators als diagonalisierbarer Operator und die Klassifizierung der dem System zugeord-
neten stark stetigen Halbgruppe als analytische Halbgruppe. Ferner wird die Nuklearität des dem
Beispielsystem zugeordneten Hankel-Operators gezeigt, die approximative Steuer- und Beobacht-
barkeit des trimorphen Biegewandlers festgestellt sowie der Nachweis der exponentiellen Stabilität
des Beispielssystems erbracht.
Um die Synthese leistungsstarker endlich-dimensionaler Regler zu ermöglichen, umfasst die nach-
folgend beschriebene Methodik zur Anwendung indirekter Reglersyntheseverfahren eine konsis-
tente Auswahl des Approximationsverfahrens, der Unsicherheitsbeschreibungen und der eigentli-
iv
chen Reglersyntheseverfahren. Als ein im Hinblick auf die Reglersynthese aussagekräftiges Maß
zur Beurteilung der Eignung und Güte eines Approximationsverfahrens wird dabei die Konvergenz
im Sinne der Gap-Metrik angesehen. Entsprechend erfolgt der Nachweis der Konvergenz im Sinne
dieser Metrik für das zur Approximation des Beispielsystems verwendete modale Approximations-
verfahren, welches ein Spezialfall eines Petrov-Galerkin-Verfahrens darstellt. Im Anschluss an die
Approximation wird dem unendlich-dimensionalen Charakter der Strecke nur noch implizit durch
die Berücksichtigung einer Modellschar Rechnung getragen. Die Wahl der Struktur der dabei zu-
grunde liegenden Unsicherheitsformulierung erlaubt eine einfache Integration der resultierenden
Modellschar in die Entwurfsprobleme der eingesetzten Reglersyntheseverfahren, ohne dabei über-
mäßige Konservativität zu induzieren.
Im Vorfeld des Reglerentwurfs wird eine an den Regelungszielen orientierte Festlegung auf ei-
ne Regelkreisstruktur mit zwei Freiheitsgraden getroffen. Im Einklang mit dieser Struktur erfolgt
die Synthese einer Modellfolgeregelung in einem einzelnen Entwurfsschritt sowohl nach der H∞-
Methodik als auch mittels der µ-Synthese. Daran schließt sich die Synthese einer Trajektorien-
folgeregelung unter Verwendung einer flachheitsbasierten Vorsteuerung sowie einer mittels der µ-
Synthese entworfenen Rückführung an. Die ausgewählten Syntheseverfahren gewährleisten jeweils
in Kombination mit einem geeignet formulierten Entwurfsproblem a priori die robuste Stabilität des
geschlossenen Regelkreises gegenüber der verwendeten Modellschar. Im Fall der µ-Synthese sind
hinsichtlich berücksichtigter Modellscharen ohne weitere Analysen zusätzlich Aussagen bezüglich
der robusten Performance des geschlossenen Regelkreises möglich.
Der Entwurfsprozess wird durch eine abschließende Analyse aller aus der Verwendung der syn-
thetisierten Regler resultierenden Regelkreise hinsichtlich essentieller nomineller und robuster Re-
gelkreiseigenschaften sowie ihres jeweiligen Verhaltens im Zeitbereich vervollständigt. Der maß-
gebliche Nachweis für die Eignung des vorgeschlagenen Vorgehens erfolgt durch die Anwen-
dung der jeweiligen Regler auf die reale Strecke, daraus resultiert abschließend eine eindrucks-
volle Bestätigung der Leistungsfähigkeit und der praktischen Verwendbarkeit der propagierten
Vorgehensweise.
Abstract
This dissertation presents a methodical approach for the synthesis of high-performing, robust,
finite-dimensional controllers for a class of infinite-dimensional systems with unbounded input
and output operators using a trimorph bending actuator as an example. The propagated approach
is characterized by a theoretically substantiated connection between the strict mathematical theo-
ry of infinite-dimensional systems on the one hand and the sophisticated, field-tested and easy to
handle synthesis methods of robust finite-dimensional controllers according to the H∞-method or
on the basis of the µ-synthesis on the other hand. Thus the contribution to implementing mathema-
tical theory and methodology to the methodology toolbox of engineers comprises a well-founded
and practical approach for the synthesis of high-performing, finite-dimensional controllers for an
extensive class of infinite-dimensional systems.
The subject matter is introduced with a comparison between the mathematical realizations of finite-
dimensional systems, which are well-known in control theory, and those of selected classes of
infinite-dimensional systems which provide plausible access to the discussed topic. The Pritchard-
Salamon class is introduced as a system class which allows the example system to be formulated
and for which a comprehensive and sophisticated theory exists which covers essential system-
theoretical aspects showing a great number of clear analogies with the finite-dimensional case. As
part of this thesis an explicit formulation of the system dynamics - which characterizes the trimorph
bending actuator discussed here - in the framework of the Pritchard-Salamon class was performed
for the first time. The proof of essential system characteristics, such as the existence and uniqueness
of solutions taking into account an extensive class of input signals and the existence of different
equivalent mathematical realization forms is replaced by this proof of membership.
Following the explanations of the mathematical realization, the analysis and classification of the
example system regarding selected system-theoretical aspects aims at gaining a sufficient degree
of in-depth understanding of the system to enable a substantiated decision process regarding the
controller synthesis. Especially in the context of system analysis, the eigenvalue problem of the
system operator is solved, the classification of the system operator as a diagonalizable operator
is performed and the strongly continuous semigroup associated with the system is performed as
analytical semigroup. Furthermore, the nuclearity of the Hankel operator associated with examp-
le system is proven, the approximative controllability and observability of the trimorph bending
actuator is determined and the proof of the exponential stability of the example system is furnished.
To enable the synthesis of high-performance finite-dimensional controllers, the subsequently de-
scribed methodology regarding the application of indirect controller synthesis procedures compri-
ses a consistent selection of the approximation method, the descriptions of uncertainties and the
actual controller synthesis method. The convergence in the sense of the gap metric is considered a
meaningful evaluation measure for the suitability and quality of the approximation method regar-
ding the controller synthesis.
vi
Accordingly the convergence in the sense of this metric is proven for the modal approximation pro-
cedure applied to the approximation of the example system which is a special case of the Pretrov-
Galerkin method. Following the approximation, the infinite-dimensional character of the plant is
only taken into account implicitly by considering an uncertainty model set. The selection of the
structure of the underlying uncertainty formulations permits the easy integration of the resulting
uncertainty model into the design problems of the applied controller synthesis methods without
inducing an excessive amount of conservativity.
In the run-up to the controller design, a determination of a control system architecture with two
degrees of freedom is made which is oriented towards the control objectives. In accordance with
this structure, the synthesis of a model reference control in one single design step according to both
theH∞-methodology and the µ-synthesis is made. This is followed by the synthesis of a trajectory
reference control using a flatness-based feedforward control and a robust feedback control designed
by means of the µ-synthesis. The selected synthesis methods guarantee a priori – in combination
with an adequately formulated design problem - the robust stability of the resulting closed loop
against the assumed uncertainty model set. In the case of the µ-synthesis, additional statements
regarding the robust performance of the closed loop are possible which – in view of the uncertainty
model set taken into account - can be made without any further analysis.
The final analysis of all the control loops which result from the use of synthesized controllers with
regard to essential nominal and robustness properties and their behavior within the time domain
completes the design process. The relevant proof of suitability of the proposed procedure is made
by applying the different controllers to the real plant, finally resulting in an impressive confirmation
of the capacity and the practical usability of the propagated approach.
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1 Einleitung und Motivation
Die vorliegende Arbeit thematisiert primär die anwendungsorientierte Synthese robuster endlich-
dimensionaler Regler für eine Klasse unendlich-dimensionaler Systeme. Innerhalb des einleitenden
Kapitels dient Abschnitt 1.1 zunächst der Heranführung an die im Verlauf der Arbeit diskutierten
Inhalte. Im Anschluss an das Aufzeigen der Relevanz unendlich-dimensionaler Systeme im Kontext
der allgemeinen System- und Regelungstheorie erfolgt dazu, orientiert an der Zielsetzung dieser
Abhandlung, die Begründung für die Auswahl der Themen. Die Ausführungen erlauben damit
die Einordnung dieser Arbeit in die allgemeine Theorie zur Regelung unendlich-dimensionaler
Systeme sowie eine Abgrenzung gegenüber der in diesem Bereich bestehenden Theorie.
Innerhalb dieser Arbeit wird primär die Pritchard-Salamon-Klasse ([PS85; Sal85; PS87b]) betrach-
tet, die eine Berücksichtigung im gewissen Rahmen unbeschränkter Ein-/ und Ausgangsoperatoren
und somit auch verschiedener Systeme mit Randeingriff sowie insbesondere des Beispielsystems
erlaubt. Im Allgemeinen kann die verwendete Systemklasse allein durch ihren Umfang als prak-
tisch bedeutsam angesehen werden.
Anschließend bietet Abschnitt 1.2 einen Überblick über die Struktur dieser Arbeit, der gleicherma-
ßen als komprimierte Inhaltsangabe und als Orientierungshilfe anzusehen ist.
Da die Ausführungen zur Regelung unendlich-dimensionaler Systeme innerhalb dieser Arbeit nicht
zuletzt durch das Bestreben begründet sind, eine hoch dynamische und zugleich präzise Vorgabe der
transversalen Auslenkung eines sogenannten trimorphen Biegewandlers zu ermöglichen, beinhal-
tet Abschnitt 1.3 einführende Worte zu derartigen piezokeramischen Elementen. Die Motivation
zur Behandlung eines solchen Beispielsystems wird durch die Nennung der vielfältigen industriel-
len Verwendungsmöglichkeiten piezokeramischer Elemente erbracht. Ferner wird die Notwendig-
keit zur Betrachtung des besagten trimorphen Biegewandlers als unendlich-dimensionales System
durch die Einführung der zugehörigen Bewegungsgleichungen unterstrichen.
1.1 Einleitung
Die Fachgebiete der System- und Regelungstheorie beschäftigen sich im Kern mit der Analyse
und gezielten Manipulation mannigfaltigster dynamischer Systeme. Schlüssel zur systematischen
Handhabung vielfältigster in Theorie und Praxis auftretender Systeme ist deren Klassifizierung
anhand diverser Kriterien und ein darauf aufbauendes klassenbasiertes, strukturiertes und methodi-
sches Vorgehen. Dem Bestreben nach universellen Methoden und Verfahren zur Behandlung mög-
lichst allgemeiner Systemklassen steht naturgemäß ein mit Generalisierungen und Abstraktionen
anwachsender notwendiger mathematischer Rahmen gegenüber.
Insbesondere die anwendungsorientierte Herangehensweise an regelungstechnische Problemstel-
lungen bedingt daher nicht selten eine mathematische Charakterisierung des Verhaltens der be-
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trachteten Systeme mittels der geringstmöglichen und damit gerade ausreichenden Komplexität
zur Bewältigung einer spezifischen Aufgabenstellung. Vor diesem Hintergrund erfolgt die mathe-
matische Modellierung realer und damit in letzter Konsequenz stets nichtlinearer sowie örtlich
verteilter Prozesse häufig vereinfacht, aber gegebenenfalls in einem hinreichenden Gültigkeitsbe-
reich mit annehmbarer Genauigkeit, in Form endlich-dimensionaler linearer zeitinvarianter Syste-
me. Ursächlich für die praktische Relevanz dieser Systemklasse, deren dynamisches Verhalten von
lediglich einer unabhängigen Größe bestimmt wird, ist nicht zuletzt die Existenz einer ausgereif-
ten, geschlossenen, wohlbekannten und zugleich mathematisch einfach zugänglichen Theorie für
derartige Systeme.
Während die Betrachtung komplexerer Systemklassen aus theoretischer Sicht per se reizvoll und
begründet erscheint, bedarf es aus der anwendungsorientierten Sicht des Ingenieurs zwingenderer
Gründe als nur der wissenschaftlichen Neugier, um die Anwendung generalisierter Darstellungsfor-
men und dadurch bedingt die Verwendung komplexerer, weniger vertrauter mathematischer Metho-
den zu motivieren. Als wesentliche Beweggründe für die Öffnung praktischer Anwendungsfelder in
Richtung neuartiger regelungstechnischer und systemtheoretischer Methoden sind die stetig wach-
senden Anforderungen an die Leistung, Präzision, Funktionalität und nicht zuletzt Wirtschaftlich-
keit technischer Systeme zu nennen. Diese unentwegte Entwicklung spiegelt sich naturgemäß glei-
chermaßen in den zugeordneten regelungstechnischen und systemanalytischen Aufgabenstellungen
wider und erfordert damit in zunehmendem Maße detailliertere, generalisierte mathematische Sys-
temmodelle, die eine adäquate Berücksichtigung den realen Prozessen innewohnender Charakteris-
tika erlauben. Darüber hinaus rücken durch das Voranschreiten verschiedener Forschungsgebiete
dynamische Prozesse in den Fokus der Regelungstechnik, die auf natürliche Weise mathemati-
sche Realisierungen in erweiterten Systemklassen erfordern, d.h. bei denen erst eine der Natur der
betrachteten Systeme angemessene und damit problemorientierte mathematische Systembeschrei-
bung, kombiniert mit der Anwendung angemessener mathematischer Werkzeuge ein ausreichend
tiefgreifendes Systemverständnis zulässt. Als ein typisches und für die Motivation dieser Arbeit
wesentliches Beispiel dafür sei an dieser Stelle die zunehmende Bedeutung sogenannter intelligen-
ter Werkstoffe ([BSY96; VVG06; BS+07; Jan07; Sch09; Irs+10; SYB12]) und die damit vielfach
einhergehende Notwendigkeit unendlich-dimensionaler Systembeschreibungen genannt.
Allgemein bilden bereits die unendlich-dimensionalen linearen zeitinvarianten Systeme, deren Na-
mensgebung auf die Mächtigkeit der Basis des Zustandsraums der zugrunde liegenden Zustands-
raumdarstellungen zurückzuführen ist, eine aus praktischer Sicht bedeutsame und aus dem theoreti-
schen Blickwinkel reichhaltige sowie reizvolle Systemklasse. Da der Fokus dieser Arbeit auf linea-
ren zeitinvarianten Systemen liegt, werden im Hinblick auf eine kompaktere Notation diese Eigen-
schaften für die letztgenannte Systemklasse und das endlich-dimensionale Pendant stillschweigend
vorausgesetzt und stattdessen die Bezeichnung unendlich-dimensionale Systeme beziehungsweise
endlich-dimensionale Systeme verwandt.
Unendlich-dimensionale Systeme umfassen durch partielle Differentialgleichungen, also in Abhän-
gigkeit von mehr als einer unabhängigen Größe, zu beschreibende Systeme, die verschiedentlich
auch als verteilt parametrische oder örtlich verteilte Systeme bezeichnet werden. Darüber hinaus
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führt beispielsweise die mathematische Beschreibung Totzeit-behafteter Systeme auf unendlich-
dimensionale Problemstellungen. Die praktische Relevanz unendlich-dimensionaler Systeme lässt
sich durch die Benennung einer Vielzahl von Beispielen derartiger Systeme aus den unterschied-
lichsten physikalischen Domänen und auch über die Grenzen technischer Systeme hinaus unter-
streichen. Aufzählungen fundamentaler partieller Differentialgleichungen, die verschiedenen kom-
plexeren unendlich-dimensionalen Systemen zugrunde liegen, finden sich beispielsweise in [Str95;
Eva98; Bur+10]. Aus der Kombination grundlegender partieller Differentialgleichungen mit ver-
schiedenen Randbedingungen und der Kopplung der Gleichungen untereinander resultiert alles
in allem eine Vielzahl beschreibbarer dynamischer Prozesse. Darunter finden sich Anwendun-
gen im Bereich der Transportvorgänge, Wärmeleitungs- und dazu äquivalente Diffusionsvorgän-
ge ([Sei00; LL03; Tha11]) oder auch Strömungsprozesse ([AT90; Bre99; CG07]). Unendlich-
dimensionale Systembeschreibungen finden sich im Bereich der Quantenmechanik [Gri04], der
Mikro-Technologie [RSVS06], ausgedehnter flexibler Strukturen [Ban+88; Bal82; ABF92], des
Straßenverkehrs [Ros03], der Ozeanographie [Tem97; Tar06], in der Meteorologie [Ehr11; HH12],
der Finanzmathematik [BS73; Fed11] oder der Biologie [For05; Per07; BCC10] und damit für
Systeme geringster örtlicher Ausdehnung bis hin zu solchen Systemen mit globalem Ausmaß, aber
auch Systemen, die über keine unmittelbare physikalische Entsprechung verfügen.
Neben dem Auftreten unendlich-dimensionaler Systembeschreibungen innerhalb zahlreicher klas-
sischer Problemstellungen ([Nar99]) führen vermehrt aktuelle Forschungsarbeiten auf derartige
Systemmodelle. An dieser Stelle seien dazu die im Rahmen der Energieforschung relevante Mo-
dellbildung verschiedener Typen von Brennstoffzellen ([Sch+05; Sun+07; CPS09]), die bei der
Regelung verschiedener Netzwerke auftretenden Systemmodelle [Mur+03; Özb06; Les09], aus der
Nahrungs- und Wasserversorgung erwachsenden Fragestellungen [VKZ07] sowie die Arbeiten im
Bereich intelligenter Werkstoffe genannt. Als Beispielsystem dient innerhalb dieser Arbeit ein so-
genannter trimorpher Biegewandler ([Pon05; Bal07]), dessen transversale Dynamik zum Zwecke
der modellbasierten Systemanalyse und der modellbasierten Reglersynthese auf Basis der linearen
Elastizitätstheorie und der Annahmen von Euler und Bernoulli beschrieben wird. Das piezokera-
mische Element ist dem Themenbereich der intelligenten Werkstoffe zuzuordnen.
Die Vielfalt regelungstechnischer Aufgabenstellungen im Bereich der unendlich-dimensionalen
Systeme korrespondiert mit der Diversifikation der exemplarisch aufgezeigten Anwendungsge-
biete. Sie beinhalten damit nicht nur jegliche aus dem Bereich endlich-dimensionaler Systeme
bekannten Fragestellungen, sondern darüber hinaus auch verschiedene sowohl vorwiegend theo-
retisch als auch eher praktisch motivierte Problemstellungen, die keine unmittelbare Entsprechung
im Endlich-dimensionalen besitzen. Die ausschließlich im Unendlich-dimensionalen auftretenden
theoretischen Fragestellungen sind häufig den Eigenarten unendlich-dimensionaler Räume geschul-
det. Aus praktischer Sicht ist nicht zuletzt die zweckmäßige Ausnutzung der bei örtlich verteilten
Systemen durch die örtlichen Unabhängigen zusätzlich geschaffenen Freiheitsgrade eine gebräuch-
liche Fragestellung. Die Ansätze in diesem Bereich umfassen die im bestimmten Sinne optimale
Platzierung sowie Formgebung von Sensorik und Aktorik ([KS78; OKS78; JP87; JP88; BJH90;
MJ93; MR99; CC00; Wan00; HM03; GE08; Hub10]) oder auch die Optimierung des dem Sys-
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tem zugrunde liegenden örtlichen Gebiets an sich ([BB05],[Klo12]). Für gewöhnlich lassen sich
ferner Fragestellungen im Zusammenhang mit dem Rand des örtlichen Gebiets örtlich verteilter
Systeme, wie beispielsweise Stelleingriffe oder Messungen am Rand, als ohne Entsprechung im
Endlich-dimensionalen ansehen.
Unabhängig von der spezifischen Zielsetzung im Umgang mit unendlich-dimensionalen Systemen
existiert zu jedem Teilaspekt dieses Themenkomplexes eine reichhaltige, zumeist ausgesprochen
mathematisch geprägte Theorie und Methodik. Wohingegen die in der Anwendung zu findenden
Methoden zur Handhabung unendlich-dimensionaler Systeme gewöhnlich dem ingenieurmäßigen
Vorgehen entspringen und damit die Eigenheiten unendlich-dimensionaler Systeme häufig ledig-
lich unzureichend berücksichtigen. Aus den geringen oder stark verzögerten Umsetzungen theore-
tischer Erkenntnisse in die praktische Anwendung resultiert für die Regelung realer, als unendlich-
dimensional zu betrachtender Systeme, häufig ein übermäßig konservatives Vorgehen und folglich
eine Kluft zwischen der erzielten und der eigentlich erzielbaren Performance.
Das Ziel dieser Arbeit ist daher das Aufzeigen eines methodischen Vorgehens zur Synthese hoch
performanter robuster endlich-dimensionaler Regler für eine Klasse unendlich-dimensionaler Sys-
teme und die exemplarische Umsetzung des aufgezeigten Vorgehens anhand der Regelung des ge-
nannten unendlich-dimensionalen Beispielsystems. Der Nachweis der Eignung und Leistungsfä-
higkeit der resultierenden Regler wird durch ihre Anwendung auf das reale System erbracht. Das
vorgeschlagene Vorgehen zeichnet sich durch einen theoretisch fundierten Brückenschlag aus, der
zwischen der rigorosen mathematischen Theorie unendlich-dimensionaler Systeme einerseits und
den ausgereiften, praxiserprobten sowie leicht handhabbaren Syntheseverfahren robuster endlich-
dimensionaler Regler nach der H∞-Methode beziehungsweise auf Basis der µ-Synthese anderer-
seits vorgenommen wird. Die Vorgehensweise zum Erreichen der Zielsetzung basiert auf einer
problemorientierten Auswahl der mathematischen Repräsentation der Strecke im Rahmen einer
umfangreichen Klasse unendlich-dimensionaler Systeme und der anschließenden Systemanalyse
sowie der weiterführenden Klassifizierung des Systemverhaltens unter Anwendung der geeigne-
ten systemtheoretischen Methoden und Werkzeuge unendlich-dimensionaler Systeme. Allein das
rigorose mathematische Vorgehen bei der Darstellung und Analyse unendlich-dimensionaler Sys-
teme führt auf ein ausreichend tiefgreifendes Verständnis des von jeglichen Wirkungen endlich-
dimensionaler Approximationen freien Systemverhaltens eines unendlich-dimensionalen Systems,
um wie angestrebt eine theoretisch untermauerte und konsistente Auswahl von Approximationsver-
fahren, Unsicherheitsbeschreibungen sowie Reglersyntheseverfahren zu erlauben und damit letzt-
endlich die Synthese leistungsstarker endlich-dimensionaler Regler zu ermöglichen.
Die klassenbasierte Behandlung unendlich-dimensionaler Systeme ist dem Bestreben nach einem
möglichst allgemeingültigen Vorgehen auf der einen Seite und dem Fehlen einer geschlossenen
Theorie zur Behandlung allgemeiner unendlich-dimensionaler Systeme auf der anderen Seite ge-
schuldet. In Ermangelung einer geschlossenen Theorie ist die Anwendung weiterführender, aber
auch bereits fundamentaler systemtheoretischer Konzepte im Unendlich-dimensionalen weniger
selbstverständlich. Jedoch existieren im Unendlich-dimensionalen Systemklassen verschiedensten
Umfangs und unterschiedlicher Relevanz, für die die Generalisierbarkeit der aus dem Endlich-
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dimensionalen bekannten systemtheoretischen Konzepte in unterschiedlichem Maße nachgewiesen
ist. Für endlich-dimensionale Systeme außer Frage stehende Eigenschaften, wie die Existenz und
Eindeutigkeit sowie die Regularität der Lösung einer mathematischen Realisierung eines Systems
und damit einhergehend die Korrektgestelltheit der zugeordneten Probleme oder auch die äquiva-
lente Überführbarkeit unterschiedlicher mathematischer Realisierungsformen eines Systems, las-
sen sich im Unendlich-dimensionalen damit bestenfalls auf einen Zugehörigkeitsbeweis zu einer
Systemklasse zurückführen.
Für den Nachweis weiterer fundamentaler Systemeigenschaften stehen im Endlich-dimensionalen
in der Regel einfach zu überprüfende Kriterien zur Verfügung. Dazu zählt im Zusammenhang
mit der Frage nach dem asymptotischen Verhalten der Zeitbereichslösung der Zustandsraumdar-
stellung eines Systems, beispielsweise die exponentielle Stabilität des Systems, die sich anhand
des Realteils der Eigenwerte der Systemmatrix bestimmen lässt. Ebenfalls elementar sind die eng
mit der Fragestellung nach der Minimalrealisierung eines Systems im Zustandsraum verbundenen
und zueinander dualen Konzepte der Steuer- und Beobachtbarkeit eines Systems, die sich mit-
tels der Kriterien von Kalman, Hautus oder gegebenfalls Gilbert überprüfen lassen ([Fö13]). Die
Möglichkeit, generelle Aussagen über sämtliche endlich-dimensionalen Systeme anhand simpler
Kriterien treffen zu können, resultiert maßgeblich aus den angenehmen Eigenschaften endlich-
dimensionaler linearer Vektorräume und denjenigen der systembeschreibenden Abbildungen. So
liegt der Zustandsraumdarstellung endlich-dimensionaler Systeme stets ein endlich-dimensionaler
Vektorraum zugrunde und die charakteristischen Abbildungen sind allesamt beschränkt und auch
kompakt, wobei damit insbesondere die Systemmatrix vollständig durch ihre Eigenwerte zu cha-
rakterisieren ist. Die Abbildungen innerhalb der Zustandsraumdarstellung unendlich-dimensionaler
Systeme sind bezüglich des Zustandsraums im Allgemeinen jedoch nicht beschränkt und äquiva-
lent dazu nicht stetig. Insbesondere der Systemoperator eines unendlich-dimensionalen Systems
ist gemeinhin unbeschränkt und verfügt damit in der Regel über ein Spektrum, welches im Allge-
meinen nicht ausschließlich aus Eigenwerten besteht. Die Unterscheidung verschiedener Klassen
unendlich-dimensionaler Systeme basiert nicht zuletzt auf dem in den Klassen jeweils zulässigen
Maß an Unbeschränktheit der systembeschreibenden Abbildungen.
Bereits die Forderung nach der Korrektgestelltheit ([Had02]) der einem ungezwungenen unendlich-
dimensionalen System zugeordneten Zustandsraumdarstellung bedingt eine Einschränkung auf
Systeme deren Systemoperator der infinitesimaler Erzeuger einer stark stetigen Halbgruppe auf
dem zugeordneten Zustandsraum ist. Die durch stark stetige Halbgruppen repräsentierbaren un-
endlich-dimensionalen Systeme mit beschränkten Ein-/Ausgangsoperatoren bilden eine relevan-
te und zugleich theoretisch weitestgehend erschlossene Klasse unendlich-dimensionaler Systeme
([CZ95; LGM99]). Die Theorie dieser Systemklasse lässt sich als direkte Verallgemeinerung der
im Endlich-dimensionalen bekannten Ansätze erkennen. Daraus folgt die besondere Eignung der
Halbgruppen-Regelsysteme mit beschränkten Ein-/Ausgangsoperatoren zum Einstieg in die The-
matik unendlich-dimensionaler Systeme. Die Einschränkung auf beschränkte Ein-/Ausgangsope-
ratoren stellt allerdings eine signifikante Limitierung dar, die beispielsweise im Allgemeinen die
Möglichkeit nimmt, den in der Praxis nicht seltenen Fall von Randeingriffen zu berücksichtigen.
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Innerhalb dieser Arbeit wird daher die Pritchard-Salamon-Klasse ([PS85; Sal85; PS87b]) betrach-
tet, die eine Berücksichtigung im gewissen Rahmen unbeschränkter Ein-/ und Ausgangsopera-
toren und somit auch verschiedener Systeme mit Randeingriff sowie insbesondere des Beispiel-
systems erlaubt. Im Allgemeinen kann die verwendete Systemklasse allein durch ihren Umfang als
praktisch bedeutsam angesehen werden. So lassen sich mittels der Pritchard-Salamon-Klasse ne-
ben allen Halbgruppen-Regelsystemen mit beschränkten Ein-/Ausgangsoperatoren auch verschie-
dene Totzeit-behaftete Systeme ([PS85; Log92; Keu93]) sowie diverse parabolische und hyper-
bolische Systeme mit unbeschränkten Ein-/Ausgangsoperatoren erfassen ([Sal85; PS87b; Cur88;
Keu93]). Überdies bietet sich die Verwendung der Pritchard-Salamon-Klasse an, da für diese
Systemklasse eine umfangreiche und zugleich ausgereifte Theorie existiert, die wesentliche sys-
temtheoretische Aspekte abdeckt und dabei vielfach klare Analogien zum endlich-dimensionalen
Fall aufweist ([Cur88; Cur92b; CZ94; CP94; Cur+94; Cur96],[Log91; Log92],[Keu92b; Keu92a;
Keu93],[BK94],[BDKI94] ,[SC00; Sas02],[ID07]). Die durch das Zulassen unbeschränkter Ein-
/Ausgangsoperatoren eröffnete Möglichkeit, eine größere Anzahl von Systemen zu beschreiben,
bedingt allerdings eine Reihe mathematischer Generalisierungen. Vor allem ist im Rahmen der
Zeitbereichsdarstellung von Pritchard-Salamon-Systemen anstelle eines einzelnen Zustandsraums
eine Raumskala zu berücksichtigen, wobei die Systemeigenschaften im Allgemeinen nicht auf allen
Räumen der Raumskala übereinstimmen.
Aus der Literatur ist die Formulierung verschiedener Euler-Bernoulli-Balken in der Pritchard-
Salamon-Klasse bekannt, vergleiche dazu auch [Cur88] und die dort genannten Quellen. Die in
der Literatur als Pritchard-Salamon-Systeme formulierten Euler-Bernoulli-Balken unterscheiden
sich allerdings im Vergleich zum Beispielsystem in Bezug auf die Dämpfungsmodelle oder die
Randbedingungen. Da keine Quelle nachgewiesen werden konnte, in der ein zum Beispielsystem
identisches System in dieser Systemklasse formuliert wird, wird an dieser Stelle davon ausgegan-
gen, dass innerhalb dieser Arbeit erstmals die Formulierung exakt dieser Systemdynamik innerhalb
der Pritchard-Salamon-Klasse vorgenommen wird.
Die propagierte klassenbasierte Behandlung unendlich-dimensionaler Systeme erlaubt zum Teil
die vereinfachte Formulierung von Kriterien zum Nachweis von Eigenschaften wie Stabilität oder
Steuer- und Beobachtbarkeit für alle Elemente einer Systemklasse. Da allerdings die fallspezifi-
sche Anwendung der jeweiligen Kriterien auf alle Elemente einer Systemklasse im Allgemeinen
dennoch nicht trivial ist, werden an verschiedenen Stellen dieser Arbeit zusätzliche Annahmen
hinsichtlich der Eigenschaften des Systemoperators getroffen. Im Besonderen wird wiederholt die
Diagonalisierbarkeit des Systemoperators vorausgesetzt, woraus sich vielfältige Vereinfachungen
hinsichtlich nahezu jeglicher systemtheoretischer Aspekte ergeben.
Die Diagonalisierbarkeit eines Systemoperators korrespondiert mit der Existenz einer Rieszbasis
des Zustandsraums aus den Eigenvektoren des Systemoperators und schließt damit auch all je-
ne Systeme ein, bei denen die Eigenvektoren des Systemoperators eine Orthogonalbasis des Zu-
standsraums bilden. Für Systeme mit diagonalisierbarem Systemoperator resultiert damit die Mög-
lichkeit, die Generalisierungen der aus dem Endlich-dimensionalen bekannten modalen Konzepte
im Hinblick auf die Systemdarstellung, die Korrektgestelltheit, die Stabilitätsanalyse sowie die Un-
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tersuchung der Steuer- und Beobachtbarkeit des Systems anzuwenden. Anschaulich und mit der
nötigen Vorsicht hinsichtlich der mathematischen Details lassen sich diagonalisierbare System-
operatoren daher als Verallgemeinerung diagonalisierbarer Systemmatrizen endlich-dimensionaler
Systeme auffassen. Der umfangreichen Klasse diagonalisierbarer Operatoren gehören neben dem
Systemoperator des Beispielsystems zahlreiche Systemoperatoren praktisch relevanter Systeme an.
Auf die exemplarische Nennung von Systemoperatoren, deren Eigenvektoren eine Orthogonalbasis
des Zustandsraums bilden, wird an dieser Stelle verzichtet. Über eine Rieszbasis aus Eigenvekto-
ren verfügen alle Sturm-Liouville Systeme ([DDW03]) sowie zahlreiche Systeme aus der linearen
Elastizitätstheorie ([GY01; Guo01],[Guo02a; Guo02b; GL02],[XG03][Shu05],[Shu06], [JTW08],
[Zha11],[XW11]). Eine weitere realitätsnahe Vereinfachung auf endlich-dimensionale Ein-/Aus-
gangsräume ergibt sich als Konsequenz des voranstehend geschilderten Bestrebens, als unendlich-
dimensional zu betrachtende reale Systeme zu regeln. Zugleich erfordert die Regelung realer un-
endlich-dimensionaler Systeme die Betrachtung von Regelungsansätzen, die nicht auf vollständi-
gen Zustandsinformationen, sondern auf einer Rückführung geeigneter Meßgrößen beruhen. Neben
der Verwendung dynamischer Ausgangsrückführungen lassen sich in diesem Zusammenhang auch
Zustandsbeobachter einsetzen. Der Entwurf eines Zustandsbeobachters für einen trimorphen Bie-
gewandler wird beispielsweise in [OK07] vorgestellt. Der Anspruch, endlich-dimensionale Regler
zur Regelung unendlich-dimensionaler Systeme einzusetzen, setzt zum einen die Existenz stabi-
lisierender endlich-dimensionaler Regler voraus und bedingt zum anderen eine Forderung an die
Robustheit der verwendeten Regler. Für Systeme der Pritchard-Salamon-Klasse ist die Existenz
stabilisierender endlich-dimensionaler Regler in Analogie zum Fall endlich-dimensionaler Systeme
unmittelbar an die zulässige Stabilisierbarkeit und zulässige Detektierbarkeit der Strecke gebunden.
Die Berücksichtigung der genannten Kriterien sowie die zusätzlichen Forderungen nach einem
systematischen Entwurfsprozess und nach der Existenz ausgereifter numerischer Berechnungsme-
thoden begründen an dieser Stelle die Verwendung der H∞-Methodik und der µ-Synthese als Reg-
lersyntheseverfahren. Beide Syntheseverfahren lassen sich zum systematischen Entwurf von Aus-
gangsrückführungen einsetzen. In Kombination mit einem geeignet formulierten Entwurfsproblem
gewährleisten erfolgreich nach der H∞-Methodik entworfene Regler a priori die robuste Stabili-
tät des geschlossenen Regelkreises gegenüber spezifischen Modellscharen. Im Fall der µ-Synthese
sind hinsichtlich berücksichtigter Modellscharen a priori Aussagen bezüglich der robusten Stabili-
tät sowie der robusten Performance des geschlossenen Regelkreises möglich.
Neben der Festlegung der Syntheseverfahren wird beim Reglerentwurf für unendlich-dimensionale
Systeme eine Klassifizierung der Syntheseverfahren in Abhängigkeit vom Zeitpunkt der Approxi-
mation vorgenommen. Unterschieden werden dabei Ansätze die auf einer endlich-dimensionalen
Approximation der Strecke beruhen (indirekte Ansätze, „early-lumping approaches“, „indirect ap-
proaches“) und jene Verfahren, denen zum Zwecke der Reglersynthese das unendlich-dimensi-
onale System zugrunde liegt („late-lumping approaches“, „direct approaches“, direkte Ansätze)
([Sch83]).
Innerhalb dieser Arbeit erfolgt eine Fokussierung auf indirekte Entwurfsmethoden. Die Verwen-
dung der indirekten Ansätze begründet sich nicht zuletzt durch die einfache Handhabbarkeit der
8 1 Einleitung und Motivation
H∞-Methodik und der µ-Synthese im Endlich-dimensionalen sowie die vielfach für unterschied-
lichste Systeme praktisch nachgewiesene Funktionalität der mit diesen Syntheseverfahren entwor-
fenen Regler. Zusätzlich unterstützt wird die Entscheidung zugunsten indirekter Ansätze durch die
Erkenntnisse aus verschiedenen Arbeiten zum Entwurf robuster Regler mittels direkter Ansätze
und der Tatsache, dass mittels indirekter Ansätze entworfene endlich-dimensionale linear quadra-
tische Regler ([Mor94a]) und H∞-optimale Regler ([Mor01]) in bestimmten Fällen die Perfor-
mance entsprechender unendlich-dimensionaler Regler beliebig gut annähern. Die indirekte Syn-
these leistungsstarker endlich-dimensionaler Regler wird allerdings erst durch das vorgeschlage-
ne theoretisch fundierte Vorgehen unter Verwendung der Methoden der Systemtheorie unendlich-
dimensionaler Systeme und die darauf aufbauende konsistente Auswahl von Approximationsver-
fahren, Unsicherheitsbeschreibungen sowie Reglersyntheseverfahren ermöglicht.
Im Anschluss an die Festlegung der Reglersyntheseverfahren verbleibt an dieser Stelle die pas-
sende Wahl des Approximationsverfahrens sowie einer passenden Unsicherheitsbeschreibung zur
Formulierung einer Modellschar. Die Eignung eines Approximationsverfahrens ergibt sich aus der
Konvergenz einer mittels des Verfahrens erzeugten Folge endlich-dimensionaler Systeme gegen das
zu regelnde unendlich-dimensionale System im Sinne einer aussagekräftigen Norm. Dabei ist die
im Unendlich-dimensionalen nicht zwingend geltende Normäquivalenz zu beachten. Im Hinblick
auf die Reglersynthese ist für die Eignung eines Approximationsverfahrens die Konvergenz im
Sinne der Gap-Metrik notwendig ([Mor94c] (S. 26),[Mor01]). Die Gap-Metrik ist die schwächste
Metrik, hinsichtlich derer die Abbildung von den Bestandteilen der offenen Wirkungskette zum ge-
schlossenen Regelkreis noch stetig von der Strecke abhängt ([ES85],[Vid84],[GS90],[DS94]). Im
Fall stabiler unendlich-dimensionaler Systeme und einer Folge ebensolcher endlich-dimensionaler
Approximationen kann äquivalent zur Gap-Metrik eine Beurteilung der Konvergenz auf Basis der
H∞-Norm der Differenz der Übertragungsfunktionen erfolgen.
Die systematische Herangehensweise an die endlich-dimensionale Approximation des Übertra-
gungsverhaltens unendlich-dimensionaler Systeme wirft im Allgemeinen die Frage auf, welche
Approximationsverfahren im Fall welcher Systemeigenschaften auf die gewünschten Konvergen-
zeigenschaften führen. Innerhalb dieser Arbeit beziehen sich die Betrachtungen zur endlich-di-
mensionalen Approximation auf exponentiell stabile Pritchard-Salamon-Systeme mit endlich-di-
mensionalen Ein-/Ausgangsräumen und einem diagonalisierbaren Systemoperator. Für derartige
Systeme bietet sich die Approximation auf Basis einer Spektralmethode mittels der assoziierten
Eigenprojektionen an. Diese Abbildungen beruhen auf den Eigenvektoren des Systemoperators
und des adjungierten Systemoperators und beinhalten damit auf natürliche Weise Informationen
über das zu approximierende System. Das in diesem Zusammenhang innerhalb dieser Arbeit ge-
schilderte Vorgehen lässt sich als modale Approximation und insbesondere als Spezialfall eines
Petrov-Galerkin-Verfahrens („Non-Standard Galerkin Method“,[EG04]) auffassen.
Neben der Übertragungsfunktion wohnen auch dem Hankel-Operator endlich- und unendlich-di-
mensionaler Systeme die Informationen über das Übertragungsverhalten eines Systems inne. Daher
lässt sich anhand der Eigenschaften dieses Operators die Eignung des hier verwendeten und einiger
weiterer Approximationsverfahren überprüfen ([Cur03]). In diesem Kontext ist insbesondere die
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Kompaktheit des Hankel-Operators nachzuweisen. Falls ein Hankel-Operator zudem nuklear ist,
lässt sich gegebenfalls auch eine Fehlerschranke hinsichtlich einer Approximation in Abhängigkeit
von der Summe der vernachlässigten Hankel-Singulärwerte angeben ([GCP88]). Die im weiteren
Verlauf der Arbeit zur Überprüfung der beiden genannten Eigenschaften im Fall bestimmter Syste-
me gezeigten Kriterien entsprechen anschaulich einem ausreichend schnellen Abfallen des Beitrags
höherer Eigenmoden zum Übertragungsverhalten. Damit lässt sich für die besagten Kriterien ein
gewisser Bezug zu den Dominanzmaßen von Litz ([Lit83; Fö13]) herstellen.
Aus der Anwendung eines geeigneten Approximationsverfahrens resultiert eine endlich-dimensi-
onale nominelle Strecke, die in Kombination mit einer H∞-normbeschränkten Unsicherheit der
Formulierung einer Modellschar dient. Dabei ist sinnvollerweise eine Modellschar zu verwenden,
die idealerweise sowohl das mathematische Modell des unendlich-dimensionalen Systems als auch
das reale unendlich-dimensionale System beinhaltet. Gleichzeitig ist die Wahl einer Modellschar
vorteilhaft, die sich auch auf einfache Weise in das jeweilige Entwurfsproblem der beiden ausge-
wählten Reglersyntheseverfahren integrieren lässt, ohne dabei übermäßige Konservativität zu in-
duzieren. Durch dieses Vorgehen wird damit beim Entwurf der endlich-dimensionalen Regler dem
unendlich-dimensionalen Charakter der Strecke nur noch implizit durch die Berücksichtigung einer
Modellschar Rechnung getragen.
Neben der Berücksichtigung einer Modellschar erlauben beide verwendeten Reglersyntheseverfah-
ren auf bequeme und bekannte Weise die Berücksichtigung von Regelungszielen durch den ge-
zielten Einsatz frequenzabhängiger Gewichtungen verschiedener charakteristischer Übertragungs-
funktionen des geschlossenen Regelkreises. Letztendlich zielen beide Entwurfsverfahren damit auf
eine Formgebung der frequenzabhängigen Singulärwertverläufe des geschlossenen Regelkreises
ab („closed-loop shaping“). Ein wesentlicher Unterschied hinsichtlich der mittels der beiden Reg-
lersyntheseverfahren entworfenen Regler betrifft die a priori für den geschlossenen Regelkreis zu
garantierenden Robustheitseigenschaften. Insbesondere lassen sich a priori Aussagen hinsichtlich
der robusten Performance des geschlossenen Regelkreises gegenüber im Entwurfsproblem geeignet
berücksichtigter Modellscharen in der Regel lediglich im Fall mittels der µ-Synthese berechneter
Regler treffen.
Unabhängig vom Entwurfsverfahren ist ein essentieller Aspekt beim Entwurf zweckmäßiger Reg-
ler eine den Regelungszielen angemessene Festlegung der Regelkreisstruktur. Die Regelung des
Beispielsystems dient primär der hoch agilen, präzisen und stationär genauen Nachführung der Re-
gelgröße im Anschluss an sprungförmige Änderungen der Führungsgröße. Um generell hinsichtlich
des geschlossenen Regelkreises die Möglichkeit der unabhängigen Vorgabe des Führungsübertra-
gungsverhaltens und des Übertragungsverhaltens von Störungen zu haben, wird eine Reglerstruktur
mit zwei Freiheitsgraden verwendet ([Fö13]). Grundsätzlich besteht die Option, die zwei Freiheits-
grade innerhalb einer solchen Reglerstruktur unter Zuhilfenahme unterschiedlichster Synthesever-
fahren zu nutzen. An dieser Stelle wird der Entwurf von Modellfolgeregelungen auf Basis der
beiden genannten Reglersyntheseverfahren thematisiert und zudem die Synthese einer Trajektori-
enfolgeregelung auf Basis einer flachheitsbasierten Vorsteuerung und einer mittels der µ-Synthese
entworfenen Rückführung gezeigt. Zusätzliche strukturelle Maßnahmen gewährleisten dabei je-
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weils die Einhaltung des Prinzips des inneren Modells („Internal Model Principle“, [FW76]) und
erlauben damit der Forderung nach stationärer Genauigkeit im Falle sprungförmiger Änderungen
der Führungsgröße nachzukommen.
Die ganzheitliche Herangehensweise an die Reglersynthese beinhaltet im Anschluss an den eigent-
lichen Reglerentwurf die Analyse des geschlossenen Regelkreises hinsichtlich charakteristischer
Eigenschaften. Im Allgemeinen bietet sich dabei unabhängig vom Reglersyntheseverfahren zum
Nachweis der robusten Stabilität und der robusten Performance des geschlossenen Regelkreises
die Verwendung der µ-Analyse an. Im Falle mittels der µ-Synthese entworfener Regler ist dieses
Vorgehen nur notwendig, falls die zur µ-Analyse verwendete Modellschar von der bei der Regler-
synthese eingesetzten Modellschar abweicht.
Selbst im Fall eines weitestgehend geschlossenen theoretischen Vorgehens ist der maßgebliche
Nachweis der Eignung sowie der Leistungsfähigkeit eines Reglers stets durch die Anwendung
auf die reale Strecke und damit in der Praxis zu erbringen. Die im Rahmen dieser Arbeit bei der
Regelung des realen Beispielsystems erzielten Resultate belegen exemplarisch die durch das hier
propagierte theoretisch fundierte und problemorientierte Vorgehen im geschlossenen Regelkreis
schlussendlich zu erzielende Leistungsfähigkeit.
1.2 Struktur der Arbeit
Im Anschluss an den Überblick über die Strukturierung dieser Arbeit zeigt Abschnitt 1.3 verschie-
dene Anwendungen von Biegewandlern und motiviert damit die Wahl des Beispielsystems. Darüber
hinaus werden in Abschnitt 1.3 die Bewegungsgleichungen des trimorphen Biegewandlers einge-
führt.
Nachfolgend dient das Kapitel 2 der Einführung grundlegender Begrifflichkeiten im Zusammen-
hang mit der Darstellung sowie klassenbasierten Betrachtung unendlich-dimensionaler Systeme
und dabei primär der Definition einer Systemklasse, die einen ausreichenden mathematischen Rah-
men zur Behandlung des Beispielsystems bietet. Durch eine vergleichende Gegenüberstellung der
im regelungstechnischen Kontext gebräuchlichen mathematischen Realisierungen endlich-dimensi-
onaler Systeme und denen ausgewählter Klassen unendlich-dimensionaler Systeme mit beschränk-
ten Ein-/Ausgangsoperatoren wird dazu eingangs in Abschnitt 2.1 ein unkomplizierter Zugang zu
der skizzierten Thematik vermittelt.
Die anschließenden Ausführungen zu ungezwungenen unendlich-dimensionalen Systemen in Ab-
schnitt 2.2 dienen der Einschränkung der Betrachtungen auf Systeme, denen ein korrekt gestell-
tes abstraktes Cauchy-Problem im Sinne von Hadamard ([Had02]) zuzuordnen ist. Zur Überprü-
fung der Korrektgestelltheit eines abstrakten Cauchy-Problems werden auf Basis der Erzeuger-
Theoreme für eine Klasse hier relevanter Systemoperatoren einfach zu handhabende notwendige
und hinreichende Bedingungen abgeleitet. Die Anwendung der theoretischen Grundlagen zu un-
gezwungenen unendlich-dimensionalen Systemen auf das Beispielsystem erlaubt nachfolgend die
1.2 Struktur der Arbeit 11
Formulierung einer entsprechenden Zustandsraumdarstellung, die den Anforderungen an ein kor-
rekt gestelltes Problem genügt.
Die Zustandsraumdarstellung des inhomogenen Beispielsystems weist einen im Hinblick auf den
Zustandsraum des ungezwungenen Beispielsystems unbeschränkten Eingangsoperator auf. Auf-
grund des unbeschränkten Eingangsoperators wird mit der Pritchard-Salamon-Klasse in Abschnitt
2.3 eine umfangreiche Systemklasse eingeführt, die unbeschränkte Ein-/ und Ausgangsoperatoren
in einem Rahmen zulässt, der eine Formulierung des Beispielsystems erlaubt. Durch die Formulie-
rung des Beispielsystems als reguläres Pritchard-Salamon-System wird die Zugehörigkeit des Bei-
spielsystems zu dieser Systemklasse gezeigt. Der Zugehörigkeitsbeweis ersetzt für das Beispielsys-
tem an dieser Stelle den Nachweis der Existenz und Eindeutigkeit von Lösungen der zugehörigen
Zustandsraumdarstellung. Gleichzeitig ergibt sich für das unendlich-dimensionale Beispielsystem
die Existenz von äquivalenten Realisierungen im Zustandsraum und als Übertragungsfunktion im
Bildbereich der Laplace-Transformation. Letztgenannte Realisierungsform wird für das Beispiel-
system in unterschiedlichen Varianten gezeigt. Die geschlossene Formulierung des Übertragungs-
verhaltens wird dabei für die Parametrierung aller genutzten Realisierungsformen anhand eines am
realen Beispielsystem gemessenen Frequenzgangs genutzt.
Kapitel 3 zeigt die Analyse und Klassifizierung des Beispielsystems bezüglich ausgesuchter sys-
temtheoretischer Aspekte und dient damit der Gewinnung eines ausreichend tiefgreifenden System-
verständnisses, um im Hinblick auf die letztendlich angestrebte Reglersynthese einen fundierten
Entscheidungsprozess zu ermöglichen.
Eingangs wird im Rahmen der Spektralanalyse in Abschnitt 3.1 der Nachweis erbracht, dass die
Eigenvektoren des Systemoperators eine Rieszbasis des Zustandsraums bilden und dass der Sys-
temoperator diagonalisierbar ist. Die bedeutsamsten Vereinfachungen, die sich für Systeme mit
diagonalisierbaren Systemoperatoren gegenüber allgemeinen unendlich-dimensionalen Systemen
ergeben, betreffen die Erzeuger-Theoreme sowie die Stabilitätsanalyse.
Abschnitt 3.2 beinhaltet zunächst den Nachweis, dass der Systemoperator des Beispielsystems ei-
ne stark stetige Halbgruppe auf dem Zustandsraum erzeugt. Daran schließen sich weiterführende
Charakterisierungen der stark stetigen Halbgruppe des Beispielsystems an, woraus letztendlich die
Erkenntnis resultiert, dass die Wachstumsgrenze der stark stetigen Halbgruppe des Beispielsystems
mit der Spektralschranke des Systemoperators korrespondiert. Als Konsequenz dieser Übereinstim-
mung lässt sich die exponentielle Stabilität des Beispielsystems allein aus der Lage der Eigenwerte
des Systemoperators folgern.
Essentiell für die Synthese auf Ausgangsrückführungen beruhender, stabilisierender Regler ist die
Kenntnis über die Stabilisierbarkeit und Detektierbarkeit der Strecke. In Abschnitt 3.3 erfolgt daher
in Vorbereitung der Analyse der Steuer- und Beobachtbarkeit des Beispielsystems einleitend die
Definition unterschiedlicher Steuerbarkeitsbegriffe für unendlich-dimensionale Systeme sowie die
Einführung ausgesuchter Kriterien zum Nachweis dieser Systemeigenschaft. Abschließend zeigt
Abschnitt 3.3.2 die Anwendung der eingeführten Kriterien zur Analyse der Steuerbarkeit und unter
Ausnutzung der Dualität auch der Beobachtbarkeit des Beispielsystems.
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Das Kapitel 4 zeigt exemplarisch anhand des Beispielsystems ein systematisches Vorgehen mittels
eines indirekten Ansatzes zur Synthese robuster endlich-dimensionaler Regler für gewisse Klassen
unendlich-dimensionaler Systeme. Das vorgeschlagene Vorgehen basiert auf einer problemorien-
tierten und konsistenten Wahl eines Approximationsverfahren, der Formulierung einer Modellschar
und dem Einsatz der Reglersyntheseverfahren. Der aus anwendungsorientiertem Blickwinkel wich-
tigste Eignungsnachweis für die vorgestellte Methodik wird auf Basis der während der Regelung
des realen Beispielsystems mit den synthetisierten Reglern gewonnenen Resultate erbracht.
In Abschnitt 4.1 wird die Fokussierung auf die H∞-Methodik und die µ-Synthese und im Rah-
men dessen auf die Anwendung eines indirekten Ansatzes begründet. Die Entscheidungsfindung
wird dabei durch einen Blick auf die Problemstellung, Überlegungen zur praktischen Relevanz
und die Handhabbarkeit der Syntheseverfahren sowie gestützt auf einen Überblick über in diesem
Zusammenhang relevante Literatur begründet. Nachfolgend dient Abschnitt 4.2 der Gewinnung
einer endlich-dimensionalen Approximation des Beispielsystems zum Zwecke der Reglersynthe-
se. Dazu wird die im Detail im Anhang E.1.3 definierte Gap-Metrik als ein im Hinblick auf die
Reglersynthese aussagekräftiges Maß zur Beurteilung der Güte einer Approximation vorgestellt.
Daran anschließend erfolgt die Einführung der theoretischen Grundlagen des hier verwendeten
modalen Approximationsverfahrens, welches als Spezialfall eines allgemeinen Petrov-Galerkin-
Verfahrens anzusehen ist. Durch die exemplarische Anwendung der modalen Approximation wird
abschließend eine endlich-dimensionale Approximation des Beispielsystems erzeugt, die als no-
minelle Strecke für den Reglerentwurf dient. Die Kriterien zur Festlegung der nominellen Strecke
orientieren sich dabei unter anderem an der zur Reglersynthese zu formulierenden Modellschar und
der dabei verwendeten Unsicherheitsbeschreibung.
In Abschnitt 4.3 werden unterschiedliche Modellscharen auf Basis strukturell übereinstimmender
Unsicherheitsformulierungen zum Zwecke der Reglersynthese und der Analyse des geschlossenen
Regelkreises in LFT Formulierung eingeführt.
Abschnitt 4.4 gibt einen kurzen Überblick über die eingesetzten Reglersyntheseverfahren, stellt die
wesentlichen Eigenschaften der Verfahren dar und enthält ferner eine kritische Diskussion derH∞-
Methodik und der µ-Synthese. In Abschnitt 4.4 erfolgt die eigentliche Reglersynthese für das Bei-
spielsystem. Aufbauend auf den eingangs definierten Regelungszielen wird der Regelung generell
eine Regelkreisstruktur mit zwei Freiheitsgraden zugrunde gelegt. Im Einklang mit dieser Struktur
erfolgt die Synthese einer Modellfolgeregelung in einem einzelnen Entwurfsschritt sowohl nach
der H∞-Methodik als auch mittels der µ-Synthese. Daran schließt sich die Synthese einer Trajek-
torienfolgeregelung unter Verwendung einer flachheitsbasierten Vorsteuerung sowie einer mittels
der µ-Synthese entworfenen Rückführung an.
Der Anhang 4.6 beinhaltet die Analyse aller aus der Verwendung der synthetisierten Regler resul-
tierenden Regelkreise hinsichtlich maßgeblicher nomineller und robuster Regelkreiseigenschaften
sowie ihres Verhaltens im Zeitbereich. Hervorzuheben sind in Abschnitt 4.6 insbesondere die im
Rahmen der Zeitbereichsbetrachtungen präsentierten, aus der Regelung des realen Beispielsystems
stammenden Resultate.
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Abschließend wird innerhalb von Kapitel 5 ein Resümee dieser Arbeit gezogen und im Rahmen
eines Ausblicks auf verschiedene interessante weiterführende Themen aufmerksam gemacht.
Der erste Abschnitt des Anhangs beinhaltet die detaillierte Modellbildung des Beispielsystems auf
Basis der Euler-Bernoulli-Balkentheorie. Ergänzend zu der Beschreibung der transversalen Dyna-
mik des Beispielsystems mittels einer partiellen Differentialgleichung finden sich in Abschnitt A
verschiedene Formulierungen der Dynamik des trimorphen Biegewandlers, darunter die schwache
Formulierung der Bewegungsgleichung sowie eine Darstellung auf Basis von Operatoren. Eine
Analyse der Eigenschaften der in der letztgenannten Beschreibungsform auftretenden Operatoren
erlaubt an dieser Stelle wichtige Schlüsse im Hinblick auf die Konstruktion des Zustandsraums des
Beispielsystems.
Eine Zusammenstellung ausgesuchter grundlegender Definitionen aus verschiedenen, innerhalb
dieser Arbeit relevanten mathematischen Teilgebieten findet sich in Abschnitt B.
Die Ausführungen zur Realisierung unendlich-dimensionaler Systeme werden durch die Inhalte
von Kapitel C ergänzt. In Abschnitt C.1 sind einige mathematische Details zu den Lösungsbegrif-
fen des inhomogenen abstrakten Cauchy-Problems sowie hilfreiche Eigenschaften stark stetiger
Halbgruppen und ihrer Erzeuger zu finden. Abschnitt C.2 enthält die Herleitung von Kriterien zur
Beschränktheit von Ein-/Ausgangsoperatoren im Falle von Spektralsystemen. Die resultierenden
Kriterien lassen sich auf den Eingangsoperator des Beispielsystems anwenden und zeigen dessen
Unbeschränktheit hinsichtlich des Zustandsraums des ungezwungenen Systems.
Ergänzend zu den essentiellen Eigenschaften von Pritchard-Salamon-Systemen in Abschnitt 2.3
enthält Abschnitt C.3 weitere relevante Ausführungen zu dieser Systemklasse. Dazu zählen Eigen-
schaften der Steuer- und Beobachtbarkeitsoperatoren von Pritchard-Salamon-Systemen, Betrach-
tungen zur Dualität im Falle dieser Systemklasse sowie die Einführung der Impulsantwort, der
Gramschen Operatoren und des Hankel-Operators derartiger Systeme. Die im Hinblick auf die
Klassifizierung des Hankel-Operators des Beispielsystems und damit dessen endlich-dimensionale
Approximation relevanten Kriterien finden sich in Abschnitt C.4.5
Die Formulierung des Beispielsystems als reguläres Pritchard-Salamon-System wird durch die
in Abschnitt C.4 hergeleiteten Kriterien für die Zulässigkeit von Ein-/Ausgangsoperatoren von
Pritchard-Salamon-Systemen mit diagonalisierbarem Systemoperator unterstützt.
In Kapitel D werden zur Systemanalyse benötigte Grundlagen aufgeführt. Das detaillierte Vorgehen
zur Lösung des Eigenwertproblems des Beispielsystems und assoziierter Eigenwertprobleme wird
in Abschnitt D.1 vorgestellt. Abschnitt D.2 enthält weiterführende Klassifizierungen stark stetiger
Halbgruppen und Kriterien für die Stabilität ebensolcher Halbgruppen, die als Grundlage für die
Stabilitätsanalyse des Beispielsystems dienen.
In Kapitel E finden sich grundlegende Begrifflichkeiten und Betrachtungen im Zusammenhang mit
den hier verfolgten Steuerungs- und Regelungsansätzen. Die Grundlagen umfassen dabei in Ab-
schnitt E.1 Ausführungen zum strukturierten Singulärwert und die Einführung der Gap-Metrik als
Abstandsmaß. Die Definition des Standard-Regelkreises sowie des allgemeinen Regelkreises mit
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zwei Freiheitsgraden findet sich in Abschnitt E.2, dort werden zudem neben den charakteristischen
Funktionen derartiger Regelkreise auch deren grundlegende Eigenschaften wie Korrektgestelltheit
und Stabilität diskutiert. In diesem Zusammenhang beinhaltet Abschnitt E.2 auch eine vergleichs-
weise allgemeine Formulierung des Satzes der kleinen Verstärkungen.
Abschnitt E.3 dient der Einführung relevanter Eigenschaften geschlossener Regelkreise und ver-
schiedener Kriterien zu deren Nachweis. Insbesondere wird an dieser Stelle der Grundstein zur
µ-Analyse und damit zur Untersuchung der robusten Stabilität und robusten Performance geschlos-
sener Regelkreise auf Basis des strukturierten Singulärwertes gelegt.
Da innerhalb der vorliegenden Arbeit verschiedenste Fragestellungen aus dem Bereich unendlich-
dimensionaler Systeme betrachtet werden, wird auf die Erstellung einer einzelnen generellen Lite-
raturübersicht verzichtet. Stattdessen erfolgt an verschiedenen Stellen eine ausführliche Nennung
und Diskussion jeweils spezifischer themenbezogener Publikationen. Hervorzuheben sind dabei die
Literaturübersicht zur Realisierung und klassenbasierten Formulierung unendlich-dimensionaler
Systeme in 2.1.1, die Benennung verschiedener Arbeiten zu Pritchard-Salamon-Systemen in Ab-
schnitt 2.3.2, die Übersicht zum Stand der robusten Regelung unendlich-dimensionaler Systeme
mittels direkter Ansätze und der Stabilisierung unendlich-dimensionaler Systeme mittels endlich-
dimensionaler Regler in Abschnitt 4.1 sowie die Auswahl von Quellen zur Steuerbarkeit unendlich-
dimensionaler Systeme in Abschnitt D.3.
1.3 Motivation
Die Betrachtungen unendlich-dimensionaler Systeme innerhalb dieser Arbeit begründen sich pri-
mär im Bestreben zur hoch dynamischen und zugleich äußerst präzisen Vorgabe der transversalen
Auslenkung eines sogenannten trimorphen Biegewandlers ([Pon05; Bal07]). Derartige piezoke-
ramische Elemente bestehen aus einem passiven Trägermaterial, das zwischen zwei piezokera-
mischen Schichten platziert ist. Abbildung 1.1a zeigt den verwendeten trimorphen Biegewandler,
während Abbildung 1.1b den Biegewandler in einer Haltevorrichtung zeigt. Abbildung 1.1c enthält
eine abstrahierte Prinzipskizze des betrachteten piezokeramischen Elements.
Sowohl trimorphe Biegewandler als auch piezokeramische Biegewandler mit einer oder mehre-
ren piezokeramischen Schichten zeichnen sich durch eine strukturell einfache und kompakte Kon-
struktion aus, die eine einfache Skalierung und Anpassung der Parameter dieser Elemente an die
Anforderungen unterschiedlichster Anwendungen erlaubt. Unter Ausnutzung des direkten bezie-
hungsweise indirekten (inversen, reziproken) piezoelektrischen Effekts [Bal07] (S. 18) lassen sich
piezokeramische Biegewandler grundsätzlich sowohl als Sensor als auch als Aktor einsetzen. Im
Betrieb sind Biegewandler nahezu reibungsfrei und effizient, zudem lassen sich mit ihnen geringe
Ansprechzeiten sowie vergleichsweise große Auslenkungen unter Verwendung geringer Spannun-
gen realisieren. Zusammen mit ihrer Zuverlässigkeit und der Möglichkeit, derartige Aktoren unter
extremen klimatischen Bedingungen zu betreiben, eröffnen sich damit eine Vielzahl von Anwen-
dungsgebieten, zu denen beispielsweise Textilmaschinen, Blindenlesesysteme, Tintenstrahldrucker,
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(a) Biegewandler.
(b) Biegewandler in einer Haltevorrichtung.
w (υ,t) |υ=L
ξ,u
υ,v
ζ,w
(c) Prinzipskizze des Biegewandlers.
Abbildung 1.1: Aufnahmen und Prinzipskizze des trimorphen Biegewandlers.
Ultraschallzerstäuber, Ventile und Positioniersysteme im Bereich der Optik sowie für Festplatten
zählen ([Sch04; Bal07; HLW08]).
Unabhängig vom spezifischen Anwendungsgebiet lässt sich für jegliche kommerzielle Märkte ein
zunehmender Wettbewerbsdruck feststellen. Eine erfolgreiche Marktteilnahme setzt die Aufrecht-
erhaltung der Wettberwebsfähigkeit angebotener Produkte voraus und mündet damit in einem ver-
stärkten Innovationsdruck und letztendlich der Notwendigkeit, die Leistungsfähigkeit und Funktio-
nalität der Produkte stetig zu erhöhen. Für komplexe technische Produkte betrifft diese Entwicklung
neben dem Gesamtsystem auch sämtliche Teilsysteme und damit nicht zuletzt auch gegebenenfalls
vorhandene Aktoren und Sensoren. Insbesondere in Kombination mit der rasanten Entwicklung im
Bereich der Rechnertechnik sowie Mikro-Kontroller und der dadurch verfügbaren Rechenkapazitä-
ten eröffnen sich in diesem Zusammenhang vielfältige, interessante Möglichkeiten zur Anwendung
der modernen Methoden der System- und Regelungstheorie.
Diese Arbeit und die darin diskutierte Reglersynthese lässt sich in dem geschilderten Kontext als
Beitrag zur Erhöhung der Leistungsfähigkeit und Präzision eines bestehenden Aktors auffassen.
Aufgrund der Charakteristik der dabei betrachteten piezokeramischen Elemente setzt eine gezielte
Vorgabe ihrer transversalen Auslenkung eine Beschreibung der Dynamik in Abhängigkeit von Ort
und Zeit voraus. Zu diesem Zweck erfolgt im Anhang A die detaillierte Modellbildung der trans-
versalen Dynamik des trimorphen Biegewandlers auf Basis der linearen Elastizitätstheorie und der
Annahmen von Euler und Bernoulli. Als Resultat dessen wird die relevante Dynamik des Beispiel-
systems auf dem eindimensionalen örtlichen Gebiet Ω = (0,L) ⊂ R für t > 0 unter Berücksichti-
gung von viskoser und Kelvin-Voigt-Dämpfung durch die partielle Differentialgleichung
∂2w(υ,t)
∂t2
+ αS
∂4 w(υ,t)
∂υ4
+ 2αKV
∂5 w(υ,t)
∂υ4 ∂t
+ 2αV
∂w(υ,t)
∂t
= αIn
∂2χ(υ)
∂υ2
VPk(t) (1.1)
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beschrieben. Die gegenüber beiden Unabhängigen konstanten Koeffizienten αS,αKV,αV und αIn
werden im Detail in Gleichung (A.24) definiert. Die Vervollständigung der Problembeschreibung
erfordert die Angabe des Systemverhaltens auf dem Rand des örtlichen und des zeitlichen Gebiets.
Für den Rand des örtlichen Gebiets ∂Ω = {0,L} beschreiben dazu die vier Randbedingungen
w(0,t) = 0,
∂w(υ,t)
∂υ
|υ=0 = 0, (1.2)
∂2w(υ,t)
∂υ2
|υ=L = 0,
∂3w(υ,t)
∂υ3
|υ=L = 0 (1.3)
eine linksseitige Einspannung des betrachteten Balkens. Ferner determinieren die Auslenkung und
die zeitliche Änderung der Auslenkung zum Zeitpunkt t = 0, beschrieben durch
w(υ,0) = w0(υ),
∂w(υ,t)
∂t
|t=0 =
∂w0(υ)
∂t
, (1.4)
die Anfangsbedingungen und damit den linken Rand des rechtsseitig offenen zeitlichen Intervalls.
Als Lösung der voranstehenden Problembeschreibung wird die Auslenkung w : Ω× R≥0 → R,
(υ,t) 7→ w(υ,t) aufgefasst.
Ergänzend zur ungezwungenen Dynamik des trimorphen Biegewandlers beschreibt die rechte Seite
von (1.1) die Möglichkeit zur Einflussnahme auf die Dynamik des Beispielsystems. Der inhomo-
gene Term setzt sich dabei aus einer zeitlich vorzugebenden elektrischen Spannung VPk(t) und
der durch die Bauform des Biegewandlers vorgegebenen Belegfunktion ∂
2χ(υ)
∂υ2
zusammen. Letzte-
re erlaubt eine Unterscheidung des örtlichen Gebiets in einen Teil, der von den piezokeramischen
Schichten belegt ist, und einen Teil ohne derartige Schichten. Im Fall des Beispielsystems beschrei-
ben die Ausführungen in Abschnitt A.1.3, dass die spezifische Belegfunktion des exemplarisch be-
trachteten trimorphen Biegewandlers auf einen punktförmigen Stelleingriff am rechten Rand des
örtlichen Gebiets führt.
Im Hinblick auf die Synthese einer Ausgangsrückführung spielt neben der eigentlichen System-
dynamik die Verfügbarkeit einer geeigneten Messgröße eine wichtige Rolle. Im Fall des Beispiel-
systems steht die Möglichkeit zur Messung der Auslenkung mittels einer Laser-Triangulation zur
Verfügung, idealisiert wird daher eine punktförmige Messung der Auslenkung w(υ,t)|υ=υMess =
w(υMess,t) an einer Stelle υMess ∈ Ω angenommen.
Die Anwendung weiterführender systemtheoretischer Konzepte setzt eine Überführung der Bewe-
gungsgleichung des Beispielsystems in den Zustandsraum voraus, detaillierte Ausführungen dazu
finden sich in Abschnitt 2.2.4 beziehungsweise Abschnitt 2.3.3. In Vorbereitung auf die Zustands-
raumdarstellung des durch (1.1) - (1.4) beschriebenen Beispielsystems lässt sich zudem eine Sys-
tembeschreibung auf Basis einer Operatordarstellung gemäß (A.39) angeben. Während das detail-
lierte Vorgehen dazu in Abschnitt A.3 gezeigt wird, erfolgt an dieser Stelle lediglich eine kurze
Vorstellung der im Folgenden verschiedentlich auftretenden Operatoren. Ausgehend von (1.1) wer-
den durch
S (·) = αS
∂4 (·)
∂υ4
, D (·) =
αKV
αS
S (·) + αV (·) = αKV
∂4 (·)
∂υ4
+ αV (·) (1.5)
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formal der Steifigkeitsoperator und Dämpfungsoperator definiert. Die nachfolgenden Betrachtun-
gen zur Repräsentation, Analyse und Regelung unendlich-dimensionaler Systeme werden in einem
Rahmen durchgeführt, der stets eine Behandlung des durch die Gleichungen (1.1) - (1.4) bezie-
hungsweise die Operatordarstellung gemäß (A.39) sowie eine punktförmige Messung der Auslen-
kung definierten Beispielsystems erlaubt.
2 Mathematische Realisierung unendlich-
dimensionaler Systeme
In der Literatur existieren verschiedene Ansätze zur mathematischen Beschreibung endlich- und
unendlich-dimensionaler linearer zeitinvarianter Systeme. Die unterschiedlichen mathematischen
Realisierungsformen ergeben sich zum Teil auf natürliche Weise durch verschiedene Herangehens-
weisen an die Thematik. Gebräuchliche Realisierungen resultieren dabei beispielsweise aus der ma-
thematischen Modellbildung oder aus der Identifikation eines realen Systemverhaltens, umfassen
aber auch bezüglich der Systemanalyse günstige Darstellungsformen. Bei endlich-dimensionalen
Systemen stehen stellvertretend für die genannten Bereiche in der Regel gewöhnliche Differential-
gleichungen höherer Ordnung, das Übertragungsverhalten im Zeitbereich oder im Bildbereich der
Laplace-Transformation sowie die Zustandsraumdarstellung eines Systems. Dabei existiert zur Dar-
stellung und Behandlung endlich-dimensionaler linearer zeitinvarianter Systeme eine geschlossene
Theorie, die weitreichende Aussagen für derartige Systeme erlaubt. Neben der äquivalenten Über-
führbarkeit der genannten Realisierungsformen ist im Endlich-dimensionalen insbesondere auch
die Existenz und Eindeutigkeit der Lösung eines Systems stets gewährleistet und in diesem Zu-
sammenhang die Korrektgestelltheit der Systemgleichungen. In Ermangelung einer geschlossenen
Theorie erfolgt die Realisierung und Betrachtung unendlich-dimensionaler linearer zeitinvarianter
Systeme dagegen in der Regel klassenbasiert, wobei die Handhabung allgemeinerer Systemklassen
mit einem, aus Sicht eines Ingenieurs, nicht unerheblichen mathematischen Aufwand verbunden
ist. Neben weiteren essentiellen systemtheoretischen Konzepten ist für die Elemente gängiger Sys-
temklassen unendlich-dimensionaler Systeme die äquivalente Überführbarkeit verschiedener Dar-
stellungsformen bekannt und zudem die Korrektgestelltheit zugehöriger Probleme bewiesen.
Hauptziel dieses Abschnitts ist die Einführung einer Systemklasse, die einen ausreichenden ma-
thematischen Rahmen zur Behandlung des Beispielsystems bietet, sowie die Formulierung des
Beispielsystems innerhalb dieser Systemklasse. Damit wird innerhalb dieses Abschnitts der Nach-
weis essentieller Systemeigenschaften des Beispielsystems auf den Nachweis der Zugehörigkeit
zu einer geeigneten Systemklasse zurückgeführt. Gleichzeitig soll der vorliegende Abschnitt auch
eine Brücke von der wohlbekannten Theorie endlich-dimensionaler Systeme zur Realisierungs-
theorie und klassenbasierten Darstellung unendlich-dimensionaler Systeme schlagen und damit
einen unkomplizierten Einstieg in die Theorie unendlich-dimensionaler Systeme bieten. Einlei-
tend beinhaltet Abschnitt 2.1 dazu einen Überblick über ausgewählte Teile der umfangreichen
Theorie und Literatur zur Darstellung linearer unendlich-dimensionaler Systeme und die dabei
gebräuchlichen Systemklassen. Daran schließt sich eine vergleichende Gegenüberstellung endlich-
dimensionaler Systeme und unendlich-dimensionaler Halbgruppen-Regelsysteme mit beschränk-
ten Ein-/Ausgangsoperatoren an. Den Abschluss von Abschnitt 2.1 bilden die Ausführungen zu
Spektral-Systemen mit beschränkten Ein-/Ausgangsoperatoren. Dieser Spezialfall der Halbgrup-
pen-Regelsysteme mit beschränkten Ein-/Ausgangsoperatoren setzt diagonalisierbare Systemope-
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ratoren voraus und wird an dieser Stelle in Vorbereitung auf die Formulierung des Beispielsystems
in Abschnitt 2.3 gezeigt.
Die Korrektgestelltheit und damit die Sinnhaftigkeit der Formulierung eines ungezwungenen linea-
ren Systems im Zustandsraum lässt sich an der Existenz und Eindeutigkeit einer Lösung zu zu-
lässigen Anfangsbedingungen festmachen. Abschnitt 2.2 dient daher der Analyse der Lösung des
abstrakten Cauchy-Problems linearer ungezwungener Systeme und der Eingrenzung der Betrach-
tungen auf Systeme, denen gerade ein korrekt gestelltes abstraktes Cauchy-Problem zuzuordnen
ist. Die Korrektgestelltheit des abstrakten Cauchy-Problems ist gleichzusetzen mit der Tatsache,
dass der Systemoperator der infinitesimale Erzeuger einer zumindest stark stetigen Halbgruppe auf
dem Zustandsraum ist. Eine Verbindung zwischen dem endlich- und dem unendlich-dimensionalen
Fall besteht darin, dass die Abbildung, die die Lösung über einem Zeitintervall determiniert, in
beiden Fällen den Anforderungen an eine Halbgruppe genügt. Als ein weiterer zentraler Punkt
werden in Abschnitt 2.2 die Eigenschaften festgestellt, denen der Systemoperator eines unendlich-
dimensionalen Systems genügen muss, um infinitesimaler Erzeuger einer stark stetigen Halbgruppe
zu sein. Im Zuge dessen werden mit dem Hille-Yosida-Theorem und dem Lumer-Phillips-Theorem
Sätze eingeführt, die die infinitesimalen Erzeuger stark stetiger beziehungsweise kontraktiver Halb-
gruppen charakterisieren. Für den Spezialfall eines diagonalisierbaren Systemoperators wird zudem
für beide Erzeuger-Theoreme eine signifikant vereinfachte Form angegeben. Anschließend wer-
den Hinweise zur Konstruktion des Zustandsraums gegeben, die unmittelbar aus den genannten
notwendigen Eigenschaften infinitesimaler Erzeuger stark stetiger Halbgruppen hervorgehen. Dar-
über hinaus wird die Zustandsraumdarstellung des Beispielsystems eingeführt und der Nachweis
erbracht, dass der Systemoperator des Beispielsystems über die notwendigen Eigenschaften des
infinitesimalen Erzeugers einer stark stetigen Halbgruppe verfügt.
Im Anschluss an die Betrachtung ungezwungener unendlich-dimensionaler Systeme werden in Ab-
schnitt 2.3, durch die Einführung der Pritchard-Salamon-Klasse, unendlich-dimensionale Systeme
mit in Bezug auf den Zustandsraum unbeschränkten Ein-/Ausgangsoperatoren zugelassen. Die Ein-
führung dieser Systemklasse ist durch die Unbeschränktheit des Eingangsoperators des Beispielsys-
tems im Hinblick auf den Zustandsraum motiviert. Die Unbeschränktheit des besagten Operators
lässt sich unmittelbar anhand der in Abschnitt C.2 zur Beurteilung der Beschränktheit von Ein-
/Ausgangsoperatoren im Falle von Spektralsystemen mit beschränkten Ein-/Ausgangsoperatoren
eingeführten Kriterien beurteilen. Ziel von Abschnitt 2.3 ist es, für Pritchard-Salamon-Systeme
die Eigenschaften der Zeitbereichslösung festzustellen und das Ein-/Ausgangsverhalten derartiger
Systeme im Zeitbereich und im Bildbereich der Laplace-Transformation einzuführen. Damit wird
der eingangs angekündigte Bogen zwischen den aufgeführten Realisierungsformen geschlagen. Für
das Beispielsystem wird zudem, gestützt auf die in Anhang C.4 hergeleiteten Kriterien, die Formu-
lierung als Pritchard-Salamon-System gezeigt.
Die Betrachtungen in Kapitel 2 werden verschiedentlich durch die Inhalte von Anhang C ergänzt.
Einige mathematische Details zu den Lösungsbegriffen des inhomogenen abstrakten Cauchy-Pro-
blems sowie einige hilfreiche Eigenschaften stark stetiger Halbgruppen und ihrer Erzeuger finden
sich ergänzend in Abschnitt C.1.
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2.1 Einführung in die Realisierung endlich- und unendlich-
dimensionaler Systeme
Zur Behandlung und Darstellung endlich-dimensionaler linearer zeitinvarianter Systeme steht eine
wohlbekannte geschlossene Theorie zur Verfügung. Die Realisierung und Betrachtung unendlich-
dimensionaler linearer zeitinvarianter Systeme erfolgt dagegen in der Regel klassenbasiert. Ziel die-
ses Abschnitts ist eine Einführung in die im regelungstechnischen Kontext gebräuchliche mathema-
tische Realisierung unendlich-dimensionaler linearer zeitinvarianter Systeme. Da der Fokus dieser
Arbeit auf linearen zeitinvarianten Systemen liegt, werden im Hinblick auf eine kompaktere Nota-
tion diese Eigenschaften für die letztgenannte Systemklasse und das endlich-dimensionale Pendant
stillschweigend vorausgesetzt und stattdessen die Bezeichnung unendlich-dimensionale Systeme
beziehungsweise endlich-dimensionale Systeme verwandt. Einleitend beinhaltet Abschnitt 2.1.1
dazu einen Überblick über ausgewählte Teile der umfangreichen Theorie und Literatur zur Realisie-
rung unendlich-dimensionaler Systeme. Neben den verschiedenen mathematischen Realisierungs-
formen derartiger Systeme werden auch verschiedene gebräuchliche Systemklassen benannt und in
den Kontext eingeordnet. Nachfolgend zeigt Abschnitt 2.1.2 eine mathematisch summarische Ge-
genüberstellung der Realisierungen endlich-dimensionaler Systeme und unendlich-dimensionaler
Systeme aus der Klasse der Halbgruppen-Regelsysteme mit beschränkten Ein-/Ausgangsopera-
toren. Die Ausführungen umfassen neben grundlegenden äquivalenten Varianten der Systemdar-
stellung im Zeit- und Frequenzbereich ausgewählte systemtheoretische Begrifflichkeiten im Zeit-
bereich. Der Schwerpunkt dieser Gegenüberstellung mit Übersichtscharakter liegt dabei nicht auf
den mathematischen Details, sondern auf einem eingängigen Einstieg in die Thematik, realisiert
durch eine enge Anknüpfung an die wohlbekannte Theorie endlich-dimensionaler Systeme. Dieses
Vorgehen wird durch die Fokussierung auf eine Klasse unendlich-dimensionaler Systeme unter-
stützt, für die eine umfangreiche Theorie existiert ([CZ95; LGM99]) und für die zahlreiche Ana-
logien zu endlich-dimensionalen Systemen bestehen. Während die gezielte Hervorhebung dieser
Analogien als Orientierungshilfe beim Einstieg in die Theorie unendlich-dimensionaler Systeme
dient, ist das kurze Aufzeigen der für den unendlich-dimensionalen Fall notwendigen mathemati-
schen Generalisierungen als Vorbereitung auf detaillierte Diskussionen im Verlauf dieser Arbeit zu
verstehen. Abschnitt 2.1.2 lässt sich damit als Bindeglied zwischen der Theorie der Realisierung
endlich-dimensionaler Systeme einerseits und der Darstellung bestimmter unendlich-dimensionaler
Systeme mit unbeschränkten Ein-/Ausgangsoperatoren in Abschnitt 2.3 auffassen.
Im abschließenden Abschnitt 2.1.3 werden die in Abschnitt 2.1.2 aufgeführten Darstellungsformen
endlich- und unendlich-dimensionaler Systeme erneut aufgegriffen und für die spezielle Klasse der
Spektral-Systeme mit beschränkten Ein-/Ausgangsoperatoren diskutiert. Abschnitt 2.1.3 verdeut-
licht damit die klaren Analogien zwischen dieser Unterklasse der Halbgruppen-Regelsysteme mit
beschränkten Ein-/ und Ausgangsoperatoren und dem endlich-dimensionalen Pendant. Insbeson-
dere wird an dieser Stelle die Erweiterung modaler Konzepte auf den unendlich-dimensionalen
Fall veranschaulicht. Damit ist Abschnitt 2.1.3 als Vorbereitung auf die Formulierung des Bei-
spielsystems in der Pritchard-Salamon-Klasse und damit die Verwendung modaler Konzepte im
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Fall unendlich-dimensionaler Systeme mit unbeschränkten Ein-/Ausgangsoperatoren in Abschnitt
2.3.3 zu verstehen.
2.1.1 Überblick über die Theorie der Realisierung unendlich-dimensionaler
Systeme
In frühen Arbeiten zu unendlich-dimensionalen Systemen lässt sich häufig ein fallspezifisches Vor-
gehen in Abhängigkeit von einer bestimmten mathematischen Realisierung eines spezifischen Sys-
tems beobachten. Anders als im Endlich-dimensionalen ist die äquivalente Überführbarkeit unter-
schiedlicher Realisierungsformen eines unendlich-dimensionalen Systems in dieser frühen Phase
im Allgemeinen nicht bewiesen. Von den anfänglich beispielorientierten Betrachtungen hat sich die
Behandlung unendlich-dimensionaler Systeme hin zu einem klassenbasierten Vorgehen entwickelt.
Aktuell stehen zur Behandlung unendlich-dimensionaler Systeme umfangreiche Systemklassen zur
Verfügung, für die jeweils weitreichende systemtheoretische Konzepte bekannt und bewiesen sind.
Insbesondere umfassen diese Konzepte in der Regel für ein Element einer Systemklasse auch die
äquivalente Überführbarkeit verschiedener Realisierungsformen innerhalb der Systemklasse.
Einleitend wird im Folgenden ein Überblick über die im regelungstechnischen Kontext gebräuchli-
che mathematische Realisierung unendlich-dimensionaler Systeme vermittelt. Daran schließt sich
die Einführung und Einordnung verschiedener gebräuchlicher Klassen unendlich-dimensionaler
Systeme an. Die Auswahl der gezeigten Realisierungsformen sowie der aufgeführten Systemklas-
sen resultiert dabei aus den Anforderungen innerhalb dieser Arbeit.
Realisierungsformen unendlich-dimensionaler Systeme
Durch unterschiedliche Herangehensweisen an die Thematik unendlich-dimensionaler Systeme er-
geben sich auf natürliche Weise unterschiedliche Realisierungsformen derartiger Systeme. Die
physikalische Modellbildung eines unendlich-dimensionalen Systems führt in der Regel auf par-
tielle Differentialgleichungen, deren Analyse fallspezifische Aussagen über das betrachtete Sys-
tem ermöglicht. Eine Generalisierung systemanalytischer Betrachtungen auf eine Systemklasse
ist beispielsweise anhand einer Operatordarstellung einer partiellen Differentialgleichung, wie sie
für das Beispielsystem in Abschnitt A.3 gezeigt wird, denkbar. Zur systemtheoretischen Analy-
se umfassender Systemklassen sowie zur Reglersynthese erweist sich analog zum Fall endlich-
dimensionaler Systeme eine Zustandsraumdarstellung auf Basis der vier noch zu definierenden
Operatoren (A,B,C,D) als vorteilhaft. Mathematische Betrachtungen zu den Eigenschaften der
Zeitbereichslösung eines in Zustandsraumdarstellung beschriebenen unendlich-dimensionalen Sys-
tems führen unter gewissen Annahmen bezüglich der beteiligten Operatoren auf eine zur Zustands-
raumdarstellung äquivalente Halbgruppen-Darstellung unendlich-dimensionaler Systeme. Die Ve-
rifikation eines mathematischen Modells anhand der Identifikation eines realen Systems basiert
dagegen häufig auf der Messung eines Übertragungsverhaltens am realen System, dabei kom-
men sowohl Zeitbereichs- als auch Frequenzbereichsmethodiken zum Einsatz. Der Vergleich ei-
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nes mathematischen Modells in Halbgruppen-Darstellung mit dem Übertragungsverhalten des rea-
len Systems erfordert somit entweder die Überführung der Zustandsraumdarstellung in eine kor-
rekt gestellte Übertragungsfunktion oder den umgekehrten Weg. Die Realisierbarkeit einer Zu-
standsraumdarstellung gegebenenfalls irrationaler Übertragungs- bzw. Gewichtsfunktionen wird in
zahlreichen Betrachtungen unterschiedlicher Autoren thematisiert. Motiviert durch Erkenntnisse
im Bereich endlich-dimensionaler Systeme steht bei frühen Arbeiten [Bal66] die Frage nach der
Existenz und Eindeutigkeit [Fuh74] einer zwingend unendlich-dimensionalen, minimalrealisier-
ten Zustandsraumdarstellung eines derartigen Ein-/Ausgangsverhaltens im Mittelpunkt. Die Frage
nach einer Minimalrealisierung eines in Form einer Übertragungsfunktion gegebenen unendlich-
dimensionalen Systems in Zustandsraumdarstellung stellt in Analogie zu endlich-dimensionalen
Systemen eine direkte Verbindung zur Steuer- und Beobachtbarkeit eines Systems her.
Einen umfangreichen Überblick über die Theorie der Realisierung unendlich-dimensionaler Syste-
me zusammen mit der Kategorisierung der Realisierungsformen in
• partielle Differentialgleichungen,
• Zustands- bzw. Halbgruppen-Darstellung,
• Übertragungsverhalten zwischen definierten Ein- und Ausgängen,
• abstrakte lineare Systeme in Integraldarstellung nach Kálmán [KFA69]
sowie reichhaltige Quellenangaben beinhaltet [NS89]. Innerhalb dieser Arbeit wird die Reali-
sierung unendlich-dimensionaler Systeme mittels partieller Differentialgleichungen, in Zustands-
bzw. Halbgruppen-Darstellung sowie in Form von Übertragungsfunktionen genutzt. Neben der
schwerpunktmäßigen Betrachtung der Zustandsraumdarstellung wird die Überführung zwischen
den genannten Realisierungsformen thematisiert.
Klassen unendlich-dimensionaler Systeme
Eine denkbare Klassifizierung der zahlreichen Arbeiten zur Realisierbarkeit unendlich-dimensi-
onaler Systeme im Zustandsraum lässt sich anhand der jeweils zugelassenen Systemklassen oder
auch der angestrebten Struktur des Zustandsraums treffen. Die Verwendung einer bestimmten Sys-
temklasse resultiert nicht selten aus einem Kompromiss zwischen dem Umfang der zugelassenen
Systemklasse und des zur Handhabung dieser Klasse notwendigen mathematischen Aufwands.
Einschränkungen der Allgemeingültigkeit werden zugunsten einfacher zu handhabender System-
klassen bzw. Formulierungen in Räumen mit mathematisch angenehmen Eigenschaften, wie bei-
spielsweise Hilberträumen, in Kauf genommen. Die besagten Einschränkungen spiegeln sich bei-
spielsweise in Restriktionen hinsichtlich der für eine Zustandsraumdarstellung in einer bestimmten
Systemklasse zulässigen Operatoren oder hinsichtlich der Regularität der Lösung einer Zustands-
raumdarstellung wider. Erwartungsgemäß bedingt eine allgemeinere Betrachtung in einer größeren
Systemklasse einen komplexeren mathematischen Rahmen.
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Neben der Zustandsraumdarstellung auf verallgemeinerten normierten Räumen (Lokal konvexe
Räume) [Bal66], [Yam81] und [Yam82] wird häufig die Realisierbarkeit in Banachräumen [Wei89]
oder Hilberträumen untersucht [Hel76], [DH76], [PS85], [Sal89]. Einen frühen Überblick über
die historische Entwicklung der Realisierung unendlich-dimensionaler Systeme im Zustandsraum
gibt [Hel76]. Auf Basis der umfassenden Klasse der korrekt gestellten linearen Systeme („well-
posed linear Systems“), die ursprünglich als „abstrakte lineare Systeme“ eingeführt wurden [Sal87;
Sal89] bzw. [Wei89], wird in [Cur89b] die Überführbarkeit der Realisierungsformen sowie die Be-
ziehungen verschiedener Systemklassen zueinander diskutiert. Ausgehend von den grundlegenden
Arbeiten zur Definition der korrekt gestellten unendlich-dimensionalen Systeme sind zahlreiche
weiterführende Arbeiten in diesem Bereich verfasst worden. Hilfreiche Darstellungen in Bezug
auf die Formulierung der Zustandsraumdarstellung eines Systems in dieser Systemklasse sind bei-
spielsweise in [TW03a; TW03b] zu finden. Der Bereich der optimalen und robusten Regelung für
diese Systemklasse wird u.a. in [Sta98e; Sta98a] betrachtet. Stellvertretend für weitere Arbeiten sei
neben dem bereits genannten Übersichtsaufsatz auf die mit Analogien zu endlich-dimensionalen
Systemen versehene Übersicht in [Cur97], den Rückblick über die Realisierungstheorie unendlich-
dimensionaler Systeme im Zustandsraum [JZ02] und die jeweils darin zitierte Literatur verwiesen.
Selbst im Fall zulässiger Ein-/Ausgangsoperatoren ist im Allgemeinen für korrekt gestellte lineare
Systeme eine aus Sicht der endlich-dimensionalen Systeme nicht direkt intuitive Verallgemeine-
rung der Übertragungsfunktion erforderlich. So verlangt die Definition der Ausgangsabbildung ei-
nes korrekt gestellten linearen Systems beispielsweise die Einführung der „Lebesgue-Erweiterung“
([Cur97]) des Ausgangsoperators C.
Wohldefinierte lineare Systeme mit praktischer Relevanz sind in einer Unterklasse der korrekt ge-
stellten linearen Systeme, den sogenannten „regulären linearen Systemen“ enthalten ([Wei94]). Die
regulären linearen Systeme sind korrekt gestellte lineare Systeme, deren Übertragungsfunktion für
unendlich hohe Frequenzen gegen einen starken Grenzwert konvergiert ([Wei94] (S. 833)). Re-
guläre lineare Systeme weisen demnach keine zu große Unstetigkeit im Fall einer sprungförmigen
Anregung auf ([Wei94]), und ihre Zustandsraumdarstellung verfügt über einen Durchgriffsoperator
gemäß der Definition aus [Wei94] (S. 833) oder [Sas02] (S. 16). Mathematisch gesehen besitzt die
Sprungantwort eines regulären Systems einen Lebesgue-Punkt ([Els05] (S. 306)) zum Sprungzeit-
punkt ([Wei94]). Das Übertragungsverhalten eines regulären linearen Systems lässt sich ohne die
bei korrekt gestellten linearen Systemen notwendige Verallgemeinerung beschreiben, weist aber im
Allgemeinen weiterhin die Lebesgue-Erweiterung der Ausgangsabbildung auf [Cur97; Sas02].
Die Betrachtungen in dieser Arbeit umfassen in erster Linie Pritchard-Salamon-Systeme [PS85;
PS87b]. Im Kontext regelungstechnischer Fragestellungen sprechen eine Vielzahl angenehmer Ei-
genschaften von Pritchard-Salamon-Systemen für die Verwendung dieser Systemklasse. Ein zu-
sätzliches entscheidendes Auswahlkriterium für diese Systemklasse ist ferner die Zugehörigkeit
des Beispielsystems zur Pritchard-Salamon-Klasse. In gewisser Hinsicht lassen sich Pritchard-
Salamon-Systeme als vergleichsweise große Klasse unendlich-dimensionaler Systeme auffassen,
für die sich aus dem Endlich-dimensionalen bekannte regelungstechnische Konzepte geradewegs
auf unendlich-dimensionale Systeme übertragen lassen.
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Die Pritchard-Salamon-Klasse bildet eine Unterklasse der regulären linearen Systeme und schließt
dabei ihrerseits alle Halbgruppen-Regelsysteme mit beschränkten Ein-/Ausgangsoperatoren ein.
Ferner enthält die Pritchard-Salamon-Klasse alle unendlich-dimensionalen Systeme, die unter der
Bezeichnung „Nuclear Type“ ([Cur92b]) zusammengefaßt sind und damit über einen nuklearen
Hankel-Operator verfügen ([Cur92b]). Eine übersichtliche grafische Darstellung der Beziehung
verschiedener Systemklassen zueinander findet sich in [Sas02] (S. 21).
In Bezug auf die Betrachtung flexibler Strukturen sei an dieser Stelle zusätzlich auf die in [BC88b]
eingeführte Systemklasse hingewiesen. Im Vergleich zur Pritchard-Salamon-Klasse sind in
[BC88b] Systeme mit stärker unbeschränkten Ein-/Ausgangsoperatoren zulässig. Damit erstrecken
sich die Betrachtungen aus [BC88b] auf eine größere Systemklasse, für die dennoch teilweise ähn-
lich angenehme Eigenschaften wie für Pritchard-Salamon-Systeme nachzuweisen sind. Allerdings
existiert zu Pritchard-Salamon-Systemen eine detailliertere Theorie, die zudem alle an dieser Stelle
benötigten Aspekte einschließt. Neben dem Beispielsystem sind in der Pritchard-Salamon-Klasse
eine Vielzahl physikalisch bedeutsamer Systeme erfassbar. Eine detaillierte Benennung dieser Sys-
teme schließt sich in Abschnitt 2.3.2 an, insbesondere bietet Tabelle 2.1 einen kompakten tabella-
rischen Überblick über derartige Systeme.
Eine Einordnung in den Kontext unendlich-dimensionaler Systeme, eine gegenüber [PS87b] über-
arbeitete Betrachtung sowie die Herleitung weiterführender Eigenschaften von Pritchard-Salamon-
Systemen wird in [Cur+94] gegeben. Neben den genannten Systemklassen sind zudem verschie-
dene Algebren von Übertragungsfunktionen unendlich-dimensionaler Systeme bekannt. An dieser
Stelle sei insbesondere auf die Callier-Desoer-Klasse ([CD78]) verwiesen. Der Zusammenhang
zwischen der Callier-Desoer-Klasse und der Pritchard-Salamon-Klasse wird in [Cur92b] disku-
tiert, insbesondere wird dort die Zugehörigkeit von gleichzeitig exponentiell detektierbaren und
exponentiell stabilisierbaren Pritchard-Salamon-Systemen zur Callier-Desoer-Klasse festgestellt
([Cur92b]).
2.1.2 Halbgruppen-Regelsysteme mit beschränkten Ein-/Ausgangs-
operatoren
Der vorliegende Abschnitt beinhaltet eine vergleichende Gegenüberstellung der Realisierungen
endlich-dimensionaler Systeme und unendlich-dimensionaler Halbgruppen-Regelsysteme mit be-
schränkten Ein-/Ausgangsoperatoren. Die Ausführungen thematisieren insbesondere die Analo-
gien zwischen der Darstellung endlich-dimensionaler Systeme und der mathematischen Reali-
sierung der betrachteten unendlich-dimensionalen Systeme. Gleichsam werden die Generalisie-
rungen verdeutlicht, die, ausgehend von der im Endlich-dimensionalen bekannten Theorie, zur
mathematischen Realisierung der betrachteten unendlich-dimensionalen Systeme notwendig sind.
Da Halbgruppen-Regelsysteme mit beschränkten Ein-/Ausgangsoperatoren eine Untermenge der
Pritchard-Salamon-Systeme sind, aber gleichzeitig alle endlich-dimensionalen Systeme enthalten,
ist dieser Abschnitt als Bindeglied zwischen der Theorie endlich-dimensionaler Systeme und den
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Pritchard-Salamon-Systemen in Abschnitt 2.3 aufzufassen. Einleitend wird die Zeitbereichsdarstel-
lung und anschließend die Frequenzbereichsdarstellung der betrachteten Systeme diskutiert.
Zustandsraumdarstellung
Im Endlich-dimensionalen ist die Zustandsraumdarstellung als eine der gebräuchlichsten Reali-
sierungsformen linearer zeitinvarianter Systeme anzusehen. Sie ermöglicht die unkomplizierte An-
wendung einer Vielzahl von Verfahren zur Systemanalyse und Reglersynthese. Detaillierte Ausfüh-
rungen dazu finden sich in verschiedenen regelungstechnischen Grundlagenwerken [Fö13; Lun06].
Die Zustandsraumdarstellung von Halbgruppen-Regelsystemen mit beschränkten Ein-/Ausgangs-
operatoren stimmt formal mit dem endlich-dimensionalen Pendant überein, die Systemgleichung
und die Ausgangsgleichung lauten
∂x(t)
∂t
= Ax(t) +B u(t), t ≥ 0, x(0) = x0 (2.1)
y(t) = C x(t) +Du(t). (2.2)
Die voranstehende Zustandsraumdarstellung kann als ein, um eine algebraische Ausgangsglei-
chung ergänztes, inhomogenes abstraktes Cauchy-Problem gemäß Anhang C.1 mit der speziellen
Wahl des inhomogenen Terms zu f(t) = B u(t) interpretiert werden. Die vektorielle Zustands-
gleichung (2.1) besteht dabei aus einer Anzahl n < ∞ im Allgemeinen verkoppelter Differenti-
algleichungen, die jeweils erster Ordnung bezüglich der Zeit sind. Die Lösung x(t) der Zustands-
gleichung wird im Allgemeinen als Zustandsvektor bezeichnet, der zu jedem Zeitpunkt t ∈ R≥0
Element des Zustandsraums ist. Der Zustandsraum wird mittels einer externen direkten Summe
(Definition 16) der Form
x ∈ X =
n⊕
i=1
Xi = X1 ⊕ · · · ⊕ Xn (2.3)
eingeführt, wobei die Elemente der Räume Xi,i = 1, . . . ,n Zustandsgrößen heißen. Für phy-
sikalisch bedeutsame endlich-dimensionale Systeme ist eine Interpretation der Xi,i = 1, . . . ,n
als Energiespeicher eines betrachteten Systems gebräuchlich, und die Anzahl der Zustandsgrö-
ßen n kann entsprechend der Anzahl der konzentrierten Energiespeicher des Systems gewählt
werden. Die Zustandsgrößen sind im endlich-dimensionalen Fall reelle oder komplexe Zahlen
Xi = K,i = 1, . . . ,n, entsprechend besteht der Zustandsvektor zu einem festen Zeitpunkt aus
einem n-Tupel reeller oder komplexer Zahlen. Der n-dimensionale Zustandsvektor kann damit für
einen festen Zeitpunkt als Element eines n-dimensionalen unitären Vektorraums beziehungsweise
Element eines n-dimensionalen euklidischen Vektorraums angesehen werden.
Die anschauliche Interpretation der Zustandsgrößen als Energiespeicher eines durch die Zustands-
raumdarstellung (2.1) und (2.2) beschriebenen Systems kann aus dem Endlich-dimensionalen auf
zahlreiche physikalisch bedeutsame unendlich-dimensionale Systeme übertragen werden. Ein we-
sentlicher Unterschied besteht darin, dass eine einzelne Zustandsgröße im Unendlich-dimensio-
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nalen im Allgemeinen anschaulich einem örtlich verteilten, also einem räumlich kontinuierlichen
Energiespeicher entspricht. Da der Zustandsvektor auch im Unendlich-dimensionalen zu einem
festen Zeitpunkt vollständig den Inhalt der Energiespeicher und damit das beschriebene System
charakterisiert, muss jede Komponente des Zustandsvektors x(t) =
(
x1(t) . . . xn(t)
)T
den En-
ergieinhalt eines über dem örtlichen Gebiet verteilten Energiespeichers wiedergeben. Die örtliche
Abhängigkeit der Zustände wird implizit dadurch berücksichtigt, dass jede Zustandsgröße zu jedem
Zeitpunkt Element eines Funktionenraums ist, xi(t) ∈ Xi, i = 1, . . . ,n.
Während im Endlich-dimensionalen die Festlegung der Xi = K,i = 1, . . . ,n zu jeweils R be-
ziehungsweise C nahezu systemunabhängig möglich ist, bildet die Festlegung geeigneter Funk-
tionenräume einen elementaren Bestandteil der Formulierung einer korrekt gestellten Zustands-
raumdarstellung eines unendlich-dimensionalen Systems und wird ausführlicher in Abschnitt 2.2.4
diskutiert.
Die Nutzung verschiedenster grundlegender Begrifflichkeiten wie beispielsweise der Stabilität ei-
nes Systems erfordert es, auf dem Zustandsraum einen Entfernungsbegriff zu etablieren. Der Zu-
standsraum wird dazu mit einer durch ein Innenprodukt induzierten Norm
‖x‖X = 〈x,x〉
1
2
X
versehen. Üblicherweise wird dabei angestrebt, dass der Zustandsraum vollständig im Sinne der
verwendeten Norm ist und damit den Anforderungen an einen Hilbertraum genügt. Darüber hin-
aus wird in der Regel die Erzeugung einer Produkttopologie (Satz 16) auf dem Zustandsraum ge-
wünscht.
Jeder mit einem beliebigen Innenprodukt versehene endlich-dimensionale Zustandsraum ist voll-
ständig im Sinne der durch das gewählte Innenprodukt induzierten Norm und genügt somit den
Anforderungen an einen Hilbertraum. Darüber hinaus gilt im Endlich-dimensionalen die Norm-
äquivalenz und durch verschiedene Normen induzierte Topologien sind äquivalent. Im Unendlich-
dimensionalen gilt im Allgemeinen dagegen keine Äquivalenz zwischen unterschiedlichen Normen
und entsprechend auch nicht für die aus der Verwendung unterschiedlicher Normen resultierenden
Topologien. Um dem Zustandsraum eines unendlich-dimensionalen Systems die Eigenschaften ei-
nes Hilbertraums mit der gewünschten Struktur zu verleihen, sind daher bei der Wahl eines Innen-
produkts auf dem Zustandsraum einige in Abschnitt 2.2.4 aufgeführte Kriterien zu beachten.
Charakteristisch für einen endlich-dimensionalen nichtleeren Vektorraum ist die Existenz einer Ha-
melbasis (Definition 21). Die Dimension eines solchen Vektorraums entspricht der Mächtigkeit
einer Basis des Vektorraums. Somit kann im Endlich-dimensionalen jedes Element des Zustands-
raums x ∈ X als Linearkombination der Elemente einer Basis {ui}i∈In des Zustandsraums, den
sogenannten Basisvektoren oder Basiselementen dargestellt werden, es gilt
x =
n∑
i=1
〈x,ui〉Xui. (2.4)
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Ein unendlich-dimensionaler Raum besitzt gerade keine endlich-dimensionale Basis. Die Darstel-
lung jedes Elements eines derartigen Raums kann also im Allgemeinen nicht als endliche Linear-
kombination von Basiselementen erfolgen. Hinsichtlich unendlich-dimensionaler Räume sind die
in Anhang B.5.3 eingeführten erweiterten Basisbegriffe und gegebenenfalls die Darstellung der
Elemente eines derartigen Raums durch unendliche Reihen, ähnlich einer Fourierentwicklung, an-
zuwenden.
Neben dem Zustandsraum werden die Räume U und Y der Ein- und Ausgangsgrößen eingeführt.
Bei der Betrachtung endlich-dimensionaler Systeme handelt es sich bei U und Y um Vektorräu-
me mit einer endlichen Dimension entsprechend der Anzahl der Ein- und Ausgänge p < ∞ be-
ziehungsweise q < ∞ eines betrachteten Systems. Eine übliche Festlegung der Räume der Ein-
und Ausgangsgrößen wäre U = Cp beziehungsweise Y = Cq. Obwohl es sich bei den Ein- und
Ausgangsgrößen in der Regel um physikalisch sinnvolle Signale handelt, werden die zugrunde
liegenden Räume im Hinblick auf eine mathematisch konsistente Behandlung dennoch häufig als
komplexe Hilberträume angenommen.
Die allgemeine Theorie unendlich-dimensionaler Systeme umfasst eine Betrachtung unendlich-
dimensionaler Ein- und Ausgangsräume. Im Hinblick auf physikalisch sinnvolle Systeme wer-
den innerhalb dieser Arbeit analog zum Endlich-dimensio- nalen in der Regel jedoch endlich-
dimensionale Ein- und Ausgangsräume U = Cp beziehungsweise Y = Cq vorausgesetzt. Die im
Rahmen der Zustandsraumdarstellung eines endlich-dimensionalen Systems auftretenden linearen
Abbildungen
A ∈ L (X ,X ) , B ∈ L (U ,X ) ,
C ∈ L (X ,Y) , D ∈ L (U ,Y) ,
(2.5)
werden durch endlich-dimensionale Matrizen passender Dimension
A ∈ Kn×n : X → X , B ∈ Kn×p : U → X ,
C ∈ Kq×n : X → Y , D ∈ Kq×p : U → Y
(2.6)
realisiert. Dabei wird A als Systemmatrix, B als Eingangsmatrix, C als Ausgangsmatrix und D als
Durchgangsmatrix bezeichnet ([Fö13]). Die im Endlich-dimensionalen auftretenden Abbildungen
sind sowohl beschränkt als auch kompakt. Die zeitliche Änderung der Zustände in (2.1), bezie-
hungsweise der Verlauf der Ausgangsgrößen in (2.2), wird im Fall eines unendlich-dimensionalen
Systems durch die linearen Operatoren
A : D (A) ⊂ X → X , B : U → X ,
C : X → Y , D : U → Y
(2.7)
realisiert, deren Nomenklatur analog zum endlich-dimensionalen Fall
A : Systemoperator, B : Eingangsoperator,
C : Ausgangsoperator, D : Durchgangsoperator
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lautet. Als grundlegender Unterschied zu endlich-dimensionalen Systemen kann im Allgemeinen
die Stetigkeit oder äquivalent die Beschränktheit aller zur Realisierung der Zustandsraumdarstel-
lung eines unendlich-dimensionalen Systems benötigten Operatoren in Bezug auf den Zustands-
raum nicht vorausgesetzt werden. Beispielsweise sind die in vielen physikalisch bedeutsamen ver-
teiltparametrischen Vorgängen auftretenden Differentialoperatoren bei gebräuchlicher Festlegung
des Zustandsraums nicht stetig und demnach auch nicht beschränkt. Für anschauliche Ausführun-
gen zur Unbeschränktheit von Differentialoperatoren und der Bedeutsamkeit der Festlegung des
Definitionsbereichs unbeschränkter Operatoren sei beispielsweise auf [Rob01] (S. 79) verwiesen.
Für Halbgruppen-Regelsysteme mit beschränkten Ein-/Ausgangsoperatoren wird daher als Gene-
ralisierung abweichend von (2.5) ein auf dem Zustandsraum unbeschränkter Systemoperator
A /∈ L (X ) B ∈ L (U ,X )
C ∈ L (X ,Y) D ∈ L (U ,Y)
(2.8)
angenommen.
Zeitbereichslösung des ungezwungenen Systems
Essentiell für die Korrektgestelltheit eines linearen Systems sind die Existenz und Eindeutigkeit
der Lösung x(t) der Zustandsgleichung 2.1. Unter der Annahme eines ungezwungenen Systems
reduziert sich die Zustandsgleichung (2.1) wegen B = 0 auf ein Anfangswert-/ oder Cauchy-
Problem.
Im Endlich-dimensionalen erzeugt die Systemmatrix A ∈ L (X ) mittels der als Transitionsmatrix
bezeichneten Matrixexponentialfunktion
eAt =
∞∑
i=0
Aiti
i!
(2.9)
über einem Zeitintervall t ∈ R≥0 eine auf dem Zustandsraum gleichmäßig stetige Halbgruppe
TeA t =
{
eAt
}
t∈R≥0
entsprechend Definition 2 auf Seite 44. Die Konvergenz der voranstehenden
Potenzreihe ist für A ∈ L (X ) im Sinne der Operatornorm ‖·‖L(X ) gesichert. Unter Annahme
gegebener Anfangsbedingungen x0 ∈ X ist die Lösung dann für t ∈ R≥0 eindeutig durch
x(t) = eAtx0 (2.10)
festgelegt.
Im unendlich-dimensionalen Fall widerspricht die Unbeschränktheit des Systemoperators den Vor-
aussetzungen an den infinitesimalen Erzeuger einer gleichmäßig stetigen Halbgruppe, deren De-
finition in Abschnitt 2.2.2 eingeführt wird. Insbesondere ist die Konvergenz der Matrixexponenti-
alfunktion aus (2.9) für einen unbeschränkten Operator nicht zu erwarten. Um dennoch eine ver-
gleichsweise praktikable Theorie anwenden zu können, werden Restriktionen bezüglich der „zu-
gelassenen Unbeschränktheit“ des Systemoperators eingeführt. Daraus resultiert ein Kompromiss
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zwischen der Klasse der beschreibbaren unendlich-dimensionalen Systeme und dem dazu notwen-
digen mathematischen Rahmen. Die Restriktionen bezüglich der Unbeschränktheit des Systemope-
rators orientieren sich an den Eigenschaften der Lösung eines deterministischen ungezwungenen
Systems, deren Verlauf für gegebene Anfangsbedingungen und ein festes System für t ∈ R≥0
eindeutig feststeht. Aus dem Wunsch nach der Existenz einer Lösung sowie einem „angenehmen“
Verhalten der Lösung eines durch einen Systemoperator definierten homogenen abstrakten Cauchy-
Problems folgt die Forderung, dass ein Systemoperator infinitesimaler Erzeuger einer stark stetigen
Halbgruppe TΦ = {Φ(t)}t∈R≥0 mit
Φ (· ) : R≥0 → L (X )
t 7→ Φ(t)
(2.11)
auf dem Zustandsraum ist. Die stark stetige Halbgruppe TΦ übernimmt die Rolle der durch die
Systemmatrix endlich-dimensionaler Systeme erzeugten gleichmäßig stetigen Halbgruppe, weitere
Ausführungen dazu folgen im Abschnitt 2.2.2.
Unter der Annahme, dass der Systemoperator infinitesimaler Erzeuger einer stark stetigen Halb-
gruppe auf dem Zustandsraum ist, existiert zum homogenen abstrakten Cauchy-Problem, definiert
durch ein ungezwungenes System, im Allgemeinen genau dann eine starke Lösung im Sinne von
Definition 97, wenn der Anfangswert im Definitionsbereich des Systemoperators x0 ∈ D (A) liegt
([EN00] (S. 145)). Die zudem eindeutige starke Lösung lautet dann
Φ (·)x0 : R≥0 → X ,
t 7→ x(t) = Φ(t)x0.
(2.12)
Unendlich-dimensionale Systeme, bei denen einzig der Systemoperator unbeschränkt ist, dieser
aber dennoch eine stark stetige Halbgruppe auf dem Zustandsraum erzeugt, werden als Halbgrup-
pen-Regelsysteme mit beschränkten Ein-/Ausgangsoperatoren bezeichnet ([Keu93] (S. 19)). Auf-
grund der eindeutigen Zuordnung zwischen dem infinitesimalen Erzeuger einer stark stetigen Halb-
gruppe und der erzeugten Halbgruppe werden derartige Systeme äquivalent durch Σ (A,B,C,D)
oder Σ (Φ (· ) ,B,C,D) repräsentiert. Der Nachweis, dass ein gegebener unbeschränkter System-
operator der infinitesimale Erzeuger einer stark stetigen Halbgruppe auf dem Zustandsraum ist,
gestaltet sich im Allgemeinen als nicht trivial. Der Bemühung, einfache Kriterien für einen sol-
chen Nachweis einzuführen, sind die Abhandlungen über Erzeuger-Theoreme in Abschnitt 2.2.3
geschuldet.
Alle Aussagen, die in diesem Abschnitt nachfolgend für Halbgruppen-Regelsysteme mit beschränk-
ten Ein-/Ausgangsoperatoren unter Verwendung einer stark stetigen Halbgruppe TΦ = {Φ(t)}t∈R≥0
getroffen werden, gelten auch für endlich-dimensionale Systeme mit der zugeordneten gleichmäßig
stetigen Halbgruppe TΦ = TeA t =
{
eAt
}
t∈R≥0
.
Ein-/Ausgangsverhalten im Zeitbereich
Im Folgenden sei die Korrektgestelltheit des homogenen abstrakten Cauchy-Problems vorausge-
setzt. Die Lösung der Zustandsgleichung im Zeitbereich wird unter der Voraussetzung von x0 ∈ X
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sowie ausreichender Integrierbarkeit des Integranden, formal durch
x(t) = Φ(t)x0 +
t∫
0
Φ (t− τ)Bu(τ)dτ t ≥ 0 (2.13)
beschrieben. Die Definitions- und Bildbereiche der in (2.13) miteinander verknüpften Operatoren
sind unter Berücksichtigung von (2.8) sowie (2.11) sowohl im Endlich-dimensionalen als auch
im Unendlich-dimensionalen kompatibel. Die voranstehende Lösung der Zustandsgleichungen im
Zeitbereich erweist sich damit hinsichtlich dieses Aspekts als sinnvoll formuliert. Gleiches gilt für
die zugehörige algebraische Ausgangsgleichung (2.2).
Die Lösung von (2.1) über einem Zeitintervall besteht aus einer Aneinanderreihung der Zustände
zu jedem Zeitpunkt des Zeitintervalls. Insbesondere im Fall unendlich-dimensionaler Systeme ist
die Lösung zu jedem Zeitpunkt Element eines Funktionenraums. Die Regularität der Lösung kann
daher sowohl hinsichtlich der Zeit als auch hinsichtlich des Orts beurteilt werden, letztendlich also
bezüglich aller Unabhängigen. Der Einfluss des zeitlichen Verlaufs der Eingangsgröße auf den zeit-
lichen Verlauf der Lösung wird in (2.13) deutlich. Anschaulich gesprochen muss der inhomogene
Term der Systemgleichung Bu(t) über einem Zeitintervall ein angenehmes Verhalten besitzen, d.h.
beispielsweise einen hinreichend glatten Verlauf, um die Integrierbarkeit des Integranden und folg-
lich eine gewünschte Regularität der Lösung hinsichtlich des zeitlichen Verlaufs zu gewährleisten.
Damit die durch (2.13) beschriebene Funktion den Anforderungen an eine milde Lösung (Definiti-
on 98, Seite 322) des inhomogenen abstrakten Cauchy-Problems, beziehungsweise der Systemglei-
chung gemäß (2.1) genügt, also die Lösung zumindest einen hinsichtlich der Zeit stetigen Verlauf
mit Werten aus dem Zustandsraum besitzt x(t) ∈ C ([0,te] ;X ), muss der inhomogene Term über
einem betrachteten Zeitintervall zumindest absolut Lebesgue-integrierbar sein und Werte aus dem
Zustandsraum aufweisen ([Paz83] (S. 106), [EN00] (S. 436)). Dem Hauptsatz der Differential- und
Integralrechnung für das Lebesgue-Integral (Satz 55) folgend, ergibt das Integral eines über dem
Integrationsintervall Lebesgue-integrierbaren Integranden eine absolut stetige Funktion, die somit
auch stetig ist.
Hier gelten im Einzelnen die in Abschnitt C.1 definierten Regularitätsbegriffe von Lösungen abs-
trakter Cauchy-Probleme. Eine umfangreiche Diskussion unterschiedlicher Lösungsbegriffe, spe-
ziell im Kontext der Halbgruppen, erfolgt beispielsweise in [Paz83] oder [EN00]. Die Ein-/Aus-
gangsabbildung im Zeitbereich ergibt sich formal durch Einsetzen von (2.13) in die Ausgangsglei-
chung der Zustandsraumdarstellung (2.2). Auf einem kompakten Zeitintervall t ∈ [0,te] ergibt sich
unter der Annahme verschwindender Anfangsbedingungen für alle hier betrachteten Systeme eine
beschränkte lineare Abbildung ([CZ95] (S. 175))
G : L2 ([0,te] ,U)→ L
2 ([0,te] ,Y)
u 7→ Gu = y
(2.14)
2.1 Einführung in die Realisierung endlich- und unendlich-dimensionaler Systeme 31
mit
y(t) = Gu(t) =
t∫
0
CΦ (t− τ)B u(τ)dτ +Du(t), t ∈ [0,te] . (2.15)
Die Impulsantwort oder Gewichtungsmatrix der an dieser Stelle zugelassenen Systeme ist durch
g (t) = CΦ(t)B +Dδ(t) definiert. Formal kann die Impulsantwort unter der Annahme verschwin-
dender Anfangsbedingungen sowie einer impulsförmigen Eingangsgröße zum Zeitpunkt t = 0
aus (2.15) abgeleitet werden. Im Fall endlich-dimensionaler Systeme findet sich die Definition der
Impulsantwort beispielsweise in [Fö13; Lun05], wobei für exponentiell stabile Systeme g (t) ∈
L1 ([0,∞) ,Cq×p) gilt ([CS01] (S. 3)). Die Impulsantwort eines unendlich-dimensionalen Systems
der betrachteten Systemklasse wird beispielsweise in [CZ95] (S. 179) definiert. Falls dabei U =
Cp,Y = Cq mit p,q < ∞ gilt und ein exponentiell stabiles unendlich-dimensionales System
mit D = 0 vorliegt, so gilt für die Impulsantwort eines solchen Systems g(t) = CΦ(t)B ∈
L1 ([ 0,∞ );Cq×p) ([Sas02] (S. 64)). Unter den genannten Annahmen lautet die Ein-/Ausgangs-
abbildung ausgedrückt auf Basis der Impulsantwort
y(t) =
t∫
0
g (t− τ) u(τ)dτ t ≥ 0. (2.16)
Gramsche Operatoren und Hankel-Operator
Die Steuer-/ und Beobachtbarkeitsoperatoren eines Halbgruppen-Regelsystems mit beschränkten
Ein-/ und Ausgangsoperatoren lauten unter der Annahme von U = Cp,Y = Cq bezüglich eines
endlichen Zeithorizonts in Übereinstimmung mit dem endlich-dimensionalen Fall
Bτ : L
2 ([0,τ) ;Cp)→ X
u 7→ Bτu =
τ∫
0
Φ(t)B u(t)dt
(2.17)
beziehungsweise
Cτ : X → L
2 ([0,τ) ;Cq)
x 7→ Cτx = CΦ ( · )x.
(2.18)
Dabei gilt Bτ ∈ L (L2 ([0,τ) ;Cp) ,X ) und Cτ ∈ L (X ,L2 ([0,τ) ;Cq)), siehe [CZ95] (S. 144) bezie-
hungsweise [CZ95] (S. 155). Für zusätzlich exponentiell stabile Systeme lassen sich darüber hinaus
der Steuer-/ und Beobachtbarkeitsoperator B∞ beziehungsweise C∞ hinsichtlich eines unendlichen
Zeithorizonts definieren. Sowohl im Endlich-dimensionalen als auch im Unendlich-dimensionalen
kommt den Steuer-/Beobachtbarkeitsoperatoren eine besondere Bedeutung im Hinblick auf die
Analyse der Steuerbarkeit beziehungsweise der Beobachtbarkeit eines Systems zu. Entsprechen-
de Ausführungen finden sich in Abschnitt 3.3.1 und in [CZ95].
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Sowohl für endlich-dimensionale Systeme als auch für die hier zugelassenen unendlich-dimensi-
onalen Systeme lassen sich auf Basis der zu den Steuer-/ und Beobachtbarkeitsoperatoren jeweils
adjungierten Operatoren die Steuer- und Beobachtbarkeits-Gramschen definieren. Ausgehend von
〈Bτu,x〉X = 〈u,B
∗
τx〉L2([0,∞);Cp) (2.19)
folgt (B∗τx) (t) = B∗Φ∗ (τ − t) x für t ∈ [0,τ ] und damit die Steuerbarkeits-Gramsche zu
WC = BτB
∗
τ =
τ∫
0
Φ(t)BB∗Φ∗(t) dt. (2.20)
Hinsichtlich der Beobachtbarkeits-Gramschen ergibt sich aus dem Ansatz 〈Cτx,y〉L2([0,∞);Cq) =
〈x,C∗τ y〉X der adjungierte Beobachtbarkeits-Operator
C∗τy =
τ∫
0
Φ∗(t)C∗y(t) dt, ∀y ∈ L2 ([0,∞) ;Cq) (2.21)
und damit die gesuchte Gramsche zu
WO = C
∗
τCτ =
τ∫
0
Φ∗(t)C∗CΦ(t) dt. (2.22)
Im endlich-dimensionalen Fall lässt sich aus der Definitionen von WC und WO erkennen, dass
die Eigenwerte der Steuer-/Beobachtbarkeits-Gramschen sich aus den Singulärwerten der Steuer-
beziehungsweise Beobachtbarkeitsoperatoren ergeben. Da die Eigenwerte der Gramschen endlich-
dimensionaler Systeme summierbar sind, sind die Steuer- bzw. Beobachtbarkeitsoperatoren ge-
mäß den Klassifizierungen in Anhang B.4.5 Hilbert-Schmidt. Das Produkt zweier Hilbert-Schmidt-
Operatoren genügt stets den Anforderungen an einen nuklearen Operator, somit sind WC und WO
nuklear, vergleiche Anhang B.4.5. Für die angenommene Untermenge der hier zugelassenen Sys-
temklasse unendlich-dimensionaler Systeme lässt sich Theorem 3.1 aus [CS01] (S. 11) entnehmen,
dass sowohl der Steuerbarkeitsoperator (2.20) als auch der Beobachtbarkeitsoperator (2.22) Hilbert-
Schmidt sind und die Verknüpfungen dieser Operatoren untereinander oder mit ihren jeweiligen
Adjungierten jeweils nuklear sind. Im Endlich-dimensionalen findet sich die Definition quantitati-
ver Strukturmaße auf Basis der Gramschen Operatoren in [Ben86]. Im Unendlich-dimensionalen
erfolgt die qualitative Beurteilung anhand der Gramschen Operatoren beispielsweise in Theorem
4.1.7 beziehungsweise Corollary 4.1.14 aus [CZ95].
Exponentiell stabilen Systemen der hier zugelassenen Systemklasse unendlich-dimensionaler Sys-
teme und damit auch exponentiell stabilen endlich-dimensionalen Systemen ist auf Basis der Ver-
knüpfung von Steuerbarkeits- und Beobachtbarkeitsoperator
(Γgu) ( · ) = (C∞ (B∞u)) ( · ) =
∞∫
0
Ce(t+τ)ABu (τ) dτ
=
∞∫
0
g (t + τ) u (τ) dτ
(2.23)
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ein Hankel-Operator
Γg : L
2 ([0,∞) ;Cp)→ L2 ([0,∞) ;Cq)
u 7→ y = (Γgu) ( · )
(2.24)
zugeordnet. Aufgrund der bereits genannten Hilbert-Schmidt Eigenschaft von Steuer- und Beob-
achtbarkeitsoperator lässt sich unmittelbar schließen, dass Γg nuklear ist. Der identische Schluss
folgt wegen g(t) ∈ L1 ([ 0,∞ );Cq×p). Die Nuklearität des Hankel-Operators spielt insbesondere
im Hinblick auf endlich-dimensionale Approximationen eines der betrachten Systeme eine wesent-
liche Rolle ([CS01]). Detaillierte Betrachtungen zu Hankel-Operatoren finden sich beispielsweise
in [Pel03] und [Par07].
Stabilität stark stetiger Halbgruppen
Das Verhalten der einem System zugeordneten Halbgruppe für t → ∞ ist Basis für die verschie-
denen, in Abschnitt 3.2.1 eingeführten Stabilitätsbegriffe stark stetiger Halbgruppen. Im Gegen-
satz zum endlich-dimensionalen Fall gilt dabei im Allgemeinen nicht die Äquivalenz aller in Ab-
schnitt 3.2.1 aufgeführten Stabilitätsbegriffe. Maßgeblich für die exponentielle Stabilität (Definiti-
on 9) einer stark stetigen Halbgruppe ist ihre Wachstumsgrenze ω0 (Definition 5). Falls für TΦ =
{Φ(t)}t∈R≥0 die Wachstumsgrenze echt negativ ist, ist die stark stetige Halbgruppe exponentiell
stabil und damit auch stabil im Sinne aller in Definition 10 genannten Stabilitätsbegriffe. Aufgrund
der eindeutigen Zuordnung zwischen einer stark stetigen Halbgruppe und ihrem infinitesimalen Er-
zeuger A liegt der Gedanke nahe, dass die Stabilität von TΦ und damit des von TΦ repräsentierten
Systems auch anhand von Eigenschaften des Systemoperators A zu ermitteln ist. Für ein endlich-
dimensionales System ist ein echt negativer Realteil aller Eigenwerte Re (λi) < 0, i = 1, . . . ,n
der Systemmatrix A als notwendiges und hinreichendes Kriterium für Stabilität bekannt. Dieses
einfach zu handhabende Kriterium ist im Endlich-dimensionalen gültig, weil die Spektralschranke
(Definition 78) der Systemmatrix im Endlich-dimensionalen mit der Wachstumsgrenze der zuge-
ordneten gleichmäßig stetigen Halbgruppe übereinstimmt. Für unendlich-dimensionale Systeme
gilt diese Übereinstimmung im Allgemeinen nicht. Satz 69 beziehungsweise Satz 53 definieren
eine Untermenge von unendlich-dimensionalen Systemen beziehungsweise eine Klasse von Sys-
temoperatoren, für die ω0 = s (T ) gilt und damit aus s (T ) < 0 die exponentielle Stabilität des
Systems folgt.
Frequenzbereichsdarstellung
Die Anwendung der Laplace-Transformation auf die Systemgleichungen (2.1)-(2.2) führt formal
auf eine Systemdarstellung der betrachteten unendlich-dimensionalen Systeme im Bildbereich der
Laplace-Transformation. Wird die Existenz der Laplace-Transformierten aller beteiligten Funktio-
nen vorausgesetzt, gilt in einer Darstellung mittels der Rosenbrock-Systemmatrix
P (s)
(
X(s)
U(s)
)
=
(
sI − A −B
C D
)(
X(s)
U(s)
)
=
(
x0
Y (s)
)
. (2.25)
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Die Rosenbrock-Systemmatrix bildet die komplexe Variable s ∈ C auf einen linearen Operator
ab. Im Unendlich-dimensionalen ist die Darstellung mittels der Rosenbrock-Systemmatrix wenig
verbreitet. Die Zuordnung eines ZustandsvektorsX(s) zur Kombination aus einem gegebenen Ein-
gangsvektor U(s) sowie den Anfangsbedingungen x0 geschieht unter Verwendung der Resolvente
R (s,A) = (sI − A)−1.
Die Resolvente R (s,A) ∈ L (X ) entspricht der Laplace-Transformierten der stark stetigen Halb-
gruppe TΦ = {Φ(t)}t∈R≥0 und ist unter der Annahme einer Wachstumsgrenze ω0 von {Φ(t)}t∈R≥0
zumindest für s > ω0 korrekt gestellt (Lemma 2.1.11, [CZ95] (S. 24)). Ferner entspricht die
Übertragungsfunktion eines Systems Σ (Φ (· ) ,B,C,D) der Laplace-Transformierten der Impuls-
antwort g(t) des gleichen Systems. Für endlich-dimensionale Systeme findet sich die Laplace-
Transformierte der Transitionsmatrix beispielsweise in [Fö13] (S. 284). Die ausführliche Einfüh-
rung der Resolvente erfolgt in Abschnitt B.7.1.
Das Ein/-Ausgangsverhalten im Frequenzbereich folgt aus (2.25) in Abhängigkeit vom Eingangs-
vektor sowie den Anfangsbedingungen zu
Y (s) =
(
C(sI − A)−1B +D
)
U(s) + C(sI − A)−1x0
= (CR (s,A)B +D)U(s) + CR (s,A) x0.
(2.26)
Die Vernachlässigung der Eigenbewegungen eines Systems durch die Annahme x0 = 0 führt auf
das Übertragungsverhalten eines Systems
Y (s) = G(s)U(s). (2.27)
mit G(s) = C(sI − A)−1B +D. Für Ein/-Ausgangsoperatoren endlichen Rangs L (Cp,X ) bezie-
hungsweise L (X ,Cq) mit p,q < ∞ erfolgt zu einem gegebenen s die Abbildung eines Eingangs-
vektors auf einen Ausgangsvektor durch G(s) ∈ Cq×p.
Für unendlich-dimensionale Systeme mit beschränkten Ein/-Ausgangsoperatoren endlichen Rangs
wird in [CW92] die Formulierung als Übertragungsfunktion diskutiert. Dort findet sich darüber hin-
aus eine Einführung in die algebraischen Eigenschaften derartiger Übertragungsfunktionen. Eine
ausführliche Behandlung endlich-dimensionaler LZI-Systeme im Frequenzbereich findet sich bei-
spielsweise in [SP05] oder in Kombination mit einer Betrachtung der algebraischen Eigenschaften
von Übertragungsmatrizen in [Rai94].
Das Übertragungsverhalten von Systemen mit einer endlich-dimensionalen Zustandsraumdarstel-
lung n < ∞ lässt sich stets durch Übertragungsmatrizen mit Einträgen aus gebrochen rationalen
Funktionen realisieren. Die Übertragungsfunktionen unendlich-dimensionaler Systeme sind stets
nicht rationale Funktionen ([Bal66] (S. 1), [CM09] (S. 1)). Übertragungsfunktionen unendlich-
dimensionaler Systeme hängen dabei nicht nur von den zugrunde liegenden partiellen Differential-
gleichungen ab, sondern werden darüber hinaus auch wesentlich von den zugehörigen Randbedin-
gungen bestimmt. Hinsichtlich der Darstellung derartiger Übertragungsfunktionen existieren ver-
schiedene Möglichkeiten, die in Abschnitt 2.3 betrachtet werden. Einen umfangreichen Überblick
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zum Übertragungsverhalten unendlich-dimensionaler Systeme bietet [CM09]. Insbesondere die
dort aufgeführte geschlossene Darstellung der Übertragungsfunktionen unendlich-dimensionaler
Systeme bietet eine interessante Möglichkeit zur Beschreibung eines Systems im Frequenzbereich.
2.1.3 Spektral-Systeme mit beschränkten Ein-/Ausgangsoperatoren
Innerhalb dieses Abschnitts wird die Realisierung von Halbgruppen-Regelsystemen mit beschränk-
ten Ein-/Ausgangsoperatoren aufgezeigt, deren Systemoperator A ein diagonalisierbarer Operator
gemäß Definition 82 aus Abschnitt B.8.1 ist, für den somit also A ∈ OD gilt. Die zugehörige
Systemklasse wird an dieser Stelle als Spektral-System mit beschränkten Ein-/Ausgangsoperatoren
bezeichnet. Die gesonderte Aufführung der Realisierung dieser Systemklasse begründet sich in ers-
ter Linie in der direkten Übertragbarkeit der aus dem Endlich-dimensionalen bekannten modalen
Konzepte auf Spektral-Systeme mit beschränkten Ein-/Ausgangsoperatoren. Darüber hinaus genügt
der Systemoperator des Beispielsystems den Anforderungen an einen diagonalisierbaren Operator,
und die Formulierung des Beispielsystems in der Pritchard-Salamon-Klasse kann als Erweiterung
der folgenden Ausführungen auf unbeschränkte Ein-/Ausgangsoperatoren angesehen werden.
Falls ein diagonalisierbarer Systemoperator eines solchen Spektral-Systems zusätzlich den Anfor-
derungen an einen Riesz-Spektraloperator aus Definition 83 genügt und damit A ∈ OR gilt, handelt
es sich, der Nomenklatur aus [CZ95] (S. 141) folgend, bei dem zugehörigen System um ein Riesz-
Spektral-System. Die Theorie dieser Systemklassen wird unter anderem ausführlich in [CZ95] be-
handelt.
Eigenwertproblem des Systemoperators
Sowohl im endlich-dimensionalen Fall als auch im Unendlich-dimensionalen lautet das Eigenwert-
problem des Systemoperators A : D (A) ⊂ X → X formal
(A− λI) v = 0. (2.28)
Dabei werden die λ als Eigenwerte von A und die nicht trivialen v ∈ D (A) ⊂ X als Eigen-
vektoren oder Rechtseigenvektoren von A bezeichnet ([ZF97] (S. 247)). Die Eigenvektoren des
adjungierten SystemoperatorsA∗ heißen dagegen Linkseigenvektorenw vonA. Bei der Systemma-
trix eines endlich-dimensionalen Systems A ∈ L (X ) handelt es sich um einen Endomorphismus,
dessen Spektrum (Definition 75) ausschließlich aus Eigenwerten besteht. Diese Tatsache erlaubt
eine vollständige Charakterisierung der Systemmatrix auf Basis ihrer Eigenwerte und verdeutlicht
die Bedeutsamkeit der Lage der Eigenwerte von A im Hinblick auf verschiedene weiterführen-
de Analysen endlich-dimensionaler Systeme. Das Spektrum eines unbeschränkten Operators auf
unendlich-dimensionalen Räumen besteht dagegen im Allgemeinen nicht ausschließlich aus Ei-
genwerten, vielmehr gilt generell Definition 76. Im Allgemeinen kann daher nicht von einer voll-
ständigen Charakterisierung des Systemoperators eines unendlich-dimensionalen Systems durch
seine Eigenwerte und Eigenvektoren ausgegangen werden.
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Diagonalisierbare Systemoperatoren dagegen lassen sich gerade vollständig durch ihre Eigenwer-
te und Eigenvektoren charakterisieren und es gilt σ (T ) = σp (T ) (Satz 53,RSO4)). Daher sind
diagonalisierbare Systemoperatoren in gewisser Weise als eine Generalisierung diagonalisierbarer
Systemmatrizen endlich-dimensionaler Systeme aufzufassen. Für A ∈ OD erleichtern sich die Dar-
stellung und verschiedenste Betrachtungen des zugehörigen Systems auf vielfältige Weise. Insbe-
sondere lassen sich in einem derartigen Fall unter anderem explizite Darstellungen für die Elemente
des Zustandsraum, die systembeschreibenden Operatoren aus Gleichung (2.8) und die gegebenen-
falls zugehörige stark stetige Halbgruppe auf Basis der Eigenvektoren von A und A∗ angeben. Ab-
schnitt B.8.2 enthält mit Satz 53 eine Aufzählung ausgewählter Eigenschaften diagonalisierbarer
Operatoren.
Zustandsraumdarstellung
Hinsichtlich der Räume und Signale gelten die in Abschnitt 2.1.2 getroffenen Annahmen. Insbe-
sondere gilt U = Cp und Y = Cq. Die Beschreibung eines Spektral-Systems mit beschränkten
Ein-/Ausgangsoperatoren im Zustandsraum basiert auf den Gleichungen (2.1) und (2.2). Da für
A ∈ OD die Eigenvektoren {vi}i∈I+ zu den Eigenwerten {λi}i∈I+ von A eine Rieszbasis (Defini-
tion 64) des Zustandsraums bilden, lassen sich unter Verwendung der biorthogonalen Menge aus
den Eigenvektoren des adjungierten Systemoperators {wi}i∈I+ alle Elemente des Zustandsraums in
einer Reihe der Eigenvektoren entwickeln, es gilt
x =
∑
i∈I+
〈x,wi〉Xvi, (2.29)
=
∑
i∈I+
〈x,vi〉Xwi, ∀ x ∈ X .
Während im Fall eines endlich-dimensionalen Systems die Konvergenz einer analog zu (2.29) ge-
bildeten Reihe unter der Annahme endlicher Koeffizienten-Funktionale außer Frage steht, kann für
die in (2.29) auftretende unendliche Reihe nicht zwingend Konvergenz für beliebige x erwartet
werden, vergleiche Anhang B.5.3. Der Zustandsraum ist für den Fall A ∈ OD mit einer durch das
Innenprodukt 〈x,y〉X =
∑
i∈I+
〈x,wi〉X 〈y,wi〉X induzierten Norm ‖x‖2X =
∑
i∈I+
|x∗i |
2
mit x∗i = 〈x,wi〉X
vollständig. Unter Ausnutzung der Rieszbasis des Zustandsraums und der voranstehenden Norm
lassen sich die Elemente des Zustandsraum auf einfache Weise durch
X =
{
x =
∑
i∈I+
x∗i vi |
∑
i∈I+
|x∗i |
2 <∞
}
(2.30)
charakterisieren, wobei die voranstehende Bedingung äquivalent zu {x∗i }i∈I+ ∈ l2 ist.
Das Einsetzen von (2.29) in die Zustandsraumdarstellung aus (2.1) und (2.2) sowie anschließende
Ausnutzung der Biorthogonalität der Mengen {vi}i∈I+ und {wi}i∈I+ führt auf eine Darstellung der
2.1 Einführung in die Realisierung endlich- und unendlich-dimensionaler Systeme 37
Zustandsgleichung in den Eigenräumen. Es gilt
x˙∗i (t) = λix
∗
i (t) + b
∗
i
Tu(t), t ≥ 0, x∗i (0) = x
∗
i,0, (2.31)
y(t) =
∑
i∈I+
c∗ix
∗
i (t) +Du(t), (2.32)
mit x∗i,0 = 〈x0,wi〉X , b∗i Tu = 〈b∗i ,u〉X = 〈Bu,wi〉X und c∗i = Cvi für alle i ∈ I+.
Die betrachteten Spektral-Systeme werden durch die in Gleichung (2.7) definierten Abbildungen
beschrieben. Die Operatoren der Zustandsraumdarstellung besitzen die in Gleichung (2.8) benann-
ten Eigenschaften. Die Berücksichtigung von (2.29) führt auf eine Reihendarstellung
Ax =
∑
i∈I+
λi〈x,wi〉Xvi (2.33)
des Systemoperators. Mit Gleichung (B.81) aus RSO3) Satz 53 steht eine explizite Charakterisie-
rung des Definitionsbereichs D (A) von A zur Verfügung. Die Anwendung des Innenprodukts auf
Bu und anschließende Nutzung der Eigenschaften des Innenprodukts ergeben
〈B u,wi〉X = 〈u,B
∗wi〉U = 〈B∗wi,u〉U . (2.34)
Unter der Annahme U = Cp mit p <∞ folgt unter Verwendung des Innenprodukts 〈x,y〉Cp = xT y
∀x,y ∈ Cp unmittelbar
〈B∗wi,u〉U =
(
B∗1wi . . . B
∗
pwi
)u1...
up
 . (2.35)
Die Wohldefiniertheit des Innenprodukts erfordert, dass sich sowohl die Entwicklungskoeffizienten
des Eingangsoperators als auch die Eingangssignale im Eingangsraum befinden. Das Bild des i-ten
Linkseigenvektors unter der j-ten Zeile des adjungierten EingangsoperatorsB∗ =
(
B∗1 . . . B
∗
p
)T
und der konjugiert-komplexen Bildung wird durch b∗j,i = B∗jwi, j = 1, . . . ,p bezeichnet. Mit
b∗i =
(
b∗1,i . . . b
∗
p,i
)T
(2.36)
und den stets reellen Eingangssignalen u = u gilt
〈B u,wi〉X = 〈b
∗
i ,u〉U
= b∗i
Tu.
(2.37)
Die Darstellung des Eingangsoperators unter Berücksichtigung der oben genannten Rieszbasis des
Zustandsraums lautet damit
Bu =
∑
i∈I+
〈b∗i ,u〉Uvi. (2.38)
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Der Ausgangsoperator in der Rieszbasis des Zustandsraums folgt unmittelbar aus der Berücksich-
tigung von Gleichung (2.29) in der Ausgangsgleichung (2.2) zu
Cx =
∑
i∈I+
〈x,wi〉X c
∗
i , (2.39)
wobei für einen Ausgangsoperator der Form C =
(
C1 . . . Cq
)T
abkürzend
c∗i =
(
C1vi . . . Cqvi
)T
,=
(
c∗1,i . . . c
∗
q,i
)T
, ∀ i ∈ I+ (2.40)
gilt. In Analogie zum Endlich-dimensionalen bleibt die Darstellung vonD von der Wahl einer Basis
des Zustandsraums unbeeinflusst.
Zeitbereichslösung des ungezwungenen Systems
Im Gegensatz zu allgemeinen Systemoperatoren gestaltet sich die Überprüfung, ob es sich bei
einem A ∈ OD um den infinitesimalen Erzeuger einer stark stetigen Halbgruppe handelt, als ver-
gleichsweise einfach. Laut RSO5) aus Satz 53 ist die Bedingung supi∈I+ Re (λi) < ∞ notwendig
und hinreichend dafür, dass ein diagonalisierbarer Operator infinitesimaler Erzeuger einer stark
stetigen Halbgruppe auf dem Zustandsraum ist. Die gegebenenfalls von einem diagonalisierbaren
Systemoperator erzeugte stark stetige Halbgruppe lässt sich unmittelbar in Spektraldarstellung an-
geben (Satz 53, RSO5), Gleichung (B.84)). Die in (2.12) beschriebene Lösung des durch einen
derartigen Systemoperator definierten homogenen abstrakten Cauchy-Problems lautet
x(t) = Φ(t)x0 =
∑
i∈I+
eλit〈x0,wi〉vi, t ≥ 0. (2.41)
Ein Vergleich mit der Lösung im Fall der diagonalisierbaren Systemmatrix eines endlich-dimensi-
onalen Systems erlaubt, auf einer anschaulichen Ebene und mit nötiger Vorsicht, diagonalisierbare
Operatoren als eine Generalisierung diagonalähnlicher Matrizen auf den unendlich-dimensionalen
Fall zu interpretieren.
Falls eine stark stetige Halbgruppe von einem diagonalisierbaren Operator A erzeugt wird, stimmt
ihre Wachstumsgrenze mit der Spektralschranke des infinitesimalen Erzeugers überein (Satz 53,
RSO5)). Die exponentielle Stabilität der betreffenden stark stetigen Halbgruppe folgt dann aus
sup
i∈I+
Re (λi) < 0 und lässt sich somit anhand des Realteils der Eigenwerte von A überprüfen. Da-
mit gilt für durch diagonalisierbare Systemoperatoren repräsentierte unendlich-dimensionale Halb-
gruppen-Regelsysteme auch hinsichtlich eines Stabilitätskriteriums die Analogie zum Endlich-
dimensionalen.
Ein-/Ausgangsverhalten im Zeitbereich
Das Berücksichtigen von Gleichung (2.41) in der Zeitbereichslösung eines allgemeinen Halb-
gruppen-Regelsystems mit beschränkten Ein-/Ausgangsoperatoren gemäß Gleichung (2.13) führt
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unter Verwendung von Gleichung (2.37) auf
x(t) =
∑
i∈I+
eλit〈x0,wi〉Xvi +
t∫
0
∑
i∈I+
eλi(t−τ)b∗i
Tu (τ)vi dτ t ≥ 0. (2.42)
Die in Gleichung (2.14) definierte und durch Gleichung (2.15) beschriebene Ein-/Ausgangsabbil-
dung lautet unter Berücksichtigung der Gleichungen (2.37) und (2.40) im Fall eines der betrachteten
Spektral-Systeme
y(t) = Gu(t) =
∑
i∈I+
eλitc∗i 〈x0,wi〉X +
t∫
0
∑
i∈I+
eλi(t−τ)c∗i b
∗
i
Tu (τ)dτ t ≥ 0. (2.43)
Gleichermaßen lässt sich für ein derartiges System die Impulsantwort angeben und damit eine Ein-
/Aussgangsabbildung im Zeitbereich entsprechend Gleichung (2.15) aufstellen. Auf die explizite
Darstellung der Impulsantwort, der Steuer-/Beobachtbarkeitsoperatoren bezüglich eines unendli-
chen Zeithorizonts, der Gramschen-Operatoren und des Hankel-Operators wird an dieser Stelle
verzichtet. Die jeweiligen Darstellungen lassen sich aus den bisherigen Betrachtungen ableiten.
Frequenzbereichsdarstellung
Im Falle A ∈ OD zeigt Gleichung (B.83) aus Satz 53 RSO4) die explizite Reihendarstellung der
zugeordneten Resolvente. Im Bildbereich der Laplace-Transformation gilt mit den Gleichungen
(2.37) und (2.40) für die explizite Darstellung der Übertragungsfunktion in Spektralform [CW92]
(S. 79)
G(s) =
∑
i∈I+
c∗i b
∗
i
T
s− λi
+D, Re (s) > ω0 <∞. (2.44)
Die Spektralform der Übertragungsfunktion lässt sich auf einfache Weise zur Bestimmung einer
endlich-dimensionalen Approximation der exakten Übertragungsfunktion heranziehen. Im Falle
der Approximation von G(s) auf Basis eines Abbruchs der Reihe in (2.44) bleiben die Pole von
G(s) erhalten, allerdings entsprechen die Nullstellen der Approximation nicht exakt denen von
G(s). Die Konvergenz der in (2.44) auftretenden Reihe wird im Allgemeinen als langsam bezeich-
net ([CW92] (S. 79)). Eine exakte Bestimmung der Nullstellen der Übertragungsfunktion eines
unendlich-dimensionalen Systems ist gegebenenfalls auf Basis einer Darstellung durch ein unend-
liches Produkt möglich ([Goo70]). Für das Beispielsystem werden im Verlauf dieser Arbeit drei
Darstellungsformen der Übertragungsfunktion ermittelt und vergleichend gegenübergestellt.
2.2 Dynamisches Verhalten ungezwungener linearer Systeme
Dieser Abschnitt widmet sich der Betrachtung des dynamischen Verhaltens ungezwungener li-
nearer Systeme im Zeitbereich. Im Mittelpunkt steht dabei die Frage nach den Eigenschaften der
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Lösung eines, einem solchen System zugeordneten, abstrakten Cauchy-Problems und den Bedin-
gungen, die ein Systemoperator erfüllen muss, um zu garantieren, dass das zugeordnete abstrakte
Cauchy-Problem korrekt gestellt ist. Die Anfangswertprobleme endlich-dimensionaler ungezwun-
gener linearer Systeme sind stets korrekt gestellt, demnach existiert zu jedem Anfangswert aus
dem Zustandsraum genau eine Lösung. Die Lösungen zu unterschiedlichen Anfangswerten werden
über dem Zeitintervall mittels einer gleichmäßig stetigen Halbgruppe determiniert, die ihrerseits
durch die stets beschränkte Systemmatrix in eindeutiger Weise erzeugt wird. Im Allgemeinen ist
jeder infinitesimale Erzeuger einer gleichmäßig stetigen Halbgruppe beschränkt. Mit dem Zulassen
allgemeiner unbeschränkter Systemoperatoren lässt sich die Korrektgestelltheit des zugeordneten
Anfangswertproblems generell nicht garantieren. Diese Tatsache motiviert die Einschränkung der
Betrachtungen auf Systeme, deren Systemoperator jeweils infinitesimaler Erzeuger einer zumin-
dest stark stetigen Halbgruppe auf dem Zustandsraum ist und die innerhalb dieser Arbeit daher als
Halbgruppen-Regelsysteme bezeichnet werden. Ergänzend zu den Zeitbereichsbetrachtungen in-
nerhalb dieses Abschnitts beinhaltet Abschnitt B.7.1 die Einführung der Resolvente und damit die
Diskussion der entsprechenden Zusammenhänge im Bildbereich der Laplace-Transformation.
In Abschnitt 2.2.1 werden einleitend die Anforderungen an die starke Lösung eines abstrak-
ten Cauchy-Problems eines ungezwungenen linearen Systems festgestellt. Damit ein abstraktes-
Cauchy-Problem korrekt gestellt ist, muss die mittels der Zeit parametrierte Menge von Abbil-
dungen, die die Lösung zu gegebenen Anfangsbedingungen über einem Zeitintervall determiniert,
zumindest den Anforderungen an eine stark stetige Halbgruppe genügen. Aus diesem Grund be-
inhaltet Abschnitt 2.2.2 die Definition allgemeiner sowie gleichmäßig und stark stetiger Halbgrup-
pen. Um den eindeutigen Zusammenhang zwischen dem Systemoperator eines Systems und der
gegebenenfalls von diesem Operator erzeugten stark stetigen Halbgruppe zu verdeutlichen, enthält
Abschnitt 2.2.2 ferner die Charakterisierung der infinitesimalen Erzeuger gleichmäßig und stark
stetiger Halbgruppen. Im Hinblick auf die Erzeuger-Theoreme wird in Abschnitt 2.2.2 abschlie-
ßend eine Klassifizierung stark stetiger Halbgruppen auf Basis der Wachstumsgrenze der Halb-
gruppe vorgenommen.
Nachfolgend dient Abschnitt 2.2.3 der Einführung des Hille-Yosida-Theorems und des Lumer-
Phillips-Theorems, die jeweils notwendige und hinreichende Bedingungen an einen linearen Ope-
rator formulieren, damit dieser der infinitesimale Erzeuger einer stark stetigen Halbgruppe bezie-
hungsweise einer kontraktiven Halbgruppe ist. Ausgehend vom Lumer-Phillips-Theorem wird zu-
dem eine leicht zu überprüfende notwendige und hinreichende Bedingung für einen diagonalisier-
baren Operator hergeleitet, unter der dieser der Erzeuger einer kontraktiven Halbgruppe auf dem
Zustandsraum ist.
Im Unendlich-dimensionalen hängen die Eigenschaften eines Operators vom zugrunde liegenden
Raum ab, daher bildet die problemspezifische Realisierung des Zustandsraums einen wesentlichen
Bestandteil der Formulierung einer korrekt gestellten Zustandsraumdarstellung eines unendlich-
dimensionalen Systems. Abschließend wird in Abschnitt 2.2.4 die Konstruktion des Zustandsraums
des ungezwungenen Beispielsystems demonstriert. Dabei wird eine Zustandsraumdarstellung er-
2.2 Dynamisches Verhalten ungezwungener linearer Systeme 41
zeugt, sodass der Systemoperator den in Satz 3 genannten notwendigen Bedingungen genügt, um
der infinitesimale Erzeuger einer stark stetigen Halbgruppe auf dem Zustandsraum zu sein.
2.2.1 Abstraktes Cauchy-Problem
Unter der Annahme eines Banachraums X sowie eines linearen Operators A : D (A) ⊂ X → X
wird ein homogenes Anfangswertproblem der Form
∂x(t)
∂t
= Ax(t) t ∈ R≥0,
x(0) = x0,
(2.45)
mit Anfangswerten x0 ∈ X synonym als abstraktes Cauchy-Problem zu (A,D (A)) und x0 be-
zeichnet ([EN00] (S. 145)). Das durch (2.45) definierte Problem geht für f(t) = 0, ∀t ≥ 0 als
Sonderfall aus dem in Abschnitt C.1 definierten inhomogenen abstrakten Cauchy-Problem hervor.
In der regelungstechnisch gebräuchlichen Nomenklatur entspricht (2.45) der Zustandsgleichung in-
nerhalb einer Zustandsraumdarstellung eines deterministischen ungezwungenen linearen zeitinva-
rianten Systems. Der Operator A in (2.45) nimmt die Rolle des Systemoperators ein, X bezeichnet
den Zustandsraum. Zu einem abstrakten Cauchy-Problem wird gewöhnlich eine eindeutige star-
ke Lösung x(t) gemäß Definition C.1.2 gesucht, die als solche für t ≥ 0 im Definitionsbereich
des Systemoperators verläuft, d.h. x(t) ∈ D (A) ∀t ∈ R≥0. Die Definition einer starken Lösung
beinhaltet insbesondere auch die Differenzierbarkeit der Lösung. Die Definition verschiedener Lö-
sungsbegriffe wird in Abschnitt C.1.2 vorgenommen.
Ein abstraktes Cauchy-Problem wird als korrekt gestellt bezeichnet, falls eine Lösung zu dem Pro-
blem existiert, diese ferner eindeutig ist und in gewissem Sinn eine stetige Abhängigkeit der Lösung
von den Anfangsbedingungen aufweist. Diese charakteristischen Eigenschaften korrekt gestellter
abstrakter Cauchy-Probleme gehen auf [Had02] zurück. Eine ausführliche Erläuterung zu den Prin-
zipien von Hadamard und deren Wurzeln findet sich in [HP57] (S. 617ff), weitere Ausführungen
dazu sind beispielsweise [Str95] (S. 28) oder [EN00] (S. 151) zu entnehmen. Die aus verschie-
denen Anfangswerten resultierenden Lösungen des abstrakten Cauchy-Problems werden im rege-
lungstechnischen Kontext als Zustandstrajektorien bezeichnet, beide Begriffe werden im Folgenden
synonym verwendet.
Die Korrektgestelltheit eines homogenen abstrakten Cauchy-Problems lässt sich unmittelbar an
die Eigenschaften des in (2.45) auftretenden Systemoperators A knüpfen. Aus [EN00] (S. 151)
entstammt der folgende Satz, der eine notwendige und hinreichende Bedingung für die Korrektge-
stelltheit eines homogenen abstrakten Cauchy-Problems formuliert.
Satz 1 Das zu einem abgeschlossenen OperatorA : D (A) ⊂ X → X gehörige abstrakte Cauchy-
Problem ist genau dann korrekt gestellt, wenn A eine stark stetige Halbgruppe auf X erzeugt.
Die Definition abgeschlossener Operatoren findet sich in Definition 53 auf Seite 255, ein Beweis
zu Satz 1 wird in [EN00] geführt. Die Existenz einer starken Lösung eines abstrakten Cauchy-
Problems ist für den Fall, dass der Systemoperator infinitesimaler Erzeuger einer stark stetigen
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Halbgruppe {Φ(t)}t∈R≥0 auf X ist, für alle Anfangswerte x0 ∈ D (A) gesichert ([Paz83] (S. 100),
[EN00] (S. 145)). Für diesen Fall lautet die gesuchte Lösung in Abhängigkeit von gegebenen An-
fangsbedingungen x0 ∈ D (A), ausgedrückt durch die vom Systemoperator erzeugte stark stetige
Halbgruppe {Φ(t)}t∈R≥0
Φ (·)x0 : R≥0 → X ,
t 7→ Φ(t)x0 = x(t).
(2.46)
In den folgenden Abschnitten wird der Begriff der Halbgruppe im Kontext des abstrakten Cauchy-
Problems eingeführt und darüber hinaus der Zusammenhang zwischen einer Halbgruppe und ihrem
infinitesimalen Erzeuger erläutert.
2.2.2 Operatorhalbgruppen und ihre infinitesimalen Erzeuger
Innerhalb dieser Arbeit werden unendlich-dimensionale Systeme vorausgesetzt, für die sich die
Lösung des abstrakten Cauchy-Problems (2.45) mittels einer stark stetigen Halbgruppe darstellen
lässt. Satz 1 folgend kommt diese Voraussetzung einer Fokussierung auf korrekt gestellte Probleme
gleich.
Der vorliegende Abschnitt dient der Einführung stark stetiger Halbgruppen. Im Anschluss an die
Definition allgemeiner Halbgruppen erfolgt dazu eine Differenzierung von Halbgruppen anhand der
gleichmäßigen und der starken Stetigkeit und damit im Sinne unterschiedlicher Operatortopologien.
Anschließend wird auf Basis der Charakterisierung des infinitesimalen Erzeugers gleichmäßig be-
ziehungsweise stark stetiger Halbgruppen eine eindeutige Verknüpfung zwischen den Halbgruppen
und dem das abstrakte Cauchy-Problem beschreibenden Systemoperator hergestellt. Die im Fall
unendlich-dimensionaler Systeme im Allgemeinen zu erwartenden unbeschränkten Systemopera-
toren genügen aufgrund ihrer Unbeschränktheit nicht den Anforderungen an den infinitesimalen Er-
zeuger gleichmäßig stetiger Halbgruppen. Die Ausführungen zu gleichmäßig stetigen Halbgruppen
und den zugehörigen infinitesimalen Erzeugern sind daher der Verdeutlichung von Analogien und
Unterschieden zwischen den Lösungen endlich- und unendlich-dimensionaler Systeme geschuldet.
Abschließend beinhaltet der vorliegende Abschnitt eine weiterführende Klassifizierung stark steti-
ger Halbgruppen auf Basis der Wachstumsgrenze der Halbgruppe. Diese Klassifizierung wird im
Hinblick auf die Erzeuger-Theoreme und insbesondere das Lumer-Phillips-Theorem in Abschnitt
2.2.3 vorgenommen. Eine weitere Spezifizierung bestimmter Untermengen stark stetiger Halbgrup-
pen erfolgt im Hinblick auf das Beispielsystem zusätzlich in Abschnitt D.2.1.
Operatorhalbgruppen
In Abhängigkeit von gegebenen Anfangsbedingungen x0 wird die Lösung des abstrakten Cauchy-
Problems gemäß (2.46) für alle t ∈ R≥0 durch eine noch näher zu beschreibende Abbildung Φ(t)
determiniert. Eine Charakterisierung von Φ(t) erfolgt in [EN00] mittels der „Gesetzmäßigkeiten
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des Determinismus“, die entsprechenden Eigenschaften finden sich in der folgenden Definition der
Halbgruppe.
Definition 1 (Halbgruppe) Es sei X ein Banachraum und TΦ = {Φ(t)}t∈R≥0 eine durch
Φ (· ) : R≥0 → L (X ) , t 7→ Φ(t) definierte Menge beschränkter linearer Operatoren. Falls
HG1) Φ (0) = I ,
HG2) Φ (t1 + t2) = Φ (t2) Φ (t1) , t1,t2 ≥ 0
gilt, wird TΦ als Halbgruppe bezeichnet. ✷
Die Eigenschaft HG1) besagt, dass zum Zeitpunkt t = 0 die Anwendung des linearen Operators
Φ (0) auf den Anfangszustand gerade wieder den Anfangszustand ergibt und entsprechend muss
Φ (0) die Identität auf dem Zustandsraum sein. HG2) spiegelt wider, dass sich, ausgehend von ei-
nem Anfangszustand, das identische Element des Zustandsraums ergibt, unabhängig davon, ob man
ein betrachtetes Zeitintervall in einem einzelnen Schritt oder in mehreren Teilschritten durchläuft.
Eine Menge von Operatoren TΦ = {Φ(t)}t∈R≥0 besitzt mit der Multiplikation gemäß HG2) eine
Verknüpfung, deren Resultat wiederum in der Menge liegt. Zusammen mit der aus HG2) folgenden
Assoziativität
(Φ (t1) Φ (t2))Φ (t3) = Φ (t1) (Φ (t2)Φ (t3)) (2.47)
dieser Verknüpfung genügt die Menge TΦ den Bedingungen einer Halbgruppe. Aufgrund ihrer Ele-
mente und der Abhängigkeit von einer einzelnen Unabhängigen sollte eine Halbgruppe entspre-
chend Definition 1 präziser als einparametrige Operatorhalbgruppe bezeichnet werden. Abkürzend
wird im Folgenden weiterhin die weithin gebräuchliche Terminologie Halbgruppe verwendet. Eine
Halbgruppe besitzt mit der Identität nach HG1) ein neutrales Element bezüglich der Multiplikation
und genügt somit den Anforderungen eines Monoids ([How95] (S. 2),[JS00] (S. 8)). Eine Einfüh-
rung in die Halbgruppen-Theorie zusammen mit einer Einordnung in den mathematischen Kontext
findet sich u.a. in [Hil48; HP57; Paz83; How95] oder [Bey07]. Für eine mathematisch abstraktere
Interpretation der Abbildung t 7→ Φ(t) als Homomorphismus zwischen zwei Halbgruppen sei auf
[EN00] (S. 8) verwiesen.
Gleichmäßig und stark stetige Halbgruppen
Eine weiterführende Klassifizierung von Halbgruppen kann basierend auf den jeweiligen spezifi-
schen topologischen Eigenschaften vorgenommen werden. Dieser Abschnitt dient der Einführung
gleichmäßig stetiger und stark stetiger Halbgruppen, wobei es sich bei der Stetigkeit im starken
Sinn um eine schwächere topologische Eigenschaft handelt. Die Lösung des abstrakten Cauchy-
Problems eines endlich-dimensionalen Systems lässt sich stets durch eine gleichmäßig stetige Halb-
gruppe darstellen, und diese gleichmäßig stetige Halbgruppe ist eindeutig durch die beschränkte
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Systemmatrix determiniert. Der Systemoperator A eines unendlich-dimensionalen Systems ist im
allgemeinen Fall nicht beschränkt und erzeugt demnach keine gleichmäßig stetige Halbgruppe. Al-
lerdings lassen sich bestimmte unendlich-dimensionale Systeme durch stark stetige Halbgruppen
darstellen. Die Lösung eines zugehörigen abstrakten Cauchy-Problems weist dann ähnlich ange-
nehme Stetigkeits- und Differenzierbarkeitseigenschaften auf wie die Lösungen abstrakter Cauchy-
Probleme definiert durch beschränkte Systemoperatoren. Innerhalb dieser Arbeit wird die Eigen-
schaft der „Cesáro-Summierbarkeit“ [EN00] nicht explizit eingeführt, daher wird auf die weithin
für stark stetige Halbgruppen gebräuchliche Bezeichnung als C0-Halbgruppe verzichtet.
Die unmittelbare Gegenüberstellung der beiden unterschiedlichen Klassen von Halbgruppen ver-
deutlicht in der folgenden Definition die Unterschiede zwischen dem endlich-dimensionalen und
dem unendlich-dimensionalen Fall.
Definition 2 (Gleichmäßig und stark stetige Halbgruppe) Sei X ein Banachraum und
TΦ = {Φ(t)}t∈R≥0 eine Halbgruppe auf X gemäß Definition 1. Dann heißt TΦ
TGS1) gleichmäßig stetige Halbgruppe, falls lim
t→+0
‖Φ(t)− I‖L(X ) = 0;
TSS1) stark stetige Halbgruppe, falls lim
t→+0
‖Φ(t)x0 − x0‖X = 0, ∀x0 ∈ X ; ✷
Die Bedingung TGS1) enthält eine äquivalente Darstellung der Konvergenz einer Operatorfolge im
Sinne der gleichmäßigen Operatortopologie, entsprechend Definition 49 oder ([DS58] (S. 475)).
Folglich zeichnet sich eine gleichmäßig stetige Halbgruppe durch die Konvergenz der Abbildung
Φ(t) im Sinne der gleichmäßigen Operatortopologie gegen die Identität auf dem Raum X aus,
während sich t rechtsseitig an Null annähert. Gleichbedeutend zur Konvergenz aus TGS1) ist die
Stetigkeit der Abbildung
Φ : R≥0 → L (X )
t 7→ Φ(t)
(2.48)
im Sinne der Operatornorm auf dem in Abschnitt Anhang B.4.2 definierten Raum der beschränkten
linearen Operatoren L (X ) ([EN00] (S. 8)).
Die Bedingung TSS1) ist eine äquivalente Formulierung der Konvergenz im Sinne der starken
Operatortopologie gemäß Definition 49 OK2). Bei dieser Form der Konvergenz besitzt das Bild
Φ(t)x0, im Sinne der Norm vonX , einen punktweise stetigen Übergang gegen x0 an jedem Element
x0 ∈ X , während sich t rechtsseitig an Null annähert. Gleichbedeutend mit der Konvergenz aus
TSS1) ist die Stetigkeit der Zustandstrajektorien
Φ (· )x0 : R≥0 → X
t 7→ Φ(t)x0
(2.49)
für alle x0 ∈ X .
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Sowohl in TGS1) als auch in TSS1) wird die Stetigkeit der Abbildung aus (2.48) vom Zeitintervall
auf den Raum der beschränkten linearen Operatoren betrachtet ([EN00] (S. 36)). Allerdings wird
der Raum L (X ) jeweils mit einer unterschiedlichen Topologie ausgestattet. Im Fall der gleich-
mäßig stetigen Halbgruppe liegt die Konvergenz der Operatorfolge gemäß TGS1) im Sinne der
Operatornorm auf L (X ) und damit im Sinne der gleichmäßigen Operatortopologie (Definition
49,OK1)) vor. Für stark stetige Halbgruppen gilt dagegen die schwächere punktweise Konvergenz
des Bildes Φ(t)x0 → x0 für t → 0 an jeder Stelle x0 des Raums X im Sinne der Norm von X
und damit im Sinne der starken Operatortopologie (Definition 49,OK2)). Falls ein lineares, unge-
zwungenes System durch eine zumindest stark stetige Halbgruppe zu beschreiben ist, verläuft nach
(2.49) jede seiner Zustandstrajektorien (2.49) zu jedem gegebenen x0 ∈ X in Abhängigkeit von
der Zeit stetig. Anschaulich ist, unabhängig von einem gegebenen Anfangszustand x0, bei kleinen
zeitlichen Schritten somit nicht mit beliebig großen Änderungen der Zustandsgrößen zu rechnen.
Infinitesimaler Erzeuger einer gleichmäßig stetigen Halbgruppe
Da ein Systemoperator A die Eigenschaften eines linearen Systems wiedergibt und bei gegebenen
Anfangsbedingungen x0 die Abbildung Φ(t) die Zustandstrajektorie determiniert, ist ein Zusam-
menhang zwischen dem Systemoperator und der Menge von Abbildungen TΦ zu erwarten. Aus
[EN00] (S. 17) ist der folgende Satz bekannt.
Satz 2 (Erzeuger gleichmäßig stetiger Halbgruppen) Es seiX ein Banachraum. Dann existiert zu
jeder gleichmäßig stetigen Halbgruppe TΦ auf X eine Darstellung der Form
TΦ = TeAt =
{
eA t
}
t∈R≥0
, (2.50)
mit einem A ∈ L (X ). ✷
Ein Beweis zu Satz 2 wird in [EN00] (S. 17) geführt, eine Entsprechung von Satz 2 findet sich bei-
spielsweise auch in [Paz83] (S. 2). Unter Annahme einer gleichmäßig stetigen Halbgruppe gemäß
Definition 2 lauten die Zustandstrajektorien eines abstrakten Cauchy-Problems unter Verwendung
von Satz 2 und der Annahme beliebiger Anfangsbedingungen x0 ∈ X
eA(·)x0 : R≥0 → X
t 7→ eAtx0 = x(t).
(2.51)
Die Definition der Exponentialfunktion eAt beruht auf der Operatorfolge
I∑
i=0
Aiti
i!
→ eA t für I →∞, (2.52)
deren Konvergenz für alle t ∈ R≥0 im Sinne der gleichmäßigen Operatortopologie (Definition 49)
für alle beschränkten Systemoperatoren A ∈ L (X ) gewährleistet ist ([EN00]). Es gilt
eA t = lim
i→∞
∞∑
i=0
Aiti
i!
. (2.53)
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Mittels gleichmäßig stetiger Halbgruppen in Zusammenhang mit dem zugehörigen beschränkten
Systemoperator A ∈ L (X ) im abstrakten Cauchy-Problem lassen sich insbesondere alle endlich-
dimensionalen linearen zeitinvarianten Systeme beschreiben. Die in Satz 2 geschilderte Zuordnung
zwischen einer gleichmäßig stetigen Halbgruppe und einem beschränkten Operator A ∈ L (X )
kann eindeutig anhand der zeitlichen Differentiation der Abbildung aus eA(·) : R≥0 → L (X ) er-
folgen. Aus der Stetigkeit der Abbildung eA(·) : R≥0 → L (X ) sowie den in Definition 1 auf Seite
43 genannten Eigenschaften von Operatorhalbgruppen HG1) und HG2) folgt die Differenzierbar-
keit von eAt für alle t ∈ R≥0 bezüglich der Zeit, und Φ(t) = eAt erfüllt die Differentialgleichung
([EN00] (S. 16))
deAt
dt = Ae
At, t ∈ R≥0
eAt = I, t = 0.
(2.54)
Aus der Differentialgleichung (2.54) geht hervor, dass die zeitliche Änderung von Φ(t) = eAt zum
Zeitpunkt t = 0 den Systemoperator
A =
deAt
dt
∣∣∣∣
t=0
(2.55)
festlegt. Ist Φ(t) = eAt bekannt, ermöglicht Gleichung (2.55) die eindeutige Bestimmung des dem
zugeordneten Cauchy-Problems zugehörigen Systemoperators A. Aufgrund der Betrachtung infi-
nitesimal kleiner zeitlicher Schritte trägt ein auf Basis von (2.55) definiertes A die Bezeichnung
infinitesimaler Erzeuger der gleichmäßig stetigen Halbgruppe TeA t =
{
eAt
}
t∈R≥0
.
Umgekehrt stellt die Beschränktheit eine notwendige und hinreichende Bedingung für einen Sys-
temoperator A dar, um der infinitesimale Erzeuger einer gleichmäßig stetigen Halbgruppe zu sein
(Satz 2). Aus der zeitlichen Differenzierbarkeit von eA(·) : R≥0 → L (X ) folgt die Differenzier-
barkeit der Zustandstrajektorien (2.51) bezüglich der Zeit an jedem Punkt des Raums X . Zu jeder
festen Anfangsbedingung x0 ∈ X sind die Zustandstrajektorien damit die eindeutige starke Lösung
des abstrakten Cauchy-Problems zu A ([EN00]).
Infinitesimale Erzeuger stark stetiger Halbgruppen
In diesem Abschnitt erfolgt die eindeutige Zuordnung des infinitesimalen Erzeugers A zu einer
stark stetigen Halbgruppe TΦ = {Φ(t)}t∈R≥0 anhand der zeitlichen Differentiation der Abbildung
aus (2.49). Darüber hinaus werden die Anforderungen aufgeführt, denen ein linearer Operator A
genügen muss, um infinitesimaler Erzeuger einer stark stetigen Halbgruppe TΦ zu sein.
Abgesehen von differenzierbaren stark stetigen Halbgruppen (Definition 102) impliziert die Stetig-
keit der Zustandstrajektorien (2.49) nicht ihre Differenzierbarkeit an allen Punkten x ∈ X ([DL92]
(S. 315), [CZ95] (S. 20)). Die Untermenge der x ∈ X , auf der Φ(t)x zeitlich differenzierbar ist,
wird daher besonders hervorgehoben und als Definitionsbereich D (A) des noch einzuführenden
infinitesimalen Erzeugers bezeichnet. Die zugehörige Definition 3 stammt aus [DL92] (S. 315).
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Definition 3 (Definitionsbereich infinitesimaler Erzeuger stark stetiger Halbgruppen) Die
Menge aller x ∈ X für die Φ(t)x für t ∈ R≥0 differenzierbar ist, heißt D (A) und es gilt
D (A) =
{
x ∈ X | lim
h→0+
Φ (h) x− x
h
existiert und liegt in X
}
. (2.56)
✷
Stellvertretend für die Differenzierbarkeit der Abbildung t 7→ Φ(t)x für t ∈ R≥0 reicht es aus, die
rechtsseitige Differenzierbarkeit zum Zeitpunkt Null zu betrachten. Mit
Φ (h) x− x
h
= Ahx (2.57)
muss für die rechtsseitige Differenzierbarkeit auf dem Zeitintervall t ∈ R≥0, aufgrund der Eigen-
schaften der Operatorhalbgruppe Φ (t+ h) = Φ(t)Φ (h), der Grenzwert
lim
h→0+
Φ (t + h)x− Φ (t)x
h
= Φ(t) lim
h→0+
Ahx (2.58)
existieren. Für stark stetige Halbgruppen TΦ folgt aus der Existenz des rechtsseitigen Grenzwertes
die Existenz des linksseitgen Grenzwerts ([EN00] (S. 48), 1.1 Lemma) und somit die Differenzier-
barkeit von t 7→ Φ(t)x auf dem Zeitintervall t ∈ R≥0.
Mit Definition 3 liegt eine Charakterisierung des Definitionsbereichs einer stark stetigen Halbgrup-
pe durch die x ∈ X vor, für die der Grenzübergang (2.58) existiert. Allerdings beinhaltet Definition
3 weder einen expliziten Ausdruck für den besagten Definitionsbereich noch für alle x ∈ D (A). Ei-
ne Formulierung der Elemente des Definitionsbereichs eines infinitesimalen Erzeugers einer stark
stetigen Halbgruppe lässt sich beispielsweise für die Erzeuger aus der Klasse der diagonalisierbaren
Operatoren OD in Form einer Reihenentwicklung explizit angeben (Satz 53).
An die Stelle der Definition des infinitesimalen Erzeugers einer gleichmäßig stetigen Halbgruppe
auf Basis von (2.55) tritt im Fall des infinitesimalen Erzeugers einer stark stetigen Halbgruppe
Definition 4.
Definition 4 (Infinitesimaler Erzeuger einer stark stetigen Halbgruppe) Der Operator, der
durch den Grenzübergang
Ax = lim
h→0+
Ahx
definiert ist und den dicht in X liegenden Definitionsbereich D (A) besitzt, heißt infinitesimaler
Erzeuger der stark stetigen Halbgruppe {Φ(t)}t∈R≥0 . ✷
Die Definition dichter Teilmengen erfolgt in Definition 30. Verschiedene nützliche Eigenschaften
stark stetiger Halbgruppen und ihrer infinitesimalen Erzeuger sind in Abschnitt C.1.3 und den dort
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genannten Quellen aufgeführt. Basierend auf Definition 4 formuliert der folgende Satz die notwen-
digen Eigenschaften des infinitesimalen Erzeugers einer stark stetigen Halbgruppe, die als wichtige
Anhaltspunkte für die Konstruktion des Zustandsraums in Abschnitt 2.2.4 dienen. Die Herleitung
von Satz 3 findet sich beispielsweise in [DL92] (S. 316), [EN00] (S. 51) oder in [CZ95] (S. 23).
Satz 3 Der infinitesimale Erzeuger A einer stark stetigen Halbgruppe TΦ = {Φ(t)}t∈R≥0 ist ein
linearer, abgeschlossener und dicht definierter Operator.
Eine unmittelbare Verknüpfung zwischen der Korrektgestelltheit eines abstrakten Cauchy-Pro-
blems und der Eigenschaft eines zugeordneten Operators, infinitesimaler Erzeuger einer stark ste-
tigen Halbgruppe zu sein, findet sich bereits in Satz 1 auf Seite 41. Während Satz 2 auf Seite 45
notwendige und hinreichende Bedingungen an den infinitesimalen Erzeuger einer gleichmäßig ste-
tigen Halbgruppe formuliert, schränkt Satz 3 die zulässigen unbeschränkten Operatoren, die als
infinitesimale Erzeuger stark stetiger Halbgruppen in Frage kommen, ein.
Die dichte Definition des Systemoperators bedeutet, dass der Definitionsbereich D(A) ein dichter
Untervektorraum von X ist und damit D(A) = X gilt. Folglich enthält das orthogonale Kom-
plement des Definitionsbereichs D(A) in X lediglich die Null D(A)⊥ = {0}. Die in Satz 3 ge-
nannte dichte Einbettung hängt von der Wahl des Zustandsraums ab. Ansätze zum Nachweis der
Abgeschlossenheit eines linearen Operators folgen in Abschnitt 2.2.4. Mathematisch generalisierte
Betrachtungen, die auf die Existenz und Eindeutigkeit der Lösung eines dem Systemoperator zuge-
ordneten abstrakten Cauchy-Problems führen, ohne die dichte Definition des Systemoperators zu
verlangen, finden sich in [PS87a]. Ansätze zur Behandlung von Systemen mit nicht dicht definier-
ten Systemoperatoren im regelungstechnischen Kontext enthält beispielsweise [Fu06]. Derartige
Ansätze werden an dieser Stelle nicht weiter verfolgt.
Wachstumsgrenze stark stetiger Halbgruppen
Neben den definitionsgemäß vorhandenen Eigenschaften besitzt jede stark stetige Halbgruppe wei-
tere Merkmale, die unter anderem die Stetigkeit auf kompakten Zeitintervallen oder kompakten
Untermengen des Raums X betreffen ([EN00] (S. 37)). Insbesondere aus der gleichmäßigen Ste-
tigkeit einer stark stetigen Halbgruppe auf einem kompakten Zeitintervall folgt dabei die exponen-
tielle Beschränktheit auf R≥0 und damit die Existenz der sogenannten Wachstumsgrenze ω0 < ∞
([EN00] (S. 39)). Der folgende Satz basiert auf einer Proposition, die zusammen mit einem zugehö-
rigen Beweis in [EN00] (S. 39) zu finden ist. Inhaltlich trifft Satz 4 eine Aussage über die Existenz
exponentieller oberer Beschränkungen stark stetiger Halbgruppen.
Satz 4 Für jede stark stetige Halbgruppe TΦ = {Φ(t)}t∈R≥0 existieren Konstanten M ≥ 1 und
ω ∈ R, sodass
‖Φ(t)‖ ≤Meωt (2.59)
für t ∈ R≥0 gilt.
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Gestützt auf die Existenz exponentieller oberer Beschränkungen gemäß Satz 4 erfolgt die Definition
der Wachstumsgrenze stark stetiger Halbgruppen entsprechend [EN06] (S. 188). Die Definition der
Wachstumsgrenze basiert auf der größten unteren Schranke aller ω, für die (2.59) gilt.
Definition 5 (Wachstumsgrenze einer stark stetigen Halbgruppe) Es sei TΦ eine stark stetige
Halbgruppe und A ihr infinitesimaler Erzeuger, dann wird
ω0 = ω0 (TΦ) = ω0 (A)
= inf
{
ω ∈ R|∃Mω ≥ 1 , sodass ‖Φ(t)‖ ≤Mωeωt ∀ t ∈ R≥0
} (2.60)
= inf
{
ω ∈ R| lim
t→∞
e−ωt‖Φ(t)‖ = 0
}
(2.61)
als Wachstumsgrenze der stark stetigen Halbgruppe TΦ bezeichnet. ✷
Insbesondere die in (2.61) aufgeführte Definition der Wachstumsgrenze von TΦ impliziert die un-
mittelbare Abhängigkeit der gleichmäßigen exponentiellen Stabilität einer stark stetigen Halbgrup-
pe aus Definition 9 von ihrer Wachstumsgrenze ω0.
Weiterführende Klassifikationen stark stetiger Halbgruppen auf Basis von (2.59) beziehungsweise
der dort auftretenden Konstanten ω und M sind u.a. aus [EN00] (S. 40) bekannt und innerhalb der
folgenden Definition zusammengefasst.
Definition 6 (Klassifizierung stark stetiger Halbgruppen) Es sei TΦ = {Φ(t)}t∈R≥0 eine stark
stetige Halbgruppe. Dann heißt TΦ
KSSH1) gleichmäßig beschränkt, falls (2.59) mit der Wahl ω = 0 und M ≥ 1 gilt;
KSSH2) kontraktiv, falls (2.59) mit der Wahl M = 1 und ω = 0 gilt;
KSSH3) quasi-kontraktiv, falls (2.59) mit der Wahl M = 1 und für ein ω ≥ 0 gilt. ✷
Die aufgeführten Spezialfälle stark stetiger Halbgruppen besitzen zum Teil angenehmere mathe-
matische Eigenschaften, als es bei allgemeinen stark stetigen Halbgruppen der Fall ist. Als Folge
dessen vereinfachen sich einige weiterführende Betrachtungen für derartige Spezialfälle. Stellver-
tretend dafür sei an dieser Stelle die Charakterisierung der Erzeuger stark stetiger Halbgruppen in
Abschnitt 2.2.3 genannt. Im Hinblick auf die Systemanalyse des Beispielsystems sei ferner dar-
auf hingewiesen, dass jede kontraktive Halbgruppe oder äquivalent Kontraktionshalbgruppe auch
den Anforderungen an eine gleichmäßig beschränkte Halbgruppe genügt. Darüber hinaus wird in
[EN00] gezeigt, dass eine Operatorhalbgruppe auf einem vollständigen Vektorraum genau dann
stark stetig ist, wenn sie schwach stetig ist und demnach also starke und schwache Operatortopol-
gie in diesem Zusammenhang austauschbar sind. Im Hinblick auf die Analyse des Beispielsystems
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werden in Abschnitt D.2.1 einige weiterführende Klassifizierungen stark stetiger Halbgruppen ein-
geführt.
2.2.3 Erzeuger-Theoreme
Dieser Abschnitt beinhaltet zwei Theoreme, die notwendige und hinreichende Bedingungen an
einen linearen Operator formulieren, damit dieser der infinitesimale Erzeuger einer stark stetigen
Halbgruppe beziehungsweise einer kontraktiven Halbgruppe ist. Falls ein Systemoperator eines der
aufgeführten Theoreme erfüllt, folgt anhand von Satz 1 die Korrektgestelltheit des durch ihn de-
finierten abstrakten Cauchy-Problems. Einführend dient das wohlbekannte Hille-Yosida-Theorem
der Betrachtung vergleichsweise allgemeiner Operatoren. Anschließend wird mittels des Lumer-
Phillips-Theorems der infinitesimale Erzeuger einer Kontraktionshalbgruppe charakterisiert. Beide
Erzeuger-Theoreme vereinfachen sich für den Spezialfall eines diagonalisierbaren Operators auf ei-
ne einfache Bedingung bezüglich der Realteile der Eigenwerte des betreffenden Operators. Satz 53
enthält eine aus dem Hille-Yosida-Theorem abzuleitende notwendige und hinreichende Bedingung
dafür, dass ein diagonalisierbarer Operator eine stark stetige Halbgruppe auf dem Zustandsraum
erzeugt. An dieser Stelle wird zusätzlich auf Basis des Lumer-Phillips-Theorems eine notwendige
und hinreichende Bedingung für einen diagonalisierbaren Operator hergeleitet, damit dieser Erzeu-
ger einer Kontraktionshalbgruppe auf dem Zustandsraum ist.
Das Hille-Yosida-Theorem
Das Hille-Yosida-Theorem wird von verschiedenen Autoren in unterschiedlichen Formulierungen
verwendet. Die in Satz 5 aufgeführte Variante ist an [DS58] (S. 624) angelehnt und bezieht sich auf
den allgemeinen Fall einer nicht weiter klassifizierten, stark stetigen Halbgruppe. Darüber hinaus
finden sich Formulierungen des genannten Theorems beispielsweise in [CZ95] (S. 26), [LGM99]
(S. 28) oder [EN00] (S. 77). Die wesentlich vereinfachten Formulierungen für den Fall kontraktiver
sowie quasi-kontraktiver Halbgruppen werden beispielsweise in [EN00] rezitiert.
Satz 5 (Hille-Yosida-Theorem) Es sei X ein Banachraum und A : D (A) ⊂ X → X abge-
schlossen und dicht definiert. A ist genau dann der infinitesimale Erzeuger einer stark stetigen
Halbgruppe, falls reelle Zahlen M und ω existieren, sodass s ∈ ρ(A) für alle Re (s) > ω und
‖R (s,A)r ‖ ≤ M (s− ω)−r
für alle r ∈ N gilt. ✷
Die detaillierte Definition der ResolventeR (s,·) wird in Abschnitt B.7.1 vorgenommen. Im konkre-
ten Anwendungsfall muss neben den Nachweisen der Abgeschlossenheit und der dichten Definition
eines Operators A die Existenz der entsprechenden Konstanten M und ω unter Berücksichtigung
aller Potenzen r ∈ N der Resolvente gezeigt werden ([CZ95] (S. 30)). Diese Problemstellung
stammt aus der ursprünglichen Idee, die Matrixexponentialfunktion im Falle eines unbeschränkten
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Operators A durch den gegebenenfalls existierenden Grenzwert einer Folge beschränkter Opera-
toren auszudrücken ([EN00] (S. 73)). Anstelle des unbeschränkten Operators A wird als Basis für
die Folge beschränkter Operatoren die per Definition auf der Resolventenmenge beschränkte Re-
solvente R (s,A) ∈ L (X ) von A genutzt.
Da zur Anwendung des Hille-Yosida-Theorems in dieser allgemeinen Form die Resolvente bekannt
sein muss und zudem alle Potenzen r ∈ N einzubeziehen sind, wird die praktische Anwendbarkeit
dieses Satzes allgemein als eingeschränkt bezeichnet werden ([EN00], [Wer11] (S. 377)). Für den
Fall eines diagonalisierbaren Operators A ∈ OD nimmt das Hille-Yosida-Theorem die stark ver-
einfachte Form entsprechend RSO5) aus Satz 53 an. Für A ∈ OD ist sup
i∈I+
Re (λi) <∞ notwendige
und hinreichende Bedingung dafür, dass A infinitesimaler Erzeuger einer stark stetigen Halbgruppe
ist.
Satz 5 nimmt speziell zur Charakterisierung kontraktiver beziehungsweise quasi-kontraktiver Halb-
gruppen eine vereinfachte Form an. Diese Tatsache lässt sich anschaulich direkt aufgrund der von
diesen speziellen stark stetigen Halbgruppen erfüllten Bedingungen bezüglich der Wachstums-
grenze ω und der Konstanten M einsehen. Die mathematischen Ausführungen dazu finden sich
beispielsweise in [EN00],[Wer11] oder [Paz83]. An dieser Stelle wird auf weiterführende Betrach-
tungen verzichtet, da infinitesimale Erzeuger kontraktiver Halbgruppen im folgenden Abschnitt
mittels des Lumer-Phillips-Theorems gesondert charakterisiert werden.
Das Lumer-Phillips-Theorem
Das Lumer-Phillips-Theorem ([LP61]) formuliert die Äquivalenz zwischen der Aussage, dass ein
Operator der infinitesimale Erzeuger einer Kontraktionshalbgruppe ist und der m-Dissipativität
(Abschnitt B.4.7) des Operators. Das Lumer-Phillips-Theorem lässt sich als Spezialfall des Hille-
Yosida Theorems interpretieren und ist in verschiedenen Formulierungen beispielsweise in [Paz83]
(S. 14), [EN00] (S. 83), [LGM99] (S. 33), oder [TW09] (S. 108) nachzuschlagen. Einige weiterfüh-
rende Definitionen und Sätze zu dissipativen und m-dissipativen Operatoren finden sich in Anhang
B.4.7 sowie den dort genannten Literaturstellen.
Satz 6 (Lumer-Phillips-Theorem) Ein Operator A : D (A) ⊂ X → X ist genau dann der infini-
tesimale Erzeuger einer Kontraktionshalbgruppe auf X , wenn A m-dissipativ ist. ✷
Ein Beweis zu Satz 6 findet sich beispielsweise in [Paz83] (S. 14). Die Anwendung des Hille-
Yosida-Theorems in der Formulierung nach Satz 5 zum Nachweis, dass ein Operator der infini-
tesimale Erzeuger einer stark stetigen Halbgruppe ist, erfordert die Abschätzung aller natürlichen
Exponenten der Resolvente des Operators. Der Nachweis der m-Dissipativität eines Operators und
damit der Tatsache, dass ein Operator eine Kontraktionshalbgruppe erzeugt, lässt sich dagegen auf
Basis einer der Aussagen aus Satz 30 führen, d.h. in diesem Fall muss lediglich die Resolvente
selbst abgeschätzt werden.
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Aus dem Lumer-Phillips-Theorem folgt als Konsequenz der Charakterisierung eines m-dissipativen
Operators gemäß Satz 31 unmittelbar eine alternative Formulierung der notwendigen und hinrei-
chenden Bedingungen an einen Operator, um infinitesimaler Erzeuger einer Kontraktionshalbgrup-
pe zu sein. Der folgende Satz entstammt ursprünglich [LP61] (S. 687), entspricht in der aufgeführ-
ten Form allerdings dem Korollar 4.4 aus [Paz83] (S. 15). Ein zugehöriger Beweis findet sich in
beiden genannten Quellen.
Satz 7 Es sei X ein Banachraum und A : D (A) ⊂ X → X ein linearer Operator. A generiert
genau dann eine Kontraktionshalbgruppe, wenn
KHG1) A dicht definiert und abgeschlossen ist und
KHG2) sowohl A als auch A∗ dissipativ sind. ✷
Da im Allgemeinen nicht zwingendD (A) = D(A∗) gilt, lässt sich aus der Dissipativität eines Ope-
rators A nicht in jedem Fall die Dissipativität des zugehörigen adjungierten Operators A∗ folgern.
Besitzen ein Operator A und der zugehörige adjungierte Operator identische Definitionsbereiche
D (A) = D(A∗), gilt die Eigenschaft der Dissipativität gleichsam für A und für A∗ oder für keinen
der beiden Operatoren ([DL92] (S. 338)).
In Anhang B.6.1 wird die Übereinstimmung der Definitionsbereiche eines diagonalisierbaren Ope-
rators und des zugehörigen adjungierten Operators gezeigt. Somit ist die letztgenannte Charakte-
risierung eines infinitesimalen Erzeugers einer Kontraktionshalbgruppe für diagonalisierbare Sys-
temoperatoren im Allgemeinen und für das Beispielsystem, dessen Systemoperator gemäß Ab-
schnitt 3.1.3 diagonalisierbar ist, im Speziellen vorteilhaft.
Das Lumer-Phillips-Theorem im Fall diagonalisierbarer Operatoren
Im Folgenden sei A : D (A) ⊂ X → X ein diagonalisierbarer Operator, dessen Eigenwerte zu den
Eigenvektoren {vi}i∈I+ mit {λi}i∈I+ bezeichnet werden. Dann ist A gemäß der Ausführungen aus
Abschnitt B.8.2 dicht definiert und abgeschlossen, ferner ist Satz 54 folgend der zu A adjungierte
Operator A∗ ebenfalls diagonalisierbar. Das Spektrum des adjungierten Operators A∗ gleicht, abge-
sehen von der konjugiert komplexen Bildung, dem Spektrum von A, die Definitionsbereiche beider
Operatoren stimmen überein. Demnach ist A∗ dann und nur dann dissipativ, wenn A dissipativ ist.
Folglich genügt ein diagonalisierbarer Operator den Anforderungen aus Satz 7 genau dann, wenn
er dissipativ ist.
Der eingangs angenommene Operator A ∈ OD besitzt die Darstellung Ax =
∑
i∈I+
λi〈x,wi〉Xvi,
∀x ∈ D (A). Der Zustandsraum wird zu X = H0 angenommen und für α = 0 mit der Norm
gemäß (B.126) von Seite 301 induziert durch das Innenprodukt entsprechend (B.127) ausgestattet.
Die Eigenschaften von A und die Berücksichtigung des genannten Innenprodukts in der Definition
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der Dissipativität (Definition 54) führen auf
Re (〈Ax,x〉X ) = Re
(∑
i∈I+
λi |〈x,wi〉X |
2
)
≤ 0 ∀ x ∈ D (A) . (2.62)
Da das Quadrat der Beträge der Entwicklungskoeffizienten stets reell und nicht-negativ ist, folgt
aus ∑
i∈I+
Re (λi) |〈x,wi〉X |2 ≤ sup
i∈I+
Re (λi)
∑
i∈I+
|〈x,wi〉X |
2 (2.63)
≤ 0 ∀ x ∈ D (A) (2.64)
die Dissipativität eines diagonalisierbaren Operators, falls
Re (λi) ≤ 0, ∀ i ∈ I+. (2.65)
Falls kein Eigenwert eines diagonalisierbaren Operators einen positiven Realteil besitzt, ist dies ei-
ne hinreichende Bedingung für die Dissipativität eines betreffenden Operators. Um zu überprüfen,
ob ein diagonalisierbarer Operator eine kontraktive Halbgruppe erzeugt, steht damit ausgehend von
Satz 7 ein sehr einfaches hinreichendes Kriterium zur Verfügung.
Kontraktive Halbgruppen zeichnen sich Definition 6 folgend durch die Erfüllung von (2.59) mit
M = 1 und ω0 = 0 für t ∈ R≥0 aus, es muss also ‖Φ(t)‖ ≤ 1 für t ∈ R≥0 gelten. Das Einsetzen der
Darstellung einer Halbgruppe eines diagonalisierbaren Operators in die Norm des Zustandsraums
führt auf
‖Φ(t)x‖2 =
∑
i∈I+
e2Re(λi) t |〈x,wi〉|
2 (2.66)
≤ sup
i∈I+
e2Re(λi) t
∑
i∈I+
|〈x,wi〉|
2 , ∀ t ∈ R≥0. (2.67)
Falls A ∈ OD einen Eigenwert mit einem Realteil größer Null aufweist, kann aufgrund von
ω0 = sup
i∈I+
Re (λi) weder die Bedingung KSSH2) noch die Bedingung KSSH1) zur Klassifizierung
stark stetiger Halbgruppen aus Definition 6 erfüllt werden. In einem derartigen Fall ist die Wachs-
tumsgrenze (Definition 5) größer als Null und ein derartiger Operator ist nicht der infinitesimale Er-
zeuger einer gleichmäßig beschränkten oder kontraktiven Halbgruppe. Falls Re (λi) ≤ 0, ∀i ∈ I+,
gilt in (2.66) sup
i∈I+
e2Re(λi) t ≤ 1 für alle t ∈ R≥0. Damit kann sup
i∈I+
Re (λi) ≤ 0 auch als notwendi-
ge Bedingung für die Dissipativität und damit auch die m-Dissipativität eines diagonalisierbaren
Operators angesehen werden.
Der hinreichende Teil des vorab bewiesenen Kriteriums für die m-Dissipativität eines diagonali-
sierbaren Operators lässt sich auch direkt aus Satz 29 ableiten. Mit dem eingangs vorausgesetzten
A ∈ OD gilt (sI −A) =
∑
i∈I+
(s− λi) 〈 · ,wi〉Xvi. Unter Verwendung der Norm des Zustandsraums
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und der Abschätzung |s− λi|2 = Re (s− λi)2 + Im (s− λi)2 ≥ Re (s− λi)2 folgt
‖ (sI − A) x‖2 =
∑
i∈I+
|s− λi|
2 |〈x,wi〉|
2 (2.68)
≥
∑
i∈I+
Re (s− λi)2 |〈x,wi〉|2 . (2.69)
Unter der Annahme von Re (λi) ≤ 0, ∀i ∈ I+ gilt Re (s− λi) ≥ Re (s) = s für alle i ∈ I+ und
s ∈ (0,∞) und dementsprechend
‖ (sI − A) x‖2 ≥
∑
i∈I+
Re (s− λi)2 |〈x,wi〉|2 (2.70)
≥ s2‖x‖2 ∀ x ∈ D (A) , s ∈ (0,∞) (2.71)
⇒ ‖ (sI −A) x‖ ≥ s‖x‖. (2.72)
Dabei ist ‖x‖2 =
∑
i∈I+
|〈x,wi〉|
2
. Falls alle Eigenwerte von A ∈ OD einen nicht-positiven Realteil
besitzen, ist A somit gemäß Satz 29 dissipativ, folglich auch m-dissipativ und damit Erzeuger einer
kontraktiven Halbgruppe auf X .
Kommentar zu den Erzeuger-Theoremen
Für diagonalisierbare Operatoren stehen an dieser Stelle einfach zu handhabende notwendige und
hinreichende Kriterien zur Verfügung, mittels derer überprüft werden kann, ob ein Operator dieser
Klasse eine stark stetige Halbgruppe oder sogar eine Kontraktionshalbgruppe erzeugt. Um den An-
forderungen im ersten Fall zu genügen, muss der Realteil der Eigenwerte eines betrachteten Ope-
rators dieser Klasse eine endliche obere Schranke besitzen. Zur Erfüllung des zweiten Falls darf
darüber hinaus kein Eigenwert einen positiven Realteil aufweisen. In beiden Fällen liegen also le-
diglich Beschränkungen bezüglich des Realteils der Eigenwerte eines diagonalisierbaren Operators
vor. Dies entspricht der Lokalisierung der Eigenwerte des Operators in einer linken Halbebene der
komplexen Zahlenebene. Eine weiterführende Klassifizierung der gegebenenfalls erzeugten stark
stetigen Halbgruppe durch Einschränkungen hinsichtlich des Imaginärteils der Eigenwerte findet
im Zuge der Systemanalyse des Beispielsystems in Abschnitt 3.2 statt.
2.2.4 Zustandsraumdarstellung des ungezwungenen Beispielsystems
Die Eigenschaften eines linearen Operators auf einem unendlich-dimensionalen Raum hängen we-
sentlich vom zugrunde liegenden Raum sowie dem Definitionsbereich des betreffenden Opera-
tors ab. Die problemspezifische Realisierung des Zustandsraums bildet daher einen wesentlichen
Bestandteil der Formulierung einer korrekt gestellten Zustandsraumdarstellung eines unendlich-
dimensionalen Systems. Dieser Abschnitt zeigt einen Weg, um orientiert am Beispielsystem den
Zustandsraum derart zu konstruieren, dass der Systemoperator den in Satz 3 auf Seite 48 genannten
notwendigen Bedingungen genügt, um der infinitesimale Erzeuger einer stark stetigen Halbgrup-
pe auf dem Zustandsraum zu sein. Die Erfüllung dieser notwendigen Bedingungen schafft Satz
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1 auf Seite 41 folgend die Grundvoraussetzungen, damit ein durch den Systemoperator definier-
tes abstraktes Cauchy-Problem überhaupt korrekt gestellt sein kann. Insbesondere sind durch die
Festlegung des Zustandsraums die dichte Definition (Abschnitt B.4) sowie die Abgeschlossenheit
(Definition 53) des Systemoperators zu gewährleisten.
Einleitend erfolgt dazu eine kompakte Zusammenfassung der Anforderungen an die generelle ma-
thematische Struktur des Zustandsraums. Die zentralen Forderungen bestehen darin, dass der Zu-
standsraum mit der Produkttopologie versehen ist und dass es sich um einen Hilbertraum handelt.
Besonderes Augenmerk liegt dabei auf der Rolle des Innenprodukts des Zustandsraums. Anschlie-
ßend werden die Definition des Systemoperators des Beispielsystem sowie die Festlegung des zu-
grunde liegenden Zustandsraums vorgenommen. Die Definition der Teilräume des Zustandsraums
beruht auf einem in Abschnitt A.3.1 eingeführten Raum und der in Abschnitt B.9.2 beschriebe-
nen Konstruktion von Raumskalen. Als Resultat steht dann die Zustandsraumdarstellung des unge-
zwungenen Beispielsystems zur Verfügung.
Abschließend wird der Nachweis geführt, dass der Systemoperator des Beispielsystem den not-
wendigen Anforderungen an den infinitesimalen Erzeuger einer stark stetigen Halbgruppe auf dem
Zustandsraum genügt. Der Nachweis, dass der Systemoperator diagonalisierbar ist und der infi-
nitesimale Erzeuger einer stark stetigen Halbgruppe auf dem Zustandsraum ist, erfolgt in Kapitel
3.
Bemerkungen zur mathematische Struktur des Zustandsraums
Bestandteile der mathematischen Formulierung eines unendlich-dimensionalen Systems im Zu-
standsraum sind die Festlegung des Zustandsraums und die Ausstattung des Zustandsraums mit
einer gewünschten Topologie. Häufig wird dabei für den Zustandsraum die Struktur eines Hilbert-
raums angestrebt. Da der Zustandsraum einen Einfluss auf die Eigenschaften des Systemoperators
besitzt, sind bei der Festlegung des Zustandsraums zudem die aus den Forderungen an die Eigen-
schaften des Systemoperators resultierenden Einschränkungen zu beachten. Innerhalb dieser Arbeit
wird eine Zustandsraumdarstellung des Beispielsystems in einem Hilbertraum formuliert, bei der
der Systemoperator ein diagonalisierbarer Operator und infinitesimaler Erzeuger einer zumindest
stark stetigen Halbgruppe auf dem Zustandsraum ist. Daher ist insbesondere Satz 3 zu beachten.
Im Folgenden wird der Zustandsraum als externe direkte Summe (Definition 16) der Form
X =
n⊕
j=1
Xj , n <∞
angenommen. Damit werden lediglich endlich viele Teilräume zugelassen, wobei jeder einzelne
Teilraum durchaus unendlich-dimensional sein kann. Als ein wichtiges Instrument zur Festlegung
eines geeigneten Zustandsraums wird an dieser Stelle die problembezogene Definition eines In-
nenprodukts und die damit verbundene Wahl der Teilräume Xj ,j = 1, . . . ,n < ∞ gesehen. Die
Abhängigkeit der Eigenschaften des Systemoperators vom verwendeten Innenprodukt und damit
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auch den verwendeten Teilräumen wird durch das Beispiel 2.3.8 und die Übung 2.25 in [CZ95]
verdeutlicht. Die einfließenden Teilräume werden an dieser Stelle nicht detailliert betrachtet. Al-
lerdings wird eine Definition der Teilräume vorausgesetzt, die eine Einhaltung aller aus der an-
gestrebten Struktur des Zustandsraums und den gewünschten Eigenschaften des Systemoperators
resultierenden Forderungen ermöglicht. Für das Beispielsystem bezieht sich diese Voraussetzung
insbesondere auf die dichte Definition des Steifigkeitsoperators und damit auf die zugehörige Fest-
legung eines grundlegenden Raumes in Abschnitt A.3.1. Erst ein Innenprodukt ermöglicht eine
einfache Einführung weitreichender Begrifflichkeiten, wie beispielsweise der Orthogonalität oder
einer kanonischen Norm. Der Zustandsraum X wird als Vektorraum (Definition 14) über dem Kör-
per der komplexen oder reellen Zahlen eingeführt und mit einem Innenprodukt
〈·,·〉X : X ×X → K
(x1,x2) 7→ 〈x1,x2〉X ∀ x1,x2 ∈ X
(2.73)
versehen. Die Eigenschaften, denen eine Abbildung genügen muss, um ein Innenprodukt zu sein,
finden sich in Definition 56 auf Seite 260. Der mit dem Innenprodukt versehene Vektorraum wird
als Innenprodukt- oder Prähilbertraum bezeichnet. Durch das Innenprodukt kann jedem Element
aus dem Zustandsraum eine Norm
‖·‖X : X → R≥0
x 7→ ‖x‖X = 〈x,x〉
1
2
X ∀ x ∈ X
(2.74)
zugewiesen werden. Die durch ein Innenprodukt definierte Norm wird als kanonische Norm be-
zeichnet ([Heu92] (S. 148)). Eigenschaften von Normen finden sich in Anhang B.3 oder beispiels-
weise in [Heu92] (S. 148) sowie [Wer11] (S. 204ff). Als Speziallfall eines normierten Raumes kann
auf jedem Prähilbertraum mittels der Norm ein Abstandsbegriff
d (x1,x2) = ‖x1 − x2‖X (2.75)
und damit eine Metrik eingeführt werden. Mit Hilfe der Metrik besteht die Möglichkeit, zu jedem
Element x eines metrischen Raums M Umgebungen zu definieren. Ein Beispiel für Umgebungen
sind offene Kugeln Bc1 (x) = {x1 ∈M | ‖x− x1‖X < c1, c1 > 0} aus Elementen x1, die einen
bestimmten Abstand c1 zu x unterschreiten.
Bezogen auf den Zustandsraum X lässt sich damit auf Basis der Menge aller offenen Teilmengen
des Zustandsraums eine Topologie von X einführen ([Jä05]). Dabei führen äquivalente Normen
(Definition 33) auf gleichwertige Topologien. Da im Unendlich-dimensionalen allerdings nicht
grundsätzlich von Normäquivalenz auszugehen ist, bedingen nicht äquivalente Normen auf dem
Zustandsraum auch unterschiedliche Topologien und in Folge dessen verschiedene Konvergenz-
begriffe ([Wer11]). Im Folgenden wird angenommen, dass die Norm auf dem Zustandsraum X
stets Satz 16 genügt, und damit der Zustandsraum mit der Produkttopologie X =
n⊕
p
j=1
Xj,n < ∞
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ausgestattet ist. Entsprechend PT2) aus Satz 16 gilt damit insbesonderex1,i...
xj,i
→
x1...
xj
 hinsichtlich ‖·‖p ⇔ (x1,i)→ x1 ∧ · · · ∧ (xj,i)→ xj . (2.76)
Darüber hinaus ergibt sich aus PT3) (Satz 16) die Vollständigkeit von X , falls alle Teilräume
Xj,j = 1, . . . ,n <∞ vollständig sind.
Ein im Sinne einer kanonischen Norm vollständiger Prähilbertraum ist ein Hilbertraum. Vollstän-
digkeit ist eine wichtige Eigenschaft eines Raumes, wobei die Wahl der Nomenklatur bereits auf die
Aussage der Eigenschaft hindeutet. Anschaulich formuliert „fehlen“ in einem vollständigen Raum
keine Elemente. Mathematisch wird dieser Sachverhalt dadurch ausgedrückt, dass jede Cauchy-
Folge {xi}i∈I+ (Definition 29), die in einem vollständigen Raum definiert ist, auch in diesem Raum
konvergiert, ihr Grenzwert also in dem Raum liegt
xi → x ∈ X für i→∞. (2.77)
Um für einen Prähilbertraum die Vollständigkeit nachzuweisen, gilt es, für alle Cauchy-Folgen die
Konvergenz gemäß Definition B.2 zu überprüfen. Als Sonderfall der in Definition B.2 auftretenden
Metrik wird dabei (2.75) folgend eine Metrik aus der kanonischen Norm (2.74) berücksichtigt.
Definition der Zustandsraumdarstellung des ungezwungenen Beispielsystems
Als Ausgangspunkt für die Festlegung der Zustandsraumdarstellung des ungezwungenen Beispiel-
systems dient die in Abschnitt A.3 eingeführte zugehörige Operatordarstellung. Aufgrund der bei-
den im System vorhandenen Energiespeicher wird der Zustandsraum als direkte Summe aus den
zwei im Folgenden noch zu spezifizierenden Funktionenräumen X1 und X2 eingeführt. Die endli-
che Anzahl von Teilräumen bedingt die Äquivalenz von direkter Summe und Produktraum X =
2⊕
p
i=1
Xi = X1×X2. Ausgehend von der starken Formulierung der Operatorgleichung gemäß Anhang
A.3.5 folgt durch eine physikalisch bedeutsame Festlegung der Zustandsgrößen zu Auslenkung und
Geschwindigkeit
X ∋ x(t) =
(
x1(t) x2(t)
)T
=
(
w (υ,t) ∂w
∂t
(υ,t)
)T
(2.78)
formal der Systemoperator zu
A =
(
0 1
−S −D
)
. (2.79)
Die örtliche Abhängigkeit der Auslenkung und Geschwindigkeit des Beispielsystems ist implizit
in den Zuständen enthalten. S bezeichnet den in Abschnitt A.3.2 definierten und analysierten Stei-
figkeitsoperator des Beispielsystems, während D den Dämpfungsoperator entsprechend Abschnitt
A.3.3 kennzeichnet.
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Eine alternative, ebenfalls physikalisch zu interpretierende Wahl der Zustände wird beispielswei-
se in [Gil73] gezeigt. Um die Definition eines abstrakten Cauchy-Problems zu vervollständigen,
müssen die Anfangsbedingungen ebenfalls in den Zustandsraum übertragen werden, es gilt
x (0) = x0 =
(
x1,0 x2,0
)T
=
(
w (υ,0) ∂w
∂t
(υ,0)
)T
. (2.80)
Die Festlegung der Topologie des Zustandsraums erfolgt durch die Einführung eines Innenpro-
dukts, das die im System gespeicherte Energie wiedergibt. Für die Summe aus potentieller und
kinetischer Energie gilt
2 (Epot + Ekin) =
∫
Ω
αS
∣∣∣∣∂2w(υ,t)∂υ2
∣∣∣∣2 dυ + ∫
Ω
∣∣∣∣∂w(υ,t)∂t
∣∣∣∣2 dυ. (2.81)
Auf Basis der Wahl der Zustandsvariablen entsprechend (2.78) folgt mit dem Steifigkeitsoperator
S formal
〈
(
x1
x2
)
,
(
x1
x2
)
〉X = 〈S
1
2x1,S
1
2x1〉+ 〈x2,x2〉
=
∫
Ω
S
1
2x1S
1
2x1 dυ +
∫
Ω
x2x2 dυ.
(2.82)
Aus den in Abschnitt A.3.2 gezeigten Eigenschaften des Steifigkeitsoperators folgt, dass bei einer
Festlegung des Zustandsraums zu
X = D(S
1
2 )× L2 (Ω) = H 1
2
×H (2.83)
die Sesquilinearform aus (2.82) den Anforderungen an ein Innenprodukt auf dem Zustandsraum
genügt. Die Festlegung der Teilräume des Zustandsraums beinhaltet unterschiedlich starke For-
derungen bezüglich der Glattheitseigenschaften der beiden Zustandsgrößen. Entsprechend (2.83)
wird für die erste Komponente des Zustandsvektors die Zugehörigkeit zum Definitionsbereich der
Quadratwurzel des Steifigkeitsoperators gefordert. Beide Teilräume des Zustandsraums sind Hil-
berträume, deren Eigenschaften ausführlich im Anhang in den Abschnitten A.3.1 und B.9.2 disku-
tiert werden.
Gemäß den bisherigen Betrachtungen ist der Zustandsraum unter Berücksichtigung des Innenpro-
dukts aus (2.82) mit der Produkttopologie ausgestattet. Die Berücksichtigung von p = 2 in PT1)
aus Satz 16 führt auf ‖x‖X =
(
‖x1‖2X1 + ‖x2‖
2
X2
) 1
2
. Im Fall des Beispielsystems gilt
‖x1‖2X1 = 〈x1,x1〉H 1
2
sowie ‖x2‖2X2 = 〈x2,x2〉H und damit
‖x‖2X =〈x,x〉X = 〈x1,x1〉H 1
2
+ 〈x2,x2〉H
= ‖x1‖
2
H 1
2
+ ‖x2‖
2
H .
(2.84)
Mit der Wahl p = 2 genügt die Norm des Zustandsraums PT1) aus Satz 16, es gilt X = X1
⊕
pX2.
Da es sich im Fall des Beispielsystems bei X1 und X2 um vollständige Räume handelt, folgt gemäß
PT3) aus Satz 16 auch die Vollständigkeit des Zustandsraums bezüglich der in (2.84) definierten
kanonischen Norm. Da die kanonische Norm durch ein Innenprodukt induziert wird, handelt es
sich bei dem definierten Zustandsraum um einen Hilbertraum.
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Eigenschaften des Systemoperators
Dieser Abschnitt dient dem Nachweis, dass der Systemoperator A : D (A) ⊂ X → X der Zu-
standsraumdarstellung des ungezwungenen Beispielsystems den aus Abschnitt 2.2.2 bekannten
notwendigen Eigenschaften des infinitesimalen Erzeugers einer stark stetigen Halbgruppe genügt.
Demnach ist zu zeigen, dass A dicht definiert und abgeschlossen ist.
Die dichte Definition von A wird aus den Betrachtungen zur Wahl von H und der dichten Defi-
nition des Steifigkeitsoperators in Anhang A.3.1 abgeleitet und an dieser Stelle als gegeben vor-
ausgesetzt. Eine hinreichende Bedingung für dichte Definition eines linearen Operators findet sich
darüber hinaus in [NS] (S. 486). Die mathematische Definition eines abgeschlossenen Operators
findet sich zusammen mit einer anschaulichen Interpretation der Abgeschlossenheit im Hinblick
auf die Abbildung konvergenter Folgen in Definition 53. Der Nachweis der Abgeschlossenheit
eines linearen Operators kann anhand verschiedener Vorgehensweisen erfolgen. Zum einen lässt
sich die Definition der Abgeschlossenheit in Definition 53 unmittelbar als konstruktiv im Hinblick
auf die Beweisführung zur Abgeschlossenheit eines Operators ansehen. Ein Ansatz, nach dem die
Abgeschlossenheit von A folgt, falls die Resolventenmenge von A nicht leer ist, findet sich bei-
spielsweise in [TW09] (S. 32). Für das Beispielsystem wird die Abgeschlossenheit des System-
operators auf Basis von Satz 27 nachgewiesen. Entsprechend Satz 27 folgt die Abgeschlossenheit
von A : D (A) ⊂ X → X , falls ein beschränkter inverser Operator A−1 ∈ L (X ) existiert. Dabei
ist zu beachten, dass ein linearer Operator nach Definition 38 nur dann invertierbar ist, wenn sein
Nullraum ausschließlich die Null enthält (Definition 17).
Die formale Berechnung des inversen Systemoperators auf Basis von AA−1 = I führt auf
A−1 =
(
−S−1D −S−1
I 0
)
. (2.85)
Der Steifigkeitsoperator ist laut Abschnitt A.3.2 koerziv, woraus gemäß den Ausführungen zu den
Eigenschaften koerziver Operatoren in Abschnitt B.6.2 die Existenz des beschränkten und ebenfalls
koerziven inversen Steifigkeitsoperators S−1 folgt. Aufgrund seiner Koerzitivität (SON1), Defini-
tion 72) gilt für den Steifigkeitsoperator mit c1 > 0
1
c1
〈Sy,y〉 ≥ ‖y‖2, ∀ y ∈ D(S) (2.86)
Durch die Substitution y = S−1x folgt ‖S−1x‖2 ≤ 1
c1
〈SS−1x,S−1x〉. Mittels der Cauchy-Schwarz-
Ungleichung und SS−1 = I lässt sich die Ungleichung zu
‖S−1x‖2 ≤
1
c1
〈SS−1x,S−1x〉 ≤
1
c1
‖x‖ ‖S−1x‖ (2.87)
⇔‖S−1x‖ ≤
1
c1
‖x‖ (2.88)
umformulieren. Der inverse Systemoperator ist eine beschränkte Abbildung A−1 ∈ L (X ), falls
sich eine positive Konstante c finden lässt, sodass∥∥A−1x∥∥
X
≤ c ‖x‖X ∀ x =
(
x1 x2
)T
∈ X . (2.89)
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Auf Basis der linken Seite der zuletzt aufgeführten Ungleichung und der durch Gleichung (2.84)
auf dem Zustandsraum definierten Norm
∥∥A−1x∥∥
X
=
∥∥∥∥∥
(
−S−1D −S−1
1 0
)(
x1
x2
)∥∥∥∥∥
X
(2.90)
= ‖S
1
2S−1Dx1 + S
1
2S−1x2‖
2 + ‖x1‖
2 (2.91)
wird zunächst eine Abschätzung mittels der Minkowski-Ungleichung (Dreiecksungleichung) ent-
sprechend [AF03] (S. 25) vorgenommen. Demnach ist das Quadrat der Norm einer Summe nicht
größer als das Quadrat der Summe der Normen der einzelnen Summanden
‖S
1
2S−1Dx1 + S
1
2S−1x2‖
2 + ‖x1‖
2 ≤
(
‖S
1
2S−1Dx1‖+ ‖S
1
2S−1x2‖
)2
+ ‖x1‖
2. (2.92)
Die Abschätzung des Quadrats der Summe der beiden Normen erfolgt auf Basis des folgenden aus
[AF03] (S. 23) bekannten Satzes.
Satz 8 Es sei 1 ≤ p <∞ und a,b ≥ 0, dann gilt
(a+ b)p ≤ 2p−1 (ap + bp) . (2.93)
Die Normen erfüllen die Forderungen bezüglich a und b, zudem gilt in diesem Fall p = 2, daher
folgt(
‖S
1
2S−1Dx1‖+ ‖S
1
2S−1x2‖
)2
+ ‖x1‖
2 ≤ 2 ‖S
1
2S−1Dx1‖
2 + 2 ‖S
1
2S−1x2‖
2 + ‖x1‖
2. (2.94)
Die Terme der rechten Seite der Ungleichung werden separat betrachtet. Unter Berücksichtigung
der für den Dämpfungsoperator des Beispielsystems in Anhang A.3.3 angenommenen Struktur
D = αSD S + αV lautet der erste Term der rechten Seite
2‖S
1
2S−1Dx1‖
2 = 2‖S
1
2
(
αSD + αVS
−1
)
x1‖
2. (2.95)
Die Ungleichung (2.89) muss für alle x =
(
x1 x2
)T
∈ X erfüllt sein, demnach werden x1 ∈ H 1
2
betrachtet. Durch Berücksichtigung der Norm ‖x‖H 1
2
= ‖S
1
2x‖ auf X1 in (2.95) und der Be-
schränktheit von (αSD + αVS−1) folgt mit einem c1 > 0
2 ‖S
1
2
(
αSD + S
−1αV
)
x1‖
2 = 2
∥∥(αSD + S−1αV)x1∥∥2H 1
2
≤ c1 ‖x1‖
2
H 1
2
. (2.96)
Wobei in Abschnitt A.3.2 die Herleitung von S−1 gezeigt wird und auf die Kompaktheit der Abbil-
dung S−1 : H → D (S) geschlossen wird.
Im zweiten zu untersuchenden Term aus Ungleichung (2.94) gilt für die Quadratwurzel des inversen
Steifigkeitsoperators
S
1
2 S−1 = S−
1
2 : H → D
(
S
1
2
)
= H 1
2
.
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Da der BildbereichR(S− 12 ) = D
(
S
1
2
)
stetig und dicht in H eingebettet ist (Abschnitt B.9.2), lässt
sich eine positive Konstante c2 finden, sodass
2 ‖S−
1
2x2‖
2 ≤ c2‖x2‖
2 ∀ x2 ∈ H. (2.97)
Zur Abschätzung des verbleibenden Terms aus (2.94) wird die stetige Einbettung von D
(
S
1
2
)
=
H 1
2
in H , ausgedrückt durch den Einbettungsoperator i : H 1
2
⊂ H2,2 (Ω) → H, x 7→ ix, ausge-
nutzt. Ohne explizite Aufführung des Einbettungsoperators gilt
‖x1‖ ≤ c3 ‖x1‖H 1
2
. (2.98)
Die Ungleichung (2.94) lässt sich somit zu
2 ‖S
1
2S−1Dx1‖
2 + 2 ‖S
1
2S−1x2‖
2 + ‖x1‖
2 ≤ c1 ‖x1‖
2
H 1
2
+ c2‖x2‖
2 + c3 ‖x1‖H 1
2
(2.99)
≤ c
(
‖x1‖
2
H 1
2
+ ‖x2‖
2
)
(2.100)
= c
∥∥∥∥∥
(
x1
x2
)∥∥∥∥∥
2
X
(2.101)
umformulieren. Demnach erfüllt der inverse Systemoperator die eingangs für seine Beschränkt-
heit formulierte Bedingung (2.89), somit gilt A−1 ∈ L (X ) und folglich ist der Systemoperator
abgeschlossen.
Aufgrund seiner dichten Definition und Abgeschlossenheit erfüllt der Systemoperator zumindest
die notwendigen Bedingungen an den infinitesimalen Erzeuger einer stark stetigen Halbgruppe. In
Abschnitt 3.2.2 erfolgt eine detaillierte Betrachtung hinsichtlich der tatsächlich vom Systemopera-
tor generierten stark stetigen Halbgruppe. Der Nachweis, dass die Eigenvektoren des Systemope-
rators eine Rieszbasis des Zustandsraums bilden, wird in Abschnitt 3.1.3 gezeigt.
2.3 Systeme mit unbeschränkten Ein-/Ausgangsoperatoren
Mit der Einführung der Pritchard-Salamon-Klasse wird in diesem Abschnitt der mathematische
Rahmen definiert, um unendlich-dimensionale Systeme mit im gewissen Umfang unbeschränk-
ten Ein-/Ausgangsoperatoren klassenweise systematisch handhaben zu können. Die Verwendung
der Pritchard-Salamon-Klasse begründet sich nicht zuletzt durch die Möglichkeit, das Beispiel-
system als Pritchard-Salamon-System zu formulieren. Zugleich existiert für diese Systemklasse
eine umfassende und zugleich ausgereifte Theorie, die eine Vielzahl systemtheoretischer Aspek-
te abdeckt und dabei unter bestimmten Bedingungen klare Analogien zum endlich-dimensionalen
Fall aufweist. Der fallspezifische Nachweis einzelner Eigenschaften eines betrachteten Systems
lässt sich damit bei der klassenbezogenen Behandlung durch den nicht selten einfacher zu füh-
renden Nachweis der Klassenzugehörigkeit des betreffenden Systems ersetzen. Für Elemente der
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Pritchard-Salamon-Klasse sind dabei insbesondere die essentiellen Aussagen zur Existenz, Ein-
deutigkeit und Regularität der Zeitbereichslösung einer Zustandsraumdarstellung unter Berück-
sichtigung einer sinnvollen Klasse von Eingangssignalen hervorzuheben. Die Pritchard-Salamon-
Klasse lässt sich damit als Verallgemeinerung der Halbgruppen-Regelsysteme mit beschränkten
Ein-/Ausgangsoperatoren aus Abschnitt 2.1.2 beziehungsweise im Hinblick auf das Beispielsys-
tem als Generalisierung der in 2.1.3 vorgestellten Spektral-Systeme auffassen.
Einleitend wird anhand der Zeitbereichslösung linearer Systeme die Problematik im Fall unbe-
schränkter Ein-/Ausgangsoperatoren erläutert. An diese Motivation schließt sich die Definition der
Pritchard-Salamon-Klasse sowie die Diskussion wesentlicher Eigenschaften dieser Systemklas-
se an. Die Ausführungen umfassen insbesondere Aussagen zur Lösung von Pritchard-Salamon-
Systemen im Zeitbereich und die Definition der Übertragungsfunktion dieser Systemklasse im
Bildbereich der Laplace-Transformation. Weiterführende Betrachtungen in Abschnitt C.3 ergänzen
zudem die in diesem Abschnitt definierten wesentlichen Eigenschaften von Pritchard-Salamon-
Systemen.
Insbesondere finden sich dort hilfreiche Eigenschaften der Steuer- und Beobachtbarkeitsoperatoren,
Betrachtungen zur Dualität, die Definition des Hankel-Operators und die koprime Zerlegung der
Übertragungfunktion von Pritchard-Salamon-Systemen.
Der grundlegenden Definition der Pritchard-Salamon-Klasse folgt die Formulierung des Beispiel-
systems als Pritchard-Salamon-System, wobei in der verfügbaren Literatur an dieser Stelle keine
explizite Formulierung eines identischen Euler-Bernoulli-Balkens innerhalb dieser Systemklasse
ausfindig gemacht werden konnte. Diese Formulierung schließt eine Wahl der notwendigen Räume
sowie den Nachweis der Zulässigkeit des Ein-/ und des Ausgangsoperators des Beispielsystems im
Sinne der betrachteten Systemklasse ein. Zusätzlich erfolgt eine Einordnung der gewählten For-
mulierung im Hinblick auf eine gebräuchliche Formulierung allgemeiner unendlich-dimensionaler
Systeme sowie der im Hinblick auf die endlich-dimensionale Approximation des Beispielsystems
bedeutsame Nachweis der Nuklearität des Hankel-Operators des Beispielsystems. Die Ausführun-
gen stützen sich dabei auf die einfachen Kritieren zur Überprüfung der Zugehörigkeit zur Pritchard-
Salamon-Klasse, deren Herleitung sich für eine bestimmte Klasse unendlich-dimensionaler Syste-
me in Abschnitt C.4 findet.
Den Abschluss dieses Abschnitts bildet die Definition verschiedener Darstellungsformen der Über-
tragungsfunktion des Beispielsystems im Bildbereich der Laplace-Transformation. Die abschlie-
ßenden Ausführungen umfassen ferner eine Parametrierung des Übertragungsverhaltens des mathe-
matischen Modells des Beispielsystems auf Basis der aus der Messung des Übertragungsverhaltens
des realen Beispielsystems gewonnenen Daten.
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2.3.1 Problemstellung
Die Zustandsraumdarstellung eines unendlich-dimensionalen Systems lautet unter Berücksichti-
gung von Zustandsgleichung und Ausgangsgleichung
∂x(t)
∂t
= Ax(t) +B u(t) t ≥ 0, x(0) = x0 (2.102)
y(t) = C x(t) +Du(t). (2.103)
Bereits in Abschnitt 2.1.2 wird der Zusammenhang einer derartigen Zustandsraumdarstellung zu
einem inhomogenen abstrakten Cauchy-Problem (C.1) hergestellt. In Anlehnung an die Überlegun-
gen zur Lösung beziehungsweise zu den Zustandstrajektorien x(t) eines ungezwungenen Systems
aus Abschnitt 2.2 wird für den Systemoperator A : D (A) ⊂ X → X gefordert, der infinitesimale
Erzeuger einer stark stetigen Halbgruppe TΦ = {Φ(t)}t∈R≥0 mit
Φ (· ) : R≥0 → L (X )
t 7→ Φ(t)
(2.104)
auf dem Zustandsraum zu sein. Mathematisch einschränkend, aber realitätsnah, wird an dieser Stel-
le eine endliche Anzahl p bzw. q von Ein- und Ausgängen vorausgesetzt, wobei die Räume der Ein-
und Ausgangssignale komplexe Hilberträume sind. Damit gilt
U = Cp undY = Cq mit p,q <∞. (2.105)
Physikalisch sinnvolle Signale sind als Elemente der reellen Zahlen zu erwarten. Dennoch ist die
Verwendung komplexer Räume im Hinblick auf die algebraische Abgeschlossenheit des Körpers
der komplexen Zahlen und eine konsistente Definition des Zustandsraums und der Räume der Ein/-
Ausgangssignale sinnvoll.
Hinsichtlich der in Abschnitt 2.1.2 vorgestellten Klasse der Halbgruppen-Regelsysteme mit be-
schränkten Ein-/Ausgangsoperatoren enthält [CZ95] (S. 140) ausführliche Betrachtungen bezüg-
lich der Lösungseigenschaften, die an dieser Stelle nicht explizit aufgeführt werden. Statt dessen
werden durch das Zulassen im gewissen Rahmen unbeschränkter Ein-/Ausgangsoperatoren
B /∈ L (U ,X ) und C /∈ L (X ,Y)
Systeme berücksichtigt, deren Behandlung die Definition einer erweiterten Systemklasse erfordert.
Zur Andeutung der daraus erwachsenden Problematik sowie als Motivation für die folgenden Aus-
führungen dient die Ein/-Ausgangsabbildung im Zeitbereich
Gu(t) = C Φ(t)x0 + C
t∫
0
Φ (t− τ)B u (τ) dτ +Du(t). (2.106)
Im Kern des Integrals dient das Bild des Eingangssignals am Eingangsoperator B u(t) zu jedem
Zeitpunkt als Urbild für die in (2.104) aufgeführte, auf dem Zustandsraum beschränkte, stark stetige
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Halbgruppe. Eine sinnvolle Definition dieses Integralkerns beinhaltet demnach, dass kein Konflikt
zwischen dem Bildbereich des Eingangsoperators und dem Definitionsbereich der stark stetigen
Halbgruppe auftritt. Die Einhaltung dieser Bedingung kann im Allgemeinen für unbeschränkte
Eingangsoperatoren nicht gewährleistet werden. Um Aussagen über die Lösung von Systemen mit
unbeschränkten Ein/-Ausgangsabbildungen treffen zu können, erweist sich demnach der bisherige
mathematische Rahmen als unzureichend.
Als Generalisierung der Halbgruppen-Regelsysteme mit beschränkten Ein-/Ausgangsoperatoren
existieren eine Vielzahl von Systemklassen, die zum Teil in 2.1.1 aufgeführt sind. Im Folgenden
wird eine Formulierung des Beispielsystems in der Pritchard-Salamon-Klasse [PS87b] vorgeschla-
gen.
2.3.2 Die Pritchard-Salamon-Klasse
Mit der Einführung der ursprünglich in [PS85; Sal85] und [PS87b] definierten und etablierten
Pritchard-Salamon-Klasse wird ein mathematischer Rahmen bereitgestellt, der die systematische
Behandlung einer Vielzahl unendlich-dimensionaler Systeme mit im gewissen Maße unbeschränk-
ten Ein-/Ausgangsoperatoren und insbesondere auch des Beispielsystems erlaubt. Innerhalb der
Pritchard-Salamon-Klasse lassen sich jegliche Halbgruppen-Regelsysteme mit beschränkten Ein-
/Ausgangsoperatoren beschreiben sowie alle Systeme, die unter der Bezeichnung „Nuclear Type“
([Cur92b]) zusammengefaßt sind und damit einen nuklearen Hankel-Operator besitzen ([Cur92b]).
Darüber hinaus zählen zu den Pritchard-Salamon-Systemen zahlreiche verschiedenartige Totzeit-
Systeme („Neutral Systems“, „Retarded Systems“ ([NG04])) sowie sowohl parabolische als auch
hyperbolische Systeme mit, in gewissem Rahmen, unbeschränkten Ein-/Ausgangsoperatoren. Ei-
nen Überblick über Beispiele dynamischer Systeme, die in der Pritchard-Salamon-Klasse enthal-
ten sind, gibt Tabelle 2.1 und die dort genannte Literatur. Daraus lässt sich entnehmen, dass auch
eine Anzahl unendlich-dimensionaler Systeme mit punktförmigen Stelleingriffen, Randeingriffen
oder punktförmigen Messungen in der Pritchard-Salamon-Klasse formulierbar sind. Die Limitie-
rungen der Pritchard-Salamon-Systeme im Hinblick auf die zulässige Unbeschränktheit von Ein-
/Ausgangsoperatoren lässt sich beispielsweise den expliziten Hinweisen aus [Cur88] oder [Keu93]
(S. 28) entnehmen. Dort wird insbesondere angemerkt, dass die Vorgabe von Dirichlet-Randbedin-
gungen in der Regel auf für diese Systemklasse zu stark unbeschränkte Eingangsoperatoren führt.
In [Log92] (S. 115) findet sich das Beispiel eines Totzeit-behafteten Systems mit unendlich vielen
Polen auf der imaginären Achse, das sich nicht in dieser Systemklasse beschreiben lässt.
In [Cur88] wird die Formulierung eines bereits in [BCS88] vorgestellten Euler-Bernoulli-Balkens
in der Pritchard-Salamon-Klasse gezeigt. Das Balkenmodell in [Cur88] beziehungsweise die un-
terschiedlichen in [BCS88] eingeführten Euler-Bernoulli-Balken unterscheiden sich allerdings ge-
genüber dem Beispielsystem in Bezug auf die Dämpfungsmodelle und/oder die Randbedingungen.
In den zur Verfügung stehenden Quellen konnte keine Formulierung eines mit dem Beispielsys-
tem identischen Euler-Bernoulli-Balkens in der Pritchard-Salamon-Klasse gefunden werden. Daher
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Anwendung Quelle
Verschiedene Totzeit-behaftete Systeme mit Totzeiten im Eingang und
Ausgang („Retarded-Systems“)
[PS85],[Log92],
[Keu93]
Verschiedene Totzeit-behaftete Systeme mit Totzeiten im Eingang und
Ausgang („Neutral-Systems“)
[Sal85], [PS87b],
[Log92]
Endlich-dimensionale Systeme mit Totzeit-behaftetem Ausgang [Log91]
Parabolische Systeme mit im gewissen Maße unbeschränkten Ein-
/Ausgangsoperatoren
[PS87b]
Wärmeleitung mit Vorgabe der Neumann-Randbedingungen [PS87b], [Log92],
[Keu93]
Wärmeleitung mit Vorgabe der Dirichlet-Randbedingungen und punkt-
förmiger Messung
[Log92]
Wärmeleitung mit punktförmigem Stelleingriff und punktförmiger Mes-
sung
[BK95]
Wärmeleitung mit beschränkten Ein-/Ausgangsoperatoren [Keu93]
Hyperbolische Systeme mit im gewissen Maße unbeschränkten Ein-
/Ausgangsoperatoren
[PS87b]
Wellengleichung mit Vorgabe der Dirichlet-Randbedingungen und ver-
teilter Messung
[PS87b],[Log92]
Wellengleichung mit Vorgabe der Neumann-Randbedingungen und
punktförmiger Messung der Geschwindigkeit
[Sal85],[Log92]
Euler-Bernoulli-Balken mit Kelvin-Voigt-Dämpfung, beidseitig freiem
Ende und Randeingriff.
[Cur88],([BCS88]),
[CBL92]
Tabelle 2.1: Beispiele für Pritchard-Salamon-Systeme.
wird angenommen, dass im Rahmen dieser Arbeit erstmals die Formulierung exakt dieser System-
dynamik innerhalb der Pritchard-Salamon-Klasse vorgenommen wird.
Für die ursprünglich im Hinblick auf den Entwurf linear quadratischer Regler für unendlich-di-
mensionale Systeme eingeführte Pritchard-Salamon-Klasse existiert eine umfangreiche Theorie,
die eine Vielzahl systemtheoretischer Aspekte abdeckt und dabei insbesondere im Falle zuläs-
sig stabilisierbarer und zulässig detektierbarer Pritchard-Salamon-Systeme klare Analogien zum
endlich-dimensionalen Fall aufweist.
Neben den Ausführungen in den eingangs genannten Publikationen sei dazu auf die Betrachtungen
grundlegender Eigenschaften von Pritchard-Salamon-Systemen in [Log91; Log92; Cur92b; CZ94;
Cur+94; Cur96] verwiesen. Angesichts des im Verlauf dieser Arbeit durchgeführten Entwurfs
endlich-dimensionaler Regler sei auf die Existenzaussagen zu stabilisierenden endlich-dimensio-
nalen Reglern für zulässig stabilisierbare und zulässig detektierbare Pritchard-Salamon-Systeme
entsprechend Corollary 22. aus [Log92] (S. 124) hingewiesen. Ebenfalls bedeutsam im Hinblick
auf die Regelung von Pritchard-Salamon-Systemen ist die Abgeschlossenheit dieser Systemklas-
se gegenüber statischen und dynamischen Ausgangsrückführungen ([Log92], [Keu93], [Cur+94]).
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Verschiedene Aspekte der optimalen und robusten Regelung von Systemen dieser Systemklas-
se werden in [Keu92b; Keu92a; Keu93], [CP94], [BK94; BDKI94; BIK94; BK95] oder [ID07]
diskutiert. Insbesondere bezüglich des Entwurfs H∞-optimaler Regler ist zu betonen, dass die
Ein-/Ausgangsstabilität zulässig stabilisierbarer und zulässig detektierbarer Pritchard-Salamon-
Systeme äquivalent zur exponentiellen Stabilität derartiger Systeme ist. Damit ist für diese Un-
terklasse der Pritchard-Salamon-Systeme die Zugehörigkeit zu H∞ äquivalent zur exponentiellen
Stabilität.
Darüber hinaus ist [Cur88] wegen eines besonderen Bezugs auf die Behandlung von diagonalisier-
baren Operatoren innerhalb der Pritchard-Salamon-Klasse zu berücksichtigen. Die Ausführungen
in [SC00; Sas02] thematisieren die im Hinblick auf den Entwurf endlich-dimensionaler Regler be-
deutsame Fragestellung der Approximation von Pritchard-Salamon-Systemen.
Die im Folgenden angegebene Definition der Pritchard-Salamon-Klasse zeigt, dass analog zu der
in Abschnitt 2.1.2 aufgeführten Systemklasse vorausgesetzt wird, dass der Systemoperator eines
Pritchard-Salamon-Systems infinitesimaler Erzeuger einer stark stetigen Halbgruppe ist. Im Gegen-
satz zu den Halbgruppen-Regelsystemen aus Abschnitt 2.1.2 oder Abschnitt 2.1.3 liegt der Definiti-
on der Pritchard-Salamon-Systeme anstelle des Zustandsraums allerdings eine Raumskala zugrun-
de, deren Notwendigkeit sich aus der Berücksichtigung unbeschränkter Ein-/Ausgangsoperatoren
ergibt. Aus der Verwendung einer Raumskala erwächst die Frage nach der Korrektgestelltheit eines
Pritchard-Salamon-Systems auf den innerhalb der Raumskala verwendeten Räumen. Daher schlie-
ßen sich an die eigentliche Definition der Systemklasse die Betrachtungen zu Einschränkungen
und Erweiterungen der einem System zugeordneten stark stetigen Halbgruppe an. Im Hinblick auf
das Beispielsystem erfolgt anschließend die Einführung regulärer Pritchard-Salamon-Systeme, die
eine echte Unterklasse allgemeiner Pritchard-Salamon-Systeme bilden. Da die Pritchard-Salamon-
Klasse nicht die Verwendung beliebiger unbeschränkter Ein-/Ausgangsoperatoren erlaubt, werden
nachfolgend, unter Verwendung der Steuer- und Beobachtbarkeitsoperatoren, im Sinne dieser Sys-
temklasse zulässige Ein-/Ausgangsoperatoren charakterisiert. Den Abschluß dieses Abschnittes
bildet die Definition des Übertragungsverhaltens regulärer Pritchard-Salamon-Systeme im Bildbe-
reich der Laplace-Transformation. Für weiterführende Betrachtungen und Eigenschaften der ver-
wendeten Systemklasse sei zudem auf Abschnitt C.3 hingewiesen.
Definition der Pritchard-Salamon-Klasse
Zur Behandlung unendlich-dimensionaler Systeme mit im gewissen Rahmen unbeschränkten Ein-
/Ausgangsoperatoren erfolgt in Anlehnung an [Keu93] (S. 22) und [Cur+94] (S. 11) die Festlegung
der Menge der Pritchard-Salamon-Systeme, die auch als Pritchard-Salamon-Klasse [PS87b] be-
zeichnet wird.
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Definition 7 ( Pritchard-Salamon-System) Ein dynamisches System der Form
x(t) = Φ(t) x0 +
t∫
0
Φ (t− τ)B u (τ) dτ t ≥ 0, x(0) = x0 ∈ V (2.107)
y(t) = C x(t) +Du(t) (2.108)
mit
DPSC1) stetig und dicht ineinander eingebetteten Hilberträumen
W −֒→
d
V, (2.109)
DPSC2) einer stark stetigen Halbgruppe Φ(t) ∈ L (V), die eine Einschränkung auf eine stark
stetige Halbgruppe auf W besitzt,
DPSC3) im Sinne von Definition 8 für Φ(t) zulässigen Ein-/Ausgangsoperatoren B ∈ L (U ,V)
beziehungsweise C ∈ L (W,Y) sowie einem Durchgriffsoperator D ∈ L (U ,Y)
und Eingangssignalen u ∈ L2lok ([0,∞) ,U) wird als Pritchard-Salamon-System bezeichnet. ✷
In der Definition der Pritchard-Salamon-Systeme lassen sich (2.107) und (2.108) äquivalent auch
durch eine Zustandsraumdarstellung bestehend aus (2.102) sowie (2.108) ersetzen. Den Ausfüh-
rungen zur Konstruktion von Raumskalen aus Abschnitt B.9 folgend, dient in der ursprünglichen
Definition der Pritchard-Salamon-Klasse ([PS87b] (S. 22)) der mittels des ungezwungenen Systems
definierte Zustandsraum als Pivotraum einer Raumskala
W −֒→
d
X = X d −֒→
d
V. (2.110)
Dabei werden sowohl der Zustandsraum X als auch die Räume W,V als Hilberträume angenom-
men, die so geartete stetige dichte Einbettungen besitzen, dass die Relation nach (2.110) erfüllt
ist. Die Betrachtungen in [PS87b] verdeutlichen, dass gewisse Systeme Definition 7 genügen, aber
nicht konsistent unter Verwendung einer Raumskala nach (2.110) innerhalb der Pritchard-Salamon-
Klasse zu definieren sind. Insbesondere kann für derartige Systeme die Korrektgestelltheit inner-
halb des auf Basis des ungezwungenen Systems eingeführten Zustandsraums nicht gezeigt werden
[BC88b]. In nachfolgenden Veröffentlichungen wie [Cur+94] oder [Keu93] wird auf eine explizite
Aufführung des Zustandsraums in der Definition von Pritchard-Salamon-Systemen verzichtet und
es gilt (2.109). In [Sas02] (S. 21) wird zudem auf die gebräuchliche Wahl von entweder X = W
oder X = V hingewiesen. Für die in Definition 7 auftretenden Operatoren gilt
Φ(t) ∈ L (V) , B ∈ L (U ,V) ,
C ∈ L (W,Y) , D ∈ L (U ,Y) .
(2.111)
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Im Rahmen der vorangehenden Betrachtungen ungezwungener Systeme wird lediglich die von ei-
nem Systemoperator erzeugte stark stetige Halbgruppe auf dem Zustandsraum betrachtet. Die Lö-
sung eines Systems der Pritchard-Salamon-Klasse wird unter noch näher zu definierenden Bedin-
gungen strukturell durch (2.107) beschrieben, die Ausgangstrajektorie folgt (2.108). Die Regulari-
tät der Lösung hängt für u ∈ L2lok ([0,∞) ,U) von der Wahl der Anfangsbedingungen ab ([Cur+94]
(S. 11)), weitere Betrachtungen dazu schließen sich an. Anhand der Lösung, der Ausgangstrajek-
torie und den Eigenschaften der beteiligten Operatoren (2.111) ist ersichtlich, dass die stark stetige
Halbgruppe eines Pritchard-Salamon-Systems auf allen Räumen der zugrunde liegenden Raumska-
la definiert sein muss.
Einschränkungen und Erweiterungen der stark stetigen Halbgruppe
Im Fall von Halbgruppen-Regelsystemen mit beschränkten Ein-/Ausgangsoperatoren erzeugt der
Systemoperator voraussetzungsgemäß eine stark stetige Halbgruppe auf dem Zustandsraum. Die
im Rahmen der Pritchard-Salamon-Klasse zugelassenen unbeschränkten Ein-/Ausgangsoperatoren
erfordern die Existenz dem System eindeutig zugeordneter stark stetiger Halbgruppen auf den
in (2.109) auftretenden Räumen W,V . Die gesuchten Halbgruppen werden in diesem Fall durch
eindeutig definierte Erweiterungen oder gegebenenfalls Einschränkungen des im Zustandsraum
definierten Systemoperators erzeugt. Eine detaillierte Beschreibung eines mathematischen Rah-
mens derartiger Konstruktionen unter Berücksichtigung spezieller Annahmen hinsichtlich V wird
in [TW09] vorgenommen. Allgemeine Ausführungen über invariante Unterräume von stark stetigen
Halbgruppen und daraus resultierende Erkenntnisse hinsichtlich der Einschränkungen der jeweili-
gen Erzeuger sowie der Einschränkung der stark stetigen Halbgruppen finden sich in [Paz83].
Im Folgenden wird die Existenz eines dem System zugeordneten Systemoperators AV angenom-
men, der darüber hinaus der infinitesimale Erzeuger der stark stetigen Halbgruppe
{
ΦV(t)
}
t∈R≥0
∈
L (V) sei. Falls der Zustandsraum des ungezwungenen Systems entsprechend (2.110) Bestandteil
der zugrunde liegenden Raumskala ist, wird AV als eindeutige Erweiterung zu A angesehen, wäh-
rend
{
ΦV(t)
}
t∈R≥0
die Erweiterung zu der von A erzeugten Halbgruppe {Φ(t)}t∈R≥0 ∈ L (X ) ist.
Darüber hinaus wird eine Einschränkung vonAV auf einen OperatorAW : D(AW)→W angenom-
men, der eine stark stetige Halbgruppe
{
ΦW(t)
}
t∈R≥0
mit ΦW (· ) : R≥0 → L (W) , t 7→ ΦW(t)
auf W erzeugt. Ensprechend einer Einschränkung linearer Operatoren nach Definition 40 gilt
D(AW) ⊆ D(AV) und
AWx = AVx ∀ x ∈ D(AW) (2.112)
mit D(AW) =
{
x ∈ D(AV)|AWx ∈ W
}
, vergleiche dazu auch [Cur+94] (S. 8). Bezüglich der
stark stetigen Halbgruppe liegt demnach für alle Räume der Raumskala aus (2.109) beziehungs-
weise (2.110) eine Definition vor. Damit sind alle Fälle von Urbildbereichen der stark stetigen
Halbgruppe, die in der Lösung (2.107) beziehungsweise der Ausgangstrajektorie eines Pritchard-
Salamon-Systems (2.108) auftreten können, abgedeckt. Die gemäß Satz 4 auf Seite 48 zu jeder
stark stetigen Halbgruppe existierende Wachstumsgrenze muss für die Halbgruppen TΦ,TΦW ,TΦV
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nicht zwingend übereinstimmen. Falls eine Unterscheidung der Wachstumsgrenzen der genann-
ten Halbgruppen notwendig ist, erfolgt deren Benennung durch ω0,ωW0 ,ωV0 . Falls einem Pritchard-
Salamon-System exponentiell stabile stark stetige Halbgruppe auf W und V zugeordnet sind, wird
das System als exponentiell stabil bezeichnet.
Auf die in diesem Abschnitt eingeführte explizite Kennzeichnung der stark stetigen Halbgruppen
wird innerhalb der Definition der Pritchard-Salamon-Klasse (Definition 7) verzichtet. Aufgrund
der Eindeutigkeit der Erweiterungen und Einschränkungen wird die Kennzeichnung im folgenden
ebenfalls vernachlässigt.
Reguläre Pritchard-Salamon-Systeme
Pritchard-Salamon-Systeme, die zusätzlich die durch (H3) aus [PS87b] (S. 125) gegebene Bedin-
gung
D(AV) −֒→
d
W (2.113)
erfüllen, werden als reguläre ([CZ94] (S. 131), [SC00] (S. 4595)) oder glatte („smooth“) ([Keu93]
(S. 22), [Sas02] (S. 21)) Pritchard-Salamon-Systeme bezeichnet. Die Hervorhebung derartiger Sys-
teme liegt in ihren angenehmen Eigenschaften begründet. Zur Abhängigkeit der Eigenschaften der
Pritchard-Salamon-Systeme von (2.113) sei auf die Betrachtungen in [Cur+94] verwiesen. Laut
Lemma 2.6 aus [Cur+94] (S. 8) stimmen für reguläre Pritchard-Salamon-Systeme das Spektrum
der Erweiterung AV und der Einschränkung AW von A überein. Es gilt dann
σ
(
AW
)
= σ
(
AV
) (2.114)
und damit auch σp
(
AW
)
= σp
(
AV
)
. Proposition 2.7 aus [Cur+94] (S. 9) gibt Bedingungen dafür
an, dass auch die Wachstumsgrenzen der Halbgruppen TΦW und TΦV übereinstimmen.
Zulässige Ein-/Ausgangsoperatoren
Ein wesentlicher Bestandteil verschiedener Klassen unendlich-dimensionaler Systeme bildet die
Definition der im Sinne der jeweiligen Klasse zulässigen Ein-/Ausgangsoperatoren. Im Folgenden
werden die im Sinne der Pritchard-Salamon-Klasse zulässigen Ein-/Ausgangsoperatoren charak-
terisiert, dabei wird die allgemeine Definition der Steuerbarkeits- und Beobachtbarkeitsoperatoren
aus Abschnitt C.2.3 vorausgesetzt.
Das Einsetzen der Lösung der Zustandsgleichung (2.107) in die Ausgangsgleichung (2.108) führt
auf das Ein/-Ausgangsverhalten von Pritchard-Salamon-Systemen im Zeitbereich. Analog zu (2.15)
gilt formal
y(t) = Gu(t) = CΦ(t)x0 + C
t∫
0
Φ (t− τ)B u (τ) dτ +Du(t). (2.115)
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Die Kompatibilität zwischen dem Bildbereich des Eingangsoperators B ∈ L (U ,V) und dem Ur-
bildbereich der stark stetigen Halbgruppe wird durch die im vorangehenden Abschnitt eingeführte
Erweiterung der Halbgruppe gewährleistet. Der erzwungene Anteil der Ausgangstrajektorie y(t) in
Gleichung (2.115) wird durch die sukzessive Anwendung des Ausgangsoperators C und des Steu-
erbarkeitsoperators nach (C.18) beziehungsweise (C.19) beschrieben. Der Integrand des Integrals
aus Gleichung (C.18) oder aus Gleichung (C.19) kann im Allgemeinen für beliebige B ∈ L (U ,V)
Element von V sein, die korrekte Interpretation dieser Integrale wird in [Keu93] erläutert. Der
Verlauf des freien Anteils der Lösung ist nur von den Anfangsbedingungen abhängig, bezüg-
lich derer eine Wahl in V denkbar ist. Die Zustandtrajektorien verlaufen damit nicht zwingend
im Definitionsbereich des Ausgangsoperators, d.h. nicht alle denkbaren Kombinationen von Ein-
/Ausgangsoperatoren mit B ∈ L (U ,V) und C ∈ L (W,Y) führen auf ein wohldefiniertes oder
korrekt gestelltes Ein-/Ausgangsverhalten im Sinne der Pritchard-Salamon-Klasse.
Diejenigen Ein-/Ausgangsabbildungen, die auf eine wohldefinierte Gleichung für das Ein-/Aus-
gangsverhalten führen, werden daher hervorgehoben und als zulässige Ein-/Ausgangsoperatoren
zu einer stark stetigen Halbgruppe TΦ im Sinne der Pritchard-Salamon-Klasse definiert ([PS87b],
[Keu93] oder [Cur+94]).
Definition 8 (Zulässige Ein-/Ausgangsoperatoren) Es seien W,V,U ,Y Hilberträume.
ZIO1) B ∈ L (U ,V) wird als zulässiger Eingangsoperator zu einer stark stetigen Halbgruppe
Φ (t) bezeichnet, falls für alle u ∈ L2 ([ 0,t1 ],U) positive Konstanten t1,c1 > 0 existieren,
sodass
Bt1u =
t1∫
0
Φ (t1 − τ)B u(τ)dτ ∈ W (2.116)
sowie
‖Bt1u‖W ≤ c1 ‖u‖L2([0,t1],U) ∀ u ∈ L
2 ([ 0,t1 ],U) (2.117)
gilt.
ZIO2) Als zulässiger Ausgangsoperator zu einer stark stetigen Halbgruppe Φ (t) wird C ∈
L (W,Y) bezeichnet, falls positive Konstanten t2,c2 > 0 existieren, sodass
‖C Φ (· )x‖L2([0,t2],Y) ≤ c2 ‖x‖V , ∀ x ∈ W. (2.118)
✷
Die Zulässigkeit der Ein-/Ausgangsoperatoren wird in der voranstehenden Definition im wesent-
lichen anhand von Forderungen bezüglich der Beschränktheit des Steuerbarkeitsoperators bezie-
hungsweise des Beobachtbarkeitsoperators festgelegt. Für das Beispielsystem wird Definition 8 in
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Abschnitt C.4 als Ausgangspunkt für die Herleitung von Kriterien für die Zulässigkeit der Ein-
/Ausgangsoperatoren genutzt.
Unter der Berücksichtigung zulässiger Ein- und Ausgangsoperatoren (Definition 8) sind die be-
züglich der Korrektgestelltheit von (2.115) geschilderten Probleme weitestgehend behoben. Mit
Eingangssignalen u ∈ L2 ([ 0,t1 ],U) beziehungsweise u ∈ L2lok ([0,∞) ,U) muss zur Bestimmung
der Regularität der Ausgangstrajektorie lediglich eine Fallunterscheidung in Abhängigkeit von den
Anfangsbedingungen getroffen werden.
Für x0 ∈ W liegt der erzwungene Anteil der Zustandstrajektorie nach (2.116) in W , für die Ein-
schränkung der Halbgruppe gilt Φ(t) ∈ L (W). Somit ist die Zustandstrajektorie auf dem Zeitin-
tervall [0,∞) kontinuierlich mit Werten aus W ([Cur+94] (S. 11)). Da für den Ausgangsoperator
C ∈ L (W,Y) gilt, ergibt sich eine stetige Ausgangstrajektorie y(t) auf dem Zeitintervall [0,∞).
Für x0 ∈ V findet die stetige Fortsetzung des Beobachtbarkeitsoperators CVt1 ∈ L (V,L
2 ([ 0,t1 ),Y))
gemäß C2) aus Abschnitt C.3.1 Verwendung, wobei durch (2.118) lediglich eine stetige Fortset-
zung bezüglich einer Abbildung in L2 ([ 0,t1 ],Y) gefordert wird. Damit kann im Allgemeinen für
die Ausgangstrajektorie y(t) kein über dem Zeitintervall stetiger Verlauf mehr garantiert werden.
Vielmehr ist die Ausgangstrajektorie in (2.115) nicht mehr punktweise zu interpretieren, sondern
lediglich im Sinne der Äquivalenzklassen lokal quadratisch Lebesgue-integrierbarer Funktion. Für
u ∈ L2lok ([0,∞) ,U) folgt entsprechend y ∈ L2lok ([0,∞) ,Y).
Anschaulich garantiert für alle Pritchard-Salamon Systeme die Annahme von Anfangsbedingungen
im kleineren Raum x0 ∈ W sowie ausreichend gutmütiger Eingangssignale u ∈ L2lok ([0,∞) ,U)
einen hinsichtlich der Zeit kontinuierlichen Verlauf von Zustands- und Ausgangstrajektorie. Der
erzwungene Anteil der Dynamik eines Pritchard-Salamon-Systems erweist sich unter der Annah-
me zulässiger Eingangsoperatoren sowohl im Hinblick auf die Zustandstrajektorien als auch auf
die Ausgangstrajektorie als unproblematisch. Der freie Anteil der Lösung lässt sich für x0 ∈ V
durch die Erweiterung der stark stetigen Halbgruppe auf V handhaben, was insgesamt in einem
kontinuierlichen Verlauf der Zustandstrajektorie, allerdings in V , mündet. Der Verlauf der Aus-
gangstrajektorie y ∈ L2lok ([0,∞) ,Y) hingegen ist im Allgemeinen hinsichtlich der Zeit nur noch
fast überall definiert.
Übertragungsverhalten von Pritchard-Salamon-Systemen
Dieser Abschnitt widmet sich dem Übertragungsverhalten von Pritchard-Salamon-Systemen. Der
Schwerpunkt liegt dabei auf der Formulierung des Zusammenhangs zwischen der Ein-/Ausgangs-
abbildung im Bildbereich der Laplace-Transformation und den Operatoren der Zustandsraumdar-
stellung. Damit wird in erster Linie eine Verbindung zwischen der aus der mathematischen Modell-
bildung resultierenden Zustandsraumdarstellung und der verschiedentlich auf Frequenzbereichs-
methoden beruhenden Identifikation eines realen Systems hergestellt. Weiterführende Betrachtun-
gen bezüglich der behandelten Systemklassen wie beispielsweise algebraische Charakterisierung,
Invarianz unter statischer sowie dynamischer Ausgangsrückführung oder Äquivalenz von interner
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zu externer Stabilität finden sich beispielsweise in [Log92; Cur+94] und werden an dieser Stelle
auf wenige im weiteren Verlauf notwendige Aussagen reduziert.
Im Folgenden wird im Hinblick auf das Beispielsystem ein Pritchard-Salamon-Systems gemäß
Definition 7 mit zulässigen Ein-/Ausgangsoperatoren und verschwindenden Anfangsbedingungen
x0 = 0 angenommen. Um anstelle der formal aufwendigeren Definition der Übertragungsfunktion
allgemeiner Pritchard-Salamon-Systeme aus [Cur+94] (S. 12) problemlos die kompaktere Defi-
nition aus [Sas02] verwenden zu können, wird ferner die Regularität der betrachteten Pritchard-
Salamon-Systeme vorausgesetzt.
Entsprechend [Sas02] (S. 21) besitzt ein reguläres Pritchard-Salamon-System Σ (A,B,C,D) eine
durch y(s) = G(s)u(s), auf einer Halbebene C+η = {s ∈ C|Re (s) > η} , η = max
(
ωW0 ,ω
V
0
)
der
komplexen Zahlen definierte, analytische Übertragungsfunktion. Ausgedrückt durch die Operato-
ren der Zustandsraumdarstellung lautet die analytische Funktion G : C+η → L (U ,Y) , s 7→ G(s)
dann
G(s) = C
(
sI − AV
)−1
B. (2.119)
Der Zusammenhang zwischen der Übertragungsfunktion und den Operatoren der Zustandsraum-
darstellung beinhaltet die Resolvente C
(
sI −AV
)−1
B = CR
(
s,AV
)
B der in Abschnitt 2.3.2
definierten Erweiterung des Systemoperators, also die Laplace-Transformierte der durch AV er-
zeugten stark stetigen Halbgruppe ΦV ∈ L (V). Den Ausführungen aus [Cur+94] (S. 15) folgend,
gilt für jedes Pritchard-Salamon-System
C
(
sI − AW
)−1
B = C
(
sI −AV
)−1
B (2.120)
für alle s ∈ C+
max(ωW0 ,ωV0 )
.
Einen schönen Überblick über die Übertragungsfunktionen unendlich-dimensionaler Systeme zu-
sammen mit der Definition relevanter Eigenschaften solcher Übertragungsfunktionen sowie zahl-
reichen Beispielen geben die Betrachtungen in [CM09]. In diesem Zusammenhang sei auf die ver-
schiedentlich in den Eigenschaften der Übertragungsfunktionen unendlich-dimensionaler Syste-
me gegenüber dem Fall rationaler Übertragungsfunktionen zusätzlich erforderlichen mathemati-
schen Details hingewiesen. Als Beispiel sei die Minimalphasigkeit der Übertragungsfunktion einer
Strecke genannt, die eine wichtige Rolle in Bezug auf die Limitierung der innerhalb eines ge-
schlossenen Regelkreises erreichbaren Performance spielt. Die Definition der Minimalphasigkeit
der Übertragungsfunktionen unendlich-dimensionaler Systeme lässt sich [CM09] oder der dort ge-
nannten Quelle (Definition A.,[RR85] (S. 94)) entnehmen, während der endlich-dimensionale Fall
in Definition (4.36) [Fö13] behandelt wird. Letztere Definition ist vergleichbar mit Proposition
5.4 aus [JMT07] (S. 1660), wobei letztere als Kriterium für die Überprüfung der Minimalphasig-
keit der Übertragungsfunktionen unendlich-dimensionaler Systeme angesehen werden kann. In Er-
weiterung zum endlich-dimensionalen Fall ist insbesondere der endliche relative Grad (Definition
5.3, [JMT07] (S. 1659)) einer Übertragungsfunktion nachzuweisen, eine Eigenschaft, die rationale
Übertragungsfunktionen stets besitzen.
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2.3.3 Formulierung des Beispielystems in der Pritchard-Salamon-Klasse
Die Definition der Zulässigkeit von Ein-/Ausgangsoperatoren gemäß Definition 8 zeigt, dass ei-
ne Formulierung in der Pritchard-Salamon-Klasse nicht für jedes unendlich-dimensionale System
möglich ist. Zu einem gegebenen System ist demnach fallspezifisch zu überprüfen, ob es in der
Pritchard-Salamon-Klasse zu formulieren ist. Dabei gilt es im Allgemeinen zu ermitteln, in wel-
chen Räumen das zugehörige Cauchy-Problem eine kontinuierliche Lösung besitzt. Dieser Ab-
schnitt enthält das Vorgehen zur Formulierung des Beispielsystems als Pritchard-Salamon-System.
Durch den Nachweis der Zugehörigkeit des Beispielsystems zur Pritchard-Salamon-Klasse lassen
sich die klassenbezogenen Aussagen dieser Systemklasse auf das Beispielsystem anwenden.
Einleitend werden verschiedene Annahmen hinsichtlich des Beispielsystems kompakt eingeführt.
Nachfolgend dienen die Betrachtungen zur Beschränktheit der Ein-/Ausgangsoperatoren der Fest-
legung der Räume V und W . Die resultierende Festlegung der beiden Räume gewährleistet, dass
die Ein-/Ausgangsoperatoren jeweils für sich die notwendige Beschränktheit aufweisen. Im An-
schluss wird die Zulässigkeit der Ein-/Ausgangsoperatoren überprüft und damit der Nachweis
erbracht, dass die Kombination der beiden Operatoren in der gewählten Formulierung ein für
Pritchard-Salamon-Systeme tolerierbares Maß an Unbeschränktheit aufweist. Auf den damit er-
brachten Nachweis der Zugehörigkeit des Beispielsystems zur Pritchard-Salamon-Klasse folgt die
Einordnung der gewählten Formulierung in den Kontext der in Abschnitt B.9.3 definierten Interpo-
lationsräume und damit in einen bei der Formulierung unendlich-dimensionaler Systeme üblichen
Rahmen. Die abschließende Zusammenfassung der Formulierung des Beispielsystem enthält den
Nachweis, dass es sich bei dem Beispielsystem um ein reguläres Pritchard-Salamon-System han-
delt, welches zudem über einen nuklearen Hankel-Operator verfügt.
Der in diesem Abschnitt exemplarisch für das Beispielsystem gezeigte Zugehörigkeitsbeweis, die
Wahl der zugrunde liegenden Räume und die Klassifizierung des Hankel-Operators stützen sich auf
die in Abschnitt C.4 allgemein für Systeme mit diagonalisierbaren Systemoperatoren hergeleiteten
Kriterien.
Annahmen bezüglich des Beispielsystems
In Vorgriff auf Abschnitt 3.1.3 dient die Menge der Rechtseigenvektoren {vi}i∈I des in Gleichung
(2.79) definierten Systemoperators als Rieszbasis des Zustandsraums, wohingegen die Menge sei-
ner Linkseigenvektoren {wi}i∈I als zur Rieszbasis biorthogonale Menge eingeführt wird. Die Ei-
genvektoren des Systemoperators sind durch Gleichung (D.23) aus Abschnitt D.1.1 gegeben, wäh-
rend die Eigenvektoren des adjungierten Systemoperators durch Gleichung (D.29) aus Abschnitt
D.1.2 beschrieben werden. Eine Normierung der beiden Mengen erfolgt in Anhang D.1.4 bezüg-
lich des energetischen Innenprodukts aus Gleichung (2.84) und es gilt
vi =
(
λS,i − λ
2
i
)− 1
2︸ ︷︷ ︸
v∗i
(
ψ˜|i|
λiψ˜|i|
)
, wi = (λS,i − λ2i )
− 1
2︸ ︷︷ ︸
w∗i
(
ψ˜|i|
−λiψ˜|i|
)
(2.121)
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für i ∈ I.
Die vi,wi und λi werden in Abschnitt D.1.1 Abschnitt D.1.2 durch die Indexmenge I = I− ∪ I˜+
indexiert. Gleichwertig lässt sich eine Indexierung der benannten Mengen durch I+ vornehmen.
Dazu ist lediglich eine Umordnung der entsprechenden Größen notwendig.
Eine Darstellung der Elemente des Zustandsraums lautet entsprechend x =
∑
i∈I+
〈x,wi〉vi. Für den
durch Gleichung (2.83) festgelegten Zustandsraum gilt X = D(S 12 ) × L2 (Ω) = H 1
2
× H . Unter
Annahme von x =
(
x1 x2
)T
ist die Norm auf X durch ‖x‖2X = 〈x1,x1〉X1 + 〈x2,x2〉X2 für alle
x ∈ X gegeben, wobei ‖x1‖X1 = 〈S
1
2x1,S
1
2x1〉
1
2 und ‖x2‖X2 = 〈x2,x2〉
1
2 gilt. Unter Ausnutzung
der Rieszbasis des Zustandsraums {vi}i∈I+ lautet eine Charakterisierung des Zustandsraums
X =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|〈x,wi〉|
2 <∞
}
. (2.122)
Entsprechend der Ausführungen aus Abschnitt C.4.1 werden die Räume W und V ausgehend von
(2.122) eingeführt. Im Folgenden gilt V = Hβ. Hβ wird mit der Norm ‖·‖2Hβ = 〈·,·〉Hβ , indu-
ziert durch das in (C.70) aufgeführte Innenprodukt, versehen. Eine Charakterisierung von Hβ ist
(C.69) zu entnehmen. Ferner wird die Festlegung W = Hγ getroffen. Die Norm auf Hγ lau-
tet ‖·‖2Hγ = 〈·,·〉Hγ mit dem Innenprodukt gemäß (C.76). Die Charakterisierung von Hγ ist durch
(C.75) gegeben.
Die Räume W = Hγ und V = Hβ sind damit noch nicht vollständig festgelegt, vielmehr liegt
eine Parametrisierung der Räume auf Basis der zu bestimmenden Folgen {γi}i∈I+ beziehungs-
weise {βi}i∈I+ vor. Eine wesentliche Rolle bei der Bestimmung von W und V spielen der Ein-
/Ausgangsoperator des Beispielsystems, wobei B ∈ L (U ,V) und C ∈ L (W,Y) gelten muss. Die
Repräsentation der Ein-/ Ausgangsoperatoren basiert auf den jeweils zugehörigen Folgen der Ent-
wicklungskoeffizienten {b∗i }i∈I+ und {c∗i }i∈I+ , innerhalb derer die einzelnen Koeffizienten formal
durch Gleichung (2.36) beziehungsweise Gleichung (2.40) definiert sind.
Beschränktheit des Eingangsoperators
Als Motivation, das Beispielsystem in der Pritchard-Salamon-Klasse zu formulieren, zeigen die
folgenden Betrachtungen die Unbeschränktheit des Eingangsoperators des Beispielsystems als Ab-
bildung in den Zustandsraum X = H 1
2
×H . Da die Zulässigkeit eines Eingangsoperators im Sinne
der Pritchard-Salamon-Klasse B ∈ L (U ,V) voraussetzt, wird anschließend eine entsprechende
Festlegung von V = Hβ durch die Wahl der Folge {βi}i∈I+ getroffen.
Für das Beispielsystem gilt U = C, daher ist das in Abschnitt C.2.1 hergeleitete und durch
(C.10) gegebene Kriterium notwendig und hinreichend für B ∈ L (U ,X ). Die Überprüfung von
{b∗i }i∈I+ ∈ l
2 erfordert die Bestimmung der Entwicklungskoeffizienten b∗i , i ∈ I+. Der Eingangs-
operator des Beispielsystems folgt unter Annahme der Zustände entsprechend (2.78) aus der Be-
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wegungsgleichung (A.23) formal zu
Bu =
(
0
αIn
∂2χ(υ)
∂υ2
)
u. (2.123)
Die im Eingangsoperator (2.123) auftretende Differentiation wird gemäß der Ausführungen aus
Anhang A.2.2 im distributiven Sinne interpretiert und kann entsprechend Gleichung (B.157) als
Funktional auf dem Raum der Testfunktionen beziehungsweise als Dualitätsprodukt dargestellt
werden.
Als Raum der Testfunktionen wird anstelle des Raums der beliebig oft stetig differenzierbaren
Funktionen der zunächst noch nicht genau spezifizierte Raum V ′ eingeführt. Für die Verwendung
von geeigneten Sobolow-Räumen als Raum der Testfunktionen sei an dieser Stelle beispielsweise
auf die Ausführungen in [Alt06] (S. 169) verwiesen.
Für die Überprüfung der Beschränktheit des Eingangsoperators wird zunächst die Darstellung aus
(2.38) verwendet, entsprechend gilt
Bu = lim
N→∞
∑
i∈IN+
〈b∗i ,u〉Uvi. (2.124)
Da der ZustandsraumX mit seinem DualraumX ′ übereinstimmt, ist das Dualitätsprodukt zwischen
diesen Räumen mit dem Innenprodukt auf X identisch. Ferner wird X −֒→
d
V vorausgesetzt und
das Dualitätsprodukt zwischen V und V ′ als stetige Fortsetzung des Innenprodukts, definiert durch
(B.103) in Abschnitt B.9.1, angesehen. Mit x = Bu in (B.103) lässt sich daher
〈wj,iY ′Bu〉V ′×V = limN→∞
〈
∑
i∈IN+
〈b∗i ,u〉Uvi,iXwj〉X
= 〈b∗i ,u〉U (2.125)
schreiben. Dabei wird neben der Biorthogonalität von {vi}i∈I+ und {wi}i∈I+ der Zusammenhang
für das Innenprodukt aus Gleichung (2.37) ausgenutzt. Der Ansatz zur Berechnung der einzelnen
Entwicklungskoeffizienten des Eingangsoperators stimmt somit formal für den beschränkten und
den unbeschränkten Fall überein.
Die Eigenvektoren des adjungierten Systemoperators {wi}i∈I+ bilden eine Rieszbasis des Zustands-
raums X und werden zudem als Elemente von V ′ −֒→
d
X angenommen. An dieser Stelle werden die
{wi}i∈I+ als Testfunktionen interpretiert. Sie müssen unter anderem über ausreichend Regulari-
tät verfügen, um nach einer örtlichen Differentiation noch eine Punktauswertung zu erlauben. Im
Fall des Beispielsystems führt das Einsetzen des Eingangsoperators aus Gleichung (2.123) in das
Innenprodukt auf X formal auf
〈
(
0
αIn
∂2χ(υ)
∂υ2
)
u,
(
w1,i
w2,i
)
〉X = 〈u,− αInw
∗
i λi
(
δυr
(
∂ψ˜|i|
∂υ
)
− δυl
(
∂ψ˜|i|
∂υ
))
〉U . (2.126)
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Die rechte Seite der voranstehenden Gleichung kann damit als Basis zur Bestimmung der Ent-
wicklungskoeffizienten im Fall des Beispielsystems angesehen werden, die sich in die Allgemeine
Gleichung (2.125) überführen lässt.
Da die Linkseigenvektoren des Beispielsystems aus Gleichung (2.121) die zugehörigen Randbe-
dingungen aufgrund von ∂ψ˜|i|
∂υ(y)
|y=υl = 0 erfüllen, vereinfachen sich die Entwicklungskoeffizienten
des Eingangsoperators aus Gleichung (2.126) zu
B∗wi = b∗i = −αInw
∗
i λiδυr
(
∂ψ˜|i|
∂υ
)
, i ∈ I+. (2.127)
Für den skalaren Fall folgt aufgrund von 〈u,B∗wi〉U = 〈B∗wi,u〉U = B∗wiu und unter Berücksich-
tigung von αIn,δυr
(
∂ψ˜|i|
∂υ
)
∈ R schließlich
B∗wi = b
∗
i = −αInw
∗
i λiδυr
(
∂ψ˜|i|
∂υ
)
, i ∈ I+. (2.128)
Für die Überprüfung der Summierbarkeitsbedingung ist keine Unterscheidung zwischen der endli-
chen Konstante αIn ∈ O (i0) = O (1) und 1 ∈ O (i0) = O (1) erforderlich. Unter Vernachlässigung
von αIn und mit
∣∣λi∣∣ = |λi| gilt
|b∗i |
2 = b∗i b
∗
i = |λi|
2 |w∗i |
2
∣∣∣∣∣δυr
(
∂ψ˜|i|
∂υ
)∣∣∣∣∣
2
(2.129)
wobei δυr
(
∂ψ˜|i|
∂υ
)
=
∂ψ˜|i|
∂υ
|υ=υr . Der vorliegende Fall erlaubt eine Aufspaltung der unendlichen
Reihe, wobei eine erneute Umordnung und veränderte Definition von I+ notwendig ist. Es gilt∑
i∈I+
|b∗i |
2 =
∑
i∈I
|b∗i |
2 =
∑
i∈I˜+
|b∗i |
2 +
∑
i∈I−
|b∗i |
2 . (2.130)
In den voranstehenden unendlichen Reihen sind alle auftretenden Summanden aufgrund der Be-
tragsbildung positiv. Als notwendige Bedingung für die Konvergenz der gesamten Reihe müssen
die den einzelnen Reihen in (2.130) zugrunde liegenden Folgen jeweils Nullfolgen sein. Um die
Divergenz der gesamten Reihe zu zeigen, reicht folglich der Nachweis, dass eine der Folgen keine
Nullfolge ist.
Dazu wird die Ordnung der |b∗i | betrachtet. Ausgehend von der Ordnung der einzelnen Faktoren in
(2.129), die sich in Tabelle 2.2 finden, gilt
|b∗i | ∈
O (i1) , i ∈ I˜+O (i−1) , i ∈ I− (2.131)
für ausreichend große i. Dieses Ergebnis zeigt, dass die in (2.130) aufgeführte Reihe auf Basis
der Folge {b∗i }i∈I+ nicht konvergiert. Da im Falle des skalaren Eingangs {b∗i }i∈I+ ∈ l2 notwen-
dig und hinreichend für die Beschränktheit des Eingangsoperators ist, folgt die Unbeschränktheit
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|λi| |v
∗
i | |w
∗
i |
∣∣∣δυr (ψ˜|i|)∣∣∣ ∣∣∣∣δυr (∂ψ˜|i|∂υ )∣∣∣∣
I˜+0 O
(
i4
)
O
(
i−4
)
O
(
i−4
)
O
(
i0
)
O
(
i1
)
I−0 O
(
i0
)
O
(
i−2
)
O
(
i−2
)
O
(
i0
)
O
(
i1
)
Tabelle 2.2: Ordnung verschiedener in {b∗i }i∈I und {c∗i }i∈I+ auftretender Terme.
des Eingangsoperators des Beispielsystems als Abbildung in den Zustandsraum X . Neben dem
gezeigten Vorgehen ist beispielsweise auch ein Beweis der Divergenz auf Basis einer divergen-
ten Majorante denkbar. In jedem Fall ist eine Formulierung des Beispielsystems mit dem ange-
nommenen Eingangsoperator in der Klasse der Halbgruppen-Regelsysteme mit beschränkten Ein-
/Ausgangsoperatoren nicht sinnvoll möglich.
Für die angestrebte Formulierung innerhalb der Pritchard-Salamon-Klasse muss B ∈ L (U ,V) gel-
ten. Im Fall des Beispielsystems und V = Hβ ist (C.74) dafür eine notwendige und hinreichende
Bedingung. Die Einhaltung von
{
β
1
2
i b
∗
i
}
i∈I+
∈ l2 erfordert β
1
2
i b
∗
i ∈ O
(
i−(1+ǫ)
)
für hinreichend
große i. Um B ∈ L (U ,V) mit einem möglichst kleinen Raum V = Hβ zu gewährleisten, liegt
aufgrund von (2.131) eine Wahl
βi ∈
O
(
i−(3+ǫ)
)
, i ∈ I˜+
O (i0) , i ∈ I−,
(2.132)
nah. Für das Beispielsystem gilt λi = Re (λi) für hinreichend große Indizes. Tabelle 2.2 lässt sich
entnehmen, dass mit der Wahl
βi = |Re (λi)|−1 ∈
O (i−4) , i ∈ I˜+O (i0) , i ∈ I−, (2.133)
die Bedingung (2.132) erfüllt wird. Darüber hinaus gilt |Re (λi)|−1 < 1 für fast alle i ∈ I+.
Mit der geschilderten Wahl ergibt sich aus (C.70) das Innenprodukt auf V = Hβ zu
〈x,y〉V =
∑
i∈I+
|Re (λi)|−1 〈x,wi〉〈y,wi〉 ∀ x ∈ V, ∀y ∈ V (2.134)
und der Raum V ist charakterisiert durch
V =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|Re (λi)|−1 |〈x,wi〉|2 <∞
}
. (2.135)
Aus der Ordnung von |Re (λi)|−1 und |b∗i |
2 folgt
|Re (λi)|−1 |b∗i |
2 ∈
O (i−2) , i ∈ I˜+O (i−2) , i ∈ I−, (2.136)
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entsprechend gilt daher
∑
i∈I+
βi |b∗i |
2 =
∑
i∈I+
|Re (λi)|−1 |b∗i |
2 <∞ und damit B ∈ L (U ,V). Auf-
grund der Eigenschaften der Koeffizienten |Re (λi)| , i ∈ I+ und der Definition von V folgt zudem
X −֒→
d
V . Mit der Festlegung des Zustandsraums als Pivotraum ergibt sich die Raumskala
V ′ −֒→
d
X −֒→
d
V, (2.137)
wobei die Norm auf V ′ durch das Innenprodukt 〈x,y〉V ′ =
∑
i∈I+
|Re (λi)| 〈x,wi〉〈y,wi〉 für alle x ∈ V ′
und für alle y ∈ V ′ induziert wird und V ′ = (Hβ)′ durch
V ′ = (Hβ)
′ =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|Re (λi)| |〈x,wi〉|2 <∞
}
(2.138)
charakterisiert ist.
Beschränktheit des Ausgangsoperators
Die Herleitung des Kriteriums für die Beschränktheit des Ausgangsoperators vom Zustandsraum
in den Ausgangsraum und damit für C ∈ L (X ,Y) findet sich in Abschnitt C.2.2. Da im Fall des
Beispielsystems Y = C gilt, ist (C.17) und damit∑
i∈I+
|c∗i |
2 <∞ (2.139)
notwendig und hinreichend für C ∈ L (X ,Y).
Die zur Überprüfung von (2.139) notwendigen Entwicklungskoeffizienten des Ausgangsopera-
tors {c∗i }i∈I+ sind im Allgemeinen durch (2.40) definiert. Zur Bestimmung der Ordnung der Ent-
wicklungskoeffizienten des Ausgangsoperators des Beispielsystems wird eine Messung am rechten
Rand υMess = L = υr angenommen. Diese Annahme führt aufgrund der in Abbildung 3.1 auf Seite
95 für i = 1, . . . ,4 dargestellten Form der ψ˜|i| auf die größtmögliche Ordnung der Entwicklungsko-
effizienten des Ausgangsoperators. Für den durch die Ausführungen in Abschnitt 1.3 festgelegten
Ausgangsoperator und die Eigenvektoren vi entsprechend (2.121) gilt damit
c∗i = Cvi = v
∗
i δυr
(
ψ˜|i|
)
(2.140)
und entsprechend
|c∗i |
2 = |v∗i |
2
∣∣∣δυr (ψ˜|i|)∣∣∣2 (2.141)
mit δυr
(
ψ˜|i|
)
= ψ˜|i||υ=υr . Die Komplexitätsklassen von |v∗i | und
∣∣∣δυr (ψ˜|i|)∣∣∣ sind jeweils in Tabelle
2.2 aufgeführt und es folgt
|c∗i |
2 ∈
O (i−8) , i ∈ I˜+O (i−4) , i ∈ I−. (2.142)
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Demnach ist C ∈ L (X ,Y). Zur Formulierung des Beispielsystems in der Pritchard-Salamon-
Klasse ist C ∈ L (W,Y) sicherzustellen. Diese Bedingung wird für W = Hγ und eine Wahl
von
γi = 1, ∀i ∈ I
+ (2.143)
gewährleistet. Entsprechend (C.75) ist mit (2.143)
W = Hγ =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|〈x,wi〉|
2 <∞
}
(2.144)
und damit W = X . Für die Norm auf W folgt ‖x‖W = 〈x,x〉
1
2
W mit 〈x,y〉W = 〈x,y〉 für alle
x ∈ W,y ∈ W . Aufgrund der Definition von W und V sowie (2.137) ergibt sich
W = X −֒→
d
V. (2.145)
Zulässigkeit des Eingangs-/ und Ausgangsoperators
Die Formulierung des Beispielsystems in der Pritchard-Salamon-Klasse verlangt zulässige Ein-
/Ausgangsoperatoren im Sinne von Definition 8. Für B ∈ L (U ,V) lässt sich im Falle des Bei-
spielsystems die Zulässigkeit von B anhand des in Abschnitt C.4.3 hergeleiteten hinreichenden
Kriteriums überprüfen. Gemäß (C.83) ist B zulässig, falls∑
i∈I+
γi ‖b∗i ‖
2
U
|Re (λi)|
<∞. (2.146)
Aufgrund der durch (2.143) beschriebenen Wahl γi = 1, ∀i ∈ I+ muss also∑
i∈I+
‖b∗i ‖
2
U
|Re (λi)|
<∞ (2.147)
gelten. Aus (2.136) ist die Einhaltung dieser Bedingung bekannt. Folglich handelt es sich bei B ∈
L (U ,V) unter Berücksichtigung der Festlegung vonW um einen zulässigen Eingangsoperator zum
Beispielsystem im Sinne der Pritchard-Salamon-Klasse.
Zulässigkeit des Ausgangsoperators
Die Herleitung eines hinlänglichen Kriteriums für die Zulässigkeit des Ausgangsoperators C ∈
L (X ,Y) des Beispielsystems im Sinne der Pritchard-Salamon-Klasse findet sich in Abschnitt C.4.4.
C ∈ L (X ,Y) ist im genannten Sinne zulässig, falls (C.84) und damit∑
i∈I+
|c∗i |
2
βi |Re (λi)|
<∞ (2.148)
erfüllt wird. Im Fall des Beispielsystems wird βi = |Re (λi)|−1 in (2.133) festgelegt. Entsprechend
ergibt sich aus (2.148) die hinreichende Bedingung für die Zulässigkeit von C zu ∑
i∈I+
|c∗i |
2 < ∞.
Aufgrund von C ∈ L (X ,Y) wird diese Bedingung erfüllt und der Ausgangsoperator des Beispiel-
systems ist für die getroffene Wahl von V zulässig im Sinne von Definition 8.
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Bemerkung zur Wahl des Raumes V
Die Formulierung des Beispielsystems als Pritchard-Salamon-System beinhaltet die Charakterisie-
rung von V = Hβ in (2.135) als Vervollständigung des Zustandsraums im Sinne der durch das
Innenprodukt aus (2.134) definierten Norm. Für das Beispielsystem wird speziell V durch die Wahl
von βi = |Re (λi)|−1 festgelegt. Gleichzeitig gilt für das Beispielsystem λi = Re (λi) für hinrei-
chend große Indizes.
Aus diesem Grund lässt sich für das Beispielsystem und den Raum V = Hβ eine Interpretation als
Interpolationsraum angeben. Eine kurze Einführung der Interpolationsräume erfolgt in Abschnitt
B.9.3. An dieser Stelle ist V als Vervollständigung von X in der Norm
‖x‖2V =
∑
i∈I+
|Re (λi)|−1 |〈x,wi〉|2 (2.149)
anzusehen, während die InterpolationsräumeH−α eine Vervollständig von X in der Norm
‖x‖2−α = 〈x,x〉−α =
∑
i∈I+
|λi|
−2α |〈x,wi〉|
2 . (2.150)
mit dem Innenprodukt aus (B.124) sind. Die Charakterisierung von H−α ist entsprechend durch
(B.125) von Seite 301 gegeben.
Im Fall des Beispielsystems ist |λi| = |Re (λi)| für fast alle i ∈ I+ und damit |λi| 6= |Re (λi)|
nur für endlich viele i ∈ I+. Für die Wahl α = 1
2
sind die Norm ‖x‖V aus (2.149) und die Norm
(2.150) nur hinsichtlich endlich vieler Summanden voneinander verschieden. Daher wird die Äqui-
valenz von ‖x‖− 1
2
und ‖x‖V angenommen. Die Vernachlässigung endlich vieler Summanden findet
sich beispielsweise auch in [Cur88]. Dort werden die Beiträge der zu endlich vielen instabilen Ei-
genwerten endlicher Ordnung gehörenden Eigenräume zu einer unendlichen Reihe vernachlässigt.
Aus diesem Ergebnis lässt sich schließen, dass die Definition des Raums V = Hβ im Fall des
Beispielsystems der Definition des InterpolationsraumsH− 1
2
entspricht.
Die Verwendung der Interpolationsräume erlaubt es, die Unbeschränktheit von B zu quantifizieren.
Im Sinne von [RW00] (S. 218) ist der Grad der Unbeschränktheit von B durch das Infimum über
alle α ≥ 0 gegeben für die B ∈ L (U ,X−α). An dieser Stelle wird aus (2.136) ersichtlich, dass die
Reihe auf Basis der Folge
{
|Re (λi)|−2α |b∗i |
2}
i∈I+
auch für kleinere als das gewählte α konvergiert.
Daher ist der Grad der Unbeschränktheit geringer als 1
2
.
Entsprechend der Ausführungen zur analytischen Systemklasse in [Sas02] (S. 26) ergibt sich an
dieser Stelle aus B ∈ L
(
U ,X− 1
2
)
der Zusammenhang A−αB ∈ L (U ,X ).
Abschließende Formulierung des Beispielsystems in der Pritchard-Salamon-Klasse
Dieser Abschnitt dient abschließend der vollständigen Formulierung des Beispielsystem in der
Pritchard-Salamon-Klasse. In den vorangehenden Abschnitten werden die Räume W = Hγ und
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V = Hβ durch die Wahl
γi = 1 und βi = |Re (λi)|−1 , ∀i ∈ I+ (2.151)
in (2.133) und (2.143) festgelegt. Aufgrund dieser Wahl ist
γi = βi |Re (λi)| ,∀i ∈ I+ (2.152)
und es resultiert eine Raumskala der Form
V ′ −֒→
d
W = X −֒→
d
V. (2.153)
Vergleiche dazu auch [Cur88] (S. 27). Zudem folgt mit (2.151) die Beschränktheit B ∈ L (U ,V)
beziehungsweise C ∈ L (W,Y) und Zulässigkeit des Eingangs- und des Ausgangsoperators im
Sinne von Definition 8.
Für das Beispielsystem steht damit eine Formulierung zu Verfügung, sodass die Bedingungen
DPSC1)-DPSC3) aus Definition 7 erfüllt sind. Damit ist das Beispielsystem in der Pritchard-
Salamon-Klasse sinnvoll formuliert. Aus dieser Zugehörigkeit resultiert unmittelbar die Existenz
und Eindeutigkeit der Lösung des Beispielsystems in dem in Abschnitt 2.3.2 beschriebenen Maße.
Da die Eigenvektoren {vi}i∈I+ des Systemoperators des Beispielsystems eine Rieszbasis des Zu-
standsraums bilden, lässt sich (B.81) aus Satz 53 entnehmen, dass
D (A) =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|λi|
2 |〈x,wi〉|
2 <∞
}
. (2.154)
Aus der Definition von D (A) folgt, dass D (A) dem Interpolationsraum H1 (Abschnitt B.9.3) ent-
spricht, und somit D (A) = H1 gilt. Für den Systemoperator des Beispielsystem A existiert eine
Erweiterung auf V , benannt durch AV . AV ist der infinitesimale Erzeuger der stark stetigen Halb-
gruppe TΦV =
{
ΦV (t)
}
t∈R≥0
auf V . Im Fall des Beispielsystems ist∑
i∈I+
|Re (λi)|−1 |λi|2 |〈x,wi〉|2 =
∑
i∈I+
|λi| |〈x,wi〉|
2 =
∑
i∈I+
|Re (λi)| |〈x,wi〉|2 (2.155)
für fast alle i ∈ I+. Der Argumentation des vorangehenden Abschnitts folgend, lässt sich daher der
Definitionsbereich von AV mittels
D(AV) =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|λi| |〈x,wi〉|
2 <∞
}
(2.156)
definieren und es gilt D(AV) = H 1
2
. Dabei entspricht H 1
2
dem Dualraum zu V = H− 1
2
(Ab-
schnitt B.9.3). Da W = X und die Elemente des Zustandsraums durch x = ∑
i∈I+
〈x,wi〉vi mit∑
i∈I+
|〈x,wi〉|
2 <∞ gekennzeichnet sind, folgt
D(AV) −֒→
d
W. (2.157)
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Damit ist das Beispielsystem ein reguläres beziehungsweise glattes („smooth“) Pritchard-Salamon-
System. Demnach gilt (2.114) und die Wachstumsgrenzen der Halbgruppen TΦW und TΦV stimmen
für das Beispielsystem miteinander überein. Ausgehend von den Ordnungen aus (2.131), (2.142)
und Tabelle 2.2 gilt für das Beispielsystem ferner
|c∗i | |b
∗
i |
|Re (λi)|
1
2
∈
O (i−5) ,i ∈ I˜+O (i−3) ,i ∈ I−. (2.158)
Damit erfüllt das Beispielsystem die Gleichung (2.21) des Lemmas 2.4. aus [Cur88] (S. 26). Auf-
grund von (2.158) hält das Beispielsystem außerdem Bedingung (C.86) ein, folglich ist der Hankel-
Operator des Beispielsystems Hilbert-Schmidt und damit auch kompakt. Die Kompaktheit des
Hankel-Operators des Beispielsystems folgt allerdings auch aus Satz 65.
Das exponentiell stabile Beispielsystem erfüllt mit der Wahl αi = c∗i b∗i T = c∗i b∗i , i ∈ I+ und
βi = λi, i ∈ I+ die Bedingungen aus Satz 66. Mit |c∗i b∗i | = |c∗i | |b∗i | gilt
|c∗i | |b
∗
i |
|Re (λi)|
∈
O (i−7) ,i ∈ I˜+O (i−3) ,i ∈ I−. (2.159)
Aufgrund der voranstehenden Ordnungen wird (C.88) eingehalten und der Hankel-Operator des
Beispielsystems ist nuklear.
2.3.4 Übertragungsverhalten des Beispielsystems
Der vorliegende Abschnitt dient der Einführung verschiedener Formulierungen des Übertragungs-
verhaltens des Beispielsystems. Im ersten Ansatz wird, ausgehend von der starken Bewegungsglei-
chung des Beispielsystems, ein inhomogenes Randwertproblem definiert und durch dessen Lösung
eine geschlossene Formulierung der Übertragungsfunktion des trimorphen Biegewandlers erzeugt
[CW92; CM09]. Die geschlossene, exakte Formulierung des gesuchten Ein-/Ausgangsverhaltens
eignet sich insbesondere zu Vergleichszwecken und zur Analyse der Abweichung, die ein approxi-
miertes, endlich-dimensionales Modell zum exakten Modell aufweist.
In einem zweiten Schritt erfolgt die Verknüpfung des Übertragungsverhaltens des Beispielsystems
mit den Operatoren der Zustandsraumdarstellung dieses Systems. Die fallspezifische Umsetzung
von (2.119) mündet in einer Reihendarstellung der Übertragungsfunktion des Beispielsystems. Da-
bei wird in erster Linie die Tatsache ausgenutzt, dass die Eigenvektoren des Beispielsystems eine
Rieszbasis des Zustandsraums bilden. Eine derartige Reihendarstellung entspricht einer modalen
Darstellung des Übertragungsverhaltens und eignet sich auf natürliche Weise zur Erstellung appro-
ximierter endlich-dimensionaler Beschreibungen des Übertragungsverhaltens. Die auf diese Weise
entstehenden endlich-dimensionalen Approximationen des unendlich-dimensionalen Modells wei-
sen bis zu ihrer Ordnung exakt die Pole des unendlich-dimensionalen Modells auf. Bei den enthal-
tenen Nullstellen handelt es sich allerdings lediglich um Näherungen. Aus diesem Grund wird ab-
schließend eine Produktentwicklung des Übertragungsverhaltens des Beispielsystems eingeführt.
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Die Produktentwicklung enthält selbst im Falle einer endlich-dimensionalen Approximation des
Übertragungsverhaltens des Beispielsystems bis zur verwendeten Ordnung der Approximation die
exakten Nullstellen des unendlich-dimensionalen Systems. Abschließend erfolgt die Parametrie-
rung der mathematischen Modelle des Übertragungsverhaltens des Beispielsystems unter Zuhilfe-
nahme der am realen Beispielsystem gemessenen Frequenzgänge.
Geschlossene Lösung des Übertragungsverhaltens des Beispielsystems
Das Vorgehen zur Bestimmung der geschlossenen Formulierung des Übertragungsverhaltens des
Beispielsystem beruht im Wesentlichen auf der Lösung eines inhomogenen Randwertproblems, das
sich durch die Anwendung der Laplace-Transformation hinsichtlich der zeitlichen Unabhängigen
auf die Bewegungsgleichung des Systems ergibt. Die Herleitung der gesuchten Übertragungsfunk-
tion wird detailliert in Abschnitt C.5 ausgeführt. In Abhängigkeit vom Ort der Messung und der
komplexen Variable s ist die geschlossene Lösung des Übertragungsverhaltens des Beispielsys-
tems G(s) = w(υMess,s)
VPk(s)
durch Gleichung (C.112) gegeben.
Insbesondere die Annahme einer Messung der Auslenkung des trimorphen Biegewandlers am rech-
ten Rand des örtlichen Gebiets υMess = υr = L führt ausgehend von (C.112) auf ein vergleichsweise
übersichtliches Übertragungsverhalten des Beispielsystems, beschrieben durch Gleichung (C.113).
Reihendarstellung des Übertragungsverhaltens des Beispielsystems
Falls die Eigenvektoren des Systemoperators {vi}i∈I+ eines regulären Pritchard-Salamon-Systems
eine Rieszbasis des Zustandsraums bilden, lässt sich eine dem System zugeordnete Übertragungs-
funktion unmittelbar auf Basis einer Reihendarstellung angeben. Die Resolvente des Systemope-
rators lässt sich dann gemäß (B.83) aus Satz 53 ausdrücken. Der Nachweis, dass die Eigenvek-
toren des Systemoperators des Beispielsystems {vi}i∈I+ dieser Voraussetzung genügen, wird in
Abschnitt 3.1.3 gezeigt. Die Übertragungsfunktion des Beispielsystems stimmt formal mit (2.44)
aus Abschnitt 2.1.3 überein. Da für das Beispielsystem D (A) −֒→
d
W = X −֒→
d
V und (2.120) gilt,
ist die gesuchte Reihendarstellung durch
y (s) = G(s)u (s) =
∑
i∈I+
c∗i b
∗
i
s+ λi
u (s) (2.160)
gegeben, wobei die b∗i ,∀i ∈ I+ durch (2.128) und die c∗i ,∀i ∈ I+ durch (2.140) beschrieben wer-
den. (2.160) gibt unter Einbeziehung aller i ∈ I+ exakt das Ein-/Ausgangsverhalten wieder und
ist damit äquivalent zu der im vorangehenden Abschnitt vorgestellten geschlossenen Lösung des
Ein-/Ausgangsverhaltens. Die Abhängigkeit vom Ort der Messung ist im Fall der Reihendarstel-
lung in den Entwicklungskoeffizienten des Ausgangsoperators enthalten. Die Darstellung des Über-
tragungsverhaltens mittels einer Reihe (2.160) entspricht der bekannten modalen Darstellung des
Übertragungsverhaltens endlich-dimensionaler System und eignet sich auf natürliche Weise für ei-
ne endlich-dimensionale Approximation des dynamischen Verhaltens zugrunde liegender Systeme.
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Aus (2.160) lässt sich erkennen, dass die im Fall der Berücksichtigung einer lediglich endlichen
Anzahl von Summanden im Nenner auftretenden Singularitäten eine echte Untermenge der Singu-
laritäten des Nenners im Falle unendlich vieler Summanden i ∈ I+ sind. Daraus folgt unmittelbar,
dass die Singularitäten des Nenners einer Übertragungsfunktion auf Basis einer endlichen Appro-
ximation von (2.160) eine Untermenge der Singularitäten von (2.160) für i ∈ I+ sind. Die Singu-
laritäten des Zählers einer derartigen endlich-dimensionalen Approximation entsprechen dagegen
nicht exakt den Singularitäten der durch (2.160) unter Einbeziehung von i ∈ I+ definierten exakten
Übertragungsfunktion.
Produktentwicklung des Übertragungsverhaltens des Beispielsystems
Die bisher vorgestellten Darstellungsformen unendlich-dimensionaler Systeme im Frequenzbereich
ermöglichen keine einfache Bestimmung der im Übertragungsverhalten derartiger Systeme auftre-
tenden Nullstellen. Diese Einschränkung wird bezüglich des Beispielsystems durch die folgende
Produktentwicklung der zugehörigen transzendenten Übertragungsfunktion aus Gleichung (C.113)
aufgehoben. Mathematisch stützt sich die angestrebte Produktentwicklung auf den Weierstraßschen
Produktsatz ([Jä04; RS07]). Eine umfassende Betrachtung im Kontext des Übertragungsverhaltens
unendlich-dimensionaler Systeme zusammen mit relevanten Eigenschaften findet sich in [Goo70].
Darüber hinaus enthalten [Len+89] und [Len+91] Anwendungen der Produktentwicklung im Be-
reich der robusten Regelung elastischer Balken und stehen damit im engen Zusammenhang mit
der Anwendung dieser Darstellungsvariante auf das Beispielsystem. Gleiches gilt für [HSW92],
wobei letztere Arbeit darüber hinaus eine Fehlerabschätzung für den Fall eines Abbruchs der Pro-
duktentwicklung nach einer endlichen Anzahl von Faktoren beinhaltet. Den Ausgangspunkt für die
folgenden Betrachtungen bildet (C.113). Damit beschränken sich die Ausführungen auf den Fall,
in dem der Ort der Messung mit dem rechten Rand des trimorphen Biegewandlers übereinstimmt.
Für den transzendenten Ausdruck des Zählers der Übertragungsfunktion gilt
sin (k) sinh (k) = k2
∏
i∈I+
(
1−
k4
i4π4
)
(2.161)
mit k = L
(
− s(s+αV)
αS+αKVs
) 1
4
aus (C.91). Gleichzeitig ergibt sich für den transzendenten Ausdruck des
Nenners der Übertragungsfunktion gemäß [Goo70]
1 + cos (k) cosh (k) = 2
∏
i∈I+
(
1−
k4
k4|i|
)
. (2.162)
Die Bestimmung der k|i|, i ∈ I+ ist in Abschnitt D.1.1 zu finden. Die Konstruktion der Produktent-
wicklung einer transzendenten Funktion nach [Goo70] weist auf eine der an dieser Stelle wichtigs-
ten Eigenschaften der Produktentwicklung hin, nämlich die Erhaltung der Nullstellen dargestellter
Funktionen. Selbst im Falle eines Abbruchs der unendlichen Produkte in (2.161) oder (2.162) nach
einer endlichen Anzahl von Faktoren, bilden die auftretenden Singularitäten eine Untermenge der
2.3 Systeme mit unbeschränkten Ein-/Ausgangsoperatoren 85
Singularitäten der Produktentwicklung im Falle i ∈ I+. Darüber hinaus stimmt die stationäre Ver-
stärkung einer auf Basis einer Produktentwicklung gewonnenen Approximation eines unendlich-
dimensionalen Systems stets mit der tatsächlichen stationären Verstärkung des betreffenden Sys-
tems überein. Unter Berücksichtigung von
(
k
L
)4
= κ4s entsprechend Gleichung (C.91) kann die
Übertragungsfunktion des Beispielsystems somit durch eine Produktentwicklung der Form
w (L,s)
VPk(s)
= −
(
k
L
)−2
αIn
αS + 2αKVs
sin (k) sinh (k)
1 + cos (k) cosh (k)
= −
αInL
2
2 (αS + 2αKVs)
∏
i∈I+
(
1 +
(s2+2αVs)L4
(αS+2αKVs)(i4π4)
)
∏
i∈I+
(
1 + (s
2+2αVs)L4
(αS+2αKVs)k4|i|
) (2.163)
beschrieben werden. Mit (2.163) steht die Möglichkeit zur Verfügung, in Abhängigkeit von den
Systemparametern beliebig viele der Nullstellen der Übertragungsfunktion des Beispielsystems auf
einfache Weise exakt zu berechnen. Ferner kann ebenfalls anhand von (2.163) eine Bestimmung
der Pole des besagten Übertragungsverhalten in Abhängigkeit von den Systemparametern sowie
k4|i| erfolgen.
Parametrierung der Übertragungsfunktion des Beispielsystems
Die Übertragungsfunktion des Beispielsystems G (s) wird im Folgenden in einer Darstellung ent-
sprechend (C.112) angenommen. Eine vollständige Festlegung von G (s) erfordert damit die Be-
stimmung der Werte für αIn,αS,αKV,αV,L und υMess. Die Parametrierung der Übertragungsfunktion
beruht auf Messungen des Frequenzgangs des in einen Versuchsstand integrierten trimorphen Bie-
gewandlers. Die durchgeführten Messungen enthalten neben dem Übertragungsverhalten des realen
Biegewandlers auch das Übertragungsverhalten der zur Messung eingesetzten Peripherie.
Der in Abb. 2.1 dargestellte gemessene Frequenzgang GˆMess weist Charakteristika einer Totzeit von
etwa 0,5ms auf, die im Folgenden vollständig der Peripherie und speziell der Meßeinrichtung zu-
geschrieben wird, d.h. der Frequenzgang des eigentlichen Biegewandlers wird als frei von Totzeiten
angenommen. Diesem Gedanken folgend wird der gemessene Frequenzgang des Biegewandlers zu
GMess (iω) = e
0,0005·iωGˆMess (iω) (2.164)
definiert. Ausgehend von GMess (iω) erfolgt die Anpassung von G (iω) durch die optimierungsba-
sierte Festlegung der Koeffizienten αV,αS,αKV,αIn. Während αV,αS,αKV direkt optimiert werden,
erfolgt die Bestimmung von αIn indirekt durch eine Anpassung der stationären Verstärkung K0
von G (iω). Die zur Bestimmung der Parameter des Biegebalkens ausgewählte Übertragungsfunk-
tion erlaubt eine Festlegung des Ortes der Messung. Um eine möglichst exakte Übereinstimmung
der gemessenen und berechneten Amplitudenverläufe zu erreichen, werden ferner die Länge L des
Biegewandlers und der Ort der Messung υMess als Optimierungsvariablen eingeführt. Jede der sechs
Optimierungsgrößen wird als beschränkt innerhalb eines kompakten Intervalls der reellen Zahlen
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Abbildung 2.1: Bodediagramme der Übertragungsfunktionen GˆMess,GMess,Gˆ und G sowie relative
Abstände δrel
(
GˆMess (iωi) ,G (iωi)
)
, δrel (GMess (iωi) ,G (iωi)) und δrel
(
GˆMess,GMess
)
.
angenommen, wobei die beiden letztgenannten Größen lediglich in einem kleinen Bereich um den
nominellen Wert variiert werden. Zudem gilt υMess ≤ L. Der Vektor der Optimierungsvariablen
lautet zopt = {αV,αS,αKV,K0,L,υMess} mit zopt ∈ Zzul ⊂ R6.
Das zur Parametrierung der Übertragungsfunktion G (s) formulierte Optimierungsproblem lautet
min
zopt∈Zzul
max
ωi
∣∣∣∣GMess (iωi)−G (iωi)G (iωi)
∣∣∣∣ , i = 1, . . . ,m. (2.165)
u.B.v. gj (zopt) ≤ 0, j = 1, . . . ,12. (2.166)
Das verwendete Zielfunktional minimiert den maximalen relativen Abstand zwischen den Fre-
quenzgängen von Modell und Messung über alle diskreten Frequenzen {ωi} ,i = 1, . . . ,m. Die
Diskretisierung des Frequenzintervalls resultiert aus der Messung des realen Übertragungsverhal-
tens an den diskreten Frequenzen {ωi} ,i = 1, . . . ,m, wobei m < ∞ der Anzahl der Messpunkte
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entspricht. Die Festlegung des Zielfunktionals der Optimierung in (2.165) orientiert sich an der For-
mulierung einer Modellschar unter Verwendung multiplikativer Modellunsicherheiten in Abschnitt
4.3.4. Die innerhalb des Zielfunktionals auftretende Betragsbildung ist für den Fall eines identisch
zu Null werdenden Arguments nicht stetig differenzierbar. Auf eine weiterführende Betrachtung
des mathematischen Hintergrunds des zur Systemidentifikation formulierten Optimimerungspro-
blems wird an dieser Stelle verzichtet.
Die Ungleichungsnebenbedingungen des Optimierungsproblems (2.166) dienen der Beschränkung
jeder einzelnen Optimierungsvariable aus zopt auf ein jeweils kompaktes Intervall, sowie der Ein-
haltung von υMess ≤ L. Eine sinnvolle Wahl des zulässigen Bereichs der Optimierungsvariablen
lässt sich aus dem Datenblatt des Biegewandlers [Arg06] konstruieren. Ein aus der Lösung des Op-
timierungsproblems resultierender Parametersatz findet sich in Tabelle 2.3. Da grundsätzlich weder
G (s) noch zugehörige Approximationen mit dem realen Übertragungsverhalten des Beispielsys-
tems exakt übereinstimmen, werden die Resultate der Optimierung gerundet. Die in Tabelle 2.3
aufgeführten Parameter lassen sich zur Parametrierung der Übertragungsfunktion in allen aufge-
führten Darstellungsformen einsetzen.
Die analytische Bestimmung der Singularitäten der Übertragungsfunktion des Modells des Bei-
spielsystems G (s) zeigt, dass G (s) in der rechten s-Halbebene weder Pole noch Nullstellen auf-
weist. An dieser Stelle wird daher ohne weiteren Beweis vorausgesetzt, dass G (s) Theorem F.2
aus [CM09] (S. 1115) erfüllt und damit minimalphasig ist. Insbesondere wird damit auch der endli-
che relative Grad von G (s) angenommen. In Folge der Minimalphasigkeit von G (s) lässt sich das
Übertragungsverhalten von G (s) aus der Amplitudenverstärkung VG (s) eindeutig rekonstruieren.
Für das vorliegende Eingrößensystem stimmt zudem die Amplitudenverstärkung an jeder diskreten
Frequenz mit dem Singulärwert von G (s) an der entsprechenden Frequenz überein.
Abb. 2.1 zeigt die aus einer Messung stammenden Bodediagramme zu GˆMess (iω) und GMess (iω)
sowie die aus der ermittelten Parametrierung resultierenden Frequenzgäng von Gˆ (iω) und G (iω).
Ferner enthält Abb. 2.1 eine Darstellung der relativen Abweichungen
δrel
(
GˆMess,G
)
(iω) und δrel
(
GˆMess,G
)
(iω) , (2.167)
mit ω ∈ {ω1, . . . ,ωM}. Wobei die relative Abweichung zwischen zwei Übertragungsfunktionen
durch
δrel (G1,G2) (iω) =
∣∣∣∣G1 (iω)−G2 (iω)G2 (iω)
∣∣∣∣ , ω ∈ R≥0 (2.168)
definiert ist. In Hinblick auf die spätere Unsicherheitsbeschreibung im Reglerentwurfsproblem wird
an dieser Stelle auf eine zusätzliche Darstellung der absoluten Abweichung zwischen den betrach-
teten Übertragungsfunktionen verzichtet.
Der Frequenzgang des realen Biegewandlers wurde mittels Messungen auf einem Frequenzintervall
von 10 · 2π rad/s bis 2000 · 2π rad/s erfasst. Dabei fand eine äquidistante Diskretisierung des Mess-
intervalls mit einem Abstand von jeweils 10 · 2π rad/s zwischen zwei Messpunkten Verwendung.
88 2 Mathematische Realisierung unendlich-dimensionaler Systeme
αV αKV αS L υMess
45,79 0,0000024 0,51 0,0454 0,0432
Tabelle 2.3: Optimierungsbasiert ermittelte Parameter der Übertragungsfunktion des Beispielsys-
tems.
Die Berechnung der Frequenzgänge von G (iω) und Gˆ (iω) beruht nicht auf den gleichen diskre-
ten Frequenzen, die der Messung des Frequenzganges GMess (iω) zugrunde liegen. Die Änderung
der Diskretisierung des Frequenzintervalls erlaubt eine verbesserte Darstellung der Extremalstellen
von G (s) und Gˆ (s). Die kontinuierliche Darstellung aller Übertragungsfunktionen und der ausge-
wählten Abweichungen basiert auf dem gewählten Interpolationsalgorithmus des zur Darstellung
verwendeten Latex-Package PGFPlots.
Wie sich gleichermaßen dem Verlauf von GMess oder GˆMess in Abb. 2.1 entnehmen lässt, wurde
im Rahmen der Messungen neben den ersten beiden Eigenfrequenzen des realen Biegewandlers
bei etwa 1230 rad/s beziehungsweise bei etwa 7670 rad/s auch der Einfluss des ersten Nullstellen-
Paares bei ca. 3830 rad/s erfasst. Die relative Abweichung δrel (GMess,G) liegt im Frequenzbereich
unterhalb der ersten Eigenfrequenz von G unterhalb von −20 dB. Zwischen der ersten und der
zweiten Eigenfrequenz von G verläuft δrel (GMess,G) zwischen −20 dB und −10 dB. Im Bereich
der zweiten Eigenfrequenz von G erreicht die relative Abweichung mit einem Wert von ca. −4 dB
ihr Maximum im dargestellten Frequenzintervall. Damit weist die relative Abweichung im gesam-
ten dargestellten Frequenzintervall einen Wert von unter −4 dB auf. Die relative Abweichung
δrel
(
GˆMess,G
)
weist am linken Rand des betrachteten Frequenzintervalls einen Wert von etwa
−18,75 dB auf. δrel
(
GˆMess,G
)
übersteigt bei ungefähr 2575 rad/s die 0 dB und erreicht den Ma-
ximalwert von 7 dB bei 7410 rad/s. Im gesamten betrachten Frequenzbereich liegt δrel
(
GˆMess,G
)
oberhalb von δrel (GMess,G).
Abschließend lässt sich feststellen, dass der Frequenzgang von G im gewählten Frequenzintervall
eine sehr gute Übereinstimmung mit dem Frequenzgang GMess aufweist. Die Übereinstimmung der
Frequenzgänge von G und GˆMess ist aufgrund der Vernachlässigung der Totzeit in G erwartungsge-
mäß schlechter.
Zur Verdeutlichung der Abhängigkeit des Übertragungsverhaltens des Beispielsystems zeigen die
Abbildungen 2.2a beziehungsweise 2.2b die Verstärkung der Übertragungsfunktion G beziehungs-
weise GMess in Abhängigkeit von der Frequenz und dem Messort. Zur Bestimmung der Verstärkung
von G wird Gleichung (C.112) aus Abschnitt C.5 mit einer Parametrierung gemäß Tabelle 2.3 ver-
wendet. Dabei ist der Messort υMess allerdings nicht durch Tabelle 2.3 bestimmt, sondern variabel.
2.3 Systeme mit unbeschränkten Ein-/Ausgangsoperatoren 89
102
103
104
20
30
40
45
−80
−60
−40
−20
0
20
Frequenz in rad/s M
es
so
rt
in
m
m
Ve
rs
tä
rk
u
n
g
in
d
B
(a) G
102
103
104
20
30
40
45
−80
−60
−40
−20
0
20
Frequenz in rad/s
Me
ss
or
t in
m
m
Ve
rs
tä
rk
u
n
g
in
d
B
(b) GMess
Abbildung 2.2: Verstärkung der Übertragungsfunktionen von G und GMess in Abhängigkeit von der
Frequenz und dem Messort.
3 Systemanalyse
Das vorliegende Kapitel umfasst eine Einführung verschiedener zur Analyse des Beispielsystems
angewandter mathematischer Konzepte. Dabei werden vorrangig die im Sinne der Regelungstech-
nik essentiellen Konzepte mit einem auf das Beispielsystem beschränkten Umfang betrachtet. Ins-
besondere gilt es, die zur Stabilitätsanalyse erforderlichen Definitionen und Kriterien einzuführen.
Darüber hinaus werden die ebenfalls bedeutsamen Fragestellungen der Steuer- und Beobachtbar-
keit sowie der Stabilisier- und Detektierbarkeit beleuchtet. Aus dem Bereich der Systemtheorie
endlich-dimensionaler Systeme ist die Bedeutung modaler Konzepte zur Definition, aber auch zum
einfachen Nachweis der voranstehend genannten Systemeigenschaften wohlbekannt. Da im Gegen-
satz zur Systemmatrix endlich-dimensionaler Systeme das Spektrum eines Systemoperators eines
unendlich-dimensionalen Systems im Allgemeinen nicht ausschließlich aus Eigenwerten besteht,
sondern vielmehr aus verschiedenen Teilmengen (Anhang B.7.2), erfordert die geschlossene Be-
handlung von Systemeigenschaften allgemeiner unendlich-dimensionaler Systeme mitunter einen
nicht unerheblichen mathematischen Aufwand. Die Herstellung klarer Analogien zu den modalen
Betrachtungen im Endlich-dimensionalen ist dabei nur für gewisse Klassen von Systemoperatoren
möglich.
Einführend wird in 3.1 daher der Nachweis erbracht, dass der Systemoperator des Beispielsystems
diagonalisierbar ist und damit einer vergleichsweise großen Klasse derartiger Operatoren angehört.
Die Definition und relevante Eigenschaften diagonalisierbarer Operatoren finden sich ergänzend
in Abschnitt B.8. Die zum Nachweis der Diagonalisierbarkeit des Systemoperators erforderliche
Lösung des Eigenwertproblems des Systemoperators findet sich in diesem Abschnitt, während das
detaillierte Vorgehen zur Lösung dieses und auch verschiedener eng verbundener Eigenwertproble-
me in Abschnitt D.1 gezeigt wird.
Als Basis für die anschließende Stabilitätsanalyse erfolgt in 3.2 zunächst die Definition verschie-
dener Stabilitätsbegriffe für stark stetige Halbgruppen und die von ihnen beschriebenen Systeme.
Da der im Endlich-dimensionalen wohlbekannte Zusammenhang zwischen dem Spektrum einer
Systemmatrix und der Stabilität des zugeordneten Systems im Unendlich-dimensionalen im All-
gemeinen nicht hergestellt werden kann, wird eine Charakterisierung einiger Fälle vorgenommen,
in denen die Wachstumsgrenze einer stark stetigen Halbgruppe mit der Spektralschranke des zu-
gehörigen infinitesimalen Erzeugers übereinstimmt. Um für das Beispielsystem den Einhalt der
„Spectrum-determined growth assumption“ zu demonstrieren, reicht der Nachweis, dass der dia-
gonalisierbare Systemoperator eine stark stetige Halbgruppe auf dem Zustandsraum erzeugt. Als
Konsequenz aus diesem Nachweis lässt sich die exponentielle Stabilität des Beispielsystems allein
aus der Lage der Eigenwerte des Systemoperators folgern. Eingebettet in den Beweis, dass Un-
termengen der diagonalisierbaren Operatoren differenzierbare bzw. analytische Halbgruppen auf
einem zugrunde liegenden Raum erzeugen, erfolgt darüber hinaus eine weiterführende Klassifizie-
rung der stark stetigen Halbgruppe des Beispielsystems.
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Die Betrachtungen hinsichtlich der Steuerbarkeit des Beispielsystems werden in Abschnitt 3.3
durch die Definition verschiedener Steuerbarkeitsbegriffe für unendlich-dimensionale Systeme ein-
geleitet. Während die eingeführten Definitionen der Steuerbarkeit für allgemeine Paare aus einem
Systemoperator und einem zulässigen Eingangsoperator Gültigkeit besitzen, schränken sich die
anschließend aufgeführten Kriterien für die Steuerbarkeit auf diagonalisierbare Systemoperatoren
und endlich- beziehungsweise ein-dimensionale Eingangsräume ein. Die Anwendung der Kriterien
zur Steuerbarkeit auf das Beispielsystem zeigt abschließend den Mangel an exakter Steuerbarkeit
für das Beispielsystem sowie dessen approximative Steuerbarkeit. Abschließend wird in Abschnitt
3.3 die exponentielle Stabilisierbarkeit und die exponentielle Detektierbarkeit des Beispielsystems
gezeigt und aus dem Vorhandensein dieser Struktureigenschaften resultierende relevante Eigen-
schaften des Beispielsystems benannt.
3.1 Spektralanalyse und -zerlegung
Die Betrachtungen zur Spektralanalyse des Beispielsystems werden mit der Einführung des adjun-
gierten Systemoperators eingeleitet. Daran schließt sich eine Darstellung der detailliert in Abschnitt
D.1.1 hergeleiteten Lösung des Eigenwertproblems des Systemoperators des Beispielsystems an.
Die dabei ermittelten Eigenwerte werden nachfolgend hinsichtlich ihrer Lage in der komplexen
Ebene und ihres asymptotischen Verhaltens analysiert. Für die Eigenvektoren wird dann auf Ba-
sis aus der Literatur bekannter Kriterien der Nachweis erbracht, dass diese eine Rieszbasis des
Zustandsraums bilden und dass der Systemoperator des Beispielsystems als diagonalisierbar klas-
sifiziert werden kann.
3.1.1 Der adjungierte Systemoperator
In Analogie zu endlich-dimensionalen Systemen beinhalten einige Kriterien zur Klassifizierung
des Systemoperators eines unendlich-dimensionalen Systems den zum Systemoperator adjungier-
ten Operator. Damit sind unter Kenntnis des Systemoperators und des adjungierten Systemope-
rators zum Teil weitreichende Aussagen über die Spektraleigenschaften jedes einzelnen der be-
sagten Operatoren möglich. Falls die Eigenvektoren eines Systemoperators eine Rieszbasis des
Zustandsraums bilden, besteht die zugeordnete biorthogonale Menge aus den passend normierten
Eigenvektoren des adjungierten Systemoperators. Dieser Abschnitt beinhaltet die exemplarische
Berechnung des adjungierten Systemoperators des Beispielsystems. Die mathematische Definition
des adjungierten Operators findet sich in Definition 70. Detaillierte, weiterführende Betrachtungen
adjungierter Operatoren finden sich beispielsweise in [Heu92] (S. 327) oder [CZ95] (S. 603).
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Bemerkungen zum Grundgedanken des adjungierten Operators
Ausgangspunkt für die Bestimmung des zu einem linearen Operator T : X → Y adjungierten
Operators T ∗ bildet die in Definition 70 auftretende Gleichung
〈Tx,y〉Y = 〈x,y
∗〉X . (3.1)
Die Abbildung x 7→ 〈Tx,y〉Y kann in Bezug auf x ∈ X als lineares Funktional interpretiert wer-
den, dessen Bild definitionsgemäß im KörperK liegt. Gesucht wird das erzeugende Element y∗ des
linearen Funktionals 〈x,y∗〉X im Urbildbereich des linearen Operators T , sodass die beiden Funk-
tionale gemäß (3.1) hinsichtlich des Ergebnisses im Körper übereinstimmen. Das gesuchte Element
y∗ ist gerade durch den zu T adjungierten Operator T ∗ mittels y∗ = T ∗y gegeben.
Im Fall endlich-dimensionaler reeller Vektorräume, ausgestattet mit dem kanonischen Innenpro-
dukt, entspricht der adjungierte Operator zu einem Matrix-Operator gerade der transponierten Ma-
trix. Da die Bestimmung des adjungierten Operators anhand von (3.1) erfolgt, ist seine Abhän-
gigkeit vom verwendeten Innenprodukt direkt ersichtlich. Formal stimmt das Vorgehen zur Be-
stimmung des adjungierten Operators im Endlich- und Unendlich-dimensionalen sowie unter Ein-
beziehung unbeschränkter Operatoren überein. Allerdings erfordert eine geeignete Definition des
adjungierten Operators im letztgenannten Fall einige zusätzliche mathematische Annahmen, die im
Detail in Anhang B.6.1 zu finden sind. Als Beispiel dafür sei hier lediglich die dichte Definition
des Operators T genannt, die notwendig für die Eindeutigkeit des zugehörigen adjungierten Opera-
tors ist. Im Gegensatz zum Fall eines beschränkten Operators stellt sich bei einem unbeschränkten
Operator zusätzlich die Frage nach dem Definitionsbereich des adjungierten Operators. Es besteht
die Möglichkeit eines trivialen Definitionsbereichs ([Wei] (S. 99)).
Bestimmung des adjungierten Systemoperators des Beispielsystems
Die Bestimmung des formal adjungierten Operators ([Wei] (S. 96)) zum dicht definierten Sys-
temoperator des Beispielsystems A : D (A) ⊂ X → X aus (2.79) erfolgt mittels Definition
70. Ausgehend von (3.1) wird im Fall des Beispielsystems auf dem Zustandsraum entsprechend
(2.83) das energetische Innenprodukt gemäß (2.82) berücksichtigt. Für die linke Seite der Glei-
chung 〈Ax,y〉X = 〈x,A∗y 〉X folgt nach Einsetzen des Systemoperators und unter Berücksichti-
gung der Definition des Innenproduktes auf dem Zustandsraum
〈
(
x2
−Sx1 −Dx2
)
,
(
y1
y2
)
〉X = 〈S
1
2 x2,S
1
2 y1〉L2(Ω) + 〈−Sx1 −Dx2,y2〉L2(Ω). (3.2)
Aufgrund der Eigenschaften des Steifigkeitsoperators aus Anhang A.3.2 sowie der in Anhang B.9.2
definierten Quadratwurzel des Steifigkeitsoperators gilt S = S 12S 12 ,S 12 =
(
S
1
2
)∗
. Die Selbst-
adjungiertheit der Quadratwurzel des Steifigkeitsoperators erlaubt das Verschieben von S 12 im In-
nenprodukt. Zudem ist auch der in Abschnitt A.3.3 in Abhängigkeit vom Steifigkeitsoperator durch
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Gleichung (A.68) definierte Dämpfungsoperator selbstadjungiert. Die weitere Ausnutzung der Ei-
genschaften des Innenproduktes führt unter Vernachlässigung der expliziten Nennung der Räume
auf
〈S
1
2x2,S
1
2y1〉+ 〈−S
1
2S
1
2x1 −Dx2,y2〉 = 〈S
1
2x2,S
1
2 y1〉+ 〈−S
1
2S
1
2x1,y2〉+ 〈−Dx2,y2〉
= 〈S
1
2x1,− S
1
2y2〉+ 〈x2,Sy1 −Dy2〉. (3.3)
Unter Verwendung des Innenprodukts auf dem Zustandsraum folgt der adjungierte Systemoperator
zu
A∗ =
(
0 −1
S −D
)
. (3.4)
Der Definitionsbereich des adjungierten Systemoperators ist aus [CZ95] bekannt und stimmt mit
dem Definitionsbereich des Systemoperators überein D (A) = D(A∗). Mittels des in [TW03b] (S.
921) eingeführten Isomorphismus J ∈ L (X )
J = J−1 =
(
I 0
0 −I
)
(3.5)
gilt zudem A = JA∗J . Weitere interessante Ausführungen zu dieser Transformation und den
daraus resultierenden Aussagen zum transformierten System finden sich [TW03a] (S. 25) und
[TW03b] (S. 921).
Klassifizierung des Systemoperators mit Hilfe des adjungierten Systemoperators
Die mathematische Beschreibung unendlich-dimensionaler Systeme mittels linearer Operatoren
führt des Öfteren auf symmetrische bzw. selbstadjungierte Operatoren. Bekanntes Beispiel dafür
ist der Laplace-Operator in Kombination mit geeigneten Randbedingungen, der beispielsweise in
der linearen Elastizitätstheorie sowie bei der Modellierung von Diffusionsvorgängen auftritt.
Im Allgemeinen ist der Versuch, einen Systemoperator als selbstadjungiert zu klassifizieren, loh-
nend, da sich für diese Klasse von Operatoren eine Reihe von Konzepten aus dem Bereich be-
schränkter Operatoren auf unbeschränkte Operatoren übertragen lässt. Insbesondere leiten sich aus
der Selbstadjungiertheit unmittelbar weitreichende Aussagen bezüglich der Spektraleigenschaften
ab (Definition 52). Betrachtungen zum Spektralsatz und Spektralmaß selbstadjungierter Operato-
ren finden sich u.a. in [Wer11] oder [DL90]. Hilfreich ist beispielsweise die Erkenntnis, dass das
Spektrum eines selbstadjungierten Operators rein reell ist. Daraus leitet sich der Schluss ab, dass
ein eventuell existierender Eigenwert eines selbstadjungierten Operators stets reell ist. Selbstad-
jungierte Operatoren lassen sich damit in gewisser Hinsicht als Verallgemeinerung symmetrischer
Matrizen im Endlich-dimensionalen auffassen.
Die Symmetrie und darüber hinaus die Selbstadjungiertheit eines linearen Operators definieren
sich anhand von Definition 71. Im Falle des Beispielsystems gilt A 6= A∗, und damit ist der
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Systemoperator des Beispielsystems weder selbstadjungiert noch symmetrisch. Im Gegensatz zum
Systemoperator des Beispielsystems kann für den Steifigkeitsoperator S des Beispielsystems, der
als elementarer Baustein des Systemoperators angesehen wird, die Selbstadjungiertheit festgestellt
werden. Die zugehörigen Betrachtungen finden sich in Anhang A.3.
Da der Systemoperator A nicht mit seinem adjungierten Operator kommutiert AA∗−A∗A 6= 0, ist
A auch kein normaler Operator. Normale Operatoren bilden eine Übermenge der selbstadjungierten
Operatoren, jeder selbstadjungierte Operator ist demnach auch ein normaler Operator. Ausführliche
Ausführungen zu den Eigenschaften normaler Operatoren finden sich beispielsweise in [Wei] (S.
176), [Kat95] (S. 276),[NS] und [EN00] (S. 105). Erst die Vernachlässigung der Dämpfung führt
im Fall des Beispielsystems auf einen normalen Systemoperator.
Letztendlich bleibt festzuhalten, dass es sich bei dem Systemoperator des Beispielsystems um ei-
nen nicht-selbstadjungierten Operator handelt, daher sei an dieser Stelle auf die Einführung in die
Theorie dieser Operatoren aus [GK69] verwiesen.
3.1.2 Eigenwertproblem des Systemoperators des Beispielsystems
Im Folgenden werden die Resultate der Lösung des Eigenwertproblems des Systemoperators des
Beispielsystems vorgestellt, die detaillierte Herleitung dieser Resultate findet sich in Abschnitt
D.1.1. Der vorliegende Abschnitt zeigt einleitend die Resultate der Lösung des Eigenwertproblems
des SystemoperatorsA des Beispielsystems. Daran schließen sich eine Analyse des asymptotischen
Verhaltens der Eigenwerte von A sowie eine allgemeine Betrachtung der Lage der Eigenwerte an.
Lösung des Eigenwertproblems
Das dem Eigenwertproblem zugeordnete homogene Randwertproblem lässt sich unter Vernachläs-
sigung des Eingangsterms aus dem inhomogenen Randwertproblem ableiten, welches in Abschnitt
C.5 zur Bestimmung der geschlossenen Lösung des Übertragungsverhaltens des Beispielsystems
formuliert wird. Die Definition des allgemeinen Eigenwertproblems linearer Operatoren findet sich
in Abschnitt B.7.3.
Ausgehend vom allgemeinen Fall (B.79) lautet das Eigenwertproblem des Beispielsystems formal
Avi = λivi. Unter Berücksichtigung des Systemoperators und D (A) ∋ vi =
(
vi,1 vi,2
)T
gilt(
0 1
−S −D
)(
vi,1
vi,2
)
= λi
(
vi,1
vi,2
)
, i ∈ I, (3.6)
mit einem Steifigkeitsoperator gemäß (A.58) und einem Dämpfungsoperator entsprechend (A.68).
Unter Berücksichtigung der in Abschnitt D.1.4 ermittelten und durch Gleichung (D.41) gegebenen
Skalierung ergeben sich die Eigenvektoren beziehungsweise Rechtseigenvektoren des Systemope-
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rators des Beispielsystems zu
vi =
(
λS,i − λ
2
i
)− 1
2
(
ψ˜|i|
λiψ˜|i|
)
, i ∈ I. (3.7)
Die Eigenwerte des Beispielsystems sind durch
0 L
-2
-1
0
1
2
υ
ψ˜
|i
|(
υ
)
ψ˜|1|(υ) ψ˜|2|(υ) ψ˜|3|(υ) ψ˜|4|(υ)
Abbildung 3.1: Darstellung der normierten ortsabhängigen Funktionen ψ˜|i|(υ) für i = 1, . . . ,4.
λi =

−
(
αV + αKVκ
4
|i|
)
− i
√
αSκ
4
|i| −
(
αV + αKVκ
4
|i|
)2
, i ∈ I˜+,
−
(
αV + αKVκ
4
|i|
)
+ i
√
αSκ
4
|i| −
(
αV + αKVκ
4
|i|
)2
, i ∈ I−,
(3.8)
gegeben. Die Definition der κ4|i| geht auf Gleichung (D.21) zurück und erfolgt auf die in Abschnitt
D.1.1 beschriebene Weise. Die stets unter Vernachlässigung der Ortsabhängigkeit aufgeführten
Funktionen ψ˜|i| sind mit einer Normierung entsprechend (D.35) durch (D.22) definiert, eine Darstel-
lung der ψ˜|i| für i = 1, . . . ,4 findet sich in Abbildung 3.1. Die Eigenwerte des Steifigkeitsoperators
λS,i werden in (D.32) aus Abschnitt D.1.3 beschrieben.
Grenzwertbetrachtungen der Eigenwerte des Systemoperators
Im Hinblick auf das mathematische Modell des Beispielsystems führt die Berücksichtigung von
Kelvin-Voigt-Dämpfung gegenüber äquivalenten mathematischen Modellen ohne derartige Dämp-
fungsterme auf eine verbesserte Übereinstimmung des modellierten Systemverhaltens und des Ver-
haltens des realen Beispielsystems. Aus diesem Grund wird das Verhalten der Eigenwerte für
i → ±∞ unter der Annahme von Kelvin-Voigt-Dämpfung αKV > 0 betrachtet. Aussagen für
den Fall αKV = 0 finden sich beispielsweise in [LS94].
Für die folgenden Betrachtungen wird ohne Beschränkung der Allgemeinheit L = 1 und damit
κ4|i| = k
4
|i| vorausgesetzt, wobei auf Basis von (D.21) κ4|i|,k4|i| ∈ O (i4) gilt. Ausgehend von (3.8)
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wird durch
k4|i| → +∞ für i→ ±∞ (3.9)
eine Fallunterscheidung vorgenommen.
1. i ∈ I˜+;Für i→ +∞ folgt aus (3.8)
λi = −
(
αV + αKVk
4
|i|
)
−
√(
αV + αKVk
4
|i|
)2
− αSk4|i|, i = 1,2 . . . . (3.10)
Ab einem Index i > i0, der sich in Abhängigkeit von den Parametern αV,αKV und αS ergibt,
ist das Argument der Wurzelbildung aufgrund von(
αV + αKVk
4
|i|
)2
> αSk
4
|i| für i > i0 (3.11)
stets positiv. Folglich sind alle Eigenwerte für i > i0 reell Re (λi) = λi und negativ λi < 0.
Für den Grenzfall ergibt sich
λi → −∞ für i→ +∞. (3.12)
Darüber hinaus folgt aus k4|i| ∈ O (i4) direkt λi ∈ O (i4) für i ∈ I˜+.
2. i ∈ I−;Für i→ −∞ folgt aus (3.8)
λi = −
(
αV + αKVk
4
|i|
)
+
√(
αV + αKVk4|i|
)2
− αSk4|i|, i = −1,− 2 . . . , (3.13)
wobei auch in diesem Fall (3.11) gilt. Eine Erweiterung der Form
λi = λi
(
αV + αKVk
4
|i|
)
+
√(
αV + αKVk4|i|
)2
− αSk4|i|(
αV + αKVk4|i|
)
+
√(
αV + αKVk4|i|
)2
− αSk4|i|
(3.14)
führt auf
λi =
−αSk4|i|(
αV + αKVk4|i|
)
+
√(
αV + αKVk4|i|
)2
− αSk4|i|
(3.15)
=
−αS
αV
k4
|i|
+ αKV +
√(
αV+αKVk4|i|
)2
−αSk4|i|
k8
|i|
. (3.16)
Demnach gilt
λi → −
αS
2αKV
für i→ −∞ (3.17)
sowie λi ∈ O (1) für i ∈ I−. Mit αS,αKV > 0 ist λi ab einem gewissen Zählindex reell
Re (λi) = λi und negativ λi < 0.
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Für die Eigenwerte des Beispielsystems existieren unter der Annahme von Kelvin-Voigt-Dämpfung
gemäß der durchgeführten Fallunterscheidung zwei Häufungspunkte, die durch die Gleichungen
(3.12) beziehungsweise (3.17) beschrieben werden. Insbesondere der endliche Häufungspunkt
− αS
2αKV
spielt bei der in 3.1.3 diskutierten Frage, ob die Eigenvektoren des Systemoperators eine
Rieszbasis des Zustandsraums bilden, eine wesentliche Rolle. Abbildung 3.2 zeigt die ersten neun
Eigenwert-Paare des Systemoperators des Beispielsystems unter der Annahme einer Parametrie-
rung entsprechend Tabelle 2.3.
R
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λ
)
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Abbildung 3.2: Verteilung der ersten neun Eigenwert-Paare des Systemoperators des Beispielsys-
tems.
Betrachtungen zur Lage der Eigenwerte des Beispielsystems
In Abhängigkeit von der konkreten Struktur des Steifigkeits- und Dämpfungsoperators sowie der
jeweiligen Parametrisierung sind eine Vielzahl von strukturell unterschiedlichen Eigenwert-Ver-
teilungen hinsichtlich des Beispielsystems denkbar. Ausführliche Untersuchungen und zahlreiche
Fallunterscheidungen dazu finden sich in [LS94]. An dieser Stelle werden lediglich einige Ergeb-
nisse hinsichtlich der Eigenwert-Verteilung des Beispielsystems wiedergegeben. Die auftretenden
Koeffizienten werden als positiv und endlich angenommen, im Einzelnen gelten bezüglich der fol-
genden Aussagen die Annahmen
αKV > 0, αV <
αS
αKV
. (3.18)
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Die Annahmen werden durch die für das Beispielsystem in Abschnitt 2.3.4 geschilderte Parame-
trierung mit den in Tabelle 2.3 aufgeführten Parametern eingehalten. Im Folgenden beschreibt die
aus [LS94] stammende Zählfunktion
NS (c) =
∑
λS,i≤c
1 (3.19)
die Anzahl der Eigenwerte des Steifigkeitsoperators, die kleiner als das Argument c der Funktion
sind. Unter diesen Annahmen sind die Eigenwerte des Systemoperators λi nicht rein reell für
N0 + 1 ≤ |i| ≤ N1 − 1, ∀ i ∈ I (3.20)
mit
N0 = NS
((
1−
√
1−
4αKVαV
αS
)2(
αS
2αKV
)2)
(3.21)
N1 − 1 = NS
((
1 +
√
1−
4αKVαV
αS
)2(
αS
2αKV
)2)
. (3.22)
Die nicht rein reellen Eigenwerte stimmen mit den Schnittpunkten der Kreise
Γ1 =
{
µ ∈ C
∣∣∣∣∣
∣∣∣∣µ+ αS2αKV
∣∣∣∣2 = (1− 4αKVαVαS
)(
αS
2αKV
)2}
(3.23)
und Γ2 =
{
µ ∈ C
∣∣|µ|2 = λS,i, ∀i ∈ I} überein. Die durch |i| ≤ N0 definierten 2N0 reellen Ei-
genwerte des Systemoperators liegen im Intervall
(
− αS
2αKV
,0
)
, darüber hinaus enthält das Intervall(
−∞,− αS
2αKV
)
die für |i| ≥ N1 stets reellen Eigenwerte.
Ausgehend von einer Parametrierung des Beispielsystems gemäß Tabelle 2.3 gilt N0 = 0, dem-
nach existieren keine reellen Eigenwerte rechts des endlichen Häufungspunkts. Es handelt sich
folglich bei den ersten 2 (N1 − 1) Eigenwerten des Beispielsystems um N1 − 1 konjugiert kom-
plexe Eigenwertpaare, wobei im Fall des Beispielsystems N1 = 9 gilt. Alle reellen Eigenwerte des
Beispielsystems dagegen liegen links einer Geraden, die parallel zur imaginären Achse durch den
endlichen Häufungspunkt verläuft. Darüber hinaus besitzen alle Eigenwerte des Beispielsystems
einen echt negativen Realteil
sup
i∈I
Re (λi) < 0. (3.24)
Diese Tatsache ist beispielsweise im Hinblick auf die Untersuchungen zur Dissipativität des Sys-
temoperators des Beispielsystems sowie hinsichtlich der Stabilitätsanalyse des Beispielsystems von
Bedeutung. Tabelle 3.1 zeigt die ersten 15 Eigenwert-Paare des Beispielsystems, wobei eine Para-
metrierung des Beispielsystems gemäß Tabelle 2.3 vorausgesetzt wird. Damit enthält Tabelle 3.1
alle Eigenwerte der durch Gleichung (4.35) definierten nominellen endlich-dimensionalen Strecke
und von GSim entsprechend Gleichung (4.36).
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i λi, i→ +∞ λi, i→ −∞ |λi| , i→ +∞ |λi| , i→ −∞ λS,i
1 −53,0775 − 1219,82i −53,0775 + 1219,82i 1220,98 1220,98 1220,98
2 −331,668 − 7644,55i −331,668 + 7644,55i 7651,74 7651,74 7651,74
3 −2287,06 − 21302,7i −2287,06 + 21302,7i 21425,1 21425,1 21425,1
4 −8652,43 − 41083,6i −8652,43 + 41083,6i 41984,9 41984,9 41984,9
5 −23564,4 − 65280,7i −23564,4 + 65280,7i 69403,6 69403,6 69403,6
6 −52527,9 − 89385,2i −52527,9 + 89385,2i 103677 103677 103677
7 −102426 − 102360i −102426 + 102360i 144805 144805 144805
8 −181516 − 64953,4i −181516 + 64953,4i 192788 192788 192788
9 −467790 -131081 467790 131081 247625
10 −817329 -117061 817329 117061 309317
11 −1,28309 · 106 -111279 1,28309 · 106 111279 377864
12 −1,89809 · 106 -108240 1,89809 · 106 108240 453265
13 −2,69411 · 106 -106448 2,69411 · 106 106448 535521
14 −3,70479 · 106 -105314 3,70479 · 106 105314 624632
15 −4,96617 · 106 -104560 4,96617 · 106 104560 720597
Tabelle 3.1: Die ersten 15 Eigenwert-Paare des Systemoperators des Beispielsystems.
Abschließend sei zur Indizierung der Eigenwerte und Eigenvektoren des Systemoperators des Bei-
spielsystems bemerkt, dass sowohl durch I = I−∪ I˜+ als auch durch I+ alle Eigenwerte erfasst wer-
den. Die Mengen {λi}i∈I und {λi}i∈I+ beziehungsweise {vi}i∈I und {vi}i∈I+ beinhalten demnach
gleiche Elemente. Wobei die beiden Indizierungen allerdings auf eine unterschiedliche Anordnung
der indizierten Elemente führen und I+ lediglich positive Zahlen enthält.
3.1.3 Klassifizierung des Systemoperators des Beispielsystems
Der vorliegende Abschnitt dient dem Nachweis, dass der Systemoperator des Beispielsystems dia-
gonalisierbar im Sinne von Definition 82 ist. Die Definition und Eigenschaften diagonalisierbarer
Operatoren finden sich in Abschnitt B.8. Insbesondere bilden die Eigenvektoren eines diagonali-
sierbaren Operators eine Rieszbasis (Definition 64, Seite 265) des Zustandsraums und es besteht
die Möglichkeit, den betreffenden Operator vollständig mittels seiner Eigenwerte und Eigenvek-
toren zu charakterisieren. Damit lassen sich die aus der Theorie endlich-dimensionaler Systeme
wohlbekannten modalen Konzepte, unter Einhaltung klarer Analogien, auf durch derartige Sys-
temoperatoren repräsentierte unendlich-dimensionale Systeme übertragen.
Für den abgeschlossenen Systemoperator des Beispielsystems A : D (A) ⊂ X → X wird eine
nicht leere Resolventenmenge vorausgesetzt. Der Nachweis von A ∈ OD reduziert sich damit
darauf, zu zeigen, dass die Eigenvektoren {vi}i∈I von A eine Rieszbasis des Zustandsraums X =
H 1
2
× H bilden. Zu diesem Zweck wird ein aus der Literatur bekanntes Kriterium eingeführt und
anschließend überprüft, ob das Beispielsystem diesem Kriterium genügt.
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Kriterien hinsichtlich der Rieszbasis-Eigenschaft der Eigenvektoren des Systemoperators
Ausgangspunkt für die folgenden Betrachtungen ist der in Abschnitt 2.2.4 durch Gleichung (2.79)
festgelegte Systemoperator. Strukturell eignet sich der Systemoperator des Beispielsystems unter
anderem, um die transversalen Schwingungen dünner Balken unter Berücksichtigung verschiede-
ner, vergleichsweise allgemeiner Dämpfungsmodelle abzubilden. Eine Betrachtung der spektralen
Eigenschaften von Systemoperatoren der in (2.79) auftretenden Form findet sich beispielsweise in
[JTW08]. Die dortigen Erkenntnisse werden im Folgenden genutzt. Die Zustandsraumdarstellung
des Beispielsystems ist formal aus der Gleichung zweiter Ordnung bezüglich der Zeit (A.39) durch
die Wahl der Zustandsgrößen gemäß Gleichung (2.78) hervorgegangen. Die spektralen Eigenschaf-
ten derartiger Gleichungen zweiter Ordnung werden in [LS94] ausführlich anhand der Eigenwerte
und Eigenvektoren von Operatorbüscheln („operator pencils“) diskutiert.
Von den in [JTW08] enthaltenen Ausführungen sind im Folgenden insbesondere die in Satz 9 auf-
geführten hinreichenden Bedingungen von Interesse, unter denen die Eigenvektoren eines Sys-
temoperators gemäß (2.79) eine Rieszbasis des Zustandsraum H 1
2
× H bilden. Der folgende Satz
entspricht inhaltlich Korollar 5.2 aus [JTW08], vorausgesetzt wird eine Zustandsraumdarstellung
gemäß Abschnitt 2.2.4.
Satz 9 Es sei X = H 1
2
× H und A : D (A) ⊂ X → X entsprechend (2.79). Der Dämpfungs-
operator D sei von der Form D = αSD S + D0,mit αSD > 0 und einem symmetrischen Operator
D0, der S-kompakt ist. Falls − 1αSD nicht im Punktspektrum von A liegt, also −
1
αSD
6∈ σp (A) gilt,
existiert eine Rieszbasis von X aus den Eigenvektoren und endlich vielen Hauptvektoren von A,
zudem generiert A dann eine analytische Halbgruppe. ✷
Der Beweis zu Satz 9 wird in [JTW08] gezeigt. Die innerhalb von Satz 9 getroffenen Einschrän-
kungen hinsichtlich der Struktur zulässiger Dämpfungsoperatoren schließt das Beispielsystem nicht
aus.
Die Existenz einer Rieszbasis des Zustandsraums aus den Eigenvektoren eines Systemoperators
hängt gemäß Satz 9 maßgeblich von dem in D.1.1 ermittelten endlichen Häufungspunkt der Eigen-
werte des Systemoperators ab. Gleichzeitig formuliert Satz 9 eine hinreichende Bedingung dafür,
dass ein betrachteter Systemoperator eine analytische Halbgruppe auf dem Zustandsraum erzeugt
und demnach das zugeordnete abstrakte Cauchy-Problem angenehme Lösungseigenschaften auf-
weist. Vor der Anwendung von Satz 9 auf das Beispielsystem gilt es zu prüfen, ob die Operatoren
des Beispielsystems den Voraussetzungen des Satzes genügen. Die Definitionen der dabei auftre-
tenden Räume basieren maßgeblich auf der Quadratwurzel des Steifigkeitsoperators und wird in
Anhang B.9.2 vorgenommen. Laut Anhang A.3.2 handelt es sich bei dem Steifigkeitsoperator
S : D (S) ⊂ H → H
w(t) 7→ Sw(t) = αS
∂4w(υ,t)
∂υ4
(3.25)
um einen selbstadjungierten, koerziven Operator. Gemäß den Ausführungen in Anhang B.9.2 kann
die stetige Erweiterung des Steifigkeitsoperators als beschränkte Abbildung S ∈ L
(
H 1
2
,H− 1
2
)
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angesehen werden. Der Dämpfungsoperator lässt sich in der Form D = αSD S + D0 darstellen,
wobei aus (A.23) unmittelbar
αSD =
αKV
αS
> 0 sowie D0 = αV > 0 (3.26)
folgt. Da es sich bei D0 um einen Skalar 0 < αV < ∞ handelt, ist D0 symmetrisch und stetig.
Entsprechend der Ausführungen aus Abschnitt A.3.2 ist der durch Gleichung (A.63) beschriebene
inverse Steifigkeitsoperator S−1 kompakt. Den Ausführungen aus Anhang B.4.4 folgend gilt damit
unter der Annahme D (S) ⊂ D(D0) ⊂ H , dass D0 sowohl S-kompakt als auch S-beschränkt ist.
Somit erfüllt der Dämpfungsoperator des Beispielsystems die Voraussetzungen aus Satz 9 und im
Folgenden gilt es, die an gleicher Stelle formulierten Bedingungen an das Punktspektrum von A zu
überprüfen.
Betrachtung des endlichen Häufungspunkts der Eigenwerte des Systemoperators
Die Untersuchungen des Verhaltens der Eigenwerte aus D.1.1 führen für den Fall i→ −∞ auf den
endlichen Häufungspunkt
−
1
αSD
= −
αS
2αKV
. (3.27)
Gemäß Satz 9 gilt es, die Zugehörigkeit dieses Häufungspunktes zum Punktspektrum des System-
operators des Beispielsystems zu überprüfen.
Aus der disjunkten Zerlegung des Spektrums eines linearen Operators gemäß Definition 76 in An-
hang B.7.2 geht hervor, dass sich ein Element des Punktspektrums eines linearen Operators dadurch
auszeichnet, dass die Resolvente gerade an einem solchen Punkt nicht existiert, d.h. die Abbildung
As = (sI −A) für einen betrachteten Punkt s nicht invertierbar ist. Gleichbedeutend dazu ist die
Existenz eines nichttrivialen Kerns an der Stelle s, sodass ein x 6= 0 existiert mit
(sI −A) x = 0. (3.28)
Bezüglich des Beispielsystems sind Bedingungen zu finden, unter denen für s = − αS
2αKV
die Resol-
vente nicht existiert, also (3.28) zu erfüllen ist. Unter Berücksichtigung des Zustandsvektors folgen
aus (
−
αS
2αKV
I − A
)
x =
(
− αS
2αKV
−1
S (2αKV
αS
S + 2αV)−
αS
2αKV
)(
x1
x2
)
(3.29)
die beiden skalaren Gleichungen
0 = −x2 −
αS
2αKV
x1 (3.30)
0 = Sx1 + 2
αKV
αS
Sx2 + 2αVx2 −
αS
2αKV
x2. (3.31)
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Die Erfüllung des Ansatzes für ein nichttriviales x erfordert aufgrund von (3.30) sowohl x1 6= 0 als
auch x2 6= 0. Einsetzen von (3.30) in (3.31) führt auf den Zusammenhang(
1−
4αKV
αS
αV
)
x1 = 0 (3.32)
der mit x1 6= 0 für
αS = 4αKVαV (3.33)
erfüllt wird. Folglich ist der endliche Häufungspunkt− αS
2αKV
nur dann Element des Punktspektrums
σp (A), wenn die Materialkonstanten des Beispielsystems (3.33) erfüllen. Aus Sicht der realen An-
wendung kann daher für nahezu jeden Fall davon ausgegangen werden, dass − αS
2αKV
6∈ σp (A) gilt.
Satz 9 folgend bilden die durch (D.23) gegebenen Eigenvektoren des Systemoperators A mit der
Normierung aus (D.41) eine Rieszbasis des Zustandsraumes. Da die Resolventenmenge von A
nicht leer ist, handelt es sich damit bei A um einen diagonalisierbaren Operator. Die durch (D.29)
beschriebenen Eigenvektoren des adjungierten Systemoperators mit der Normierung gemäß (D.42)
sind die zu {vi}i∈I biorthogonale Menge.
Des Weiteren lassen die angestellten Betrachtungen in Kombination mit Satz 9 den Schluss zu,
dass der Systemoperator den Anforderungen an den infinitesimalen Erzeuger einer analytischen
Halbgruppe (Definition 103) genügt, falls (3.33) nicht gilt. Zusätzliche Überlegungen zu den Ei-
genschaften der dem Beispielsystem zugeordneten Halbgruppe finden sich in 3.2.
Abschluss des Spektrums des Systemoperators
Dem Resultat aus Abschnitt 3.1.3 zufolge bilden die Eigenvektoren des abgeschlossenen System-
operators des Beispielsystems eine Rieszbasis des Zustandsraums. Falls zudem festgestellt werden
kann, dass der Abschluss des Spektrums von A total unzusammenhängend ist, gehört A zur Klasse
der Riesz-Spektraloperatoren (Definition 83).
Diese Anforderung ist erfüllt, wenn zwei verschiedene Punkte aus dem Abschluss des Spektrums
{λi}i∈I von A nicht durch eine vollständig innerhalb dieses Abschlusses liegende Strecke mitein-
ander verbunden werden können. Die Betrachtungen bezüglich des asymptotischen Verhaltens der
Eigenwerte des Beispielsystems in Abschnitt D.1.1 zeigen, dass der Abschluss der Menge der je-
weils einfachen Eigenwerte des Beispielsystems zwei Häufungspunkte aufweist. Ferner sind die λi
für betragsmäßig ausreichend große i stets reell. Um von einer total unzusammenhängenden Men-
ge sprechen zu können, muss zwischen reellen Eigenwerten stets ein Punkt auf der reellen Achse
liegen, der selbst kein Eigenwert ist. Diese Eigenschaft wird an dieser Stelle nicht rigoros bewiesen.
In [CZ95] (S. 41) findet sich die Bemerkung, dass die Definition der Riesz-Spektraloperatoren auch
Operatoren mit einer endlichen Anzahl von Häufungspunkten der Eigenwerte beinhaltet. Gestützt
auf diese Aussage lässt sich annehmen, dass es sich bei dem Systemoperator um einen Riesz-
Spektraloperator nach Definition 83 handelt. Im Rahmen dieser Arbeit sind allerdings die Eigen-
schaften diagonalisierbarer Operatoren ausreichend, und der Beweis für A ∈ OD liegt vor.
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3.2 Stabilitätsanalyse
Der vorliegende Abschnitt dient der Definition und Analyse der Stabilität durch stark stetige Halb-
gruppen repräsentierbarer unendlich-dimensionaler Systeme. In aus dem Endlich-dimensionalen
wohlbekannter Manier befasst sich die Stabilitätstheorie derartiger unendlich-dimensionaler Sys-
teme mit dem asymptotischen Verhalten der einem System zugeordneten Halbgruppe und damit
dem Langzeitverhalten der Lösung des zugeordneten abstrakten Cauchy-Problems. Aus diesem
Grund wird im Folgenden der Begriff der Stabilität eines Systems synonym zum Begriff der Stabi-
lität der zugehörigen stark stetigen Halbgruppe genutzt. Mit dem Ziel, insbesondere die Stabilität
des Beispielsystems zu charakterisieren, werden zunächst ohne weitere Annahmen unterschiedli-
che Stabilitätsbegriffe für stark stetige Halbgruppen eingeführt und Äquivalenzen zwischen den
Stabilitätsbegriffen diskutiert.
Das abstrakte Cauchy-Problem 2.45 eines ungezwungenen Systems wird direkt durch einen zuge-
ordneten Systemoperator definiert. Dieser enge Zusammenhang spiegelt sich im Endlich-dimen-
sionalen in der direkten Abhängigkeit der Stabilität eines Systems von der Lage der Eigenwerte
des zugehörigen Systemoperators wider. Eine Generalisierung auf einen Zusammenhang zwischen
der Stabilität stark stetiger Halbgruppen und der Lage des Spektrums ihres infinitesimalen Erzeu-
gers ist für den Fall der Einhaltung der „Spectrum-determined growth assumption“ zulässig und
findet sich in der Formulierung eines Kriteriums für die exponentielle Stabilität einer stark stetigen
Halbgruppe in Satz 68.
Für den Fall, dass der infinitesimale Erzeuger Element von OD oder OR ist, stimmen die Spek-
tralschranke und die Wachstumsgrenze dieses Paares stets überein (Satz 53, RSO5)). Um auf
Basis von Satz 68 auf die Stabilität des Beispielsystems zu schließen, muss somit in erster Li-
nie der Nachweis geführt werden, dass der Systemoperator des Beispielsystems der infinitesima-
le Erzeuger einer stark stetigen Halbgruppe ist. Die Betrachtungen zur Stabilität ungezwungener
unendlich-dimensionaler Systeme werden mit dem Nachweis der exponentiellen Stabilität des Bei-
spielsystems auf Basis von Satz 68 und den Eigenwerten des Systemoperators des Beispielsystems
abgeschlossen.
Charakteristisch für das Spektrum eines infinitesimalen Erzeugers einer stark stetigen Halbgruppe
ist dessen Lage in einer linken Halbebene der komplexen Zahlenebene. Damit erfüllt das Spektrum
eines solchen Operators eine Beschränkung hinsichtlich des Realteils. Die Betrachtungen zur La-
ge der Eigenwerte des Systemoperators des Beispielsystems in Abschnitt 3.1.2 zeigen zudem die
Lage aller Eigenwerte in einem Sektor, der eine Schranke hinsichtlich des Imaginärteils aller Ei-
genwerte aufweist. Diese Schranke ist als Funktion in Abhängigkeit vom Realteil der Eigenwerte
darstellbar. Motiviert durch diese Erkenntnisse zur Lage der Eigenwerte des Systemoperators des
Beispielsystem schließt sich eine weiterführende Klassifizierung der durch Elemente aus OD und
Untermengen dieser Operatorklasse erzeugten Halbgruppen an.
Nachfolgend wird der Begriff der Ein-/Ausgangsstabilität für die betrachteten unendlich-dimensi-
onalen Systeme eingeführt und die Bedingungen für die Äquivalenz zwischen der Ein-/Ausgangs-
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stabilität und dem stärkeren Konzept der exponentiellen Stabilität genannt. Sowohl im Hinblick
auf die Definition der Ein-/Ausgangsstabilität als auch hinsichtlich der genannten Äquivalenzbe-
dingungen sind dabei klare Analogien zum Endlich-dimensionalen zu erkennen.
3.2.1 Stabilität stark stetiger Halbgruppen
Die folgenden Betrachtungen dienen der Definition eines Stabilitätsbegriffs, dessen Gültigkeit sich
auf durch stark stetige Halbgruppen repräsentierbare unendlich-dimensionale Systeme erstreckt.
Dass im Unendlich-dimensionalen Aussagen zur Konvergenz beschränkter Operatoren eine dif-
ferenziertere Betrachtungsweise erfordern als im Endlich-dimensionalen, legen bereits die ver-
schiedenen Topologien bezüglich der Räume beschränkter Operatoren und die darauf aufbauen-
den Konvergenzbegriffe für Operatorfolgen aus Anhang B.4.2 nahe. Im Folgenden wird daher ein
Stabilitätsbegriff für die Anwendung auf das Beispielsystem eingeführt. Darüber hinaus erfolgt die
Definition weiterer gebräuchlicher Stabilitätsbegriffe sowie eine Diskussion über die Äquivalenz
aller genannten Ausprägungen der Stabilität. Einige schöne Beispiele zu unendlich-dimensionalen
Systemen, bei denen verschiedene Stabilitätsbegriffe nicht äquivalent sind, finden sich in der Ein-
leitung von [YH91] und den dort genannten Literaturquellen.
Aufgrund des unmittelbar ersichtlichen Zusammenhangs zur Wachstumsgrenze ω0 einer stark ste-
tigen Halbgruppe (Definition 5, Gleichung (2.60)) wird hinsichtlich des Beispielsystems als Stabi-
litätsbegriff die beispielsweise aus [CZ95] oder [LGM99] bekannte exponentielle Stabilität einge-
führt.
Definition 9 (Exponentielle Stabilität stark stetiger Halbgruppen) Es sei TΦ = {Φ(t)}t∈R≥0
eine stark stetige Halbgruppe. Dann heißt TΦ exponentiell stabil, falls Konstanten M ≥ 0 und
α > 0 existieren, sodass
‖Φ(t)‖ ≤Me−α t. (3.34)
✷
Der Nomenklatur aus [CZ95] folgend, wird α als Abklingrate bezeichnet, während das Supre-
mum aller möglichen Abklingraten Stabilitätsreserve von TΦ heißt. Die Wachstumsgrenze stark
stetiger Halbgruppen ist in Definition 5 gleichwertig durch (2.60) und (2.61) definiert. Ausgehend
von (2.61) wird die zur exponentiellen Stabilität äquivalente gleichmäßige exponentielle Stabilität
in der nachfolgenden Definition eingeführt. Abhandlungen zu weiteren im Kontext stark stetiger
Halbgruppen gebräuchlicher Stabilitätsbegriffe finden sich u.a. in [CZ95] (S. 215), [LGM99] (S.
109), [DL92] (S. 406) oder in der anschließend aufgeführten übersichtlichen Form in [EN00] (S.
296).
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Definition 10 (Stabilität stark stetiger Halbgruppen) Es sei X ein Hilbertraum, ferner sei
TΦ = {Φ(t)}t∈R≥0 eine stark stetige Halbgruppe auf X . Dann heißt TΦ
S1) gleichmäßig exponentiell stabil, falls ein ǫ > 0 existiert, sodass lim
t→∞
eǫt‖Φ(t)‖ = 0;
S2) gleichmäßig stabil, falls lim
t→∞
‖Φ(t)‖ = 0;
S3) stabil im starken Sinn (asymptotisch stabil), falls lim
t→∞
‖Φ(t)x‖ = 0, ∀ x ∈ X ;
S4) stabil im schwachen Sinn, falls lim
t→∞
〈Φ(t)x,y〉 = 0, ∀ x ∈ X und y ∈ X ′. ✷
Grundsätzlich folgt aus der Einhaltung eines in Definition 10 aufgeführten Stabilitätsbegriffs auch
die Einhaltung aller nachfolgenden in Definition 10 genannten Stabilitätsbegriffe. Folglich ist ein
exponentiell stabiles System auch stabil im Sinne der Stabilitätsbegriffe S1)-S4).
Allerdings sind nicht alle der aufgeführten Stabilitätsbegriffe äquivalent, Gegenbeispiele dazu fin-
den sich u.a. in [EN06] oder [LGM99] (S. 110). Dort sind insbesondere Gegenbeispiele zu dem
Schluss von S3) auf S2) zu finden. Allerdings sind die in S1) und S2) aufgeführten Begriffe gleich-
wertig, zudem sind laut [EN00] (S. 296) beide äquivalent zur Existenz eines ǫ > 0, sodass
lim
t→∞
eǫt‖Φ(t)x‖ = 0,∀x ∈ X. (3.35)
Eine weiterführende Bewertung der Äquivalenz unterschiedlicher Stabilitätsbegriffe findet sich in
[EN06] (S. 186). Die in S1) und S2) aufgeführten, gleichwertigen Stabilitätsbegriffe verknüpfen
die reine Konvergenz der Operatornorm mit einem Term für die Geschwindigkeit der Konvergenz.
Falls also eine Konvergenz der Operatornorm gegen Null vorliegt, dann konvergiert die besagte
Norm schneller als eine in S1) durch die Festlegung von ǫ definierte Exponentialfunktion diver-
giert. Die Äquivalenz von S1) und S2) zu dem Konvergenzbegriff aus (3.35) stellt dagegen eine
Verknüpfung mit einer punktweisen Eigenschaft dar, da an dieser Stelle statt der Operatornorm der
Halbgruppe in Abhängigkeit von der Zeit lediglich die Norm des Bildes aller x ∈ X unter der
Halbgruppe betrachtet wird. Die asymptotische Stabilität kann ebenfalls wiederum als eine punkt-
weise Konvergenz aufgefasst werden, für die allerdings keine Konvergenzgeschwindigkeit definiert
ist.
Anstelle des Begriffs der exponentiellen Stabilität wird mittels Definition 9 zum Teil vollständig
synonym der Begriff der internen Stabilität eingeführt ([Reb91] (S. 995),[Reb91] (S. 3008)). Im
Endlich-dimensionalen wird die interne Stabilität als asymptotische Stabilität des Ursprungs des
Zustandsraums definiert [ZDG95] (S. 121). Ferner sind im endlich-dimensionalen Fall für linea-
re Systeme die asymptotische und die exponentielle Stabilität äquivalent. Innerhalb dieser Arbeit
wird die interne Stabilität synonym zur Stabilität im starken Sinn (asymptotischen Stabilität) ge-
mäß S3) aus Definition 10 verstanden. Durch den Schluss von S1) auf S3) folgt für die an dieser
Stelle berücksichtigten Systeme aus der gleichmäßig exponentiellen Stabilität und äquivalent aus
der exponentiellen Stabilität die innere Stabilität.
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3.2.2 Stark stetige Halbgruppe des Beispielsystems
Abschnitt 2.2.3 beinhaltet verschiedene Erzeuger-Theoreme, die eine Charakterisierung infinitesi-
maler Erzeuger stark stetiger Halbgruppen vornehmen. Im Folgenden sind insbesondere die dort
aufgeführten Formulierungen des Hille-Yosida-Theorems sowie des Lumer-Phillips-Theorems für
den Spezialfall diagonalisierbarer Operatoren von Interesse.
Die folgenden Nachweise, dass der Systemoperator des BeispielsystemsA infinitesimaler Erzeuger
einer stark stetigen Halbgruppe ist, reduzieren sich unter der Kenntnis von A ∈ OD, auf eine Be-
trachtung des Realteils der Eigenwerte des Systemoperators. Laut den Ausführungen in Abschnitt
2.3.3 handelt es sich bei dem Beispielsystem um ein reguläres Pritchard-Salamon-System. Da so-
mit (2.114) gilt, ist für die folgenden Betrachtungen keine Differenzierung zwischen den zugrunde
liegenden Räumen nötig.
Die in den Eigenwerten des Beispielsystems auftretenden Parameter werden im Folgenden als po-
sitiv αS,αKV,αV > 0 angenommen. Darüber hinaus werden die aus den Betrachtungen bezüglich
der Lage der Eigenwerte des Beispielsystems getroffenen Annahmen (3.18) aufrecht erhalten. Un-
ter den genannten Voraussetzungen ist die durch (3.8) beschriebene Menge der Eigenwerte des
Beispielsystems {λi}i∈I+ in einer linken Halbebene der komplexen Zahlenebene beschränkt
sup
i∈I+
Re (λi) <∞. (3.36)
Sie erfüllt damit die notwendige und hinreichende Bedingung aus Satz 53 (RSO5)). Als Konse-
quenz dessen folgt, dass der Systemoperator infinitesimaler Erzeuger einer stark stetigen Halb-
gruppe TΦ = {Φ(t)}t∈R≥0 mit
Φ(t) =
∑
i∈I+
eλi t〈 · ,wi〉Xvi (3.37)
auf dem Zustandsraum ist, wobei {vi}i∈I+ die Eigenvektoren des Systemoperators A des Beispiel-
systems sind und {wi}i∈I+ die Eigenvektoren des adjungierten Systemoperators A∗. Alle Eigen-
werte des Systemoperators besitzen einen echt negativen Realteil
Re (λi) < 0, ∀ i ∈ I+. (3.38)
Für den Systemoperator gilt auf Basis von RSO5) aus Satz 53 die Übereinstimmung von Wachs-
tumsgrenze und Spektralschranke ω0 = s (A). Damit ist die dem Systemoperator des Beispiel-
systems zugeordnete Halbgruppe nach Anwendung von Satz 68 exponentiell stabil entsprechend
Definition 9. Aufgrund von (2.114) ist das Beispielsystem auf allen zugrunde liegenden Räumen
exponentiell stabil. Die exponentielle Stabilität ist äquivalent zum Begriff der gleichmäßigen Stabi-
lität. Daraus folgt, dass das Beispielsystem allen in Definition 10 aufgeführten Stabilitätsbegriffen
genügt.
Aufgrund von (3.38) handelt es sich bei dem Systemoperator um einen dissipativen Operator (2.65).
Da der zu einem dissipativen diagonalisierbaren Operator gehörige adjungierte Operator ebenfalls
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dissipativ ist, folgt aus Satz 7 unmittelbar, dass der Systemoperator des Beispielsystem eine Kon-
traktionshalbgruppe auf dem Zustandsraum gemäß den Klassifizierungen in Abschnitt 2.2.2 er-
zeugt. Die Bedingung (2.59) lässt sich damit entsprechend KSSH2) aus Definition 6 mit der Wahl
M = 1 und ω = 0 erfüllen, für die Norm der Halbgruppe des Beispielsystems folgt
‖Φ(t)‖ ≤ 1 (3.39)
für t ∈ R≥0. Aus den Klassifizierungen stark stetiger Halbgruppen anhand der zur Einhaltung von
(2.59) zulässigen Wahlen für M und ω folgt, dass die Halbgruppe des Beispielsystems auch eine
gleichmäßig beschränkte Halbgruppe ist. Im folgenden Abschnitt werden zusätzliche Untersuchun-
gen für eine weiterführende Klassifizierung der Halbgruppe des Beispielsystems durchgeführt.
3.2.3 Weitere Klassifizierung der stark stetigen Halbgruppe des
Beispielsystems
Als Motivation für die zusätzliche Klassifizierung der stark stetigen Halbgruppe des Beispielsys-
tems sei auf die sehr gute Einführung zu den hilfreichen Eigenschaften analytischer Halbgruppen in
[Wer11] (S. 392ff) verwiesen. Die Betrachtungen des Spektrums des Beispielsystems in Abschnitt
3.1.2 legen den Gedanken nahe, dass nicht ausschließlich eine Beschränkung hinsichtlich des Re-
alteils des Spektrums des Beispielsystems vorliegt, sondern vielmehr die Lage des Spektrums in
einem Sektor angenommen werden kann, d.h. das Spektrum des Beispielsystems besitzt auch eine
Beschränkung hinsichtlich des Imaginärteils (Abb. 3.2). Diese Überlegung wird durch die Tatsa-
che bestätigt, dass das Beispielsystem den Anforderungen aus Satz 9 auf Seite 100 genügt und
damit ohne zusätzliche Betrachtungen der Schluss folgt, dass der Systemoperator eine analytische
Halbgruppe auf dem Zustandsraum erzeugt.
Im Folgenden wird dennoch zusätzlich gezeigt, dass die Elemente einer Untermenge der diagonali-
sierbaren Operatoren, die auch den Systemoperator des Beispielsystems enthält, stark stetige Halb-
gruppen erzeugen, die zudem den Anforderungen an differenzierbare und analytische Halbgruppen
genügen. Dabei sei explizit darauf hingewiesen, dass kein Anspruch erhoben wird, die maximale
Untermenge der diagonalisierbaren Operatoren zu benennen, deren Elemente infinitesimale Erzeu-
ger derartiger Halbgruppen sind. Generellere Betrachtungen des Zusammenhangs zwischen der
Gestalt des Sektors, der das Spektrum des infinitesimalen Erzeugers einer stark stetigen Halbgrup-
pe enthält und den Eigenschaften der zugehörigen Halbgruppe, finden sich in [EN00]. Darüber
hinaus enthält [EN00] außerdem verschiedene allgemeine Charakterisierungen der infinitesimalen
Erzeuger analytischer Halbgruppen (siehe beispielsweise S.101 Theorem 4.6, S.105 Korollar 4.7,
S.106 Korollar 4.9) sowie eine graphische Darstellung des für infinitesimale Erzeuger analytischer
oder differenzierbarer Halbgruppen jeweils zulässigen Sektors des Spektrums ([EN00] (S. 113)).
Die Betrachtungen werden im folgenden auf eine durch OA bezeichnete Untermenge von OD ein-
geschränkt. Die Elemente der Menge OA zeichnen sich zusätzlich durch Re (λi) < 0, ∀i ∈ I+,
0 ∈ ρ(A) sowie die Existenz einer positiven Konstanten c1 aus, sodass
|Im (λi)| ≤ c
1
2
1 |Re (λi)| ∀ i ∈ I
+. (3.40)
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Die Abschätzung des Imaginärteils der Eigenwerte in (3.40) entspricht einem Spezialfall der in
[TW09] (S. 50) angenommenen Abschätzung. Der Systemoperator ist Element von OA. Jedes Ele-
ment von OA erzeugt eine kontraktive Halbgruppe, die damit auch gleichmäßig beschränkt ist. Im
folgenden wird der Nachweis geführt, dass eine stark stetige Halbgruppe, erzeugt durch ein Ele-
ment ausOA, den Anforderungen an eine differenzierbare und analytische Halbgruppe genügt. Das
Vorgehen dazu entspricht im Folgenden im Wesentlichen den Schritten aus [LGM99] (S. 55), al-
lerdings unterscheiden sich die Annahmen hinsichtlich der Lage der Eigenwerte der betrachteten
Operatoren. Zuerst wird gezeigt, dass Φ(t)x ∈ D (A) für alle x ∈ X gilt und die betrachtete Halb-
gruppe damit differenzierbar ist. Anschließend erlaubt die Anwendung von GB4) aus Satz 67 den
Schluss, dass es sich zudem um eine analytische Halbgruppe handelt.
Die Differentiation zulässiger Halbgruppen hinsichtlich der Zeit führt auf
AΦ(t)x = lim
h→0
h−1
(∑
i∈I+
eλi(t+h)〈x,wi〉Xvi −
∑
i∈I+
eλi t〈x,wi〉Xvi
)
. (3.41)
Unter Anwendung der Regel von L‘Hospital ergibt sich
AΦ(t)x =
∑
i∈I+
λie
λi t〈x,wi〉Xvi. (3.42)
Die Norm auf D (A) entspricht (B.127), demnach gilt ‖Φ(t)x‖D(A) = ‖Φ(t)x‖H1 = ‖AΦ(t)x‖ auf
D (A) und somit
‖AΦ(t)x‖ =
∑
i∈I+
|λi|
2
e2Re(λi)t |〈x,wi〉|
2 (3.43)
=
∑
i∈I+
(
Im (λi)2 + Re (λi)2
)
e2Re(λi)t |〈x,wi〉|
2 . (3.44)
Unter Berücksichtigung von (3.40) folgt mit c2 = 1 + c1 die Ungleichung∑
i∈I+
(
Im (λi)2 + Re (λi)2
)
e2Re(λi)t |〈x,wi〉|
2 ≤ c2
∑
i∈I+
(
Re (λi) e Re(λi)t
)2
|〈x,wi〉|
2 . (3.45)
Durch eine Substitution des Arguments der Exponentialfunktion Re (λi) t = τ kann das Vorgehen
aus [LGM99] (S. 56) angewandt werden. Unter der Annahme eines echt negativen Realteils der
Eigenwerte der betrachteten Operatoren Re (λi) < 0 für alle i ∈ I+ sowie t > 0 gilt Re (λi) t =
τ ∈ (−∞,0). Der Betrag von f(τ) = τeτ , nimmt auf dem Intervall τ ∈ (−∞,0) sein Maximum
für τ = −1 an. Unter Berücksichtigung der Norm auf X folgt damit
c2
∑
i∈I+
Re (λi)2 e2Re(λi)t |〈x,wi〉|2 ≤
c2
t2
e−2‖x‖2. (3.46)
Daraus lässt sich schließen, dass für x ∈ X und t > 0 stets Φ(t) ∈ L (X ,H1) und Φ(t)x ∈
D (A) = H1 beziehungsweise R(Φ(t)) ⊂ D (A) gilt. Die betrachteten stark stetigen Halbgruppen
sind also nach Definition 102 differenzierbare Halbgruppen. Um nachzuweisen, dass es sich zudem
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um analytische Halbgruppen handelt, bietet sich damit die Anwendung von GB4) aus Satz 67 an.
(3.46) zeigt, dass mit c3 = c2e−2 für die Operatornorm
‖TΦ(t)‖L(X) = sup
x∈X,‖x‖X=1
‖TΦ(t)x‖X
≤
c3
t
(3.47)
folgt und somit GB4) eingehalten wird. Damit genügt jede durch einen Operator aus OA erzeugte
Halbgruppe GB4) aus Satz 67. Gemäß GB1) des gleichen Satzes existiert jeweils eine Erweite-
rung zu einer in einem Sektor analytischen Halbgruppe {Φ(z)}z∈Sφ . Bei den jeweils zugehörigen
infinitesimalen Erzeugern, insbesondere auch dem Systemoperator des Beispielsystems, muss es
sich demnach um sektorielle Operatoren handeln ([EN00] (S. 101)). Aus den weiteren Eigenschaf-
ten analytischer Halbgruppen sei die in [Wer11] (S. 393) beschriebene Lösbarkeit des durch den
infinitesimalen Erzeugers definierten Cauchy-Problems für alle x ∈ X hervorgehoben.
Abschließend lässt sich feststellen, dass die analytische Halbgruppe des Beispielsystem dem spek-
tralen Abbildungssatz Satz 69 genügt und für das Beispielsystem ein weiterer Beweis für die Gül-
tigkeit von ω0 = s (A) vorliegt.
3.2.4 Ein-/Ausgangsstabilität unendlich-dimensionaler Systeme
Die Definition der Ein-/Ausgangsstabilität unendlich-dimensionaler Systeme lässt sich als direk-
te Verallgemeinerung der entsprechenden Definition im Fall endlich-dimensionaler Systeme auf-
fassen. Im Gegensatz zur Stabilität stark stetiger Halbgruppen und damit verbunden der Stabi-
lität ungezwungener unendlich-dimensionaler Systeme, hängt die Ein-/Ausgangsstabilität eines
unendlich-dimensionalen Systems zusätzlich von den Eigenschaften der dem System zugeordne-
ten Ein-/Ausgangsabbildung bei der Anwendung auf eine bestimmte Klasse von Signalen ab. Wie
auch im Endlich-dimensionalen, wird die Ein-/Ausgangsstabilität unendlich-dimensionaler Syste-
me anhand der Abbildung kausaler energiebeschränkter Signale am Streckeneingang auf wiederum
kausale energiebeschränkte Signale am Streckenausgang bewertet.
Definition der Ein-/Ausgangsstabilität
Während im Endlich-dimensionalen die Ein-/Ausgangsstabilität einer Übertragungsfunktion durch
die Zugehörigkeit zuRH∞ (L (U ,Y)) gekennzeichnet ist, erfordert die Verallgemeinerung des Be-
griffs der Ein-/Ausgangsstabiliät auf die betrachteten unendlich-dimensionalen Systeme eine Be-
rücksichtigung des Hardy-RaumsH∞ (L (U ,Y)). Die Äquivalenz der Ein-/Ausgangsstabilität eines
Systems der Pritchard-Salamon-Klasse zur Zugehörigkeit der Übertragungsfunktion des Systems
zu H∞ (L (U ,Y)) wird beispielsweise in [Log92] genannt. Die dortigen Ausführungen beinhalten
verschiedene Klassen von Übertragungsfunktionen und sind daher naturgemäß durch einen alge-
braischen Blickwinkel geprägt, eingeschlossen werden in [Log92] auch allgemeinere als die hier
zugelassenen Systemklassen. Einige zusätzliche Ausführungen zu den mathematischen Grundlagen
der Ein-/Ausgangsstabilität finden sich in Abschnitt B.10.2.
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Definition 11 (Ein-/Ausgangsstabilität von Pritchard-Salamon-Systemen) Ein Pritchard-
Salamon-System mit der Übertragungsfunktion G wird genau dann als Ein-/Ausgangs-stabil (ex-
tern stabil, L2-stabil) bezeichnet, falls G ∈ H∞ (L (U ,Y)) gilt. ✷
Die Definition der Ein-/Ausgangsstabilität und deren alternative Bezeichnung als L2-Stabilität be-
gründen sich unmittelbar aus Satz 60. Eine Äquivalenz zwischen der Ein-/Ausgangsstabilität im
Bildbereich der Laplace-Transformation und im Zeitbereich ist durch (B.152) gegeben.
Zusammenhang zwischen Ein-/Ausgangsstabilität und exponentieller Stabilität
Der vorliegende Abschnitt beinhaltet eine Verallgemeinerung der aus dem Endlich-dimensionalen
wohlbekannten Zusammenhänge zwischen der exponentiellen Stabilität gemäß Definition 9 und
dem schwächeren Konzept der Ein-/Ausgangsstabilität gemäß Definition 11. Der folgende Satz
aus [Keu93] (S. 52) bezieht sich auf Pritchard-Salamon-Systeme. Allgemeinere Betrachtungen
zur Äquivalenz von Ein-/Ausgangsstabilität und exponentieller Stabilität werden beispielsweise
in [Cur88; Cur89a], [Reb91; Reb93] oder [Log92] angestellt.
Satz 10 (Zusammenhang zwischen exponentieller Stabilität und Ein-/Ausgangsstabilität) Es sei
Σ (Φ (· ) ,B,C,D) ein Pritchard-Salamon-System (Definition 7), dann sind die folgenden Aussagen
äquivalent
ST1) {Φ(t)}t∈R≥0 ist exponentiell stabil auf allen Räumen der dem Zustandsraum zugrunde
liegenden Raumskala;
ST2) Σ (Φ (· ) ,B,C,D) ist sowohl zulässig stabilisierbar als auch zulässig detektierbar und Ein-
/Ausgangs-stabil. ✷
Mit Satz 10 besteht für gewisse unendlich-dimensionale Systeme eine Verbindung zwischen ei-
nem Stabilitätskonzept, welches auf den Betrachtungen einer Ein-/Ausgangsabbildung beruht und
der exponentiellen Stabilität gemäß Definition 9, die hinsichtlich der dem Systemoperator zuge-
ordneten stark stetigen Halbgruppe definiert ist. Zahlreiche hilfreiche Betrachtungen zu derartigen
Äquivalenzen finden sich in [JN87; JN88]. Ein Beweis zu Satz 10 ist in [Keu93] enthalten.
In Analogie zum endlich-dimensionalen Fall ([ZDG95]) folgt aus der exponentiellen Stabilität ei-
nes unendlich-dimensionalen Systems der betrachteten Systemklassen die Ein-/Ausgangsstabilität
des Systems. Umgekehrt erlaubt die schwächere Eigenschaft der Ein-/Ausgangsstabilität allein
nicht den Schluss auf die exponentielle Stabilität eines betrachteten unendlich-dimensionalen Sys-
tems. Zusätzlich müssen zumindest alle nicht stabilen Dynamiken des Systems steuerbar und beob-
achtbar sein. Charakteristisch für den unendlich-dimensionalen Fall und ohne endlich-dimensionale
Entsprechung ist die zusätzliche Forderung nach der Zulässigkeit einer stabilisierenden Rückfüh-
rung im Sinne der verwendeten Systemklasse.
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Gemäß den Ausführungen aus Abschnitt 3.2.1 folgt für ein System, dass einer der beiden äquiva-
lenten Bedingungen aus Satz 10 genügt, auch die schwächere Eigenschaft der inneren Stabilität.
3.3 Steuerbarkeit
Ungeachtet einer speziellen Systemklasse handelt es sich bei den zueinander dualen Konzepten der
Steuer- und Beobachtbarkeit um maßgebliche Struktureigenschaften dynamischer Systeme. Die
beiden Eigenschaften geben Aufschluss über die Möglichkeit der zielgerichteten Einflussnahme
auf die Dynamik eines spezifischen Systems beziehungsweise die Möglichkeit, dessen Zustand
aus gemessenen Größen zu rekonstruieren. Dieser Abschnitt beinhaltet einen kleinen, zur Analyse
der Steuer- und Beobachtbarkeit des Beispielsystems geeigneten Ausschnitt aus der reichhaltigen
Theorie, die für unendlich-dimensionale Systeme zu diesem Themenkomplex existiert. Während
der Grundgedanke der Steuer- und Beobachtbarkeit für endlich und unendlich-dimensionale Sys-
teme übereinstimmt, liegt im Unendlich-dimensionalen im Detail eine komplexere und weniger
geschlossene Theorie zur Definition und zum Nachweis dieser strukturellen Eigenschaften vor.
Diese Situation spiegelt sich in der reinen Anzahl der Abhandlungen zur Steuer- und Beobacht-
barkeit unendlich-dimensionaler Systeme wider, aber auch in der Vielzahl und Diversität der pro-
pagierten Methoden. Da die im endlich-dimensionalen bekannte Dualität zwischen den Konzep-
ten der Steuer- und Beobachtbarkeit im Unendlich-dimensionalen ebenfalls besteht, beschränken
sich die folgenden Betrachtungen lediglich auf Aussagen zur Steuerbarkeit einer Klasse unendlich-
dimensionaler Systeme. Die zur Formulierung eines dualen Systems zu wählenden Entsprechungen
finden sich beispielsweise in Abschnitt C.3.2 oder auch in [Rus78] (S. 645) und [TW09] (S. 345).
Darüber hinaus enthält [PW78] Betrachtungen zur Dualität insbesondere im Fall unbeschränkter
Eingangsoperatoren sowie einen Überblick über verschiedene Ausprägungen der Steuer- und Be-
obachtbarkeit unendlich-dimensionaler Systeme.
Einleitend werden die Definitionen der aus der Literatur bekannten Begriffe der exakten, der appro-
ximativen sowie der Null-Steuerbarkeit eingeführt. Die Nennung aus der Literatur bekannter und
an dieser Stelle relevanter Kriterien zur Überprüfung der genannten Definitionen wird ergänzend
in Abschnitt D.3.2 vorgenommen. Zudem enthält Abschnitt D.3 eine Auswahl von Quellen zur
besagten Thematik, auf die sich die folgenden Ausführungen stützen.
Dieser Abschnitt enthält anschließend eine Analyse der Steuerbarkeit des Beispielsystems unter
Anwendung der in Abschnitt D.3.2 aufgeführten Kriterien. Daraus geht das Fehlen der exakten
Steuerbarkeit des Beispielsystems, aber auch dessen approximative Steuerbarkeit hervor.
Im Endlich-dimensionalen impliziert die Steuerbarkeit eines Systems stets auch dessen Stabili-
sierbarkeit. Im Unendlich-dimensionalen ist auch an dieser Stelle eine differenziertere Betrach-
tungsweise notwendig. Beispielsweise bedingt die approximative Steuerbarkeit eines Systems nicht
zwingend dessen exponentielle Stabilisierbarkeit ([CZ95] (S. 228), Example 5.2.2). Daher erfolgt
abschließend in Abschnitt 3.3.4 die Untersuchung der exponentiellen Stabilisierbarkeit und der ex-
ponentiellen Detektierbarkeit des Beispielsystems. Für Pritchard-Salamon-Systeme werden beide
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Struktureigenschaften im Detail in Abschnitt C.3.6 eingeführt. Da die exponentielle Stabilisier-
barkeit und die exponentielle Detektierbarkeit als Voraussetzung für weitere systemtheoretische
Konzepte dienen, sind die beiden Systemeigenschaften nicht weniger bedeutsam als die Steuer-
und Beobachtbarkeit eines Systems.
3.3.1 Definition der Steuerbarkeit
Der aus der Theorie endlich-dimensionaler Systeme bekannte Grundgedanke der Steuerbarkeit
kann abgesehen von den mathematischen Details zunächst auf unendlich-dimensionale Systeme
unverändert übertragen werden. Im Falle eines exakt steuerbaren unendlich-dimensionalen Sys-
tems lässt sich zu jeder beliebigen Kombination aus einem jeweils im Zustandsraum gelegenen
Anfangs- und Endzustand ein Steuervektor finden, der in endlicher Zeit eine Überführung des
betrachteten Systems vom gewählten Anfangszustand in den gewählten Endzustand bewirkt. Im
Unendlich-dimensionalen gebräuchliche Ausprägungen des Begriffs der Steuerbarkeit sind zum
Teil den Eigenheiten unendlich-dimensionaler Räume geschuldet. Darüber hinaus bedingt die Be-
rücksichtigung unbeschränkter Eingangsoperatoren zusätzliche mathematische Vereinbarungen.
Im Folgenden wird anhand des Bildbereichs der Steuerbarkeitsabbildung zwischen drei unter-
schiedlichen Steuerbarkeitsbegriffen, deren Definitionen sich beispielsweise in [JP06] (S. 322),
[TW09] (S. 344) finden, unterschieden.
Definition 12 (Steuerbarkeit) Es sei X ein Hilbertraum. A : D (A) ⊂ X → X bezeichnet den
Systemoperator und B einen gemäß der Ausführungen aus Abschnitt D.3.1 zulässigen Eingangs-
operator. Es sei t1 > 0, dann ist
STB1) das Paar (A,B) exakt steuerbar in der Zeit t1, falls R(Bt1) = X ;
STB2) das Paar (A,B) approximativ steuerbar in der Zeit t1, falls R(Bt1) = X ;
STB3) das Paar (A,B) null-steuerbar in der Zeit t1, falls R(Bt1) ⊃ R(Φ (t1)). ✷
Die Definition der innerhalb von Definition 12 auftretenden SteuerbarkeitsoperatorenBt1 findet sich
in Abschnitt C.2.3. Eine anschauliche Gegenüberstellung der unterschiedlichen Steuerbarkeitsbe-
griffe lässt sich, ausgehend von der milden Lösung des abstrakten Cauchy-Problems, durchfüh-
ren. Dem bereits geschilderten Grundgedanken der Steuerbarkeit folgend, wird ein Steuervektor
u ∈ L2 ([ 0,t1 ],U) gesucht, der in dem endlichen Zeitintervall [0,t1] eine Überführung des Systems
von einem beliebigen Anfangszustand x0 ∈ X in einen beliebigen Endzustand x1 ∈ X bewirkt.
Das Umstellen der Lösung des abstrakten Cauchy-Problems führt somit auf
x1 − Φ (t1) x0 =
t1∫
0
Φ (t1 − τ)Bu (τ) dτ. (3.48)
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Die Einführung einer aus [Rus78] (S. 643) bekannten Abbildung
S : X × X → X
(x0,x1) 7→ S (x0,x1) = x1 − Φ (t1) x0
(3.49)
sowie die Berücksichtigung des Steuerbarkeitsoperators Bt1 zum Zeitpunkt t = t1 erlaubt eine
kompakte Notation. Falls ein System exakt steuerbar ist, muss zu jedem Paar x0,x1 ∈ X ein u ∈
L2 ([ 0,t1 ],U) existieren, sodass
S (x0,x1) = Bt1u. (3.50)
Da die Wahl von x0 und x1 innerhalb des Zustandsraums beliebig ist, umfasst der Bildbereich von
S im Allgemeinen den gesamten Zustandsraum. Folglich muss der Bildbereich des Steuerbarkeits-
operators zur Einhaltung von (3.50) ebenfalls dem gesamten Zustandsraum gleichen.
Die Definition der approximativen Steuerbarkeit, zu der es im Endlich-dimensionalen keine Ent-
sprechung gibt, stimmt mit der Definition der exakten Steuerbarkeit strukturell überein. Der maß-
gebliche Unterschied betrifft das Bild der Steuerbarkeitsabbildung. Dieses umfasst im Fall der ap-
proximativen Steuerbarkeit nicht den gesamten Zustandsraum, liegt aber dicht im Zustandsraum.
Folglich kann nicht zwingend zu jedem Paar aus x0,x1 ∈ X ein Steuervektor gefunden werden,
sodass (3.48) erfüllt wird. Allerdings existiert zu jedem derartigen Paar und einem beliebig kleinen
ǫ > 0 ein Steuervektor uǫ, sodass
‖S (x0,x1)− Bt1uǫ‖X < ǫ. (3.51)
Das im Fall der approximativen Steuerbarkeit dicht im Zustandsraum liegende Bild der Steuerbar-
keitsabbildung garantiert, dass jedes Element des Zustandsraums in dem betrachten Zeitintervall
beliebig nah erreicht werden kann. Hinsichtlich praktischer Belange liegt damit eine eher gering-
fügige Einschränkung gegenüber der exakten Steuerbarkeit vor.
Anders als die beiden bisher betrachteten Steuerbarkeitsbegriffe liegt in der Definition der Null-
Steuerbarkeit ein fixierter Endwert x1 = 0 vor. Die zugrunde liegende Gleichung (3.48) vereinfacht
sich damit zu
S (x0,0) = −Φ (t1)x0 =
t1∫
0
Φ (t1 − τ)Bu (τ) dτ. (3.52)
Eine beliebige Wahl von x0 ∈ X kann auf der linken Seite der zuletzt aufgeführten Gleichung nur
zu einem Element inR(Φ (t1) x0) führen. Folglich kann die besagte Gleichung stets erfüllt werden,
wenn R(Bt1) ⊃ R(Φ (t1)).
Die Null-Steuerbarkeit ist mit x1 = 0 ein Spezialfall der exakten Steuerbarkeit, jedes exakt steu-
erbare System ist ebenfalls null-steuerbar und auch approximativ steuerbar. Verschiedene Bedin-
gungen, in welchen Fällen der Rückschluss von der Null-Steuerbarkeit auf die exakte Steuerbarkeit
zulässig ist, finden sich in [TW09] (S. 344). Darüber hinaus sind weiterführende Betrachtungen zu
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den aufgeführten Steuerbarkeitsbegriffen in [Rus78] zu finden und für jede der drei Eigenschaften
erweist sich die Existenz eines endlichen t1 > 0 als ausreichend, um den jeweiligen Begriff ohne
explizite Nennung der Zeitabhängigkeit zu definieren ([TW09] (S. 344)).
Definition 13 Falls ein Paar (A,B) in endlicher Zeit t1 > 0 exakt/approximativ/null-steuerbar ist,
dann ist das betreffende Paar exakt/approximativ/null-steuerbar. ✷
Für Systeme der Pritchard-Salamon-Klasse geht aus der Definition zulässiger Eingangsoperatoren
(Definition 8) und insbesondere (2.117) aus ZIO1) hervor, dass das Bild des Steuerbarkeitsopera-
tors R(Bt1) auf W beschränkt ist. Falls es sich bei W lediglich um eine dicht eingebettete echte
Teilmenge von X handelt, kann keine exakte Steuerbarkeit im Sinne von Definition 12 vorliegen.
3.3.2 Steuerbarkeit des Beispielsystems
In diesem Abschnitt werden die in Abschnitt D.3.2 eingeführten Kriterien für die exakte und ap-
proximative Steuerbarkeit auf das Beispielsystem angewandt.
Exakte Steuerbarkeit des Beispielsystems
Die exakte Steuerbarkeit des Beispielsystems wird unter Berufung auf einige bereits gezeigte Ei-
genschaften dieses Systems untersucht. Das Beispielsystem wird durch eine exponentiell stabile
analytische Halbgruppe repräsentiert. Der Eingangsoperator des Beispielsystems ist zulässig für
diese Halbgruppe im Sinne von Definition 8. Demzufolge sind alle Voraussetzungen aus Satz 71
erfüllt und es kann unmittelbar die für exakte Steuerbarkeit notwendige Summierbarkeitsbedingung
(D.51) überprüft werden. Mit einer Wahl von ǫ = 1 folgt∑
i∈I+
1
|λi|
=
∑
i∈I
1
|λi|
=
∑
i∈I˜+
1
|λi|
+
∑
i∈I−
1
|λi|
. (3.53)
Aus der Analyse der Eigenwerte des Beispielsystems in D.1.1 ist λi ∈ O (1) für i ∈ I− bekannt.
Bei der Folge {1/|λi|}i∈I− handelt es sich demnach nicht um eine Nullfolge und somit kann die zu-
gehörige Reihe nicht konvergieren. Folglich erfüllt das Beispielsystem eine notwendige Bedingung
für exakte Steuerbarkeit nicht und ist damit auch nicht exakt steuerbar.
Neben der Anwendung von Satz 71 ist auch die Überprüfung der übrigen aufgeführten Kriterien
zur exakten Steuerbarkeit denkbar, allerdings wären dazu entweder die Kenntnis über die Entwick-
lungskoeffizienten des Eingangsoperators oder der Grad der Unbeschränktheit des Eingangsope-
rators einzubringen. Dieser zusätzliche Aufwand ist im Fall des Beispielsystems nicht notwendig,
da allein die Eigenwerte des Beispielsystems den Schluss auf den Mangel an exakter Steuerbarkeit
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erlauben. Die Existenz des an dieser Stelle ausschlaggebenden endlichen Häufungspunkts der Ei-
genwerte folgt in erster Linie aus der angenommene Kelvin-Voigt-Dämpfung. In [RW00] werden
für eine Klasse von Systemen, beschrieben durch Bewegungsgleichungen der Form
∂2w (t)
∂t2
+ 2cSρ
∂w(t)
∂t
+ Sw(t) = f(t), c ≥ 0, ρ ∈ [0,1] , (3.54)
Betrachtungen hinsichtlich der Auswirkung verschiedener Dämpfungsmodelle in Abhängigkeit von
ρ auf die exakte Steuerbarkeit angestellt. Das Beispielsystem kann unter Vernachlässigung der vis-
kosen Dämpfung in diese Systemklasse eingeordnet werden. Stark vereinfacht lässt sich zu derar-
tigen Systemen festhalten, dass die Annahme von Dämpfungsmodellen wachsender Ordnung die
im Fall des ungedämpften Systems ρ = 0 gegebenenfalls vorhandene exakte Steuerbarkeit negiert.
Abschließend kann aus [RW00] entnommen werden, dass zahlreiche unendlich-dimensionale Sys-
teme insbesondere im Fall von Eingangsoperatoren mit endlich-dimensionalem Definitionsbereich
nicht exakt steuerbar sind.
Approximative Steuerbarkeit des Beispielsystems
Aussagen über die approximative Steuerbarkeit des Beispielsystems werden im Folgenden auf Ba-
sis von Satz 73 AS3) getroffen und erfordern daher die Kenntnis über die beispielsweise in (2.128)
aufgeführten Entwicklungskoeffizienten
b∗i = −αInw
∗
i λiδυr
(
∂ψ|i|
∂υ
)
, i ∈ I+ (3.55)
des Eingangsoperators, der seinerseits einen Eingriff am freien Ende des trimorphen Biegewand-
lers repräsentiert. Unter der Annahme αInw∗i λi 6= 0, ∀i ∈ I+ und der Kenntnis, dass die örtliche
Änderung von ψ|i| für alle i ∈ I+ am rechten Rand ∂ψ|i|(υ)∂υ |υ=υr stets von Null verschieden ist, folgt
b∗i 6= 0 ∀ i ∈ I
+ (3.56)
und damit die modale Steuerbarkeit des Beispielsystems. Es sei weiterhin angenommen, dass für
nahezu alle Parameterkombinationen des Beispielsystems λi 6= λj für i,j ∈ I+ gilt. Dann folgt aus
Satz 73 AS3) die approximative Steuerbarkeit des Beispielsystems. Im Hinblick auf das vorliegende
System kann diese Eigenschaft für alle praktischen Belange als ausreichend angesehen werden.
3.3.3 Beobachtbarkeit des Beispielsystems
Unter Ausnutzung der Dualität entspricht das Vorgehen zur Analyse der Beobachtbarkeit des Bei-
spielsystems demjenigen im Fall der Steuerbarkeit. Entsprechend Gleichung (2.140) aus Abschnitt
2.3.3 gilt für die Entwicklungskoeffizienten des Ausgangsoperators c∗i = Cvi = v∗i δυMess
(
ψ|i|
)
.
Damit sind alle Moden des Beispielsystems beobachtbar, für die ψ|i| (υMess) 6= 0 gilt.
Aufgrund von ψ|i| (L) 6= 0 für alle i ∈ I sind insbesondere dann alle Moden des trimorphen
Biegewandlers beobachtbar, wenn durch die Wahl υMess = υr = L eine Messung am rechten Rand
des Beispielsystems angenommen wird.
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Aus praktischer Sicht ist anzunehmen, dass auch eine Messung nahe des rechten Randes des Bei-
spielsystems auf die Beobachtbarkeit aller im Hinblick auf den Reglerentwurf relevanten Moden
führt.
3.3.4 Stabilisierbarkeit und Detektierbarkeit des Beispielsystems
Für allgemeine Pritchard-Salamon-Systeme erfolgt die Einführung der exponentiellen Stabilisier-
barkeit und exponentiellen Detektierbarkeit zusammen mit einer Diskussion der auf diesen Struk-
tureigenschaften aufbauenden weiterführenden Systemeigenschaften in Abschnitt C.3.6.
Aus der exponentiellen Stabilität des Beispielsystems folgt unmittelbar auch dessen beschränkte
und damit auch zulässige exponentielle Stabilisierbarkeit und eine ebensolche Detektierbarkeit im
Sinne von Definition 100. Diese Aussage folgt mit einer zu Null identischen Rückführung unmit-
telbar aus Definition 100, gleichsam ist die Anwendung von Lemma 5.3.4 aus [Cur92b] (S. 187)
auf das Beispielsystem denkbar.
Entsprechend der Ausführungen aus Abschnitt C.3.6 gehört das Beispielsystem damit auch der
Callier-Desoer-Klasse an, und somit besteht die Äquivalenz zwischen der exponentiellen Stabilität
und der Ein-/Ausgangsstabilität.
Ferner folgt für das Beispielsystem aus dem Vorhandensein der beiden Struktureigenschaften die
Zerlegbarkeit des Spektrums in der in Abschnitt C.3.6 geschilderten Weise, wobei diese Aussage
aufgrund der exponentiellen Stabilität des Beispielsystems als trivial anzusehen ist. Entsprechendes
gilt auch für die Existenz einer koprimen Zerlegung der Übertragungsfunktion des Beispielsystems.
Als wichtige Konsequenz der exponentiellen Stabilisierbarkeit und exponentiellen Detektierbar-
keit des Beispielsystems folgt entsprechend Corollary 22. aus [Log92] (S. 124) die Existenz eines
endlich-dimensionalen stabilisierenden Reglers für das Beispielsystem.
4 Steuerungs- und Regelungskonzepte
Das Kapitel Steuerungs- und Regelungskonzepte zeigt anhand des Beispielsystems ein systema-
tisches Vorgehen zur Synthese endlich-dimensionaler Regler für gewisse Klassen unendlich-di-
mensionaler Systeme. Innerhalb der vorgeschlagenen Vorgehensweise findet der unendlich-dimen-
sionale Charakter einer Strecke lediglich implizit durch ihre Zugehörigkeit zu einer geeigneten
Modellschar Berücksichtigung. Die Formulierung einer derartigen Modellschar basiert dabei auf
einer endlich-dimensionalen Approximation der Strecke. Dieser Ansatz generiert unmittelbar An-
forderungen an die Robustheit verwendeter Regler und legt damit die Verwendung von robusten
Reglersyntheseverfahren nahe, die auf natürliche Weise die Handhabung geeigneter Modellscharen
erlauben. Neben der essentiellen a priori Garantie der robusten Stabilität ist im Hinblick auf die
performanceorientierte Regelung durch ein Reglersyntheseverfahren idealerweise auch die robuste
Performance eines Regelkreises vorab zu gewährleisten.
Das Erreichen der erforderlichen beziehungsweise gewünschten Robustheitseigenschaften setzt ei-
ne geeignete und konsistente Wahl von Approximationsverfahren, Unsicherheitsbeschreibung und
Reglersyntheseverfahren voraus. Neben den genannten Kriterien resultieren Auswahl und Kom-
bination der an dieser Stelle verwendeten Verfahren zusätzlich aus einem Fokus auf praktischer
Relevanz, gepaart mit einfacher Handhabbarkeit. Ein Anspruch auf praktische Relevanz bedingt
dabei mit Blick auf die Implementierbarkeit die Einschränkung auf endlich-dimensionale Regler.
Diese Einschränkung motiviert unmittelbar die Frage nach der Existenz stabilisierender endlich-
dimensionaler Regler. Zudem führt die Verwendung endlich-dimensionaler Regler für unendlich-
dimensionale Strecken auf eine im Endlich-dimensionalen nicht vorhandene Klassifizierungsmög-
lichkeit der Reglersyntheseverfahren.
Hinsichtlich unendlich-dimensionaler Strecken wird gewöhnlich zwischen Reglersyntheseverfah-
ren unterschieden, die auf einer endlich-dimensionalen Approximation der Strecke beruhen und
zwischen jenen Verfahren, denen zum Zwecke der Reglersynthese das unendlich-dimensionale Sys-
tem zugrunde liegt. Üblicherweise werden die beiden Vorgehensweisen, angelehnt an den Zeitpunkt
der Approximation, als „early-lumping“ oder indirekte beziehungsweise „late-lumping approaches,
direct approaches“ oder direkte Ansätze bezeichnet ([Sch83]). Die hier verfolgten Ansätze lassen
sich als indirekte Verfahren charakterisieren.
Unabhängig vom Zeitpunkt der Approximation folgen aus dem Bestreben, ein unendlich-dimen-
sionales System mittels eines endlich-dimensionalen Reglers zu stabilisieren, stets gewisse Anfor-
derungen hinsichtlich der Robustheit der verwendeten Regler. Daraus kann der Schluss gezogen
werden, dass die Stabilisierung unendlich-dimensionaler Systeme bevorzugt mittels Regelungs-
verfahren durchzuführen ist, die per se ein Maß an robuster Stabilität gewährleisten. Eine wohl-
bekannte Klasse von Reglern, die unter Voraussetzung eines geeignet formulierten Entwurfspro-
blems die robuste Stabilität des geschlossenen Regelkreises gegenüber bestimmten Modellunsi-
cherheiten garantieren, sind H∞-optimale Regler. Bekanntermaßen ist die Berücksichtigung von
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robusten Performance-Anforderungen im Rahmen der Synthese H∞-optimaler Regler nur sehr
eingeschränkt möglich. Um innerhalb des Entwurfsproblems eine systematischere Formulierung
robuster Performance-Anforderungen und vielfältigere Unsicherheitsbeschreibungen zu ermögli-
chen, wird im Folgenden neben der H∞-Methodik die µ-Synthese als Reglersyntheseverfahren
eingesetzt.
Einleitend beinhaltet das vorliegende Kapitel in Abschnitt 4.1 einen Überblick über die Litera-
tur zur Synthese H∞-optimaler Regler mittels direkter Methoden und über Arbeiten zur Existenz
stabilisierender endlich-dimensionaler Regler für Klassen unendlich-dimensionaler Systeme. Die
Erkenntnisse aus dem erstgenannten Themenbereich unterstreichen die Sinnhaftigkeit der Anwen-
dung indirekter Methoden, während der letztgenannte Themenbereich eine theoretische Grenze bei
der Regelung unendlich-dimensionaler Systeme mittels endlich-dimensionaler Regler zieht.
Die anschließenden Ausführungen in Abschnitt 4.2 zur endlich-dimensionalen Approximation be-
gründen einführend, gestützt auf Satz 11, die Aussagekraft der in Abschnitt E.1.3 definierten Gap-
Metrik als Abstandsmaß. Darauf folgen die Vorstellung allgemeiner projektionsbasierter Approxi-
mationsansätze sowie die Einführung der modalen Approximation als ein Spezialfall allgemeiner
Petrov-Galerkin-Verfahren. Eine Betrachtung der Konvergenzeigenschaften der modalen Approxi-
mation qualifiziert das Verfahren als geeignet zur Anwendung auf das Beispielsystem und unter-
mauert theoretisch die nachfolgende Generierung einer endlich-dimensionalen Approximation des
Beispielsystems mittels modaler Approximation.
Nachfolgend thematisiert Abschnitt 4.3 die Formulierung verschiedener Modellscharen zur Regler-
synthese für das Beispielsystem und zur anschließenden Analyse der resultierenden Regelkreise.
Die Modellscharen basieren jeweils auf einer endlich-dimensionalen nominellen Strecke und norm-
beschränkten multiplikativen Modellunsicherheiten.
Mit dem SyntheseproblemH∞-suboptimaler Regler und der µ-Synthese definiert Abschnitt 4.4 die
beiden an dieser Stelle eingesetzen Reglersyntheseverfahren. Die Wahl der Verfahren begründet
sich dabei durch die eingangs genannten Kriterien.
In Abschnitt 4.5 erfolgt die Synthese einer Modellfolgeregelung sowie einer Trajektorienfolgerege-
lung für das Beispielsystem. Dabei kommen die in Abschnitt 4.4 erläuterten Verfahren zur Regler-
synthese zum Einsatz. Der Entwurf der besagten Regler basiert auf der in Abschnitt 4.2 generierten,
endlich-dimensionalen nominellen Strecke, die Berücksichtigung des unendlich-dimensionalen
Systems wird durch eine der in Abschnitt 4.3 formulierten Modellscharen gewährleistet. Alle resul-
tierenden Regler sind endlich-dimensional. An dieser Stelle sei darauf hingewiesen, dass aus dem
Blickwinkel der verwendeten Methoden des robusten Reglerentwurfs der in der angrenzenden re-
gelungstechnischen Literatur zu findende Begriff des „Spillover-Effects“ als obsolet anzusehen ist
([BC88a], [BCS88] (S. 185)). Folglich wird dieser Begriff innerhalb dieser Arbeit nicht verwendet.
Ergänzend thematisiert Abschnitt E.3 im Rahmen dieser Arbeit relevante, charakteristische Ei-
genschaften geschlossener Regelkreise. Zur Überprüfung von Regelkreisen hinsichtlich jeder die-
ser Eigenschaften wird ebenfalls in Abschnitt E.3 jeweils ein einfach zu handhabendes Kriterium
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eingeführt. Dabei erfolgt insbesondere auch die Einführung der µ-Analyse zur Überprüfung der
robusten Performance geschlossener Regelkreise sowie im Hinblick auf die zur Reglersynthese
eingesetzte µ-Synthese.
Abschnitt 4.6 beinhaltet die modellbasierte Analyse der aus dem Beispielsystem und den vorab
entworfenen Reglern resultierenden Regelkreise hinsichtlich der in Abschnitt E.3 definierten Ei-
genschaften. Darüber hinaus erfolgt die Darstellung und Diskussion der Ergebnisse der Anwen-
dung der verschiedenen Regler auf das reale System. Insbesondere die ausgezeichneten Resultate
aus der Anwendung der entworfenen Regler auf die reale Strecke unterstreichen abschließend die
Eignung des gesamten vorgeschlagenen Vorgehens zum Entwurf endlich-dimensionaler Regler für
das Beispielsystem im Speziellen, aber auch für die behandelten Klassen unendlich-dimensionaler
Systeme im Allgemeinen.
4.1 Ausgesuchte Betrachtungen zum Stand der Regelung
unendlich-dimensionaler Systeme
Der Regelung linearer unendlich-dimensionaler Systeme widmet sich eine große Anzahl von Publi-
kationen, und die darin geschilderten Regelungsverfahren stehen denen aus dem Bereich endlich-
dimensionaler Systeme in ihrer Vielfalt in nichts nach. Allein die kaum zu überschauende Anzahl
der thematisch in diesen Bereich fallenden Abhandlungen macht die Erstellung einer strukturierten
sowie vollständigen Literaturübersicht schwierig und eine Selektion notwendig.
Die Betrachtungen konzentrieren sich an dieser Stelle zum einen auf Literatur zur Synthese H∞-
optimaler Regler mittels direkter Methoden und zum anderen auf Arbeiten zur Existenz stabilisie-
render endlich-dimensionaler Regler für Klassen unendlich-dimensionaler Systeme. Die Erkennt-
nisse aus dem erstgenannten Themenbereich unterstreichen die Sinnhaftigkeit der Anwendung ei-
ner indirekten Methode, während der letztgenannte Themenbereich eine theoretische Grenze bei
der Regelung unendlich-dimensionaler Systeme mittels endlich-dimensionaler Regler zieht.
4.1.1 H∞-optimale Regelung unendlich-dimensionaler Systeme mittels
direkter Ansätze
Hinsichtlich der Synthese H∞-optimaler Regler für unendlich-dimensionale Systeme finden sich
in der Literatur unterschiedliche Herangehensweisen. Zunächst seien einige Ansätze genannt, die
aufgrund der Betrachtung der Übertragungsfunktion des zu regelnden Systems den Frequenzbe-
reichsmethoden und dabei insbesondere den direkten Ansätzen zuzuordnen sind. In einer Reihe von
Arbeiten wird die Tatsache ausgenutzt, dass sich verschiedene H∞-Optimierungsprobleme in die
Berechnung der Norm sogenannter „skew Toeplitz“ Operatoren ([BFT88]) umformulieren lassen.
Damit wird letztendlich die Berechnung der optimalen H∞-Performance sowie zugehöriger, im
Allgemeinen unendlich-dimensionaler Regler auf die Berechnung von Eigenwerten bzw. Singulär-
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werten zugeordneter Operatoren mittels der Lösung einer endlichen Anzahl linearer Gleichungen
zurückgeführt. Im Fall von 1-Block H∞-Optimierungsproblemen, die äquivalent zum sogenann-
ten Nehari-Problem sind, basiert die genannte Umformulierung auf Sarasons Theorem ([FÖT96],
[Özb92]). Die Formulierung allgemeinerer H∞-Optimierungsprobleme wie dem 2-Block- oder
dem 4-Block-Problem erfolgt auf Basis des beispielsweise in [FÖT96], [BN+10] oder [Pau03]
aufgeführten „Sz.-Nagy-Foias Commutant Lifting Theorems“, das seinerseits eine Generalisie-
rung von Sarasons Theorem darstellt. Hinsichtlich der Anwendung der „skew Toeplitz“-Methodik
und ihres Entwicklungsprozesses im regelungstechnischen Kontext finden sich zahlreiche Arbei-
ten. In einleitenden Werken werden Fragestellungen hinsichtlich der optimalen Sensitivität von
SISO-Totzeitsystemen ([FTZ85], [TZF86], [FTZ87]) sowie allgemeinen unendlich-dimensionalen
SISO-Systemen ([TZF86]), jeweils formuliert in Form eines 1-Block-Problems, betrachtet. Dar-
an schließen sich Untersuchungen zur „Mixed-Sensitivity“-Minimierung für verschiedene Klassen
unendlich-dimensionaler Systeme unter der Verwendung rationaler Gewichtungsfunktionen und
beschrieben in Form von 2-Block oder allgemeiner 4-Block Problemen an [FT88b; FT88a; ÖT89;
ÖST90b; ÖST90a; ÖT90; ÖST92; ÖST93; FY94; Tan95; FÖT96]. Das Bemerkenswerte an der
in den genannten Arbeiten verfolgten Methodik ist die Berechnung unendlich-dimensionaler H∞-
optimaler Regler für unendlich-dimensionale Strecken mittels des Lösens einer endlichen Anzahl
linearer Gleichungen ohne jegliche Form der Approximation. Ein vergleichbares Vorgehen auf Ba-
sis der sogenannten „Adamjan-Arov-Krein“-Theorie findet sich in [FÖT96] und den dort aufge-
führten Literaturverweisen.
Die praktische Umsetzung der mittels dieser Frequenzbereichsmethodik bestimmten unendlich-
dimensionalen Regler erfordert eine endlich-dimensionale Approximation des Reglers. Dieser The-
matik widmen sich beispielsweise [EÖT91] oder mit speziellem Bezug zu einem Euler-Bernoulli-
Balken [Len+89; Len+91] und [Tan91]. Für die in den letztgenannten Arbeiten gezeigten Beispiele
und den dortigen, in gewisser Hinsicht inversions-basierten Reglerentwürfen ergibt sich unabhän-
gig von einem direkten oder indirekten Ansatz bei identischer Ordnung der Approximation ein
identischer endlich-dimensionaler Regler.
Aktuelle Publikationen generalisieren die ursprünglich zur Bestimmung der optimalenH∞-Perfor-
mance bei der Regelung reiner Totzeit-Systeme aufgestellten Zhou-Khargonekar Formel auf das 1-
Block-Problem ([YHT96]), das 2-Block-Problem ([HYT00]) oder das 4-Block Problem ([Kas05])
für endlich-dimensionale erweiterte Strecken in Kombination mit einer skalaren verlustfreien („in-
ner“, [Rai94] (S. 116)) Funktion. Die in diesem Bereich genannten Arbeiten greifen den ursprüng-
lichen Gedanken des „skew Toeplitz“-Ansatz auf und ermöglichen so, in Kombination mit Zu-
standsraumtechniken, die Lösung bestimmter H∞-Optimierungsprobleme für spezielle unendlich-
dimensionale Systeme auf die Lösung algebraischer Riccati-Gleichungen und einer Rang Bedin-
gung bezüglich einer zugeordneten Hamiltonischen Matrix ([Fuh90], [Kas05], [KY08a]) zurück-
zuführen.
Die bisher genannten Ansätze zum Entwurf H∞-optimaler Regler setzen einschränkend eine be-
stimmte Struktur des zugrunde liegenden unendlich-dimensionalen Systems voraus. Insbesondere
setzen diese Verfahren im Entwurfsproblem eine erweiterte Strecke mit einer endlichen Anzahl in-
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stabiler Pole voraus. Darüber hinaus werden rationale Gewichtungsfunktionen, also Gewichtungs-
funktionen mit einem endlichen MacMillan-Grad angenommen ([ÖST93], [Kas05]). Eine Verall-
gemeinerung der Methoden auf eine unendliche Anzahl instabiler Pole findet sich in [KY08b]. Es
lässt sich allerdings feststellen, dass die Überführung eines beispielsweise durch partielle Diffe-
rentialgleichungen beschriebenen Systems in eine für den Reglerentwurf mittels der geschilderten
Methodiken geeignete Form mit einem im Allgemeinen nicht unerheblichen Aufwand verbunden
ist. Dennoch finden die beschriebenen Frequenzbereichsverfahren Eingang in aktuelle regelungs-
technische Problemstellungen wie beispielsweise die Regelung von Kommunikationsnetzwerken.
Derartige Problemstellungen kommen dem ursprünglichen Anwendungsgebiet der geschilderten
Verfahren, der Regelung totzeitbehafteter Strecken, im Kern sehr nah ([Özb06]).
Parallel zu den Frequenzbereichmethoden findet eine Entwicklung der Zustandsraummethoden zur
H∞-optimalen Regelung unendlich-dimensionaler Systeme statt. Einen frühen Überblick über die
Aktivitäten in diesem Bereich bieten [Cur90a] und [Cur91]. Eine direkte Verallgemeinerung der aus
dem Endlich-dimensionalen bekannten Zustandsraummethoden zur H∞-optimalen Regelung auf
unendlich-dimensionale Systeme mit beschränkten Ein-/Ausgangsoperatoren findet sich in [BB93].
Eine Generalisierung auf die ursprünglich im Hinblick auf den Entwurf und die Anwendung
linear-quadratischer Regler formulierte Klasse der Pritchard-Salamon-Systeme wird beispielswei-
se in [Keu92b; Keu93] diskutiert. Damit steht für eine Klasse unendlich-dimensionaler Syste-
me mit im gewissen Rahmen unbeschränkten Ein-/Ausgangsoperatoren eine Parametrierung H∞-
suboptimaler Regler über die Lösung zweier gekoppelter operatorwertiger Riccati-Gleichungen zur
Verfügung. Die Verallgemeinerung des Entwurfs linear-quadratischer Regler mittels der stabilisie-
renden Lösung einer zugeordneten Riccati-Gleichung auf die sehr allgemeine Klasse der korrekt
gestellten Systeme findet sich in [Sta97; Sta98e]. Eine konsequente Erweiterung der Zustands-
raummethoden zum EntwurfH∞-optimaler Regler auf Basis der Lösung operatorwertiger Riccati-
Gleichungen auf korrekt gestellte Systeme erfolgt in [Sta98c; Sta98d] sowie [MS02; Mik02].
Ähnlich wie die zur Frequenzbereichmethodik aufgeführten Arbeiten thematisieren die hinsicht-
lich der Zustandsraummethodiken zur H∞-optimalen Regelung zitierten Arbeiten den Entwurf
von Reglern am unendlich-dimensionalen System, d.h. der Reglerentwurf wird ohne vorherige
endlich-dimensionale Approximation des unendlich-dimensionalen Systems durchgeführt. Die Zu-
standsraummethodiken setzen keine Gewichtungsfunktionen mit endlichem MacMillan-Grad vor-
aus, eine Bestimmung der Lösung des H∞-Problems anhand einer endlichen Anzahl von Glei-
chungen, die für stabile Systeme lediglich von dem besagten Grad der Gewichtungsfunktionen
abhängt, ist demnach nicht zu erwarten. Im Gegensatz zu den Frequenzbereichsmethoden kön-
nen die Zustandsraummethoden daher als allgemeiner und eher klassenbezogen denn als fallspe-
zifisch angesehen werden, zudem ermöglichen sie eine elegante Verallgemeinerung der aus dem
endlich-dimensionalen bekannten Theorie auf eine sehr direkte Weise ([Keu93]). Aufgrund der im
Allgemeinen nicht ohne Schwierigkeiten zu lösenden operatorwertigen Riccati-Gleichungen kann
die praktische Anwendbarkeit dieser Methoden zum Entwurf H∞-optimaler Regler für unendlich-
dimensionale Systeme dennoch als eher eingeschränkt angesehen werden.
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Ansätze zur Approximation der Lösung der unendlich-dimensionalen Riccati-Gleichungen des
H∞-Entwurfsproblems durch eine im starken Sinne konvergierende Folge von Lösungen endlich-
dimensionaler Riccati-Gleichungen und damit der Brückenschlag zu einer praktikablen Metho-
dik wird beispielsweise in [IM98] oder [XB99a; XB99b] aufgezeigt. Eine Folge endlich-dimen-
sionaler Riccati-Gleichungen wird dabei mittels eines Galerkin-Ansatzes bezüglich des verallge-
meinerten unendlich-dimensionalen Systems konstruiert, für das beschränkte Eingänge voraus-
gesetzt werden. Mit den letztendlich resultierenden endlich-dimensionalen Reglern lässt sich im
geschlossenen Regelkreis eine Performance erzielen, die beliebig nah an die durch den Einsatz
eines unendlich-dimensionalen Reglers erzielbare Performance heranreicht. Da die Verwendung
eines Galerkin-Ansatzes zur Approximation des verallgemeinerten unendlich-dimensionalen Sys-
tems einer endlich-dimensionalen Approximation vor der Reglersynthese entspricht und damit die
eigentliche Berechnung des Reglers an einem endlich-dimensionalen System erfolgt, lässt sich eine
gewisse Nähe der geschilderten Ansätze zu den indirekten Ansätzen feststellen.
Die bislang aufgeführten Methoden zur Bestimmung H∞-optimaler Regler beinhalten allesamt
sehr reizvolle theoretische Aspekte. Aus einer anwendungsorientierten Betrachtungsweise heraus
lassen sich hinsichtlich der praktischen Nutzbarkeit allerdings jeweils verschiedene Einschränkun-
gen ausmachen. Die als Frequenzbereichs-Methoden klassifizierten Verfahren erweisen sich als
sehr fallspezifisch, besitzen einige Einschränkungen hinsichtlich der erweiterten Strecke und wei-
sen darüber hinaus einen nicht unerheblichen Aufwand bei der Formulierung und Lösung des Ent-
wurfsproblems auf. Zudem kann eine in letzter Konsequenz nicht zu umgehende endlich-dimensi-
onale Approximation des resultierenden H∞-optimalen Reglers in gewissen Fällen auf einen iden-
tischen Regler führen wie ein indirekter Ansatz. Die Zustandsraum-Methoden dagegen umfassen
umfangreiche und praktisch relevante Systemklassen, weisen allerdings im Allgemeinen schwer zu
lösende Synthesegleichungen in Form operatorwertiger Riccati-Gleichungen auf. Die in der Lite-
ratur propagierten Approximationsansätze für diese Art von Gleichungen erlauben zum Teil eine
beliebig gute Annäherung an die mittels unendlich-dimensionaler Regler erzielbare Performance,
weisen gleichzeitig aber eine starke Analogie zu den Approximationsansätzen im Fall eines indi-
rekten Ansatzes auf.
Die Abwägung des im Zuge der Anwendung direkter Verfahren auftretenden Aufwandes und Pro-
blemstellungen mit den diesen Verfahren gegenüber indirekten Verfahren inherenten Vorteilen be-
dingen an dieser Stelle die Wahl indirekter Methoden zur Reglersynthese. Die Anwendung indi-
rekter Methoden ist mit einem wesentlich geringeren mathematischen Aufwand verbunden und
bietet gleichzeitig hervorragende Flexibilität im Hinblick auf die Formulierung verschiedener Ent-
wurfsprobleme. Darüber hinaus können die Werkzeuge zur Lösung endlich-dimensionaler H∞-
Entwurfsprobleme oder µ-Synthese-Probleme als ausgereift und praxiserprobt angesehen werden.
Zudem lässt sich auf Basis verschiedener Annahmen zeigen ([Mor01]), dass für bestimmte Klas-
sen unendlich-dimensionaler Systeme mittels eines endlich-dimensionalenH∞-optimalen Reglers
nicht nur die Stabilisierung der Strecke möglich ist, sondern dass auch ein Performance-Level im
Regelkreis zu erreichen ist, der dem durch einen Entwurf am unendlich-dimensionalen System
erzielbaren Maß an Performance beliebig nah kommt.
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4.1.2 Stabilisierbarkeit unendlich-dimensionaler Systeme mittels endlich-
dimensionaler Regler
Für eine überwiegende Anzahl praktisch relevanter unendlich-dimensionaler Systeme lässt sich
festhalten, dass jeder zugehörige Regler bereits aus Gründen der Implementierbarkeit eine endlich-
dimensionale Realisierung aufweisen sollte. Daraus ergeben sich bereits einige sehr interessan-
te Fragestellungen, angefangen mit der Überlegung, in welchen Fällen die Stabilisierung eines
unendlich-dimensionalen Systems mittels eines endlich-dimensionalen Reglers grundsätzlich über-
haupt möglich ist. Auf Basis algebraischer Konzepte wird in [Vid87] die Existenz endlich-dimensi-
onaler stabilisierender Regler für eine große Klasse unendlich-dimensionaler System gezeigt, deren
Übertragungsfunktionen einem bestimmten Ring angehören und als Elemente dieses Rings sowohl
eine links als auch eine rechts koprime Faktorisierung und eine endliche Anzahl von Polen endli-
cher Ordnung in der rechten s-Halbebene aufweisen.
Für Systeme der Pritchard-Salamon-Klasse knüpft Corollary 22. aus [Log92] (S. 124) die Existenz
eines endlich-dimensionalen stabilisierenden Reglers für eine Strecke an die zulässige Stabilisier-
barkeit und zulässige Detektierbarkeit eines derartigen Systems. Eigenschaften von gleichzeitig
exponentiell stabilisierbaren und exponentiell detektierbaren Pritchard-Salamon-Systemen werden
in Abschnitt C.3.6 thematisiert. Hier sei lediglich darauf verwiesen, dass derartige Systeme der
Callier-Desoer-Klasse angehören und ihre Übertragungsfunktionen über eine höchstens endliche
Anzahl von instabilen Polen verfügen ([Cur90b], [Cur92c]). Einige weitere Betrachtungen hin-
sichtlich der Verwendung endlich-dimensionaler Regler für unendlich-dimensionale Systeme mit
Übersichtscharakter finden sich in [Cur92a]. Für das durch eine exponentiell stabile, analytische
Halbgruppe beschriebene Beispielsystem wird in Abschnitt 3.3.4 sowohl die exponentielle Stabili-
sierbarkeit als auch die exponentielle Detektierbarkeit festgestellt. Daher existiert gemäß Corollary
22. aus [Log92] (S. 124) ein endlich-dimensionaler stabilisierender Regler für das Beispielsystem.
4.2 Endlich-dimensionale Approximation unendlich-
dimensionaler Systeme
Dieser Abschnitt thematisiert die endlich-dimensionale Approximation ΣN eines nicht zwingend
unendlich-dimensionalen Systems Σ. Das Vorgehen bei der Approximation von Σ durch ein Sys-
tem ΣN orientiert sich in der Regel am Verwendungszweck von ΣN . In dieser Arbeit dient ΣN in
erster Linie als nominelles System einer Modellschar, die bei der Reglersynthese für Σ und der
Robustheitsanalyse zugehöriger geschlossener Regelkreise verwendet wird. Im Vordergrund bei
der Erzeugung von ΣN steht daher die Frage, unter welchen Bedingungen die Approximation eines
unendlich-dimensionalen Systems mittels einer endlich-dimensionalen Approximation im Hinblick
auf die Synthese robuster Regler sinnvoll erfolgen kann. Hinsichtlich grundlegender Zielsetzungen
bei der Approximation dynamischer Systeme sei auf die weiterführenden Betrachtungen in [Ant05]
verwiesen.
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Um die Anforderungen an ein Approximationsverfahren in dem geschilderten Kontext zu definie-
ren, wird einleitend die Eignung der in Abschnitt E.1.3 definierten Gap-Metrik als Abstandsmaß
zwischen einem System und einer zugehörigen Approximation diskutiert und begründet. Im Hin-
blick auf das Beispielsystem findet dabei insbesondere der Spezialfall stabiler Systeme Berücksich-
tigung, für den eine Äquivalenz zwischen der Gap-Metrik und der ∞-Norm besteht. Für derartige
Fälle leitet sich daraus die Erkenntnis ab, dass ein nominelles System mittels eines Approximati-
onsverfahrens zu generieren ist, das die Konvergenz in der ∞-Norm gewährleistet und damit auch
eine Bemessung des Approximationsfehlers in der ∞-Norm erlaubt. Damit wird die Basis gelegt,
um in Abschnitt 4.3 eine Modellschar auf Basis des nominellen Modells und einer im Sinne der
∞-Norm beschränkten Unsicherheit so zu formulieren, dass das unendlich-dimensionale System
Element der Modellschar ist.
Da sich die nachfolgenden Betrachtungen auf projektionsbasierte Approximationen konzentrieren,
schließt sich an die Einführung eines geeigneten Abstandsmaßes die Definition relevanter grundle-
gender Begrifflichkeiten aus dem Bereich derartiger Verfahren an. Die Allgemeinheit der Betrach-
tungen wird durch die Festlegung der Voraussetzungen an die betrachteten Systeme eingeschränkt,
dabei werden insbesondere Pritchard-Salamon-Systeme mit diagonalisierbaren Systemoperatoren
angenommen.
Mit dem Ziel, das Verfahren der modalen Approximation mit ausreichend Tiefe für die Anwen-
dung auf das Beispielsystem einzuführen, enthält der Abschnitt über die Einführung und Einord-
nung des verwendeten Approximationsverfahrens einleitend die Erzeugung endlich-dimensionaler
Zustandsraumdarstellungen mittels der Petrov-Galerkin-Verfahren („Non-standard Galerkin Me-
thod“, ([EG04])). Als ein Spezialfall eines Petrov-Galerkin-Verfahrens wird schließlich das Vor-
gehen im Fall der modalen Approximation vorgestellt und der Zusammenhang zwischen diesem
Spezialfall der Petrov-Galerkin-Verfahren und den Eigenprojektionen von Σ hergestellt. Neben der
Approximation von Σ in Zustandsraumdarstellung wird das sehr geradlinige Vorgehen zur Appro-
ximation der Übertragungsfunktion und des Hankel-Operators von Σ gezeigt. Eine kurze Betrach-
tung der Konvergenz sowie der Fehlerschranken der modalen Approximation mit unmittelbarem
Bezug zum Beispielsystem erbringt den Nachweis der Eignung dieses Verfahrens zur Erzeugung
einer endlich-dimensionalen Approximation des Beispielsystems.
Im Anschluss an die theoretische Einführung und Betrachtung der Eigenschaften der modalen Ap-
proximation erfolgt die Anwendung des Verfahrens auf das Beispielsystem. Die Vorstellung der
zugehörigen Resultate erfolgt im Frequenzbereich. Neben der unendlich-dimensionalen Strecke
wird dabei auch die gemessene Übertragungsfunktion des realen Beispielsystems berücksichtigt.
Die Beurteilung der Qualität einer Approximation basiert hier in erster Linie auf den frequenzab-
hängigen relativen Abweichungen zwischen den Übertragungsfunktionen von Σ sowie ΣMess auf
der einen Seite und ΣN auf der anderen Seite. Die Verwendung dieses Maßes ist dem Ansatz zur
Formulierung einer Modellschar in 4.3 geschuldet.
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4.2.1 Die Gap-Metrik als Abstandsmaß
Im Folgenden werden die Konvergenzeigenschaften einer Folge {Gi}i∈IN+ für N → ∞ definiert,
die GN und damit das zugehörige System ΣN zu einer im Sinne der Reglersynthese geeigneten
Approximation von Σ machen. Die Ausführungen enthalten zunächst keine Aussagen zu den Ap-
proximationsverfahren, mittels derer {Gi}i∈IN+ aus Σ gewonnen wird und können daher als sehr
allgemein angesehen werden.
Die Messung der Güte einer Approximation erfordert ein im Hinblick auf die Reglersynthese aus-
sagekräftiges Maß hinsichtlich des Abstands zweier Systeme, die dazu als Elemente eines zunächst
nicht näher spezifizierten Raums anzusehen sind. Aus mathematischer Sicht ist der Begriff des
Abstands zweier Elemente eines Raums eng mit der verwendeten Metrik und damit auf natürli-
che Weise mit der durch eine Metrik induzierten Topologie eines Raumes verbunden. Da nicht
äquivalente Metriken zu unterschiedlichen Topologien und demzufolge zu nicht zwingend äqui-
valenten Konvergenzbegriffen führen, gilt es, eine bezüglich des vorliegenden Problems geeigne-
te Topologie einzuführen. Bekanntermaßen führen im Hinblick auf die Bestimmung der Abwei-
chung zweier Systeme im Kontext robuster Regelung die äquivalenten Gap- und Graph-Metriken
([ZES80],[ES85] bzw. [Vid82b; Vid84]) auf die schwächste Topologie, sodass die Abbildung von
den Bestandteilen der offenen Wirkungskette zum geschlossenen Regelkreis (G,K) 7→ H (G,K),
definiert durch (E.62) auf Seite 387, noch stetig von der Strecke abhängt ([ES85],[Vid84],[GS90]
sowie [DS94] (S. 118)).
Demnach bleibt für einen stabilen geschlossenen Regelkreis die Stabilität unter Variation der ent-
haltenen Strecke oder des Reglers in einer im Sinne der Gap-Topologie kleinen Umgebung um den
nominellen Fall ([Zhu89] (S. 16)) erhalten ([Geo88]). Weiterführende Betrachtungen zu den ge-
nannten Metriken finden sich beispielsweise in [DS94], darüber hinaus enthalten [Geo88], [GS90]
Aussagen hinsichtlich der Berechnung der genannten Metriken. Die Definition eines verallge-
meinerten Abstandsmaßes zu Handhabung verschiedenster in der robusten Regelung gebräuchli-
cher Unsicherheitsformulierungen unter Wahrung der Konsistenz zur ν-Gap-Metrik findet sich in
[LP09]. Eine eher operatortheoretisch motivierte Einführung der Gap-Metrik wird in [Kat95] (S.
197) gegeben. Innerhalb dieser Arbeit enthält Abschnitt E.1.3 eine kurze Einführung der Gap-
Metrik.
Die Eignung der Gap-Metrik als Abstandsmaß zwischen einem unendlich-dimensionalen System
und einem Element einer Folge endlich-dimensionaler Approximationen des Systems hinsichtlich
des Entwurfs endlich-dimensionaler Regler unter Berücksichtigung einer bereits recht großen Klas-
se unendlich-dimensionaler Systeme wird in [Mor94c] diskutiert. Neben der Frage nach den not-
wendigen Konvergenzeigenschaften des Approximationsverfahrens, mittels dessen die Folge der
endlich-dimensionalen Approximationen eines unendlich-dimensionalen Systems gewonnen wird,
spielt in diesem Kontext die Existenz einer teilerfremden Zerlegung der Übertragungsfunktion un-
endlich-dimensionaler Systeme eine wichtige Rolle. Nützliche Aussagen dazu mit besonderem Be-
zug auf Pritchard-Salamon-Systeme finden sich in Abschnitt C.3.7. Eine Rechtfertigung für die
Anwendung der Graph-Metrik beziehungsweise äquivalent der Gap-Metrik ist in folgendem Satz
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und den anschließenden Ausführungen begründet ([Vid82b] (S. 149),[Vid84] (S. 411),[Mor94c] (S.
13),[Cur06] (S. 4683)).
Satz 11 {Gi}i∈I+ sei eine Folge von Übertragungsfunktionen in R (H∞).
• Es sei K ∈ R (H∞) ein G ∈ R (H∞) stabilisierender Regler. Ferner konvergiere Gi für
i → ∞ im Sinne der Graph-Topologie gegen G. Dann existiert ein i0, sodass K alle Gi mit
i ≥ i0 stabilisiert. Darüber hinaus konvergiert H (Gi,K) in H∞ (L (U ,Y)) gegen H (G,K).
• Es sei K ein Regler, der alle Gi mit i ≥ i0 stabilisiert. Ferner konvergiere H (Gi,K) gegen
H (G,K). Dann konvergiert Gi in der Graph-Topologie gegen G. ✷
Die Voraussetzungen an die Strecke G und den Regler K in Satz 11 sind durch ein Zugehörigkeits-
problem bezüglich der jeweiligen Übertragungsfunktion formuliert und schließen auch gewisse
Klassen unendlich-dimensionaler Systeme mit unbeschränkten Ein- oder Ausgangsoperatoren ein.
Gemäß Satz 11 folgt aus der Konvergenz von {Gi}i∈I+ gegen G im Sinne der Gap-Metrik auch die
Konvergenz von H (Gi,K) gegen H (G,K). Demnach lassen sich die Performance-Eigenschaften
von H (G,K) durch H (Gi,K) mit i → ∞ beliebig annähern. Verschiedene aus Satz 11 folgen-
de Schlüsse für den Fall, dass {Gi}i∈I+ nicht im Sinne der Graph-Topologie gegen G konvergiert,
finden sich in [Mor94c] (S. 14).
Insbesondere für den Fall einer unendlich-dimensionalen Strecke G wird der Reglerentwurf für G
in der Regel auf Basis eines Elements der Folge {Gi}i∈I+ durchgeführt. In diesem Kontext kann die
Aussage, wann ein Gi stabilisierender Regler Ki auch G stabilisiert, als wesentlich angesehen wer-
den. Unter der Annahme eines G stabilisierenden Reglers K sowie der Konvergenz von {Gi}i∈I+
gegen G im Sinne der Gap-Metrik folgt auf Basis von Satz 11, dass K neben G auch {Gi}i∈I+
mit i ≥ i0 stabilisiert. Demnach existiert also eine Schnittmenge der Menge der G stabilisierenden
Regler und der Menge der {Gi}i∈I+ mit i ≥ i0 stabilisierenden Regler. Daher lässt sich annehmen,
dass für den Fall der beschriebenen Konvergenz, auf Basis eines Elements von {Gi}i∈I+ mit aus-
reichend großem i, ein Regler aus der besagten Schnittmenge zu synthetisieren ist. Einschränkend
lässt sich aus Satz 11 nicht unmittelbar eine Bedingung ableiten, unter der ein Gi stabilisierender
Regler Ki auch G stabilisiert.
Unter der Annahme beschränkter Ein-/Ausgangsoperatoren finden sich notwendige Bedingungen
dafür beispielsweise in [Mor94a] und [Mor01]. Insbesondere letztere Quelle geht dabei von einer
Folge H∞-optimaler Regler {Ki}i∈IN+ aus und nennt notwendige Bedingungen für die Konver-
genz einer Folge von Regler gegen einen H∞-optimalen unendlich-dimensionalen Regler K im
Sinne der Gap-Metrik ([Mor01] (S. 9), Th. 3.6). Diese Form der Konvergenz erlaubt den Schluss,
dass Elemente der Folge von Reglern für ausreichend große N die unendlich-dimensionale Strecke
stabilisieren und darüber hinaus die Performance des unendlich-dimensionalen Reglers beliebig
gut annähern. Die Annahmen dazu sind in Form von Bedingungen an die erweitere Strecke for-
muliert und schließen insbesondere die Kompaktheit der auftretenden Eingangsoperatoren ein. Die
Betrachtungen in [Cur06] beziehen sich auf den Entwurf von linear quadratischen Reglern mit
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ebensolchen Beobachtern („LQG“) und relaxieren die Voraussetzungen aus [Mor94a] auf die Kon-
vergenz der approximierenden Folge von Strecken im Sinne der Gap-Metrik. Insbesondere wird
damit die Voraussetzung beschränkter Ein-/Ausgangsoperatoren vermieden. In [XB99a; XB99b]
wird der Spezialfall einer Galerkin-Approximation im Zusammenhang mit dem Entwurf endlich-
dimensionaler H∞-optimaler Regler für unendlich-dimensionale Strecken mit beschränkten Ein-
/Ausgangsoperatoren betrachtet und ein Nachweis für die Konvergenz der Performance gegen die
eines entsprechenden unendlich-dimensionalen Reglers erbracht.
Eine entsprechende Quelle für die Verallgemeinerung der Betrachtungen aus [Mor01] und damit
eine Aussage hinsichtlich der Annäherung des Performance-Levels H∞-optimaler Regler im Falle
unbeschränkter Ein-/Ausgangsoperatoren ist an dieser Stelle nicht bekannt.
Die vorangehenden Ausführungen erlauben den Schluss, dass ein Approximationsverfahren zur
Bestimmung einer endlich-dimensionalen Approximation eines unendlich-dimensionalen Systems
zum Zwecke der Reglersynthese sinnvollerweise auf eine Folge von endlich-dimensionalen Sys-
temen führen sollte, die im Sinne der Gap-Metrik gegen die ursprüngliche Strecke konvergieren.
Im besten Fall lässt sich darüber hinaus die Konvergenz einer Folge zugehöriger Regler gegen ei-
nen unendlich-dimensionalen Regler ebenfalls im Sinn der Gap-Metrik zeigen. Eine Untersuchung
der Konvergenzeigenschaften von Approximationen, erzeugt durch verschiedene Approximations-
verfahren, findet sich beispielsweise in [Cur03] (S. 95). Im Hinblick auf das Beispielsystem ist
die im Falle stabiler Systeme bestehende und beispielsweise in Abschnitt E.1.3 gezeigte Äquiva-
lenz zwischen der Gap-Metrik und der∞-Norm von besonderer Bedeutung. Für derartige Systeme
nimmt die ∞-Norm die Rolle der Gap-Metrik ein, und entsprechend kann damit die ∞-Norm als
sinnvolles Maß für den Abstand zwischen stabilen Systemen angesehen werden.
Der an dieser Stelle verfügbare mathematische Formalismus erlaubt keine Aussage hinsichtlich der
Frage, ob die Performance eines vorausgesetzten unendlich-dimensionalenH∞-optimalen Reglers
bei der Regelung des Beispielsystems beliebig durch eine Folge endlich-dimensionaler Regler zu
approximieren ist. Da die Berechnung eines unendlich-dimensionalen Reglers und damit der bes-
tenfalls erreichbaren Performance im Allgemeinen aber auch nicht als trivial anzusehen ist, kann
diese Einschränkung als geringfügig angesehen werden.
Für den anwendungsorientierten Reglerentwurf mit besonderem Bezug auf das Beispielsystem er-
gibt sich im Hinblick auf die Reglersynthese ein einfaches systematisches Vorgehen. Eine stabile
unendlich-dimensionale Strecke ist zunächst mittels eines endlich-dimensionalen Systems so zu
approximieren, dass der Abstand zwischen den beiden Systemen im Sinne der ∞-Norm unterhalb
einer Schranke liegt. Anschließend wird auf Basis der Approximation und einer wiederum im Sin-
ne der ∞-Norm beschränkten Unsicherheit eine Modellschar derart definiert, dass das unendlich-
dimensionale System ein Element der Modellschar ist. Anschließend führt die Anwendung von
Reglersyntheseverfahren, die a priori zumindest robuste Stabilität gegenüber einer entsprechen-
den Modellschar garantieren, auf praktisch einsetzbare Regler. Falls ein Reglersyntheseverfahren
darüber hinaus a priori Aussagen über die robuste Performance des geschlossenen Regelkreises
gegenüber einer besagten Modellschar erlaubt, sind ebenfalls Aussagen zur Performance im Falle
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des geregelten unendlich-dimensionalen Systems möglich. Der Einsatz von Reglersyntheseverfah-
ren, die per se keine oder lediglich eine der beiden Robustheitseigenschaften garantieren, sollte in
jedem Fall in Kombination mit einer Robustheitsanalyse des geschlossenen Regelkreises erfolgen.
4.2.2 Einführung projektionsbasierter Approximationen
Die nachfolgend verwendeten Approximationsverfahren lassen sich als projektionsbasierte Appro-
ximationen auffassen. Dazu werden an dieser Stelle Projektionen PN ∈ L (X ) mit einem Rang von
N < ∞ und PM = (I − PN) vorausgesetzt, die mittels XN = PNX ⊆ D (A) und XM = PMX
eine Zerlegung des Zustandsraums X in eine direkte Summe der Form
X = XN ⊕ XM (4.1)
definieren ([Bal86] (S. 22)). Die angenommenen Projektionen sind zeitunabhängig, sodass ∂xN (t)
∂t
=
PN
∂x(t)
∂t
. Die Eigenschaften einer in (4.1) geschilderten Zerlegung werden in [Kat95] (S. 155ff)
diskutiert. Der endliche Rang macht eine Projektion PN zu einem degenerierten Operator. Eigen-
schaften degenerierter Operatoren finden sich beispielsweise in [Kat95] (S. 160).
Die Zerlegung des Zustandsraums entsprechend (4.1) führt auf eine Darstellung von Σ der Form(
∂xN (t)
∂t
∂xM (t)
∂t
)
=
(
AN ANM
AMN AM
)(
xN (t)
xM (t)
)
+
(
BN
BM
)
u(t),
(
xN(0)
xM(0)
)
=
(
xN,0
xM,0
)
y(t) =
(
CN CM
)(xN (t)
xM (t)
)
+Du(t).
(4.2)
Dabei ist die Zerlegung des Zustandsvektors durch xN (t) = PNx(t) und xM (t) = PMx(t) ge-
geben. Für die Komponenten des Systemoperators gilt AN = PNAPN ,ANM = PNAPM ,AMN =
PMAPN und AM = PMAPM , der Eingangsoperator ergibt sich aus BN = PNB und BM = PMB
während der Ausgangsoperator mittels CN = CPN und CM = CPM gebildet wird. Dabei wird
die Tatsache ausgenutzt, dass aufgrund von xN (t) = PNxN (t) = PNPNx(t) auch ∂xN (t)∂t =
PN
∂xN (t)
∂t
= PNPN
∂x(t)
∂t
gilt.
Eine endlich-dimensionale Approximation von Σ kann durch die Vernachlässigung der Anteile des
Zustandsvektors in XM durch ein System ΣN der Form
∂xN (t)
∂t
= ANxN (t) +BNuN(t), xN (0) = xN,0
yN(t) = CNxN (t) +DNuN(t),
(4.3)
beschrieben werden. N <∞ wird an dieser Stelle als Approximationsordnung bezeichnet. Für die
Operatoren der Zustandsraumdarstellung (4.3) gilt
AN = PNAPN ∈ L (XN) , BN = PNB ∈ L (UN ,XN) , (4.4)
CN = CPN ∈ L (XN ,YN) , DN = D ∈ L (U ,YN) , (4.5)
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mit uN(t) = u(t), UN = U = Cp, und YN = Y = Cq. Da jegliche in der Repräsentation (4.3) von
ΣN auftretenden Räume aufgrund des endlichen Rangs von PN endlich-dimensional sind, folgt
die Beschränktheit und Kompaktheit der vier Operatoren AN ,BN ,CN ,DN . Lineare Abbildungen
zwischen endlich-dimensionalen Räumen lassen sich nach Festlegung der Basen der Räume stets
als Matrizen geeigneter Dimension darstellen. Tatsächlich ist der Raum der linearen Abbildungen
zwischen zwei endlich-dimensionalen Vektorräumen isomorph zum Raum der Matrizen geeigneter
Dimension ([HK71] (S. 87ff)). Aus diesem Grund lässt sich jede der ΣN definierenden Abbildun-
gen jeweils mit einer Matrix identifizieren.
Den voranstehenden Ausführungen folgend, gibt eine Approximation ΣN von Σ bestenfalls das
Verhalten von Σ auf dem abgeschlossenen Unterraum XN = R(PN) wieder. Innerhalb dieser Ar-
beit werden Projektionen vorausgesetzt, für die APN = PNAPN gilt und dementsprechend
PNAPM = PNA (I − PN) = 0 und PMAPN = (I − PN )APN = 0 (4.6)
ist. Damit nimmt der Systemoperator in (4.2) eine Block-Diagonalform an und der Unterraum
XN ist invariant gegenüber diesem Systemoperator. Unter dieser Annahme existieren somit kei-
ne Wechselwirkungen zwischen den berücksichtigten und den unberücksichtigten Teilen des ur-
sprünglichen Systems. Entsprechend beschreibt die Zustandsgleichung von ΣN aus (4.3) in einem
derartigen Fall die Systemdynamik auf dem Unterraum XN vollständig. Entsprechende Ausführun-
gen dazu finden sich in [Bal86] (S. 23) und dem dort genannten Theorem 6.17. aus [Kat95] (S.
178).
Unter der Annahme verschwindender Anfangsbedingungen xN,0 = 0 ist das Übertragungsverhalten
von ΣN im Bildbereich der Laplace-Transformation durch yN (s) = GN (s) uN (s) mit
GN (s) =
[
AN BN
CN DN
]
= CN(sI − AN)
−1BN +DN
(4.7)
gekennzeichnet. Um Aussagen über die Eignung einer Approximation ΣN von Σ im Hinblick
auf die Reglersynthese für Σ treffen zu können, wird das System ΣN als Element einer Folge
endlich-dimensionaler Systeme {Σi}i∈IN+ angesehen, der eine Folge von Übertragungsfunktionen
{Gi}i∈IN+ zugeordnet ist. Die Folge {Σi}i∈IN+ beziehungsweise {Gi}i∈IN+ wird demnach ausge-
hend von Σ durch Anwendung eines einzigen Approximationsverfahrens unter Berücksichtigung
einer ansteigenden Approximationsordnung gewonnen.
4.2.3 Eingrenzung der betrachteten unendlich-dimensionalen Systeme
Ausgangspunkt für das zunächst allgemein gehaltene Vorgehen zur Erzeugung einer endlich-di-
mensionalen Approximation ist ein unendlich-dimensionales System Σ (A,B,C,D) der Pritchard-
Salamon-Klasse. Das System sei auf einer Raumskala der Form W −֒→
d
X = X ′ −֒→
d
V ′ definiert.
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Darüber hinaus sei der Systemoperator A diagonalisierbar. Die Eigenvektoren {vi}i∈I+ zu den Ei-
genwerten {λi}i∈I+ von A bilden also eine Rieszbasis des Zustandsraums. Die Eigenvektoren von
A∗ werden mit {wi}i∈I+ bezeichnet und bilden eine zu {vi}i∈I+ biorthogonale Menge, die ihrerseits
ebenfalls eine Rieszbasis des Zustandsraums darstellt. Unter Verwendung der Rieszbasis {vi}i∈I+
lässt sich die Lösung der Zustandsgleichung auf allen Räumen der dem System zugrunde liegenden
Raumskala mittels der als Grenzwertbildung aufzufassenden Reihenentwicklung
x =
∑
i∈I+
〈x,wi〉vi (4.8)
darstellen ([TW09] (S. 90)). Die Elemente von V ′ lassen sich als lineare Funktionale verstehen.
Eine Repräsentation dieser Funktionale in Form von Dualitätsprodukten führt auf eine schwache
Formulierung der Zustandsgleichung
〈
∂x(t)
∂t
,φ〉V ′×V = 〈Ax(t),φ〉V ′×V + 〈Bu(t),φ〉V ′×V , x (0) = x0, ∀φ ∈ V. (4.9)
Die letztgenannte Gleichung dient zusammen mit der Ausgangsgleichung des unendlich-dimensi-
onalen Systems als Ansatzpunkt des im weiteren Verlauf geschilderten Petrov-Galerkin-Verfahrens.
Im Bildbereich der Laplace-Transformation besitzen die an dieser Stelle zulässigen Systeme eine
Übertragungsfunktion, die sich mittels
G (s) =
∑
i∈I+
c∗i b
∗
i
T
s+ λi
(4.10)
darstellen lässt. Dem zu approximierenden System ist ferner Definition 99 folgend ein Hankel-
Operator Γ : L2 ([0,∞) ,U) → L2 ([0,∞) ,Y) zugeordnet, der unter den getroffenen Annahmen
eine Darstellung der Form
(Γu) (t) =
∞∫
0
∑
i∈I+
eλi(t+s)c∗i 〈b
∗
i ,u〉U ds =
∑
i∈I+
∞∫
0
eλi(t+s)c∗i 〈b
∗
i ,u〉U ds (4.11)
besitzt. Die zugehörigen Hankel-Singulärwerte werden mit {σi (Γ)}i∈I+ bezeichnet.
4.2.4 Einführung und Einordnung des verwendeten
Approximationsverfahrens
Die nachfolgend eingeführten Approximationsverfahren zielen auf eine Erzeugung von ΣN durch
eine Semidiskretisierung hinsichtlich der örtlichen Unabhängigen der schwachen Formulierung von
Σ ab. Das Vorgehen beruht dabei auf den Eigenfunktionen des Systemoperators von Σ sowie den
damit assoziierten Eigenprojektionen und lässt sich somit auf die in Abschnitt 4.2.3 definierten
zulässigen Systeme anwenden. Die Verwendung der Eigenfunktionen als Basisfunktionen von XN
klassifiziert das Vorgehen als Spektralmethode, wobei die Eigenfunktionen naturgemäß die Rand-
bedingungen erfüllen und damit konforme Elemente darstellen.
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Aufgrund der im weiteren Verlauf begründeten Verwendung voneinander verschiedener Basis- und
Testfunktionen lässt sich das folgende Vorgehen darüber hinaus, gemäß der Klassifizierung aus
[Boy01] (S. 63), als ein Spezialfall der Petrov-Galerkin-Verfahren („Non-Standard Galerkin Me-
thod“,[EG04]) auffassen. Die Petrov-Galerkin Verfahren zählen ihrerseits zu den Methoden der
gewichteten Reste. Weitere ausführliche Klassifizierungen der Methoden der gewichteten Res-
te beziehungsweise der Galerkin-Verfahren lassen sich beispielsweise [Fle84], [Boy01], [EG04]
oder [Bra07a] entnehmen. Insbesondere [Boy01] (S. 63) enthält eine Diskussion über die unein-
heitliche Nomenklatur hinsichtlich der verschiedenen Verfahren zur numerischen Lösung parti-
eller Differentialgleichungen. Eine weitreichende Diskussion bezüglich der Eignung verschiede-
ner numerischer Approximationsverfahren zur endlich-dimensionalen Approximation unendlich-
dimensionaler Systeme zum Zwecke der Reglersynthese findet sich in [Sch11].
Erzeugung einer endlich-dimensionalen Zustandsraumdarstellung mittels Petrov-Galerkin-
Verfahren
Die Verwendung eines Petrov-Galerkin-Verfahrens zielt an dieser Stelle auf die Bestimmung ei-
nes endlich-dimensionalen Systems der Form (4.3) ab, dessen Lösung xN (t) ∈ XN die Lösung
der schwachen Formulierung der Zustandsgleichung (4.9) in XN approximiert. Die Erzeugung des
endlich-dimensionalen Systems erfolgt dabei ausgehend von den beiden im vorangehenden Ab-
schnitt zuletzt genannten Gleichungen. Die Ausführungen beschränken sich an dieser Stelle auf
die Anwendung des Verfahrens und beinhalten keine Aussagen oder Beweise zur Konvergenz des
Verfahrens, derartige Betrachtungen finden sich beispielsweise in [QV94].
Anstelle der durch (4.8) gegebenen exakten Lösung eines zu approximierenden unendlich-dimen-
sionalen Systems lautet der für ein Petrov-Galerkin-Verfahren charakteristische endlich-dimensi-
onale Lösungsansatz
XN ∋ xN (t) =
N∑
i=1
x∗i (t) ui, N <∞. (4.12)
Der aufgeführte Lösungsansatz beinhaltet eine Trennung der zeitlichen und örtlichen Unabhän-
gigen. Während die Koeffizienten x∗i (t) jegliche Informationen über den zeitlichen Verlauf von
xN (t) beinhalten, werden die örtlichen Unabhängigen von xN (t) ausschließlich in den Basisfunk-
tionen {ui}i∈IN+ berücksichtigt. Die Separation der Unabhängigen spiegelt sich im weiteren Ver-
lauf in der numerischen Berechnung der approximierten Lösung xN (t) wider.
Neben der zu wählenden Approximationsordnung N < ∞, beinhaltet ein Petrov-Galerkin-Ver-
fahren im Wesentlichen zwei weitere Freiheitsgrade. Zum einen gilt es, ein Funktionensystem
{ui}i∈IN+ als Basis des Approximationsraums XN zu wählen, sodass
XN = span(u1, . . . ,uN) (4.13)
gilt. Zum anderen basiert die Bestimmung der Koeffizienten x∗i (t) , i = 1, . . . N in (4.12) auf der
Auswertung linearer Funktionale, die mittels eines als Testfunktionen bezeichneten, ebenfalls zu
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wählenden, zweiten Funktionensystems gebildet werden. Die Testfunktionen
{
φ˜i
}
i∈IN+
bilden
die Basis des Raums der Testfunktionen. Entsprechend der Nomenklatur aus [Bra07a] wird die-
ser Raum mit
TN = span
(
φ˜1, . . . ,φ˜N
)
(4.14)
bezeichnet. Da beide Funktionensysteme die Anforderungen an eine Basis des jeweils zugeord-
neten Raums erfüllen und für {ui}i∈IN+ sowie
{
φ˜i
}
i∈IN+
eine identische Anzahl an Elementen
gefordert wird, gilt dim (XN ) = dim (TN ). An dieser Stelle wird zusätzlich die Verwendung von
konformen Approximationen angenommen, sodass zusätzlich XN ⊂ X und TN ⊂ V zu erfüllen
ist.
Während im Zuge gewöhnlicher Galerkin-Verfahren identische Funktionensysteme als Basis- und
Testfunktionen genutzt werden, erlauben Petrov-Galerkin-Verfahren die Nutzung voneinander ver-
schiedener Funktionensysteme. Die Anwendung der Galerkin-Verfahren zur Approximation un-
endlich-dimensionaler Systeme findet sich beispielsweise in [BSY96], [BI97] oder [BR01].
Die Eignung eines Funktionensystems zur Verwendung als Basisfunktionen oder Testfunktionen ist
an verschiedene Anforderungen geknüpft, die sich beispielsweise in [Fle84] finden. Um die Kon-
vergenz der approximierten Lösung gegen die Lösung der Zustandsgleichung zu gewährleisten,
sollten beide Funktionensysteme grundsätzlich vollständig sein ([Fle84]). Insbesondere im Falle
eines Galerkin-Verfahrens ergeben sich aus der Verwendung eines orthonormalen Funktionensys-
tems einige signifikante Vorteile, die im Einzelnen beispielsweise in [Boy01] aufgeführt sind. In
der Regel erweist sich zudem die Verwendung von Basis- und Testfunktionen als vorteilhaft, die
auf natürliche Weise zu dem zu approximierenden System in Beziehung stehen und möglichst vie-
le Informationen über das System enthalten. Eine ausführliche Diskussion hinsichtlich der im Fall
von Spektralverfahren gegebenen Abhängigkeit der Approximationsgüte von der Wahl der Basis-
und Testfunktionen findet sich in [Fle84].
Die Bestimmung der Operatoren der Zustandsraumdarstellung (4.3) wird formal durch eine Re-
striktion der schwachen Darstellung des unendlich-dimensionalen Systems beschrieben. Dazu wird
zunächst xN (·) ∈ XN und φ ∈ TN in (4.9) angenommmen. Daraus resultiert eine Gleichung,
die für alle Elemente des Raums der Testfunktionen einzuhalten ist. Da die Basis von TN eine
Mächtigkeit von N aufweist, ist eine Lösung der resultierenden Gleichung allerdings gleichwer-
tig unter Verwendung einer Basis
{
φ˜
}
i∈IN+
von TN durch N Gleichungen möglich. Das Ein-
setzen des Lösungsansatzes (4.12) für xN (·) und die Verwendung eines Vektors der Koeffizien-
ten x∗ (t) =
(
x∗1 (t) . . . x
∗
N (t)
)T
führen auf das aus N Gleichungen bestehende Differential-
algebraische System (Deskriptor-System)
E˜N x˙
∗ (t) = A˜Nx
∗ (t) + B˜Nu(t), x
∗ (t = 0) = x∗0, (4.15)
mit x∗0 =
(
x∗1 . . . x
∗
N
)
. Der zugehörige Zustandsraum X˜N ist in diesem Fall kein Funktionen-
raum mehr, vielmehr lässt sich die aus dem Endlich-dimensionalen wohlbekannte Wahl X˜N = CN
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treffen. Für die beiden N ×N dimensionalen Matrizen E˜N und A˜N gilt
E˜N =
 〈u1,φ˜1〉 . . . 〈uN ,φ˜1〉... . . . ...
〈u1,φ˜N〉 . . . 〈uN ,φ˜N〉
 , A˜N =
 〈Au1,φ˜1〉 . . . 〈AuN ,φ˜1〉... . . . ...
〈Au1,φ˜N〉 . . . 〈AuN ,φ˜N〉
 , (4.16)
während die N × p dimensionale Eingangsmatrix
B˜N =

B∗1 φ˜1 . . . B
∗
pφ˜1
.
.
.
.
.
.
.
.
.
B∗1 φ˜N . . . B
∗
pφ˜N
 (4.17)
lautet. Wenn die beiden Basen von XN und TN eine identische Mächtigkeit aufweisen, sind die
resultierenden Matrizen A˜N und E˜N stets quadratisch. Grundsätzlich legt dim (TN ) die Anzahl der
Gleichungen fest und dim (XN) die Anzahl der Unbekannten ([EG04]).
Das Einsetzen des Lösungsansatzes (4.12) in die Ausgangsgleichung von Σ führt auf
y(t) = C
N∑
i=1
x∗i (t) ui +Du(t). (4.18)
Da für den Durchgriffsoperator D ∈ L (U ,Y) mit U = Cp und Y = Cq gilt, folgt die Ausgangs-
gleichung des approximierten Systems zu
yN(t) = C˜Nx
∗ (t) + D˜Nu(t) (4.19)
mit
C˜N =
(
Cu1 . . . CuN
)
(4.20)
und D˜N = D. Unter der Voraussetzung geeignet gewählter Basis- und Testfunktionen gemäß
[Fle84] (S. 30) folgt die Regularität von E˜N und damit die Existenz von E˜−1N . Es ist zu beach-
ten, dass die Lösung von (4.15) zunächst lediglich die zeitliche Änderung der Koeffizienten des
allgemeinen Lösungsansatzes aus (4.12) determiniert. Demnach ist x∗ (t) ∈ CN ,t ≥ 0 allein kein
Element von XN . Allerdings lassen sich die Matrizen E˜−1N A˜N ,E˜−1N B˜N ,C˜N ,D˜N einer Darstellung
der Operatoren AN ,BN ,CN ,DN in der verwendeten Basis von XN zuordnen. Die Bestimmung der
Lösung xN (t) ∈ XN von (4.3) erfolgt mittels der Abbildung
CN → XN , x
∗ 7→ xN =
N∑
i=1
x∗iui. (4.21)
Das System ΣN˜
(
E˜−1N A˜N ,E˜
−1
N B˜N ,C˜N ,D˜N
)
dient damit als Repräsentation des approximierten
Systems ΣN . Die Bestimmung einer approximierten Lösung xN (t) eines unendlich-dimensionalen
Systems Σ wird hier unter der Annahme bekannter Basisfunktionen auf die Lösung x∗ (t) eines
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Systems gewöhnlicher Differentialgleichungen zurückgeführt. Dem Lösungsansatz (4.12) entspre-
chend erfolgt dabei eine Trennung der örtlichen und zeitlichen Unabhängigen. Die Berechnung von
x∗ (t) lässt sich beispielsweise mittels verschiedener bekannter numerische Integrationsverfahren
durchführen. Ferner lassen sich auf Basis von ΣN˜ die aus dem Endlich-dimensionalen bekannten
Verfahren zur Reglersynthese und Systemanalyse auf das approximierte System ΣN anwenden.
Aufgrund der in Abschnitt 4.2.2 geschilderten Möglichkeit, eine lineare Abbildung zwischen zwei
Vektorräumen nach Wahl der Basen der Räume mit einer Matrix geeigneter Dimension zu identi-
fizieren ([HK71] (S. 87ff)), werden im Folgenden die beiden endlich-dimensionalen Systeme ΣN
und ΣN˜ gleichwertig als Approximation des unendlich-dimensionalen Systems Σ angesehen. Im
Falle des geschilderten Vorgehens wird die Basis von XN durch die {ui}i∈IN+ gebildet und die
Repräsentationen der linearen Abbildungen aus (4.3) sind durch E˜−1N A˜N , E˜−1N B˜N , C˜N und D˜N
gegeben.
Einführung der modalen Approximation als Spezialfall eines Petrov-Galerkin-Verfahrens
Aus den im vorherigen Abschnitt beschriebenen Gründen eignet sich die Teilfolge {vi}i∈IN+ einer
Rieszbasis {vi}i∈I+ aus den Eigenfunktionen von A in besonderem Maße als Basis des Approxima-
tionsraums XN . Unter Verwendung der ersten N < ∞ Eigenfunktionen des zu approximierenden
Systems gilt daher im Folgenden die spezielle Wahl
XN = span(v1, . . . ,vN). (4.22)
Da sowohl die Eigenfunktionen des Systemoperators als auch deren Linearkombinationen im Defi-
nitionsbereich des SystemoperatorsD (A) liegen, gilt zudem XN ⊆ D (A) für alle N <∞. Anders
als beliebige, weniger systemspezifische Basisfunktionen erfüllen in diesem Fall alle Elemente aus
XN auf natürliche Weise die Randbedingungen des zugrunde liegenden Systems. Allerdings sind
die Elemente einer Rieszbasis im Allgemeinen nicht paarweise orthogonal zueinander. Um dennoch
die Vorteile zueinander paarweise orthogonaler Basis- und Testfunktionen zu genießen, werden als
Testfunktionen die zu {vi}i∈I+ biorthogonalen Eigenfunktionen des adjungierten Systemoperators
{wi}i∈I+ eingesetzt. Der Raum der Testfunktionen wird für eine feste Wahl von N durch
TN = span(w1, . . . ,wN ), N <∞ (4.23)
definiert. Das Einsetzen der Basisfunktionen {vi}i∈IN+ in den Lösungsansatz (4.12) und die In-
nenproduktbildung mit einer Testfunktion führt ∀j ∈ IN+ auf eine Berechnungsvorschrift für die
Koeffizienten
〈x,wj〉 = 〈
∑
i∈IN+
x∗i vi,wj〉 = x
∗
j (4.24)
des Lösungsansatzes (4.12).
Die Eigenschaften der systemspezifischen Basis- und Testfunktionen führen auf eine besondere
Struktur der Matrizen in der Zustandsgleichung (4.15) des endlich-dimensionalen Systems ΣN˜ .
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Unter Berücksichtigung von Avi = λivi, i = 1, . . . N sowie der Biorthogonalität der gewählten
Basis- und Testfunktionen gilt
E˜N = I, A˜N = diag (λ1, . . . ,λN) , (4.25)
während die Eingangsmatrix zu
B˜N =
B
∗
1w1 . . . B
∗
pw1
.
.
.
.
.
.
.
.
.
B∗1wN . . . B
∗
pwN
 =
 b
∗
1
T
.
.
.
b∗N
T
 (4.26)
folgt. Die Biorthogonalität von Basis- und Testfunktionen bedingt die Diagonalstruktur der Ma-
trizen E˜N und A˜N und bewirkt damit eine Entkopplung der N Gleichungen zur Bestimmung der
N Koeffizienten der approximierten Lösung xN (t). Durch die verwendete Kombination aus Basis-
und Testfunktionen stimmen die Eigenwerte des approximierten Systems mit den ersten N Eigen-
werten des unendlich-dimensionalen Systems überein.
Die einzelnen skalaren Gleichungen aus (4.15) lauten
x˙∗i (t) = λix
∗
i (t) + b
∗
i
Tu(t), ∀i ∈ IN+. (4.27)
Ist Σ in modaler Darstellung gegeben und sind die Moden geeignet geordnet, stimmen die Einträge
der Eingangsmatrix B˜N mit den ersten N Einträgen von B überein. Damit erlaubt B˜N unmittelbar
eine Aussage über die Steuerbarkeit der einzelnen Moden des Systems ΣN˜ und der ersten N Moden
von Σ. In (4.18) ist die Ausgangsmatrix durch
C˜N =
(
Cv1 . . . CvN
)
(4.28)
gegeben, während die Durchgriffsmatrix unabhängig von der Wahl der Basis des Zustandsraums
XN und der Wahl der Basis des Raums der Testfunktionen ist. Die Einträge von C˜N lassen eine
Beurteilung der modalen Beobachtbarkeit von ΣN˜ zu.
Zusammenhang zwischen Petrov-Galerkin-Verfahren und Eigenprojektionen
Die Berücksichtigung der Basisfunktionen {vi}i∈I+ sowie der Koeffizienten x∗i = 〈x,wi〉 ge-
mäß (4.24) im Lösungsansatz (4.12) verdeutlicht den Zusammenhang zwischen dem verwendeten
Petrov-Galerkin-Verfahren und den in Abschnitt B.8.4 eingeführten Eigenprojektionen. Die Eigen-
projektion eines diagonalisierbaren Systemoperators
Pe,N : X → XN
x 7→ xN = Pe,Nx =
∑
i∈IN+
〈x,wi〉vi
(4.29)
projiziert für N < ∞ die Lösung x auf den endlich-dimensionalen Raum XN . Die stetige Fortset-
zung des Innenprodukts aus (4.29) auf ein Dualitätsprodukt 〈·,·〉V×V ′ ist im Sinne von (B.103) aus
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Abschnitt B.9.1 zu verstehen. Ein mittels einer Eigenprojektion definierter endlich-dimensionaler
Raum erfüllt die Anforderungen an einen Unterraum, es giltXN ⊂ X ⊂ V . Der endlich-dimensionale
Unterraum XN besitzt eine Darstellung in Form einer direkten Summe gemäß (B.98).
Die Folge der durch die Eigenprojektionen definierten endlich-dimensionalen Räume {Xi}i∈IN+ ,
N < ∞ erfüllt die in [BSY96] (S. 105) aufgeführte Monotoniebedingung XN ⊂ XN+1 und es gilt
Pe,N+1Pe,N = Pe,N . Die Eigenprojektionen stellen einen Sonderfall der eingangs in Abschnitt 4.2.2
eingeführten Projektionen zur Erzeugung endlich-dimensionaler Approximationen dar. Insbeson-
dere gilt im Rahmen der zugelassenen Systeme für den Systemoperator
AN = Pe,N (APe,N) =
∑
i∈IN+
λi〈·,wi〉vi.
Gleichzeitig gilt ebenfalls aufgrund der Eigenschaften biorthogonaler Funktionensysteme und der
A-Invarianz der durch die Eigenprojektionen entstehenden Unterräume
ANM = Pe,N (A (I − Pe,N)) =
∑
j∈IN+
〈
∑
i∈I+N+1
λi〈·,wi〉vi,wj〉vj = 0
sowie AMN = (I − Pe,N) (APe,N) = 0. Damit liegt keine Wechselwirkung der Lösung auf dem
Unterraum XN mit dem Anteil der Lösung auf dem Unterraum XM = (I − Pe,N)X vor, siehe auch
[Bal83] (S. 530). Die Anwendung der Eigenprojektionen im Fall diagonalisierbarer Operatoren
lässt sich im Sinne von Theorem 6.17. aus [Kat95] (S. 178) als eine Zerlegung des Spektrums von
A interpretieren.
Modale Approximation des Übertragungsverhaltens und des Hankel-Operators
Die Ausführungen in diesem Abschnitt beziehen sich auf die Übertragungsfunktion gemäß (4.10)
und den Hankel-Operator entsprechend (4.11) der in Abschnitt 4.2.3 definierten Systeme. Die
Ein-/Ausgangsabbildung des approximierten Systems im Bildbereich der Laplace-Transformation
stimmt mit der entsprechenden Abbildung von ΣN˜ und damit von ΣN überein und lautet
y (s) = GN (s)u (s) (4.30)
mit GN (s) = C˜N
(
sI − A˜N
)−1
B˜N + D˜N . Das Einsetzen der Matrizen A˜N ,B˜N ,C˜N sowie die
ohne eine Beschränkung der Allgemeinheit zulässige Vernachlässigung der Durchgriffsmatrix D˜N
führen auf
GN (s) =
∑
i∈IN+
c∗i b
∗
i
T
s+ λi
. (4.31)
Die Reihendarstellung der Übertragungsfunktion GN des approximierten Systems folgt damit un-
mittelbar aus der Reihendarstellung des Übertragungsverhalten des unendlich-dimensionalen Sys-
tems durch einen Reihenabbruch nach dem N-ten Glied. Falls ein zu approximierendes System Σ
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eine endliche Anzahl Eigenwerte mit Re (λi) ≥ 0 aufweist, ist es in der Regel wünschenswert, alle
diese Eigenwerte unmittelbar in ΣN zu berücksichtigen. Insbesondere anhand der Approximation
der Übertragungsfunktion (4.31) ist das Vorgehen in einem derartigen Fall ersichtlich. Zudem lässt
sich erkennen, dass die modale Approximation keine Eigenwerte mit Re (λi) ≥ 0 erzeugen kann,
die nicht bereits in Σ enthalten sind. Unter der Annahme, dass auch keine derartigen Nullstellen
erzeugt werden, führt eine zielgerichtete Anwendung der modalen Approximation zu übereinstim-
menden Eigenwerten mit Re (λi) ≥ 0 innerhalb von ΣN und Σ.
Der Hankel-Operator einer endlich-dimensionalen Approximation ΣN lautet
(ΓNu) (t) =
∑
i∈IN+
∞∫
0
eλi(t+τ)c∗i 〈b
∗
i ,u〉U dτ (4.32)
und besitzt die Hankel-Singulärwerte {σi (ΓN)}i∈IN+ . Die Hankel-Singulärwerte werden in der
Literatur an verschiedenen Stellen zur Angabe einer a priori Fehlerschranke einer Approximation
eingesetzt ([GCP88]).
4.2.5 Konvergenzeigenschaften und Fehlerschranken der modalen
Approximation
Konvergenzeigenschaften der modalen Approximation
Dieser Abschnitt umfasst Betrachtungen zu Konvergenzeigenschaften der modalen Approximati-
on, wobei die in Abschnitt 4.2.3 definierten Systeme vorausgesetzt werden. Das Hauptaugenmerk
liegt an dieser Stelle auf dem Nachweis der Konvergenz der modalen Approximation im Sinne der
Gap-Metrik und Gap-Topologie. Aus der Konvergenz im Sinne der Gap-Metrik gemäß Definition
106 wird auf die Eignung der modalen Approximation geschlossen, endlich-dimensionale Syste-
me zur Reglersynthese für eine unendlich-dimensionale Strecke Σ zu generieren. Aufgrund von
Definition 106 erfolgt die Repräsentation von Σ auf Basis einer gemäß (4.10) zugeordneten Über-
tragungsfunktion G. Gleichzeitig ist jedem Element von {Σi}i∈IN+ eine Übertragungsfunktion der
Form (4.31) zugeordnet.
Für die nachfolgenden Betrachtungen werden exponentiell stabile Systeme G sowie eine Folge
jeweils exponentiell stabiler Systeme {Gi}i∈IN+ vorausgesetzt. Im Falle exponentiell stabiler Sys-
teme erweist sich die in (E.39) mittels der H∞-Norm formulierte Bedingung als notwendig und
hinreichend für die Konvergenz von {Gi}i∈IN+ gegen G im Sinne der Gap-Topologie. Darüber
hinaus wird die Einhaltung der Ungleichung
∑
i∈I+
|c∗i |
∣∣b∗i T ∣∣
|Re (λi)|
<∞ (4.33)
gefordert. Entsprechend der Ausführungen in Abschnitt C.4.5 stellt die Einhaltung von (4.33) eine
hinreichende Bedingung für die Kompaktheit des dem System Σ zugeordneten Hankel-Operators
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Γ dar. Die Ordnung der Eigenwerte des Beispielsystems finden sich in Tabelle 2.2, die Ordnung der
Entwicklungskoeffizienten des Eingangsoperators beziehungsweise des Ausgangsoperators sind in
(2.131) beziehungsweise (2.142) angegeben. Aus der Berücksichtigung der Ordnung der drei in
(4.33) auftretenden Größen |c∗i | ,
∣∣b∗i T ∣∣ sowie |Re (λi)| leitet sich die Gültigkeit der Ungleichung
(4.33) im Falle des Beispielsystems ab.
Falls ein System die voranstehend aufgeführten Annahmen erfüllt, gilt gemäß [CG84] und [CG86]
(S. 174)
‖G−GN‖∞ =
∥∥∥∥∥∥
∑
I+N+1
c∗i b
∗
i
T
s+ λi
∥∥∥∥∥∥
∞
≤
∑
i∈I+N+1
|c∗i |
∣∣b∗i T ∣∣
|Re (λi)|
.
(4.34)
Aufgrund der Einhaltung von (4.33) folgt aus der voranstehenden Ungleichung die Konvergenz der
Approximation {GN}i∈IN+ für N →∞ gegen G im Sinne der H∞-Norm. Die eingangs angenom-
mene exponentielle Stabilität aller beteiligten Systeme erlaubt dann den Schluss auf die Konvergenz
des verwendeten Approximationsansatzes im Sinne der Gap-Topologie.
Da das Beispielsystem alle getroffenen Annahmen erfüllt, wird die modale Approximation im Falle
des Beispielsystems als geeignet zur Generierung einer endlich-dimensionalen Approximation zum
Zwecke des Reglerentwurfs angesehen.
Fehlerschranken im Fall der modalen Approximation
Neben der grundlegenden Konvergenzaussage stellt sich bei der Verwendung eines Approximati-
onsverfahrens stets die Frage nach dem Abstand einer resultierenden Approximation von dem ur-
sprünglichen System Σ. Eine in der Literatur übliche Vorgehensweise zur Angabe einer oberen Feh-
lerschranke für die modale Approximation beruht auf den Hankel-Singulärwerten {σi (Γ)}i∈I+ des
Hankel-Operators Γ von Σ. Dabei wird die Tatsache ausgenutzt, dass unter den getroffenen Annah-
men die modale Approximation nicht nur die Konvergenz im Sinne der H∞-Norm garantiert, son-
dern ebenfalls die Konvergenz der Hankel-Singulärwerte von ΣN gegen die Hankel-Singulärwerte
von Σ.
Gleichung (4.34) beschreibt eben diese obere Beschränkung und entspricht damit dem bekannten
Resultat, demzufolge die Differenz zwischen dem ursprünglichen System G und der Approximati-
on GN im Sinne der H∞-Norm das Zweifache der Summe aller durch die Approximation vernach-
lässigten Hankel-Singulärwerte nicht übersteigt (Theorem 5.1.,[GCP88] (S. 882)). Ein Beispiel für
die Berechnung der Summe aller Hankel-Singulärwerte für ein unendlich-dimensionales System
mit einem nuklearen Hankel-Operator findet sich in [GCP88] (S. 891).
Eine Beschränkung der Güte einer Approximation im Sinne der H∞-Norm wird durch den ersten
vernachlässigten Hankel-Singulärwert definiert. Eine Approximation GN von G besitzt demnach
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im Sinne derH∞-Norm einen Abstand zuG, der nie kleiner ist als der erste vernachlässigte Hankel-
Singulärwert von G ([GCP88]). Weitere Betrachtungen und Fehlerschranken für unterschiedliche
Klassen von Systemen und Approximationsverfahren finden sich beispielsweise in [CG84; CG86],
[SC00], [Sas01], [Sas02] sowie [Cur03] und werden an dieser Stelle nicht wiederholt.
Die explizite Berechnung der oberen und unteren Fehlerschranke auf Basis von (4.34) ist an dieser
Stelle nicht erforderlich. Als relevante Information wird hier die Beschränkung des Fehlers einer
Approximation im Sinne der H∞-Norm angesehen. Die Berücksichtigung der Abweichung zwi-
schen ΣN und Σ erfolgt in Abschnitt 4.3 im Hinblick auf den Reglerentwurf mittels im Sinne der
H∞-Norm beschränkter frequenzabhängiger Unsicherheitsformulierungen und darauf aufbauender
Modellscharen. Die Modellscharen dienen ihrerseits als Grundlagen der Synthese robuster Regler
in Abschnitt 4.5 sowie der Robustheitsanalyse in Abschnitt 4.6.
4.2.6 Anwendung der modalen Approximation auf das Beispielsystem
Die Anwendung der modalen Approximation auf das Beispielsystem beruht auf der Anwendung
der assoziierten Eigenprojektionen aus Abschnitt B.8.4. Die Anwendung der Eigenprojektionen er-
fordert die Kenntnis der Lösungen der A beziehungsweise A∗ zugeordneten Eigenwertprobleme
aus Abschnitt D.1.1 beziehungsweise Abschnitt D.1.2. Als Ausgangspunkt wird die Übertragungs-
funktion des Beispielsystems aus Abschnitt 2.3.4 in Reihendarstellung gemäß (2.160) angenom-
men. Der Abbruch der Reihe in (2.160) nach einem endlichen Glied N < ∞ führt unmittelbar
auf eine modale Approximation des Beispielsystems mit einer Approximationsordnung von N und
einer entsprechenden Systemordnung n = N . Die Parametrierung der Reihendarstellung des Bei-
spielsystems in (2.160) erfolgt gemäß Tabelle 2.3. Abbildung 4.1 zeigt das gemessene Bodedia-
gramm des trimorphen Biegewandlers GMess, das Bodediagramm von G sowie die Bodediagramme
verschiedener modaler ApproximationenGN , N ∈ {2,4,6,30} des Beispielsystems. Der dargestell-
te Frequenzbereich ist durch den Frequenzbereich der Messung am realen System definiert. Inner-
halb dieses Frequenzbereichs lässt sich für anwachsende N die schnelle Konvergenz der modalen
ApproximationGN gegen G erkennen. Hinsichtlich des in Abb. 4.1 gezeigten Frequenzbereichs ist
bereits für N = 6 nahezu kein Unterschied zwischen dem Bodediagramm der Approximation und
dem von G zu erkennen.
Zur Verdeutlichung der vorhandenen Abweichung und im Hinblick auf die Verwendung multipli-
kativer Modellunsicherheiten zur Formulierung von Modellscharen in Abschnitt 4.3 zeigt Abb. 4.2a
die relativen Abweichungen zwischen G und den modalen Approximationen GN , N ∈ {2,4,6,30}.
Für den Fall N = 2 enthält die modale Approximation GN lediglich die erste Eigenmode von
G, diese Charakteristik spiegelt sich im Verlauf der relativen Abweichung δrel (G,GN ) , N = 2 im
Frequenzbereich um die zweite Eigenfrequenz wider. Für den Fall N = 2 überschreitet die relative
Abweichung ab etwa 4000 rad/s signifikant die 0 dB Linie.
Ab einer Approximationsordnung von N = 4 enthalten die resultierenden modalen Approxima-
tionen im betrachteten Frequenzbereich die gleiche Anzahl von Singularitäten wie G. Ab einer
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Abbildung 4.1: Bodediagramm verschiedener Darstellungen der Übertragungsfunktion des Bei-
spielsystems: GMess,G und modale Approximationen GN , N ∈ {2,4,6,30}.
Approximationsordnung von N ≥ 6 verläuft die relative Abweichung δrel (G,GN) im betrachte-
ten Frequenzintervall stets unterhalb von −10 dB. Hinsichtlich des betrachteten Frequenzbereichs
und der relativen Abweichung kann damit bereits eine modale Approximation geringer Ordnung
von zumindest N = 6 als gute endlich-dimensionale Annäherung der Übertragungsfunktion des
unendlich-dimensionalen Beispielsystems G im betrachteten Frequenzbereich angesehen werden.
Da für die innerhalb dieser Arbeit verwendeten Verfahren zur Reglersynthese die Ordnung der
resultierenden Regler von der Ordnung der verwendeten nominellen Strecke abhängt, erscheint
die modale Approximation zur Gewinnung einer endlich-dimensionalen Darstellung von G zum
Zwecke der Reglersynthese als sehr gut geeignet. In Abb. 4.2b findet sich die relative Abwei-
chung zwischen dem gemessenen Frequenzgang und GN , N ∈ {2,4,6,30}. Qualitativ gelten für
δrel (GMess,GN) analoge Aussagen wie für δrel (G,GN).
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Abbildung 4.2: Relative Abweichungen zwischen jeweils G,GMess,GˆMess und GN mit N ∈
{2,4,6,30}.
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Lediglich im Frequenzbereich oberhalb der ersten Eigenfrequenz von GMess weist δrel (GMess,GN)
selbst für N ≥ 6 einen Wert um die −5 dB auf, dieser Verlauf entspricht ausgehend von
δrel (GMess,G) in Abb. 4.1 allerdings den Erwartungen.
Die relativen Abstände δrel
(
GˆMess,GN
)
mit jeweils N ∈ {2,4,6,30} in Abb. 4.2c werden deutlich
durch die in der modalen Approximation vernachlässigte Totzeit dominiert. Die in GˆMess auftre-
tende, durch die enthaltene Totzeit bedingte, frequenzabhängige Phasenabsenkung führt bereits im
Frequenzbereich vor der ersten Eigenfrequenz zu einem signifikanten Anstieg der relativen Abwei-
chung. Ab einer Approximationsordnung von N = 6 lässt sich im betrachteten Frequenzbereich
keine wesentliche Verbesserung in den Verläufen von δrel
(
GˆMess,GN
)
feststellen.
Unter der Annahme, dass die Messung den für die Regelung relevanten Frequenzbereich abdeckt,
wird eine modale Approximation GN mit einer Approximationsordnung N = 6 als nominelle
Strecke zur Formulierung einer Modellschar in Abschnitt 4.3 angenommen, es gilt
GNom = GN , N = 6. (4.35)
Der Übertragungsfunktion des nominellen Systems ist gleichwertig das nominelle System ΣNom =
ΣN , N = 6 mit einer Systemordnung von nGNom = 6 zugeordnet. Im Hinblick auf die Simulation
des Beispielsystems werden ferner die Festlegungen
GSim = GN , N = 30 (4.36)
GˆSim = e
−0,0005·iωGSim (4.37)
getroffen.
Eine zur Synthese robuster Regler geeignet formulierte Modellschar sollte das zu regelnde System,
in diesem Fall GMess beziehungsweise GˆMess, einschließen. Als Anhaltspunkte zur Formulierung
verschiedener Modellscharen in 4.3 dienen die Verläufe von δrel (G,GNom), δrel (GMess,GNom) und
δrel
(
GˆMess,GNom
)
, die sich für N = 6 aus Abb. 4.2a, Abb. 4.2b beziehungsweise Abb. 4.2c erge-
ben.
4.3 Formulierung einer Modellschar zur Regelung des
Beispielsystems
Zwischen einem realen System und einem zugehörigen mathematischen Modell des Systems ist
grundsätzlich keine vollständige Übereinstimmung zu erwarten. Allein aus derartigen Modellab-
weichungen leitet sich für modellbasiert entworfene Regler die Forderung ab, die Robustheit ver-
schiedener Eigenschaften des geschlossenen Regelkreises zu garantieren. Aus der Definition der
robusten Eigenschaften eines Regelkreises (Definition 108) lässt sich dabei entnehmen, dass sich
Aussagen hinsichtlich der Robustheit stets auf eine spezifische Modellschar beziehen. Eine pro-
blemspezifisch formulierte Modellschar lässt sich als Grundlage der Synthese robuster Regler oder
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auch zur Robustheitsanalyse bestehender Regelkreise einsetzen. Eine übersichtliche Beschreibung
des Grundgedankens dieses Ansatzes sowie Überlegungen zur sinnvollen Formulierung einer Mo-
dellschar finden sich beispielsweise in [SP05] oder [DP05].
Dieser Abschnitt beinhaltet die Formulierung verschiedener strukturell identischer Modellscharen,
die zum einen Verwendung bei der Synthese robuster Regler für das Beispielsystem und zum an-
deren bei der Analyse der Robustheit zugehöriger Regelkreise finden. Durch das innerhalb dieser
Arbeit verfolgte Vorgehen zur Reglersynthese für Σ auf Basis von ΣN ergibt sich neben den ein-
gangs geschilderten, stets vorhandenen Modellabweichungen zwischen Σ und dem realen System
in einem derartigen Fall ein zusätzlicher Approximationsfehler. Für geeignete Modellscharen wird
gefordert, dass sie die beiden genannten Quellen für Modellunsicherheiten berücksichtigen und ne-
ben dem realen System auch das unendlich-dimensionale Modell des realen Systems inkludieren.
Die Formulierung der Modellscharen erfolgt dazu basierend auf der nominellen Strecke GNom ge-
mäß (4.35) und zusätzlichen Abweichungen vom Nominalfall, beschrieben durch im Sinne der ∞-
Norm beschränkten Unsicherheiten. Dieser Ansatz geht auf die in Abschnitt 4.2 gezeigt Tatsache
ein, dass die Eigenschaften des unendlich-dimensionalen Beispielsystems Σ und das gewählte Ap-
proximationsverfahren die Generierung eines endlich-dimensionalen Systems ΣNom = ΣN , N = 6
mit einer zugehörigen rationalen Übertragungsfunktion erlauben, sodass der Abstand zwischen Σ
und ΣN im Sinne der ∞-Norm beschränkt ist.
Einleitend begründen verschiedene Überlegungen in Abschnitt 4.3.1 die strukturelle Festlegung
der Unsicherheit innerhalb der zu formulierenden Modellscharen auf multiplikative Modellfehler.
Daran schließt sich in Abschnitt 4.3.2 die allgemeine Einführung der gewählten multiplikativen
Modellfehler als Spezialfall unstrukturierter Modellunsicherheiten an. Da die Berücksichtigung
unstrukturierter Modellunsicherheiten innerhalb des Entwurfsproblems robuster Regler eine LFT-
basierte Formulierung voraussetzt, folgen in Abschnitt 4.3.3 entsprechende Ausführungen für den
Spezialfall multiplikativer Modellunsicherheiten. Abschließend erfolgt in Abschnitt 4.3.4 die For-
mulierung verschiedener Modellscharen zur Verwendung für das Beispielsystem.
4.3.1 Vorüberlegungen zur Formulierung einer Modellschar
Um unnötig konservative Modellscharen zu vermeiden, sollten vorhandene Kenntnisse über die
Struktur von Modellunsicherheiten in die Auswahl einer Unsicherheitsstruktur einfließen. Im Fol-
genden werden lediglich die hinsichtlich des Beispielsystems angenommenen Unsicherheitsstruk-
turen vorgestellt und eingesetzt. Als primäre Quelle der Modellunsicherheiten wird dazu die Ver-
nachlässigung hochfrequenter Dynamiken, verursacht durch eine endlich-dimensionale Approxi-
mation des unendlich-dimensionalen Modells des Beispielsystems, angesehen.
Die Ausführungen aus Abschnitt 4.2.4 erlauben die Annahme, dass die modale Approximation
im Fall des Beispielsystems auf eine Approximation ohne Eigenwerte in der offenen rechten s-
Halbebene führt. Da die exakte ÜbertragungsfunktionG des unendlich-dimensionalen Modells des
Beispielsystems Σ bekannt ist, lässt sich zu der Übertragungsfunktion einer endlich-dimensionalen
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Approximation GN dieses Modells stets sowohl eine relative als auch eine absolute Abweichung
zu jeder diskreten Frequenz bestimmen. Falls die exakte Übertragungsfunktion eines unendlich-
dimensionalen Systems zur Bestimmung dieser Abweichungen nicht zur Verfügung steht, wird üb-
licherweise als Ersatz für Σ eine Approximation ΣM mit M ≫ N eingesetzt. Im Zusammenhang
mit der modalen Approximation auf Basis des Übertragungsverhaltens ist die Annahme additiver
Modellunsicherheiten nicht unüblich. Aufgrund der einfachen Integrierbarkeit in die Entwurfspro-
bleme der hier verwendeten Verfahren zur Reglersynthese wird für die mathematische Repräsen-
tation der darzustellenden Unsicherheit strukturell jedoch eine multiplikative Modellunsicherheit
angenommen. Ein erfolgreicher Reglerentwurf mittels der hier eingesetzten Verfahren gewährleis-
tet damit a priori zumindest die robuste Stabilität des geschlossenen Regelkreises hinsichtlich der
aus der multiplikativen Modellunsicherheit resultierenden Modellschar.
Da es sich bei dem Beispielsystem um ein System mit lediglich einem Eingang und einem Ausgang
handelt, führt die Annahme multiplikativer Modellfehler am Streckeneingang oder am Streckenaus-
gang auf eine äquivalente Fehlerbeschreibung.
4.3.2 Multiplikativer Modellfehler als Spezialfall einer unstrukturierten
Modellunsicherheit
Den einleitenden Ausführungen über Unsicherheitsformulierungen folgend, wird als Spezialfall un-
strukturierter Modellunsicherheiten ein multiplikativer Modellfehler eingeführt. In Anlehnung an
das Beispielsystem beschränken sich die folgenden Betrachtungen auf Systeme mit skalaren Ein-
gangssignalen und skalaren Ausgangssignalen. Allgemeine und ausführliche Betrachtungen zu ver-
schiedenen Formen unstrukturierter Modellunsicherheiten finden sich beispielsweise in [ZDG95],
[SP05], [GPK05]. Die folgende Darstellung orientiert sich an [SP05]. Eine multiplikative Modell-
unsicherheit wird strukturell durch das nominelle Modell GNom sowie einen zusätzlichen Vorwärts-
zweig definiert. Unter Vernachlässigung der komplexen Variabel s besitzt ein durch eine multipli-
kative Modellunsicherheit am Streckeneingang beschriebenes System GM,e ausgehend von GNom
die Form
GM,e = GNom (1 + EM,e) , mit EM,e = ∆M,eWM,e, (4.38)
während für eine am Streckenausgang lokalisierte multiplikative Modellunsicherheit GM,a
GM,a = (1 + EM,a)GNom, mit EM,a = ∆M,aWM,a, (4.39)
folgt. Die Übertragungsfunktion EM, · wird dabei als Reihenschaltung einer stabilen unsicheren
Übertragungsfunktion beschränkter Norm aus der Menge
Π∆M , · =
{
∆M, · ∈ RH∞| ‖∆M, ·‖∞ < 1
} (4.40)
und einer Gewichtungsfunktion WM, · ∈ RH∞ angenommen. Damit handelt es sich sowohl bei
∆M, · ∈ Π∆M , · als auch bei der Gewichtungsfunktion WM, · und somit auch ihrer Reihenschaltung
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um endlich-dimensionale, realisierbare und stabile Systeme. Die zu (4.38) beziehungsweise (4.39)
gehörigen Blockschaltbilder finden sich in Abb. 4.3a beziehungsweise Abb. 4.3b. Für Eingrößen-
systeme sind die beiden multiplikativen Unsicherheitsformulierungen (4.38) und (4.39) äquivalent.
Die Definition einer Modellschar erfolgt unter Berücksichtigung einer festen Gewichtungsfunktion
WM,e ∆M,e
GNom,e
u y
GM,e
(a) GM,e
GNom,a
WM,a ∆M,a
u y
GM,a
(b) GM,a
Abbildung 4.3: Strecke mit multiplikativer Modellunsicherheit am Streckeneingang GM,e bezie-
hungsweise am Streckenausgang GM,a.
WM, · durch das Zulassen aller in Π∆M , · enthaltener Übertragungsfunktionen. Für multiplikative
Modellunsicherheiten am Streckeneingang gilt
GM,e = {GNom,e (1 + ∆M,eWM,e) |∆M,e ∈ Π∆M ,e}
= {GNom,e (1 + ∆M,eWM,e) |∆M,e ∈ RH∞, ‖∆M,e‖∞ < 1} ,
(4.41)
während die durch multiplikative Modellfehler am Streckenausgang definierte Modellschar durch
GM,a = {(1 + ∆M,aWM,a)GNom,a|∆M,a ∈ Π∆M ,a}
= {(1 + ∆M,aWM,a)GNom,a|∆M,a ∈ RH∞, ‖∆M,a‖∞ < 1}
(4.42)
gegeben ist. Unter Annahme eines bekannten nominellen Modells GNom, · reduziert sich die For-
mulierung von GM, · gemäß (4.41) oder (4.42) damit auf die Wahl von WM, ·. Unter Voraussetzung
der asymptotischen Stabilität der multiplikativen Modellunsicherheit weist kein Element von GM, ·
eine höhere Anzahl instabiler Pole als GNom, · auf. Die Möglichkeit der Kürzung instabiler Pole
von GNom wird in [Rai94] (S. 181) gezeigt. Derartige Fälle lassen sich aus der Modellschar durch
eine Einschränkung der zulässigen multiplikativen Modellfehler ausschließen. Im Hinblick auf das
stabile Beispielsystem und die gleichsam stabilen Approximationen des Beispielsystems wird die
Problematik der Kürzung instabiler Pole der Strecke an dieser Stelle nicht weiter berücksichtigt.
Das Einschließen einer beliebigen Modellschar G durch eine Modellschar GM, · lässt sich auf Basis
einer frequenzabhängigen relativen Abweichung, definiert durch die Funktion
lM (ω) = max
GS∈G
∣∣∣∣GS (iω)−GNom, · (iω)GNom, · (iω)
∣∣∣∣ , ∀ω ∈ R≥0, (4.43)
erreichen. Per Definition entspricht lM (ω) zu jeder Frequenz ω ∈ R≥0 dem maximalen relativen
Abstand, den das nominelle Modell GNom, · zu allen Elementen der einzuschließenden Modellschar
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G im Sinne von (4.43) aufweist. Aufgrund von (4.43) ist lM für jede Frequenz ω ∈ R≥0 reell. Die
Beschränkung des Arguments von lM auf ω ist die in der Literatur übliche Kennzeichnung für die
Tatsache, dass lM nicht die rationale Übertragungsfunktion eines endlich-dimensionalen Systems
ist.
Die Verwendung einer Gewichtungsfunktion WM, · ∈ RH∞ mit
lM (ω) ≤ |WM, · (iω)| , ∀ω ∈ R≥0 (4.44)
führt (4.41) beziehungsweise (4.42) folgend auf eine Modellschar GM, ·. |WM, · (iω)| beschränkt
lM (ω) zu jeder Frequenz ω ∈ R≥0 von oben. Folglich inkludiert GM, · aufgrund von (4.43) alle
Strecken aus der ursprünglichen Modellschar G.
Um eine multiplikative Modellunsicherheit innerhalb des Entwurfsprozesses eines robusten Reg-
lers nach den in Abschnitt 4.4 beschriebenen Verfahren zu berücksichtigen, wirdWM, · in geeigneter
Form in die erweiterte Strecke integriert. Folglich wirkt sich die Ordnung von WM, · auf die Ord-
nung der erweiterten Strecke aus. Eine allgemeine Einführung der erweiterten Strecke findet sich
in Abschnitt E.2.1.
In Abhängigkeit von der Wahl des Verfahrens zur Reglersynthese besteht im Hinblick auf den
Entwurf robuster Regler gegebenenfalls ein unmittelbarer Zusammenhang zwischen der Ordnung
eines resultierenden Reglers und der Ordnung der erweiterten Strecke. Falls eine solche Abhängig-
keit besteht und eine geringe Ordnung des zu entwerfenden Reglers angestrebt wird, ist für WM, ·
eine möglichst geringe Ordnung zu wählen. Aus dem Bestreben, mit einer Gewichtungsfunktion
geringer Ordnung dennoch (4.44) zu erfüllen, resultiert in der Regel eine konservativ formulierte
multiplikative Modellschar.
4.3.3 Verallgemeinerte LFT-basierte Formulierung multiplikativer
Modellunsicherheiten
Die Berücksichtigung von Modellunsicherheiten innerhalb verschiedener auf dem strukturierten
Singulärwert basierender Synthese- und Analyseverfahren setzt gewöhnlich eine Formulierung der
zugehörigen Modellschar unter Verwendung einer „Linear Fractional Transformation“ LFT der in
Abb. 4.4 dargestellten Form voraus. Die allgemeine Einführung der LFT findet sich in Abschnitt
E.1.1.
Der vorliegende Abschnitt beinhaltet die Formulierung multiplikativer Modellunsicherheiten in-
nerhalb des in [Rai94] (S. 183ff) beschriebenen LFT-basierten Rahmens zur verallgemeinerten
Darstellung unstrukturierter Modellunsicherheiten. Ein Effekt einer solchen LFT-basierten Unsi-
cherheitsformulierung ist die Auftrennung eines unsicherheitsbehafteten Systems Gu in einen als
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vollständig bekannt angenommenen verallgemeinerten nominellen Teil(
y∆
y
)
=
(
G˜Nom,∆,∆ G˜Nom,∆,s
G˜Nom,m,∆ G˜Nom,m,s
)
︸ ︷︷ ︸
G˜Nom
(
u∆
u
)
(4.45)
und einen Teil ∆, der jegliche Unsicherheiten in sich vereint. Das unsicherheitsbehaftete System
ist in diesem Fall durch
Gu = Fu
(
G˜Nom,∆
)
= G˜Nom,m,s + G˜Nom,m,∆∆
(
I − G˜Nom,∆,∆∆
)−1
G˜Nom,∆,s
(4.46)
definiert. Aus der Forderung GNom = Fu
(
G˜Nom,0
)
und der Definition der oberen LFT aus Ab-
schnitt E.1.1 ergibt sich in (4.45) die strukturelle Einschränkung G˜Nom,m,s = GNom, vergleiche auch
[Rai94]. Eine ausführliche Definition der im Allgemeinen zulässigen Unsicherheiten ∆ findet sich
in [Rai94] (S. 184).
Im Falle multiplikativer Modellunsicherheiten gemäß (4.38) beziehungsweise (4.39) erfolgt eine
Aufteilung von Gu in verallgemeinerte nominelle Strecken
GNom,e,v =
(
0 WM,e
GNom,e GNom,e
)
beziehungsweise GNom,a,v =
(
0 WM,aGNom,a
I GNom,a
)
(4.47)
und Rückführungen der Form u∆ = ∆M,ey∆ beziehungsweise u∆ = ∆M,ay∆. Die zulässigen
WM,e
GNom
∆M,e
u y
y∆u∆
GNom,e,v
(a) Fu (GNom,e,v,∆M,e)
GNom
WM,a
∆M,a
u y
y∆u∆
GNom,a,v
(b) Fu (GNom,a,v,∆M,a)
Abbildung 4.4: Ein- und ausgangsseitige multiplikative Modellunsicherheit in verallgemeinerter
LFT-basierter Darstellung Fu (GNom,e,v,∆M,e) beziehungsweise Fu (GNom,a,v,∆M,a).
normbeschränkten unsicheren Übertragungsfunktionen sind gemäß (4.40) definiert, für die Gewich-
tungsfunktionen gilt erneut WM, · ∈ RH∞. Hinsichtlich des Beispielsystems lässt sich zudem die
asymptotische Stabilität der nominellen Strecke annehmen. Für jede zulässige Unsicherheit folgt
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damit mittels
GM,e = Fu (GNom,e,v,∆M,e) = GNom,e +GNom,e∆M,eWM,e
= GNom,e (I +∆M,eWM,e)
(4.48)
beziehungsweise
GM,a = Fu (GNom,a,v,∆M,a) = GNom,a +∆M,aWM,aGNom,a
= (I +∆M,aWM,a)GNom,a
(4.49)
ein Element der jeweiligen Modellschar GM, ·. Die Blockschaltbilder der voranstehenden LFTs fin-
den sich in Abb. 4.4a beziehungsweise Abb. 4.4b. Die Äquivalenz der verallgemeinerten LFT-
basierten Formulierung multiplikativer Modellunsicherheiten zu der gewöhnlichen Formulierung
dieser Klasse von Modellunsicherheiten erschließt sich unmittelbar aus einem Vergleich von (4.48)
mit (4.38) und von (4.49) mit (4.39).
4.3.4 Formulierung verschiedener Modellscharen zur Regelung des
Beispielsystems
Da es sich bei dem Beispielssystem um ein Eingrößensystem handelt, stimmen ein- und ausgangs-
seitige multiplikative Modellunsicherheiten gemäß (4.48) beziehungsweise (4.49) überein. Abkür-
zend gilt daher im Folgenden GNom = GNom, ·, ∆M = ∆M, ·, WM = WM, · und GM = GM,· mit
· ∈ {e,a}. Die zugehörige Modellschar sei definiert durch
GM =
{
(1 + ∆MWM)GNom|∆M ∈ RH∞, ‖∆M‖∞ < γ∆
−1
}
. (4.50)
Die vollständige Bestimmung von GM erfordert unter Annahme eines gegebenen γ∆ > 0 die Festle-
gung einer nominellen Strecke GNom sowie der Gewichtungsfunktion WM. Die durch (4.41) bezie-
hungsweise (4.42) unter Verwendung von (4.40) definierten Modellscharen ergeben sich ausgehend
von (4.50) für den Fall γ∆ = 1.
Die Festlegung eines nominellen Streckenmodells GNom im Vorfeld des Entwurfs robuster Regler
lässt sich als Freiheitsgrad des Entwurfsprozesses auffassen. In diesem Fall resultiert die Festle-
gung des nominellen Streckenmodells in (4.35) zu GNom = GN , N = 6 aus einem Kompromiss
zwischen einer möglichst geringen Ordnung des nominellen Streckenmodells und gleichzeitig ge-
ringen relativen δrel (G,GNom),δrel (GMess,GNom),δrel
(
GˆMess,GNom
)
im relevanten Frequenzbereich.
Die Verläufe der genannten Abweichungen in Abhängigkeit von der Approximationsordnung N
finden sich in Abb. 4.2.
Um WM festzulegen, wird ausgehend von einer gegebenen Modellschar zunächst lM (ω) entspre-
chend (4.43) bestimmt. Unter Annahme eines bekannten lM (ω), wird WM, der Ungleichung (4.44)
entsprechend, als eine obere Schranke von lM (ω) definiert, sodass
lM (ω) ≤ |WM (iω)| , ∀ω ∈ R≥0. (4.51)
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Durch die Einhaltung der voranstehenden Ungleichung folgt mit γ∆ = 1 in (4.50) die Beziehung
G ⊆ GM. (4.52)
Die Festlegung von WM wird durch die Wahl einer möglichst einfach strukturierten Übertragungs-
funktion auf eine endliche Zahl von Parametern zurückgeführt. Dabei kommt es in der Regel zu
einem Kompromiss zwischen der Komplexität und der Ordnung von WM auf der einen Seite und
der Konservativität der Modellschar auf der anderen Seite. Im Fall des Beispielsystems wird für
WM eine Struktur der Form
WM =
s + ωB,WMK−
1
nWM
0,WM
K
1
nWM
∞,WM
s+ ωB,WM

nWM
(4.53)
gewählt.
Im Folgenden werden zunächst zwei Modellscharen zur Regelung des Beispielsystems eingeführt.
Die Modellschar G besteht lediglich aus dem unendlich-dimensionalen Beispielsystem G, GSim
sowie der Übertragungsfunktion GMess. Die Modellschar Gˆ umfasst dagegen zusätzlich die Über-
tragungsfunktionen GˆMess und GˆSim.
Mit dem Ziel, jeweils die Beziehung (4.52) zu erfüllen, werden zu G beziehungsweise Gˆ die auf
multiplikativen Modellunsicherheiten beruhenden Modellscharen GM und GˆM definiert. Die Defini-
tion von GM und GˆM folgt (4.50), wobei für die letztgenannte Modellschar die Gewichtungsfunktion
WˆM verwendet wird. Die Wahl der Gewichtungsfunktionen unterliegt (4.51). Grundsätzlich eröff-
net sich an dieser Stelle eine einfache Möglichkeit, parametrische oder andere Unsicherheiten in
den Entwurfsprozess einfließen zu lassen. Dazu ist es allein notwendig, weitere Systeme in die Mo-
dellscharen zu inkludieren und diese damit bei der Bestimmung von lM (ω) beziehungsweise lˆM (ω)
anhand von (4.43) zu berücksichtigen.
Mit einer Parametrierung gemäß Tabelle 4.1 und jeweils γ∆ = 1 folgt für alle Frequenzen
δrel (G,GNom) < |WM| <
∣∣∣WˆM∣∣∣ , und δrel (GMess,GNom) < |WM| < ∣∣∣WˆM∣∣∣ (4.54)
sowie
δrel
(
GˆMess,GNom
)
<
∣∣∣WˆM∣∣∣ . (4.55)
Eine grafische Darstellung der voranstehenden Ungleichungen findet sich für den relevanten Fre-
Übertragungsfunktion
WM (iω) nWM = 6 ωB,WM = 1980 rad/s K0,WM = 10 K∞,WM = 1
WˆM (iω) nWˆM
= 6 ωB,WˆM
= 700 rad/s K0,WˆM
= 7,8 K∞,WˆM
= 0,316
Tabelle 4.1: Parametrierung der Gewichtungsfunktionen WM und WˆM.
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quenzbereich in Abb. 4.5. Die Parametrierungen von WM und WˆM vervollständigen die Festlegung
der beiden Modellscharen GM und GˆM. Die vergleichsweise hohe Ordnung der verwendeten Ge-
wichtungsfunktionen dient der Vermeidung übertrieben konservativer Modellscharen.
Zusammenfassend gilt für die bisher definierten Modellscharen die Beziehung G ⊂ GM ⊂ GˆM.
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Abbildung 4.5: Relative Abweichungen δrel (G,GNom) ,δrel (GMess,GNom) sowie δrel
(
GˆMess,GNom
)
und Gewichtungsfunktionen WM und WˆM der Modellscharen GM und GˆM.
Falls die Eigenschaften eines Regelkreises zumindest robust gegenüber GM sind, gilt diese Robust-
heit aufgrund von (4.52) auch für alle Elemente aus G und damit insbesondere für die unendlich-
dimensionale Strecke G und GMess.
Im Hinblick auf die Reglersynthese für das Beispielsystem erfolgt die strukturelle Festlegung einer
weiteren Modellschar. Alle innerhalb dieser Arbeit verwendeten Kombinationen aus Entwurfspro-
blem und Reglersyntheseverfahren gewährleisten a priori ein Maß an robuster Stabilität des ge-
schlossenen Regelkreises gegenüber multiplikativen Modellunsicherheiten. Um diese Kenntnis in
die Analyse der geschlossenen Regelkreise in Abschnitt 4.6 einfließen zu lassen, wird neben den
Modellscharen GM ⊂ GˆM zu jedem Regelkreis eine zusätzliche, ebenfalls auf einer multiplikativen
Modellunsicherheit basierende Modellschar
GMd = {(1 + ∆MWd)GNom|∆M ∈ RH∞, ‖∆M‖∞ < 1} (4.56)
eingeführt. Die Gewichtungsfunktion Wd ist dabei innerhalb verschiedener Reglerentwürfe in Ab-
schnitt 4.5 spezifisch festgelegt.
4.4 Methoden zur Synthese endlich-dimensionaler Regler
Der vorliegende Abschnitt dient der Definition und Diskussion der Entwurfsprobleme beider in-
nerhalb dieser Arbeit verwendeten Reglersyntheseverfahren. Ein wesentliches Auswahlkriterium
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für die verwendeten Reglersyntheseverfahren bildet die Konsistenz hinsichtlich der verfolgten Me-
thodik zum Entwurf endlich-dimensionaler Regler für die betrachteten Klassen unendlich-dimen-
sionaler Systeme und das Beispielsystem im Speziellen. Insbesondere wird bei der Reglersynthese
innerhalb dieser Arbeit der unendlich-dimensionale Charakter der Strecke nur noch implizit durch
ihre Zugehörigkeit zu einer Modellschar berücksichtigt, deren Formulierung sich in Abschnitt 4.3
findet. Aus diesem Vorgehen leitet sich der Anspruch an die Reglersyntheseverfahren ab, auf natür-
liche Weise die Einbeziehung einer entsprechenden Modellschar zu ermöglichen und unter Annah-
me eines erfolgreichen Reglerentwurfs a priori die Gewährleistung robuster Eigenschaften des ge-
schlossenen Regelkreises zu bieten. Ferner werden die Möglichkeit zur systematischen Berücksich-
tigung von Regelungszielen innerhalb des Entwurfsproblems sowie die Verfügbarkeit ausgereifter
und zuverlässiger Werkzeuge zur Lösung des Entwurfsproblems als essentiell für die Eignung eines
Reglersyntheseverfahrens angesehen.
In Anbetracht der genannten Auswahlkriterien wird nachfolgend die Synthese H∞-suboptimaler
Regler sowie die µ-Synthese zum Reglerentwurf für das Beispielsystem eingesetzt. Einleitend er-
folgt dazu in Abschnitt 4.4.1 die Definition und Diskussion des Entwurfsproblems H∞-optimaler
und -suboptimaler Regler, gefolgt von Bemerkungen zu den gängigen Lösungsansätzen, die zu
letzterem Entwurfsproblem existieren. Bekanntermaßen erlaubt die LFT-basierte Formulierung des
H∞-Entwurfsproblems die geforderte systematische Berücksichtigung von Regelungszielen, eine
explizite Berücksichtigung von Modellunsicherheiten erfolgt innerhalb dieses Entwurfsproblems
jedoch in der Regel nicht. Dennoch garantieren die aus der Lösung eines geeignet formulierten
H∞-Entwurfsproblems resultierenden H∞-suboptimalen Regler a priori die robuste Stabilität des
zugehörigen geschlossenen Regelkreises gegenüber gewissen unstrukturierten Modellunsicherhei-
ten. Allerdings lassen sich im Allgemeinen bei Verwendung derartiger Regler nicht unmittelbar
Aussagen zur robusten Performance des geschlossenen Regelkreises treffen.
Da die performanceorientierte Regelung des Beispielsystems a priori Aussagen zur robusten Per-
formance des geschlossenen Regelkreises wünschenswert macht, folgen auf die Definition des
H∞-Entwurfsproblems die Einführung der µ-Synthese als zweites Reglerentwurfsverfahren so-
wie Ausführungen zur algorithmischen Umsetzung dieses Verfahrens. Im Gegensatz zum H∞-
Entwurfsproblem ermöglicht und erfordert die auf dem strukturierten Singulärwert beruhende µ-
Synthese explizit das Einbinden von Informationen über die Struktur vorhandener Modellunsicher-
heiten. Eine Einführung des strukturierten Singulärwertes findet sich in Abschnitt E.1.2. Unter
Berücksichtigung der Beziehung zwischen dem größten Singulärwert und dem strukturierten Sin-
gulärwert sind im Vergleich zu H∞-suboptimalen Reglern daher die aus einer µ-Synthese resultie-
renden Regler insbesondere im Fall strukturierter Modellunsicherheiten als weniger konservativ zu
erwarten. Ferner gestattet das Resultat einer µ-Synthese unmittelbar eine Aussage über die robuste
Stabilität sowie die robuste Performance des zugehörigen Regelkreises und kann daher in diesem
Sinn als Generalisierung des H∞-Entwurfsproblems angesehen werden.
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4.4.1 DasH∞-Entwurfsproblem
Definition desH∞-Entwurfsproblems
Das Standard-Entwurfsproblem H∞-optimaler Regler lässt sich als ein Optimierungsproblem for-
mulieren, dessen Zielfunktion die induzierte Operatornorm einer in Abb. 4.6 dargestellten unteren
LFTFl
(
P˜ ,K
)
der erweiterten Strecke P˜ hinsichtlich eines Reglers K darstellt. Diesem Gedanken
folgend, wird das Optimierungsproblem
min
K
∥∥∥Fl (P˜ ,K)∥∥∥
∞
(4.57)
als H∞-Standard-Entwurfsproblem bezeichnet. Sowohl im endlich-dimensionalen als auch im un-
endlich-dimensionalen Fall bietet das H∞-Standard-Entwurfsproblem einen Rahmen, innerhalb
dessen sich verschiedenste spezifische H∞-Entwurfsprobleme formulieren und lösen lassen. Einen
P
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K
y
y∆
z
u∆
u
w
N
Fu (N,0)
(a) N˜ = Fl (Fu (P,0) ,K)
P˜
K
w z
N˜ = Fl
(
P˜ ,K
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(b) N˜ = Fl
(
P˜ ,K
)
Abbildung 4.6: Die als Argument derH∞-Norm im Kostenfunktional desH∞-Standard-Entwurfs-
problems auftretende LFT.
Überblick über die vielfältigen Möglichkeiten in diesem Kontext zusammen mit einer historischen
Einordnung ausgehend von [Zam81] findet sich in unterschiedlichen Textbüchern wie beispiels-
weise [ZDG95], [SP05] oder [Sto00]. Darüber hinaus sei auf die deutschsprachige Einführung in
[Rai94] verwiesen.
Den Ausführungen aus Abschnitt E.1.1 und insbesondere (E.93) folgend, wird Fl
(
P˜ ,K
)
als Ab-
bildung energiebeschränkter, kausaler externer Störgrößen w auf ebensolche Performance-Größen
z verstanden. Die Annahme von w ∈ H2 (Uw) und z ∈ H2 (Yz) sowie der jeweiligen 2-Norm
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induziert gemäß (B.151) die ∞-Norm hinsichtlich des in Abb. 4.6 dargestellten Operators∥∥∥Fl (P˜ ,K)∥∥∥
∞
= sup
‖w‖2=1,w∈H2(Uw)
∥∥∥Fl (P˜ ,K)w∥∥∥
2
. (4.58)
Auf Basis von Satz 58 und (B.149) gilt zudem∥∥∥Fl (P˜ ,K)∥∥∥
∞
= sup
Re(s)≥0
σ
(
Fl
(
P˜ ,K
)
(s)
)
. (4.59)
Gemäß der Operatornorm (Definition 43) lässt sich in diesem Fall
∥∥∥Fl (P˜ ,K)∥∥∥
∞
als schlimms-
tenfalls mögliche Verstärkung in einer Einheitssphäre enthaltener energiebeschränkter, kausaler
externer Störgrößen während der Abbildung an Fl
(
P˜ ,K
)
auf z ∈ H2 (Yz) interpretieren. Die hin-
sichtlich Fl
(
P˜ ,K
)
induzierte Operatornorm hängt von der Festlegung der Funktionenräume der
Eingangs- und Ausgangssignale ab. Neben der hier verwendeten Kombination von Funktionenräu-
men für die Eingangs- und Ausgangssignale finden sich weitere Kombinationen von Funktionen-
räumen, die ebenfalls die H∞-Operatornorm induzieren in [ZDG95] (S. 107). Durch alternative
Festlegungen der beiden Funktionenräume lassen sich darüber hinaus auch weitere Operatornor-
men induzieren. Neben der ∞-Norm sind im regelungstechnischen Kontext aufgrund physikali-
scher Deutbarkeit in erster Linie die 1- und 2-Operatornormen bedeutsam und gebräuchlich. De-
taillierte Ausführungen zu induzierten Operatornormen finden sich beispielsweise in [ZDG95] (S.
107). Sowohl die H2-Norm als auch die H∞-Norm zeichnen sich dabei zusätzlich insbesondere
dadurch aus, dass zu diesen Operatornormen vergleichsweise einfach jeweils normoptimale Regler
zu berechnen sind. Die H2-Norm ist im Unterschied zur H∞-Norm eine Integral-Norm und wird
durch die Annahme von Eingangssignalen mit beschränkter Spektraldichte und Ausgangssignalen
mit beschränkter Leistung induziert. Im Folgenden beschränken sich die Betrachtungen aufgrund
gewisser immanenter Robustheitseigenschaften H∞-optimaler Regler auf ebendiese normoptima-
len Regler. Weitere Ausführungen hinsichtlich der Einführung der H∞-optimalen Regelungsansät-
ze finden sich beispielsweise in [Zam81].
Motiviert durch praktische Überlegungen [ZDG95] (S. 406) sowie aufgrund einer vereinfachten
numerischen Lösbarkeit wird anstelle der Bestimmung H∞-optimaler Regler auf Basis des Opti-
mierungsproblems (4.57) häufig die BestimmungH∞-suboptimaler Regler durchgeführt. Das Ent-
wurfsproblem zur BestimmungH∞-suboptimaler Regler besteht im Auffinden aller Regler, sodass∥∥∥Fl (P˜ ,K)∥∥∥
∞
= sup
Re(s)≥0
σ
(
Fl
(
P˜ ,K
)
(s)
)
= sup
ω∈R
σ
(
Fl
(
P˜ ,K
)
(iω)
)
< γ. (4.60)
Alle zu diesem Entwurfsproblem zulässigen H∞-suboptimalen Regler garantieren somit den Ein-
halt einer oberen Schranke γ hinsichtlich der Verstärkung der Energie der externen Störgrößen
w ∈ H2 (Uw) bei der Abbildung an Fl
(
P˜ ,K
)
auf die Performance-Größen z ∈ H2 (Yz). In der
Regel findet die Synthese H∞-suboptimaler Regler auf Basis von (4.60) unter Minimierung von γ
statt. Die in (4.60) auftretende Gleichung ist nach der Substitution s = iω durch die beispielsweise
in [ZD98] (S. 50) beschriebene Verallgemeinerung des Maximum-Modulus Theorems begründet.
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Im Hinblick auf die Synthese robuster Regler für das Beispielsystem bleibt festzuhalten, dass durch
die Verwendung von P˜ innerhalb des H∞-Entwurfsproblems keine explizite Berücksichtung einer
Modellschar während des Reglerentwurfs erfolgt und die Lösung des H∞-Entwurfsproblems im
Allgemeinen nicht auf robuste Regler führt. Ein Beispiel dafür, dass das Standard-Entwurfsproblem
gemäß (4.57) nicht zwingend Robustheitseigenschaften des geschlossenen Regelkreises gewähr-
leistet, findet sich in [Sto00] (S. 4). Erst durch eine zielführende Formulierung der erweiterten
Strecke garantieren resultierende H∞-suboptimale Regler a priori ein gewisses Maß an robuster
Stabilität des geschlossenen Regelkreises. Die robuste Performance eines Regelkreises lässt sich
im Allgemeinen nicht a priori durch H∞-suboptimale Regler gewährleisten, die Aufhebung die-
ser Einschränkung erfordert die Anwendung alternativer Verfahren zur Reglersynthese. Innerhalb
dieser Arbeit wird dazu in Abschnitt 4.4.2 die µ-Synthese eingeführt.
Bemerkungen zur numerischen BestimmungH∞-suboptimaler Regler
Im Hinblick auf die numerische Bestimmung H∞-optimaler Regler existieren verschiedene An-
sätze, denen unterschiedliche Vorgehensweisen und letztendlich auch unterschiedliche Optimie-
rungsprobleme zugrunde liegen. Ein wohlbekannter Lösungsansatz auf Basis algebraischer Riccati-
Gleichungen [Doy+89] führt auf den zentralen Regler im Sinne von [Doy+89]. Motiviert durch
die Entwicklung numerisch effizienter Lösungsalgorithmen für konvexe Optimimerungsprobleme
existieren Formulierungen des Entwurfsproblems H∞-optimaler Regler in Form konvexer Opti-
mierungsprobleme ([Boy+94],[DP05]). Derartige Ansätze beruhen auf einer Minimierung von γ
unter Einhaltung von Nebenbedingungen in Form linearer Matrixungleichungen. Das letztgenannte
Vorgehen zur Berechnung H∞-optimaler Regler erlaubt weniger restriktive Anforderungen an die
erweiterte Strecke, bietet erhöhte Flexibilität im Hinblick auf zusätzliche Nebenbedingungen, und
darüber hinaus stehen zur numerischen Lösung vielfach zitierte effiziente Innere-Punkte-Methoden
([Boy+94]) zur Verfügung. Unter der Annahme der Existenz zulässiger Regler resultiert aus den
beiden geschilderten Vorgehensweisen, ohne weitere Schritte zur Reduktion der Ordnung des Reg-
lers, jeweils ein Regler, dessen Ordnung mit der Ordnung der erweiterten Strecke übereinstimmt.
Ein derartig berechneter Regler besitzt somit bestenfalls die Ordnung der ursprünglichen Strecke.
Diese vergleichsweise hohe Reglerordnung kann als ein wesentlicher Nachteil der Synthese H∞-
optimaler Regler nach den beschriebenen Verfahren angesehen werden.
Aktuelle Ansätze zur BestimmungH∞-optimaler Regler fester Ordnung oder vorgegebener Struk-
tur nutzen unmittelbar dieH∞-Operatornorm als Zielfunktional und heben dabei den Nachteil hin-
sichtlich der hohen Reglerordnung nahezu vollständig auf. Allerdings führen derartige strukturell
beschränkteH∞-Entwurfsprobleme im Allgemeinen auf nicht konvexe Optimierungsprobleme mit
einem nicht-glatten Zielfunktional. Diese Problemstruktur erfordert einen mathematisch umfang-
reicheren Rahmen und darüber hinaus erhöht sich der Aufwand während der Berechnung des Reg-
lers mitunter erheblich. Insbesondere im Falle der Verwendung lokaler Optimierungsalgorithmen
zur Lösung der resultierenden nicht konvexen Probleme ist darüber hinaus der Nachweis für das Er-
reichen eines globalen Optimums offen. Trotz der verschiedenen theoretischen Herausforderungen
bei der Bestimmung strukturell beschränkter H∞-optimaler Regler konnten mittels der für diese
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Problemstellung existierenden Programmpakete bereits verschiedentlich bei der Lösung diverser
Benchmark-Probleme gute Ergebnisse erzielt werden ([Bur+06; AN06; Apk11]).
4.4.2 µ-Synthese
Der vorliegende Abschnitt führt mit der µ-Synthese das zweite innerhalb dieser Arbeit eingesetzte
Verfahren zur Reglersynthese ein. Unter einer µ-Synthese wird die Bestimmung eines Reglers K
durch das Lösen des Entwurfsproblems
inf
K
sup
ω∈R
µM∆e (Fl (P,K) (iω)) (4.61)
verstanden. Der µ-Synthese liegt somit der strukturierte Singulärwert (Definition 105) des erwei-
terten RegelkreisesN = Fl (P,K) als Gütemaß für den Reglerentwurf zugrunde. Damit instrumen-
talisiert die µ-Synthese die ursprünglich zur Robustheitsanalyse von Regelkreisen herangezogene
Erweiterung des größten Singulärwertes für die Reglersynthese. Eine suboptimale Formulierung
der µ-Synthese wird beispielsweise in [Mac04] (S. 397) eingeführt. Die Entwurfsaufgabe entspre-
chend (4.61) besteht in der Bestimmung eines Reglers, der gewährleistet, dass über alle Frequenzen
erst ein möglichst großes ∆e ∈ M∆s die Singularität von I − N∆e herbeiführt. Die Sinnhaftig-
keit dieses Entwurfsproblems im Hinblick auf die robuste Stabilität und robuste Performance eines
zugehörigen Regelkreises ergibt sich dabei aus Satz 78.
Da im Allgemeinen kein direktes Verfahren zur Lösung von (4.61) zur Verfügung steht, wird die
Lösung des µ-Synthese-Problems in der Regel auf Basis des Ergebnisses einer veränderten Pro-
blemformulierung approximiert. Innerhalb dieser Arbeit wird dazu die in diesem Zusammenhang
wohlbekannte D-K-Iteration eingesetzt. Eine ausführliche Beschreibung des Vorgehens bei der
D-K-Iteration lässt sich beispielsweise [Bal89] oder [ZDG95] entnehmen. Im Rahmen der D-K-
Iteration wird das Entwurfsproblem der µ-Synthese aus (4.61) zunächst durch
min
K
inf
D,D−1∈RH∞
∥∥DFl (P,K)D−1∥∥∞ (4.62)
substituiert. Dabei wird der strukturierte Singulärwert durch seine obere Schranke ersetzt, zudem
erfolgt eine Skalierung des erweiterten Regelkreises Fl (P,K). Ausführungen zu relevanten Eigen-
schaften der dabei verwendeten Skalierung D und insbesondere hinsichtlich ihres Einflusses auf
den strukturierten und größten Singulärwert von N = Fl (P,K) finden sich in Abschnitt E.1.2.
Vereinfachend werden an dieser Stelle alle innerhalb von ∆e auftretenden vollbesetzten Unsicher-
heitsblöcke ∆j ∈ Cnj×mj , j = 1, . . . ,nF durch die Festlegung nj = mj , j = 1, . . . ,nF als quadra-
tisch ∆j ∈ Cmj×mj , j = 1, . . . ,nF angenommen. Eine Verallgemeinerung auf nicht quadratische
vollbesetzte Unsicherheiten lässt sich durch die Anwendung voneinander unabhängiger linksseiti-
ger und rechtsseitiger Skalierungen DL beziehungsweise DR erreichen ([Bal89]).
Der Prozess zum Auffinden einer Lösung des noch immer komplexen Entwurfsproblems (4.62) be-
steht in einem iterativen Vorgehen, dessen Konvergenz exemplarisch vielfach belegt werden konnte,
allerdings in letzter Konsequenz mathematisch unbewiesen ist. Dabei wird die Tatsache ausgenutzt,
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dass das Fixieren einer der beiden in (4.62) gesuchten Größen, also entweder von D oder von K,
das Entwurfsproblem auf die Suche nach der jeweils verbleibenden Größe und damit auf ein se-
parates Problem vereinfachter Struktur reduziert. Tatsächlich führt die Annahme eines festen D
beziehungsweise eines fixen K auf ein konvexes Optimierungsproblem hinsichtlich K respektive
D. Das iterative Ermitteln einer Lösung von (4.62) besteht im wiederholten sukzessiven Lösen der
beiden vereinfachten Teilprobleme.
Für feste Skalierungen D,D−1 ∈ RH∞ resultiert aus (4.62) aufgrund von DFl (P,K)D−1 =
Fl (PD,K) mit PD = D˜P D˜−1 und
D−1
P
D
K
u∆,D
wD
y∆,D
zD
yu
N = Fl (P,K)
(a) DFl (P,K)D−1
(
D−1 0
0 I
)
P
(
D 0
0 I
)
K
u∆,D
wD
y∆,D
zD
yu
ND = Fl (PD,K)
PD
(b) Fl (PD,K)
Abbildung 4.7: Äquivalente Darstellungen des ArgumentsFl (PD,K) = DFl (P,K)D−1 innerhalb
des Kostenfunktionals der D-K-Iteration.
D˜ =
(
D 0
0 I
)
(4.63)
ein H∞-Entwurfsproblem für die skalierte erweiterte Strecke PD der Form
min
K
∥∥DFl (P,K)D−1∥∥∞ = minK ‖Fl (PD,K)‖∞ . (4.64)
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Eine Darstellung der skalierten erweiterten Strecke in Form eines Blockdiagramms findet sich in
Abb. 4.7. Eine genaue Definition der zulässigen Skalierungen D findet sich in Abschnitt E.1.2. Das
zugehörige suboptimaleH∞-Entwurfsproblem hinsichtlich PD lässt sich als Optimierungsproblem
formulieren und anschließend mit den bekannten Methoden lösen. Ein resultierender Regler besitzt
in einem derartigen Fall eine Ordnung von nK = nP + 2nD. Entsprechend ist für die Skalierungen
D eine möglichst geringe Ordnung anzustreben.
Unter der Annahme eines festen Reglers K entspricht (4.62) der Suche nach der oberen Schranke
des strukturierten Singulärwertes. Angelehnt an die Formulierung aus [ZDG95] (S. 288) gilt
inf
D,D−1∈M∆,H∞
∥∥DFl (P,K)D−1∥∥∞ = sup
ω∈R
inf
D∈{Dω}ω∈R
σ
(
DωFl (P,K) (iω)D
−1
ω
)
. (4.65)
Eine Begründung für die Gültigkeit der voranstehenden Gleichung findet sich in [ZDG95] (S. 288).
Die Definition der Folgen {Dω}ω∈R sowie der Menge M∆,H∞ wird in Abschnitt E.1.2 eingeführt.
Die rechte Seite von (4.65) lässt sich zu diskreten Frequenzen jeweils als konvexes Optimierungs-
problem formulieren und als solches lösen. Beweise der Konvexität des resultierenden Problems
finden sich unter anderem in [SD84] oder in [SO90]. Da der größte Singulärwert die obere Schran-
ke des strukturierten Singulärwertes bildet, folgt aus σ (DωFl (P,K) (iω)D−1ω ) < γ, ∀ω unmittel-
bar µM∆e (Fl (P,K) (iω)) < γ, ∀ω. Eine Beschreibung des hinreichenden Charakters der oberen
Schranke in diesem Zusammenhang und eine entsprechende Verwendung der unteren Schranke des
strukturierten Singulärwertes wird in [PD93] (S. 78) diskutiert.
Die Lösung von (4.65) zu einer endlichen Anzahl diskreter Frequenzen ωi, i = 1, . . . ,Nω, Nω <∞
führt auf eine entsprechende Anzahl von Skalierungsmatrizen {Dωi}ωi∈R,i=1,...,Nω , Nω < ∞. Um
die Voraussetzungen für die erneute Reglersuche zu schaffen, wird der über alle Frequenzen durch
Dωi, i = 1, . . . ,Nω, Nω < ∞ diskretisierte Verlauf von Dω durch ein endlich-dimensionales,
realisierbares, minimalphasiges und stabiles D approximiert, sodass neben D ∈ M∆,RH∞ auch
D−1 ∈ M∆,RH∞ gilt. Da für derartige Übertragungsfunktionen bei bekanntem Amplitudenverlauf
in eindeutiger Weise der Phasenverlauf folgt, kann die besagte Approximation allein anhand des
Amplitudenverlaufs durchgeführt werden. Dabei ist zu beachten, dass entsprechend der Ausfüh-
rungen aus Abschnitt E.1.2 weder die D ∈ M∆,H∞ noch die approximierenden D ∈ M∆,RH∞ zu
einer festen Frequenz ein Element von M∆,D sein müssen.
Ergänzend zu und im Wechsel mit den genannten Optimierungsschritten hinsichtlich K bezie-
hungsweiseD beinhaltet die D-K-Iteration jeweils eine µ-Analyse des geschlossenen Regelkreises.
Das Resultat dieser Analyse-Schritte kann zur Überprüfung eines Abbruchkriteriums herangezo-
gen werden. Im Folgenden wird als Resultat der µ-Synthese ein Regler K angenommen, sodass für
ein γ > 0
sup
ω∈R≥0
µ∆e (N (iω)) < γ (4.66)
gilt. Unter der Annahme der nominellen Stabilität von N = Fl (P,K) gewährleistet ein derarti-
ger Regler gemäß Satz 78 neben der Korrektgestelltheit auch die robuste Stabilität und robuste
Performance von N hinsichtlich der angenommen Unsicherheiten mit ‖∆‖∞ ≤ 1γ .
158 4 Steuerungs- und Regelungskonzepte
Eine ausführliche kritische Diskussion der Vor- und Nachteile der µ-Synthese im Allgemeinen so-
wie der D-K-Iteration als algorithmische Umsetzung der µ-Synthese im Speziellen findet sich in
[Bal89] (S. 28). Als wesentliche Schwachstelle der D-K-Iteration wird dabei der fehlende Nach-
weis der Konvergenz des Verfahrens gegen ein globales Minimum von (4.61) angeführt. Darüber
hinaus erlaubt die Beschränkung auf ein kompaktes Frequenzintervall keine unmittelbaren Aus-
sagen hinsichtlich aller ω ∈ R. Diesen offenen Punkten theoretischer Natur steht die durch ver-
schiedene Quellen belegte Eignung des Verfahrens zur Behandlung praktischer regelungstechni-
scher Problemstellungen gegenüber. Innerhalb dieser Arbeit wird auf weiterführende Betrachtun-
gen zur globalen Optimalität eines mittels der D-K-Iteration entworfenen Reglers verzichtet. Die
ausgezeichnete Eignung der mittels der D-K-Iteration synthetisierten Regler zur Regelung des Bei-
spielsystems wird durch die Anwendung der Regler auf das reale Beispielsystem und damit im
praktischen Einsatz nachgewiesen. Die entsprechenden Resultate finden sich in Abschnitt 4.6.
4.5 Entwurf endlich-dimensionaler Regler für das
Beispielsystem
Der vorliegende Abschnitt thematisiert die Anwendung der in Abschnitt 4.4 eingeführten Metho-
den zur Synthese endlich-dimensionaler Regler auf das Beispielsystem. Entsprechend der dort ge-
schilderten Systematik beruht der Entwurf der endlich-dimensionalen Regler für das unendlich-
dimensionale Beispielsystem an dieser Stelle auf der in Abschnitt 4.2.6 definierten nominellen
Strecke und den unter Annahme multiplikativer Modellunsicherheiten in Abschnitt 4.3 eingeführ-
ten Modellscharen GˆM ⊃ GM.
Einleitend erfolgt in Abschnitt 4.5.1 eine Definition der Regelungsziele, die es bei der Rege-
lung des Beispielsystems im geschlossenen Regelkreis einzuhalten gilt. Darauf folgt in Abschnitt
4.5.2 ein kurzer Überblick über die nachfolgend aus Kombinationen von Regelkreisstrukturen und
Reglersyntheseverfahren formulierten Entwurfsprobleme. Entsprechend dieser Strukturierung wird
mit der Formulierung verschiedener erweiterter Strecken die Basis für die Aufstellung zugehöri-
gerH∞-Entwurfsprobleme und µ-Synthese-Probleme geschaffen. Die anschließende Formulierung
und Lösung der einzelnen Entwurfsprobleme in den Abschnitten 4.5.3 und 4.5.4 enthält jeweils
eine vollständige Parametrierung der Problemstellung sowie die Vorstellung und Diskussion des
Resultats des Reglerentwurfs. Neben den geschlossen auf Basis einer LFT im Rahmen der Regler-
syntheseverfahren aus Abschnitt 4.4 zu formulierenden Regelungskonzepten findet dabei zusätzlich
ein Konzept auf Basis einer flachheitsbasierten Vorsteuerung Verwendung.
4.5.1 Definition der Regelungsziele
Der Reglerentwurf für das Beispielsystem erfolgt mit der Intention, eine gezielte Einhaltung des
Sollwerts der Auslenkung des realen Biegewandlers an einer definierten Position zu ermöglichen.
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Als Messgröße steht der zeitliche Verlauf der Auslenkung an der definierten Position zur Verfü-
gung. Entsprechend Abschnitt 2.3.4 ist das reale Messglied totzeitbehaftet.
Ohne weitere Ausführungen wird die Stabilisierung der endlich-dimensionalen nominellen Strecke
GNom als fundamentale Anforderung an einen Regler aufgefasst. Der in Abschnitt 4.4 geschilderten
Systematik zum Entwurf endlich-dimensionaler Regler für unendlich-dimensionale Strecken fol-
gend und unter Berücksichtigung des realen Messglieds wird ferner die robuste Stabilisierung der
Modellschar GˆM ⊃ GM als Regelungsziel mit gleichsam hoher Priorität erachtet.
Über die robuste Stabilisierung der Strecke hinaus soll die Regelung des Biegewandlers die Mög-
lichkeit zu gleichsam hoch agilen und äußerst präzisen Veränderungen der Regelgröße gewährleis-
ten. Unter Annahme sprungförmiger Änderungen der Führungsgröße mit einer maximalen Sprung-
höhe von 0,1mm sind Anstiegszeiten von 3ms bei einem maximalen Überschwingen von 5% und
einer Einschwingzeit von 6ms zu realisieren. In Tabelle 4.7 findet sich eine Zusammenfassung der
genannten Regelungsziele. Neben der Einhaltung der nominellen Performance gewährleistet ein
Regler idealerweise auch die robuste Performance des geschlossenen Regelkreises unter Berück-
sichtigung von GˆM. Die innerhalb von GˆM berücksichtigte totzeitbehaftete Strecke bedingt allerdings
in Kombination mit GNom eine sehr konservative Formulierung von GˆM. Daher wird im Folgenden
die robuste Performance in erster Linie hinsichtlich der idealisierten Strecke GM gefordert.
Neben den genannten quantitativen Anforderungen an den Regelkreis leitet sich eine strukturelle
Anforderung an den Regler aus der Forderung nach stationärer Genauigkeit des Regelkreises
lim
t→∞
e (t) = 0 (4.67)
unter Berücksichtigung sprungförmiger Führungs- und Störgrößen ab.
4.5.2 Formulierung der Regelungsziele innerhalb des Entwurfsproblems
Die Einhaltung der in Abschnitt 4.5.1 genannten Anforderungen an die Regelung des Beispielsys-
tems erfordert die Festlegung einer geeigneten Reglerstruktur, die als Grundlage des Reglerent-
wurfs dient. Die Forderung nach hoch dynamischen und präzisen Änderungen der Regelgröße, bei
gleichzeitiger robuster Stabilität des Regelkreises, bedingt die Wahl einer Reglerstruktur mit zwei
Freiheitsgraden. Als Spezialfall einer derartigen Reglerstruktur wird zunächst eine Modellfolgere-
gelung gemäß Abschnitt E.2.3 eingeführt. Zur Formulierung des zugehörigen Entwurfsproblems
im Rahmen der H∞ und µ-Methodik wird dazu ein später detailliert spezifiziertes Gewichtungs-
schema mit der Bezeichnung Gewichtungsschema A eingeführt. Besonders hervorzuheben ist die
im Fall der Modellfolgeregelung innerhalb des Gewichtungsschemas A systematisch berücksich-
tigte integrale Erweiterung. Das Gewichtungsschema A kann damit als eine Generalisierung eines
eingangsseitigen Se/KSe/Te-Gewichtungsschemas mit integraler Streckenerweiterung angesehen
werden, und insbesondere die Rückführung der Modellfolgeregelung beruht auf dem letztgenann-
ten Gewichtungsschema. Ausgehend vom Gewichtungsschema A wird die Synthese eines H∞-
suboptimalen Modellfolgereglers als Reglerentwurf A bezeichnet, der Entwurf einer entsprechen-
den Regelung mittels der µ-Methodik trägt die Bezeichnung Reglerentwurf Aµ.
160 4 Steuerungs- und Regelungskonzepte
Entwurf Regelkreisstruktur Gewichtungsschema Synthesverfahren Nominelle Strecke
Explizite
Modellschar
A 2 Freiheitsgrade,
Modellfolgeregelung
A H∞-suboptimal GNom -
Aµ
2 Freiheitsgrade,
Modellfolgeregelung
A µ-Synthese GNom GM
B 2 Freiheitsgrade,
Trajektorienfolgeregelung Se/KSe/Te
Flachheitsbasiert/
µ-Synthese
GNom GM
Tabelle 4.2: Übersicht über die eingesetzten Kombinationen aus Gewichtungsschemata und Reg-
lersyntheseverfahren.
Im Anschluss an die Modellfolgeregelung wird ein zweiter Regelungsansatz mit zwei Freiheits-
graden eingeführt, der im Folgenden die Bezeichnung Trajektorienfolgeregelung beziehungsweise
Reglerentwurf B trägt. Strukturell stimmt der Regelkreis der Trajektorienfolgeregelung mit dem der
Modellfolgeregelung überein. Abweichend wird bei der Trajektorienfolgeregelung allerdings die
differentielle Flachheit der nominellen Strecke zur Generierung der Vorsteuerung ausgenutzt. Da
sich der Entwurf der Trajektorienfolgeregelung dadurch nicht unmittelbar geschlossen im Rahmen
der H∞- oder µ-Methodik formulieren lässt, erfolgt die Synthese der Vorsteuerung und der Rück-
führung in diesem Fall separat voneinander. Wie bereits im Fall der Modellfolgeregelung basiert die
Synthese der Rückführung dabei auf einem eingangsseitigen Se/KSe/Te-Gewichtungsschema mit
integraler Streckenerweiterung. Die Berechnung der Rückführung beruht dabei auf der µ-Synthese.
4.5.3 Entwurf einer Modellfolgeregelung mittelsH∞- und µ-Methodik
Der vorliegende Abschnitt thematisiert einleitend die Definition einer erweiterten Strecke zur For-
mulierung eines Entwurfsproblems einer Modellfolgeregelung für das Beispielsystem. Das zuge-
hörige Gewichtungsschema wird als Gewichtungsschema A bezeichnet. Daran schließen sich die
Synthese jeweils einer Modellfolgeregelung mittels der H∞- und der µ-Methodik an. Diese Reg-
lerentwürfe tragen die Bezeichnung Reglerentwurf A beziehungsweise Reglerentwurf Aµ.
Umsetzung struktureller Anforderungen
Als Spezialfall einer Reglerstruktur mit zwei Freiheitsgraden wird im Folgenden die in Abschnitt
E.2.3 vorgestellte Modellfolgeregelung eingesetzt. Das zugehörige Regelgesetz lautet
yK =
(
Kf + K˜bGr −K˜b
)(r
y˜
)
(4.68)
Der aus der Verwendung der Modellfolgeregelung resultierende geschlossene Regelkreis findet
sich in Abb. 4.8. Die Vorteile des gewählten Ansatzes werden in Abschnitt E.2.3 erläutert. Die
charakteristischen Pfade des geschlossenen Regelkreises gemäß Abb. 4.8 ergeben sich aus (E.77)
4.5 Entwurf endlich-dimensionaler Regler für das Beispielsystem 161
Gr K˜b
Kf
G
r yr e
−
yK u y y˜
d1 d2
K˜
Abbildung 4.8: Struktur der Modellfolgeregelung.
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Dabei gilt Ser = SeGr − Tfyr = Se (Gr −GKf) mit Tfyr = SeGKf und
Se =
(
1 +GK˜b
)−1
, Te= GK˜b
(
1 +GK˜b
)−1
= 1− Se, (4.70)
Su =
(
1 + K˜bG
)−1
, Tu=
(
1 + K˜bG
)−1
K˜bG = 1− Su. (4.71)
Für das Beispielsystem folgt aufgrund von GK˜b = K˜bG zusätzlich Se = Su sowie Te = Tu. Die
Übertragungsfunktion Ser kann als mit der Sensitivität gewichtete Abweichung des Verhaltens der
vorgesteuerten Strecke GKf vom Verhalten des Referenzmodells Gr angesehen werden. Im Falle
einer stabil invertierbaren Strecke folgt eine ideale Modellfolgeregelung (Gr −GKf) = 0 formal
unmittelbar aus der Wahl Kf = G−1Gr, sodass im störungsfreien Fall e = 0 · r gilt. Die Über-
tragungsfunktion Tfyr = SeGKf = GSuKf beschreibt den Anteil des Übertragungsverhaltens der
Führungsgröße r auf die Regelgröße y, der im geschlossenen Regelkreis durch den im Vorwärts-
zweig angeordneten Anteil des Reglers Kf bedingt wird.
Die in 4.5.1 erklärten Anforderungen an die Regelung des Beispielsystems umfassen mit
lim
t→∞
e(t) = lim
s→0
L (e(t)) s = 0 (4.72)
die stationäre Genauigkeit des geschlossenen Regelkreises unter Berücksichtigung sprungförmiger
Führungsgrößen und Störsignale. Um im Allgemeinen die stationäre Genauigkeit unter Berück-
sichtigung bestimmter Klassen von Führungs- oder Störgrößen garantieren zu können, muss, dem
Prinzip des inneren Modells [Lun06] (S. 329) folgend, die offene Wirkungskette beziehungsweise
die Kreisverstärkung Le = GK˜b ein Modell der Führungs- beziehungsweise Störgröße enthalten.
Unter der Annahme sprungförmiger Störungen muss Le demnach einen Integralanteil aufweisen.
Da im Fall des Beispielsystems kein Modell einer derartigen Störung in der Strecke enthalten ist,
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muss zur Gewährleistung von (4.72) der Regler den besagten Integralanteil enthalten. Ohne wei-
tere strukturelle Forderungen hinsichtlich der zulässigen Regler weist ein aus der Lösung eines
H∞-Entwurfsproblems oder einer µ-Synthese resultierender Regler diese Eigenschaft nicht auf.
Um im Fall der verwendeten Modellfolgeregelung einen Integralanteil im Regler zu erzwingen, ist
das folgende Vorgehen an die Ausführungen in [ZDG95] (S. 450ff) angelehnt und an die Anwen-
dung in Kombination mit der Modellfolgeregelung adaptiert. Zunächst erfolgt eine Überführung
des Regelungsziels (4.72) in Anforderungen an die charakteristischen Übertragungsfunktionen.
Um (4.72) unter Berücksichtigung sprungförmiger Eingangssignale r = 1
s
,d1 =
1
s
und d2 = 1s
gewährleisten zu können, folgt unter der Annahme von
lim
s→0
G <∞, lim
s→0
Gr <∞, und lim
s→0
GKf <∞ (4.73)
aus der letzten Zeile von (4.69) die Bedingung
lim
s→0
Se(s) = lim
s→0
(I +G(s)Kb(s))
−1 = 0. (4.74)
Die Einhaltung der Forderung aus (4.72) ist damit auch im Fall der Modellfolgeregelung nur von
der verwendeten RückführungKb abhängig. Das Erzwingen der Einhaltung von (4.74) im geschlos-
senen Regelkreis erfordert eine Gewichtung der Sensitivität im Entwurfsproblem mit einer Gewich-
tungsfunktion, deren Verstärkung für s→ 0 gegen unendlich geht, also einen Integralanteil enthält.
Aus den in [ZDG95] genannten Gründen besteht nicht die Möglichkeit, eine derartige Gewichtung
unmittelbar in das H∞-Entwurfsproblem einzubringen. Statt dessen wird eine zumindest in der er-
weiterten Strecke als integrale Erweiterung der Strecke zu interpretierende Übertragungsfunktion
yQ = QuQ der Form
Q =
KQ (s+ ωB,Q)
s
(4.75)
mit den zwei freien Parametern KQ und ωB,Q > 0 derart eingeführt, dass K˜b = KbQ.
Die daraus folgenden charakteristischen Übertragungsfunktionen des Regelkreises lassen sich un-
mittelbar aus Gleichung (4.69) ableiten. Für das Beispielsystem gilt die Kommutativität der Über-
tragungsfunktionen Q,G und Kb und somit QGKb = GKbQ. Unter Berücksichtigung von (4.75)
und der Annahme, dass Kb keine Nullstelle im Ursprung besitzt, weisen der Regler K˜b = KbQ und
damit die Kreisverstärkung L˜e = GK˜b den erwünschten Integralanteil auf.
Die Vernachlässigung der Elemente der Vorsteuerung führt mit Kf = 0 und Gr = 1 in Gleichung
(4.69) auf das Übertragungsverhalten eines Regelkreises mit einem Freiheitsgrad. Die resultieren-
den charakteristischen Übertragungsfunktionen ergeben sich analog zu (E.69).
Definition der erweiterten Strecke
Die Reglersynthese zur Bestimmung der Modellfolgeregelung erfolgt innerhalb dieser Arbeit basie-
rend auf der in Abb. 4.9 dargestellten erweiterten Strecke in einem einzelnen Schritt. Grundsätzlich
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besteht allerdings auch die Möglichkeit des separaten und sukzessiven Entwurfs der Bestandteile
Kr = Kf + K˜bGr und Ky = K˜b des Regelgesetzes. Insbesondere hinsichtlich des Entwurfs von
Kr sei dazu auf den im Zusammenhang mit dem Entwurf H∞-optimaler Regler konsistenten An-
satz aus [PP01] verwiesen. Um eine gezielte Vorgabe der frequenzabhängigen Singulärwertverläufe
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Abbildung 4.9: Erweiterte Strecke P des Gewichtungsschemas A.
der charakteristischen Übertragungsfunktionen des Regelkreises aus Abbildung 4.8 vornehmen zu
können, wird zunächst die erweiterte Strecke P strukturell festgelegt. Die Wahl der Struktur der
erweiterten Strecke wird nachfolgend durch die Betrachtung der für den erweiterten geschlossenen
Regelkreis N˜ aus der besagten Struktur resultierenden Übertragungspfade verdeutlicht.
Die erweiterte Strecke P aus Abb. 4.9 wird äquivalent durch
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(4.76)
beschrieben.
Die erweiterte Strecke der Modellfolgeregelung ohne Unsicherheitsformulierung P˜ = Fu (P,0)
ergibt sich aus der in (4.76) definierten erweiterten Strecke P formal durch Vernachlässigung
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der ersten Zeile und der ersten Spalte. Die Vernachlässigung der dritten und vierten Spalte so-
wie der vierten Zeile in P führt formal auf die erweiterte Strecke eines eingangsseitigen Se/KSe/
Te-Gewichtungsschemas mit integraler Streckenerweiterung. Eine derartige Reduzierung der er-
weiterten Strecke führt damit auf einen Reglerentwurf mit nur einem Freiheitsgrad, was einer Ein-
schränkung des Regelgesetzes in (4.68) auf die Rückführung entspricht. Es lässt sich entnehmen,
dass die innerhalb der Modellfolgeregelung eingesetzte Rückführung auf einem Standard-Ansatz
zum Entwurf H∞-suboptimaler Regler mit einem Freiheitsgrad beruht.
Ausgehend von dem angenommenen Regelgesetz (4.68) und einer erweiterten Strecke der Form
(4.76) ergibt sich mit (
I −
(
0
−QG
)(
Kf Kb
))−1
= (I +QGKb)
−1 (4.77)
und unter Ausnutzung der Kommutativität bestimmter Übertragungsfunktionen die den Zielfunk-
tionalen der Reglersyntheseverfahren zugrunde liegende Übertragungsfunktion N der externen
Störgrößen w =
(
u∆ wd wr wr wd
)T
auf z˜ =
(
y∆ zu zq
)T
zu N = Fl
(
P,
(
Kf Kb
))
mit
N =
 −WMTe −WMTeWd WMSeG
(
Kf + K˜bGr
)
Wr WMTfyrWr WMGKbSeWd
−WuSuK˜b −WuSuK˜bWd WuSu
(
Kf + K˜bGr
)
Wr WuSuKfWr WuSuKbWd
SeQ SeQWd −Se (Gr −GKf)QWr TfyrQWr TeWd
 .
(4.78)
Eine äquivalente Darstellung von N in Form eines Blockschaltbildes findet sich in Abb. 4.10.
Ferner gilt N˜ = Fu (N,0) mit
Wd
Wr
Wr
Wd
Kf
Kb G
Wu
Gr
Q
WM
wd
wr
wr
wd u e zq
−
yr
−
zu
u∆
y∆
Abbildung 4.10: Erweiterter Regelkreis N des Gewichtungsschemas A.
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N˜ =
(
−WuSuK˜bWd WuSu
(
Kf + K˜bGr
)
Wr WuSuKfWr WuSuKbWd
SeW˜d −Se (Gr −GKf)QWr TfyrQWr TeWd
)
. (4.79)
Neben der Interpretation von Q als integrale Erweiterung der Strecke lässt sich W˜d = QWd als eine
Gewichtung der Sensitivitätsfunktion auffassen. Ausgehend von (E.69) charakterisiert die Sensiti-
vität Se das Übertragungsverhalten der Führungsgröße und der Störgröße auf die Regeldifferenz e.
Damit gewährleistet W˜d die Anforderungen hinsichtlich der stationären Genauigkeit des geschlos-
senen Regelkreises. Unter der Annahme, dass Wd keine Nullstelle im Ursprung besitzt, enthält die
Übertragungsfunktion W˜d = QWd voraussetzungsgemäß einen Integralanteil.
Parametrierung der Übertragungsfunktionen innerhalb der erweiterten Strecke
Die vollständige Formulierung des Entwurfsproblems einer Modellfolgeregelung für das Beispiel-
system erfordert neben der Festlegung von WM und Q eine Parametrierung der innerhalb der erwei-
terten Strecke verbleibenden Gewichtungsfunktionen Wd,Wd,Wr,Wr und Wu sowie des Referenz-
modells Gr.
Die Parametrierung der mit der Rückführung der verwendeten Regelung assoziierten Gewichtungs-
funktionen Wd,Wd und Wu wird durch eine in der Literatur übliche Vorgabe der Struktur der Ge-
wichtungsfunktionen auf eine endliche Anzahl von Parametern zurückgeführt. Im Falle des Bei-
spielsystems werden dazu Gewichtungsfunktionen der Form
Wd = KS
K− 1nS∞,S s+ ωB,S
s+ ωB,SK
1
nS
0,S
nS und Wd = KT
s + ωB,TK− 1nT0,T
K
1
nT
∞,T s+ ωB,T
nT (4.80)
eingeführt. Die Gewichtungsfunktion Wu entspricht strukturell Wd, die Benennung der Parameter
lautet im Fall von Wu allerdings KKS,ωB,KS,K0,KS,K∞,KS und nKS. Die qualitativen Verläufe der
Gewichtungsfunktionen leiten sich aus den gewünschten Verläufen der charakteristischen Funktio-
nen des geschlossenen Regelkreises ab. Unter der Annahme ‖N‖∞ < γ folgt aus (4.78) bezie-
hungsweise wahlweise auch aus (4.79) unter Berücksichtigung der Eigenschaften der auftretenden
Übertragungsfunktionen und den Eigenschaften der ∞-Norm∥∥∥WuKbSeW˜d∥∥∥
∞
< γ, ‖WuKSeWd‖∞ < γ,∥∥∥SeW˜d∥∥∥
∞
< γ, ‖TeWd‖∞ < γ.
(4.81)
Unter der Voraussetzung einer hinreichend kleinen Gewichtung der Stellgröße wird der Einfluss
der ersten beiden der vier voranstehenden Ungleichungen auf die ∞-Norm von Fl (P,K) häufig
vernachlässigt. Aus den beiden verbleibenden Ungleichungen folgt für die frequenzabhängigen
Singulärwerte der charakteristischen Übertragungsfunktionen des geschlossenen Regelkreises
σ (Se (iω)) < γσ
(
W˜d (iω)
−1
)
, σ (Te (iω)) < γσ
(
Wd (iω)
−1) (4.82)
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Übertragungsfunktion Ordnung Pole Nullstellen Nebenbedingungen ω → 0 ω →∞
Wd (iω) nS −ωB,SK
1
nS
0,S −ωB,SK
1
nS
∞,S K
−1
0,S ≤ 1 ≤ K∞,S K
−1
0,S K
−1
∞,S
Wd (iω) nT −ωB,TK
− 1
nT
0,T −ωB,TK
− 1
nT
∞,T K
−1
∞,T ≤ K0,T K
−1
0,T K
−1
∞,T
Tabelle 4.3: Charakteristische Größen der Gewichtungsfunktionen aus (4.80) unter der Annahme
KS = 1,KT = 1,KKS = 1.
für alle ω ∈ R≥0. Da gemäß (4.82) W˜−1d = (QWd)
−1
eine obere Schranke der Sensitivität des
geschlossenen Regelkreises darstellt, gilt unter den getroffenen Annahmen (4.74). Die Sensitivi-
tät beschreibt (4.69) folgend sowohl den Einfluss der Führungsgröße auf die Regeldifferenz als
auch den Einfluss des Messrauschens auf den Streckenausgang. Im Idealfall wäre die Sensitivität
eines Regelkreises über alle Frequenzen identisch Null. Für streng realisierbare („strictly proper“)
Strecken in Kombination mit zumindest realisierbaren („proper“) Reglern lässt sich die Annahme
lim
s→∞
G (s)K (s) = 0 (4.83)
treffen. Aus (4.83) folgt dann für s → ∞ die asymptotische Annäherung von Se gegen Eins. Mit
der Sensitivität als Maß für die Wirksamkeit eines Regelkreises folgt somit in der Realität für hohe
Frequenzen stets der Verlust der Wirksamkeit einer Regelung.
Die komplementäre Sensitivitätsfunktion Te = 1 − Se wird durch Wd beschränkt. Entsprechend
(4.69) beschreibt Te das Übertragungsverhalten der Störung d2 auf den Streckenausgang. Hinsicht-
lich dieses Störungsübertragungsverhaltens wäre für Te ein Wert identisch Null wünschenswert.
Anders als in einem Regelkreis mit nur einem Freiheitsgrad wird das Führungsübertragungsver-
halten der Modellfolgeregelung nicht ausschließlich von Te bestimmt. Aufgrund der algebraischen
Zwangsbedingung entsprechend (E.68) dient die Parametrierung der Gewichtungsfunktionen Wd
und Wd in erster Linie einer Charakterisierung der Frequenzbereiche, in denen Se nahe Null und
Te nahe Eins beziehungsweise Se nahe Eins und Te nahe Null gilt. Bei der Parametrierung der Ge-
wichtungsfunktionen sollten neben den eigentlichen Entwurfszielen auch die bekannten Beschrän-
kungen hinsichtlich der mittels einer Regelung grundsätzlich erzielbaren Resultate berücksichtigt
werden ([Rai94]). Für den vorgeschlagenen Ansatz gilt es insbesondere, die Limitierung hinsicht-
lich des Übergangs zwischen den beiden genannten Bereichen der Regelung zu beachten ([Rai94]).
Trotz verschiedener hilfreicher Grundregeln bezüglich der qualitativen Festlegung der Gewich-
tungsfunktionen beruht im Falle eines spezifischen Entwurfsproblems die konkrete Parametrierung
der Gewichtungsfunktionen stets bis zu einem gewissen Grad auf empirischen Erkenntnissen.
Aus der Annahme ‖N‖∞ < γ folgen neben den Ungleichungen (4.81) auch die Beziehungen∥∥∥WuSu (Kf + K˜bGr)Wr∥∥∥
∞
< γ, ‖WuSuKfWr‖∞ < γ, (4.84)
‖Se (Gr −GKf)QWr‖∞ < γ, ‖TfyrQWr‖∞ < γ. (4.85)
Unter der Annahme hinreichend kleinerWu werden lediglich die Ungleichungen (4.85) im Hinblick
auf ihre Bedeutung für den Vorwärtszweig der Modellfolgeregelung betrachtet. Aus (4.85) folgen
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mit W˜r = QWr und W˜r = QWr die für alle ω ∈ R≥0 gültigen Ungleichungen
σ (Se (Gr −GKf)) ≤ γσ
(
W˜r
−1
)
und σ (GSuKf) ≤ γσ
(
W˜r
−1
)
. (4.86)
Die Frequenzabhängigkeit wird aus Gründen der Übersichtlichkeit nicht explizit aufgeführt. Mittels
der Gewichtungsfunktion W˜r lässt sich folglich im geschlossenen Regelkreis eine obere Schranke
der mit Se gewichteten Abweichung zwischen der vorgesteuerten Strecke GKf und dem Referenz-
modell Gr vorgeben. W˜r dient damit der Gewichtung der Differenz Gr − GKf. Die Gewichtungs-
funktion W˜r erlaubt eine Vorgabe der oberen Schranke von Tfyr und damit die Beschränkung der
Bandbreite der Vorsteuerung. In Frequenzbereichen, in denen Se nahezu Eins ist und damit Te
nahezu Null gilt, bestimmt Tfyr wegen y = SeG
(
Kf + K˜bGr
)
r = (Tfyr + TeGr) r die Führungs-
übertragungsfunktion des geschlossenen Regelkreises.
Um eine Parametrierung von Wr und Wr zu ermöglichen, erfolgt eine strukturelle Festlegung von
Wr entsprechend Wd aus (4.80), gleichzeitig wird Wr mit einer Struktur entsprechend Wd aus (4.80)
angenommen. In Tabelle 4.3 finden sich ausgewählte Charakteristika der beiden strukturell un-
terschiedlichen Gewichtungsfunktionen aus (4.80), ausgedrückt in Abhängigkeit von den jeweils
auftretenden Parametern. Die Charakteristika der übrigen Übertragungsfunktionen ergeben sich
analog dazu. Neben der Wahl der Parameter der strukturell festgelegten Gewichtungsfunktionen
Wd,Wd,Wr,Wr und Wu beinhaltet die Bestimmung des Referenzmodells Gr die wesentlichen ver-
bleibenden Freiheitsgrade des Reglerentwurfs im Falle des verwendeten Verfahrens. Die Struktur
des enthaltenen Referenzmodells wird unter dem Aspekt der einfachen Parametrierbarkeit zu
Gr = KGr
(
1
s+ TGr
)nGr
(4.87)
festgelegt.
Bemerkung zur robusten Stabilität
Die Anwendung von Satz 6.1 aus [Rai94] (S. 192) erlaubt eine Aussage zur robusten Stabilität eines
geschlossenen Regelkreises gegenüber einer durch allgemeine unstrukturierte Modellunsicherhei-
ten definierten Modellschar. Für den Spezialfall einer auf einer multiplikativen Modellunsicherheit
basierenden Modellschar gilt Satz 6.3 aus [Rai94] (S. 195).
Es sei GM strukturell definiert durch (4.50). Falls mit einem Regler K der nominelle Standard-
Regelkreis H (GNom,K) asymptotisch stabil ist, dann ist H (G,K) genau dann asymptotisch stabil
für alle G ∈ GM mit ‖∆M‖∞ < γ−1, falls
σ (Te (iω)) ≤
γ
|WM (iω)|
, ∀ω ∈ R≥0. (4.88)
Die robuste Stabilität des geschlossenen Regelkreises gegenüber der angenommenen unstrukturier-
ten Modellunsicherheit ist damit unter den genannten Annahmen äquivalent zur Einhaltung einer
frequenzabhängigen Ungleichung. Aus [Rai94] ist die anschauliche Deutung von (4.88) bekannt.
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Im angenommenen Fall muss zu jeder Frequenz ω der größte Singulärwert der Führungsübertra-
gungsfunktion des geschlossenen Regelkreises Te kleiner sein, als die Inverse des Betrags der Feh-
lerschranke zu der entsprechenden Frequenz. Die Abhängigkeit der Ungleichung (4.88) von dem
eingesetzten Regler K wird durch das Ausschreiben der Führungsübertragungsfunktion ersichtlich.
Unter der Annahme eines nominell stabilen geschlossenen Regelkreises in dem (4.82) gilt, lässt sich
ohne weitere Betrachtungen damit die robuste Stabilität gegenüber einer Modellschar garantieren
die strukturell durch Gleichung (4.56) auf Seite 150 mit ‖∆M‖∞ < γ−1 definiert ist. Falls γ−1 ≥
1 > γ−1∆ und |WM (iω)| < |Wd (iω)| ∀ωR≥0, folgt GM ⊂ GMd . Ein gegenüber GMd robust stabiler
Regelkreis ist dann auch gegenüber GM robust stabil.
Entwurf einer Modellfolgeregelung mittels derH∞-Methodik
Die exemplarische Synthese einer H∞-suboptimalen Modellfolgeregelung für das Beispielsystem
beruht auf der erweiterten Strecke P˜ ohne explizite Unsicherheitsformulierung. Die Parametrierung
des Referenzmodells orientiert sich am gewünschten Führungsübertragungsverhalten des geschlos-
senen Regelkreises im Zeitbereich. Die Wahl
TGr = 1100, nGr = 2 und KGr = T
nGr
Gr
(4.89)
führt für das Referenzmodell auf eine von Überschwingen freie Sprungantwort mit einer statio-
nären Verstärkung von Eins, einer Anstiegszeit von etwa 3,1ms sowie einer Einschwingzeit von
ungefähr 5,3ms. Eine vergleichende Gegenüberstellung der Sprungantworten und der Singulär-
wertverläufe der Strecke G und des Referenzmodells Gr erfolgt in Abb. 4.11. Während Gr im Ent-
wurf Verwendung findet, wird in Anlehnung an (2.164) und damit hinsichtlich der Anwendung der
Modellfolgeregelung auf das reale Beispielsystem zusätzlich eine totzeitbehaftete Referenzstrecke
Gˆr (iω) = e
−0,0005·iωGr (iω) (4.90)
eingeführt. Die Parametrierung aller in der erweiterten Strecke auftretenden Übertragungsfunktio-
nen lässt sich Tabelle 4.4 entnehmen. Die gewählte Parametrierung führt auf eine erweiterte Strecke
Übertragungsfunktion
Wd (iω) nS = 2 ωB,S = 300 K0,S = 0,8 K∞,S = 1 KS = 0,35
Wd (iω) nT = 4 ωB,T = 300 K0,T = 3 K∞,T = 10−2 KT = 0,35
Wu (iω) nKS = 2 ωB,KS = 15000 K0,KS = 10
2 K∞,KS = 10
−7 KKS = 0,5
Q (iω) nQ = 1 ωB,Q = 300 − − KQ = 1
Wr (iω) nr = 0 − − − Kr = 5,5
Wr (iω) nr = 1 ωB,r = 1000 K0,r = 4 K∞,r = 10
−6 KTfyr = 0,56
Tabelle 4.4: Reglerentwurfs A: Parametrierung der Gewichtungsfunktionen und der integralen Er-
weiterung.
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Abbildung 4.11: Reglerentwurf A: Sprungantwort und Singulärwertverlauf der Strecke G und des
Referenzmodells Gr.
der Ordnung
nP˜ = 18 = nGNom + nWd + nWd + nWu + nQ + nWr + nWr + nGr . (4.91)
Eine Darstellung der Singulärwertverläufe der Referenzstrecke Gr sowie der parametrierten Ge-
wichtungsfunktionen Wr und Wr findet sich in Abb. 4.12a, während Abb. 4.12b die Singulärwert-
verläufe von Wd,Wd,Wu und Q zeigt. Die Lösung desH∞-Entwurfsproblems mit dem Kostenfunk-
tional N˜ = Fl
(
P˜ ,
(
Kf Kb
))
führt auf die Bestandteile
(
Kf Kb
)
der Modellfolgeregelung, die
jeweils als ein System mit einer Ordnung entsprechend (4.91) realisiert werden. Das resultierende
Regelgesetz K˜ =
(
Kf + K˜bGr −K˜b
)
der Modellfolgeregelung beinhaltet neben Kf und Kb auch
Q sowie Gr. Abb. 4.15a enthält den Singulärwertverlauf der Modellfolgeregelung sowie eine sepa-
rate Darstellung der Singulärwertverlaufe der beiden Übertragungspfade der Modellfolgeregelung.
Ferner zeigt Abb. 4.15a eine vergleichende Gegenüberstellung der Singulärwertverläufe der aus
Reglerentwurf A resultierenden Vorsteuerung Kf sowie einer im Sinne der Modellfolgeregelung
idealen Vorsteuerung G−1Gr.
Die separate Darstellung der Singulärwerte beider Übertragungspfade des Reglers zeigt die von Kf
und damit auch die von Kf + K˜bGr gegenüber Kb erhöhte Bandbreite. Sowohl Kb als auch Kf
und Kf + K˜bGr weisen in einem engen Frequenzbereich um die erste Eigenfrequenz der Strecke
einen Abfall der Singulärwerte und damit der Verstärkung auf. Der Singulärwertverlauf der Vor-
steuerung Kf zeigt damit, dass durch Kf nahezu keine Anregung der ersten Eigenmode der Strecke
zu erwarten ist. Für die Rückführung Kb deutet dieses Charakteristikum auf eine Invertierung des
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Abbildung 4.12: Reglerentwurf A: Singulärwertverläufe der einzelnen in der erweiterten Strecke
auftretenden Übertragungsfunktionen.
Singulärwertverlaufs der Strecke hin. Wie geschildert entspricht die der Rückführung innerhalb
des Gewichtungsschemas der Modellfolgeregelung zuzuordnende Gewichtung einem Se/KSe/Te-
Gewichtungsschema. Bekanntermaßen führt die Synthese H∞-suboptimaler Regler unter Verwen-
dung von Se/KSe/Te-Gewichtungsschemata auf Regler, die den Singulärwertverlauf der Strecke
in gewisser Weise kompensieren beziehungsweise invertieren. Diese Tatsache spiegelt sich sowohl
in den Singulärwertverläufen von Kb und K˜b als auch im Pol-/Nullstellendiagramm von G und
K˜b entsprechend Abb. 4.13 wider. Insbesondere letzteres zeigt die nahezu exakte Kompensation
der ersten vier Eigenwerte der Strecke durch Nullstellen von K˜b. Die Anordnung der Extremalstel-
len des Reglers führt nahezu zu einer Auslöschung der Steuerbarkeit der ersten Eigenmoden der
Strecke innerhalb der offenen Wirkungskette K˜bG.
Entwurf einer Modellfolgeregelung mittels der µ-Methodik
Die µ-Synthese einer Modellfolgeregelung für das Beispielsystem beruht auf der erweiterten Stre-
cke P gemäß (4.76). Der Reglerentwurf Aµ erfolgt somit unter Berücksichtigung einer multiplikati-
ven Modellunsicherheit und einer damit einhergehenden Modellschar GM. Innerhalb der erweiterten
Strecke wird die nominelle Strecke GNom entsprechend (4.35) mit einer Ordnung von nGNom = 6
verwendet. Die zur Berücksichtigung der Modellschar GM eingeführte Gewichtungsfunktion WM
wird gemäß der Ausführungen aus Abschnitt 4.3.4 durch die in Tabelle 4.1 dargestellten Werte
parametrisiert. Explizit als Modellschar innerhalb des Reglerentwurfs Aµ wird damit lediglich GM
anstelle der größeren Modellschar GˆM berücksichtigt. Diese Wahl hat insbesondere Auswirkungen
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Abbildung 4.13: Reglerentwurf A: Ausschnitt aus dem Pol-/Nullstellen-Diagramm von G und K˜.
Übertragungsfunktion
Wd (iω) nS = 2 ωB,S = 300 K0,S = 0,8 K∞,S = 1 KS = 0,17
Wd (iω) nWd = 4 ωB,T = 300 K0,T = 3 K∞,T = 10
−2 KT = 0,35
Wu (iω) nKS = 2 ωB,KS = 15000 K0,KS = 10
2 K∞,KS = 10
−7 KKS = 0,25
Q (iω) nQ = 1 ωB,Q = 300 − − KQ = 1
Wr (iω) nr = 0 − − − Kr = 5,5
Wr (iω) nr = 1 ωB,r = 1000 K0,r = 4 K∞,r = 10
−6 KTfyr = 0,28
Tabelle 4.5: Reglerentwurf Aµ: Parametrierung der Gewichtungsfunktionen und der integralen Er-
weiterung.
auf die a priori zu garantierende robuste Performance eines resultierenden geschlossenen Regel-
kreises. Die Struktur des eingesetzten Referenzmodells entspricht (4.87), für die Parameter von Gr
wird die Wahl TGr = 1200,nGr = 2 und KGr = T
nGr
Gr
getroffen. Die weiteren zur Festlegung der
erweiterten Strecke P erforderlichen Parameter finden sich in Tabelle 4.5. Eine Darstellung der
Singulärwertverläufe der einzelnen in P auftretenden Übertragungsfunktionen lässt sich Abb. 4.14
entnehmen. Die resultierende erweiterte Strecke P weist eine Ordnung von
nP = 24 = nGNom + nWd + nWd + nWu + nQ + nWr + nWr + nWM + nGr (4.92)
auf. Für die innerhalb der D-K-Iteration zur Skalierung verwendeten rationalen, stabilen und mi-
nimalphasigen Übertragungsfunktionen DL (iω) = DR (iω) wird eine maximale Ordnung von
nDL = nDR = 3 festgelegt.
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Im Fall des Reglerentwurfs Aµ führt die µ-Synthese anhand einer D-K-Iteration auf ein stabiles
System
(
Kf Kb
)
mit einer Ordnung von 30.
102 103 104
−60
−40
−20
0
20
Frequenz in rad/s
Si
n
gu
lä
rw
er
te
in
d
B
G Gr
Wr Wr
(a)
102 103 104
−60
−40
−20
0
20
40
Frequenz in rad/s
G Wd WˆM WM
Wu W˜d Wd Q
(b)
Abbildung 4.14: Reglerentwurf Aµ: Singulärwertverläufe der einzelnen in P auftretenden Übertra-
gungsfunktionen.
Das resultierende Regelgesetz K˜ =
(
Kf + K˜bGr −K˜b
)
der Modellfolgeregelung beinhaltet
neben Kf und Kb aufgrund von K˜b = KbQ auch Q sowie Gr. Die Singulärwertverläufe von(
Kf Kb
)
sowie die des Regelgesetzes sind in Abb. 4.15b aufgeführt. Die aus Reglerentwurf
Aµ resultierende Modellfolgeregelung weist einen Singulärwertverlauf auf, der qualitativ mit dem
Singulärwertverlauf der Modellfolgeregelung aus Reglerentwurf A vergleichbar ist und daher hier
nicht weiter diskutiert wird.
4.5.4 Entwurf einer flachheitsbasierten Trajektorienfolgeregelung
Dieser Abschnitt behandelt die mit Reglerentwurf B bezeichnete Synthese einer Trajektorienfolge-
regelung für das Beispielsystem und thematisiert damit einen zu der in Abschnitt 4.5.3 gezeigten
Modellfolgeregelung alternativen Regelungsansatz mit zwei Freiheitsgraden.
Der Reglerentwurf B geht von einer Struktur des Regelkreises gemäß Abbildung 4.16 aus. Das
Regelgesetz lautet in diesem Fall
uges = uf + K˜b (yr − y) . (4.93)
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Abbildung 4.15: Reglerentwürfe A und Aµ: Verschiedene Singulärwertverläufe der resultierenden
Rückführung und der einzelnen Komponenten der Rückführung.
Während der Syntheseschritt im Fall der Modellfolgeregelung in den Reglerentwürfen A und
Aµ die simultane Berechnung der Vorsteuerung und der Rückführung beinhaltet, besteht die Reg-
lersynthese des Reglerentwurfs B aus einer separaten Berechnung von Vorsteuerung und Rückfüh-
rung. Für die Auslegung jedes der beiden Bestandteile der Trajektorienfolgeregelung kann dabei
grundsätzlich aus einer Vielzahl an Methoden gewählt werden. In diesem Fall wird die Gene-
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Abbildung 4.16: Blockschaltbild des Regelkreises B.
rierung des Stellsignals uf und der Soll-Trajektorie yr mittels eines flachheitsbasierten Ansatzes
durchgeführt. Die Bestimmung der Rückführung erfolgt auf Basis eines eingangsseitigen Se/KSe/
Te-Gewichtungsschemas mit integraler Streckenerweiterung. Ein derartiges Gewichtungsschema
resultiert aus der erweiterten Strecke der Modellfolgeregelung gemäß (4.76) durch die in Abschnitt
4.5.3 beschriebenen Vereinfachungen.
Entwurf einer flachen Vorsteuerung
Der vorliegende Abschnitt thematisiert den Entwurf einer flachen Vorsteuerung für das Beispiel-
system. Die zu diesem Zweck benötigten mathematischen Grundlagen zur differentiellen Flachheit
finden sich beispielsweise in [FLR95] oder in [RRZ97]. Ausführungen zur Flachheit mit besonde-
rem Bezug zu unendlich-dimensionalen Systemen lassen sich beispielsweise [MK09] entnehmen.
Ausgangspunkt für den Entwurf einer flachen Vorsteuerung für das Beispielsystem ist eine gemäß
den Ausführungen aus Abschnitt 4.2.4 erzeugte endlich-dimensionale Approximation ΣN , N <∞
des Beispielsystems. Im Folgenden wird eine Approximationsordnung von N = 4 angenommen,
im Rahmen des verwendeten Approximationsverfahrens werden damit die ersten beiden Eigenmo-
den des Beispielsystem für den Entwurf einer flachen Vorsteuerung berücksichtigt. Das resultieren-
de System wird mit Σf = ΣN , N = 4 bezeichnet, es weist eine Systemordnung von nf = 4 auf und
wird in Zustandsraumdarstellung durch die Matrizen Af,Bf,Cf,Df beschrieben. Eine zur Repräsen-
tation der ersten zwei Eigenmoden des Beispielsystems resultierende numerische Realisierung von
Σf lässt sich Anhang E.4 entnehmen. Die Σf zugeordnete Übertragungsfunktion ist mit Gf benannt.
Die Bestimmung des Rangs der zugeordneten Steuerbarkeitsmatrix führt auf
rangMC = rang
(
A0fBf A
1
fBf A
2
fBf A
3
fBf
)
= 4. (4.94)
Demnach folgt für Σf die vollständige Zustandssteuerbarkeit. Da für lineare Systeme eine Äquiva-
lenz zwischen differentieller Flachheit und Steuerbarkeit besteht ([HZ04]), leitet sich aus diesem
Resultat die differentielle Flachheit von Σf ab. Aus dem vollen Rang der Steuerbarkeitsmatrix MC
folgt ferner die Existenz von MC−1.
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Die Anwendung einer äquivalenten Zustandstransformation der Form xf,C = TCxf mit
TC
−1 =

vCMC
−1A0f
vCMC
−1A1f
vCMC
−1A2f
vCMC
−1A3f
 (4.95)
und vC =
(
0 0 0 1
)
auf Σf überführt das approximierte Beispielsystem in Steuerbarkeitsnor-
malform
dx˙N,C(t)
dt = Af,Cxf,C(t) +Bf,Cu(t), xf,C (0) = TCxN (0)
y(t) = Cf,Cxf,C(t) +Df,Cu(t).
(4.96)
Wobei
Af,C = TC
−1AfTC =

0 1 0 0
0 0 1 0
0 0 0 1
−a0 −a1 −a2 −a3
 , Bf,C = TC−1Bf =

0
0
0
1
 (4.97)
sowie
Cf,C = CfTC =
(
c0 c1 c2 c3
)
, Df,C = Df = 0 (4.98)
gilt. Aus der Struktur der resultierenden Systemmatrix Af,C lässt sich erkennen, dass der erste Ein-
trag des Zustandsvektors xf,C,1(t) den Anforderungen an einen flachen Ausgang yf(t) des Systems
Σf genügt. Aus der Wahl yf(t) = xf,C,1(t) folgt im einzelnen
xf,C,2(t) =
∂yf(t)
∂t
, xf,C,3(t) =
∂2yf(t)
∂t2
, xf,C,4(t) =
∂3yf(t)
∂t3
(4.99)
sowie
u(t) = a0yf(t) + a1
∂yf(t)
∂t
+ a2
∂2yf(t)
∂t2
+ a3
∂3yf(t)
∂t3
+
∂4yf(t)
∂t4
y(t) = c0yf(t) + c1
∂yf(t)
∂t
+ c2
∂2yf(t)
∂t2
+ c3
∂3yf(t)
∂t3
.
(4.100)
Die Gleichungen (4.99) und (4.100) zeigen, dass eine Festlegung des Verlaufs des flachen Aus-
gangs yf(t) über einem Zeitintervall unmittelbar die Systemgrößen xf,C(t),u(t),y(t) über dem ent-
sprechenden Zeitintervall determiniert. Im Fall des Beispielsystems wird yf(t) zur Festlegung des
Verlaufs des Ausgangs y(t) in Folge eines sprungförmigen Wechsels der Führungsgröße
r (t) =
y0, t < 0yT , t ≥ 0 (4.101)
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eingesetzt. Der Verlauf von y(t) wird dazu auf einem kompakten Intervall θ = [0,T ] durch die
Parametrierung des flachen Ausgangs yf(t), mittels eines Polynoms
Pf (t) =
nPf∑
i=0
pf,i
(
t
T
)i
, t ∈ θ, (4.102)
festgelegt. Ein vergleichbarer Ansatz findet sich beispielsweise in [Zei10]. Die Parametrierung ei-
ner Solltrajektorie yr(t) für y(t) ∈ [0,T ] als Folge eines Wechsels der Führungsgröße entsprechend
(4.101) kann im Allgemeinen auch durch andere Funktionen erfolgen. Die Wahl eines polynomia-
len Ansatzes erlaubt eine besonders einfache Parametrierung von yf(t) ∈ [0,T ].
Der Grad nPf des Polynoms Pf (t) wird durch Forderungen an die zeitlichen Ableitungen des Aus-
gangs y(t) auf dem Rand des Zeitintervalls θ bestimmt. Da y(t) der approximierten Auslenkung
des Beispielsystems an der Messstelle entspricht, werden die Forderungen
y (0) = y0, y (T ) = yT ,
∂y(t)
∂t
|t=0 =
∂2y(t)
∂t2
|t=0 =
∂y(t)
∂t
|t=T =
∂2y(t)
∂t2
|t=T = 0 (4.103)
eingeführt. T legt den Zeitraum fest, den y(t) für den Übergang von y0 zu yT benötigt und wird
daher als Übergangszeit bezeichnet. Um darüber hinaus einen hinreichend glatten Verlauf von y(t)
und u (0) = u (T ) = 0 zu erreichen, wird zusätzlich
∂3yf(t)
∂t3
|t=0 =
∂4yf(t)
∂t4
|t=0 =
∂3yf(t)
∂t3
|t=T =
∂4yf(t)
∂t4
|t=T = 0 (4.104)
gefordert. Zur Erfüllung von (4.103) und (4.104) wird für Pf (t) die Ordnung zu nPf = 9 ge-
wählt. Mit (4.103) und (4.104) stehen zehn Gleichungen zur Verfügung, um die zehn Koeffizienten
pf,i,i = 0,1, . . . ,9 von Pf (t) ,nPf = 9 zu bestimmen. Aus dieser Aufgabe resultiert ein hinsichtlich
der pf,i lineares Gleichungssystem, dass sich beispielsweise unter Verwendung eines Computeral-
gebrasystems wie Mathematica lösen lässt. Als Lösung resultiert eine Beschreibung jedes der Ko-
effizienten pf,i,i = 0,1, . . . ,9 in Abhängigkeit von den systemspezifischen Größen c0,c1,c2,c3, den
Werten y0,yT des Polynoms am Rand von θ sowie der Übergangszeit T . Da c0,c1,c2 und c3 durch
das System festgelegt sind, führt die Berücksichtigung dieser Lösung innerhalb von Pf (t) auf ein
durch y0,yT und T parametrisiertes Polynom Pf (t; y0,yT ,T ), d.h. für eine Wahl von y0,yT ,T ist
Pf (t; y0,yT ,T ) auf θ vollständig determiniert.
In einem derartigen Fall folgt unter Verwendung von (4.99) und (4.100) sowie einer Wahl des
flachen Ausgangs yf(t) = Pf (t; y0,yT ,T ) die Festlegung der verbleibenden Systemgrößen für t ∈
θ. Im Fall des Beispielsystems sind die Systemgrößen vollständig durch Pf (t; y0,yT ,T ) und die
zugehörigen zeitlichen Ableitungen bis zur vierten Ordnung charakterisiert. Eine Erweiterung der
Definition von yf hinsichtlich t ≥ T lässt sich durch eine abschnittsweise Definition des flachen
Ausgangs
yf(t) =
Pf (t; y0,yT ,T ) t ∈ θPf (T ; y0,yT ,T ) t > T (4.105)
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Abbildung 4.17: Verläufe von yf(t), t ≥ 0 und zugehöriger zeitlicher Ableitungen bis zur vierten
Ordnung für y0 = 0,yT = 0,1mm und T ∈ {3ms,4ms,5ms,6ms}.
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Abbildung 4.18: Verläufe von y(t),∂y(t)
∂t
,∂
2y(t)
∂t2
und u(t) mit y0 = 0,yT = 0,1mm und unterschied-
lichen T .
erreichen. Bei einer entsprechend abschnittsweisen Definition der zugehörigen Ableitungen garan-
tiert (4.104) einen stetigen Übergang zwischen den beiden Abschnitten für ∂3yf(t)
∂t3
und ∂
4yf(t)
∂t4
.
Abb. 4.17 zeigt für yf(t) = Pf (t; y0,yT ,T ) die aus der Wahl y0 = 0,yT = 0,1mm und T ∈
{3ms,4ms,5ms,6ms} resultierenden Verläufe des flachen Ausgangs yf (t; y0,yT ,T ) , t ≥ 0 und
der zugehörigen zeitlichen Ableitung bis zur vierten Ordnung. In Abb. 4.18 finden sich die aus der
geschilderten Wahl für yf(t), t ≥ 0 resultierenden Verläufe von y(t),∂y(t)∂t ,
∂2y(t)
∂t2
,u(t).
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Entwurf einer Rückführung mittels µ-Methodik
Die Rückführung innerhalb des Regelkreises B gemäß Abb. 4.16 wird unter Verwendung eines
eingangsseitigen Se/KSe/Te-Gewichtungsschemas mit integraler Streckenerweiterung in Kombi-
nation mit der µ-Methodik bestimmt. Als Ausgangspunkt dazu dient P aus (4.76) auf Seite 163,
vereinfachend werden für den Regler mit nur einem Freiheitsgrad die dritte und vierte Spalte sowie
die vierte Zeile in P vernachlässigt.
Die zu berücksichtigende Modellschar wird entsprechend den Ausführungen aus Abschnitt 4.5.3
angenommen. Die Parametrierung der verbleibenden Gewichtungsfunktionen lässt sich Tabelle 4.6
entnehmen. Abb. 4.19 zeigt die Singulärwertverläufe aller in P auftretenden Übertragungsfunktio-
Übertragungsfunktion
Wd (iω) nS = 2 ωB,S = 310
◦ K0,S = 0,8 K∞,S = 1 KS = 0,43
Wd (iω) nT = 4 ωB,T = 520
◦ K0,T = 3 K∞,T = 2 · 10
−3 KT = 0,46
Wu (iω) nKS = 2 ωB,KS = 16500
◦ K0,KS = 10
3 K∞,KS = 10
−7 KKS = 1
Q (iω) − ωB,Q = 310
◦ − − KQ = 1
Tabelle 4.6: Reglerentwurf B: Parametrierung der Gewichtungsfunktionen und der integralen Er-
weiterung.
nen.
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Abbildung 4.19: Reglerentwurf B: Singulärwertverläufe der einzelnen in der erweiterten Strecke
auftretenden Übertragungsfunktionen.
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Die resultierende erweiterte Strecke P weist eine Ordnung von
nP = 21 = nGNom + nWd + nWd + nWu + nQ + nWM (4.106)
auf. Für die innerhalb der D-K-Iteration zur Skalierung verwendeten rationalen, stabilen und mi-
nimalphasigen Übertragungsfunktionen DL (iω) = DR (iω) wird eine maximale Ordnung von
nDL = nDR = 3 festgelegt. Die Reglersynthese führt damit auf einen Regler mit einer Ordnung
von nK = 27, die Eigenwerte von K weisen alle einen negativen Realteil auf. Für K˜b = KQ
resultiert eine Ordnung von nK˜b = 28.
In Abb. 4.20 finden sich die Singulärwertverläufe von K˜b,K,Q und GNom. Die Singulärwertverläu-
fe der an dieser Stelle resultierenden Rückführung K˜b weisen einen qualitativ ähnlichen Verlauf
wie die beiden Rückführungen der Reglerentwürfe A und Aµ auf. Aufgrund der vergleichbaren
Struktur der in allen gezeigten Fällen der Reglersynthese zugrunde liegenden erweiterten Strecke,
einer vergleichbaren Parametrierung der Gewichtungsfunktionen und analoger Synthesemethoden,
entspricht dieses Ergebnis den Erwartungen.
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Abbildung 4.20: Reglerentwurf B: Singulärwertverläufe von K˜b = KQ,K,Q und GNom.
4.6 Analyse des geregelten Beispielsystems
Der vorliegende Abschnitt beinhaltet die Anwendung der in Abschnitt E.3 eingeführten Verfah-
ren zur Analyse geschlossener Regelkreise auf die verschiedenen, aus der Anwendung der in Ab-
schnitt 4.5 entworfenen Regler auf das Beispielsystem resultierenden Regelkreise. Soweit die be-
trachteten Regelkreise eine LFT-basierte Formulierung erlauben und sich geschlossen im Rahmen
der µ-Analyse behandeln lassen, erfolgt jeweils eine Analyse hinsichtlich jeder der in Definition
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108 genannten Eigenschaften. Innerhalb dieser Analysen wird die Strecke stets durch GNom re-
präsentiert, während die Annahme der Modellscharen GM,GˆM oder GMd die Berücksichtigung von
GˆNom,GSim,GˆSim,G oder Gˆ erlaubt.
Die modellbasierten Analysen der Regelkreise sind als systematische Beurteilung der Eignung ei-
nes Reglers zur Regelung des realen Systems zu sehen. Die abschließende Überprüfung der Funk-
tionstüchtigkeit eines Reglers muss allerdings durch die Anwendung auf das reale Beispielsystem
erfolgen. Dazu wird das Zeitverhalten des realen Beispielsystems und verschiedener zugehöriger
Modelle im geschlossenen Regelkreis betrachtet. Stellvertretend für das Zeitverhalten wird dabei
die Sprungantwort jedes Regelkreises ermittelt und im Hinblick auf die Einhaltung der Regelungs-
ziele analysiert. Innerhalb der Simulationen für die Zeitbereichsbetrachtungen der Regelkreise wird
in jedem Fall GˆSim als Strecke angenommen. Diese Wahl des Modells des Beispielsystems garan-
tiert eine bessere Übereinstimmung zwischen Simulationen und Messungen. Als Zugeständnis an
die in der Strecke enthaltene Totzeit erfolgt die Generierung der Sollgröße in den drei letztgenann-
ten Regelkreisen stets unter Berücksichtigung einer identischen Totzeit. Dieses Vorgehen äußert
sich in der Verwendung von Gˆr anstelle von Gr in den Regelkreisen A und Aµ beziehungsweise in
der einfachen zeitlichen Verschiebung der Sollgrößen im Regelkreis B.
4.6.1 Analyse des geschlossenen Regelkreises A
Dieser Abschnitt beinhaltet die Analyse des geschlossenen Regelkreises A, bestehend aus dem
Beispielsystem und einem H∞-suboptimalen Regler, der aus dem Reglerentwurf A resultiert. Ein-
leitend erfolgt die Überprüfung des Regelkreises A hinsichtlich der in Definition 108 genannten
Eigenschaften. Anschließend verdeutlichen Messungen am realen Beispielsystem das Verhalten
des geregelten Beispielsystems im Zeitbereich.
Relevante Eigenschaften des Regelkreises A im Frequenzbereich
Der Reglerentwurf A führt auf ein
(
Kf Kb
)
, sodass für den nominellen geschlossenen Regelkreis∥∥∥N˜∥∥∥
∞
< γ (4.107)
mit γ = 0,98 gilt. Die weiteren Betrachtungen gehen von einem erweiterten Regelkreis N =
Fl
(
P,
(
Kf Kb
))
gemäß (4.78) aus. Die Implikationen, die aus der Betrachtung der Eigenschaf-
ten von N hinsichtlich der Eigenschaften des Regelkreises A folgen, werden in Abschnitt E.2.5
thematisiert. Die Eigenwerte der Systemmatrix von N weisen alle einen negativen Realteil auf.
Dazu äquivalent ist die exponentielle Stabilität des erweiterten Regelkreises sowie in diesem Fall
auch dessen Ein-/Ausgangsstabilität. Darüber hinaus folgt die nominelle Stabilität des erweiterten
Regelkreises.
Die nominelle Performance des Regelkreises A wird durch das verwendete Syntheseverfahren und
das dabei erzielte γ = 0,98 gewährleistet. In Abb. 4.21 findet sich eine Darstellung der Sin-
gulärwertverläufe der in Fl
(
P˜ ,K
)
auftretenden charakteristischen Übertragungsfunktionen des
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geschlossenen Regelkreises sowie der durch die Definition der erweiterten Strecke zugeordneten
oberen Schranken. Für Regelkreis A folgt unter Berücksichtigung der nominellen Stabilität und
γ = 0,98 a priori die robuste Stabilität gegenüber einer multiplikativen Modellschar definiert durch
Gleichung (4.56) auf Seite 150. Aufgrund der Parametrierung von Wd gemäß Tabelle 4.4 gilt
|WM (iω) | < |WˆM (iω) | < |Wd (iω) |, ∀ω ∈ R≥0. (4.108)
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Abbildung 4.21: Regelkreis A: Singulärwertverläufe der in Fl
(
P˜ ,K
)
auftretenden charakteristi-
schen Übertragungsfunktionen und zugehöriger oberer Schranken.
Aus (4.108) folgt unmittelbar GM ⊂ GˆM ⊂ GMd , wobei sowohl für GM als auch für GˆM jeweils
γ∆ < 1 angenommen wird. Entsprechend gilt die robuste Stabilität von Regelkreis A auch hin-
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sichtlich der Modellscharen GM und GˆM. Trotz dieser Erkenntnis wird im Folgenden eine zusätz-
liche numerische Überprüfung der robusten Stabilität von Regelkreis A gegenüber GM,GˆM und
GMd durchgeführt. Der nominelle Regelkreis wird durch den eingesetzten Regler stabilisiert. Da-
mit lässt sich die robuste Stabilität gleichsam durch das in Abschnitt E.3.4 oder das in Abschnitt
E.3.5 beschriebene Vorgehen überprüfen. Da im Fall unstrukturierter Unsicherheiten (E.109) gilt,
ist die Berechnung des strukturierten Singulärwertes unter Verwendung des größten Singulärwer-
tes unmittelbar möglich. Damit ist eine Einschachtelung von µ∆M (N∆,∆) mittels unterer Schranke
µ∆M,u (N∆,∆) und oberer Schranke µ∆M,o (N∆,∆) nicht zwingend erforderlich. In Abbildung 4.22a
finden sich die übereinstimmenden Verläufe von µ∆M,u (N∆,∆),µ∆M,o (N∆,∆) und σ (N∆,∆) im Fall
der Modellschar GM. Darüber hinaus zeigt Abb. 4.22a die Singulärwertverläufe σ (N∆,∆) im Fall
von GˆM und GMd . Unter Berücksichtigung von Satz 77 bestätigen die Verläufe in Abb. 4.22a, dass
der verwendete Regler die robuste Stabilität des Regelkreises gegenüber allen drei Modellscharen
gewährleistet. Die der Vorsteuerung zugeordneten Elemente dieses Reglerentwurfs mit zwei Frei-
heitsgraden beeinflussen die Stabilität des Regelkreises A nicht. Demnach führt die Verwendung
einer reinen Rückführung
(
0 Kb
)
innerhalb von N auf ein identisches Ergebnis hinsichtlich der
robusten Stabilität. Falls das reale Beispielsystem zumindest ein Element der Modellschar GMd ist,
weist der Regelkreis A ausreichend robuste Stabilität zur Regelung des Beispielsystems auf.
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Abbildung 4.22: Regelkreis A: Grafische Analyse der robusten Stabilität unter Berücksichtigung
der Modellscharen GM ⊂ GˆM ⊂ GMd sowie der robusten Performance hinsichtlich GM.
Die Überprüfung der robusten Performance von Regelkreis A anhand von RP2) aus Satz 78 erfor-
dert die fallspezifische Definition der strukturierten unsicheren Übertragungsfunktionen aus (E.115)
und damit von ∆e (s) aus (E.116). Die robuste Performance des Regelkreises A wird unter Berück-
sichtigung der Modellschar GM überprüft. Durch diese Festlegung ist der erste der beiden innerhalb
von ∆e (s) auftretenden Diagonalblöcke bestimmt. Die im allgemeinen Fall durch (E.115) und
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(E.116) definierte erweiterte unsichere Übertragungsfunktion ∆e ergibt sich im vorliegenden Fall
aus der in der Modellschar auftretenden vollbesetzten Unsicherheit und ∆zw (iω) ∈ Cpw×qz , ∀ω ∈
R≥0 mit qz = 2 und pw = 4. Die frequenzabhängigen Verläufe der unteren und der oberen Schranke
des strukturierten Singulärwertes µ∆e (N) in Abb. 4.22b zeigen die fehlende robuste Performance
des Regelkreises A gegenüber der Modellschar GM. Eine Überprüfung der robusten Performance
gegenüber den größeren Modellscharen GˆM und GMd ist damit obsolet.
Führungsübertragungsverhalten des Regelkreises A im Zeitbereich
Gemäß der Definition der Regelungsziele soll die Regelung des Beispielsystems in erster Linie
schnelle und präzise Wechsel der Regelgröße ermöglichen. Zur Untersuchung des Führungsüber-
tragungsverhaltens im Zeitbereich wird ein Sollgrößenverlauf der Form
r (t) =
0, t < 00,1mm, t ≥ 0 (4.109)
für den geschlossenen Regelkreis entsprechend Abbildung 4.8 vorgegeben. Der stationäre End-
wert von r (t) wird mit r∞ = 0,1mm bezeichnet. Die Reaktion des Streckenausgangs auf r (t)
wird im Folgenden als Sprungantwort bezeichnet. Während im Rahmen der Reglersynthese die
Referenzstrecke Gr eingesetzt wird, kommt bei der Regelung der erweiterten nominellen Stre-
cke und des realen Systems die erweiterte Referenzstrecke Gˆr zum Einsatz. Durch diese Substi-
tution wird der Totzeit in den beiden Strecken Rechnung getragen. Als Reaktion auf r (t) zeigt
Abb. 4.23 den zeitlichen Verlauf des Ausgangs yˆr des erweiterten Referenzmodells Gˆr, des realen
Systems y(t) sowie des aus der Differenz beider Werte resultierenden Modell-Matching-Fehlers
e(t) = yˆr(t) − y(t). Abb. 4.23b zeigt zusätzlich die Auslenkung in einem eingeschränkten Werte-
bereich und bietet damit eine Detailansicht der Sprungantwort. Insbesondere die Detailansicht lässt
eine in der Sprungantwort auftretende Schwingung mit einer Frequenz nahe der ersten Eigenfre-
quenz der Strecke erkennen. Diese schwach gedämpfte Schwingung lässt sich als Ausdruck eines
bekannten Nachteils des verwendeten Gewichtungsschemas bei der Regelung schwach gedämpfter
Systeme auffassen. Die charakteristischen Größen der in Abb. 4.23a gezeigten Sprungantwort sind
tabellarisch in Tabelle 4.7 aufgelistet. Hinsichtlich des definierten Sollgrößenverlaufs r(t) weist
die Modellfolgeregelung am realen System ein sehr gutes Führungsübertragungsverhalten auf. Das
Führungsübertragungsverhalten zeichnet sich insbesondere durch eine schnelle Anstiegszeit von
etwa 2,5ms sowie eine schnelle Einschwingzeit von ungefähr 5,4ms aus. Darüber hinaus ist das
mit etwa 1,7% äußerst geringe Überschwingen der gemessenen Sprungantwort hervorzuheben. Der
Modell-Matching-Fehler erreicht bei ca. 1,6ms mit 0,01064mm sein Maximum und verbleibt ab
ungefähr 2,8 s unter 0,02 · r∞.
Abb. 4.23c enthält die durch den Vorwärtszweig des Reglers kommandierte Spannung uf(t), die
durch die Rückführung erzeugte Stellgröße ub(t) sowie die Summe beider Verläufe uges(t). Aus
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Abbildung 4.23: Regelkreis A: Sprungantwort yˆr der erweiterten Referenzstrecke Gˆr, des realen
Systems y, des aus der Differenz beider Werte resultierenden Modell-Matching-Fehlers e = yˆr − y
sowie des über GˆSim geschlossenen Regelkreises.
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den verschiedenen Spannungsverläufen wird der wesentliche Anteil der Vorsteuerung am Füh-
rungsübertragungsverhalten ersichtlich. Um die Auswirkung der Vorsteuerung auf das reale Sys-
tem weiter zu verdeutlichen, wird im Regelgesetz der Modellfolgeregelung entsprechend (4.68) die
Rückführung K˜b zu Null gesetzt. Daraus resultiert ein gesteuertes System mit yK = Kfr. Die er-
neute Berücksichtigung des Sollgrößenverlaufs r (t) gemäß (4.109) führt am realen System zu dem
in Abb. 4.24a gezeigten Verlauf der Auslenkung.
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Abbildung 4.24: Regelkreis A: Sprungantwort der Referenzstrecke, der erweiterten Referenzstre-
cke und des realen Systems im Fall einer Steuerung yK = Kfr.
4.6.2 Analyse des geschlossenen Regelkreises Aµ
Dieser Abschnitt beinhaltet die Analyse des geschlossenen Regelkreises Aµ, bestehend aus dem
Beispielsystem und der aus Reglerentwurf Aµ stammenden Modellfolgeregelung.
Relevante Eigenschaften des Regelkreises Aµ im Frequenzbereich
Der Reglerentwurf Aµ führt auf ein
(
Kf Kb
)
, sodass für N = Fl
(
P,
(
Kf Kb
))
die Unglei-
chung
sup
ω∈R≥0
µ∆e (N) < γ (4.110)
mit γ = 0,992 gilt. Die Eigenwerte der Systemmatrix von N weisen alle einen negativen Realteil
auf, entsprechend folgt die nominelle Stabilität von Regelkreis Aµ. Daraus folgt äquivalent die ex-
ponentielle Stabilität des nominellen erweiterten Regelkreises sowie dessen Ein-/Ausgangsstabili-
tät. Zudem sind mit der nominellen Stabilität des Regelkreises Aµ alle Annahmen aus Satz 78 er-
füllt. Aufgrund der nominellen Stabilität des Regelkreises Aµ und der Einhaltung von (4.110) mit
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γ = 0,992 folgt auch unmittelbar die nominelle Performance von Regelkreis Aµ. Mit der speziellen
Wahl eines ∆(s) identisch Null gilt für P˜ = Fu (P,0)∥∥∥Fl (P˜ ,(Kf Kb))∥∥∥
∞
= 0,989. (4.111)
Die Darstellung der Singulärwertverläufe der verschiedenen in Nz,w = Fl
(
P˜ ,
(
Kf Kb
))
auftre-
tenden charakteristischen Übertragungsfunktionen des geschlossenen Regelkreises sowie der durch
die Definition der erweiterten Strecke zugeordneten oberen Schranken findet sich in Abb. 4.25.
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Abbildung 4.25: Regelkreis Aµ: Singulärwertverläufe der in Nz,w auftretenden charakteristischen
Übertragungsfunktionen und zugehöriger oberer Schranken.
Wie aufgrund der Parametrierung der Gewichtungsfunktionen Wd und Wd sowie Q zu erwarten,
sind die resultierenden Verläufe von Se und Te qualitativ mit den entsprechenden Verläufen des be-
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reits analysierten Regelkreises A vergleichbar. Für die verbleibenden Singulärwertverläufe gelten
ebenfalls qualitativ die hinsichtlich Regelkreis A getätigten Aussagen.
Die Kombination aus Problemformulierung, Wahl des Syntheseverfahrens sowie dem Resultat der
Reglersynthese einschließlich der nominellen Stabilität von Regelkreis Aµ erlauben den Schluss auf
die robuste Stabilität von Regelkreis Aµ gegenüber GM,GˆM sowie GMd . Eine grafische Überprüfung
dieser Aussage wird in Abb. 4.26a angestellt. Die robuste Stabilität des vorliegenden Regelkrei-
ses bedingt die Eignung des eingesetzten Reglers zur Regelung des realen Beispielsystems. Aus
der nominellen Stabilität des betrachteten Regelkreises und der durch die µ-Synthese garantier-
ten Einhaltung von (4.110) mit γ = 0,992 folgt die robuste Performance des Regelkreises unter
Berücksichtigung der Modellschar GM.
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Abbildung 4.26: Regelkreis Aµ: Grafische Analyse der robusten Stabilität unter Berücksichtigung
der Modellscharen GM ⊂ GˆM ⊂ GMd sowie der robusten Performance hinsichtlich GM ⊂ GˆM.
Die frequenzabhängigen Verläufe der unteren und der oberen Schranke des strukturierten Singu-
lärwertes µ∆e (N) in Abb. 4.26b bestätigen diese Aussage. Gleichzeitig lässt sich Abb. 4.26b die
fehlende robuste Performance gegenüber GˆM entnehmen. Auf eine Analyse der robusten Perfor-
mance des Regelkreises gegenüber der größeren Modellschar GMd wird daher verzichtet.
Führungsübertragungsverhalten des Regelkreises Aµ im Zeitbereich
Das Führungsübertragungsverhalten des Regelkreises Aµ wird anhand eines Sollgrößenverlaufs
r (t) gemäß (4.109) überprüft. Als Reaktion auf r (t) zeigt Abb. 4.27 den zeitlichen Verlauf des
Ausgangs des erweiterten Referenzmodells Gˆr, des realen Systems, des aus der Differenz beider
Werte resultierenden Modell-Matching-Fehlers sowie des über GˆSim geschlossenen Regelkreises.
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Abbildung 4.27: Regelkreis Aµ: Sprungantwort yˆr der erweiterten Referenzstrecke Gˆr, des realen
Systems y, des aus der Differenz beider Werte resultierenden Modell-Matching-Fehlers e = yˆr − y
sowie des über GˆSim geschlossenen Regelkreises.
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Die charakteristischen Größen der in Abb. 4.27a gezeigten Sprungantwort sind tabellarisch in Ta-
belle 4.7 aufgelistet. Das Führungsübertragungsverhalten von Regelkreis Aµ ähnelt qualitativ dem
von Regelkreis A, wobei die Anstiegszeit und die Einschwingzeit im Fall von Regelkreis Aµ mit
2,6ms beziehungsweise 5,5ms geringfügig langsamer ausfallen. Das maximale Überschwingen ist
mit 1,3% gegenüber Regelkreis A weiter verringert. Der Modell-Matching-Fehler erreicht bei ca.
1,7ms mit 0,016mm sein Maximum und verbleibt ab ungefähr 3,3ms unter 0,02 · r∞. Hinsichtlich
der Bewertung der Stellgrößenverläufe sei auf die Aussagen bezüglich Regelkreis A verwiesen.
4.6.3 Analyse des geschlossenen Regelkreises B
Innerhalb dieses Abschnitts erfolgt die Analyse des in Abb. 4.16 dargestellten geschlossenen Re-
gelkreises B. Da sich die in Regelkreis B verwendete flachheitsbasierte Vorsteuerung nicht unmit-
telbar im Rahmen einer µ-Analyse berücksichtigen lässt, beschränken sich die Betrachtungen auf
die Stabilitätseigenschaften und das Zeitverhalten des besagten Regelkreises.
Analyse der Stabilität
Im Folgenden wird angenommen, dass die flachheitsbasierte Vorsteuerung stets zumindest lokal
quadratisch-integrierbare Stellgrößen und Sollgrößen generiert und damit die Analyse der nominel-
len Stabilität des Regelkreises B auf eine Betrachtung der Rückführung des betreffenden Regelkrei-
ses zu beschränken ist. Die damit hinsichtlich der Stabilitätsbetrachtungen zulässige Vernachlässi-
gung der flachheitsbasierten Vorsteuerung überführt Regelkreis B entsprechend den Aussagen aus
Abschnitt 4.5.4 in einen Regelkreis mit nur einem Freiheitsgrad. Die folgenden Betrachtungen ge-
hen daher von einem erweiterten Regelkreis N = Fl (P,K) aus. Der auf Basis einer D-K-Iteration
durchgeführte Reglerentwurf B führt auf
sup
ω∈R≥0
µ∆e (N) < γ (4.112)
mit γ ≈ 0,983. Aus der Überprüfung der Eigenwerte der Systemmatrix von Nz,w = Fl
(
P˜ ,K
)
ergibt sich die exponentiellen Stabilität von Nz,w. Daraus folgen in diesem Fall die nominelle Sta-
bilität sowie die Ein-/Ausgangsstabilität von N .
Hinsichtlich der robusten Stabilität lässt sich aus dem verwendeten Gewichtungsschema, der nach-
gewiesenen nominellen Stabilität und dem erzielten γ die robuste Stabilität von Regelkreis B ge-
genüber der Modellschar GMd schlussfolgern, wobei an dieser Stelle die Wahl von Wd erneut
|W∆ (iω)| < |W∆,e (iω)| < |Wd (iω)| ,∀ω ∈ R≥0, sowie G ⊂ GM ⊂ GˆM ⊂ GMd gewährleistet.
Führungsübertragungsverhalten des Regelkreises B im Zeitbereich
Zur Darstellung des Führungsübertragungsverhaltens des Regelkreises B wird ein Sollgrößenver-
lauf r(t) gemäß (4.109) vorausgesetzt. Um zu dem vorgegebenen r(t) eine geeignete systemkon-
forme Solltrajektorie yr(t) sowie das zugehörige uf(t) zu erzeugen, erfolgt eine Parametrierung des
4.6 Analyse des geregelten Beispielsystems 191
flachen Ausgangs yf(t) gemäß Abschnitt 4.5.4 durch
y0 = 0, yT = 0,1mm, T = 4ms. (4.113)
Die aus dieser Parametrierung von yf(t) resultierenden Verläufe für yf(t),∂yf(t)∂t ,
∂2yf(t)
∂t2
,∂
3yf(t)
∂t3
und
∂4yf(t)
∂t4
lassen sich Abb. 4.17 entnehmen, während die Verläufe von yr(t),∂yr∂t (t),
∂2yr
∂t2
(t) sowie uf(t)
in Abb. 4.18 zu finden sind. Bei der Definition von yf(t), t > T findet (4.105) Anwendung. Um
der im realen System auftretenden Totzeit Rechnung zu tragen, berücksichtigt die Generierung der
Solltrajektorie ebenfalls eine Totzeit, es gilt yˆr(t) = yr(t−0,0005). Die zeitliche Verschiebung wird
nicht auf uf(t) angewandt.
Als Reaktion auf r(t) zeigen Abb. 4.28a beziehungsweise Abb. 4.28b den zeitlichen Verlauf von
yˆr(t), den gemessenen Ausgang des realen Systems y(t), den simulierten Ausgang von yGˆSim(t) so-
wie die reale und die simulierte Regeldifferenz. Tabelle 4.7 enthält die charakteristischen Größen
der in Abb. 4.28 gezeigten Sprungantwort. Die gemessene Anstiegszeit von Regelkreis B liegt mit
etwa 1,8ms unterhalb von 2ms. Die gemessene Einschwingzeit dieses Regelkreises überschreitet
mit 4,2ms die vorgegebene Übergangszeit T um etwa 5%. Damit ist der Einschwingvorgang im
Regelkreis B um mehr als etwa 1,5ms schneller als im Fall der strukturell vergleichbaren Regel-
kreise A und Aµ. Gleichzeitig liegt die Regelabweichung e(t) = yˆr(t) − y(t) stets unterhalb von
0,027 ·r∞ und für t ≥ 4,2ms gilt e(t) < 0,02 ·r∞. Das maximale Überschwingen ist mit 1,4% etwa
in der Größenordnung von Regelkreis Aµ. Da die flachheitsbasierte Vorsteuerung unter Berücksich-
tigung von Σf = ΣN , N = 4 entworfen wird, während die Strecke im simulierten geschlossenen
Regelkreis auf ΣSim = ΣN , N = 30 beruht, tritt auch in der Simulation eine Regeldifferenz auf.
Abb. 4.23b zeigt in Analogie zu den übrigen betrachteten Regelkreisen eine in der Sprungantwort
auftretende, unerwünschte und dazu schwach gedämpfte Schwingung mit einer Frequenz nahe der
ersten Eigenfrequenz der ungeregelten Strecke.
Die zeitlichen Verläufe der Stellgrößen uges(t) = uf(t) + ub(t) beziehungsweise uges,GˆSim(t) =
uf,GˆSim(t) + ub,GˆSim(t) in Abb. 4.28c verdeutlichen den erheblichen Anteil der Vorsteuerung an der
gesamten Stellgröße. Dabei wird eine identische Vorsteuerung für das reale System und die Simu-
lation verwendet, es gilt also uf(t) = uf,GˆSim(t).
Um die Wirkung der Vorsteuerung zu unterstreichen, zeigt Abb. 4.29 die am realen System gemes-
sene Auslenkung in Folge einer flachheitsbasierten Vorsteuerung ohne jegliche Rückführung. Die
Generierung der flachen Vorsteuerung folgt dabei unter Einbeziehung der Fälle T ∈ {3,4,5,6}ms
dem für Regelkreis B geschilderten Vorgehen. In Abb. 4.29b lässt sich wiederum die unerwünschte
Schwingung innerhalb der Sprungantwort erkennen. Ein Auftreten dieser Schwingung bei Betrach-
tung der offenen Wirkungskette deutet auf eine Anregung der ersten Eigenfrequenz der ungeregel-
ten Strecke durch uf(t) hin. Als Ursache dafür kommt eine Abweichung zwischen Σf und dem
realen System in Frage. Ein weiterer praxisnaher Nachweis für die Eignung der flachen Vorsteue-
rung zur Ansteuerung der betrachteten Biegewandler lässt sich zudem [Bra07b] entnehmen.
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Abbildung 4.28: Regelkreis B : Zeitliche Verläufe von yˆr, des realen Systems y, der simulierten
Strecke yGˆSim sowie der Regeldifferenz yˆr − y und zugehöriger Stellgrößen in Folge der sprungför-
migen Anregung r im geschlossenen Regelkreis.
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Abbildung 4.29: Offene Wirkungskette: Zeitliche Verläufe von yˆr(t) und des realen Systems y(t)
in Folge der sprungförmigen Anregung r(t).
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4.6.4 Abschließende Bewertung der Reglersyntheseverfahren
Der vorliegende Abschnitt beinhaltet eine abschließende Bewertung der verwendeten Reglersyn-
theseverfahren hinsichtlich ihrer Eignung zum Entwurf von Reglern für das Beispielsystem.
Regelkreis Anstiegszeit Einschwingzeit Maximales Überschwingen
tAZ,0,1 in ms tAZ,0,9 in ms tAZ in ms tEZ in ms y (tEZ) in mm tÜ in ms y (t) in mm in %
Regelungsziele - - 3 6 - - - 2
A (Messung) 1,2 3,7 2,5 5,4 0,098 13,2 0,1017 1,7
Aµ (Messung) 1,3 3,9 2,6 5,5 0,098 13,2 0,1013 1,3
B (Messung) 1,6 3,4 1,8 3,9 0,098 13,6 0,1014 1,4
Tabelle 4.7: Reglerentwürfe: Charakteristische Größen der Sprungantworten.
Bezüglich des Aufwandes bei der Formulierung des Entwurfsproblems sind die Reglerentwürfe
A und Aµ nahezu identisch. Die Anwendung der µ-Methodik erfordert zusätzlich lediglich die
explizite Berücksichtigung einer Modellschar im Entwurfsproblem. Ein wesentlicher Vorteil der
Reglersynthese mittels der µ-Methodik ist die a priori Gewährleistung der robusten Performance
gegenüber der im Entwurf berücksichtigten Modellschar. Diese Garantie erlaubt die Einsparung
zeitaufwendiger Simulationen des geschlossenen Regelkreises beziehungsweise die Durchführung
einer nachträglichen µ-Analyse des geschlossenen Regelkreises. Die Berücksichtigung der im Zeit-
bereich an das Führungsübertragungsverhalten des geschlossenen Regelkreises gestellten Anforde-
rungen (Tabelle 4.7) innerhalb der Entwurfsprobleme A und Aµ reduziert sich durch die Verwen-
dung einer Modellfolgeregelung im Wesentlichen auf die Festlegung einer geeigneten Referenzstre-
cke Gr. Die Berechnung der Vorsteuerung und der Rückführung der Modellfolgeregelungen A und
Aµ wird jeweils in einem einzelnen Entwurfsschritt konsistent innerhalb des jeweiligen Synthese-
verfahrens durchgeführt.
Im Reglerentwurf B wird eine mittels der µ-Methodik entworfene Rückführung mit einer flach-
heitsbasierten Vorsteuerung kombiniert. Der Entwurf der Rückführung mittels der µ-Synthese ba-
siert auf der nominellen Strecke und bedingt für den Regelkreis B die bereits genannten Vorteile
dieses Verfahrens. Die Auslegung der flachheitsbasierten Vorsteuerung erfolgt anhand von Σf und
erfordert den Nachweis der Flachheit von Σf sowie die Kenntnis eines flachen Ausgangs dieses
Systems. In Anbetracht der linearen Systemdynamik von Σf ist der Nachweis der Flachheit dieses
Systems äquivalent zum Nachweis seiner Steuerbarkeit. Der Nachweis der Steuerbarkeit und das
Auffinden eines flachen Ausgangs von Σf sind durch die Transformation in die Steuerbarkeitsnor-
malform zu bewältigen. Der Einsatz einer flachen Vorsteuerung erlaubt darüber hinaus ebenfalls
eine einfache Berücksichtigung der Regelungziele im Zeitbereich. Für die Trajektorienfolgerege-
lung ergibt sich insgesamt durch die separate Bestimmung der Vorsteuerung und der Rückführung
mittels unterschiedlicher Methoden ein gegenüber den Modellfolgeregelungen leicht erhöhter Auf-
wand während des Reglerentwurfs.
Ein Vergleich der in den unterschiedlichen Regelkreisen erzielten Resultate mit den Regelungs-
zielen zeigt, dass jedes der eingesetzten Reglersyntheseverfahren die Synthese hoch performanter
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Regler erlaubt, die jeweils die Einhaltung der Regelungsziele im geschlossenen Regelkreis gewähr-
leisten. Der Regelkreis A weist gegenüber dem Regelkreis Aµ geringfügig kürzere Anstiegs- und
Einschwingzeiten auf. Die Anstiegzeiten liegen in beiden Fällen mehr als 10% unterhalb der ge-
forderten Anstiegzeit, die Einschwingzeiten liegen jeweils etwa 10% unter der definierten Grenze.
Beide Modellfolgeregelungen gewährleisten ferner die Einhaltung der Beschränkung hinsichtlich
des maximalen Überschwingens. Dabei liegt das maximale Überschwingen in Regelkreis Aµ mit
0,0013mm deutlich unterhalb des in Regelkreis A gemessenen Wertes von 0,0017mm, der maxi-
male Modell-Matching-Fehler dagegen ist im Fall des Regelkreises A geringer.
Die Ergänzung der Rückführung durch den Einsatz einer auf Basis von Σf entworfenen flachen Vor-
steuerung erlaubt das Erzielen von Anstiegs- beziehungsweise Einschwingzeiten von 1,8ms bezie-
hungsweise 3,9ms. Damit ist der Regelkreis B hinsichtlich der Sprungantwort signifikant schneller
als die beiden Modellfolgeregelungen. Das Überschwingen im Regelkreis B weist einen sehr gerin-
gen Wert auf und ist quantitativ mit dem Überschwingen in Regelkreis Aµ vergleichbar. Abbildung
4.28a zeigt zudem die für alle gezeigten Zeiten ausgesprochen geringfügige Differenz yˆr(t)− y(t).
In diesem Zusammenhang ist die Konsistenz der Trajektorien yˆr(t) mit der Systemdynamik von Σf
hervorzuheben.
Die Stellgrößenverläufe in den Abbildungen 4.23c, 4.27c und 4.28c verdeutlichen, dass die Umset-
zung eines Wechsels der Führungsgröße in allen drei Regelkreisen im Wesentlichen durch die aus
der Vorsteuerung resultierende Stellgröße realisiert wird. Im Fall des Beispielsystems, aber auch
im Allgemeinen, ist der zielgerichtete Einsatz einer Vorsteuerung eng an die Kenntnis eines hinrei-
chend genauen Streckenmodells geknüpft. Beide gezeigten Ansätze zur Auslegung einer Vorsteue-
rung basieren in gewisser Hinsicht auf einer Inversion der Strecke. Im Fall der Modellfolgeregelung
wird diese Aussage durch die jeweiligen Singulärwertverläufe von Kf und G−1Gr in den Abbildun-
gen 4.15a und 4.15b gestützt. Für den flachheitsbasierten Ansatz ist die Aussage beispielsweise in
[HZ04] belegt. An dieser Stelle beruht allerdings keiner der beiden Ansätze zur Auslegung der
Vorsteuerung auf einer vollständigen Inversion des unendlich-dimensionalen Beispielsystems.
Die Gegenüberstellung des Aufwandes während der Formulierung des Entwurfsproblems und der
Reglersynthese einerseits sowie den Eigenschaften des geschlossenen Regelkreises und den bei
der Regelung des realen Biegewandlers erzielten Resultaten andererseits erlaubt den Schluss, dass
sich insbesondere die Regler Aµ sowie B zur Regelung des Beispielsystems eignen. Der Regler
Aµ zeichnet sich dabei insbesondere durch die Reglersynthese unter Verwendung eines einzelnen
Syntheseverfahrens und eines einzelnen Entwurfsschritts aus. Ein wesentlicher Vorteil des Reglers
B liegt in der Freiheit zur Festlegung von Σf, wodurch auf besonders einfache Weise die im flach-
heitsbasierten Entwurf berücksichtigte und damit zu invertierende Streckendynamik auszuwählen
ist. Zudem überzeugt der Regler B durch die im geschlossenen Regelkreis erzielten Resultate.
5 Zusammenfassung und Ausblick
5.1 Zusammenfassung
Aus der stetigen Weiterentwicklung der zahlreichen bestehenden Anwendungsfelder der Rege-
lungstechnik sowie der durch das Voranschreiten verschiedener Forschungsgebiete begründeten
Erschließung neuartiger Anwendungsbereiche resultieren zunehmend komplexere regelungstechni-
sche und systemanalytische Aufgabenstellungen. Die erfolgreiche Bearbeitung verschiedener aktu-
eller und zukünftiger Problemstellungen basiert nicht zuletzt auf einem ausreichend tiefgreifenden
Systemverständnis und erfordert daher in einem zunehmenden Maße die Verwendung problem-
orientierter mathematischer Systembeschreibungen in gegebenenfalls komplexen Systemklassen
sowie die Anwendung angemessener mathematischer Werkzeuge. Als ein Beweggrund für diese
Arbeit sei in diesem Kontext die zunehmende Bedeutung sogenannter intelligenter Werkstoffe und
die damit vielfach einhergehende Notwendigkeit unendlich-dimensionaler Systembeschreibungen
genannt.
Die vorliegende Arbeit thematisiert ein methodisches Vorgehen zur modellbasierten Synthese hoch
performanter robuster endlich-dimensionaler Ausgangsrückführungen für eine Klasse unendlich-
dimensionaler Systeme mit unbeschränkten Ein-/Ausgangsoperatoren sowie die exemplarische
Umsetzung des propagierten Vorgehens anhand der Regelung eines trimorphen Biegewandlers.
Kennzeichnend für die dargestellte Vorgehensweise ist die theoretisch fundierte Verknüpfung der
mathematisch rigorosen Theorie unendlich-dimensionaler Systeme einerseits mit den ausgereif-
ten, praxiserprobten sowie leicht handhabbaren Syntheseverfahren robuster endlich-dimensionaler
Regler nach der H∞- beziehungsweise der µ-Methodik andererseits.
Das aufgezeigte Verfahren beruht auf einer problemorientierten Auswahl der mathematischen Re-
präsentation der Strecke im Rahmen einer umfangreichen Klasse unendlich-dimensionaler Systeme
und der daran anschließenden Systemanalyse sowie der weiterführenden Klassifizierung des Sys-
temverhaltens unter Anwendung der geeigneten systemtheoretischen Methoden und Werkzeuge
unendlich-dimensionaler Systeme. Die Verwendung adäquater mathematischer Methoden zur Re-
präsentation und zur Analyse einer unendlich-dimensionalen Strecke dient der Erlangung eines aus-
reichend tiefgreifenden Systemsverständnisses, um darauf aufbauend eine theoretisch untermau-
erte und konsistente Auswahl von Approximationsverfahren, Unsicherheitsbeschreibungen und
Reglersyntheseverfahren zu erlauben und damit letztendlich die Synthese leistungsstarker endlich-
dimensionaler Regler zu ermöglichen.
Die Ausführungen innerhalb dieser Arbeit beziehen sich stets auf deterministische lineare zeit-
invariante und dabei entweder auf endlich- oder unendlich-dimensionale Systeme. In Ermange-
lung einer geschlossenen Theorie zur Behandlung allgemeiner unendlich-dimensionaler Systeme
erfolgt deren Betrachtung klassenbasiert. Eine vergleichende Gegenüberstellung relevanter Aspek-
ten der Theorie ausgewählter Klassen unendlich-dimensionaler Systeme mit beschränkten Ein-
5.1 Zusammenfassung 197
/Ausgangsoperatoren und der wohlbekannten Theorie unendlich-dimensionaler Systeme bietet da-
bei einleitend einen bequemen Zugang zum Unendlich-dimensionalen.
Um die Korrektgestelltheit der betrachteten unendlich-dimensionalen Systeme zu gewährleisten,
begründen die Betrachtungen zu ungezwungenen Systemen im Zeitbereich die Fokussierung auf
Systeme, deren Systemoperator infinitesimaler Erzeuger einer stark stetigen Halbgruppe auf dem
zugeordneten Zustandsraum ist. Zur Überprüfung, ob ein Systemoperator den Anforderungen an
den infinitesimalen Erzeuger einer stark stetigen Halbgruppe genügt, werden das Hille-Yosida-
Theorem und das Lumer-Phillips-Theorem eingeführt. Im Hinblick auf das Beispielsystem werden
für diagonalisierbare Systemoperatoren aus den Erzeuger-Theoremen einfach handhabbare not-
wendige und hinreichende Bedingungen abgeleitet, unter denen derartige Operatoren jeweils der
infinitesimale Erzeuger einer stark stetigen Halbgruppe auf dem Zustandsraum sind. Die Erkennt-
nisse aus der Betrachtung ungezwungener unendlich-dimensionaler Systeme erlauben eine korrekt
gestellte Formulierung des ungezwungenen Beispielsystems im Zustandsraum.
Im Fall des Beispielsystems erweist sich der Eingangsoperator als unbeschränkt im Hinblick auf
den Zustandsraum des ungezwungenen Systems. Dieser Tatsache wird durch die Einführung der
Pritchard-Salamon-Klasse Rechnung getragen, die eine Berücksichtigung im gewissen Rahmen un-
beschränkter Ein-/Ausgangsoperatoren erlaubt. Damit wird eine Systemklasse zugelassen, die nicht
nur die Formulierung des Beispielsystems, sondern auch zahlreicher weiterer praktisch relevanter
unendlich-dimensionaler Systeme erlaubt. Gleichzeitig existiert zu Pritchard-Salamon-Systemen
eine sowohl umfangreiche als auch ausgereifte Theorie, die wesentliche systemtheoretischer As-
pekte abdeckt und dabei vielfach klare Analogien zum endlich-dimensionalen Fall aufweist.
Durch das Zulassen unbeschränkter Ein-/Ausgangsoperatoren eröffnet sich die Möglichkeit, eine
große Anzahl unendlich-dimensionaler Systeme zu berücksichtigen. Allerdings erfordert die Be-
rücksichtigung allgemeinerer Systemklassen eine Reihe mathematischer Generalisierungen. Vor
allem liegt der Darstellung von Pritchard-Salamon-Systemen anstelle eines einzelnen Zustands-
raums eine Raumskala zugrunde, wobei die Systemeigenschaften im Allgemeinen nicht auf allen
Räumen der Raumskala übereinstimmen. Lediglich für reguläre Pritchard-Salamon-Systeme kann
die Übereinstimmung relevanter Eigenschaften auf allen Räumen der zugrunde liegenden Raum-
skala stets garantiert werden.
Mit der Formulierung des Beispielsystems als reguläres Pritchard-Salamon-System wird der Nach-
weis essentieller Systemeigenschaften, wie beispielsweise der Existenz und Eindeutigkeit von Lö-
sungen zu einer bedeutsamen Klasse von Eingangssignalen und der Existenz verschiedener äquiva-
lenter mathematischer Realisierungsformen, durch einen Zugehörigkeitsnachweis erbracht. Da in
den zur Verfügung stehenden Quellen keine Formulierung eines zum Beispielsystem identischen
Euler-Bernoulli-Balkens in der Pritchard-Salamon-Klasse nachgewiesen werden konnte, wird an-
genommen, dass innerhalb dieser Arbeit erstmals die explizite Formulierung exakt dieser System-
dynamik innerhalb der Pritchard-Salamon-Klasse vorgenommen wird. Diese Formulierung als re-
guläres Pritchard-Salamon-System stützt sich auf die eigens für den Spezialfall diagonalisierba-
rer Systemoperatoren eingeführten Kriterien, auf Basis derer zudem die Nuklearität des Hankel-
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Operators des Beispielsystems gezeigt wird. Die mathematische Realisierung des Beispielsystems
wird durch die Parametrierung zugeordneter Übertragungsfunktionen auf Basis von Messungen des
Frequenzganges des realen trimorphen Biegewandlers komplettiert.
Anschließend schaffen die Ausführungen zur Systemanalyse unendlich-dimensionaler Systeme ei-
ne Grundlage für den Nachweis weiterer bedeutsamer Systemeigenschaften des Beispielsystems
und bilden damit die Basis zur Erlangung eines hinreichenden Systemverständnisses. Die theore-
tischen Grundlagen werden dabei in einem Umfang eingeführt, der insbesondere die Analyse des
Beispielsystems erlaubt. Eingeleitet wird die Systemanalyse durch die Spektralanalyse des Bei-
spielsystems, die im Wesentlichen eine Lösung des Eigenwertproblems des Systemoperators und
des adjungierten Systemoperators umfasst und somit auch eine Bestimmung der zugehörigen Ei-
genwerte und Eigenvektoren beinhaltet. Wichtigste Erkenntnis aus der Spektralanalyse ist die Zu-
gehörigkeit des betrachteten Systemoperators zur Klasse der diagonalisierbaren Operatoren und
dementsprechend die Existenz einer Basis des Zustandsraums des ungezwungenen Beispielsys-
tems aus den Eigenvektoren des Systemoperators. Die Diagonalisierbarkeit des Systemoperators
führt auf zahlreiche Vereinfachungen die nahezu jegliche systemtheoretischen Aspekte betreffen.
Insbesondere lassen sich für Systeme mit diagonalisierbarem Systemoperator Generalisierungen
der aus dem Endlich-dimensionalen bekannten modalen Konzepte anwenden. Die im Unendlich-
dimensionalen anwendbaren modalen Konzepte betreffen beispielsweise die Systemdarstellung,
den Nachweis der Korrektgestelltheit, die Stabilitätsanalyse sowie die Untersuchung der Steuer-
und Beobachtbarkeit beziehungsweise der Stabilisierbarkeit und Detektierbarkeit von Systemen.
Auf Basis der Erkenntnisse aus der Spektralanalyse des Beispielsystems reduziert sich der Nach-
weis, dass der zugehörige diagonalisierbare Systemoperator eine stark stetige Halbgruppe auf dem
Zustandsraum erzeugt, auf eine Betrachtung der Realteile der zugehörigen Eigenwerte. Da das
Beispielsystem ein reguläres Pritchard-Salamon-Systems ist, stimmt das Spektrum des System-
operators mit dem seiner Erweiterung überein. Im Fall des Beispielsystems führt die festgelegte
Parametrierung für alle Eigenwerte des Systemoperators auf einen jeweils echt negativen Realteil.
Dementsprechend erzeugt der Systemoperator eine stark stetige und zudem kontraktive Halbgrup-
pe auf dem Zustandsraum. Aufgrund der Diagonalisierbarkeit des betrachteten Systemoperators ist
die zugeordnete Halbgruppe explizit mittels einer Reihendarstellung darstellbar.
In Analogie zum Endlich-dimensionalen beschäftigt sich die Stabilitätsanalyse unendlich-dimen-
sionaler Halbgruppen-Regelsysteme mit dem asymptotischen Verhalten der jeweils zugeordneten
stark stetigen Halbgruppe für große Zeiten. Eine weiterführende Charakterisierung der stark steti-
gen Halbgruppe des Beispielsystems erlaubt an dieser Stelle den Schluss, dass die Wachstumsgren-
ze der stark stetigen Halbgruppe des Beispielsystems mit der einheitlichen Spektralschranke des
Systemoperators korrespondiert. Als Konsequenz dieser für allgemeine unendlich-dimensionale
Systeme nicht zutreffenden Übereinstimmung lässt sich für das Beispielsystem die exponentielle
Stabilität allein aus der Lage der Eigenwerte des Systemoperators folgern. Da es sich bei dem be-
trachteten System um ein reguläres Pritchard-Salamon-System handelt, gilt die exponentielle Sta-
bilität auf allen Räumen der verwendeten Raumskala. Als direkte Konsequenz der exponentiellen
Stabilität des Beispielsystems ist dessen zulässige Stabilisierbarkeit und zulässige Detektierbarkeit
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mittels einer jeweils trivialen Rückführung festzustellen. Eine Erkenntnis, die insbesondere Aus-
wirkung auf die im Zusammenhang mit den hier verwendeten Reglersyntheseverfahren wichtigen
Aussagen zur Existenz stabilisierender endlich-dimensionaler Regler und der Äquivalenz zwischen
der Ein-/Ausgangsstabilität und exponentiellen Stabilität des Beispielsystems hat.
Die Abhandlungen zur Steuer- und Beobachtbarkeit des Beispielsystems beschränken sich in erster
Linie auf den Aspekt der Steuerbarkeit, während die Aussagen zur Beobachtbarkeit auf der Dualität
beruhen. Eine Überprüfung notwendiger Bedingungen zeigt für das Beispielsystem den praktisch
eher unbedeutenden Mangel an exakter Steuerbarkeit. Gleichzeitig wird die für alle praktischen
Belange an dieser Stelle ausreichende approximative Steuerbarkeit des Beispielsystems nachge-
wiesen.
Vor der eigentlichen Reglersynthese wird die Verwendung der H∞- beziehungsweise der µ-Me-
thodik zum Zwecke des Reglerentwurfs begründet. Gestützt auf einen Überblick über die Literatur
zum Thema direkter H∞-Ansätze und zur Existenz stabilisierender endlich-dimensionaler Regler
schließt sich die Begründung für die Verwendung indirekter Ansätze an. Die Entscheidung zuguns-
ten der indirekten Ansätze auf Basis der beiden robusten Reglersyntheseverfahren begründet sich
in der einfachen Handhabbarkeit sowie der praktisch nachgewiesenen Funktionalität der mit die-
sen Syntheseverfahren entworfenen Regler. Die erfolgreiche Synthese hoch performanter Regler
setzt neben der Wahl eines geeigneten Reglersyntheseverfahrens auch die problemorientierte und
konsistente Wahl eines Approximationsverfahrens sowie die Formulierung einer zweckmäßigen
Modellschar voraus.
Die Eignung eines Approximationsverfahrens zur Erzeugung einer Folge endlich-dimensionaler
Approximationen der unendlich-dimensionalen Strecke als Grundlage für die Reglersynthese wird
dabei primär an der Konvergenz besagter Folge gegen die unendlich-dimensionale Strecke im Sinne
der Gap-Metrik festgemacht. Als in diesem Sinne geeignetes Approximationsverfahren wird für die
Unterklasse der exponentiell stabilen Pritchard-Salamon-Systeme mit diagonalisierbarem System-
operator und endlich-dimensionalen Ein-/Ausgangsräumen als Spezialfall eines Petrov-Galerkin-
Verfahrens ein modales Approximationsverfahren eingeführt. Auf Basis der Nuklearität des dem
Beispielsystems zugeordneten Hankel-Operators lassen sich zu einer endlich-dimensionalen Ap-
proximation a priori Fehlerschranken unter anderem im Sinne der H∞-Norm angeben. Die An-
wendung der modalen Approximation auf das Beispielsystem dient der Erzeugung einer endlich-
dimensionalen nominellen Strecke, die zusammen mit einer Modellschar Ausgangspunkt der Reg-
lersynthese ist. Mit dem Wissen, dass der Abstand zwischen dem unendlich-dimensionalen System
und einer zugehörigen endlich-dimensionalen Approximation im Sinne der H∞-Norm beschränkt
ist, wird die Ordnung der nominellen Strecke auf Basis eines Maßes gewählt, das Aussagekraft im
Hinblick auf die zur Formulierung der Modellschar eingesetzten Unsicherheitsformulierung auf-
weist.
Durch dieses Vorgehen wird innerhalb des Entwurfsproblems endlich-dimensionaler Regler dem
unendlich-dimensionalen Charakter der Strecke nur noch implizit durch die Berücksichtigung einer
Modellschar Rechnung getragen. Die innerhalb dieser Arbeit zur Reglersynthese und zur späteren
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Analyse der geschlossenen Regelkreise eingesetzten Modellscharen basieren strukturell jeweils auf
einer multiplikativen Modellunsicherheit. Diese Struktur der Unsicherheitsformulierung erlaubt es,
die resultierenden Modellscharen auf einfache Weise in die Entwurfsprobleme der ausgewählten
Reglersyntheseverfahren zu integrieren, ohne dabei übermäßige Konservativität zu induzieren.
Im Vorfeld des Reglerentwurfs wird eine an den Regelungszielen orientierte Festlegung auf ei-
ne Regelkreisstruktur mit zwei Freiheitsgraden getroffen. Im Einklang mit dieser Struktur erfolgt
die Synthese einer Modellfolgeregelung in einem einzelnen Entwurfsschritt sowohl nach der H∞-
Methodik als auch mittels der µ-Synthese. Daran schließt sich die Synthese einer Trajektorien-
folgeregelung unter Verwendung einer flachheitsbasierten Vorsteuerung sowie einer mittels der µ-
Synthese entworfenen Rückführung an. Die ausgewählten Syntheseverfahren gewährleisten jeweils
in Kombination mit einem geeignet formulierten Entwurfsproblem a priori die robuste Stabilität des
geschlossenen Regelkreises gegenüber spezifischen Modellscharen. Im Fall der µ-Synthese sind
hinsichtlich berücksichtigter Modellscharen zusätzlich a priori Aussagen bezüglich der robusten
Performance des geschlossenen Regelkreises möglich.
Der Entwurfsprozess wird durch eine abschließende Analyse aller aus der Verwendung der syn-
thetisierten Regler resultierenden Regelkreise hinsichtlich maßgeblicher nomineller und robuster
Regelkreiseigenschaften sowie ihres Verhaltens im Zeitbereich vervollständigt. Der maßgebliche
Nachweis für die Eignung des vorgeschlagenen, weitestgehend theoretisch geschlossenen Vorge-
hens sowie für die Leistungsfähigkeit der resultierenden Regler erfolgt durch die Anwendung der
jeweiligen Regler auf die reale Strecke. Dabei belegen die bei der Regelung des realen Beispiel-
systems erzielten Resultate exemplarisch die durch das hier propagierte theoretisch fundierte und
problemorientierte Vorgehen im geschlossenen Regelkreis schlussendlich zu erzielende Leistungs-
fähigkeit. Die abschließende Gegenüberstellung der verschiedenen verwendeten Regler und der
jeweils im geschlossenen Regelkreis erzielten Resultate zeigt die besondere Eignung der mittels
der µ-Synthese entworfenen Modellfolgeregelung sowie der flachheitsbasierten Trajektorienfolge-
regelung zur Regelung des Beispielsystems.
5.2 Ausblick
Die vorliegende Arbeit bietet verschiedenste Anknüpfungspunkte, die zukünftig eine Fortführung
der diskutierten Thematik in unterschiedliche Richtungen erlauben. Hierbei sind sowohl theoretisch
als auch ausgesprochen praktisch motivierte Weiterführungen denkbar.
Aus dem theoretischen Blickwinkel stellt sich beispielsweise die Frage, inwieweit für die be-
trachtete Systemklasse und für die zum Zweck der Reglersynthese formulierten Entwurfsproble-
me eine Generalisierung der Resultate aus [Mor01] nachzuweisen ist, also ob und unter wel-
chen Bedingungen die auf Basis endlich-dimensionaler Approximationen entworfenen endlich-
dimensionalen H∞-suboptimalen Regler im geschlossenen Regelkreis die Performance eines ent-
sprechenden unendlich-dimensionalen Reglers beliebig annähern.
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Abgesehen von einem rigorosen Beweis für die Leistungsfähigkeit der eingesetzten Regler sind
weitere exemplarische Nachweise für die Eignung des vorgeschlagenen Vorgehens zur Regler-
synthese erstrebenswert. Für eine nachhaltige Unterstreichung der praktischen Relevanz des vor-
geschlagenen Vorgehens ist dieses auf verschiedene unendlich-dimensionale Systeme mit unter-
schiedlichen Eigenschaften, aus diversen Domänen und mit variierender Komplexität in der Simu-
lation und vor allem auch der Realität anzuwenden. Im Fall komplexerer unendlich-dimensionaler
Systeme ist in der Regel allerdings bereits der Nachweis der Zugehörigkeit zu einer bestimmten
Systemklasse als nicht trivial zu erwarten.
Im Allgemeinen ist der Systemoperator unendlich-dimensionaler Systeme nicht diagonalisierbar
und selbst im Fall diagonalisierbarer Systemoperatoren ist die Bestimmbarkeit der Eigenwerte und
Eigenvektoren des Systemoperators nicht selbstverständlich. Eine wesentliche Generalisierung des
gezeigten Vorgehens ist daher durch den Verzicht auf die im Laufe dieser Arbeit verschiedentlich
angenommene Diagonalisierbarkeit des Systemoperators beziehungsweise auf die Voraussetzung
der expliziten Kenntnis der Eigenwerte und Eigenvektoren des Systemoperators zu erzielen. In die-
sem Zusammenhang ist die Berücksichtigung von Approximationsverfahren denkbar, die keine ex-
plizite Kenntnis der Eigenvektoren des unendlich-dimensionalen Systems erfordern, aber dennoch
die geforderten Konvergenzeigenschaften aufweisen. Dazu sei im Allgemeinen auf die Betrachtung
unterschiedlicher Approximationsverfahren in [Cur03; CM09] verwiesen. Mit besonderem Bezug
zu Galerkin-Verfahren seien beispielsweise [Ito90] oder [XB99a] genannt und im Hinblick auf die
Verwendung der „Proper Orthogonal Decomposition“ (POD) seien [Atw00; AK04] hervorgehoben.
Die Erzeugung einer endlich-dimensionalen Approximation mit einer für den Reglerentwurf aus-
reichenden Güte kann, in Abhängigkeit von der spezifischen unendlich-dimensionalen Strecke,
dem verwendeten Approximationsverfahren und nicht zuletzt auch von den Regelungszielen, ge-
gebenenfalls auf eine Approximation hoher Ordnung führen. In diesem Zusammenhang ist ein
bekannter und vielfach diskutierter Nachteil der innerhalb dieser Arbeit zur Reglersynthese ein-
gesetzten Verfahren der unmittelbare Zusammenhang der Ordnung resultierender Regler zur Ord-
nung der im Entwurfsproblem berücksichtigten erweiterten Strecke. Die Ansätze zur Bestimmung
H∞-optimaler Regler fester Ordnung oder vorgegebener Struktur ([Bur+06; AN06]) sowie die en-
sprechenden Generalisierungen der µ-Synthese ([Apk11]) heben diesen Nachteil hinsichtlich der
hohen Reglerordnung nahezu vollständig auf. Die letztgenannten Verfahren weisen zudem nicht
die Nachteile auf, die sich in Zusammenhang mit einer nachträglichen Reduktion der Ordnung ei-
nes Reglers ergeben. Algorithmen zur Optimierung vorgegebener Regelkreisstrukturen hinsichtlich
derH∞-Norm finden sich beispielsweise in dem freien Programmpaket HIFOO [Bur+06; GMO08;
Gum+09] oder im kommerziellen Rahmen innerhalb von Matlab [GA11b; GA11a].
In der Literatur sind bereits verschiedentlich Anwendungen derartiger Synthese-Algorithmen zum
Reglerentwurf für unendlich-dimensionale Systeme bekannt [Rob+10; HH11; Guy+13]. Eine Kom-
bination des hier angewandten Vorgehens mit den Algorithmen zur Berechnung strukturell be-
schränkter H∞-optimaler Regler beziehungsweise einer entsprechenden Variante der µ-Synthese
scheint ohne Weiteres möglich. Neben der praktischen Umsetzung des Entwurfs strukturell be-
schränkter robuster Regler stellt sich in diesem Kontext aus dem theoretischen Blickwinkel die
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Frage nach der minimalen Ordnung robust stabilisierender beziehungsweise robust performanter
Regler. Eine Untersuchung dieser Fragestellung ist gegebenenfalls auf Basis der Kombination der
Methoden zum Entwurf strukturell beschränkter robuster Regler mit den Methoden der Mixed-
Integer-Optimierung denkbar.
Eine interessante Erweiterung des hier geschilderten Vorgehens wäre ferner durch die gleichzei-
tige Berücksichtigung unterschiedlicher Optimalitätskriterien im Zielfunktional des Entwurfspro-
blems zu erzielen. Zu diesem Zweck bieten sich in Kombination mit der Optimalität im Sinne der
H∞-Norm auch Kriterien bezüglich der H2-Norm oder der L1-Optimalität an. Wobei insbesondere
letzteres eine weitere Möglichkeit zur Berücksichtigung von Regelungszielen im Zeitbereich er-
öffnet. Im Hinblick auf den Entwurf robuster Regler ist zudem die Frage nach einer zielführenden
Unsicherheitsbeschreibung nicht unerheblich. Neben der verwendeten unstrukturierten Unsicher-
heitsbeschreibung ist die Verwendung einer Kombination aus strukturierten und unstrukturierten
Unsicherheiten zur Steigerung der Leistungsfähigkeit resultierender Regler denkbar.
Die Regelung des Beispielsystem beruht auf der Messung der Auslenkung des trimorphen Biege-
wandlers mittels eines Laser-Triangulators. Da der trimorphe Biegewandler über zwei unabhän-
gige Piezokeramiken verfügt, ist gegebenfalls eine dieser Piezokeramiken unter Ausnutzung des
direkten piezoelektrischen Effekts als Sensor zu verwenden, während die verbleibende Keramik
weiterhin als Aktor dient. Mit einer derartigen Konfiguration des Beispielsystem ist gegebenfalls
die gezielte Vorgabe einer Führungsgröße ohne eine zusätzliche externe Messeinrichtung zu reali-
sieren. Die Unabhängigkeit von einer zusätzlichen Messeinrichtung würde insgesamt die Einsatz-
möglichkeiten des Beispielsystems in Kombination mit einer entsprechenden Regelung erheblich
vergrößern.
A Mathematische Modellierung des
trimorphen Biegewandlers
A.1 Bewegungsgleichungen des trimorphen Biegewandlers
In diesem Abschnitt wird basierend auf [BIW95; BSY96] die transversale Dynamik eines so-
genannten trimorphen Biegewandlers unter der Annahme geringer elastischer Verformungen auf
Basis der Euler-Bernoulli-Balkentheorie mathematisch beschrieben. Neben der Dynamik des un-
gezwungenen Biegewandlers finden dabei zusätzlich externe elektrische Spannungen und die in
Folge dessen durch den inversen piezoelektrischen Effekt verursachten Kräfte und Momente Be-
rücksichtigung. Eine Prinzipskizze des trimorphen Biegewandlers findet sich in Abbildung A.1 und
Abbildung 1.1c, ferner zeigen Abbildung 1.1a und 1.1b Aufnahmen des verwendeten trimorphen
Biegewandlers.
w (υ,t) |υ=L
ξ,u
υ,v
ζ,w
Abbildung A.1: Prinzipskizze des trimorphen Biegewandlers.
Eine Betrachtung der allgemeineren dreidimensionalen Schalentheorie, findet sich beispielsweise
in [Lei73; Soe93] beziehungsweise unter Berücksichtigung der aktiven Effekte piezoaktiver Mate-
rialien in [BSY96; Rog94]. Ein Ansatz zur Behandlung mehrschichtiger Biegewandler, also soge-
nannter Multilayer-Aktoren, ist in [Bal06] zu finden.
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A.1.1 Kinetik
Für die Ermittlung der kinetischen Zusammenhänge wird ein kartesisches Koordinatensystem mit
den unabhängigen Koordinaten ξ,υ,ζ entsprechend der Darstellung in Abb. A.2 angenommen. Die
Betrachtungen schränken sich auf ein ebenes Problem in der υ-ζ-Ebene ein, die Auslenkung u(υ,t)
bezüglich der ξ-Achse wird dabei vernachlässigt.
Die kinetischen Zusammenhänge bezüglich der translatorischen Bewegung der verbleibenden Ko-
ordinaten ergeben sich aus den Kräftebilanzen am infinitesimalen Balkenelement gemäß Abb. A.2
ξ,u
ζ,w
υ,v
dυ
Qυ
Nυ
Mυ
Qυ +
∂Qυ
∂υ dυ
Nυ +
∂Nυ
∂υ dυ
Mυ +
∂Mυ
∂υ dυ
Abbildung A.2: Kartesisches Koordinatensystem der Modellbildung und Kräfte und Momente am
infinitesimalen Balkenelement.
zu
ρ b h
∂2v(υ,t)
∂t2
= b
∂Nυ
∂υ
+ b qυ, (A.1)
ρ b h
∂2w(υ,t)
∂t2
= b
∂Qυ
∂υ
+ b qζ . (A.2)
Ursächlich für eine translatorische Beschleunigung sind neben den örtlichen Änderungen der
Normal- und Querkraft ∂Nυ
∂υ
,
∂Qυ
∂υ
, die längenbezogen in N/m2 angegeben werden, der Anteil der
äußeren flächenbezogenen Kräfte qi in die entsprechenden Richtungen (i ∈ {υ,ζ}).
Die Vernachlässigung der rotatorischen Trägheitsterme gemäß der Euler-Bernoulli-Balkentheorie
führt auf die Bilanz der Momentenintensität bezüglich einer Drehung um die ξ-Achse unter Einfluß
der äußeren flächenbezogenen Momente mξ gilt
0 = −Mυ +
(
Mυ +
∂Mυ
∂υ
dυ
)
+
(
Qυ +
∂Qυ
∂υ
dυ
)
dυ +mξ dυ.
(A.3)
Der unter Vernachlässigung der Differentiale zweiter Ordnung bestimmte Ausdruck für die Quer-
kraft
−Qυ =
∂Mυ
∂υ
+mξ (A.4)
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wird in der translatorischen Gleichungen (A.2) verwendet und führt mit der konstanten Dichtever-
teilung µ = ρ b h auf
µ
∂2w(υ,t)
∂t2
= b
∂
∂υ
(
−
∂Mυ
∂υ
−mξ
)
+ bqζ . (A.5)
Die translatorischen Beschleunigungen in Abhängigkeit von den ursächlichen Kräften sind somit
durch die Zusammenhänge (A.1) und (A.5) beschrieben. Auf weitere Verallgemeinerungen, wie
beispielsweise die Einführung ortsabhängiger Koeffizienten, wird an dieser Stelle verzichtet.
A.1.2 Kinematik
Neben den kinetischen Betrachtung ist es notwendig, ein Modell der Kinematik festzulegen. Der
folgende Ansatz für den Balken resultiert aus der Hypothese nach Bernoulli. Demnach verbleiben
senkrecht zur neutralen Faser des Balkens verlaufende Balkenquerschnitte unter Einfluss geringer
elastischer Verformung weiterhin senkrecht zur neutralen Faser. Durch die Annahme geringer Ver-
ξ,u
ζ,w
υ,v
P
ϕ
∂w
∂υ
vP (υ,ζ,t)
Abbildung A.3: Verschiebung vP (υ,ζ,t) eines Punktes P .
drehwinkel und die Verwendung der bekannten Approximationen der Winkelfunktionen bezüglich
kleiner Winkel, gilt für die Verschiebung vP (υ,ζ,t) eines beliebigen Punktes P gemäß Abb. A.3
auf dem Balken in υ-Richtung
vP (υ,ζ,t) = v(υ,t)− ζ
∂w(υ,t)
∂υ
. (A.6)
Demnach führt ein positiver Winkel ∂w(υ,t)
∂υ
dazu, dass ein Punkt mit positiver ζ-Koordinate in
negative υ-Richtung verschoben wird.
In Folge der Verformung ändert sich die Länge der Strecke zwischen zwei Punkten auf dem Bal-
ken. Die Dehnung ευ bezeichnet das Verhältnis von Längenänderung zu ursprünglicher Länge. Für
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kleine Deformationen folgt für die dimensionslose Dehnung um einen Punkt P
ευ =
∂vP (υ,ζ,t)
∂υ
=
∂v(υ,t)
∂υ
− ζ
∂2w(υ,t)
∂υ2
. (A.7)
Für den dreischichtigen Biegewandler wird eine stetige Dehnung über die Grenzen der Schichten,
also über die gesamte Höhe des Piezoaktors angenommen ([BSY96] (S. 74)).
Die in (A.1) sowie (A.5) auftretenden inneren Kräfte resultieren aus den mechanischen Spannungen
im Biegewandler. Die Verknüpfung der Spannungen mit den Dehnungen wird mittels der Elastizi-
tätsgesetze beschrieben. Zusätzlich wird eine interne Dämpfung in Form der sogenannten Kelvin-
Voigt-Dämpfung eingeführt. Demnach ist die Spannung nicht allein proportional zur Dehnung,
sondern zusätzlich auch zur zeitlichen Änderung der Dehnung. Diese Überlegung ordnet jeder Fa-
ser des Piezoaktors neben der Federeigenschaft zusätzlich eine Dämpfungseigenschaft zu.
Aufgrund der unterschiedlichen Materialkonstanten der verschiedenen Schichten des trimorphen
Biegewandlers sind die zu erwartenden mechanischen Spannungen im Gegensatz zur Dehnung
nicht zwangsläufig stetig. Die Normalspannung des einachsigen Spannungszustandes wird ab-
schnittsweise durch
συ = Ei ευ + d
kv
i
∂ευ
∂t
(A.8)
definiert. Für die zeitliche Änderung der Dehnung um einen Punkt folgt aus (A.7)
∂ευ
∂t
=
∂2v(υ,t)
∂t∂υ
− ζ
∂3w (υ,t)
∂υ2∂t
. (A.9)
Weitere auf Basis operatortheoretischer Ansätze formulierte Dämpfungsmodelle finden sich bei-
spielsweise in [Ban+88; BWF89; Ban90; BIW95; LGM99] oder in [JM05], [JMT07].
A.1.3 Innere Kräfte und Momente
Aus der Integration der Normalspannung in ζ-Richtung über die Höhe des gesamten Piezoaktors
ergibt sich die Normalkraft Nυ. Um die resultierenden Momente zu berechnen, wird die Normal-
spannung bei der Integration mit der Entfernung ζ von der neutralen Faser gewichtet
(
Nυ
Mυ
)
=
hGfk
2
+hPk,o∫
−
hGfk
2
−hPk,u
(
1
−ζ
)
συ dζ. (A.10)
Es ist zu erkennen, dass eine positive mechanische Spannung in Richtung der υ-Achse einen posi-
tiven Beitrag zur längenbezogenen Normalkraft in υ-Richtung liefert. Darüber hinaus bedingt eine
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positive Spannung oberhalb der Mittelfaser (ζ > 0) einen negativen Beitrag zur Momentenintensi-
tät um die ξ-Achse. Unter Berücksichtigung der Verschiebungen (A.7) sowie der Spannungen (A.8)
folgt aus (A.10)
(
Nυ
Mυ
)
=
hGfk
2∫
−
hGfk
2
(
1
−ζ
)
EGfk
(
∂v(υ,t)
∂υ
− ζ
∂2w(υ,t)
∂υ2
)
+ dkvGfk
(
∂2v(υ,t)
∂t∂υ
− ζ
∂3w (υ,t)
∂υ2∂t
)
dζ
+
hGfk
2
+hPk,o∫
hGfk
2
(
1
−ζ
)
EPk,o
(
∂v(υ,t)
∂υ
− ζ
∂2w(υ,t)
∂υ2
)
+ dkvPk,o
(
∂2v(υ,t)
∂t∂υ
− ζ
∂3w (υ,t)
∂υ2∂t
)
dζ
+
−
hGfk
2∫
−
hGfk
2
−hPk,u
(
1
−ζ
)
EPk,u
(
∂v(υ,t)
∂υ
− ζ
∂2w(υ,t)
∂υ2
)
+ dkvPk,u
(
∂2v(υ,t)
∂t∂υ
− ζ
∂3w (υ,t)
∂υ2∂t
)
dζ.
Für die beiden piezoaktiven Schichten werden im Folgenden vereinfachend verschiedene Material-
konstanten als identisch vorausgesetzt, es gilt
hPk,o = hPk,u = hPk, EPk,o = EPk,u = EPk, d
kv
Pk,o = d
kv
Pk,u = d
kv
Pk. (A.11)
Im Hinblick auf eine kompaktere Notation werden die Abkürzungen aPk = (h/2 + hPk,o)2 − (h/2)2
sowie a˜Pk = (h/2+ hPk,o)3 − (h/2)3 eingeführt. Vereinfachend werden die Breite der piezoaktiven
Schichten sowie die Breite der glasfaserverstärkten Kunststoffschicht des trimorphen Biegewand-
lers als identisch angenommen und mit b bezeichnet. Die Lage der piezoaktiven Schichten wird
mittels einer Ortsfunktion (Belegungsfunktion) mathematisch beschrieben, dabei wird für beide
piezoaktiven Schichten eine einheitliche Belegungsfunktion
χ(υ) =
1, υl ≤ υ ≤ υr0, sonst (A.12)
vorausgesetzt. Die Belegungsfunktion nimmt auf dem eindimensionalen örtlichen Gebiet den Wert
Eins überall dort an, wo die piezoaktiven Schichten angebracht sind, andernorts ist die Belegungs-
funktion identisch Null. Eindeutig festgelegt wird die Belegungsfunktion durch den linken und
rechten Rand υl und υr der piezoaktiven Schichten.
Nach der Integration liefern die linear eingehende Anteile der glasfaserverstärkten Kunststoff-
schicht aufgrund ihrer symmetrischen Anordnung zur Mittelfaser keinen Beitrag zur Normalkraft in
υ-Richtung. Durch die Symmetrie der Geometriekonstanten zur Mittelfaser sowie die identischen
Materialkonstanten der piezoaktiven Schichten entfallen die Kopplungsterme zwischen der Auslen-
kung in υ und ζ-Richtung in den Ausdrücken der inneren Kräfte und Momente. Eine kompaktere
Notation sowie eine Verallgemeinerung ergibt sich durch die Verwendung allgemeiner ortsabhän-
208 A Mathematische Modellierung des trimorphen Biegewandlers
giger Koeffizienten. Es gilt
bNυ =E˜ges(υ)
∂v(υ,t)
∂υ
+ d˜kvges
∂2v(υ,t)
∂t∂υ
, (A.13)
bMυ =E˜Iges(υ)
∂2w(υ,t)
∂υ2
+ d˜I
kv
ges
∂3w (υ,t)
∂υ2∂t
, (A.14)
mit E˜ges(υ) = (EGfk hGfk + 2EPk hPk) b χ(υ), d˜kvges(υ) =
(
dkvGfk hGfk + 2d
kv
Pk hPk
)
b χ(υ) und den, in
Anlehnung an das Flächenträgheitsmoment in [BSY96] (S. 94) eingeführten, Koeffizienten
E˜Iges(υ) =
EGfkh
3
Gfk
12
+
2
3
EPk,oa˜Pkχ(υ) b und d˜I
kv
ges(υ) =
dkvGfkh
3
Gfk
12
+
2
3
dkvPk,oa˜Pkχ(υ) b.
An dieser Stelle wird in Bezug auf den trimorphen Biegewandler angenommen, dass die piezoak-
tiven Schichten den gesamten Balken bedecken und damit υl = 0 sowie υr = L gilt. Aus dieser
Annahme folgt χ(υ) = 1 für υ ∈ Ω. Aufgrund dieser Annahme lassen sich im Folgenden die
voranstehend eingeführten Koeffizienten als ortsunabhängig annehmen. Es gilt E˜ges(υ) = E˜ges,
d˜kvges(υ) = d˜
kv
ges, E˜Iges(υ) = E˜Iges und d˜I
kv
ges(υ) = d˜I
kv
ges.
A.1.4 Äußere Kräfte und Momente
Neben den passiven Einflüssen der piezoaktiven Materialien aufgrund ihrer Materialeigenschaf-
ten werden im Fall anliegender elektrischer Spannungen zusätzliche äußere Kräfte und Momente
durch den inversen piezoelektrischen Effekt induziert. Zudem wird im Modell des trimorphen Bie-
gewandlers eine äußere viskose Dämpfung berücksichtigt.
Inverser piezoelektrischer Effekt
Eine Herleitung der genannten Effekte wird beispielsweise in [BSY96] gezeigt, detailliertere Dar-
stellungen findet sich zudem in [Hor04]. Eine elektrische Spannung VPk,i(t) führt an der i-ten pie-
zoaktiven Schicht (i ∈ {o,u}) zu einer in alle Richtungen gleichmäßigen freien Dehnung
εPk,i = (ευ)Pk,i =
d31Pk,i
hPk,i
VPk,i(t). (A.15)
Die freie Dehnung wirkt proportional zur elektrischen Feldstärke, die hier für das homogene Feld
eines Plattenkondensators angenommen wird. Neben (A.11) wird im Folgenden vereinfachend
d31Pk,o = d
31
Pk,u = d
31
Pk vorausgesetzt. Eine positive elektrische Spannung führt zu einer positiven
Dehnung. Es wird angenommen, dass sich die i-te piezoaktive Schicht symmetrisch zu ihrer in
υ-Richtung liegenden Mitte υmPk,i =
υlPk,i+υ
r
Pk,i
2
ausdehnt. In der piezoaktiven Schicht werden die ex-
ternen mechanischen Spannungen
(συ)Pk,i = − (ευ)Pk,i EPk,i (A.16)
induziert ([BSY96]). Analog zu den inneren Kräften und Momenten ergeben sich die äußeren lini-
enbezogenen Kräfte und Momente durch die Integration der externen mechanischen Spannungen.
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Das Auswerten der Integrale führt unter Berücksichtigung von (A.15) sowie (A.16) auf die äußeren
Kräfte und Momente in Abhängigkeit von der elektrischen Spannung
(bNυ)Pk,o = −k
N
PkVPk,o(t), (bNυ)Pk,u = −k
N
PkVPk,u(t), (A.17)
(bMυ)Pk,o = k
M
PkVPk,o(t), (bMυ)Pk,u= −k
M
PkVPk,u(t), (A.18)
wobei zugunsten einer kompakteren Notation kNPk = EPk b d31Pk und kMPk = 12EPk b (hGfk + hPk) d
31
Pk
gilt. Die Summe der Beiträge beider piezoaktiven Schichten wird unter der Forderung
VPk,o(t) = −VPk,u(t) = VPk(t)
gebildet, neben (bNυ)Pk = 0 folgt
(bMυ)Pk = 2k
M
PkVPk,o(t)χ(υ). (A.19)
Die flächenbezogenen äußeren Kräfte aus (A.1) bzw. die flächenbezogenen äußeren Momente aus
(A.5) ergeben sich aus der Änderung der linienbezogenen äußeren Kräfte beziehungsweise Mo-
mente zu bqυ = 0 und
bmξ = −
∂ (bMυ)Pk
∂υ
. (A.20)
Die äußeren Momente aus (A.20) induzieren eine Biegung des Biegewandlers, die am linken Rand
der piezoaktiven Schicht eingeleitet wird und an ihrem rechten Rand durch ein entgegengesetzt
orientiertes äußeres Moment aufgehoben wird. Den Vorstellungen entsprechend, kann eine piezo-
aktive Schicht nur in dem von ihr belegten Bereich eine Verkrümmung bewirken. Die Bedingung
VPk,o(t) = −VPk,u(t) = VPk(t) bewirkt, dass eine elektrische Spannung lediglich die transversale
Verschiebung beeinflusst und trägt damit zur Entkopplung der longitudinalen und der transver-
salen Bewegungsgleichungen bei. Eine allgemeine schematische Darstellung der elektrischen Ver-
schaltung trimorpher Biegewandler findet sich beispielsweise in [Mat09], darüber hinaus beinhaltet
[Bal07] (S. 28f) derartige Prinzipskizzen für unterschiedliche Typen von Biegewandlern.
Äußere viskose Dämpfung
Neben der internen Kelvin-Voigt-Dämpfung findet eine zusätzliche äußere viskose Dämpfung in-
nerhalb des Modells des trimorphen Biegewandlers Berücksichtigung. Die viskose Dämpfung wird
lediglich bezüglich der Auslenkung in ζ-Richtung angenommen. Der Ansatz in Abhängigkeit von
der transversalen Geschwindigkeit sowie einer Dämpfungskonstanten dv lautet
bqζ = −d
v∂w(υ,t)
∂t
. (A.21)
A.1.5 Zusammenführung und Vereinfachung der Gleichungen
Ausgangspunkt für die Zusammenführung der Gleichungen sind die kinetischen Zusammenhänge
gemäß (A.1) sowie (A.5). Die inneren Kräfte und Momente bestimmen sich aus (A.13) beziehungs-
weise (A.14). Für die äußeren Kräfte gilt bqυ = 0 während die äußeren Momente in Abhängigkeit
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von der elektrischen Spannung durch (A.20) gegeben sind. Unter den Annahmen an die Material-
und Geometriekonstanten sowie die elektrische Spannung resultieren damit die entkoppelten Be-
wegungsgleichungen in ihrer starken Form zur Beschreibung der transversalen w(υ,t) und der lon-
gitudinalen Verschiebung v(υ,t). Es gilt
∂2v(υ,t)
∂t2
− βS
∂2 v(υ,t)
∂υ2
− βKV
∂3 v(υ,t)
∂2υ ∂t
= 0, (A.22)
∂2w(υ,t)
∂t2
+ αS
∂4 w(υ,t)
∂υ4
+ 2αKV
∂5 w(υ,t)
∂υ4 ∂t
+ 2αV
∂w(υ,t)
∂t
= αIn
∂2χ(υ)
∂υ2
VPk(t) (A.23)
mit den gegenüber beiden Unabhängigen konstanten Koeffizienten βS = µ−1E˜ges, βKV = µ−1d˜kvges
beziehungsweise
αS =
E˜Iges
µ
, 2αKV =
d˜I
kv
ges
µ
,
2αV =
dv
µ
, αIn =
2kMPk
µ
.
(A.24)
Die Dichteverteilung µ ist per Definition von Null verschieden, der Faktor zwei vor den Dämp-
fungskoeffizienten wird im Hinblick auf das Eigenwertproblem des Systemoperators in Abschnitt
D.1.1 eingeführt.
Im Folgenden wird die unter den genannten Voraussetzungen gültige Entkopplung der longitudi-
nalen von der transversalen Dynamik zum Anlass genommen, um lediglich die transversale Dyna-
mik entsprechend (A.23) zu betrachten. Die Bewegungsgleichung (A.23) beschreibt die transver-
sale Dynamik des trimorphen Biegewandlers auf dem eindimensionalen offenen örtlichen Interval
Ω = (0,L) ⊂ R für t > 0.
A.1.6 Anfangsbedingungen und Randbedingungen
Eine mathematisch korrekt gestellte Beschreibung der Dynamik des trimorphen Biegewandlers
setzt neben der Bewegungsgleichung (A.23) eine Beschreibung des Systemverhaltens am Rand
des örtlichen und des zeitlichen Intervalls voraus.
Die Auslenkung und die zeitliche Änderung der Auslenkung zum Zeitpunkt t = 0, beschrieben
durch
w(υ,0) = w0(υ),
∂w(υ,t)
∂t
|t=0 =
∂w0(υ)
∂t
, (A.25)
determinieren die Anfangsbedingungen und damit den linken Rand des rechtsseitig offenen zeitli-
chen Intervalls.
Das Verhalten des Biegewandlers auf dem Abschluss des örtlichen Intervals, also dessen Rand
∂Ω = {0,L}, ist durch die Definition von vier Randbedingungen festzulegen. Die Anzahl der zu
definierenden Randbedingungen entspricht der höchsten Ableitung bezüglich der örtlichen Unab-
hängigen innerhalb der Bewegungsgleichung (A.23). Physikalisch werden die Randbedingungen
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eines Balkens im Allgemeinen durch die verschiedene Lagerungsfälle festgelegt. Eine Übersicht
verschiedener Lagerungsfälle und der daraus resultierenden Randbedingungen ist beispielsweise
in [Kö75] (S. 17) gegeben. In Anlehnung an den praktischen Einsatz des Biegewandlers wird eine
Lagerkonfiguration entsprechend eines Kragbalkens gewählt. Während das linke Ende des Biege-
wandlers fest eingespannt ist, wird das rechte Ende als frei angenommen. Diese Form der einsei-
tigen Einspannung ist in Abbildung 1.1b zu erkennen. Entsprechend der Ausführungen aus dem
vorangehenden Abschnitt, werden lediglich Randbedingungen für die transversale Dynamik fest-
gelegt.
Im Hinblick auf die Auslenkung w(υ,t) in ζ-Richtung bedingt die feste Einspannung am linken
Rand Forderungen an die Verschiebung sowie den Verdrehwinkel
w(0,t) =
∂w(υ,t)
∂υ
|υ=0 = 0, ∀t ∈ R≥0, (A.26)
für das freie Ende sind das Biegemoment und die Querkraft festgelegt
∂2w(υ,t)
∂υ2
|υ=L =
∂3w(υ,t)
∂υ3
|υ=L = 0, ∀t ∈ R≥0. (A.27)
Die Gleichungen (A.26) und (A.27) beschreiben die Randbedingungen der transversalen Bewe-
gung und werden abkürzend mit RB bezeichnet. Die wesentlichen Randbedingungen bezüglich der
transversalen Bewegung RBw sind durch die Bedingungen am linken Rand (A.26) des trimorphen
Biegewandlers gegeben.
Die Dynamik des Beispielsystems lässt sich damit formal durch die Gleichungen (A.23), (A.25),
(A.26) und (A.27) beschreiben. Als Lösung der damit definierten Problembeschreibung wird die
Auslenkung
w : Ω× R≥0 → R,
(υ,t) 7→ w(υ,t)
(A.28)
aufgefasst.
A.2 Schwache Formulierung der Bewegungsgleichungen
Die starke Formulierung der Bewegungsgleichungen nach (A.23) enthält im inhomogenen Term
eine zweifache Differentiation der Ortsfunktion χ(υ). Im Allgemeinen erlauben geringere Forde-
rungen an die Differenzierbarkeit dieser Funktionen eine allgemeinere Problemformulierung und
damit die Berücksichtigung einer breiteren Klasse an Problemen. Insbesondere erfordert eine Dif-
ferentiation der an dieser Stelle durch (A.12) vorausgesetzten Ortsfunktion einen erweiterten Diffe-
rentiationsbegriff. Aus diesem Grund erfolgt zunächst die Überführung der Bewegungsgleichungen
in ihre schwache Form.
Für die folgenden Betrachtungen wird zwischen dem homogenen Teil der starken Formulierung der
Bewegungsgleichungen des trimorphen Biegewandlers und dem inhomogenen Anteil unterschie-
den.
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A.2.1 Homogener Teil der Bewegungsgleichungen
Zur Überführung des homogenen Anteils der transversalen Bewegungsgleichung in eine schwache
Formulierung, ist es formal möglich, (A.23) mit Testfunktionen φ (υ) ∈ C∞0 ((Ω]) zu multiplizieren
und anschließend partiell zu integrieren.
Die gebräuchliche Interpretation der schwachen Ableitung sieht allerdings eine Anwendung von
Testfunktionen aus dem Abschluss von C∞0 ((Ω]) in einem geeigneten Sobolew-Raum vor ([Alt06]
(S. 168ff)). Im Hinblick auf die schwache Formulierung der transversalen Bewegung wird der Ab-
schluss von C∞0 ((Ω]) in H2,2 (Ω), gegeben durch
H2,2RBw (Ω) =
{
x ∈ H2,2 (Ω) |RBw
} (A.29)
eingeführt und bezüglich der Testfunktionen φ (υ) ∈ H2,2RBw (Ω) gefordert. Mit H
2,2
RBw (Ω) wird ein
gegenüber C∞0 ((Ω]) größerer Raum von Testfunktionen angenommen. Weitere Ausführungen zur
Sinnhaftigkeit der punktförmigen Randbedingungen in Sobolew-Räumen finden sich beispielswei-
se in [HN01] (S. 246).
Die partielle Integration wird beispielhaft für den zweiten Term aus (A.23) vorgenommen, nach
einfacher Anwendung der partiellen Integration gilt
∫
Ω
∂2
(
αS
∂2w(υ,t)
∂υ2
)
∂υ2
φ (υ) dυ =
∂
(
αS
∂2w(υ,t)
∂υ2
)
∂υ
φ (υ)
L
0
−
∫
Ω
∂
(
αS
∂2w(υ,t)
∂υ2
)
∂υ
∂φ (υ)
∂υ
dυ
= −
∫
Ω
∂
(
αS
∂2w(υ,t)
∂υ2
)
∂υ
∂φ (υ)
∂υ
dυ (A.30)
Dabei werden die natürlichen Randbedingungen aus (A.27) sowie die Eigenschaften der Testfunk-
tionen φ (0) = 0 genutzt. Erneute Anwendung der partiellen Integration führt unter Berücksichti-
gung der natürlichen Randbediungen sowie ∂φ(υ)
∂υ
|υ=0 = 0 auf∫
Ω
∂2
(
αS
∂2w(υ,t)
∂υ2
)
∂υ2
φ (υ) dυ =
∫
Ω
αS
∂2w(υ,t)
∂υ2
∂2φ (υ)
∂υ2
dυ. (A.31)
Für den Fall, dass αS ∂
2w(υ,t)
∂υ2
den Anforderungen aus Definition 94 genügt aber selbst nicht unmit-
telbar im starken Sinn differenzierbar ist, aber eine Funktion f(υ) gemäß Definition 94 existiert,
sodass ∫
Ω
f(υ)φ (υ) dυ =
∫
Ω
αS
∂2w(υ,t)
∂υ2
∂2φ (υ)
∂υ2
dυ (A.32)
gilt, heißt f(υ) = D2υ
(
αS
∂2w(υ,t)
∂υ2
)
schwache Ableitung von αS ∂
2w(υ,t)
∂υ2
. Die rechte Seite des voran-
stehenden Integralausdrucks lässt sich zudem unter Annahme einer zusätzlichen komplexen Kon-
jugation als Sesquilinearform auffassen. Diese Interpretation dient als Grundlage der Formulie-
rung einer Operatordarstellung in Abschnitt A.3. In diesem Zusammenhang ist auch die Aussage
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zur Grundidee der Hilbertraummethoden bei der Lösung von Randwert-Problemen entsprechend
[Alt06] (S. 168) interessant.
Laut (A.27) gilt ∂2w(υ,t)
∂υ2
|υ=L =
∂3w(υ,t)
∂υ3
|υ=L = 0 für alle Zeiten, daher muss am rechten Rand auch
∂3w(υ,t)
∂υ2∂t
|υ=L =
∂4w(υ,t)
∂υ3∂t
|υ=L = 0 für alle Zeiten gelten. Die schwache Ableitung des Dämpfungs-
terms in (A.23) lässt sich damit analog zu dem voranstehend gezeigten Vorgehen herleiten. Ausge-
hend von (A.23) lautet die schwache Formulierung der homogenen transversalen Bewegungsglei-
chung in Integraldarstellung damit∫
Ω
∂2w(υ,t)
∂t2
φ (υ) + αS
∂2w(υ,t)
∂υ2
∂2φ (υ)
∂υ2
+ 2αKV
∂3w (υ,t)
∂υ2∂t
∂2φ (υ)
∂υ2
+ 2αV
∂w(υ,t)
∂t
φ (υ) dυ = 0.
(A.33)
Anhand der Überführung der Bewegungsgleichungen in die schwache Formulierung wird die be-
kannte Unterscheidung der Randbedingungen in wesentliche Randbedingungen und natürliche
Randbedingungen deutlich. Während die wesentlichen Randbedingungen zur weiteren Betrachtung
der schwachen Formulierung der Bewegungsgleichungen in den zugrunde liegenden Funktionen-
räumen explizit in der Definition dieser Funktionenräume zu berücksichtigen sind, ergeben sich die
natürlichen Randbedingungen zwangsläufig ([Bra07a] (S. 42)).
Der Definition der schwachen Ableitung folgend, muss zur Gewährleistung der Wohdefiniertheit
der Integration die lokale Integrierbarkeit sowohl der zu differenzierenden Funktion als auch der
schwachen Ableitung dieser Funktion gefordert werden. Der inhomogene Teil der transversalen
Bewegungsgleichung erfüllt diese Voraussetzungen unter Annahme einer rechteckförmigen Orts-
funktion χ(υ) nicht. Bei der Behandlung des inhomogenen Teils der Bewegungsgleichung (A.23)
in Abschnitt A.2.2 wird dieser mathematischen Besonderheit durch die Berücksichtigung der Ab-
leitung im distributiven Sinne Rechnung getragen.
Für eine einheitliche Betrachtung wären alle schwachen Differentiationen dieses Abschnitts als
distributive Ableitungen zu interpretieren. Da gemäß den Aussagen aus Anhang B.10.3 beide Dif-
ferentiationsbegriffe für den Fall regulärer Distributionen übereinstimmen, wird darauf an dieser
Stelle verzichtet und statt dessen die weniger allgemeine Interpretation vorgezogen.
A.2.2 Inhomogener Teil der Bewegungsgleichungen
In diesem Abschnitt wird der inhomogene Anteil
ft(υ,t) = αIn
∂2χ(υ)
∂υ2
VPk(t) (A.34)
der starken Formulierung der transversalen Bewegungsgleichung (A.23) betrachtet. Die elektrische
Spannung wird als Element eines geeigneten Funktionenraums angesehen. Der genannte Term
beinhaltet formal die zweifache örtliche Differentiation der Orstfunktion χ(υ) der piezoaktiven
Schicht. Die angenommene rechteckförmige Ortsfunktion (A.12) von Seite 207 kann als Über-
lagerung zweier Sprungfunktionen angesehen werden. Da entsprechend Abschnitt B.10.3 keine
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lokal integrierbare Funktion existiert, die den inhomogenen Anteil der transversalen Bewegungs-
gleichung erfüllt, muss die Differentiation der Ortsfunktion im distributiven Sinn entsprechend
Definition 95 von Seite 316 verstanden werden.
Für die schrittweise gebildete zweifache distributive Ableitung wird die Ortsfunktion als reguläre
Distribution mit einem kompakten Träger
supp(χ) =
[
υl,υr
] (A.35)
interpretiert. Erwartungsgemäß führt die erste distributive Ableitung der Ortsfunktion
D (χ(υ)) = −
∫
Ω
χ(υ)
∂φ (υ)
∂υ
dυ = −
υr∫
υl
χ(υ)
∂φ (υ)
∂υ
dυ
= −
υr∫
υl
1
∂φ (υ)
∂υ
dυ = − [φ (υ)]υ
r
υl = φ
(
υl
)
− φ(υr)
= δυl (φ)− δυr (φ)
(A.36)
auf zwei Dirac-Delta, die für eine Auswertung der Testfunktionen an den Sprungstellen stehen.
Entsprechend Abschnitt B.10.3 sind die Dirac-Delta irreguläre Distributionen, deren erneute distri-
butive Ableitung auf eine Auswertung der Ableitung der Testfunktionen führt. In diesem Fall ergibt
sich
D(D(χ(υ))) = −〈D(χ(υ)),
∂φ (υ)
∂υ
〉 = −D(χ(υ))
(
∂φ (υ)
∂υ
)
= (δυr − δυl)
(
∂φ (υ)
∂υ
)
= δυr
(
∂φ (υ)
∂υ
)
− δυl
(
∂φ (υ)
∂υ
)
. (A.37)
Die zweifache distributive Ableitung der Ortsfunktion wird somit als ein lineares Funktional auf-
gefasst, dass aus dem Raum der Testfunktionen auf den Körper abbildet.
Unter der Annahme, dass die piezoaktiven Schichten unmittelbar am linken Rand des trimorphen
Biegewandlers beginnen, gilt υl = 0. Die Eigenschaften der Testfunktionen und die Tatsache, dass
eine Differentiation als lokaler Operator den Träger einer Funktion durch seine Anwendung nicht
vergrößern kann führen auf φ(0) = ∂φ(υ)
∂υ
|υ=0.
In der distibutiven Formulierung wird der inhomogene Anteil der transversalen Bewegungsglei-
chung damit als Funktional auf einem Raum geeigneter Testfunktionen angesehen. Falls φ (υ)
einem solchen Raum von Testfunktionen angehört, lässt sich der inhomogene Anteil durch das
Funktional
ft (φ (υ))VPk(t) = αIn
∂φ (υ)
∂υ
|υ=υrVPk(t) (A.38)
ausdrücken. Gleichsam ist eine Darstellung als Dualitätsprodukt zwischen dem Raum der Test-
funktionen und dessen Dualraum denkbar. In dem Fall ist die distributive Ableitung aus (A.37) als
Element des Dualraums zu interpretieren. In allen geschilderten Fällen ist eine Auswertung des
inhomogen Terms nur in Verbindung mit geeigneten Testfunktionen sinnvoll.
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A.3 Überführung in eine Operatordarstellung
Dieser Abschnitt enthält die Überführung der aus der Modellbildung resultierenden transversalen
Bewegungsgleichungen aus Abschnitt A.1 beziehungsweise Abschnitt A.2 in eine Operatordarstel-
lung. Ausgangspunkt dazu ist Gleichung (A.23) beziehungsweise (A.33). Eine Operatordarstellung
der Bewegungsgleichungen des trimorphen Biegewandlers dient als Vorstufe zur Systemdarstel-
lung im Zustandsraum und in Halbgruppendarstellung und erleichtert die Anwendung funktio-
nalanalytischer sowie operatortheoretischer Methoden zur Systemanalyse. Gleichzeitig ergibt sich
eine Verallgemeinerung vom konkreten Beispiel des trimorphen Biegewandlers auf eine Familie
unendlich-dimensionaler Systeme zweiter Ordnung. Die formal angestrebte Operatordarstellung
∂2w (t)
∂t2
+D
∂w(t)
∂t
+ Sw(t) = f(t), w(0) = w0,
∂w(0)
∂t
= w1, (A.39)
auf einem noch zu definierenden Funktionenraum, kann als äquivalent zu der bei konzentriert pa-
rametrischen Systemen insbesondere im Bereich der Mechanik weit verbreiteten Darstellung mit-
tels gewöhnlicher Differentialgleichungen zweiter Ordnung angesehen werden ([Mei00] (S. 165),
[Mei01] (S. 283)). An die Stelle der dort gebräuchlichen Steifigkeits- und Dämpfungsmatrizen tre-
ten im Fall unendlich-dimensionaler Systeme entsprechende Steifigkeitsoperatoren S und Dämp-
fungsoperatorenD, deren Eigenschaften sich ebenfalls anhand der Physik des betrachteten Systems
anschaulich herleiten lassen.
Als Grundlegender Raum der Operatorgleichung (A.39) wird zunächst ohne weitere Spezifikati-
on ein Hilbertraum H angenommen, dessen Wahl in Abschnitt A.3.1 gezeigt wird. H dient als
Pivotraum einer Raumskala der Form
V −֒→
d
H −֒→
d
V ′ (A.40)
wobei V und der im Sinne von H als Pivotraum festgelegte Dualraum V ′ ebenfalls Hilberträu-
me sind. Weitere grundlegende Ausführungen zu Raumskalen finden sich in Abschnitt B.9. Eine
wesentliche Rolle bei der Überführung der Bewegungsgleichungen von sowohl der schwachen als
auch der starken Formulierung in eine Operatordarstellung spielt die jeweilige Definition eines
Steifigkeitsoperators S. Die verschiedenen Definitionen und Interpretationen des Steifigkeitsope-
rators beziehungsweise einer zugeordnet Sesquilinearform s : V × V → C werden in Abschnitt
A.3.2 eingeführt. Den Ausführungen aus Abschnitt B.9.2 folgend werden verschiedene Potenzen
einer Formulierung des Steifigkeitsoperators nachfolgend als Ausgangspunkt genutzt, um eine sys-
temspezifische Raumskala gemäß Gleichung (B.115) zu definieren. Die dabei erzeugte Raumskala
dient als Basis für die Zustandsraumdarstellung des ungezwungenen Beispielsystems in Abschnitt
2.2.4.
Die Definition der Dämpfungsoperatoren in Abschnitt A.3.3 folgt weitestgehend dem für den Stei-
figkeitsoperator beschriebenen Vorgehen. Die resultierende Beschreibung der Dämpfungsterme
lässt sich als Summe des gewichteten Steifikgeitsoperators und eines Skalars darstellen.
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A.3.1 Festlegung des grundlegenden Raumes H
Dieser Abschnitt dient der Festlegung des Raumes H der als grundlegend für die Definition des
Steifigkeitsoperators und in Folge dessen auch für die Formulierung der Zustandsraumdarstellung
des Beispielsystems in Abschnitt 2.2.4 anzusehen ist. Als wesentliches Kriterium wird für H die
Vollständigkeit (Definition 23, Seite 230) gefordert. Darüber hinaus soll die Wahl von H die dichte
Definition (Abschnitt B.4) des Steifigkeitsoperators S : D (S) ⊂ H → H der starken Formulierung
der Bewegungsgleichungen gewährleisten. Ohne eine detaillierte Definition wird der Steifigkeits-
operator im wesentlichen als Differentialoperator betrachtet, der Differentiationen hinsichtlich der
örtlichen Unabhängigen beschreibt. Der Steifigkeitsoperator und damit die genannten Differential-
operatoren dienen als Grundbausteine des Systemoperators des Beispielsystems. Damit zielt dieser
Abschnitt auf eine Definition von H ab, sodass der Systemoperator in der Zustandsraumdarstellung
des Beispielsystems die notwendigen Bedingungen eines infinitesimalen Erzeugers einer stark ste-
tigen Halbgruppe erfüllt (Satz 3).
Maximaler Steifigkeitsoperator und dessen Einschränkungen
Formal wird der noch nicht vollständig definierte Steifigkeitsoperator zunächst ohne Berücksich-
tigung jeglicher Randbedingungen und ohne konkrete Festlegung der beteiligten Räume als maxi-
maler Operator
S˜ : D(S˜) ⊂ H → H
x 7→ αS
∂4x
∂υ4
(A.41)
nach Anhang B.4 angenommen. Die zur mathematischen Beschreibung des Beispielsystems un-
umgängliche Berücksichtigung der zugehörigen Randbedingungen führt zu einer in Anhang B.4
beschriebenen Einschränkung S ⊂ S˜ von S˜. Der Definitionsbereich D(S) umfasst nur diejeni-
gen Elemente von D(S˜), die den geforderten Randbedingungen genügen und D(S) ist eine echte
Untermenge des Definitionsbereichs des maximalen Operators, es gilt
S : D(S) ⊂ D(S˜) ⊂ H → H
x 7→ S x.
(A.42)
Entsprechend der einleitend genannten Forderungen bezüglich H , ist die Festlegung von H der-
art zu treffen, dass die Einschränkung S des maximalen Operators S˜ durch die Einführung der
Randbedingungen dicht definiert ist.
Dichte Definition der Einschränkung des maximalen Steifigkeitsoperators
Im Hinblick auf das Beispielsystem ist aus der physikalischen Anschauung heraus die Auslen-
kung des trimorphen Biegewandlers hinsichtlich der örtlichen Unabhängigen zu jedem Zeitpunkt
als stetig und auch als „knickfrei“ zu erwarten. Um dieser Anschauung mathematisch gerecht zu
A.3 Überführung in eine Operatordarstellung 217
werden, müsste die Lösung w(t) der Operatorgleichung (A.39) eine über dem Gebiet zu jedem
Zeitpunkt stetige und ausreichend oft stetig differenzierbare Funktion sein. Die Wahl des Raums
der über dem örtlichen Gebiet stetigen Funktionen für H führt allerdings in Zusammenhang mit
den auftretenden Differentialoperatoren nicht auf dicht definierte Einschränkungen des maxima-
len Operators (Beispiel 2.6,[Kat95] (S. 144f)). Anstelle des Raums der über dem Gebiet stetigen
Funktionen wird daher die Wahl H = L2 (Ω) getroffen. L2 (Ω) wird durch Definition 86 defi-
niert und steht für die Äquivalenzklassen Lebesgue-messbarer und quadratisch über dem Gebiet Ω
integrierbarer Funktionen. Gemäß Abschnitt B.10.1 und unter Annahme des kanonischen Innen-
produkts genügt L2 (Ω) den Anforderungen an einen Hilbertraum und wird dem üblichen Sprach-
gebrauch folgend als Vektorraum der quadratisch Lebesgue-integrierbaren Funktionen bezeichnet.
MitL2 (Ω) wird ein Raum betrachtet, bei dem keine Unterscheidung zwischen enthaltenen Elemen-
ten gemacht wird, die im Sinne des Lebesgue-Maßes fast überall gleich sind (Definition 86). Zwei
nicht identische stetige Funktionen unterscheiden sich auf mehr als einer Lebesgue-Nullmenge,
daher liegt höchstens eine stetige Funktion in einer Äquivalenzklasse.
Der Hilbertraum L2 (Ω) ist zudem als Vervollständigung (B.2) der über einem abgeschlossenen
Interval Ω stetigen Funktionen unter Berücksichtigung der 2-Norm
L2 (Ω) =
(
C
(
Ω
)
, ‖· ‖2
)
aufzufassen ([CZ95] (S. 576)). Abgeleitet aus (A.23) wird im Vorgriff auf Abschnitt A.3.2 der durch
(A.41) formal eingeführte maximale Steifigkeitsoperator im Hilbertraum H = L2 (Ω) betrachtet.
Der DefinitionsbereichD(S˜) des maximalen Steifigkeitsoperators in H soll die Funktionen enthal-
ten, die nach viermaliger Differentiation noch immer in H liegen. Daher wird zur Festlegung von
D(S˜) für die Elemente von H zusätzlich die absolute Stetigkeit bis zur dritten Ableitung voraus-
gesetzt und somit Satz 55 folgend die Existenz einer vierten Ableitung ∂4x
∂υ4
∈ L2 (Ω) ∀x ∈ D(S˜)
gewährleistet. Als Definitionsbereich des maximalen Steifigkeitsoperators wird somit
D(S˜) =
{
x ∈ L2 (Ω) | x,
∂x
∂υ
,
∂2x
∂υ2
,
∂3x
∂υ3
absolut stetig , ∂
4x
∂υ4
∈ L2 (Ω)
}
(A.43)
eingeführt. Da es sich bei dem Steifigkeitsoperator aus (A.41) um einen Differentialoperator han-
delt, bildet S˜ beispielsweise alle über dem örtlichen Gebiet und in D(S˜) liegenden konstanten
Funktionen auf Null ab. Entsprechend ist N(S˜) 6= 0, da der Kern von S˜ nicht ausschließlich die
Null enthält, ist S˜ gemäß Satz 17 nicht invertierbar. Die Wahl von D(S˜) gewährleistet aber, dass
eine Einschränkung S ⊂ S˜ unter Berücksichtigung der Randbedingungen RB aus Abschnitt A.1.6
und somit dem Definitionbereich
D(S) =
{
x ∈ D(S˜)|RB
}
(A.44)
dicht definiert ist. Im folgenden gilt damit die Wahl H = L2 (Ω), die beide eingangs genann-
ten Forderungen erfüllt und darüber hinaus H zu einem Hilbertraum macht. Eine Herleitung von
D (S) mittels des inversen Steifigkeitsoperators wird zudem in Abschnitt A.3.2 gezeigt, die daraus
resultierende Definition von D (S) in Gleichung (A.64) stimmt mit der voranstehenden Definition
überein.
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Aufgrund der Wahl H = L2 (Ω) lässt sich zum Nachweis der dichten Definition des linearen
Steifigkeitsoperators zudem die hinreichende Bedingung aus [NS] (S. 486) überprüfen. Unter der
Annahme einer offenen Menge Ω im Rn und eines Hilbertraums L2 (Ω) ist entsprechend [NS]
C∞0 (Ω) dicht in L2 (Ω) und jeder lineare Operator T : D (T )→ L2 (Ω) damit dicht definiert, falls
C∞0 (Ω) ⊂ D (T ).
A.3.2 Definition der Steifigkeitsoperatoren
Der Steifigkeit zugeordnete Sesquilinearform
Um eine Verbindung zwischen der schwachen Formulierung der transversalen Bewegungsglei-
chung des trimorphen Biegewandlers (A.33) und der angestrebten Operatordarstellung (A.39) zu
knüpfen, wird in diesem Abschnitt dem Steifigkeitsterm aus (A.33) eine Sesquilinearform auf dem
Raum der Testfunktionen V zugeordnet. Aus der schwachen Formulierung der Bewegungsglei-
chungen des trimorphen Biegewandlers gemäß (A.33) wird der Term
s (x1,x2) =
∫
Ω
αS
∂2x1(υ)
∂υ2
∂2x2(υ)
∂υ2
dυ (A.45)
als Sesquilinearform s : V × V → C nach Definition 37 interpretiert, wobei hier zunächst V =
H2,2RBw (Ω) gewählt wird. s beschreibt die Steifigkeit des trimorphen Biegewandlers und analog zu
[BSY96] (S. 97) werden die folgenden Eigenschaften festgestellt:
ST1) Hermitesch: s (x1,x2) = s (x2,x1), ∀ x1,x2 ∈ V ;
ST2) Beschränkt: Es existiert eine positive Konstanten c1, sodass
|s (x1,x2)| ≤ c1 ‖x1‖V ‖x2‖V ∀ x1,x2 ∈ V. (A.46)
Dabei ist c1 gemäß [Kre78] (S. 192) durch
c1 = ‖s‖ = sup
x1,x2∈X\{0}
|s (x1,x2)|
‖x1‖‖x2‖
= sup
‖x1‖=1,‖x2‖=1
|s (x1,x2)|
gegeben und es gilt s ∈ S (V );
ST3) Halbbeschränkt nach unten (koerziv, V-elliptisch): Mit einem c2 > 0 gilt
Re (s (x,x)) = s (x,x) = qS (x) ≥ c2 ‖x‖2V , ∀ x ∈ V ; (A.47)
Die Forderung ST1) ist gemäß den in Anhang B.4 unter S3) aufgeführten Bedingungen nur erfüllt,
falls die zugehörige quadratische Form s (x,x) = qS (x) für alle x ∈ V reell ist. Da die Material-
konstante αS als reell zu erwarten ist, ist diese Forderung mit
s (x,x) =
∫
Ω
αS
∂2x(υ)
∂υ2
∂2x(υ)
∂υ2
dυ =
∫
Ω
αS
∣∣∣∣∂2x(υ)∂υ2
∣∣∣∣2 dυ (A.48)
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stets erfüllt. In Bezug auf das Beispielsystem lassen sich die auftretenden Funktionen x als Ver-
schiebungen interpretieren. Das Bild der zugehörigen Form ist als Maß für die aufgrund der Ver-
schiebung gespeicherten Formänderungsenergie anzusehen, diese Energie muss stets reell sein. Aus
(A.48) folgt Re (s (x,x)) = s (x,x). Das Beispielsystem ist eine gefesselte elastische Struktur und
besitzt demnach keine reinen Festkörper-Moden. Folglich führt jeder von Null verschiedene Ver-
schiebungszustand auf eine Formänderungsenergie größer Null. Die durch die schwache Formulie-
rung entstandene Sesquilinearform ist folglich hermitesch und positiv definit und genügt damit den
in Definition 56 aufgeführten Bedingungen an ein Innenprodukt
s (x1,x2) = 〈αS
∂2x1
∂υ2
,
∂2x2
∂υ2
〉L2(Ω). (A.49)
In (A.46) bzw. (A.47) wird ersichtlich, dass sowohl die Beschränktheit als auch die Koerzitivität der
Sesquilinearform s : V ×V → C von der Norm auf V abhängen. Im Folgenden wird der Nachweis
der genannten Eigenschaften exemplarisch gezeigt. Dazu wird V mit der Norm, induziert durch
das von der betrachteten Sesquilinearform definierte Innenprodukt ‖x‖2V = s (x,x) = q (x) =
〈x,x〉V ausgestattet. Abkürzend wird auf die Indizierung des Innenprodukts und der Norm auf
L2 (Ω) verzichtet. Unter Verwendung der Schwarzschen Ungleichung gilt
|s (x,x)| = |〈x1,x2〉V | ≤ c1 ‖x1‖V ‖x2‖V (A.50)
und damit die Beschränktheit von s ∈ S (V ). Die Koerzitivität wird mit Re (s (x,x)) = s (x,x) aus
Gleichung (A.48) ersichtlich, es gilt
s (x,x) = ‖x‖2V ≥ c2 ‖x‖
2
V . (A.51)
Steifigkeitsoperator der schwachen Formulierung
Die Sesquilinearform s erfüllt die Voraussetzungen zur Anwendung von Satz 47 auf Seite 280
beziehungsweise Satz 43 von Seite 271. Somit existiert ein eindeutig bestimmter stetiger Operator
S ∈ L (V,V ′), der jedem Element aus V ein Element aus dem zugehörigen Dualraum V ′ zuordnet,
sodass für das Dualitätsprodukt
s (x1,x2) = 〈Sx1,x2〉V ′×V ∀ x1,x2 ∈ V (A.52)
gilt. Darüber hinaus besitzt der erzeugende Operator die in Satz 47 aufgeführten Eigenschaften,
insbesondere stimmt die Operatornorm mit der Norm der Sesquilinearform überein
‖S‖L(V,V ′) = ‖s‖. (A.53)
Bei den Elementen aus V ′ handelt es sich um lineare Funktionale, die ihrerseits Elemente aus V
auf den zugrunde liegenden Körper abbilden. Da s entsprechend ST1) hermitesch ist, folgt für ein
festes x1 ∈ V
(Sx1) (x2) : V → R, ∀ x2 ∈ V.
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Die Darstellung des Funktionals erfolgt ausgehend von (A.45), unter der Voraussetzung ausrei-
chender Regularität der beteiligten Größen. Festgelegt durch Satz 47 gilt formal
(Sx1)︸ ︷︷ ︸
∈V ′
( x2︸︷︷︸
∈V
) =
∫
Ω
αS
∂2x1(υ)
∂υ2
∂2x2(υ)
∂υ2
dy
= 〈αS
∂2x1
∂υ2
,
∂2x2
∂υ2
〉L2(Ω).
(A.54)
Der so definierte Operator S ∈ L (V,V ′) wird in der Operatordarstellung der schwachen Formulie-
rung der Bewegungsgleichungen als Steifigkeitsoperator interpretiert. Die Operatordarstellung der
schwachen Formulierung der Bewegungsgleichungen erfolgt somit in vergleichsweise abstrakter
Form auf dem Dualraum V ′, zu ihrer Auswertung sind daher Testfunktionen heranzuziehen.
Auf Basis des Satzes von Lax-Milgram (Satz 44) lässt sich auf die Äquivalenz zwischen der schwa-
chen Formulierung auf Basis der Sesquilinearform s ∈ S (V ) und der durch den der Sesquilinear-
form zugeordneten Steifigkeitsoperator S ∈ L (V,V ′) auf dem Dualraum V ′ definierten Opera-
tordarstellung schließen. Gemäß [DL88] (S. 369) existieren für alle f ∈ V ′ zu
s (x,y) = 〈f,y〉V ′×V , ∀ y ∈ V (A.55)
und
Sx = f (A.56)
eindeutige x ∈ V .
Der Brückenschlag von der Operatordarstellung der schwachen Formulierung (A.33) zu einer Ope-
ratorsdarstellung der starken Formulierung (A.23) der Bewegungsgleichung des trimorphen Bie-
gewandlers erfolgt im nächsten Abschnitt anhand einer unbeschränkten Einschränkung des zuletzt
eingeführten Steifigkeitsoperators.
Unbeschränkte Einschränkung des der Sesquilinearform zugeordneten Operators
Die Sesquilinearform s aus (A.45) erfüllt die Voraussetzungen aus Satz 47 von Seite 280 und ent-
sprechend der Ausführungen in Abschnitt B.6.3 kann s neben dem stetigen Operator S ∈ L (V,V ′)
ein unbeschränkter selbstadjungierter Operator S : D (S) ⊂ H → H zugeordnet werden, der den
Anforderungen an einen koerziven Operator genügt. Im Allgemeinen ist der gesuchte Operator S
formal durch (B.71) definiert und mit αS = αS gilt an dieser Stelle
s (x1,x2) =
∫
Ω
αS
∂2x1(υ)
∂υ2
∂2x2(υ)
∂υ2
dυ = 〈αS
∂2x1
∂υ2
,
∂2x2
∂υ2
〉H = 〈x1,αS
∂4x2
∂υ4
〉H (A.57)
für alle x1 ∈ D(s) und für alle x2 ∈ D (S). Damit ergibt sich formal
S : D(S) ⊂ H → H
x 7→ Sx = αS
∂4x
∂υ4
.
(A.58)
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S lässt sich prinzipiell auf Basis von (B.72) bestimmen. An dieser Stelle wird D (S) allerdings auf
Basis des inversen Steifigkeitsoperators S−1 festgelegt, wobei die Existenz eines S−1 ∈ L (H) aus
der Koerzitivität von S folgt. Das folgende Vorgehen beruht auf dem Zusammenhang
D (S) = S−1(H) = {x ∈ H|Sx ∈ H} (A.59)
([DL88] (S. 370)) und lässt sich als lösen eines Randwertproblems der Form
Sx = αS
∂4x
∂υ4
= f ∈ H (A.60)
auffassen. (A.60) ist auf dem örtlichen Gebiet des Beispielsystems Ω = (0,L) definiert und wird
durch die Randwerte des Beispielsystem aus den Gleichungen (A.26) und (A.27) zu
x (0) =
∂x (υ)
∂υ
|υ=0 = 0
und
∂2x (υ)
∂υ2
|υ=L =
∂3x (υ)
∂υ3
|υ=L = 0
ergänzt. Das Integrieren von (A.60), beginnend von der Seite des örtlichen Gebiets, für die eine
Randbedingung bezüglich der höchsten Ableitung vorliegt, führt auf
υ∫
L
∂4x (υ)
∂υ4
dυ =
(
∂3x (υ)
∂υ3
−
∂3x (L)
∂υ3
)
= α−1S
υ∫
L
f(τ)dτ. (A.61)
Aufgrund der Randbedingungen ist ∂
3x(L)
∂υ3
= 0. Für f ∈ H = L2 (Ω) garantiert Satz 55, dass
αS
∂3x(υ)
∂υ3
absolut stetig ist und αS ∂
4x(υ)
∂υ4
= f fast überall gilt. Die Wiederholung dieses Vorgehens
führt unter Berücksichtung der Randbedingungen auf
∂2x (υ)
∂υ2
= α−1S
υ∫
L
τ∫
L
f(τ)dτdτ , ∂x (υ)
∂υ
= α−1S
υ∫
0
τˆ∫
L
τ∫
L
f(τ)dτdτdτˆ (A.62)
und schließlich auf den gesuchten inversen Steifigkeitsoperator
S−1 : H → D (S)
f 7→ α−1S
υ∫
0
τ˜∫
0
τˆ∫
L
τ∫
L
f(τ)dτdτdτˆdτ˜ .
(A.63)
Aus den in Abschnitt B.6.2 genannten Eigenschaften koerziver Operatoren geht hervor, dass S−1 ∈
L (H) positiv ist. Der inverse Steifigkeitsoperator wird als Integraloperator mit quadratisch
Lebesgue-integrierbarem Kern angesehen und ist damit entsprechend Satz 11.3 aus [Kab14] (S.
268) (oder Satz 12.7 aus [Kab11] (S. 238)) ein Hilbert-Schmidt-Operator auf L2 (Ω) und als solcher
auch kompakt. Das Bild eines beliebigen f ∈ H = L2 (Ω) unter dem inversen Steifigkeitsoperator
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erfüllt die Randbedingungen RB aus (A.26) und (A.27). Ferner sind x (υ) ,∂x(υ)
∂υ
,∂
2x(υ)
∂υ2
und ∂
3x(υ)
∂υ3
aufgrund von Satz 55 absolut stetig, während ∂
4x(υ)
∂υ4
∈ L2 (Ω). Damit folgt
D (S) = S−1 (H) =
{
x ∈ H | x,
∂x
∂υ
,
∂2x
∂υ2
,
∂3x
∂υ3
sind absolut stetig, ∂
4x
∂υ4
∈ L2 (Ω) ,RB
}
.
(A.64)
Der voranstehend definierte D (S) stimmt mit dem durch die Gleichungen (A.43) und (A.44) defi-
nierten Definitionsbereich überein und D (S) liegt sowohl in H als auch in V dicht, zudem ist der
neu definierte Steifigkeitsoperator abgeschlossen ([DL88] (S. 370)). Der Zusammenhang zwischen
S ∈ L (V,V ′) und S : D (S) ⊂ H → H lässt sich beispielsweise Remark 12. aus [DL88] (S. 372)
entnehmen. Die Eigenschaften von S : D (S) ⊂ H → H lassen sich neben Satz 47 auf Seite 280
auch [DL88] (S. 372) entnehmen. Auf Basis seiner Eigenschaften kann der unbeschränkte Steifig-
keitsoperator gemäß den Ausführungen in Anhang B.9.2 zur Definition einer Raumskala genutzt
werden.
Unter Ausnutzung der Eigenschaften des Steifigkeitsoperators wird der Hilbertraum H1 als D (S)
ausgestattet mit einer durch das Innenprodukt
〈Sx,Sy〉H1 ∀ x,y ∈ H1
induzierten und zur Graphennorm äquivalenten Norm ‖x‖H1 = ‖Sx‖H eingeführt ([TW09] (S.
88)).
A.3.3 Dämpfungsoperator
Der Dämpfung zugeordnete Sesquilinearform
Die Bestimmung des Dämpfungsoperators der schwachen Formulierung beruht auf den Termen aus
(A.33), die ausschließlich die erste zeitliche Ableitung der Lösung enthalten. Unter der Annahme,
dass die zeitliche Ableitung der Lösung ebenfalls in dem Hilbertraum V enthalten ist, ergibt sich
die zugehörige Sesquilinearform d : V × V → K zu
d (x1,x2) =
∫
Ω
αKV
∂2x1(υ)
∂υ2
∂2x2(υ)
∂υ2
dυ +
∫
Ω
αV x1(υ) x2(υ)dυ. (A.65)
Mit einem Vorgehen wie im Fall von s lassen sich für d die folgenden Eigenschaften feststellen
([BSY96] (S. 98)):
D1) d (x1,x2) = d (x2,x1), ∀ x1,x2 ∈ V ;
D2) Beschränkt: d (x1,x2) ≤ ‖x1‖V ‖x2‖V , ∀ x1,x2 ∈ V ;
D3) Halbbeschränkt von unten: Re (d (x,x)) + c1 ‖x‖H ≥ c2 ‖x‖V , ∀ x ∈ V.
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Damit verfügt d über die analoge Eigenschaften wie s und entsprechend sind auch für die zuge-
ordneten Operatoren entsprechende Eigenschaften zu erwarten. Die Formulierung der Koerzitivität
des Dämpfungsoperators in D3) beruht aufgrund der viskosen Dämpfung auf einer Erweiterung der
Formulierung der Koerzitivität des Steifigkeitsoperators in (A.47). Die in D3) verwendete Formu-
lierung wird als V−Koerzitivität unter Berücksichtigung von H bezeichnet ([DL88] (S. 370)).
Dämpfungsoperator der schwachen Formulierung
Die Eigenschaften der zuletzt eingeführten Sesquilinearform ermöglichen in Analogie zum Steifig-
keitsoperator die Zuordnung eines stetigen Dämpfungsoperators D ∈ L (V,V ′), der Elemente aus
V auf lineare Funktionale abbildet
(Dx1)︸ ︷︷ ︸
∈V ′
(x2)︸︷︷︸
∈V
=
∫
Ω
αKV
∂2x1(υ)
∂υ2
∂2x2(υ)
∂υ2
dυ +
∫
Ω
αV x1(υ) x2(υ)dυ, ∀x1 ∈ V, ∀x2 ∈ V. (A.66)
Zudem ist der Dämpfungsoperator D ∈ L (V,V ′) auf Basis des Steifigkeitsoperator darstellbar
Dx =
(
αKV
αS
S + αV
)
x, ∀x ∈ V. (A.67)
Unbeschränkte Einschränkung des der Sesquilinearform zugeordneten Operators
Entsprechend S : D (S) ⊂ H → H ergibt sich der zugehörige unbeschränkte Dämpfungsoperator
zu
D : D(D) ⊂ H → H
x 7→
(
αKV
αS
S + αV
)
x = αKV
∂4x
∂υ4
+ αVx.
(A.68)
Der voranstehend definierte Operator mit D (D) = D (S) entspricht bei der Überführung von
(A.23) in eine Operatordarstellung dem Dämpfungsoperator. Die Darstellbarkeit des Dämpfungs-
operators mittels des Steifigkeitsoperators und eines Skalars ermöglichen anhand der Eigenschaf-
ten des Steifigkeitsoperators Schlüsse auf die Eigenschaften des Dämpfungsoperators. Da αKV >
0,αV > 0, folgt insbesondere auch die Selbstadjungiertheit von D aus Gleichung (A.68).
A.3.4 Bemerkungen zur Äquivalenz verschiedener Normen
Im Fall des Beispielsystems können die Ausführungen zur Konstruktion von Raumskalen an-
hand positiver Operatoren aus Abschnitt B.9.2 zur systemspezifischen Definition einer Raumskala
auf Basis des Steifigkeitsoperators genutzt werden. Die dabei resultierende Raumskala ist durch
(B.115) gegeben. Die durch die Potenzen α = {1
2
,1} des Steifigkeitsoperators Sα definierten
Normen aus (B.110) sind auf den jeweiligen Definitionsbereichen D(Sα) äquivalent zu den ent-
sprechenden Graphennormen aus (B.111) ([TW09] (S. 88)). Diese Normäquivalenz impliziert die
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Isomorphie von D (Sα) zum einen ausgestattet mit der eingeführten Norm ‖· ‖Hα und zum ande-
ren versehen mit der entsprechenden Graphennorm (Aufgabe II.5.15, [Wer11] (S. 83)). Falls auf
einem Vektorraum zwei äquivalente Normen definiert sind, sind die beiden resultierenden Räume
isomorph. Zwischen den aufgeführten Räumen existieren Isomorphismen, die Räume sind damit
hinsichtlich aller hier relevanten Eigenschaften als gleichwertig zu betrachten.
Für die Ausführungen zur Bestimmung des Steifigkeitsoperators wird der Raum V = H2,2RBw (Ω)
vorausgesetzt, dabei kann der Raum der Testfunktionen V = H2,2RBw (Ω) als Abschluss von D (S)
in H2,2 (Ω) angesehen werden. Falls eine Normäquivalenz zwischen der Graphennorm von S 12 und
der gemeinhin verwendeten Sobolow-Norm bezüglich D (S) besteht, folgt daraus die Isomorphie
von H 1
2
und H2,2RBw (Ω). Der Definition der Sobolew-Norm ‖x‖
m
p aus (B.164) folgend ergibt sich für
den Fall m = p = 2 die Standardnorm auf H2,2 (Ω) zu
‖x‖22,2 =
∑
0≤|α|≤2
‖Dαx‖2L2(Ω) = ‖x‖
2
L2(Ω) +
∥∥D1x∥∥2
L2(Ω)
+
∥∥D2x∥∥2
L2(Ω)
. (A.69)
Um die Äquivalenz der letztgenannten Norm zur Graphennorm (B.111) zu zeigen, ist eine Abschät-
zung des Anteils der ersten Ableitung ‖D1x‖2L2(Ω) an der Sobolew-Norm erforderlich. Für die Wahl
j = 1,m = r = q = 2,a = 1
2
folgt aus Satz 62 die Existenz einer Konstante c1 > 0, sodass∥∥D1x∥∥
L2(Ω)
≤ c1
∥∥D2x∥∥ 12
L2(Ω)
‖x‖
1
2
L2(Ω) ∀ x ∈ H
2,2 (Ω) . (A.70)
Dabei wird Satz 61 verwendet um für den Fall m = r = q = 2 aus Wm,r (Ω) ∩ Lq(Ω) auf
W 2,2 (Ω) ∩ L2(Ω) = H2,2 (Ω) zu schließen. Das Quadrieren von (A.70) und die anschließende
Anwendung der Youngschen-Ungleichung a b < 1
2
(a2 + b2) führt auf eine Abschätzung der Norm
der ersten Ableitung von x mittels der Funktion und der zweiten Ableitung∥∥D1x∥∥2
L2(Ω)
≤ c1
∥∥D2x∥∥
L2(Ω)
‖x‖L2(Ω) (A.71)
≤ c2
(∥∥D2x∥∥2
L2(Ω)
+ ‖x‖2L2(Ω)
)
. (A.72)
Die Berücksichtigung der letztgenannten Ungleichung in (A.69) führt auf die Abschätzung
‖x‖22,2 = ‖x‖
2
L2(Ω) +
∥∥D1x∥∥2
L2(Ω)
+
∥∥D2x∥∥2
L2(Ω)
(A.73)
≤ c3
(∥∥D2x∥∥2
L2(Ω)
+ ‖x‖2L2(Ω)
)
. (A.74)
Die Quadratwurzel des Steifigkeitsoperators ist anders als der Steifigkeitsoperator der starken For-
mulierung der betrachteten Bewegungsgleichung (A.23) kein Differentialoperator. An dieser Stelle
wird dennoch angenommen, dass die durch die Wurzel des Steifigkeitsoperators definierte Norm∥∥∥S 12x∥∥∥
H
und damit auch die zugehörige Graphennorm auf D (S) äquivalent zu einer durch die
zweite Ableitung einer Funktion definierten Norm ist.
Unter dieser Annahme wird auf Basis der Abschätzung (A.73) sowie unter Anwendung von Ko-
rollar 15 auf die Äquivalenz der Sobolew-Norm zur Graphennorm (B.111) und damit auch zu der
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Norm aus (B.110) für den Fall α = 1/2 geschlossen. Entsprechend wird der Raum H 1
2
als iso-
morph zu H2,2RBw (Ω) angesehen und in Folge dessen wird keine Unterscheidung mehr zwischen den
Räumen getroffen, es gilt
V = H2,2RBw (Ω)
∼= H 1
2
. (A.75)
A.3.5 Resultierende Operatordarstellung
Ausgehend von (A.33) lautet die Operatordarstellung der schwachen Form der transversalen Be-
wegungsgleichung des trimorphen Biegewandlers basierend auf den beschränkten Operatoren
S ∈ L
(
H 1
2
,H− 1
2
)
D ∈ L
(
H 1
2
,H− 1
2
)
und unter Berücksichtigung eines inhomogenen Terms f ∈ H− 1
2
∂2w (t)
∂t2
+D
∂w(t)
∂t
+ Sw(t) = f(t) in H− 1
2
w(0) = w0,
∂w(0)
∂t
= w1.
(A.76)
Die Operatordarstellung der starken Form dieser Bewegungsgleichung (A.23) wird mittels der un-
beschränkten Operatoren
S : D (S) ⊂ H → H D : D(D) ⊂ H → H
und eines inhomogenen Terms f ∈ H bezüglich des Pivotraums analog formuliert.
B Grundlegende Definitionen
B.1 Vektorräume
Eine der grundlegenden Strukturen für folgende Definitionen unterschiedlicher Räume ist die des
Vektorraums. Neben der üblichen Interpretation eines Körpers wie beispielsweise K = R als K-
Vektorraum, werden innerhalb dieser Arbeit verschiedene andere Mengen aufgeführt, die den An-
forderungen an einen Vektorraum genügen. Dazu zählen verschiedene Funktionenräume aber bei-
spielsweise auch die Menge der beschränkten linearen Operatoren zwischen zwei Vektorräumen
(Definition 42). Zudem enthält die Definition linearer Operatoren (Definition 35) Bedingungen zur
Erhaltung der Vektorraumstruktur. Daher macht es Sinn, lineare Operatoren auf oder in derartigen
Räumen zu betrachten.
Die Definition des Vektorraums beinhaltet die Definition der Gruppe G1)-G3) sowie die der abel-
schen Gruppe G1)-G3) und AG1). Die Elemente eines Vektorraums sind selbstverständlich nicht
zwingend Vektoren, vielmehr sind sehr vielfältige mathematische Gebilde als Elemente der zugrun-
de liegenden Menge denkbar. Innerhalb dieser Arbeit bezeichnet der Begriff Körper keine anderen
Körper als den der reellen oder den Körper der komplexen Zahlen.
Definition 14 (Vektorraum)
Eine nichtleere Menge über einem Körper K heißt Vektorraum V , falls sie unter einer additiven
Verknüpfung + : V × V → V eine abelsche Gruppe bildet, somit für x,y,z ∈ V
G1) (x+ y) + z = x+ (y + z) (Assoziativität)
G2) 0 + x = x+ 0 = x (Neutrales Element)
G3) x+ (−x) = (−x) + x = 0 (Inverses Element)
mit AG1) x+ y = y + x (Kommutativität)
gilt und zudem eine Skalarmultiplikation mit Elementen aus dem Körper · : K× V → V definiert
ist, die mit α,β ∈ K und x,y ∈ V
VR1) 1 · x = x (Neutralität gegenüber neutralem Elemente aus K))
VR2) α (β · x) = (αβ) · x (Assoziativität))
VR3) (α + β) · x = α · x+ β · x
VR4) α · (x+ y) = α · x+ α · y (Distributivität)
genügt. ✷
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Unterraum
Die folgende Definition benennt Teilmengen von Vektorräumen, die ihrerseits ebenfalls wieder
Vektorräume sind ([Heu92] (S. 74)).
Definition 15 (Unterraum) Eine nichtleere Teilmenge M eines Vektorraums V wird als Unter-
raum von V bezeichnet, falls M bezüglich der durch V induzierten Verknüpfungen abgeschlossen
ist, folglich α · x+ β · y ∈M, ∀x,y ∈M für alle α,β ∈ K gilt. ✷
(Externe) direkte Summe und Produktraum
Die Zustandsraumdarstellung eines unendlich-dimensionalen Systems mit mehr als einem konti-
nuierlichen Energiespeicher 1 < n < ∞ erfordert die Definition eines Zustandsraums auf Basis
der externen direkten Summe. Die folgende Definition der externen direkten Summe entstammt
[Rom08] (S. 38).
Definition 16 ((Externe) direkte Summe) Es seien X1, . . . ,Xn mit n < ∞ Vektorräume über
K. Dann definiert die externe direkte Summe
n⊕
i=1
Xi = X1 ⊕ · · · ⊕ Xn den Vektorraum X aus
geordneten n-Tupel X = {(x1, . . . ,xn) |xi ∈ Xi,i = 1, . . . ,n} mit
α (x1, . . . ,xn) + β (y1, . . . ,yn) = (αx1 + βy1, . . . ,αxn + βyn) (B.1)
für xi,yi ∈ Xi,i = 1, . . . ,n und α,β ∈ K. ✷
Die externe direkte Summe wird für eine endliche Anzahl von Teilräumen n < ∞ als äquivalent
zum kartesischen Produkt beziehungsweise (topologischen) Produktraum gemäß [Gro70] (S. 68)
angesehen. Für n <∞ wird gemäß [Gro70] (S. 68) die Menge von n-Tupeln
n∏
i=1
Xi = {(x1, . . . ,xn) | xi ∈ Xi,i = 1, . . . ,n}
als kartesisches Produkt bezeichnet, welches den Produktraum
X = X1 ×X2 × · · · ×Xn =
n∏
i=1
Xi
= {(x1, . . . ,xn) | xi ∈ Xi,i = 1, . . . ,n}
(B.2)
definiert. Innerhalb dieser Arbeit wird für die externe Direkte Summe X ∋ x =
n⊕
i=1
Xi, n < ∞
eine Vektornotation verwendet, sodass X ∋ x =
(
x1 . . . xn
)T
.
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Die Definition der (internen) direkten Summe entstammt [Kre78] (S. 146) und bereitet die Dar-
stellung eines Hilbertraums (Definition 61, 262) als direkte Summe aus einem abgeschlossenen
Unterraum und dessen orthogonalem Komplement vor.
Definition 17 ((Interne) direkte Summe) Es sei X ein Vektorraum und Xi, . . . ,Xn, n < ∞ Un-
terräume von X . Der Vektorraum X heißt direkte Summe X =
n⊕
i=1
Xi der Xi, falls sich jedes
Element x ∈ X eindeutig durch x =
n⊕
i=1
xi für xi ∈ Xi darstellen lässt. ✷
Im Gegensatz zur externen direkten Summe, geht die interne direkte Summe von Unterräumen
Xi, . . . ,Xn, n <∞ vonX aus. Die interne direkte Summe lässt sich zur Darstellung von Elementen
aus X heranziehen, während die externe direkte Summe in erster Linie der Konstruktion von X aus
einzelnen Vektorräumen dient.
Linearkombination, Lineare Hülle und lineare Unabhängigkeit
Die folgenden Definitionen beziehen sich auf die Kombination von Elementen eines Vektorraums.
Definition 18 (Linearkombination) Es sei V ein Vektorraum und xi ∈ V,i = 1, . . . , n,n < ∞.
Dann heißt die Summe
n∑
i=1
αixi, αi ∈ K,i = 1, . . . , n, n <∞
Linearkombination von xi, i = 1, . . . , n, n <∞. ✷
In der Definition der Linearkombination ist explizit die endlich Anzahl der Elemente in der Summe
gefordert, die Verallgemeinerung in Form einer unendlichen Reihe wird in Abschnitt B.2 beschrie-
ben.
Definition 19 (Lineare Hülle) Es sei V ein Vektorraum und M eine nichtleere Teilmenge von V .
Dann wird die Menge aller möglichen Linearkombination von Elementen aus M als lineare Hülle
von M bezeichnet und durch span(M) abgekürzt. ✷
Die lineare Hülle wird aus allen denkbaren Linearkombinationen der Elemente von M ⊂ V ge-
bildet, sie ist demnach gegenüber der Multiplikation mit Elementen aus dem Körper sowie unter
der additiven Verknüpfung der Elemente aus M abgeschlossen und folglich ein Vektorraum. Dieser
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Vektorraum wird von den Elementen aus M aufgespannt, die Menge M ist ein erzeugendes System
des Vektorraums.
Definition 20 (Lineare Unabhängigkeit) Es sei V ein Vektorraum und M eine Teilmenge von V
aus den Elementen xi, i = 1, . . . , n, n <∞. Falls
n∑
i=1
αixi = 0, mit αi ∈ K,i = 1 . . . n,
ausschließlich mittels der trivialen Wahl der Koeffizienten αi = 0, i = 1, . . . , n, n <∞ zu erfüllen
ist, heißt die Menge der betrachteten Elemente linear unabhängig. Jede nicht linear unabhängige
Menge ist linear abhängig. ✷
Basis und Dimension eines Vektorraums
Der im Folgenden eingeführte Basisbegriff bezieht sich auf endlich-dimensionale Räume und wird
im Allgemeinen als Hamelbasis bezeichnet ([Alt06] (S. 310), [Heu92] (S. 75)).
Definition 21 (Basis) Eine linear unabhängige Teilmenge M eines Vektorraums V heißt Basis von
V falls jedes Element x ∈ V als endliche Linearkombination der Elemente von M dargestellt
werden kann. Die Elemente einer Basis M heißen Basisvektoren oder Basiselemente. ✷
Eine Basis ist ein minimal erzeugendes System von V . Jedes Element x eines endlich-dimensi-
onalen Vektorraums V lässt sich eindeutig in einer endlichen Reihe der Vektoren einer Basis von
V entwickeln, damit spannt eine Hamelbasis M von V den Raum V auf. Wichtigster Unterschied
in der voranstehenden Definition der Basis zu den später folgenden Begriffen der Schauder- oder
Rieszbasis ist die explizite Forderung nach einer endlichen Anzahl von Basiselementen bei der
Erzeugung aller x ∈ V . Falls eine Basis M eines Vektorraums V aus einer endlichen Anzahl n
von Basisvektoren besteht, handelt es sich um einen endlich dimensionalen Vektorraum mit einer
Dimension entsprechend der Kardinalzahl (Mächtigkeit) der Basis dimV = n. Jeder Vektorraum
nicht endlicher Dimension ist unendlich-dimensional dimV =∞. Aus [Kre78] (S. 55) ist bekannt,
dass jeder nichttriviale endlich-dimensionale Vektorraum V eine Basis besitzt und die Dimension
verschiedener Basen zu genau einem Vektorraum übereinstimmt.
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B.2 Metrische Räume
Metrik und metrische Räume
Eine Metrik wird im Allgemeinen dazu benutzt, den Begriff des Abstands für Elemente einer Men-
ge zu definieren, dementsprechend anschaulich sind die Eigenschaften einer Metrik. Die Definiti-
on einer Metrik und darauf aufbauend die eines metrischen Raums finden sich beispielsweise in
[Heu92] (S. 55).
Definition 22 (Metrik) Es sei X eine nichtleere Menge und d(x1,x2) : X ×X → R eine Abbil-
dung. Dann wird d als Metrik bezeichnet, falls
M1) d(x1,x2) ≥ 0 und d(x1,x2) = 0 ⇔ x1 = x2,
M2) d(x1,x2) = d(x2,x1) und
M3) d(x1,x3) ≤ d(x1,x2) + d(x2,x3)
gilt. ✷
Aus M1) folgt, dass zwei unterschiedliche Elemente einer Menge stets einen positiven Abstand
zueinander aufweisen, während zwei identische Elemente den Abstand Null voneinander besitzen.
Die Symmetrie einer Metrik (M2)) besagt, dass der Abstand von x1 zu x2 genauso groß ist, wie
der Abstand von x2 zu x1. Die Dreiecksungleichung (M3)) beinhaltet, dass der direkte Abstand
zwischen zwei Elementen x1,x2 nicht größer sein kann, als der Abstand zwischen den beiden unter
Berücksichtigung des „Umwegs“ über ein drittes Element x3.
Definition 23 (Metrischer Raum) Es sei X eine nichtleere Menge und d eine Metrik auf X . Dann
wird (X,d) als metrischer Raum bezeichnet. ✷
Folgen, Teilfolgen und Reihen
Die Definition einer Folge entstammt [Hil06] (S. 34).
Definition 24 (Folge) Es sei eine Menge X . Dann heißt eine Abbildung N → X , die jedem Ele-
ment von N ein Element von X zuordnet, eine Folge in X , die als {xi}i∈N geschrieben wird. ✷
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Eine Folge {xi}i∈N in X besitzt an der Stelle x ∈ X einen Häufungspunkt, falls in jeder Umgebung
von x unendlich viele Folgenglieder liegen ([AE] (S. 145)). Zu jeder Folge lassen sich Teilfolgen
definieren, die zugehörige Definition ist aus [AE] (S. 148) entnommen.
Definition 25 (Teilfolge) Es sei x = {xi}i∈N eine Folge in X , ferner sei ψ : N → N eine streng
monoton wachsende Abbildung. Dann heißt x ◦ ψ Teilfolge von x. ✷
Zu einer Folge x = {xi}i∈N wird mit ik = ψ (k) eine Teilfolge x◦ψ durch {xik}k∈N gekennzeichnet.
Die Reihe verallgemeinert die Summation auf unendlich viele Summanden ([Hil06] (S. 60)). Unter
Verwendung von I+ wird durch {xi}i∈I+ eine Folge definiert, zu der sich mittels yN = x1+· · ·+xN
die Folge der Partialsummen {yN}N∈I+ definieren lässt, diese spezielle Folge trägt die Bezeichnung
unendliche Reihe oder abkürzend Reihe. Falls eine Reihe konvergiert, also der Grenzwert
y = lim
N→∞
yN = lim
N→∞
N∑
i=1
xi (B.3)
existiert, ist y die Summe oder der Wert der Reihe. Die abkürzende Schreibweise für (B.3) lautet
y =
∞∑
i=1
xi = lim
N→∞
yN . (B.4)
Entsprechend der Ausführungen aus [Hil06] bezeichnet
∞∑
i=1
xi sowohl die Folge der Partialsummen
und damit also die Reihe als auch den Grenzwert lim
N→∞
yN , falls dieser existiert.
Konvergente Folgen und abgeschlossene Teilmengen
Um auf einem Raum sinnvoll einen Konvergenzbegriff einzuführen, ist ein Abstandsbegriff voraus-
zusetzen ([Kre78] (S. 25)).
Definition 26 (Konvergente Folge) Es sei X ein metrischer Raum und {xi}i∈N eine Folge in X .
Dann wird {xi}i∈N als konvergent bezeichnet, falls es ein x ∈ X gibt, sodass limi→∞ d(x,xi) = 0.
Ferner heißt x ∈ X dann Grenzwert der Folge {xi}i∈N. ✷
Gemäß [Kre78] (S. 25) wird als Notation für den Grenzwert einer Folge {xi}i∈N äquivalent
lim
i→∞
xi = x oder xi → x für i→∞ (B.5)
geschrieben. Eine konvergente Folge besitzt einen eindeutig bestimmten Grenzwert. Falls eine Fol-
ge konvergent ist, existiert nur ein Häufungspunkt, der gerade dem Grenzwert entspricht ([AE] (S.
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148)). Andererseits kann eine Folge durchaus divergent sein und dennoch einen endlichen Häu-
fungspunkt besitzen, dieser Fall betrifft die Folge aller Eigenwerte des Beispielsystems.
Folgender Satz knüpft die Existenz eines Häufungspunktes einer Folge an die Existenz einer kon-
vergenten Teilfolge ([AE] (S. 149)).
Satz 12 Eine Folge {xi}i∈N besitzt genau dann x als Häufungspunkt, wenn {xi}i∈N eine konver-
gente Teilfolge besitzt, die gegen x konvergiert. ✷
Der Nachweis der Konvergenz einer Folge lässt sich beispielsweise auf Basis des Majorantenkrite-
riums führen. Die dazu benötigte Definition einer Majoranten findet sich beispielweise in [Hil06]
(S. 65).
Definition 27 (Majorante) Zur einer Reihe ∑
i∈I+
ai, ai ∈ R wird die Reihe
∑
i∈I+
bi, bi ≥ 0 als Majo-
rante bezeichnet, falls ein Index i0 ∈ N existiert, sodass |ai| < bi, ∀i > i0 gilt. ✷
Zu beachten ist, dass innerhalb der Definition der Majoranten nicht-negative bi ≥ 0,∀i ∈ I+ vor-
ausgesetzt werden. Das Majorantenkriterium dient dem indirekten Nachweis der Konvergenz einer
unendlichen Reihe, auf Basis der Konvergenz einer Majoranten.
Satz 13 Besitzt eine Reihe
∑
i∈I+
ai, ai ∈ R eine konvergente Majorante
∑
i∈I+
bi, bi ≥ 0, ist sie absolut
konvergent und damit konvergent gemäß Definition 26. ✷
Die Betrachtung der Konvergenz von Reihen lässt sich zum Teil erheblich durch die Nutzung des
Landau-Symbols O und des damit verbundenen O-Kalküls vereinfachen. Die zugehörige Definiti-
on entstammt [Hil06] (S. 345).
Definition 28 (Landausche Symbole) Es sei M eine Menge desRn, x0 ∈M , sowie f : M → RN
und g : M → R, wobei g(x) 6= 0 für x ∈M mit |x− x0| ≪ 1 gelte.
Dann heißt f (x) von der Ordnung „groß O von g (x) für x → x0“, wenn eine positive Konstante
c <∞ existiert, sodass
|f (x)| ≤ c |g (x)|
für x→ x0. In diesem Fall lautet die Schreibweise f (x) ∈ O (g (x)). ✷
Im Fall reellwertiger f und g gilt f (x) ∈ O (g (x)) für x→∞, falls eine positive Konstante c und
ein x0 ∈ N existieren, sodass zu jedem x > x0 die Ungleichung |f (x)| ≤ c |g (x)| erfüllt wird.
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Vereinfacht gesagt beschreibt die Menge O (g (x)) Funktionen, die in ihrem Wachstum nach oben
durch g (x) beschränkt sind, also nicht schneller wachsen als g (x).
Bezüglich der Ordnung von f (x) gelten mit einer Konstanten c1 und unter Vernachlässigung der
Abhängigkeit von x folgende Zusammenhänge
LS1) f ∈ O (f);
LS2) O (O (f)) ∈ O (f);
LS3) c1O (f) ∈ O (f);
LS4) O (f + c1) ∈ O (f).
Darüber hinaus gilt für f1 (x) und f2 (x) bezüglich der AdditionO (f1)+O (f2) = O (max {f1,f2})
und bezüglich der MultiplikationO (f1) · O (f2) = O (f1 · f2).
Abgeschlossene Teilräume
Unter der Annahme eines metrischen Raums X wird eine Teilmenge M von X als abgeschlossen
bezeichnet, falls das Komplement X \M offen ist ([Wer11] (S. 520)). Dann muss jedes x ∈ X
mit x /∈M eine Umgebung von Punkten aufweisen, die ebenfalls nicht in M liegen. Im Falle einer
abgeschlossenen Teilmenge M von X besitzt jede Folge mit Elementen in M , die zumindest in
X konvergiert, einen ebenfalls in M gelegenen Grenzwert, es gilt M = M ([Kre78] (S. 30) oder
[Alt06] (S. 18)). In diesem Zusammenhang sei auf die Definition abgeschlossener Operatoren in
Definition 53 verwiesen.
Cauchy-Folgen und vollständige Räume
Der Begriff der Cauchy-Folge ist grundlegend für die Definition vollständiger Räume.
Definition 29 (Cauchy-Folge) Es sei X ein metrischer Raum und {xi}i∈N eine Folge in X . Dann
heißt {xi}i∈N Cauchy-Folge, falls zu jedem ε > 0 ein Index k (ε) existiert, sodass
d(xi,xj) < ε ∀i,j > k. (B.6)
✷
Eine äquivalente Bedingung aus [Alt06] (S. 25) für eine Folge {xn}n∈N fundamental oder Cauchy
zu sein, lautet
d(xi,xj)→ 0 für i,j →∞. (B.7)
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Auf Basis der durch eine Metrik erfüllten Dreiecksungleichung (Definition 22, M3)) folgt, dass
jede konvergente Folge eine Cauchy-Folge ist, die Umkehrung dieser Behauptung gilt ausschließ-
lich in vollständigen Räumen. Ein Raum wird als vollständig bezeichnet, falls jede Cauchy-Folge
von Elementen aus dem Raum gegen einen Grenzwert konvergiert, der ebenfalls ein Element des
Raums ist ([Wer11] (S. 2), Definition I.1.2). Die treffende Nomenklatur mathematischer Konstruk-
te deutet im Fall eines „vollständigen“ Raums bereits darauf hin, dass in einem derartigen Raum
keine Elemente, speziell keine Grenzwerte von Cauchy-Folgen, fehlen.
Die Abgeschlossenheit eines Unterraums, eines vollständigen metrischen Raums, ist notwendig
und hinreichend für die Vollständigkeit des betreffenden Unterraums. Der folgende Satz entspricht
Theorem 1.4-7 aus [Kre78] (S. 30).
Satz 14 (Vollständiger Unterraum) Es sei X ein vollständiger metrischer Raum und Y ein Unter-
raum von X . Y ist genau dann vollständig, wenn Y abgeschlossen ist. ✷
Dichte Teilmenge
Der Begriff der dichten Teilmenge ist essentiell für verschiedene innerhalb dieser Arbeit verwende-
te mathematische Konstrukte. So bauen beispielsweise die Definition dicht definierter Operatoren
aus Abschnitt B.4 oder die Definition stetig und dicht ineinander eingebetteter Räume auf dem
Begriff der dichten Teilmenge auf. Darüber hinaus ist die Existenz einer abzählbaren dichten Teil-
menge eines Raumes ein Kriterium für seine Separabilität. Die Definition der dichten Teilmenge
ist in verschiedenen Werken zur Funktionalanalysis wie beispielsweise [Wer11] oder auch [Kre78;
Kat95] zu finden.
Definition 30 (Dichte Teilmenge) Es sei ein metrischer Raum X und M eine Teilmenge von X .
Dann heißt M dichte Teilmenge von X , falls M = X . ✷
Der Abschluss einer dichten Teilmenge M von X entspricht gerade dem gesamten Raum X . Im
Vergleich dazu sei auf die abgeschlossene Teilmenge hingewiesen, für die M = M gilt. Äquivalent
zu dem Ausdruck M ist dichte Teilmenge von X , ist der Ausdruck „M ist dicht in X .“
Durch die Elemente einer dichten Teilmenge M kann jedes Element eines Raumes, in dem die
Teilmenge dicht liegt, beliebig nah angenähert werden. Äquivalente Formulierungen dazu sind
D1) Zu jedem x ∈ X und jedem ǫ > 0 existiert ein y ∈M , mit d(x,y) < ǫ ([Kat95] (S. 130));
D2) In jeder nichtleeren, offenen Teilmenge von X , findet sich ein y ∈M ([Wer11] (S. 28));
D2) Da der metrische Raum X der Abschluss der dichten Teilmenge M ist, ist jedes Element
x ∈ X der Grenzwert einer Folge aus M ([Wer11] (S. 28)).
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Ein bekanntes Fallbeispiel für eine dichte Teilmenge wird durch den Weierstraßschen Approxi-
mationssatz benannt ([Zei95] (S. 84), [Wer11] (S. 29)). Zudem liegen die auf einem kompakten
Intervall stetigen Funktionen C ([a,b]) für 1 ≤ p <∞ dicht in Lp ([a,b]) ([Wer11] (S. 31)).
Vervollständigung metrischer Räume
In nicht vollständigen metrischen Räumen existiert zumindest eine nicht konvergente Cauchy-
Folge. Die Idee der Vervollständigung eines metrischen Raums besteht darin, die Grenzwerte nicht
konvergenter Cauchy-Folgen zum Raum hinzuzunehmen und somit mittels möglichst weniger zu-
sätzlicher Elemente einen vollständigen Raum zu erhalten ([Jä05] (S. 63)).
Die Vervollständigung metrischer Räume spielt eine zentrale Rolle bei der Überführung linearer
partieller Differentialgleichungen in eine Darstellung mittels linearer Operatoren. Dieser Zusam-
menhang wird erneut bei der Einführung der Sobolew-Räume in Definition 96 auf Seite 317 deut-
lich.
Definition 31 (Vervollständigung metrischer Räume) Es sei ein metrischer Raum (X,d). Dann
wird die Erweiterung
(
X̂,d̂
)
mit X ⊂ X̂ und der Einschränkung der Metrik d = d̂|X×X als
Vervollständigung bezeichnet, falls
V1) die Erweiterung
(
X̂,d̂
)
vollständig ist;
V2) es sich um eine minimale vollständige Erweiterung X = X̂ handelt.
Die Vervollständigung eines metrischen Raums ist eindeutig. ✷
Mathematisch äquivalente Formulierungen zu V2) sind, dass X dicht in X̂ liegt bzw. die abge-
schlossene Hülle X von X gerade dem Raum X̂ entspricht.
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Norm und normierte Räume
Während eine Metrik vornehmlich dazu dient, die Distanz zwischen den Elementen einer Menge
zu bestimmen, kann mittels einer Norm die Größe eines in der normierten Menge enthaltenen
Elements definiert werden.
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Definition 32 (Norm) Es sei V ein Vektorraum über dem Körper K. Dann wird eine Abbildung
‖· ‖V : V → R≥0, x 7→ ‖x‖V mit den Eigenschaften
N1) ‖x‖V ≥ 0
N2) ‖x‖V = 0⇔ x = 0
N3) ‖αx‖V = |α| ‖x‖V
N4) ‖x+ y‖V ≤ ‖x‖V + ‖y‖V
als Norm auf V bezeichnet. ✷
Definitionsgemäß (N1)) besitzt kein Element des betrachteten Vektorraums eine „Größe“ kleiner
als Null. Nur das Nullelement besitzt eine Größe von Null (N2)). Die Kombination aus N1) und
N2) führt auf die positive Definitheit der Norm. Falls ein Element des Vektorraums mit einem
Skalar aus dem Körper multiplizert wird, so ändert sich sein Größe um eben die Multiplikation mit
dem Betrag des Skalars (N3), Homogenität). Jede Norm erfüllt mit N4) die Dreiecksungleichung.
Die Norm der Summe zweier Elemente ist nicht größer als die Summe der Normen der einzelnen
Elemente. Werden von einer Abbildung alle Eigenschaften einer Norm, abgesehen von N2) erfüllt,
so wird diese Abbildung als Halbnorm bezeichnet.
Falls auf einem Vektorraum eine Norm definiert ist, wird der Vektorraum als normierter Raum
bezeichnet. Auf einem normierten Raum kann durch die Norm, mittels
d (x,y) = ‖x− y‖V (B.8)
ein Abstandsbegriff und damit eine Metrik induziert werden.
Normäquivalenz
Alle über genau einem endlich-dimensionalen Vektorraum definierten Normen sind äquivalent,
entsprechend resultieren aus verschiedenen Normen äquivalente Abstandsbegriffe. Diese Norm-
äquivalenz gilt über unendlich-dimensionalen Vektorräumen im Allgemeinen nicht. Die folgende
Definition beinhaltet ein Kriterium, dass zur Feststellung der Normäquivalenz zweier Normen auf
unendlich-dimensionalen Räumen überprüft werden kann.
Definition 33 (Normäquivalenz) Es sei X ein Vektorraum und ‖(· )‖1 sowie ‖(· )‖2 Normen auf
X . Die beiden Normen sind äquivalent, falls zwei positive Konstanten c1,c2 > 0 existieren, sodass
c1 ‖x‖2 ≤ ‖x‖1 ≤ c2 ‖x‖2 (B.9)
für alle x ∈ X erfüllt ist. ✷
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Aus [Kre78] (S. 75) ist bekannt, dass auf einem Raum X äquivalente Normen eine gleiche Topolo-
gie T für den Raum X definieren. Aus der Äquivalenz zweier Normen ‖(· )‖1 und ‖(· )‖2 auf einem
Vektorraum X folgt die Isomorphie der Paare (X, ‖(· )‖1) und (X, ‖(· )‖2) ([Wer11] (S. 83)).
Die anschauliche graphische Darstellung der für die Normäquivalenz charakteristischen Einschach-
telung (B.9) ist für den Fall 2-dimensionaler Euklidischer Räume wohlbekannt und beispielsweise
in [Wer11] (S. 25) zu finden.
Banachraum
Als ein wichtiger Sonderfall normierter Räume erfolgt die Definition eines Banachraums.
Definition 34 (Banachraum) Es sei X ein normierter Raum und ‖·‖X eine Norm auf X . Falls X
vollständig in Bezug auf eine durch ‖·‖X definierte Metrik ist, wirdX als Banachraum bezeichnet.✷
Der Nachweis der Äquivalenz zweier Normen, in denen ein Vektorraum jeweils vollständig und
damit ein Banachraum ist, vereinfacht sich durch den folgenden Satz auf eine Richtung der Unglei-
chung aus Definition 33.
Satz 15 (Normäquivalenz in vollständigen Räumen) Es sei X ein Vektorraum, der mit den zwei
Normen ‖(· )‖1 , ‖(· )‖2 jeweils vollständig ist. Falls für eine positive Konstante c1
‖x‖1 ≤ c1 ‖x‖2 ∀ x ∈ X
gilt, dann sind ‖(· )‖1 und ‖(· )‖2 äquivalent. ✷
Satz 15 entspricht Korollar IV.3.5 aus [Wer11] (S. 155).
Produkttopologie
Der folgende Satz bezüglich der auf einer externen direkten Summe (Definition 16) induzierten
Produkttopologie entspricht inhaltlich Satz I.3.3 aus [Wer11] (S. 35).
Satz 16 (Produkttopologie) Es seien X1,X2 normierte Räume.
PT1) Sei 1 ≤ p ≤ ∞ und x =
(
x1 x2
)T
. Dann definiert
‖x‖P =

(
‖x1‖
p
X1
+ ‖x2‖
p
X2
) 1
p für p <∞
max
(
‖x1‖X1 , ‖x2‖X2
) für p =∞ (B.10)
eine Norm auf der direkten Summe X = X1
⊕
X2. Die derart normierte direkte Summe wird
mit X1
⊕
p X2 bezeichnet;
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PT2) Alle so definierten Normen sind äquivalent und erzeugen die Produkttopologie auf X , d.h.(
x1,n
x2,n
)
→
(
x1
x2
)
hinsichtlich ‖·‖p ⇔ (x1,n)→ x1 und (x2,n)→ x2; (B.11)
PT3) Falls X1 und X2 vollständig sind, ist auch X1
⊕
pX2 vollständig. ✷
Auf eine ohne Weiteres mögliche Generalisierung der Produkttopologie auf N < ∞ normierte
Räume wird an dieser Stelle verzichtet.
B.4 Lineare Operatoren, Lineare Funktionale und
Sesquilinearformen
Lineare Operatoren
Die Definition eines linearen Operators ([Kre78] (S. 82),[Kat95] (S. 16)) beinhaltet die allgemein
gebräuchlichen Begriffe des DefinitionsbereichsD(T ) sowie des BildbereichsR(T ) eines linearen
Operators ([Kre78] (S. 83)), auf die an dieser Stelle im einzelnen nicht eingegangen wird.
Definition 35 (Linearer Operator) Es seien X,Y Vektorräume über dem Körper K. Ein Operator
T : D(T ) ⊂ X → R(T ) ⊂ Y wird als linearer Operator bezeichnet, falls er die folgenden
Bedingungen erfüllt:
O1) Sowohl der Definitionsbereich als auch der Bildbereich des Operators sind Vektorräume
über dem gleichen Körper, der Operator erhält die Vektorraumstruktur;
O2) Für alle Elemente aus seinem Definitionsbereich x1,x2 ∈ D(T ) sowie α1,α1 ∈ K erfüllt der
Operator die Bedingungen der Homogenität und Additivität
T (α1x1 + α2x2) = α1Tx1 + α2Tx2. ✷
In Definition 35 bezeichnet D(T ) den Definitionsbereich von T , R(T ) ist die Menge aller Tx die
sich unter Berücksichtigung aller x ∈ D(T ) ergibt. Darüber hinaus bezeichnet N(T ) die Menge
aller x ∈ D(T ) für die Tx = 0 gilt. Weitere Ausführungen zum Sprachgebrauch linearer Ope-
ratoren lassen sich beispielsweise [Kre78] (S. 82f) entnehmen. Synonym zum Begriff des linea-
ren Operators finden die Bezeichnung lineare Abbildung oder Homomorphismus Verwendung, der
Sonderfall Y = X trägt die Bezeichnung Endomorphismus ([Heu92] (S. 78)). Da innerhalb dieser
Arbeit lineare Abbildungen betrachtet werden, bezeichnet die abkürzende Bezeichnung Operator
stets einen linearen Operator.
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Bildet ein Operator in einen Vektorraum Y ab, wird bei der Einführung des Operators auf die
explizite Nennung des Bildbereichs verzichtet und kurz T : D(T ) ⊂ X → Y geschrieben.
Unter der Annahme, dass X ein metrischer Raum ist und D(T ) dicht in X liegt, wird T : D(T ) ⊂
X → X als dicht definiert bezeichnet. Bei einem dicht definierten Operator ist der Definitionsbe-
reich also eine dichte Teilmenge von X (Definition 30) und entsprechend gilt D(T ) = X .
Lineare Funktionale
Lineare Funktionale ([Kre78] (S. 104)) sind spezielle lineare Operatoren, die im Verlauf der Ar-
beit an verschiedenen Stellen auftreten. Als wichtiges regelungstechnisch relevantes Beispiel sind
verschiedentlich die Ausgangsoperatoren von Zustandsraumdarstellungen linearer Systeme durch
lineare Funktionale realisierbar.
Definition 36 (Lineares Funktional) Es sei X ein Vektorraum über dem Körper K. Ein linearer
Operator T : D(T ) ⊂ X → Y heißt lineares Funktional, falls Y = K. ✷
Ein Funktional hebt sich von gewöhnlichen linearen Operatoren durch seinen Bildbereich ab, dieser
entspricht gerade dem Köper, über dem der Vektorraum X definiert ist.
Sesquilinearform
Die Definition einer Sesquilinearform sowie ihrer Eigenschaften ist in zahlreichen Grundlagenwer-
ken zur Operatortheorie zu finden, stellvertretend seien [Wei] (S. 20) und [NS] (S. 277) genannt.
Im Rahmen dieser Arbeit gehen einige grundlegende Eigenschaften von Sesquilinearformen bei
der Überführung der schwachen Formulierung der Bewegungsgleichungen des trimorphen Biege-
wandlers aus dem Anhang A.2 in die Operatordarstellung ein.
Definition 37 (Sesquilinearform) Es sei X ein Vektorraum, x,x1,x2 ∈ X , y,y1,y2 ∈ Y sowie
α,β ∈ K. Eine Abbildung t : X × Y → K, (x,y) 7→ t (x,y) mit
S1) t (αx1 + βx2,y) = αt (x1,y) + βt (x2,y) ,∀y ∈ Y (Linearität bezüglich X)
S2) t (x,αy1 + βy2) = α t (x,y1) + β t (x,y2) ,∀x ∈ X (Semilinearität bezüglich Y )
wird als Sesquilinearform bezeichnet. ✷
Im Fall komplexer Vektorräume K = C und Y = X ist eine Sesquilinearform über die sogenannte
Polarisierungsidentität ([Wei] (S. 20)) vollständig durch ihre zugehörige quadratische Form
q : X → C mit q (x) = t (x,x) und x ∈ X (B.12)
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bestimmt.
Weiterführende Charakterisierungen von Sesquilinearformen sind anhand der folgenden Eigen-
schaften möglich. Unter den Voraussetzungen aus Definition 37 und Y = X heißt eine Sesqui-
linearform t : X ×X → C:
S3) hermitesch, falls t (x1,x2) = t (x2,x1),∀x1,x2 ∈ X gilt;
S4) positiv definit, falls t (x1,x1) = q (x1) ≥ 0 und q (x1) = 0⇔ x1 = 0,∀x1,x2 ∈ X gilt.
Eigenschaft S3) kann nur dann erfüllt sein, wenn das Bild der Sesquilinearform für alle Urbilder
stets reell ist. Äquivalent dazu ist, dass t (x,x) = q (x) für alle x ∈ X reell ist (Satz 1.17 [Wei] (S.
21f)). Im Fall reeller Vektorräume, entspricht diese Forderung der Symmetrie einer Bilinearform.
S4) besagt, dass das Bild der zugehörigen quadratischen Form einer Sesquilinearform stets positiv
sein muss und dann und nur dann Null, wenn das Urbild Null ist. In diesem Zusammenhang sei auch
auf die Charakterisierung selbstadjungierter Operatoren anhand ihres numerischen Bildbereichs
entsprechend Definition 72 auf Seite 278 verwiesen.
Invertierung linearer Operatoren
Damit ein Operator T : D(T ) ⊂ X → R(T ) ⊂ Y bezüglich seines Bildbereichs R(T ) inver-
tierbar ist, muss er injektiv sein. Jedes Element aus seinem Definitionsbereich muss einem anderen
Element in seinem Bildbereich zugeordnet sein ([Kre78] (S. 614))
x1 6= x2 ⇒ Tx1 6= Tx2.
Es existiert dann eine eineindeutige Beziehung zwischen dem Definitionsbereich des Operators
und seinem Bildbereich. Da nur der Bildbereich betrachtet wird, ist der Operator zudem surjektiv
und damit bezüglich der betrachteten Mengen D(T ),R(T ) auch bijektiv. Eine sehr anschauliche
weiterführende Betrachtung findet sich in [Kre78] (S. 613f).
Definition 38 (Inverser Operator) Es seien X,Y lineare Vektorräume und T : D(T ) ⊂
X → R(T ) ⊂ Y ein linearer Operator. T wird als invertierbar bezeichnet, falls es
einen Operator T−1 : R(T )→ D(T ) gibt, sodass T−1Tx = x, ∀ x ∈ D(T ) beziehungsweise
TT−1y = y, ∀ y ∈ R(T ) gilt. Der Operator T−1 heißt zu T inverser Operator. ✷
Die aufgeführte Definition kann beispielsweise ebenfalls in [Kre78] (S. 87) oder [CZ95] (S. 582)
nachgeschlagen werden. Falls der inverse Operator T−1 existiert, ist dieser ebenfalls ein linearer
Operator.
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Kriterium für die Invertierbarkeit linearer Operatoren
Ein Kriterium für die Existenz eines inversen Operators T−1 zu dem Operator T basiert auf einer
Betrachtung des Nullraums N(T ) von T ([Kre78] (S. 87)).
Satz 17 (Zusammenhang Kern und Invertierbarkeit) Ein linearer Operator T : D(T ) ⊂ X →
R(T ) ⊂ Y ist dann und nur dann invertierbar, wenn N(T ) = 0 und somit
Tx = 0 ⇒ x = 0
gilt. ✷
Aus dem kurzen Beweis ([Kre78]) zum ersten Teil von Satz 17 geht hervor, dass N(T ) = 0 gleich-
bedeutend mit der Injektivität des Operators auf den betrachteten Untermengen D(T ),R(T ) ist.
Gleichheit, Einschränkung und Erweiterung linearer Operatoren
Per Definition muss ein Operator T : D(T ) ⊂ X → Y nicht für jedes Element des Vektorraums X
definiert sein. Um zwei Operatoren S : D(S) ⊂ X → X und T : D(T ) ⊂ X → X miteinander
identifizieren zu können, reicht es demnach nicht aus, dass sich durch ihre Anwendung auf jedes,
beiden Definitionsbereichen gemeinsame Element x ∈ D(S)∩D(T ), das gleiche Bild ergibt Sx =
Tx. Zusätzlich müssen auch die beiden Definitionsbereich beider Operatoren übereinstimmen.
Definition 39 (Gleichheit zweier Operatoren) Es seiX ein Vektorraum und S : D(S) ⊂ X → X
und T : D(T ) ⊂ X → X lineare Operatoren. S und T sind gleich S = T , falls ihre Definitionsbe-
reiche identisch sind D(S) = D(T ) und zudem die Bilder jedes Elements der Definitionsbereiche
übereinstimmen Sx = Tx, ∀x ∈ D(S) = D(T ). ✷
Auf natürlich Weise ergibt sich analog zur Gleichheit zweier Operatoren die Definition der Ein-
schränkung und Erweiterung von Operatoren ([Kre78] (S. 99),[Kat95] (S. 142)).
Definition 40 (Einschränkung und Erweiterung) Es sei ein Vektorraum X und lineare Operato-
ren S : D(S) ⊂ X → X und T : D(T ) ⊂ X → X . Falls
Sx = Tx ∀x ∈ D(T ) sowie D(T ) ⊆ D(S)
gilt, heißt S Erweiterung zu T die abkürzend durch S ⊇ T notiert wird. Umgekehrt heißt T Ein-
schränkung zu S, geschrieben als T ⊆ S. ✷
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Auf Basis der Erweiterung linearer Operatoren wird der maximale Operator eingeführt. Der ma-
ximale Operator T˜ zeichnet sich durch einen Definitionsbereich aus, der wirklich alle Elemente x
aus X enthält, deren Abbildung am maximalen Operators ebenfalls in X liegt. Es lässt sich dem-
nach keine Erweiterung zum maximalen Operator finden, deren Bild ebenfalls in X liegt und deren
Definitionsbereich größer als der des maximalen Operators T˜ ist ([Kat95] (S. 144)).
Graph eines linearen Operators
Der Graph eines linearen Operators wird zur Definition der Abgeschlossenheit (Definition 53) un-
beschränkter Operatoren verwendet. Die folgende Definition entstammt [CZ95] (S. 597). Im rege-
lungstechnischen Kontext kommt dem Graph eines Operators besondere Bedeutung im Hinblick
auf die Graphen- beziehungsweise Gap-Metrik zu.
Definition 41 (Graph eines linearen Operators) Es seien normierte Räume X, Y . Zu ei-
nem linearen Operator T : D(T ) ⊂ X → Y heißt die Menge der geordneten Paare
Gr (T ) = {(x,Tx) | x ∈ D(T )} ⊂ X × Y, in dem Produktraum X × Y Graph Gr (T ) von T . ✷
Jedes Element des Graphen Gr (T ) setzt sich aus einem Element des Definitionsbereichs D(T ) ⊂
X von T sowie dem zugehörigen Element aus dem Bildbereich Tx zusammen. Der Graph ist
demnach ein Unterraum des Produktraums X × Y .
Für Elemente des Definitionsbereichs des Operators T : D(T ) ⊂ X → Y ist die Graphennorm
durch ‖x‖Gr = ‖x‖X + ‖Tx‖Y definiert.
B.4.1 Stetige lineare Operatoren und Sesquilinearformen
Stetige lineare Operatoren
Anschaulich impliziert die Stetigkeit eines linearen Operators, dass kleine Änderungen seines Ur-
bildes zu kleinen Änderungen seines Bildes führen. Die Definition stetiger Operatoren findet sich
in jedem mathematischen Grundlagenwerk angrenzender Themengebiete, die folgende Variante
orientiert sich an [Zei95] (S. 26).
Definition 42 (Stetige lineare Operatoren) Es seien normierte Räume X,Y und ein linearer Ope-
rator T : D(T ) ⊂ X → Y, x 7→ Tx. T wird genau dann als stetig bezeichnet, falls er eine der
gleichwertigen Bedingungen erfüllt:
SO1) (Stetigkeit) Zu jedem Punkt x0 ∈ D(T ) und jeder Schranke ǫ > 0 existiert eine Schranke
δ (ǫ,x0) > 0, sodass
‖x0 − x‖X < δ (ǫ,x0) ∀ x ∈ D(T ) ⇒ ‖Tx0 − Tx‖Y < ǫ;
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SO2) (Folgenstetigkeit) Das Bild jeder im Definitionsbereich konvergenten Folge {xn} ∈ D(T )
ist konvergent, es gilt
lim
n→∞
xn = x mit x ∈ D(T ) ⇒ lim
n→∞
Txn = Tx.
✷
Die gleichwertige Definition der Stetigkeit anhand der Folgenstetigkeit ermöglicht einen einfache-
ren „Vergleich“ mit der Definition abgeschlossener Operatoren (Definition 53). Für beschränkte
Operatoren folgt aus der Konvergenz der Folge im Urbildbereich die Konvergenz der Folge der
Bilder.
Für den Nachweis der Stetigkeit linearer Operatoren lässt sich der folgende Satz aus [Wei] (S. 69)
heranziehen.
Satz 18 (Zur Stetigkeit äquivalente Ausssagen) Es seien normierte Räume X,Y und ein linearer
Operator T : D(T ) ⊂ X → Y , dann sind folgende Aussagen gleichwertig:
SO1) T ist stetig;
SO2) T ist stetig im Ursprung;
SO3) T ist beschränkt, es existiert eine reelle positive Konstante c1, sodass
‖Tx‖Y ≤ c1 ‖x‖X ∀ x ∈ D(T ).
✷
Die Existenz einer positiven Konstanten c1 in SO3) impliziert, dass ein beschränkter Definitions-
bereich, wie beispielsweise eine Einheitskugel, zu einem ebenfalls beschränkten Bildbereich führt.
Die Anwendung eines stetigen Operators auf eine beschränkte Menge erhält die Eigenschaft der
Beschränktheit ([Kre78] (S. 91)). Daher werden stetige Operatoren auch als beschränkte Operato-
ren bezeichnet. Innerhalb dieser Arbeit werden beide Begriffe synonym gebraucht. Ferner ist ein
beschränkter linearer Operator dann und nur dann abgeschlossen, wenn sein Definitionsbereich
abgeschlossen ist ([Kat95] (S. 164)).
Operatornorm
Die Interpretation einer Norm eines Elements eines normierten Raums als dessen „Größe“ führt
auf eine anschauliche Deutung der Beschränktheit eines Operators. Die Konstante c1 steht für eine
obere Schranke der „Vergrößerung“ aller Elemente aus dem Definitionsbereich eines stetigen Ope-
rators in Folge seiner Anwendung. Zu beachten ist dabei, dass es sich um eine einzelne Schranke
für alle Elemente aus dem Definitionsbereich handelt, somit c1 nicht von der Wahl eines bestimm-
ten x ∈ D(T ) abhängt. Die anschauliche Deutung trägt allerdings der Tatsache, dass in Definition
42 unterschiedliche Normen auf den verwendeten Räumen genutzt werden können, nur bedingt
Rechnung. Die Frage nach der kleinsten oberen Schranke, die die Beziehung aus Satz 18 erfüllt,
führt auf die Definition der Operatornorm.
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Definition 43 (Norm eines stetigen Operators) Es seien normierte Räume X,Y und ein stetiger
linearer Operator T : D(T ) ⊂ X → Y . Dann ist die Norm von T äquivalent durch
‖T‖ = sup
x∈D(T ),x 6=0
‖Tx‖Y
‖x‖X
= sup
x∈D(T ),‖x‖X=1
‖Tx‖Y
definiert. ✷
Beschränkte lineare Operatoren sind eine wichtige Untermenge allgemeiner linearer Operatoren.
Aus diesem Grund seien einige wichtige Beispiele beschränkter Operatoren genannt. Die Identi-
tät IX : X → X, x 7→ IXx = x auf einem Vektorraum X , ist beschränkt mit der Norm ‖I‖ = 1.
Gleichsam ist die Nullabbildung 0 : X → Y, x 7→ 0x = 0 beschränkt mit ‖0‖ = 0. Der folgen-
de Satz trifft eine Aussage über die Beschränktheit linearer Operatoren auf endlich-dimensionalen
Räumen.
Satz 19 (Operatoren auf endlich-dimensionalen Räumen) Es sei X ein endlich-dimensionaler
Vektorraum und T : X → X ein linearer Operator. Dann ist T beschränkt. ✷
Der Beweis zu Satz 19 findet sich in [Kre78] (S. 96). Als Konsequenz aus Satz 19 lassen sich
alle Systemmatrizen endlich-dimensionaler LZI-Systeme in die Klasse der beschränkten linearen
Operatoren einordnen.
Stetige Fortsetzung
Die Aussage über die Existenz einer stetigen und damit beschränkten linearen Fortsetzung eines
stetigen linearen Operators von seinem Definitionsbereich D(T ) auf den Abschluss seines Defini-
tionsbereichs wird unter anderem für die stetige Fortsetzung stark stetiger Halbgruppen benötigt.
Darüber hinaus bildet die stetige Fortsetzung die Basis, um im Rahmen des Gelfandschen Drei-
ers in Anhang B.9.1 Funktionale aus dem „größeren Raum“ als Innenprodukt auf dem Pivotraum
darzustellen ([Wlo82] (S. 259)). Der folgende Satz findet sich in ähnlicher Formulierung beispiels-
weise in [Kat95] (S. 133), [Kre78] (S. 100) oder [Wer11] (S. 48). Die an dieser Stelle verwendete
Fassung findet sich samt eines Beweises in [Wei] (S. 82f).
Satz 20 Es sei X ein normierter und Y ein Banachraum sowie T : D(T ) ⊂ X → Y ein stetiger
Operator. Dann besitzt T eine eindeutige, stetige Fortsetzung
T̂ : D(T )→ Y,
mit der Norm ‖T‖ = ‖T̂‖. Handelt es sich bei X um einen (Prä-)Hilbertraum, so kann T auf ganz
X fortgesetzt werden, ohne die Norm zu vergrößern. ✷
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Synonym zum Begriff der stetigen Fortsetzung wird an dieser Stelle der Begriff der stetigen Er-
weiterung gebraucht. Für die in Satz 20 angenommenen Operatoren wird für alle x ∈ D(T ) die
eindeutige stetige Fortsetzung auf den Abschluss des Definitionsbereichs durch die Grenzwerte
T̂ x = y für y = lim
i→∞
Txi, y ∈ Y, {xi}i∈N ∈ D(T ) (B.13)
definiert. Die stetige Fortsetzung T̂ eines stetigen Operators T erzeugt für Elemente aus D(T ) das
gleiche Bild wie T , es gilt
T̂ x = Tx ∀ x ∈ D(T ). (B.14)
Im Gegensatz zu T gehören zum Definitionsbereich der stetigen Fortsetzung T̂ auch die jeweiligen
Grenzwerte der konvergierenden Folgen, deren Folgeglieder in D(T ) liegen und deren Grenzwerte
damit jeweils inD(T ) liegen. Das Bild eines derartigen Grenzwertes unter der stetigen Fortsetzung
entspricht gerade dem Grenzwert der Bilder der Folge unter dem ursprünglichen Operator
T̂ ( lim
i→∞
xi)︸ ︷︷ ︸
x∈D(T )
= lim
i→∞
Txi︸ ︷︷ ︸
y∈Y
. (B.15)
Stetige und dichte Einbettung
Insbesondere in Bezug auf die Konstruktion von Raumskalen in Abschnitt Definition B.9.1 folgt
die Definition des Begriffs der Einbettung. In der Literatur lässt sich eine Definition der Einbettung
beispielsweise in [Kre78] (S. 109),[Zei95] (S. 261), [Alt06] (S. 144) oder [Dob06] (S. 24) finden.
Definition 44 (Einbettung) Es seien Y und X normierte Räume. Falls eine injektive Abbildung
iX ∈ L (Y,X) existiert, heißt iX stetige Einbettung von Y nach X und Y ist stetig eingebettet in X .
Die stetige Einbettung wird geschrieben als Y →֒ X . Eine stetige Einbettung heißt ferner stetige
dichte Einbettung, falls Y dicht in X liegt, also falls Y = X . Eine (stetige) dichte Einbettung wird
als Y −֒→
d
X geschrieben. ✷
Im Fall einer stetigen Einbettung von Y nach X exisitiert ein c > 0, sodass
‖iXx‖X ≤ c1 ‖x‖Y , ∀ x ∈ Y. (B.16)
Stetige lineare Funktionale
Als Spezialfall linearer Funktionale (Definition 36) folgt die Definition stetiger linearer Funktiona-
le, die im Allgemeinen die Grundlage zur Definition des topologischen Dualraums eines Vektor-
raums darstellen und in Anhang B.5.4 zur Einführung des Dualraums eines Hilbertraums verwendet
werden.
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Definition 45 (Stetige lineare Funktionale) Es sei ein Vektorraum X über dem Körper K und
ein lineares Funktional ψ : D(ψ) ⊂ X → K. ψ wird genau dann als stetig bezeichnet, wenn es
beschränkt ist, also wenn eine reelle positive Konstante c1 existiert, sodass
|ψ(x)| ≤ c1 ‖x‖X (B.17)
für alle x ∈ X gilt. ✷
Stetige Sesquilinearformen
Die Definition einer stetigen Sesquilinearform baut unmittelbar auf der Definition der Sesquili-
nearform (Definition 37) auf, beinhaltet aber die zusätzliche Annahme eines normierten Raums X .
Sie wird daher mit der fortlaufenden Kennzeichnung der Eigenschaften von Sesquilinearformen
versehen.
Definition 46 S5) (Stetige Sesquilinearformen) Seien X,Y normierte Vektorräume, x ∈ X,y ∈
Y . Eine Sesquilinearform t : X × Y → K,(x,y) 7→ t (x,y) heißt beschränkt, falls eine positive
Konstante c1 existiert, sodass
|t (x,y)| ≤ c1 ‖x‖X ‖y‖Y , ∀ x ∈ X, ∀y ∈ Y.
✷
Definition 46 lehnt sich an die in [DL88] (S. 351) eingeführte Definition der Beschränktheit von
Sesquilinearformen an. Analog zu linearen Operatoren sind die Eigenschaften der Stetigkeit und
Beschränktheit einer Sesquilinearform gleichwertig. Der Raum der stetigen Sesquilinearformen
von X × Y nach K wird mit S (X × Y ) bezeichnet, für den Sonderfall Y = X lautet die Bezeich-
nung S (X). Entsprechend der Definition aus [Heu92] (S. 185) wird eine stetige Sesquilinearform
t ∈ S (X) als koerziv bezeichnet, falls eine positive Konstante c2 existiert, sodass
|t (x,x)| ≥ c2 ‖x‖X , ∀ x ∈ X. (B.18)
Demnach sind koerzive stetige Sesquilinearformen von oben und von unten beschränkt. Eine Defi-
nition der Koerzitivität auf Basis des Realteils des Bildes der Sesquilinearform Re (t (x,x)) findet
sich beispielsweise in Definition 4. aus [DL88] (S. 368).
B.4.2 Räume stetiger linearer Operatoren
Die Menge der stetigen linearen Operatoren, die zwischen zwei Vektorräumen definiert sind, genügt
selbst ebenfalls den Bedingungen eines Vektorraum gemäß Definition 14 von Seite 226 ([Wei]).
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Einleitend erfolgen die Definition des Raums der stetigen linearen Operatoren sowie der Banach-
algebra stetiger Endomorphismen. Anschließend werden verschiedene Topologiebegriffe auf dem
Raum der stetigen linearen Operatoren eingeführt. Darauf aufbauend finden sich abschließend Be-
grifflichkeiten zur Konvergenz von Operatorfolgen.
Der Raum L (X,Y )
Der Vektorraum der beschränkten Operatoren T : X → Y wird mit L (X,Y ) bezeichnet, für den
Sonderfall stetiger Endomorphismen T : X → X lautet die Bezeichnung L (X,X) = L (X).
Versehen mit der Operatornorm (Definition 43) wird der Raum der stetigen linearen Operatoren zu
einem normierten Raum. Die Vollständigkeit von L (X,Y ) hängt ausschließlich von Y ab, falls Y
ein Banachraum ist, gilt dies auch für L (X,Y ). Damit besteht die Möglichkeit, Aussagen über die
Konvergenz von Folgen stetiger Operatoren im Sinne der Operatornorm zu treffen. Aus [Wer11]
(S. 47) ist der folgende Satz über die Vollständigkeit der Räume linearer Operatoren bekannt.
Satz 21 (Vollständigkeit von L (X,Y )) Falls Y vollständig ist, ist der Vektorraum L (X,Y ), aus-
gestattet mit der Operatornorm gemäß Definition 43 ebenfalls vollständig und damit ein Banach-
raum. ✷
Ein Beweis zu Satz 21 findet sich in [Wer11] (S. 47). Der wichtige Spezialfall der Menge der
stetigen linearen Funktionale auf einem Hilbertraum wird in Anhang B.5.4 eingeführt.
Banachalgebra stetiger Endomorphismen
Ausgehend von einem normierten VektorraumX kann der Spezialfall einer Banachalgebra definiert
werden, dazu sind die folgenden Eigenschaften zu erfüllen:
BA1) X ist ein Banachraum;
BA2) X ist unter einer multiplikativen Verknüpfung eine assoziative Algebra;
BA3) Die auf X definierte Norm ist submultiplikativ.
Bezogen auf den Spezialfall der beschränkten Endomorphismen ist der VektorraumL (X) versehen
mit der Operatornorm und unter Annahme eines Banachraums X ebenfalls ein Banachraum. Neben
der additiven Verknüpfung zweier beschränkter Operatoren ist auf L (X) für S,T ∈ L (X) auch die
multiplikative Verknüpfung · : X×X → X, (S,T ) 7→ S ·T definiert. Abkürzend wird T ·S = TS
notiert. Da für R,S,T ∈ L (X) und α ∈ K
(T + S)R = TR + SR ∈ L (X) ,
T (S +R) = TS + TR ∈ L (X) ,
α (TS) = (αT )S = T (αS) ∈ L (X) ,
(B.19)
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gilt, genügt (L (X) ,·) den Anforderungen an eine Algebra über dem Körper K. Zudem ist die
Multiplikation stetiger Endomorphismen R,S,T ∈ L (X) assoziativ
(RS)T = R (ST ) ,
demnach ist (L (X) ,·) eine assoziative Algebra. Zusammen mit der Submultiplikativität der Ope-
ratornorm
‖ST‖ ≤ ‖S‖‖T‖ (B.20)
erfüllt der Raum der stetigen Endomorphismen auf einem Banachraum die Bedingungen für ei-
ne Banachalgebra mit Einselement. Diese Klassifizierung bezüglich der algebraischen Struktur
erlaubt weitreichende Aussagen für jedes einzelne Element der genannten Banachalgebra. Un-
ter der zusätzlichen Annahme einer komplexen Banachalgebra K = C lassen sich von endlich-
dimensionalen Matrizen bekannte Aussagen bezüglich des Spektrums direkt auf beschränkte Ope-
ratoren übertragen, insbesondere ist deren Spektrum nichtleer und kompakt ([Heu92] (S. 474)).
Detaillierte Betrachtungen finden sich in [Heu92].
Topologien auf L (X,Y ) und Konvergenz von Operatorfolgen
Dieser Abschnitt enthält verschiedene Begriffe bezüglich möglicher Topologien des Raums der
beschränkten linearen Operatoren. Da unterschiedliche Topologien im Allgemeinen nicht auf äqui-
valente Konvergenzbegriffe führen, wird auf Basis verschiedener Topologien die Konvergenz von
Operatorfolgen im Sinne der entsprechenden Topologie definiert. Ein kurzer Überblick zur histo-
rischen Entwicklung des mathematischen Teilgebiets der Topologie sowie die Einordnung in den
mathematischen Gesamtkontext findet sich in [Jä05]. Die Definitionen verschiedener Topologiebe-
griffe bezüglich des Raums der beschränkten linearen Abbildungen L (X,Y ) sind in ausführlicher
Form beispielsweise in [DS58] (S. 475) oder [Kat95] (S. 150) zu finden.
Definition 47 (Gleichmäßige Operatortopologie (Normtopologie)) Auf dem Raum der be-
schränkten Operatoren L (X,Y ) wird die, durch die Norm
‖T‖L(X,Y ) = sup
x∈X,‖x‖X≤1
‖Tx‖Y = sup
x 6=0
‖Tx‖Y
‖x‖X
definierte, Topologie als gleichmäßige Operatortopologie bezeichnet. ✷
Da die gleichmäßige Operatortopologie auf Basis der Operatornorm (Definition 43) definiert wird,
ist auch die Bezeichnung Normtopologie üblich. Die Definition der beiden folgenden Operatorto-
pologien entspricht der Definition in [DS58] (S. 476).
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Definition 48 (Starke und schwache Operatortopologie) Es sei X1 endliche Untermenge von X
und Y1′ endliche Untermenge von Y ′. Dann wird die starke Operatortopologie in L (X,Y ) durch
die Umgebungen
U (T ;X1,ǫ) = {S |S ∈ L (X,Y ) und ‖(T − S)x‖ < ǫ ∀x ∈ X1}
definiert. Die schwache Operatortopologie in L (X,Y ) ist definiert durch Umgebungen der Form
U (T ;X1,Y1
′,ǫ) = {S |S ∈ L (X,Y ) und ‖ψ (Tx)− ψ (Sx) ‖ < ǫ ∀x ∈ X1,∀ψ ∈ Y1′} .
✷
Die zur Definition der Umgebungen im Fall der starken bzw. schwachen Operatortopologie ein-
gesetzten Normen werden hinsichtlich der Elemente von Y bzw. hinsichtlich der Elemente eines
zugrunde liegenden Zahlenkörpers gebildet.
Die aufgeführten Topologiebegriffe sind nicht die einzig möglichen, aber die gebräuchlichsten To-
pologien ([DS58] (S. 475)) für den Raum L (X,Y ). Zudem liegen die ihnen zugehörigen Kon-
vergenzbegriffe der Klassifizierung von Operatorhalbgruppen in gleichmäßig stetige oder lediglich
stark stetige Operatorhalbgruppen zugrunde. Aus [Kre78] (S. 263f) stammen die folgenden Kon-
vergenzbegriffe für Operatorfolgen.
Definition 49 (Konvergenz von Operatorfolgen) Es seien X,Y metrische Räume und T ∈
L (X,Y ) ein beschränkter Operator. Dann wird eine Folge {Ti}i∈I+ von Operatoren mit Ti ∈
L (X,Y ) , ∀i ∈ I+ als
OK1) konvergent im Sinne der gleichmäßigen Operatortopologie bezeichnet, falls für i → ∞
‖T − Ti‖L(X,Y ) → 0 folgt und damit {Ti}i∈I+ im Sinne der Operatornorm (Definition 43)
gegen T konvergiert;
OK2) konvergent im Sinne der starken Operatortopologie bezeichnet, falls für i → ∞
‖(T − Ti)x‖Y → 0 ∀ x ∈ X folgt und damit die Folge der Bilder {Tix}i∈I+ für alle Ur-
bilder aus dem Definitionsbereich x ∈ X im Sinne der Norm des Bildbereichs gegen Tx
konvergiert;
OK3) konvergent im Sinne der schwachen Operatortopologie bezeichnet, falls für i → ∞
|ψ (Tx)− ψ (Tix)| → 0 ∀ x ∈ X∀ψ ∈ Y ′ folgt und damit die Abbildung der Folge der
Bilder eines beliebigen x ∈ X an jedem beliebigen ψ ∈ Y ′ auf dem Körper gegen ψ (Tx)
konvergiert. ✷
Die aus den verschiedenen Konvergenzbegriffen resultierenden Grenzwerte T werden [Kre78] (S.
264) folgend als gleichmäßiger, starker oder schwacher Operatorgrenzwert bezeichnet. Konvergenz
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im Sinne eines stärkeren topologischen Begriffs impliziert dabei die Konvergenz im Sinne der
jeweils schwächeren Topologien, laut [Kre78] (S. 264) gilt OK1) ⇒ OK2) ⇒ OK3).
B.4.3 Projektionen
Die Definition und Eigenschaften von Projektionen lassen sich verschiedenen Werken zur Funktio-
nalanalysis oder Operatortheorie entnehmen, stellvertretend seien an dieser Stelle [Kat95; Heu92;
Alt06] und [Wer11] genannt. Unter der Annahme eines Unterraums Y des Vektorraums X wird
ein Endomorphismus P : X → X als Projektion auf Y bezeichnet, falls P 2 = P ist und zudem
R(P ) = Y ([Alt06] (S. 295)). Die Idempotenz einer Projektion auf Y ist gleichbedeutend mit
P = I auf Y ([Alt06] (S. 295)). Demnach entspricht die Anwendung einer Projektion auf Y auf
Elemente von Y gerade der Anwendung der Identität auf Y , es gilt Py = y, ∀y ∈ Y . Im Allgemei-
nen sind lineare Projektionen nicht zwingend stetig, die verallgemeinerten Betrachtungen sind u.a.
in [Alt06] (S. 295) zu finden. Die Annahme einer Projektion P : X → X erlaubt die Zerlegung
von X in eine interne direkte Summe (Definition 17) aus dem Bild und aus dem Nullraum der
Projektion
X = R(P )⊕ N(P ). (B.21)
Die Projektion von x ∈ X auf das Bild R(P ) erfolgt entlang des Nullraums der Projektion P , es
gilt x = Px + Qx ⇔ Q = I − P . Für jede Projektion P : X → X ist auch I − P Projektion
mit R(I − P ) = N(P ) und N(I − P ) = R(P ) ([Alt06] (S. 295)). Darüber hinaus lässt sich der
letztgenannten Quelle ebenfalls entnehmen, dass auf jeden Unterraum Y eines VektorraumsX eine
Projektion existiert.
Innerhalb dieser Arbeit gilt es in erster Linie Projektionen auf endlich-dimensionale Unterräume
von Hilberträumen zu untersuchen. Unter Annahme eines Hilbertraums X existiert gemäß Satz
IV.6.2 aus [Wer11] (S. 164) zu jedem endlich-dimensionalen Unterraum Y von X eine stetige
lineare Projektion P ∈ L (X) auf Y mit ‖P‖ ≤ dimY .
Allgemeine Aussagen zu den Eigenschaften stetiger linearer Projektionen P ∈ L (X) auf nor-
mierten Räumen X lassen sich beispielsweise Lemma IV.6.1 aus [Wer11] (S. 163) entnehmen.
Insbesondere sind in solchen Fällen sowohlR(P ) als auch N(P ) abgeschlossen.
B.4.4 Kompakte Operatoren
In dieser Arbeit werden grundlegende Eigenschaften kompakter Operatoren in erster Linie für die
Betrachtung der kompakten Resolvente des Systemoperators und der Inversen des Steifigkeitsope-
rators des Beispielsystems benötigt. Darüber hinaus wird für die in Satz 65 auf Seite 334 definierte
Unterklasse der Pritchard-Salamon-Systeme ein kompakter Hankel-Operator vorausgesetzt. Einlei-
tend enthält dieser Abschnitt die Definition kompakter Operatoren sowie Kriterien, anhand derer
die Kompaktheit linearer Operatoren festzustellen ist. Daran anschließend sind einige grundlegende
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Eigenschaften kompakter Operatoren und ihres Spektrums genannt. Die abschließenden Ausfüh-
rungen zur relativen Kompaktheit dienen insbesondere der Charakterisierung von Störungen un-
beschränkter Operatoren. Im Verlaufe dieser Arbeit tritt der Begriff der relativen Kompaktheit bei
der Untersuchung des Spektrums des Systemoperators des Beispielsystems als Eigenschaft eines
Dämpfungsterms auf.
Definition kompakter Operatoren
Die Definition kompakter Operatoren lässt sich verschiedenen Werken zur Operatortheorie und
Funktionalanalysis entnehmen. Die Definition des kompakten Operators in der folgenden Form
entstammt [Kre78] (S. 405).
Definition 50 (Kompakter Operator) Es seien X,Y normierte Räume und T : X → Y ein
linearer Operator. Dann heißt T kompakt, falls das Bild T (M) jeder beschränkten Teilmenge M
von X unter T relativ kompakt und damit der Abschluss des Bildes T (M) kompakt ist. ✷
Kompakte lineare Operatoren sind eine Unterklasse der beschränkten linearen Operatoren, jeder
kompakte lineare Operator ist also beschränkt und damit auch stetig ([Kre78] (S. 406)).
Kriterien für die Kompaktheit linearer Operatoren
Das folgende Kriterium kann zum Nachweis der Kompaktheit eines linearen Operators angewandt
werden und ist in dieser Form an [Kre78] (S. 407) angelehnt.
Satz 22 (Kriterium für den Nachweis der Kompaktheit) Es seien X,Y normierte Räume und
T : X → Y ein linearer Operator. T ist genau dann kompakt, falls T jede beschränkte Folge
{xi}i∈I+ aus X auf eine relativ kompakte Folge {Txi}i∈I+ in Y abbildet. ✷
Entsprechend der Definition relativ kompakter Mengen (1.11.1 Compact Sets, Definition 1. aus
[Zei95] (S. 33)) besitzt jede relativ kompakte Folge eine konvergente Teilfolge. Damit stimmt Satz
22 mit Theorem 8.1-3 [Kre78] (S. 407) inhaltlich überein. Ein Beweis zu Satz 22 lässt sich somit
[Kre78] (S. 407) entnehmen.
Neben der Feststellung der Kompaktheit eines Operators anhand des folgenbasierten Kriteriums
aus Satz 22 lassen sich beispielsweise Satz 3.8 aus [Wei] oder Theorem 8.1-4 aus [Kre78] (S. 407)
zum Nachweis der Kompaktheit eines Operators heranziehen. Aus den genannten Quellen geht ins-
besondere die Kompaktheit beschränkter Operatoren T mitR(T ) <∞ hervor. Als Sonderfall dazu
sind Projektionen eines Hilbertraums auf einen endlich-dimensionalen Unterraum des betrachteten
Hilbertraums kompakt ([Kre78] (S. 411)). Letztere Aussage lässt sich zur Betrachtung von Ei-
genprojektionen zu den mit endlicher Vielfachheit auftretenden Eigenwerten des Beispielsystems
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heranziehen. Weitere Beispiele zur Überprüfung der Kompaktheit von Operatoren finden sich in
[Kat95] (S. 157).
Falls ein Operator bereits in Reihendarstellung vorliegt, eignet sich besonders der folgende Satz
([Kre78] (S. 408)) zur Überprüfung der Kompaktheit des betrachteten Operators.
Satz 23 (Konvergente Folgen kompakter Operatoren) Es sei ein normierter RaumX , ein Banach-
raum Y sowie eine Folge kompakter Operatoren {Ti}i∈I+ mit Ti : X → Y,∀i ∈ I+. Falls {Ti}i∈I+
im Sinne der gleichmäßigen Operatortopologie gegen einen Operator T konvergiert und somit
‖T − Ti‖L(X,Y ) → 0,
gilt, ist der Grenzwert T der Folge {Ti}i∈I+ ein kompakter Operator. ✷
Einige Eigenschaften kompakter Operatoren
Im Folgenden sind einige hilfreiche Bemerkungen zu kompakten Operatoren aufgelistet.
K1) Die Menge der kompakten linearen Operatoren von einem normierten Raum X in einen
normierten Raum Y bilden selber einen Vektorraum ([Kre78] (S. 407)), der mit LK(X,Y )
bezeichnet wird. Die Elemente des Vektorraums LK(X,Y ) ⊂ L (X,Y ) erfüllen die Zusam-
menhänge nach Definition 14. Für Y = X wird der Raum kompakter Endomorphismen
abkürzend mit LK(X,X) = LK(X) bezeichnet;
K2) Die Identität I : X → X ist für dimX = ∞ beschränkt, aber nicht kompakt ([Kre78] (S.
406));
K3) Der Nulloperator jedes normierten Raums ist kompakt;
K4) Es seien Xi,i ∈ {1,2,3,4} Banachräume. Ferner seien T1 ∈ L (X1,X2) und T3 ∈ L (X3,X4)
beschränkte Operatoren sowie T2 ∈ LK(X2,X3) ein kompakter Operator. Dann gilt T3T2 ∈
LK(X2,X4) und T2T1 ∈ LK(X1,X3) ([Kat95] (S. 158)).
Unter Annahme eines Banachraums X ergibt sich aus K4) unter Annahme von T1 ∈ LK(X) und
T0 ∈ L (X) die Kompaktheit der Verknüpfungen T0T1 ∈ LK(X) und T1T0 ∈ LK(X) ([Kat95] (S.
158)).
Im Hinblick auf die gegebenenfalls kompakte Resolvente eines Systemoperators ist zudem der
folgende Satz über die Separierbarkeit des Bildbereichs eines kompakten linearen Operators aus
[Kre78] (S. 415) relevant.
Theorem 1 (Separierbarkeit des Bildbereichs eines kompakten Operators) Es seien X,Y nor-
mierte Räume und T : X → Y ein kompakter linearer Operator. Dann ist der Bildbereich R(T )
von T separierbar. ✷
Der Beweis dazu basiert auf dem relativ kompakten Bild beschränkter Kugeln unter dem kom-
pakten Operator T und dem Satz von der totalen Beschränktheit, demzufolge die relativ kompakte
Menge eines metrischen Raums total beschränkt und damit auch separierbar ist ([Kre78] (S. 412)).
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Einige Eigenschaften des Spektrums kompakter Operatoren
Über die Eigenschaften des Spektrums kompakter Operatoren lassen sich zahlreiche interessante
Aussagen treffen, ein Überblick dazu findet sich beispielsweise in [Kre78] (S. 419) oder [Kat95]
(S. 260). Die Einführung der folgenden Sätze zielt insbesondere auf die Charakterisierung des
Spektrums des inversen Steifigkeitsoperators des Beispielsystems ab. Einleitend dient ein Satz aus
[Kre78] (S. 449) dazu, die Bedeutung des daran anschließenden Satzes zu unterstreichen.
Satz 24 Es sei X ein normierter Raum und T : D (T ) ⊂ X → X ein kompakter Operator. Falls
von Null verschiedene Spektralwerte von T existieren, so ist jeder von ihnen ein Eigenwert von T .✷
Der folgende Satz trifft eine Aussage bezüglich der Häufungspunkte der Eigenwerte kompakter
Operatoren (8.3-1 Theorem (Eigenvalues), [Kre78] (S. 420)).
Satz 25 (Eigenwerte kompakter Operatoren) Es sei X ein normierter Raum und T : D (T ) ⊂
X → X ein kompakter Operator. Dann ist die Menge der Eigenwerte von T abzählbar (gegeben-
falls endlich oder leer) und der einzig mögliche Häufungspunkt ist Null. ✷
Relative Kompaktheit
Die Begriffe der relativen Beschränktheit und relativen Kompaktheit dienen bei der Untersuchung
von Störungen unbeschränkter Operatoren zur Charakterisierung „kleiner“ Störungen. Die folgen-
den Ausführungen stammen aus [Kat95] (S. 189ff) sowie [LS94].
Definition 51 (Relative Kompaktheit) Es seien zwei Operatoren T und R für deren Definitions-
bereiche D (T ) ⊂ D(R) ⊂ X gilt. Falls zu jeder Folge {ui}i∈I+ bei der sowohl {ui}i∈I+ als auch
{Tui}i∈I+ beschränkt sind, {Rui}i∈I+ eine konvergente Teilfolge enthält, heißt R relativ kompakt
bezüglich T oder T -kompakt. ✷
Ein T -kompakter Operator R ist auch T -beschränkt [Kat95] (S. 194). Unter den Annahmen gemäß
Definition 51 und der zusätzlichen Bedingung, dass der inverse Operator T−1 kompakt ist, sind
nach [LS94] (S. 51) zudem die folgenden Aussagen gleichwertig:
• RKO 1) Der Operator R ist T -kompakt.
• RKO 2) Der Operator RT−1 ist kompakt.
• RKO 3) Für ein beliebiges ε > 0 gilt
‖Rx‖ ≤ ε‖Tx‖+ c1‖x‖ ∀ x ∈ D (T )
mit einer lediglich von ε abhängigen Konstanten c1.
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Aussage RKO 3) ist die Bedingung für die T -Beschränktheit von R ([Kat95] (S. 190)), die im Falle
einer kompakten Inversen T−1 äquivalent zur T -Kompaktheit von R wird.
Für den Fall eines beschränkten Operators R existiert eine positive Konstante c, sodass
‖Rx‖ ≤ c1‖x‖ ∀ x ∈ D(R) (B.22)
gilt. Die Gültigkeit der voranstehenden Ungleichung impliziert für beschränkte R mit D (T ) ⊂
D(R) sowie beliebige ε > 0 die Gültigkeit der Ungleichung in RKO 3), damit sind derartige R
auch T -beschränkt. Falls zudem T−1 kompakt ist, folgt aus der Beschränktheit von R aufgrund der
Äquivalenz von RKO 1) und RKO 3) auch die T -Kompaktheit von R.
B.4.5 Schatten-Klassen kompakter Operatoren
Im Hinblick auf den Hankel-Operator von Systemen der Pritchard-Salamon-Klasse werden die
Schatten-Klassen kompakter Operatoren gemäß [Wei] (S. 148) eingeführt.
Definition 52 (Schatten-Klassen kompakter Operatoren) Es seien X,Y Hilberträume, ein kom-
pakter Operator T : D (T ) ⊂ X → X ist dann und nur dann Element von LS,p (X,Y ) , p > 0, wenn
seine Singulärwerte p-fach summierbar sind∑
i∈I+
(σi (T ))
p <∞. (B.23)
Ferner gilt dann ‖T‖p =
(∑
i∈I+
(σi (T ))
p
) 1
p
. ✷
‖ · ‖p ,p > 0 wird als Schatten-Norm bezeichnet, die für p ≥ 1 die Dreiecksungleichung erfüllt
([Wei] (S. 148)). Weitere Eigenschaften von Operatoren der Schatten-Klassen finden sich beispiels-
weise in [Wei]. Zusammen mit verschiedenen Verweisen auf weiterführende Abhandlungen zu
Schatten-Klassen kompakter Operatoren findet sich in [Kab11] die Deutung der Schatten-Klassen
kompakter Operatoren als Operator-Entsprechung der lp-Folgenräume (Abschnitt B.10.1).
Von besonderem Interesse für die Betrachtung linearer Systeme sind die Schatten-Klassen kom-
pakter Operatoren für die Fälle p = 1 und p = 2. Unter der Annahme von Hilberträumen X,Y wird
ein kompakter Operator T für den T = LS,2 (X,Y ) und damit∑
i∈I+
(σi (T ))
2 <∞ (B.24)
gilt, als Hilbert-Schmidt bezeichnet ([CMS05]). Falls T = LS,1 (X,Y ) und damit∑
i∈I+
σi (T ) <∞ (B.25)
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gilt, heißt T nuklear ([CMS05]) oder Spurklasse-Operator. Im Hinblick auf die Steuer- und Beob-
achtbarkeitsoperatoren sowie den Hankel-Operator von Pritchard-Salamon-Systemen sind die fol-
genden in [CMS05] aufgeführten Beziehungen zwischen den VektorräumenLS,p (X,Y ) , p ∈ {1,2}
sowie den kompakten und den beschränkten Operatoren von Bedeutung. Laut [CMS05] (S. 3) gilt
LS,1 (X,Y ) ⊂ LS,2 (X,Y ) ⊂ LK(X,Y ) ⊂ L (X,Y ) . (B.26)
Unter der Annahme eines weiteren Hilbertraums Z gilt für Verknüpfungen ferner
LS,p (Y,Z)L (X,Y ) ⊂ LS,p (Y,Z) und L (Y,Z)LS,p (X,Y ) ⊂ LS,p (Y,Z) (B.27)
für p ∈ {1,2} und
LS,2 (Y,Z)LS,2 (X,Y ) ⊂ LS,1 (X,Z) . (B.28)
Die Verknüpfung eines jeweils über Hilberträumen definierten Hilbert-Schmidt-Operators und ei-
nes beliebigen beschränkten Operators ergibt unabhängig von der Reihenfolge der Verknüpfung
wiederum stets einen Hilbert-Schmidt-Operator. Letztere Aussage ist auch für nukleare anstelle
von Hilbert-Schmidt-Operatoren gültig. Darüber hinaus entspricht die Verknüpfung zweier Hilbert-
Schmidt-Operatoren einem nuklearen Operator.
B.4.6 Abgeschlossene lineare Operatoren
Im Hinblick auf den Systemoperator und damit die Behandlung von Differentialoperatoren werden
an dieser Stelle, als Sonderfall unbeschränkter Operatoren, abgeschlossene Operatoren eingeführt.
Abgeschlossene Operatoren sind mathematisch angenehme Sonderfälle unbeschränkter Operato-
ren, die sich nahezu wie beschränkte Operatoren verhalten, solange sie auf Folgen angewendet
werden deren Bild a priori konvergiert ([Heu92] (S. 101)).
Abgeschlossener Operator
Die hier verwendete Definition abgeschlossener Operatoren entstammt [CZ95] (S. 595). Alternative
Formulierungen finden sich u.a. in [Wei] (S. 159) oder [Wer11] (S. 156). In jedem Fall ist die Rolle
des Definitionsbereichs D(T ) für die Abgeschlossenheit von T zu erkennen.
Definition 53 (Abgeschlossene Operatoren) Es seien X,Y normierte Räume, ein linearer Opera-
tor T : D(T ) ⊂ X → Y heißt abgeschlossen, falls eines der folgenden gleichwertigen Kriterien
erfüllt ist:
CO1) Der Graph Gr (T ) ist ein abgeschlossener linearer Unterraum von X × Y ;
CO2) Für konvergente Folgen mit D(T ) ∋ xi → x ∈ X und Txi → y ∈ Y für i → ∞ folgt,
dass x ∈ D(T ) sowie y = Tx. ✷
256 B Grundlegende Definitionen
Eine Herleitung von CO2) aus CO1) ist durch die Berücksichtigung der Definition des Graphen
Definition 41 möglich. Insbesondere die Definition abgeschlossener Operatoren über konvergente
Folgen ermöglicht einen unmittelbaren Vergleich zur Definition beschränkter Operatoren auf Basis
der Folgenstetigkeit entsprechend Definition 42 von Seite 242.
Falls die Folge der Urbilder {xi}i∈I+ im Definitionsbereich des Operators D(T ) verläuft und gegen
ein Element aus X konvergiert und zudem die Folge der Bilder {Txi}i∈I+ gegen ein Element des
Bildbereichs y ∈ Y konvergiert, muss im Falle eines abgeschlossenen Operators der Grenzwert x
der Folge der Urbilder {xi}i∈I+ ebenfalls im Definitionsbereich des Operators liegen x ∈ D(T ).
Darüber hinaus muss das Bild des Grenzwertes x ∈ D(T ) am abgeschlossenen Operator gerade
dem Grenzwert der Folge der Bilder {Txi}i∈I+ entsprechen. Damit lässt sich unter den genannten
Bedingungen die Konvergenz gegen einen „unerwarteten“ Grenzwert ausschließen ([Heu92] (S.
101)). Ein hilfreicher Vergleich hinsichtlich der Grenzwerte von Folgen im Fall beschränkter be-
ziehungsweise abgeschlossener Operatoren wird in [HN01] (S. 248) angestellt. Eine anschauliche
Deutung abgeschlossener Operatoren mit speziellem Bezug zum Differentiationsoperator findet
sich in [Heu92] (S. 101).
Ausgesuchte Eigenschaften abgeschlossener Operatoren
Abgeschlossene Operatoren verfügen über einige im Kontext dieser Arbeit hilfreiche Eigenschaf-
ten, die im Folgenden aufgeführt werden. Für die an dieser Stelle nicht aufgeführten zugehörigen
mathematischen Beweise sei auf die jeweils aufgeführte Literatur verwiesen.
AO1) Es sei ein abgeschlossener Operator T1 und ein beschränkter Operator T2 mit D(T1) ⊂
D(T2). Dann ergibt die Summer der beiden Operatoren T1 + T2 einen abgeschlossenen Ope-
rator;
AO2) Ein abgeschlossener Operator dessen Definitionsbereich dem gesamten Vorbereich des
Operators entspricht, ist zusätzlich auch beschränkt ([Kat95] (S. 166)).
T : D(T )→ X ist abgeschlossen mit D(T ) = X ⇒ T ist beschränkt;
AO3) Der zu T inverse Operator T−1 ist genau dann abgeschlossen, wenn T abgeschlossen ist.
AO1) findet sich in [Kat95] (S. 164) und ist beispielsweise für die Summe aus der Identität, definiert
auf einem nicht abgeschlossenen Unterraum, und einem abgeschlossenen Operator interessant. Da
die Identität in diesem Fall zwar beschränkt, aber nicht abgeschlossen ist ([CZ95] (S. 595)).
Theoreme bezüglich der Abgeschlossenheit linearer Operatoren
Der folgende Satz leitet sich aus den Ausführungen in [TW09] (S. 32) ab.
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Satz 26 (Abgeschlossenheit anhand der Resolventenmenge) Es seien X,Y Hilberträume T :
D(T ) ⊂ X → Y ein linearer Operator. Falls T eine nichtleere Resolventenmenge ρ(T ) besitzt, ist
T abgeschlossen. ✷
Um das voranstehende Theorem zum Nachweis der Abgeschlossenheit eines Operators T anzu-
wenden, reicht der Nachweis aus, dass ein einzelner Punkt der komplexen Ebene Element der
Resolventenmenge von T ist. Im Zusammenhang damit kann das folgende Theorem aus [CZ95]
(S. 596) gesehen werden, dass den Nachweis der Abgeschlossenheit eines Operators T anhand der
Existenz und Beschränktheit des zugehörigen inversen Operators T−1 ermöglicht.
Satz 27 (Abgeschlossenheit eines Operators) Es seien X,Y Banachräume und T : D(T ) ⊂ X →
Y ein linearer Operator. Falls zu T ein inverser Operator T−1 existiert und dieser zudem beschränkt
ist T−1 ∈ L (Y,X), dann ist T abgeschlossen. ✷
Falls gezeigt werden kann, dass zu einem linearen Operator T : D(T ) ⊂ X → Y eine beschränkte
Inverse T−1 ∈ L (Y,X) existiert, so folgt daraus, dass 0 ∈ ρ(T ). Folglich ist die Resolventenmenge
ρ(T ) nicht leer und T ist auch auf Basis von Satz 26 abgeschlossen.
Zu beachten sind die Voraussetzungen für die Invertierbarkeit eines Operators T gemäß Definition
17, also insbesondere die Injektivität des betrachteten Operators. Falls die Injektivität von T be-
züglich der betrachteten Räume nicht gewährleistet ist, kann stellvertretend die Summe T + I mit
einer entsprechenden Identität betrachtet werden ([CZ95]). Dazu sind die Eigenschaften der Iden-
tität sowie die Aussage über die Summe eines abgeschlossenen und eines beschränkten Operators
AO1) relevant.
Vom abgeschlossenen zum beschränkten Operator
Der folgende Satz ist [Wer11] (S. 158) entnommen und formuliert die Vollständigkeit des Defini-
tionsbereichs eines abgeschlossenen Operators unter Verwendung der Graphennorm. Allein durch
die geeignete Wahl der Norm seines Definitionsbereichs ergibt sich für einen abgeschlossenen Ope-
rator zusätzlich die Beschränktheit bezüglich dieser Norm. Diese Tatsache lässt sich erneut als Indiz
dafür werten, dass ein abgeschlossener Operator nicht „allzu unbeschränkt“ ist.
Satz 28 Es seien X, Y Banachräume und T : D(T ) ⊂ X → Y ein linearer abgeschlossener
Operator. D(T ) ist ein Untervektorraum von X .
a)D(T ) ist mit der Graphennorm ‖ · ‖D(T ) = ‖ · ‖X+‖T (· )‖Y ein Banachraum, also vollständig.
b) Der lineare Operator T ist mit
(
D(T ), ‖ · ‖D(T )
)
beschränkt. ✷
Da X, Y Banachräume sind, sind beide im Sinne ihrer jeweiligen Norm vollständig. Der Beweis
aus [Wer11] zum ersten Teil von Satz 28 geht von einer Cauchy-Folge {xi}i∈I+ ∈ D(T ) im mit der
Graphennorm ausgestatteten Definitionsbereich des abgeschlossenen Operators aus. Folglich gilt
‖xi‖D(T ) = ‖xi‖X + ‖Txi‖Y ∀i ∈ I
+.
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Daraus folgt direkt, dass sowohl ‖xi‖X als auch ‖Txi‖Y Cauchy-Folgen im Sinne der jeweiligen
Norm sind. Da zudem X,Y als Banachräume vollständig sind, besitzt jede Cauchy-Folge einen
Grenzwert innerhalb des jeweiligen Raums. Entsprechend existieren die Grenzwerte xi → x sowie
Txi → y für i→∞. Da T abgeschlossen ist, kann direkt geschlossen werden, dass x ∈ D(T ) und
Tx = y gilt.
Für die Differenz zwischen der angenommenen Cauchy-Folge und dem Grenzwert im Definitions-
bereich gilt
‖xi − x‖D(T ) = ‖xi − x‖X + ‖Txn − Tx‖Y
= ‖xi − x‖X + ‖Txi − y‖Y
= 0,
für i → ∞. Dementsprechend folgt die Vollständigkeit von
(
D(T ), ‖ · ‖D(T )
)
. Der Beweis zum
zweiten Teil des betrachteten Satzes basiert auf der Ungleichung
‖Tx‖Y ≤ ‖x‖X + ‖Tx‖Y
⇔ ‖Tx‖Y ≤ ‖x‖D(T ) .
Dieser Zusammenhang ist unter Berücksichtigung der Positivität einer Norm direkt ersichtlich. Die
Definition der Beschränktheit ist unmittelbar abzulesen.
B.4.7 Dissipative und maximal-dissipative Operatoren
Das Konzept der Dissipativität linearer Operatoren wird an dieser Stelle im Hinblick auf das Lumer-
Phillips-Theorem (Abschnitt 2.2.3) und damit zur Charakterisierung der Erzeuger von Kontrakti-
onshalbgruppen eingeführt.
Dissipative Operatoren
Die Definition der Dissipativität eines Operators entstammt [Phi59] (S. 193), entspricht in der fol-
genden Form aber Definition 1.2. aus [LP61] (S. 680). Eine entsprechende Definition findet sich
beispielsweise auch in [TW09] (S. 75).
Definition 54 (Dissipative Operatoren) Es sei X ein Hilbertraum und T : D (T ) ⊂ X → X ein
linearer Operator. T heißt dissipativ, falls
Re (〈Tx,x〉X) ≤ 0, ∀ x ∈ D (T ) . (B.29)
✷
B.4 Lineare Operatoren, Lineare Funktionale und Sesquilinearformen 259
Äquivalent zu Definition 54 lässt sich die Dissipativität eines Operators T : D (T ) ⊂ X → X über
die „Accretivität“ von−T definieren ([Kat95] (S. 279) oder [Haa06] (S. 316)). Weitere ausführliche
Betrachtungen zu dissipativen Operatoren werden in [Phi59] angestellt.
Der Nachweis der Dissipativität wird für allgemeine Operatoren durch folgenden Satz [TW09] (S.
75) auf ein einfaches, auf Basis der Resolvente eines Operators formuliertes, Kriterium reduziert.
Satz 29 (Dissipativität) Ein Operator T : D (T ) ⊂ X → X ist dann und nur dann dissipativ, falls
‖ (sI − T ) x‖ ≥ s‖x‖, ∀ x ∈ D (T ) , s ∈ (0,∞) . (B.30)
Der Beweis des voranstehenden Satzes wird beispielsweise in [TW09] (S. 76) oder [Paz83] (S. 14)
geführt. In Abschnitt 2.2.3 wird aus Satz 29 eine hinreichende Bedingung hergeleitet unter der ein
diagonalisierbarer Operator zusätzlich dissipativ ist.
Maximal-dissipative Operatoren
Ein dissipativer Operator in einem Raum X ist zusätzlich auch maximal-dissipativ, wenn inX keine
dissipative Erweiterung dieses Operators existiert. Die Klasse der maximal-dissipativen Operatoren
ist eine Untermenge der dissipativen Operatoren und wird eingeführt da sie genau die Operatoren
definiert, die infinitesimaler Erzeuger einer Kontraktionshalbgruppe sind. Diese Verknüpfung wird
durch das Lumer-Phillips-Theorem in Satz 6 formuliert.
Die folgende Definition maximal-dissipativer Operatoren basiert auf Theorem 3.1.7. und Definition
3.1.8. aus [TW09].
Definition 55 (Maximal-dissipative oder m-dissipative Operatoren) Ein dissipativer Operator
T : D (T ) ⊂ X → X heißt maximal-dissipativ oder m-dissipativ, falls eine der folgenden äquiva-
lenten Aussagen zutrifft:
MDO1) R(sI − T ) = X für einige s ∈ C+0 = {s ∈ C |Re (s) > 0};
MDO2) R(sI − T ) = X für alle s ∈ C+0 ;
MDO3) T ist dicht definiert und falls T̂ eine dissipative Erweiterung von T ist, dann gilt T = T̂ .
✷
Der folgende aus [TW09] (S. 78) entnommene Satz bietet einen Ansatz zum Nachweis der m-
Dissipativität eines Operators.
Satz 30 (Äquivalente Eigenschaften m-dissipativer Operatoren) Für einen Operator
T : D (T ) ⊂ X → X sind die folgenden Aussagen äquivalent:
EMD1) T ist m-dissipativ;
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EMD2) Die positive reelle Achse ist Teil der Resolventenmenge (0,∞) ⊂ ρ(T ) und
‖R (s,T ) ‖ = ‖(sI − T )−1‖ ≤ 1
s
∀ s ∈ (0,∞);
EMD3) Die positive Halbebene der komplexen Ebene ist Teil der ResolventenmengeC+0 ⊂ ρ(T )
und ‖R (s,T ) ‖ = ‖(sI − T )−1‖ ≤ 1Re(s) ∀ s ∈ C
+
0 . ✷
Die Aussagen zur Resolventenmenge in EMD2) und EMD3) implizieren unter Berücksichtigung
von Satz 26 die Abgeschlossenheit von T . Für dicht definierte, dissipative Operatoren lässt sich
die m-Dissipativität anhand des Nachweises ihrer Abgeschlossenheit und der Dissipativität des
zugehörigen adjungierten Operators zeigen.
Satz 31 Es sei T : D (T ) ⊂ X → X ein dicht definierter, dissipativer Operator. Dann ist T genau
dann m-dissipativ, falls T abgeschlossen ist und T ∗ dissipativ ist. ✷
Satz 31 lässt sich insbesondere auf einfache Weise auf dissipative diagonalisierbare Spektralopera-
toren anwenden (Abschnitt 2.2.3).
B.5 Prähilberträume- und Hilberträume
B.5.1 Prähilberträume
Definition von Prähilberträumen
Die Definition von Prähilberträumen also Innenprodukträumen lässt sich in zahlreichen Büchern
zur Funktionalanalysis finden ([Heu92] (S. 146), [Wer11] (S. 204)). Eine sehr schöne Darstellung
der Prähilberträume findet sich in [Kre78] (S. 127), dabei werden die Prähilberträume historisch
vor allgemeinen normierten Räumen eingeordnet und strukturell als direkte Erweiterung der Eu-
klidischen Räume eingeführt. Zusätzlich werden die strukturellen Vorteile eines Prähilbertraums
gegenüber allgemeinen normierten Räumen aufgeführt. Innerhalb dieser Arbeit dient das Innen-
produkt als Grundlage zur Einführung und Nutzung des Prinzips der Orthogonalität. Die Definition
von Prähilberträumen erfordert zunächst die Definition des Innenprodukts auf einem Vektorraum.
Definition 56 (Innenprodukt) Es sei X ein Vektorraum über dem Körper K, dann heißt eine
Abbildung 〈(· ),(· )〉X : X ×X → K Innenprodukt, falls sie die in Anhang B.4 genannten Eigen-
schaften S1-S4 einer Sesquilinearform erfüllt und damit eine hermitesche positiv definite Sesquili-
nearform ist. ✷
Definition 57 (Prähilbertraum) Ein Vektorraum V auf dem ein Innenprodukt definiert ist, wird
als Prähilbertraum (Innenproduktraum) bezeichnet. ✷
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Auf jedem Prähilbertraum X wird durch das Innenprodukt mittels der Abbildung
x 7→ ‖x‖X = 〈x,x〉
1
2
X ∀ x ∈ X (B.31)
eine Norm induziert. Damit ist jeder Prähilbertraum auch ein metrischer Raum (Definition 23).
Orthogonalität, Orthonormalsysteme und orthogonales Komplement
Der Begriff der Orthogonalität basiert auf einem Innenprodukt, kann also sinnvoll nur für Elemente
eines Prähilbertraums definiert werden. Wobei die Orthogonalität zweier Elemente eines Prähilber-
traums vom spezifischen Innenprodukt abhängt.
Definition 58 (Orthogonalität) Es sei ein Prähilbertraum X . Die Elemente x1,x2 ∈ X werden als
orthogonal zueinander bezeichnet, falls 〈x1,x2〉X = 0. Die Orthogonalität zweier x1,x2 ∈ X wird
auch durch die Schreibweise x1 ⊥ x2 gekennzeichnet. ✷
In Anlehnung an Definition 58 werden Y1,Y2 ⊂ X als orthogonal bezeichnet, falls y1 ⊥ y2,∀y1 ∈
Y1,∀y2 ∈ Y2 gilt. Die Orthogonalität von Y1,Y2 ⊂ X wird durch Y1 ⊥ Y2 gekennzeichnet.
Als Grundlage für den Begriff des vollständigen Orthonormalsystems werden die Begriffe des Or-
thogonalsystems und des Orthonormalsystems eingeführt ([Alt06] (S. 287)).
Definition 59 (Orthogonalsystem/Orthonormalsystem) Eine Teilmenge Y eines Prähilbert-
raums X wird als Orthogonalsystem bezeichnet, falls seine Elemente im Sinne von Definition 58
paarweise orthogonal zueinander sind.
Ein Orthogonalsystem Y heißt zudem Orthonormalsystem, falls alle seine Elemente eine, durch
das Innenprodukt in dessen Sinne die Orthogonalität gilt, induzierte Norm von Eins besitzen
‖y‖X = 〈y,y〉X = 1, ∀ y ∈ Y. (B.32)
✷
Ein Orthogonalsystem kann mittels einer geeigneten Normierung in ein Orthonormalsystem über-
führt werden.
Die nachfolgende Definition des orthogonalen Komplements entstammt [Wer11] (S. 224).
Definition 60 ( Orthogonales Komplement) Es sei X ein Prähilbertraum und Y ⊂ X . Dann heißt
die Menge aller Elemente x ∈ X , die senkrecht auf Y stehen Y ⊥ = {x ∈ X| x⊥Y } orthogonales
Komplement Y ⊥ zu Y in X . ✷
262 B Grundlegende Definitionen
Verschiedene Eigenschaften von Y ⊥ finden sich beispielsweise in [Wer11] (S. 225). Unter Zuhilfe-
nahme des orthogonalen Komplements lässt sich in Hilberträumen eine Bedingung für die Dichtheit
einer Teilmenge formulieren.
Satz 32 Es sei H ein Hilbertraum und M eine nichtleere Teilmenge von H . V = span{M} ist
genau dann dicht in H , wenn M⊥ nur die Null enthält. ✷
Schwarzsche Ungleichung
Die Schwarzsche Ungleichung wird innerhalb dieser Arbeit für den Nachweis der Beschränktheit
von Sesquilinearformen benutzt, weitere Betrachtungen zu dieser Ungleichung finden sich u.a. in
[Wei], [Kre78] oder [Zei95].
Satz 33 (Schwarzsche Ungleichung) Es sei X ein Prähilbertraum, dessen Innenprodukt
〈x1,x2〉X ,∀ x1,x2 ∈ X die Norm ‖x1‖X = 〈x1,x1〉
1
2
X , ∀ x1 ∈ X , induziert. Dann gilt
|〈x1,x2〉X | ≤ ‖x1‖X ‖x2‖X ∀ x1,x2 ∈ X.
✷
Die Gleichheit in der Schwarzschen Ungleichung gilt dann und nur dann, wenn die betrachteten
Elemente linear abhängig sind. Als Spezialfall davon kann der Ansatz zum Nachweis der Koerziti-
vität derjenigen Sesquilinearform angesehen werden, die in Abschnitt A.3.2 den Steifigkeitsopera-
tor definiert.
B.5.2 Hilberträume
Definition von Hilberträumen
Ein wesentlicher Teil der in dieser Arbeit auftretenden Räume sind Hilberträume. Das auf derarti-
gen Räumen definierte Innenprodukt bietet die Grundlage zur Nutzung verschiedener Ansätze, die
auf dem Konzept der Orthogonalität beruhen.
Definition 61 (Hilbertraum) Ein Prähilbertraum (Innenproduktraum) der vollständig im Sinne
der durch sein Innenprodukt induzierten Norm und Metrik ist, heißt Hilbertraum. ✷
Die zusätzliche Forderung der Separabilität eines Hilbertraums garantiert die Existenz einer abzähl-
baren Orthonormalbasis für den betreffenden Raum. Innerhalb dieser Arbeit wird im Allgemeinen
die Separabilität der verwendeten Hilberträume vorausgesetzt.
Der folgende Satz entspricht Lemma 3.1 aus [Wlo82] (S. 70) und trifft eine Aussage über die
Separabilität von Unterräumen separabler Hilberträume.
Satz 34 (Unterräume separabler Hilberträume) Unterräume eines separablen Hilbertraums sind
ebenfalls separabel. ✷
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Direkte Summe im Falle eines Hilbertraums
Im Fall eines Hilbertraums kann die interne direkte Summe (Definition 17) ausgehend von einem
abgeschlossenen Unterraum des Hilbertraums und dessen orthogonalem Komplement formuliert
werden ([Kre78] (S. 146)). Anwendung findet eine Darstellung mittels der direkten Summe bei der
Zerlegung des Zustandsvektors in einen endlich-dimensionalen und einen unendlich-dimensionalen
Teil. Die Bezeichnung des folgenden Satzes als Projektionssatz entstammt der genannten Quelle
und lässt sich anhand der Ausführungen in Anhang B.6 nachvollziehen.
Satz 35 (Projektionssatz) Es sei X ein Hilbertraum und X1 ein abgeschlossener Unterraum von
X . Dann gilt X = X1 ⊕X⊥1 . ✷
Der Beweis für Satz 35 findet sich in [Kre78] (S. 146), aus den dortigen Ausführungen folgt zu-
dem für jeden abgeschlossenen Unterraum eines Hilbertraums auch die Vollständigkeit des Unter-
raums.
B.5.3 Basen unendlich-dimensionaler Hilberträume
Aus der Definition der Dimension eines Vektorraums geht hervor, dass ein unendlich-dimensionaler
Vektorraum nicht durch eine Hamelbasis erzeugt wird. Die eindeutige Darstellung jedes Elements
eines Hilbertraums mittels gewisser Basiselemente des betreffenden Raumes erfordert daher die
Einführung generalisierter Basisbegriffe.
Orthonormalbasis
Die Definition einer Orthonormalbasis eines Hilbertraums, die äquivalent auch als vollständiges
(maximales, totales) Orthonormalsystem bezeichnet wird, findet sich beispielsweise in [Kre78] (S.
168), [CZ95] (S. 579), [Wer11] (S. 236) und [Alt06] (S. 288).
Definition 62 (Orthonormalbasis/vollständiges Orthonormalsystem) Es sei X ein Hilbertraum
und Y = {ui}i∈I+ ein Orthonormalsystem von X . Dann wird Y als Orthonormalbasis von X
bezeichnet, falls eine der äquivalenten Bedingungen erfüllt ist:
ONS1) span(Y ) liegt dicht in X;
ONS2) Falls 〈x,y〉X = 0, ∀y ∈ Y ⇒ x = 0;
ONS3) Darstellung der Elemente x ∈ X mittels x = ∑
i∈I+
〈x,ui〉Xui, ∀ x ∈ X ;
ONS4) 〈x,y〉X =
∑
i∈I+
〈x,ui〉X〈y,ui〉X , ∀ x,y ∈ X ;
ONS5) (Parsevalsche Gleichung) ‖y‖X =
∞∑
i=1
|〈x,ui〉X |
2 , ∀ x ∈ X ;
✷
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Die voranstehende Definition orientiert sich an [Alt06] (S. 288). Weitere Ausführungen unter wel-
chen äquivalenten Bedingungen ein Orthonormalsystem auch eine Orthonormalbasis ist und Be-
weise hinsichtlich der Äquivalenz der in Definition 62 genannten Bedingungen finden sich in
[Alt06] (S. 288ff) und [Chr03] (S. 57).
Der folgende Satz verdeutlicht wie ausgehend von einer Orthonormalbasis eines Hilbertraums mit-
tels unitärer Operatoren alle Orthonormalbasen des Hilbertraums zu charakterisieren sind ([Chr03]
(S. 59)).
Satz 36 (Orthonormalbasen eines Hilbertraums) Es sei X ein Hilbertraum, {ui}i∈I+ eine Ortho-
normalbasis von X und T ∈ L (X) ein unitärer Operator. Dann sind die Orthonormalbasen von
X durch die Mengen {Tui}i∈I+ definiert. ✷
Der Beweis von Satz 36 findet sich in [Chr03] (S. 59). Die Definition unitärer Operatoren als ei-
ne Unterklasse beschränkter Operatoren lässt sich beispielsweise Definition V.5.3 aus [Wer11] (S.
239) entnehmen. In jedem Hilbertraum existiert ein vollständiges Orthonormalsystem ([Kre78] (S.
168)). Zudem besitzen alle Orthonormalbasen eines Hilbertraums die gleiche Mächtigkeit ([Kre78]
(S. 168), [AG93] (S. 19)). In dieser Arbeit wird im Allgemeinen die Separabilität der betrachteten
Hilberträume vorausgesetzt, daher sind alle in diesen Hilberträumen existierenden Orthonormal-
systeme abzählbar (3.6-4 Theorem, [Kre78] (S. 171)). Jede Orthonormalbasis aus höchstens ab-
zählbar unendlich vielen Elementen besitzt die gleiche Mächtigkeit wie die natürlichen Zahlen N
([Kre78] (S. 171)). Ferner gilt für separable unendlich-dimensionale Hilberträume Satz 57. Weitere
anschauliche Betrachtungen zu separablen und nicht separablen Hilberträumen finden sich in den
genannten Quellen oder beispielsweise in [Gro70] (S. 59ff).
Rieszbasis
Die Einführung der Rieszbasen von Hilberträumen dient der Verallgemeinerung des Konzepts der
Orthonormalbasen. Insbesondere bieten Rieszbasen eine Möglichkeit der Darstellung von Elemen-
ten eines Hilbertraums mittels nicht zwingend orthonormaler Systeme. Im Hinblick auf die Darstel-
lung unendlich-dimensionaler Systeme eröffnet sich damit die Möglichkeit, eine Diagonalisierung
eines Systems mittels der Eigenvektoren des Systemoperators durchzuführen, falls diese zumindest
eine Rieszbasis des zugrunde liegenden Zustandsraums bilden.
Im Hinblick auf die Betrachtung von Rieszbasen wird zunächst die Definition biorthogonaler Sys-
teme eingeführt ([Die54]).
Definition 63 (Biorthogonales System) Es sei X ein Hilbertraum und Y1 = {wi}i∈I+ ,
Y2 = {vi}i∈I+ Untermengen von X . Y1 und Y2 formen ein biorthogonales System (Y1,Y2)
⊥
, falls
〈wi,vj〉X = δij , i,j ∈ I
+ (B.33)
für alle Elemente der Untermengen gilt. ✷
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Die paarweise verschiedenen Elemente jeder der beiden in Definition 63 zunächst separat betrach-
teten Untermengen Y1 und Y2 von X erfüllen nicht zwingend die Bedingung der Orthogonalität
gemäß Definition 58. Dagegen steht jedes fest gewählte Element aus einer der Untermengen senk-
recht auf allen Elementen der anderen Untermenge, abgesehen von dem Element der jeweils ande-
ren Untermenge, dass den gleichen Zählindex besitzt.
Den Ausführungen aus [GK69] (S. 307) folgend, existiert zu jeder Basis eines Hilbertraums ein
eindeutig bestimmtes biorthogonales System, zudem gilt der folgende Satz.
Satz 37 Es sei X ein Hilbertraum und die Folge {vi}i∈I+ eine Basis vonX . Dann ist die zu {vi}i∈I+
biorthogonale Folge {wi}i∈I+ ebenfalls eine Basis von X . ✷
Ein Verweis zum Beweis von Satz 37 findet sich in [GK69] (S. 307).
Die folgende Definition einer Rieszbasis entstammt [Chr03] (S. 63), weitere Abhandlungen zu
diesem Thema sind u.a. in [GK69] (S. 308), [You80] und [AG93] zu finden.
Definition 64 (Rieszbasis) Es sei X ein Hilbertraum, {ui}i∈I+ eine Orthonormalbasis von X und
T ∈ L (X) eine bijektive Abbildung. Dann heißt {Tui}i∈I+ Rieszbasis von X . ✷
Für den in Definition 64 angenommenen bijektiven beschränkten Operator T ∈ L (X) folgt aus
seiner Bijektivität neben der Existenz auch die Beschränktheit des inversen Operators T−1. Dieser
Zusammenhang findet sich in [Wer11] (S. 155). Gemäß Definition 64 gehen Rieszbasen durch eine
beschränkte bijektive Abbildung aus einer Orthonormalbasis hervor, sie sind damit äquivalent zu
Orthonormalbasen im Sinne von [You80] (S. 30). Im Gegensatz zur Charakterisierung aller Ortho-
normalbasen eines Hilbertraums in Satz 36 wird bei der Charakterisierung von Rieszbasen anstelle
einer unitären Transformationsvorschrift lediglich eine beschränkte und bijektive Abbildung vor-
ausgesetzt ([Chr03] (S. 63)).
Der folgenden Satz beinhaltet gleichwertige Aussagen aus [GK69] (S. 310), [You80] (S. 32) und
[Chr03] (S. 66), anhand derer eine Untermenge eines Hilbertraums sich als Rieszbasis des betref-
fenden Hilbertraums identifizieren lässt.
Satz 38 Es sei X ein Hilbertraum, dann sind für eine Untermenge {vi}i∈I+ von X die folgenden
Aussagen gleichwertig:
RB1) {vi}i∈I+ ist eine Rieszbasis von X;
RB2) Zum Innenprodukt 〈x1,x2〉X ,∀ x1, x2 ∈ X existiert ein topologisch äquivalentes Innenpro-
dukt
c1〈x1,x1〉X ≤ 〈x1,x1〉1 ≤ c2〈x1,x1〉X , c1,c2 > 0, x1 ∈ X, (B.34)
hinsichtlich dessen {vi}i∈I+ zu einer Orthonormalbasis von X wird ([You80] (S. 32));
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RB3) {vi}i∈I+ ist vollständig in X , sodass span
(
{vi}i∈I+
)
= X und für beliebige positive ganz-
zahlige N existieren positive Konstanten c1,c2, sodass für beliebige Skalare α1,α2, . . . ,αN
c1
N∑
i=1
|αi|
2 ≤ ‖
N∑
i=1
αivi‖ ≤ c2
N∑
i=1
|αi|
2 (B.35)
gilt;
RB4) {vi}i∈I+ ist vollständig in X , zudem existiert eine zu {vi}i∈I+ biorthogonale, ebenfalls
vollständige, Folge {wi}i∈I+ , sodass
∞∑
i=1
|〈x,vi〉X |
2 <∞ bzw.
∞∑
i=1
|〈x,wi〉X |
2 <∞, ∀ x ∈ X. (B.36)
✷
Die Beweise der Äquivalenz der in Satz 38 aufgeführten Aussagen sowie weitere äquivalente Aus-
sagen finden sich in [GK69] (S. 310), [You80] (S. 33) und [Chr03] (S. 66).
Der Definition äquivalenter Basen aus [You80] (S. 30) lässt sich entnehmen, dass im Fall zweier
äquivalenter Basen {ui}i∈I+ und {Tui}i∈I+ von X , für die Reihen
X ∋ x = lim
N→∞
N∑
i=1
αiui ⇔ X ∋ Tx = lim
N→∞
TNx = lim
N→∞
N∑
i=1
αiTui (B.37)
gilt. Aufgrund von Theorem 7 aus [You80] (S. 30) ist die dortige Definition äquivalenter Basen
gleichwertig zu Definition 64.
Überführung einer Orthonormalbasis in eine Rieszbasis
Es folgen einige Überlegungen, die die Überführung einer Orthonormalbasis mittels eines be-
schränkten linearen Operators in eine Rieszbasis verdeutlichen. Es sei X ein Hilbertraum und
Y = {ui}i∈I+ eine Orthonormalbasis von X , sodass
〈ui,uj〉X = δij i,j ∈ I
+. (B.38)
Ferner sei T ∈ L (X) ein bijektiver Operator, dessen ebenfalls beschränkte Inverse (Korollar IV.3.4,
[Wer11] (S. 155)) mit T−1 bezeichnet wird. Der zur Inversen T−1 adjungierte Operator trägt die
Bezeichnung (T−1)∗. Durch das Einbringen der Identität I = T−1T in (B.38) ergibt sich
〈ui,uj〉 = 〈T
−1Tui,uj〉 = 〈Tui,
(
T−1
)∗
uj〉 = δij , ∀ i,j ∈ I
+. (B.39)
T erfüllt die Bedingungen für die Existenz einer beschränkten Inversen T−1 und damit besitzt auch
der zu T adjungierte Operator T ∗ eine beschränkte Inverse (T ∗)−1 (Lemma A.3.65 c., [CZ95] (S.
603)), ferner sind die Invertierung der adjungierten Abbildung (T ∗)−1 und die adjungierte Abbil-
dung der Inversen (T−1)∗ identisch (T ∗)−1 = (T−1)∗. Der zugehörige Beweis findet sich in [CZ95]
(S. 603) und den dort genannten Quellen. Die Substitutionen
Tui = vi und
(
T−1
)∗
ui = (T
∗)−1ui = wi (B.40)
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führen in (B.39) auf
〈vi,wj〉 = δij , ∀ i,j ∈ I
+. (B.41)
{vi}i∈I+ = {Tui}i∈I+ und {wi}i∈I+ =
{
(T ∗)−1ui
}
i∈I+
sind Untermengen von X die ein biortho-
gonales System gemäß Definition 63 bilden. Definition 62 ONS3) garantiert eine Darstellung aller
x ∈ X mittels der Elemente der angenommenen Orthonormalbasis {ui}i∈I+ , es gilt
x =
∑
i∈I+
〈x,ui〉Xui, ∀ x ∈ X. (B.42)
Durch das Einsetzen des Zusammenhangs x = Ix = T (T−1x) , ∀x ∈ X in (B.42) und unter
Berücksichtigung der Stetigkeit von T sowie der Eigenschaften linearer Abbildungen folgt
x =
∑
i∈I+
〈x,
(
T−1
)∗
ui〉XTui, ∀ x ∈ X. (B.43)
Berücksichtigung von (B.40) in (B.43) führt auf
x =
∑
i∈I+
〈x,wi〉vi ∀ x ∈ X. (B.44)
Die durch die Transformationsvorschrift (B.40) erhaltenen {vi}i∈I+ bilden gemäß Satz 64 eine Ba-
sis äquivalent zu einer Orthonormalbasis, also eine Rieszbasis. In (B.44) ist zu erkennen, dass in
einer Rieszbasis des Hilbertraums X die Entwicklung der Elemente x ∈ X analog zur Darstel-
lung B.42 in einer Orthonormalbasis möglich ist. Allerdings basieren die Koeffizientenfunktionale
{〈x,wi〉}i∈I+ auf der zur Rieszbasis biorthogonalen Menge {vi}i∈I+.
Zu der auf X definierten Norm ‖·‖2X = 〈·,·〉X lässt sich unter Verwendung von ui = T−1vi mittels
‖x‖21 = 〈x,x〉1 = 〈T
−1x,T−1x〉X (B.45)
eine äquivalente Norm definieren. Aufgrund von ‖x‖1 = ‖T−1x‖X ≤ ‖T−1‖ ‖x‖X und
‖x‖X =
∥∥TT−1x∥∥
X
= ‖Tx‖1 ≤ ‖T‖ ‖x‖1 (B.46)
gilt
1
‖T‖
‖x‖X ≤ ‖x‖1 ≤ ‖T
−1‖ ‖x‖X . (B.47)
Duale Rieszbasis
Der folgende Satz sowie dessen Beweis finden sich in [Chr03] (S. 55).
Satz 39 Es sei X ein Hilbertraum und {vi}i∈I+ eine Rieszbasis von X . Dann existiert eine eindeu-
tig bestimmte Menge {wi}i∈I+ in X , für die
x =
∑
i∈I+
〈x,wi〉vi, ∀ x ∈ X. (B.48)
{wi}i∈I+ ist eine Basis von X , außerdem sind {vi}i∈I+ und {wi}i∈I+ biorthogonal. ✷
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Aus [GK69] (S. 310) ist der folgende Satz sowie dessen Beweis bekannt.
Satz 40 (Basiseigenschaften von zu Rieszbasen biorthogonalen Mengen) Basen die biorthogonal
zur Rieszbasis eines Raums X sind, bilden selber ebenfalls eine Rieszbasis von X . ✷
Die zu einer Rieszbasis {vi}i∈I+ eines Hilbertraums X biorthogonale Basis {wi}i∈I+ ist also eben-
falls eine Rieszbasis von X und {wi}i∈I+ heißt duale Rieszbasis zu {vi}i∈I+ . Ferner gilt
x =
∑
i∈I+
〈x,vi〉Xwi =
∑
i∈I+
〈x,wi〉Xvi, ∀ x ∈ X. (B.49)
In Kombination dienen Satz 39 und Satz 40 dem Nachweis, dass der zu einem diagonalisierbaren
Operator adjungierte Operator ebenfalls diagonalisierbar ist.
Da Rieszbasen äquivalent zu Orthonormalbasen im Sinne von [You80] (S. 30) sind, gilt unter der
Annahme einer Orthonormalbasis {ui}i∈I+ , einer Rieszbasis {vi}i∈I+ und der zu {vi}i∈I+ dualen
Rieszbasis {wi}i∈I+ eines Hilbertraums X∑
i∈I+
|〈x,ui〉X |
2 <∞ ⇔
∑
i∈I+
|〈x,vi〉X |
2 <∞ ⇔
∑
i∈I+
|〈x,wi〉X |
2 <∞ (B.50)
für alle x ∈ X .
B.5.4 Charakterisierung des topologischen Dualraums eines Hilbertraums
Einleitend erfolgt in diesem Abschnitt die Definition des topologischen Dualraums eines Hilbert-
raumsX . Anschließend liefert der Rieszsche Darstellungssatz die Grundlage zur Charakterisierung
des Dualraums auf Basis des ursprünglichen Hilbertraums. Als Vorbereitung auf den Satz von Lax-
Milgram wird dann die Isomorphie zwischen S (X) ,L (X) undL (X,X ′) eingeführt. Abschließend
wird die Isomorphie zwischen X und X ′ durch den Satz von Lax-Milgram charakterisiert.
Dualraum eines Hilbertraums
Zu einem Vektorraum X wird durch die Menge aller auf X erklärten linearen Funktionale ebenfalls
ein Vektorraum definiert, der als algebraischer Dualraum zu X bezeichnet wird ([Kre78] (S. 106)).
Im Unterschied dazu wird der topologische Dualraum zu einem Hilbertraum X durch die stetigen
linearen Funktionale auf X erklärt. Da innerhalb dieser Arbeit allgemeine algebraischer Dualräume
nicht betrachtet werden, wird ohne Verwechslungsgefahr der topologische Dualraum zu einem Hil-
bertraum X abkürzend als Dualraum bezeichnet. Synonym zu der Bezeichnung Dualraum finden
in der Literatur verschiedentlich die Begriffe adjungierter Raum und konjugierter Raum ([Kre78]
(S. 120)) Verwendung.
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Definition 65 (Dualraum eines Hilbertraums) Es sei X ein Hilbertraum über dem Körper K.
Die Menge aller stetigen linearen Funktionale L (X,K) wird als Dualraum X ′ zu X bezeichnet. ✷
Die Betrachtung stetiger linearer Funktionale erlaubt es, den Dualraum mit der Funktionalnorm
‖ψ‖X′ = sup
x∈X,‖x‖X≤1
|ψ(x)| , (B.51)
auszustatten. Der Dualraum zu einem Hilbertraum ist mit der voranstehenden Norm ebenfalls ein
Hilbertraum (26.3 Satz, [Heu92] (S. 185)). Eine allgemeinere Aussage zur Vollständigkeit des Du-
alraums lässt sich Korollar II.2.2 aus [Wer11] (S. 58) entnehmen.
Zugunsten einer weniger komplexen Darstellung wird an dieser Stelle auf eine Unterscheidung
zwischen dem durch Xd bezeichneten Dualraum eines Hilbertraums X und einer Repräsentation
des Dualraums X ′ weitestgehend verzichtet. Eine Einführung der Dualität zwischen Hilberträumen
und darüber hinaus der Dualität von Hilberträumen im Sinne eines Pivotraums unter Einbeziehung
einer konsequenten Trennung von Xd und X ′ findet sich in [Keu93].
Rieszscher Darstellungssatz
Der Rieszsche Darstellungssatz ist die Basis, um beschränkte lineare Funktionale auf einem Hil-
bertraum X mittels des Innenprodukts auf dem entsprechenden Raum zu beschreiben ([Kre78] (S.
188),[Heu92] (S. 183)). Der Rieszsche Darstellungssatz eröffnet damit eine Möglichkeit, den Du-
alraum X ′ zu einem Hilbertraum X einfach zu charakterisieren. Die Identifikation jedes linearen
Funktionals auf X mit einem Element aus X setzt unterschiedliche mathematische Gebilde gleich
und führt letztendlich dazu, dass jeder Hilbertraum mit seinem Dualraum identifiziert werden kann
([NS] (S. 345)).
Satz 41 (Rieszscher Darstellungssatz) Zu jedem beschränkten linearen Funktional ψ ∈ X ′ auf
dem Hilbertraum X existiert ein eindeutiges x ∈ X , sodass
ψ(x) = 〈x,y〉X (B.52)
für jedes x ∈ X gilt. Zudem stimmt die Funktionalnorm ‖ψ‖X′ mit der Norm des Repräsentanten
y auf X überein
‖ψ‖X′ = ‖y‖X . (B.53)
✷
Falls K = C gilt, muss bei der Definition der Funktionale beachtet werden, in welchem Argument
Linearität und in welchem Antilinearität vorliegt, siehe dazu auch Definition 37.
Im Hinblick auf die Einführung von Raumskalen in Anhang B.9.1 erfolgt eine Anpassung der For-
mulierung des Rieszschen Darstellungssatzes. Um gleichermaßen Hilberträume über dem Körper
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der reellen wie komplexen Zahlen behandeln zu können, wird [Alt06] (S. 162) folgend ein semili-
nearer Operator
iR : X → X
′
y 7→ iRy,
(B.54)
definiert durch
(iRy) (x) = 〈x,y〉X , ∀ x ∈ X, (B.55)
eingeführt. Auf Basis der Cauchy-Schwarz-Ungleichung lässt sich zeigen, dass dieser Operator eine
Isometrie darstellt ([Alt06] (S. 162)) und damit ‖iRy‖X′ = ‖y‖X gilt. Die Abbildung iR ist injektiv
und surjektiv ([Alt06] (S. 162)), damit handelt es sich bei iR um einen isometrischen Isomorphis-
mus. Aufgrund von R(iR) = X ′ ist iR ferner ein unitärer Operator gemäß Definition 66. Somit
kann die iR definierende Gleichung als alternative Formulierung des Rieszschen Darstellungssat-
zes verstanden werden. Formal kann die Gleichsetzung ψ = iRy erfolgen. Eine Identifizierung von
X mit dem zugehörigen Dualraum erfolgt durch die Vernachlässigung des Unterschieds zwischen
Urbild y und Bild iRy von iR.
Satz von Lax-Milgram
Der Satz von Lax-Milgram lässt sich als Verallgemeinerung des Rieszschen Darstellungssatzes
auf stetige koerzive Sesquilinearformen interpretieren. Die Isomorphie zwischen einem Hilbert-
raum und dem zugehörigen Dualraum wird über einen stetigen Operator gezeigt, der einer gegebe-
nen stetigen koerziven Sesquilinearform zugeordnet werden kann. Anwendung findet der Satz von
Lax-Milgram verschiedentlich beim Nachweis der Existenz und Eindeutigkeit der Lösung von Va-
riationsproblemen ([Bra07a]). Innerhalb dieser Arbeit wird dieser Satz zur Überführung der schwa-
chen Formulierung der Bewegungsgleichungen des Beispielsystems in die Operatordarstellung ge-
mäß Abschnitt A.3 herangezogen. Das Vorgehen zur Einführung des Satzes von Lax-Milgram ent-
stammt [DL88], alternativ wird der Satz u.a. in [Zei95] oder [Alt06] aufgeführt.
Einer stetigen Sesquilinearform definiert auf zwei Hilberträumen wird in eindeutiger Weise ein
stetiger Operator zwischen diesen Räumen zugeordnet, die Definition des linearen Operators hängt
dabei direkt vom Innenprodukt des Bildraums des Operators ab ([DL88] (S. 351)).
Satz 42 (Einer stetigen Sesquilinearform zugeordneter stetiger Operator) Es seien Hilberträume
X,Y über C und eine stetige Sesquilinearform t ∈ S (X × Y ) sowie ein stetiger Operator T˜ ∈
L (X,Y ). Dann existiert ein Isomorphismus von S (X × Y ) aufL (X,Y ), der t ∈ S (X × Y ) einen
beschränkten Operator T˜ ∈ L (X,Y ) zuordnet. Der Operator ist definiert durch
〈T˜ x,y〉Y = t (x,y) ∀ x ∈ X ∈ ,y ∈ Y
ferner gilt ‖T˜‖ = ‖t‖. ✷
B.6 Lineare Operatoren in Hilberträumen 271
Der voranstehende Satz, dessen Beweis [DL88] (S. 351) zu entnehmen ist, impliziert für Y = X
die Isomorphie der Räume S (X) und L (X). Als nächstes wird ein Zusammenhang zwischen dem
Raum der stetigen Sesquilinearformen S (X) auf dem Hilbertraum X und dem Raum der stetigen
Abbildungen zwischen Elementen dieses Hilbertraums und seinem DualraumL (X,X ′) eingeführt.
Der folgende Satz und ein zugehöriger Beweis finden sich in [DL88] (S. 368).
Satz 43 (Isomorphismus von L (X) auf L (X,X ′)) Es gelten die Voraussetzungen aus Satz 42 mit
X = Y , ferner bezeichnet 〈·,·〉X′×X : X ′ × X → C das Dualitätsprodukt. Dann existiert ein
Isomorphismus von S (X) auf L (X,X ′) der einer Sesquilinearform t ∈ S (X) einen Operator
T ∈ L (X,X ′) zuordnet. Der Operator ist definiert durch
(Tx1) (x2) = 〈Tx1,x2〉X′×X = t (x1,x2) , ∀ x1,x2 ∈ X,
ferner gilt ‖T‖L(X,X′) = ‖t‖. ✷
Satz 43 folgend kann einer stetigen Sesquilinearform t ∈ S (X) nicht nur eindeutig ein stetiger
Operator T˜ ∈ L (X) gemäß Satz 42 zugeordnet werden, sondern darüber hinaus ein stetiger Ope-
rator T ∈ L (X,X ′). Aus Satz 42 und Satz 43 folgt, dass die Räume S (X),L (X) und L (X,X ′)
isomorph sind. Abschließend wird für den Fall stetiger und darüber hinaus koerziver Sesquili-
nearformen festgestellt, dass der mit einer Sesquilinearform gemäß Satz 43 assoziierte Operator
T ∈ L (X,X ′) seinerseits ein Isomorphismus zwischen dem Hilbertraum X und dem zugehörigen
Dualraum X ′ darstellt (Theorem 7, [DL88] (S. 368)).
Satz 44 (Satz von Lax-Milgram) Es sei eine stetige und koerzive Sesquilinearform t ∈ S (X) und
T ∈ L (X,X ′) der dieser Sesquilinearform gemäß Satz 43 zugeordnete Operator. Dann ist T ein
Isomorphismus von X auf X ′. ✷
Die Definition der Koerzitivität beruht an dieser Stelle auf (B.18) aus Abschnitt B.4.1. Der in Satz
44 vorausgesetzten stetigen und koerziven Sesquilinearform t ∈ S (X) kann gleichsam gemäß Satz
42 mit Y = X ein T˜ ∈ L (X) zugeordnet werden. In diesem Fall ist T˜ invertierbar und für die
Operatornorm gilt ‖T˜−1‖ ≤ 1
c2
mit c2 gemäß (B.18).
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Dieser Abschnitt beinhaltet verschiedene für diese Arbeit relevante Definitionen im Zusammen-
hang mit linearen Operatoren in Hilberträumen.
Isomorphismus zwischen Hilberträumen
Im Hinblick auf die Definition von Raumskalen in Definition B.9.1 und die Charakterisierung al-
ler Orthonormalbasen eines Hilbertraums werden unitäre Operatoren zwischen Hilberträumen als
Spezialfall isometrischer Isomorphismen eingeführt. Die folgende Definition orientiert sich an den
Ausführungen aus [Kat95] (S. 258).
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Definition 66 (Isometrische und unitäre lineare Operatoren) Es seien Hilberträume X,Y und
ein stetiger linearer Operator T ∈ L (X,Y ). T wird als isometrisch oder auch Isometrie bezeichnet,
falls
〈Tx1,Tx2〉Y = 〈x1,x2〉X , ∀ x1,x2 ∈ X.
Darüber hinaus heißt ein isometrischer Operator T unitär, falls eine der beiden äquivalenten Bedin-
gungen gilt:
UO1) Das Bild von T entspricht dem gesamten Raum Y , es gilt R(T ) = Y ;
UO2) T ist invertierbar mit T ∗ = T−1, also TT ∗ = IY ,T ∗T = IX . ✷
Aus der Erhaltung des Innenprodukts folgt auch die Erhaltung der Norm durch Isometrien und
unitäre Operatoren, derartige Operatoren sind längenerhaltend und somit auch winkelerhaltend
([Wer11] (S. 240)). Ein isometrischer Operator T ∈ L (X,Y ) ist invertierbar, aber nicht zwingend
beschränkt invertierbar ([Kat95] (S. 258)). Die Existenz einer beschränkten Inversen lässt sich für
unitäre Operatoren folgern, in einem derartigen Fall ist R(T ) = Y = D(T−1) ([Kat95] (S. 258)).
Numerischer Bildbereich linearer Operatoren
Die Definition des numerischen Bildbereichs ([Kat95] (S. 267)) eines Operators wird unter anderem
zur Klassifizierung selbstadjungierter Operatoren in Definition 72 vorausgesetzt.
Definition 67 (Numerischer Bildbereich) Es sei ein Hilbertraum X und ein linearer Operator
T : D(T )→ X , dann wird durch die Abbildung
νT (x) : {x ∈ D(T )| ‖x‖ = 1} → K
x 7→ 〈T x,x〉X
(B.56)
die Menge aller Elemente aus dem Körper definiert, die der Operator T bei der Abbildung am
Innenprodukt erreichen kann, falls als Urbild alle Elemente aus seinem Definitionsbereich mit einer
Norm von Eins zugelassen werden. Die auf diese Art erreichbare Menge wird als numerischer
Bildbereich von T bezeichnet. ✷
Am anschaulichsten wird die Definition des numerischen Bildbereichs für endlich-dimensionale
Matrizen in Diagonalform. Weiterführende Aussagen bezüglich des numerischen Bildbereichs ei-
nes linearen Operators in einem Hilbertraum sind in [Kat95] (S. 267) zu finden.
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Orthogonalprojektion
In Abschnitt B.5.2 wird durch Satz 35 die Zerlegung eines Hilbertraums X in die direkte Sum-
me aus einem abgeschlossenen Unterraum X1 von X und das durch Definition 60 charakterisierte
zugehörige orthogonale Komplement X⊥1 geschildert. Die besagte Zerlegung kann mittels Ortho-
gonalprojektoren beschrieben werden. Der folgende Satz entstammt [Kre78] (S. 481) und charak-
terisiert Orthogonalprojektoren als Spezialfall gewöhnlicher Projektoren (Abschnitt B.4.3).
Definition 68 (Orthogonalprojektor) Es sei X ein Hilbertraum und P ∈ L (X) ein Projektor.
Dann heißt P genau dann Orthogonalprojektor oder orthogonale Projektion, falls P selbstadjungiert
ist und damit P = P ∗ gilt. ✷
Entsprechende Ausführungen finden sich beispielsweise auch in [Heu92] (S. 172) oder in [Kat95].
Orthogonalprojektoren P 6= 0 verfügen stets über eine Norm von Eins (9.5-2 Theorem (Positivity,
norm), [Kre78] (S. 482)).
Die orthogonale Zerlegung eines Hilbertraums lässt sich elementweise durch
x = x1 + x
⊥
1 (B.57)
darstellen. Falls P ∈ L (X) ein Orthogonalprojektor ist, sodass in (B.57) Px = x1 gilt, dann
ist x⊥1 ∈ N(P ) und zudem (I − P )x = x − x1 = x⊥1 . Die Zerlegung eines Hilbertraums X
in eine direkte Summe lässt sich mittels des Orthogonalprojektors P analog zu Gleichung (B.21)
ausdrücken. Wobei der Nullraum eines Orthogonalprojektors gerade das orthogonale Komplement
zu dessen Bildbereich ist ([CZ95] (S. 607)).
Das Bild eines Orthogonalprojektors P ∈ L (X) auf dem abgeschlossenen und damit vollständigen
Unterraum R(P ) = X1 zu einem gegebenen x ∈ X ist stets das Element x1 ∈ X1 mit dem ge-
ringsten Abstand zu x. Weiterführende Eigenschaften von Projektionen finden sich beispielsweise
in [Kre78] (S. 480), [Kat95] (S. 54) oder [Chr03].
B.6.1 Dualer und adjungierter Operator
Dualer Operator
Im Folgenden wird die Definition des dualen Operators [Keu93] (S. 40) eingeführt, der in der Lite-
ratur verschiedentlich auch als adjungierter oder konjugierter Operator ([Gol66] (S. 50),[Yos80] (S.
193)) bezeichnet wird. Innerhalb dieser Arbeit wird die Bezeichnung des adjungierten Operators für
die Hilbertraum-Adjungierte eines Operators gemäß Definition 70 verwendet, die im Allgemeinen
nicht mit dem dualen Operator übereinstimmt.
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Definition 69 (Dualer Operator) Es seien X,Y Hilberträume und T : D(T ) ⊂ X → Y dicht
definiert. Dann wird der mit dem Definitionsbereich
D(T ′) =
{
y′ ∈ Y ′|∃x′ ∈ X ′, sodass 〈Tx,y′〉Y×Y ′ = 〈x,x
′〉X×X′ ∀ x ∈ D (T )
} (B.58)
ausgestattete und durch
〈x,T ′y′〉X×X′ = 〈Tx,y
′〉Y×Y ′, ∀ y
′ ∈ D(T ′), ∀ x ∈ D (T ) , (B.59)
definierte Operator T ′ : D(T ′) ⊂ Y ′ → X ′ als zu T dualer Operator bezeichnet. ✷
Die dichte Definition von T in Definition 69 ist nicht zwingend erforderlich, wird aber zur eindeuti-
gen Festlegung eines x′ durch ein y′ vorausgesetzt ([Yos80] (S. 193)). Ferner kann auf die Annahme
von Hilberträumen zugunsten allgemeinerer Räume verzichtet werden ([Yos80] (S. 193)), eine der-
artige Verallgemeinerung ist innerhalb dieser Arbeit allerdings nicht erforderlich.
Adjungierter Operator
Dieser Abschnitt dient der Einführung des adjungierten Operators zu einem unbeschränkten, aber
dicht definierten linearen Operator T : D(T ) ⊂ X → Y zwischen zwei komplexen Hilberträumen
X,Y (siehe beispielsweise [DL88], [Kre78]). Neben den genannten Literaturquellen zur Einfüh-
rung des adjungierten Operators findet sich in [Wei] (S. 103) eine Definition auf Basis des Graphen
eines linearen Operators.
Definition 70 (Adjungierter Operator) Es seien X,Y Hilberträume und T : D (T ) ⊂ X → Y
ein dicht definierter linearer Operator. Der abgeschlossene lineare Operator T ∗ : Y → X mit dem
Definitionsbereich
D(T ∗) = {y ∈ Y | ∃x∗ ∈ Xsodass 〈Tx,y〉Y = 〈x,x∗〉X ,∀ x ∈ D(T )} ,
definiert durch 〈Tx,y〉Y = 〈x,T ∗y〉X; x ∈ D(T )∧ y ∈ D(T ∗), wird als zu T adjungierter Operator
bezeichnet. ✷
Die Begründung für die Forderung nach der dichten Definition (Abschnitt B.4) des Operators T
liegt in der Eindeutigkeit des in Definition 70 gesuchten Elements x∗. Ein entsprechender Beweis
auf Basis eines Widerspruchs findet sich in [Kre78] (S. 527) und wird hier aufgrund seiner Kürze
und Eingänglichkeit übernommen.
Aus der Annahme, dass der Definitionsbereich von T : D(T ) → X nicht dicht im Hilbertraum X
liege folgtD(T ) 6= X . Ausgehend von Satz 32 muss dann ein Element aus dem orthogonalen Kom-
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plement des Definitionsbereichs x⊥1 ∈ D(T )
⊥
existieren, dass nicht Null ist und dennoch senkrecht
auf allen x ∈ D(T ) steht. Für das Innenprodukt auf dem Hilbertraum X folgt entsprechend
〈x,x⊥1 〉X = 0, ∀x ∈ D(T ).
Aus der Definition des adjungierten Operators ergibt sich
〈Tx,y〉Y = 〈x,x
∗〉X + 0
= 〈x,x∗〉X + 〈x,x
⊥
1 〉X
= 〈x,x∗ + x⊥1 〉X ,
und somit ein Widerspruch zur Eindeutigkeit. Unter der Annahme, dass der Definitionsbereich
D(T ) dicht inX liegt, folgt dagegen aus Lemma 32 direkt x⊥1 = 0 und damit die Eindeutigkeit. Aus
der dichten Definition von T in Definition 70 folgt damit auch die Eindeutigkeit des adjungierten
Operators T ∗ ([Kat95] (S. 167)).
Die Abgeschlossenheit des adjungierten Operators T ∗ wird unter der Voraussetzung der dichten
Definition von T in [Kat95] (S. 168) gezeigt. Da in Definition 70 Hilberträume X,Y vorausgesetzt
werden und diese stets reflexiv sind, folgt auch die dichte Definition von T ∗ mit D(T ∗) = Y
([DL88] (S. 361)). Falls ein Operator T in Definition 70 zusätzlich abgeschlossen ist, folgt T =
(T ∗)∗ ([DL88] (S. 361)).
Zahlreiche weitere Aussagen zu Zusammenhängen zwischen den in Definition 70 auftretenden
Operatoren T und T ∗ finden sich beispielsweise in [Kat95].
Zusammenhang zwischen dualem und adjungiertem Operator
Unter Annahme zweier Hilberträume X,Y und einem Operator T : D(T ) ⊂ X → Y ist der zu T
duale Operator
T ′ : D(T ′) ⊂ Y ′ → X ′ mit 〈x,T ′y′〉X×X′ = 〈Tx,y
′〉Y×Y ′ (B.60)
∀x ∈ D(T ) und ∀y′ ∈ D(T ′) durch Definition 69 gegeben. Ferner wird der zu T adjungierte
Operator
T ∗ : D(T ∗) ⊂ Y → X mit 〈Tx,y〉Y = 〈x,T ∗y〉X (B.61)
∀x ∈ D(T ) und ∀y ∈ D(T ∗) mittels Definition 70 festgelegt. Allein die Ausführungen zum Du-
alraum eines Hilbertraums in Anhang B.5.4 und die Existenz eines isometrischen Isomorphismus
zwischen beiden Räumen (Definition 66) legt eine enge Beziehung zwischen T ′ sowie T ∗ nah. In
Analogie zu (B.54) und (B.55) werden die Operatoren
iX : X → X
′ definiert durch (iXx2) (x1) = 〈x1,x2〉X , ∀x1,x2 ∈ X (B.62)
sowie
iY : Y → Y
′ definiert durch (iY y2) (y1) = 〈y1,y2〉Y , ∀y1,y2 ∈ Y (B.63)
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angenommen. Die Eigenschaften der voranstehenden Operatoren werden in Anhang B.5.4 aufge-
führt. Es handelt sich bei iX und iY jeweils um isometrische Isomorphismen. Da iX und iY ferner
unitäre Operatoren sind, existiert zu jedem der beiden Operatoren auch ein beschränkter inverser
Operator (Definition 66).
Durch Berücksichtigung von iX und iY folgt aus (B.61)
〈Tx,iY y〉Y×Y ′ = 〈x,iXT
∗y〉X×X′ (B.64)
Für die linke Seite der voranstehenden Gleichung gilt gemäß (B.60)
〈Tx,iY y〉Y×Y ′ = 〈x,T
′iY y〉X×X′ (B.65)
und damit
〈x,iXT
∗y〉X×X′ = 〈x,T
′iY y〉X×X′ . (B.66)
Entsprechend ist iXT ∗ = T ′iY und aufgrund der Eigenschaften von iX und iY ergibt sich abschlie-
ßend der gesuchte Zusammenhang zwischen T ∗ und T ′ zu
T ∗ = iX
−1T ′iY . (B.67)
Nur falls die Hilberträume X und Y mit ihren jeweiligen Dualräumen identifiziert werden, indem
keine Unterscheidung zwischen iXx und x bzw. iY y und y getroffen wird, folgt T ∗ = T ′.
B.6.2 Selbstadjungierte und symmetrische Operatoren
Definition symmetrischer und selbstadjungierter Operatoren
Auf Basis der Definition des adjungierten Operators (Definition 70), der Gleichheit zweier Ope-
ratoren (Definition 39) sowie der Einschränkung und Erweiterung von Operatoren (Definition 40)
folgen verschiedene Klassifizierungen eines Operators, die weitreichende Schlüsse bezüglich seiner
Eigenschaften zulassen. Die folgenden Definitionen sind an verschiedenen Stellen in der Literatur
wie beispielsweise [CZ95] (S. 605) oder [Zei95] (S. 264) zu finden.
Definition 71 (Mögliche Klassifizierung linearer Operator) Es sei X ein Hilbertraum und T :
D(T ) ⊂ X → X ein dicht definierter linearer Operator. Dann heißt T
KLO1) symmetrisch, falls T ⊆ T ∗ , (〈Tx1,x2〉 = 〈x1,Tx2〉, ∀x1,∀x2 ∈ D(T ));
KLO2) selbstadjungiert, falls T = T ∗ , (〈Tx1,x2〉 = 〈x1,Tx2〉, ∀x1,∀x2 ∈ D(T ) = D(T ∗));
KLO3) schief-symmetrisch, falls T ⊆ −T ∗ , (〈Tx1,x2〉 = −〈x1,Tx2〉, ∀x1,∀x2 ∈ D(T ));
KLO4) schief-adjungiert, falls T = −T ∗ , (〈Tx1,x2〉 = −〈x1,Tx2〉,
∀x1,∀x2 ∈ D(T ) = D(−T ∗)). ✷
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Jeder selbstadjungierte Operator ist damit auch symmetrisch. Die eingeführte Klasse der selbst-
adjungierten Operatoren spielt zum einen für die mathematische Beschreibung zahlreicher rea-
ler Vorgänge eine wichtige Rolle zum anderen lässt sich die Spektraltheorie kompakter selbstad-
jungierter Operatoren verhältnismäßig einfach unter Erhaltung wichtiger Eigenschaften auf den
Fall unbeschränkter selbstadjungierter Operatoren verallgemeinern. Dementsprechend finden sich
zur Theorie selbstadjungierter Operatoren in zahlreichen Werken der Funktionalanalysis ([Wer11;
Zei95; Alt06]) sowie der Operatortheorie ([Wei; DL90] oder [NS]) weitreichende Betrachtungen.
Im Rahmen dieser Arbeit kommt den Eigenschaften selbstadjungierter Operatoren in erster Linie
Bedeutung bei der Betrachtung des Steifigkeitsoperators des Beispielsystems zu.
Grundlegende Eigenschaften selbstadjungierter Operatoren
Einige relevante Fakten hinsichtlich der Eigenschaften symmetrischer und selbstadjungierter Ope-
ratoren sind in der folgenden Aufzählung zusammengefaßt. Falls nicht explizit anders gesagt, wird
dabei ein Hilbertraum X und ein dicht definierter linearer Operator T : D(T )→ X vorausgesetzt.
Ferner gelte 〈Tx,x〉 = 〈x,Tx〉 bezüglich aller x ∈ D(T ). Die mathematischen Beweise zu den
Eigenschaften selbstadjungierter Operatoren finden sich in der jeweils genannten Literaturquelle.
ESO1) Falls T beschränkt und symmetrisch ist, ist T auch selbstadjungiert;
ESO2) Jeder selbstadjungierte Operator T ist abgeschlossen ([GGK03] (S. 210)). Dies kann
direkt aus der Definition des adjungierten Operators (Definition 70) entnommen werden;
ESO3) Ein dicht definierter invertierbarer Operator ist dann und nur dann selbstadjungiert, wenn
es der zu ihm inverse Operator ist ([GGK03] (S. 210));
ESO4) T ist dann und nur dann selbstadjungiert, wenn 〈Tx,x〉 für alle x ∈ D (T ) reell ist
([Kre78] (S. 534)). Vergleiche dazu auch die Definition zum numerischen Bildbereich linea-
rer Operatoren in Abschnitt B.6.2;
ESO5) Für T mit D (T ) = X , sind entsprechend [Kre78] (S. 534) Symmetrie und Selbstadjun-
giertheit gleichbedeutend.
Unter den eingangs genannten Voraussetzungen an T lassen sich zudem verschiedene Aussagen
über das Spektrum von T treffen. Das Spektrum des linearen selbstadjungierten Operators T ist
rein reell, zu jedem Punkt x aus der Resloventenmenge x ∈ ρ(T ) gehört eine Umgebung, die
ebenfalls zur Resolventenmenge gehört. Demnach ist die Resolventenmenge ρ(T ) offen und damit
das Spektrum σ (T ) abgeschlossen ([Kre78] (S. 544)). Als Sonderfall dazu kann ein selbstadjun-
gierter Operator mit kompakter Resolvente betrachtet werden. Die Eigenschaften des Spektrums
derartiger Operatoren finden sich beispielsweise in Satz 5.20 [Wei] (S. 202). Insbesondere ist das
Spektrum dieser Klasse von Operatoren reell und ein reines Punktspektrum. Das Spektrum sym-
metrischer Operatoren dagegen ist nicht zwingend reell, ein Gegenbeispiel ist in [Wer11] (S. 355)
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gezeigt. Das Residualspektrum von T ist leer ([Kre78] (S. 546)). Besonders einfach lässt sich für
die Eigenwerte eines selbstadjungierten Operators T = T ∗ zeigen, dass diese reell sind. Aus
〈Tvi,vi〉 = 〈vi,T vi〉 und 〈λivi,vi〉 = 〈vi,λivi〉
folgt mit den Eigenschaften des Innenprodukts auf K = C unmittelbar λi〈vi,vi〉 = λi〈vi,vi〉. Ent-
sprechend gilt λi = λi, was nur für reelle Eigenwerte möglich ist.
Klassifizierung selbstadjungierter Operatoren anhand des numerischen Bildbereichs
Den vorausgehenden Aussagen über die Eigenschaften selbstadjungierter Operatoren und spezi-
ell ESO4) ist zu entnehmen, dass der numerische Bildbereich selbstadjungierter Operatoren aus-
schließlich reelle Zahlen umfasst. Diese Tatsache wird für eine weitreichende Klassifizierung ge-
nutzt, die innerhalb dieser Arbeit verschiedentlich eingesetzt wird.
Definition 72 (Klassifikation selbstadjungierter Operatoren anhand des numerischen Bildbe-
reichs) Es sei X ein Hilbertraum und T : D (T ) ⊂ X → X ein dicht definierter selbstadjungierter
Operator. Dann heißt T
SON1) nichtnegativ, falls 〈Tx,x〉 ≥ 0 ∀x ∈ D(T );
SON1) positiv, falls 〈Tx,x〉 > 0 ∀ x 6= 0 ∈ D(T );
SON1) koerziv, falls ein c1 > 0 existiert, sodass 〈Tx,x〉 ≥ c1‖x‖2 = c1〈x,x〉 ∀ x ∈ D(T ). ✷
Die vorangehende Definition ist [CZ95] (S. 606) entnommen, ist aber unter anderem auch in [NS]
(S. 370) zu finden. Eine ausführliche Betrachtung positiver Operatoren sowie ihrer Quadratwurzeln
lässt sich zudem [Kre78] entnehmen.
Abkürzend wird T ≥ 0 für nichtnegativ und T > 0 für positiv notiert. Außerdem wird T ≤ S für
0 ≤ S − T geschrieben. Die kurze Schreibweise impliziert eine gewisse Ordnung in der Menge
aller selbstadjungierten Operatoren, die auf der Betrachtung des numerischen Bildbereichs beruht.
Insbesondere folgt bezüglich dieser Ordnung aus der Definition der Koerzitivität
〈Tx,x〉 ≥ c1〈Ix,x〉
⇔ 〈(T − c1I)x,x〉 ≥ 0
∀ x ∈ D(T ) (B.68)
die Schreibweise T ≥ c1I für einen koerziven Operator T .
Eigenschaften koerziver Operatoren
Koerziven Operatoren sind sehr weitreichende und nützliche Eigenschaften zu eigen. Falls ein
selbstadjungierter Operator T mit kompakter Resolvente positiv ist, enthält sein diskretes Spek-
trum ausschließlich positive reelle Eigenwerte, die Null dagegen ist Teil der Resolventenmenge.
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Die positive Konstante c1 ∈ (0,∞) aus (B.68) legt eine untere Schranke des Spektrums σp (T ) fest
([Bey07] (S. 85)), das somit auf der reellen Achse im Interval [c1,∞) liegt. Es gilt
σp (T ) ⊂ [c1,∞) . (B.69)
Als direkte Folge dieser Eigenschaft sind koerzive Operatoren stets bijektiv. Insbesondere existiert
zu einem koerziven Operator T ≥ c1I, c1 > 0 eine beschränkte Inverse T−1 mit ‖T−1‖ ≤ c1−1,
die ihrerseits positiv ist (Proposition 3.3.2, [TW09] (S. 84)). Eine anschauliche Interpretation der
Klassifikation selbstadjungierter Operatoren auf Basis ihres numerischen Bildbereichs ergibt sich
anhand von Analogiebetrachtungen zur Definitheit endlich-dimensionaler Matrizen. Insbesondere
die Betrachtung einer symmetrischen Matrix in einer stets zu erreichenden Diagonalform verdeut-
licht unter Berücksichtigung der Operatornorm den Zusammenhang aus (B.69).
Quadratwurzel selbstadjungierter, nichtnegativer linearer Operatoren
Der folgende Satz entspricht Lemma A.3.73 aus [CZ95] (S. 606). Die zugehörigen Beweise sind
der, in der genannten Quelle, referenzierten Literatur zu entnehmen.
Satz 45 (Quadratwurzel selbstadjungierter, nichtnegativer Operatoren) Es seiX ein Hilbertraum
und T : D (T ) ⊂ X → X ein Operator mit T ≥ 0. Dann besitzt T eine eindeutig bestimmte, nicht
negative Quadratwurzel T 12 , wobei
D(T
1
2 ) ⊃ D(T ),
T
1
2x ∈ D(T
1
2 ) ∀ x ∈ D (T )
sowie T 12T 12x = Tx ∀ x ∈ D (T ) gelten. Für T > 0 folgt auch T 12 > 0. ✷
Mit einiger Vorsicht und sehr anschaulich formuliert kann ein in Lemma 45 vorausgesetzter Ope-
rator wie eine positive reelle Zahl aufgefasst werden. Dabei gilt es insbesondere in Bezug auf den
Steifigkeitsoperator des Beispielsystem zu beachten, dass die Quadratwurzel eines Differentialope-
rators nicht zwingend wieder ein Differentialoperator sein muss.
B.6.3 Sesquilinearformen in Hilberträumen
Definition von Sesquilinearformen in Hilberträumen
Die Eigenschaften von Sesquilinearformen auf komplexen Hilberträumen sind in dieser Arbeit im
Hinblick auf die Betrachtung des Steifigkeitsoperators von Bedeutung. Zunächst sei dazu auf die
Ausführungen aus Abschnitt B.4 verwiesen, die ihrerseits auf Satz 1.17 aus [Wei] (S. 21f) beruhen.
Für eine Sesquilinearform t auf einem komplexen Hilbertraum X ist es äquivalent, dass t hermi-
tesch ist und das die zugehörige quadratische Form q (x) = t (x,x) reell ist. Eine Verknüpfung mit
dem zu einer hermiteschen Sesquilinearform gehörigen Operator T stellt Satz 2.50 aus [Wei] (S.
105) her.
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Satz 46 Es sei X ein komplexer Hilbertraum und T : D(T ) → X ein linearer Operator. T ist
genau dann hermitesch, wenn die durch t (x,y) = 〈x,Ty〉 auf D(T ) definierte Sesquilinearform
hermitesch ist oder äquivalent die durch q (x) = t (x,x) auf D(T ) definierte quadratische Form
reell ist. ✷
Erzeugender Operator einer Sesquilinearform
Der folgende Satz entspricht Satz 4.13 aus [Wei] (S. 170) und formuliert die Bedingungen, unter
denen eine hermitesche Sesquilinearform (Definition 37) einen eindeutig bestimmten, selbstadjun-
gierten erzeugenden Operator besitzt. Der Satz knüpft damit einen Zusammenhang zwischen der
Operatordarstellung resultierend aus der schwachen Formulierung der Bewegungsgleichungen des
Beispielsystems A.2 und derjenigen aus der starken Formulierung dieser Gleichungen.
Satz 47 (Erzeugender selbstadjungierter Operator einer Sesquilinearform) Es sei X ein Hilber-
traum und t eine hermitesche Sesquilinearform, deren Definitionsbereich D(t) = Xt dicht in X
eingebettet ist und für die t (x,x) ≥ ‖x‖2X , ∀x ∈ Xt gilt. Xt sei mit der Norm ‖ · ‖t, induziert durch
das Innenprodukt
〈x1,x2〉t = t (x1,x2) , (B.70)
vollständig und somit ebenfalls ein Hilbertraum. Dann existiert ein eindeutig bestimmter, selbstad-
jungierter Operator T : D(T ) ⊂ D(t) = Xt → X , der
〈x1,Tx2〉X = t (x1,x2) , ∀x2 ∈ D(T ), ∀x1 ∈ D(t) = Xt (B.71)
erfüllt. Dabei gilt
D(T ) = {x2 ∈ D(t)|∃y ∈ X mit t (x1,x2) = 〈x1,y〉X ∀ x1 ∈ D(t)} (B.72)
mit Tx2 = y für x2 ∈ D(T ). D(T ) liegt bezüglich der Norm ‖ · ‖t dicht in Xt = D(t). ✷
Ein Beweis zu Satz 47 findet sich in [Wei] (S. 171f). Die Forderung in Satz 47 nach einer unte-
ren Schranke der Sesquilinearform entspricht der Koerzitivität eines selbstadjungierten Operators
gemäß Definition 72. Insbesondere impliziert diese Eigenschaft die positive Definitheit der Ses-
quilinearform. Nach Definition 56 erfüllt eine positiv definite hermitesche Sesquilinearform die
Anforderungen an ein Innenprodukt. Somit ist die Definition des Innenprodukts nach (B.70) auf
dem Definitionsbereich der Sesquilinearform t durch die Sesquilinearform selber möglich.
Der Definitionsbereich (B.72) des Operators T wird durch die Elemente aus dem Definitionsbe-
reich der Sesquilinearform gebildet, für die es einen Stellvertreter auf dem Hilbertraum y ∈ X
gibt, sodass für alle Elemente x1 ∈ D(t) die Sesquilinearform mit dem Innenprodukt auf dem
Hilbertraum
t (x1,x2) = 〈x1,y〉X
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übereinstimmt. Der eindeutig bestimmte Operator T zeichnet sich dadurch aus, dass zu den y ∈ X
ein Element aus seinem Definitionsbereich x2 ∈ D(T ) existiert, sodass Tx2 = y gilt.
Desweiteren ist der selbstadjungierte Operator T aufgrund der verwendeten Norm ‖x‖2X = 〈x,x〉X
und
〈Tx,x〉X ≥ 〈x,x〉X ⇔ 〈(T − I) x,x〉X ≥ 0
koerziv, wobei c1 = 1 für die untere Schranke aus Definition 72 gilt.
B.7 Spektraltheorie
Im Folgenden werden verschiedene Begriffe aus der Spektraltheorie in einem für diese Arbeit hin-
reichenden Umfang eingeführt.
B.7.1 Resolventen Operator/Resolvente
Definition der Resolvente
Der vorliegende Abschnitt dient der Einführung der Resolvente eines abgeschlossenen linearen
Operators T . Im Rahmen dieser Arbeit steht T beispielsweise stellvertretend für den Systemope-
rator eines unendlich-dimensionalen Systems. Die Einführung der Resolvente knüpft damit an die
Darstellung der Lösung des abstrakten Cauchy-Problems an, wobei sich die Betrachtungen im Un-
terschied zu Abschnitt 2.2.2 vom Zeitbereich in den Frequenzbereich verlagern. Die Fragen zu
welchen s ∈ C die Gleichung
(sI − T )x = y (B.73)
für T : D(T ) ⊂ X → X eine eindeutige Lösung besitzt, für jedes y ∈ X lösbar ist und wann
die Lösung x stetig von der Inhomogenität y abhängt, führt auf den Begriff der Resolvente und
der Resolventenmenge. Die Motivation des Begriffs der Resolvente im regelungstechnischen Kon-
text ergibt sich aus der Betrachtung der Zustandsgleichung eines ungezwungenen linearen Systems
im Bildbereich der Laplace-Transformation gemäß (2.25). Unter der Annahme B = 0 sowie der
Existenz aller benötigten Größen entspricht die erste Zeile von Gleichung (2.25) dem Bild des abs-
trakten Cauchy-Problems (2.45) unter der Laplace-Transformation. Die Frage nach der Lösbarkeit
der ersten Zeile von Gleichung (2.25), also die Bestimmung eines Zustandsvektors X(s), zu gege-
benen x0 und U(s), in Abhängigkeit von der komplexen Variable s, führt im regelungstechnischen
Kontext auf den Begriff der Resolvente sowie die Definition der Resolventenmenge in Definition
73.
Die formale Definition des Resolventen Operators oder kurz der Resolvente entstammt [CZ95] (S.
608), weitere Betrachtungen dazu werden beispielsweise in [DL90; Kat95; Kre78] angestellt. Eine
Verallgemeinerung auf stetige Endomorphismen ist in [Heu92] (S. 466) zu finden.
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Definition 73 (Resolvente und Resolventenmenge) Sei X ein (komplexer) Banachraum
und T : D(T ) ⊂ X → X ein abgeschlossener linearer Operator. Dann wird der Operator
R (s,T ) = Ts
−1 = (sI − T )−1 kurz als Resolvente von T an der Stelle s bezeichnet. Die Resolven-
tenmenge ρ(T ) des Operators T ist charakterisiert durch ρ(T ) = {s ∈ C |R (s,T ) ∈ L (X)} .ρ(T )
ist die offene Untermenge aller komplexen Zahlen s ∈ C, für die alle folgenden Bedingungen
erfüllt sind:
RM1) Die Resolvente existiert an der Stelle s;
RM2) Die Resolvente ist an der Stelle s eine stetige Abbildung;
RM1) Die Resolvente ist dicht definiert. ✷
Unter der Annahme eines abgeschlossenen Operators T wird durch R (s,T ) = (sI − T )−1 die
Resolvente definiert, die sich als operatorwertige Abbildung der Form
R ( ·,T ) : ρ(T )→ L (X)
s 7→ R (s,T ) = (sI − T )−1
interpretieren lässt. Dabei werden Elemente s einer offenen Untermenge der komplexen Ebene,
also der Resolventenmenge s ∈ ρ(T ), auf die Menge der beschränkten linearen Operatoren L (X )
abgebildet. Für jedes beliebige Element aus der Resolventenmenge s ∈ ρ(T ) ergibt sich ein Ope-
rator
R (s,T ) : X → D(T )
x 7→ R (s,T )x,
(B.74)
der definitionsgemäß beschränkt ist ([Kat95] (S. 173)) und dessen Definitionsbereich durch den
folgenden Satz aus [Kre78] (S. 373) charakterisiert wird.
Satz 48 (Definitionsbereich der Resolvente) Es sei X ein Banachraum, T : X → X ein linearer
Operator und s ∈ ρ(T ). Falls T abgeschlossen oder beschränkt ist, ist die Resolvente R (s,T ) auf
ganz X definiert und beschränkt. ✷
Satz 48 folgend gilt für die Resolvente eines abgeschlossenen Operators T demnach
D(R (s,A)) = X . (B.75)
Weiterführende Ausführungen zum Definitionsbereich der Resolvente finden sich beispielsweise
in [Kre78] (S. 373),[Kat95] (S. 173) oder [DL90] (S. 3). Die Definition der Resolventenmenge
impliziert, dass der zu invertierende Operator Ts auf der Resolventenmenge keine Singularitäten
aufweist. Daher ist der Resolventenoperator an jedem Punkt der Resolventenmenge analytisch (ho-
lomorph) ([CZ95] (S. 565)). Da die Resolventenmenge nicht zwingend zusammenhängend ist, wird
die Resolvente als stückweise analytisch (holomorph) bezeichnet ([Kat95] (S. 174)).
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Integraldarstellung der Resolvente
Neben der Darstellung der Resolvente R (s,T ) durch den zugehörigen Operator T ist die Laplace-
Transformierte der gegebenenfalls durch T erzeugten stark stetigen Halbgruppe als Integraldarstel-
lung der Resolvente bekannt ([EN00] (S. 55), [CZ95] (S. 24)).
Definition 74 (Integraldarstellung der Resolventen) Es sei X ein Banachraum und TΦ =
{Φ(t)}t∈R≥0 eine stark stetige Halbgruppe mit infinitesimalem Erzeuger T und Wachstumsgren-
ze ω0. Für s ∈ C mit Re (s) > ω > ω0 gehört s zur Resolventenmenge und die Integraldarstellung
der Resolvente lautet
R (s,T ) x =
∞∫
0
e−s τΦ(τ)x dτ = lim
t→∞
t∫
0
e−s τΦ(τ)x dτ ∀ x ∈ X. (B.76)
✷
Aus Definition 74 ist ersichtlich, dass die Resolvente R (s,T ) der Laplace-Transformierten der
durch T erzeugten stark stetigen Halbgruppe TΦ entspricht. Die in Definition 74 auftretende Be-
dingung Re (s) > ω > ω0 an den Realteil s ∈ C dient der Erfüllung der Existenzbedingung
des uneigentlichen Integrals in (B.76). Bei Erfüllung der Konvergenzbedingung des uneigentlichen
Riemann-Integrals Re (s) > ω ergibt sich für die Resolvente aus ihrer Integralbedingung unmittel-
bar eine obere Schranke ([EN00] (S. 56)). Allgemein lässt sich der Integralkern Φ˜(t) = e−s tΦ(t)x
als skalierte Halbgruppe TΦ˜ =
{
Φ˜(t)
}
t∈R≥0
mit dem infinitesimalen Erzeuger T˜ = T − sI und
D(T˜ ) = D(T ) auffassen. Unter der Annahme einer endlich-dimensionalen Matrix als Sonderfall
eines beschränkten Operators T ∈ L (X ) wird die Auswirkung der Skalierung der Halbgruppe
durch s unmittelbar klar. Besonders anschaulich wird die Situation dann, wenn eine solche Matrix
T in Diagonalform vorliegt.
Falls ein lineares unendlich-dimensionales System mit dem Systemoperator A : D (A) ⊂ X → X
durch eine stark stetige Halbgruppe TΦ repräsentiert wird, lässt sich die Lösung des zugehörigen
abstrakten Cauchy-Problems aus Gleichung (2.45) im Zeitbereich zu gegebenen Anfangsbedin-
gungen durch TΦ beschreiben, gleichsam determiniert die Resolvente R (s,A) im Bildbereich der
Laplace-Transformation die Lösung von (2.45).
B.7.2 Spektrum eines Operators
Definition des Spektrums eines Operators
Ausgehend von der Resolventenmenge folgt die Definition des Spektrums eines Operators.
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Definition 75 (Spektrum eines Operators) Das Spektrum σ (T ) des linearen Operators T ist die
komplexe Ebene ohne seine Resolventenmenge ρ(T ), also σ (T ) = C\ρ(T ). ✷
Die Zugehörigkeit eines Punktes s ∈ C der komplexen Ebene zur Resolventenmenge definiert sich
durch die Bedingungen Definition 73. In Abhängigkeit davon, welche der in Definition 73 auf-
geführten Bedingung RM1)-RM3) ein ausgewählter Punkt s aus der komplexen Ebene verletzt,
gehört er zu einer der drei disjunkten Teilmengen des Spektrums. Die im Folgenden definierte Zer-
legung des Spektrums wird beispielsweise graphisch in [NS] (S. 413) und tabellarisch in [Kre78]
(S. 371) verdeutlicht und lässt sich beispielsweise auch [DS58] (S. 580) entnehmen.
Definition 76 (Disjunkte Zerlegung des Spektrums) Es gilt C = ρ(T ) ∪ σ (T ) mit σ (T ) =
σp (T )∪σr (T )∪σc (T ). Wobei die einzelnen Teilmengen des Spektrums folgendermaßen definiert
sind:
DZS1) Punktspektrum σp (T ): Ts ist für ein s ∈ C nicht invertierbar, der Resolventenoperator
existiert also für dieses s nicht ⇒ s ∈ σp (T );
DZS2) Residualspektrum σr (T ): R (s,T ) existiert für ein s ∈ C, ist aber nicht dicht definiert
⇒ s ∈ σr (T );
DZS3) Stetiges Spektrum σc (T ): R (s,T ) existiert für ein s ∈ C, ist dicht definiert, aber nicht
beschränkt ⇒ s ∈ σc (T ); ✷
Die isolierten Elemente des Punktspektrums aus Definition 76 werden als Eigenwerte des betref-
fenden Operators bezeichnet ([Wer11] (S. 258)). Zahlreiche Beispiel zu verschiedenen Spektren
linearer Operatoren sind beispielsweise in [NS] oder [DL90] aufgeführt.
In der Literatur sind verschiedentlich insbesondere im Zusammenhang mit selbstadjungierten Ope-
ratoren weiterführende Unterteilungen des Spektrums üblich, vergleiche beispielsweise [RS80]. In
der dort üblichen Nomenklatur bilden die Eigenwerte eines selbstadjungierten Operator dessen „pu-
re point“ Spektrum. Eine ausführliche Abhandlung über das Spektrum selbstadjungierter Operato-
ren findet sich zudem beispielsweise auch in [Dav95]. Eine erweiterte Definition der Bestandteile
des Spektrums abgeschlossener Operatoren findet sich zudem beispielsweise in [JMT07].
Spektralradius und Spektralschranke
Aus [Kre78] (S. 378) stammt die folgende Definition des Spektralradius eines beschränkten Ope-
rators T .
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Definition 77 Es seiX ein Banachraum und T ∈ L (X). Dann heißt rσ (T ) = sup {|λ| |λ ∈ σ (T )}
Spektralradius von T . ✷
Der Spektralradius charakterisiert die kleinste Kreisscheibe um den Ursprung der komplexen Ebe-
ne, welche das kompakte Spektrum σ (T ) von T ∈ L (X) enthält. Alternativ findet sich in der
Literatur [EN00] (S. 249) die gleichwertige Definition des Spektralradius eines beschränkten Ope-
rators auf Basis des Grenzwerts der Operatornorm rσ (T ) = limn→∞ ‖T n‖
1
n .
Weitere Eigenschaften des Spektrums beschränkter Operatoren lassen sich beispielsweise [Wer11]
(S. 257ff) entnehmen. Insbesondere für endlich-dimensionale Matrizen T , als Sonderfälle be-
schränkter Operatoren, gilt demnach rσ (T ) = max {|λ| |λ ∈ σ (T )} . Der Begriff des Spektralradi-
us erleichtert die Verdeutlichung des Einfluss der Skalierung einer gleichmäßig stetigen Halbgruppe
durch die Laplace-Transformation.
Falls ein unbeschränkter Operator eine Spektralschranke besitzt, definiert diese die kleinste linke
Halbebene, die das Spektrum des zugehörigen linearen Operators enthält ([EN00]). Damit kann
die Spektralschranke als Erweiterung des Spektralradiuses beschränkter Operatoren auf den Fall
unbeschränkter Operatoren interpretiert werden ([EN06] (S. 168)).
Definition 78 (Spektralschranke) Es sei T ein linearer Operator und λ ∈ C, dann heißt s (T ) =
sup {Re (λ) |λ ∈ σ (T )} Spektralschranke von T . ✷
Für ein Paar aus einer stark stetigen Halbgruppe TΦ und ihrem infinitesimalen Erzeuger T liegt die
Spektralgrenze von T niemals rechts von der Wachstumsgrenze der Halbgruppe, es gilt stets
−∞ ≤ s (T ) ≤ ω0 <∞. (B.77)
Während im endlich-dimensionalen Fall die Übereinstimmung von Spektralschranke und Wachs-
tumsgrenze s (T ) = ω0 gilt, kann dies im unendlich-dimensionalen Fall nicht allgemein vorausge-
setzt werden. Ein ausführliches Gegenbeispiel wird in [BLX05] geschildert.
Spektrum polynomialer Funktionen linearer Operatoren
Der folgende Satz entspricht Proposition 2.2.12. aus [TW09] (S. 34) und dient der Charakterisie-
rung des Spektrums polynomialer Funktionen linearer Operatoren.
Satz 49 (Spektrum polynomialer Funktionen linearer Operatoren) Es sei T : D(T ) ⊂ X → X
ein linearer Operator und p ein Polynom. Dann gilt σ (p (T )) = p (σ (T )). Falls zudem 0 ∈ ρ(T )
gilt, folgt für das Spektrum des inversen Operators:
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SIO1) Für D (T ) 6= X: σ (T−1) = {0} ∪ 1
σ(T )
.
SIO1) Für D (T ) = X: σ (T−1) = 1
σ(T )
. ✷
Das Spektrum einer polynomialen Funktion, mit einem linearen Operator als Argument, ist dem-
nach gleich der polynomialen Funktion des Spektrums des besagten linearen Operators. Ein
schlichter Spezialfall der letztgenannten Proposition führt auf das Spektrum der Quadratwurzel des
Steifigkeitsoperators S 12 des Beispielsystems, wobei gemäß Satz 49 der Zusammenhang σ
(
S
1
2
)
=
σ (S)
1
2 gilt. Zudem lassen sich die Spektren des inversen Steifigkeitsoperators sowie des Dämp-
fungsoperators des Beispielsystems mittels Satz 49 unmittelbar ableiten.
Bedingungen für die Zerlegbarkeit des Spektrums
Die Zerlegung des Spektrums eines Operators in einen endlich und einen unendlichen Anteil wird
für das Beispielsystem angewandt. Die Definition der Zerlegbarkeit des Spektrums eines linearen
Operators entspricht Definition 5.2.5 aus [CZ95] (S. 232).
Definition 79 (Bedingungen für die Zerlegbarkeit des Spektrums) Der Operator T erfüllt an
δ die Bedingungen für die Zerlegbarkeit des Spektrums in den beschränkten Teil σ+δ (T ) und den
davon abgetrennten Teil σ−δ (T ), falls eine rektifizierbare, einfache geschlossene Kurve derart zu
zeichnen ist, dass sie eine offene Menge umschließt, deren Inneres den Teil σ+δ (T ) des Spektrums
von T beinhaltet aber der Teil σ−δ (T ) außerhalb der Kurve liegt. ✷
Spektrum adjungierter Operatoren
Durch den folgenden Satz aus [Kat95] (S. 184) wird der Zusammenhang zwischen dem Spektrum
eines dicht definierten, abgeschlossenen Operators und dem zugehörigen adjungierten Operator
charakterisiert.
Satz 50 Es sei X ein Hilbertraum und T : D(T ) ⊂ X → X ein dicht definierter, abgeschlossener
Operator.T ∗ bezeichnet den zu T adjungierten Operator. Dann gehen sowohl ρ(T ∗) als auch σ (T ∗)
aus der Resolventenmenge ρ(T ) beziehungsweise σ (T ) durch Spiegelung an der reellen Achse
hervor. Darüber hinaus gilt
R (s,T ∗) = R (s,T )∗, ∀ s ∈ ρ(T ). (B.78)
✷
Satz 50 folgend lässt sich das Spektrum von T ∗ durch komplexe Konjugation aus dem Spektrum
von T gewinnen. Zudem entspricht für alle Elemente s der Resolventenmenge ρ(T ) die Resolvente
des adjungierten Operators R (s,T ∗) der adjungierten der Resolvente von T an der Stelle s.
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B.7.3 Eigenwertproblem eines linearen Operators
Das Eigenwertproblem eines linearen Operator T : D (T ) ⊂ X → X lautet
(λiI − T ) vi = 0, (B.79)
wobei im Folgenden abkürzend (λiI − T ) = Tλi gilt. Durch (B.79) sind die Eigenwerte λi ∈
σp (T ) sowie die Eigenvektoren vi von T definiert, die gleichberechtigt auch als Rechtseigenvekto-
ren von T bezeichnet werden. Zu einem gegebenen λi definiert die Lösbarkeit der voranstehenden
Gleichung für nicht triviale vi ∈ D (T ) ⊂ X , vi 6= 0 eine notwendige und hinreichende Bedingung
[DL90] (S. 4) für λi, um zum Punktspektrum von T zu gehören.
Die Eigenvektoren eines Operators T : D (T ) ⊂ X → X sind Elemente seines Definitionsbereichs
D (T ) und damit auch Elemente von X . Die Vektordimension der Rechtseigenvektoren wird durch
die Matrixdimension n von T bestimmt. Die n einzelnen Komponenten eines Rechtseigenvektors
vi = (vi,1 . . . vi,n)
T
sind aufgrund von vi ∈ D (T ) im Allgemeinen Funktionen in Abhängigkeit von
den örtlichen Unabhängigen des zugrunde liegenden Problems.
Zu einem Eigenwert λi von T existiert ein nicht trivialer Nullraum N(Tλi) 6= 0, der Eigenraum
Eλi(T ) = N(Tλi) zum Eigenwert λi heißt. Analog zum endlich dimensionalen Fall wird die Di-
mension dimEλi(T ) eines Eigenraums Eλi(T ) zu einem Eigenwert λi als geometrische Ordnung
von λi bezeichnet. Eine Definition der algebraischen Vielfachheit eines Eigenwerts eines Operators
auf Basis einer Entwicklung der Resolvente in einer Laurent-Reihe findet sich in [Kat95] (S. 180).
Mit N(Ts) 6= 0 ist die Abbildung Ts zu einem vi nicht injektiv, demnach existiert die Resolvente
nicht und es gilt λi ∈ σp (T ).
Die Bedeutung von Satz 50 für die Eigenwerte eines entsprechenden Operators T werden in Re-
mark 6.23. ([Kat95] (S. 184)) beschrieben. Falls λi Eigenwert von T mit endlicher algebraischer
Vielfachheit ist, ist λi Eigenwert von T ∗, zudem überträgt sich sowohl die algebraische als auch die
geometrische Vielfachheit.
B.7.4 Spektraleigenschaften diskreter Operatoren
Ein Klasse von Operatoren, für die weitreichende Aussagen hinsichtlich ihres Spektrums bekannt
sind, sind diskrete Operatoren. Die Definition diskreter Operatoren sowie eine ausführliche Be-
handlung ist beispielsweise in [DS88] (S. 2291) oder [Kat95] (S. 187) enthalten.
Definition 80 (Diskreter Operator) Ein linearer Operator T : X → X heißt diskreter Operator,
falls es ein Element aus der Resolventenmenge s ∈ ρ(T ) gibt, sodass die Resolvente für dieses
Element R (s,T ) = (sI − T )−1 kompakt ist. ✷
Das Spektrum diskreter Operatoren besteht ausschließlich aus isolierten Eigenwerten mit jeweils
endlicher Häufigkeit ([Kat95] (S. 187)). Die abzählbar vielen Elemente des Spektrums diskreter
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Operatoren besitzen keinen endlichen Häufungspunkt ([DS88] (S. 2292), Lemma 2). Ferner ist die
Resolvente R (s,T ) kompakt für alle s aus der Resolventenmenge ([DS88] (S. 2292), Lemma 2).
B.7.5 Spektraleigenschaften selbstadjungierter Operatoren
Aufgrund der Eigenschaften des Steifigkeitsoperators des Beispielsystem kommt den Spektralei-
genschaften selbstadjungierter Operatoren innerhalb dieser Arbeit eine besondere Bedeutung zu.
Einleitend trifft ein Satz aus [Wei] (S. 201) Aussagen über die Existenz des Spektrums selbstadjun-
gierter Operatoren in Hilberträumen.
Satz 51 (Existenz des Spektrums selbstadjungierter Operatoren) Das Spektrum eines selbstad-
jungierten Operators egal ob in einem reellen oder komplexen Hilbertraum ist nicht leer. ✷
Lemma 2 aus [DS63] (S. 1198) sagt darüber hinaus aus, dass das Spektrum eines selbstadjungierten
Operators stets reell ist und verallgemeinert damit diese für beschränkte selbstadjungierte Opera-
toren bekannte Aussage auf unbeschränkte selbstadjungierte Operatoren. Das Spektrum symme-
trischer Operatoren dagegen ist nicht zwingend reell, ein Gegenbeispiel wird in [Wer11] (S. 355)
gezeigt. Ferner lässt sich Lemma 2 aus [DS63] (S. 1198) entnehmen, dass die Resolvente eines
selbstadjungierten Operators T stets normal ist und ferner R (s,T )∗ = R (s,T ) gilt. Der folgende
Satz aus [Kre78] (S. 544) beinhaltet zusätzlich die Abgeschlossenheit des Spektrums selbstadjun-
gierter Operatoren.
Satz 52 (Spektrum selbstadjungierter Operatoren) Es sei X ein komplexer Hilbertraum und T :
X ⊃ D(T )→ X selbstadjungiert. Dann ist das Spektrum von T reell und abgeschlossen. ✷
Der in Theorem 10.4-2 aus [Kre78] (S. 544) explizit geforderte dicht liegende Definitionsbereich
D(T ) = X ist an dieser Stelle implizit in der Definition des selbstadjungierten Operators (Definiti-
on 71) enthalten. Aus der Abgeschlossenheit des Spektrums der in Satz 52 betrachteten Operatoren
folgt, dass die zugehörige Resolventenmenge offen ist. Zu jedem Punkt s aus der Resloventenmen-
ge s ∈ ρ(T ) gehört eine Umgebung, die ebenfalls zur Resolventenmenge gehört. Ferner lässt sich
[Kre78] (S. 546) entnehmen, dass das Residualspektrum von T leer ist.
Der Nachweis, dass die Eigenwerte selbstadjungierter Operatoren T = T ∗ stets reell sind wird in
Anhang B.6.2 gezeigt. Als Sonderfall zu den in Satz 51 angenommenen selbstadjungierten Ope-
ratoren T : X ⊃ D(T ) → X kann zusätzlich eine kompakte Resolvente R (s,T ) angenommen
werden. Diese Annahme führt auf einen selbstadjungierten diskreten Operator (Definition 80). Die
Eigenschaften des Spektrums derartiger Operatoren finden sich beispielsweise in Satz 5.20 aus
[Wei] (S. 204). Insbesondere ist das Spektrum dieser Klasse von Operatoren reell und ein reines
Punktspektrum (diskretes Spektrum). Die geeignet normierten Eigenvektoren der Resolvente eines
selbstadjungierten Operators bilden in einem solchen Fall eine Orthonormalbasis von X . Die Dar-
stellbarkeit selbstadjungierter Operatoren mittels der Summe von Projektionen findet sich zudem
in Lemma 7.1.1 aus [NS] (S. 486).
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B.7.6 Sektorielle Operatoren
Als Spezialfall stark stetiger Halbgruppen werden in Abschnitt D.2.1 analytische Halbgruppen ein-
geführt. Der infinitesimale Erzeuger einer analytischen Halbgruppe ist stets ein sektorieller Opera-
tor. Die folgende Definition sektorieller Operartoren ist angelehnt an Definition 4.1 aus [EN00] (S.
96).
Definition 81 (Sektorielle Operatoren) Es sei X ein Banachraum und T : D (T ) ⊂ X → X ein
dicht definierter und abgeschlossener Operator. Dann wird T als sektorieller Operator hinsichtlich
des Winkels β bezeichnet, falls
SO1) ρ(T ) ⊃ CSβ =
{
s ∈ C | |arg s| < π
2
+ β
}
\ {0} für β ∈
[
0,π
2
)
,
SO2) Für alle γ ∈ (0,β) existiert ein cγ > 0, sodass ‖R (s,T )‖L(X ) ≤ cγ|s| , ∀0 6= s ∈ CSβ−γ ;
gilt. ✷
Sektorielle Operatoren zeichnen sich dadurch aus, dass ein durch CSβ definierter Sektor ein Teil
ihrer Resolventenmenge ρ(T ) ist. Darüber hinaus muss die einem sektoriellen Operator zugeord-
nete Resolvente für alle s 6= 0 aus dem Abschluss des Sektors CSβ−γ auf die in SO2) beschriebene
Weise beschränkt sein. SO2) korrespondiert mit dem Hille-Yosida-Theorem (Satz 5) für den Fall
ω = 0,r = 1. Die Auswirkungen der Voraussetzungen an sektorielle Operatoren finden sich in
[EN00], weiterführende Betrachtungen zu derartigen Operatoren werden beispielsweise in [Haa06]
angestellt. [EN00] (S. 97) enthält ferner eine graphische Darstellung der in Zusammenhang mit
sektoriellen Operatoren verwendeten Sektoren der komplexen Ebene.
B.8 Diagonalisierbare Operatoren und Riesz-
Spektraloperatoren
In diesem Abschnitt wird die Klasse der diagonalisierbaren Operatoren nach [TW09] (S. 47) und
die Klasse der Riesz-Spektraloperatoren eingeführt. Im Wesentlichen lassen sich diagonalisierba-
re Operatoren als Obermenge der Riesz-Spektraloperatoren auffassen. Die beiden eng verwandten
Operatorklassen bilden jeweils eine vergleichsweise große Klasse linearer Operatoren, deren Ele-
mente sich zur mathematischen Beschreibung einer Vielzahl praktischer Problemstellungen eignen.
Einen Nachweis darüber, dass beispielsweise durch Sturm-Liouville Operatoren beschriebene Sys-
teme eine Unterklasse der durch Riesz-Spektraloperatoren beschriebenen Systeme sind, findet sich
in [DDW03]. In der genannten Quelle finden sich zudem einige Literaturhinweise auf verschie-
denen physikalische Anwendungen, deren ungezwungene Systemdynamik durch Sturm-Liouville
Operatoren und damit auch durch Riesz-Spektraloperatoren zu beschreiben ist. Die aus der Literatur
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bekannten Anwendungen umfassen dabei zahlreiche Schwingungsprobleme, aber auch Diffusions-
probleme. Der recht universellen praktischen Verwendbarkeit dieser Klasse von Operatoren steht
hinsichtlich der in der Regelungstechnik üblichen Methodiken eine verhältnismäßig angenehme
und nicht zu umfangreiche benötigte mathematische Theorie gegenüber.
B.8.1 Diagonalisierbare Operatoren
Die nachfolgende Definition zur Charakterisierung diagonalisierbarer Operatoren entspricht Defi-
nition 2.6.1 aus [TW09] (S. 47).
Definition 82 (Diagonalisierbare Operatoren) Es sei X ein Hilbertraum. Ein Operator
T : D(T ) ⊂ X → X wird als diagonalisierbar bezeichnet, falls seine Resolventenmenge ρ(T )
nicht leer ist und seine Eigenvektoren eine Rieszbasis von X bilden. ✷
Die Forderung einer nicht leeren Resolventenmenge in Definition 82 beinhaltet die Forderung nach
der Abgeschlossenheit eines Operators. Die Menge der diagonalisierbaren Operatoren wird mitOD
bezeichnet. Ein Klasse von Operatoren, die über vergleichbar angenehme Eigenschaften wie diago-
nalisierbare Operatoren verfügt, wird in [CZ95] unter der Bezeichnung Riesz-Spektraloperatoren
eingeführt.
Definition 83 (Riesz-Spektraloperator) Es sei X ein Hilbertraum und T ein abgeschlossener
Operator T : D (A) ⊂ X → X, x 7→ Tx dessen Eigenvektoren {vi}i∈I+ zu seinen einfachen
Eigenwerten {λi}i∈I+ eine Rieszbasis von X bilden.
Falls keine zwei unterschiedlichen Elemente des Abschlusses der Menge der Eigenwerte {λi}i∈I+
durch eine vollständig in diesem Abschluss liegende Strecke verbunden werden können, wird der
Abschluss als vollständig unzusammenhängend bezeichnet und T ist ein Riesz-Spektraloperator. ✷
Die Menge der Riesz-Spektraloperatoren wird mit OR bezeichnet und wird aufgrund der zusätzli-
chen Anforderungen als Untermenge der diagonalisierbaren Operatoren aufgefasst. Neben den vor-
anstehend definierten Operatorklassen finden sich in der Literatur noch zahlreiche Betrachtungen
zu Operatoren, deren Eigenvektoren eine Rieszbasis des zugrunde liegenden Raums bilden. Einen
speziellen Bezug zum Euler-Bernoulli Balken findet sich dabei beispielweise in [GY01; GC01;
Guo02b; Guo02a]. Verallgemeinerte Betrachtungen zu Rieszbasen im Zusammenhang mit Opera-
toren, die Eigenwerte nicht einfacher Vielfachheit aufweisen, finden sich beispielsweise in [Wys10]
und den dort genannten zahlreichen Literaturquellen. In [KZ96] wird ferner der Zusammenhang
von Riesz-Spektraloperatoren und diskreten Operatoren aus [DS88] diskutiert.
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B.8.2 Ausgesuchte Eigenschaften diagonalisierbarer Operatoren
Die Elemente der OperatorklasseOD weisen eine Vielzahl von Eigenschaften auf, die den Umgang
mit diesen Operatoren angenehm gestalten. Einige hinsichtlich dieser Arbeit relevante Eigenschaf-
ten der Elemente aus OD, die damit auch für die Elemente aus OR gelten, sind im folgenden Satz
zusammengefasst.
Satz 53 (Eigenschaften von Operatoren der Klasse OD ) Es sei X ein Hilbertraum und T :
D (T ) ⊂ X → X ein Operator T ∈ OD mit den Eigenwerten {λi}i∈I+ und den zugehörigen
Eigenvektoren {vi}i∈I+ . Der zu T adjungierte Operator T ∗ besitzt die Eigenvektoren {wi}i∈I+ zu
den Eigenwerten
{
λi
}
i∈I+
. Dann gelten bezüglich T die Aussagen:
RSO1) Die Eigenvektoren {wi}i∈I+ von T ∗ zu den Eigenwerten
{
λi
}
i∈I+
lassen sich so skalieren,
dass {vi}i∈I+ und {wi}i∈I+ biorthogonal sind und damit 〈vi,wj〉X = δij gilt.
RSO2) Es existiert eine Darstellung
x =
∑
i∈I+
〈x,vi〉Xwi, ∀ x ∈ X. (B.80)
RSO3) Der Definitionsbereich von T ist gegeben durch
D (T ) =
{
x ∈ X
∣∣∣∣∣∑
i∈I+
|λi|
2 |〈x,wi〉X |
2 <∞
}
(B.81)
und T besitzt die Darstellung
Tx =
∑
i∈I+
λi〈x,wi〉Xvi, ∀ x ∈ D (T ) . (B.82)
RSO4) ρ(T ) =
{
s ∈ C
∣∣∣∣ infi∈I+ |s− λi| > 0
}
, σ (T ) = σp (T ) und für jedes Element der Resol-
ventenmenge λ ∈ ρ(T ) ist die Resolvente gegeben durch
R (s,T ) = (sI − T )−1 =
∑
i∈I+
1
s− λi
〈 · ,wi〉Xvi; (B.83)
RSO5) T ist genau dann infinitesimaler Erzeuger einer stark stetigen Halbgruppe, falls
sup
i∈I+
Re (λi) <∞. Die zugehörige Halbgruppe lautet dann
Φ(t) =
∑
i∈I+
eλi t〈 · ,wi〉Xvi (B.84)
und ihre Wachstumsgrenze ist gegeben durch
ω0 = sup
i∈I+
Re (λi) . (B.85)
✷
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Die Darstellung eines x ∈ X in einer Rieszbasis gemäß RSO2) ist inhaltlich durch Satz 39 ab-
gedeckt. Die unter RSO1) aufgeführte Eigenschaft entspricht Proposition 2.8.6. aus [TW09] (S.
63), während RSO3) Proposition 2.6.3. aus [TW09] (S. 48) gleicht. Dazu ist zu beachten, dass die
Norm ‖x‖2 = 〈x,x〉 induziert durch das Innenprodukt 〈x,y〉 =
∑
i∈I+
|λi|
2 〈x,wi〉〈y,wi〉 auf X wegen
‖x‖21 =
∑
i∈I+
(
1 + |λi|
2) |〈x,wi〉|2
≤
∑
i∈I+
|λi|
2 |〈x,wi〉|
2 (B.86)
äquivalent zu der Norm ‖x‖21 = 〈x,x〉1 induziert durch das Innenprodukt
〈x,y〉1 =
∑
i∈I+
(
1 + |λi|
2) 〈x,wi〉〈y,wi〉 (B.87)
ist. Dabei entspricht die in [TW09] verwendete Norm ‖x‖21 = 〈x,x〉1 auf D (T ) der Graphennorm
von T . Folglich sind die Charakterisierungen des Definitionsbereichs von T durch D (T ){
x ∈ X |
∑
i∈I+
γi |〈x,wi〉| <∞
}
(B.88)
mit γi = |λi|2 oder γi = 1 + |λi|2 für alle i ∈ I+ gleichwertig. Für weitere Details über diese Form
der Definition von Räumen sei auf die Ausführungen über Interpolationsräume in Abschnitt B.9.3
verwiesen. Insbesondere giltD (T ) = H1. Die Eigenschaft RSO4) ergibt sich aus der Kombination
von Proposition 2.6.2. aus [TW09] (S. 47) und Remark 2.6.4. aus [TW09] (S. 49). Die Eigenschaft
RSO5) entspricht inhaltlich Proposition 2.6.5. aus [TW09] (S. 49). Theorem 2.3.5 und die zuge-
hörigen Beweise aus [CZ95] (S. 41ff) zeigen, dass die aufgeführten Eigenschaften tatsächlich auch
für alle Riesz-Spektraloperatoren gelten. Die Operatoren beider Operatorklassen sind dicht definiert
und abgeschlossen [TW09] (S. 32) (Remark 2.2.4.).
Im Hinblick auf die Dynamik linearer Systeme ist insbesondere festzuhalten, dass die gegebenen-
falls von einem der in Satz 53 zugelassenen Operatoren erzeugte stark stetige Halbgruppe eine
durch das Spektrum des infinitesimalen Erzeugers festgelegte Wachstumsgrenze besitzt (RSO4)).
Der Nachweis für die Einhaltung der in [Tri75] (S. 387) eingeführten sogenannten „Spectrum deter-
mined growth assumption“ durch eine, von einem diagonalisierbaren Operator erzeugte, stark ste-
tige Halbgruppe, findet sich im Beweis zu Theorem 2.3.5 aus [CZ95]. In [Mon07] (S. 19ff) werden
die Eigenschaften stark stetiger Halbgruppen in Verbindung mit einem infinitesimalen Erzeuger
betrachtet, dessen Eigenvektoren eine Orthonormalbasis des zugrunde liegenden Raumes bilden.
Die entsprechenden Betrachtungen lassen sich unter Ausnutzung der Äquivalenz von Rieszbasen
zu Orthonormalbasen auf diagonalisierbare Operatoren verallgemeinern. Dieses Vorgehen unter
Verwendung einer äquivalenten Norm bietet sich insbesondere für den Beweis der Beschränktheit
einer Halbgruppe {Φ(t)}t∈R≥0 sowie ihrer Stetigkeitseigenschaften für t=0 an. Die beiden in Defi-
nition 1 aufgeführten Eigenschaften lassen sich unter der Annahme eines Operators entsprechend
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Satz 53 als infinitesimalen Erzeuger unmittelbar zeigen. Es gilt
Φ(0)x =
∑
i∈I+
eλi0〈x,wi〉vi =
∑
i∈I+
〈x,wi〉vi
= x
(B.89)
und
Φ(t1) (Φ(t2)x) =
∑
i∈I+
eλi t1〈
∑
i∈I+
eλit2〈x,wj〉vj,wi〉vi =
∑
i∈I+
eλi t1eλit2〈x,wi〉vi
= Φ(t1 + t2)x.
(B.90)
B.8.3 Zu diagonalisierbaren Operatoren adjungierte Operatoren
Der vorliegende Abschnitt enthält einige im Kontext dieser Arbeit relevante Informationen über zu
diagonalisierbaren Operatoren adjungierte Operatoren.
Satz 54 Es sei X ein Hilbertraum und T : D (T ) ⊂ X → X ein diagonalisierbarer Operator oder
eine Riesz-Spektraloperator. Die Eigenvektoren {vi}i∈I+ von Tgegeben durch die nichttrivialen
Lösungen von
(λiI − T ) vi = 0,∀i ∈ I
+,
bilden eine Rieszbasis von X . Dann ist der zu T adjungierte Operator T ∗ ebenfalls ein diagonali-
sierbarer Operator beziehungsweise ein Riesz-Spektraloperator und seine Eigenvektoren, gegeben
durch (
λiI − T
∗
)
wi = 0, (B.91)
lassen sich derart skalieren, dass sie eine zu {vi}i∈I+ biorthogonale Menge bilden. ✷
Für die Elemente der beiden betrachteten Operatorklassen geht das Spektrum des adjungierten Ope-
rators durch konjugiert komplexen Bildung, die einer Spiegelung an der reellen Achse entspricht,
aus dem Spektrum des ursprünglichen Operators hervor. Das Spektrum eines Riesz-Spektralopera-
tors T ist per Definition 83 vollständig unzusammenhängend, diese Eigenschaft wird durch die
beschriebene Operation nicht beeinflusst.
Die Eigenvektoren eines in Satz 54 vorausgesetzten Operators T bilden per Definition eine Riesz-
basis des Hilbertraums X . Laut Satz 39 gibt es in einem derartigen Fall genau eine biorthogonale
Menge zu den {vi}i∈I+ . Aus Satz 53 RSO1) ist bekannt, dass die passend skalierten Eigenvektoren
{wi}i∈I+ von T
∗ biorthogonal zu den Eigenvektoren {vi}i∈I+ von T sind. Es handelt sich also bei
den {wi}i∈I+ um die in Satz 39 beschriebene biorthogonale Menge, die ebenfalls eine Basis von X
bildet. Entsprechend Satz 40 handelt es sich damit bei {wi}i∈I+ ebenfalls um eine Rieszbasis von
X . Entsprechend gilt (B.49).
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Somit genügt der zu einem diagonalisierbaren Operator T adjungierte Operator T ∗ seinerseits den
in Definition 83 aufgeführten Anforderungen an die jeweilige Operatorklasse, d.h. für T ∗ gelten die
Aussagen aus Satz 53. Insbesondere lautet eine Darstellung von T ∗
T ∗x =
∑
i∈I+
λi〈x,vi〉wi ∀ x ∈ D(T
∗). (B.92)
Der Definitionsbereich D(T ∗) ist in Anlehnung an D (T ) gemäß Satz 53 von Seite 291 durch
D(T ∗) =
{
x ∈ X
∣∣∣∣∣∑
i∈I+
|λi|
2 |〈x,vi〉X |
2 <∞
}
(B.93)
gegeben. Damit sind der Definitionsbereich eines Operators T : D(T ) ⊂ X → X aus OD oder OR
und des zu ihm adjungierten Operators T ∗ identisch
D (T ) = D(T ∗). (B.94)
Diese Behauptung folgt aus den Eigenschaften von Rieszbasen (Anhang B.5.3 RB3)) und der Be-
ziehung zwischen dem Spektrum eines dicht definierten, abgeschlossenen Operators zum Spektrum
des zugehörigen adjungierten Operators gemäß Satz 50.
B.8.4 Eigenprojektionen im Fall diagonalisierbarer Operatoren
Im Folgenden sei T : D (T ) ⊂ X → X diagonalisierbar, die Eigenvektoren zu den Eigenwerten
{λi}i∈I+ von T werden mit {vi}i∈I+ bezeichnet, die Eigenvektoren von T ∗ heißen {wi}i∈I+ . Die
durch
Pe,i : X → Ei = R(Pe,i) ⊂ X
x 7→ Pe,ix = 〈x,wi〉Xvi
(B.95)
für alle i ∈ I+ definierte, beschränkte Abbildung ist aufgrund von
Pe,iPe,jx = 〈〈x,wi〉Xvi,wj〉Xvj
= δijPe,ix
(B.96)
für alle i,j ∈ I+ idempotent und damit eine Projektion. Pe,i ∈ L (X) wird als Eigenprojektion von
T bezeichnet. Die zu Pe,i adjungierte Eigenprojektion Pe,i∗ ergibt sich ausgehend von 〈Pe,ix,y〉X =
〈x,Pe,i
∗y〉Xunter Berücksichtigung von 〈Pe,ix,y〉X = 〈x,〈y,vi〉Xwi〉X zu Pe,i∗x = 〈y,vi〉Xwi. Da
eine Eigenprojektion im Allgemeinen nicht mit der zugehörigen adjungierten Eigenprojektion über-
einstimmt Pe,i 6= Pe,i∗, handelt es sich bei Pe,i nicht um eine orthogonale Projektion. Aufgrund von
TPe,ix = λiPe,ivi sowie Pe,jTPe,ix = δijλiPe,ix gilt Pe,jTPe,ix = TPe,ix. Folglich ist der durch
Ei = Pe,iX definierte Unterraum T -invariant ([GK69] (S. 2)). Die Menge aller Eigenprojektionen
Pe,i, i ∈ I+ erlaubt eine Zerlegung von X . Durch
Pe,Nx =
∑
i∈IN+
〈x,wi〉Xvi, N <∞ (B.97)
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wird die Projektion von x ∈ X auf den endlich-dimensionalen Unterraum
XN =
⊕
i∈IN+
Ei ⊂ X (B.98)
definiert. Ferner gilt XN = span(v1, . . . ,vN). Da für die Eigenvektoren vi ∈ D (T ) , ∀i ∈ IN+
gilt, liegt auch jede Linearkombination der {vi}i∈IN+ im Definitionsbereich von T und somit gilt
XN ⊂ D (T ). Die durch (B.97) definierten Projektionen erfüllen für N < ∞ die Zusammenhänge
aus (4.6), wobei speziell
I − Pe,N =
∞∑
i∈I+N+1
〈x,wi〉Xvi (B.99)
gilt.
B.9 Raumskalen
B.9.1 Allgemeine Einführung Gelfandscher Dreier
Der vorliegende Abschnitt beinhaltet eine kurze Einführung einer Anordnung von Räumen, die in
der Literatur als Gelfandscher Dreier ([Wlo82]) bezeichnet wird. Mit einer derartigen Raumskala
der Form
Y −֒→
d
X = X ′ −֒→
d
Y ′ (B.100)
wird die Grundlage zur Behandlung von in Bezug auf den Zustandsraum unbeschränkten Ein- und
Ausgangsoperatoren gelegt. Die in (B.100) definierte Anordnung wird in der Literatur auch als
Evolutions- oder Raumtripel bezeichnet und es besteht im Allgemeinen die Möglichkeit einer Er-
weiterung auf eine umfangreichere Raumskala ([Wlo82]). Im Folgenden werden als Bestandteile
von (B.100) ausschließlich Hilberträume angenommen. Die Verallgemeinerung für den Fall, dass
der Pivotraum ein Hilbertraum, die anderen auftretenden Räume lediglich reflexive Banachräume
sind, wird zusammen mit einer weitreichenderen Betrachtung von Raumskalen in [Wlo82] durch-
geführt. Betrachtungen im regelungstechnischen Kontext in Verbindung mit ausführlichen Überle-
gungen zur Dualität sowie Beispielen werden beispielsweise in [Keu93] und [TW09] angestellt.
Aufbauend auf den Ausführungen zum Dualraum eines Hilbertraums X in Abschnitt B.5.4 erfolgt
eine Identifizierung von X mit dem zugehörigen Dualraum X ′ durch die in Abschnitt B.5.4 für alle
x ∈ X beschriebene Identifizierung iRx ∈ X ′. Die Konstruktion der Raumskala (B.100) erfordert
im Folgenden die Betrachtung der Dualität der verbleibenden Räume im Sinne des Pivotraums
X = X ′. Dazu wird zunächst als weiterer Bestandteil der angestrebten Raumskala der Hilbertraum
Y eingeführt, dessen stetige dichte Einbettung (Definition 44)
iX : Y → X, x 7→ iXx (B.101)
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mit ‖iXx‖X ≤ c1 ‖x‖Y ∀x ∈ Y in den Pivotraum, kennzeichnet die abkürzende Schreibweise
Y −֒→
d
X. Die Abbildung von Elementen des Hilbertraums Y in den Pivotraum X ist für alle Ele-
mente aus Y definiert, erreicht aber nicht den gesamten Pivotraum, sondern nur eine dichte Teil-
menge.
Im Folgenden gilt es eine Darstellung für stetige Funktionale, definiert auf Y , zu finden. Das Vorge-
hen dazu entstammt [TW09]. Der allgemeinere Formalismus mit einer konsequenten Unterschei-
dung zwischen dem Dualraum und seiner Repräsentation aus [Keu93] wird innerhalb dieser Arbeit
nicht zwingend benötigt, daher wird auf den komplexeren Formalismus zugunsten der übersichtli-
cheren Darstellung aus [TW09] verzichtet.
Zunächst ist der Hilbertraum Y ⋆ zu definieren, der die Rolle der Repräsentation des Dualraums,
wie sie in [Keu93] eingeführt wird, übernimmt. Dazu wird der Raum X mit einer neuen Norm
ausgestattet. Deren Definition liegt die Idee zugrunde, dass jedes x ∈ X mittels der durch (B.101)
definierten stetigen Einbettung als gegebenenfalls antilineares stetiges Funktional auf Y zu inter-
pretieren ist ([Wlo82] (S. 255)). Entsprechend wird X mit der Funktionalnorm
‖x‖Y ⋆ = sup
y∈Y, ‖y‖Y ≤1
|〈x,iXy〉X| ∀ x ∈ X, (B.102)
ausgestattet. Der Index der voranstehenden Norm beruht auf der Tatsache, dass Y ⋆ eben als Ver-
vollständigung von X in dieser neuen Norm definiert wird.
Um einen Zusammenhang zwischen Y ⋆ und Y ′ herzustellen erfolgt unter der Annahme einer in Y ⋆
konvergenten Folge, deren Folgeglieder in X liegen
X ∋ xi → x ∈ Y
⋆ für i→∞
die Definition der Abbildung iY ′ : Y ⋆ → Y ′ durch
〈y,iY ′x〉Y×Y ′ = limi→∞
〈xi,iXy〉X ,∀ y ∈ Y. (B.103)
Laut [TW09] (S. 65) handelt es sich bei iY ′ um einen Isomorphismus zwischen der Vervollständi-
gung von X in der Norm ‖(· )‖Y ⋆ bezeichnet durch Y ⋆ und Y ′. Die durch limi→∞〈xi,iXy〉X für alle
y ∈ Y definierte stetige Fortsetzung des auf X verwendeten Innenprodukts auf das Dualitätspro-
dukt auf Y × Y ′ kann als die gesuchte Repräsentation der Elemente von Y ′, d.h. stetiger linearer
Funktionale auf Y , angesehen werden ([Wlo82] (S. 255)).
Erfüllen x ∈ Y ′ zusätzlich die strengere Annahme x ∈ X folgt aus (B.103) für die Einschränkung
〈y,iY ′x〉Y×Y ′ = 〈x,iXy〉X∀ y ∈ Y. (B.104)
Zudem genügt der Isomorphismus iY ′ den Eigenschaften einer Isometrie zwischen Y ⋆ und Y ′ ge-
mäß Definition 66, d.h. es gilt ‖iY ′x‖Y ′ = ‖x‖Y ⋆ für alle x ∈ Y ⋆ ([TW09] (S. 65)).
In Analogie zu dem in Abschnitt B.5.4 geschilderten Vorgehen, bei der Identifizierung eines Hil-
bertraums mit seinem Dualraum, wird im Folgenden Y ⋆ mit Y ′ identifiziert. Die Identifizierung
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erfolgt indem für alle x ∈ Y ⋆ keine Unterscheidung der über den isometrischen Isomorphismus
iY ′ zusammenhängenden Größen x ∈ Y ⋆ und iY ′x ∈ Y ′ vorgenommen wird ([TW09] (S. 65)). In
diesem Fall wird Y ′ als Dualraum zu Y unter Berücksichtigung des PivotraumsX = X ′ bezeichnet
und es resultiert die eingangs bereits aufgeführte Raumskala
Y −֒→
d
X = X ′ −֒→
d
Y ′. (B.105)
Eine Schilderung des Mechanismus nach dem die eindeutige Festlegung von Y durch Y ′ erfolgt
sowie weiterführende Betrachtungen finden sich in [TW09].
B.9.2 Definition von Raumskalen anhand positiver Operatoren
Definition von Raumskalen mittels positiver Operatoren
Aufbauend auf den Ausführungen in Abschnitt B.9.1 folgt die Einführung von Raumskalen auf
Basis positiver Operatoren. Diese Methodik wird im Hinblick auf den Steifigkeitsoperator des Bei-
spielsystems vorgestellt und kann für diesen Fall als systemspezifische Konstruktion einer Raum-
skala angesehen werden. Eine ausführliche Beschreibung des Vorgehens findet sich in [TW03a;
TW09]. Angenommen wird ein Hilbertraum H sowie ein positiver Operator
S : D (S) ⊂ H → H,
x 7→ Sx.
(B.106)
Gemäß den Betrachtungen aus Anhang B.6 besitzt ein solcher Operator eine eindeutig bestimmte
positive Quadratwurzel
S
1
2 : D
(
S
1
2
)
⊂ H → H
x 7→ S
1
2x
(B.107)
mitD
(
S
1
2
)
⊃ D (S). Die Positivität von S und der zugehörigen Quadratwurzel S 12 ermöglicht es,
eine Abbildung auf den jeweiligen Definitionsbereichen unter Nutzung der Operatoren einzuführen,
die den Eigenschaften eines Innenprodukts genügt. Ferner induzieren diese Innenprodukte jeweils
eine Norm auf dem zugehörigen Definitionsbereich. Auf diese Weise werden mit α = {1
2
,1} die
Räume
Hα = D (S
α) , (B.108)
ausgestattet mit den Innenprodukten
〈x1,x2〉Hα = 〈S
αx1,S
αx2〉 ∀ x1,x2 ∈ Hα (B.109)
und den durch die jeweiligen Innenprodukte induzierten Normen
‖x1‖Hα = ‖S
αx1‖ (B.110)
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eingeführt. Laut [TW09] (S. 88) sind die induzierten Normen ‖· ‖Hα auf den jeweiligen Definiti-
onsbereichen zur Graphennorm von Sα äquivalent. Die Graphennorm wird dabei durch
‖x‖
Gr,S
1
2
=
∥∥∥S 12x∥∥∥
H
+ ‖x‖H (B.111)
definiert. Diese Normäquivalenz impliziert die Isomorphie von D (Sα) zum einen ausgestattet mit
der eingeführten Norm ‖· ‖Hα und zum anderen versehen mit der entsprechenden Graphennorm
([Wer11] (S. 83)).
Für den Fall α = 1
2
lässt sich unter Ausnutzung der Selbstadjungiertheit von S 12 das Innenprodukt
aus (B.109) umschreiben. Der Raum H 1
2
kann dann als Vervollständigung von D (S) versehen mit
der Norm
‖x‖2H 1
2
= 〈Sx,x〉 ∀ x ∈ D (S) (B.112)
interpretiert werden. Diese Interpretation ermöglicht insbesondere für diagonalisierbare Operatoren
S eine direkte Charakterisierung des Definitionsbereichs D
(
S
1
2
)
, vergleiche [TW09] (S. 90).
Auf Basis der Eigenschaften von S 12 folgt ein Teil der gesuchten Raumskala mit jeweils stetigen
und dichten Einbettungen zwischen den Räumen zu
H1 −֒→d
H 1
2
−֒→
d
H. (B.113)
Die zugehörigen Beweise finden sich in [TW09] (S. 88). Eine Abbildung S 12 ∈ L
(
H1,H 1
2
)
lässt
sich anhand der Definition der Normen aus (B.110)
‖S
1
2S
1
2x1‖ =
∥∥∥S 12x∥∥∥
H 1
2
≤ ‖x‖H1 = ‖Sx1‖ (B.114)
unmittelbar als Isometrie erkennen. Insgesamt sind sowohl S 12 ∈ L
(
H1,H 1
2
)
als auch S 12 ∈
L
(
H 1
2
,H
)
isometrische Isomorphismen mit einem Bildbereich, der dem gesamten Raum H 1
2
bzw.
H entspricht, folglich sind sie unitär ([TW09]).
Das Vorgehen zur Einführung der Repräsentation des Dualraums unter Berücksichtigung eines
Pivotraums H aus Anhang B.9.1 lässt sich auf den vorliegenden Fall übertragen. Ein Dualraum
H−α zu einem Hilbertraum Hα wird jeweils mit seiner Repräsentation identifiziert H−α = H ′α
([TW03a]). Die gesamte Raumskala mit stetigen und dichten Einbettungen zwischen den Räumen
lautet somit
H1 −֒→
d
H 1
2
−֒→
d
H −֒→
d
H− 1
2
−֒→
d
H−1. (B.115)
Mit einem explizitem Verweis auf [TW09] und ohne weiteren Hintergrund werden die folgenden
Zusammenhänge zur Definition der Normen auf den Dualräumen angegeben. Für die in (B.106)
bzw. (B.107) eingeführten Operatoren existieren für α = {1
2
,1} eindeutige stetige Erweiterungen
zu
Sα ∈ L (H,H−α) (B.116)
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deren Inverse durch
‖x‖H−α = ‖S
−αx‖ (B.117)
eine Möglichkeit zur Formulierung der Norm auf den Dualräumen bietet. Die derartige Definition
der Norm führt dazu, dass die Erweiterungen aus (B.116) unitäre sind.
Zudem existiert zu dem ursprünglich eingeführten Operator S : D (S) ⊂ H → H eine eindeuti-
ge stetige Erweiterung zu einem unitären Operator. Bei gleicher Nomenklatur des ursprünglichen
Operators und dessen Erweiterung gilt
S = L
(
H 1
2
,H− 1
2
)
. (B.118)
Analog zum ursprünglichen Operator ist die Erweiterung ein positiver Operator, allerdings nicht
auf H sondern auf der Vervollständigung H− 1
2
([TW09]).
Aus den in (B.115) auftretenden Räumen lassen sich mittels der externen direkten Summe (Defini-
tion B.1) unter Verwendung der Produkttopologie (Satz 16) komplexere Räume, wie beispielsweise
der Zustandsraum konstruieren.
Definitionsbereiche positiver diagonalisierbarer Operatoren
Die vorangehenden Betrachtungen zeigen, wie sich auf Basis positiver Operatoren Raumskalen der
Form (B.115) erzeugen lassen. Im Folgenden wird zusätzlich vorausgesetzt, dass die Eigenvekto-
ren
{
ψ˜i
}
i∈I+
zu den Eigenwerten {λS,i}i∈I+ der betrachteten positiven Operatoren S : D (S) ⊂
H → H eine Orthonormalbasis von H bilden. Unter dieser Annahme erfolgt die Charakterisie-
rung der innerhalb der Raumskala (B.115) auftretenden Räume auf Basis der Reihendarstellung
der Operatoren Sα, α ∈ {−1,− 1/2,0,1/2,1}. Die Nomenklatur ist an dieser Stelle an den Steifig-
keitsoperator des Beispielsystems angepasst, die Lösung des Eigenwertproblems von S erfolgt in
Abschnitt D.1.3 und S erfüllt alle Annahmen des vorliegenden Abschnitts.
Falls ein Operator S die genannten Voraussetzungen erfüllt, lässt sich S als Spezialfall eines diago-
nalisierbaren Operators entsprechend Abschnitt B.8 auffassen. Analog zum Fall allgemeiner dia-
gonalisierbarer Operatoren lautet die Reihendarstellung formal
Sαx =
∑
i∈I+
λαS,i〈x,ψ˜i〉ψ˜i (B.119)
für α ∈ {−1,− 1/2,0,1/2,1}. Die Eigenwerte verschiedener Potenzen des Steifigkeitsoperators las-
sen sich durch die Anwendung von Satz 49 angeben, für Sα,α ∈ {−1,− 1/2,0,1/2,1} lauten die
Eigenwerte damit
{
λαS,i
}
i∈I+
. Neben den Eigenwerten von S sind auch die Eigenwerte von Sα reell
und positiv (Abschnitt B.7.4).
Entsprechend der Ausführungen des vorangehenden Abschnitts wird der Definitionsbereich D (S)
ausgestattet mit der Norm (B.110) definiert durch das Innenprodukt aus (B.109) betrachtet. Daraus
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ergibt sich die Charakterisierung der Definitionsbereiche der zulässigen Operatoren zu
Hα = D (S
α) =
{
x ∈ H |
∑
i∈I+
λ2αS,i
∣∣∣〈x,ψ˜i〉∣∣∣2 <∞
}
(B.120)
für α ∈ {−1,− 1/2,0,1/2,1}. Die mittels (B.120) definierten Räume Hα = D (Sα) sind die Ver-
vollständigung von D (S) in der Norm nach (B.110). Die spezielle Wahl von α = 1 führt auf
H1 = D (S). Aus der Wahl α = 0 ergibt sich die Darstellung der Elemente von H in der Orthonor-
malbasis
{
ψ˜i
}
i∈I+
und damit gerade H .
Zur Veranschaulichung von D (S) sei angenommen, dass x ∈ H in Reihendarstellung vorliegt und
dabei nur endlich viele seiner Entwicklungskoeffizienten Null sind. Für die Eigenwerte des Steifig-
keitsoperators gilt λS,i =
(
ki
L
)4
∈ O (4). Die von Null verschiedenen Entwicklungskoeffizienten
eines x ∈ H müssen ausreichend schnell gegen Null konvergieren, um trotz der Gewichtung mit-
tels der wachsenden Eigenwerte λS,i =
(
ki
L
)4
∈ O (4), die Konvergenz der Reihenentwicklung zu
gewährleisten. Im Vergleich zu den Entwicklungskoeffizienten der Elemente des Pivotraums, sind
an die Summierbarkeit der Entwicklungskoeffizienten eines x ∈ H− 1
2
weniger strenge Anforde-
rungen gestellt. Diese Behauptung wird für das Beispielsystem anschaulich durch die Nullfolge
λ−1S,i ∈ O (−4) deutlich.
Eine Darstellung der Elemente eines Raums der Raumskala (B.115) mit α ∈ {−1,− 1
2
,0,1
2
,1
}
kann gemäß [TW09] auf Basis der üblichen Reihendarstellung
x = lim
N→∞
N∑
i=1
〈x,ψ˜i〉Hα×H−αψ˜i (B.121)
für alle x ∈ Hα erfolgen.
B.9.3 Interpolationsräume
Dieser Abschnitt dient der Einführung der sogenannten Interpolationsräume und zeigt damit eine
weitere Möglichkeit zur Definition von Raumskalen für die Behandlung unendlich-dimensionaler
Systeme mit unbeschränkten Ein-/ und Ausgangsoperatoren. Die Interpolationsräume finden ver-
schiedentlich bei der Darstellung unendlich-dimensionaler System Verwendung, siehe beispiels-
weise [RW00] oder [JP06]. Mit Bezug auf die Approximation unendlich-dimensionaler Systeme,
die durch eine analytische Halbgruppe repräsentiert werden, werden die Interpolationsräume in
[Sas01; Sas02; SC02] eingesetzt. Die mathematischen Grundlagen der Interpolationsräume finden
sich beispielsweise in [Tri78]. Das Beispielsystem wird zum einen durch eine analytische Halb-
gruppe (Abschnitt 3.2.3) repräsentiert und zum anderen ist die bei der Formulierung des Beispiel-
systems innerhalb der Pritchard-Salamon-Klasse verwendete Norm äquivalent zu der auf den Inter-
polationsräumen verwendeten Norm (Abschnitt 2.3.3).
Im Folgenden sei A : D (A) ⊂ X → X der Erzeuger einer exponentiell stabilen stark stetigen
Halbgruppe auf X . Falls A : D (A) ⊂ X → X lediglich eine stark stetige Halbgruppe erzeugt,
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kann vorab entsprechend [RW00] eine Verschiebung des Spektrums von A vorgenommen werden.
Die Eigenvektoren {vi}i∈I+ von A zu den Eigenwerten {λi}i∈I+ bilden eine Rieszbasis von X .
Außerdem sei 0 ∈ ρ(A). Der Zustandsraum ist mit der Norm ‖x‖2 = 〈x,x〉 ein Hilbertraum. Dann
wird die Vervollständigung von X in der Norm ‖x‖−α = ‖A−αx‖mit α ≥ 0 durch X−α bezeichnet
und X−α besitzt im Sinne von [RW00] (S. 218) eine Interpretation als Interpolationsraum. Falls
0 ∈ ρ(A) nicht gilt, findet sich eine Verallgemeinerung auf Basis eines verschobenen Spektrums
beispielsweise in [JZ02] (S. 2) oder [TW00] (S. 1409).
Entsprechend der Ausführungen aus [JP06] (S. 321f) kann die Norm auf einem Interpolationsraum
durch ein Innenprodukt induziert werden. Zu Herleitung des entsprechenden Innenprodukts sei
{ui}i∈I+ eine Orthonormalbasis von X und T eine Abbildung mit den in Abschnitt B.5.3 beschrie-
benen Eigenschaften, sodass (B.40) und insbesondere T−1vi = ui, ∀i ∈ I+ gilt. Zur Herleitung des
Innenprodukts sei
‖x‖2−α,1 = 〈x,x〉−α,1 = ‖T
−1A−αx‖2 = 〈T−1A−αx,T−1A−αx〉 (B.122)
mit α ≥ 0. Unter Berücksichtigung einer Darstellung der Elemente von X−α in der Rieszbasis gilt
damit 〈T−1A−αx,T−1A−αy〉 =
∑
i∈I+
|λi|
−2α 〈x,wi〉〈y,wi〉 und ‖x‖2−α,1 =
∑
i∈I+
|λi|
−2α |〈x,wi〉|
2 . Da
‖x‖−α,1 äquivalent zu ‖x‖−α ist, wird im Folgenden
‖x‖2−α = 〈x,x〉−α =
∑
i∈I+
|λi|
−2α |〈x,wi〉|
2 (B.123)
mit
〈x,y〉−α =
∑
i∈I+
|λi|
−2α 〈x,wi〉〈y,wi〉 ∀ x ∈ X−α, ∀x ∈ X−α (B.124)
gesetzt. Die als Vervollständigung vonX in der Norm (B.123) definierten Räume sind Hilberträume
([JP06] (S. 321f)) und werden mitH−α benannt. Eine Charakterisierung von H−α ist durch
H−α =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|λi|
−2α |〈x,wi〉|
2 <∞
}
(B.125)
gegeben. Für die Behandlung unbeschränkter Ein-/Ausgangsoperatoren ist die Möglichkeit rele-
vant, die von A auf X erzeugte stark stetige Halbgruppe auf eine stark stetige Halbgruppe aufH−α
zu erweitern, die ihrerseits durch eine Erweiterung von A erzeugt wird. Detaillierte Ausführungen
dazu finden sich beispielsweise in [JP06] (S. 322).
Relativ zu X als Pivotraum lassen sich zu den Räumen H−α, α > 0 eindeutig die Dualräume
Hα, α > 0 definieren. Die dabei verwendete Norm
‖x‖2α = 〈x,x〉α =
∑
i∈I+
|λi|
2α |〈x,wi〉|
2 (B.126)
wird durch das Innenprodukt
〈x,y〉α =
∑
i∈I+
|λi|
2α 〈x,wi〉〈y,wi〉 ∀ x ∈ Xα, ∀x ∈ Xα (B.127)
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induziert. Eine Charakterisierung der Räume Hα,α ≥ 0 lautet
Hα =
{
x =
∑
i∈I+
〈x,wi〉vi |
∑
i∈I+
|λi|
2α |〈x,wi〉|
2 <∞
}
. (B.128)
Für ein festes α > 0 folgt eine Raumskala der Form Hα −֒→d X −֒→d H−α. Für die Wahl α = 0 ergibt
sich der Pivotraum X . Aus der Wahl α = 1 resultiert der Raum H1, der identisch mit D (A) ent-
sprechend (B.81) aus Satz 53 ist. Die durch α = 1 aus (B.126) hervorgehende Norm ist äquivalent
zur Graphennorm. Diese Aussage geht beispielsweise aus [TW03a] (S. 7) für den Fall 0 ∈ ρ(A)
aus der dort verwendeten Norm hervor. Weitere in diesem Kontext relevante Aussagen finden sich
beispielsweise in [JZ02] (S. 2), wobei eine dort definierte Norm eine zusätzlich Möglichkeit zur
Verschiebung des Spektrums des definierenden Operators beinhaltet.
B.10 Begriffe aus der Integrations-/ Differentiationstheorie
Einleitend wird im Folgenden der Begriff des Lebesgue-Integrals eingeführt, basierend auf die-
sem Integrationsbegriff erfolgt anschließend die Definition verschiedener relevanter Vektorräume.
Die Verallgemeinerten Integralbegriffe nach Pettis und Bochner bieten hiernach eine Möglichkeit
zur Integration allgemeiner vektor- und operator-wertiger Funktionen und somit die Möglichkeit
zur Definition von Vektorräumen zur Klassifizierung von Signalen und Systemen im Zeit- und
Frequenzbereich. Kausale energetisch beschränkte Signale und Systeme die die Kausalität und Be-
schränktheit hinsichtlich der Energie derartiger Signale erhalten, lassen sich als Elemente spezieller
Hardy-Räume interpretieren. An die Definition der in diesem Zusammenhang interessanten Hardy-
Räume schließt sich eine Bewertung der Bedeutung dieser Räume aus systemtheoretischer Sicht
an. Dabei kann insbesondere Satz B.150 als Basis für die Definition der Ein-/Ausgangsstabilität
des geschlossenen Regelkreises in Definition 11 angesehen werden.
B.10.1 Lebesgue-Integral und einige zugehörige Funktionenräume
Dieser Abschnitt führt zunächst den in dieser Arbeit vielfach genutzten Begriff des Lebesgue-Inte-
grals ein und darauf aufbauend verschiedene in dieser Arbeit relevante Vektorräume von Funktio-
nen die gewisse Integrationseigenschaften im Sinne der Lebesgue-Integration aufweisen.
Das Lebesgue-Integral
Im Rahmen dieser Arbeit wird für komplex-wertige Funktionen soweit möglich und nicht anders
gekennzeichnet der Integrationsbegriff im Sinne des Lebesgue-Integrals verstanden. Eine kurze
Einführung dazu, inklusive eines Vergleichs zum Riemannintegral, findet sich beispielsweise in
[Wer11] (S. 505ff) oder [Alt06] (S. 71).
Der Definition des Lebesgue-Integrals liegt die Menge der meßbaren Funktionen f : I → R
zugrunde. Diese wird an dieser Stelle nicht explizit eingeführt, sondern im Sinne von Definition
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A.1.4 aus [Wer11] (S. 509) verstanden. Die meßbaren Funktionen bilden einen Vektorraum, jedes
Element dieses Vektorraums ist punktweise das Limit einer Folge von Treppenfunktionen {fi}i∈I+
(Satz A.1.5, [Wer11] (S. 510)).
Definition 84 (Lebesgue-Integral) Es sei f : I → R eine meßbare Funktion. Falls das durch∫
I
f dµ = lim
i→∞
∫
I
fi dµ (B.129)
definierte Integral endlich ist, heißt f Lebesgue-integrierbar und das in (B.129) auftretende Integral
wird als Lebesgue-Integral von f bezeichnet. ✷
Die Definition der in Definition 84 auftretenden Treppenfunktionen findet sich beispielsweise in
[Alt06] (S. 74) oder [Wer11] (S. 510) und besagt im Wesentlichen, dass die Treppenfunktionen
ihrerseits als Linearkombinationen charakteristischer Funktionen darstellbar sind.
Einige der in Definition 84 getroffenen Voraussetzungen können für eine Vielzahl der Anwendun-
gen innerhalb dieser Arbeit konkretisiert werden, das Folgende gilt insbesondere in Bezug auf die
örtliche Unabhängige des Beispielsystems. Das Intervall I stimmt nicht selten mit dem örtlichen
Intervall Ω ⊂ R überein. Als Maß wird das Lebesgue-Maß ([Wer11] (S. 513)) verwendet µ = λ,
dass mittels
λ ([a,b]) = b− a (B.130)
jedem ein-dimensionalen örtlichen Intervall eine Länge zuweist. Als Bildbereich der betrachte-
ten Funktionen kommen beispielsweise die reellen Zahlen in Frage X = R. Die Annahme eines
komplexen Bildbereichs bewirkt keine wesentlichen Änderungen in der Definition des Lebesgue-
Integrals. Die Integration einer Funktion mit komplexem Bildbereich setzt sich aus der Integration
des Real- und Imaginärteils zusammen (Definition A.1.6, [Wer11] (S. 511)).
Für das Integral sind verschiedene äquivalente Schreibweisen üblich ([Wer11] (S. 511)). Bezogen
auf das Beispielsystem wird mit Ω = (a,b)∫
I
f dµ =
∫
Ω
f(y) dλ(y) =
∫
Ω
f(y) dy =
b∫
a
f(y) dy (B.131)
gleichwertig verwendet.
Hauptsatz der Differential- und Integralrechnung für das Lebesgue-Integral
Der folgenden Satz stellt hinsichtlich des Lebesgue-Integrals das Äquivalent zum Hauptsatz der
Differential- und Integralrechnung bezogen auf das Riemann-Integral dar und ist in der aufge-
führten Form inklusive eines zugehörigen Beweises in [Els05] (S. 304) zu finden. Neben seiner
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fundamentalen mathematischen Bedeutung trägt der Satz zum Verständnis in Bezug auf die Wahl
von Definitionsbereichen von Differentialoperatoren bei.
Satz 55 (Hauptsatz der Differential- und Integralrechnung bezüglich des Lebesgue-Integrals)
a) Es sei f : [a,b]→ K Lebesgue-integrierbar, dann ist
F (x) =
x∫
a
f (τ) dτ (a ≤ x ≤ b) (B.132)
absolut stetig, mit F ′ = f λ− f.ü. .
b) Es sei F : [a,b]→ K absolut stetig und zudem F ′ (x) = 0 für alle x ∈ [a,b], in denen F nicht
differenzierbar ist. Dann ist F ′ Lebesgue-integrierbar über [a,b] mit
F (x)− F (a) =
x∫
a
F ′ (τ) dτ (a ≤ x ≤ b) . (B.133)
Lp-Räume
Jede Lebesgue-integrierbare Funktion ist auch Lebesgue-messbar und absolut Lebesgue-integrier-
bar ([Els05] (S. 130)). Da Lebesgue-messbare Funktionen, die in gewissen Potenzen absolut in-
tegrierbar sind, eine große Bedeutung zukommt, werden die Mengen dieser Funktionen mit einer
Bezeichnung ausgestattet. Die nachfolgende Definition orientiert sich an [Els05] (S. 229).
Definition 85 (Lp-Räume) Die Menge aller meßbaren Funktionen f : I → K für die mit reellem
0 < p ≤ ∞ gerade |f |p µ-integrierbar ist und für 0 < p ≤ ∞
‖f‖Lp =

(∫
I
|f |p dµ
)p
< ∞ ∀ f ∈ Lp (I,µ) , 0 < p <∞
ess sup
x∈I
|f(x)| <∞ ∀ f ∈ Lp (I,µ) , p =∞
(B.134)
gilt, heißt Lp (I,µ). ✷
Das im Fall p = ∞ in Definition 85 verwendete essentielle Supremum stellt eine Erweiterung
des Supremums zur Handhabbarkeit von Funktionen dar, die sich nur hinsichtlich Nullmengen
voneinander unterscheiden. Für messbare Funktionen f : I → K ist das essentiellen Supremums
durch
ess sup
x∈I
|f(x)| = inf {α ≥ 0|µ ({|f | > α}) = 0} (B.135)
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gegeben ([Wer06] (S. 251)). Die innerhalb von Definition 85 eingeführten Abbildungen genügen
den in Anhang B.3 aufgeführten Bedingungen einer Halbnorm. Abweichend von einer Norm gilt
lediglich
‖f‖Lp = 0 ⇔ f = 0 µ f.ü.
Unter der Halbnorm ergibt das Bild aller Funktionen Null, solange sich diese nur auf µ-Nullmengen
von Null unterscheiden ([Els05] (S. 230)). Die Halbnorm induziert auf den Lp-Räumen eine Halb-
metrik.
Solange das Lebesgue-Maß Anwendung findet, wird die abkürzende Schreibweise Lp (I,µ) =
Lp (I) benutzt.
Lp− und Lplok-Räume
Auf Basis der halbmetrischen Lp-Räume werden mittels geeigneter Faktorräume metrische Räu-
me definiert die angenehmere topologische Eigenschaften aufweisen. Unter den Annahmen gemäß
Definition 85 folgt die Definition der Lp -Räume.
Definition 86 (Lp -Räume) Es sei N = {f ∈ Lp | ‖f‖Lp = 0}. Dann werden die Quotientenräu-
me Lp = Lp/N , 0 < p ≤ ∞ als Lp-Räume bezeichnet. ✷
Die Räume Lp enthalten ihrer Definition folgend Äquivalenzklassen von Funktionen, die sich nur
auf einem Lebesgue-Nullmaß voneinander unterscheiden, also im mathematischen Sinne bezüg-
lich dieses Maßes fast überall gleich sind. Demnach werden beispielsweise Funktionen, die auf
einem eindimensionalen Intervall definiert sind und lediglich an endlich vielen diskreten Punkten
voneinander verschieden sind, als Elemente der Lp -Räume nicht mehr unterschieden. Dies hat zur
Konsequenz, dass die Elemente der Lp nicht mehr sinnvoll punktweise zu interpretieren sind.
Dem üblichen Sprachgebrauch folgend, werden die Elemente der Lp-Räume als Funktionen be-
zeichnet. Auf den Lp-Räumen genügen die Abbildungen aus Definition 85 den Anforderungen an
eine Norm und werden als Lp-Normen bezeichnet. Die Lp-Räume sind somit normiert und darüber
hinaus Banachräume. Im Spezialfall p = 2 wird die L2-Norm durch ein Innenprodukt induziert,
der L2-Raum ist ein Hilbertraum. Mit I = Ω gilt
‖x‖2L2(Ω) = 〈x,x〉L2(Ω) =
∫
Ω
xTx dy =
∫
Ω
|x|2 dy ∀ x ∈ L2 (Ω) .
Der Begriff der lokalen Lebesgue-Integrierbarkeit wird beispielsweise für die Einführung verschie-
dener Differentiationsbegriffe im folgenden Abschnitt benötigt.
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Definition 87 (Lokal Lebesgue-integrierbare Funktionen) Eine messbare Funktion f : I → K
wird als p-fach mit 0 < p < ∞ lokal Lebesgue-integrierbar bezeichnet, falls für alle kompakten
Teilintervalle Ik ⊂ I ∫
Ik
|f |p dµ < ∞
gilt. ✷
Aus dem Vektorraum der p-fach lokal Lebesgue-integrierbaren FunktionenLplok (I) erhält man ana-
log zu Definition 86 mittels der Identifikation f.ü. gleicher Elemente den Raum der Äquivalenzklas-
sen Lplok (I) ([Wer11] (S. 432)).
Der folgende Satz entspricht Corollary 2.15 aus [AF03] (S. 29).
Satz 56 Für jedes Gebiet Ω und beliebige 1 ≤ p ≤ ∞ gilt Lp(Ω) ⊂ L1lok(Ω).
Inhaltlich zeigt Satz 56 beispielsweise, dass die in Definition 94 eingeführte Definition des schwa-
chen Ableitungsbegriffs auch auf Basis von Funktionen aus Lp(Ω) möglich ist.
lp-Folgenräume
Die Folgenräume stellen geeignete Konstrukte dar, um die Entwicklungskoeffizienten von Reihen-
darstellungen zu handhaben. Betrachtet werden Folgen {x∗i }i∈N deren Folgeglieder jeweils Ele-
mente von K sind. Mit x = {x∗i }i∈N werden durch
‖x‖lp =

(
∞∑
n=1
|x∗i |
p
) 1
p
, 1 ≤ p <∞
sup
i∈N
|x∗i | , p =∞
(B.136)
Normen definiert. Darauf aufbauend heißen die, für 1 ≤ p ≤ ∞ durch
lp =
{
x = {x∗i }i∈N | ‖x‖lp <∞
} (B.137)
gegebenen Mengen, Folgenräume p-fach summierbarer Folgen oder kurz lp-Räume ([Wer11] (S.
9)). Die lp-Räume sind für 1 ≤ p ≤ ∞ vollständig ([Heu92] (S. 59f)) und damit Banachräume. Die
p-Norm wird im Fall p = 2 für alle l2 ∋ x = {x∗i }i∈N und l2 ∋ y = {y∗i }i∈N durch das Innenprodukt
〈x,y〉l2 =
∑
i∈N
x∗i y
∗
i
induziert, sodass ‖x‖2l2 =
∑
i∈N
|x∗i |
2
. Folglich ist l2 ein Hilbertraum. An dem Hilbertraum l2 lässt
sich die Gleichartigkeit aller separablen unendlich-dimensionalen Hilberträume festmachen. Der
folgende Satz entstammt [Heu92] (S. 182).
Satz 57 Jeder separable unendlich-dimensionale Hilbertraum ist isometrisch isomorph zu l2. ✷
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B.10.2 Räume integrierbarer vektor- und operator-wertiger Funktionen
Bochner- und Pettis-integrierbare Funktionen
Die Definition zur Klassifizierung von Signalen und Systemen geeigneter Funktionenräume er-
fordert den Umgang mit der Intergration vektor- oder operatorwertiger Funktionen und folglich
eine Verallgemeinerung des Begriffs der Lebesgue-Integrierbarkeit hinsichtlich derartiger Funktio-
nen. Auf eine detaillierte Einführung der in diesem Zusammenhang verwendeten Bochner-Integrale
(„Dunford’s first integral“,„Dunford and Schwartz integral“) oder Pettis-Integrale („Dunford’s se-
cond integral“ für den Fall lediglich schwach messbarer Funktionen wird an dieser Stelle verzichtet,
entsprechende Ausführungen und eine Betrachtung der Unterschiede zum Lebesgue-Integral finden
sich beispielsweise in [DU77] (S. 41ff) oder [Nik02]. Die folgenden Definitionen der Integrierbar-
keit im Bochner- und Pettis-Sinne dienen lediglich der Orientierung und Einführung verschiedener
Funktionenräume, die darin verwendeten Begriffe hinsichtlich der verschiedenen Ausprägungen
der Meßbarkeit von Funktionen finden sich unter anderem in [CZ95].
Definition 88 (Bochner-Integral) Es sei I ⊂ R und X ein Banachraum, ferner sei f : I → X
stark messbar und {fi}i∈N eine Folge einfacher Funktionen. Falls∫
I
‖f (s) ‖ds <∞, (B.138)
heißt f Bochner-integrierbar und das Bochner-Integral von f ist definiert durch∫
I
f (s) ds = lim
i→∞
∫
I
fi (s) ds. (B.139)
✷
Im Unterschied zur Lebesgue-Integrierbarkeit hängt die Bochner-Integrierbarkeit einer Funktion f
von der Integrierbarkeit von ‖f‖ ab. Für Bochner-integrierbare Funktionen ist das Integral durch
den Grenzwert einer Folge einfacher Funktionen gegeben. Die Definition der einfachen Funktio-
nen findet sich beispielsweise in Definition A.5.1 aus [CZ95] (S. 621). Eine Erläuterung zu der
Grenzwertbildung in (B.139) ist ebenfalls der letztgenannten Quelle zu entnehmen. Verschiede-
ne Eigenschaften des Bochner-Integrals werden beispielsweise in [DU77], [EN00], [Nik02] oder
[CZ95] diskutiert. Eine weitere Verallgemeinerung des Integral auf lediglich schwach messbare
Funktionen, deren Norm im Allgemeinen nicht integrierbar sein muss ([DU77] (S. 52)), stellt das
Pettis-Integral dar. Ausführungen zu verschiedenen Ausprägungen der Meßbarkeit von Funktionen
sind beispielsweise in [HP57] (S. 71ff) enthalten. Die Folgende Definition bezieht sich insbeson-
dere auf operatorwertige Funktionen und stammt in dieser Form aus [CZ95].
308 B Grundlegende Definitionen
Definition 89 (Pettis-Integrierbarkeit) Es seien X,Y separable Hilberträume und
F : I → L (X,Y ). Falls
〈y,F (s) x〉Y ∈ L
1 (I) , ∀ x ∈ X, ∀ y ∈ Y, (B.140)
heißt F ( · ) Pettis-integrierbar. ✷
Die Pettis-Integrierbarkeit von F hängt von der Integrierbarkeit von 〈y,F (s)x〉Y hinsichtlich aller
Elemente x ∈ X und aller y ∈ Y ab und lässt sich somit in einem gewissen Sinne als punktweise
Eigenschaft hinsichtlich aller x ∈ X und aller y ∈ Y auffassen.
Die detaillierte Definition des Pettis-Integrals findet sich beispielsweise in [DU77] (S. 53) oder
[CZ95] (S. 624) und wird an dieser Stelle nicht wiederholt. Die genannten Quellen bieten darüber
hinaus Beispiele Pettis-Integrierbarer Funktionen, die nicht im Sinne der anderen hier aufgeführten
Integralbegriffe integrierbar sind.
Einige Funktionenräume zur Klassifizierung von Signalen und Systemen im Zeitbereich
Die anschließende Definition einer Verallgemeinerung der Lebesgue-Räume auf vektor- und ope-
ratorwertiger Funktionen ermöglicht insbesondere die Klassifizierung von Signalen und Systemen
im Zeitbereich und folgt [CZ95] (S. 626). Eine ähnliche Auflistung hier relevanter Räume wird in
[Oos99] (S. 8) aufgeführt. Darüber hinaus sei als Quelle auf [KK75] verwiesen. Im Unterschied
zu [CZ95] wird im Folgenden keine differenzierende Nomenklatur zur Bezeichnung der Räume
Pettis-integrierbarer operator-wertiger Funktionen eingeführt, statt dessen wird vereinfachend da-
von ausgegangen, dass die Integrale jeweils im passenden Sinne aufgefasst werden.
Definition 90 (Vektor-und operatorwertige Räume) Es seien X,X1 und X2 separable Hilbert-
räume und I ⊂ R. Dann gilt
Lp (I,L (X1,X2)) = {F : I → L (X1,X2) |F ist schwach messbar,
‖F‖pp =
∫
I
‖F (s)‖pL(X1,X2) ds < ∞}, 1 ≤ p <
∞,
L∞ (I,L (X1,X2)) = {F : I → L (X1,X2) |F ist schwach messbar,
‖F‖∞ = ess sup
I
‖F (s)‖L(X1,X2) <∞}
und
Lp (I,X) = {f : I → X|f ist schwach messbar, ‖f‖pp =
∫
I
‖f (s)‖pX ds <∞}, 1 ≤ p <∞,
L∞ (I,X) = {f : I → X|f ist schwach messbar, ‖f‖∞ = ess sup
I
‖f (s)‖X <∞}.
✷
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Werden jene Elemente der in Definition 90 eingeführten Räume miteinander identifiziert, die µ-f.ü.
gleich sind, so ist jeder der in Definition 90 definierten Räume mit der jeweils korrespondieren-
den ‖ · ‖p-Norm vollständig und damit ein Banachraum ([DS58] (S. 146)). Unter den in Definition
90 getroffenen Annahmen sowie f1,f2 : I → X , erfüllt L2 (I,X) unter Verwendung des In-
nenprodukts 〈f1,f2〉 =
∫
I
〈f1 (s) ,f2 (s)〉Xds und der daraus induzierten Norm die Kriterien eines
Hilbertraums ([CZ95] (S. 626)).
Als wiederholt auftretender Spezialfall eines vektorwertigen Lebesgue-Raumes sei der, durch
L2 (θ,X) bezeichnete Raum der auf einem Zeitintervall θ quadratisch integrierbaren X-wertigen
messbaren Funktionen genannt. Unter der Annahme, dass I = θ = (−∞,∞) ein Zeitintervall be-
schreibt und das die Elemente von X als Signale aufgefasst werden können, handelt es sich bei den
Elementen aus L2 ((−∞,∞),X) um Signale endlicher Energie. Für jedes x ∈ L2 ((−∞,∞),X)
wird durch eine Projektion der Form
P : L2 ((−∞,∞),X)→ L2 ([0,∞),X)
x(t) 7→ Px(t)
(B.141)
mit
Px(t) =
x(t), t ≥ 0,0, t < 0, (B.142)
ein kausales Signal endlicher Energie Px ∈ L2 ([0,∞),X) erzeugt. Demnach lässt sich
L2 ([0,∞),X) als Raum der kausalen Signale mit endlicher Energie interpretieren.
Unter der Annahme, dass der Raum der Eingangssignale U sowie der Raum der Ausgangssigna-
le separable Hilberträume sind, definiert L2 ([0,∞),U) den Raum der kausalen Eingangssignale
endlicher Energie und L2 ([0,∞),Y) den Raum der kausalen Ausgangssignale endlicher Energie.
Die beiden Räume besitzen eine besondere Bedeutung hinsichtlich der Stabilitätsdefinition entspre-
chend Definition 11, die im wesentlichen auf Satz 60 beruht.
Einige Funktionenräume zur Klassifizierung von Signalen und Systemen im
Frequenzbereich
Die nachfolgende Definition vektor- und operatorwertiger Lebesgue-Räume wird im Hinblick auf
die Betrachtung von Signalen und Systemen im Frequenzbereich eingeführt und orientiert sich an
[CZ95] (S. 639). Gegenüber der genannten Quelle werden vereinfachend sowohl endlich-dimensi-
onale Eingangsräume U als auch endlich-dimensionale Ausgangsräume Y angenommen.
Definition 91 Es sei X ein separabler Hilbertraum und U ,Y Hilberträume endlicher Dimension.
Dann gilt
L∞ (iR,L (U ,Y)) = {G : iR→ L (U ,Y) |G ist schwach messbar und wesentlich
beschränkt auf der imaginären Achse}
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und
L2 (iR,X) = {x : iR→ X|x ist schwach messbar und
∫
R
‖x (iω)‖2X dω <∞}.
✷
Die Forderungen der schwachen Messbarkeit von G entspricht der Formulierung 〈y,Gu〉 ist mess-
bar für alle y ∈ Y und für alle u ∈ U ([Nik02] (S. 46)). Die Annahme der wesentlichen Beschränkt-
heit von G auf der imaginären Achse lässt sich auch mittels ess sup
ω∈R
‖G (iω)‖∞ < ∞ ausdrücken.
Die schwache Messbarkeit von x, kann äquivalent durch 〈x,y〉 ist messbar für alle y ∈ X einge-
fordert werden. Der nachfolgende Satz setzt sich aus Lemma A.6.9 und Lemma A.6.10 aus [CZ95]
(S. 639f) zusammen. Die zugehörigen Beweise finden sich in der genannten Quelle.
Satz 58 Es gelten die in Definition 91 getroffenen Annahmen, dann ist L∞ (iR,L (U ,Y)) mit der
Norm
‖G‖∞ = ess sup
ω∈R
‖G (iω)‖L(U ,Y)
= ess sup
ω∈R
σ (G (iω)) = ess sup
ω∈R
λmax (G (iω)
∗G (iω))
1
2
(B.143)
ein Banachraum und L2 (iR,X) hinsichtlich der durch das Innenprodukt
〈x1,x2〉2 =
1
2π
∫
R
〈x1 (iω) ,x2 (iω)〉Xdω (B.144)
induzierten Norm vollständig und damit ein Hilbertraum. ✷
Hardy-Räume über der rechten und linken komplexen Halbebene
Innerhalb dieses Abschnitts werden ausgewählte Hardy-Räume eingeführt, deren Elemente analy-
tisch oder äquivalent holomorph in der rechten oder linken komplexen Halbebene sind. Ihre Be-
deutung erlangen einige spezielle Hardy-Räume dadurch, dass ihre Elemente aus Sicht der Sys-
temtheorie als Frequenzbereichsdarstellung von Signalen endlicher Energie oder als Übertragungs-
funktionen mit endlicher Verstärkung hinsichtlich Eingangssignalen mit endlicher Energie zu inter-
pretieren sind. Derartige Hardy-Räume bilden die Basis für zahlreiche Betrachtungen im Bereich
der normoptimalen und robusten Regelung.
Die folgende Definition führt zwei bedeutsame Hardy-Räume ein und orientiert sich an [CZ95]
(S. 644). Weitere in diesem Zusammenhang relevante Betrachtungen finden sich beispielsweise in
[RR85]. Eine allgemeinere Definition von Hardy-Räumen über der rechten s-Halbebene für
0 < p ≤ ∞ wird in [Nik02] (S. 145) eingeführt. Zudem seien als weiter Literaturquellen zu diesem
Themenkomplex [Dur70], [Koo98] und [Fuh12] genannt.
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Definition 92 (Hardy-Räume) Es sei X ein Banachraum und Y ein separabler Hilbertraum, dann
definieren
H2 (Y ) = {f : C
+
0 → Y |f ist holomorph,
‖f‖22 = sup
ζ>0
(
1
2π
∫
R
‖f (ζ + iω) ‖2dω) <∞} (B.145)
und
H∞ (X) = {G : C
+
0 → X|G ist holomorph, sup
Re(s)>0
‖G (s) ‖ <∞} (B.146)
Hardy-Räume. ✷
Die Annahme von X = L (U ,Y) in Definition 92, wobei U und Y endlich-dimensionale Hil-
berträume der Ein-/Ausgangssignale seien, führt auf den wichtigen Spezialfall des Hardy-Raums
H∞ (L (U ,Y)). Es existiert eine Abbildung, die jedem Element G aus H∞ (L (U ,Y)) eindeutig ein
G˜ ∈ L∞ (iR,L (U ,Y)) gemäß Definition 91 zuordnet, sodass
lim
ζ→0+
G (ζ + iω)u = G˜ (iω)u, ∀ u ∈ U , f.f.a. ω ∈ R. (B.147)
Daraus lässt sich schließen, dass jedes G ∈ H∞ (L (U ,Y)) eine korrekt gestellte Erweiterung auf
den Rand besitzt ([CZ95] (S. 644)). Ferner ermöglicht die Existenz einer linearen, injektiven und
normerhaltenden Abbildung von G ∈ H∞ (L (U ,Y)) nach G˜ ∈ L∞ (iR,L (U ,Y)), sodass
sup
Re(s)>0
‖G (s)‖L(U ,Y) = ess sup
ω∈R
‖G˜ (iω) ‖L(U ,Y), (B.148)
die Identifikation von G ∈ H∞ (L (U ,Y)) mit G˜ ∈ L∞ (iR,L (U ,Y)) und damit die Interpretation
von H∞ (L (U ,Y)) als abgeschlossenen Unterraum von L∞ (iR,L (U ,Y)) und es gilt
sup
Re(s)≥0
‖G (s)‖L(U ,Y) = ess sup
ω∈R
‖G˜ (iω) ‖L(U ,Y). (B.149)
Darüber hinaus gelten die in (B.143) aufgeführten Gleichungen für die Norm von Elementen aus
H∞ (L (U ,Y)). Eine ausführliche Darstellung hinsichtlich verschiedener Unterräume von
L∞ (iR,L (U ,Y)) und H∞ (L (U ,Y)), die speziell hinsichtlich der Theorie endlich-dimensionaler
Systeme Relevanz besitzen findet sich in [ZDG95]. Abkürzend wird für H∞ (L (U ,Y)) verschie-
dentlich auch H∞ geschrieben.
Einige Zusammenhänge zwischen Funktionenräumen im Zeit- und Frequenzbereich
Unter der Annahme eines separablen Hilbertraums X , verdeutlicht der folgende Satz aus [CZ95]
(S. 645) den auf der Laplace-Transformation beruhenden Zusammenhang zwischen den Räumen
L2 ([0,∞) ,X) und H2 (X).
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Satz 59 (Satz von Paley-Wiener) Es sei X ein separabler Hilbertraum. Dann ist L2 ([0,∞) ,X)
unter der Laplace-Transformation isometrisch isomorph zu H2 (X). ✷
Ein Literaturverweis zum Beweis des voranstehenden Satzes wird in [CZ95] (S. 645) aufgeführt. Da
in Zeitbereichsdarstellung gegebene kausale Signale endlicher Energie Elemente aus L2 ([0,∞) ,X)
sind, existiert Satz 59 folgend für derartige Signale eine eindeutige Zuordnung im Frequenzbereich
in H2 (Y ). H2 (Y ) kann somit als Raum der im Frequenzbereich dargestellten kausalen Signale
mit endlicher Energie aufgefasst werden. Siehe auch [Dur70] (S. 196) und [Nik02] (S. 146). Die in
[CZ95] (S. 645) aufgeführte Formulierung von Satz 59 beinhaltet die Erhaltung des Innenprodukts
durch die Laplace-Transformation.
Systemtheoretische Sicht aufH∞ (L (U ,Y))
Der folgende Satz, der sich zusammen mit einem zugehörigen Beweis in [CZ95] (S. 648) findet,
ordnet Elementen ausH∞ (L (U ,Y)) interessante Eigenschaften hinsichtlich der Abbildung kausa-
ler, energiebeschränkter Signale zu.
Satz 60 Es sei G ∈ H∞ (L (U ,Y)), u ∈ H2 (U) und ‖ · ‖∞ die Norm auf H∞ (L (U ,Y)). Dann
folgt Gu ∈ H2 (Y) und für die multiplikative Abbildung MG : u 7→ Gu gilt zudem MG ∈
L (H2 (U) ,H2 (Y)) mit
‖MGu‖H2(Y) ≤ ‖G‖∞ ‖u‖H2(U) (B.150)
sowie
‖MG‖ = ‖G‖∞ = sup
u∈U ,‖u‖H2(U)
=1
‖MGu‖H2(Y)
‖u‖H2(U)
. (B.151)
✷
Eine Interpretation aus systemtheoretischer Sicht lässt die Aussage zu, dass Übertragungsfunktio-
nen G ∈ H∞ (L (U ,Y)) kausale Signale endlicher Energie mit endlicher Verstärkung auf ebenfalls
kausale Signale abbilden. Für eine Übertragungsfunktionen eines unendlich-dimensionalen Sys-
tems G wird die Äquivalenz von G ∈ H∞ (L (U ,Y)) und der Ein-/Ausgangsstabilität des Systems
durch Definition 11 erklärt. Auf Basis von Satz 10 kann unter den dort aufgeführten Voraussetzun-
gen die exponentielle Stabilität des Systems gefolgert werden. Weitere Literaturhinweise zur Äqui-
valenz von Ein-/Ausgangsstabilität und exponentieller Stabilität unendlich-dimensionaler Systeme
finden sich in Abschnitt E.2.5.
Zu einer im Frequenzbereich gegebenen Übertragungsfunktion G ∈ L∞ (iR,L (U ,Y)) eines Sys-
tems existiert eine mittels der Fourier- oder Laplace-Transformation verknüpfte Ein-/Ausgangsab-
bildung des Systems im Zeitbereich G, wobei die Äquivalenzrelation
G ∈ H∞ (L (U ,Y))⇔ G ∈ L
(
L2 ([0,∞) ,U) ,L2 ([0,∞) ,Y)
) (B.152)
gilt ([CZ95] (S. 648)).
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B.10.3 Differentiationstheorie
Falls eine Funktion im klassischen Sinne nicht differenzierbar ist, besteht gegebenfalls die Mög-
lichkeit eine Differentiation der betreffenden Funktion in einem schwächeren Sinn vorzunehmen.
Der vorliegende Abschnitt dient der Einführung verschiedener Differentiationsbegiffe. Eine an-
schauliche Einführung in diesen Themenkomplex findet sich beispielsweise in [Rud91] (S. 149ff).
Menge der Testfunktionen
Beide folgenden Differentiationsbegriffe basieren auf der Verwendung von Testfunktionen bezüg-
lich derer zunächst die notwendigen Begrifflichkeiten erläutert werden. Die Idee, die der Einfüh-
rung der Testfunktionen vorangeht, wird durch die eingänglichen Ausführungen in [Rud91] (S.
149ff) fassbar. Ausgangspunkt dazu ist eine Funktion f : R → R, z 7→ f(z) die gegebenenfalls
nicht differenzierbar ist, aber als lokal integrierbar angenommen wird und für die in einem gewis-
sen Sinn eine Ableitung gesucht wird. Aufgrund der lokalen Integrierbarkeit von f und unter der
Annahme geeigneten Funktionen φ ist
φ 7→
∫
Ω
fφ dz ∈ R (B.153)
eine korrekt gestellte Abbildung. Ursprünglich bildet f reelle Zahlen z ∈ R auf reelle Zahlen
f(z) ∈ R ab. Diese ursprüngliche Abbildung wird in (B.153) durch ein Integral ∫
Ω
f (·) dz mit dem
Kern f ersetzt. Damit erfährt f eine neue Interpretation als Abbildung aller geeignet gewählten
Funktionen φ auf eine durch
∫
Ω
f φ dz gegebene reelle Zahl ([Rud91] (S. 150)). Im Zuge der schwa-
chen Ableitung muss die Funktion f statt Anforderungen an die Differenzierbarkeit Anforderungen
an die Integrierbarkeit erfüllen, f nimmt die Rolle des Kerns eines Integrals an. Die dabei außer-
dem zu berücksichtigenden Funktionen φ werden als Testfunktionen bezeichnet und im Folgenden
gilt es die Eigenschaften dieser Menge von Funktionen zu definieren. Essentiell für die Definition
der sogenannten Testfunktionen ist der Begriff des kompakten Trägers.
Definition 93 (Kompakter Träger) Eine Funktion φ : R → R besitzt einen kompakten Träger
supp(φ) auf dem Intervall Ω = [υ1,υ2] mit υ1,υ2 ∈ R ∧ υ1 < υ2 falls f(υ) = 0, ∀ υ /∈ [υ1,υ2]gilt.✷
Anschaulich gesprochen sind Funktionen mit einem kompakten Träger abseits eines kompakten
Intervalls identisch Null. Mit Cn0 (Ω) wird die Menge der n-fach stetig differenzierbaren Funktio-
nen benannt, deren Träger eine kompakte Untermenge von Ω ist. Gemäß [Rud91] (S. 151) gehört
eine Funktion φ : Ω → R genau dann zur Menge der Testfunktionen D(Ω), wenn zum einen
φ ∈ C∞ (Ω) und darüber hinaus der Träger der Funktion supp(φ) ein kompakte Untermenge von
Ω ist. Damit gilt D(Ω) = C∞0 (Ω). Ausführliche Betrachtungen zur Menge der Testfunktionen fin-
den sich in [Yos80] oder [Rud91]. Die Annahme eines kompakten Trägers im beidseitig offenen
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Intervall Ω führt dazu, dass die Testfunktionen D(Ω) nicht erst exakt am Rand, sondern bereits
in einer Umgebung vor jedem der Randpunkte identisch Null werden. Die Randbedingungen des
Beispielsystems erfordern die Annahme von Testfunktionen die zwar in einer Umgebung um den
linken Rand identisch Null sind, aber am rechten Rand beliebige Funktionswerte zulassen. Zu die-
sem Zweck wird die Menge der beliebig oft stetigen differenzierbaren Funktionen eingeführt, deren
Träger eine kompakte Untermenge von (Ω] ist. Die Menge dieser Funktionen wird mit
D˜(Ω) = C∞0 ((Ω]) (B.154)
bezeichnet.
Im Folgenden werden die Differentiation im schwachen sowie im distributiven Sinne eingeführt, in
beiden Fällen beinhaltet die Definition des jeweiligen Differentiationsbegriffs die Einhaltung einer
Gleichung unter Berücksichtigung jeglicher Elemente eines Raumes von Testfunktionen.
Anstelle der voranstehend definierten Räume der Testfunktionen lassen sich zur Durchführung der
schwachen oder distributiven Differentiation gegebenenfalls auch deren Abschlüsse in fallspezi-
fisch zu definierenden Sobolew-Räumen heranziehen. Diese Möglichkeit wird beispielsweise in
[Alt06] (S. 168f.) beschrieben und für das Beispielsystem umgesetzt.
Schwache Differentiation
Die schwache Differentiation stellt eine Verallgemeinerung der starken Differentiation für Funk-
tionen dar, die im starken Sinne nicht differenzierbar sind. Im Allgemeinen wird die schwache
Differentiation für lokal integrierbare Funktionen definiert ([Eva98] (S. 242), [AT81] (S. 12) oder
[DL88] (S. 332)).
Anwendung findet die schwache Differentiation beispielsweise bei der schwachen Formulierung
der Bewegungsgleichungen des ungezwungenen trimorphen Biegewandlers in Abschnitt A.2. For-
mal kann die Vorschrift der schwachen Differentiation mittels partieller Integration und unter Be-
rücksichtigung des kompakten Trägers der Testfunktionen ausgehend von der starken Differentia-
tion hergeleitet werden.
Definition 94 (Schwache Differentiation) Falls zu einer lokal integrierbaren Funktion x ∈
L1lok(Ω) eine ebenfalls lokal integrierbare Funktion y ∈ L1lok(Ω) existiert, sodass∫
Ω
y φ dυ = (−1)|α|
∫
Ω
xDαφ dυ, ∀φ ∈ D(Ω) (B.155)
gilt, dann heißt y = Dαx, y ∈ L1lok(Ω) schwache oder verallgemeinerte Ableitung von x zum
Multiindex α. ✷
Innerhalb der voranstehenden Definition gewährleistet die Forderung nach lokaler Integrierbarkeit,
dass die auftretenden Integrale sinnvoll definiert sind. Die Definition der schwachen Differentiation
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lässt sich ebenfalls anhand der stärkeren Forderung von p-facher Lebesgue-Integrierbarkeit der
beteiligten Funktionen festmachen ([Sau05] (S. 180)). Aus der Definition der schwachen Ableitung
lässt sich entnehmen, dass die schwache Differenzierbarkeit nicht punktweise definiert ist, sondern
vielmehr für eine Funktion über einem Intervall. Für jede beliebige Testfunktionφ ∈ D(Ω) führt die
durch die schwache Ableitung y ∈ L1lok(Ω) gewichtete Integration in (B.155) auf einen identischen
Wert, wie die durch die abzuleitende Funktion x ∈ L1lok(Ω) gewichtete Integration der abgeleiteten
Testfunktion Dαφ ∈ D(Ω).
Falls die schwache Ableitung einer Funktion existiert, ist sie bis auf Mengen vom Maß Null, al-
so im Sinne der Äquivalenzklassen Lebesgue-messbarer Funktionen, eindeutig ([AF03] (S. 21)).
Falls zu einer Funktion eine starke Ableitung existiert, existiert auch eine schwache Ableitung und
beide stimmen überein ([Sau05] (S. 181)). Bezüglich der Notation wird daher zwischen starker
und schwacher Ableitung oftmals keine Unterscheidung getroffen. Aufgrund der Eigenschaften
der Testfunktionen D(Ω) = C∞0 (Ω) gilt Dαφ ∈ D(Ω) für 0 < α < ∞, zudem existieren für jede
Testfunktion starke Ableitungen beliebiger Ordnung.
Distributive Ableitung
Die distributive Ableitung verallgemeinert die schwache Ableitung für den Fall, dass keine lokal
integrierbare Funktion y existiert, die die Gleichung aus Definition 94 erfüllt. Dieser Fall tritt bei-
spielsweise bei der Behandlung des inhomogenen Terms des Beispielsystems in Anhang A.2.2 auf.
Als Distribution wird ein lineares Funktional auf dem Raum der Testfunktionen
ψ : D(Ω)→ K
φ 7→ ψ(φ) (B.156)
bezeichnet. Eine Distribution kann also als Element des Dualraums zu D(Ω) angesehen werden.
Mit D(Ω) = C∞0 (Ω) gilt dann ψ ∈ (D(Ω))′ = (C∞0 (Ω))′. Die übliche Notation mittels eines
Dualitätsprodukts lautet
ψ(φ) = 〈ψ,φ〉(D(Ω))′,D(Ω). (B.157)
Ausführliche Betrachtungen zum Dualraum der Testfunktionen sind in [AF03] (S. 20) zu finden.
Weiterführende Betrachtungen zu Distributionen werden beispielsweise in [Yos80], [Rud91] oder
[Alt06] angestellt.
Für reguläre Distributionen ψf existiert eine lokal integrierbare Funktion f ∈ L1lok, sodass eine
Integraldarstellung
ψf (φ) =
∫
Ω
f(υ)φ(υ) dυ
möglich ist ([AF03] (S. 20)). Eine singuläre Distribution aus der Ingenieurspraxis ist die Delta-
Distribution δυ1 für die mit υ1 ∈ Ω durch
φ 7→ 〈δυ1 ,φ〉 = φ(υ1), ∀φ ∈ D(Ω)
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der Testfunktion φ(υ) ihr Funktionenswert an der Stelle υ1 zugeordnet wird. Die Definition der
distributiven Ableitung folgt der in [AF03] (S. 21) eingeführten Definition.
Definition 95 (Distributive Ableitung) Es sei (D(Ω))′ ∋ x : D(Ω)→ K eine Distribution. Dann
heißt die Distribution ψ = ∂αd x ∈ (D(Ω))′ mit
ψ(φ) = (−1)|α|x (∂αd φ) , ∀φ ∈ D(Ω) (B.158)
distributive Ableitung (Distributionsableitung) der Ordnung |α| von x ∈ (D(Ω))′. ✷
Gemäß [AF03] (S. 21) ist ∂αd φ ∈ D(Ω), immer wenn φ ∈ D(Ω). Die Definitionsgleichung der
distributiven Ableitung lässt sich ebenfalls mittels eines Dualitätsprodukts entsprechend (B.157)
ausdrücken, es gilt
(−1)|α|x (∂αd φ) = (−1)
|α|〈x,∂αd φ〉(D(Ω))′×D(Ω). (B.159)
In [AF03] (S. 22) finden sich die Bedingungen, unter denen die distributive Ableitung mit der
schwachen Ableitung übereinstimmt. Für x ∈ L1lok wird eine gegebenenfalls existierende Funktion
y ∈ L1lok mit
∫
Ω
y (·) dυ = (−1)|α|
∫
Ω
xDα (·) dυ in (D(Ω))′ als schwache oder distributionelle Ab-
leitung von x bezeichnet. In einem deratigen Fall gilt ∂αd x = Dαx = y und in Analogie zu den
Gleichungen aus Definition 94 folgt aus (95) direkt∫
Ω
yφ dυ = (−1)|α|
∫
Ω
xDαφ dυ, ∀φ ∈ D(Ω). (B.160)
Darin bezeichnet y = Dαx die schwache Ableitung von x zum Multiindex α. Für den Fall, dass die
abzuleitende Funktion ausreichend oft stetig differenzierbar ist, stimmen die schwache und starke
Ableitung ebenfalls überein. Dieser Zusammenhang trifft in der Regel vor allem in Bezug auf die
Testfunktionen zu, sodass ∂dφ = ∂φ.
In Anlehnung an das Beispiel des trimorphen Biegewandlers wird die distributive Ableitung ψ der
Sprungfunktion
h (υ) =
0 für υ < 01 für υ ≥ 0 (B.161)
betrachtet. Die Sprungfunktion ist verallgemeinernd als reguläre Distribution zu interpretieren, ge-
mäß der Definition der distributiven Ableitung (Definition 95) gilt mit |α| = 1 und Ω = R
∂dh(φ) = −〈h,∂dφ〉(D(Ω))′×D(Ω), ∀φ ∈ D(Ω)
= −
∞∫
0
1 ∂dφ(υ)dυ = − [φ(υ)]∞0 = φ(0)− φ(∞).
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Aufgrund ihrer Regularität stimmen für die Testfunktionen φ ∈ D(Ω) die Ableitungsbegriffe an
dieser Stelle überein. Unter Beachtung des kompakten Trägers der Testfunktionen folgt
∂dh(φ) = φ(0) = δ0 (φ) .
Zu jeder Distribution existieren distributive Ableitungen beliebiger Ordnung. Diese Aussage ist
insbesondere für die erneute distributive Ableitung der Delta-Distribution hilfreich. Mit x = δυ1
folgt aus (95)
∂αd δυ1(φ) = (−1)
|α|δυ1 (∂
αφ) , ∀φ ∈ D(Ω). (B.162)
Demzufolge ist die distributive Ableitung ψ der Ordnung |α| der Delta-Distribution δυ1 eine Abbil-
dung
φ : D(Ω)→ R
φ 7→ (−1)|α|∂αd φ
∣∣
υ1
, (B.163)
die einer Testfunktion φ den Funktionswert ihrer Ableitung an der Stelle υ1 zuordnet.
Bemerkung zur Handhabung der Nomenklatur
Im Verlauf dieser Arbeit wird auf eine strikte Verwendung der Nomenklatur zur Differenzierung
zwischen den unterschiedlichen Ableitungsbegriffen weitestgehend verzichtet. Falls eine Fallun-
terscheidung erforderlich ist, wird explizite auf die Verwendung der schwachen beziehungsweise
distributiven Differentiation hingewiesen.
B.10.4 Sobolew-Räume
Für ganzzahlige 1 ≤ p ≤ ∞ werden durch
‖x‖m,p =

( ∑
0≤|α|≤m
‖Dαx‖pp
) 1
p
, 1 ≤ p <∞
max
0≤|α|≤m
‖Dαx‖p , p =∞
(B.164)
lineare Funktionale definiert, die auf den im Folgenden eingeführten Räumen die Eigenschaf-
ten einer Norm aufweisen und dann als Sobolew-Normen bezeichnet werden. Die Definition der
Sobolew-Räume ist [AF03] (S. 60) entnommen.
Definition 96 ( Sobolew-Räume) Für beliebige m > 0 und 1 ≤ p ≤ ∞ gilt:
SR1) Hm,p (Ω) ist die Vervollständigung von
{
x ∈ Cm (Ω) | ‖x‖mp <∞
}
unter Berücksichti-
gung der Sobolew-Norm ‖x‖m,p;
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SR2) Wm,p (Ω) = {x ∈ Lp (Ω) |Dαx ∈ Lp (Ω) ∀ 0 ≤ |α| < m}. Banachraum der p-fach
Lebesgue-integrierbaren Funktionen, deren schwache (oder distributive) Ableitung bis zum
Grad m noch immer p-fach Lebesgue-integrierbar ist;
SR3) Wm,p0 (Ω) ist der Abschluss von C∞0 (Ω) im Raum Wm,p (Ω). ✷
Im Fall von SR1) müssen alle Cauchy-Folgen von Elementen aus Cm (Ω) im Sinne der Sobolew-
Norm ‖x‖mp konvergieren und einen Grenzwert in Hm,p (Ω) besitzen.
Die erstgenannte Interpretation der Sobolew-Räume bietet einen Zugang zur Überführung einer
linearen partiellen Differentialgleichung in die Darstellung mittels linearer Operatoren auf Banach-
oder Hilberträumen. Die Elemente des vollständigen Raums Hm,p (Ω) sind als Äquivalenzklassen
von Cauchy-Folgen inCmp (Ω) bezüglich der entsprechenden Sobolew-Norm interpretierbar. Zudem
sind die Räume Hm,p (Ω) als Basis für die Definition der starken Differentiation bezüglich der Lp-
Räume anzusehen.
Für die Wahl p = 2 wird die Sobolew-Norm durch ein geeignetes Innenprodukt induziert, die
Hm,2 (Ω)-Räume sind daher Hilberträume. Für diese Hilberträume wird abkürzend die Schreib-
weise Hm,2 (Ω) = Hm (Ω) genutzt.
Verbindungen zwischen den Definitionen der Sobolew-Räume
Zwischen den Varianten zur Definition der Sobolew-Räume entsprechend Definition 96 existieren
verschiedene Beziehungen, eine besonders hilfreicher Zusammenhang wird im Folgenden aufge-
führt. Um eine Unterscheidung zwischen den beiden erstgenannten Varianten der Sobolew-Räume
in Definition 96 unnötig zu machen, wird der Satz von Meyer und Serrin [MS64] eingeführt, der
unabhängig vom betrachteten örtlichen Gebiet Ω und den Glattheitseigenschaften des Randes gilt.
Weitere Ausführungen dazu finden sich in [AF03] (S. 67).
Satz 61 (Satz von Meyer und Serrin) Für alle 1 ≤ p <∞ gilt Hm,p (Ω) = Wm,p (Ω) .
✷
Weitere Zusammenhänge zwischen der zweiten und dritten Variante zur Definition von Sobolew-
Räumen gemäß Definition 96 finden sich in [AF03] (S. 183).
Gagliardo-Nirenberg-Ungleichung
Die Gagliardo-Nirenberg-Ungleichung wird innerhalb dieser Arbeit angewandt, um die Norm der
j-ten Ableitung eines Elements eines geeigneten Sobolew-Raums mittels der Norm des Elements
selber und der Norm einer höheren Ableitung m > j des Elements abzuschätzen.
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Satz 62 Seien q,r natürliche Zahlen mit 1 ≤ q,r ≤ ∞ und j,m natürliche Zahlen, die
0 ≤ j < m (B.165)
1
p
=
j
n
+ a
(
1
r
−
m
n
)
+ (1− a)
1
q
,
j
m
≤ a ≤ 1 (B.166)
erfüllen, wobei n− j − n
r
< 0 ist.
Dann existiert eine Konstante c > 0 in Abhängigkeit von n,m,j,q,r,a, sodass∥∥Djx∥∥
Lp(Ω)
≤ c1 ‖D
mx‖aLr(Ω) ‖x‖
1−a
Lq(Ω) ∀ x ∈ W
m,r (Ω) ∩ Lq(Ω). (B.167)
✷
C Anhang zur Darstellung unendlich-
dimensionaler Systeme
Der vorliegende Anhang enthält ergänzende Inhalte zur mathematischen Realisierung unendlich-
dimensionaler Systeme aus Kapitel 2. Einleitend wird in Abschnitt C.1 das inhomogene abstrakte
Cauchy-Problem als Grundlage für die Zustandsraumdarstellung unendlich-dimensionaler Systeme
eingeführt. Daran schließen sich die Definition verschiedener Lösungsbegriffe zu diesem Problem
an. Ferner enthält Abschnitt C.1 ausgesuchte hilfreiche Eigenschaften stark stetiger Halbgruppen
und ihrer infinitesimalen Erzeuger. Abschnitt C.2 beinhaltet für Systeme mit diagonalisierbarem
Systemoperator die Herleitung von Kriterien für die Beschränktheit von Ein-/Ausgangsoperatoren
als Abbildung in den Zustandsraum beziehungsweise vom Zustandsraum in den Ausgangsraum.
Darüber hinaus werden in Abschnitt C.2 die Steuer- und Beobachtbarkeitsoperatoren bezüglich
eines endlichen und eines unendlichen Zeithorizonts eingeführt.
Abschnitt C.3 enthält zusätzliche Ausführungen zu Pritchard-Salamon-Systemen. In Abschnitt C.4
werden für den Fall eines diagonalisierbaren Systemoperators Kriterien für die Zulässigkeit von
Ein-/Ausgangsoperatoren im Sinne der Pritchard-Salamon-Klasse und zur Klassifizierung des dem
System zugeordneten Hankel-Operators hergeleitet.
Den Abschluss des vorliegenden Abschnitts bildet die Herleitung der geschlossenen Übertragungs-
funktion des Beispielsystems.
C.1 Inhomogenes abstraktes Cauchy-Problem
Die Formulierung des inhomogenen abstrakten Cauchy-Problems und die daran anschließende De-
finition verschiedener Lösungsbegriffe beruht auf den Ausführungen in [HP57], [Paz83], [CZ95],
[EN00] und [EN06].
C.1.1 Problemstellung
Es sei ein Banachraum X , dann wird das durch den Operator A : D (A) ⊂ X → X sowie die
Funktion f(t) : R≥0 → X definierte inhomogene Anfangswertproblem der Form
∂x(t)
∂t
= Ax(t) + f(t) t ≥ 0,
x(0) = x0,
(C.1)
mit Anfangswerten x0 ∈ X synonym als inhomogenes abstrakte Cauchy-Probleme [EN00] (S.
436), abstrakte Evolutionsgleichung oder abstrakte Differentialgleichung [CZ95] (S. 101) bezeich-
net. Die Betrachtungen des inhomogenen abstrakten Cauchy-Problems setzen gemäß [EN00] die
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Korrektgestelltheit des unter Annahme von f(t) = 0, ∀t ≥ 0 zugeordneten homogenen abstrak-
ten Cauchy-Problems voraus. In Abschnitt 2.2.2 findet sich eine kurze Erläuterung hinsichtlich des
Begriffs der Korrektgestelltheit des homogenen abstrakten Cauchy-Problems sowie weiterführende
Literaturquelle zu diesem Thema. Insbesondere sei in diesem Zusammenhang auf die Diskussion
der Prinzipien der Korrektgestelltheit nach Hadamard in [HP57] (S. 617f) hingewiesen. Zudem ist
die Knüpfung der Korrektgestelltheit des abstrakten Cauchy-Problems an die Eigenschaften von A
zu beachten (Satz 1).
C.1.2 Lösungsbegriffe
Für das durch (C.1) definierte inhomogene abstrakte Cauchy-Probleme existieren in der Literatur
unterschiedliche Lösungsbegriffe, die sich beispielsweise hinsichtlich ihrer Regularität voneinander
unterscheiden. Bekannte Abstufungen des Lösungsbegriffs sind die starke (klassische), die milde
sowie die schwache Lösung. Die im Folgenden eingeführten Definition umfassen die Konzepte der
starken und der milden Lösung und orientieren sich dabei an [CZ95] und [Paz83]. Für die Definiti-
on der schwachen Lösung und ihren Zusammenhang zur milden Lösung sei auf die Ausführungen
in [CZ95] (S. 106ff) (Definition 3.1.6 und Theorem 3.1.7) verwiesen. Weitere detaillierte Herlei-
tungen zu den Lösungsbegriffen finden sich zudem beispielsweise in [HP57] oder [EN00]. Darüber
hinaus enthält beispielsweise [Eva98] (S. 7) einige grundsätzliche, dennoch physikalisch motivierte
Überlegungen zur Lösung partieller Differentialgleichungen.
Starke (Klassiche) Lösung
Für den inhomogenen Anteil von (C.1) wird zunächst die Stetigkeit auf dem zeitlichen Intervall
sowie Werte aus X , also f ∈ C (θ,X), vorausgesetzt. Die Folgende Definition entspricht Definition
3.1.1 aus [CZ95] (S. 101).
Definition 97 (Starke (Klassische) Lösung) Es sei ein inhomogenes abstraktes Cauchy Pro-
blem gemäß (C.1) auf X und x : θ → X eine auf θ = [0,te] definierte Funktion. Falls
x ∈ C1 (θ,X) , x(t) ∈ D (A) ∀t ∈ θ zudem (C.1) erfüllt, heißt x(t) starke (klassische) Lösung
von (C.1) auf θ.
Falls x(t) den Eigenschaften der starken Lösung auf jedem kompakten, durch beliebige Endzeit-
punkte te ≥ 0 definierten, Zeitintervall [0,te] genügt, ist x(t) starke Lösung von (C.1) auf [0,∞). ✷
Der Begriff der starken Lösung erlaubt also stetige inhomogene Terme und beinhaltet einen nicht
nur stetigen sondern auch stetig differenzierbaren zeitlichen Verlauf der Lösung. Zu jedem diskre-
ten Zeitpunkt aus θ ist die klassische Lösung ein Element vonD (A) ⊂ X . Der durch Definition 97
gegebene Begriff der starken Lösung beinhaltet unmittelbar keine Aussage über die Korrektgestellt-
heit des zugrunde liegenden Cauchy-Problems. Unter Berücksichtigung von Satz 1 ist dazu zusätz-
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lich erforderlich, dass A der infinitesimale Erzeuger eine stark stetigen Halbgruppe {Φ(t)}t∈R≥0
auf X ist. In einem derartigen Fall ergibt sich entsprechend Lemma 3.1.2 und Theorem 3.1.3 aus
[CZ95] (S. 102f) und unter den Annahmen aus Definition 97, f ∈ C (θ,X) sowie x0 ∈ D(A) die
Existenz und Eindeutigkeit einer starken Lösung x(t) von (C.1) auf θ, wobei der Verlauf von x(t)
durch
x(t) = Φ(t)x0 +
∫
θ
Φ (t− τ) f (τ) dτ (C.2)
gegeben ist. Weitere Sätze, die Aussagen über Existenz und Eindeutigkeit starker Lösungen des
inhomogenen abstrakten Cauchy-Problems treffen, finden sich in [Paz83] (S. 105ff).
Milde Lösung
In der Regelungstechnik gebräuchliche Testsignale, wie beispielsweise sprungförmige Eingangssi-
gnale, genügen nicht den Annahmen bezüglich des inhomogenen Terms des inhomogenen abstrak-
ten Cauchy-Problems, wie sie zur Definition der starken Lösung von (C.1) getroffen werden. Da der
Begriff der starken Lösung zu (C.1) für derartige Signale nicht definiert ist, ist eine Generalisierung
des Lösungsbegriffs erforderlich.
Eine erste Verallgemeinerung des Lösungsbegriff erfolgt durch das Zulassen eines allgemeineren
inhomogenen Terms, also im regelungstechnischen Kontext allgemeinerer Eingangssignale. Die
Regularität der Lösung wird zudem durch den Verzicht auf die Forderung nach stetiger Differen-
zierbarkeit verringert und darüber hinaus sind Anfangsbedingungen in X statt lediglich in D(A)
zulässig. Definitionen zur milden Lösungen finden sich beispielsweise in [Paz83] (S. 106) oder
[CZ95] (S. 104), wobei die folgende Definition der letztgenannten Quelle entspricht.
Definition 98 (Milde Lösung) Es sei ein inhomogenes abstraktes Cauchy Problem gemäß (C.1)
auf X und x : θ → X eine auf θ = [0,te] definierte Funktion. Ferner sei f ∈ Lp (θ,X)), p ≥ 1 und
x0 ∈ X . Dann wird eine Funktion x(t) ∈ C (θ,X) gegeben durch (C.2) als milde Lösung (C.1) auf
θ bezeichnet. ✷
Die Stetigkeit der milden Lösung ergibt sich unter den in Definition 98 getroffenen Annahmen aus
[CZ95] (S. 104) (Lemma 3.1.5). Im Vergleich zu der Definition der milden Lösung in [Paz83] wer-
den in [CZ95] mittels p ≥ 1 Eingangssignale aus X mit p-facher Lebesgue-Integrierbarkeit über
dem Zeitintervall zugelassen. Wobei f(t) ∈ Lp(θ,X),p ≥ 1 für alle p auch f(t) ∈ L1 (θ,X) ein-
schließt. Falls A der infinitesimale Erzeuger einer stark stetigen Halbgruppe auf X ist, entspricht
Definition 98 mit p = 1 der Definition der milden Lösung aus [Paz83] (S. 106) (Definition 2.3). In
einem derartigen Fall ist die milde Lösung per Definition existent und eindeutig ([Paz83] (S. 106)).
Weitere ausführliche Betrachtungen bezüglich der milden Lösung, insbesondere unter welchen zu-
sätzlichen Forderungen die milde Lösung mit der klassischen Lösung übereinstimmt, finden sich
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in [Paz83]. Spezielle Betrachtungen der milden Lösungen für den Fall, dass A der infinitesimale
Erzeuger einer analytischen Halbgruppe ist, werden in [Paz83] (S. 110ff) angestellt.
C.1.3 Eigenschaften stark stetiger Halbgruppen und ihrer Erzeuger
Ausgehend von den in Abschnitt 2.2.2 genannten Eigenschaften stark stetiger Halbgruppen lassen
sich u.a. die folgenden Zusammenhänge für den zugehörigen infinitesimalen Erzeuger A herleiten
([DS58] (S. 619ff), [DL92] (S. 316), [EN00] (S. 50), [CZ95] (S. 21)). Weitere Eigenschaften sind
in den genannten Literaturstellen zu finden.
Satz 63 Für eine stark stetige Halbgruppe TΦ = {Φ(t)}t∈R≥0 sowie ihren infinitesimalen Erzeuger
A mit dem Definitionsbereich D (A) gelten die folgenden Aussagen:
SHG1) X ∋ x 7→
t∫
0
Φ (s) x ds ∈ D (A);
SHG2) lim
t→0+
1
t
t∫
0
Φ (s) x ds = x, ∀x ∈ X ;
SHG3) Φ(t)x − x = A
t∫
0
Φ (s)x ds, ∀x ∈ X und
Φ(t)x− x = A
t∫
0
Φ (s)x ds =
t∫
0
Φ (s)Ax ds, ∀x ∈ D (A);
SHG4) dΦ(t)x
dt
= AΦ(t) x = Φ(t)Ax;
SHG5) Für x ∈ D (A) gilt Φ(t)x ∈ D (A) , ∀t ∈ R≥0; ✷
Die zeitliche Integration der Zustandstrajektorie in SHG1) kann anschaulich als Glättung verstan-
den werden, deren Bild, ausgehend von einem Urbild x ∈ X , stets im Definitionsbereich des infini-
tesimalen Erzeugers liegt. SHG2) folgt aus der Kombination von SHG1) mir der starken Stetigkeit
der Halbgruppe lim
t→0+
Φ(t)x = x für x ∈ X . Aus SHG3) lässt ich entnehmen, dass die Anwendung
des infinitesimalen Erzeugers mit der Integralbildung und der Anwendung der stark stetigen Halb-
gruppe kommutiert, falls x bereits im Definitionsbereich D (A) ⊂ X von A ist. SHG4) besagt,
dass die zeitliche Ableitung der Abbildung t 7→ Φ(t)x, t ∈ R≥0 für x ∈ D(A) der Anwendung des
infinitesimalen Erzeugers auf die Halbgruppe entspricht, wobei die Operation kommutiert. SHG5)
zeigt die Invarianz von D (A) gegenüber der Abbildung an der Halbgruppe Φ(t)x, ∀t ∈ R≥0. Dem-
nach verweilt jede Zustandstrajektorie eines ungezwungenen Systems für alle Zeiten t ∈ R≥0 im
Definitionsbereich D(A), falls sie dort gestartet ist.
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C.2 Betrachtungen zur Zustandsraumdarstellung unendlich-
dimensionaler Systeme
Dieser Abschnitt beinhaltet verschiedene Betrachtungen und Definitionen im Zusammenhang mit
der allgemeinen Zustandsraumdarstellung unendlich-dimensionaler Systeme.
C.2.1 Beschränktheit von Eingangsoperatoren
Die folgenden Betrachtungen dienen der Einführung eines Kriteriums zur Überprüfung der Be-
schränktheit eines Eingangsoperators B : U → X , u 7→ B u als Abbildung in den Zustandsraum.
Aus den äquivalenten Aussagen bezüglich der Stetigkeit eines linearen Operators (Satz 18) folgt
für den Nachweis der Stetigkeit des Eingangsoperators bezüglich des Zustandsraums, dass eine
positive Konstante c existieren muss, sodass die Bedingung
‖B u‖X ≤ c ‖u‖U ∀ u ∈ U (C.3)
erfüllt wird. Eine zu (C.3) äquivalente Bedingung kann zudem mittels jeder zur Norm ‖·‖X äquiva-
lenten Norm gleichwertig formuliert werden. Unter der Annahme einer zu ‖·‖X äquivalenten Norm
‖·‖1 existieren positive Konstanten c1,c2 > 0, sodass
c1 ‖x‖X ≤ ‖x‖1 ≤ c2 ‖x‖X bzw.
1
c2
‖x‖1 ≤ ‖x‖X ≤
1
c1
‖x‖1 ∀ x ∈ X (C.4)
gilt. Die Stetigkeit des Eingangsoperators lässt sich damit äquivalent zu (C.3) auch auf Basis von
c1 ‖Bu‖X ≤ ‖Bu‖1 ≤ c ‖u‖U bzw.
1
c2
‖Bu‖1 ≤ ‖Bu‖X ≤ c ‖u‖U ∀ u ∈ U (C.5)
nachweisen.
Mit dem Hauptziel ein einfach zu überprüfendes Kriterium für die Beschränktheit des Eingangs-
operators des Beispielsystems zu formulieren, fokussieren sich die Betrachtungen im Folgenden
auf Fälle, in denen der Systemoperator diagonalisierbar ist und seine Eigenvektoren {vi}i∈I+ da-
mit eine Rieszbasis des Zustandsraums bilden. Dazu wird eine zur Norm des Zustandsraum äqui-
valenten Norm, definiert in Anhang B.5.3, angenommen. Es sei {ui}i∈I+ eine Orthonormalbasis
des Zustandsraums und T ∈ L (X) bijektiv und damit beschränkt invertierbar (Korollar IV.3.4,
[Wer11] (S. 155)). Die unter Verwendung der Transformationsvorschrift (B.40) gewonnenen Fol-
gen {vi}i∈I+ und {wi}i∈I+ bilden eine Rieszbasis von X beziehungsweise die zu der Rieszba-
sis biorthogonale Menge. Zu der Norm auf X wird durch (B.45) eine äquivalente Norm defi-
niert, sodass (B.47) gilt. Die Darstellung der Elemente des Zustandsraums in der Rieszbasis lautet
x =
∑
i∈I+
〈x,wi〉Xvi, zusammen mit (B.40) gilt
‖x‖21 = 〈x,x〉1 = 〈T
−1x,T−1x〉X
=
∑
i∈I+
|〈x,wi〉X |
2 =
∑
i∈I+
|x∗i |
2 ∀ x ∈ X. (C.6)
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Anstelle der Betrachtung einer äquivalenten Norm kann der Zustandsraum auch gleichwertig mit-
tels der durch das Innenprodukt aus (C.64) induzierten Norm (C.63) ausgestattet werden. Damit
entspricht X dann Hα,α = 0 aus (C.66).
Unter Verwendung der Substitution x = B u lautet das Quadrat der linken Seite der eingangs
formulierten Gleichung bezüglich der Stetigkeit (C.3) in der neu eingeführten Norm formal
‖B u‖21 =
∑
i∈I+
|〈b∗i ,u〉U |
2 . (C.7)
Die rechte Seite der voranstehenden Gleichung basiert auf der Reihendarstellung des Eingangsope-
rators aus Abschnitt 2.1.3, dabei ist die auftretende Reihe als Grenzwertbildung aufzufassen. Eine
Abschätzung mittels der Cauchy-Schwarz-Ungleichung führt im Allgemeinen auf
‖B u‖21 ≤
∑
i∈I+
‖b∗i ‖
2
U ‖u‖
2
U . (C.8)
Aus dem Umschreiben unter Berücksichtigung eines endlich-dimensionalen Eingangsraums U =
Cp ergibt sich mit ‖b∗i ‖
2
U = 〈b
∗
i ,b
∗
i 〉U = |b
∗
i |
2 die Ungleichung
‖B u‖21 ≤
∑
i∈I+
|b∗i |
2 ‖u‖2U . (C.9)
Die Annahme von {b∗i }i∈I+ ∈ l2, mit l2 gemäß (B.137), und damit∑
i∈I+
|b∗i |
2 = lim
N→∞
∑
i∈IN+
|b∗i |
2 <∞ (C.10)
garantiert die Einhaltung von Gleichung (C.3) mit einer festen Konstanten für alle u ∈ U . Damit
ist {b∗i }i∈I+ ∈ l2 beziehungsweise äquivalent die Ungleichung (C.10) eine hinreichende Bedingung
für die Beschränktheit eines Eingangsoperators.
Für den Spezialfall eines einzelnen skalaren Eingangs U = C ergibt sich aus Gleichung (C.7)
aufgrund von |〈b∗i ,u〉U |
2 = |b∗iu|
2 = |b∗i |
2 |u|2 die Gleichung
‖B u‖21 =
∑
i∈I+
|b∗i |
2 |u|2 . (C.11)
Damit folgt aus {b∗i }i∈I+ /∈ l2, dass B nicht beschränkt ist. In einem derartigen Fall ist {b∗i }i∈I+ ∈
l2 notwendig und hinreichend für die Beschränktheit von B in der angenommenen und zu der
angenommenen Norm äquivalenten Normen. Letztere Aussage basiert auf der Verwendung von
Ungleichung (C.5).
Ein Eingangsoperator als Abbildung B : U → X ist also dann beschränkt, falls seine Fourier-
Koeffizienten bezüglich einer, zu einer Orthonormalbasis zumindest äquivalenten Basis, quadra-
tisch summierbar sind. Äquivalent zu {b∗i }i∈I+ ∈ l2 ist die Gültigkeit der Ungleichung (C.10). Die
Summierbarkeitsbedingung schließt ein endliches Supremum der Entwicklungskoeffizienten ein.
Für die Anwendung des eingeführten Kriteriums ist lediglich die Kenntnis der {b∗i }i∈I+ erforder-
lich.
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C.2.2 Beschränktheit von Ausgangsoperatoren
Die Betrachtungen zur Beschränktheit des Ausgangsoperators C eine Systems Σ (A,B,C,D) be-
ruhen auf einer Untersuchung des Eingangsoperators C ′ des dualen Systems Σ (A′,C ′,B′,D′). Ein
für das duale System Σ (A′,C ′,B′,D′) beschränkter Eingangsoperator C ′ entspricht einem im ur-
sprünglichen System Σ (A,B,C,D) beschränkten Ausgangsoperator C. Im Folgenden wird der Zu-
standsraum X als Hilbertraum angenommen und mit seinem Dualraum X ′ identifiziert, sodass
X = X ′. Bei dem Ausgangsraum Y handelt es sich aufgrund von Y = Cq ebenfalls um einen
Hilbertraum, der gleichsam mit seinem Dualraum identifiziert wird Y = Y ′. Gemäß der Ausfüh-
rungen aus Abschnitt B.6.1 stimmen unter diesen Voraussetzungen der zu dem Ausgangsoperator
C : D(C) ⊂ X → Y duale Operator C ′ : D(C ′) ⊂ Y ′ → X ′ und der zugehörige adjungierte
Ausgangsoperator C∗ : D(C∗) ⊂ Y → X überein.
Die Betrachtungen zur Beschränkheit des Ausgangsoperators auf Basis des dualen Systems las-
sen sich damit anhand des adjungierten Ausgangsoperators durchführen. Im Folgenden sei dazu
{ui}i∈I+ eine Orthonormalbasis von X und T ein linearer Operator mit den in Abschnitt B.5.3
definierten Eigenschaften, sodass die Zusammenhänge aus (B.40) gelten. Dabei ist {vi}i∈I+ =
{Tui}i∈I+ eine Rieszbasis von X und {wi}i∈I+ =
{
(T ∗)−1ui
}
i∈I+
die zugehörige biorthogona-
le Menge. Damit besitzen alle x = TT−1x ∈ X eine Darstellung TT−1x =
∑
i∈I+
〈x,wi〉vi =∑
i∈I+
〈x,ui〉ui. Die Bestimmung des adjungierten Ausgangsoperators erfolgt formal unter Verwen-
dung der Definition des adjungierten Operators (Definition 70) durch den Zusammenhang
〈Cx,y〉Y = 〈x,C∗y〉X , wobei y ∈ D(C∗) ⊂ Y . Unter Verwendung der Darstellung aller x ∈ X
folgt aus der rechten Seite der letztgenannten Gleichung
〈x,C∗y〉X = 〈
∑
i∈I+
〈x,ui〉Xui,
∑
j∈I+
〈C∗y,uj〉Xuj〉X
= 〈
∑
i∈I+
〈x,ui〉Xui,
∑
j∈I+
〈y,Cuj〉Yuj〉X (C.12)
=
∑
i∈I+
〈x,ui〉X 〈y,Cui〉Y
=
∑
i∈I+
〈x,ui〉X (Cui)
Ty
= 〈Cx,y〉Y (C.13)
Aus Gleichung (C.12) lässt sich der adjungierte Ausgangsoperator entnehmen, die Anwendung von
x = T−1Tx führt auf
C∗ (·) =
∑
i∈I+
〈·,Cui〉Yui
=
∑
i∈I+
〈·,Cwi〉Yvi. (C.14)
Die Stetigkeit von C∗ : Y → X , y 7→ C∗y ergibt sich aus der Existenz einer positiven Konstanten
c, mit der ‖C∗y‖X ≤ c ‖y‖Y für alle y ∈ Y gilt. Wobei die voranstehende Ungleichung auch
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gleichwertig unter Verwendung jeder zu ‖ · ‖X äquivalenten Norm formuliert werden kann. Auf
Basis von (C.14) führt die Verwendung der zur Norm des Zustandsraums äquivalenten Norm aus
(C.6) auf
‖C∗y‖1 = 〈T
−1C∗y,T−1C∗y〉X (C.15)
= 〈
∑
i∈I+
〈y,Cwi〉Yui,
∑
j∈I+
〈y,Cwi〉Yuj〉X
=
∑
i∈I+
|〈y,Cwi〉Y |
2
≤
∑
i∈I+
‖Cwi‖Y ‖y‖Y . (C.16)
Unter Annahme von Y = Cq und c∗i =
(
C1wi, . . . ,Cqwi
)T
gilt zudem ‖c∗i ‖Y = |c∗i |
2
und ‖y‖Y =
|y|2. Für Y = Cq ist C∗ also beschränkt, falls∑
i∈I+
|c∗i |
2 <∞. (C.17)
Für den Spezialfall einer skalaren Ausgangsgröße Y = C wird die Ungleichung (C.16) zu einer
Gleichung und die Bedingung (C.17) ist notwendig und hinreichend für die Beschränktheit von
C∗. Da ein im dualen System beschränkter Eingangsoperator einem im ursprünglichen System
beschränkten Ausgangsoperator entspricht, ist (C.17) für Y = Cq hinreichende Bedingung für
C ∈ L (X ,Y) und im Fall von Y = C ist (C.17) notwendige und hinreichende Bedingung für
C ∈ L (X ,Y).
C.2.3 Steuer-/Beobachtbarkeitsoperatoren
Ausgehend von der Zeitbereichslösung der innerhalb dieser Arbeit berücksichtigten dynamischen
Systeme wird die Abbildung
Bt1 : L
2 ([ 0,t1 ],U)→ V
u 7→
t1∫
0
Φ (t1 − τ)B u(τ)dτ
(C.18)
als Steuerbarkeitsabbildung oder Steuerbarkeitsoperator bezüglich eines endlichen Zeithorizonts
bezeichnet ([Cur+94] (S. 10)). Eine analoge Definition kann für u ∈ L2 ([ 0,∞ ),U) bzw. u ∈
L2lok ([0,∞) ,U) erfolgen. Falls einem System eine exponentiell stabile stark stetige Halbgruppe
zugeordnet ist, wird der Steuerbarkeitsoperator bezüglich eines unendlichen Zeithorizonts durch
B∞u =
∞∫
0
Φ (τ)B u(τ)dτ (C.19)
definiert ([JP06]).
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Die Definition des Beobachtbarkeitsoperators bezüglich eines endlichen Zeithorizonts beruht auf
dem Ein-/Ausgangsverhalten dynamischer Systeme im Zeitbereich. Es gilt
Ct1 :W → L
2 ([ 0,t1 ],Y)
x 7→ CΦ ( · )x ∀ t ∈ [0,t1] ∀ x ∈ W.
(C.20)
Im Falle exponentiell stabiler stark stetiger Halbgruppen ist der Beobachtbarkeitsoperator bezüglich
eines unendlichen Zeithorizonts ferner durch
C∞x = CΦ ( · )x ∀ x ∈ W (C.21)
gegeben.
C.3 Anhang zur Pritchard-Salamon-Klasse
Dieser Abschnitt beinhaltet ausgesuchte Betrachtungen zu Pritchard-Salamon-Systemen. Die Aus-
führungen verdeutlichen dabei an verschiedenen Stellen die Analogien zwischen dieser System-
klasse und endlich-dimensionalen Systemen. Einleitend werden verschiedene Eigenschaften der
Steuer-/Beobachtbarkeitsoperatoren dieser Systemklasse aufgeführt. Daran schließt sich eine Be-
trachtung zur Dualität im Falle derartiger Systeme an. Ferner werden die Impulsantwort, Steuer-
und Beobachtbarkeits-Gramschen sowie Hankel-Operatoren von Pritchard-Salamon-Systemen ein-
geführt. Im Hinblick auf verschiedene weiterführende systemtheoretische Konzepte werden nach-
folgend für Pritchard-Salamon-Systeme die exponentielle Stabilisierbarkeit und exponentielle De-
tektierbarkeit definiert. Anschließend wird die koprime Faktorisierung für die betrachtete System-
klasse vorgestellt, diese Ausführungen sind insbesondere im Hinblick auf die Verwendung der Gap-
Metrik als Abstandsmaß von Bedeutung.
C.3.1 Ausgesuchte Aussagen über Steuer-/ und
Beobachtbarkeitsoperatoren
Die allgemeine Definition der Steuer-/Beobachtbarkeitsoperatoren wird in Abschnitt C.2.3 einge-
führt. Bezüglich der Steuerbarkeitsoperatoren von Pritchard-Salamon-Systemen sind aus [PS87b],
[Cur85], [Cur+94] sowie [Sas01; Sas02] die Folgenden Aussagen bekannt:
B1) Unter Annahme eines zulässigen Eingangsoperator (Definition 8) ist die Abbildung
u 7→
t1∫
0
Φ (t1 − τ)B u(τ)dτ
für alle u(t) ∈ L2 ([ 0,t1 ],U) stetig auf dem Zeitinterval [0,t1];
B2) Für zulässige Eingangsoperatoren (Definition 8, 70) giltR(Bt1) ⊂ W sowie
Bt1 ∈ L
(
L2 ([ 0,t1 ],U) ,W
)
;
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B3) Falls der Steuerbarkeitsoperator für einen beliebigen Zeitpunkt t1 eine beschränkte Ab-
bildung gemäß (2.117) von den Eingangssignalen u(t) ∈ L2 ([ 0,t1 ],U) in den Raum W
darstellt, dann ist er für alle t1 > 0 eine solche beschränkte Abbildung;
B4) Im Allgemeinen hängt in (2.117) die Konstante c1 vom gewählten Zeitpunkt t1 und damit
von der Größe des betrachteten Zeitintervalls ab. Lediglich wenn Φ(t) exponentiell stabil
auf dem kleinen Raum W ist, hängt c1 nicht von t1 ab. Darüber hinaus gilt (2.117) dann für
Eingangssignale auf einem unendlich ausgedehnten Zeitintervall u(t) ∈ L2 ([ 0,∞ ),U);
B5) Unter der Annahme einer exponentiell stabilen stark stetigen Halbgruppe und eines im Sin-
ne von Definition 8 dazu zulässigen Eingangsoperators gilt für den Steuerbarkeitsoperator
bezüglich eines unendlichen Zeithorizonts B∞∈L (L2 ([ 0,∞ ),U) ,W).
Bezüglich eines Ausgangsoperators gelten gemäß [PS87b], [Cur+94] sowie [Sas01] die folgenden
Aussagen:
C1) Die Stetigkeit des Beobachtbarkeitsoperators als Abbildung in die über dem Zeitintervall
quadratisch Lebesgue-integrierbaren Y-wertigen Signale entscheidet über die Zulässigkeit
eines Ausgangsoperators, d.h. ein Ausgangsoperator ist zulässig falls
Ct1 ∈ L
(
W,L2 ([ 0,t1 ),Y)
)
. (C.22)
Dabei gilt es zu beachten, dass die Stetigkeit des Beobachtbarkeitsoperators auf Basis der
Norm von V unter der Annahme von x ∈ W betrachtet wird;
C2) Für einen beschränkten Beobachtbarkeitsoperator existiert eine eindeutige stetige Fortset-
zung (B.4.1) zu einem ebenfalls beschränkten Operator CVt1 ∈ L (V,L2 ([ 0,t1 ),Y));
C3) Die Aussage B3) gilt in analoger Form für (2.118);
C4) Die Aussage B4) gilt in analoger Form für (2.118);
C5) Unter der Annahme einer exponentiell stabilen stark stetigen Halbgruppe und eines im Sin-
ne von Definition 8 dazu zulässigen Ausgangsoperators gilt für den durch (C.21) für al-
le x ∈ W definierten Beobachtbarkeitsoperator bezüglich eines unendlichen Zeithorizonts
C∞ ∈ L (V,L2 ([ 0,∞ ),Y)).
C.3.2 Dualität im Falle von Pritchard-Salamon-Systemen
Der folgende Abschnitt beinhaltet die Formulierung eines zu einem Pritchard-Salamon-System
dualen Systems und bietet damit eine Verallgemeinerung der aus der endlich-dimensionalen Sys-
temtheorie bekannten Dualitäts-Konzepte auf die Pritchard-Salamon-Klasse. Die an dieser Stelle
gezeigten Dualitätseigenschaften der Pritchard-Salamon-Klasse entsprechen im Wesentlichen den
Ergebnissen aus [PS87b], weitere Betrachtungen zur Dualtität finden sich beispielsweise in [PW78]
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oder [Cur86]. Für die folgenden Überlegungen werden eine Raumskala entsprechend (2.110) so-
wie komplexe Hilberträume bezüglich der Ein- und Ausgangssignale gemäß (2.105) vorausgesetzt.
Ferner sei Σ (A,B,C,D) ein Pritchard-Salamon-System, dass Definition 7 folgend in Zustands-
raumdarstellung durch (2.102) sowie (2.108) repräsentiert wird.
Zur Bestimmung des zu Σ (A,B,C,D) dualen Systems werden neben dem Pivotraum der Raum-
skala auch die Räume der Ein- und Ausgangssignale mit ihren jeweiligen Dualräumen identifiziert,
im Sinne der Ausführungen in Anhang B.5.4 gilt
X = X ′, U = U ′, Y = Y ′. (C.23)
Unter Verwendung der Dualräume aller verbleibenden Hilberträume der ursprünglichen Raumskala
(2.110) lautet die dem dualen System zugrunde liegende Raumskala
V ′ −֒→
d
X = X ′ −֒→
d
W ′. (C.24)
Für den dualen Systemoperator gilt
〈Ax,x′〉X×X ′ = 〈x,A
′x′〉X×X ′ = A
′x′ (x) . (C.25)
Der Zusammenhang zwischen dem adjungierten Systemoperator A∗ und dem dualen Systemopera-
tor A′ wird durch (B.67) beschrieben. Zudem gilt unter den in Anhang B.6.1 angenommenen Vor-
aussetzungen A′ = A∗. Für die verbleibenden Operatoren des dualen Systems gilt C ′ ∈ L (Y ,W ′),
B′ ∈ L (V ′,U) und D′ ∈ L (Y ,U).
Bei dem resultierenden dualen System Σ (A′,C ′,B′,D′) handelt es sich ebenfalls um ein Pritchard-
Salamon-System, aus dessen Definition sich die Analogien zur Dualität im Endlich-dimensionalen
unmittelbar ableiten lassen.
Duale Steuer- und Beobachtbarkeitsoperatoren
Unter der Annahme von x ∈ V ′ sowie eines zu einem exponentiell stabilen Pritchard-Salamon-
System zulässigen Eingangsoperators gilt B∞ ∈ L (L2 ([ 0,∞ ),U) ,W) und demnach ohne explizi-
te Nennung der stetigen Einbettungen
〈B∞u,x〉V×V ′ = 〈x,B∞u〉X = 〈B∞u,x〉X×X ′. (C.26)
Ausgehend von dem Innenprodukt auf dem Zustandsraum und der Vertauschbarkeit einiger auftre-
tenden Operationen gilt formal
〈x,B∞u〉X =
∞∫
0
〈x,Φ(t)Bu(t)〉Xdt (C.27)
=
∞∫
0
〈Φ(t)Bu(t),x〉X×X ′dt. (C.28)
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Das Ausnutzen der Definition dualer Operatoren führt auf
∞∫
0
〈Φ(t)Bu(t),x〉X×X ′dt =
∞∫
0
〈u,B′Φ′(t)x〉U×U ′dt (C.29)
=
∞∫
0
〈B′Φ′(t)x,u(t)〉Udt. (C.30)
Aus der Definition des Innenprodukts auf L2 ([ 0,∞ ),U) ergibt sich zusammen mit (C.26) letztend-
lich
〈B∞u,x〉V×V ′ = 〈x,B∞u〉X = 〈B
′Φ′(· )x,u〉L2([0,∞),U) (C.31)
für x ∈ V ′ sowie u ∈ L2 ([ 0,∞ ),U) und damit eine Analogie für den Fall exponentiell stabiler
Pritchard-Salamon-Systeme zu dem aus [PS87b] (S. 123) bekannten Resultat. Unter der Annahme
L2 ([ 0,∞ ),U)′ = L2 ([0,∞) ,U ′) und U ′ = U gilt für den dualen Steuerbarkeitsoperator
B∞′ ∈ L (W ′,L2 ([ 0,∞ ),U)), siehe [PS87b] (S. 123) oder [CS01].
Unter Ausnutzung der Dualität lässt sich der duale Beobachtbarkeitsoperator bestimmen, es gilt
C∞′ ∈ L (L2 ([ 0,∞ ),Y) ,V ′) mit
C∞
′y =
∞∫
0
Φ′ (τ)C ′y (τ) dτ, ∀ y(· ) ∈ L2 ([ 0,∞ ),Y) . (C.32)
Duale Formulierung der Zulässigkeit
Die Verwendung des dualen Systems erlaubt eine zu Definition 8 äquivalente Formulierung der
Zulässigkeit von Ein/-Ausgangsoperatoren ([PS87b] (S. 123)). Die zu (2.117) duale Formulierung
für die Zulässigkeit eines Eingangsoperators lautet entsprechend [PS87b]
‖B′Φ′ (t1 − ·)x‖L2([0,t1),U) ≤ c3 ‖x‖W ′ , x ∈ V
′. (C.33)
Bezogen auf das duale System lautet die zu (2.118) äquivalente Bedingung für die Zulässigkeit
eines Ausgangsoperators∥∥∥∥∥∥
t1∫
0
Φ′(τ)C ′y(τ) dτ
∥∥∥∥∥∥
V ′
≤ c4 ‖y‖L2([0,t1),Y) ∀ y ∈ L
2 ([ 0,t1 ),Y) . (C.34)
C.3.3 Impulsantwort von Pritchard-Salamon-Systemen
Gemäß den Ausführungen aus [Cur+94] wird für Pritchard-Salamon-Systeme mit endlich-dimen-
sionalem Eingangsraum dimU = p <∞ der Ausdruck
g ( · ) = CΦ ( · )B (C.35)
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als Impulsantwort, im Sinne von Definition 3.4 ([Cur+94] (S. 17)), interpretiert. Formal weisen
Pritchard-Salamon-Systeme damit eine Impulsantwort auf, wie sie auch aus dem Endlich-dimen-
sionalen bekannt ist. Für die vorausgesetzten Systeme stimmt die Laplace-Transformation der Im-
pulsantwort hinsichtlich einer rechten Halbebene mit der Übertragungsfunktion überein. Der fol-
gende Satz entspricht dem in [Cur+94] (S. 15) aufgeführten und bewiesenen Corollary 3.6.
Satz 64 Es sei ein Pritchard-Salamon-System gemäß Definition 7 mit dimU = p <∞. Dann gilt
PSE1)C
t∫
0
Φ (t− τ)Bu (τ) dτ =
t∫
0
CΦ (t− τ)Bu (τ) dτ,∀u ∈ L2lok ([0,∞) ;U) , t ≥ 0.
PSE2) L (g ( · )) (s) = C(sI − AV)−1B ∀ s ∈ Cmax(ωW0 ,ωV0 ). ✷
Die Gültigkeit von PSE1) aus Satz 64 wird, als Generalisierung der Aussagen aus [PS87b], in
[Cur+94] (S. 15) (Theorem 3.3) für alle Pritchard-Salamon-Systeme festgestellt.
C.3.4 Steuer- und Beobachtbarkeits-Gramsche von Pritchard-Salamon-
Systemen
Für exponentiell stabile Pritchard-Salamon-Systeme werden die Steuerbarkeits-Gramsche und die
Beobachtbarkeits-Gramsche analog zum Fall endlich-dimensionaler Systeme gebildet. Für die
Steuerbarkeits-Gramsche
WC = B∞B∞
′ (C.36)
=
∞∫
0
Φ(t)BB′Φ′(t)dt (C.37)
gilt aufgrund von B∞ ∈ L (L2 ([ 0,∞ ),U) ,W) und B∞′ ∈ L (W ′,L2 ([ 0,∞ ),U)) direkt WC ∈
L (W ′,W). Gleichsam folgt für die durch
WC = C∞
′C∞ (C.38)
=
∞∫
0
Φ′(t)C ′CΦ(t)dt (C.39)
gegebene Beobachtbarkeits-Gramsche WC ∈ L (V,V ′).
C.3.5 Hankel-Operatoren von Pritchard-Salamon-Systemen
Analog zur Definition der Hankel-Operatoren von Halbgruppen-Regelsystemen mit beschränk-
ten Ein-/Ausgangsoperatoren aus Abschnitt 2.1.2 werden im folgenden Hankel-Operatoren für
Pritchard-Salamon-Systeme mit Ein- und Ausgangsräumen endlicher Dimension gemäß (2.105)
eingeführt. Die aufgeführte Definition orientiert sich an den Ausführungen in [SC00] (S. 1).
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Definition 99 (Hankel-Operatoren von Pritchard-Salamon-Systemen) Es sei ein Pritchard-
Salamon-System mit dimU = p < ∞ und dimY = q < ∞, dann besitzt ein derartiges System
eine Impulsantwort gemäß (C.35) und Γ : L2 ([0,∞) ,U)→ L2 ([0,∞) ,Y) mit
(Γu) (t) =
∞∫
0
g (t+ τ) u (τ) dτ, ∀t ≥ 0 (C.40)
wird als Hankel-Operator des Systems bezeichnet. ✷
Gleichung (C.40) verdeutlicht, dass es sich bei dem Hankel-Operator um einen Integraloperator
handelt, dessen Kern auf der Impulsantwort g (t + τ) = CΦ(t + τ)B des zugehörigen Pritchard-
Salamon-Systems beruht. Die Impulsantwort ist in diesem Zusammenhang als Abbildung der Form
g : R≥0 × R≥0 → C
q×p
(t,τ) 7→ g (t+ τ) = CΦ(t + τ)B
(C.41)
aufzufassen. Eine anschauliche Interpretation des Hankel-Operators wird durch eine beispiels-
weise in [Sas02] (S. 7) gezeigte Überführung der hier aufgeführten Definition in die endlich-
dimensionalen Systemen zugeordnete Definition des Hankel-Operators aus [ZDG95] (S. 170) er-
sichtlich.
Ausschließlich auf der negativen Zeitachse definierte Eingangssignale u− ∈ L2 ((−∞,0] ,U) lassen
sich durch eine Spiegelung an einer Achse, die orthogonal zur Zeitachse durch den Zeitpunkt t = 0
verläuft, in auf der positiven Zeitachse erklärte Eingangssignale u ∈ L2 ([0,∞) ,U) überführen.
Gleichsam gilt die Umkehrung und damit u− ( · ) = u (− · ) ∈ L2 ((−∞,0] ,U) . Eine Änderung
des Vorzeichens der Integrationsvariable in (C.40) führt somit auf
(Γu) (t) =
∞∫
0
g (t + s)u (τ) dτ =
0∫
−∞
g (t− τ) u− (τ) dτ, ∀t ≥ 0. (C.42)
Damit liegt eine Interpretation des Hankel-Operators als sequentielle Ausführung zweier Abbildun-
gen nah. Auf ein anfangs unausgelenktes System wirkt zunächst von −∞ bis 0 die Eingangsgröße
u−, dadurch erfährt das System die Überführung in einen Zustand zum Zeitpunkt t = 0. Ab die-
sem Zeitpunkt wird gleichzeitig die Eingangsgröße identisch Null gesetzt, dass System kann somit
als ungezwungen angesehen werden und die Ausgänge für t ≥ 0 hängen lediglich von dem zum
Zeitpunkt t = 0 erreichten Zustand ab. Die Repräsentation des Hankel-Operators auf Basis einer
sukzessiven Anwendung von Steuer- und Beobachtbarkeitsoperator lautet
(Γu) (t) = (C∞ (B∞u)) (t) = CΦ (t)
∞∫
0
Φ (τ)Bu (τ) dτ (C.43)
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Für Pritchard-Salamon-Systeme ist die Vertauschbarkeit von Integralbildung und Anwendung des
Beobachtbarkeitsoperators stets gesichert, es gilt
(Γu) (t) = (C∞ (B∞u)) (t)
∞∫
0
CΦ (t+ τ)Bu (τ) dτ. (C.44)
Weitere Details zu dieser Darstellung finden sich beispielsweise in [ZDG95] (S. 173), [DP05] (S.
145), [SC00] oder [CS01]. Weiterführende Betrachtungen zu Hankel-Operatoren lassen sich für
den Fall unendlich-dimensionaler Systeme [Sas01], [Sas02] oder allgemein [Pel03] und [Par07]
entnehmen.
In [GCP88] wird ein Verfahren zur endlich-dimensionalen Approximation bestimmter unendlich-
dimensionaler Systeme zusammen mit einer Betrachtung des Konvergenzverhaltens und der Be-
stimmung von Fehlerschranken dieses Verfahrens gezeigt. Die im Rahmen des Verfahrens zu-
lässigen unendlich-dimensionalen Systeme müssen einen nuklearen Hankel-Operator aufweisen.
Im Hinblick auf die endlich-dimensionale Approximation des Beispielsystems in Abschnitt 4.2
werden im Folgenden einige weiterführende Eigenschaften der Hankel-Operatoren von Pritchard-
Salamon-Systemen betrachtet. Aus der Beschränktheit der Steuer- und Beobachtbarkeitsabbildung
von Pritchard-Salamon-Systemen folgt unmittelbar
Γ = C∞B∞ ∈ L
(
L2 ([0,∞) ,U) ,L2 ([0,∞) ,Y)
)
, (C.45)
beziehungsweise
Γ′ = (C∞B∞)
′ = B∞
′C∞
′ ∈ L
(
L2 ([0,∞) ,Y) ,L2 ([0,∞) ,U)
)
. (C.46)
Der folgende Satz ist aus [Sas02] (S. 23) abgeleitet.
Satz 65 Ein exponentiell stabiles Pritchard-Salamon-System mit dimU = p < ∞ und dimY =
q <∞ besitzt einen kompakten Hankel-Operator. ✷
Im wesentlichen beruht die Aussage aus [Sas02] (S. 23) auf Lemma 3.5 aus [Cur+94], dort wird
eine Aussage über die Integrierbarkeit des Kerns des Hankel-Operators getroffen. Falls der Kern
aus (C.41) die Bedingung ∫
R≥0
∫
R≥0
|CΦ(t + τ)B|2 dτdt <∞ (C.47)
erfüllt, ist dieser Hilbert-Schmidt ([Wei] (S. 144)) und nach Lemma 8.20 und Theorem 8.83 aus
[RR04] der zugeordnete Hankel-Operator beschränkt und kompakt. Wobei die Kompaktheit von
Hilbert-Schmidt-Operatoren beziehungsweise Hilbert-Schmidt-Integraloperatoren auch Satz 3.18
in Kombination mit Satz 3.19 aus [Wei] zu entnehmen ist. In [GCP88] (S. 864) werden detaillierte
Betrachtungen der Räume, in deren Sinne die Kompaktheit zu verstehen ist, angestellt. Ein Be-
weis, der Kompaktheit des Hankel-Operators für den Fall exponentiell stabiler Pritchard-Salamon-
Systeme mit U = Cp,Y = Cq, p,q < ∞ und einer Rieszbasis des Zustandsraums aus den Eigen-
vektoren des Systemoperators findet sich in Abschnitt C.4.5.
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Falls die Kompaktheit des Hankel-Operators bekannt ist, folgt aus den in Satz 25 aufgeführten
Eigenschaften der Eigenwerte kompakter Operatoren unmittelbar, dass die Menge der als Quadrat-
wurzel der Eigenwerte des positiven Operators Γ∗Γ gegebenen Singulärwerte von Γ abzählbar ist.
Anhand von Summierbarkeitsbedingungen bezüglich dieser sogenannten Hankel-Singulärwerte,
kann eine weiterführende Klassifizierung des Hankel-Operators eines durch Satz 65 erfassten Sys-
tems erfolgen. Ein kompakter Hankel-Operator ist genau dann Hilbert-Schmidt, falls die stets nicht
negativen Singulärwerte des Hankel-Operators quadratisch summierbar sind∑
i∈I+
σi (Γ)
2 <∞. (C.48)
Diese Aussage entstammt Satz 3.18 aus [Wei] und die Operatornorm eines derartigen Operators ist
durch ‖Γ‖2 =
∑
i∈I+
σi (Γ)
2 gegeben. Die Verallgemeinerung der voranstehenden Summierbarkeits-
bedingungen auf beliebige p > 0 bildet die Basis für die Schatten-Klassen kompakter Operatoren
LS,p (X,Y ) , p > 0, zu der im Anhang B.4.5 und der dort aufgeführten Literatur weiter Details zu
finden sind. Falls die Hankel-Singulärwerte eines Hankel-Operators die gegenüber (C.48) strengere
Bedingung der Summierbarkeit ∑
i∈I+
σi (Γ) <∞ (C.49)
erfüllen und somit Γ ∈ LS,1 (L2 ([0,∞) ,U) ,L2 ([0,∞) ,Y)) gilt, wird der Hankel-Operator als nu-
klear ([Wer11] (S. 286)) oder Operator der Spurklasse ([Wer11] (S. 296)) bezeichnet.
C.3.6 Exponentielle Stabilisierbarkeit und Detektierbarkeit
Als Voraussetzung für verschiedene weiterführende systemtheoretische Konzepte werden im Fol-
genden für Pritchard-Salamon-Systeme die exponentielle Stabilisierbarkeit und exponentielle De-
tektierbarkeit definiert. Im Fall der Pritchard-Salamon-Klasse und zum Teil auch bei allgemeineren
Systemklassen treten die beiden Eigenschaften als Voraussetzung für die Äquivalenz zwischen ex-
ponentieller Stabilität und Ein-/Ausgangsstabilität, für die Existenz endlich-dimensionaler stabili-
sierender Regler (Corollary 22,[Log92] (S. 124)) und die Existenz koprimer Faktorisierungen der
Übertragungsfunktion auf. Damit weisen exponentiell stabilisierbare und exponentiell detektierba-
re Pritchard-Salamon-Systeme hinsichtlich der genannten Eigenschaften unmittelbare Analogien
zu endlich-dimensionalen Systemen auf.
Die Ausführungen zur exponentiellen Stabilisierbarkeit und exponentiellen Detektierbarkeit set-
zen die Erkenntnisse zur Abgeschlossenheit der Pritchard-Salamon-Klasse gegenüber zulässiger
Ausgangsrückführung voraus. Dazu sei an dieser Stelle auf Lemma 2.13 aus [Keu93] (S. 31) oder
spezieller die Aussagen zu regulären Pritchard-Salamon-Systemen mit Ein-/Ausgangsoperatoren
endlichen Rangs gemäß Lemma 5.3.1 aus [Cur92b] (S. 185) verwiesen. Ein allgemeiner Nachweis
der Abgeschlossenheit der Pritchard-Salamon-Klasse gegenüber dynamischer Ausgangsrückfüh-
rung findet sich beispielsweise in [Log92] (S. 119f) oder [Keu93] (S. 56ff).
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Die folgende Definition entspricht Definition 5.1 aus [Cur+94] (S. 30), äquivalent dazu ist bei-
spielsweise die Definition 2.18 aus [Keu93] (S. 48). Eine entsprechende Definition für endlich-
dimensionale Systeme findet sich beispielsweise in [ZDG95] (S. 50).
Definition 100 (Stabilisierbarkeit/Detektierbarkeit) Es sei Σ (A,B,C,D) beziehungsweise
Σ (Φ (·) ,B,C,D) ein Pritchard-Salamon-System.
AS) Das Paar (A,B) bzw. (Φ (·) ,B) heißt zulässig (beschränkt) stabilisierbar, falls ein zulässi-
ger Ausgangsoperator F ∈ L (W,U) (ein F ∈ L (V,U) ) existiert, sodass die durch
ΦBF (t)x0 = Φ(t)x0 +
t∫
0
Φ (t− τ)BFΦBF (τ) x0 dτ (C.50)
gegebene Halbgruppe auf W und V exponentiell stabil ist.
AD) Das Paar (A,C) bzw. (Φ (·) ,C) heißt zulässig (beschränkt) detektierbar, falls ein zulässiger
Eingangsoperator H ∈ L (Y ,V) (ein H ∈ L (Y ,W)) existiert, sodass die durch
ΦHC (t) x0 = Φ(t)x0 +
t∫
0
ΦHC (t− τ)HCΦ (τ) x0 dτ (C.51)
gegebene Halbgruppe auf W und V exponentiell stabil ist. ✷
Für weiterführende Betrachtungen sei auf die in diesem Zusammenhang bereits genannten Ar-
beiten verwiesen. Insbesondere für reguläre Pritchard-Salamon-Systeme in Kombination mit F ∈
L (W,U) benennt Proposition 4.8 aus [Cur+94] (S. 28) AVBFx = (A +BF )x, ∀x ∈ D(AV) als
infinitesimalen Erzeuger von ΦBF (·). Dabei ist auch L (V,U) ⊂ L (W,U) ([Cur+94] (S. 30)) zu
beachten.
Verschiedene Eigenschaften exponentiell stabilisierbarer und exponentiell detektierbarer Pritchard-
Salamon-Systeme finden sich beispielsweise in [Cur90b]. Jedes Pritchard-Salamon-System, dass
über die beiden hier betrachteten Struktureigenschaften verfügt, ist auch Element der Callier-
Desoer-Klasse (Remark 13, [Cur90b] (S. 1178) oder auch [Log91]) und besitzt damit auch die
Eigenschaften dieser Algebra von Übertragungsfunktionen.
Für die folgenden Aussagen wird die exponentielle Stabilisierbarkeit und die exponentielle Detek-
tierbarkeit der betrachteten Pritchard-Salamon-Systeme vorausgesetzt. Für System dieser Unter-
klasse der Pritchard-Salamon-Systeme folgt die Zerlegbarkeit des Spektrum des Systemoperators
in zwei Teile. Ein Teil besteht dabei höchstens aus endlich-vielen Eigenwerten mit nicht-negativem
Realteil, während der verbleibende Teil des Spektrums in der offenen linken s-Halbebene liegt
(Property PS5, [Cur90b] (S. 1176)). Als direkte Konsequenz besitzt eine derartigen Systemen zu-
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geordnete Übertragungsfunktion lediglich endlich viele instabile Pole (Remark 13, [Cur90b] (S.
1178)).
Die Existenz einer koprimen Zerlegung der Übertragungsfunktion eines Pritchard-Salamon-Sys-
tems (Abschnitt C.3.7) ist wie auch im Endlich-dimensionalen ([ZDG95]) an die beiden hier vor-
ausgesetzten Eigenschaften geknüpft. Zudem gilt für die angenommene Unterklasse der Pritchard-
Salamon-Systeme gemäß Satz 10 die Äquivalenz von exponentieller Stabilität und Ein-/Ausgangs-
stabilität. Entsprechend Definition 11 ist die Ein-/Ausgangsstabilität der hier betrachteten Systeme
gleichbedeutend mit der Zugehörigkeit ihrer Übertragungsfunktion zu H∞ (L (U ,Y)).
Die letztgenannten Aussagen sind hinsichtlich des Schlusses auf die exponentielle Stabilität eines
geschlossenen Regelkreises bedeutsam, insbesondere falls Regler verwendet werden, die zunächst
lediglich die Zugehörigkeit der Übertragungsfunktion des geschlossenen Regelkreises zu H∞ ge-
währleisten.
Für die betrachteten Systeme ist gemäß Corollary 22. aus [Log92] (S. 124) die Existenz stabilisie-
render endlich-dimensionaler Regler gewährleistet.
Speziell für die im Hinblick auf das Beispielsystem relevante Klasse der regulären Pritchard-
Salamon-Systeme mit endlich-dimensionalen Ein-/Ausgangsräumen finden sich verschiedene im
Hinblick auf die Stabilisierbarkeit und Detektierbarkeit relevante Aussagen in [Cur92b]. In die-
sem Zusammenhang ist die notwendige und hinreichende Bedingung für die exponentielle Stabi-
lisierbarkeit dieser Unterklasse allgemeiner Pritchard-Salamon-Systeme gemäß Lemma 5.3.4 aus
[Cur92b] (S. 187) zu nennen. Wobei letzteres Lemma unter Ausnutzung der Dualität auch im Hin-
blick auf die Überprüfung der exponentiellen Detektierbarkeit genutzt werden kann.
C.3.7 Koprime Faktorisierung
Der folgende Abschnitt dient der Einführung einer teilerfremden oder koprimen Faktorisierung
einer Untermenge von Systemen der Pritchard-Salamon-Klasse und beinhaltet damit eine direkte
Erweiterung der aus dem Endlich-dimensionalen bekannten Zusammenhänge. Die koprime Zer-
legung findet insbesondere bei der Approximation instabiler unendlich-dimensionaler Systeme
im Sinne der Gap-Metrik Verwendung. Ausführungen zur koprimen Zerlegungen stabilisierbarer
und detektierbarer rationaler Übertragungsfunktionen über den stabilen rationalen Übertragungs-
funktionen findet sich beispielsweise in [Vid87]. Frühe Ansätze zur teilerfremden Zerlegung ir-
rationaler Übertragungsfunktionen werden in [Vid75] eingeführt. Umfangreiche Betrachtung der
teilerfremden Zerlegung exponentiell stabilisierbarer und exponentiell detektierbarer Pritchard-
Salamon-Systeme werden in [Cur90b] angestellt. Einen besonderen Bezug zu den algebraischen
Eigenschaften und zur teilerfremden Zerlegung der Pritchard-Salamon-Klasse beinhaltet [Log92].
Die explizite Lösung des Problems der teilerfremden Zerlegung sowie des Problems der robusten
Stabilisierung ausgedrückt durch die Lösung zweier Riccati-Gleichungen für zulässig exponen-
tiell stabilisierbare sowie zulässig exponentiell detektierbare Pritchard-Salamon-Systeme wird in
[CP94] gegeben. Die Formulierung der teilerfremden Zerlegung durch die Operatoren einer Zu-
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standsraumdarstellung für exponentiell stabilisierbare und exponentiell detektierbare Systeme aus
der sehr allgemeinen Systemklasse der korrekt gestellten Systeme findet sich in [Mor94b]. Eine
Betrachtung nicht zwingend exponentiell stabilisierbarer aber dissipativer Systeme mit kollokier-
ten Aktoren und Sensoren findet sich in [CO97]. Allgemeinere Aussagen hinsichtlich einer doppelt
teilerfremden Zerlegung korrekt gestellter Systeme enthält [Sta98a] oder ausführlicher [Sta98b].
Für alle echten Unterklassen der betrachteten Unterklasse der korrekt gestellten System gelten die
dort zutreffenden Aussagen ebenfalls, dazu zählen die entsprechenden Unterklassen der regulären
Systeme und damit auch insbesondere der Pritchard-Salamon-Systeme. Im Folgenden wird die ko-
prime Faktorisierung über H∞ für Pritchard-Salamon-Systeme unter der einschränkenden Annah-
me der exponentiellen Stabilisierbarkeit und exponentiellen Detektierbarkeit der eingeschlossenen
Systeme eingeführt. In Anlehnung an [CP94] (S. 439) gilt dazu die folgende Definition.
Definition 101 (Koprime Faktorisierung) Es seien M ∈ H∞ (L (U)),M˜ ∈ H∞ (L (Y)) und
N,N˜ ∈ H∞ (L (U ,Y)).
KF1) M,N sind genau dann rechts-koprim, falls X˜ ∈ H∞ (L (U)) sowie Y˜ ∈ H∞ (L (Y ,U))
existieren, sodass für alle s ∈ C+0 die Bezout-Identität
X˜(s)M(s) + Y˜ (s)N(s) = I (C.52)
gilt.
KF2) M˜,N˜ sind genau dann links-koprim, falls X ∈ H∞ (L (Y)) sowie Y ∈ H∞ (L (Y ,U))
existieren, sodass die Bezout-Identität
M˜ (s)X (s) + N˜ (s) Y (s) = I ∀ s ∈ C+0 (C.53)
gilt. ✷
In Anlehnung an [Sta98a] (S. 2755) gilt als alternative Formulierung zu Definition 101, dass die
Operatoren N,M genau dann rechts koprim sind, falls zu
H∞ (L (U ,Y × U)) ∋
(
N
M
)
: U → Y × U (C.54)
eine Links-Inverse
(
Y˜ X˜
)
∈ H∞ (L (Y × U ,U)) existiert. Ein entsprechender Zusammenhang
gilt für links koprime N˜ ,M˜ . Als geradlinige Erweiterung der Nomenklatur im endlich-dimensi-
onalen Fall, zu dem ausführliche Betrachtungen in [Rai94] angestellt werden, wird eine Abbildung
gemäß (C.54) als normalisiert bezeichnet, falls sie verlustfrei beziehungsweise inner ist, also für
fast alle ω ∈ R
M (iω)∗M (iω) +N (iω)∗N (iω) = I (C.55)
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gilt. Entsprechend heißt ein
(
N˜ M˜
)
∈ H∞ (L (U × Y ,U)) normalisiert, falls
(
N˜ M˜
)
ko-
verlustfrei bzw. ko-inner ist, , also für fast alle ω ∈ R
M˜ (iω) M˜ (iω)
∗
+ N˜ (iω) N˜ (iω)
∗
= I (C.56)
gilt ([Cur06] (S. 4683)).
Eine Übertragungsfunktion G besitzt eine rechts bzw. links koprime Faktorisierung über H∞ falls
rechts koprime M,N bzw. links koprime M˜,N˜ gemäß Definition 101 existieren und darüber hin-
aus G = NM−1 bzw. G = M˜−1N˜ gilt. Für exponentiell stabilisierbare und detektierbare nicht
zwingend stabile Übertragungsfunktionen der Pritchard-Salamon-Klasse wird im folgenden die
Existenz koprimer Zerlegungen gemäß den Ausführungen in den eingangs genannten Literatur-
quellen angenommen. Im Hinblick auf Satz 11 wird [Mor94c] (S. 12) folgend die Menge aller
Übertragungsfunktionen, die eine links- und rechts-koprime Faktorisierung über den stabilen Über-
tragungsfunktionen besitzen mit R (H∞ (L (U ,Y))) oder abkürzend mit R (H∞) bezeichnet.
Ferner wird eine Faktorisierung einer Übertragungsfunktion der Form G = NM−1 = M˜−1N˜ mit
Operatoren nach Definition 101 die zusätzlich den Zusammenhang(
X˜ Y˜
−N˜ M˜
)(
M −Y
N X
)
=
(
I 0
0 I
)
(C.57)
erfüllen, als doppelt koprime Faktorisierung bezeichnet ([Cur90b]). Weiterführende Definitionen
hinsichtlich koprimer Faktorisierung finden sich beispielsweise in [Cur90b], [CP94], [CO04] und
[Cur06], einige zusätzliche algebraische Klassifizierungen sind in [Log92] zu finden. In [Sta98a]
und [Sta98b] wird darüber hinaus die koprime Faktorisierung hinsichtlich verschiedener Halbebe-
nen eingeführt.
Die an dieser Stelle vorgestellte koprime Faktorisierung für Übertragungsfunktionen gewisser un-
endlich-dimensionaler Systeme über H∞ kann als Erweiterung der koprimen Faktorisierung im
Falle endlich-dimensionaler Systeme überRH∞ ([Vid87] oder [ZDG95]) gesehen werden. Analog
zum Endlich-dimensionalen werden im Fall eines exponentiell stabilen Systems, dargestellt durch
G, mittels der Wahl
N = N˜ = G, M = M˜ = 1, X˜ = X = I, Y˜ = Y = 0, (C.58)
die Bedingungen einer doppelt koprimen Faktorisierung erfüllt. Zum einen gilt mit der zuletzt
eingeführten Substitution G = NM−1 = M˜−1N˜ zudem führt das Einsetzen von (C.58) in (C.57)
auf (
I 0
−G I
)(
I 0
G I
)
=
(
I 0
0 I
)
. (C.59)
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C.4 Kriterien für die Zulässigkeit von Ein-/Ausgangs-
operatoren
Im Fall eines diagonalisierbaren Systemoperators nehmen die Kriterien zur Formulierung des zu-
gehörigen Systems in der Pritchard-Salamon-Klasse eine gegenüber den Kriterien im Fall allge-
meiner Systemoperatoren stark vereinfachte Form an. Aufbauend auf der allgemeinen Einführung
der Pritchard-Salamon Klasse in Abschnitt 2.3.2 dient der vorliegende Abschnitt der Formulierung
der besagten vereinfachten Kriterien. Die Ausführung sind damit als Generalisierung der in Ab-
schnitt C.2 eingeführten Kriterien für Spektralsysteme mit beschränkten Ein-/Ausgangsoperatoren
(Abschnitt 2.1.3) zu sehen.
Im Folgenden wird vorausgesetzt, dass die Eigenvektoren {vi}i∈I+ zu den Eigenwerten {λi}i∈I+ des
Systemoperators A eine Rieszbasis (Definition B.5.3) des Zustandsraums X bilden. Die Entwick-
lungskoeffizienten {b∗i }i∈I+ des Eingangsoperators sind formal durch Gleichung (2.36) gegeben,
während die Entwicklungskoeffizienten des Ausgangsoperators formal in Gleichung (2.40) defi-
niert werden. Für die Betrachtung unbeschränkter Operatoren sei in diesem Zusammenhang zudem
auf die Ausführungen aus Abschnitt 2.3.3 verwiesen. Die den betrachteten Systemen auf dem Zu-
standsraum zugeordnete stark stetige Halbgruppe ist entsprechend Gleichung (2.41) darzustellen.
Die folgenden Ausführungen orientieren sich an den Betrachtungen aus [Cur88] und zielen ins-
besondere darauf ab, für das Beispielsystem eine Entsprechung zu Lemma 2.2 und Corollary 2.3
aus [Cur88] (S. 25f) zu formulieren. Die Betrachtungen lassen sich damit als Verallgemeinerung
der Ausführungen bezüglich hyperbolischer Systeme aus [PS87b] auffassen. Einleitend erfolgt die
Definition gewichteter Hilberträume. Daran schließen sich die Kriterien für die Beschränktheit von
Ein-/Ausgangsoperatoren im Sinne der Pritchard-Salamon-Klasse an. Darauf aufbauend werden
die Bedingungen für die Zulässigkeit von Ein-/Ausgangsoperatoren hergeleitet.
C.4.1 Gewichtete Hilberträume
Dieser Abschnitt dient der Einführung gewichteter Hilberträume ([PS87b], [Cur88], [BCS88]), die
im Folgenden zur Konstruktion von Raumskalen der Form
Y −֒→
d
X = X ′ −֒→
d
Y ′ (C.60)
verwendet werden. Bezüglich der auftretenden Hilberträume wird die Separabilität angenommen
und somit die Existenz einer abzählbaren Orthonormalbasis {ui}i∈I+ . Ferner sei T entsprechend
Definition 64 und {vi}i∈I+ = {Tui}i∈I+ eine zu {ui}i∈I+ äquivalente Basis. Dann gilt
x =
∑
i∈I+
〈x,ui〉ui =
∑
i∈I+
〈x,wi〉vi ∀ x ∈ X. (C.61)
Aus der Wahl einer Darstellung der Elemente des Zustandsraums lässt sich die Norm des Zustands-
raums auf eine Reihe zurückführen. Im Folgenden sei ‖·‖2X = 〈·,·〉X die Norm auf X . Ferner sei
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‖·‖1 entsprechend (B.45) und damit eine zu ‖·‖X äquivalente Norm. Mit der Darstellungen aus
(C.61) gilt unter Verwendung der Entwicklungskoeffizienten x∗i = 〈x,wi〉 dann
‖x‖21 =
∑
i∈I+
|x∗i |
2 ∀ x ∈ X. (C.62)
Aufgrund der Definition äquivalenter Basen und des Zusammenhangs (B.37) kann für alle x ∈ X
damit direkt
‖x‖ =
∑
i∈I+
|x∗i | (C.63)
als Norm auf X eingeführt werden, wobei ‖ · ‖ durch das Innenprodukt
〈x,y〉 =
∑
i∈I+
〈x,wi〉〈y,wi〉 (C.64)
induziert wird. Im Allgemeinen lassen sich die Elemente eines separablen Hilbertraums mit den
Elementen eines Folgenraums identifizieren. Eine allgemeine Aussage zur Normisomorphie von
separablen Hilberträumen zu l2 findet sich in beispielsweise in [Heu92] (S. 182). Die Zugehörigkeit
einer Folge von Entwicklungskoeffizienten zu einem Folgenraum hängt von der Konvergenz einer
Reihe auf Basis einer solchen Folge ab. Unter Verwendung der entsprechenden Norm lautet eine
Charakterisierung von X daher
X =
{
x =
∑
i∈I+
x∗i vi |
∑
i∈I+
|x∗i |
2 <∞
}
. (C.65)
Im Fall von (C.65) sind die Elemente von X durch {x∗i }i∈I+ ∈ l2 gekennzeichnet. Durch eine
Gewichtung der einzelnen Elemente einer Folge innerhalb der in (C.65) auftretenden Reihe ist
demnach eine Parametrierung von Räumen zu realisieren. Als Gewichtung der Entwicklungskoef-
fizienten wird eine Folge eingeführt, die es ermöglicht, relativ zum Pivotraum X , „kleinere“ oder
„größere“ Räume einzuführen. Unter der Annahme einer positiven Folge {βi}i∈I+ wird ausgehend
von (C.65) der gewichtete Hilbertraum Hβ durch
Hβ =
{
x =
∑
i∈I+
x∗i vi |
∑
i∈I+
βi |x
∗
i |
2 <∞
}
(C.66)
charakterisiert. Die Definition von Hβ beruht damit auf einer Gewichtung der Entwicklungskoeffi-
zienten durch βi, i ∈ I+. Die x ∈ Hβ sind mittels der Zugehörigkeitsbedingung
{
β
1
2
i x
∗
i
}
i∈I+
∈ l2
gegeben. Die Charakterisierung von Hβ mittels (C.66) basiert dabei auf der Annahme der Norm
‖·‖2Hβ = 〈·,·〉Hβ mit
〈x,y〉Hβ =
∑
i∈I+
βi〈x,wi〉〈y,wi〉 ∀ x ∈ Hβ, ∀y ∈ Hβ. (C.67)
Aus einer Wahl von βi > 1, f.f.a.i ∈ I+ resultiert eine, gegenüber der in (C.66) enthaltenen Sum-
mierbarkeitsbedingung, verschärfte Bedingung. Wobei allerdings βi ∈ O (1) auf einen gegenüber
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X unveränderten Raum führt. Bei geeigneter Wahl der βi, i ∈ I+ folgt dann (C.60) mit Y = Hβ.
Ein Hilbertraum innerhalb einer Raumskala ist nach der Festlegung eines Pivotraums eindeutig
durch seinen Dualraum festgelegt ([TW09] (S. 66)). Demzufolge kann die Parametrierung der Hil-
berträume einer Raumskala ((C.60)) gleichwertig anhand des Dualraums erfolgen. Unter der An-
nahme des Zustandsraums als Pivotraum besteht zur Definition von Hβ alternativ der Weg über
seinen im Sinne des Pivotraums X zu verstehenden Dualraum (Hβ)′. Für Hβ −֒→
d
X wird eine zu
(C.66) äquivalente Charakterisierung von Y durch
(Hβ)
′ =
{
x =
∑
i∈I+
x∗i vi |
∑
i∈I+
β−1i |〈x,wi〉|
2 <∞
}
(C.68)
erreicht, sodass eine Raumskala gemäß (C.60) mit Hβ = Y folgt. Für die Festlegung von (Hβ)′
wird die Norm ‖·‖2Hβ = 〈·,·〉Hβ mit 〈x,y〉(Hβ)′ =
∑
i∈I+
β−1i 〈x,wi〉〈y,wi〉 vorausgesetzt. Damit steht
eine Möglichkeit zur Definition einer Raumskala gemäß (2.109) für die Realisierung des Beispiel-
systems in der Pritchard-Salamon-Klasse zur Verfügung. Die konkreten Räume bleiben allerdings
bis zu einer Festlegung der Gewichtungen noch offen.
C.4.2 Beschränktheit der Ein-/Ausgangsoperatoren
Innerhalb der Pritchard-Salamon-Klasse werden Eingangsoperatoren B ∈ L (U ,V) sowie Aus-
gangsoperatoren C ∈ L (W,Y) berücksichtigt. An dieser Stelle wird ferner U = Cp und Y = Cq
mit p,q < ∞ vorausgesetzt. Die Betrachtung derartiger hinsichtlich des Zustandsraums X un-
beschränkten Ein-/Ausgangsoperatoren endlichen Rangs erfordert eine Verallgemeinerung der in
Abschnitt C.2.1 beziehungsweise Abschnitt C.2.2 durchgeführten Betrachtungen.
Im Folgenden wird V = Hβ gesetzt und Hβ analog zu (C.66) unter der Annahme geeigneter
{βi}i∈I+ durch
Hβ =
{
x =
∑
i∈I+
x∗i vi |
∑
i∈I+
βi |〈x,wi〉|
2 <∞
}
(C.69)
charakterisiert. Für die Norm auf Hβ gilt ‖·‖2Hβ = 〈·,·〉Hβ mit
〈x,y〉Hβ =
∑
i∈I+
βi〈x,wi〉〈y,wi〉 ∀ x ∈ Hβ, ∀y ∈ Hβ. (C.70)
Analog zu Ungleichung (C.3) folgt B ∈ L (U ,V), falls eine positive Konstante c existiert, sodass
‖B u‖V ≤ c ‖u‖U ∀ u ∈ U . (C.71)
Ausgehend von der auf V definierten Norm aus (C.70) führt die Substitution x = y = Bu unter
Berücksichtigung von (2.37) auf
‖B u‖V =
∑
i∈I+
βi |〈b
∗
i ,u〉U |
2 (C.72)
≤
∑
i∈I+
βi |b
∗
i |
2 ‖u‖2U . (C.73)
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(C.72) entspricht der im Fall eines hinsichtlich des Zustandsraums beschränkten Eingangsoperators
auftretenden Gleichung (C.9). Aus (C.73) folgt ein hinreichendes Kriterium für die Stetigkeit des
Eingangsoperators in den Raum V zu ∑
i∈I+
βi |b
∗
i |
2 <∞ (C.74)
oder gleichwertig zu
{
β
1
2
i b
∗
i
}
i∈I+
∈ l2. Im Fall skalarer Eingangsgrößen U = C ist (C.73) eine
Gleichung und damit (C.74) notwendig und hinreichend für B ∈ L (U ,V).
In Analogie zu den Ausführungen in Abschnitt C.2.2 beruhen die Betrachtungen zur Stetigkeit des
Ausgangsoperators C ∈ L (W,Y) auf der Annahme eines dualen Systems. Dazu wird der Raum
W = Hγ eingeführt und durch
Hγ =
{
x =
∑
i∈I+
x∗i vi |
∑
i∈I+
γi |〈x,wi〉|
2 <∞
}
(C.75)
charakterisiert. Dabei findet die Norm ‖·‖2Hγ = 〈·,·〉Hγ mit
〈x,y〉Hγ =
∑
i∈I+
γi〈x,wi〉〈y,wi〉 (C.76)
für alle x ∈ Hγ und für alle y ∈ Hγ Verwendung. Durch Festlegung von Hγ und die Wahl des
Zustandsraums als Pivotraum ist gleichsam (Hγ)′ eindeutig festgelegt. Ein Vorgehen, angelehnt an
Abschnitt C.2.2, führt abschließend auf ∑
i∈I+
γ−1i |c
∗
i |
2 <∞ (C.77)
beziehungsweise
{
γ
− 1
2
i c
∗
i
}
i∈I+
∈ l2, als ein hinreichendes Kriterium für C ∈ L (W,Y). Im Fall
einer skalaren Ausgangsgröße Y = C ist (C.77) entsprechend der Ausführungen aus Abschnitt
C.2.2 notwendig und hinreichend für C ∈ L (W,Y).
Die resultierenden Kriterien (C.74) und (C.77) entsprechen (2.18)(i) beziehungsweise (2.18)(ii) aus
[Cur88] (S. 25).
C.4.3 Kriterium für die Zulässigkeit des Eingangsoperators
Die Zulässigkeit eines Eingangsoperators B ∈ L (U ,V) im Sinne der Pritchard-Salamon-Klasse
folgt gemäß Definition 8 aus der Existenz einer Konstanten c > 0, sodass∥∥∥∥∥∥
t1∫
0
Φ (t1 − τ)B u(τ)dτ
∥∥∥∥∥∥
W
≤ c ‖u‖L2([0,t1],U) ∀ u ∈ L
2 ([ 0,t1 ],U) . (C.78)
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Entscheidend für die Zulässigkeit von B ist die Beschränktheit des Steuerbarkeitsoperators aus
(C.18) als Abbildung von der Menge der über einem Zeitintervall quadratisch Lebesgue-integrier-
bar Signale mit Werten aus dem Eingangsraum U in den Raum W .
Im Folgenden wird ein zumindest hinreichendes Kriterium für die Zulässigkeit des Eingangsope-
rators des Beispielsystems ausgehend von Ungleichung (C.78) hergeleitet. Die Herleitung ent-
spricht dabei im wesentlichen dem Vorgehen in [Cur88]. Dabei wird vorausgesetzt, dass die Ei-
genvektoren {vi}i∈I+ des Systemoperators A zu den Eigenwerten {λi}i∈I+ eine Rieszbasis des
Zustandsraums bilden. Als Einschränkung gegenüber [Cur88] wird an dieser Stelle unmittelbar
Re (λi) < 0, ∀i ∈ I+ und damit die exponentielle Stabilität der betrachteten Systeme angenom-
men. Die Verallgemeinerung auf endlich viele Eigenwerte mit jeweils endlicher Vielfachheit für
die Re (λi) > 0 gilt lässt sich [Cur88] entnehmen.
Für die in Bt1 enthaltene stark stetige Halbgruppe des Beispielsystems wird eine Darstellung ent-
sprechend Gleichung (2.41) vorausgesetzt, zusammen mit Gleichung (2.37) gilt dann
(Bt1u) (t) =
t1∫
0
∑
i∈I+
eλi(t1−τ)b∗i
Tu (τ)vidτ
=
∑
i∈I+
 t1∫
0
eλi(t1−τ)b∗i
Tu (τ)dτ
 vi. (C.79)
Aus einem Vergleich der voranstehenden Gleichung mit der Darstellung aller x ∈ W in der Riesz-
basis wird deutlich, dass der Integralterm in (C.79) einem Entwicklungskoeffizienten entspricht.
Im Folgenden wirdW = Hγ gesetzt undHγ analog zu (C.66) durch (C.75) charakterisiert. Für die
Norm auf Hγ gilt erneut ‖·‖2Hγ = 〈·,·〉Hγ mit
〈x,y〉Hγ =
∑
i∈I+
γi〈x,wi〉〈y,wi〉 ∀ x ∈ Hγ, ∀y ∈ Hγ . (C.80)
Durch das Einsetzen der Entwicklungskoeffizienten aus (C.79) in ‖·‖2Hγ folgt formal der Zusam-
menhang ∥∥∥∥∥∥
t1∫
0
Φ((t1 − τ))B u(τ)dτ
∥∥∥∥∥∥
2
Hγ
=
∑
i∈I+
γi
∣∣∣∣∣∣
t1∫
0
eλi(t1−τ)b∗i
Tu (τ)dτ
∣∣∣∣∣∣
2
. (C.81)
Die Anwendung der Integralformulierung der Cauchy-Schwarz Ungleichung unter Berücksichti-
gung der für alle i ∈ I+ skalaren Terme eλiτ und b∗iu (τ) führt auf
∑
i∈I+
γi
∣∣∣∣∣∣
t1∫
0
eλi(t1−τ)b∗iu (τ)
∣∣∣∣∣∣
2
dτ =
∑
i∈I+
γi
t1∫
0
∣∣eλi(t1−τ)∣∣2 dτ t1∫
0
∣∣b∗i Tu (τ)∣∣2 dτ
≤
∑
i∈I+
γi
t1∫
0
e2Re(λi)(t1−τ)dτ ‖b∗i ‖
2
U ‖u‖
2
L2([0,t1],U)
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∑
i∈I+
γi
∣∣∣∣∣∣
t1∫
0
eλi(t1−τ)b∗iu (τ)
∣∣∣∣∣∣
2
dτ ≤
∑
i∈I+
γi ‖b∗i ‖
2
U
2 |Re (λi)|
‖u‖2L2([0,t1],U) . (C.82)
Aufgrund von U = Cq gilt |b∗i |
2 = ‖b∗i ‖
2
U sowie |u|
2 = ‖u‖2U und damit
t1∫
0
‖u‖2U dτ = ‖u‖
2
L2([0,t1],U)
.
Aus (C.82) lässt sich als hinreichende Bedingung für die Zulässigkeit eines Eingangsoperators
B ∈ L (U ,V) damit ∑
i∈I+
γi |b∗i |
2
|Re (λi)|
<∞ (C.83)
oder gleichwertig
{(
γi
Re(λi)
) 1
2
b∗i
}
i∈I+
∈ l2 ableiten. Die durch (C.83) gegebene Bedingung ent-
spricht der in Lemma 2.2 aus [Cur88] (S. 25) formulierten Bedingung.
Die Zulässigkeit des Eingangsoperators des Beispielsystems hängt sowohl von den Entwicklungs-
koeffizienten des Eingangsoperators als auch von den Gewichtungskoeffizienten {γi}i∈I+ zur Pa-
rametrierung des Raumes W ab. Während die Entwicklungskoeffizienten bereits durch die Mo-
dellgleichungen des Beispielsystems vorgegeben sind, lassen sich die Gewichtungskoeffizienten in
einem gewissen Rahmen wählen und dienen der Festlegung vonW . Bei der Wahl von {γi}i∈I+ gilt
es allerdings die Stetigkeit des Ausgangsoperators C ∈ L (W,Y) zu beachten.
Anschaulich gesprochen erfordern „stärker unbeschränkte“ Eingangsoperatoren, zur Einhaltung
von (C.83), kleinere beziehungsweise schneller abfallende Gewichtungskoeffizienten. Die Charak-
terisierung von W gemäß (C.75) verdeutlicht, dass aus der Wahl schneller abfallender Gewich-
tungskoeffizienten {γi}i∈I+ ein größerer Raum W resultiert. Damit muss aber gleichzeitig der
Ausgangsoperator von einem größeren Raum in Y stetig sein, kann also zur Formulierung eines
Systems in der Pritchard-Salamon-Klasse seinerseits nicht „beliebig unbeschränkt“ sein.
C.4.4 Kriterien für die Zulässigkeit einer Ausgangsabbildung
Dieser Abschnitt dient der Herleitung eines hinreichenden Kriteriums für die Zulässigkeit eines
Ausgangsoperators C ∈ L (V,Y) zu einer stark stetigen Halbgruppe im Sinne der Pritchard-
Salamon-Klasse. Ziel ist es damit, die in Corollary 2.3 aus [Cur88] (S. 26) aufgeführte Bedingung
herzuleiten. Im Hinblick auf das Beispielsystem steht damit eine Generalisierung der in Lemma
(4.8) aus [PS87b] (S. 141) aufgeführten Bedingung zu Verfügung.
Das Vorgehen zur Herleitung eines Kriteriums für die Zulässigkeit eines Ausgangsoperators be-
ruht auf der Betrachtung des zu Σ (A,B,C,D) dualen Systems Σ (A′,C ′,B′,D′). Ein für das duale
System zulässiger Eingangsoperator C ′ ist ein für das ursprüngliche System zulässiger Ausgangs-
operator C. Dazu gelten im Folgenden die in Abschnitt C.3.2 zur Dualität im Falle von Pritchard-
Salamon-Systemen getroffenen Annahmen. Die Zulässigkeit eines Ausgangsoperators ergibt sich
dann ausgehen von Ungleichung (C.34). Dazu ist V = Hβ und Hβ gemäß (C.69) mit einer durch
das Innenprodukt aus (C.70) induzierten Norm.
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Analog zu dem bei der Herleitung der Zulässigkeit von B ∈ L (U ,W) gezeigten Vorgehen, ergibt
sich dann ∑
i∈I+
|c∗i |
2
βi |Re (λi)|
<∞ (C.84)
oder äquivalent
{
|c∗i |
β
1
2
i |Re(λi)|
1
2
}
i∈I+
∈ l2 als hinreichendes Kriterium für die Zulässigkeit von C zu
Σ (A,B,C,D) im Sinne der Pritchard-Salamon-Klasse.
C.4.5 Klassifizierung des Hankel-Operators
Den Ausführungen aus Abschnitt C.3.5 und insbesondere (C.45) folgenden, ist der Hankel-Operator
von Pritchard-Salamon-Systemen als Verknüpfung zweier beschränkter Abbildungen ebenfalls be-
schränkt. Satz 65 impliziert darüber hinaus für eine Unterklasse der Pritchard-Salamon-Systeme
die Kompaktheit des Hankel-Operators. Entsprechend [Sas02] (S. 65) besitzt die Kompaktheit des
Hankel-Operators Bedeutung in Bezug auf die Approximierbarkeit einer zugeordneten Übertra-
gungsfunktion durch eine rationale Übertragungsfunktion im Sinne der H∞-Norm. Dieser Ab-
schnitt dient daher der Herleitung eines einfachen Kriteriums, dass den Nachweis der Kompakt-
heit im Falle der in Abschnitt C.4 vorausgesetzten Unterklasse der Pritchard-Salamonen-Systeme
erlaubt.
Im Anschluss wird ein für das Beispielsystem anwendbares Kriterium für die Nuklearität eines
Hankel-Operators eingeführt. Die Bedeutsamkeit dieser Eigenschaft im Hinblick auf die Anga-
be von Fehlerschranken im Falle einer rationalen Approximation des dem Hankel-Operator zu-
geordneten unendlich-dimensionalen Systems erschließt sich aus [GCP88]. Als weitere in die-
sem Zusammenhang hilfreiche Publikationen seien beispielsweise [Glo84], [CG86], [GLP90] und
[Par+88] genannt.
Kompaktheit des Hankel-Operators
Die Kompaktheit eines Hankel-Operators ist auf Basis von Satz 65 für die in dem Satz zuläs-
sigen Pritchard-Salamon-Systeme gewährleistet. Im Allgemeinen lässt sich die Kompaktheit des
Hankel-Operators aus den Eigenschaften des Kerns des zugeordneten Integraloperators ableiten.
In diesem Zusammenhang sei auf Gleichung (2.2) aus [GCP88] (S. 864) und die anschließenden
Ausführungen in der genannten Publikation verwiesen. Dieser Abschnitt dient der Herleitung eines
hinreichenden Kriteriums für die Kompaktheit des Hankel-Operators für die in diesem Abschnitt
betrachtete Unterklasse von Pritchard-Salamon-Systemen. Alle an dieser Stelle betrachteten Syste-
me werden auch von Satz 65 erfasst.
Im Folgenden wird ein Hankel-Operator gemäß (C.40) mit einem Kern entsprechend (C.41) voraus-
gesetzt. Die an dieser Stelle zugelassenen Pritchard-Salamon-Systeme werden durch die Annahme
eines diagonalisierbaren Systemoperators mit Re (λi) < 0, i ∈ I+ eingeschränkt. Darüber hinaus
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gilt U = Cp und Y = Cq mit p,q <∞. Die Ausführungen beruhen auf Lemma 8.20 und Theorem
8.83 aus [RR04]. Im Folgenden wird dazu gezeigt, dass der Kern des Hankel-Operators Hilbert-
Schmidt ist. Entsprechend Lemma 8.20 aus [RR04] ist dies der Fall, falls
∞∫
0
∞∫
0
|CΦ (t + τ)Bu (τ)|2 dτdt <∞. (C.85)
Das Einsetzen der Darstellung einer stark-stetigen Halbgruppe entsprechend (2.41), von 〈b∗i ,u〉U
sowie Cvi = c∗i führt auf
∞∫
0
∞∫
0
|CΦ (t+ τ)B|2 dτdt =
∞∫
0
∞∫
0
∣∣∣∣∣∑
i∈I+
eλi(t+τ)c∗i b
∗
i
T
∣∣∣∣∣
2
dτdt
≤
∑
i∈I+
|c∗i |
2 |b∗i |
2
∞∫
0
∞∫
0
e2Re(λi)(t+τ)dτdt
=
∑
i∈I+
|c∗i |
2 |b∗i |
2
4Re (λi)2
. (C.86)
Wobei insbesondere die Voraussetzung Re (λi) < 0, ∀i ∈ I+ genutzt wird. Für das Beispielsystem
zeigt (2.158) die Einhaltung von (C.86).
Für allgemeine Aussagen hinsichtlich der Einhaltung von (C.86) im Falle der hier berücksichtigten
Pritchard-Salamon-Systeme, sei auf (2.21) des Lemmas 2.4. aus [Cur88] (S. 26) verwiesen.
Nuklearität des Hankel-Operators
Der folgende Satz ist aus [CS01] (S. 4) entnommen, der Ursprung des Satzes ist allerdings die in
[CS01] genannte Quelle.
Satz 66 Es sei Γ ein durch (C.40) beschriebener Hankel-Operator eines Systems Σ. Ferner sei
G (s) die Übertragungsfunktion von Σ. Γ ist genau dann nuklear, fallsG (s) eine Reihendarstellung
der Form
G (s) =
∑
i∈I+
αi
s+ βi
(C.87)
auf C+0 = {s ∈ C |Re (s) > 0} mit ∑
i∈I+
|αi|
|Re (βi)|
<∞ (C.88)
besitzt. ✷
Die Anwendung von Satz 66 auf das Beispielsystem findet sich Abschnitt 2.3.3. Da das Beispiel-
system durch eine analytische Halbgruppe repräsentiert wird (Abschnitt 3.2.3) und darüber hinaus
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die verbleibenden Voraussetzungen für Theorem 3.2 aus [CS01] (S. 13) erfüllt, lässt sich die Nu-
klearität des Hankel-Operators auch auf Basis des genannten Theorems nachweisen. Weitere Aus-
führungen zu der in [CS01] diskutierten analytischen Systemklasse finden sich beispielsweise in
[Sas01] und [Sas02].
Die Kriterien für die Kompaktheit und Nuklearität des Hankel-Operators der an dieser Stelle be-
trachteten Systeme beurteilen anschaulich gesehen, ob die Beiträge höherer Eigenmoden zum Über-
tragungsverhalten eines Systems ausreichend schnell abfallen. Aus diesem Grund liegt ein Ver-
gleich mit den Dominanzmaßen von Litz ([Lit83; Fö13]) nah.
C.5 Geschlossene Lösung des Übertragungsverhaltens des
Beispielsystems
Ausgangspunkt für eine geschlossen Formulierung des Übertragungsverhaltens des Beispielsystem
bildet formal die starke Formulierung der zugehörigen Bewegungsgleichungen. In einem ersten
Schritt werden die besagten Gleichungen der Laplace-Transformation hinsichtlich der zeitlichen
Unabhängigen unterzogen. Anschließend erfolgt die Überführung in eine Darstellung mittels eines
Systems von Gleichungen erster Ordnung bezüglich der örtlichen Unabhängigen. Diese Darstellung
ist mit einer gewöhnlichen Zustandsraumdarstellung vergleichbar. Eine Lösung des so formulier-
ten inhomogenen Randwertproblems kann durch Anwendung der bekannten Methode der Variation
der Konstanten erfolgen. Die resultierende Lösung beschreibt das Übertragungsverhalten von den
Eingängen des Beispielsystems auf die innerhalb der beschriebenen Zustandsraumdarstellung ver-
wendeten Zustände. Abschließend wird die Übertragungsfunktion des trimorphen Biegewandlers
durch zusätzliche Anwendung des Ausgangsoperators definiert.
Unter Vernachlässigung der Anfangsbedingungen lautet die in Anhang A.1 ermittelte starke For-
mulierung der transversalen Bewegungsgleichung des trimorphen Biegewandlers im Bildbereich
der bezüglich der zeitlichen Unabhängigen durchgeführten Laplace-Transformation
∂4w (υ,s)
∂υ4
+
(
s2 + 2αVs
αS + 2αKVs
)
w (υ,s) =
αInVPk(s)
αS + 2αKVs
∂2χ(υ)
∂υ2
. (C.89)
Die ebenfalls auf diese Weise zu transformierenden Randbedingungen ergeben sich ausgehend von
(A.26) sowie (A.27) zu
w(0,s) =
∂w (υ,s)
∂υ
|υ=0 =
∂2w (υ,s)
∂υ2
|υ=l =
∂3w (υ,s)
∂υ3
|υ=l = 0. (C.90)
Im Hinblick auf eine kompakte Notation für das gegebene inhomogene Randwertproblem wird in
den im Folgenden verwendeten Abkürzungen
κ4s =
(
k
L
)4
= −
s2 + 2αVs
αS + 2αKVs
bs =
αInVPk(s)
αS + 2αKVs
und u(υ) = ∂
2χ(υ)
∂υ2
, (C.91)
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die Abhängigkeit von der komplexen Variable s lediglich als Index aufgeführt. In einer Formulie-
rung als Gleichungssystem aus Gleichungen erster Ordnung bezüglich der örtlichen Unabhängigen
lautet das besagte Randwertproblem damit
∂w(υ,s)
∂υ
∂2w(υ,s)
∂υ2
∂3w(υ,s)
∂υ3
∂4w(υ,s)
∂υ4
 =

0 1 0 0
0 0 1 0
0 0 0 1
κ4s 0 0 0

︸ ︷︷ ︸
=As

w (υ,s)
∂w(υ,s)
∂υ
∂2w(υ,s)
∂υ2
∂3w(υ,s)
∂υ3
+

0
0
0
bs

︸ ︷︷ ︸
=Bs
u(υ). (C.92)
Die voranstehende Formulierung kann als Zustandsraumdarstellung bezüglich der örtlichen Un-
abhängigen interpretiert werden. Da Betrachtungen in dieser Richtung innerhalb der vorliegenden
Arbeit nicht vorrangig sind, wird auf eine Formulierung innerhalb eines Funktionenraums verzich-
tet. Dennoch wird bezüglich des Zustands die Abkürzung
x (υ,s) =
(
w (υ,s) ∂w(υ,s)
∂υ
∂2w(υ,s)
∂υ2
∂3w(υ,s)
∂υ3
)T
(C.93)
eingeführt. Der Anfangswert des so definierten Zustands am linken Rand des örtlichen Intervalls
lautet
x(0,s) =
(
α β γ δ
)T
.
Durch Variation der Konstanten ergibt sich die Lösung des Gleichungssystems (C.92) in Abhän-
gigkeit von den Zustandsgrößen am linken Rand des örtlichen Intervalls
α = w(υ,s)|υ=0, β =
∂w (υ,s)
∂υ
|υ=0, (C.94)
γ =
∂2w (υ,s)
∂υ2
|υ=0, δ =
∂3w (υ,s)
∂υ3
|υ=0 (C.95)
sowie des inhomogenen Terms zu
x (υ,s) = Φs (υ,s)x(0,s) +
υ∫
0
Φs(υ − τ,s)Bsu(τ) dτ. (C.96)
Zugunsten einer übersichtlichen Darstellung der Lösung wird eine Notation auf Basis der Rayleigh-
Funktionen ([Klo06] (S. C-5))
Rk,υ1 =
(
chkυ + ckυ
)
, Rk,υ2 =
(
shkυ + skυ
)
, (C.97)
Rk,υ3 =
(
chkυ − ckυ
)
, Rk,υ4 =
(
shkυ − skυ
)
,
eingeführt. Wobei für die in den Rayleigh-Funktionen enthaltenen trigonometrischen Funktionen
und Hyperbelfunktionen sκυ = sin (κ4s υ), shκυ = sinh (κ4s υ), cκυ = cos (κ4s υ) und chκυ = cosh (κ4s υ)
gilt. Demnach sind die Rayleigh-Koeffizienten sowohl von der komplexen Variable s als auch von
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der örtlichen Unabhängigen υ abhängig. Für das äquivalent zur stark stetigen Halbgruppe im Falle
der zeitlichen Evolution gilt somit
Φs (υ,s) =
1
2

κ0sR
k,υ
1 κ
−1
s R
k,υ
2 κ
−2
s R
k,υ
3 κ
−3
s R
k,υ
4
κ1sR
k,υ
4 κ
0
sR
k,υ
1 κ
−1
s R
k,υ
2 κ
−2
s R
k,υ
3
κ2sR
k,υ
3 κ
1
sR
k,υ
4 κ
0
sR
k,υ
1 κ
−1
s R
k,υ
2
κ3sR
k,υ
2 κ
2
sR
k,υ
3 κ
1
sR
k,υ
4 κ
0
sR
k,υ
1
 . (C.98)
Da sowohl die Lösung als auch ihre örtliche Ableitung am linken Rand durch die Randbedingungen
(C.90) vorgegeben sind, folgt für die in (C.94) eingeführten Koeffizienten α = β = 0. Die Lösung
lautet damit
w (υ,s)
∂w(υ,s)
∂υ
∂2w(υ,s)
∂υ2
∂3w(υ,s)
∂υ3
 = 12

κ−2s R
k,υ
3 κ
−3
s R
k,υ
4
κ−1s R
k,υ
2 κ
−2
s R
k,υ
3
κ0sR
k,υ
1 κ
−1
s R
k,υ
2
κ1sR
k,υ
4 κ
0
sR
k,υ
1

(
γ
δ
)
+
1
2
υ∫
0

κ−3s R
k,υ−τ
4
κ−2s R
k,υ−τ
3
κ−1s R
k,υ−τ
2
κ0sR
k,υ−τ
1
 bsu(τ) dτ. (C.99)
Zur Bestimmung der verbleibenden Größen am linken Rand γ,δ werden die bislang ungenutzten
Randbedingungen (C.95) bezüglich des rechten Randes υ = L in Kombination mit den letzten
beiden Zeilen der Lösung (C.99) verwendet(
0
0
)
=
(
κ0sR
k,L
1 κ
−1
s R
k,L
2
κ1sR
k,L
4 κ
0
sR
k,L
1
)(
γ
δ
)
+
L∫
0
(
κ−1s R
k,L−τ
2
κ0sR
k,L−τ
1
)
bsu(τ) dτ. (C.100)
Das Auflösen der so entstehenden Gleichungen führt auf
γ = κ−1s
(
L∫
0
Rk,L2 R
k,L−τ
1 bsu(τ)− R
k,L
1 R
k,L−τ
2 bsu(τ) dτ
)
2 (1 + cos (k) cosh (k))
, (C.101)
δ = κ0s
(
L∫
0
Rk,L4 R
k,L−τ
2 bsu(τ)− R
k,L
1 R
k,L−τ
1 bsu(τ) dτ
)
2 (1 + cos (k) cosh (k))
. (C.102)
Das Einsetzen der zuletzt ermittelten Größen in (C.99) vervollständigt die Lösung des inhomogenen
Randwertproblems gemäß (C.92). Unter der Annahme einer entsprechenden Wahl bezüglich der
komplexen Variable s steht somit eine exakte Formulierung der Übertragungsfunktion des trimor-
phen Biegewandlers bezüglich aller Frequenzen, von der als Eingang angenommenen elektrischen
Spannung an den piezoaktiven Schichten, auf die orts- und frequenzabhängigen Zustandsgrößen
gemäß (C.93) zur Verfügung.
Darüber hinaus folgt unter Berücksichtigung eines Ausgangsoperators unmittelbar die geschlosse-
ne Form der exakten Übertragungsfunktion des Modells des trimorphen Biegewandlers. Dazu wird
eine Messung der Auslenkung an einem diskreten Punkt υ = υMess angenommen. Allgemein gilt
für die resultierende Ein-/Ausgangsabbildung
Cx (υ,s) = CΦs (υ,s)x(0,s) +
υ∫
0
CΦs(υ − τ,s)Bsu(τ) dτ, (C.103)
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wobei in Anbetracht der Darstellung (C.92) formal der Zusammenhang
y(s) = Cx (υ,s) = w(υMess,s) (C.104)
folgt. Zur Herleitung eines geschlossenen Ausdrucks für das gesuchte Übertragungsverhalten wer-
den die Betrachtungen daher auf die erste Zeile von (C.99) eingeschränkt
w (υ,s) =
1
2
(
κ−2s R
k,υ
3 γ + κ
−3
s R
k,υ
4 δ
)
+
κ−3s bs
2
υ∫
0
Rk,υ−τ4 u(τ) dτ. (C.105)
Die nicht eingesetzten Koeffizienten γ und δ sind durch (C.101) beziehungsweise (C.102) beschrie-
ben. Die durch (C.97) definierten Rayleigh-Koeffizienten sind stetig differenzierbar und werden an
dieser Stelle bei einem Vorgehen entsprechend einer distributiven Ableitung (Definition 95) als
Testfunktionen angenommen. Unter der Annahme der zweifachen örtlichen Ableitung der Orts-
funktion als vom Ort abhängige Eingangsgröße
u(τ) =
∂δ0 (τ)
∂υ
−
∂δL (τ)
∂υ
, (C.106)
vereinfachen sich die in (C.101) und (C.102) auftretenden Integral-Terme zu
L∫
0
Rk,L−τ1 u(τ)dτ =
∂R01
∂υ
−
∂RL1
∂υ
= −κ1sR
k,L
4 , (C.107)
L∫
0
Rk,L−τ2 u(τ)dτ =
∂R02
∂υ
−
∂RL2
∂υ
= κ1s
(
Rk,01 − R
k,L
1
)
. (C.108)
Das Einsetzen dieser Zusammenhänge in (C.101) und (C.102) sowie anschließendes Auflösen nach
γ beziehungsweise δ führt auf
γ = bs
(
RL1
2
− RL1 R01 − RL2 RL4
)
2 (1 + cos (k) cosh (k))
, δ = κ1sbs
Rk,L4 R
k,0
1
2 (1 + cos (k) cosh (k))
. (C.109)
Ferner gilt für den Integralterm aus (C.105)
υ∫
0
Rk,υ−τ4 u(τ)dτ =
∂Rυ4
∂υ
= −κ1sR
k,υ
3 , (C.110)
damit lässt sich (C.105) zu
w (υ,s) =
κ−2s bs
2
Rk,υ3
(
Rk,L1
2
− Rk,L1 R
k,0
1 − R
k,L
2 R
k,L
4
)
+ Rk,υ4 R
k,L
4 R
k,0
1
2 (1 + cos (k) cosh (k))
− Rk,υ3
 (C.111)
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umformulieren. Unter der Annahme einer örtlich diskreten Messung an einer beliebigen Stelle
υMess ∈ Ω auf dem örtlichen Gebiet des Beispielsystems und unter Berücksichtigung der Zusam-
menhänge aus (C.91) führt die Anwendung des Ausgangsoperators auf das gesuchte Ein-/Aus-
gangsverhalten als Funktion der komplexen Größe s und dem Ort der Messung
w (υMess,s)
VPk(s)
=
(
k
L
)−2
αIn
2 (αS + 2αKVs)
· (C.112)Rk,υMess3
(
Rk,L1
2
− Rk,L1 R
k,0
1 − R
k,L
2 R
k,L
4
)
+ Rk,υMess4 R
k,L
4 R
k,0
1
2 (1 + cos (k) cosh (k))
− Rk,υMess3

mit k aus Gleichung (C.91). Die gezeigte Übertragungsfunktion gibt zu jedem beliebigen diskreten
Messpunkt und hinsichtlich der komplexen Variabel s das exakte aus den Modellgleichungen des
Beispielsystems resultierende Übertragungsverhalten an. Die Zugehörigkeit des Beispielsystems
zur Pritchard-Salamon-Klasse unter Annahme einer punktförmigen Messung wird in Abschnitt
2.3.3 gezeigt. Nach der Wahl eines zulässigen υMess kann (C.112) damit als Darstellung des Bei-
spielsystems in der Pritchard-Salamon-Klasse interpretiert werden.
Insbesondere die Annahme einer Messung der Auslenkung des trimorphen Biegewandlers am rech-
ten Rand des örtlichen Gebiets υMess = L führt ausgehend von (C.112) mit k = L
(
− s(s+αV)
αS+αKVs
) 1
4
auf ein vergleichsweise übersichtliches Übertragungsverhalten des Beispielsystems
w (L,s)
VPk(s)
= −
(
k
L
)−2
αIn
αS + 2αKVs
sin (k) sinh (k)
1 + cos (k) cosh (k)
(C.113)
in Form einer transzendenten Funktion.
D Anhang zur Systemanalyse
D.1 Anhang zur Spektralanalyse
Dieser Anhang enthält das detaillierte Vorgehen zur Lösung des Eigenwertproblems des System-
operators des Beispielsystems sowie zur Lösung verschiedener assoziierter Eigenwertprobleme.
Dazu zählen das Eigenwertproblem des adjungierten Systemoperators und des Steifigkeitsopera-
tors.
D.1.1 Eigenwertproblem des Systemoperators des Beispielsystems
Der vorliegende Abschnitt beinhaltet die Lösung des Eigenwertproblems des Beispielsystems. Die
Definition des Eigenwertproblems linearer Operatoren findet sich in Abschnitt B.7.3. Ausgehend
vom allgemeinen Fall (B.79) lautet das Eigenwertproblem des Beispielsystems(
0 1
−S −D
)(
vi,1
vi,2
)
= λi
(
vi,1
vi,2
)
, i ∈ I. (D.1)
Unter Berücksichtigung des Steifigkeits- und des Dämpfungsoperators gemäß (A.58) beziehungs-
weise (A.67) sowie den Zusammenhängen aus (A.23) folgen für i ∈ I die skalaren Gleichungen
zu
λivi,1 = vi,2 (D.2)
λivi,2 = −αS
∂4vi,1
∂υ4
− 2
(
αKV
∂4vi,2
∂υ4
+ αVvi,2
)
. (D.3)
Durch das Einsetzen von (D.2) in (D.3) ergibt sich eine gewöhnliche Differentialgleichung vierter
Ordnung bezüglich des Ortes. Da die Eigenwerte nicht von der örtlichen Unabhängigen abhängen
gilt
λ2i vi,1 + αS
∂4vi,1
∂υ4
+ 2λi
(
αKV
∂4vi,1
∂υ4
+ αVvi,1
)
= 0. (D.4)
Durch das Auflösen zur höchsten Ableitung sowie dem Äquivalent zu der in (C.91) eingeführten
Ersetzung, folgt
∂4vi,1
∂υ4
=
(
k
L
)4
vi,1 = κ
4
λvi,1 = −
λ2i + 2αVλi
αS + 2λiαKV
vi,1. (D.5)
Analog zum Vorgehen zur Ermittlung der geschlossenen Formulierung der Übertragungsfunktion
des Beispielsystems in Abschnitt C.5, erfolgt die Überführung in ein System aus Gleichungen erster
Ordnung entsprechend (C.92). Unter Annahme eines Zustandsvektors der Form
x (υ) =
(
v1
∂v1
∂υ
∂2v1
∂υ2
∂3v1
∂υ3
)T
, (D.6)
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bei dem die explizite Nennung der Unabhängigen auf der rechten Seite vernachlässigt wird, lautet
das resultierende Gleichungssystem
∂x (υ)
∂υ
= Asx (υ) (D.7)
wobeiAs durch (C.92) auf Seite 349 mit κ4s = κ4λ definiert ist. Da die Eigenvektoren die Randbedin-
gungen erfüllen müssen, definiert (D.7) zusammen mit den Randbedingungen des Beispielsystems
gemäß (A.26) sowie (A.27) ein Randwertproblem auf dem örtlichen Intervall. (D.7) ist das zum
inhomogenen Randwertproblem (C.92) korrespondierende homogene Randwertproblem, dass aus
(C.92) formal unter Vernachlässigung des Eingangsterms hervorgeht. Die Eigenwerte von As aus
(D.7)
λAs =
±iκλ±κλ (D.8)
werden als Argument des allgemeinen Lösungsansatzes berücksichtigt. Folglich lautet der allge-
meine Lösungsansatz für die erste Komponente vi,1 der Rechtseigenvektoren in exponentieller
Darstellung, unter Berücksichtigung der örtlichen Unabhängigen und unter Vernachlässigung des
Zählindex
v1(υ) = A˜1e
κλυ + A˜2e
−κλυ + A˜3 cos (κλυ)− A˜4 sin (κλυ) . (D.9)
Die äquivalente Darstellung mittels transzendenter Funktionen ergibt sich mit den Abkürzungen
sκυ = sin (κλυ) shκυ = sinh (κλυ)
cκυ = cos (κλυ) chκυ = cosh (κλυ)
sowie einer Anpassung der Koeffizienten zu
v1(υ) = A1c
κ
υ + A2s
κ
υ + A3chκυ + A4shκυ. (D.10)
Die im allgemeinen Lösungsansatz auftretenden Koeffizienten werden mit Hilfe der Randbedin-
gungen bestimmt, hängen also letztendlich von der Lagerung des betrachteten trimorphen Bie-
gewandlers ab. Um die Randbedingungen gemäß (A.26) und (A.27) zu berücksichtigen, werden
die Ableitungen des allgemeinen Lösungsansatzes bezüglich der örtlichen Unabhängigen bis zur
dritten Ordnung gebildet. Darüber hinaus wird auch die vierte örtliche Ableitung berechnet, um
das Reproduzieren des ortsabhängigen Anteils aus (D.10) zu demonstrieren und darüber hinaus
Vorarbeit bezüglich des Eigenwertproblems des Steifigkeitsoperators in D.1.3 zu leisten. Für den
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Lösungsansatz und die entsprechenden Ableitungen gilt
∂0v1(υ)
∂υ0
= κ0λ (A1s
κ
υ + A2shκυ + A3cκυ + A4chκυ) ,
∂1v1(υ)
∂υ1
= κ1λ (A1c
κ
υ + A2chκυ −A3sκυ + A4shκυ) ,
∂2v1(υ)
∂υ2
= κ2λ (−A1s
κ
υ + A2shκυ − A3cκυ + A4chκυ) ,
∂3v1(υ)
∂υ3
= κ3λ (−A1c
κ
υ + A2chκυ + A3sκυ + A4shκυ) ,
∂4v1(υ)
∂υ4
= κ4λ (A1s
κ
υ + A2shκυ + A3cκυ + A4chκυ) .
(D.11)
Der Verlauf der Lösung auf dem abgeschlossenen örtlichen Intervall wird in Abhängigkeit von der
Lösung am linken Rand und dem Äquivalent zur stark stetigen Halbgruppe im Fall der zeitlichen
Evolution (C.98) durch
x (υ) = Φs (υ) x (0) , υ ∈ Ω ∪ ∂Ω (D.12)
beschrieben. Die Anfangsbedingungen ergeben sich durch das Auswerten von (D.11) an der Stelle
υ = 0 allgemein zu
x(0) =
(
κ0λ (A1 + A3) κ
1
λ (A2 + A4) κ
2
λ (−A1 + A3) κ
3
λ (−A2 + A4)
)T
. (D.13)
Die Berücksichtigung der spezifischen Randbedingungen am linken Rand
v1(0) =
∂v1(υ)
∂υ
∣∣∣∣
υ=0
= 0 (D.14)
erlaubt es, die in (D.13) enthaltenen Koeffizienten ins Verhältnis zu setzen
A3 = −A1 A4 = −A2. (D.15)
Nach erneutem Einsetzen der spezifischen Randbedingungen sowie dem im letzten Schritt be-
stimmten Verhältnisses der Koeffizienten lautet (D.12) in ausführlicher Schreibweise unter Ver-
wendung der in (C.97) eingeführten Rayleigh-Funktionen
x(υ) =
1
2

κ0λR
k,υ
1 κ
−1
λ R
k,υ
2 κ
−2
λ R
k,υ
3 κ
−3
λ R
k,υ
4
κ1λR
k,υ
4 κ
0
λR
k,υ
1 κ
−1
λ R
k,υ
2 κ
−2
λ R
k,υ
3
κ2λR
k,υ
3 κ
1
λR
k,υ
4 κ
0
λR
k,υ
1 κ
−1
λ R
k,υ
2
κ3λR
k,υ
2 κ
2
λR
k,υ
3 κ
1
λR
k,υ
4 κ
0
λR
k,υ
1


0
0
−2κ2λA1
−2κ3λA2
 . (D.16)
Einer der beiden verbleibenden Koeffizienten A1,A2 wird auf Basis der am rechten Rand gültigen
Randbedingungen
∂2v1(υ)
∂υ2
∣∣∣∣
υ=L
=
∂3v1(υ)
∂υ3
∣∣∣∣
υ=L
= 0 (D.17)
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sowie der bereits festgelegten Koeffizienten (D.15) zu
0 = +A1Rk,L1 + A2R
k,L
2 (D.18)
⇒ A2 = −A1
(
Rk,L1
)
(
Rk,L2
) = −A1 (cosh k + cos k)
(sinh k + sin k)
(D.19)
bestimmt. Jede Lösung des homogenen Gleichungssystems (D.16) genügt den Randbedingungen.
Damit eine nichttriviale Lösung A1 6= 0 den Randbedingungen am rechten Rand genügt muss die
Abbildung, der Teile der Lösung die am linken Rand nicht identisch Null sind, singulär werden∣∣∣∣∣
(
κ0λR
k,L
1 κ
−1
λ R
k,L
2
κ1λR
k,L
4 κ
0
λR
k,L
1
)∣∣∣∣∣ = 0. (D.20)
Aus dieser Determinanten-Bedingung resultiert die transzendente Gleichung
cos k +
1
cosh k
= 0, (D.21)
die jene k beschreibt, für die eine nichttriviale Lösung von (D.16) existiert. Die zulässigen k sind
entweder reell und positiv oder rein imaginär. Im Eigenwertproblem treten diese Lösungen aus-
schließlich in ihrer vierten Potenz auf. Da zudem i4 = 1 gilt, werden ausschließlich die reellen
positiven Lösungen k > 0 berücksichtigt ([CM09] (S. 1108)). Aus der zugehörigen grafischen Dar-
0 2 4 6 8 10
−1
0
1
i = 1
i = 2 i = 3
k
co
s(
k
),
−
co
sh
(k
)−
1
cos(k)
− cosh(k)−1
Abbildung D.1: Grafische Darstellung der Summanden aus (D.21).
stellung in Abb. D.1 wird anschaulich deutlich, dass unendlich viele Schnittpunkte zwischen der
trigonometrischen Funktion und der Hyperbelfunktion aus (D.21) für k > 0 existieren. Demnach
sind auch unendlich viele nichttriviale Lösungen für das Gleichungssystem (D.16) zu erwarten. Die
Menge der zulässigen k wird mittels eines Zählindex beschrieben und durch
{
k|i|
}
i∈I
bezeichnet.
Der verbleibende Koeffizient A1 dient in D.1.4 der Normierung der Eigenvektoren. Der Normie-
rungskoeffizient A1 ist in Abhängigkeit vom Zählindex wählbar und wird daher im Weiteren durch
v∗i ersetzt. Ferner gilt κ|i| = k|i|L−1, ∀i ∈ I.
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Mit den in (D.15) und (D.18) bestimmten Koeffizienten sowie der Abkürzung des ortsabhängigen
Teils durch
ψ|i| =
(
c
κ|i|
υ − ch
κ|i|
υ −
(
cosh k|i| + cos k|i|
)(
sinh k|i| + sin k|i|
) sκ|i|υ + (cosh k|i| + cos k|i|)(
sinh k|i| + sin k|i|
) shκ|i|υ ) , (D.22)
lauten die Rechtseigenvektoren des Systemoperators des Beispielsystems unter Berücksichtigung
von (D.2) demzufolge
vi = v
∗
i
(
ψ|i|
λiψ|i|
)
, i ∈ I. (D.23)
Unter Berücksichtigung der
{
k|i|
}
i∈I
ergeben sich die Eigenwerte des Beispielsystems aus der Lö-
sung des aus (D.5) stammenden Zusammenhangs
λ2i + 2λi
(
αV + αKVκ
4
|i|
)
+ αSκ
4
|i| = 0 (D.24)
zu
λi =

−
(
αV + αKVκ
4
|i|
)
− i
√
αSκ
4
|i| −
(
αV + αKVκ
4
|i|
)2
, i ∈ I˜+,
−
(
αV + αKVκ
4
|i|
)
+ i
√
αSκ4|i| −
(
αV + αKVκ4|i|
)2
, i ∈ I−.
(D.25)
Anhand der voranstehenden Bestimmungsgleichung lassen sich verschiedenen Aussagen über die
resultierenden Eigenwerte treffen. Die zugehörigen Betrachtungen finden sich in Abschnitt 3.1.2.
D.1.2 Eigenwertproblem des adjungierten Systemoperators des
Beispielsystems
Das Eigenwertproblem des zum Systemoperator aus (D.1) adjungierten Operators A∗ lautet(
λiI − A
∗
)
wi = 0. (D.26)
Auf Basis des durch Gleichung (3.4) bestimmten adjungierten Systemoperators des Beispielsys-
tems gilt mit wi =
(
wi,1 wi,2
)T
in skalarer Schreibweise
λiwi,1 = wi,2 (D.27)
λiwi,2 = αSw
IV
i,1 − 2
(
αKVw
IV
i,2 + αVwi,2
)
. (D.28)
Die Eigenwerte λi des adjungierten Systemoperators sind konjugiert komplex zu den Eigenwerten
des Systemoperators (D.25), vergleiche Abschnitt B.8.3. Für die zugehörigen Eigenvektoren gilt
wi = w
∗
i
(
ψ|i|
−λiψ|i|
)
, i ∈ I. (D.29)
Die Eigenvektoren des adjungierten Systemoperators werden auch als Linkseigenvektoren des Sys-
temoperators bezeichnet. Die in den Linkseigenvektoren auftretenden ortsabhängigen Funktionen
ψ|i| entsprechen den durch (D.22) gegebenen Funktionen in den Rechtseigenvektoren. Der in je-
dem Linkseigenvektor verbleibende Koeffizient w∗i dient in Abschnitt D.1.4 der Normierung. Eine
grafische Darstellung der ψ|i| für i = 1, . . . ,4 findet sich in Abbildung 3.1 auf Seite 95.
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D.1.3 Eigenwertproblem des Steifigkeitsoperators
Um einige Eigenschaften des ortsabhängigen Teils der Rechts- beziehungsweise Linkseigenvekto-
ren des Systemoperators zu verdeutlichen, wird das Eigenwertproblem des Steifigkeitsoperators be-
trachtet. Die an dieser Stelle angenommenen Randbedingungen entsprechen den Randbedingungen
des Beispielsystems gemäß Abschnitt A.1.6. Auf einem im Folgenden als geeignet vorausgesetz-
tem Definitionsbereich ist der Steifigkeitsoperator bekanntermaßen selbstadjungiert und besitzt ein
reines Punktspektrum. Für den in Abschnitt A.3.2 durch Gleichung (A.58) bestimmten Operator
S : D (S) ⊂ H → H
x 7→ Sx = αS
∂4x
∂υ4
(D.30)
lautet das Eigenwertproblem
αS
∂4vS,i
∂υ4
= λS,ivS,i, ∀ i ∈ I
+. (D.31)
Eine detaillierte Untersuchung der Eigenschaften des Steifigkeitsoperators findet sich in Abschnitt
A.3.2. Die Eigenvektoren eines selbstadjungierten Operators sind stets paarweise orthogonal zu-
einander. Ein Vorgehen analog zu Abschnitt D.1.1 zeigt, dass die in (D.22) definierten örtlichen
Anteile der Eigenfunktionen des Systemoperators ψ|i| das Eigenwertproblem aus (D.31) lösen. Die
ψ|i| sind stets reell und stimmen für betragsgleich Zählindizes i ∈ I überein. Das Umschreiben des
Zählindex ist damit möglich und in (D.31) gilt vS,i = ψi,∀i ∈ I+. Die Menge der Eigenvektoren die
das Eigenwertproblem (D.31) lösen, wird daher mit {ψi}i∈I+ bezeichnet. Zudem sind aus (D.11)
die zugehörigen Eigenwerte
λS,i = αS
(
k|i|
L
)4
= αSκ
4
|i| (D.32)
für alle i ∈ I beziehungsweise für alle i ∈ I+ abzulesen. Die Orthogonalität der Eigenvektoren des
Steifigkeitsoperators im Sinne des L2-Innenprodukts führt ohne weitere Normierung auf
〈ψi,ψj〉L2(Ω) =
L∫
0
ψiψj dy =
0 i 6= jL i = j , i,j ∈ I+. (D.33)
Der betrachtete selbstadjungierte Operator S = S∗ erfüllt die in Lemma 45 aufgeführten Bedin-
gungen für die Existenz einer ebenfalls selbstadjungierten, positiven Quadratwurzel S 12 = S 12 ∗, da
zudem ψi ∈ D (S) ⊂ D(S
1
2 ),∀i ∈ I+ gilt, folgt
〈Sψi,ψj〉L2(Ω) = 〈S
1
2ψi,S
1
2ψj〉L2(Ω) =
0 i 6= jαSκ4|i|L = λS,iL i = j , i,j ∈ I+. (D.34)
Die aufgeführten Eigenschaften der ψi erleichtern die Normierung der Eigenvektoren des System-
operators in D.1.4 erheblich, da insbesondere auf die aufwendige Berechnung von Integralen ver-
zichtet werden kann. Eine zusätzliche Vereinfachung wird durch die Normierung der Eigenvektoren
des Steifigkeitsoperators hinsichtlich des kanonischen Innenprodukts auf L2 (Ω) erreicht.
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Ausgehend von (D.33) wird die abkürzende Schreibweise
ψ˜i = L
− 1
2ψi, ∀ i ∈ I
+ (D.35)
eingeführt, mit der
〈ψ˜i,ψ˜j〉L2(Ω) = δij =
0 i 6= j1 i = j , ∀ i,j ∈ I+ (D.36)
und somit
∥∥∥ψ˜i∥∥∥
L2(Ω)
= 1,∀i ∈ I+ gilt.
D.1.4 Normierung der Eigenvektoren von A und A∗
In diesem Abschnitt werden die Eigenvektoren des Systemoperators und die Eigenvektoren des
adjungierten Systemoperators des Beispielsystems derart normiert, dass die beiden Mengen {vi}i∈I
und {wi}i∈I biorthogonal 〈vi,wj〉X = δij , ∀i,j ∈ I zueinander sind. Die geschilderte Normierung
geschieht als Vorarbeit auf den in Abschnitt 3.1.3 geführten Nachweis, dass die Eigenvektoren des
Systemoperators eine Rieszbasis des Zustandsraums bilden und die Elemente des Zustandsraums
sich somit in einer Fourierreihe gemäß (B.44) darstellen lassen.
Das energetischen Innenprodukt auf dem Zustandsraums X = H 1
2
×H lautet
〈vi,wj〉X = 〈S
1
2vi,1,S
1
2wj,1〉L2(Ω) + 〈vi,2,wj,2〉L2(Ω)
=
∫
Ω
S
1
2 vi,1S
1
2wj,1 dυ +
∫
Ω
vi,2wj,2 dυ. (D.37)
Durch das Einsetzen der ermittelten Eigenvektoren (D.23) beziehungsweise (D.29) folgt unter Be-
rücksichtigung von (D.35)
∫
Ω
S
1
2 vi,1S
1
2wj,1 dυ +
∫
Ω
vi,2wj,2 dυ = v∗iw∗j
∫
Ω
S
1
2 ψ˜|i|S
1
2 ψ˜|j| dυ −
∫
Ω
λiψ˜|i|λjψ˜|j| dυ
 . (D.38)
Aus der Definition des Steifigkeitsoperators, dessen Eigenwerten λS,i = αSκ4|i| und den Zusammen-
hängen aus D.1.3 ergibt sich
v∗iw
∗
j
∫
Ω
S
1
2 ψ˜|i|S
1
2 ψ˜|j| dυ −
∫
Ω
λiψ˜|i|λjψ˜|j| dυ
 = v∗iw∗i (λS,i − λ2i ) . (D.39)
Um die gewünschte Normierung zu erreichen stehen damit zwei Gleichung für die Bestimmung der
Koeffizienten w∗i ,v∗i , i ∈ I zur Verfügung. Unter der Voraussetzung eines von Null verschiedenen
Nenners gilt
v∗+iw
∗
+i =
(
λS,i − λ
2
+i
)−1
v∗−iw
∗
−i =
(
λS,i − λ
2
−i
)−1 (D.40)
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für i ∈ I+. Für die Koeffizienten der Eigenvektoren des Systemoperators folgt
v∗+i =
(
λS,i − λ
2
+i
)− 1
2 v∗−i=
(
λS,i − λ
2
−i
)− 1
2 , (D.41)
die Koeffizienten der Eigenvektoren des adjungierten Systemoperators lauten
w∗+i = v
∗
+i =
(
λS,i − λ2+i
)− 1
2 w∗−i= v
∗
−i =
(
λS,i − λ2−i
)− 1
2 . (D.42)
Unter Verwendung der so bestimmten Koeffizienten in den Gleichungen (D.23) bzw. (D.29) er-
füllen die Mengen {vi}i∈I und {wi}i∈I den Zusammenhang 〈vi,wj〉X = δij, ∀i,j ∈ I und sind
biorthogonal zueinander.
D.2 Anhang zur Stabilitätsanalyse
D.2.1 Differenzierbare und analytische Halbgruppen
Dieser Abschnitt beinhaltet mit der Definition differenzierbarer und analytischer Halbgruppen die
Einführung zweier Untermengen der stark stetigen Halbgruppen. Die Hervorhebung dieser Arten
von Halbgruppen begründet sich in den besonders angenehmen Eigenschaften differenzierbarer
und analytischer Halbgruppen. In Abschnitt 3.2.3 findet sich der Nachweis, dass die dem Beispiel-
system zugeordnete Halbgruppe den Anforderungen an eine analytische Halbgruppe genügt.
Differenzierbare Halbgruppen
Lediglich für beschränkte Operatoren und somitD (T ) = X kann bezüglich den von ihnen erzeug-
ten Halbgruppen von der zeitlichen Differenzierbarkeit der Abbildung t 7→ Φ(t)x für alle x ∈ X
und t ∈ R≥0 ausgegangen werden. Infinitesimale Erzeuger T : D (T ) ⊂ X → X stark stetiger
Halbgruppen sind im Allgemeinen nicht beschränkt und diejenigen x ∈ X , für die die Abbildung
t 7→ Φ(t)x für alle t ∈ R≥0 differenzierbar ist, werden gesondert als Definitionsbereich D (T ) von
T hervorgehoben (Definition 3).
Differenzierbare Halbgruppen sind stark stetige Halbgruppen, die zusätzlich die Differenzierbar-
keit von t 7→ Φ(t)x für alle x ∈ X aber nicht auf dem gesamten Zeitintervall t ∈ R≥0 aufweisen
([EN00] (S. 109)). In gewisser Hinsicht muss also der Erzeuger einer solchen Halbgruppe Eigen-
schaften aufweisen, sodass anschaulich zumindest im Hinblick auf die Abbildung t 7→ Φ(t)x von
einer gewissen Ähnlichkeit mit einem beschränkten Operator zu sprechen ist. Die Definition dif-
ferenzierbarer Halbgruppen findet sich beispielsweise in [EN00] oder in der folgenden Form in
[Paz83] (S. 51). Darüber hinaus enthält [DL92] (S. 365ff) weiterführende Ausführungen zu dieser
Unterklasse der stark stetigen Halbgruppen.
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Definition 102 (Differenzierbare Halbgruppe) Es sei X ein Banachraum und {Φ(t)}t∈R≥0 ei-
ne stark stetige Halbgruppe auf X . Dann heißt {Φ(t)}t∈R≥0 differenzierbar für t > t0, wenn die
Abbildung t 7→ Φ(t)x für alle x ∈ X und t > t0 differenzierbar ist. Zudem heißt {Φ(t)}t∈R≥0
differenzierbar, falls Differenzierbarkeit von t 7→ Φ(t)x für alle x ∈ X für t > 0 vorliegt. ✷
Die Definition differenzierbarer Halbgruppen beinhaltet nicht die Differenzierbarkeit für den Fall
t = 0, da dieser nur im Fall eines beschränkten infinitesimalen Erzeugers und einer damit verbun-
denen gleichmäßig stetigen Halbgruppe auftreten kann ([Paz83] (S. 52) und [LGM99] (S. 47)).
Analytische Halbgruppen
Allgemeine stark stetige Halbgruppen sind für t ∈ R≥0 und damit auf der nicht negativen reellen
Achse definiert. Für spezielle Halbgruppen lässt sich der Definitionsbereich auf Untermengen der
komplexen Ebene erweitern, die die positive reelle Achse beinhalten. Ein Spezialfall derartiger
Sektoren wird durch
CS0α = CSα ∪ {0} =
{
s ∈ C | |arg s| < β˜
}
∪ {0} (D.43)
definiert ([Wer11] (S. 392)). Ein Sektor CS0α besteht damit aus der Menge der komplexen Zahlen,
deren Zeiger in der komplexen Ebene mit der positiven reellen Achse einen Winkel kleiner als β˜
einschließt und der Null. Die Sektoren CS0α bilden die Grundlage für die Definition analytischer
Halbgruppen, die in der folgenden Form an Definition 5.1. aus [Paz83] (S. 60) angelehnt ist.
Definition 103 (Analytische Halbgruppe) Es sei X ein Banachraum, ferner sei CS0α = CSα ∪
{0} =
{
s ∈ C | |arg s| < β˜
}
∪ {0} und Φ(s) ∈ L (X) für s ∈ CS0α . Die Menge Φ(s),s ∈ CS0α ist
eine analytische Halbgruppe, falls
AHG1) s 7→ Φ(s) ist analytisch in CS0α ;
AHG2) Φ(0) = I;
AHG3) Φ (s1 + s2) = Φ (s1)Φ (s2) für s1,s2 ∈ CS0α;
AHG4) lim
s→0,s∈CS0α
‖Φ(t)x0 − x0‖X = 0 für alle x ∈ X . ✷
Wird in Definition 103 eine Einschränkung von CS0α auf s ∈ R≥0 vorgenommen, so genügt die dar-
aus resultierende Halbgrupppe den Anforderungen an eine stark stetige Halbgruppe aus Definition
1 und TSS1) aus Definition 2 ([Paz83] (S. 61)). Insbesondere entsprechen AHG2) und AHG3) den
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Bedingungen an Operatorhalbgruppen HG1) beziehungsweise HG2) aus Definition 1, während
AHG4) der Bedingung TSS1) an die Stetigkeit im starken Sinne aus Definition 2 entspricht.
Die Nennung verschiedener weiterführender Eigenschaften analytischer Halbgruppen findet sich
beispielsweise in [Paz83], [EN00], [RR04] oder [Wer11]. Im Hinblick auf die Stabilität analytischer
Halbgruppen sei an dieser Stelle die Übereinstimmung der Spektralschranke des infinitesimalen
Erzeugers mit der Wachstumsgrenze der zugehörigen analytischen Halbgruppe betont, nach Satz
69 gilt ω0 = s (T ). Darüber hinaus gilt laut [Wer11] (S. 393) für analytische Halbgruppen Φ(t)x ∈
D (A) für alle x ∈ X .
Der folgende Satz ([LGM99] (S. 48)) erlaubt es zu überprüfen, ob eine gleichmäßig beschränkte
Halbgruppe auch den Anforderungen an eine analytische Halbgruppe genügt. Insbesondere wird
in Abschnitt 3.2.3 auf Basis von GB4) der Nachweis geführt, dass die gleichmäßig beschränkte
Halbgruppe des Beispielsystems auch eine analytische Halbgruppe ist.
Satz 67 Es sei eine gleichmäßig beschränkte Halbgruppe Φ(t) ∈ L (X) und T : D (T ) ⊂ X → X
der zugehörige infinitesimale Erzeuger für den 0 ∈ ρ(T ) gelte. Dann sind die folgenden Aussagen
gleichwertig:
GB1) Zu Φ(t) existiert eine Erweiterung zu einer in einem Sektor Sφ = {z | |arg z| < φ} analy-
tischen Halbgruppe und Φ (z) ist in jedem abgeschlossene Subsektor Sφ∗ mit φ∗ < φ gleich-
mäßig beschränkt;
GB2) Es existiert eine Konstante c1 > 0, sodass für alle z = σ + iτ, σ > 0, τ 6= 0 gilt
‖R (z,T ) ‖ ≤
c1
|τ |
; (D.44)
GB3) Es existiert ein φ ∈ (0,π
2
)
und eine Konstante c2 > 0, sodass
ρ(T ) ⊃MS =
{
z ∈ C |
∣∣∣arg z < φ+ π
2
∣∣∣} ∪ {0} (D.45)
und für alle z ∈M,z 6= 0 gilt
‖R (z,T ) ‖ ≤
c2
|z|
; (D.46)
GB4) Φ(t) ist differenzierbar für t > 0 und mit einer Konstanten c3 > 0 gilt
‖TΦ(t)‖ ≤
c3
t
(D.47)
für t > 0. ✷
Aus der engen und eindeutigen Verknüpfung von infinitesimalen Erzeuger und zugehöriger stark
stetiger Halbgruppe lässt sich vermuten, dass die Erzeuger analytischer Halbgruppen über beson-
dere Eigenschaften verfügen müssen. In der Tat handelt es sich bei den Erzeugern analytischer
Halbgruppen um die in Definition 81 aus Abschnitt B.7.6 eingeführten sektoriellen Operatoren.
Der Zusammenhang eines entsprechend Definition 81 hinsichtlich des Winkels β sektoriellen Ope-
rators T mit der von ihm erzeugten analytischen Halbgruppe findet sich im Detail in Proposition
4.3 aus [EN00] (S. 97) und wird hier nicht wiederholt.
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D.2.2 Kriterien für die Stabilität stark stetiger Halbgruppen
Zum Nachweis der Stabilität eines unendlich-dimensionalen Systems ist es wünschenswert eine
einfaches Kriterium zu Verfügung zu haben, dass nicht die explizite Kenntnis der zugehörigen
Halbgruppe voraussetzt. Die verschiedenen bekannten Stabilitätskriterien lassen sich einer kurzen
Übersicht aus [LGM99] (S. 10) folgend in Zeitbereichs-Kriterien, Frequenzbereichs-Kriterien, en-
ergetische Ansätze und spektrale Methoden unterteilen. Um die Kenntnisse über die Spektraleigen-
schaften des Beispielsystems ausnutzen zu können, bietet sich die Verwendung eine Stabilitätskri-
teriums aus der Gruppe der spektralen Methoden an. Dabei wird für spezielle Halbgruppen und den
jeweils zugehörigen infinitesimalen Erzeuger eine Aussage über die Stabilität der Halbgruppe auf
Basis der Spektraleigenschaften des infinitesimalen Erzeugers getroffen. Die Verallgemeinerung
dieser aus dem Endlich-dimensionalen bekannten Methodik auf unendlich-dimensionale Systeme
kann nur dann auf einfache Weise erfolgen, wenn die Spektralschranke des Systemoperators (Defi-
nition 78) eines unendlich-dimensionalen Systems mit der Wachstumsgrenze der von ihm erzeugten
Halbgruppe (Definition 5) übereinstimmt. In einem solchen Fall wird die „Spectrum-determined
growth assumption“ erfüllt und es lassen sich spektrale Methoden zur Stabilitätsbetrachtungen der
Halbgruppe und damit des zugrunde liegenden Systems auf Basis von Satz 68 heranziehen.
Satz 68 (Exponentielle Stabilität stark stetiger Halbgruppen) Es sei TΦ = {Φ(t)}t∈R≥0 eine stark
stetige Halbgruppe auf X und T der zugehörige infinitesimale Erzeuger. Falls s (T ) = ω0 und
s (T ) < 0 gilt, ist TΦ exponentiell stabil. ✷
Unter Berücksichtigung der Definition der Wachstumsgrenze (Definition 5) und von Satz 2.59 wird
für s (T ) = ω0 < 0 die exponentielle Stabilität von TΦ ersichtlich. Definition 9 wird in einem
solchen Fall für ein M ≥ 0 und die Wahl α = ω0 erfüllt.
Einen kurzen Überblick zu der Frage, unter welchen Bedingungen s (T ) = ω0 gilt sowie die Be-
griffsprägung zur „Spectrum-determined growth assumption“ findet sich in [Tri75] (S. 387). Ne-
ben dem Fall beschränkter infinitesimaler Erzeuger wird dort die Gültigkeit von s (T ) = ω0 auch
für analytische und differenzierbare Halbgruppen hervorgehoben. Entsprechende Aussagen lassen
sich [EN00] (S. 281) (Corollary 3.12) entnehmen, darüber hinaus wird dort gezeigt, für welche
Halbgruppen das „Spectral Mapping Theorem“ gilt. Der folgende spektrale Abbildungssatz gilt für
analytische Halbgruppen und bietet damit einen Ansatz zur Anwendung von Satz 68 auf diese Un-
termenge der stark stetiger Halbgruppen und damit in einem für das Beispielsystem ausreichenden
Umfang. Weitere Formulierungen des spektralen Abbildungssatzes für allgemeinere Halbgruppen
sind beispielsweise in [Wer11] (S. 393), [EN00] (S. 281) oder [LGM99] (S. 121) zu finden.
Satz 69 (Spektrale Abbildungssatz analytischer Halbgruppen) Es sei TΦ = {Φ(t)}t∈R≥0 eine
analytische Halbgruppe auf X mit dem infinitesimalen Erzeuger T , dann gilt
etσ(T ) = σ (Φ(t)) \ {0} , ∀t ≥ 0 (D.48)
und es existiert eine durch das Spektrum des Erzeugers bestimmte Wachstumsgrenze der analyti-
schen Halbgruppe s (T ) = ω0. Das Paar aus infinitesimalem Erzeuger T und analytischer Halb-
gruppe erfüllt die „Spectrum-determined growth assumption“. ✷
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Ein Beweis des voranstehenden Satzes findet sich in [EN00] (S. 280), wobei der dort aufgeführte
Satz und der zugehörige Beweis für eine Übermenge der analytischen Halbgruppen formuliert ist.
Falls eine stark stetige Halbgruppe durch einen diagonalisierbaren Operator erzeugt wird, lässt
sich RSO5) aus Satz 53 von Seite 291 entnehmen, dass die Stabilität der Halbgruppe auf Basis
des Spektrums des zugehörigen Operators aus OD beurteilt werden kann. Diese Eigenschaft ist als
klare Analogie diagonalisierbarer Operatoren zu der Systemmatrix eines endlich-dimensionalen
Systems zu werten. Falls der Systemoperator des Beispielsystems eine stark stetige Halbgruppe
auf dem Zustandsraum erzeugt, kann somit allein anhand der Eigenwerte des Systemoperators die
Stabilität des Beispielsystems überprüft werden.
D.3 Anhang zur Steuerbarkeitsanalyse
Ergänzend zu den in Abschnitt 3.3 eingeführten Definitionen unterschiedlicher Ausprägungen der
Steuerbarkeit unendlich-dimensionaler Systeme, beinhaltet dieser Abschnitt Kriterien zum Nach-
weis der Steuerbarkeit einer Klasse unendlich-dimensionaler System sowie verschiedene in die-
sem Zusammenhang interessante Literaturverweise. Einen frühen umfangreichen Überblick über
die besagte Thematik bietet [Rus78]. Im gleichen Zeitraum wurden Kriterien zur Steuerbarkeit
unendlich-dimensionaler Systeme auf Basis der Steuerbarkeits-Gramsche in [Kob78] veröffent-
licht. Eine im allgemeinen als bedeutsam bewertete Bereicherungen erfuhr dieser Themenkomplex
durch die von Lions aus dem Jahre 1986 stammende Hilbert Uniqueness Method, die einen sys-
tematischen, sehr allgemeinen und zudem in gewisser Hinsicht konstruktiven Zugang zur exakten
Steuerbarkeit unendlich-dimensionalen Systemen bietet ([Lio88]). Aus den zahlreichen Veröffent-
lichungen die die Hilbert Uniqueness Method aufgreifen seien nur [Lag91], [Ben92] und mit beson-
derem Bezug auf das vorliegende Beispielsystem [Tuc96] genannt. Letztgenannte Arbeit beinhaltet
bezüglich eines mittels eines Piezoaktors geregelten ungedämpften Euler-Bernoulli-Balkens inter-
essante Zusammenhänge zwischen dem Raum der exakt steuerbaren Anfangswerte und der Position
des eingesetzten Piezoaktors.
Einschränkend orientiert sich im Folgenden die Auswahl der Kriterien zur Überprüfung verschie-
dener Ausprägungen der Steuerbarkeit unmittelbar an ihrer Eignung zur Behandlung des Beispiel-
systems. Demnach müssen zulässige Ansätze Systeme einschließen, die durch diagonalisierbare
Systemoperatoren dargestellt sind. Zudem sind unbeschränkte Eingangsoperator mit einem end-
lichen Definitionsbereich zu berücksichtigen. Für eine derartige Klasse von Systemen formuliert
[RW00] auf Basis der Eigenwerte des Systemoperators und dem Grad der Unbeschränktheit des
Eingangsoperators eine Anzahl notwendiger Bedingungen, denen im Fall von exakter Steuerbar-
keit zu genügen ist. Die Überprüfung der notwendigen Bedingungen eignen sich insbesondere,
um das Fehlen exakter Steuerbarkeit nachzuweisen. Eine Verallgemeinerung des Hautus-Tests
auf unendlich-dimensionale Systeme führt auf eine insbesondere für Systeme mit diagonalisierba-
rem Systemoperator einfache notwendige Bedingung bezüglich der exakten Steuerbarkeit [RW94].
Aufbauend auf dieser Vorarbeit wird in [JZ01b] beziehungsweise [JZ01a] die Äquivalenz der durch
den Hautus-Test überprüften Bedingung zur exakten Beobachtbarkeit von Systemen mit diagona-
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lisierbarem Systemoperator und eindimensionalem beziehungsweise endlich-dimensionalem Aus-
gangsraum gezeigt und somit auch der hinreichende Charakter der betreffenden Bedingung bewie-
sen. Aufgrund der Dualität der Konzepte der Steuer- und Beobachtbarkeit, sind die Kriterien aus
[JZ01b] und [JZ01a] auch in Bezug auf die Steuerbarkeit bedeutsam. Neben einigen zur exakten
Steuerbarkeit der in [JZ01b] und [JZ01a] zugelassenen Systeme äquivalenten Aussagen, enthält
[JP06] zusätzlich zur approximativen und Null-Steuerbarkeit äquivalente Eigenschaften.
Zusätzlich seien abschließend noch einige weitere Abhandlungen zur Steuer- und Beobachtbar-
keit mit besonderem Bezug zu Systemen genannt, die dem Beispielsystem ähnlich sind. Be-
trachtungen zur exakten Steuerbarkeit verschiedener Konfigurationen von schwingenden Saiten,
Euler-Bernoulli und Timoshenko-Balken finden sich beispielsweise in [Lag78], [LT89], [Shu+97],
[Shu05] oder [Shu07].
D.3.1 Definition der zulässigen Systeme
Mit dem Ziel die Konsistenz zwischen den nachfolgenden Betrachtungen hinsichtlich der Steuer-
barkeit unendlich-dimensionaler Systeme und den innerhalb dieser Arbeit verwendeten System-
klassen aufzuzeigen, wird in diesem Abschnitt kurz der den Definitionen und Kriterien zur Steuer-
barkeit zugrunde liegende mathematische Rahmen aufgeführt und in den bisherigen Kontext dieser
Arbeit eingeordnet. Insbesondere wird dabei herausgestellt, dass die hier zulässigen Systeme eine
Anwendung der in [RW00] beziehungsweise [JP06] erarbeiteten Kriterien erlauben.
Die an dieser Stelle zugelassenen Systeme sind eine Untermenge der Pritchard-Salamon-Systeme.
Als zusätzliche Voraussetzungen werden diagonalisierbare Systemoperatoren angenommen, deren
Eigenvektoren zu den Eigenwerten λi, i ∈ I+ die Bezeichnung {vi}i∈I+ tragen. Ferner seien die
betrachteten Systeme exponentiell stabil, es gilt also sup
i∈I+
Re (λi) < 0. Im Hinblick auf das Bei-
spielsystem wird bewusst eine Formulierung für Systeme mit exponentiell stabiler stark stetiger
Halbgruppe gewählt. Das Vorgehen für Fälle, in denen keine exponentielle Stabilität vorliegt, be-
ruht auf einer Verschiebung des Spektrums von A und wird in [RW00] (S. 218) geschildert.
Im Sinne der Pritchard-Salamon-Klasse zulässige Eingangsoperatoren erfüllen B ∈ L (U ,V), die
Definition von V wird dabei unter Verwendung der Interpolationsräume aus Abschnitt B.9.3 vorge-
nommen. Es gilt V = H−α, wobei die Norm aus Gleichung (B.123), induziert durch das Innenpro-
dukt aus (B.124), Verwendung findet. αwird durch den Grad der Unbeschränktheit vonB festgelegt
und als das kleinste α > 0 angenommen, für das B ∈ L (U ,H−α) und damit B ∈ L (U ,V) gilt. Un-
ter Annahme des Zustandsraums als Pivotraum garantiert eine derartige Wahl der Räume entspre-
chend der Ausführungen aus Abschnitt B.9.3 eine Raumskala der Form Hα −֒→
d
X −֒→
d
V = H−α.
Im Falle eines zulässigen Eingangsoperators gilt für den Steuerbarkeitsoperator eines Pritchard-
Salamon-Systems Bt1∈L (L2 ([ 0,t1 ],U) ,W). Wobei an dieser Stelle W −֒→d X angenommen wird.
Insbesondere bleibt festzuhalten, dass das Beispielsystem alle Annahme hinsichtlich der hier zuge-
lassenen Systeme erfüllt.
366 D Anhang zur Systemanalyse
In [RW00] wird B ∈ L (U ,X−α) mit einem α ≥ 0 vorausgesetzt, dabei ist X−α ein Interpola-
tionsraum entsprechend Abschnitt B.9.3. Zulässige Eingangsoperatoren zeichnen sich in [RW00]
dadurch aus, dass Bt1u ∈ X für ein t > 0 und alle u ∈ L2 ([ 0,∞ ),U) gilt. Damit lassen sich die an
dieser Stelle zugelassenen Systeme als Untermenge der in [RW00] betrachteten Systeme auffassen.
Unter der einschränkenden Annahme eines skalaren Eingangs U = C genügen die betrachteten
Systeme zudem den Annahmen aus [JP06].
D.3.2 Kriterien für die Steuerbarkeit unendlich-dimensionaler Systeme
Einführend werden Kriterien für die exakte Steuerbarkeit aufgeführt, daran schließen sich Bedin-
gungen für die approximative Steuerbarkeit an.
Exakte Steuerbarkeit
Der folgende Satz aus [JP06] (S. 325) formuliert ein notwendiges und hinreichendes Kriterium für
die exakte Steuerbarkeit der in [JP06] angenommenen Systeme. Die an dieser Stelle betrachteten
Systeme genügen für den Fall U = C ebenfalls den Anforderungen an die in [JP06] zugelassenen
Systeme.
Satz 70 (Kriterien für exakte Steuerbarkeit) Es sei B ein für die durch den Systemoperator A :
D (A) ⊂ X → X generierte stark stetige Halbgruppe TΦ zulässiger Eingangsoperator. Dann sind
die folgenden Aussagen gleichwertig:
ES1) Das Paar (A,B) ist exakt steuerbar;
ES2) inf
i,j∈I+,i 6=j
|λi−λj |
|Re(λj)|
> 0 und sup
i∈I+
|Re(λi)|
|b∗i |
2 <∞;
ES3) Für alle s ∈ C− und alle x ∈ Xα+1 existiert eine positive Konstante c, sodass
‖ (sI − A∗) x‖2 + |Re (s)|
∣∣〈x,B〉Xα×X−α∣∣2 ≥ c |Re (s)|2 ‖x‖2. (D.49)
✷
In Kriterium ES2) zur exakten Steuerbarkeit gemäß Satz 70 treten explizit die Entwicklungskoef-
fizienten des Eingangsoperators auf, ähnliches gilt aufgrund des dortigen Dualitätsproduktes auch
für ES3) des gleichen Satzes. Demnach müssen zur Anwendung von Satz 70 Kenntnisse über die
Entwicklungskoeffizienten des Eingangsoperators vorliegen.
Die folgende notwendige Bedingung für exakte Steuerbarkeit entstammt [RW00] (S. 219) und be-
sitzt für die in Abschnitt D.3.1 definierten Systeme Gültigkeit.
Satz 71 (Eine für exakte Steuerbarkeit notwendige Bedingung) Falls B ∈ L (U ,X−α) für einige
α ≥ 0 und das Paar (A,B) exakt steuerbar ist, dann{√
|Re (λi)|
|λi|
α
}
i∈I+
∈ l2. (D.50)
✷
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Ein Beweis zu Satz 71 wird in [RW00] (S. 220) gezeigt. Die Formulierung des notwendigen Kri-
teriums in Satz 71 beruht allein auf den Eigenwerten des Systemoperators und dem Grad der Un-
beschränktheit des Eingangsoperators α und kommt damit ohne eine explizite Berechnung der
Entwicklungskoeffizienten des Eingangsoperators aus.
Falls ein System den Anforderungen aus Abschnitt D.3.1 genügt und darüber hinaus durch eine
exponentiell stabile analytische Halbgruppe repräsentiert wird, findet sich in [RW00] (S. 219) unter
der Bezeichnung Korollar 1.7. eine einfache notwendige Bedingung für seine exakte Steuerbarkeit,
die ohne explizites Auftreten von α auskommt.
Satz 72 (Eine weitere für exakte Steuerbarkeit notwendige Bedingung) Es sei X ein Hilbertraum
und A : D (A) ⊂ X → X der infinitesimale Erzeuger einer analytischen Halbgruppe TΦ auf X .
Ferner seiB ein hinsichtlich TΦ zulässiger Eingangsoperator. Falls das Paar (A,B) exakt steuerbar
ist, dann gilt ∑
i∈I+
1
|λi|
ǫ <∞, ∀ǫ > 0. (D.51)
✷
Ein Beweis zu Satz 72 wird in [RW00] (S. 221) geführt. Im Gegensatz zu Satz 71 findet in Satz
72 weder die Unbeschränktheit des Eingangsoperators noch eine Gewichtung mit |Re (λi)| , i ∈ I+
Eingang. Allerdings impliziert die Annahme einer analytischen Halbgruppe in Satz 72 einen sekto-
riellen Operator als Systemoperator und damit die Beschränkung des Imaginärteils des Spektrums
des infinitesimalen Erzeugers in Abhängigkeit vom Realteil. Da in der voranstehenden Bedingung
ǫ beliebig klein gewählt werden darf, muss der Betrag der Eigenwerte |λi| ausreichend schnell
anwachsen, damit die Summierbarkeitsbedingung eingehalten werden kann. In [RW00] (S. 219)
findet sich dazu explizit die Aussage, dass den Autoren der besagten Abhandlung kein Differen-
tialoperator bekannt ist, der (D.51) genügt.
Grundsätzlich lässt sich der Literatur zur Steuerbarkeit unendlich-dimensionaler Systeme als stark
vereinfachter Merksatz entnehmen, dass sich ein hoher Grad an Unbeschränktheit eines Eingangs-
operators positiv hinsichtlich der Tendenz zur exakten Steuerbarkeit eines Systems auswirkt. Eine
Bestätigung für diesen Zusammenhang liefert Satz 71. Damit die in (D.50) auftretende Folge ein
Element von l2 ist, muss eine entsprechende Summierbarkeitsbedingung∑
i∈I+
|Re (λi)|
|λi|
2α <∞ (D.52)
erfüllt werden. Offensichtlich kann diese Bedingung für größere α leichter erfüllt werden. Dabei
ist zu bemerken, dass der Grad der Unbeschränktheit α eines Eingangsoperators B als kleinstes α
definiert ist, sodass B ∈ L (U ,H−α). α ist an dieser Stelle also nicht als Freiheitsgrad anzusehen.
Approximative Steuerbarkeit
Für die folgenden aus [JP06] (S. 325) Theorem 4.1. entnommenen Kriterien bezüglich der approxi-
mativen Steuerbarkeit werden System vorausgesetzt, die den eingangs definierten Einschränkungen
genügen und für die U = C gilt.
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Satz 73 (Kriterien für approximative Steuerbarkeit) Es sei X ein Hilbertraum. Der Systemopera-
torA : D (A) ⊂ X → X sei der infinitesimale Erzeuger einer stark stetigen Halbgruppe TΦ auf X .
Ferner sei B ein hinsichtlich TΦ zulässiger Eingangsoperator. Dann sind die folgenden Aussagen
gleichwertig:
AS1) Das Paar (A,B) ist approximativ steuerbar;
AS2) Für alle s ∈ C− und alle x ∈ Hα+1 mit x 6= 0 gilt
‖ (sI − A∗)x‖2 +
∣∣〈x,B〉Hα×H−α∣∣2 ≥ 0; (D.53)
AS3) Für alle s ∈ C− ist die Abbildung(
sI − A∗
〈(· ),B〉Hα×H−α
)
: Hα+1 → Hα × C (D.54)
injektiv;
AS4) Es gilt b∗i 6= 0 und λi 6= λj für i,j ∈ I+. ✷
Die aufgeführten äquivalenten Kriterien zur approximativen Steuerbarkeit beruhen analog zu den
in Satz 70 aufgeführten Kriterien für exakte Steuerbarkeit sowohl auf den Eigenwerten des System-
soperators als auch auf den Entwicklungskoeffizienten des Eingangsoperators. Das Kriterium AS3)
entspricht einer Verallgemeinerung des aus dem Endlich-dimensionalen bekannten Steuerbarkeits-
kriteriums nach Hautus [Fö13] auf den unendlich-dimensionalen Fall. Die letztgenannte der zur
approximativen Steuerbarkeit gleichwertigen Bedingungen sagt aus, dass ein System aus der be-
trachteten Klasse stets approximativ steuerbar ist, wenn es keine mehrfachen Eigenwerte aufweist
und alle Entwicklungskoeffizienten des Eingangsoperators von Null verschieden sind. Falls alle
Entwicklungskoeffizienten eines unendlich-dimensionalen Systems aus der beschriebenen System-
klasse von Null verschieden sind, korrespondiert dies mit der Möglichkeit jede Mode eines derarti-
ge Systems zu beeinflussen. Diese Eigenschaft wird im Unendlich-dimensionalen auch als modale
Steuerbarkeit bezeichnet. Bedingungen unter denen approximative und modale Steuerbarkeit für
unendlich-dimensionale Systeme gleichwertig sind, finden sich in [CZ95] (S. 165). Falls eine zeit-
abhängige Formulierung der approximativen Steuerbarkeit vernachlässigt wird, stimmen die beiden
Steuerbarkeitsbegriffe insbesondere für Riesz-Spektralsysteme überein. Für derartige Systeme fin-
den sich zudem von den Eigenwerten unabhängige Kriterien für die approximative Steuer- und
Beobachtbarkeit in [CZ95] (S. 164).
E Anhang zu Steuerungs- und
Regelungskonzepte
Dieser Abschnitt lässt sich als inhaltliche Ergänzung des Kapitels 4 auffassen. Einleitend erfolgt
die Einführung grundlegender Begriffe aus dem Bereich der robusten Regelung. Daran schließen
sich die Definitionen und Betrachtungen zur Korrektgestelltheit von Regelkreisen mit einem und
mit zwei Freiheitsgraden an. Im Anschluss an die Einführung einer recht abstrakten Form des Sat-
zes der kleinen Verstärkungen folgen zudem Aussagen zur Analyse der Stabilität und Performance
geschlossener Regelkreise sowohl im nominellen Fall als auch unter Berücksichtigung von Unsi-
cherheiten.
E.1 Definition verschiedener grundlegender Begriffe
Der vorliegende Abschnitt dient der Einführung verschiedener Begrifflichkeiten, die im Umgang
mit geschlossenen Regelkreisen eine fundamentale Rolle spielen.
E.1.1 „Linear Fractional Transformation“
Die matrixwertige Verallgemeinerung der als Möbiustransformation oder „Linear Fractional Trans-
formation“ (LFT) bekannten Abbildung lässt sich zur Darstellung unterschiedlichster aus rege-
lungstechnischer Sicht relevanter Strukturen instrumentalisieren. Im Kontext des Reglerentwurfs
mittels der H∞ oder µ-Methodik dient eine LFT und die daraus resultierende „Linear Fractio-
nal Representation“ (LFR) der Formulierung des Standard-Entwurfsproblems ([Cur91] (S. 253)).
Darüber hinaus lässt sich mittels einer LFT aus einem nominellen System als Koeffizientenmatrix
sowie einer strukturierten Unsicherheitsmatrix, eine Struktur generieren, die der µ-Synthese oder
im Falle eines bereits geregelten Systems der µ-Analyse als Ausgangspunkt dient.
Im Rahmen dieser Arbeit wird die übliche Unterscheidung zwischen einer unteren LFT und einer
oberen LFT getroffen. Die grundlegende Einführung der zugehörigen Abbildungen folgt [ZDG95]
(S. 240).
Definition 104 (Möbiustransformation (LFT)) Es seien Matrizen
M =
(
M11 M12
M21 M22
)
∈ C(q1+q2)×(p1+p2) (E.1)
und ∆l ∈ Cp2×q2,∆u ∈ Cp1×q1 . Falls (I −M22∆l)−1 existiert, wird die Abbildung
Fl (M, · ) : C
p2×q2 → Cq1×p1
∆l 7→ Fl (M,∆l)
(E.2)
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mit Fl (M,∆l) = M11 + M12∆l(I −M22∆l)−1M21 als untere LFT der Koeffizientenmatrix M
hinsichtlich ∆l bezeichnet. Unter der Voraussetzung der Existenz von (I −M11∆u)−1 heißt die
Abbildung
Fu (M, · ) : C
p1×q1 → Cq2×p2
∆u 7→ Fu (M,∆u)
(E.3)
mit Fu (M,∆u) = M22 + M21∆l(I −M11∆u)−1M12 obere LFT der Koeffizientenmatrix M hin-
sichtlich ∆u. ✷
Die durch Definition 104 eingeführte LFT bildet einen Spezialfall des „Redheffer Star Products“.
Durch eine Interpretation der in Definition 104 auftretenden komplexwertigen Matrizen als Über-
tragungsmatrizen zu einem festen s ∈ C, erhalten die untere und obere LFT einen unmittelbaren
Bezug zur Verkopplung dynamischer Systeme. Die Verwendung der LFT im Kontext der H∞-
optimalen Regelung von Pritchard-Salamon-Systemen findet sich beispielsweise in [Keu93] (S. 2).
Unter der Annahme von(
zl
yl
)
= M
(
wl
ul
)
und
(
zu
yu
)
= M
(
wu
uu
)
, (E.4)
einer Übertragungsfunktion M mit einer Partitionierung gemäß (E.1) sowie Rückführungen
ul = ∆lyl und uu = ∆uyu (E.5)
folgen die Zusammenhänge zl = Fl (M,∆l)wl und zu = Fl (M,∆u)wu. Eine Darstellung der
LFT mittels Blockschaltbildern findet sich in Abb. E.1. Verschiedene Verkopplungen auf Basis
der LFT dienen im Verlaufe dieser Arbeit als Grundlage der Reglersynthese und der Robustheits-
analyse, ferner wird die LFT als Hilfsmittel zur Überführung unstrukturierter und parametrischer
Modellunsicherheiten in eine strukturierte Formulierung verwendet. Zahlreiche hilfreiche Betrach-
tungen hinsichtlich des Umgangs mit LFTs und der Verkopplung verschiedener LFTs finden sich
in [ZDG95] (S. 242ff).
E.1.2 Der strukturierte Singulärwert
Menge der strukturierten Unsicherheiten
Die strukturierten Unsicherheiten bilden innerhalb dieser Arbeit die Grundlage der Untersuchungen
strukturierter robuster Stabilität und Performance mittels der µ-Analyse.
Die Elemente einer Menge strukturierter Unsicherheiten werden als Blockdiagonal-Matrizen
M∆ ⊂ C
n∆×m∆ mit n∆,m∆ <∞
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wl
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(a) Fl (M,∆l)
M
∆u
zu
yu
wu
uu
(b) Fu (M,∆l)
Abbildung E.1: Untere LFT Fl (M,∆l) und obere LFT Fu (M,∆u) von M hinsichtlich ∆l bezie-
hungsweise hinsichtlich ∆u.
angenommen. Für jedes Element ∆ einer speziellen Menge strukturierter UnsicherheitenM∆ wird
eine bekannte und identische Besetzungsstruktur vorausgesetzt. Im Gegensatz zur Struktur der Ma-
trizen aus einer speziellen Menge M∆ ist der genaue Wert der einzelnen Einträge eines ∆ ∈ M∆
unbekannt und somit unsicher. Die Festlegung einer zulässigen Struktur zur Definition einer Men-
ge strukturierter Unsicherheiten erfolgt problemspezifisch. Die folgende Definition der Menge der
strukturierten Unsicherheiten bezieht sich ausschließlich auf komplexe Unsicherheiten. Eine wei-
terführende Definition hinsichtlich gemischter Probleme in denen reelle skalare und komplexe ska-
lare Unsicherheiten zugunsten weniger konservativer Unsicherheitsformulierungen unterschieden
werden findet sich beispielsweise in [ZD98] (S. 381). Als elementare Bausteine der in einer Menge
M∆ enthaltenen Blockdiagonal-Matrizen werden zum einen sich wiederholende komplexe Skala-
re δi ∈ C der Anzahl nS mit einer jeweiligen Häufigkeit von ri, i = 1, . . . ,nS angenommen und
zum anderen werden vollbesetzte Matrizen ∆j ∈ Cnj×mj , j = 1, . . . ,nF berücksichtigt. Unter den
Nebenbedingungen
nS∑
i=1
si +
nF∑
j=1
nj = n∆ und
nS∑
i=1
si +
nF∑
j=1
mj = m∆ (E.6)
gilt in einer nicht zwingend erforderlichen aber in der Literatur gebräuchlichen Anordnung
M∆ =
{
diag
(
δ1Is1, . . . δnSIsnS ,∆1, . . . ,∆nF
)
|δi ∈ C,∆j ∈ C
nj×mj
} (E.7)
für i = 1, . . . ,nS und j = 1, . . . ,nF . Die Definition der Menge der strukturierten Unsicherheiten
erlaubt die Formulierung zweier wichtiger Spezialfälle, die im Hinblick auf den durch Definition
105 gegebenen strukturierten Singulärwert der Definition von Grenzfällen dienen.
SU1) Menge der maximal strukturierten Unsicherheiten: Mittels der Annahmen nF = 0 und
nS = 1,s1 = n∆ = m∆ lässt sich der Fall eines einzelnen mit einer Häufigkeit von s1
auftretenden, unsicheren Skalars konstruieren. Es gilt
M∆ = {δIn∆ | δ ∈ C} . (E.8)
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Der einzige Freiheitsgrad einer derartig strukturierten Unsicherheit liegt in der Variation des
auftretenden Skalars, sie besitzt damit maximale Struktur.
SU2) Menge der unstrukturierten Unsicherheiten: Die Annahmen nS = 0 und nF = 1, n1 = n∆,
m1 = m∆ führen auf komplett besetzte Matrizen ∆1 ∈ Cn∆×m∆ und damit eine Menge
unstrukturierter Unsicherheiten der Form
M∆ =
{
∆ |∆ ∈ Cn∆×m∆
} (E.9)
und damit also auf M∆ = Cn∆×m∆ .
Im Hinblick auf die Betrachtung und Formulierung normbeschränkter Unsicherheiten wird als Un-
termenge von M∆ die Menge der strukturierten Unsicherheiten mit beschränkter Norm ([ZDG95]
(S. 269)) durch
BM∆ = {∆ ∈M∆|σ (∆) ≤ 1} (E.10)
eingeführt. Die Menge der strukturierten Unsicherheiten lässt sich durch die Annahme von nj =
mj , j = 1, . . . ,nF auf einen Sonderfall einschränken. In diesem Sonderfall sind lediglich qua-
dratische vollbesetzte Unsicherheitsblöcke ∆j ∈ Cmj×mj , j = 1, . . . ,nF zugelassen. Unter dieser
Annahme sind alle Elemente der resultierenden Menge M∆ ebenfalls quadratisch.
Im Folgenden sei vereinfachend ∆j ∈ Cmj×mj , j = 1, . . . ,nF angenommen. Zu diesem Sonderfall
von M∆ wird die Untermenge der unitären strukturierten Unsicherheiten von M∆ durch
M∆,U = {U∆ ∈M∆|U∆U∆
∗ = I} (E.11)
definiert ([ZDG95] (S. 270)). Gemäß [ZDG95] (S. 270) gilt als Konsequenz dieser Definition
U∆
∗ ∈ M∆. Darüber hinaus ist M∆ invariant gegenüber der Links- und Rechtsmultiplikation
mit Elementen aus M∆,U , sodass U∆∆ ∈ M∆ beziehungsweise ∆U∆ ∈ M∆ für alle ∆ ∈ M∆
und für alle U∆ ∈ M∆,U . Die Multiplikation mit einem Element aus M∆,U ändert den größten
Singulärwert eines Elementes aus M∆ nicht, es gilt
σ (U∆∆) = σ (∆U∆) = σ (∆) (E.12)
für alle ∆ ∈ M∆ und für alle U∆ ∈ M∆,U . Zudem wird passend zu einer Menge strukturierter
Unsicherheiten M∆ mit ∆j ∈ Cmj×mj , j = 1, . . . ,nF die Menge
M∆,D =
{
diag
(
∆1, . . . ,∆nS , δ1Im1 , . . . , δnF−1ImnF−1, ImnF
|∆i ∈ C
si×si,∆i = ∆i
∗ > 0, δj ∈ R,δj > 0
)} (E.13)
definiert, sodass D∆ = ∆D für alle ∆ ∈ M∆ und für alle D ∈ M∆,D gilt. Unter der An-
nahme quadratischer strukturierter Unsicherheiten besteht M∆,D aus der Menge der Matrizen, die
jeweils mit allen Elementen aus M∆ hinsichtlich der Multiplikation kommutieren. Aus dieser An-
forderung resultiert die strukturelle Festlegung der Elemente aus D ∈ M∆,D in Gleichung (E.13).
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Die Struktur der D ∈ M∆,D ist so festgelegt, dass bei einer Multiplikation mit einem ∆ ∈ M∆
stets die Skalarblöcke δi, i = 1, . . . ,nS von ∆ mit den vollbesetzten hermiteschen Blöcken des
D ∈M∆,D multipliziert werden. Gleichzeitig werden die vollbesetzten komplexen Blockmatrizen
∆j, j = 1, . . . ,nF mit auf entsprechende Dimension erweiterten reellen und positiven Skalaren aus
D ∈ M∆,D multipliziert. Eine Begründung für die Verwendung hermitescher Matrizen innerhalb
von M∆,D findet sich in [ZDG95] (S. 271).
Multiplikative Verknüpfungen einer Matrix M mit U∆ ∈ M∆,U beziehungsweise D ∈ M∆,D
belassen den strukturierten Singulärwert von M invariant ([ZDG95] (S. 270)), es gilt
µM∆ (MU∆) = µM∆ (U∆M) = µM∆ (M) = µM∆
(
DMD−1
) (E.14)
für alle D ∈M∆,D und für alle U∆ ∈M∆,U . In der Tat beeinflussen die U∆ ∈M∆,U bei multipli-
kativer Verknüpfung mit M lediglich die untere Schranke von µM∆ (M), während die D ∈M∆,D
bei einer derartigen Operation lediglich die obere Schranke variieren. Da es sich bei der unteren
Schranke des strukturierten Singulärwertes stets um eine Gleichung handelt, gilt laut [ZDG95] (S.
271)
max
U∆∈M∆,U
rσ (U∆M) = µM∆ (M) ≤ inf
D∈M∆,D
σ
(
DMD−1
)
. (E.15)
Menge stabiler strukturierter unsicherer Übertragungsfunktionen
Die folgenden Ausführungen dienen der Einführung frequenzabhängiger strukturierter Unsicher-
heiten in Form strukturierter unsicherer Übertragungsfunktionen und sind an die Definition in
[ZDG95] (S. 277) angelehnt. Die Menge der endlich-dimensionalen, kausalen, stabilen und struk-
turierten unsicheren Übertragungsfunktionen, deren Elemente zu jedem s ∈ C+ ein Element von
M∆ sind, ist durch
M∆s =
{
∆(·) ∈ RH∞ |∆(s) ∈ M∆ ∀ s ∈ C+
} (E.16)
definiert.
In Anlehnung an die Mengen strukturierter unsicherer Übertragungsfunktionen M∆s erfolgt ei-
ne Verallgemeinerung der D-Skalierungen auf den frequenzabhängigen Fall. Entsprechend der
Ausführungen aus [Apk11] werden die {Dω}ω∈R punktweise für alle ω ∈ R definiert, sodass
Dω ∈ M∆,D, ∀ω ∈ R. Eine Folge {Dω}ω∈R besteht damit zu jeder Frequenz ω ∈ R aus ei-
nem beliebigen Dω ∈M∆,D, dabei besteht keine Abhängigkeit zwischen den zu unterschiedlichen
Frequenzen in der Folge enthaltenen D(·). Aufgrund der strukturellen Annahmen hinsichtlich der
Elemente von M∆s und M∆,D gilt
Dω∆(iω) = diag
{
∆˜1δ1 (iω) ISn1 , . . . , ∆˜nSδnS (iω) ISn1 ,
δ˜1Im1∆1 (iω) , . . . , δ˜nF−1ImnF−1∆nF−1 (iω) , ImnF∆nF (iω)
}
= ∆(iω)Dω, ∀Dω, ∀∆(iω) .
(E.17)
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Für eine beliebige aber feste Folge {Dω}ω∈R sowie für alle ∆(s) ∈ M∆s gilt ebenfalls aufgrund
der strukturellen Annahmen die Kommutativität hinsichtlich der Multiplikation.
Darüber hinaus wird entsprechend [ZDG95] (S. 288) die Menge
M∆,H∞ =
{
D ∈ H∞|D
−1 ∈ H∞, D (s)∆ (s) = ∆ (s)D (s)
} (E.18)
eingeführt. Die Elemente von M∆,H∞ ergeben sich als solche Elemente aus H∞, die hinsichtlich
der Multiplikation mit allen D (s) ∈ M∆s Kommutativität gewährleisten und zudem eine Inverse
inH∞ besitzen. Anders als im Fall vonM∆,D werden keine weiteren Forderungen an die Elemente
von M∆,H∞ gestellt, demnach ist nicht zu erwarten, dass ein D (s) ∈ M∆,H∞ für ein festes s ein
Element von M∆,D ist ([ZDG95] (S. 288)).
Die Einschränkung auf rationale Funktionen führt ausgehend von M∆,H∞ auf die Definition von
M∆,RH∞ =
{
D ∈ RH∞|D
−1 ∈ RH∞, D (s)∆ (s) = ∆ (s)D (s)
}
. (E.19)
Definition des strukturierten Singulärwerts konstanter Matrizen
Der strukturierte Singulärwert µM∆ kann als ein Maß aufgefasst werden, dass die minimale Größe
einer strukturierten Störung ∆ beziffert, sodass det (I −M∆) = 0 gilt. Demnach ist der struktu-
rierte Singulärwert unter Annahme einer beliebigen aber festen Struktur der Störung als eine Ei-
genschaft von M interpretierbar und kann als eine Generalisierung des Spektralradius auf weniger
strukturierter Störungen angesehen werden. Die Bezeichnung von µM∆ als strukturierter Singulär-
wert lässt sich wohl primär der Tatsache zuschreiben, dass im Falle unstrukturierter Unsicherheiten
der strukturierte Singulärwert dem größten Singulärwert einer betrachteten Matrix M gleicht.
Definition 105 (Strukturierter Singulärwert) Es sei M ∈ Cm×n und ∆ ∈ M∆ ⊂ Cn∆×m∆ ,
zudem sei n∆ = n und m∆ = m. Dann heißt
µM∆ (M) =
1
min {σ (∆) |∆ ∈M∆, det (I −M∆) = 0}
(E.20)
strukturierter Singulärwert vonM hinsichtlich einer Menge strukturierter UnsicherheitenM∆. Fer-
ner gilt µM∆ (M) = 0, falls det (I −M∆) 6= 0 ∀∆ ∈M∆. ✷
Der strukturierte Singulärwert von M bezüglich einer Menge strukturierter Unsicherheiten M∆
ist der Kehrwert des kleinsten größten Singulärwertes eines Elements aus ∆ ∈ M∆ für das
det (I −M∆) = 0 gilt. Die Bestimmung des strukturierten Singulärwerts kann damit formal als
Suche nach allen Unsicherheitsmatrizen aus einer Menge strukturierter Unsicherheiten M∆ ange-
sehen werden, für die I − M∆ singulär wird. Aus dieser Teilmenge von M∆ für die
det (I −M∆) = 0 gilt, ergibt sich der strukturierte Singulärwert basierend auf dem Element dieser
Teilmenge mit dem kleinsten größten Singulärwert.
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Dieser Zusammenhang wird unmittelbar durch die Verwendung einer gleichwertigen alternativen
Definition des strukturierten Singulärwerts aus [ZDG95] (S. 269) deutlich. Es gilt
µM∆ (M) = max
∆∈BM∆
rσ (M∆) . (E.21)
Der vorangehenden Gleichung folgend, entspricht der strukturierte Singulärwert dem maximalen
Spektralradius der sich fürM∆ aus der Betrachtung aller normbeschränkten Unsicherheitsmatrizen
∆ ∈ BM∆ ergibt. Falls dieser maximale Spektralradius unter Eins liegt, kann I−M∆ nicht singulär
werden.
Einige Eigenschaften des strukturierten Singulärwerts
Definition 105 folgend ist µM∆ (M) für m,n <∞ als Abbildung
µM∆ : C
m×n → R
M 7→ µM∆ (M)
(E.22)
mit einem positiven Wertebereich zu verstehen, die mit
µM∆ (αM) = |α|µM∆ (M) , ∀α ∈ C (E.23)
absolut homogen ist. Im Allgemeinen gilt allerdings nicht
µM∆ (M1 +M2)  µM∆ (M1) + µM∆ (M2) . (E.24)
Obwohl µM∆ durch Nichteinhaltung der Dreiecksungleichung nicht den Anforderungen an eine
Norm genügt, ist in der Literatur eine Interpretation von µM∆ (M) als Maß für die Größe von M
zu finden ([ZDG95] (S. 269)).
Unter der Annahme der beiden in (E.8) und (E.9) definierten Grenzfälle hinsichtlich M∆, näm-
lich der Menge der maximal strukturierten Unsicherheiten und der Menge der unstrukturierten
Unsicherheiten, gleicht µM∆ (M) bekannten charakteristischen Kenngrößen einer Matrix M . Da
M∆ = {δIn∆ | δ ∈ C} unter der Annahme einer quadratischen Matrix definiert wird, werden für
die folgenden Aussagen quadratische Unsicherheitsmatrizen n∆ = m∆ vorausgesetzt.
GSSV1) Unter Annahme der Menge der maximal strukturierten Unsicherheiten entsprechend
SU1) von Seite 371 gleicht der strukturierte Singulärwert einer MatrixM dem Spektralradius
dieser Matrix
µM∆ (M) =rσ (M) . (E.25)
GSSV2) Unter der Annahme der Menge der unstrukturierten Unsicherheiten entsprechend SU2)
von Seite 371 gleicht der strukturierte Singulärwert einer Matrix M dem größten Singulär-
wert dieser Matrix
µM∆ (M) =σ (M) . (E.26)
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Die Beweise der Gültigkeit der voranstehend genannten Grenzfälle des strukturierten Singulärwerts
einer MatrixM finden sich in [ZDG95]. Da jede denkbare Menge von Unsicherheiten zwischen den
in (E.8) und (E.9) definierten Mengen liegt {δIn∆ | δ ∈ C} ⊂ M∆ ⊂ Cn∆×m∆ , ist für µM∆ (M)
ein Wert im Intervall definiert durch (E.25) und (E.26) zu erwarten. Tatsächlich gilt
rσ (M) ≤ µM∆ (M) ≤ σ (M) . (E.27)
Bemerkungen zur Berechnung des strukturierten Singulärwerts
Die Vorteile einer strukturierten Unsicherheitsbeschreibung kommen nur dann ausreichend zum
Tragen, wenn die Bestimmung des strukturierten Singulärwerts mit einer ausreichenden Genauig-
keit und vertretbarem Aufwand möglich ist. Aus [Bra+94] ist bekannt, dass die exakte Bestimmung
von µM∆ hinsichtlich ihrer Komplexität im Allgemeinen in der Klasse NP-Schwierig („NP-Hard“)
liegt. Häufig wird daher anstelle einer exakten Berechnung von µM∆ eine Einschachtelung von
µM∆ verwendet. Eine Einschachtelung auf Basis von (E.27) erweist sich für diesen Zweck im All-
gemeinen als ungeeignet, da der Abstand zwischen der oberen und der unteren Schranke in (E.27)
beliebig groß sein kann ([ZDG95] (S. 269)). Unter Zuhilfenahme von Transformationen die nur
jeweils eine der Grenzen der Einschachtelung beeinflussen, nicht aber den strukturierten Singulär-
wert selbst, gelingt eine engere Einschachtelung von µM∆ (M) als durch (E.27).
Die untere Schranke von µM∆ (M) lässt sich tatsächlich durch eine Gleichungsbedingung angeben.
Ohne weitere Details gilt laut [ZDG95] (S. 271) die Gleichung
max
U∆∈M∆,U
rσ (U∆M) = µM∆ (M) , (E.28)
wobeiM∆,U = {U∆ ∈M∆|U∆U∆∗ = I} die Untermenge der unitären Unsicherheitsmatrizen aus
M∆ bezeichnet. Falls max
U∆∈M∆,U
rσ (U∆M) leichter zu berechnen wäre, als µM∆ (M) selbst, wä-
re das ursprüngliche Problem an dieser Stelle gelöst. Da rσ (U∆M) allerdings eine nicht-konvexe
Funktion ist und somit im Allgemeinen lokale Maxima aufweist, kann das Auffinden eines glo-
balen Maximums und damit des Auffinden von µM∆ (M) nicht ohne Weiteres garantiert werden.
Nennungen von Algorithmen zur Berechnung von max
U∆∈M∆,U
rσ (U∆M) finden sich beispielsweise
in [YD90] oder [ZDG95] (S. 271).
Die obere Schranke des strukturierten Singulärwerts lässt sich dagegen in Form eines konvexen
Optimierungsproblems formulieren. Allerdings handelt es sich in diesem Fall im Allgemeinen
nicht um eine Gleichungsbedingungen, sondern lediglich um eine obere Schranke ([Meg93] oder
[Jai+06]). Detailliertere Betrachtungen und spezielle Mengen von Unsicherheiten, für die auch die
obere Schranke von µM∆ (M) eine Gleichungsbedingung darstellt, finden sich beispielsweise in
[ZDG95] (S. 271).
Verallgemeinerung des strukturierten Singulärwerts auf Übertragungsfunktionen
Die Definition von µM∆ (M) gemäß Definition 105 bezieht sich auf eine komplexwertige Matrix
M ∈ Cm×n. Eine Übertragungsfunktion G ∈ RH∞ eines Systems mit n Eingängen und m Aus-
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gängen lässt sich als Abbildung G : C+ → Cm×n, s 7→ G (s) auffassen. Eine Verallgemeinerung
des strukturierten Singulärwerts auf Übertragungsfunktionen ist damit durch die Interpretation ei-
ner Übertragungsfunktion als komplexwertige Matrix zu jedem s ∈ C+ und somit durch eine
punktweise Betrachtung von G (s) für verschiedene s ∈ C+ möglich. Für s = iω, ω ∈ R≥0 über-
trägt sich die Vorgehensweise auf den Frequenzgang eines dynamischen Systems.
Lemma 11.1 aus [ZDG95] (S. 267) verdeutlicht einen Zusammenhang zwischen dem Supremum
des strukturierten Singulärwertes einer stabilen Übertragungsfunktion und des zugehörigen Fre-
quenzgangs, es gilt
sup
s∈C+
µM∆M (s) = sup
s∈C+
µM∆M (s) = sup
ω∈R≥0
µM∆M (iω). (E.29)
Ein Beweis dazu findet sich ebenfalls in [ZDG95] (S. 267). Die voranstehende Beziehung bildet
die Menge der zu jeder diskreten Frequenz ω ∈ R≥0 gebildeten strukturierten Singulärwerte auf
eine einzelne positive Zahl ab. In Anlehnung an die durch ‖M (iω)‖∞ = sup
ω∈R≥0
σ (M (iω)) defi-
nierteH∞-Norm im Falle unstrukturierter Unsicherheiten bildet sup
ω∈R≥0
µM∆M (iω) ein Maß für die
Robustheitsreserve im Fall strukturierter Unsicherheiten.
Die alternative Definition des strukturierten Singulärwerts gemäß (E.21) verdeutlicht die Bedeu-
tung des auf Übertragungsfunktionen verallgemeinerten strukturierten Singulärwerts hinsichtlich
auf dem Nyquistkriterium beziehungsweise eines Small-Gain Arguments beruhender Stabilitätsbe-
trachtungen zusätzlich. Weitere Einblicke in die Rolle des strukturierten Singulärwerts im Kontext
der robusten Regelung finden sich beispielsweise in [PD93].
E.1.3 Gap-Metrik
Die Einführung der Gap-Metrik ist der Beurteilung der Eignung eines Approximationsansatzes zur
Gewinnung einer endlich-dimensionalen Approximation eines unendlich-dimensionalen Systems
zum Zwecke des Reglerentwurfs geschuldet. Die folgenden Ausführungen bilden die mathemati-
sche Basis für die Aussagen zur Gap-Metrik als Abstandsmaß in Abschnitt 4.2.1.
Zunächst erfolgt eine allgemeine Einführung der Gap-Metrik, anschließend wird die Anwendung
der Gap-Metrik zur Bestimmung des Abstands zwischen Übertragungsfunktionen erläutert. Ab-
schließende Betrachtungen auf Basis von Satz 11 betonen die Relevanz der Gap-Metrik im Zusam-
menhang mit dem Entwurf von Reglern für unendlich-dimensionale Systeme auf Basis endlich-
dimensionaler Approximationen der Systeme.
Konvergenz abgeschlossener Operatoren
Die folgende Einführung der Gap-Metrik ist an die operatortheoretisch motivierten Ausführungen
in [Kat95] (S. 197) angelehnt. An der genannten Stelle wird mit dem Ziel, die Größe von Störungen
abgeschlossener Operatoren zu charakterisieren, die Verallgemeinerung eines Konvergenzbegriffs
378 E Anhang zu Steuerungs- und Regelungskonzepte
von beschränkten auf abgeschlossene Operatoren eingeführt. Dazu wird der mit C (X,Y ) bezeich-
nete Raum der abgeschlossenen Operatoren, die von X nach Y abbilden, eingeführt und mit einer
Metrik ausgestattet. Für jeden abgeschlossenen Operator T ∈ C (X,Y ) bildet der zugehörige Graph
Gr (T ) = {(x,Tx) | x ∈ D(T )}
einen abgeschlossenen Unterraum des Produktraums X ×Y , es gilt Gr (T ) ⊂ X ×Y . Als Maß für
den Abstand zwischen zwei Operatoren T1,T2 ∈ C (X,Y ) wird daher der mit „Gap“ oder „Aper-
ture“ bezeichnete Abstand zwischen den beiden durch ihre Graphen Gr (T1) und Gr (T2) beschrie-
benen abgeschlossenen linearen Mannigfaltigkeiten von X × Y eingeführt. Aus mathematischer
Sicht wird das ursprüngliche Problem damit auf die Bestimmung des Abstands zweier abgeschlos-
sener linearer Mannigfaltigkeiten eines Banachraums zurückgeführt. Es sei Z ein Banachraum und
M1,M2 abgeschlossene lineare Mannigfaltigkeiten von Z, dann definiert das gerichtete Gap
~δ (M1,M2) = sup
x∈BM1
d(x,M2) (E.30)
eine obere Schranke für den Abstand der Einheitssphäre aus M1 zum Unterraum M2. Daraus
folgt eine alternative Definition für ~δ (M1,M2) durch die kleinste positive Konstante ~δ für die
d(x,M2) ≤ ~δ‖x‖, ∀x ∈ M1 ([Kat95]). Das eigentliche Gap zwischen den Mannigfaltigkeiten
M1,M2 ist definiert als
δ (M1,M2) = δ (M2,M1) = max
(
~δ (M1,M2) ,~δ (M2,M1)
)
. (E.31)
Für ~δ (M1,M2) beziehungsweise δ (M1,M2) gelten darüber hinaus laut [Kat95] (S. 197) die folgen-
den Zusammenhänge:
G1) ~δ (M1,M2) = 0 genau dann, wenn M1 ⊂M2;
G2) δ (M1,M2) = 0 genau dann, wenn M1 = M2;
G3) 0 ≤ ~δ (M1,M2) ≤ 1 und 0 ≤ δ (M1,M2) ≤ 1.
Falls Z ein Hilbertraum ist und P1,P2 orthogonale Projektionen auf M1 bzw. auf M2, lässt sich das
Gap auf Basis von
δ (M1,M2) = ‖P1 − P2‖ (E.32)
definieren. In diesem Fall erfüllt δ laut [Kat95] (S. 198) alle Eigenschaften einer Metrik. Mittels
U (M1,ǫ) = {M |δ (M1,M) < ǫ} wird zu einer Mannigfaltigkeit M1 eine Mannigfaltigkeit einge-
führt, die von M1 einen Abstand kleiner als ǫ aufweist. Durch Variation von ǫ lassen sich verschie-
dene Umgebungen zu M1 definieren. Eine Topologie auf Basis derartiger Umgebungen wird als
Gap-Topologie bezeichnet.
Die Anwendung des Gaps auf die Graphen von T1,T2 ∈ C (X,Y ) liefert die eingangs gesuchte For-
mulierung für die Entfernung zwischen abgeschlossenen Operatoren. Ausgehend von ~δ (T1,T2) =
~δ (Gr (T1),Gr (T2)) gilt
δ (T1,T2) = δ (Gr (T1),Gr (T2)) = max
(
~δ (Gr (T1),Gr (T2)) ,~δ (Gr (T2),Gr (T1))
)
. (E.33)
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Unter Annahme eines Hilbertraums X × Y lässt sich für abgeschlossene Operatoren ein verall-
gemeinerter Konvergenzbegriff auf Basis des Gaps als Abstandsmaß definieren. Eine Folge abge-
schlossener Operatoren {Ti}i∈I+ konvergiert gegen einen abgeschlossenen Operator T , falls
δ (Ti,T )→ 0 für i→∞. (E.34)
Da die Konvergenz im Sinne des Gaps für den Spezialfall beschränkter Operatoren mit der Konver-
genz im Sinne der Operatornorm übereinstimmt, kann die verallgemeinerte Konvergenz als Erwei-
terung der Norm-Konvergenz auf abgeschlossene Operatoren interpretiert werden ([Mor94c] (S.
12)).
Das Gap zwischen Übertragungsfunktionen
Im Folgenden gilt es, die Definition des Gaps hinsichtlich der Übertragungsfunktionen von Sys-
temen aus der Pritchard-Salamon-Klasse zu formulieren. Die Definitionen der Übertragungsfunk-
tion dieser Systemklasse findet sich in Abschnitt 2.3.2. Im Folgenden gilt U = Cp und Y = Cq.
Die zu betrachtenden Ein-/Ausgangsabbildungen werden in der Regel als Abbildungen zwischen
U = L2 ([0,∞) ,U) und Y = L2 ([0,∞) ,Y) oder jeweils zumindest lokal quadratisch integrierba-
ren Funktionen angenommen. Den Ausführungen aus Abschnitt B.10.1 folgend, werden die Sys-
teme damit als Abbildungen zwischen Räumen energiebeschränkter, kausaler Signale interpretiert.
Ebenfalls basierend auf Aussagen aus Abschnitt B.10.1 und insbesondere Satz 59 können die Be-
trachtungen des Ein-/Ausgangsverhaltens äquivalent im Zeit- oder Frequenzbereich erfolgen, im
letzteren Fall gilt dann U = H2 (U) und Y = H2 (Y).
Das Übertragungsverhalten eines Systems wird durch einen gegebenenfalls unbeschränkten Ope-
rator G : D(G) ⊂ U → Y, u 7→ y = Gu definiert, dessen Graph durch
Gr (G) =
(
IU
G
)
D(G) ⊂ V = U× Y (E.35)
gegeben ist ([FGS93]). Bei dem Graphen Gr (G) handelt es sich um einen Unterraum des Hilbert-
raums V. Dieser Unterraum ist abgeschlossen, falls G stabilisierbar ist ([FGS93] (S. 1520),[Can99]
(S. 4506)). Daraus folgt unmittelbar, dass eine ÜbertragungsfunktionG ein abgeschlossener Opera-
tor ist, falls sie stabilisierbar ist. Eine weitere schöne Darstellung des Graphen einer Übertragungs-
funktion G auf Basis einer zugehörigen koprimen Faktorisierung findet sich in [Geo88].
Die Berechnung des Gaps zwischen zwei abgeschlossenen Unterräumen Gr (G1),Gr (G2) eines
Hilbertraums, gegeben durch die Graphen zweier stabilisierbarer Übertragungsfunktionen G1,G2,
basiert auf der Norm der Differenz zugeordneter orthogonaler Projektionen, vergleiche (E.32). Die
Eigenschaften orthogonaler Projektionen finden sich im Anhang B.6 sowie der dort zitierten Litera-
tur. Beispiele für die Berechnung des Gaps zwischen Übertragungsfunktionen sind unter anderem
in [ES85] zu finden, zudem enthält [HYT99] weitere hilfreiche Hinweise hinsichtlich der Berech-
nung des Gaps zwischen Übertragungsfunktionen. Die Äquivalenz zwischen der Gap-Metrik und
der Graphen-Metrik bedingt die Identität der von beiden induzierten Topologie. Die Definition der
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Konvergenz einer Folge von Übertragungsfunktionen gegen eine Übertragungsfunktion im Sinne
der Gap-Topologie wird unter Ausnutzung der Äquivalenz zwischen Gap- und Graphen-Topologie
gestützt auf [Vid87] (S. 238) in [Cur03] (S. 96) für unendlich-dimensionale Systeme mit beschränk-
ten Ein- und Ausgangsoperatoren endlichen Rangs eingeführt.
Definition 106 (Konvergenz von Übertragungsfunktionen im Sinne der Gap-Topologie) Es sei
G die Übertragungsfunktion eines gegebenenfalls unendlich-dimensionalen Systems und {Gi}i∈I+
eine Folge endlich-dimensionaler Übertragungsfunktionen für die jeweils rechts koprime Zerle-
gungen G = NM−1 und Gi = NiM−1i beziehungsweise links koprime Zerlegungen der Form
G = M˜−1N˜ und Gi = M˜−1i N˜i für alle i ∈ I+ existieren. Die Folge {Gi}i∈I+ konvergiert genau
dann im Sinne der Gap-Topologie gegen G, wenn
‖M −Mi‖∞ → 0, ‖N −Ni‖∞ → 0 für i→∞ (E.36)
beziehungsweise ∥∥∥M˜ − M˜i∥∥∥
∞
→ 0,
∥∥∥N˜ − N˜i∥∥∥
∞
→ 0 für i→∞ (E.37)
gilt . ✷
Die Definition der koprimen Zerlegung für die innerhalb dieser Arbeit relevanten Systemklassen
wird in C.3.7 eingeführt. Die Ausführungen in Abschnitt 3.2.2 zeigen die exponentielle Stabili-
tät des Beispielsystems und erlauben damit eine doppelt koprime Faktorisierung der zugehörigen
Übertragungsfunktion mittels der in Gleichung (C.58) vorgeschlagenen Wahl
N = N˜ = G, M = M˜ = 1, X˜ = X = I, Y˜ = Y = 0. (E.38)
Aufgrund der exponentiellen Stabilität des Beispielsystems ist die dem Beispielsystem zugeordnete
Übertragungsfunktion ein-/ausgangsstabil und somit ein Element von H∞ (L (U ,Y)). Eine Aussa-
ge über die Konvergenz einer Folge stabiler Übertragungsfunktionen gegen eine ebenfalls stabile
Übertragungsfunktion im Sinne der Gap-Topologie reduziert sich damit auf eine Bedingung
‖G−Gi‖∞ → 0 für i→∞, (E.39)
formuliert in der ∞-Norm. Diese Aussage entspricht für den Spezialfall von Übertragungsfunk-
tionen der abschließenden Aussage des vorangehenden Abschnitts. Ein Beispiel für die fehlende
Eignung der ∞-Norm als Abstandsmaß im Fall instabiler Übertragungsfunktionen findet sich bei-
spielsweise in [ES85] (S. 242).
E.2 Systeme und Systemverknüpfungen
Einleitend werden mit der Strecke, dem Regler und der erweiterten Strecke die Systeme definiert,
die an dieser Stelle als die elementaren Bausteine verschiedener Regelkreise angesehen werden.
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Anschließend erfolgt die Definition und eine Betrachtung der Korrektgestelltheit des Standard-
Regelkreises, eines Regelkreises mit zwei Freiheitsgraden sowie des erweiterten Regelkreises.
Darüber hinaus werden zu den einzelnen Regelkreisstrukturen die charakteristischen Funktionen
benannt und verschiedene Abhängigkeiten zwischen diesen Funktionen aufgezeigt. Der zentra-
len Frage nach der Stabilität miteinander verbundener Systeme sind die anschließende Definitio-
nen verschiedener Stabilitätsbegriffe sowie die Ausführungen zur Äquivalenz zwischen den unter-
schiedlichen Stabilitätsbegriffen geschuldet. Den Abschluss dieses Abschnitts bildet der Satz der
kleinen Verstärkungen, der unter der Annahme stabiler Systeme in Abhängigkeit von der stren-
gen Kontraktivität der offenen Wirkungskette eine Aussage über die Stabilität des zugehörigen
geschlossenen Standard-Regelkreises erlaubt.
E.2.1 Definition der Strecke, der erweiterten Strecke und des Reglers
Begriff der Strecke und des Reglers
Ein dynamisches System, für das ein Regler entworfen werden soll, wird in der Regel als Strecke
bezeichnet. An dieser Stelle werden Strecken Σ (A,B,C,D) vorausgesetzt die zumindest Element
der Pritchard-Salamon-Klasse sind und damit eine Zustandsraumdarstellung gemäß der Gleichun-
gen (2.102) beziehungsweise (2.107) und (2.108) besitzen. Ferner werden für die Räume der Ein-
gangssignale und der Ausgangssignale die Annahmen
U = Cp, Y = Cq (E.40)
getroffen. Die genannten Annahmen schließen alle endlich-dimensionalen linear-zeitinvarianten
Systeme ein. Die Eingänge u werden als Stelleingänge bezeichnet und die Ausgänge y tragen die
Bezeichnung Meßausgänge. Neben einer Zustandsraumdarstellung lässt sich unter diesen Annah-
men jeder Strecke sowohl im Zeitbereich als auch im Bildbereich der Laplace-Transformation eine
Ein-/Ausgangsabbildung zuordnen. Die entsprechenden Darstellungen finden sich in Abschnitt 2.3.
Die an dieser Stelle zulässigen Regler werden im Allgemeinen durch die gleichen Annahmen,
wie die zulässigen Strecken charakterisiert. Zur Kennzeichnung eines Reglers wird eine Indizie-
rung der Operatoren der Zustandsraumdarstellung vorgenommen und somit wird ein Regler durch
ΣK (AK ,BK ,CK ,DK) beschrieben. Demnach können im Allgemeinen an dieser Stelle sowohl end-
lich-dimensionale als auch unendlich-dimensionale Regler berücksichtigt werden. Solange nicht
ausdrücklich abweichend definiert werden allerdings endlich-dimensionale Regler mit xK ∈ XK =
RnK , nK < ∞ vorausgesetzt. Die Räume der Ein-/Ausgangssignale werden ebenfalls als endlich-
dimensional angenommen UK = CpK ,YK = CqK mit pK ,qK <∞.
Das Übertragungsverhalten eines Regler entspricht somit dem eines linearen Systems und ist im
Zeitbereich durch yK(t) = Ku(t) gekennzeichnet, während mit xK,0 = 0 im Bildbereich der
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Laplace-Transformation yK (s) = K (s)uK (s) mit
K (s) =
[
AK BK
CK DK
]
(E.41)
gilt.
Allgemeine Formulierung der erweiterten Strecke
Im Hinblick auf die auf dem strukturierten Singulärwert basierenden Verfahren zur Synthese ro-
buster Regler sowie im Hinblick auf die Robustheitsanalyse bestehender Regelkreise wird eine
Problemformulierung auf Basis einer erweiterten Strecke der Form
∂xe(t)
∂t
y∆(t)
z(t)
ym(t)
 =

Ae Be,∆ Be,w Be,s
C∆,e D∆,∆ D∆,w D∆,s
Cz,e Dz,∆ Dz,w Dz,s
Cm,e Dm,∆ Dm,w Dm,s


xe(t)
u∆(t)
w(t)
us(t)
 , xe(0) = xe,0 (E.42)
vorausgesetzt. Neben der eigentlichen Strecke beinhaltet die erweiterte Strecke auf wohlbekannte
Weise ([SP05] oder [ZDG95]) die Anforderungen an den geschlossenen Regelkreis und gegebenen-
falls weitere Informationen über das Entwurfsproblem. Innerhalb dieser Arbeit wird eine Formu-
lierung der Regelungsziele mittels rationaler Übertragungsfunktionen, also endlich-dimensionaler
Systeme, angenommen. Die dazu verwendeten Übertragungsfunktionen werden darüber hinaus als
stabil, realisierbar, minimal-realisiert und stabil invertierbar angenommen. Unter der Vorausset-
zung einer zulässig stabilisierbaren und zulässig detektierbaren Strecke soll im Folgenden für die
erweiterte Strecke die zulässige Stabilisierbarkeit des Paares (Ae,Be,s) sowie die zulässige Detek-
tierbarkeit von (Ae,Cm,e) gelten ([SW04] (S. 79)). Die Voraussetzungen an die zur Formulierung
der Regelungsziele eingesetzten Übertragungsfunktionen garantiert zudem, dass die Systemklasse
der erweiterten Strecke der Systemklasse der Strecke entspricht.
Unabhängig von der Partition der Ein-/Ausgänge gelten für die in (E.42) auftretenden Operatoren
und Räume jeweils die in E.2.3 getroffenen Annahmen und Verweise. Demnach eignet sich auch
die erweiterte Strecke gleichsam zur Darstellung endlich und unendlich-dimensionaler Systeme. In
Analogie zur Strecke wird eine jeweils endliche Anzahl von Ein-/Ausgängen
u∆ ∈ Uu∆ = C
pu∆ , w ∈ Uw = C
pw , ue ∈ Uue = C
pue , (E.43)
sowie
y∆ ∈ Yy∆ = C
qy∆ , z ∈ Yz = C
qz , ym ∈ Y2 = C
qym (E.44)
angenommen. Unter Zusammenfassung der Vektoren der Eingangssignale und Ausgangssignale
zu ue(t) =
(
u∆(t) w(t) us(t)
)T
beziehungsweise ye(t) =
(
y∆(t) z(t) ym(t)
)T
sowie der
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Annahme xe,0 = 0 wird das Ein-/Ausgangsverhalten der erweiterten Strecke im Zeitbereich durch
ye(t) = Ce
t∫
0
Φ (t− τ)Beue (τ) dτ +Deue(t)
= Geue(t)
(E.45)
mit
Be =
(
Be,∆ Be,w Be,s
)
, Ce =
C∆,eCz,e
Cm,e
 und De =
D∆,∆ D∆,w D∆,sDz,∆ Dz,w Dz,s
Dm,∆ Dm,w Dm,s
 (E.46)
beschrieben. Im Bildbereich der Laplace-Transformation gilt für das Übertragungsverhalten der
erweiterten Strecke
ye (s) = P (s) ue (s) (E.47)
mit
P (s) =
[
Ae Be
Ce De
]
=
P∆,∆ (s) P∆,w (s) P∆,s (s)Pz,∆ (s) Pz,w (s) Pz,s (s)
Pm,∆ (s) Pm,w (s) Pm,s (s)
 . (E.48)
In der Regel entsprechen die us und ym den Eingängen beziehungsweise den Ausgängen der Stre-
cke G. In einem derartigen Fall gilt pus = p,qym = q und us sowie ym tragen die im Rahmen der
Definition der Strecke eingeführten Bezeichnungen. Die Eingänge w heißen externe Störgrößen
und die Ausgänge z tragen den Namen Performance-Größen. Ferner dienen die Signale u∆ und y∆
der Anbindung strukturierter Modellunsicherheiten im allgemeinen Rahmen der in Abschnitt E.1.1
beschriebenen LFT.
Im Zuge der Syntheseverfahren H∞-optimaler Regler, die eine Formgebung der Singulärwert-
Verläufe des geschlossenen Regelkreises („closed-loop shaping“) verfolgen, geschieht die Formu-
lierung des Entwurfsproblems in der Regel anhand einer erweiterten Strecke, die keine Anbindung
strukturierter Modellunsicherheiten vorsieht. In einem derartigen Fall vereinfacht sich das Übertra-
gungsverhalten der erweiterten Strecke zu(
z (s)
ym (s)
)
= P˜ (s)
(
w (s)
us (s)
)
(E.49)
mit
P˜ (s) = Fu (P,0) (s)
=
(
Pz,w (s) Pz,s (s)
Pm,w (s) Pm,s (s)
)
=
 Ae Be,w Be,sCz,e Dz,w Dz,s
Cm,e Dm,w Dm,s
 . (E.50)
Die in Abb. E.2 zu erkennende erweiterte Strecke P˜ geht aus einer oberen LFT von P mit einer
Unsicherheitsstruktur identisch Null hervor, dies entspricht einer Rückführung von y∆ auf u∆ über
Null.
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P
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Fu (P,0)
(a) P˜ = Fu (P,0)
P˜
w
u
z
y
(b) P˜
Abbildung E.2: Erweiterte Strecke P˜ .
E.2.2 Definition und Korrektgestelltheit des Standard-Regelkreises
Im Hinblick auf die Reglersynthese sowie die anschließende Analysen des geschlossenen Regel-
kreises enthält dieser Abschnitt die Definition des Standard-Regelkreises sowie Betrachtungen zu
dessen Korrektgestelltheit. Dazu werden im Folgenden endlich-dimensionale Regler vorausgesetzt,
die damit auch reguläre Pritchard-Salamon-Systeme sind. Um ausgehend von der Systemklasse
der Strecke und des Reglers eine Aussage über die Systemklasse des zugeordneten geschlosse-
nen Regelkreises treffen zu können, muss die Abgeschlossenheit der entsprechenden Systemklasse
gegenüber der verwendeten Form der Rückführung gezeigt werden.
In [Log92] (S. 119f) wird der Beweis geführt, dass die Verknüpfung zweier Pritchard-Salamon-
Systeme mittels einer Rückführung auf einen geschlossenen Regelkreise führt, der ebenfalls Ele-
ment der Pritchard-Salamon-Klasse ist. Damit ist die Pritchard-Salamon-Klasse abgeschlossen ge-
genüber dynamischer Ausgangsrückführung. Weitere Ausführliche Betrachtungen zur Abgeschlos-
senheit der Pritchard-Salamon-Klasse unter Anwendung von Reihen- und Parallelschaltung sowie
dynamischer Ausgangsrückführung finden sich beispielsweise in [Keu93].
Im Anschluss an die Definition und Einordnung des geschlossenen Regelkreises erfolgt die Defini-
tion charakteristischer Funktionen des geschlossenen Regelkreises im Frequenzbereich sowie eine
Definition äquivalenter Regelkreisstrukturen.
Zeitbereichsbetrachtungen zur Definition und Korrektgestelltheit des Standard-Regelkreises
Der folgenden Formulierung des geschlossenen Regelkreises liegen eine Strecke Σ (A,B,C,D) und
ein endlich-dimensionaler Regler ΣK (AK ,BK ,CK ,DK) entsprechend der Definition aus Abschnitt
E.2.1 zugrunde. Ferner sei angenommen, dass der Regler die Meßausgänge der Strecke auf die
Stelleingänge der Strecke abbildet und dazu pK = q und qK = p sei. Da die Anwendung einer
Rückführung der Streckenausgänge über den Regler wiederum auf ein dynamisches System führt,
stimmen die Bedingungen zur Korrektgestelltheit des geschlossenen Regelkreises mit denen zur
Korrektgestelltheit allgemeiner dynamischer Systeme überein. Die Parallelschaltung von Strecke
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G
K
r1 u y
uK r2yK
(a) H (G,K)
K G
u yK
(b) Le = GK
Abbildung E.3: Standard-Regelkreises H (G,K) gemäß (E.62) mit zugehöriger offener Wirkungs-
kette Le = GK.
und Regler führt unter Verwendung eines erweiterten Zustandsraums X ⊕ XK beziehungsweise
einer Raumskala aus der direkten Summe der Zustandsräume von Strecke und Regler auf die Zu-
standsgleichung (
∂x(t)
∂t
∂xK(t)
∂t
)
=
(
A 0
0 AK
)
︸ ︷︷ ︸
AP
(
x(t)
xK(t)
)
︸ ︷︷ ︸
xP (t)
+
(
B 0
0 BK
)
︸ ︷︷ ︸
BP
(
u(t)
uK(t)
)
(E.51)
mit xP (0) =
(
x(0) xK(0)
)T
=
(
x0 xK,0
)T
. Für die Eingangssignale gilt
uL(t) =
(
u(t) uK(t)
)T
∈ UL, (E.52)
wobei der Raum der Eingangssignale durch UL = U ⊕ UK ∈ Cp+pK gegeben ist. Die Ausgangs-
gleichung lautet (
y(t)
yK(t)
)
=
(
C 0
0 CK
)
︸ ︷︷ ︸
CP
(
x(t)
xK(t)
)
+
(
D 0
0 DK
)
︸ ︷︷ ︸
DP
(
u(t)
uK(t)
)
(E.53)
mit dem Vektor der Ausgangssignale yL(t) =
(
y(t) yK(t)
)T
∈ YL sowie dem Raum der Aus-
gangssignale YL = Y ⊕ YK ∈ Cq+qK . Im Falle zweier Pritchard-Salamon-Systeme, kann ei-
ne Formulierung des erweiterten Zustandsraums derart erfolgen, dass auch die Parallelschaltung
der Systeme ein Pritchard-Salamon-System ist ([Keu93]). Dies beinhaltet unmittelbar die Zuord-
nung einer stark stetigen Halbgruppe zu dem in (E.51) auftretenden Systemoperator AP und dar-
über hinaus die Zulässigkeit der Eingangsabbildung BP und der Ausgangsabbildung CP im Sinne
der Pritchard-Salamon-Klasse. Die Durchgriffsoperatoren werden gemäß (2.111) als beschränkte
Abbildungen vom jeweiligen Eingangsraum auf den zugehörigen Ausgangsraum angesehen, d.h.
mit D ∈ L (U ,Y) und DK ∈ L (UK ,YK) gilt für den Durchgriffsoperator der Parallelschaltung
DP ∈ L (UL,YL).
Die in Abb. E.3a dargestellte Rückführung des Streckenausgangs über den Regler wird im Zeit-
bereich unter Berücksichtigung der additiv einwirkenden Signale rL(t) =
(
r1(t) r2(t)
)T
∈ UL
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durch (
u(t)
uK(t)
)
=
(
0 I
I 0
)(
y(t)
yK(t)
)
+
(
r1(t)
r2(t)
)
(E.54)
dargestellt. Einsetzen der letztgenannten Gleichung in die Ausgangsgleichung (E.53) führt auf(
I −D
−DK I
)
︸ ︷︷ ︸
=D˜L
(
y(t)
yK(t)
)
=
(
C 0
0 CK
)(
x(t)
xK(t)
)
+
(
D 0
0 DK
)(
r1(t)
r2(t)
)
. (E.55)
Aus der Beschränktheit von DP folgt D˜L ∈ L (YL,UL). Die Abbildung D˜L besitzt genau dann
eine beschränkte Inverse, falls entweder I − DKD oder äquivalent I − DDK und damit sowohl
I − DKD als auch I − DDK eine beschränkte Inverse besitzen. Die Korrektgestelltheit des ge-
schlossenen Regelkreises erweist sich damit in jedem Fall als garantiert, falls zumindest eines der
beiden beteiligten Systeme keinen Durchgriffsoperator aufweist. Die aus der Korrektgestelltheit
hinsichtlich der Eindeutigkeit einer Lösung der Zustandsgleichung erwachsenden Implikationen
finden sich beispielsweise in [DP05] (S. 169).
Im Fall eines korrekt gestellten geschlossenen Regelkreises gilt
D˜−1L =
(
(I −DDK)
−1 D(I −DKD)
−1
DK(I −DDK)
−1 (I −DKD)
−1
)
=
(
L1 DL2
DKL1 L2
)
, (E.56)
mit L1 = (I −DDK)−1 und L2 = (I −DKD)−1. Unter Berücksichtigung der Zusammenhänge
für die Ausgangssignale(
y(t)
yK(t)
)
=
(
L1C DL2CK
DKL1C L2CK
)(
x(t)
xK(t)
)
+
(
L1D DL2DK
DKL1D L2DK
)(
r1(t)
r2(t)
)
(E.57)
ergibt sich mit I +DKL1D = L2 und I +DL2DK = L1 die Rückführung zu(
u(t)
uK(t)
)
=
(
DKL1C L2CK
L1C DL2CK
)(
x(t)
xK(t)
)
+
(
L2 L2DK
L1D L1
)(
r1(t)
r2(t)
)
. (E.58)
In Analogie zum endlich-dimensionalen Fall ([Vid82a] (S. 889)) führt das Einsetzen der Aus-
gangssignale (E.57) in die Rückführung (E.54) auf eine Darstellung der dynamischen Rückfüh-
rung bezüglich der Strecke Σ (A,B,C,D) als konstante Zustandsrückführung hinsichtlich der Stre-
cke (E.51) auf dem zugehörigen erweiterten Zustandsraum. Ausgehend von der Zustandsgleichung
(E.51) ergibt sich unter Berücksichtigung der Rückführung (E.54) die Zustandsgleichung des ge-
schlossenen Regelkreises zu(
∂x(t)
∂t
∂xK(t)
∂t
)
=
(
A +BDKL1C BL2CK
BKL1C AK +BKDL2CK
)
︸ ︷︷ ︸
AL
(
x(t)
xK(t)
)
+
(
BL2 BL2DK
BKL1D BKL1
)
︸ ︷︷ ︸
BL
(
r1(t)
r2(t)
)
.
(E.59)
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Die Elemente des in (E.59) auftretenden Eingangsoperators bestehen aus zulässigen und beschränk-
ten oder sogar kompakten Operatoren. Für die Kombination derartiger Operatoren wird die Zu-
lässigkeit im Sinne der entsprechenden Systemklasse angenommen. Aufgrund der Ausführun-
gen zur Abgeschlossenheit der Pritchard-Salamon-Klasse gegenüber einer konstanten Zustands-
rückführung der Form (E.58) ([Keu93]) beziehungsweise dynamischer Rückführungen ([Log92],
[Keu93]) lässt sich schließen, dass der geschlossene Regelkreis aus (E.59) ebenfalls ein Element
der Pritchard-Salamon-Klasse ist.
Dem Systemoperator des geschlossenen Regelkreises ist damit eine stark stetige Halbgruppe zu-
geordnet ([Keu93]) und hinsichtlich der Regularität der Zustandstrajektorien des geschlossenen
Regelkreises gelten alle Aussagen der entsprechenden Systemklasse. Die Ausgangsabbildung des
geschlossenen Regelkreises ist durch (E.57) gegeben.
Frequenzbereichsbetrachtungen zur Definition und Korrektgestelltheit des Standard-
Regelkreises
Neben der Formulierung im Zeitbereich, lassen sich der geschlossene Regelkreis und die Bedin-
gungen für dessen Korrektgestelltheit äquivalent im Bildbereich der Laplace-Transformation auf-
stellen. Auf Basis der Laplace-Transformierten von (E.59) und (E.58) ergibt sich unter der Annah-
me verschwindender Anfangsbedingungen
(
x0 xK,0
)T
= 0 eine für den geschlossenen Regel-
kreis charakteristische Ein-/Ausgangsabbildung zwischen rL(s) =
(
r1(s) r2(s)
)T
und uL(s) =(
u(s) uK(s)
)T
. Ohne explizite Nennung der Abhängigkeit von der komplexen Variable s gilt
gemäß Abb. E.3a (
r1
r2
)
=
(
I −K
−G I
)(
u
uK
)
. (E.60)
Die Korrektgestelltheit des geschlossenen Regelkreises im Bildbereich der Laplace-Transformation
hängt unmittelbar von der Existenz einer Inversen zu der in (E.60) auftretenden Abbildung und
damit von der Existenz einer beschränkten Inversen von I − GK ab ([Vin01] (S. 8)). Unter der
Annahme der Existenz einer solchen Inversen ist die Abbildung
uL = H (G,K) rL (E.61)
mit
(G,K) 7→ H (G,K) =
(
I +K(I −GK)−1G K(I −GK)−1
(I −GK)−1G (I −GK)−1
)
(E.62)
korrekt gestellt und wird als Standard-Regelkreis bezeichnet. Aufgrund der Identitäten
I +K(I −GK)−1G = I +KG(I −KG)−1 = (I −KG)−1 (E.63)
(I −GK)−1G = G(I −KG)−1 (E.64)
K(I −GK)−1 = (I −KG)−1K (E.65)
(I −GK)−1 = I + (I −GK)−1GK = I +G(I −KG)−1K (E.66)
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lässt sich der Standard-Regelkreis äquivalent auch in Abhängigkeit von (I −KG)−1 definieren.
Falls die Bedingungen für die Korrektgestelltheit der Zustandsraumdarstellung, nämlich die Exis-
tenz beschränkter Abbildungen L1 und L2, erfüllt sind, folgt daraus die Existenz der beschränkten
Inversen Abbildungen zu I−GK und I−KG und damit auch die Korrektgestelltheit vonH (G,K)
([Keu93]). Aufgrund der in [Vin01] angestellten Betrachtungen wird auf eine weitere äquivalente
Darstellung verzichtet.
Charakteristische Funktionen des geschlossenen Regelkreises
Die in Abb. E.4 gezeigte Anordnung bildet die Basis der zur Regelung des Beispielsystems in-
nerhalb dieser Arbeit eingesetzten Rückführung und ist im Hinblick auf die Korrektgestelltheit
als äquivalent zum vorab definierten Standard-Regelkreis anzusehen ([ZDG95]). Anhand des ge-
K Gr
d1 d2
uK yK u y y˜
−
Abbildung E.4: Regelkreis mit einem Freiheitsgrad.
schlossenen Regelkreises gemäß Abb. E.4 werden im Folgenden, angelehnt an die übliche Nomen-
klatur, gebräuchliche charakteristische Funktionen des geschlossenen Regelkreises im Bildbereich
der Laplace-Transformation eingeführt. Hinsichtlich der dabei angenommenen Strecke y = Gu
und eines Reglers passender Dimension yK = KuK , gelten die in Abschnitt E.2.1 getätigten An-
nahmen. Ferner gilt
uK = e = r − y˜, u = yK + d1, y˜ = y + d2. (E.67)
Dann werden die Abbildungen Le = GK und Lu = KG als Kreisverstärkungen bezeichnet.
Die Größen De = 1 + Le und Du = 1 + Lu heißen Kreisverstärkungsdifferenz, die Größen
Se = (I + Le)
−1 = (I +GK)−1 und Su = (I + Lu)−1 = (I +KG)−1 werden als Empfind-
lichkeiten oder Sensitivitäten bezeichnet und die durch Te = (I + Le)−1Le = SeGK und Tu =
(I + Lu)
−1Lu = SuKG definierten Größen tragen aufgrund von
Se + Te = 1 und Su + Tu = 1 (E.68)
die Bezeichnung komplementäre Sensitivitäten. Verschiedene Interpretationen der charakteristi-
schen Funktionen des geschlossenen Regelkreises sind in der Literatur zur robusten Regelung zu
finden und werden an dieser Stelle nicht wiederholt. Die ursprüngliche Definition der Sensitivität
findet sich beispielsweise in ([SP05] (S. 25)).
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Aufgrund der zu den Identitäten (E.63)-(E.66) äquivalenten Identitäten gilt, unter Verwendung
der charakteristischen Funktionen des geschlossenen Regelkreises, unmittelbar I +KSeG = I +
KGSu = Su,SeG = GSu,KSe = SuK sowie Se = I − Te = I −GSuK.
Das Übertragungsverhalten des Regelkreises aus Abb. E.4 kann aufgrund dieser Identitäten äqui-
valent in Abhängigkeit von Su = (I +KG)−1 oder einer Mischung aus den beiden Termen Se und
Su dargestellt werden ([Vid82a] (S. 886)). Beispielsweise gilt
uK
yK
u
y
y˜
 =

Se −SeG −Se
SuK −Tu −SuK
SuK Su −SuK
Te SeG −Te
Te SeG Se

 rd1
d2
 . (E.69)
Das in (E.69) gezeigte Übertragungsverhalten zeigt beispielsweise, dass die komplementäre Sensi-
tivität Te der Führungsübertragungsfunktion entspricht, während Se das Übertragungsverhalten der
Störung am Streckenausgang d2 auf y˜ wiedergibt. Da sowohl die Sensitivität als auch die komple-
mentäre Sensitivität vom Regler K abhängen und zusätzlich beide der algebraischen Zwangsbe-
dingung (E.68) unterliegen, eignet sich die betrachtete Regelkreisstruktur auf Basis eines Reglers
mit nur einem Freiheitsgrad bekanntermaßen nicht zur unabhängigen Vorgabe von Führungsüber-
tragungsverhalten und Störunterdrückung.
Auf Basis der in (E.69) auftretenden Übertragungsfunktionen kann eine vollständige Charakteri-
sierung, hinsichtlich der Korrektgestelltheit und der Stabilität, des Regelkreises aus Abb. E.4 allein
anhand der vier charakteristischen Übertragungsfunktionen(
u
y
)
=
(
SuK Su
Te SeG
)(
r
d1
)
(E.70)
=
(
I
G
)
Su
(
K I
)( r
d1
)
(E.71)
vorgenommen werden. Zu diesen Übertragungsfunktionen zählen neben den bereits eingeführten
Übertragungsfunktionen Su und Te zusätzlich die Sensitivität gegenüber Störungen am Strecken-
ausgang SuK = KSe („load sensitivity function“) sowie die Sensitivität gegenüber Störungen am
Streckeneingang SeG („noise sensitivity function“) ([AM11] (S. 317)).
E.2.3 Definition und Korrektgestelltheit eines Regelkreises mit zwei
Freiheitsgraden
Regelkreisstruktur unter Verwendung eines Reglers mit zwei Freiheitsgraden
Aufgrund der im vorangehenden Abschnitt genannten Einschränkungen eines Regelungsansatzes
mit lediglich einem Freiheitsgrad, wird im Folgenden ein primär für die Regelung des Beispielsys-
tems eingesetzter Regelungsansatz mit zwei Freiheitsgraden Kr und Ky im Regler eingeführt. Das
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K
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d1
G
u
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y y˜
Abbildung E.5: Regelkreis mit zwei Freiheitsgraden.
allgemeine Regelgesetz eines linearen Regelungsansatzes mit zwei Freiheitsgraden ergibt sich aus
yK = KuK mit uK =
(
r y˜
)T
und K =
(
Kr −Ky
)
zu
yK =
(
Kr −Ky
)(r
y˜
)
= Krr −Kyy˜. (E.72)
Die Möglichkeit zur unabhängigen Beeinflussung der Führungsgröße r und der Messgröße y˜ kann
dabei als allgemeinstes lineares Regelgesetz angesehen werden ([Vid87], [VS97]). Der Fall eines
Regelgesetzes mit lediglich einem Freiheitsgrad resultiert aus (E.72) durch die Wahl von Kr = Ky.
Die Berücksichtigung eines Reglers mit zwei Freiheitsgraden innerhalb der allgemeinen Zustands-
raumdarstellung des Reglers gemäß (E.41) kann auf Basis geeignet partitionierter Operatoren der
Zustandsraumdarstellung erfolgen. Im Folgenden werden die Betrachtungen auf das Übertragungs-
verhalten im Frequenzbereich eingeschränkt.
Aufgrund des Beispielsystems, dessen Übertragungsfunktion weder Nullstellen noch Pole in der
rechten s-Halbebene aufweist, wird im folgenden auf die in diesem Kontext häufig in Kombination
mit einer koprimen Zerlegung der Strecke verwendeten Youla-Parametrierung des Regelgesetzes
([VS97] (S. 590f)) verzichtet. Auf Basis des Übertragungsverhaltens der Strecke y = Gu und des
Regelgesetzes (E.72) folgt mit u = yK+d1 und y˜ = y+d2 der in Abb. E.5 dargestellte Regelkreis.
Das Übertragungsverhalten des Regelkreises lautet
yK
u
y
y˜
 =

SuKr −SuKyG −SuKy
SuKr Su −SuKy
SeGKr SeG −SeGKy
SeGKr SeG Se

 rd1
d2
 (E.73)
mit Se = (I +GKy)−1,Su = (I +KyG)−1 und Te +Se = I . Die Korrektgestelltheit des betrachte-
ten Regelkreises ist äquivalent zum Fall des Standard-Regelkreises und diese Eigenschaft wird im
Folgenden vorausgesetzt. Eine vollständige Charakterisierung des betrachteten Regelkreises und
dabei insbesondere der Stabilität erfordert, ausgehend von (E.73) und abweichend vom Standard-
Regelkreis, die Betrachtung sechs unterschiedlicher Übertragungsfunktionen. Diese sechs Übertra-
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gungsfunktionen treten beispielsweise bei der Betrachtung des Übertragungsverhaltens(
yK
y˜
)
=
(
SuKr −SuKyG −SuKy
SeGKr SeG Se
) rd1
d2
 (E.74)
auf. Während sich aufgrund von Se = (I +GKy)−1 und Su = (I +KyG)−1 und demzufolge Te =
SeGKy sowie Tu = SuKyG die Reglerkomponente Ky auf jede der sechs in (E.74) auftretenden
charakteristischen Übertragungsfunktionen des Regelkreises aus Abb. E.5 auswirkt, beeinflusst Kr
lediglich das Übertragungsverhalten der Führungsgröße r. Das Regelgesetz (E.72) ermöglicht eine
unabhängige Beeinflussung der Führungsübertragungsfunktion
y = SeGKrr = Tyrr. (E.75)
Eine Übersicht zu verschiedenen alternativen Realisierungsformen von Regelgesetzen mit zwei
Freiheitsgraden sowie eine Diskussion der jeweiligen Vor- und Nachteile in Abhängigkeit von der
zu regelnden Strecke findet sich in [KD07]. Nach der grundsätzlichen Festlegung eines Regelge-
setzes gemäß (E.72) bleibt die Frage nach der Auslegung der in (E.72) auftretenden Komponenten
Kf und Kb zur Gewährleistung bestehender Regelungsziele.
Modellfolgeregelung als Spezialfall einer Regelung mit zwei Freiheitsgraden
Um für das Beispielsystem neben der robusten Stabilisierung auch eine einfache Vorgabe des Füh-
rungsübertragungsverhaltens zu ermöglichen, wird unter anderem eine Modellfolgeregelung ein-
gesetzt. Die im verbleibenden Teil dieses Abschnitts definierten charakteristischen Funktionen der
vorgeschlagenen Modellfolgeregelung sind als Vorbereitung zur Definition des in Abschnitt 4.5.3
eingeführten Gewichtungsschemas A zu verstehen.
Unter Verwendung einer Referenzübertragungsfunktion Gr folgt das Regelgesetz der angestreb-
ten Modellfolgeregelung durch die Wahl Kr = Kf + KbGr und Ky = Kb als Spezialfall eines
Regelgesetzes mit zwei Freiheitsgraden aus (E.72) zu
yK = KuK
=
(
Kf +KbGr −Kb
)(r
y˜
)
.
(E.76)
Das Blockschaltbild des Regelgesetzes der allgemeinen Regelung mit zwei Freiheitsgraden findet
sich in Abb. E.6a, während das Regelgesetz der Modellfolgeregelung in Abb. E.6b dargestellt ist.
Für das Übertragungsverhalten des geschlossenen Regelkreises folgt aus (E.74) mit (E.76) sowie
den Abkürzungen Se = (I +GKb)−1 und Su = (I +KbG)−1 das Übertragungsverhalten des
geschlossenen Regelkreises zu(
y˜
yK
)
=
(
SeG Se SeG (Kf +KbGr)
−SuKbG −SuKb Su (Kf +KbGr)
)d1d2
r
 . (E.77)
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KF
r
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−
KB
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(a) Allgemeine Regelung mit zwei Freiheits-
graden
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y˜
−
K˜b
Kf
yK
(b) Modellfolgeregelung
Abbildung E.6: Regelgesetz im Fall einer allgemeinen Regelung mit zwei Freiheitsgraden und eines
Spezialfalls einer derartigen Regelung, der Modellfolgeregelung.
Dabei unterliegen Se und Te = SeGKb der algebraischen Zwangsbedingung Se + Te = I und mit
Tfyr = SeGKf folgt für die Führungsübertragungsfunktion
y = SeG (Kf +KbGr) r = Tfyrr + TeGrr
= Tyrr.
(E.78)
Im Falle einer idealen Modellfolgeregelung sollte die Führungsübertragungsfunktion des geschlos-
senen Regelkreises gerade der Referenzübertragungsfunktion entsprechen Tyr = Gr. Damit folgt
aus (E.78) unter der Voraussetzung der Existenz einer Inversen der Strecke G die ideale Modell-
folgeregelung mit Kf = G−1Gr. Wünschenswert ist an dieser Stelle die Existenz einer stabilen
Inversen von G sowie die Realisierbarkeit von G−1Gr. Für die Regelabweichung gilt e = Grr − y˜,
daraus folgt unter Berücksichtigung von y˜ = d2+Gd1+GKfr+GKb das Übertragungsverhalten
auf die Regelabweichung zu
e =
(
−SeG −Se Ser
)d1d2
r
 (E.79)
mit Ser = Se (Gr −GKf). Die Übertragungsfunktionen des Referenzsignals auf den Fehler e und
die Führungsübertragungsfunktion Tyr unterliegen damit der algebraischen Zwangsbedingung
Ser + Tyr = Se (Gr −GKf) + SeG (Kf +KbGr)
= Gr.
(E.80)
E.2.4 Definition und Korrektgestelltheit des erweiterten Regelkreises
Im Hinblick auf die Analyse von Regelkreisen hinsichtlich der in Definition 108 aufgeführten Ei-
genschaften sowie die Synthese von Reglern, die a priori verschiedene Regelkreis Eigenschaften
garantieren, ist es erforderlich, anstelle der zu regelnden Strecke, eine erweiterte Strecke P der
Form (E.48) im Regelkreis zu berücksichtigen.
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Einleitend erfolgt die Einführung des erweiterten Regelkreises N , der als Basis für die Formulie-
rung verschiedener Entwurfsprobleme innerhalb dieser Arbeit dient. Die ebenfalls auf N beruhende
Definition von F erlaubt explizit die Einbeziehung von Aspekten der Robustheit in die Analyse von
Regelkreisen und die Reglersynthese. Die folgende Nomenklatur orientiert sich an den in [SP05]
gebräuchlichen Bezeichnungen.
Der erweiterte Regelkreis
Grundlage für den erweiterten Regelkreis bildet eine erweiterte Strecke P der Form (E.48). Die er-
P
K
y
y∆
z
u∆
u
w
N = Fl (P,K)
Abbildung E.7: Erweiterter Regelkreis N = Fl (P,K).
weiterte Strecke beinhaltet in gewohnter Weise die Formulierung der Performance Anforderungen
an den geschlossenen Regelkreis. Darüber hinaus umfasst P den nominellen Teil einer Modell-
schar. Mittels der Eingangssignale u∆ und der Ausgangssignale y∆ besteht somit die Möglichkeit,
die erweiterte Strecke unter Verwendung einer oberen LFT mit einer Unsicherheitsstruktur zu ver-
binden. Die im Folgenden mit erweiterter Regelkreis bezeichnete Abbildung
N : U∆ × Uw → Y∆ × Yz(
u∆
w
)
7→
(
y∆
z
)
(E.81)
resultiert aus einer unteren LFT von P mit einem Regler u = Ky. Die Darstellung von N als
allgemeines Blockschaltbild findet sich in Abb. E.7.
Zunächst erfolgt die Darstellung von N = Fl (P,K) im Zeitbereich und damit in Analogie zur Ein-
führung des geschlossenen Regelkreises in Abschnitt E.2.3. Die Parallelschaltung aus erweiterter
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Strecke (E.42) und Regler lautet
∂x(t)
∂t
∂xK(t)
∂t
y∆(t)
z(t)
ym(t)
yK(t)

=

Ae 0 Be,∆ Be,w Be,s 0
0 AK 0 0 0 BK
C∆,e 0 D∆,∆ D∆,w D∆,s 0
Cz,e 0 Dz,∆ Dz,w Dz,s 0
Cm,e 0 Dm,∆ Dm,w Dm,s 0
0 CK 0 0 0 DK


x(t)
xK(t)
u∆(t)
w(t)
us(t)
uK(t)

. (E.82)
Für den zugrunde liegenden Zustandsraum gilt XN = XP ⊕ XK . Verschiedene Eigenschaften,
die sowohl der erweiterten Strecke als auch dem Regler zu eigen sind, vererben sich unmittelbar
auf die Parallelschaltung der beiden Systeme. Der Argumentation für den Fall des geschlossenen
Regelkreises folgend, wird das durch (E.82) gegebene System als Element der Systemklasse der
erweiterten Strecke angenommen.
Aus den Annahmen der zulässigen Stabilisierbarkeit von (Ae,Be,s) und (AK ,BK) folgt die zulässi-
ge Stabilisierbarkeit von ((
Ae 0
0 AK
)
,
(
Be,s 0
0 BK
))
. (E.83)
Eine analoge Aussage gilt hinsichtlich der Detektierbarkeit des durch (E.82) definierten Systems.
In der Tat ist die zulässige Stabilisierbarkeit und Detektierbarkeit von erweiterte Strecke und Regler
notwendig und hinreichend für die entsprechende Eigenschaft der Parallelschaltung dieser beiden
Systeme ([JN87] (S. 1433)). Das Berücksichtigen der Rückführung(
us(t)
uK(t)
)
=
(
0 I
I 0
)(
ym(t)
yK(t)
)
(E.84)
innerhalb der letzten beiden Zeilen von (E.82), führt auf(
I −Dm,s
−DK I
)
︸ ︷︷ ︸
=D
(
ym(t)
yK(t)
)
=
(
Cm,e 0
0 CK
)(
x(t)
xK(t)
)
+
(
Dm,∆ Dm,w
0 0
)(
u∆(t)
w(t)
)
. (E.85)
Die Bedingungen der Korrektgestelltheit von N = Fl (P,K) ergeben sich damit analog zum Fall
des geschlossenen Regelkreises auf Basis der Durchgriffsoperatoren. Für die Verkettung der kom-
pakten Durchgriffsoperatoren gilt (Dm,sDK) ∈ L (UK ,Y) und (DKDm,s) ∈ L (U ,YK), daraus
folgt mit den entsprechenden Identitäten (I −Dm,sDK) ∈ L (UK ,Y) sowie (I −DKDm,s) ∈
L (U ,YK). Unter Annahme der Beschränkten Invertierbarkeit von I − Dm,sDK bzw. gleichwer-
tig aus der beschränkten Invertierbarkeit von I −DKDm,s folgt die Existenz von
D
−1
=
(
L1 Dm,sL2
DKL1 L2
)
(E.86)
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mit L1 = (I −Dm,sDK)−1 ∈ L (Y ,UK) und L2 = (I −DKDm,s)−1 ∈ L (YK ,U). Unter Berück-
sichtigung von UK = Y und U = YK gilt darüber hinaus D
−1
∈ L (Y × YK ,Y × YK), wobei D
−1
kompakt ist.
Hinsichtlich der Parallelschaltung aus erweiterter Strecke und Regler (E.82) ergibt sich unter Be-
rücksichtigung der Ausgangsgleichung(
y(t)
yK(t)
)
=
(
L1Cm,e Dm,sL2CK
DKL1Cm,e L2CK
)(
x(t)
xK(t)
)
+
(
L1Dm,∆ L1Dm,w
DKL1Dm,∆ DKL1Dm,w
)(
u∆(t)
w(t)
)
(E.87)
ein Regelgesetz, bestehend aus einer konstanten Zustandsrückführung und einem als Vorfilter zu
interpretierenden Term(
us(t)
uK(t)
)
=
(
DKL1Cm,e L2CK
L1Cm,e Dm,sL2CK
)(
x(t)
xK(t)
)
+
(
DKL1Dm,∆ DKL1Dm,w
L1Dm,∆ L1Dm,w
)(
u∆(t)
w(t)
)
.
(E.88)
Die in diesem Regelgesetz enthaltene Abbildung der Zustände entsteht aus der Verknüpfung ei-
ner im Sinne der Pritchard-Salamon-Klasse zulässigen Ausgangsabbildung sowie eines kompakten
Operators (
DKL1Cm,e L2CK
L1Cm,e Dm,sL2CK
)
=
(
DKL1 L2
L1 Dm,sL2
)(
Cm,e 0
0 CK
)
. (E.89)
Das in (E.88) auftretende Vorfilter ist beschränkt und kompakt und kann damit unabhängig von
der Systemklasse stets als zulässiger Eingangsoperator angesehen werden. Zudem beeinflusst das
Vorfilter nicht die Stabilität der N zugeordneten stark stetigen Halbgruppe.
Einsetzen von (E.88) in (E.82) führt auf die Zustandsgleichung vonN = Fl (P,K) in Abhängigkeit
von den Systemoperatoren der erweitertern Strecke und des Reglers(
∂x(t)
∂t
∂xK(t)
∂t
)
=
(
Ae +Be,sDKL1Cm,e Be,sL2CK
BKL1Cm,e AK +BKDm,sL2CK
)
︸ ︷︷ ︸
=ALFT
(
x(t)
xK(t)
)
+
(
Be,∆ +Be,sDKL1Dm,∆ Be,w +Be,sDKL1Dm,w
BKL1Dm,∆ BKL1Dm,w
)
︸ ︷︷ ︸
=BLFT
(
u∆(t)
w(t)
) (E.90)
sowie eine Ausgangsgleichung(
y∆(t)
z(t)
)
=
(
C∆,e +D∆,sDKL1Cm,e +D∆,sL2CK
Cz,e +Dz,sL2DKCm,e +Dz,sL2CK
)
︸ ︷︷ ︸
CLFT
(
x(t)
xK(t)
)
+
(
D∆,∆ +D∆,sDKL1Dm,∆ D∆,w +D∆,sDKL1Dm,w
Dz,∆ +Dz,sDKL1Dm,∆ Dz,w +Dz,sDKL1Dm,w
)
︸ ︷︷ ︸
DLFT
(
u∆(t)
w(t)
)
.
(E.91)
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Die Herleitung der Zustandsgleichung und der Ausgangsleichung des erweiterten Regelkreises
N = Fl (P,K) kann als vollständig äquivalent zur Herleitung der Zustandsraumdarstellung im
Fall des geschlossenen Regelkreises in Abschnitt E.2.3 angesehen werden. Unter Annahme einer
erweiterten Strecke in der Pritchard-Salamon-Klasse sowie eines endlich-dimensionalen Reglers,
gelten für die Systemklasse des resultierende Systems N die bereits für den Standard-Regelkreis
getroffenen Aussagen.
Im Bildbereich der Laplace-Transformation folgt aus der Existenz einer beschränkten Inversen
von
(
I − Pm,sK
)
oder von
(
I −KPm,s
)
gleichwertig die Korrektgestelltheit des Systems N =
Fl (P,K). Unter der Voraussetzung der Korrektgestelltheit ergibt sich ausgehend von der Definition
der unteren LFT Definition 104 mit der Rückführung us = yK = KuK das Übertragungsverhalten
N = Fl (P,K) =
(
P∆,∆ P∆,w
Pz,∆ Pz,w
)
+
(
P∆,s
Pz,s
)
K
(
I − Pm,sK
)−1 (
Pm,∆ Pm,w
)
=
P∆,∆ + P∆,sK(I − Pm,sK)−1Pm,∆ P∆,w + P∆,sK(I − Pm,sK)−1Pm,w
Pz,∆ + Pz,sK
(
I − Pm,sK
)−1
Pm,∆ Pz,w + Pz,sK
(
I − Pm,sK
)−1
Pm,w

=
(
N∆,∆ N∆,w
Nz,∆ Nz,w
)
.
(E.92)
Wie bereits im Fall des geschlossenen Regelkreises sind die Bedingungen für die Korrektgestellt-
heit von N im Zeitbereich und im Frequenzbereich äquivalent. Unter der Annahme Pm,s = G stim-
men die Voraussetzungen zur Korrektgestelltheit des erweiterten Regelkreises N und des Standard-
Regelkreis überein. Diese Annahme erlaubt innerhalb der erweiterten Strecke nicht die Berück-
sichtigung dynamischer Systeme über die Strecke hinaus und kann daher als sehr einschränkend
angesehen werden.
Unter der Annahme jeweils energiebeschränkter und kausaler Signale lässt sich
N : H2 (U∆)×H2 (Uw)→H2 (Y∆)×H2 (Yz)(
u∆
w
)
7→
(
y∆
z
)
= Fl (P,K)
(
u∆
w
) (E.93)
schreiben. Die Einschränkung auf die erweiterte Strecke P˜ = Fu (P,0) der Form (E.50) innerhalb
von N entspricht der Vernachlässigung von Unsicherheiten. Das in diesem Fall verbleibende Über-
tragungsverhalten Nz,w = Fl
(
P˜ ,K
)
= Fl (Fu (P,0) ,K) bildet die Grundlage für die Definition
des EntwurfsproblemsH∞-optimaler Regler in Abschnitt 4.4.1. Erfolgreich unter Verwendung von
Nz,w mit γ ≤ 1 synthetisierteH∞-optimale Regler garantieren a priori die Einhaltung der in P ge-
stellten Performance-Anforderungen im nominellen Fall. Die insbesondere in der Zeitbereichsdar-
stellung unmittelbar ersichtliche Abhängigkeit der LFT Fl
(
P˜ ,K
)
von den Operatoren des Reglers
ΣK (AK ,BK ,CK ,DK) erlaubt den Einsatz von Fl (P,K) als Berechnungsgrundlage derartiger Reg-
ler.
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Der unsicherheitsbehaftete erweiterte Regelkreises
Als Basis für den unsicherheitsbehafteten erweiterten Regelkreis dient der erweiterte Regelkreis N
gemäß (E.81). Die Berücksichtigung einer Modellschar innerhalb des geschlossenen Regelkreises
erfolgt durch eine Rückführung der Form u∆ (s) = ∆ (s) y∆ (s). Dabei wird für diese Rückführung
im Folgenden einschränkend eine stabile strukturierte unsichere Übertragungsfunktion ∆(s) ∈
M∆s mit M∆s entsprechend (E.16) angenommen. Auf eine Darstellung im Zeitbereich wird an
dieser Stelle verzichtet.
P
∆
K
y
y∆
z
u∆
u
w
N
F
Abbildung E.8: Unsicherheitsbehafteter erweiterter Regelkreis F = Fu (N,∆).
Für jedes ∆(s) ∈M∆s resultiert ein geschlossener Regelkreis F : Uw → Yz, w 7→ z = Fw mit
F = Fu (N,∆) = Nz,w +Nz,∆∆(I −N∆,∆∆)
−1N∆,w. (E.94)
Die Berücksichtigung jedes Elementes der Modellschar M∆s führt auf eine Schar geschlossener
Regelkreise. Hinsichtlich der für F resultierenden Systemklasse gelten die bezüglich N getroffe-
nen Aussagen. Da jede Übertragungsfunktion ∆(s) ∈M∆s einem endlich-dimensionalen System
entspricht, lässt sich jedes ∆(s) ∈ M∆s als Regler für N interpretieren und damit eine entspre-
chende Argumentation zur resultierenden Systemklasse aufbauen. Für korrekt gestellte N folgt die
Korrektgestelltheit von F falls (I −N∆,∆∆)−1 für alle ∆(s) ∈M∆s existiert.
Unter Berücksichtigung einer Unsicherheitsstruktur identisch Null ∆ = 0 in (E.94) folgt nominelle
Performance-Abbildung des geschlossenen Regelkreises von w auf z zu F˜ : Uw → Yz, w 7→ z =
F˜w wobei
F˜ = Nz,w = Fl
(
P˜ ,K
)
= Fl (Fu (P,0) ,K) . (E.95)
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In (E.94) wird demnach für F durch ein ∆ 6= 0 eine Abweichung des Performance-Verhaltens
des Regelkreises vom nominellen Fall F˜ = Nz,w beschrieben. Mit F steht eine Formulierung des
geschlossenen Regelkreise zur Verfügung, die eine Untersuchung aller in Definition 108 aufgeführ-
ten Eigenschaften von Regelkreisen erlaubt und implizit mittels Satz 78 auch der Synthese robuster
Regler unter Verwendung des strukturierten Singulärwertes µ zugrunde liegt.
E.2.5 Zur Stabilität geschlossener Regelkreise
Der vorliegende Abschnitt definiert verschiedene in Bezug auf die Stabilität geschlossener Regel-
kreise gebräuchliche Stabilitätsbegriffe und zeigt Äquivalenzen zwischen diesen Begriffen auf. Die
folgenden Ausführungen dienen damit als Grundlage für die Analyse der nominellen und robus-
ten Stabilität geschlossener Regelkreise in Abschnitt E.3 und sind als Verallgemeinerung der aus
dem Endlich-dimensionalen wohlbekannten Zusammenhänge zwischen der exponentiellen Stabi-
lität und der Ein-/Ausgangsstabilität geschlossener Regelkreise ([Vid87], [ZDG95]) zu verstehen.
Insbesondere die Anwendung von Reglersyntheseverfahren basierend auf der Ein-/Ausgangsstabi-
lität geschlossener Regelkreise gewinnt erst durch die Äquivalenz der Ein-/Ausgangsstabilität zur
inneren Stabilität an Sinnhaftigkeit.
Im Folgenden gelten für die Strecke G, die erweiterte Strecke P und den Regler K die Annah-
men gemäß Abschnitt E.2.2 beziehungsweise Abschnitt E.1.1. Darüber hinaus gilt es zu beachten,
dass den Ausführungen der letztgenannten Abschnitte zu Folge, korrekt gestellte Verkopplungen
der Form N oder H (G,K) zumindest als Element der Pritchard-Salamon-Klasse vorausgesetzt
werden. Die Korrektgestelltheit der genannten Rückkopplungsstrukturen wird im Weiteren voraus-
gesetzt. Einleitend wird die exponentielle Stabilität hinsichtlich N und H (G,K) sowie die Äqui-
valenz der exponentiellen Stabilität von N mit der von H (G,K) eingeführt. Darauf erfolgt die
Definition der Ein-/Ausgangsstabilität des Standardregelkreises. Anschließend wird aufgezeigt un-
ter welchen zusätzlichen Annahmen die Ein-/Ausgangsstabilität des StandardregelkreisesH (G,K)
äquivalent zum stärkeren Konzept der exponentiellen Stabilität von H (G,K) ist.
Exponentielle Stabilität des nominellen erweiterten Regelkreises und des Standard-
Regelkreises
Der Begriff der exponentiellen Stabilität des nominellen erweiterten Regelkreises F˜ aus (E.95)
und des Standard-Regelkreis H (Pm,s,K) folgt unmittelbar Definition 9 aus Abschnitt 3.2.1. Der
folgende Satz beschreibt die Äquivalenz zwischen der exponentiellen Stabilität von F˜ (Abb. E.9a)
und der exponentiellen Stabilität von H (Pm,s,K) (Abb. E.9b).
Satz 74 Es seien eine erweiterte Strecke P˜ der Form (E.50) sowie ein zugehöriger Regler K, so-
dass F˜ = Fl
(
P˜ ,K
)
korrekt gestellt ist. Dann sind die folgenden Aussagen äquivalent:
• Der nominelle erweiterte Regelkreis F˜ ist exponentiell stabil auf allen Räumen der zugrunde
liegenden Raumskala.
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P˜
K˜
z
r2
w
r1
(a) F˜ = Fl
(
P˜ ,K
)
Pm,s
K˜
r1 u y
uK˜ r2yK˜
(b) H (Pm,s,K)
Abbildung E.9: Nomineller erweiterter Regelkreis F˜ = Fl
(
P˜ ,K
)
und Standard-Regelkreis
H (Pm,s,K).
• Der Regelkreis H (Pm,s,K) ist exponentiell stabil auf allen Räumen der zugrunde liegenden
Raumskala. ✷
Bereits anhand der Definition der erweiterten Strecke P˜ ist zu erkennen, dass die Systemopera-
toren von Pm,s =
[
Ae Be,s
Cm,e Dm,s
]
und P˜ übereinstimmen. Diese Aussage überträgt sich auf die
Systemoperatoren von Fl
(
P˜ ,K
)
und H (Pm,s,K). Da die exponentielle Stabilität eines Systems
ausschließlich von der zugehörigen stark stetigen Halbgruppe und damit von derem eindeutig zu-
geordneten infinitesimalen Erzeuger abhängt, folgt Satz 74. Den Betrachtungen zur Stabilität stark
stetiger Halbgruppen aus Abschnitt 3.2.1 folgend, bedingt die exponentielle Stabilität von Nz,w
oder von H (Pm,s,K) auch unmittelbar die schwächere Eigenschaft der inneren Stabilität von Nz,w
und H (Pm,s,K).
Die Bestimmung des infinitesimalen Erzeugers von Nz,w oder gleichwertig von H (Pm,s,K) ist
nicht immer ohne weitere Anstrengungen möglich. Daher ist grundsätzlich ein Nachweis für die
exponentielle Stabilität der beiden Rückkopplungsstrukturen wünschenswert, der ohne explizite
Kenntnisse des infinitesimalen Erzeugers auskommt.
Definition der Ein-/Ausgangsstabilität geschlossener Regelkreise
Die Anwendung der Definition der Ein-/Ausgangsstabilität unendlich-dimensionaler Systeme ge-
mäß Definition 11 auf einen korrekt gestellten geschlossenen RegelkreisH (Pm,s,K) mit einer Ab-
bildungH (·,K) gemäß (E.62) führt auf die Definition der Ein-/Ausgangsstabilität vonH (Pm,s,K).
Definition 107 Es sei ein geschlossener Regelkreis H (Pm,s,K), ferner sei H (Pm,s,K) korrekt
gestellt. Dann ist H (Pm,s,K) ein-/ausgangsstabil, falls H (Pm,s,K) ∈ H∞ (L (UL,YL)). ✷
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Die Ein-/Ausgangsstabilität von H (Pm,s,K) ist damit gleichbedeutend mit der Zugehörigkeit von
H (Pm,s,K) zu einer gewissen Algebra. Der geschlossene RegelkreisH (Pm,s,K) ist durch die Ein-
/Ausgangsabbildung
H (Pm,s,K) :
(
r1
r2
)
7→
(
u
uK
)
(E.96)
vollständig charakterisiert. Ohne weitere Annahmen hinsichtlich der Stabilität von Pm,s oder K ist
der in Definition 107 angenommene korrekt gestellte Regelkreis ein-/ausgangsstabil, falls jede der
vier in (E.96) enthaltenen Abbildungen ein-/ausgangsstabil ist. Um im allgemeinen Fall die Ein-
/Ausgangsstabilität einer Regelkreisstruktur mit zwei Freiheitsgraden zu gewährleisten, müssen die
sechs in (E.73) auftretenden Übertragungsfunktionen jeweils ein-/ausgangsstabil sein.
Äquivalenz von exponentieller und Ein-/Ausgangsstabilität im Falle vonH (Pm,s,K)
Als Grundlage für den nachfolgenden Satz über die Äquivalenz von exponentieller Stabilität und
Ein-/Ausgangsstabilität des geschlossenen Regelkreises H (Pm,s,K) dienen Satz 10 sowie Lemma
(34) aus [JN87] (S. 1433). Dem zitierten Lemma zur Folge folgt die zulässige Stabilisierbarkeit und
zulässige Detektierbarkeit von H (Pm,s,K), falls sowohl Pm,s als auch K gleichzeitig zulässig sta-
bilisierbar und zulässig detektierbar sind. Der folgende Satz entspricht Theorem (35) aus [JN87] (S.
1433). Mit explizitem Bezug zur Pritchard-Salamon-Klasse wird der nachfolgende Satz in [Log92]
(S. 120) formuliert.
Satz 75 Es sei eine erweiterte Strecke P˜ gemäß (E.42) und ein Regler K gemäß (E.41), sodass
H (Pm,s,K) korrekt gestellt ist. Ferner seien sowohl P˜ als auch K zulässig stabilisierbar und
zulässig detektierbar. Dann sind die folgenden Aussagen äquivalent:
AS1) H (Pm,s,K) ∈ H∞ (L (UL,YL));
AS2) Die H (Pm,s,K) zugeordnete stark stetige Halbgruppe ist exponentiell stabil. ✷
Die Annahmen in Satz 75 beinhalten die zulässige Stabilisierbarkeit und zulässige Detektierbarkeit
des geschlossenen Regelkreises. Da H (Pm,s,K) zudem zumindest der Pritchard-Salamon-Klasse
angehört, kann der verbleibende Beweis zu Satz 75 völlig analog zu dem Beweis von Satz 10
erfolgen.
E.2.6 Der Satz der kleinen Verstärkungen
Die folgende Formulierung des in der englischsprachigen regelungstechnisch-orientierten Literatur
als „Small Gain Theorem“ bezeichneten Satzes der kleinen Verstärkungen entstammt [Heu92] (S.
117). In der regelungstechnischen Literatur wird dieser Satz in einer recht weitgehend generalisier-
ten Form in [DP05] (S. 108) aufgeführt.
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Satz 76 Es sei eine Banachalgebra B mit einem Einselement I . Dann existiert für ein Element
I − Le von B eine Inverse in B, falls die Neumannsche Reihe
∑
i∈I+
Le
i konvergiert. Ferner gilt in
einem derartigen Fall
(I − Le)
−1 =
∑
i∈I+
Le
i. (E.97)
✷
Inhaltlich knüpft Satz 76 die Existenz einer ebenfalls in B gelegenen Inversen von (I − Le) ∈ B
an die Konvergenz einer Neumannschen Reihe. Eine schöne weiterführende Einbettung der Neu-
mannschen Reihe in den mathematischen Kontext, als Verallgemeinerung geometrischer Reihen
auf Banachalgebren, findet sich ebenfalls in [Heu92]. Im regelungstechnischen Kontext wird im
Allgemeinen die Tatsache bemüht, dass unter Verwendung der Norm von B die Einhaltung der
Ungleichung ‖Le‖ < 1 eine zumindest hinreichende Bedingung für die Konvergenz der Neumann-
schen Reihe in (E.97) darstellt.
Im regelungstechnischen Kontext werden die algebraischen Eigenschaften stabiler Übertragungs-
funktionen ausgenutzt, um ausgehend von Satz 76 Aussagen über die Korrektgestelltheit und
Stabilität des Standard-Regelkreises H (G,K) zu treffen. Alle Schlussfolgerungen basieren dabei
ausschließlich auf der durch geeignete Normen bemessenen Größe der im Regelkreis enthalte-
nen Übertragungsfunktionen G und K und kommen damit ohne eine explizite Berechnung von
H (G,K) aus. Die Anwendung von Satz 76 zur Analyse der Korrektgestelltheit und Stabilität der
in Abb. E.3a gezeigten RückkopplungsstrukturH (G,K) erfordert zunächst eine Zuordnung von G
und K zu den in Satz 76 aufgeführten Größen sowie einen Nachweis der geforderten mathemati-
schen Eigenschaften.
Um den notwendigen mathematischen Rahmen zu begrenzen, wird vereinfachend eine gleiche An-
zahl von Eingängen und Ausgängen für G und K vorausgesetzt. Ferner wird für G und K jeweils
die Zugehörigkeit zu einer Banachalgebra stabiler Übertragungsfunktionen B vorausgesetzt. Damit
ein Banachraum den Anforderungen an eine Banachalgebra genügt, ist hinsichtlich der verwende-
ten Norm die Submultiplikativität zu gewährleisten. Grundsätzlich sind an dieser Stelle verschie-
dene Banachalgebren stabiler Übertragungsfunktionen denkbar, ausführlichere Betrachtungen dazu
finden sich beispielsweise in [Vid87],[Log92] oder [CZ95]. Eine mögliche Wahl für eine Banach-
algebra wäre der Hardy-Raum H∞, ausgestattet mit der ∞-Norm.
Die multiplikative Verknüpfung der angenommenen Operator-Algebra B repräsentiert die Reihen-
schaltung zweier in B enthaltener Übertragungsfunktionen. Unter der Annahme von Le = GK
lässt sich Le als offene Wirkungskette von H (G,K), dargestellt in Abb. E.3b, interpretieren. Aus
G ∈ B und K ∈ B folgt damit die Zugehörigkeit der offenen Wirkungskette Le zu B, die in Analo-
gie zum Nyquist-Kriterium den Ausgangspunkt der auf Satz 76 beruhenden Betrachtungen bildet.
Unter den genannten Annahmen stellt die strenge Kontraktivität von Le, repräsentiert durch die
Normbeschränkung
‖Le‖B < 1, (E.98)
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eine hinreichende Bedingung für die Konvergenz der in Satz 76 auftretenden Neumannschen Reihe
und damit auch für die Existenz der Inversen von I − Le in B dar. Aus der Einhaltung von (E.98)
folgt demnach die Korrektgestelltheit und Stabilität von (I − Le)−1. Aufgrund der Submultiplika-
tivität der angenommenen Norm gilt
‖Le‖B = ‖GK‖B ≤ ‖G‖B ‖K‖B . (E.99)
Somit existiert (I −GK)−1 als Element von B, falls
‖G‖B < γ und ‖K‖B ≤
1
γ
oder (E.100)
‖G‖B ≤ γ und ‖K‖B <
1
γ
. (E.101)
Sowohl (E.100) als auch (E.101) oder äquivalent die Forderung ‖K‖B < 1‖G‖B garantieren die
strenge Kontraktivität der offenen Wirkungskette Le hinsichtlich der submultiplikativen Norm ge-
mäß (E.98) und sind somit hinreichende Bedingungen für die Korrektgestelltheit und Stabilität
von (I −GK)−1. Daraus lässt sich die Korrektgestelltheit und Stabilität aller in H (G,K) gemäß
(E.62) enthaltener Übertragungspfade und damit die des gesamten Standard-RegelkreisesH (G,K)
folgern. Die Stabilität von (I −GK)−1 und damit vonH (G,K) folgt allerdings ohne Weiteres nur
im Sinne der Stabilität der betrachteten Banachalgebra, d.h. zunächst kann damit für H (G,K) nur
ein Schluss über die Form der Stabilität getroffen werden, die auch für G und K vorausgesetzt
wird.
Zusätzlich ist die einem hinreichenden Kriterium innewohnende Konservativität zu beachten, ein
Beispiel dazu findet sich in [DP05]. Aufgrund von (E.99) ist die Forderung der Normbeschränkung
an Le in (E.98) weniger konservativ, als die in (E.100) beziehungsweise (E.101) an die Normbe-
schränkung der einzelnen in Le enthaltenen Elemente formulierten Forderungen.
Aus der Sicht des Regelungstechnikers kann Satz 76 als Generalisierung des Nyquist-Kriteriums
angesehen werden. Neben der Anwendungsmöglichkeit von Satz 76 zur Stabilitätsanalyse nomi-
neller Standard-Regelkreise, lässt sich der Satz der kleinen Verstärkungen auch zur Analyse der ro-
busten Stabilität im Falle unstrukturierter Unsicherheiten heranziehen, vergleiche Abschnitt E.3.5.
Die Anwendung des Satzes der kleinen Verstärkungen unter der Annahme endlich-dimensionaler
Systeme G ∈ RH∞,K ∈ RH∞ findet sich Abschnitt E.3.2.
E.3 Analyse geschlossener Regelkreise
Dieser Abschnitt thematisiert einige im Folgenden relevante, charakteristische Eigenschaften ge-
schlossener Regelkreise. Aus den Ausführungen zur Approximation unendlich-dimensionaler Sys-
teme in Abschnitt 4.2 sowie zur Formulierung einer Modellschar zur Reglersynthese für das Bei-
spielsystem in 4.3 wird die Berechtigung abgeleitet, in diesem Abschnitt die Ausführungen auf
endlich-dimensionale Systeme einzuschränken. Ein gegebenenfalls unendlich-dimensionales Sys-
tem wird an dieser Stelle nur noch implizit als Element einer Modellschar berücksichtigt.
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Einleitend erfolgt die Definition der relevanten Eigenschaften von Regelkreisen (Definition 108).
Um eine Überprüfung eines Regelkreises hinsichtlich der in Definition 108 genannten Eigenschaf-
ten zu ermöglichen, wird anschließend zu jeder Eigenschaft ein einfach zu handhabendes Kriterium
eingeführt.
E.3.1 Eigenschaften geschlossener Regelkreise
Die folgende aus [ZDG95] (S. 211) stammende Definition legt verschiedene als Maß für die
Eignung und Güte eines verwendeten Reglers anzusehenden charakteristischen Eigenschaften ge-
schlossener Regelkreise fest.
Definition 108 (Einige Eigenschaften geschlossener Regelkreise) Es sei eine Modellschar G,
eine nominelle Strecke GNom ∈ G sowie eine Menge von Regelungszielen. Ferner sei K ein auf
Basis von GNom entworfener Regler. Dann besitzt der geschlossene Regelkreis
• nominelle Stabilität, falls K die nominelle Strecke GNom intern stabilisiert;
• robuste Stabilität, falls K alle Elemente von G intern stabilisiert;
• nominelle Performance, falls der aus GNom und K bestehende Regelkreis alle Regelungs-
ziele erfüllt;
• robuste Performance, falls jeder Regelkreis aus einem Element aus G und K jeweils alle
Regelungsziele erfüllt. ✷
Die in Definition 108 eingeführten Eigenschaften geschlossener Regelkreise werden innerhalb die-
ser Arbeit als Maßstab zur Beurteilung der zur Regelung des Beispielsystems synthetisierten Regler
herangezogen. Da sich Definition 108 nicht unmittelbar als konstruktiv betrachten lässt, erfordert
die Überprüfung der einzelnen genannten Eigenschaften die Einführung von Kriterien.
E.3.2 Nominelle Stabilität eines Regelkreises
Im Falle eines endlich-dimensionalen geschlossenen Regelkreises H (G,K) sind verschiedene
Möglichkeiten zur Überprüfung der nominellen Stabilität wohlbekannt und die Ausführungen da-
her im Folgenden kurz gehalten.
Exponentielle Stabilität endlich-dimensionaler Systeme
Der Systemoperator eines endlich-dimensionalen Regelkreises lässt sich bei bekannter Strecke und
gegebenem Regler problemlos bestimmen. Der Systemoperator ist in einem derartigen Fall stets
kompakt und vollständig durch seine Eigenwerte charakterisiert. Notwendiges und hinreichendes
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Kriterium für die exponentielle Stabilität der dem besagten Systemoperator eindeutig zugeordneten
gleichmäßig stetigen Halbgruppe ist ein negativer Realteil aller Eigenwerte des Systemoperators
des geschlossenen Regelkreises.
Im Endlich-dimensionalen sind die Begriffe der asymptotischen und exponentiellen Stabilität äqui-
valent. Ein im Sinne dieser beiden Stabilitätsbegriffe stabiler endlich-dimensionaler Regelkreis
H (G,K) ist ebenfalls ein-/ausgangsstabil und es gilt H (G,K) ∈ RH∞.
Ein-/Ausgangsstabilität endlich-dimensionaler Systeme
Die Ein-/Ausgangsstabilität eines endlich-dimensionalen Regelkreises lässt sich gemäß Definition
107 an einem Zugehörigkeitsproblem H (G,K) ∈ RH∞ ⊂ H∞ festmachen. Ausgehend von der
Ein-/Ausgangsstabilität eines endlich-dimensionalen Systems lässt sich anhand von Satz 75 und
damit unter zusätzlicher Annahme der Stabilisierbarkeit und Detektierbarkeit eines Systems auf
dessen exponentielle Stabilität schließen.
Für den Sonderfall einer stabilen endlich-dimensionalen Strecke G und eines ebensolchen Reglers
K folgt aus Satz 76 unter Verwendung von RH∞ ausgestattet mit der ∞-Norm
‖G‖∞ ‖K‖∞ < 1 (E.102)
ein notwendiges und hinreichendes und damit nicht konservatives Kriterium für die Korrektgestell-
theit und interne Stabilität von H (G,K) ([ZDG95]). Die interne Stabilität entspricht der asymp-
totischen Stabilität und ist damit äquivalent zur exponentiellen Stabilität. Unter Ausnutzung der
Definition der ∞-Norm lässt sich die Ungleichung (E.102) gleichwertig durch
σ (G (iω))σ (K (iω)) < 1, ∀ω ∈ R≥0 (E.103)
ausdrücken.
E.3.3 Nominelle Performance von Regelkreisen
Die Analyse der nominellen Performance eines geschlossenen Regelkreises dient der Überprüfung,
ob ein nominell stabilisierender Regler darüber hinaus die Einhaltung der Regelungsziele für den
nominellen Regelkreis gewährleistet.
Die folgende Methode zur Analyse der nominellen Performance des geschlossenen Regelkreises
basiert konsistenter Weise auf dem Verlauf des größten Singulärwertes des nominellen erweiterten
geschlossenen Regelkreises gemäß (E.95). Unter der Voraussetzung der nominellen Stabilität eines
geschlossenen Regelkreises folgt dessen nominelle Performance, falls
‖Fl (Fu (P,0) ,K)‖∞ = sup
ω∈R≥0
σ (Nz,w (iω)) < 1. (E.104)
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Aus der Definition der Grenzfälle des strukturierten Singulärwertes erschließt sich, dass die Analy-
se der nominellen Performance eines geschlossenen Regelkreises auch äquivalent anhand des struk-
turierten Singulärwertes erfolgen kann. Unter der Annahme einer Rückkopplungsstruktur gemäß
Abb. E.8 sowie einer unstrukturierten unsicheren Übertragungsfunktion ∆zw ∈ RH∞,∆zw (iω) ∈
Cqz×pw ,∀ω ∈ R≥0 gilt
σ (Nz,w (iω)) = µ∆zw (Nz,w (iω)), ∀ω ∈ R≥0. (E.105)
Mittels des voranstehenden Zusammenhangs lässt sich die Ungleichungsbedingung für die nomi-
nelle Performance eines Regelkreises aus (E.104) durch
sup
ω∈R≥0
µ∆zw (Nz,w (iω)) < 1 (E.106)
ausdrücken. In einer frequenzabhängigen Formulierung lautet das Kriterium
µ∆zw (Nz,w (iω)) < 1, ∀ω ∈ R≥0. (E.107)
Die letztgenannten Ungleichungen (E.106) und (E.107) ermöglichen jeweils die Einbettung der
anhand der H∞-Norm bemessenen nominellen Eigenschaft in eine Untersuchung auf Basis des
strukturierten Singulärwertes unter Annahme unstrukturierter Unsicherheiten.
E.3.4 Robuste Stabilität im Fall strukturierter Unsicherheiten
Die robuste Stabilität eines geschlossenen Regelkreises wird im folgenden auf Basis der Perfor-
mance-Abbildung F = Fu (N,∆) des unsicherheitsbehafteten erweiterten geschlossenen Regel-
kreises entsprechend (E.94) betrachtet. Dabei wird die Korrektgestelltheit und die nominelle Sta-
bilität des erweiterten geschlossenen Regelkreises vorausgesetzt. Die ferner in F auftretende unsi-
chere Übertragungsfunktion ∆ wird als Element der Menge der stabilen strukturierten unsicheren
Übertragungsfunktionen entsprechend (E.16) angenommen. Unter diesen Annahmen verbleibt in
(E.94) der Term (I −N∆,∆∆)−1 oder äquivalent (I −∆N∆,∆)−1 als einzige Quelle der Instabi-
lität. Die Analyse der robusten Stabilität des geschlossenen Regelkreises reduziert sich somit auf
∆
N∆,∆
r1
r2
(a) H (∆,N∆,∆)
∆ N∆,∆
(b) N∆,∆∆
Abbildung E.10: Blockschaltbild des der robusten Stabilitätsanalyse zugrunde liegenden Standard-
Regelkreises H (∆,N∆,∆) und der zugehörigen offenen Wirkungskette N∆,∆∆.
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die Frage nach der internen Stabilität eines Standard-Regelkreises H (∆,N∆,∆) dargestellt in Abb.
E.10a. Abbildung E.10b zeigt die H (∆,N∆,∆) zugeordnete offene Wirkungskette.
Der folgende Satz findet sich jeweils mit zugehörigem Beweis beispielsweise in [ZDG95] (S. 276),
[ZD98] (S. 200) oder [SP05] (S. 331).
Satz 77 (Robuste Stabilität im Fall strukturierter Unsicherheiten) Es sei γ∆ > 0, N∆,∆ ∈ RH∞
und ∆ ∈M∆s mit ‖∆‖∞ ≤ 1γ∆ . Dann sind die folgenden Aussagen äquivalent:
RS1) Der in Abb. E.10a gezeigte Standard-RegelkreisH (∆,N∆,∆) ist korrekt gestellt und intern
stabil für alle ∆ ∈ M∆s;
RS2) sup
ω∈R≥0
µM∆ (N∆,∆) < γ∆. ✷
Die Eigenschaft der robusten Stabilität von H (∆,N∆,∆) unter der Annahme ∆ ∈ M∆s mit
‖∆‖∞ ≤
1
γ∆
hängt laut Satz 77 lediglich vom Supremum des strukturierten Singulärwertes über
alle ω ∈ R≥0 ab. Falls H (∆,N∆,∆) korrekt gestellt und intern stabil für alle zugelassenen Un-
sicherheiten ist, folgt durch die eingangs getroffene Annahme der Stabilität von N und von ∆
auch die robuste Stabilität von F für alle ∆ ∈ M∆s . Hinsichtlich einer Formulierung anhand der
offenen Wirkungskette ist die Erfüllung einer der beiden äquivalenten Bedingungen aus Satz 77
gleichwertig zu
µM∆ (N∆,∆)σ (∆) < 1, ∀ω ∈ R≥0. (E.108)
Entsprechende Ausführungen finden sich in [SP05].
E.3.5 Robuste Stabilität im Fall unstrukturierter Unsicherheiten
Der vorliegende Abschnitt betrachtet einen Spezialfall der in Abschnitt E.3.4 thematisierten robus-
ten Stabilität eines geschlossenen Regelkreises. Hinsichtlich N gelten die in Abschnitt E.3.4 ge-
troffenen Annahmen. Anstelle allgemeiner stabiler strukturierter unsicherer Übertragungsfunktio-
nen werden im Folgenden stabile unstrukturierte unsichere Übertragungsfunktionen angenommen.
Die im Allgemeinen durch (E.16) definierte Menge M∆s setzt sich in diesem Fall aus Elementen
zusammen, die zu jedem s ∈ C+ ein Element aus M∆ gemäß (E.9) sind. Für diesen Grenzfall
stabiler strukturierter unsicherer Übertragungsfunktionen stimmt der strukturierte Singulärwert zu
jeder diskreten Frequenz mit seiner oberen Schranke gemäß (E.27) überein. Mit s = iω gilt
µM∆ (N∆,∆ (iω)) = σ (N∆,∆ (iω)) , ∀ω ∈ R≥0. (E.109)
Die obere Schranke des strukturierten Singulärwertes über alle Frequenzen stimmt zudem mit der
oberen Schranke des größten Singulärwertes überein
sup
ω∈R≥0
µM∆ (N∆,∆ (iω)) = sup
ω∈R≥0
σ (N∆,∆ (iω))
= ‖N∆,∆‖∞ .
(E.110)
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Im Fall normbeschränkter unstrukturierter unsicherer Übertragungsfunktionen mit
‖∆‖∞ = sup
ω∈R≥0
σ (∆ (iω)) ≤
1
γ∆
(E.111)
ist Satz 77 folgend, die Einhaltung der Schranke ‖N∆,∆‖∞ < γ∆ notwendig und hinreichend für
die Korrektgestelltheit und die interne Stabilität von H (N∆,∆,∆) und somit auch für die robuste
Stabilität von H (N∆,∆,∆) für alle zugelassenen Unsicherheiten.
Um robuste Stabilität unter Berücksichtigung stabiler unstrukturierter unsicherer Übertragungs-
funktionen nachzuweisen, lässt sich neben Satz 77 auch gleichwertig der Satz der kleinen Verstär-
kungen (Satz 76) nutzen. Der Satz der kleinen Verstärkungen ist somit Basis für ein äquivalen-
tes Vorgehen bei der Überprüfung der nominellen Stabilität eines Regelkreises und der robusten
Stabilität eines Regelkreises im Fall der genannten Unsicherheiten. Die dabei zu untersuchende
Rückkopplungsstruktur und die zugehörige offene Wirkungskette finden sich in Abb. E.10a bezie-
hungsweise in Abb. E.10b.
Um die Anwendung von Satz 76 zu ermöglichen, wird Le = ∆N∆,∆ gesetzt, darüber hinaus wird
die∞-Norm zur Normierung herangezogen. Ausgehend von (E.98), (E.100) oder (E.101) folgt die
robuste Stabilität des geschlossenen Regelkreises unter diesen Annahmen dann und nur dann, wenn
‖∆‖∞ < γ∆ und ‖N∆,∆‖∞ ≤
1
γ∆
oder (E.112)
‖∆‖∞ ≤ γ∆ und ‖N∆,∆‖∞ <
1
γ∆
(E.113)
gilt. Der Satz der kleinen Verstärkungen führt im Fall stabiler unstrukturierter unsicherer Übertra-
gungsfunktionen und unter Verwendung der ∞-Norm ebenfalls auf eine notwendige und hinrei-
chende Bedingung für die robuste Stabilität des geschlossenen Regelkreises und ist damit in einem
derartigen Fall nicht konservativ sondern exakt. Beweise für den notwendigen und hinreichenden
Charakter der voranstehenden Beziehungen finden sich beispielsweise in [ZD98] (S. 138) oder
[SP05] (S. 325), für das Verständnis des Beweises sei insbesondere auf Lemma 8.3 in [SP05] (S.
325) hingewiesen.
Aus (E.112) und (E.113) folgt unter Berücksichtigung der Submultiplikativität der verwendeten
Norm für die offene Wirkungskette ‖N∆,∆∆‖∞ ≤ ‖N∆,∆‖∞ ‖∆‖∞ < 1. Unter Berücksichtigung
der Definition der ∞-Norm gilt äquivalent dazu
σ (N∆,∆ (iω))σ (∆ (iω)) < 1, ∀ω ∈ R≥0. (E.114)
Letztere Gleichung bildet das Äquivalent zu der im Fall stabiler strukturierter unsicherer Übertra-
gungsfunktionen auftretenden Gleichung (E.108). Der in (E.108) auftretende strukturierte Singu-
lärwert wird in (E.103) durch den größten Singulärwert ersetzt. Über alle Frequenzen betrachtet,
nimmt die ∞-Norm die Rolle des Supremums des größten Singulärwertes ein. Damit begründet
sich die Interpretation von Satz 77 als Verallgemeinerung von Satz 76.
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E.3.6 Robuste Performance mittels des strukturierten Singulärwertes
Die Analyse der robusten Performance dient dazu, eine Aussage über die Einhaltung der Rege-
lungsziele und damit über die Leistungsfähigkeit eines Regelkreises unter Berücksichtigung aller
zulässigen Unsicherheiten zu treffen. Während die nominelle Performance in Abschnitt E.3.3 an-
hand der H∞-Norm von F˜ = Nz,w = Fu (N,0) beurteilt wird, gilt es im Falle der robusten Perfor-
mance eine Aussage über die Größe von F = Fu (N,∆) ebenfalls bemessen durch die H∞-Norm,
allerdings unter Berücksichtigung aller zulässigen Unsicherheiten ∆, zu treffen. Die Darstellung
P
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u∆
u
w
N
F
(a) F = Fu (N,∆)
P
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∆ 0
0 ∆wz
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(b) Fu (N,∆e)
Abbildung E.11: Strukturen zur Analyse der robusten Performance eines Regelkreises anhand von
‖F‖∞ und sup
ω∈R≥0
µ∆e (N).
der dazu verwendeten Struktur findet sich in Abb. E.11a. Um das unpraktikable Berechnen von
‖F‖∞ für alle zulässigen ∆ zu vermeiden, wird die Identität des größten Singulärwertes mit dem
strukturierten Singulärwert unter Annahme unstrukturierter Unsicherheiten gemäß (E.105) ausge-
nutzt. Die Analyse der robusten Performance lässt sich damit auf Basis des strukturierten Singulär-
wertes durchführen und ist äquivalent zur Untersuchung der robusten Stabilität unter Verwendung
einer erweiterten strukturierten Unsicherheit. Die Methodik entspricht dem in [ZDG95] geschilder-
ten Vorgehen und basiert auf dem dort eingeführten „Main Loop Theorem“. Die zugrunde liegende
Struktur ist in Abb. E.11b dargestellt.
Neben einem nominell stabilen N werden strukturierte unsichere Übertragungsfunktionen ∆e ∈
M∆e,s mit
M∆e,s =
{
∆e (·) ∈ RH∞ |∆e (s) ∈M∆e ∀ s ∈ C+
} (E.115)
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und
M∆e =
{(
∆ 0
0 ∆zw
)
|∆ ∈M∆,∆zw ∈ C
pw×qz
}
(E.116)
vorausgesetzt. Die strukturierte unsichere Übertragungsfunktion ∆e (s) ist zu jedem s ∈ C+ ein
Element der Menge M∆e . Die Elemente von M∆e bestehen aus blockdiagonalen Unsicherheiten,
wobei die Diagonalblöcke durch ∆ ∈M∆ und ∆zw ∈ Cpw×qz gebildet werden. Dabei entspricht ∆
der dem System eigenen Unsicherheit in der Form, wie sie auch für die Analyse der robusten Sta-
bilität angenommen wird, d.h. ∆ kann in sich strukturiert sein. ∆zw bildet die Performance-Größen
z auf die externen Störgrößen w ab. In Analogie zur Analyse der nominellen Performance mittels
des strukturierten Singulärwertes basierend auf Gleichung (E.105), wird ∆zw stets als unstruktu-
riert angenommen. Gleichung (E.105) folgend entstammt diese unstrukturierte Unsicherheit einer
∞-Norm Spezifikation.
Die für die Untersuchung der robusten Performance angenommene strukturierte Unsicherheit ∆e
vereint somit die strukturierte Unsicherheit der Analyse der robusten Stabilität ∆ und die unstruktu-
rierte Unsicherheit der Analyse der nominellen Performance ∆zw. Die Diagonalstruktur von ∆e (s)
repräsentiert eine gewisse Form der Entkopplung. Unsicherheiten der Form ∆e beinhalten kei-
nen Einfluss von z auf u∆ beziehungsweise von y∆ auf w. Die damit zur Analyse der robusten
Performance auf natürliche Weise resultierende Struktur von ∆e (s) legt die Aussage nah, dass
für die Analyse dieser Eigenschaft der strukturierte Singulärwert einem Kriterium auf Basis des
größten Singulärwertes vorzuziehen ist. Letzteres würde lediglich im Hinblick auf vollständig un-
strukturierte erweiterte Unsicherheiten ∆e (s) Sinn ergeben und in allen anderen Fällen unnötigen
Konservatismus induzieren.
Der folgende Satz dient als theoretische Grundlage für die µ-Synthese, die den strukturierten Singu-
lärwert zum Zwecke der Reglersynthese instrumentalisiert und dadurch a priori Garantien hinsicht-
lich der robusten Stabilität und der robusten Performance des geschlossenen Regelkreises gewährt.
Satz 78 (Robuste Performance) Es seien ein korrekt gestellter und intern stabiler nomineller ge-
schlossener Regelkreis N ferner sei γ > 0. Dann sind die folgenden Aussagen äquivalent:
RP1) Für alle ∆(s) ∈ M∆s mit ‖∆‖∞ ≤ 1γ ist F = Fu (N,∆) aus Abb. E.11a korrekt gestellt
und intern stabil und es gilt
‖F‖∞ < γ; (E.117)
RP2) sup
ω∈R≥0
µ∆e (N) < γ. ✷
Ein Beweis für Satz 78 lässt sich beispielsweise [ZDG95] (S. 279) entnehmen. Die beiden in Satz
78 auftretenden äquivalenten Aussagen RP1) und RP2) stellen jeweils für sich eine notwendige
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und hinreichende Bedingung für die robuste Performance eines zu analysierenden Regelkreises
dar.
Die Bedingung RP2) enthält sowohl die Bemessung der Größe von F durch dieH∞-Norm als auch
die Betrachtung hinsichtlich aller ∆(s) ∈ M∆s mit ‖∆‖∞ ≤ 1γ implizit durch die Verwendung
des strukturierten Singulärwertes bezüglich einer erweiterten Unsicherheitsstruktur. RP2) wird da-
mit im Folgenden als Ausgangspunkt für die Überprüfung der robusten Performance angesehen.
Dabei gilt es zu beachten, dass die nominelle Stabilität in Satz 78 eine Voraussetzung an N ist
und nicht aus der robusten Performance folgt ([SP05] (S. 344)). Im Gegensatz dazu ist die robuste
Performance aufgrund von
µ∆e (N) ≥ max {µM∆ (N∆,∆),µ∆zw (Nz,w)} (E.118)
hinreichend für die robuste Stabilität und die nominelle Performance ([SP05] (S. 344)).
E.4 Numerische Beschreibung der nominellen Strecke
In Abschnitt 2.3.4 erfolgt die Parametrierung des durch (C.112) beschriebenen Übertragungsver-
haltens des Beispielsystems. Die dazu optimierungsbasiert ermittelten Parameter sind in Tabelle
2.3 auf Seite 88 aufgeführt. Darüber hinaus schildert Abschnitt 4.2.6 die Anwendung der modalen
Approximation auf das Beispielsystem. Entsprechend der Festlegung aus Gleichung (4.35) auf Sei-
te 142 wird dabei die endlich-dimensionale nominelle Strecke GNom = GN mit einer Ordnung von
N = 6 festgelegt. Auf Basis der genannten Parametrierung und der beschriebenen Approximation
ergibt sich eine modale Darstellung der resultierenden nominellen Strecke im Zustandsraum auf
Basis der Matrizen AN ,BN ,CN und DN mit
(
AN BN
CN DN
)
=

−53,08 −1219,82 0 0 0 0 0,06
1219,82 −53,08 0 0 0 0 2,6
0 0 −331,67 −7644,55 0 0 −0,19
0 0 7645,55 −331,67 0 0 −9,04
0 0 0 0 −2287,06 −21302,70 0,77
0 0 0 0 21302,70 −2287,06 14,85
−101,72 2,20 13,37 −0,28 −3,86 0,20 0

.
(E.119)
Aus der Darstellung der nominellen Strecke GNom entsprechend Gleichung E.119 lässt sich zudem
unmittelbar eine modale Darstellung des in Abschnitt 4.5.4 auf Seite 174 eingeführten Systems
Σf = ΣN , N = 4 entnehmen.
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B Eingangsoperator einer Zustandsraumdarstellung
b∗i i-ter Entwicklungskoeffizient des Eingangsoperators B
C Ausgangsoperator einer Zustandsraumdarstellung
c∗i i-ter Entwicklungskoeffizient des Ausgangsoperators C
C Menge der komplexen Zahlen
C+α Menge der komplexen Zahlen mit Realteil größer als α
D Durchgangsoperator einer Zustandsraumdarstellung
〈x,y〉X′×X ,x(y) Dualitätsprodukt von x ∈ X ′ und y ∈ X
E(·) Materialkonstante, Elastizitätsmodul von (·) in N/m2
λi i−ter Eigenwert eines Operators
Eλi(T ) Eigenraum zum i−ten Eigenwert des Operators T
X −֒→
d
Y Stetige und dichte Einbettung des Raumes X in Y
f Allgemeine Funktion
Γ Hankel-Operator
H∞ (L (U ,Y)) ,H∞ Hardy-Raum; Raum der in der rechten s-Halbebene holomorphen
Abbildungen, die eine Beschränkung der entsprechenden Norm
erfüllen
Hα Interpolationsräume; Auf Basis einer Potenz α der Eigenwerte ei-
nes Systemoperators gewichteter Hilbertraum
Hα Auf Basis einer Potenz α = {−1,− 12 ,0,
1
2
,1} der Eigenwerte eines
positiven Operators gewichteter Hilbertraum
Hβ ,Hγ Auf Basis eines Pivotraums durch Gewichtung mit {βi}i∈I+ bzw.
{γi}i∈I+ definierter Hilbertraum
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I(·) Materialkonstante, Flächenträgheitsmoment von (·) in m4
I −∞, . . . ,− 3,− 2,− 1, 1,2,3, . . . ,∞
IN −N, . . . ,− 3,− 2,− 1,1,2,3, . . . ,N
I− −∞, . . . ,− 3,− 2,− 1
I+ 1,2,3, . . . ,∞
IN+ 1,2,3, . . . ,N
I+N+1 N + 1,N + 2, . . .∞
〈x,y〉X Innenprodukt von x ∈ X und y ∈ X
LS,p (X,Y ) Schatten-Klassen kompakter Operatoren von X nach Ymit in p-
ter Potenz summierbaren Singulärwerten
LS,1 (X,Y ) Raum der nuklearen oder Spurklasse Operatoren
LS,2 (X,Y ) Raum der Hilbert-Schmidt Operatoren
LK(X,Y ) Vektorraum der kompakten Operatoren von X nach Y
K Körper der reellen oder komplexen Zahlen
L Länge des Biegewandlers in m
Lp (I,µ) Menge der in der p-ten Potenz absolut µ-integrierbaren Funktio-
nen
Lplok (I) Menge der in der p-ten Potenz lokal absolut µ-integrierbaren
Funktionen
Lp (I) Äquivalenzklassen von Funktionen, die sich nur auf einer
Lebesgue-Nullmenge unterscheiden und in der p-ten Potenz ab-
solut integrierbar sind
Lplok (I) Äquivalenzklassen von Funktionen, die sich nur auf einer
Lebesgue-Nullmenge unterscheiden und in der p-ten Potenz lo-
kal absolut integrierbar sind
Lp (I,X) Menge der auf I definierten vektorwertigen Funktionen mit Wer-
ten aus X , die in der p-ten Potenz integrierbar sind.
L∞ (I,X) Menge der auf I definierten vektorwertigen Funktionen mit Wer-
ten aus X , die über ein endliches wesentliches Supremum verfü-
gen.
Lp (I,L (X1,X2)) Menge der auf I definierten operatorwertigen Funktionen mit
Werten aus L (X1,X2), die in der p-ten Potenz integrierbar sind.
L∞ (I,L (X1,X2)) Menge der auf I definierten operatorwertigen Funktionen mit
Werten aus L (X1,X2), die über ein endliches wesentliches Su-
premum verfügen.
L∞ (iR,L (U ,Y)) Menge auf der imaginären Achse wesentlich beschränkten Über-
tragungsfunktionen.
lp Raum der p-fach summierbaren Folgen
416 Symbolverzeichnis
M Allgemeine Menge
N(·) Längenbezogene Normalkraft in N/m
N Positive natürliche Zahlen
‖x‖X Norm von x ∈ X mit X normiert
OD Menge der diagonalisierbaren Operatoren
OA Untermenge von OD
OR Menge der Riesz-Spektraloperatoren
f ∈ O (g) f ist von Ordnung g, f wächst nicht schneller als g
(·)⊥ Orthogonales Komplement zu (·)
P Allgemeine Projektion
Q(·) Querkraft senkrecht zu (·) in N/m
R Reelle Zahlen
R≥0 Nichtnegative reelle Zahlen
Dαx Schwache Ableitung von x zum Multiindex α
S (X × Y ) Menge der beschränkten Sesquilinearformen
Hm,p (Ω) Sobolew-Raum; Vervollständigung von{
x ∈ Cm (Ω) | ‖x‖mp <∞
}
unter Berücksichtigung
der Sobolew-Norm ‖x‖m,p,
Wm,p (Ω) Sobolew-Raum;Banachraum der p-fach Lebesgue-integrierbaren
Funktionen, deren schwache (oder distributive) Ableitung bis zum
Grad m noch immer p-fach Lebesgue-integrierbar ist
Wm,p0 (Ω) Abschluss von C∞0 (Ω) im Raum Wm,p (Ω)
WC Steuerbarkeitsgramsche
Bτ Steuerbarkeitsoperator bezüglich des Zeithorizonts τ
supp(f) Träger der Funktion f
T,S Allgemeine lineare Operatoren
T ∗ Zu T adjungierter Operator
D (T ) Definitionsbereich von T
T ′ Zu T dualer Operator
Gr (T ) Graph von T
T−1 Zu T inverser Operator
N(T ) Nullraum von T
R(T ) Bildbereich von T
R (s,T ) Resolvente von T an der Stelle s
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ρ(T ) Resolventenmenge von T
σ (T ) Spektrum von T
σp (T ) Punktspektrum von T
σr (T ) Residualspektrum von T
σc (T ) Stetiges Spektrum von T
rσ (T ) Spektralradius von T
s (T ) Spektralschranke von T
TeA t Gleichmäßig stetige Halbgruppe eines endlich-dimensionalen
Systems
TΦ Allgemeine Operatorhalbgruppe
ω0 Wachstumsgrenze einer Operatorhalbgruppe
D(Ω) Raum der Testfunktionen
t Allgemeine Sesquilinearform t : X × Y → K
U Eingangsraum einer Zustandsraumdarstellung
ξ,υ,ζ Unabhängige kartesische Koordinaten
R (H∞ (L (U ,Y))) ,R (H∞) Übertragungsfunktionen mit links- und rechts-koprimer Faktori-
sierung über H∞ (L (U ,Y))
vi i-ter Eigenvektor des Systemoperators A
wi i-ter Eigenvektor des adjungierten Systemoperators A∗ bezie-
hungsweise i-ter Linkseigenvektor von A
X,X1,X2 Allgemeine Räume
X ′ Zu X dualer Raum
X Zustandsraum einer Zustandsraumdarstellung
W,V Räume der Raumskala einer Zustandsraumdarstellung
Y Ausgangsraum einer Zustandsraumdarstellung
Y,Y1,Y2 Allgemeine Räume
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