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En la Naturaleza y en los sistemas econo´micos y/o sociales, buena parte de los procesos que ocurren son
intr´ınsicamente discretos, es decir, involucran (o podr´ıan modelarse con) conjuntos discretos de part´ıculas o indi-
viduos que interaccionan entre s´ı de una determinada manera. A´tomos, mole´culas, prote´ınas, bacterias, ce´lulas,
animales, personas, dinero o veh´ıculos, son ejemplos de agentes activos en estos procesos que, cuando su nu´mero es
lo bastante grande, dan lugar a comportamientos colectivos que en nada recuerdan a las interacciones microsco´picas
individuales [1]. Muy a menudo estos feno´menos son descritos mediante ecuaciones deterministas en derivadas par-
ciales que dan cuenta de la evolucio´n espaciotemporal de una cantidad promedio que bien podr´ıa ser la densidad
de part´ıculas o la concentracio´n de reactivos si estudiamos reacciones qu´ımicas. La hipo´tesis fundamental para que
esta descripcio´n sea correcta es que las fluctuaciones de los campos densidad o concentracio´n sean despreciables con
respecto a sus valores medios. Cuando esta condicio´n no se da, es decir, cuando las fluctuaciones s´ı son importantes (lo
cual tiene generalmente su origen en el propio cara´cter discreto de las part´ıculas), la descripcio´n continua determinista
falla y nos hemos de servir del ordenador para simular directamente la dina´mica de las part´ıculas interactivas, y de
me´todos rigurosos que permitan obtener ecuaciones macrosco´picas (para campos como la densidad o concentracio´n)
estoca´sticas donde las fluctuaciones sean descritas correctamente.
En este art´ıculo ilustraremos estas ideas, sencillas pero fundamentales en f´ısica estad´ıstica, tomando como referencia
e hilo conductor un modelo simple de dina´mica de poblaciones recientemente analizado en [2]. Este modelo presenta
un posible mecanismo, realmente minimalista, para explicar feno´menos de agrupamiento o agregacio´n de organismos,
y en donde las fluctuaciones son fundamentales. Tambie´n discutiremos brevemente otro modelo, propuesto por los
autores, que generaliza al anterior y en donde las part´ıculas se organizan formando agregados segu´n un patro´n regular.
El modelo de Young et al. [2], al que ellos llaman de “bichos brownianos” (“Brownian bugs”) considera un conjunto
de part´ıculas movie´ndose al azar, es decir, realizando lo que se llama movimiento browniano, sin interaccio´n entre ellas
pero pudiendo en cada instante de tiempo morir o reproducirse con unas determinadas probabilidades. Las part´ıculas
se mueven en un recinto cuadrado en dos dimensiones con condiciones de contorno perio´dicas. Para concretar, si
llamamos λ0 a la probabilidad (por unidad de tiempo) de que los individuos se reproduzcan (dando lugar a dos bichos
donde antes hab´ıa uno), y β0 a la de que mueran, nos podemos aventurar a escribir la ecuacio´n macrosco´pica para la
densidad de part´ıculas, ρ = ρ(x, t):
∂ρ
∂t
= (λ0 − β0)ρ+D∇2ρ, (1)
donde D es el coeficiente de difusio´n, originado por el movimiento microsco´pico aleatorio de las part´ıculas, y el otro
te´rmino lineal describe el crecimiento neto como la diferencia entre nacimientos y muertes. Un ra´pido ana´lisis de la
ecuacio´n (1) nos dice que si los nacimientos predominan sobre las muertes, λ0 > β0, la densidad crece indefinidamente;
por el contrario, si λ0 < β0, la densidad final es cero, es decir, todas las part´ıculas mueren. El caso que va a resultar
ma´s interesante es aque´l en el que se da un balance entre muertes y nacimientos, esto es, λ0 = β0. En este caso
la ecuacio´n (1) se reduce a una simple ecuacio´n de difusio´n. Es bien conocido que dicha ecuacio´n, para cualquier
condicio´n inicial y con condiciones de contorno espacialmente perio´dicas, da una evolucio´n de la densidad en la que
las inhomogeneidades desaparecen, llega´ndose a largos tiempos a una densidad constante en el sistema.
Con la ayuda del ordenador podemos conocer lo que realmente ocurre en este sistema de part´ıculas y establecer si
la ecuacio´n para la densidad (1) lo describe correctamente. Es conveniente discretizar el tiempo pero, a diferencia de
lo que ocurre con muchas simulaciones basadas en part´ıculas, aqu´ı no hay ningu´n problema en considerar el espacio
continuo. El algoritmo es muy sencillo: Introducimos en el sistema una poblacio´n inicial de bichos, los etiquetamos
y tomamos nota de su posicio´n (que inicialmente puede ser una distribucio´n aleatoria) y en cada paso de tiempo
realizamos los siguientes procesos:
1. Para cada individuo lanzamos un nu´mero aleatorio, η, uniformemente distribuido en el intervalo [0, 1]. Si λ0 es
mayor que η la part´ıcula se reproduce dando lugar a un nuevo individuo que etiquetamos y cuya posicio´n es la
misma que la de la part´ıcula madre. En caso contrario, el individuo muere y lo eliminamos del sistema. No´tese
que con esto estamos escogiendo unidades de tiempo de forma que λ0 + β0 = 1.
2. Una vez realizado el paso anterior para cada bicho (o una vez en promedio para cada bicho, ver [3]), cada uno
de ellos efectu´a un desplazamiento al azar. Para ello generamos para cada uno un vector, (gxi , g
y
i ), de nu´meros
2FIG. 1: Distribucio´n de part´ıculas para el modelo de los bichos brownianos despue´s de 53 pasos por part´ıcula (panel izquierdo;
hay 890 part´ıculas de 30 familias diferentes, identificadas por los distintos colores) y 1000 pasos por part´ıcula (panel derecho;
hay 760 part´ıculas de una u´nica familia). Inicialmente en el sistema hab´ıa 1000 individuos. λ0 = β0 = 0.5, y D = 1.25 10
−5 en
las unidades en las que la extensio´n lateral del sistema es 1.
aleatorios distribuidos segu´n gausianas normalizadas [4]. La posicio´n de la part´ıcula i es actualizada de la




i (t)). As´ı cada bicho ejecuta movimiento
browniano asociado a un coeficiente de difusio´n D.
Con la poblacio´n resultante y sus nuevas posiciones, el proceso se repite un nu´mero elevado de veces. Despue´s,
podemos comparar lo que sale de la simulacio´n nume´rica con lo que predice la ecuacio´n de densidad (1). Se observa
que en los casos λ0 < β0 y λ0 > β0 (1) describe de manera esencialmente correcta lo que ocurre (aunque la simulacio´n
de part´ıculas presenta fuertes fluctuaciones superpuestas al comportamiento determinista de (1). Desavenencias
realmente importantes aparecen en el punto cr´ıtico λ0 = β0. En la parte izquierda de la figura 1 mostramos la
distribucio´n espacial de las part´ıculas despue´s de 53 pasos de tiempo por part´ıcula, cuando λ0 = β0 = 0.5, D =
1.25 10−5, y con un nu´mero inicial de 1000 individuos.
La distribucio´n que se muestra en la figura es claramente no homoge´nea. Adema´s, la inhomogeneidad parece
incrementarse en el tiempo (el panel derecho es para un tiempo de 1000 pasos por part´ıcula), lo que indica que
no esta´ bien descrita por la solucio´n de la ec. (1) cuando λ0 = β0. La explicacio´n de la inhomogeneidad espacial
es bastante sencilla, y nos la clarifican los colores de los bichos: cada color identifica los miembros de un mismo
linaje o familia, es decir, los descendientes de uno de los bichos presentes inicialmente. Vemos que los agregados de
part´ıculas son agregados familiares: los bichos pueden morir en cualquier sitio, pero al reproducirse los recie´n nacidos
se situ´an junto a su part´ıcula progenitora. Esto hace que siempre haya un exceso de part´ıculas alla´ donde ya hay
otras part´ıculas. El amontonamiento no es debido a ninguna interaccio´n atractiva, sino simplemente a que, durante
su tiempo de vida (β−10 ), es ma´s probable que los bichos este´n todav´ıa cerca de su madre que no muy lejos (de hecho
estara´n predominantemente dentro de una distancia
√
2Dβ−10 ). Con ello, las fluctuaciones en la distribucio´n inicial
de part´ıculas se amplifican en el tiempo. Este sencillo mecanismo de agregacio´n estara´ presente en pra´cticamente
cualquier modelo en que la descendencia nazca junto a los padres, y sin embargo esta´ totalmente ausente de la
descripcio´n dada por la ecuacio´n (1).
Dos lecciones fundamentales se pueden aprender de este modelo. La primera, de cara´cter general, es que las
simulaciones por ordenador revelan que las fluctuaciones de un sistema de part´ıculas discreto pueden ser realmente
importantes y que, por lo tanto, una descripcio´n continua correcta deber´ıa siempre incluirlas; la segunda, ma´s orientada
a problemas ecolo´gicos, es que con un mecanismo realmente sencillo de reproduccio´n y muerte se pueden obtener
patrones de agregacio´n. Se ha argumentado que no es tan artificioso el hecho de tomar en el modelo λ0 = β0, ya
que para muchos organismos vivos desarrolla´ndose en su medio natural, la tendencia al crecimiento y la existencia
de recursos limitados llevara´ la poblacio´n hasta ese estado de equilibrio. Sin embargo ser´ıa deseable que el equilibrio
apareciera en el modelo gracias a la autoorganizacio´n interna del sistema, y no por mantener los para´metros en
los valores del punto cr´ıtico λ0 = β0. Siguiendo, como alumnos aplicados, las dos lecciones que nos ensen˜a este
ejemplo, seguidamente esbozaremos co´mo escribir las ecuaciones de densidad correctas y, atendiendo a sus aplicaciones
3biolo´gicas, co´mo generalizar el modelo para hacerlo algo ma´s realista.
Hace ya algu´n tiempo que se conocen me´todos para obtener correctamente descripciones macrosco´picas de sistemas
cla´sicos (esto es, no cua´nticos) de part´ıculas fuera del equilibrio. Uno de los ma´s interesantes es el uso de te´cnicas
matema´ticas propias del formalismo de la segunda cuantizacio´n de la Teor´ıa Cua´ntica de Campos [5]. En el modelo que
tratamos el proceso ser´ıa, sin entrar en detalles, el siguiente: Primero, es conveniente suponer el espacio discretizado,
y el tiempo una variable continua. Idealmente, tenemos que las part´ıculas se mueven saltando al azar por los nudos
de una red; la dina´mica de este sistema se describe entonces mediante una ecuacio´n maestra que gobierna la evolucio´n
temporal de las probabilidades P (α, t) de que el sistema este´ en el microestado α en el instante de tiempo t; por
microestado entendemos el nu´mero de individuos que hay en cada uno de los nodos de la red, es decir, en una red de






W (β → α)P (β, t)−
∑
β
W (α→ β)P (α, t). (2)
DondeW (α→ β) es la probabilidad de transicio´n por unidad de tiempo de la configuracio´n α a la β, determinada por
el coeficiente de difusio´n y por las probabilidades de morir y reproducirse. El siguiente paso es construir un espacio
de Fock con sus operadores de creacio´n y destruccio´n con reglas de conmutacio´n boso´nicas (permitimos ocupacio´n








n2 ...|0 > . (3)
Usando la ecuacio´n maestra (2) podemos obtener una ecuacio´n de evolucio´n para el vector estado del tipo de la de
Schro¨dinger, d
dt
|ψ(t) >= −H|ψ(t) >, donde el “Hamiltoniano”H viene escrito en funcio´n de los operadores de creacio´n
y destruccio´n. El hecho de que ese “Hamiltoniano” no resulte hermı´tico, y el que en la ecuacio´n de “Schro¨dinger”
no aparezca la unidad imaginaria nos recuerda que, aunque el formalismo parezca cua´ntico, estamos tratando con un
sistema de part´ıculas cla´sicas. Ello no es obsta´culo para que a partir de H y usando un representacio´n en te´rminos de
integrales de camino se pueda escribir la accio´n del sistema y finalmente, con algunas manipulaciones que incluyen el
retorno al espacio continuo, encontrar una ecuacio´n estoca´stica o de Langevin para la evolucio´n del campo asociado
a los operadores de destruccio´n que contiene toda la informacio´n sobre la dina´mica del sistema (detalles en [5]).
Dado que el valor esperado de ese campo coincide con el valor esperado de la densidad del sistema de part´ıculas, lo
denominaremos ρ(x, t) y la ecuacio´n es:
∂ρ
∂t
= (λ0 − β0)ρ+D∇2ρ+
√
2λ0ρ η, (4)
donde η es un ruido blanco Gaussiano de media cero y con correlaciones 〈η(x, t)η(x′, t′)〉 = δ(x − x′)δ(t − t′) (para
los entendidos, esta ecuacio´n ha de ser interpretada en el sentido de Iˆto). Esta´ claro ahora que en (1) faltaban las
fluctuaciones dadas por el u´ltimo te´rmino en la ecuacio´n (4). Es importante darse cuenta que este te´rmino de ruido
es de los llamados del tipo de “ruido multiplicativo”, ya que esta´ acoplado al propio campo de densidad. F´ısicamente
esto tiene una interpretacio´n sencilla y directa: en el modelo de bichos, en donde no haya part´ıculas no habra´ ninguna
fluctuacio´n que pueda hacer nacer nuevas. Y eso esta´ bien representado en la ecuacio´n (4), en la que las fluctuaciones
son nulas donde ρ = 0. Adema´s las fluctuaciones son mayores donde ρ es grande, lo que representa correctamente el
mecanismo responsable de la agregacio´n familiar de los bichos brownianos. En el marco de la Meca´nica Estad´ıstica
del No-Equilibrio, ecuaciones de este tipo han sido ampliamente estudiadas (ve´ase por ejemplo [6]), en particular
las caracter´ısticas de las transiciones de fase a estados absorbentes (el estado en que todos los bichos han muerto es
alcanzable, pero una vez en e´l ya no es posible ningu´n cambio: absorbe la dina´mica), que en muchos casos son de
segundo orden y presentan, por lo tanto, propiedades universales.
Hasta ahora nos hemos centrado en aclarar por que´ es necesario una derivacio´n rigurosa de la descripcio´n continua
(es decir, en te´rminos de campos que pueden estar relacionados con la densidad) de sistemas de part´ıculas. En lo que
sigue nuestra motivacio´n se orientara´ a los feno´menos de agregacio´n de individuos en dina´mica de poblaciones. El
modelo de los bichos brownianos presenta a nuestro entender dos grandes carencias: Por una parte no hay interaccio´n
alguna entre los individuos, lo cual no es muy realista. Eso tiene varias consecuencias, entre ellas una que el lector
avezado ya habra´ descubierto: la evolucio´n temporal del nu´mero de bichos es totalmente independiente de que sean
brownianos o no. Si las se part´ıculas de dejan quietas, o se las mueve de cualquier manera, su evolucio´n demogra´fica se
mantiene intacta, so´lo su distribucio´n espacial se altera. En un sistema biolo´gico normal, uno espera un acoplamiento
fuerte entre la distribucio´n espacial de los individuos y sus ritmos de reproduccio´n y fallecimiento. Esa evolucio´n
demogra´fica, independiente del movimiento de los bichos, es precisamente la estudiada por Galton y Watson a finales
del siglo XIX para explicar la extincio´n de apellidos observada en los registros civiles [7]. De hecho la figura 1 muestra
4FIG. 2: Distribucio´n de part´ıculas a largos tiempos (100 steps por part´ıcula) para el modelo tribal. Hay 1935 part´ıculas de
58 familias distintas (dando lugar a los diferentes colores). λ0 = 0.7, β0 = 0.3, a1 = 1/30, D = 1.25 10
−5 y R = 0.01 en las
unidades en que la extensio´n lateral del sistema es 1.
gra´ficamente el resultado de Galton y Watson de que la dina´mica de reproduccio´n y muerte a ritmos constantes lleva
inevitablemente a la disminucio´n en el nu´mero de linajes, con un nu´mero creciente de individuos en las familias que
sobreviven. En promedio, la poblacio´n esperada se mantiene constante, pero eso es so´lo al promediar sobre diferentes
historias. En cada evolucio´n concreta, la extincio´n en un tiempo finito (pero creciente con el nu´mero de part´ıculas)
es un suceso seguro. Este es el segundo problema del modelo: la imposibilidad de alcanzar con e´l un estado no trivial
estad´ısticamente estacionario a largos tiempos, au´n cuando artificialmente se esta´ manteniendo el sistema en un estado
de igualdad entre el ritmo de nacimientos y el de muertes λ0 = β0.
Por todo ello, recientemente los autores hemos presentado un modelo que generaliza el de los bichos aleatorios
mediante la introduccio´n de interacciones entre los individuos [8]. La dina´mica es de nuevo muy sencilla: como antes,
cada part´ıcula se mueve aleatoriamente y a cada paso de tiempo se reproduce o muere con determinadas probabilidades.
Pero estas probabilidades, y aqu´ı viene la diferencia, dependen del nu´mero de individuos que la rodean (esta´n a una
distancia menor a un radio determinado, R). Esto es, si λ(j) y β(j) son las probabilidades de reproduccio´n y muerte,
respectivamente, del individuo j-e´simo, entonces se tiene que λ(j) = λ0 − a1N jR, y β(j) = β0 − a2N jR. Los ai son
constantes positivas, as´ı como λ0 y β0; N
j
R es el nu´mero total de individuos que esta´n a una distancia menor que R de
la par´ıcula j. En lo que sigue so´lo discuteremos el caso a2 = 0, de modo que el modelo penaliza la reproduccio´n cuando
el entorno de las part´ıculas esta´ densamente poblado. Simulando en el ordenador esta dina´mica en dos dimensiones
se obtiene, en un rango amplio de valores para los para´metros del sistema [8] la distribucio´n de part´ıculas de la figura
2.
Aqu´ı se observa que el efecto ma´s notable de la introduccio´n de interacciones con una escala espacial caracter´ıstica,
R, es la segregacio´n de los individuos en grupos ordenados de manera espacialmente perio´dica. Como antes, cada
agregado de individuos pertenece a la misma familia. Podemos llamar al modelo modelo tribal, pues los individuos se
agrupan en clanes familiares que guardan las distancias unos con otros. A diferencia del caso de los bichos brownianos,
el patro´n mostrado en la figura 2 es estad´ısticamente estacionario, de manera que el sistema se ha autoorganizado
en un nu´mero de agregados constante en el tiempo (sin necesidad de un ajuste fino de los para´metros). Adema´s,
dada la existencia de la interaccio´n no local, cualquier cambio o influjo del entorno como puede ser la presencia de un
flujo externo del fluido en el que este´n inmersas las part´ıculas, altera notablemente la evolucio´n demogra´fica [8]. La
pregunta que sigue es obvia continuando con la l´ınea de este art´ıculo: ¿Es posible una descripcio´n continua correcta
de esta nueva dina´mica? La respuesta es que s´ı, aunque no todos los pasos se pueden llevar a cabo de manera exacta
como ocurr´ıa con el modelo de bichos brownianos. La ecuacio´n para el campo asociado a la densidad es ahora ma´s
complicada: es una ecuacio´n estoca´stica integro-diferencial con ruido multiplicativo y correlaciones no-locales (vea´nse
5detalles en [8]). Las fluctuaciones tambie´n son importantes en este sistema, pero, por as´ı decirlo, no tanto como en el
de los bichos aleatorios. Con esto queremos decir que son ma´s o menos cruciales dependiendo de que´ propiedades se
quieran analizar. As´ı por ejemplo, la distribucio´n espacial de las part´ıculas en grupos distribuidos segu´n un patro´n
aproximadamente hexagonal, como se ve en la figura 2, es un feno´meno determinista donde el papel de las fluctuaciones
es irrelevante (eso lo sabemos porque el mismo feno´meno aparece en la ecuacio´n continua cuando se le quita el te´rmino
de ruido). Por el contrario, el valor de los para´metros del modelo para los cuales se dan transiciones entre la extincio´n
de toda la poblacio´n o su supervivencia s´ı depende fuertemente de las fluctuaciones. La menor influencia de las
fluctuaciones aqu´ı era de esperar dado que ahora no se mantiene el sistema en un punto cr´ıtico.
Resumiendo, modelos estoca´sticos de sistemas de part´ıculas interaccionantes permiten representar una gran variedad
de procesos microsco´picos que se dan entre entidades discretas. La facilidad con la que estos modelos se implementan
en el ordenador permite obtener resultados sobre el comportamiento colectivo del sistema y sus propiedades emer-
gentes. Aqu´ı hemos visto a modo de ejemplo la aparicio´n de agregados, la segregacio´n de linajes, y la formacio´n
de estructuras espacialmente perio´dicas. Adema´s existen te´cnicas para representar correctamente esta dina´mica de
part´ıculas discretas en te´rminos de campos continuos, forma e´sta en general ma´s accesible a estudios anal´ıticos.
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