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TILINGS AND ASSOCIATED RELATIONAL STRUCTURES
Francis OGER
Abstract. In the present paper, as we did previously in [7], we investigate
the relations between the geometric properties of tilings and the algebraic
properties of associated relational structures. Our study is motivated by
the existence of aperiodic tiling systems. In [7], we considered tilings of the
euclidean spaces Rk, and isomorphism was defined up to translation. Here,
we consider, more generally, tilings of a metric space, and isomorphism is
defined modulo an arbitrary group of isometries.
In Section 1, we define the relational structures associated to tilings. The
results of Section 2 concern local isomorphism, the extraction preorder and the
characterization of relational structures which can be represented by tilings
of some given type.
In Section 3, we show that the notions of periodicity and invariance
through a translation, defined for tilings of the euclidean spaces Rk, can
be generalized, with appropriate hypotheses, to relational structures, and in
particular to tilings of noneuclidean spaces.
The results of Section 4 are valid for uniformly locally finite relational
structures, and in particular tilings, which satisfy the local isomorphism prop-
erty. We characterize among such structures those which are locally isomor-
phic to structures without nontrivial automorphism. We show that, in an
euclidean space Rk, this property is true for a tiling which satisfies the local
isomorphism property if and only if it is not invariant through a nontrivial
translation. We illustrate these results with examples, some of them concern-
ing aperiodic tiling systems of euclidean or noneuclidean spaces.
MSC: 52C23 (05B45, 52C22)
Keywords: Aperiodic tiling systems; Locally isomorphic tilings; Local isomor-
phism property; Metric Space; Isometry; Noneuclidean; Hyperbolic plane;
Periodic; Translation; Rigid.
In Section 1, we consider finite systems consisting of prototiles in a metric
space E and local rules for assembling tiles which are equivalent to the pro-
totiles modulo a group G of isometries of E. With appropriate hypotheses,
we associate to each such system ∆ a finite relational language L∆ such that
any ∆-tiling can be interpreted as a L∆-structure.
In [7], we did the same thing in a particular case: E was an euclidean
space Rk and G consisted of the translations of E. In that case, L∆ can be
defined by considering all the possible configurations of two adjacent tiles. In
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the present situation, we have to consider the possible configurations for the
patch consisting of all tiles within some given “distance” of one of them; that
“distance” is depending on E, G and ∆.
In the following sections, we prove various properties of ∆-tilings, some
of them classical and others new, concerning local isomorphism, invariance
through a translation... Classically, such results are shown by considering
the geometrical and topological properties of the space and the tilings. The
proofs given here are obtained by considering the algebraic properties of the
associated L∆-structures. In that way, we prove the results for larger classes
of tilings, and we show similar properties for relational structures which are
not represented by tilings (see Section 4, Example 4).
It is also natural to wonder, for a given system ∆, which L∆-structures can
be represented by ∆-tilings. Characterizations of such structures are given in
Section 2.
1. Tilings and associated relational structures.
In [7], we considered relational structures associated to tilings of the eu-
clidean spaces Rk. The isomorphism of tiles, patches, tilings... was defined
up to translation.
Actually, much more various situations have been investigated. For in-
stance, the isomorphism of tiles, patches, tilings... can be defined modulo a
group of isometries of Rk which contains symmetries and/or rotations. Also,
tilings of noneuclidean spaces and tilings with partially overlapping tiles are
considered.
The following facts appear to be common to all cases:
- any tiling is a covering of a metric space (E, δ) by tiles which are obtained
from a finite set of closed bounded prototiles by applying isometries belonging
to some specified group;
- up to isometries in the group, only finitely many configurations of some
given size can appear in a tiling;
- the work of a tiler can be described as follows: first he puts a small cluster of
tiles somewhere in the space, then he gradually increases the patch by adding
new tiles; at each step, he applies the same finite set of local rules, which only
leave finitely many possibilities for adding new tiles.
In order to formalize these facts, we introduce some definitions and nota-
tions. We consider a metric space (E, δ) and a group G of bijective isometries
of E. We do not suppose that (E, δ) is homogeneous, or that local isometries
of E can be extended to global ones.
We call a tile any closed bounded subset T of E. We do not suppose
T connected or T equal to the closure of its interior. For any tiles T, T ′
(resp. any sets of tiles E , E ′), we say that T and T ′ (resp. E and E ′) are
isomorphic if there exists σ ∈ G such that Tσ = T ′ (resp. Eσ = E ′). We
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define isomorphism in the same way for the pairs (S, T ) and the pairs (E , T )
with S, T tiles and E a set of tiles.
Remark. Sometimes, tiles with drawings are also considered. A drawing is a
map from a tile T to a finite set Ω, whose elements are called colours. In that
case, the homomorphisms that we consider must respect colours; moreover,
in the definitions of configuration, tiling and patch given below, any point
in the intersection of two tiles must have the same colour in each of them.
The results of the present paper are proved in the same way for tiles with
drawings.
For each set E of tiles and each T ∈ E , we define inductively the subsets
BEn(T ) with B
E
0 (T ) = {T} and, for each n ∈ N,
BEn+1(T ) = {U ∈ E | there exists V ∈ B
E
n(T ) such that U ∩ V 6= ∅}.
For any tiles T, T ′ and any sets of tiles E , E ′, we write (E , T ) ≤ (E ′, T ′) if there
exists σ ∈ G such that Eσ ⊂ E ′ and Tσ = T ′.
We call a tiling any covering E of E by possibly overlapping tiles such
that, for each r ∈ N∗:
1) for each T ∈ E , BEr (T ) is finite and B
E
r−1(T ) is contained in the interior of
the union of the tiles of BEr (T );
2) for any S, T ∈ E , if (BEr (S), S) ≤ (B
E
r (T ), T ), then (B
E
r (S), S)
∼= (BEr (T ), T );
3) the pairs (BEr (T ), T ) for T ∈ E fall in finitely many isomorphism classes.
If 1) is true for r = 1, then it is true for each r ∈ N∗. If 1) is true and if
2) is true for r = 1, then, for any S, T ∈ E , each σ ∈ G such that BE1 (S)σ ⊂
BE1 (T ) and Sσ = T is an isomorphism from (B
E
1 (S), S) to (B
E
1 (T ), T ). By
induction, it follows that, for each r ∈ N∗ and any S, T ∈ E , each σ ∈ G
such that BEr (S)σ ⊂ B
E
r (T ) and Sσ = T is an isomorphism from (B
E
r (S), S)
to (BEr (T ), T ). Consequently, 2) is true for each r ∈ N
∗. We note that 2) is
necessarily true if 1) is true and if the tiles of E are equal to the closure of
their interior and nonoverlapping.
It is natural to wonder whether 3) is also true for each r ∈ N∗ if it is true for
r = 1. If (E, δ) is an euclidean space Rk and if G consists of the translations
of Rk, then any pair (S, T ) ∈ E × E is completely determined by S and the
isomorphism class of (S, T ). Consequently, if the pairs (S, T ) ∈ E × E with
S ∩ T 6= ∅ fall in finitely many isomorphism classes, then, for each n ∈ N∗,
the pairs (BEn(T ), T ) for T ∈ E fall in finitely many isomorphism classes. The
following example shows that the situation is different if G consists of the
isometries of Rk:
Example 1. Let (E, δ) be the euclidean space R2 and let G consist of the
isometries of (E, δ). Consider the coverings of R2 by nonoverlapping tiles
isomorphic to the following prototiles:
T0 = {(x, y) ∈ R2 | x ≥ 0 and x2 + y2 ≤ 1},
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Tk = {(x, y) ∈ R2 | k2 ≤ x2 + y2 ≤ (k + 1)2} for 1 ≤ k ≤ 2n+ 1,
T2n+2 = {(x, y) ∈ R2 | x2 + y2 ≥ (2n+ 2)2 and sup(|x| , |y|) ≤ 2n+ 3},
with any two copies of T2n+2 having one edge in common if they have more
than one common point.
Each such covering consists of squares with sides of length 4n+6, each of
them covered by two copies of T0 and one copy of each of the tiles T1, ..., T2n+2.
Moreover, in each square, the two copies of T0 can be rotated together arbi-
trarily. Consequently, in such a covering E , the pairs (BEn+1(T ), T ) for T ∈ E
do not generally fall in finitely many isomorphism classes, contrary to the
pairs (BEn(T ), T ).
Now, we can ask the following question: Suppose that we specify a finite
set of isomorphism classes for the pairs (BE1 (T ), T ) which can appear in a
covering E of E which satisfies 1) and 2). Is there an integer m such that,
if the pairs (BEm(T ), T ) for T ∈ E fall in finitely many isomorphism classes,
then, for each n ∈ N∗, the pairs (BEn(T ), T ) for T ∈ E fall in finitely many
isomorphism classes.
Example 2 below shows that this property does not necessarily hold. On
the other hand, we are going to prove (see Proposition 1.10) that some natural
conditions on (E, δ) and G, satisfied by the euclidean spaces Rk, and on the
pairs (BE1 (T ), T ) for T ∈ E , are enough to make it true.
Example 2. Let E = {(x, y, z) ∈ R3 | x2 + y2 = 1} be the surface of
a cylinder of infinite length. Define the distance δ by considering E as a
quotient of the euclidean space R2. Let G consist of the isometries of E. Write
T1 = {(x, y, z) ∈ E | x ≥ 0 and 0 ≤ z ≤ 1} and T2 = {(x, y, z) ∈ E | 0 ≤ z ≤
1}. For each n ∈ N∗, consider the coverings E of E by nonoverlapping tiles
obtained as follows: for each a ∈ Z, {(x, y, z) ∈ E | a ≤ z ≤ a+1} is covered
by two tiles isomorphic to T1 if a ∈ (2n + 2)Z and by one tile isomorphic to
T2 otherwise. For each a ∈ (2n + 2)Z, the two tiles covering {(x, y, z) ∈ E |
a ≤ z ≤ a + 1} can be rotated together arbitrarily. Consequently, in such a
covering E , the pairs (BEn+1(T ), T ) for T ∈ E do not generally fall in finitely
many isomorphism classes, contrary to the pairs (BEn(T ), T ). Moreover, the
pairs (BE1 (T ), T ) for all possible choices of E and T fall in three isomorphism
classes.
Now we state the definitions, the notations and the hypotheses which
are necessary for our results. For each x ∈ E and each η ∈ R≥0, we write
β(x, η) = {y ∈ E | δ(x, y) ≤ η}. For each nonempty bounded S ⊂ E,
we consider the radius Rad(S) = infx∈E(supy∈S δ(x, y)) and the diameter
Diam(S) = supx,y∈S δ(x, y); we have Diam(S) ≤ 2.Rad(S).
From now on, we suppose that E is connected and that β(x, η) is compact
for each x ∈ E and each η ∈ R>0. Then each bounded closed subset (i.e. tile)
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of E is compact.
For each x ∈ E and each ξ ∈ R>0, we define inductively β(x, ξ, n) with
β(x, ξ, 0) = {x} and, for each n ∈ N, β(x, ξ, n + 1) = ∪y∈β(x,ξ,n)β(y, ξ). We
have ∪n∈Nβ(x, ξ, n) = E since E is connected and ∪n∈Nβ(x, ξ, n) is both open
and closed. For each n ∈ N, we write ω(x, ξ, n) = sup{η ∈ R≥0 | β(x, η) ⊂
β(x, ξ, n)}.
Now we show that ω(x, ξ, n) tends to infinity with n. Otherwise, there
exists η ∈ R>0 such that β(x, η) " β(x, ξ, n) for each n ∈ N. It follows that
β(x, η) contains a sequence (yn)n∈N with yn /∈ β(x, ξ, n) for each n ∈ N. As
β(x, η) is compact, there exists a subsequence (zn)n∈N which converges to a
point z ∈ β(x, η). For n large enough, we have δ(z, zn) < ξ, which implies
that z /∈ β(x, ξ, n−1) since zn /∈ β(x, ξ, n). It follows that z /∈ ∪n∈Nβ(x, ξ, n),
contrary to what we proved just above.
We say that (E, δ) is:
- weakly homogeneous if ω(ξ, n) = infx∈E ω(x, ξ, n) tends to infinity with n;
- geodesic if any two points of E can be joined by at least one geodesic;
- transitive if, for any x, y ∈ E, there exists an isometry σ such that xσ = y.
Any geodesic space is weakly homogeneous since ω(x, ξ, n) = nξ for any
x, ξ, n. Any transitive space is also weakly homogeneous since ω(x, ξ, n) does
not depend on x. In some of our results, we shall suppose that (E, δ) is weakly
homogeneous or geodesic.
For each finite set E of tiles, each T ∈ E and each p ∈ N∗, we say that
(E , T ) is a p-configuration if BEp (T ) = E and if each S ∈ B
E
p−1(T ) is contained
in the interior of the union of the tiles of BE1 (S). Then B
E
p−1(T ) is contained
in the interior of the union of the tiles of E and (BEk (S), S) is a k-configuration
for each k ∈ {1, ..., p} and each S ∈ BEp−k(T ).
Lemma 1.1. For each 1-configuration (E , T ), there exists ξ ∈ R>0 such that
∪x∈Tβ(x, ξ) is contained in the union of the tiles of E .
Proof. For each n ∈ N∗, consider xn ∈ T such that β(xn, 1/n) is not con-
tained in the union of the tiles of E . As T is compact, there exists a subse-
quence of (xn)n∈N which converges to a point x ∈ T , and x does not belong
to the interior of the union of the tiles of E , whence a contradiction. 
Proposition 1.2. Let E be a nonempty set of tiles such that the pairs
(BE1 (T ), T ) for T ∈ E are 1-configurations and fall in finitely many isomor-
phism classes. Then
1) E covers E and {S ∈ E | S ∩β(x, η) 6= ∅} is finite for each x ∈ E and each
η ∈ R>0;
2) If (E, δ) is weakly homogeneous, then, for each η ∈ R>0, there exists r ∈ N∗
such that δ(S, T ) ≤ η implies T ∈ BEr (S) for any S, T ∈ E .
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Proof. By Lemma 1.1, there exists ξ ∈ R>0 such that BE1 (T ) covers β(x, ξ)
for each T ∈ E and each x ∈ T . Consequently, the union of the tiles of E is
both open and closed, and E covers E since E is connected.
Now suppose that there exist x ∈ E and η ∈ R>0 such that {S ∈ E |
S ∩ β(x, η) 6= ∅} is infinite. Consider a sequence (yn)n∈N ⊂ β(x, η) and a
sequence of distinct tiles (Tn)n∈N ⊂ E such that yn ∈ Tn for each n ∈ N. As
β(x, η) is compact, there exists a subsequence of (yn)n∈N which converges to a
point y ∈ β(x, η). For each T ∈ E such that y ∈ T , BE2 (T ) contains infinitely
many Tn since B
E
1 (T ) covers β(x, ξ), whence a contradiction.
The second part of Proposition 1.2 is true because, for each n ∈ N, each
S ∈ E and each x ∈ S, BEn(S) covers β(x, ω(ξ, n)) and B
E
n+1(S) contains
{T ∈ E | T ∩ β(x, ω(ξ, n)) 6= ∅}. 
For each p ∈ N∗, we call a p-local rule any set Γ = {(C1, C1), ..., (Cm, Cm)}
of pairwise nonisomorphic p-configurations such that:
1) for any i, j ∈ {1, ..., m}, if (BCi1 (Ci), Ci) ≤ (B
Cj
1 (Cj), Cj), then (B
Ci
1 (Ci), Ci)
∼=
(B
Cj
1 (Cj), Cj);
2) for each i ∈ {1, ..., m} and each S ∈ BCi1 (Ci), there exists j ∈ {1, ..., m}
such that (BCip−1(S), S)
∼= (B
Cj
p−1(Cj), Cj).
If Γ is a p-local rule, then, for each q ∈ {1, ..., p − 1}, any representatives
of the isomorphism classes of (BC1q (C1), C1), ..., (B
Cm
q (Cm), Cm) form a q-local
rule.
We say that a set E of tiles satisfies Γ if, for each T ∈ E , the pair (BEp (T ), T )
is isomorphic to one of the pairs (Ci, Ci). Each tiling satisfies a p-local rule
for each p ∈ N∗.
We say that a set E of tiles is a patch if there exist no F ,G ⊂ E such that
F ∪ G = E and S ∩ T = ∅ for each S ∈ F and each T ∈ G. This property is
true if and only if, for any S, T ∈ E , there exists r ∈ N such that T ∈ BEr (S).
For each finite set E of tiles and each connected set A ⊂ E, if A is contained
in the union of the tiles of E , and if each tile of E contains a point of A, then
E is a patch. The union of the tiles of a patch is not necessarily connected if
the tiles themselves are not connected.
For each set E of tiles, we write IΓ(E) = ∪1≤i≤m{T ∈ E | (B
E
p (T ), T )
∼=
(Ci, Ci)}. We say that E is a Γ-patch if:
1) for each T ∈ E , there exists i ∈ {1, ..., m} such that (BEp (T ), T ) ≤ (Ci, Ci).
2) IΓ(E) contains a patch A such that E = ∪T∈AB
E
p (T ).
For each set E of tiles which satisfies Γ, each T ∈ E and each integer
k ≥ p, BEk (T ) is a Γ-patch since B
E
k−p(T ) is connected, B
E
k−p(T ) ⊂ IΓ(B
E
k (T ))
and BEk (T ) = ∪S∈BEk−p(T )B
E
p (S).
Now, for each q ∈ N∗ and each q-local rule ∆ = {(D1, D1), ..., (Dn, Dn)}
such that each BDiq−1(Di) is fixed by no σ ∈ G − {Id}, we define a finite
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relational language L∆ such that the ∆-patches can be represented by L∆-
structures. As a consequence, we show that any set of tiles which satisfies ∆
is a tiling. Practically, in many examples of tilings, each 1-configuration is
fixed by no σ ∈ G− {Id}, so that we can take ∆ with q = 2.
For each i ∈ {1, ..., n}, we write Di = {Di,1, ..., Di,p(i)} with Di,1 = Di,
and we introduce a p(i)-ary relational symbol Ri(ui,1, ..., ui,p(i)). We write
L∆ = {R1, ..., Rn}.
For each set E of tiles, we define a L∆-structure on E as follows: for 1 ≤
i ≤ n and T1, ..., Tp(i) ∈ E , we write Ri(T1, ..., Tp(i)) if B
E
q (T1) = {T1, ..., Tp(i)}
and if there exists σ ∈ G such that Di,jσ = Tj for 1 ≤ j ≤ p(i). For
1 ≤ i, j ≤ n and S, S2, ..., Sp(i), T2, ..., Tp(j) ∈ E , the relations Ri(S, S2, ..., Sp(i))
and Rj(S, T2, ..., Tp(j)) imply i = j and {S2, ..., Sp(i)} = {T2, ..., Tp(i)}.
Any set of tiles E satisfies ∆ if and only if, for each T ∈ E , there exist
1 ≤ i ≤ n and T2, ..., Tp(i) ∈ E such that Ri(T, T2, ..., Tp(i)). For any ∆-
patches E ⊂ F , the L∆-structure defined on E is the restriction to E of the
L∆-structure defined on F .
The following theorem implies that any ∆-patch, and in particular any set
of tiles which satisfies ∆, is determined up to isomorphism by the associated
L∆-structure:
Theorem 1.3. For any ∆-patches E ,F and each L∆-homomorphism f :
E → F , there exists a unique σ ∈ G such that Sf = Sσ for each S ∈ E .
Proof. Consider a patch A ⊂ I∆(E) such that E = ∪T∈AB
E
q (T ). For each
T ∈ A, f induces a bijection from BEq (T ) to B
F
q (Tf), and there exists a unique
σT ∈ G such that SσT = Sf for each S ∈ B
E
q (T ).
It remains to be proved that σS = σT for any S, T ∈ A. As A is a patch,
it suffices to show it for S ∩ T 6= ∅. Then we have S ∈ BE1 (T ), and therefore
BEq−1(S) ⊂ B
E
q (T ). Consequently, for each U ∈ B
E
q−1(S), we have UσS = Uf
since U ∈ BEq (S), and UσT = Uf since U ∈ B
E
q (T ). It follows UσS = UσT for
each U ∈ BEq−1(S), and therefore σS = σT . 
Corollary 1.4. For each integer k, there are finitely many isomorphism
classes of ∆-patches consisting of k tiles.
Proof. This result follows from Theorem 1.3 since there are finitely many
isomorphism classes of L∆-structures consisting of k elements. 
Corollary 1.5. For each finite ∆-patch E and each k ∈ N∗, finitely many
distinct ∆-patches can be obtained from E by adding k new tiles.
Proof. Denote by Ω the set of all ∆-patches obtained from E by adding k
new tiles. By corollary 1.4, it suffices to show that, for each F ∈ Ω, there
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exist finitely many pairs (G, σ) with G ∈ Ω and σ : F → G isomorphism. But
any such pair is completely determined by the tiles σ−1(T ) for T ∈ E , since
no ρ ∈ G− {Id} fixes the tiles of E . 
Corollary 1.6. For each k ∈ N, {(BEk (T ), T ) | E satisfies ∆ and T ∈ E} is a
finite union of isomorphism classes.
Proof. For k ≤ q, this property is true because BEk (T ) is contained in B
E
q (T )
for each set E of tiles which satisfies ∆ and each T ∈ E . For k ≥ q + 1, it
follows from Corollary 1.4 since we have a finite bound for the cardinals of
the ∆-patches BEk (T ) for E satisfying ∆ and T ∈ E . 
Corollary 1.7. Any set of tiles which satisfies ∆ is a tiling.
Proof. Any such set E covers E by the first part of Proposition 1.2. Moreover,
for each k ∈ N, {(BEk (T ), T ) | T ∈ E} is a finite union of isomorphism classes
by Corollary 1.6. 
Remark. The following variant of Example 1 above shows that, in Theorem
1.3 and its corollaries, it is not enough to suppose that each Di is fixed by
no σ ∈ G−{Id}. Consider the coverings E of R2 obtained from the following
prototiles:
T0 = {(x, y) ∈ R2 | x ≥ 0 and x2 + y2 ≤ 1},
Tk = {(x, y) ∈ R2 | k2 ≤ x2 + y2 ≤ (k + 1)2} for 1 ≤ k ≤ 2q,
T2q+1 = {(x, y) ∈ R2 | x2 + y2 ≥ (2q + 1)2 and sup(|x| , |y|) ≤ 2q + 2},
with some bumps on the diameter of T0 and on the four sides of T2q+1 so that
T0 and T2q+1 are fixed by no σ ∈ G−{Id}. Then, in each such E , each B
E
q (T )
is fixed by no σ ∈ G − {Id}, but the pairs (BEq+1(T ), T ) for T ∈ E do not
generally fall in finitely many isomorphism classes.
We say that a group H of isometries of E is discrete if, for each x ∈ E,
there exists η ∈ R>0 such that β(x, η) ∩ {xσ | σ ∈ H} = {x}. This property
is true if and only if β(y, η)∩{xσ | σ ∈ H} is finite for each η ∈ R>0 and any
x, y ∈ E.
Proposition 1.8. For each tiling T which satisfies ∆, the subgroup H =
{σ ∈ G | T σ = T } is discrete.
Proof. We show that β(y, η) ∩ {xσ | σ ∈ H} is finite for each η ∈ R>0
and any x, y ∈ E. We consider T ∈ T such that x ∈ T . Any σ ∈ H
such that xσ ∈ β(y, η) sends T to a tile U such that U ∩ β(y, η) 6= ∅ and
induces a bijection from BTq (T ) to B
T
q (U) which completely determines σ.
By the first part of Proposition 1.2, T contains finitely many tiles U such
that U ∩ β(y, η) 6= ∅. Moreover, for each such U , there exist finitely many
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bijections from BTq (T ) to B
T
q (U). Consequently, {σ ∈ H | xσ ∈ β(y, η)} is
finite. 
Now we fix λ ∈ R>0 and we state some supplementary conditions on (E, δ)
and G which imply that each tiling with tiles of radius < λ satisfies a local
rule with the properties stated above. We suppose that (E, δ) is geodesic and
we consider the following properties:
(CVXλ) For each x ∈ E and each η ∈ ]0, λ[, each geodesic which joins two
points of β(x, η) is contained in ∪ζ<ηβ(x, ζ);
(FIXλ) There exists µ ∈ R>0 such that:
(FIXλµ) for each x ∈ E, no σ ∈ G − {Id} fixes the points of a set A ⊂ E
with β(x, µ) ⊂ ∪y∈Aβ(y, λ).
In euclidean or hyperbolic spaces of finite dimension, (CVXν) and (FIXν)
are true for each ν ∈ R>0. On the other hand, for the surfaces of a sphere
or a cylinder of infinite length, they are only true for ν small enough. We do
not want to suppose from the beginning that they are true for each ν ∈ R>0
since, for instance, any tiling of R2 which is invariant through a nontrivial
translation induces a tiling of the surface of a cylinder of infinite length.
Lemma 1.9. Suppose that (E, δ) is geodesic and satisfies (CVXλ). Then,
for each nonempty S ⊂ E such that Rad(S) < λ, there exists a unique x ∈ E
such that δ(x, y) ≤ Rad(S) for each y ∈ S, and we have xσ = x for each
isometry σ such that Sσ = S.
Proof. We only prove the first statement, since the second one is an imme-
diate consequence. For each w ∈ E, we have supy∈S δ(w, y) = supy∈T δ(w, y)
where T is the closure of S in E. Consequently, we can suppose S closed, and
therefore S compact. The subset A = {w ∈ E | supy∈S δ(w, y) ≤ λ} is closed,
and therefore compact since it is contained in β(y, λ) for each y ∈ S. Conse-
quently, there exists x ∈ A such that supy∈S δ(x, y) = infw∈A(supy∈S δ(w, y)) =
Rad(S).
Now suppose that there exists x′ 6= x in E such that supy∈S δ(x
′, y) =
Rad(S), and consider x′′ ∈ E such that δ(x, x′′) = δ(x′′, x′) = δ(x, x′)/2. By
(CVXλ), we have δ(x′′, y) < sup(δ(x, y), δ(x′, y)) ≤ Rad(S) for each y ∈ S.
It follows supy∈S δ(x
′′, y) ≤ Rad(S), and therefore supy∈S δ(x
′′, y) = Rad(S).
As S is compact, there exists y ∈ S such that δ(x′′, y) = Rad(S), which
contradicts (CVXλ) since δ(x, y) ≤ Rad(S) and δ(x′, y) ≤ Rad(S). 
Proposition 1.10. Suppose that (E, δ) is geodesic and satisfies (CVXλ).
Suppose that (FIXλµ) is true for some µ ∈ R>0. Let Γ = {(C1, C1), ..., (Cm, Cm)}
be a 1-local rule defined with tiles of radius < λ. Consider ξ ∈ R>0 such that,
for each i ∈ {1, ..., m}, the union of the tiles of Ci contains ∪x∈Ciβ(x, ξ), and
p ∈ N∗ such that pξ ≥ µ. Then no σ ∈ G − {Id} stabilizes the tiles of a
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p-configuration (D, D) which is compatible with Γ. In particular, Theorem
1.3 and its corollaries are true for each (p+1)-local rule ∆ which is compatible
with Γ.
Proof. Suppose that some σ ∈ G−{Id} stabilizes the tiles of a p-configuration
(D, D) which is compatible with Γ. As (E, δ) is geodesic and as each (BD1 (T ), T )
with T ∈ BDp−1(D) is isomorphic to some (Ci, Ci), we see by induction on
0 ≤ k ≤ p that β(x, kξ) is contained in the union of the tiles of BDk (D). Conse-
quently, β(x, µ) ⊂ β(x, pξ) is contained in the union of the tiles of D. For each
y ∈ β(x, µ) and each T ∈ D such that y ∈ T , we have δ(y, xT ) ≤ Rad(T ) < λ,
where xT is the unique point of E such that δ(z, xT ) ≤ Rad(T ) for each z ∈ T .
This contradicts (FIXλµ) since xTσ = xT for each T ∈ D by Lemma 1.9. 
2. Local isomorphism and representation of relational structures
by tilings.
First we define local isomorphism and the extraction preorder ⋐ for tilings
and relational structures. The definitions for tilings are classical. We note
that, by the first part of Proposition 1.2, each subpatch of a tiling is finite if
and only if it is bounded.
We say that a tiling T satisfies the local isomorphism property if, for each
finite subpatch E of T , there exists k ∈ N∗ such that each BTk (T ) contains a
copy of E . Then, for each finite subpatch E of T , there exists ρ ∈ R>0 such
that each β(x, ρ) ⊂ E contains a subpatch of T which is isomorphic to E .
The second part of Proposition 1.2 implies that the converse is true if E is
weakly homogeneous.
For any tilings S, T , we write S ⋐ T if each finite subpatch of S is
isomorphic to a subpatch of T . We say that S and T are locally isomorphic
if S ⋐ T and T ⋐ S.
Now we give the definitions and the notations for relational structures,
which are similar to those in [7, pp. 107, 112, 113]. We consider a finite
relational language L.
For each L-structureM and each u ∈M , we define inductively the subsets
BM(u, h) with BM(u, 0) = {u} and, for h ∈ N,
BM(u, h+1) = BM(u, h)∪{v ∈M | there exist R(x1, ..., xk) ∈ L, u1, ..., uk ∈
M and 1 ≤ i, j ≤ k such that R(u1, ..., uk), ui ∈ BM(u, h) and uj = v}.
We say thatM is connected if there exists u ∈M such thatM = ∪h∈NBM(u, h).
We say that M is locally finite if BM (u, 1) is finite for each u ∈ M . Then
BM(u, h) is finite for any u ∈ M and h ∈ N. We say that M is uniformly
locally finite if there exists r ∈ N∗ such that |BM(u, 1)| ≤ r for each u ∈ M .
Then, for each h ∈ N, there exists s ∈ N∗ such that |BM(u, h)| ≤ s for each
u ∈ M . We say that M satisfies the local isomorphism property if, for any
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u ∈M and h ∈ N, there exists k ∈ N such that each BM(v, k) contains some
w with (BM(w, h), w) ∼= (BM(u, h), u).
For any L-structuresM,N , we writeM ⋐ N if, for any u ∈M and h ∈ N,
|{v ∈M | (BM(v, h), v) ∼= (BM(u, h), u)}| ≤
|{w ∈ N | (BN(w, h), w) ∼= (BM(u, h), u)}|
or both sets are infinite. For M,N connected, we have M ⋐ N if and only
if, for any u ∈ M and h ∈ N, there exists v ∈ N such that (BM(u, h), u) ∼=
(BN(v, h), v).
We say that M and N are locally isomorphic if M ⋐ N and N ⋐ M .
By [7, Theorem 2.3], two locally finite L-structures M,N are elementarily
equivalent if and only if they are locally isomorphic.
Now we consider again the metric space with bounded closed subsets
(E, δ), the group G of bijective isometries of E, the integer q, the q-local
rule ∆ = {(D1, D1), ..., (Dn, Dn)} such that each B
Di
q−1(Di) is fixed by no
σ ∈ G−{Id}, and the language L∆, which were introduced for Theorem 1.3.
We call a ∆-tiling any tiling which satisfies ∆.
We define a representation of a L∆-structure M as a pair (E , f), where
E is a ∆-patch and f : M → E is an isomorphism of L∆-structures. By
Theorem 1.3, the representation is unique up to isomorphism if it exists.
For each L∆-structure M and each u ∈ M , we define inductively the
subsets BMh (u) with B
M
0 (u) = {u} and, for each h ∈ N,
BMh+1(u) = B
M
h (u) ∪ {v ∈ M | there exist 1 ≤ i ≤ n, v1, ..., vp(i) ∈ M
and 1 ≤ j, k ≤ p(i) such that Ri(v1, ..., vp(i)), vj ∈ B
M
h (u), vk = v and
Di,j ∩Di,k 6= ∅}
where the sets Di,j are the tiles used for the definition of L∆.
For each set E of tiles, each T ∈ E and each h ∈ N, the L∆-structure
M defined on E satisfies BMh (T ) ⊂ B
E
h(T ), and B
M
h (T ) = B
E
h(T ) if E is a ∆-
tiling. The notation BMh (u) should not be confused with BM(u, h). For each
L∆-structure M , each u ∈ M and each h ∈ N, we have BMh (u) ⊂ BM(u, h) ⊂
BM2qh(u), and BM(u, h) = B
M
2qh(u) if M can be represented by a ∆-tiling.
Now we introduce something analogous to the notion of local rule consid-
ered for tilings. A local rule for a finite relational language L is defined by
specifying an integer r ∈ N∗ and a finite sequence of pairs (M1, x1), ..., (Mk, xk)
with M1, ...,Mk finite L-structures and Mi = BMi(xi, r) for 1 ≤ i ≤ k. We
say that a L-structureM satisfies that rule if each (BM(x, r), x) is isomorphic
to one of the pairs (Mi, xi).
Any such rule can be expressed by a first-order sentence. For each s ∈ N∗,
the pairs (BM(x, s), x) forM satisfying that rule and x ∈M are finite and fall
in finitely many isomorphism classes. In particular, any L-structure which
satisfies a local rule is uniformly locally finite.
Theorem 2.1 below implies that there exists a generally infinite set of
local rules which characterizes, among the connected L∆-structures, those
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which can be represented by ∆-tilings. The problem of the characterization
of representable L∆-structures by a finite set of local rules will be considered
with Theorem 2.7 and the examples in Section 4.
The following property of a L∆-structure M is true, in particular, if M
can be represented by a ∆-tiling:
(P) For each u ∈ M , there exist 1 ≤ i ≤ n and u2, ..., up(i) ∈ M such that
Ri(u, u2, ..., up(i)).
Theorem 2.1. For each connected L∆-structure M , the following properties
are equivalent:
1) M can be represented by a ∆-tiling;
2) For each u ∈ M and each r ∈ N∗, we have (BM(u, r), u) ∼= (BT (T, r), T )
for a tile T of a ∆-tiling T ;
3) M satisfies (P) and, for each u ∈M and each integer h ≥ q, there exists a
representation of BMh (u) by a ∆-patch.
Proof. The property 1) clearly implies 2).
Suppose that 2) is true. Consider any element u ∈ M and any integer
h ≥ q. Then, for each ∆-tiling T and each T ∈ T , each isomorphism from
(BM(u, h), u) to (BT (T, h), T ) induces an isomorphism from (B
M
h (u), u) ⊂
(BM(u, h), u) to (B
T
h (T ), T ). Such an isomorphism gives a representation of
BMh (u) since B
T
h (T ) = B
T
h (T ) is a ∆-patch. It also induces an isomorphism
from (BMq (u), u) to (B
T
q (T ), T ), which implies that there exist 1 ≤ i ≤ n and
u2, ..., up(i) ∈M such that Ri(u, u2, ..., up(i)).
Now suppose that 3) is true and fix u ∈ M . For each integer h ≥ q,
consider a representation (Eh, fh) of B
M
h (u) by a ∆-patch. For k ≥ h ≥ q, as
f−1h fk is a homomorphism of L∆-structures, Theorem 1.3 implies that there
exists a unique σh,k ∈ G such that Sf
−1
h fk = Sσh,k for each S ∈ Eh. So we
can suppose that, for k ≥ h ≥ q, we have Eh ⊂ Ek and fh is the restriction of
fk to B
M
h (u). Then f = ∪h≥qfh is a L∆-isomorphism from M to E = ∪h≥qEh.
As M satisfies (P), it follows that E satisfies ∆, and E is a tiling by Corollary
1.7. 
Corollary 2.2. For any connected L∆-structures M ⋐ N , if N can be
represented by a ∆-tiling, then M can also be represented by a ∆-tiling.
Similarly to [7], we have:
Proposition 2.3. 1) Any ∆-tiling satisfies the local isomorphism property
as a tiling if and only if it satisfies the local isomorphism property as a L∆-
structure.
2) Two ∆-tilings S, T satisfy S ⋐ T (resp. are locally isomorphic) as tilings if
and only if they satisfy S ⋐ T (resp. are locally isomorphic) as L∆-structures.
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Proof. The following facts will be used in the proofs of 1) and 2):
a) We have BT (T, h) = B
T
2qh(T ) = B
T
2qh(T ) for each ∆-tiling T , each T ∈ T
and each h ∈ N.
b) Theorem 1.3 implies that, for any ∆-tilings S, T , each S ∈ S, each T ∈ T
and each integer k ≥ q, the ∆-patches BSk (S) and B
T
k (T ) are isomorphic as
sets of tiles if and only if they are isomorphic as L∆-structures.
c) For any ∆-tilings S, T , each S ∈ S, each k ∈ N∗ and each σ ∈ G such that
BSk (S)σ ⊂ T , we have B
S
k (S)σ = B
T
k (Sσ).
d) Each finite subpatch of a ∆-tiling T is contained in some BTh (T ).
First we prove 1). The facts a), b), c) above imply that T satisfies the
local isomorphism property as a L∆-structure if and only if, for each h ∈ N∗
and each S ∈ T , there exists k ∈ N∗ such that each BTk (T ) contains a copy
of BTh (S). By d), the last property is true if and only if T satisfies the local
isomorphism property as a tiling.
Now we prove 2). We only show the first statement, since the second one
is an immediate consequence. The facts a), b), c) above imply that S and T
satisfy S ⋐ T as L∆-structures if and only if T contains a copy of B
S
h (S) for
each h ∈ N∗ and each S ∈ S. By d), the last property is true if and only if S
and T satisfy S ⋐ T as tilings. 
By Theorem 2.1, for each sequence (BMi(ui, ri), ui)i∈N = (B
Mi
2qri
(ui), ui)i∈N
of pairs taken in L∆-structures associated to ∆-tilings, with ri < rj for i < j,
the inductive limit relative to any sequence of isomorphisms
fi : (BMi(ui, ri), ui)→ (BMi+1(ui+1, ri), ui+1) ⊂ (BMi+1(ui+1, ri+1), ui+1)
is a pair (M,x) with M a L∆-structure associated to a ∆-tiling. Using this
fact, together with Corollary 2.2 and Proposition 2.3, we see that Corollary
2.4 (resp. 2.5, resp. 2.6) below, in the same way as [7, Corollary 3.5] (resp.
[7, Corollary 3.6], resp. [7, Corollary 3.7]) is a consequence of [7, Corollary
3.2] (resp. [7, Proposition 3.3], resp. [7, Proposition 3.4]) and its proof.
Corollary 2.4. Any ∆-tiling is minimal for ⋐ if and only if it satisfies the
local isomorphism property.
Corollary 2.5. For each ∆-tiling S, there exists a ∆-tiling T ⋐ S which is
minimal for ⋐.
Corollary 2.6. For each ∆-tiling S, we have:
1) If there are finitely many equivalence classes of elements of S modulo the
isometries σ ∈ G such that Sσ = S, then any ∆-tiling T ⋐ S is isomorphic
to S.
2) If S is minimal for ⋐, and if there are infinitely many equivalence classes
of elements of S modulo the isometries σ ∈ G such that Sσ = S, then there
exist 2ω pairwise nonisomorphic ∆-tilings which are locally isomorphic to S.
13
Remark. Corollary 2.6 implies [11, Theorem, p. 356]. In [11], Radin and
Wolff considered tilings of the euclidean spaces Rn, and isomorphism was
defined modulo an arbitrary group of isometries.
Theorem 2.7 below is analogous to [7, Theorem 5.2]. Here, we suppose
that (E, δ) is weakly homogeneous and that, for any x, y ∈ E and each
η ∈ R>0, β(x, δ(x, y)) ∩ β(y, η) is connected and contains a point z with
δ(x, z) < δ(x, y).
These conditions are true for each geodesic space which satisfies the prop-
erties (CVXν) considered at the end of Section 1. In each Rk, they are also
true for the distances defined with
δ((x1, ..., xk), (y1, ..., yk)) = sup(|y1 − x1| , ..., |yk − xk|) or
δ((x1, ..., xk), (y1, ..., yk)) = |y1 − x1|+ ...+ |yk − xk|).
On the other hand, the connectedness condition is not true if E is the
surface of a cylinder of infinite length and if δ is defined by considering E as
a quotient of the euclidean space R2. Actually, Theorem 2.7 is not true in
that case since, for some local rules ∆, it is possible to find a L∆-structure M
which can only be represented by a tiling ofR2, while the substructures BMr (u)
considered in Theorem 2.7 are small enough to be represented in (E, δ).
Again, we consider L∆-structures which satisfy the property (P) intro-
duced for Theorem 2.1. We denote by λ the maximum of the diameters of
the tiles in ∆, and ξ the largest real number such that, for each i ∈ {1, ..., n},
the union of the tiles of BDi1 (Di) contains ∪x∈Diβ(x, ξ). For each r ∈ N, we
write ω(ξ, r) = infx∈E ω(x, ξ, r), as in the definition of weakly homogeneous
spaces.
Theorem 2.7. Suppose that (E, δ) is weakly homogeneous and that, for any
x, y ∈ E and each η ∈ R>0, β(x, δ(x, y)) ∩ β(y, η) is connected and contains
a point z with δ(x, z) < δ(x, y). Define (P), λ and ξ as above. Consider
an integer r ≥ q + 1 such that ω(ξ, r − q − 1) ≥ (4q + 1)λ. Let M be a
connected L∆-structure which satisfies (P) and such that each B
M
r (u) can be
represented by a ∆-patch. Then there exist a ∆-tiling T and a surjective L∆-
homomorphism ϕ : T → M which induces a L∆-isomorphism from B
T
r (T ) to
BMr (Tϕ) for each T ∈ T .
Remark. The pair (T , ϕ) satisfies Sϕ 6= Tϕ for each S ∈ T and each T ∈
BT2r(S)− {S}, since there exists U ∈ T such that S, T ∈ B
T
r (U).
Remark. If (E, δ) is geodesic, we can take any integer r ≥ q+1+(4q+1)λ/ξ.
Remark. It follows that there exists a ∆-tiling if there exists a L∆-structure
M which satisfies (P) and such that each BMr (u) can be represented by a
∆-patch.
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Lemma 2.7.1. For each u ∈ M , each representation (E , f) of BMr (u) and
each x ∈ uf , any T ∈ E such that T ∩ β(x, (4q + 1)λ) 6= ∅ belongs to I∆(E).
Proof of Lemma 2.7.1. As M satisfies (P), for each v ∈ BMr−q(u), we
have vf ∈ I∆(E) and ∪y∈vfβ(y, ξ) is contained in the union of the tiles of
BM1 (v)f . An induction on k shows that β(x, ω(ξ, k)) is contained in the union
of the tiles of BMk (u)f for 0 ≤ k ≤ r − q. In particular, β(x, (4q + 1)λ) ⊂
β(x, ω(ξ, r − q − 1)) is contained in the union of the tiles of BMr−q−1(u)f .
Consequently, any T ∈ E such that T ∩ β(x, (4q + 1)λ) 6= ∅ belongs to
BMr−q(u)f , and therefore belongs to I∆(E). 
Proof of Theorem 2.7. We consider an element u ∈ M , a representation
(G, g) of BMr (u) and a point x ∈ ug. We denote by Ω the set of all pairs (E , ϕ)
such that:
a) E is a finite ∆-patch, x belongs to a tile of E , any T ∈ E such that x ∈ T
belongs to I∆(E), and ϕ is a L∆-homomorphism from E to M ;
b) for each S ∈ E , there exists T ∈ I∆(E) such that S ∈ B
E
q (T ) and T ∩
β(x, ρE) 6= ∅, where ρE = sup{ρ ∈ R≥0 | any U ∈ E such that U ∩ β(x, ρ) 6= ∅
belongs to I∆(E)}.
For each (E , ϕ) ∈ Ω, β(x, ρE) is covered by the tiles of E : For each y ∈ E
such that δ(x, y) = ρE , the second condition on (E, δ) implies that y is the
limit of a sequence (yk)k∈N ⊂ ∪ζ<ρEβ(x, ζ). As I∆(E) is finite, infinitely many
yk belong to the same T ∈ I∆(E) and T also contains y.
On the other hand, there exists y ∈ E with δ(x, y) = ρE which belongs to
some S ∈ E − I∆(E): For any sequences (yk)k∈N ⊂ E and (Sk)k∈N ⊂ E − I∆(E)
such that yk ∈ Sk for each k ∈ N and limk→+∞ δ(yk, β(x, ρE)) = 0, there
exists a subsequence of (yk)k∈N which converges to a point y ∈ β(x, ρE). As
E − I∆(E) is finite, infinitely many yk in this subsequence belong to the same
Sh and Sh also contains y.
By Lemma 2.7.1, Ω contains (E0, ϕ0), where E0 is the union of the subsets
BGq (T ) for T ∈ G such that T ∩ β(x, (4q + 1)λ) 6= ∅, and ϕ0 is the restriction
of g−1 to E0. We have ρE0 > (4q + 1)λ.
For any (E , ϕ), (F , ψ) ∈ Ω, we write (E , ϕ) ≤ (F , ψ) if E ⊂ F and if ϕ is
the restriction of ψ to E . It suffices to prove the two following claims:
1. The conclusion of Theorem 2.7 is true if Ω contains some strictly in-
creasing (Ei, ϕi)i∈N.
First we observe that, for each i ∈ N, there exists T ∈ I∆(Ei+1) − I∆(Ei)
such that T ∩β(x, ρEi) 6= ∅: If ρEi+1 > ρEi , then any T ∈ Ei− I∆(Ei) such that
T ∩β(x, ρEi) 6= ∅ belongs to I∆(Ei+1). If ρEi+1 = ρEi , then, for each S ∈ Ei+1−
Ei, there exists T ∈ I∆(Ei+1) such that S ∈ B
Ei+1
q (T ) and T ∩ β(x, ρEi) = ∅;
any such T cannot belong to I∆(Ei) since B
Ei+1
q (T )− BEiq (T ) 6= ∅.
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Then we use the function ω(ξ, n) in order to prove that ρEi tends to infin-
ity. As (E, δ) is weakly homogeneous, ω(ξ, n) tends to infinity with n. Con-
sequently, it suffices to show that, for any i, n ∈ N such that ρEi > ω(ξ, n),
there exists j > i such that ρEj > ω(ξ, n+ 1).
For each j ≥ i such that ρEj ≤ ω(ξ, n + 1), we consider Tj ∈ I∆(Ej+1) −
I∆(Ej) such that Tj ∩ β(x, ρEj ) 6= ∅, and yj ∈ Tj ∩ β(x, ρEj ). There exist
zj ∈ β(x, ω(ξ, n)) such that δ(yj, zj) ≤ ξ, and Uj ∈ B
Ej
1 (Tj) such that zj ∈ Uj .
We have Uj ∈ I∆(Ei) since zj ∈ β(x, ω(ξ, n)) and ω(ξ, n) < ρEi . It follows
Tj ∈ Ei. As Ei is finite, there exist at most finitely many such Tj , and therefore
finitely many integers j > i such that ρEj ≤ ω(ξ, n+ 1).
As ρEi tends to infinity, T = ∪i∈NEi satisfies ∆, and T is a ∆-tiling by
Corollary 1.7. The inductive limit ϕ of the maps ϕi is a L∆-homomorphism
from T toM . In particular, we have BTk (T )ϕ ⊂ B
M
k (Tϕ) for each T ∈ T and
each k ∈ N.
Now we show that, for each T ∈ T , ϕ induces a L∆-isomorphism from
BTr (T ) to B
M
r (Tϕ); it follows that ϕ is surjective since M is connected.
We consider a representation (H, h) of BMr (Tϕ). As B
T
r (T ) and H are
∆-patches, Theorem 1.3 implies that there exists σ ∈ G such that Sσ = Sϕh
for each S ∈ BTr (T ). As T is a ∆-tiling and H is a ∆-patch, σ induces an
isomorphism from BTq (U) to B
H
q (Uσ) for each U ∈ B
T
r−q(T ) ⊂ I∆(B
T
r (T )).
Consequently, we have BTr (T )σ = B
H
r (Tσ) = B
H
r (Tϕh) = B
M
r (Tϕ)h = H.
It follows that σ induces an isomorphism from BTr (T ) to H and ϕ induces a
L∆-isomorphism from B
T
r (T ) to B
M
r (Tϕ).
2. For each (E , ϕ) ∈ Ω, there exists (F , ψ) > (E , ϕ) in Ω.
We consider y ∈ E with δ(x, y) = ρE which belongs to some S ∈ E−I∆(E),
and T ∈ I∆(E) such that y ∈ T . There exist a representation of B
M
r (Tϕ),
and therefore a ∆-patch E ′ and a L∆-isomorphism ϕ
′ from E ′ to BMr (Tϕ).
We have BEq (T )ϕ ⊂ B
M
q (Tϕ) since T belongs to I∆(E), and B
M
q (Tϕ)ϕ
′−1 ⊂
BE
′
q (Tϕϕ
′−1) since ϕ′ is a L∆-isomorphism. The map B
E
q (T )→ B
E ′
q (Tϕϕ
′−1) :
U → Uϕϕ′−1 is a L∆-homomorphism. As B
E
q (T ) and B
E ′
q (Tϕϕ
′−1) are ∆-
patches, Theorem 1.3 implies that there exists σ ∈ G such that Uσ = Uϕϕ′−1
for each U ∈ BEq (T ). So we can suppose for the remainder of the proof that
BEq (T ) ⊂ E
′ and Uϕ = Uϕ′ for each U ∈ BEq (T ).
We denote by F the union of E and the subsets BE
′
q (U) for U ∈ E
′ such
that y ∈ U . We consider the map ψ : F →M with Uψ = Uϕ for U ∈ E and
Uψ = Uϕ′ for U ∈ F − E .
First we prove that, for each U ∈ F , we have BFq (U) ⊂ E and V ψ = V ϕ
for each V ∈ BFq (U), or B
F
q (U) ⊂ E
′ and V ψ = V ϕ′ for each V ∈ BFq (U).
If U ∩ β(y, 2qλ) = ∅, then the tiles in BFq (U) cannot belong to F − E
since they contain no point in β(y, qλ). Consequently, we have BFq (U) ⊂ E
and V ψ = V ϕ for each V ∈ BFq (U).
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If U ∩ β(y, 2qλ) 6= ∅, then we prove that BFq (U) ⊂ E
′ and V ψ = V ϕ′
for each V ∈ BFq (U). For each V ∈ B
F
q (U), we have V ∩ β(y, 3qλ) 6= ∅.
So it suffices to show that each V ∈ E with V ∩ β(y, 3qλ) 6= ∅ satisfies
V ∈ E ′ and V ϕ = V ϕ′. We consider W ∈ I∆(E) such that V ∈ B
E
q (W ) and
W ∩β(x, ρE) 6= ∅. AsW ∩β(y, 4qλ) 6= ∅, the properties V ∈ E
′ and V ϕ = V ϕ′
follow from Lemma 2.7.2 below.
Consequently, ψ is a L∆-homomorphism and, for each U ∈ F , there exists
i ∈ {1, ..., n} such that (BFq (U), U) ≤ (Di, Di). Moreover, the definition
of (F , ψ) implies that, for each V ∈ F , there exists U ∈ I∆(E) such that
V ∈ BEq (U) and U ∩ β(x, ρE) 6= ∅, or U ∈ I∆(E
′) such that V ∈ BE
′
q (U)
and y ∈ U ; in both cases, we have U ∈ I∆(F), U ∩ β(x, ρE) 6= ∅ and V ∈
BFq (U). Consequently, F is a finite ∆-patch and satisfies the conditions of
the definition of Ω. 
Lemma 2.7.2. For each W ∈ I∆(E) such that W ∩ β(x, ρE) 6= ∅ and W ∩
β(y, 4qλ) 6= ∅, we have BEq (W ) ⊂ E
′ and Xϕ = Xϕ′ for each X ∈ BEq (W ).
Proof of Lemma 2.7.2. We fix z ∈ W ∩ β(x, ρE). We have z ∈ β(y, (4q +
1)λ). The set A = β(x, ρE) ∩ β(y, (4q + 1)λ) is connected and contained in
the union of the tiles of I∆(E). Consequently, A = {X ∈ I∆(E) | X ∩A 6= ∅}
is connected. Moreover, T and W belong to A since y and z belong to A.
We are going to prove that, for each X ∈ A, we have BEq (X) ⊂ E
′ and
Zϕ = Zϕ′ for each Z ∈ BEq (X). As this property is true for X = T , it suffices
to show that, if it is true for some X ∈ A, then it is true for any Y ∈ A such
that X ∩ Y 6= ∅.
We have Y ∈ BE1 (X), and therefore B
E
q−1(Y ) ⊂ E
′ and Zϕ = Zϕ′ for
each Z ∈ BEq−1(Y ). Moreover, by Lemma 2.7.1, we have Y ∈ I∆(E
′) since
Y ∩β(y, (4q+1)λ) 6= ∅, and therefore BE
′
q (Y )ϕ
′ = BMq (Y ϕ
′) = BMq (Y ϕ) since
ϕ′ is a L∆-isomorphism from E
′ toBMr (Tϕ). We also have B
E
q (Y )ϕ ⊂ B
M
q (Y ϕ)
since Y ∈ I∆(E). Consequently, ϕϕ
′−1 is defined on BEq (Y ) and stabilizes the
elements of BEq−1(Y ). It follows B
E
q (Y ) = B
E ′
q (Y ) and Zϕ = Zϕ
′ for each
Z ∈ BEq (Y ). 
For each relational language L, each L-structureM and each subgroup H
of Aut(M), we define the L-structureM/H as follows: The elements ofM/H
are the classes xH for x ∈ M . For R(u1, ..., uk) ∈ L and x1, ..., xk ∈ M/H ,
we write R(x1, ..., xk) if there exist some representatives y1, ..., yk of x1, ..., xk
in M such that R(y1, ..., yk).
For each i ∈ {1, ..., k} and each representative yi of xi in M , there ex-
ist some representatives y1, ..., yi−1, yi+1, ..., yk of x1, ..., xi−1, xi+1, ..., xk in M
such that R(y1, ..., yk). The canonical surjection from M to M/H is a homo-
morphism. If H is normal in Aut(M), then any automorphism of M induces
an automorphism of M/H .
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In Proposition 2.8 below, we do not use the supplementary hypotheses
on (E, δ) which were introduced for Theorem 2.7. For each ∆-tiling T and
each subgroup H of G such that Tσ ∈ T − BT2q(T ) for each T ∈ T and each
σ ∈ H , we denote by T /H the tiling of E/H induced by T . The canonical
surjection pi : T → T /H is a L∆-homomorphism. Proposition 2.8 implies
that, in Theorem 2.7, the L∆-structure M is isomorphic to a quotient of a
∆-tiling.
Proposition 2.8. Consider a ∆-tiling T , a L∆-structure M and a surjective
L∆-homomorphism ϕ : T →M which induces a L∆-isomorphism from B
T
q (T )
to BMq (Tϕ) for each T ∈ T . Then ϕ induces a L∆-isomorphism from T /H
to M , where H = {σ ∈ G | T σ = T and Tσϕ = Tϕ for each T ∈ T }.
Proof. First we show that ϕ induces a bijective homomorphism from T /H
to M . For any S, T ∈ T such that Sϕ = Tϕ, as ϕ induces some L∆-
isomorphisms from BTq (S) and B
T
q (T ) to B
M
q (Sϕ) = B
M
q (Tϕ), Theorem 1.3
implies that there exists a unique σS,T ∈ G such that SσS,T = T and Uϕ =
UσS,Tϕ for each U ∈ B
T
q (S). For any S, T ∈ T such that Sϕ = Tϕ and for
each U ∈ BT1 (S), we have σS,T = σU,V where V = UσS,T , since σS,T and σU,V
coincide on BTq−1(S). Consequently, for any S, T ∈ T such that Sϕ = Tϕ, we
have T σS,T = T and Uϕ = UσS,Tϕ for each U ∈ T .
It remains to be proved that, for each R(w1, ..., wk) ∈ L∆ and any T1, ..., Tk ∈
T such that M satisfies R(T1ϕ, ..., Tkϕ), there exist U1 ∈ T1H, ..., Uk ∈ TkH
such that T satisfies R(U1, ..., Uk). As ϕ induces a L∆-isomorphism from
BTq (T1) to B
M
q (T1ϕ), there exist U2, ..., Uk ∈ B
T
q (T1) such that R(T1, U2, ..., Uk)
and U2ϕ = T2ϕ, ..., Ukϕ = Tkϕ. We have U2 ∈ T2H, ..., Uk ∈ TkH according
to the first part of the proof. 
3. Periodicity, invariance through a translation.
In the present section, we consider a finite relational language L. We
generalize to uniformly locally finite L-structures the notions of periodicity
and invariance through a nontrivial translation, which are usually considered
for tilings of the euclidean spaces Rn. In particular, we obtain generalizations
for tilings of noneuclidean spaces. The notions of mathematical logic used for
Proposition 3.1 and Corollary 3.2 are defined, for instance, in [5].
Proposition 3.1. Consider a formula θ(u, v) in L and two elementarily
equivalent L-structures M,N with M connected locally finite. Suppose that
there exist an element x ∈ M such that {y ∈M | θ(x, y)} is finite, and an
automorphism g of N such that θ(y, yg) for each y ∈ N . Then there exists an
automorphism f of M such that θ(y, yf) for each y ∈M . Moreover, for each
r ∈ N, if {y ∈ N | yg = y} contains no ball BN(z, r), then we can choose f in
such a way that {y ∈M | yf = y} contains no ball BM(z, r).
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Proof. Fix x ∈ M such that {y ∈M | θ(x, y)} is finite. For each k ∈ N, as
BM(x, k) is finite, the following property of a L-structure P can be expressed
by one sentence:
For each y ∈ P such that (BP (y, k), y) ∼= (BM(x, k), x), there exist an ele-
ment z ∈ P and an isomorphism f : (BP (y, k), y) → (BP (z, k), z) such that
θ(u, uf) for each u ∈ BP (y, k) (respectively θ(u, uf) for each u ∈ BP (y, k)
and {v ∈ BP (y, k) | vf = v} contains no ball BP (u, r) for u ∈ BP (y, k − r)).
Suppose that there exists an automorphism g of N such that θ(y, yg)
for each y ∈ N (respectively θ(y, yg) for each y ∈ N and {y ∈ N | yg = y}
contains no ball BN (z, r)). Then the sentence considered above is true in N ,
and therefore true in M .
For each k ∈ N, consider the nonempty set Ak consisting of the pairs (y, f)
with y ∈ M and f : (BM(x, k), x) → (BM(y, k), y) isomorphism such that
θ(u, uf) for each u ∈ BM(x, k) (respectively θ(u, uf) for each u ∈ BM (x, k)
and {v ∈ BM (x, k) | vf = v} contains no ball BM(u, r) for u ∈ BM(x, k−r)).
Then each Ak is finite since M is locally finite and {y ∈M | θ(x, y)} is finite.
Moreover, for 0 ≤ k ≤ l, each pair (z, g) ∈ Al gives by restriction a pair
(y, f) ∈ Ak.
Consequently, by Ko¨nig’s lemma, there exists a sequence (yk, fk)k∈N ∈
Πk∈NAk with fk restriction of fl for 0 ≤ k ≤ l. The inductive limit of
such a sequence gives an automorphism of M which satisfies the required
properties. 
By [7, Theorem 2.3], two locally finite L-structures are elementarily equiv-
alent if and only if they are locally isomorphic. Moreover, for any r, s ∈ N∗,
there exists a formula θr,s(u, v) which expresses the property v ∈ BN (u, r) in
each L-structure N such that |BN(x, r)| ≤ s for each x ∈ N . Consequently,
we have:
Corollary 3.2. Consider two locally isomorphic uniformly locally finite L-
structures M,N which M connected. Let r ∈ N∗ and s ∈ N. Suppose that
there exists an automorphism g of N such that yg ∈ BN(y, r) for each y ∈ N ,
and such that {y ∈ N | yg = y} contains no ball BN (z, s). Then, there exists
an automorphism f of M such that yf ∈ BM(y, r) for each y ∈ M , and such
that {y ∈M | yf = y} contains no ball BM(z, s).
Remark. In particular, for each r ∈ N∗, if N has an automorphism g
without fixed point such that yg ∈ BN(y, r) for each y ∈ N , then M has
an automorphism f without fixed point such that yf ∈ BM(y, r) for each
y ∈M .
Now we consider the metric space (E, δ), the group G of isometries of E
and the set ∆ defined in Section 1. For each ∆-tiling T and each σ ∈ G such
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that T σ = T , we say that σ is a translation of T if there exists r ∈ N∗ such
that Tσ ∈ BTr (T ) for each T ∈ T . The set Trans(T ) of all translations of T
is a subgroup of G.
Any σ ∈ G such that T σ = T is a translation of T if and only if there
exists s ∈ N∗ such that Tσ ∈ BT (T, s) for each T ∈ T . Moreover, for
each T ∈ T , there exists no σ ∈ G − {Id} such that Sσ = S for each S ∈
BT (T, 1) = B
T
2q(T ). Consequently, the result below follows from Corollary
3.2:
Corollary 3.3. For any locally isomorphic ∆-tilings S, T , we have Trans(S) =
{Id} if and only if Trans(T ) = {Id}.
For each ∆-tiling T and each σ ∈ Trans(T ), supx∈E δ(x, xσ) is finite.
Conversely, if (E, δ) is weakly homogeneous, then the second part of Propo-
sition 1.2 implies that any σ ∈ G such that T σ = T belongs to Trans(T ) if
supx∈E δ(x, xσ) is finite. For each k ∈ N
∗, if E is the set Rk equipped with
a distance defined from a norm, then we have σ ∈ Trans(T ) if and only if σ
is a translation in the usual sense, since any surjective isometry of E is affine
in that case by [2, Th. 14.1].
The following result generalizes well known properties of the translations
in the euclidean spaces Rk. Here, we use the conditions (CVXν) and (FIXν)
introduced at the end of Section 1.
Theorem 3.4. Let T be a ∆-tiling. Then, for each σ ∈ Trans(T ) − {Id},
there exist x, y ∈ E such that δ(x, xσ) = infz∈E δ(z, zσ) and δ(y, yσ) =
supz∈E δ(z, zσ). Moreover, if (E, δ) is geodesic and satisfies (CVXν) and
(FIXν) for each ν ∈ R>0, then Trans(T ) is torsion-free abelian and each
σ ∈ Trans(T )− {Id} has no fixed point.
Proof. We fix σ ∈ Trans(T ) − {Id}, we write α = infz∈E δ(z, zσ) and we
show that there exists x ∈ E such that δ(x, xσ) = α. It can be proved in a
similar way that there exists y ∈ E such that δ(y, yσ) = supz∈E δ(z, zσ).
We consider r ∈ N∗ such that Tσ ∈ BTr (T ) for each T ∈ T . For each T ∈
T , σ induces a bijection σT : B
T
q (T )→ B
T
q (Tσ). The triples (B
T
q+r(T ), T, σT )
for T ∈ T fall in finitely many isomorphism classes. Consequently, there exist
two sequences (xk)k∈N ⊂ E and (Tk)k∈N ⊂ T with xk ∈ Tk for each k ∈ N
such that lim δ(xk, xkσ) = α and such that all the triples (B
T
q+r(Tk), Tk, σTk)
are isomorphic.
For each k ∈ N, we consider τ k ∈ G which induces an isomorphism
from (BTq+r(T0), T0, σT0) to (B
T
q+r(Tk), Tk, σTk). We have σ = τkστ
−1
k for each
k ∈ N since Tσ = TσT0 = TτkσTkτ
−1
k = Tτkστ
−1
k for each T ∈ B
T
q (T0).
Consequently, the elements yk = xkτ
−1
k ∈ T0 satisfy δ(yk, ykσ) = δ(xk, xkσ),
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and therefore lim δ(yk, ykσ) = α. As T0 is compact, it follows that there exists
x ∈ T0 such that δ(x, xσ) = α.
Now suppose that (E, δ) is geodesic and satisfies (CVXν) and (FIXν) for
each ν ∈ R>0. Consider σ ∈ Trans(T ) and s ∈ N− {0, 1} such that σs = Id.
Then, for each x ∈ E, we have Axσ = Ax for Ax = {x, xσ, ..., xσ
s−1}; by
Lemma 1.9, there exists a unique wx ∈ E such that δ(wx, z) ≤ Rad(Ax) for
each z ∈ Ax; it follows wxσ = wx. The properties (FIXν) imply σ = Id since
δ(x, wx) ≤ Rad(Ax) ≤ (s/2) supz∈E δ(z, zσ) for each x ∈ E.
Now consider any σ ∈ Trans(T ) with a fixed point x. Then, for each
y ∈ E, there exists s ∈ N∗ such that yσs = y, since Trans(T ) is discrete by
Proposition 1.8 and the elements yσk for k ∈ Z all belong to β(x, δ(x, y)).
Consider ζ, η ∈ R>0 such that no τ ∈ G−{Id} fixes the points of a set A ⊂ E
with β(y, η) ⊂ ∪z∈Aβ(z, ζ) for some y ∈ E, and choose a finite set A with
that property. Then there exists s ∈ N∗ such that zσs = z for each z ∈ A,
which implies σs = Id and σ = Id.
It remains to be proved that any σ, τ ∈ Trans(T ) commute. It suffices to
show that σ commutes with τ r for some r ∈ Z∗, since (σ−1τσ)r = σ−1τ rσ = Id
implies σ−1τσ = Id.
We fix x ∈ E and we consider α ∈ R>0 such that δ(y, yσ) ≤ α for each
y ∈ E. For each r ∈ Z, we have δ(x, xσ−1τ−rστ r) ≤ 2α since δ(x, xσ−1) ≤ α
and δ(xσ−1, xσ−1τ−rστ r) = δ(xσ−1τ−r, xσ−1τ−rσ) ≤ α.
As Trans(T ) is discrete, it follows that there exist r 6= s in Z such that
xσ−1τ−rστ r = xσ−1τ−sστ s. We have σ−1τ−rστ r = σ−1τ−sστ s since the
elements of Trans(T ) have no fixed point. It follows τ−rστ r = τ−sστ s and
τ s−rσ = στ s−r. 
Now we generalize the notion of periodicity to connected L-structures.
We say that such a structure M is periodic if it contains a finite set A such
that M = ∪σ∈Aut(M)Aσ.
Proposition 3.5. Let M,N be locally isomorphic locally finite connected
L-structures. If N is periodic then M is isomorphic to N .
Proof. We fix w ∈ M . As N is periodic and connected, there exist z ∈ N
and r ∈ N such that N = ∪σ∈Aut(N)BN (z, r)σ. For each s ∈ N, as M
and N are locally isomorphic, there exists xs ∈ N such that (BM(w, s), w) ∼=
(BN(xs, s), xs), and therefore ys ∈ BN(z, r) such that (BM(w, s), w) ∼= (BN (ys, s), ys).
We consider the nonempty set As consisting of the isomorphisms θ : (BM(w, s), w)→
(BN(y, s), y) with y ∈ BN(z, r).
The sets As are finite since N is locally finite. Moreover, for any s ≤ t,
the restriction of each θ ∈ At to (BM(w, s), w) belongs to As. Consequently,
by Ko¨nig’s Lemma, there exists a strictly increasing sequence (θs)s∈N with
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θs ∈ As for each s ∈ N. The inductive limit is an isomorphism θ : (M,w)→
(N, y) with y ∈ BN (z, r). 
We call a period of a L-structure M any set A ⊂ M such that M is the
disjoint union of the sets Aσ for σ ∈ Aut(M). If M is periodic and if it has
some periods, then all of them have the same finite number of elements. We
call it the periodicity rank of M .
For each L-structure M , we say that A ⊂ M is weakly connected if, for
each subset B with ∅ ( B ( A, there exist k ∈ N−{0, 1} and R(u1, ..., uk) ∈
L which is satisfied by some (x1, ..., xk) ∈ M
k with {x1, ..., xk} ∩ B 6= ∅ and
{x1, ..., xk} ∩ (A− B) 6= ∅.
Proposition 3.6. Any connected L-structure M has a weakly connected
period if the nontrivial automorphisms of M have no fixed point.
Proof. We show that M = ∪σ∈Aut(M)Aσ for each A ⊂ M which is maximal
for the conjunction of the two properties: A weakly connected and A∩Aσ = ∅
for each σ ∈ Aut(M)− {Id}.
Otherwise, asM is connected, there exist k ∈ N−{0, 1}, (x1, ..., xk) ∈Mk
which satisfies some R(u1, ..., uk) ∈ L and 1 ≤ i, j ≤ k such that xi ∈
∪σ∈Aut(M)Aσ and xj ∈ M − ∪σ∈Aut(M)Aσ. We consider τ ∈ Aut(M) such
that xiτ ∈ A. Then B = A ∪ {xjτ} is weakly connected since (x1τ , ..., xkτ )
satisfies R. As xjτ is not a fixed point of a nontrivial automorphism of
M and does not belong to ∪σ∈Aut(M)Aσ, we have Bσ ∩ B = ∅ for each
σ ∈ Aut(M)− {Id}, contrary to the maximality of A. 
Now we introduce some supplementary conditions which will be used for
the investigation of periodic L-structures.
We say that a L-structureM is equational (cf. [7, Section 4]) ifR(x1, ..., xk),
R(y1, ..., yk) and xi = yi imply xj = yj for each k ∈ N∗, each R(u1, ..., uk) ∈ L,
any (x1, ..., xk), (y1, ..., yk) ∈M
k and any i, j ∈ {1, ..., k}.
Any equational L-structure is uniformly locally finite. If it is connected,
then its nontrivial automorphisms have no fixed point.
For each equational L-structureM , each k ∈ N−{0, 1}, eachR(u1, ..., uk) ∈
L, any i, j ∈ {1, ..., k} such that i 6= j and any x, y ∈M , we write x(R, i, j) =
y if there exists (z1, ..., zk) ∈ M
k which satisfies R with zi = x and zj = y.
For each n ∈ N, each word w = (R1, i1, j1)...(Rn, in, jn) and any x, y ∈M ,
we write xw = y if there exist z0, ..., zn ∈ M such that z0 = x, zn = y and
zm−1(Rm, im, jm) = zm for 1 ≤ m ≤ n. We denote by ΩL the set of all such
words.
For any equational L-structures M,N , each x ∈ M and each r ∈ N∗, we
call a partial isomorphism from BM(x, r) to N any injective map ρ such that,
for each k ∈ N∗, each R(u1, ..., uk) ∈ L, any i, j ∈ {1, ..., k} and any y, z ∈
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BM(x, r), y(R, i, j) exists if and only if yρ(R, i, j) exists and y(R, i, j) = z if
and only if yρ(R, i, j) = zρ.
If ρ is a partial isomorphism from BM(x, r) to N , then ρ is an isomorphism
from (BM(x, r), x) to (BN(xρ, r), xρ) and ρ
−1 is a partial isomorphism from
BN(xρ, r) toM . Any isomorphism σ : (BM(x, r+1), x)→ (BN(xσ, r+1), xσ)
gives by restriction a partial isomorphism from BM(x, r) to N .
We say that an equational L-structure M is commutative if, for each
x ∈M and each r ∈ N∗, each partial isomorphism ρ : BM(x, r)→M satisfies
yρσ = yσρ for each automorphism σ of M and each y ∈ BM(x, r) such that
yσ ∈ BM(x, r).
We say that M is strongly commutative if we have xvw = xwv for each
x ∈ M and any v, w ∈ ΩL such that xvw and xwv exist. Any strongly com-
mutative connected equational L-structure is commutative since, for x, y, ρ, σ
defined as above, there exist v, w ∈ ΩL such that the equalities yρ = yv and
yσ = yw are respectively true inM and in BM(x, r), which implies yρσ = yvw
and yσρ = ywv.
We say that a class E of equational L-structures is strongly regular (cf.
[7, Section 4]) if xw = x and yw = y are equivalent for any M,N ∈ E , each
x ∈M , each y ∈ N and each w ∈ ΩL such that xw and yw exist.
Equationality, strong commutativity and strong regularity are local prop-
erties. They are preserved by local isomorphism.
Proposition 3.7. LetM be a connected equational commutative L-structure.
If M is periodic of rank r ∈ N∗, then, for each x ∈M and each integer s ≥ r,
each partial isomorphism from BM(x, s) to M can be extended into a unique
automorphism of M .
Proof. The extension is necessarily unique since the nontrivial automor-
phisms of an equational L-structure have no fixed point. It remains to be
proved that it exists.
By Proposition 3.6, M has a weakly connected period A with |A| = r.
Replacing A by its image through an appropriate automorphism of M , we
reduce the proof to the case x ∈ A. Then A is contained in BM(x, r − 1).
For each partial isomorphism ρ : BM(x, s) → M , we define a map ρ :
M → M as follows: for each y ∈ M , as the nontrivial automorphisms of M
have no fixed point, there exists a unique σ ∈ Aut(M) such that yσ ∈ A; we
write yρ = yσρσ−1. For each y ∈ BM(x, s), we have yρ = yρ because the
commutativity of M implies yρσ = yσρ. We observe that ρ−1 is defined in
the same way from the partial isomorphism ρ−1 : BM(xρ, s) → M and the
weakly connected period Aρ. Consequently, ρ is bijective and, by reason of
symmetry, it suffices to show that ρ is a homomorphism.
For each k ∈ N∗, each R(u1, ..., uk) ∈ L and each (x1, ..., xk) ∈ Mk which
satisfies R, we consider σ1, ..., σk ∈ Aut(M) such that x1σ1, ..., xkσk belong
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to A. Then x1σ1, ..., xkσk belong to BM(x, r− 1) and x2σ1, ..., xkσ1 belong to
BM(x, r) since (x1σ1, x2σ1, ..., xkσ1) satisfies R.
We have x1ρ = x1σ1ρσ
−1
1 . For 2 ≤ i ≤ k, we have xiρ = xiσiρσ
−1
i =
(xiσ1)(σ
−1
1 σi)ρ(σ
−1
1 σi)
−1σ−11 . As xiσ1 and (xiσ1)(σ
−1
1 σi) = xiσi belong to
BM(x, r), the commutativity of M implies
(xiσ1)(σ
−1
1 σi)ρ = (xiσ1)ρ(σ
−1
1 σi), and therefore
xiρ = (xiσ1)(σ
−1
1 σi)ρ(σ
−1
1 σi)
−1σ−11 = (xiσ1)ρ(σ
−1
1 σi)(σ
−1
1 σi)
−1σ−11 = xiσ1ρσ
−1
1 .
Moreover, x1σ1ρ, x2σ1ρ, ..., xkσ1ρ are all defined since x1σ1, x2σ1, ..., xkσ1
belong to BM (x, r). Consequently, (x1σ1ρ, x2σ1ρ, ..., xkσ1ρ) satisfies R like
(x1σ1, x2σ1, ..., xkσ1) and
(x1ρ, x2ρ, ..., xkρ) = (x1σ1ρσ
−1
1 , x2σ1ρσ
−1
1 , ..., xkσ1ρσ
−1
1 ) also satisfies R. 
Lemma 3.8. Let M,N be equational L-structures with N connected, com-
mutative and periodic of rank r ∈ N∗. For each x ∈ M and each integer
s ≥ r, if there exists a partial isomorphism from BM (x, s + 1) to N , then
each partial isomorphism from BM(x, s) to N can be extended into a partial
isomorphism from BM(x, s + 1) to N .
Proof. Let us consider a partial isomorphism ρ : BM(x, s)→ N and a partial
isomorphism σ : BM(x, s+1)→ N . Then ρ
−1σ is a partial isomorphism from
BN(xρ, s) to N which can be extended into a unique automorphism θ of N
by Proposition 3.7, and σθ−1 is a partial isomorphism from BM(x, s + 1) to
N which extends ρ. 
Lemma 3.9. Let M,N be equational L-structures with {M,N} strongly
regular. Then, for each x ∈ M and each r ∈ N∗, each partial isomorphism
ρ : BM(x, r)→ N can be extended into a partial isomorphism from BM(x, r+
1) to N if, for each y ∈ BM(x, r), there exists a partial isomorphism ρy :
BM(y, 1)→ N such that yρy = yρ.
Proof. We define a map σ : BM (x, r + 1) → N as follows: for each z ∈
BM(x, r + 1), we consider y ∈ BM(x, r) such that z ∈ BM(y, 1) and we write
zσ = zρy.
For any z1, z2 ∈ BM(x, r + 1) and any y1, y2 ∈ BM(x, r) such that z1 ∈
BM(y1, 1) and z2 ∈ BM(y2, 1), there exist v, (R1, i1, j1), (R2, i2, j2) ∈ ΩL
such that the equalities y1v = y2, y1(R1, i1, j1) = z1 and y2(R2, i2, j2) = z2
are respectively true in the connected L-structures BM(x, r), BM(y1, 1) and
BM(y2, 1). We have z2 = z1w for w = (R1, j1, i1)v(R2, i2, j2). We also
have z2ρy2 = z1ρy1w since the equalities z1ρy1(R1, j1, i1) = y1ρy1 = y1ρ,
y1ρv = y2ρ = y2ρy2 and y2ρy2(R2, i2, j2) = z2ρy2 are respectively true in
BN(y1ρy1 , 1), BN(xρ, r) and BN(y2ρy2 , 1).
By strong regularity, the equalities z2 = z1w and z2ρy2 = z1ρy1w imply
that z1ρy1 = z2ρy2 if and only if z1 = z2. Consequently, σ is injective and the
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definition of zσ given above does not depend on the choice of the element
y ∈ BM(x, r) such that z ∈ BM(y, 1). It follows that zσ = zρ for each
z ∈ BM(x, r) and zσ = zρy for each y ∈ BM(x, r) and each z ∈ BM(y, 1). For
each z ∈ BM(x, r+1) and each (R, i, j) ∈ ΩL, the element zσ(R, i, j) exists if
and only if z(R, i, j) exists, because, for each y ∈ BM(x, r), zρy(R, i, j) exists
if and only if z(R, i, j) exists.
Now let us consider again y1, y2, z1, z2, w as above. For each(R, i, j) such
that z1(R, i, j) exists, or equivalently such that z1σ(R, i, j) exists, we have
z1(R, i, j)w
′ = z2 and z1σ(R, i, j)w
′ = z2σ for w
′ = (R, j, i)w. Strong regular-
ity implies that z1(R, i, j) = z2 if and only if z1σ(R, i, j) = z2σ. 
Theorem 3.10. LetM,N be connected periodic L-structures of ranks r, s ≥
1 with N commutative and {M,N} strongly regular. Then, for each x ∈M ,
each partial isomorphism from BM(x, r + s) to N can be extended into an
isomorphism from M to N .
Proof. Otherwise, there exist an integer t ≥ r+ s and a partial isomorphism
ρ : BM(x, t)→ N which cannot be extended into a partial isomorphism from
BM(x, t + 1) to N . By lemma 3.9, there exists y ∈ BM(x, t) − BM(x, t − 1)
such that no partial isomorphism σ : BM(y, 1)→ N satisfies yσ = yρ.
For each k ∈ {0, ..., r}, we consider zk ∈ BM(x, t− s− k)−BM(x, t− s−
k − 1) such that y ∈ BM(zk, s + k). The restriction ρk of ρ to BM(zk, s + k)
cannot be extended into a partial isomorphism from BM(zk, s+ k + 1) to N .
As M is periodic of rank r, there exist two integers 0 ≤ k1 < k2 ≤ r
and an isomorphism σ : (M, zk1) → (M, zk2). Then σρk2 is a partial isomor-
phism from BM(zk1 , s + k2) to N . By Lemma 3.8, it follows that ρk1 can be
extended into a partial isomorphism from BM(zk1 , s + k2) to N , whence a
contradiction. 
Theorem 3.11. For each set Σ of local rules for L, if the connected L-
structures satisfying Σ are periodic, equational and commutative, and if their
class E is strongly regular, then E is a finite union of isomorphism classes.
Proof. Otherwise, it follows from Theorem 3.10 that there exists a se-
quence (Ni)i∈N of periodic L-structures with strictly increasing periodicity
ranks which satisfy Σ. For each q ∈ N∗, the pairs (BNi(y, q), y) for i ∈ N
and y ∈ Ni fall in finitely many isomorphism classes. Ko¨nig’s lemma ap-
plied to the isomorphism classes of pairs (BNi(y, q), y) for q ∈ N
∗, i ≥ q
and y ∈ Ni implies that there exist two strictly increasing sequences of in-
tegers (k(i))i∈N and (qi)i∈N, and a sequence (yi)i∈N ∈ ×i∈NNk(i) such that
(BNk(i)(yi, qi), yi)
∼= (BNk(j)(yj, qi), yj) for i ≤ j.
Consequently, there exist a sequence (Mi)i∈N of periodic L-structures with
strictly increasing periodicity ranks which satisfy Σ and a sequence (xi)i∈N ∈
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×i∈NMi such that (BMi(xi, i), xi)
∼= (BMj (xj , i), xj) for i ≤ j. The inductive
limit of the pairs (BMi(xi, i), xi) for these isomorphisms, which are unique
and compatible because of equationality, is a pair (M,x) with M satisfying
Σ and x ∈M . We denote by r the periodicity rank of M and, for each i ∈ N,
ri the periodicity rank of Mi.
For each i ≥ r, we have ri > r. Consequently, Mi is not isomorphic
to M . As (BMi(xi, i), xi) and (BM(x, i), x) are isomorphic, there exist an
integer si ≥ i − 1 and a partial isomorphism ρi : BMi(xi, si) → M which
cannot be extended into a partial isomorphism from BMi(xi, si+1) toM . By
Lemma 3.9, there exists yi ∈ BMi(xi, si)−BMi(xi, si−1) such that no partial
isomorphism σ : BMi(yi, 1)→M satisfies yiσ = yiρi.
For any integers i ≥ r and 1 ≤ s ≤ si, we consider zi,s ∈ BMi(xi, si − s)
such that yi ∈ BMi(zi,s, s). Then BMi(yi, 2s) contains BMi(zi,s, s).
It follows from Ko¨nig’s Lemma applied to the pairs (BMi(yi, 2s + 1), yi)
for i ≥ r and 1 ≤ s ≤ si that there exist two strictly increasing sequences of
integers (k(i))i∈N and (ti)i∈N, with k(i) ≥ r and ti ≤ sk(i) for each i ∈ N, such
that (BMk(i)(yk(i), 2ti + 1), yk(i))
∼= (BMk(j)(yk(j), 2ti + 1), yk(j)) for i ≤ j. We
denote by (N, y) the inductive limit of the pairs (BMk(i)(yk(i), 2ti + 1), yk(i))
relative to these isomorphisms, which are unique and compatible because of
equationality. The L-structure N is periodic because it satisfies Σ. We denote
by t the periodicity rank of N .
For each i ∈ N, we have y ∈ BN (zi, ti) where zi is the image of zk(i),ti in N .
Moreover ρk(i) induces a partial isomorphism σi : BN (zi, ti) → M such that
no partial isomorphism τ : BN (y, 1)→M satisfies yτ = yσi. For i ≥ r+t−1,
this property contradicts Theorem 3.10 since we have ti ≥ r + t. 
Now we consider again the metric space (E, δ), the group G of isometries
of E and the set ∆ defined in Section 1. We say that a ∆-tiling T is periodic
if there exists a finite subset E of T such that T is the union of the subsets
Eσ for σ ∈ G such that T σ = T . By Theorem 1.3, this property is true if
and only if the L∆-structure associated to T is periodic.
For each k ∈ N∗, if (E, δ) is the space Rk equipped with a distance defined
from a norm and if G consists of the translations of E, then our notion of
periodicity coincides with the classical one. Consequently, the following result
generalizes [1, Th. 3.8] which was proved for tilings of R2 by square tiles:
Theorem 3.12. If (E, δ) is geodesic and satisfies (CVXλ) where λ is the
maximum of the radii of the tiles, if G is commutative and if the elements of
G−{Id} have no fixed point, then each class of periodic ∆-tilings defined by
local rules is a finite union of isomorphism classes.
Lemma 3.12.1. The L∆-structures associated to ∆-tilings are equational,
strongly commutative, and form a strongly regular class.
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Proof of Lemma 3.12.1. If some σ ∈ G stabilizes a tile, then σ = Id since
σ has a fixed point by Lemma 1.9. Consequently, Theorem 1.3 implies that
the L∆-structures associated to ∆-tilings are equational. Moreover, for any
∆-tilings S, T , each (R, i, j) ∈ ΩL, each S ∈ S and each T ∈ T , if S(R, i, j)
and T (R, i, j) exist, then there exists a unique σ ∈ G such that Sσ = T
and it satisfies S(R, i, j)σ = T (R, i, j). By induction, it follows that, for each
w ∈ ΩL, each S ∈ S and each T ∈ T , if Sw and Tw exist, then there exists
a unique σ ∈ G such that Sσ = T and Swσ = Tw. In particular, we have
Sw = S if and only if Tw = T .
For each ∆-tiling T , each T ∈ T and any v, w ∈ ΩL such that Tvw and
Twv exist, consider σ, τ ∈ G such that Tv = Tσ, Twv = Twσ, Tw = Tτ and
Tvw = Tvτ . Then we have Tvw = Tστ = Tτσ = Twv since στ = τσ. 
Proof of Theorem 3.12. By Lemma 3.12.1, the L∆-structures associated
to ∆-tilings are equational, commutative, and form a strongly regular class.
If a class C of ∆-tilings is defined by local rules, then, by Theorem 2.1,
the same property is true for the class K consisting of the associated L∆-
structures. The structures in K are periodic if the tilings in C are periodic.
Then Theorem 3.11 implies that K, and therefore C, is a finite union of
isomorphism classes. 
4. Local isomorphism, rigidness and aperiodicity.
We say that a tiling or a relational structure is rigid if it has no nontrivial
automorphism. In the present section, we are interested in characterizing
tilings, and more generally relational structures, which are locally isomorphic
to rigid ones. Theorem 4.1 (respectively Corollary 4.2) gives a characteriza-
tion for relational structures (respectively tilings) which are uniformly locally
finite and satisfy the local isomorphism property. Corollary 4.3 gives a sim-
pler characterization concerning tilings of the euclidean spaces Rn, where
isomorphism is defined modulo a group of isometries.
In [7], we considered tilings of the euclidean spaces Rn, and isomorphism
was defined up to translation. In that case, [7, Proposition 2.4] implies that
the relational structure M associated to a tiling is rigid if and only if the
tiling is not invariant through any nontrivial translation. If a connected
structure N is locally isomorphic toM , then N is associated to another tiling
by [7, Corollary 5.4]. Moreover, according to [7, Proposition 5.1], the tilings
associated to M and N are invariant through the same translations of Rn. It
follows that N is rigid if and only if M is rigid.
Examples 1, 2, 3, which are given after Corollary 4.3, imply that the last
property is no longer true if we consider isomorphism modulo an arbitrary
group of isometries of an euclidean space Rn, or tilings of a noneuclidean
space. Similarly, Example 4 illustrates Theorem 4.1 for relational structures
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which are not associated to tilings. Examples 5 and 6 are given in order to
show the importance of each hypothesis in Theorem 4.1.
Theorem 4.1. Let L be a finite relational language and letM be a uniformly
locally finite L-structure which satisfies the local isomorphism property. Then
M is locally isomorphic to a connected rigid L-structure if and only if, for
each r ∈ N∗, there exists x ∈ M such that (M, y) ∼= (M, z) implies y = z for
y, z ∈ BM(x, r).
Proof. By Ko¨nig’s lemma, the following properties are equivalent for locally
finite L-structures:
(P) There exist r ∈ N∗ and, for each x ∈ N , y 6= z in BN(x, r) such that
(N, y) ∼= (N, z).
(Q) There exist r ∈ N∗ and, for each x ∈ N and each s ∈ N, y 6= z in BN(x, r)
such that (BN(y, s), y) ∼= (BN(z, s), z).
Any L-structure N which is locally isomorphic to M is uniformly locally
finite like M . If M satisfies (P), and therefore satisfies (Q), then N satisfies
(Q) since it locally isomorphic toM , and therefore satisfies (P). Consequently,
N is not rigid.
Now, let us suppose that M does not satisfy (P). First we show that
there exist a sequence (xn)n∈N in M and two strictly increasing sequences
(rn)n∈N and (sn)n∈N in N such that, for each n ∈ N, (BM(xn, rn + sn), xn) ∼=
(BM(xn+1, rn + sn), xn+1) and BM(xn, rn) contains no elements y 6= z with
(BM(y, sn), y) ∼= (BM(z, sn), z). We write r0 = s0 = 0 and we take for x0 any
element of M .
For each n ∈ N, supposing that xn, rn, sn are already defined, we define
xn+1, rn+1, sn+1 as follows: As M satisfies the local isomorphism property,
there exists r ∈ N such that each BM(x, r) contains some y with (BM(y, rn+
sn), y) ∼= (BM(xn, rn + sn), xn); we take r > rn. As M does not satisfy (Q),
there exist x ∈M and s ∈ N∗ such that BM(x, 2r) contains no elements y 6= z
with (BM(y, s), y) ∼= (BM(z, s), z). We take for xn+1 any u ∈ BM(x, r) such
that (BM(u, rn + sn), u) ∼= (BM(xn, rn + sn), xn). Then BM(xn+1, r) contains
no elements y 6= z with (BM(y, s), y) ∼= (BM(z, s), z). We take rn+1 = r and
sn+1 = sup(sn + 1, s).
We consider the inductive limit (N, x) of the pairs (BM(xn, rn + sn), xn)
relative to some isomorphisms
θn : (BM(xn, rn + sn), xn)→ (BM(xn+1, rn + sn), xn+1)
⊂ (BM(xn+1, rn+1 + sn+1), xn+1).
As M satisfies the local isomorphism property, N is locally isomorphic to M .
For n ∈ N and y 6= z in BN(x, rn), we have (BN(y, sn), y) ≇ (BN(z, sn), z)
since BN(y, sn) and BN (z, sn) are contained in BN(x, rn+sn) and (BN(x, rn+
sn), x) is isomorphic to (BM(xn, rn + sn), xn).
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For each nontrivial automorphism θ of N , there exist n ∈ N and y 6= z in
BN(x, rn) such that yθ = z. We have (BN (y, sn), y) ∼= (BN(z, sn), z), whence
a contradiction. 
From now on, we consider the metric space (E, δ), the group G and the
set ∆ defined in Section 1. As a consequence of Theorem 4.1, we have:
Corollary 4.2. Let T be a ∆-tiling which satisfies the local isomorphism
property. Then T is locally isomorphic to a rigid ∆-tiling if and only if, for
each r ∈ N∗, there exists T ∈ T such that no σ ∈ G − {Id} with T σ = T
satisfies Tσ ∈ BTr (T ).
Remark. If (E, δ) is weakly homogeneous, then Corollary 4.2 and Proposi-
tion 1.2 imply that T is locally isomorphic to a rigid ∆-tiling if and only if,
for each α ∈ R>0, there exists x ∈ E such that no σ ∈ G−{Id} with T σ = T
satisfies δ(x, xσ) ≤ α.
Proof of Corollary 4.2. It follows from Theorem 1.3, Corollary 2.2 and
Proposition 2.3 that T is locally isomorphic to a rigid ∆-tiling if and only
if the associated L∆-structure is locally isomorphic to a connected rigid L∆-
structure, and therefore, by Theorem 4.1, if and only if, for each r ∈ N∗, there
exists T ∈ T such that (T , U) ∼= (T , V ) implies U = V for any U, V ∈ BTr (T ).
Now we show that this property is true if and only if, for each r ∈ N∗, there
exists T ∈ T such that no σ ∈ G− {Id} with T σ = T satisfies Tσ ∈ BTr (T ).
For each T ∈ T , each r ∈ N∗ and each σ ∈ G − {Id} such that T σ = T , if
there exist U 6= V in BTr (T ) such that Uσ = V , then we have Tσ ∈ B
T
3r(T ).
Conversely, if r ≥ 2q for the integer q of Section 1 and if Tσ ∈ BTr (T ), then
we obtain U 6= V in BTr (T ) such that Uσ = V as follows: we write U = T
and V = Tσ if Tσ 6= T ; otherwise, we consider any U ∈ BTq (T ) such that
Uσ 6= U , and we write V = Uσ. 
Corollary 4.3. Let n ≥ 1 be an integer and let T be a tiling of the euclidean
space Rn which satisfies the local isomorphism property. Then T is locally
isomorphic to a rigid tiling if and only if it is not invariant through a nontrivial
translation.
Proof. By the remark after Corollary 4.2, it suffices to show that, if T is not
invariant through a nontrivial translation, then, for each α ∈ R>0, there exists
x ∈ Rn such that ‖xh− x‖ > α for each nontrivial isometry h of Rn which
stabilizes T . This result follows from Theorem 4.4 below since the isometries
of Rn which stabilize T form a discrete group by Proposition 1.8. 
Theorem 4.4. Let n ≥ 1 be an integer and let H be a discrete group of
isometries of the euclidean space Rn. Then H contains no translation if and
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only if, for each α ∈ R>0, there exists x ∈ Rn such that ‖xh− x‖ > α for
each h ∈ H − {Id}.
Proof. The “if” part is clear. For the “only if” part, we proceed by induction
on n. We denote by En the group of all isometries of Rn. For any X, Y ⊂ Rn,
we write δ(X, Y ) = infx∈X,y∈Y ‖y − x‖.
For each f ∈ En, we consider the linear map f associated to f , the
largest affine subspace Wf of Rn with Wff = Wf such that f acts on Wf
as a translation, and the element wf ∈ Rn such that xf = x + wf for each
x ∈ Wf . We have Wf = {x ∈ Rn | ‖xf − x‖ minimal}.
If Vf is the vector subspace of Rn orthogonal to Wf and maximal for
that property, then the restriction of f to Vf is an orthogonal transformation
without nontrivial fixed point. Consequently, for each α ∈ R>0, there exists
β ∈ R>0 such that, for each x ∈ Rn, δ(x,Wf) > β implies ‖xf − x‖ > α.
It follows from a theorem of Bieberbach (see [9, Theorem 1, p. 15]) that
H has a normal subgroup N with N abelian and H/N finite. As N is finitely
generated, the same properties remain true if we replace N by N r = {hr | h ∈
N} for an integer r ≥ 2. Consequently, we can suppose for the remainder of
the proof that N is torsion-free. Then we have wf 6= 0 for each f ∈ N −{Id}
since N is discrete like H .
We observe that Wfg = Wf for any f, g ∈ En which commute, and in
particular for f, g ∈ N : We have (Wfg)f = (Wff)g = Wfg and
(zg)f − (yg)f = (zf)g − (yf)g = (zf − yf)g = (z − y)g = zg − yg
for any y, z ∈ Wf . It follows that f stabilizes Wfg and acts on Wfg as a
translation, which implies Wfg = Wf .
We consider W = ∩f∈NWf . In order to prove that W is nonempty, it
suffices to show that, for each r ∈ N∗ and any f1, ..., fr+1 ∈ N , if Wr =
Wf1 ∩ ...∩Wfr is nonempty, then Wr+1 = Wf1 ∩ ...∩Wfr+1 is nonempty. But
we have Wrfr+1 = Wr since Wfifr+1 =Wfi for 1 ≤ i ≤ r; it follows thatWr+1
is the largest affine subspace V of Wr with V fr+1 = V such that fr+1 acts on
V as a translation.
Now we show that Wh = W for each h ∈ H . For each f ∈ N , we have
W (hfh−1) = W since hfh−1 ∈ N , and therefore Whf =W (hfh−1)h = Wh.
Moreover, for each f ∈ N and any y, z ∈ W , we have
zhf − yhf = z(hfh−1)h− y(hfh−1)h = [z(hfh−1)− y(hfh−1)]h
= (z − y)h = zh− yh
since hfh−1 ∈ N . It follows that each f ∈ N stabilizes Wh and acts on Wh
as a translation, which implies Wh = W .
Now we fix α ∈ R>0 and we prove that there exists x ∈ Rn such that
‖xh− x‖ > α for each h ∈ H − {Id}. We consider the set Ω of all affine
subspaces of Rn which are orthogonal to W and maximal for that property.
For each U ∈ Ω and each h ∈ H , we have Uh ∈ Ω since Wh = W .
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First we show that {g ∈ H | δ(U, Ug) ≤ α} is finite for each U ∈ Ω. As
each h ∈ N is acting on W as a translation of vector wh, we have δ(V, V h) =
‖wh‖ for V ∈ Ω and h ∈ N , and wgh = wg + wh for g, h ∈ N . We write
γ = infh∈N−{Id} ‖wh‖. We have γ 6= 0 since N is discrete and torsion-free. We
consider r ∈ N∗ such that rγ > 2α. For each U ∈ Ω, each g ∈ H such that
δ(U, Ug) ≤ α and each h ∈ N − {Id}, the inequality δ(Ug, Ughr) = ‖whr‖ =
r ‖wh‖ ≥ rγ > 2α implies δ(U, Ugh
r) > α. As N r has finite index in N and
therefore in H , it follows that {g ∈ H | δ(U, Ug) ≤ α} is finite.
Now we consider K = {h ∈ H | xh − x ∈ W for each x ∈ Rn} and, for
each h ∈ K, the restriction hW of h toW . For each x ∈ Rn, we denote by xW
the projection of x on W . Then KW = {hW | h ∈ K} is, like K, a discrete
group of isometries without nontrivial translation, since xh− x = xWh− xW
for each h ∈ K and each x ∈ Rn. The induction hypothesis applied to W
and KW implies that there exists x ∈ W such that ‖xhW − x‖ > α for each
h ∈ K − {Id}.
We consider the unique U ∈ Ω such that x ∈ U . We have δ(U, Uh) =
‖xhW − x‖ > α for each h ∈ K − {Id}. For each h ∈ H − K, we have
U ∩Wh  U and Sh = {y ∈ U | ‖yh− y‖ ≤ α} is contained in A+ (U ∩Wh)
for a bounded subset A of U since there exists β ∈ R>0 such that, for each
x ∈ Rn, δ(x,Wh) > β implies ‖xh− x‖ > α. As Sh is empty for each h ∈ H
such that δ(U, Uh) > α, there exist finitely many nonempty subsets Sh, and
their union cannot cover U . 
Now, we illustrate Corollary 4.2 and Corollary 4.3 with three examples
related to aperiodicity. Several different definitions have been given for that
notion (see [4, p. 4]).
We consider the system ∆ defined in Section 1 and the set C of all ∆-tilings
which satisfy a set Ω of local rules, each of them saying which configurations
of some given size can appear in a tiling belonging to C. According to [12, p.
208], we say that Ω is strong if the ∆-tilings in C satisfy the local isomorphism
property and if they are not invariant through any nontrivial translation. We
use the classical definition of translation for the euclidean spaces Rn, and the
definition given in Section 3 for the general case.
Here we do not suppose Ω finite. One reason is that some natural sets of
tilings are defined by strong infinite sets of local rules (for instance we showed
this property in [8] for the set of all complete folding sequences, and for the
set of all coverings of the plane by complete folding curves which satisfy the
local isomorphism property). Another reason is that, for each ∆-tiling T
which satisfies the local isomorphism property, the set of all ∆-tilings which
are locally isomorphic to T is defined by a set of local rules which can be
finite as in Examples 2 and 3, or infinite as in Example 1.
By Corollary 4.3, any tiling of an euclidean space of finite dimension which
31
satisfies a strong set of local rules is locally isomorphic to a rigid tiling if and
only if it is not invariant through a nontrivial translation. We do not know
presently if this result can be generalized with the notion of translation that
we consider.
In Examples 1 and 3 below, the group G consists of all isometries of E;
in Example 2 we only consider positive isometries of R3. In each example, all
the structures are uniformly locally finite and satisfy the local isomorphism
property. On the other hand, they do not satisfy (P). Some of them are
rigid and others have nontrivial automorphisms, but all of them are locally
isomorphic.
Example 1. For each r ∈ R−Q and each s ∈ R, we consider the line L(r, s)
of equation y = rx+ s. We write
Ω(r, s) = {(a, b) ∈ Z×Z | L(r, s)∩([a−1/2, a+1/2[×[b−1/2, b+1/2[) 6= ∅}.
For each a ∈ Z, {a} × Z contains n + 1 or n + 2 points of Ω(r, s), where n
is the integral part of |r|. We colour the point a in white if {a} × Z contains
n+ 1 points of Ω(r, s) and in black otherwise. We consider the tiling T (r, s)
of the euclidean space R which consists of the segments [a, a + 1] for a ∈ Z
with their endpoints coloured in white or black as above.
For each r ∈ R − Q, the tilings T (r, s) are locally isomorphic and each
of them satisfies the local isomorphism property. They do not satisfy (P)
since they are not invariant through any nontrivial translation. They are
invariant through a unique symmetry if there exist a, b ∈ Z such that (a, b) or
(a+ 1/2, b) or (a, b+ 1/2) belongs to L(r, s), and rigid otherwise. The three
possibilities above are respectively realized for s ∈ Z+ rZ, s ∈ r/2 +Z+ rZ,
s ∈ 1/2 + Z+ rZ.
Example 2. Let (E, δ) be the euclidean space R3 and let G consist of
the positive isometries. Let T be a tiling of R3 which satisfies the local
isomorphism property. Suppose that the group of isometries which leave
T globally invariant is generated by a ”screwing motion” σ, which is the
composition of a translation with a rotation about an axis parallel to the
translation. If the angle of the rotation belongs to piQ, then some nontrivial
power of σ is a translation, and T satisfies (P). Otherwise, T does not satisfy
(P), and Theorem 4.1 implies that T is locally isomorphic to a rigid tiling.
According to [12, Section 7.2, pp. 208-213], examples of that situation have
been given by Danzer for tilings obtained from 1 prototile (the examples with
n odd must be considered).
Example 3. In 1979, R. Penrose gave his famous example (see [3]) of two
polygonal prototiles, the “arrow” and the “kite”, which define an aperiodic
class of tilings of the euclidean space R2. There exist 2ω Penrose tilings. All of
them are locally isomorphic and each of them satisfies the local isomorphism
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property. The Robinson tilings (see [10]) have the same properties, but they
are constructed from a larger set of prototiles. Penrose asked if there exist
classes of tilings of R2 defined from a single prototile which have these prop-
erties. The question is apparently still open for tilings with non-overlapping
tiles (see [6]).
In the hyperbolic plane, it is not difficult to construct such an example.
Here, we use the representation of the hyperbolic plane by the Poincare´ half-
plane R× R>0.
Figure 1 illustrates the construction of the tilings in our example, which
is a particular case of those given in [6]. We denote by Ω the set of all tilings
constructed in that way. For any S, T ∈ Ω, each S ∈ S and each T ∈ T ,
there exists a unique σ ∈ G such that Sσ = T , because of the arrows on the
edges of the tiles.
For each T ∈ Ω and each T ∈ T , we consider (Un(T ))n∈N where U0(T ) = T
and, for each n ∈ N, Un+1(T ) is the tile just above Un(T ). For each n ∈ N∗, we
write an(T ) = 0 if Un(T ) is at the left of Un−1(T ), and an(T ) = 1 otherwise.
For any S, T ∈ Ω, each S ∈ S and each T ∈ T , we have (S, S) ∼=
(T , T ) if and only if (an(S))n∈N∗ = (an(T ))n∈N∗. For each r ∈ N∗, we have
(BSr (S), S)
∼= (BTr (T ), T ) if and only if (a1(S), ..., ar(S)) = (a1(T ), ..., ar(T )).
For any S, T ∈ Ω, each S ∈ S, each T ∈ T and each r ∈ N∗, there exists
S ′ ∈ T such that T = Ur(S
′) and (a1(S
′), ..., ar(S
′)) = (a1(S), ..., ar(S)),
which implies S ′ ∈ BTr (T ) and (B
S
r (S), S)
∼= (BTr (S
′), S ′). Consequently, any
tiling in Ω satisfies the local isomorphism property, and any two such tilings
are locally isomorphic.
For each T ∈ Ω and any S, T ∈ T , there exist i, j ∈ N such that Ui(S) =
Uj(T ); for n ≥ i+1, we have an(S) = an+k(T ) where k = j−i. Consequently,
each T ∈ Ω only realizes countably many sequences (an)n∈N∗ ∈ {0, 1}
N∗. As
each such sequence is realized by a tiling T ∈ Ω, it follows that Ω is the union
of 2ω isomorphism classes. This property is a particular case of Corollary 2.6
above.
Now we show that, for each T ∈ Ω which is not rigid and each T ∈ T ,
there exists k ∈ N∗ such that an(T ) = an+k(T ) for n large enough: We
consider σ ∈ G − {Id} such that T σ = T and i, j ∈ N such that Ui(T ) =
Uj(Tσ). We have i 6= j because Ui(T ) = Ui(Tσ) = Ui(T )σ would imply
σ = Id. For k = j − i, we have Un(T ) = Un+k(Tσ) for n ≥ i, and therefore
an(T ) = an+k(Tσ) = an+k(T ) for n ≥ i+ 1.
Conversely, for each T ∈ Ω and each T ∈ T , if I = {k ∈ Z | an(T ) =
an+k(T ) for n large enough} contains a nonzero element, then I is the ideal of
Z generated by the smallest h ∈ N∗ which belongs to I. For each r ∈ N such
that an(T ) = an+h(T ) for n > r, the isometry which sends Ur(T ) to Ur+h(T )
generates {σ ∈ G | T σ = T }.
33
Remark. In Example 3, similar to the case of Penrose tilings or Robinson
tilings, the class of ∆-tilings that we consider is defined by a local rule which
describes the possible configurations of the immediate neighbours of a tile.
In the case of Penrose tilings or Robinson tilings (see [7, p. 125]), it follows
that there exists a local rule expressed by one sentence which characterizes
among the connected L∆-structures those which are associated to ∆-tilings,
because no such tiling is invariant through an infinite group of isometries. On
the other hand, in Example 3, no such rule exists since any local rule satisfied
by the L∆-structures associated to ∆-tilings is also satisfied by some of their
quotients.
The following example generalizes the argument of Example 3, even though
the relational structures that we consider are not represented by tilings:
Example 4. We write L = {P1, ..., Pk} where P1, ..., Pk are unary functional
symbols, and we consider the nonempty L-structures M which satisfy the
following properties:
1) For each x ∈ M , there exists one and only one pair (i, y) with 1 ≤ i ≤ k
and y ∈M such that yPi = x;
2) xPi1 ...Pir = x implies r = 0 for r ∈ N, 1 ≤ i1, ..., ir ≤ k and x ∈M .
Each connected such structure induces a directed tree where the pairs (x, y)
of consecutive vertices are characterized by the existence of a unique i ∈
{1, ..., k} such that xPi = y; each vertex is the origin of k edges.
In order to apply the results of the present paper, it is convenient to
consider P1, ..., Pk as binary relations. Similarly to Example 3, the nonempty
L-structures which satisfy 1) and 2) are locally isomorphic, and each of them
satisfies the local isomorphism property. In fact, for any such structures
M,N , each x ∈ M , each y ∈ N and each r ∈ N∗, we have (BM(x, r), x) ∼=
(BM(z, r), z) for z = yPir ...Pi1 where i1, ..., ir are the elements of {1, ..., k}
such that xP−1i1 ...P
−1
ir
exists.
Now, for each nonempty connected L-structure M which satisfies 1), 2)
and each x ∈ M , we consider the sequence (ir(x))r∈N ∈ {1, ..., k}
N such
that xP−1
i1(x)
...P−1
ir(x)
exists for each r ∈ N. Similarly to Example 3, M has
a nontrivial automorphism if and only if there exists an integer k such that
ir(x) = ir+k(x) for r large enough. In that case, the group of automorphisms
of M is infinite cyclic.
By Theorem 4.1, it follows that the nonempty L-structures which satisfy
1) and 2) are rigid.
The last two examples are not related to tilings. They are given in order
to illustrate the importance of each hypothesis in Theorem 4.1.
Example 5. The Cayley graph of a group G relative to a generating family
(xi)i∈I is the relational structure M defined on G as follows: for i ∈ I and
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y, z ∈ G, we write Ri(y, z) if and only if z = yxi. The structureM is uniformly
locally finite if I is finite. The automorphisms of M are the maps y → gy
for g ∈ G. For any y, z ∈ M , we have (M, y) ∼= (M, z) since there exists
g ∈ G such that gy = z. In particular, M satisfies the local isomorphism
property and M is not locally isomorphic to a rigid structure. If G is freely
generated by the elements xi, then M is not invariant through any nontrivial
translation since, for each g ∈ G and each r ∈ N, there exists x ∈ M such
that gx /∈ BM(x, r).
Example 6. Here, the language L consists of one binary relational symbol.
The L-structure M shown by Figure 2 is uniformly locally finite, but it does
not satisfy the local isomorphism property. The only automorphisms of M
are the maps xi,j → xi+k,j for k ∈ Z. Consequently, M does not satisfy
the characterization of Theorem 4.1. Anyway, each connected L-structure N
locally isomorphic to M is isomorphic to M , and therefore not rigid.
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