Abstract-We consider an environment where self-interested IEEE 802.11 Wireless Local Area Networks (WLANs) have overlapping coverage, and investigate the incentives that can trigger handovers between the WLANs. Our focus is on the incentives for supporting handovers due solely to the improved performance for all wireless networks. Such incentives arise due to a wellknown property of 802.11 networks, where low rate users that send traffic significantly degrade the performance of high rate users that are associated with the same access point. A key difference of this paper compared to other works is that WLANs are selfinterested, seeking to improve the performance of their own clients. We develop a comprehensive analytical model for accurately identifying and quantifying the handover gains. The model captures cases such as uplink and downlink traffic, wired link capacity constraints, and nonsaturated traffic conditions, and yields a practical handover decision policy. Simulations and experiments on a real testbed verify the accuracy of the model, and indicate that significant gains can be achieved through performance-induced handover incentives.
INTRODUCTION
C ONSIDER an environment where multiple Wireless Local Area Networks (WLANs) have overlapping coverage and operate on the same channel. The WLANs are assumed to be self-interested, meaning that they seek to improve the performance of their clients. The problem we address in this paper is whether there are cases where the selfinterested WLANs have incentives to support handovers, based solely on the improved performance they can achieve for their clients. We develop a comprehensive analytical model to investigate the above problem. Using the model, we can accurately identify the cases where such performance-induced incentives for supporting handovers arise, and quantify the potential improvements for the WLANs involved.
Handover incentives arise due to a well-known property of IEEE 802.11 networks, where the assignment of low and high transmission rate users to the same access point significantly degrades the performance of the high rate users [1] . This occurs because IEEE 802.11's medium access control protocol gives both high and low rate nodes equal chances for accessing the shared wireless channel. However, low rate nodes need more time to send the same amount of data. As a result, when low rate nodes send traffic, high rate nodes suffer significant performance degradation, achieving throughput equal to that of low rate nodes. There have been a number of works that address the above problem. The handover of nodes that are associated with an access point at a low rate, to another access point with which they can connect at a high rate is one possible solution to the problem; this is the approach taken by works such as [2] , [3] , [4] , which assume cooperation between access points. Alternatively, relays can be used for forwarding traffic that cannot be transmitted directly at high rates [5] , [6] , [7] , [8] , [9] . The distinctive feature of the current paper is that we investigate the above problem in the context of self-interested WLANs, which seek to improve the performance of their own clients. Our analytical framework can identify when such handovers can be induced solely by the performance improvements that the self-interested WLANs can achieve. The work in this paper also differs from works such as [10] , [11] , [12] , which deal with the problem of access point and network selection using a game theoretic approach; the key difference is that the above works investigate the problem from the viewpoint of the individual users, namely users seek to maximize their benefit, whereas in our work we consider the gains of WLANs which seek to improve the aggregate performance of their clients, by supporting handovers of clients that belong to other WLANs.
In the case of operator-owned networks, handovers may be supported by cooperation agreements between the operators, which require detailed accounting. On the other hand, our focus is on the incentives for supporting handovers, due solely to the improved performance that handovers yield for both networks without involving any monetary or virtual currency exchange, such as in tokenbased systems [13] , [14] , [15] , or reputation systems [16] , [17] . Moreover, similar performance incentives arise in the case of overlapping wireless home networks where cooperation agreements are unrealistic. Although this paper focuses on performance-oriented incentives for triggering handovers, such incentives can also arise in other areas, such as when forwarding traffic in multihop wireless networks; the key property of wireless networks that can give rise to performance-oriented cooperation incentives is that the transmission rate for different nodes depends on the path attenuation, hence the transmission rate can be different for different nodes.
An assumption about the environment we consider is that two or more WLANs operate on the same channel. Indeed, it is common that there are more than three WLANs within the range of each other [18] . Hence, the number of orthogonal channels available in 802.11b/g or even 802.11a is not enough to assign different orthogonal channels to the different access points. Moreover, the available nonoverlapping channels will be further reduced as more wireless networks operating in unlicensed bands are deployed and as channel bonding techniques, e.g., in 802.11n, are used to increase the bandwidth hence the transmission speeds.
In order to identify and quantify the potential gain of handovers, we propose a comprehensive model that estimates the throughput of each overlapping WLAN in different scenarios. Throughput approximations that account for rate diversity have been used in [19] , [20] , [21] , [22] , and [23] . Our modeling framework captures more complicated scenarios, such as cases where the wired connection of access points, rather than the wireless channel, is the bottleneck for the end-to-end throughput. Moreover, our main contribution lies in the application of the above throughput model to predict the impact of handovers and decide whether handing over the nodes that communicate at low rates leads to higher performance for the clients of the overlapping WLANs. The analysis suggests that there are cases where such handovers can yield significant performance improvements. Additionally, based on the necessary conditions for a handover to be beneficial for all overlapping WLANs, we propose a simple policy that can be used by access points in order to decide whether to accept the handover.
In summary, the contributions of the paper are the following:
. We present an analytical model that can approximate the aggregate performance of each WLAN, for a comprehensive set of cases which include the case where the capacity of a wired link constrains the end-to-end throughput, unsaturated traffic conditions, and client differentiation. . We apply the model to predict when handovers between self-interested WLANs with overlapping coverage are beneficial for all parties, giving all WLANs the incentive to support handovers. . We present a comprehensive series of numerical evaluations that identify and quantify the performance gains for handovers, we evaluate the proposed model with simulation and testbed experiments, and we discuss the implementation of the proposed handover decision policy in our prototype. The definition of the incentive problem introduced and analyzed in detail in this paper, to the best of our knowledge, has not appeared in the same form previously in the literature.
The rest of this paper is organized as follows: Section 2 formulates the handover incentives problem, and defines the handover performance gains. Section 3 presents a comprehensive model for estimating the throughput, and the corresponding handover gains; the model includes the case for downlink and uplink traffic, wired link capacity constraints, nonsaturated traffic conditions, and client differentiation. Section 4 describes some variations, such as swapping of low rate clients, multiple low rates, and three access points. Section 5 presents investigations based on the analytical model to identify and quantify the handover gains. Section 6 investigates the accuracy of the model using simulation and testbed experimentation. Section 7 discusses the implementation of the proposed model. Finally, Section 8 concludes the paper.
THE HANDOVER INCENTIVES PROBLEM
In this section, we first discuss the handover incentives problem, and then define the corresponding performance gains that will determine whether the overlapping WLANs have the incentive to support handovers.
Consider two wireless networks, W LAN 0 and W LAN 1 , containing access points AP 0 and AP 1 , respectively, Fig. 1 . We assume that both access points operate on the same channel and are in the same contention area. The clients of W LAN 0 include the nodes in sets N 0 and N x 0 : the nodes in N 0 are associated with AP 0 at a high transmission rate R, whereas nodes in N x 0 are associated with AP 0 at a low transmission rate r. The clients of W LAN 1 are the nodes in set N 1 , which are associated with AP 1 at a high transmission rate R. For simplicity, we will use the notation N 0 ; N x 0 ; N 1 to also denote the number of nodes in the corresponding sets.
Due to the low transmission rate of the nodes in N x 0 , and since both APs operate on the same channel, the performance for the clients of both networks is low. The nodes in N x 0 are closer to AP 1 , hence could associate with this access point at a high transmission rate R. W LAN 0 would gain if its clients in N x 0 are handed over to AP 1 , Fig. 2 , because the throughput of its clients in both N 0 and N x 0 would increase, since there will no longer be low rate nodes. However, whether the performance of W LAN 1 's clients N 1 improves or not if the nodes in N x 0 are handed over to AP 1 will depend on two opposite factors: On one hand, there will be a gain because the transmission rate of nodes in N x 0 will increase. On the other hand, there will be a loss in throughput since now the resources of AP 1 are shared by the clients of W LAN 1 (N 1 ) and some clients of W LAN 0 (N x 0 ). The magnitude of the two opposite factors will determine whether their combination results in an overall performance improvement or reduction.
Based on the above discussion, we make the following two remarks:
. We consider that the performance of W LAN 0 includes the performance of nodes in both sets N 0 and N x 0 , independent of whether the nodes in the latter set are connected to AP 0 or AP 1 . In other words, the nodes in N x 0 remain clients of W LAN 0 even when they are handed over to AP 1 . . Each WLAN is a self-interested party, seeking to improve the performance of its clients. Hence, a WLAN will support handovers only if they improve the performance of its clients. Moreover, handovers will eventually occur only if both WLANs have the incentive to support them, which occurs if handovers improve the performance of the clients for both WLANs. The motivation and importance of the above problem becomes clear if we consider the following application scenario: assume two neighboring homes, each with its own WLAN. The users of each home can have a number of wireless stations, which are the clients of that home's WLAN. The problem that we investigate is whether there are incentives, based solely on performance improvements, for the WLAN of one home to support handovers so that its access point serves wireless stations that belong to its neighbor. Handovers will eventually occur only if they improve the performance of the clients for both home networks. Moreover, the performance of each home's WLAN involves the performance of wireless stations belonging to that home, independent of whether they are associated with the home's or a neighbor's access point.
Handover Gains
Next, we define the gains that can arise from handovers. The performance gain of W LAN i is defined as the ratio of the aggregate utility for all clients of W LAN i when a handover occurs, i.e., when the N x 0 clients are handed over to AP 1 , Fig. 2 , over the aggregate utility when there are no handovers, i.e., the N x 0 clients are associated at a low rate to their home access point AP 0 . When the gain for both WLANs is greater than one, then it is to the advantage of both to support handovers, since they will both increase the performance of their clients; these are the cases we seek to identify, and to quantify the corresponding gains for both WLANs.
For W LAN 0 , the handover gain is given by
where the utility uðÁÞ is a function of the achieved throughput. are the throughput for each of the N 0 clients in the case of no handovers and in the case of handovers, respectively.
As discussed above, the N x 0 nodes are clients of W LAN 0 even when they are associated with AP 1 . For W LAN 1 , the handover gain is given by
where X a N1 and X b N1 are, respectively, the throughput for each of the N 1 clients of W LAN 1 in the case of no handovers (case a in Fig. 1 ) and in the case of handovers (case b in Fig. 2 ).
In the above discussion, we have assumed that when handovers are performed, all low rate nodes associated with AP 0 are handed over to AP 1 . In the next section, we prove that if handovers of some low rate nodes provide performance gains, then the gains are maximized if all low rate nodes are handed over to AP 1 .
The utility uðÁÞ is a linear function of the throughput, if the WLANs value the aggregate throughput achieved by their clients. Alternatively, if the utility is a concave function, then more value is given to low throughput clients, compared to high throughput clients.
Based on the estimated gains, W LAN i decides to accept handovers from clients of a neighboring WLAN if its gains are positive, i.e., Gain W LANi > 1. For the scenario in Figs. 1 and 2, which involve two WLANs, handovers will be performed if the gains for both WLANs are positive.
MODELING FRAMEWORK
In this section, we begin with the analysis of the scenario discussed in the previous section for long-lived downlink flows with saturated traffic, presenting a model for estimating the throughput per node X that appears in the gain given by (1) and (2) . Then, we extend the model for the case where the throughput is limited by the capacity of the wired link that connects an access point to an external network, for unsaturated traffic conditions, for client differentiation, and for the case of uplink traffic.
Model for Downlink
A simple approach for estimating the throughput for the scenario with two access points shown in Fig. 1 is to assume that each access point sends one frame in consecutive rounds. This is a reasonable approximation for long-lived flows with saturated traffic, and assuming that the 802.11's Distributed Coordination Function (DCF) protocol provides long-term fair channel access; the latter is true when all access points are in the same contention area, hence there are no hidden terminals or contention asymmetries.
Case a (no handover). When N x 0 low rate nodes are assigned to AP 0 , the expected time interval that AP 0 needs to transmit a frame depends on the percentage of traffic sent to the N 0 and N x 0 nodes, since the transmission duration is different due to their different rates. On the other hand, the expected time interval that AP 1 needs to transmit a frame is the same for all nodes associated with it, since they all have the same rate. We initially assume that N 0 ; N x 0 ; N 1 > 0. The long term throughput X a that each access point will achieve, assuming both access points transmit frames of the same size, can be approximated by
where T ðp; RÞ is the time for transmitting a packet of size p at rate R. The throughput of a node in N 0 , N x 0 , and N 1 is then
Case b (handover of low rate users). The low rate nodes N x 0 are handed over to AP 1 and all transmissions are at a high rate. Hence, the throughput X b of each access point can be approximated by
The above holds because all transmissions are at a high rate R, hence the packet transmission time is the same for both access points. The throughput of a node in N 0 , N x 0 , and N 1 is
If we substitute the throughput estimates (3)- (6), in expressions (1) and (2), we can obtain the handover gains for W LAN 0 and W LAN 1 , respectively. If N 0 > 0 and uðxÞ ¼ x, i.e., the WLANs value only the aggregate throughput of their clients, then the above substitution yields the following gains:
The above indicate that handovers are always beneficial for W LAN 0 , i.e., Gain W LAN 0 > 1, since with handovers W LAN 0 's clients in N x 0 obtain resources from AP 1 hence W LAN 0 's clients utilize the channel more than half the time, and X b > X a because there are no low rate nodes. Unlike W LAN 0 , the performance of W LAN 1 depends on the following tradeoff: on one hand, the aggregate throughput achieved by AP 1 increases, i.e., X b > X a , due to removing low rate nodes. On the other hand, when nodes in N The throughput estimation in (3) and (5) considers the function T ðp; RÞ, which denotes the time for transmitting a frame of size p, at transmission rate R. In Section 5.1, we present an expression for T ðp; RÞ that includes all protocol overheads. For the discussion in this section, we consider the simple expression T ðp; RÞ ¼ p R which does not account for protocol overheads; this expression captures a key property of wireless networks, namely that the duration of a packet transmission is higher for nodes with a smaller transmission rate. Considering the above simple expression for T ðp; RÞ and (8), the inequality Gain W LAN 1 > 1, which indicates when handovers are beneficial for W LAN 1 , is equivalent to
Hence, to decide whether handovers are beneficial W LAN 1 simply needs to compare the ratio of its clients and the clients of its neighboring WLAN, with a factor c, which depends on the ratio of the high and low transmission rate. Note that the handover acceptance condition (9) for the case of downlink traffic depends only on the total number of
, and not separately on the number of high and low rate clients. This in general is not the case for the extensions to the model we present below, where the handover gains depend separately on the number of high and the number of low rate clients. Nevertheless, what is important to note is that for all the extensions, the handover gains can be estimated using simple mathematical formulas that take as input the number of neighboring clients and their respective transmission rates.
As noted above, the handover decision policy for W LAN 1 given by (9) does not take into account the protocol overheads. Interestingly, the simple form of the inequality in (9) remains the same, even when the protocol overheads, described in Section 5.1, are taken into account.
Up to now we have assumed that when handovers are supported, all low rate nodes are handed over to the visiting access point, AP 1 . The following theorem shows that when there is a gain from handing over some number of low rate nodes, then this gain is maximized if all low rate nodes are handed over. The above has important practical implications. Namely, in order to identify if handovers are beneficial, W LAN 1 needs to only check if it gains from accepting all low rate clients of W LAN 0 . Special case N 0 ¼ 0. We now assume that N 0 ¼ 0, i.e., there are no clients of W LAN 0 operating at high rate R. Equations (3) and (4) still apply, with N 0 ¼ 0.
In the case of handovers, all W LAN 0 clients will be associated with AP 1 , hence only AP 1 will be transmitting. Thus, the throughput for AP 1 can be estimated by
From the last expression, (1), (2) , and assuming uðxÞ ¼ x, we obtain the following handover gains:
where X a;N0¼0 is given by (3) with N 0 ¼ 0. Recall from the above discussion, when N 0 > 0 handovers are always beneficial to W LAN 0 because half of the wireless resources are used by the N 0 clients of W LAN 0 . If N 0 ¼ 0, then handovers are not always beneficial for W LAN 0 ; whether they are beneficial for W LAN 0 depends on the share of AP 1 's resources that are used by the N x 0 clients of W LAN 0 that are handed over to AP 1 , and on the improved throughput achieved by removing low rate nodes.
Wired Link Capacity Constraints
An important application of WLANs is to provide access to a wired network, such as the Internet. It is not uncommon that the wired link connecting a WLAN to an external network is a bottleneck. This can occur for Digital Subscriber Link (DSL) connections, whose speed depends on the distance of the subscriber to the provider's office. Specifically, for distances larger than 3 km, the capacity of Asymmetric Digital Subscriber Link (ADSL+) falls below 8 Mbps, which is significantly lower than the maximum throughput of 802.11a/g. In this section, we extend the throughput model to account for wired capacity constraints. We denote C AP0 ; C AP1 as the capacity of the wired link connecting AP 0 ; AP 1 , respectively, to the external network. In the analysis that follows we consider various relations of C AP0 ; C AP1 and the throughput values X a ; X b estimated in the previous section. Case C AP0 C AP1 . The aggregate throughput of AP 0 is
where X is the throughput that is estimated by the model in Section 3.1, for either the case of no handovers (3) or handovers (5) . If C AP 0 < X, then AP 0 uses less than its maximum share of the wireless channel, hence AP 1 can potentially obtain a larger share. The aggregate throughput of AP 1 is
where factor ! 1 is the ratio of the number of frames sent by AP 1 over the number sent by AP 0 , in the same time interval. If AP 0 is not constrained by C AP 0 then ¼ 1. On the other hand, if AP 0 is constrained by C AP 0 , then part of AP 0 's share of the medium is available and can be used by AP 1 . When there are no handovers, factor satisfies
where X a C AP 0 is given by (11) for X X a . In the case of handovers, factor satisfies
where as before, X b C AP 0 is given by (11) with X X b .
can be estimated from (12) , where X C AP 0 is substituted with X a C AP 0 given by (13) 
given by (14) , respectively.
From the above expressions for X (2), and assuming uðxÞ ¼x, we obtain the following expressions for the handover gains:
where X is the throughput that is estimated by the model in Section 3.1, for either the case of no handovers (3) or handovers (5) . The aggregate throughput of AP 0 is
where factor ! 1 is the ratio of the number of frames sent by AP 0 over the number sent by AP 1 , in the same time interval. When there are no handovers, factor satisfies
where
is given by (15) for X X a . In the case of handovers, all nodes are connected at high rate R and factor satisfies
where as before,
is given by (15) with X X b . As above, from the values of X C AP 0 and X C AP 1 for the case of no handovers and handovers, using (1) and (2) we can derive the corresponding handover gains.
Case C AP0 ; C AP1 < X a , given by (3). In this case, handovers are always beneficial for W LAN 0 , but not beneficial for W LAN 1 . Specifically, in the case of no handovers the aggregate throughput for W LAN 0 ; W LAN 1 is C AP 0 ; C AP 1 , respectively, whereas in the case of handovers the aggregate throughput for each access point is
given by (5) . In this case, the wired link capacity constraints do not affect handovers, and the gains can be estimated using the model in Section 3.1.
Nonsturated Traffic Conditions
Next, we investigate the case where the flow to one of the nodes is not saturated, and has a maximum sending rate c x . As in the previous sections, we assume that traffic flows in the downlink direction. We derive the equations when the unsaturated node is in set N . In this case, X b is given by (5) . Next, we estimate X a . Let > 1 be the ratio of the throughput of the saturated node c x , over the throughput of an unsaturated node
. Parameter can also be seen as the percentage of frames sent to the unsaturated node, over the frames sent to a saturated node in the same time interval. The throughput of AP 0 and AP 1 when there are no handovers is
The handover gains are given by
If there are more than one unsaturated flows with the same rate c x , the above expressions can be extended in a straightforward manner by replacing N x 0 À 1 with N x 0 À n and c x with n Á c x , where n is the number of unsaturated flows. If the flows have a different sending rate, then the extension is more detailed and an iterative procedure such as the one described in [24] applied to the case of single hop flows can be used.
Client Differentiation
The model in the previous subsections assumed that the handed over nodes are treated by AP 1 identical to the clients of W LAN 1 . From (1) and (2), it is easy to see that the gains for W LAN 0 are always higher than the gains for W LAN 1 . Hence, W LAN 1 may wish to differentiate the guest nodes of AP 1 from its own clients. Such differentiation can be supported by standards such as IEEE 802.11e.
Consider that AP 1 sends ! 1 frames to the clients of W LAN 1 for every frame it sends to the guest clients, which belong to W LAN 1 . The handover gains for each WLAN, assuming that each WLAN seeks to improve the aggregate throughput of its clients, are given by the following:
where X a and X b are given by (3) and (5), respectively. Observe that by increasing , W LAN 1 can increase the gains it achieves, and simultaneously reduce the gains of W LAN 0 . Moreover, as ! 1 both WLANs achieve the same gain, equal to X b =X a . If we consider a logarithmic utility uðxÞ ¼ logðxÞ, then the gains for W LAN 0 and W LAN 1 are the following:
:
As we will see in the numerical investigations of Section 5.3, unlike the case of a linear utility where WLANs value only the aggregate throughput of their clients, in the case of logarithmic utility, for large values of , the handover gains for W LAN 1 can be higher than the gains of W LAN 0 ; this occurs because increasing reduces the throughput of W LAN 0 's clients that are handed over to AP 1 .
Model for Uplink
In the uplink direction, each node contends for accessing the wireless channel. If we assume fair channel access, then each node transmits one frame in consecutive rounds. Hence, in the case of no handovers the throughput of each node is
whereas in the case of handover the throughput is
From the above equations, assuming that R > r, handovers will always be beneficial for both WLANs.
MODEL VARIATIONS
In this section, we discuss variations of the model presented in the previous section, which include the case when both WLANs have low rate clients which are close to the neighboring access point, when a WLAN has clients with different low rates, and when three access points are in the same area.
Swapping Low Rate Nodes
Next, we assume that both W LAN 0 and W LAN 1 have low rate clients, N x 0 and N x 1 , respectively. These low rate nodes connect at rate r when they are associated with their home access point, but can connect at a high rate R if they are handed over to the neighboring access point.
Case a (no handover). The throughput of each access point is 
Case b (handover of low rate nodes). When low rate nodes are handed over to the neighboring AP, then all nodes operate at a high rate R, hence the throughput of each AP is given by (5) . The throughput of a node in N 0 ; N x 0 and
Finally, the handover gains are
Mix of Different Low Rates
Next, we investigate the case where a mix of different low rate nodes coexist in the same contention area. Specifically, we assume that W LAN 0 has three sets of clients: clients in N 0 associate with AP 0 at a high rate R, clients in N x1 0 associate at a low rate r 1 , and clients in N x2 0 associate at a low rate r 2 , Fig. 3 . We also assume that r 1 < r 2 .
where X a is estimated from (19) .
Case b (handover of low rate r 1 and r 2 nodes). When both low rate r 1 and r 2 nodes in N Fig. 4 , then all nodes transmit at high rate R, and the throughput of each access point is given by (5) . The throughput of a node in N 0 , and N
where X b is given by (5). The handover gains are
Note that, when N 0 > 0, the handover of all low rate nodes is always beneficial for W LAN 0 .
Case b' (handover only of low rate r 1 nodes). When only nodes with the lowest rate r 1 in N x 1 0 are handed over to AP 1 , Fig. 5 , the throughput of each access point is
The throughput of a node in N 0 , N x 2 0 , and N
The handover gains are
Note that in the case we have two different low rates, it might be beneficial for both WLANs to hand over nodes with both low rates, or it might be beneficial to hand over only nodes with the lowest rate; this is illustrated in the investigations of Section 5.3. The model presented above can be used to calculate the gains for both cases, and select the best option. Moreover, although we do not provide a formal proof of a theorem similar to the one in Section 3.1, based on numerical investigations, we conjecture that a similar result holds. Namely, if there are gains in supporting handovers for some subset of low rate nodes with a specific rate, then these gain are maximized if handovers are supported for all low rate nodes with the same rate.
Three Access Points
We now consider the case where three access points, operating on the same channel, are in the same contention area. Nodes N y 0 that are clients of W LAN 0 are closer to AP 1 , hence can associate with it at high rate R, compared to the rate they associate with AP 0 . Also, nodes N Since all clients associated with AP 2 are served at the same rate R, the duration that AP 2 uses the wireless channel is equal to T ðp; RÞ; the same holds for AP 1 . On the other hand, the duration of time that AP 0 uses the channel depends on the mix of nodes with different transmission rates. The throughput of a node in N 0 , N x 0 , N 1 , and N 2 is
where X a is estimated by (20) . Case b (handover of low rate nodes). Now we consider the case where AP 1 and AP 2 serve W LAN 0 's clients that are close to them. Hence, nodes N y 0 are handed over to AP 1 and nodes N z 0 are handed over to AP 2 . All nodes connect at rate R, hence the aggregate throughput of each access point is
The throughput of a node in N 0 , N y 0 ; N 1 , and
where X b is estimated by (21) . The handover gains are
Note that, as in previous scenarios, when N 0 > 0 the handover of all low rate nodes is always beneficial for W LAN 0 .
ANALYTICAL INVESTIGATIONS
In this section, we present a series of analytical investigations that aim to identify the performance gains of handovers in different scenarios. First, we describe more accurate estimation of the protocol overhead. Then, we describe the normalized gain metric used to evaluate the models presented in the previous sections. Finally, we present numerical investigations identifying how various factors influence the handover incentives and the corresponding gains. The discussion of the results also shows how the models can be used to provide intuitive and insightful explanations for various behaviors.
Protocol Overhead Estimation
The 802.11 protocol overhead is estimated based on the theoretical maximum throughput [25] , which is more accurate than the simple approximation in Section 3.1. We consider the standard DCF protocol without RTS/CTS (Request To Send/Clear To Send). 1 The time for transmitting one frame consists of five components: T DIF S , T SIF S , T ACK , T BO , and T DAT A . The duration of the DIFS (DCF Interfame Spacing) and Short Interframe Spacing (SIFS) intervals are defined by the standard. T ACK is the time for transmitting an acknowledgment, which in 802.11a is transmitted with the same rate as a data frame, while in 802.11b it is transmitted at the minimum rate. T BO is the duration of the backoff, which we discuss below. Finally, T DAT A is the time for transmitting one frame, which includes the Media Access Control (MAC) and physical layer headers, and the frame payload.
Based on the above, we can define T ðp; RÞ that appears in the models of the previous sections as
Note that the backoff time T BO is not included in the above expression, since the backoff from multiple frame transmissions are not independent, hence the backoff time is not an additive quantity; this occurs because the backoff counter of multiple contending transmitters decreases simultaneously.
More specifically, when there is a single transmitter, the expected backoff delay is equal to CW min =2 time slots, where the minimum contention window CW min and the time slot duration are defined by the standard. When there are multiple contending transmitters, their backoff counter decreases simultaneously, since the backoff counter freezes when a transmission is sensed. Based on the above observation, when there are no collisions, the total backoff delay is independent of the number of contending transmitters, and depends only on the maximum number of frames a single transmitter sends in the time interval over which the throughput is estimated. Hence, the backoff delay can be expressed as q Á T 1 BO , where T 1 BO ¼ CW min =2 is the average backoff delay when there is only one transmitter, and q is the maximum number of frames sent by a single transmitter, in each transmission round of our approximation. The value of q is 1 for all the equations in Sections 3 and 4, except for (13), (14) where q ¼ . Table 1 shows the values of T DIF S , T SIF S , T 1 BO , T ACK , and T DAT A according to [25] . In all the experiments, we consider payload size p ¼ 1,500 bytes.
Evaluation Metric
The modeling framework presented in the previous sections estimates the gain that can be achieved when a WLAN accepts handovers. The handover of low rate nodes is performed when all of the involved WLANs improve their performance if they support handovers. In our evaluations, we seek to determine how well such a policy based on the models presented in the previous sections performs. Hence, the evaluation metric should account for both the accuracy of the handover decision and the corresponding gains. Specifically, if we perform K runs, then we define the normalized gain for W LAN i as
where x ik is equal to the gain Gain W LANi for run k if handovers are performed, and equal to 1 otherwise; hence, the above metric captures both the performance of the handover decision policy and the corresponding handover gains. Moreover, note that handovers are performed only if both WLANs obtain gains hence have the incentives to support them.
Investigations
In this section, we perform a series of analytical investigations to identify the handover gains in different scenarios. The number of clients of each WLAN follows a normal distribution, whose average has default value ¼ 6. If a WLAN has both high and low rate clients, then the average number for each is =2 ¼ 3. For all client types, the variance is 2 ¼ 2. Also, we use equation (22) to compute the normalized gain, and consider K ¼ 2,000 runs for the same scenario. Fig. 6 depicts the normalized gain for 802.11b and 802.11a and various values of the low rate r, in the case of downlink traffic (Section 3.1). The rate R is equal to the highest rate supported by each protocol, 11 Mbps and 54 Mbps for 802.11b and 802.11a, respectively. Both protocols yield similar gains for the two WLANs, and the differences are due to the different overheads. The handover gains for values of r smaller than 2 Mbps and 12 Mbps in 802.11b and 802.11a, respectively, are significant. Moreover, observe that the gains for W LAN 0 , which is the WLAN with the low rate clients, Fig. 1 , are significantly higher than the gains for W LAN 1 ; this occurs because W LAN 0 's low rate clients use W LAN 1 's resources when they are handed over to AP 1 , Fig. 2 . Fig. 7 depicts the acceptance policy shown in (9) for 802.11b, where however the factor c is estimated taking into account the more accurate overhead estimation discussed in Section 5.1. The slope of the lines in Fig. 7 corresponds to the value of c. All combinations of N 0 , N x 0 , N 1 denoting points that are above the line are scenarios where handovers are beneficial for both WLANs. Observe that the number of combinations for which handovers are beneficial becomes smaller, as the low transmission rate r increases. Fig. 8 shows the normalized gain for W LAN 1 as a function of the number of W LAN 0 's low rate clients that are handed over to AP 1 . Observe that the dependence is not monotonous, and it can happen that the gain initially decreases and then increase as more low rate nodes are handed over to AP 1 ; this behavior is a result of two factors: improved performance when the number of low rate nodes is reduced and increased share of W LAN 1 's resources used by the handed over nodes. Fig. 8 shows that, for N 0 ¼ 10; N x 0 ¼ 4; N 1 ¼ 10, when one or two low rate nodes are handed over to AP 1 the second factor is more significant, resulting in a reduction of W LAN 1 's performance. On the other hand, when three or four nodes are handed over the first factor becomes more significant, resulting in an improvement of W LAN 1 's performance. Fig. 9 shows the normalized gain when W LAN 0 has only low rate clients, which is the special N 0 ¼ 0 considered in Section 3.1. The figures show that the handover gains in this case are significantly higher compared to the case where W LAN 0 had both high and low rate clients; this occurs because when W LAN 0 has only low rate clients, all transmissions from AP 0 involve low rate transmissions, which results in a significant reduction of the throughput for all nodes. Moreover, Fig. 9 shows that the gains for both W LAN 0 and W LAN 1 is the same; this occurs because in this case, when handovers are supported, all nodes are served by AP 1 . Fig. 10 shows the normalized gain in the case of uplink traffic (Section 3.5). Unlike the case of downlink traffic, in the uplink case the normalized gain is the same for both WLANs. This occurs because in the uplink direction all nodes contend for the channel and the bandwidth is shared among the nodes associated with both APs. Additionally, note that the normalized gain in the uplink direction is closer to the higher of the two normalized gains (that of W LAN 0 ) in the downlink direction.
Downlink Traffic

Case Where W LAN 0 Has Only Low Rate Clients
Uplink Traffic
Effects of the Node Density
Next, we investigate how the node density affects the handover gains. In this scenario we consider the case of downlink traffic, and that only W LAN 0 has low rate nodes with r ¼ 1 Mbps. Fig. 11a shows the normalized gain as a function of the average node density, when the variance is 2 ¼ 2. Observe that the normalized gain increases slightly when the average number of nodes is small, and then remains constant. On the other hand, Fig. 11b shows that the normalized gain initially decreases when the variance increases, but remains the same for a variance higher than 10. The above suggest that the handover gains remain significant for different node densities. Fig. 12a shows the handover gains for different capacity constraints of AP 1 's wired connection to an external network, when AP 0 does not have such a constraint (Section 3.2). When the capacity constraint C AP1 is small, then the handover gain for W LAN 1 is very small. On the other hand, when C AP1 is higher than approximately 17 Mbps, which is larger than AP 1 throughput share when there are two contending access points, then the wireless network is the bottleneck, and the wired capacity constraint does not influence the gains. For intermediate values of the capacity constraint C AP 1 , the gain for both W LAN 0 and W LAN 1 increases as the constraint increases. Fig. 12b shows the opposite case, where only AP 0 has capacity constraints. The normalized gain for W LAN 0 still has a monotonous behavior as C AP 0 increases. On the other hand, the normalized gain for W LAN 1 now depends on two factors that have an opposite influence: The first is the increase of the traffic transmitted by AP 0 as its capacity constraint increases, which results in more low rate traffic transmitted in the network, which in turn makes handovers more beneficial. The second is that as the capacity constraint C AP0 increases, then AP 1 uses a smaller percentage of the wireless resources. The first factor has a larger effect when C AP0 is smaller than approximately 9 Mbps, whereas the latter factor has a larger effect when C AP0 larger than 9 Mbps. where the WLANs value the aggregate throughput achieved by their clients, and for the case of a logarithmic utility where more value is given to lower throughputs. As expected, the normalized gain for W LAN 1 increases as increases, since more traffic from W LAN 1 clients are transmitted. When the utility is a linear function of the throughput, then as increases, the gains for both WLANs converge to the same value. However, when the utility is a logarithmic function of the throughput, the gains for W LAN 1 can exceed those of W LAN 0 as increases; this is because as increases, the throughput achieved by the clients of W LAN 0 that are handed over to AP 1 is reduced, resulting in a lower aggregate utility for W LAN 0 , compared to that of W LAN 1 . with Fig. 6 shows that when WLANs swap low rate nodes, the gains they can achieve are higher and more balanced.
Wired Capacity Constraints
Client Differentiation
Swapping Low Rate Nodes
Two Low Rates
In Fig. 15 , we show the gains for the scenario where there are two sets of low rate nodes, with a different rate (Section 4.2). We assume that the nodes in the first set connect at r 1 ¼ 1 Mbps while those in the other set connect at either r 2 ¼ 2 Mbps or r 2 ¼ 5:5 Mbps. We investigate whether it is better to hand over all low rate nodes or only the nodes that connect at the lowest rate r 1 . The results shows that it is best for W LAN 1 is to accept all low rate nodes when r 2 ¼ 2 Mbps, and to accept only the nodes that connect at r 1 ¼ 1 Mbps when r 2 ¼ 5:5 Mbps. On the other hand, for W LAN 0 it is always better to hand over all its low rate clients to the neighboring AP.
The above results show that, in the case of multiple low rates, it is not always beneficial to handover nodes with all the different low rates; the model presented in Section 4.2 can be used to decide which low rates are beneficial for an access point to accept. Fig. 16 depicts the results for the case of three access points (Section 4.3). The performance gains are higher compared to the case of two access points, Fig. 6 , since both WLANs now have low rate clients, and benefit from handing over these clients.
Three Access Points
Estimation Error
The handover decision model presented in Section 3.1 requires estimating the transmission rate with which low rate clients can associate with the visiting access point. Errors in estimating this transmission rate can affect the performance gains. To investigate this influence, we are associated with AP 0 at rate 6 Mbps.
Access point AP 1 estimates the rate at which nodes in N x 0 can associate with it, by measuring the received signal strength and inferring the corresponding transmission rate; The minimum signal strength to achieve transmission rate 6, 9, 12, 18, 24, 36, 48, 54 Mbps is considered to be À88; À87, À85; À84; À83; À80; À76; À71 dBm, respectively. Errors are modeled by assuming that the measured signal strength follows a normal distribution, with an average equal to the above minimum signal strength for the corresponding transmission rate, and different values of the standard deviation. Fig. 17 shows how the errors in estimating the received signal strength, hence the errors in estimating the transmission rate with which the nodes in N x 0 can associate with AP 1 , influence the gain for W LAN 1 . Observe that the average gains show a small dependence on the error in estimating the received signal strength; this is the case because errors in deciding when to support handovers occur when the corresponding gains are small, hence the overall influence on the normalized gain is small.
EVALUATION
In this section, we evaluate the accuracy of the proposed model using simulation and testbed experiments.
Simulations
First, we present simulation results using Network Simulator 2 (NS-2). The default version of NS-2 does not support multiple rates for transmissions between one transmitter and many receivers. Hence, we extended NS-2 to support multiple rates by adapting the transmission rate according to the signal strength of the last received frame. We simulate the topology in Figs. 1 and 2 for 802.11b. The low rate r is 1 Mbps and the high rate R is 11 Mbps. We performed experiments for a different number of nodes in N 0 , N x 0 , and N 1 , assuming that each AP serves up to 10 nodes; this resulted in a total 450 scenarios. Fig. 18a compares the normalized gain given by NS-2 when using the handover policy given by (9) , where however the factor c is computed using the more accurate protocol overhead estimation discussed in Section 5.1, with the gain given by NS-2 when using an oracle that accurately predicts when a handover is beneficial, and with the analytical model; this figure shows that both the analytical model and the proposed handover acceptance policy achieve performance that is very close to that optimal performance achieved by an oracle, that accurately knows beforehand when handovers are beneficial. Fig. 18b shows the gain for W LAN 1 for each of the scenarios. This figure also shows that using the proposed model for deciding whether to support handovers results in only 9 false negatives and 2 false positives; moreover, the corresponding gain in the scenarios with a false prediction is very close to one, hence the false predictions have a small influence on the average performance across all scenarios. Finally, Fig. 18c shows the cumulative distribution of the normalized gains for W LAN 0 and W LAN 1 ; note that more than 60 percent of the scenarios yield a gain of more than 230 percent for W LAN 0 , and 50 percent for W LAN 1 .
Testbed Experiments
Next, we evaluate the accuracy of the proposed model using experiments in an actual testbed. We implemented the scenario shown in Figs. 1 and 2 , for 802.11b and
this involved three wireless clients and two Cisco's Aironet 1240AG access points. The low rate r was manually set to 1, 2, and 5.5 Mbps, and the high rate R was set to 11 Mbps. Fig. 19 compares the average gain of W LAN 1 , for different values of the low rate r, measured on the testbed and estimated using the analytical model; the figure shows the average of five runs, and the 90 percent confidence interval. The experimental results show that there is an excellent match between the two. Although the experiments presented above are for a small number of nodes, the scenario considered can be common in practical situations; moreover, in the case of downlink traffic, the access points contend for channel access, hence the number of contending devices (access points) remains the same when the number of end nodes increases.
IMPLEMENTATION
The handover decision model presented in Sections 2 and 3 requires knowledge of the number of nodes associated with a WLAN's access point, the nodes that are in the same contention area, their transmission rate, and the transmission rate if low rate nodes associate with a visiting access point. The number of nodes, assuming there are no hidden terminals, can be obtained using passive measurements, Fig. 20 , by counting the number of unique MAC addresses. The transmission rate to/from nodes can be obtained from 802.11's Physical Layer Convergence Protocol (PLCP) header, when nodes are inside an access point's range. If some nodes are hidden from an access point, then the information for these hidden nodes needs to be communicated, either directly between access points, or through some central server; the latter can be the case, e.g., when home users are subscribers of the same provider, which manages the wireless access points on behalf of its subscribers.
The last parameter that needs to be estimated is the transmission rate if low rate nodes are associated with a visiting access point. This can be estimated by measuring the received signal strength of packets to estimate the corresponding transmission rate. To perform the above passive measurements, an access point can either use a virtual interface or a separate wireless adapter, set to monitoring mode.
Upon identifying that handovers are beneficial, an access point can proceed to allow nearby clients of other WLAN's to associate with it. This can be achieved, without a change at the wireless nodes, by using the same Service Set Identifier (SSID) as the neighboring access point. Moreover, to address security concerns, access to visiting nodes can be offered using a virtual interface at the access point, whereas normal security mechanisms can be used for a WLAN's own clients.
The handover decision procedure in Fig. 20 has been implemented in a prototype, which supports the practicality of the implementation approach described above, and demonstrates 2 the handover gains presented in the previous section.
CONCLUSION AND FUTURE WORK
The key contribution of the paper is to develop and evaluate a model for identifying and estimating the incentives and gains for supporting handovers when self-interested WLANs coexist in the same area. The self-interested WLANs seek to improve the performance of their clients, hence the incentives for supporting handovers are induced solely by the corresponding performance gains. We have presented results from numerical investigations, simulation investigations, and experiments showing that significant performance gains can be achieved by exploiting the performance-induced incentives for supporting handovers. Finally, our prototype implementation verifies the practicality of the proposed handover decision policy.
An assumption we have made is that access points are in the same contention area. If this does not hold then there can be hidden terminals and contention asymmetries, which for downlink traffic require a more detailed throughput estimation model than the one considered in this paper. Note, however, that for uplink traffic handovers are always beneficial, hence the corresponding handover decision policy is not affected by hidden terminals or contention asymmetries.
Future work involves investigating other environments where performance-induced incentives arise, such as in the case of relaying traffic in multihop wireless networks. A key requirement in such an investigation is the development of a simple and accurate model for estimating the end-to-end throughput, while capturing contention asymmetries [26] ; initial work in developing such a simple end-to-end throughput model is presented in [24] . Also interesting is to investigate how technologies such as 802.11n, which exploits channel bonding to increase the wireless bandwidth, and cognitive radio, which allows opportunistic access of the wireless spectrum, influence the incentives for cooperation and the corresponding performance gains.
