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1. Introduction
Let B be an irreducible spherical Moufang building (for definition see [Ti1,
I Section 4]) of rank   2, A an apartment of B and Φ the set of roots (half
apartments) of A. For each root r ∈ Φ let Ar be the root subgroup of Aut(B)
associated to r in the sense of Tits. Then we call
G= 〈Ar | r ∈Φ〉Aut(B) the group of Lie-type B.
The theory of such Lie-type groups has been developed in [Ti2], see also [Ti1,
I Section 4 and II Section 5] where also the necessary background in building
theory, i.e. Moufang property, root groups, etc., is provided. Examples of Lie-
type groups include:
– Classical groups over division rings of Witt index .
– Simple algebraic groups over arbitrary fields of relative rank .
– The simple normal subgroups of the automorphism groups of Moufang
polygons.
Among the many common properties of such Lie-type groups, the following
are quite remarkable [Ti1, I(4.12)]:
I. For r ∈Φ the group Xr = 〈Ar,A−r〉 is a rank-one group.
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Here a group X generated by two different nilpotent subgroups A and B is
called a rank-one group if:
For each a ∈A# there exists b ∈ B such that Ab = Ba and vice versa.
It is easy to see [Ti1, I(1.3)] that this concept is equivalent to what is called
a group with a split BN -pair of rank one. Although a complete classification
seems to be impossible, such rank-one groups are very interesting. The whole
first chapter of [Ti1] is devoted to them.
II. Φ can be extended to a possibly non-reduced root system1 Φ˜ such that for
the Ar, r ∈ Φ˜ the following holds:
If r, s ∈ Φ˜ with s = −r or −2r , then (see [Ti1, II(5.7)]):
[Ar,As]
〈
Aλr+µs
∣∣ λr +µs ∈ Φ˜; λ,µ ∈N〉. (∗)
Notice that II is quite strong. In case Φ = Φ˜ it shows that the Ar are abelian,
while in case Φ˜ of type BC it shows that A′r  A2r  Z(Ar). Moreover, if
U = 〈Ar | r ∈ Φ˜+〉, then it follows from (∗) that U is nilpotent of class at most h,
where h is the height of a highest root in Φ˜+.
III. Let nr ∈ Xr interchanging Ar and A−r (exists since Xr is doubly transitive
on Ω = AXrr !). Then nr acts as the reflection wr corresponding to r on
{As | s ∈ Φ˜}, i.e. we have Anrs = Aswr for all r ∈ Φ , s ∈ Φ˜ (see [Ti1,
II(5.11)]).
Now it has been shown in Theorem 1 of [Ti3], that I–III somehow suffice to
characterize G; i.e. if R is a group generated by subgroups Br , r ∈ Φ˜ and Φ˜ is as
above, such that I–III hold for theBr , then there exists a surjective homomorphism
ϕ :R→G with kerϕ  Z(R), mapping the Br onto Ar . In this situation we say
that R is of type Φ˜ (respectively of type Φ if Φ = Φ˜!).
Unfortunately it is impossible to check condition III in practise. For this reason
it is shown in [Ti3, Theorem 2], that if R satisfies I and II with equality holding
in (∗), then it also satisfies condition III and thus R is of type Φ˜ .
Unfortunately, even the equality in (∗) is difficult to control and there are cases
where it is not satisfied, namely groups of type C and F4 in char2 and of type
G2 in char 3. Hence it would be desirable to prove a result without this condition.
For this purpose we show:
1 See [Bou] for definition. Φ = Φ˜ only if Φ˜ is of type BC or 2F4. For definition of the latter see
[VM, (5.3.4)].
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Main Theorem. Let Φ be a root system of type A,B,C,  2, D,  4, F4
or E6,E7,E8, and G an abstract group generated by subgroups Ar = 1, r ∈Φ ,
satisfying conditions I and II (Φ = Φ˜ in II!). Then one of the following holds:
(1) G is perfect and equality holds in (∗). Moreover, there exist a Moufang
building B with apartment A, such that the set of roots (half apartments)
of A can be labeled by Φ , and a surjective homomorphism ϕ :G → G,
G the group of Lie-type B, with kerϕ  Z(G), mapping the Ar onto the
corresponding root subgroups of Aut(B) (i.e. G is of type Φ).
(2) Φ = J ∪˙K with J = ∅ = K and either J = {±r}, r ∈ Φ , or J carries the
structure of a reduced irreducible root system Ψ of rank  2. Moreover, if
G(J ) = 〈Xr | r ∈ J 〉 and G(K) = 〈Xr | r ∈ K〉, then G = G(J ) ∗ G(K)
(central product!) and either G(J ) is a rank-one group (in case J = {±r}!)
or G(J ) satisfies the conclusion of (1) with respect to the root system Ψ (i.e.
G(J ) is of type Ψ ).
(3) Φ is of type B, C, or F4, J = {r ∈ Φ | Ar is an elementary abelian 2-
group} = ∅ and G=G(J ) ∗G(K) where K =Φ − J .
In case (2), Ψ is not necessarily a root subsystem of Φ . A typical case when
such a situation occurs is when Φ = {±r,±s,±(r + s),±(2r + s)} is of type C2,
K = {±s}, and J = {±r,±(r + s),±(2r + s)} carries the structure of a root
system of type A2 (setting r + s = α,2r + s = r + α). In that case G(K)= Xs ,
G(J ) is of type A2, and G = G(J ) ∗ G(K). (It is easy to see that SL3 ∗ SL2
satisfies the hypothesis of the Main Theorem with Φ of type C2!) In fact, for the
proof of the Main Theorem we need to describe all decompositions of Φ with
Ψ an indecomposable root system of maximal possible rank. This information,
which is too complicated to state in a single theorem, will be given in the sections
treating the special root systems.
Notice that our Main Theorem is a generalization of the Steinberg presentation
for the universal central extension of a Chevalley group, see [St, Theorem 10], just
using global commutator relations instead of element-wise. (In a first step of his
proof, Steinberg shows that I holds for Xα , see [St, Lemma 37(a)] with α = β .)
If Φ is of type A,D or E the above theorem has been proved already in
[Ti4]. In this case the situation is much easier. Namely, one either has case (1) or
Φ =Φ1 ∪˙ · · · ∪˙Φk with root subsystems Φi and
(i) [Xr,Xs ] = 1 for r ∈Φi, s ∈Φj and i = j ;
(ii) [Ar,As] =Ar+s if r, s ∈Φi and r + s ∈Φ .
Hence by case (1) applied to the Φi , G is a central product of Gi = 〈Xr |
r ∈Φi〉, where either Gi is a rank-one group or Gi is of type Φi .
Thus to prove the Main Theorem we just have to treat the cases B,C, and
F4 in this paper. Here the case Φ = F4 is particularly complicated. It is the only
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case in which the central factor G(J ) can be of higher rank (i.e. G(J ) can be of
type A5).
The proof of the Main Theorem depends on the work of my student Müller
[CM], who dealt with the case Φ = C2 in his diploma thesis. One important
ingredient of the proof is the discussion of the structure of a finite section of
G, which is generated by a set of {3,4}-transpositions. This section plays the role
of the Weyl group.
Finally, to simplify the statement of intermediate results, we set for a subset
∆⊆Φ:
G(∆) := 〈Xr | r ∈ ∆〉 (where Xr = 〈Ar,A−r 〉!) and say G(∆) is of type ∆,
if ∆ carries the structure of a root system (also denoted by ∆) and G(∆)
satisfies case (1) of the Main Theorem with respect to ∆.
2. Notation and preliminary results
For root systems and Coxeter groups we use the notation of [Bou]. Moreover,
we will assume in this paper that all root systems Φ occurring are reduced; i.e.
if r ∈ Φ , λ ∈ N with λr ∈ Φ then λ = 1. If r ∈ Φ denote by wr the reflection
corresponding to r . If Λ⊆Φ let
〈Λ〉 := {r ∈Φ | r is a linear combination of roots in Λ}
the root subsystem generated by Λ.
If r, s ∈ Φ with 〈r, s〉 = {±r,±s}, we say that 〈r, s〉 is of type A1 × A1. The
following facts are well known and easy to prove.
Lemma 2.1. Suppose Φ is of type A, B, C, D, F4 or E and r, s ∈ Φ with
s = ±r . Then up to symmetry one of the following holds:
(1) 〈r, s〉 is of type A1 ×A1 and wrws =wswr .
(2) 〈r, s〉 = {±r,±s,±(r + s)} is of type A2,wwsr = wwrs = wr+s and r and s
have the same length. Moreover, if Φ = B then r and s are both long, while
if Φ = C, r and s are both short.
(3) r short, s long, 〈r, s〉 = {±r,±s,±(r + s),±(2r+ s)} is of type B2 = C2 and
o(wrws)= 4. Moreover, wwsr =wr+s and wwrs =w2r+s .
(4) Φ is of type B,C or F4, r and s are both short, 〈r, s〉 = {±r, ±s, ±(r + s),
±(r − s)} is of type B2 and wrws = wswr . Moreover, r + s is long and
〈r, s〉 = 〈r, r + s〉.
Moreover, in any case the Weyl-group W(Φ) acts transitively on the pairs of
the different types (i.e. for example of type A1 × A1 with both roots short, both
long or one short, one long).
532 F.G. Timmesfeld / Journal of Algebra 257 (2002) 528–559
A set D of involutions generating the group Y is called a set of {3,4}-
transpositions of Y , if the following hold:
(1) Dg ⊆D for all g ∈ Y .
(2) o(de) ∈ {1,2,3,4} for all d, e ∈D.
If o(de) ∈ {1,2,3} for all d, e ∈D then D is called a set of 3-transpositions
of Y .
Lemma 2.2. Let Φ be as in Lemma 2.1, W =W(Φ) the Weyl-group of Φ , and
D = {wr | r ∈Φ}. Then the following hold:
(1) D is a set of {3,4}-transpositions of W .
(2) If Φ =A,D or E, then D is a class of 3-transpositions of W .
(3) If Φ = B,C or F4, then D = D1 ∪˙ D2 with D1 = {wr | r ∈ Φ short},
D2 = {ws | s ∈Φ long}, and Dgi =Di for all g ∈W and i = 1,2. Moreover,
if d ∈D1 and e ∈D2, then o(de)= 2 or 4.
This follows immediately from Lemma 2.1.
Lemma 2.3. Suppose Φ is of type B, C or F4 and let Ψ = {r ∈ Φ | r long}.
Then the following hold:
(1) If Φ = C then Ψ is of type A1 × · · · ×A1 (-times!).
(2) If Φ = B or F4, then Ψ is a root system of type D, respectively D4.
(3) If Φ = F4 and α ∈ Φ − Ψ , then 〈Ψ,α〉 is of type B4. Moreover, Φ =⋃3
i=1〈Ψ,αi〉 with αi ∈ Φ − Ψ and if Λi = 〈Ψ,αi〉 ∩ (Φ − Ψ ), i = 1,2,3,
then the following hold:
(i) |Λi | = 8. Moreover, if α ∈Λi and β ∈Λj with i = j , then o(wαwβ)= 3
and 〈α,β〉 is of type A2.
(ii) If α ∈Λi and α′ ∈Λi − {±α}, then 〈α,α′〉 is of type B2.
(1) and (2) are well known. The proof of (3) consists of elementary
computations with a root system of type F4 and is whence left to the reader.
In the next lemma we describe, without proof, the structure of W(B) and
W(F4).
Lemma 2.4. The following hold:
(1) W(B)W(C).
(2) Let Φ = C and N0 = 〈wr | r ∈ Φ long〉. Then N0 is elementary abelian of
order 2. Moreover, there exists a root subsystem Ψ of type A−1, consisting
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only of short roots, such that W(Φ)=N0W(Ψ ), W(Ψ )Σ, and N0 is the
permutation module for W(Ψ ) (over Z2).
(3) If Φ = F4 and Ψ is the set of long roots of Φ , then we have 〈wr | r ∈ Ψ 〉 
W(D4) 〈ws | s ∈Φ −Ψ 〉. Moreover, W(Φ) 21+4(Σ3 ×Σ3).
For the rest of this section we assume that G satisfies the hypothesis of the
Main Theorem. We fix the following notation for the rest of this paper: For r ∈Φ
let wr be the reflection of W(Φ) corresponding to r ,
Xr := 〈Ar,A−r 〉, Hr :=NXr (Ar)∩NXr (A−r ).
Pick nr ∈ Xr with Anrr = A−r ,Anr−r = Ar . (It exists because Xr is a rank-one
group!) Then Hrnr is the set of all elements of Xr interchangingAr and A−r . We
have the following lemma.
Lemma 2.5. Suppose r, s ∈Φ with 〈r, s〉 of type A1 ×A1. Then [Xr,Xs ] = 1.
Lemma 2.6. Suppose r, s ∈Φ with 〈r, s〉 of type A2 and let X = 〈Xα | α ∈ 〈r, s〉〉.
Then one of the following holds:
(1) X =Xr ∗Xs ∗Xr+s (central product).
(2) For all α,β ∈ 〈r, s〉 with α + β ∈Φ we have [Aα,Aβ ] = Aα+β . Moreover X
is of type A2 and the following hold:
(i) Anβα =Aα+β =Aαwβ =Aβwα =Anαβ and Hβ N(Aα).
(ii) [Hα,Hβ ]Hα ∩Hβ .
(iii) [nα,Hβ ]Hα .
(iv) Hnαβ =Hβwα =Hα+β =Hnβα HαHβ .
Proof. By [Ti1, II(1.2)] either (1) holds or [Aα,Aβ] = Aα+β for all α,β ∈ 〈r, s〉
with α + β ∈ 〈r, s〉. In the second case, X is of type A2 by [Ti3, Theorem 2].
Moreover, by the proof of [Ti1, II(1.2)], (2)(i) holds in the latter case. Since
Hβ =
〈
nβn
′
β
∣∣ nβ,n′β ∈Xβ interchanging Aβ and A−β 〉,
this implies that Hβ normalizes Aα and A−α , and whence Hα . This implies (ii).
Now Hβ normalizes Hαnα . Since |〈Hαnα〉 : Hα| = 2 this shows (iii). Finally (iv)
is a direct consequence of (i) (nβ = n−β modHβ !). ✷
Next we state the main result of Müller [CM].
Lemma 2.7. Suppose s is long, r is short and 〈r, s〉 is of type C2 (= B2). Then
one of the following holds:
(1) Aα is an elementary abelian 2-group for each α ∈ 〈r, s〉.
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(2) There exists a long root α ∈ 〈r, s〉 such that Y = 〈Xt | t ∈ 〈r, s〉〉 =Xα ∗ 〈Xβ |
β ∈ 〈r, s〉 − {±α}〉 (central product).
(3) For all α,β ∈ 〈r, s〉 with β = −α we have [Aα,Aβ] = 〈Aλα+µβ | λα + µβ ∈
〈r, s〉 and λ,µ ∈N〉.
From Lemma 2.7 we obtain the following corollary.
Corollary 2.8. Suppose 〈r, s〉 is of type B2 with r short, s long, and some Aα ,
α ∈ 〈r, s〉, is not an elementary abelian 2-group. Then one of the following holds
for Y = 〈Xt | t ∈ 〈r, s〉〉:
(1) Y =Xr ∗Xs ∗Xr+s ∗X2r+s .
(2) There exists a long root α of 〈r, s〉 such that Y = Xα ∗X, where X = 〈Xt |
t ∈∆〉 is of type A2 and ∆ = 〈r, s〉 − {±α} carries the structure of a root
system of type A2. Moreover, for all β,γ ∈∆ with β + γ ∈∆ we have
[Aβ,Aγ ] =Aβ+γ and Anγβ =Aβ+γ =Anβγ .
(3) For all α,β ∈ 〈r, s〉 with β = −α we have [Aα,Aβ] = 〈Aλα+µβ | λα + µβ ∈
〈r, s〉 and λ,µ ∈N〉 and Anβα =Aαwβ . Moreover, Y is of type C2.
In particular, we obtain in any case for all α,β ∈ 〈r, s〉 that Hα  N(Aβ),
[Hα,Hβ]Hα ∩Hβ and Hnβα HαHβ .
Proof. By Lemma 2.7 and Theorem 2 of [Ti3] we may, changing the denotation
of the roots if necessary, assume that Xs ✁ Y and Xt  CY (Xs) for all t ∈ ∆ =
〈r, s〉 − {±s}. Set β = r, γ = r + s. Then ∆= {±β,±γ,±(β+ γ )}, and we have
[Aβ,A−γ ]A−s ∩C(Xs)= 1 and also [A−β,Aγ ] = 1,
[Aβ,A−β−γ ]A−r−sA−s ∩C(Xs)A−r−s =A−γ ,
and similarly
[Aγ ,A−β−γ ]A−β
both by the commutator relations (∗). Hence X satisfies the hypothesis of
Lemma 2.6, considering ∆ as a root-system of type A2. Hence by Lemma 2.6
(1) or (2) holds.
Now it is clear that, again by Lemma 2.6, the additional statement holds in
case (1) or (2). In case (3), the additional statement is a consequence of [Ti3,
(3.1)]. ✷
Corollary 2.9. Suppose 〈r, s〉 is of type B2 with r and s both short and either Ar
or As is not an elementary abelian 2-group. Then one of the following holds:
(1) [Xr,Xs ] = 1 and Y = 〈Xt | t ∈ 〈r, s〉〉 is a central product of rank-one groups.
F.G. Timmesfeld / Journal of Algebra 257 (2002) 528–559 535
(2) [Xr,Xs] = 1 and 〈Xr,Xs〉 C(Xt) for some long root t ∈ 〈r, s〉. Further, if
∆= 〈r, s〉 − {±t}, then 〈Xr,Xs〉 = 〈Xα | α ∈∆〉 is of type A2,
[Aβ,Aγ ] =Aβ+γ , and Anγβ =Aβ+γ =Anβγ
for all β,γ ∈∆ with β + γ ∈∆.
(3) Case (3) of Corollary 2.8 holds for all α,β ∈ 〈r, s〉 with β = −α.
In particular, Hα  N(Aβ), [Hα,Hβ ]  Hα ∩ Hβ and Hnβα  HαHβ for all
α,β ∈ 〈r, s〉.
Proof. Since there exists a long root u ∈ 〈r, s〉 such that 〈r, s〉 = 〈u, s〉 this is
a direct consequence of Corollary 2.8. ✷
Notation 2.10. Let H = 〈Hr | r ∈ Φ〉 and N = 〈H,nr | r ∈ Φ〉. Then, if
all Ar, r ∈ Φ , are not elementary abelian 2-groups, Lemmas 2.5–2.7 and
Corollaries 2.8, 2.9 imply:
H =
∏
r∈Φ
Hr with [Hr,Hs]Hr ∩Hs,
H ✂N and N =N/H is generated by the involutions nr , r ∈Φ.
In the next proposition we will see that {nr | r ∈ Φ} is a set of {3,4}-
transpositions of N . The proof of the Main Theorem proceeds by discussing the
structure of N as a finite group generated by {3,4}-transpositions.
Proposition 2.11. Suppose that all Ar , r ∈ Φ , are not elementary abelian 2-
groups. Then, up to symmetry for each pair r, s ∈ Φ with s = ±r one of the
following holds:
(1) 〈r, s〉 is of type A1 ×A1 and [wr,ws ] = 1 = [Xr,Xs ] = [nr, ns].
(2) 〈r, s〉 is of type A2,wwsr =wr±s =wwrs and one of the following holds:
(i) [Xr,Xs] = 1 = [Xr,Xr+s] = [Xs,Xr+s ].
(ii) nnsr = nr±s = nnrs and 〈Xr,Xs〉 is of type A2.
(3) r is short, s is long and 〈r, s〉 is of type C2. In this case wwsr = wr±s ,
w
wr
s =w2r±s , and one of the following holds:
(i) [Xr,Xs] = 1 = [nr , ns ].
(ii) o(nrns)= 4, nnsr = nr±s , nnrs = n2r+s , and 〈Xr,Xs〉 is of type C2.
(iii) o(nrns)= 3, nnsr = nr±s , and 〈Xr,Xs〉 is of type A2.
(4) 〈r, s〉 is of type C2 and r, s are both short. In this case wrws =wswr and one
of the following holds:
(i) [Xr,Xs] = 1 = [nr, ns] and Y = 〈Xt | t ∈ 〈r, s〉〉 is a central product of
rank-one groups.
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(ii) o(nrns)= 3, nnsr = nr+s or nr−s , and r+ s, respectively r− s, are long.
Moreover, 〈Xr,Xs〉 is of type A2.
(iii) o(nrns)= 2, but 〈Xr,Xs〉 is of type C2.
In particular, o(nrns) ∈ {1,2,3,4} for all r, s ∈ Φ and {nr | r ∈ Φ} is a set
of {3,4}-transpositions of N . Moreover, N acts on {Ar | r ∈ Φ} and on Φ by
Arn := (Ar)n for r ∈Φ,n ∈N .
Proof. If 〈r, s〉 is of type A1 ×A1 it is clear that (1) holds. Thus we may assume
that 〈r, s〉 is of type A2 or C2. If now [Xr,Xs ] = 1 then by Lemmas 2.6, 2.7 and
Corollaries 2.8, 2.9 (2)(i), (3)(i) or (4)(i) holds. Thus, again by Lemmas 2.6, 2.7
and Corollaries 2.8, 2.9 either
[Aα,Aβ ] =
〈
Aλα+µβ
∣∣ λα +µβ ∈ 〈r, s〉 and λ,µ ∈N〉
for all α,β ∈ 〈r, s〉 with α = −β (∗)
or 〈r, s〉 is of type C2, there exists a long root t ∈ 〈r, s〉 with Xt ✁ X = 〈Xα |
α ∈ 〈r, s〉〉 and (∗) holds for all α,β ∈∆= 〈r, s〉 − {±t〉 with α = −β and 〈r, s〉
replaced by ∆. Moreover, ∆ carries the structure of a root system of type A2.
In the first case let ∆ = 〈r, s〉 and in both cases let Y = 〈Xα | α ∈ ∆〉.
Then by Theorems 2 and 1 of [Ti3] Y is perfect and there exists a surjective
homomorphism ϕ :Y → Y , where Y is a group of Lie-type B, B a building of
type ∆, mapping the Aα , α ∈ ∆, onto the root subgroups of Y corresponding to
the roots of some apartment of B. Moreover, the kernel of ϕ lies in H0 =∏Hα ,
α ∈ ∆. Hence ϕ induces an isomorphism of N0 = 〈nα | α ∈ ∆〉 onto W(∆)
mapping the nα onto wα , α ∈ ∆. Now by (∗) above (respectively (∗) for ∆)
Y = 〈Xr,Xs〉. Hence it follows from Lemma 2.1 that (2)(ii) or (3)(ii) or (iii) or
(4)(ii) or (iii) holds.
Now this list of possibilities shows that {nr | r ∈ Φ} is closed under
conjugation and whence is a set of {3,4}-transpositions of N . That N acts on
{Ar | r ∈Φ} is already a part of Lemmas 2.6, 2.7 and Corollaries 2.8, 2.9. ✷
Next we show how case (3) of the Main Theorem can be split of. We have:
Lemma 2.12. Let J = {r ∈ Φ | Ar is an elementary abelian 2-group}. Then
[Xr,Xs ] = 1 for each r ∈ J , s ∈Φ − J .
Proof. Assume r ∈ J , s ∈ Φ − J with [Xr,Xs ] = 1. Then 〈r, s〉 is of type A2
or C2. We will lead both cases to a contradiction.
In the first case we may by Lemma 2.6 assume
[Ar,As] =Ar+s  Z
(〈Ar,As〉).
Hence for 1 = ar ∈Ar and 1 = as ∈As we have[
ar, a
2
s
]= [ar, as]2 = [a2r , as]= 1.
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Thus a2s  CAs (Ar) = 1 (see [Ti1, II(1.2)]) for each as ∈ As , a contradiction
to s /∈ J .
Next assume 〈r, s〉 is of type C2 and r, s are both short. Then 〈r, s〉 = 〈α, s〉 for
some long root α and by Corollary 2.8 without loss, r = α + s and [Ar,As] =
Ar+s = Aα+2s . Hence again A2s = {a2s | as ∈ As}  CAs (Ar) and Ar+s is an
elementary abelian 2-group. If now 〈Xr,Xs〉 is of type A2, then again [Ti1,
II(1.2)] provides a contradiction. Hence 〈Xr,Xs〉 is of type C2 and we are in
case (3) of Corollary 2.9. Then we have without loss:
〈r, s〉:









−α − 2s
α r=α+s α+2s=r+s
s
−α−r
But As  [Ar,A−α]Ar+s and As ∩ Ar+s = 1 by [Ti3, (2.1)(3)] and Corol-
lary 2.9. Moreover, as above,
[Ar,A−α]2 
[
A2r ,A−α
]
Ar+s =Ar+s .
Hence, also in this case A2s = 1, a contradiction to s /∈ J .
Next suppose r is long and s is short. Then we may assume [Ar,As] =
Ar+sAr+2s , since if 〈Xr,Xs〉 is of type A2 we get a contradiction as above.
Now by [Ti3, (2.4)] Xr acts on Ur = As+rA2s+rAs and Ur = Ur/A2s+r with
[Ar,As] = As+r = CUr (Ar), [A−r ,Ar+s] = As = CUr (A−r ), and As ∩ As+r =
1. Hence again[
A2s ,Ar
]= [As,A2r ]= 1,
and thus A2s = 1. But then A2s  As ∩ A2s+r = 1 by [Ti3, (2.1)], a contradiction
to s /∈ J .
Finally, if r is short and s is long, then as before[
A2s ,Ar
]= [As,A2r
]≡ 1 modA2r+s .
Thus, if A2s = 1, then
Xs =
〈
A2s ,A−s
〉
 C(ArA2r+s/A2r+s),
a contradiction to [Ti3, (2.4)]. This proves the lemma. ✷
Notice that by Lemma 2.12 we may, in order to prove the Main Theorem,
assume that no Ar , r ∈ Φ , is an elementary abelian 2-group. Namely, otherwise
J = ∅ and case (3) of the Main Theorem holds by Lemma 2.12.
Finally, a proposition, which will be used to identify certain subgroups of G,
follows.
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Proposition 2.13. Suppose ∆⊆Φ with |∆|> 1 satisfying:
(a) N(∆)= 〈nr | r ∈∆〉 is a center-factor group of an irreducible spherical Weyl
group with {nr | r ∈∆} the set of reflections.
(b) If n ∈N(∆) and r ∈∆, with (Ar)n =As , then s ∈∆.
(c) If N(∆) is of type B, C, or F4, then no Ar , r ∈∆, is an elementary abelian
2-group.
Let G(∆)= 〈Xr | r ∈∆〉. Then the following hold:
(1) G(∆) is perfect and there exists a group R of Lie type and a surjective
homomorphism σ :G(∆) → R mapping the Ar , r ∈ ∆, onto the root
subgroups of R corresponding to some apartment. Moreover, kerσ H(∆),
where H(∆)=∏r∈∆Hr .
(2) N(∆) is isomorphic to the Weyl group of R.
Proof. The aim is to introduce the structure of a root system on ∆ and then apply
Theorem 2 of [Ti3]. Since this construction is fairly standard, see [Ti5], we just
sketch it.
First notice that by Proposition 2.11 N acts on Φ . Hence by (b) N(∆) acts
on ∆. Next notice that N(∆) is isomorphic to the corresponding Weyl-group
W(∆). For this it suffices by (a) to show that Z(N(∆)) = 1, if Z(W(∆)) = 1. If
now 1 = z ∈ Z(W(∆)), then z = wr1 · · ·wrm with pairwise commuting different
reflections wri and ri ∈ ∆. Hence, if n = nr1 · · ·nrm then nri nrj = nrj nri for
1 i, j m, and thus by Corollary 2.9 (ri)n =−ri for i m. Since z is mapped
onto n by the natural homomorphism
W(∆)→N(∆),
this implies 1 = n ∈Z(N(∆)), which is to show.
Next let r1, . . . , rk ∈ ∆+ = ∆ ∩ Φ+ (obviously ∆ = ∆+ ∪˙ ∆−!) such that
nr1, . . . , nrk is a set of fundamental reflections of N(∆). Let V be a k-dimensional
R-vector space with basis r1, . . . , rk . Define a scalar product ( , ) on V by
(ri, ri )= 1 and (ri , rj ) = − cos(π/o(nri nrj )) and linear extension. Then, since
N(∆) is spherical, it is well known from the theory of finite Coxeter-groups
that V is with ( , ) an euclidean space. Moreover, N(∆) acts on V such that
the nri act as reflections along ri . (This is the so-called geometric realization of
N(∆)W(∆)!) Now identify ∆ with the images of the ri under N(∆).
In this way ∆ becomes a root system with Weyl group N(∆). Moreover,
if r, s ∈ ∆ and 〈r, s〉∆ is the subsystem of ∆ spanned by r and s, it follows
from Lemmas 2.5–2.7 and Corollaries 2.8 and 2.9 that for all α,β ∈ 〈r, s〉∆ with
β = −α we have:
[Aα,Aβ ] =
〈
Aiα+jβ
∣∣ iα + jβ ∈ 〈r, s〉∆ and i, j ∈N〉.
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But clearly {iα+ jβ ∈ 〈r, s〉∆ | i, j ∈N} = {iα+ jβ ∈∆ | i, j ∈N}. Hence G(∆)
satisfies the hypothesis of Theorem 2 of [Ti3] and thus Proposition 2.13 holds. ✷
Notation 2.14. For subsets ∆ ⊆ Φ let G(∆) := 〈Xr | r ∈ ∆〉, N(∆) := 〈nr |
r ∈∆〉 (as a subgroup of N ) and W(∆) := 〈wr | r ∈∆〉 (as subgroup of W(Φ)).
3. Type C
We assume in this section that G is a group satisfying the hypothesis of
the Main Theorem and that Φ is of type C with   3. Moreover, in view of
Lemma 2.12, we may assume that noAr , r ∈Φ , is an elementary abelian 2-group.
We will continue with the notation introduced in Section 2. Let for the whole
section Ψ1 be a root subsystem of type Ak , k  − 1, consisting only of short
roots and satisfying:
(1) For all r, s ∈ Ψ1 with r + s ∈Φ we have [Ar,As] =Ar+s .
(2) O2(W1) ∩O2(W) = 1, where W1 = 〈wr | r ∈ Ψ1〉 (i.e. it is not possible that
O2(W1)O2(W) and W1 Σ4).
(3) If Ψ is a root subsystem of type A−1 consisting only of short roots and
containing Ψ1, with O2(〈ws | s ∈ Ψ 〉) O2(W), and if r ∈ Ψ1, s ∈ Ψ − Ψ1,
then [Xr,Xs ] = 1.
(4) |Ψ1| is maximal with (1)–(3).
By the Main Theorem of [Ti4] applied to all subsystems Ψ of Φ of type A−1,
it is clear that such Ψ1 exists. Moreover, by [Ti3, Theorem 2], G(Ψ1) is of type
Ak and N(Ψ1)  Σk+1. We first treat the case k =  − 1, which we will then
apply to subsystems of type Ck+1. Let for the rest of this section Λ be the set of
long roots of Φ . Then we have by Proposition 2.11 for r, s ∈Λ and s = ±r that
[Xr,Xs] = 1 = [nr , ns ].
Theorem 3.1. Suppose k = − 1. Then one of the following holds:
(I) o(nrnα) = 2 or 4 for all r ∈ Ψ1 = Ψ , and α ∈ Λ and we get the following
possibilities:
(a) There exists r ∈Ψ and α ∈Λ with o(nrnα)= 4. Then G is of type C.
(b) o(nrnα) = 2 for all r ∈ Ψ , α ∈ Λ. In this case let G0 = G(Λ), G1 =
G(Φ −Λ). Then G=G0 ∗G1 and one of the following holds:
(i) G1 is of type D.
(ii) G1 = G2 ∗ CG1(G2) with G2 = G(Ψ ) of type A−1 and 〈Xs | s ∈
Φ − (Ψ ∪Λ)〉CG1(G2).
(II) There exists r ∈ Ψ and α ∈Λ with o(nrnα)= 3. In that case ±α are the only
roots in Λ with o(nrnα)= 3 and we have:
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(i) N0 = 〈nα,nt | t ∈ Ψ 〉  Σ+1, ∆ = {±α}N0 carries the structure of a
root system of type A and G(∆) is of type A.
(ii) ±α are the only long roots of Φ in ∆.
(iii) G=G(∆) ∗C(G(∆)) with Xs  C(G(∆)) for all s ∈Φ −∆.
Proof. Assume first that (I) holds. Let N1 = N(Ψ1). Then N1 acts on the set
A(Λ) = {nα | α ∈Λ}, |A(Λ)| = , and N(Λ) is an elementary abelian 2-group.
Moreover, by Proposition 2.11 the elements nr , r ∈ Ψ1, either centralize or induce
transpositions on A(Λ). Hence we obtain just the following possibilities:
(a) N1 Σ acts naturally on A(Λ).
(b) N1 centralizesA(Λ).
In case (a), we clearly have N  W(C) or N is isomorphic to the center-
factor-group of W(C). Hence the hypothesis of Proposition 2.13 is satisfied with
∆=Φ and thus case I(a) of Theorem 3.1 holds.
So we may assume that (b) holds. Then by Proposition 2.11, G2 = G(Ψ )
centralizes G(Λ). Let now s ∈ Φ − (Λ ∪ Ψ ). Then there exists α ∈ Λ with
swα ∈ Ψ . Now 〈s,α〉 is of type C2. Hence Corollary 2.8 implies that [Xs,Xα] =
1 = [Xs,Xαws ], since we assume o(ntnβ) = 3 for t = swα and all β ∈Λ and also
o(ntnα) = 4. On the other hand,ws induces a transposition on {wβ | β ∈Λ}. Thus
ws centralizes all {wβ | β ∈Λ−{±α,±αws }}, which with Lemma 2.5 implies that
also Xs  C(G(Λ)).
This shows G = G0 ∗ G1 in case (b). Now set r1 = swα . Then there exist
r2, . . . , r−1 ∈Ψ such that we obtain:
   · · ·
wα wr1 wr−1
and
  

· · ·
wr1 wr2 wr3
ws
wr−1
.
(By the structure of W(C)!)
Thus 〈r2, s〉 is of type A2 and we obtain by Lemma 2.5 just the following
possibilities:
(i) 〈Xr2,Xs〉 is of type A2 and o(nr2ns)= 3.
(ii) [Xr2,Xs ] = 1 = [nr2, ns ].
Since N(Ψ )W(A−1), we obtain in the first case
  

· · ·
nr1 nr2 nr3
ns
nr−1
.
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Thus by Proposition 2.13, G1 is of type D and (b) (i) holds.
Now in case (ii) Xs  C(G(Ψ )), since G(Ψ ) = 〈Xr1 ,Xr2, . . . ,Xr−1〉. But
since for all s ∈ Φ − (Λ ∪ Ψ ) one of the cases (i) or (ii) holds, this proves
Theorem 3.1 in case (I).
Next assume o(nrnα) = 3 for some r ∈ Ψ , α ∈ Λ. Then by Corollary 2.8,
o(wαwr) = 4. Since 〈wβ | s ∈ Ψ 〉  Σ acts naturally on {wβ | β ∈Λ}, we find
r = r1, r2, . . . , r−1 ∈Ψ such that we have
    · · ·
wα wr1 wr−1
.
Hence by Lemma 2.5,
    · · ·
nα nr1 nr−1 .
Thus N0 = 〈nα,nr1, . . . , nr−1〉  Σ+1 and, since N(Ψ ) = 〈nr1, . . . , nr−1〉,
also N0 = 〈nα,nr | r ∈ Ψ 〉. Hence Proposition 2.13 implies that G(∆) is of type
A with ∆= {±α}N0 .
Now, since wr induces a transposition on {wβ | β ∈ Λ}, we have for γ ∈
Λ− {±α,±αwr } that 〈r, γ 〉 is of type A1 ×A1. Thus o(nrnγ )= 2. On the other
hand, 〈r,α〉 is of type C2 and 〈Xt | t ∈ 〈r,α〉〉 satisfies case (2) of Corollary 2.8,
since o(nrnα)= 2. Hence also o(nrnαwr )= 2. This shows that nr centralizes all
nβ with β ∈Λ− {±α}.
Let now s ∈ Ψ be arbitrary with o(nsnα) = 3. Then by the same argument
ns centralizes all nβ with β ∈ Λ − {±α}. Since clearly N0 = 〈nα,ns | s ∈ Ψ
with o(nαns) = 3〉 by the structure of Σ+1 (N(Ψ )  Σ!), this shows that N0
centralizes all such nβ and thus by Proposition 2.11 that G(∆) centralizes all Xβ ,
β ∈Λ−{±α}. In particular, since G(∆) is of type A, this shows that ±α are the
only long roots in ∆.
Thus it remains to show that G(∆)C(Xt ) for all t ∈Φ − (∆∪Λ). Now for
any such t there exists β ∈ Λ such that s = twβ ∈ Ψ . If now o(nsnα) = 2, then
o(wswα) = 4 and t = swα = snα ∈ ∆. Thus nsnα = nαns and ns ∈ CN0(nα) =〈nr2, . . . , nr−1〉. Hence, choosing r1, . . . , r−1 ∈ Ψ appropriately, we may assume
ns = nr−1 . Now 〈s, β〉 is of type C2, but ns centralizes nβ and nβws , since
β = α = βws by the above. Hence Corollary 2.8 implies that G(〈s, β〉) is a
central product of rank-one groups. In particular, [Xs,Xt ] = 1. Moreover, clearly
[Xr−i ,Xt ] = 1 for i  3, since 〈r−i , t〉 is of type A1 × A1. Thus it remains to
show that [Xr−2,Xt ] = 1. ([Xα,Xt ] = 1 since [Xα,Xs ] = 1!)
Now we may choose r−2 such that o(wr−2wβ)= 2; i.e.,
    · · ·
wr1 wr2 wr−2 wr−1 wβ
.
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Hence 〈r−2, t〉 is of type A2 and by Lemma 2.6 either o(nr−2nt )= 2 or 3. In
the first case nt centralizes N0 and Xt centralizes G(∆), which is to show. So we
may assume o(nr−2nt )= 3. But in this case we obtain:
   

· · ·
nα nr1 nr−2 ns
nt
.
Hence 〈N0, nt 〉  W(D+1) or to the center-factor group of W(D+1). But
this is impossible, since |{nr | r ∈ Φ}| = 2, while the number of reflections in
W(D+1) is (+ 1). This proves Theorem 3.1. ✷
Notation 3.2. Let now k  − 1 be arbitrary and set W =W(Φ), M =O2(W).
Then it follows from the structure of W(C) that M =M1 ×M2, with M1 the
natural module for U1 = 〈wr | γ ∈ Ψ1〉 and M2 = CM(U1). Further, if Λ1 = {α ∈
Λ |wwrα =wα for some r ∈ Ψ1} and Λ2 = {α ∈Λ |wwrα =wα for all r ∈Ψ1} then
M1 = 〈wα | α ∈ Λ1〉 and M2 = 〈wα | α ∈ Λ2〉. Hence W1 =M1U1 W(Ck+1)
and Φ1 = {r ∈Φ |wr ∈W1} is a root system of type Ck+1.
Now for r ∈ Φ1 −Λ we have wMr = wM1r . Thus if s ∈ Φ − Φ1 is short, the
maximality of k implies [Xr,Xs] = 1 for all r ∈ Ψ1. Moreover, by the above we
also have [Xr,Xβ ] = 1 for all r ∈Φ1, β ∈Λ2.
Theorem 3.3. Suppose o(nrnα)= 2 or 4 for all r ∈ Ψ1 and α ∈Λ. Then one of
the following holds:
(I) There exists r ∈ Ψ1 and α ∈Λ with o(nrnα)= 4. In this case G1 =G(Φ1) is
of type Ck+1, G=G1 ∗C(G1) and Xs  C(G1) for all s ∈Φ −Φ1.
(II) o(nrnα)= 2 for all r ∈ Ψ1, α ∈Λ. In this case we get the possibilities:
(a) G=G1 ∗ C(G1) with G1 =G(Ψ1) of type Ak and Xs  C(G1) for all
s ∈Φ −Ψ1.
(b) Let Ψ0 =Φ1 −Λ1. Then G0 =G(Ψ0) is of type Dk+1, G=G0 ∗C(G0),
and Xs  C(G0) for all s ∈Φ −Ψ0.
Proof. We apply Theorem 3.1 to the root subsystem Φ1 of type Ck+1 (respec-
tively Corollary 2.8 if k = 1!). Thus, in view of these theorems, we just have to
show that Xs centralizes G1 (respectively G0 in (II)(b)) for all s ∈Φ −Φ1. Now
by the maximality of k (respectively the remarks in Notation 3.2) this is obviously
true in case (II). Moreover, by the same reason, it just remains in case (I) to show
that [Xα,Xs ] = 1 for all α ∈Λ1 and s ∈Φ −Φ1 short.
If now k > 1, then ns centralizes some nα , α ∈ Λ1, and thus all such nα ,
since 〈nr | r ∈ Ψ1〉 acts transitively on {nα | α ∈ Λ1}. So suppose k = 1 and
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o(nαns) = 2. Then {nα | α ∈ Λ1} = {nα,nnrα } for r ∈ Ψ1 and α ∈ Λ1. Now ws
induces a transposition on {wβ | β ∈Λ}. Thus, if nnsα = nnrα , then ns centralizes
n
nr
α and thus nα , since o(nsnr )= 2 by the maximality of k. We obtain
nαws = nnsα = nnrα = nαwr .
But then ws and wr induce the same transposition on {wβ | β ∈Λ}, a contra-
diction to s /∈Φ1. ✷
We now finish the treatment of type C with the following theorem.
Theorem 3.4. Suppose o(nrnα) = 3 for some r ∈ Ψ1 and α ∈ Λ. Then N0 =
〈nα,ns | s ∈ Ψ1〉  Σk+2, ∆ = {±α}N0 carries the structure of a root system of
type Ak+1 and G0 = G(∆) is of type Ak+1. Moreover, G = G0 ∗ C(G0) with
Xs  C(G0) for all s ∈Φ −∆.
Proof. Since o(wrwα) = 4 if o(nrnα) = 3 by Corollary 2.8, it follows that
α ∈Λ1. Hence we may apply Theorem 3.1(II) to the root subsystem Φ1 of type
Ck+1. Thus it only remains to show that Xs C(G0) for s ∈Φ −Φ1.
If now s ∈ Λ, then s ∈ Λ2 and [Xs,G0] = 1 by Notation 3.2. So we may
assume that s is short. But then [Xs,Xr ] = 1 for all r ∈ Ψ1 by the maximality
of k. On the other hand, G0 = 〈Xr | r ∈ Ψ1 ∪ (Ψ1)wα 〉 and also [Xs,Xt ] = 1 for
all t ∈Ψwα1 , again by the maximality of k. This proves Theorem 3.4. ✷
Notice that Theorems 3.3 and 3.4 together prove the Main Theorem in case
Φ = C. (The case (3) of the Main Theorem is already split of by Lemma 2.12!)
4. Type B
We assume in this section that G satisfies the hypothesis of the Main Theorem
with Φ of type B. By Corollary 2.8 we then may assume   3 and by
Lemma 2.12 that no Ar , r ∈Φ , is an elementary abelian 2-group.
Let Ψ be the set of long roots of Φ and Λ the set of short roots. Then Ψ is
a root subsystem of type D. We first show the following theorem.
Theorem 4.1. Suppose that [Ar,As] =Ar+s for all r, s ∈Ψ with r+ s ∈Ψ . Then
one of the following holds:
(1) o(nrnα)= 4 for some r ∈ Ψ and α ∈Λ. In this case G is of type B.
(2) o(nrnα)= 2 for all r ∈ Ψ and α ∈Λ. In this case G0 =G(Ψ ) is of type D
and G=G0 ∗C(G0) with Xα  C(G0) for all α ∈Λ.
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Proof. To prove Theorem 4.1 we show first that o(nrnα) = 3 for all r ∈ Ψ
and α ∈ Λ. By way of contradiction assume o(nrnα) = 3 for some such pair.
Since, by Proposition 2.13, G0 = G(Ψ ) is of type D and since o(nsnα) = 2 if
o(wswα)= 2 for s ∈ Ψ by Proposition 2.11, there exist r1, . . . , r−1 = r ∈ Ψ such
that we get:
   · · ·
nr1 nr2 nr−1 nα.
Now, by Corollary 2.8, o(wrwα)= 4 and
G
(〈r,α〉) = 〈Xr,Xα〉 ∗Xs,
with s ∈ 〈r,α〉 a long root and 〈Xr,Xα〉 of type A2. Hence we obtain one of the
following possibilities:
(a)
   

· · ·
nr1 nr2 nr−2 nr
ns
nα
or
(b)
   

· · ·
nr1 nr2 nr−2 nr
ns
nα
.
Now case (b) is obviously impossible since N(Ψ )W(D) and thus contains
no reflection which is centralized by Σ. In case (a), consider the subsystem
∆ = 〈r−2, r, α〉 of type B3. Then the number of reflections in W(∆) is 9. On
the other hand, Σ5  〈ns, nr−2, nr, nα〉  〈nt | t ∈ ∆〉, a contradiction since the
number of transpositions in Σ5 is 10.
So it is clear that one of the cases (1) or (2) of Theorem 4.1 holds. In the first
case there exist, since N(Ψ )W(D), r1, . . . , r−1 = r ∈Ψ such that we have:
   · · ·
nr1 nr2 nr nα.
Hence N = 〈nr1, . . . , nr−1, nα〉  W(B) or to the center-factor group of
W(B). (N is equal to one of these groups, since the latter groups contain already
2 reflections and thus all nt , t ∈Φ!) Now Proposition 2.13 implies that G is of
type B.
Finally, if o(nrnα)= 2 for all r ∈Ψ,α ∈Λ, then as G0 is of type D; it follows
directly from Proposition 2.11 that (2) holds. ✷
Notation 4.2. Now let Ψ1 ⊆ Ψ be an irreducible root subsystem satisfying:
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(i) [Ar,As] =Ar+s for all r, s ∈ Ψ1 with r + s ∈Ψ1.
(ii) |Ψ1| is maximal with (i).
Then G(Ψ1) is of type Ak or Dk for some k   by Propositions 2.11 and 2.13.
The structure of W(B) shows that Λ=Λ1 ∪˙Λ2 with W(Ψ1) acting transitively
on {wα | α ∈Λ1} and centralizing {wβ | β ∈Λ2}. Hence Φ1 = 〈Ψ1,Λ1〉 is a root
subsystem of type Bk+1 (respectivelyBk in case Ψ1 is of type Dk). We next show:
Theorem 4.3. Suppose k  2 and o(nrnα)= 3 for some r ∈ Ψ1 and α ∈Λ. Then
the following hold:
(1) Ψ1 is of type Ak and k < .
(2) N0 = 〈N(Ψ1), nα〉 Σk+2 and ∆ = {±α}N0 carries the structure of a root
system of type Ak+1.
(3) G0 =G(∆) is of type Ak+1 and G= G0 ∗ C(G0) with Xt  C(G0) for all
t ∈Φ −∆.
(4) ∆ contains all short roots of the root subsystem Φ1 = 〈Ψ1, α〉 of type Bk+1
of Φ .
Proof. Suppose first Ψ1 is of type Dk with k =  in case k = 3. Then Φ1 =
〈Ψ1, α〉 is a root subsystem of type Bk , since by Corollary 2.8, 〈r,α〉 is of type
B2. But this gives, by Theorem 4.1 applied to Φ1, a contradiction to o(nrnα)= 3.
Thus (1) holds. Now, as o(wrwα)= 4 by Corollary 2.8, there exist r1, . . . , rk =
r ∈Ψ1 such that we obtain:
   · · ·
wr1 wr2 wr wα
and
   · · ·
nr1 nr nr nα.
Hence N0 Σk+2 and Proposition 2.13 shows that ∆ carries the structure of
a root system of type Ak+1 and G0 is of type Ak+1.
We need to show Xt  C(G0) for all t ∈Φ −∆. Suppose first t is long. Then
Xt centralizes G(Ψ1) by the maximality of |Ψ1|. Suppose o(ntnα) = 2. Then we
obtain:
  
nr nα nt or
  
nr nα nt
. (∗)
Hence, by Corollary 2.8, nntα = nαwt and o(nrnntα ) = 3. But since wr induces
a transposition on {wβ | β ∈Λ}, nα and nγ = nαwr = (nα)nr are the only elements
of the form nδ, δ ∈Λ, which do not commute with nr . Hence nntα = (nα)nr , which
obviously contradicts (∗).
This shows Xt  C(G0) for t ∈Φ −∆ long. Now, if s ∈∆∩ (Ψ − Ψ1), then
ns centralizes 〈nr1, . . . , nrk 〉. But Σk+2 does not contain an involution centralizing
Σk+1. This shows ∆∩Ψ = Ψ1. Hence
(k+ 1)(k + 2)
2
= k(k + 1)
2
+ (k + 1)
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implies that ∆ ∩ Λ = Λ ∩ Φ1, which proves (4). Now this shows that if t ∈
Λ−∆, then t ∈Λ − Φ1 and thus [Xr,Xt ] = 1 for all r ∈ Ψ1. Finally, to show
[Xα,Xt ] = 1 for t ∈ Λ − ∆, pick s ∈ Ψ − Ψ1 with wwsα = wt . Then, by the
above and Lemma 2.4, G(〈α, s〉) is a central product of rank-one groups. Since
t ∈ 〈α, s〉, this implies [Xα,Xt ] = 1, which shows Xt  C(G0) also for t ∈Φ−∆
short. ✷
Proposition 4.4. Suppose k  2 and o(nrnα) = 3 for all r ∈ Ψ1 and α ∈Λ. Then
one of the following holds:
(1) There exists r ∈ Ψ1 and α ∈Λ with o(nrnα)= 4. Then α ∈Λ1, G1 =G(Φ1)
is of type Bk , G(Ψ1) is of type Dk , and G= G1 ∗ C(G1) with Xt  C(G1)
for all t ∈Φ −Φ1.
(2) o(nrnα)= 2 for all r ∈Ψ1 and α ∈Λ. In this case G1 =G(Ψ1) is of type Ak
or Dk and G=G1 ∗C(G1) with Xt C(G1) for all t ∈Φ −Ψ1.
Proof. It suffices to show, applying Theorem 4.1 to the root subsystem Φ1, that
Xt C(G1) for all t ∈Φ −Φ1, where G1 is as in (1) or (2).
If now t ∈Ψ −Ψ1, then [Xt,Xr ] = 1 for all r ∈Ψ1 by the maximality of |Ψ1|.
Hence Corollary 2.8 implies Xt  C(G1) for all t ∈ Φ − Φ1 in case (2). If in
case (1) t ∈ Ψ − Ψ1, then nt centralizes some nβ,β ∈ Λ1 as k  2. Hence nt
centralizes all nβ,β ∈Λ1, since N(Ψ1) is transitive on {nβ | β ∈Λ1}. Now again
Corollary 2.8 implies Xt  C(G1).
So we may finally assume that we are in case (1) and t ∈ Λ2. Then Xt 
C(G(Ψ1)) by Notation 4.2. Hence it remains to show that [Xα,Xt ] = 1. Now
〈α, t〉 is of type B2 and thus there exists s ∈Ψ with wwsα =wt and 〈α, t〉 = 〈α, s〉.
But by the above [Xs,Xα] = 1 for all s ∈ Ψ − Ψ1. Hence Corollary 2.8 implies
that G(〈α, s〉) is a central product of rank-one groups and thus [Xα,Xt ] = 1. ✷
We end this section with the case k = 1, i.e. when G(Ψ ) is a central product of
rank-one groups.
Proposition 4.5. Suppose G(Ψ ) is a central product of rank-one groups. Then
one of the following holds:
(1) G is a central product of rank-one groups.
(2) There exists r ∈ Ψ and α ∈ Λ such that 〈r,α〉 is of type B2, 〈Xr,Xα〉 is of
type B2 or A2, and G= 〈Xr,Xα〉 ∗C(〈Xr,Xα〉) with Xt  C(〈Xr,Xα〉) for
all t ∈Φ − 〈r,α〉. (If 〈Xr,Xα〉 is of type A2, then there exists s ∈ Ψ ∩ 〈r,α〉
with Xs  C(〈Xr,Xα〉), see Corollary 2.8!)
Proof. If [Xr,Xα] = 1 for all r ∈ Ψ and α ∈Λ then Corollary 2.8 implies that
(1) holds. So we may, to prove Proposition 4.4, assume that there exists r ∈ Ψ
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and α ∈Λ with [Xr,Xα] = 1. Hence 〈r,α〉 is of type B2 by Proposition 2.11 and
by Corollary 2.8 〈Xr,Xα〉 is of type B2 or A2. Moreover, in the second case there
exists s ∈ 〈r,α〉 ∩Ψ such that Xs  C(〈Xr,Xα〉).
So it remains to show that Xt  C(〈Xr,Xα〉) for all t ∈ Φ − 〈r,α〉. Since
o(wrwα) = 4 and since wr induces a transposition on {wβ | β ∈ Λ} we have
[Xr,Xt ] = 1, if t ∈ Λ − 〈r,α〉. Also [Xα,Xt ] = 1 if 〈α, t〉 is of type A1 × A1.
Suppose t ∈ Λ − 〈r,α〉 and 〈α, t〉 is of type B2. Then there exists s ∈ Ψ with
w
ws
α = wt . Hence by Corollary 2.8 either G(〈α, s〉) is a central product of rank-
one groups and whence [Xα,Xt ] = 1 which is to show, or we may choose s so
that nnsα = nt . But in the second case 〈nr , ns〉 induces Σ3 on {nt , nα,nnrα }, a con-
tradiction to [Xr,Xs ] = 1 by hypothesis.
We have shown Xt  C(〈Xr,Xα〉) for all t ∈ Λ − 〈r,α〉. Thus it remains to
show Xs  C(Xα) for all s ∈ Ψ − 〈r,α〉. But if this is not the case, then again
〈nr , ns〉 induces Σ3 on {nα,nnrα , nnsα }, a contradiction to [Xr,Xs ] = 1. ✷
5. Type F4
We assume in this section that G satisfies the hypothesis of the Main Theorem
with Φ a root system of type F4. Moreover we also assume that no Ar , r ∈Φ , is
an elementary abelian 2-group. Let again Ψ be the set of long roots of Φ and Λ
the set of short roots. Then Ψ is a root subsystem of type D4 and 〈Ψ,α〉 is a root
system of type B4 for each α ∈Λ. Moreover, we have W(Λ)W(Ψ )W(D4).
Theorem 5.1. Suppose [Ar,As] = Ar+s for all r, s ∈ Ψ with r + s ∈ Ψ . Then
o(nrnα)= 2 or 4 for all r ∈Ψ and α ∈Λ and one of the following holds:
(1) G is of type F4.
(2) There exists α ∈Λ such that G0 =G(〈Ψ,α)) is of type B4 and Xt  C(G0)
for all t ∈Φ − 〈Ψ,α〉.
(3) G1 =G(Ψ ) is of type D4 and Xt  C(G1) for all t ∈Λ.
Proof. Since 〈Ψ,α〉 is of type B4, Theorem 4.1 shows that o(nrnα) = 3 for
all r ∈ Ψ and α ∈ Λ. If now o(nrnα) = 2 for all r ∈ Ψ and α ∈ Λ, it follows
from Propositions 2.11 and 2.13 that case (3) holds. So we may, in order to
prove Theorem 5.1, assume that o(nrnα) = 4 for some such pair. Hence, by
Theorem 4.1, G0 =G(〈Ψ,α〉) is of type B4.
Let Λ1 = Λ ∩ 〈Ψ,α〉 and suppose next that o(nrnβ) = 2 for all r ∈ Ψ
and β ∈ Λ − Λ1. Then Xβ centralizes G1 = G(Ψ ). Now by Lemma 2.3(3),
o(wαwβ) = 3. Thus by Lemma 2.6, o(nαnβ) = 2 or 3. But the second case is
impossible, since by the above nβ centralizesN(Ψ ), while nα normalizes but does
not centralize N(Ψ ). (By the structure of W(B4)!) Hence we have o(nαnβ)= 2
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and [Xα,Xβ ] = 1 by Proposition 2.11. Since this holds for all β ∈Λ−Λ1, this
shows that (2) is satisfied.
So we may finally assume o(nrnβ) = 4 for some r ∈ Ψ and β ∈ Λ − Λ1.
Hence, by Theorem 4.1, G(〈Ψ,β〉) is of type B4. Let Λ2 =Λ∩ 〈Ψ,β〉 and claim
that o(nα′nβ ′) = 3 for all α′ ∈ Λ1 and β ′ ∈ Λ2. If not, then by Lemmas 2.3(3)
and 2.6 we have o(nα′nβ ′) = 2 for some such pair. Hence nβ ′ normalizes
〈N(Ψ ),nα′ 〉 = N(〈Ψ,α〉) and thus centralizes all nα,α ∈ Λ1. By the symmetry
we obtain [nα,nβ ] = 1 = [Xα,Xβ ] for all α ∈Λ1, β ∈Λ2.
Pick now a pair α,α ∈Λ1 such that 〈α,α〉 is of type B2 and let r ∈Ψ ∩〈α, α〉.
Then 〈r,α〉 = 〈α,α〉 and, since G(〈r,α〉) is of type B2 as G0 is of type B4,
Corollary 2.8 implies 〈Xα,Xα〉 = G(〈r,α〉). Hence Xr centralizes all Xβ , β ∈
Λ2, a contradiction to G(〈Ψ,β〉) of type B4. This proves our claim.
Now pick s ∈ Ψ such that ns centralizes nβ and o(nsnr)= 3. (It exists, since
N(〈Ψ,β〉) W(B4)!) Then by the structure of W(B4) there exists α ∈Λ1 such
that 〈ns, nr 〉 C(nα). Since o(nαnβ)= 3 by the above, we obtain
   
ns nr nβ nα
.
This shows that N(Φ) is isomorphic to W(F4) or to the center-factor
group of W(F4), since 〈ns, nr , nβ, nα〉 contains already 24 reflections. Now
Proposition 2.13 implies that G is of type F4. ✷
Notation 5.2. Let now Ψ0 ⊆ Ψ be a root subsystem satisfying:
(1) [Ar,As] =Ar+s for all r, s ∈Ψ0 with r + s ∈ Ψ .
(2) Ψ0 is irreducible.
(3) |Ψ0| is maximal with (1) and (2).
Then by [Ti4] we have [Xr,Xt ] = 1 for all r ∈ Ψ0 and t ∈ Ψ −Ψ0. In view of
Theorem 5.1, we assume for the rest of this section that Ψ = Ψ0.
We first treat the case, when there exist r ∈Ψ0 and α ∈Λ such that o(nrnα)=
3.
Theorem 5.3. Suppose |Ψ0|> 2 and there exist s ∈Ψ0 and α ∈Λ with o(nsnα)=
3. Let N0 = 〈N(Ψ0), nα〉 and ∆0 = {±α}N0 . Then one of the following holds:
(I) Ψ0 is of type A3 and G(∆0) is of type A4. There exists a unique element wβ ,
β ∈Λ, centralizing W(Ψ0) and one of the following holds:
(i) o(nαnβ)= 2 and Xt C(G(∆0)) for all t ∈Φ −∆0.
(ii) o(nαnβ)= 3, N1 = 〈N0, nβ〉 Σ6, and if ∆1 = {±α}N1 , then G(∆1) is
of type A5, and Xt C(G(∆1)) for all t ∈Φ −∆1.
(II) Ψ0 = {±r,±s,±(r + s)} is of type A2 and one of the following holds:
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(i) G(∆0) is of type A3 and Xt  C(G(∆0)) for all t ∈Φ −∆0.
(ii) There exists β ∈Λ such that
  

nr ns nα
nβ
,
N1 = 〈N0, nβ〉 contains 3 long and 9 short reflections and if ∆1 =
{±α}N1 , then G(∆1) is of type D4, and Xt  C(G(∆1)) for all t ∈
Φ −∆1.
(iii) There exists γ ∈Λ such that
   
nr ns nα nγ
.
Further, if N1 = 〈N0, nγ 〉 and ∆1 = {±α}N1 , then G(∆1) is of type A4
and Xt  C(G(∆1)) for all t ∈Φ −∆1.
(iv) There exist γ,α′ ∈Λ such that
    
nr ns nα nγ nα′
.
Further, if N2 = 〈N0, nγ , nα′ 〉 and ∆2 = {±α}N2 , then G(∆2) is of type
A5 and Xt  C(G(∆2)) for all t ∈Φ −∆2.
Proof. Clearly Ψ0 is of type A3 or A2, since these are the only proper irreducible
root subsystems of a root system of type D4. Assume first Ψ0 =A3 and, using the
notation of Lemma 2.3, α ∈Λ1. Then, since W(F4) is transitive on the subgroups
of W(Ψ ) isomorphic to Σ4, there exist unique roots ±β ∈ Λ − Λ1 such that
wβ ∈C(W(Ψ0)). Since 〈α,β〉 is of type A2 either o(nαnβ)= 2 or 3.
LetΦ0 = 〈Ψ,α〉. Then by Theorem 4.3 applied to G(Φ0)we obtain thatG(∆0)
is of typeA4 andXt  C(G(∆0)) for all t ∈Φ0−∆0. Thus, if o(nαnβ)= 2, it just
remains to prove that (i) holds, to show that Xt  C(G(∆0)) for all t ∈Λ2 ∪Λ3.
Now, by Theorem 4.3, Λ ∩ ∆0 = Λ1. Suppose without loss β ∈ Λ2. Then, by
Lemma 2.3, Λ3 = Λwβ1 . Hence, by Lemma 2.5, [Xγ ,Xα] = 1 for all γ ∈ Λ3.
Suppose o(nγ nr) = 2 for some r ∈ Ψ0 and γ ∈Λ3. Then, by Theorem 4.3 applied
to 〈Ψ,Λ3〉 = B4, we find γ ∈Λ3 such that we have
   

nr1 nr2 nr3 nα
nγ
with 〈nr1, nr2, nr3〉 =N(Ψ0).
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But this is obviously impossible, since there are 6 more reflections correspond-
ing to roots in Ψ −Ψ0 which centralize 〈N(Ψ0), nα, γ 〉. ThusXt  C(G(∆0)) for
all t ∈Λ3 and thus, by Lemma 2.5, also for all t ∈Λ2 ∪Λ3.
Next suppose o(nαnβ) = 3. Then clearly N1 Σ6 and G(∆1) is of type A5
by Proposition 2.13. Moreover, N1 contains 6 reflections corresponding to long
and 9 corresponding to short roots and whence we may without loss assume
{nt | t ∈Λ1 ∪Λ2} ⊆N1 and β ∈Λ3.
Now Theorem 4.3 applied to 〈Ψ,Λ1〉 and 〈Ψ,Λ2〉 shows Xt  C(G(∆1))
for t ∈ Ψ − Ψ0. Hence it remains to show Xt  C(G(∆1)) for t ∈ Λ3 − {±β}.
Now, by the structure of Σ6, each nγ , γ ∈ Λ2, centralizes three nα′ , α′ ∈ Λ1.
Thus by Lemma 2.5, each nγ , centralizes three nβ ′ , β ′ ∈Λ3 − {±β}. Hence each
nβ ′ , β ′ ∈ Λ3 − {±β}, centralizes all nγ , γ ∈ Λ2. Now 〈nγ | γ ∈ Λ2〉  N(Ψ0),
and we have
    
nγ nr1 nr2 nr3 nα for some γ ∈Λ2.
Thus, if o(nαnβ ′) = 3 for β ′ ∈Λ3 − {±β}, then N2 = 〈N1, nβ ′ 〉  Σ7. But N2
contains at most 8 long reflections, namely the 6 elements nr , r ∈ Ψ0, and 2 more
centralizing N(Ψ0), since nα also centralizes N(Ψ0). Hence N2 must contain 13
short reflections, which is impossible since |{nδ | δ ∈Λ}| = 12.
Thus o(nαnβ ′) = 2 for all β ′ ∈ Λ3 − {±β} and Xt  C(G(∆1)) for t ∈
Λ3 − {β}. This proves Theorem 5.3 in case (I).
Assume now, in order to prove Theorem 5.3 in case (II), that Ψ0 is of type
A2. Then there exists no δ ∈ Λ such that o(nrnδ) = 4 or o(nsnδ) = 4. Namely,
otherwise we have without loss
  
nr ns nδ
,
and thus 〈r, s, swδ 〉 is of typeA3, a contradiction to the maximality of Ψ0. Suppose
again without loss α ∈ Λ1, in the notation of Lemma 2.3. Then, since W(Ψ )
normalizes Λ1, Theorem 4.3 implies∣∣N0 ∩ {nα | α ∈Λ1}∣∣= 3. (∗)
Let α′ ∈ Λ1 with nα′ /∈ N0. Then [Xr,Xα′ ] = 1 = [Xs,Xα′ ] since W(Ψ0)
centralizes wα′ . Now, if r ′ ∈ Ψ with wwr′α =wα′ , then, as Xr ′  C(〈Xr,Xs〉), we
obtain nnr′
α′ = nα′ since nα′ is the only reflection with corresponding root α′ ∈Λ1,
centralized by 〈nr , ns〉. Hence, by Corollary 2.8, G(〈r ′, α′〉) is a central product
of rank-one groups. In particular, [Xα′,Xα] = 1, whence Xα′ C(G(∆0)).
Let now t ∈Ψ −Ψ0. Then Xt  C(G(Ψ0)), whence nt normalizes N0 ∩ {nα |
α ∈Λ1} and thus centralizes N0. This implies Xt  C(G(∆0)).
Pick now β ′ ∈Λ2 and γ ′ ∈Λ3 such that 〈wr,ws〉 centralizes wβ ′ and wγ ′ . Let
α′ = (β ′)wγ ′ , Λ′1 =Λ1 − {±α′}, Λ′2 =Λ2 − {±β ′}, and Λ′3 =Λ3 − {±γ ′}. First
assume:
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(1) o(nαnβ ′)= 2 = o(nαnγ ′).
By (∗) above we have {nα | α ∈ Λ′1} ⊆ N0. We now split the argument into
cases.
First assume (case (1)(a)), that there exists no element t ∈Λ′2 ∪Λ′3 such that
nt centralizes 〈nr , ns〉. Then 〈nr , ns, nt 〉 Σ4 for each such t . Let N1 = 〈N0, nt |
t ∈Λ′2 ∪Λ′3〉 and claim that F = {nτ | τ ∈ Ψ0 ∪Λ′1 ∪Λ′2 ∪Λ′3} is a class of 3-
transpositions of N1 and |F | = 12. Now, if τ ∈ Ψ0, t ∈Λ′1 ∪Λ′2 ∪Λ3, then by
the above o(nτnt )= 2 or 3 and in the second case nntτ ∈ F . Suppose α ∈Λ′1 and
β ∈Λ′2 with nnαβ /∈ F . Then nnαβ = nγ ′ and nβ ∈ N0 × 〈nγ ′ 〉. But then nβ ∈ N0,
since 〈nr , ns, nβ〉 Σ4, which is impossible. Finally we have{
nτ
∣∣ τ ∈Λ′i
}⊆ 〈nr , ns, nt 〉 Σ4 for some t ∈Λ′i ,
which proves our claim.
It is now easy to see that N1 W(D4) or W∗(D4) (the center-factor group
of W(D4)), whence by Proposition 2.13 G(∆1) is of type D4 for ∆1 = {±α}N1 .
Moreover, similarly as for G(∆0), it follows that Xt C(G(∆1)) for t ∈Ψ −Ψ0.
Thus, to show that (II)(ii) holds, it remains to showXt C(G(∆1)) for t = α′, β ′,
or γ ′. Now, as above for α′, we obtain n¯β ′ ∈ C(〈nr , ns, nβ | β ∈ ∆′2〉), whence
nβ ′ ∈ C(N1). Similarly nγ ′ ∈ C(N1). Finally, if o(nα′nβ) = 3 for some β ∈Λ′2,
then nnα′β = nγ , γ ∈ ∆′3, and thus n¯α′ normalizes N1. But then nα′ = n
nγ
β ∈ F ,
a contradiction. This shows that also Xα′  C(G(∆1)) and (II)(ii) holds in
case (1)(a).
Next we consider the case (1)(b), when without loss some nβ,β ∈ Λ′2,
centralizes 〈nr, ns〉. Then clearly all nβ,β ∈ Λ′2, centralize 〈nr , ns〉, since
otherwise 〈nr , ns, nβ〉 Σ4 and contains all nβ,β ∈Λ′2. Suppose we have
   
nr ns nα nβ for some β ∈Λ′2.
Then nt ∈ 〈nr , ns, nα,nβ〉 = N1 for all t ∈ Λ′1 ∪ Λ′3. If now o(nβnα) = 3 for
some β ∈Λ′2 − {±β}, then nnαβ = nt for t ∈Λ′3. Hence nβ ∈ 〈N1, nt 〉 =N1. But
this is impossible, since, as N1 contains 10 transpositions, it contains only one
element nβ , β ∈ Λ′2. Similarly, if o(nβnβ) = 3, then n
nβ
β = nt , t ∈ Ψ − Ψ0, by
Proposition 2.11(4). But, as N1 = 〈N0, nγ 〉, nγ = nnβα , it follows as above that all
nt , t ∈Ψ −Ψ0, centralize N1. Hence nβ ∈ 〈nt , nβ〉 C(nα), a contradiction.
We have shown that all nt , t ∈ Ψ − Ψ0, and all nβ , β ∈ Λ2 − {±β},
centralize N1 in case (1)(b). Clearly also nγ ′ ∈ C(N1). If o(nβnβ ′) = 3, then
n
nβ
β ′ = nt , t ∈Ψ −Ψ0, as above. But then nβ ∈ 〈nt , nβ ′ 〉 C(N0), a contradiction.
Hence also nβ ′ ∈ C(N1) and the same argument as above shows nα′ ∈ C(N1).
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Proposition 2.13 shows, that if ∆1 = {±α}N1 , then G(∆1) is of type A4 and
Xt C(G(∆)) for all t ∈Φ −∆1. Hence II(iii) holds.
So we may assume in case (1)(b) that nβ ∈ C(N0) for all β ∈ Λ′2. Suppose
some nγ , γ ∈Λ′3, does not centralize 〈nr , ns〉. Then we find such γ with
  
nγ nr ns
.
If now o(nγ nα) = 3, then nβ = nnαγ does not centralize nr , contradicting our
assumption. Hence we obtain 〈nγ ,N0〉  Σ5. But then, since Σ5 contains 10
transpositions, 〈nγ ,N0〉 must contain an element nβ,β ∈Λ2, which is impossible
since no transposition of Σ5 centralizes Σ4.
Thus all nγ , γ ∈ Λ′3 centralize 〈nr , ns〉 and, exchanging the roles of Λ2 and
Λ3, we may assume that they all centralize N0. (Otherwise we are in the case
   
nr ns nα nγ
treated already!) But then it follows directly from Proposition 2.13 that II(i) holds.
We have shown that in case (1) either (i), (ii), or (iii) of Theorem 5.3(II) hold.
So it remains to consider the case:
(2) Without loss o(nαnβ ′)= 3 (or o(nαnγ ′)= 3).
Case (2) is split in the subcases:
(a)
    
nr ns nα nβ ′ nα′ and
(b) o(nβ ′nα′)= 2. (nα′ centralizes N0, as shown!)
Let in case (2)(a) N1 = 〈N0, nβ ′ , nα′ 〉  Σ6. Then N1 contains 12 short and
thus all short reflections, since a long reflection nt in N1 with t /∈ Ψ0 must
centralize 〈nr , ns〉 and thus has to lie in 〈nβ ′ , nα′ 〉. Now, as above, each nt , t ∈
Ψ − Ψ0, centralizes 〈N 0, nγ 〉 = 〈N0, nβ ′ 〉, where nγ = nnαβ ′ . Hence the structure
of Σ7 immediately implies nt ∈ C(N1). Now Proposition 2.13 shows that we are
in case II(iv).
Let in case (2)(b)N1 = 〈N0, nβ ′ 〉. Then clearly o(nγ ′nβ ′)= 2, since otherwise
nα′ = nnγ ′β ′ /∈ C(nβ ′). Hence if nγ ′ ∈ C(N1), then we have
   

nr ns nα nβ ′
nγ ′
.
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But then 〈N1, nγ ′ 〉 contains 20 reflections and thus 17 short reflections, since
all long reflection nt , t ∈ Ψ −Ψ0, centralize 〈nr, ns〉. But this is impossible, since
N(Φ) contains only 12 short reflections.
Thus {nγ ′ , nα′ } ⊆ C(N1). Since all nt , t ∈ Ψ − Ψ0, centralize N1, it remains,
by Proposition 2.13, to prove that case (II)(iii) holds: to show that all nβ , β ∈Λ′2,
centralizes N1. Now o(nβ ′nβ) = 2, since otherwise by Proposition 2.11(4)
n
nβ
β ′ = nt , t long and thus nβ centralizes N1, contradicting o(nβ ′nβ) = 2. Suppose
now some nβ,β ∈ Λ′2, does not centralize N1. Then we may pick such β with
o(nsnβ)= 2. Since o(nrnδ) = 4 for all δ ∈Λ as Ψ0 is of type A2, we get just the
following possibilities:
    
nβ nr ns nα nβ ′
or
   


 


nr ns nα nβ ′
nβ
.
Now, in the first case, 〈nβ,N1〉 contains all short reflections, which is
impossible since nα′ /∈ 〈nβ,N1〉. In the second case, N1 contains nnαβ , since it
contains, arguing as above, all nγ , γ ∈ Λ′3. But then also nβ ∈ N1 and thus
nβ = nβ ′ , since nβ ′ is the only reflection in N1 corresponding to some root in
Λ2. But this contradicts β ∈Λ′2.
So we have shown, in case (2)(b), that case II(iii) of Theorem 5.3 holds, which
completes the proof of Theorem 5.3. ✷
With the next theorem we settle the case |Ψ0|> 2.
Theorem 5.4. Suppose |Ψ0| > 2 and there exists no s ∈ Ψ0 and α ∈ Λ with
o(nsnα)= 3. Then one of the following holds:
(1) Ψ0 is of type A2 or A3 and G0 = G(Ψo) is of the corresponding Lie type.
Moreover, Xt  C(G0) for all t ∈Φ −Ψ0.
(2) Ψ0 is of type A3 =D3, Ψ0 ⊆Φ0 such that Φ0 is of type B3, and G0 =G(Φ0)
of Lie-type B3. Moreover, Xt  C(G0) for all t ∈Φ −Φ0.
Proof. Since we assume Ψ = Ψ0 and |Ψ0|> 2, clearly Ψ0 is of typeA2 or A3. By
Proposition 2.11 and hypothesis we have o(nrnα)= 2 or 4 for all r ∈ Ψ0, α ∈Λ.
Suppose first o(nrnα)= 2 for all such r and α. Then clearly, by Proposition 2.11,
Xt  C(G(Ψ0)) for all t ∈ Λ. Since, by Notation 5.2, also [Xt,Xr ] = 1 for
t ∈ Ψ −Ψ0, r ∈Ψ0, this shows that in this case (1) holds.
So we may assume o(nrnα) = 4 for some r ∈ Ψ0, α ∈ Λ. Since 〈Ψ,α〉 is of
type B4, Φ0 = 〈Ψ0, α〉 is of type B3 or B4. Now the structure of W(〈Ψ,α〉) =
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W(B4) and Proposition 2.11 shows, that there exist s, respectively s, u, in Ψ0,
such that we get:
  
ns nr nα
, respectively
   
nu ns nr nα
,
in the second case. Hence Proposition 2.13 implies that G(Φ0) is of Lie-type B3
or B4. But in the second case Ψ ⊆Φ0, and thus [Ar,As] = Ar+s for all r, s ∈ Ψ
with r + s ∈Ψ by the proof of Proposition 2.13, a contradiction to Ψ = Ψ0.
Thus G0 =G(Φ0) is of Lie-type B3 and, by the same reason as above, Ψ0 is
of type A3 = D3. It remains to show Xt  C(G0) for all t ∈ Φ − Φ0. If now
s ∈ Ψ − Φ0, then 〈s,Φ0〉 is of type B4. Hence Proposition 4.4(1) applied to
〈s,Φ0〉 implies Xs  C(G0). The same proposition also shows Xβ  C(G0), if
β ∈Λ1 −Φ0 and if we assume without loss α ∈Λ1, since 〈Ψ,Λ1〉 is of type B4.
So we may finally assume β ∈Λ2 ∪Λ3. Then Lemma 2.3(3) shows that 〈α,β〉 is
of type A2. Hence o(nαnβ)= 2 or 3.
Suppose o(nrnβ)= 2 for all r ∈ Ψ0. Then nβ centralizes N0 = 〈nr | r ∈ Ψ0〉 
Σ4 and nα normalizes N0, but does not centralize it. Hence o(nαnβ) = 3 and thus
by Proposition 2.11 Xβ C(G0) which is to show.
Thus we may assume o(nrnβ) = 4 for some r ∈ Ψ0. Let Φ1 = 〈Ψ0, β〉.
Then, as above, G(Φ1) is of Lie-type B3 and 〈N0, nβ〉 W(B3). In particular,
〈nα,nβ 〉 normalizes N0. Suppose we have o(nα′nβ ′) = 2 for all α′ ∈ Λ ∩ Φ0
and β ′ ∈ Λ ∩ Φ1. Then, since for α = α′ ∈Λ ∩Φ0, 〈α,α′〉 is of type B2, there
exists s ∈ Ψ0 such that ns ∈ 〈Xα,Xα′ 〉. (〈Xα,Xα′ 〉 is of type B2 since G0 is
of Lie-type B3!) Since, by Lemma 2.5, [Xα′,Xβ ′ ] = 1 for all such α′, β ′, this
implies that ns centralizes all nβ ′ , β ′ ∈Λ∩Φ1, which is obviously impossible as
〈N0, nβ〉 W(B3).
Hence we may without loss assume that o(nαnβ) = 3. Thus 〈N0, nα, nβ〉 =
N0 × T , T Σ3, and z= nαnβ ∈ T , since [N0, nα]O2(N0) [N0, nβ ]. This
shows that nα = tu with t ∈ T − 〈z〉 and 1 = u ∈ O2(N0), and nβ = tuz. Now
nα ∼ nα′ in N0 for α′ ∈Λ ∩Φ0. Hence nα′ = tu′, 1 = u′ ∈O2(N0) with u = u′.
But then nα′nβ = (u′u)z with 1 = u′u ∈O2(N0), a contradiction to o(nα′nβ)= 2
or 3, by Proposition 2.11.
This contradiction shows o(nrnβ) = 2 for all r ∈ Ψ0 and thus Xβ  C(G0),
which proves Theorem 5.4. ✷
For the rest of this section we may assume that |Ψ0| = 2, whence G(Ψ ) is
a central product of rank-one groups. We next treat the cases, when there exist
r ∈ Ψ and α ∈Λ with [Xr,Xα] = 1.
Lemma 5.5. Suppose o(nrnα) = 3 or 4 for some r ∈ Ψ and α ∈ Λ1. Then the
following hold:
(1) If s ∈Ψ with o(wswr)= 3, then ns centralizes {nα′ | α′ ∈Λ1}.
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(2) If o(nrnα)= 3, then there exists t ∈ 〈r,α〉 ∩ Ψ with o(wtwr) = 2, such that
nt centralizes {nα′ | α′ ∈Λ1}.
(3) If s ∈ Ψ − 〈r,α〉, then ns centralizes nα .
Proof. To prove (1), we may assume that we have
  
wα wr ws
.
Since o(nrns) = 2, it follows that ns also centralizes nα′ = nnrα . Hence ns
centralizes three of the four elements of {nα′ | α′ ∈Λ1} and thus all four.
For the proof of (2), there exists, by Corollary 2.8, t ∈ 〈r,α〉 ∩ Ψ with
o(nαnt ) = 2 = o(nα′nt ), where nα′ = (nα)nr . Now wt centralizes {wδ | δ ∈
Λ1 − {±α,±α′}}. Hence, by Proposition 2.11, nt centralizes all nα′ , α′ ∈Λ1.
Finally, if s ∈ Ψ − 〈r,α〉, then we may by (1) assume o(wrws) = 2. Hence
〈s,α〉 is of type A1 ×A1, and whence o(wswα)= 2 = o(nsnα). ✷
Theorem 5.6. Suppose o(nrnα) = 3 for some r ∈ Ψ and α ∈ Λ and assume
without loss α ∈Λ1. Then one of the following holds:
(I) 〈Xr,Xα〉 is of Lie-type A2 and Xt  C(〈Xr,Xα〉) for all t ∈Φ − {±r,±α,
±(r + α)}.
(II) There exists β ∈ Λ − Λ1 with o(nrnβ) = 2 and o(nαnβ) = 3. Let N0 =
〈nr , nα,nβ〉 and ∆0 = {±α}N0 . Then G0 = G(∆0) is of Lie-type A3.
Moreover, one of the following holds:
(i) Xt  C(G0) for all t ∈Φ −∆0.
(ii) There exists α′ ∈Λ1 − {±α} with
   
nr nα nβ nα′
.
Moreover, if N1 = 〈N0, nα′ 〉 and ∆1 = {±α}N1 , then G1 =G(∆1) is of
Lie-type A4 and Xt  C(G1) for all t ∈Φ −∆1.
Proof. By Corollary 2.8, 〈Xr,Xα〉 is of Lie-type A2. Now, by Proposition 4.5
applied to 〈Ψ,Λ1〉, it follows that Xt  C(〈Xr,Xα〉) for all t ∈ 〈Ψ,Λ1〉 − {±r,
±α,±(r + α)}. Thus, if all Xβ , β ∈Λ2 ∪Λ3, centralize 〈Xr,Xα〉, it follows that
(I) holds.
So we may assume that there exists β ∈Λ2 such that Xβ does not centralize
〈Xr,Xα〉 = 〈Xα,Xαwr 〉. Since αwr ∈ Λ1, we may, replacing α by αwr if
necessary, assume that o(nαnβ) = 3. (By Lemma 2.3!) Now 〈r,α,β〉 is of
type B3. Thus either wβ or wγ ,γ = βwα ∈ Λ3, centralizes r . Hence we may,
replacing β by γ if necessary, assume that o(wrwβ)= 2 = o(nrnβ). Thus N0 
Σ4 and, by Proposition 2.13, G0 is of Lie-type A3.
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Suppose next that o(nβnα′)= 3 for some α′ ∈Λ1 −{±α,±αwr }. Then, by the
above, we have
   
nr nα nβ nα′
,
since, if o(nαnα′)= 3 then nnαα′ = ns for some s ∈ Ψ , by Corollary 2.9, a contra-
diction to |Ψ | = 2.
Hence N1 = 〈N0, nα′ 〉  Σ5 and, by Proposition 2.13, G1 = G(∆1) is of
Lie-type A4 where ∆1 = {±α}N1 . It remains to show that Xt  C(G1) for all
t ∈Φ −∆1.
For this suppose first t ∈ Ψ − ∆1. Let γ = βwα . Then nγ = nnαβ = nnβα and
o(nrnγ ) = 3. Thus, if o(wrwt) = 3, then nt centralizes, by Lemma 5.5(1), all
nα′ , α′ ∈Λ1, and all nγ , γ ∈Λ3. Hence nt centralizes N1 and Xt  C(G1). Next
if t ∈ (Ψ ∩ 〈r,α,β〉) − ∆1, then nt centralizes, by Theorem 3.1(I) applied to
〈r,α,β〉, already N0. Now wt = wwαr or wt = wwγr . Hence, by Lemma 5.5(2),
either nt centralizes all nα′ , α′ ∈Λ1, or all nγ ′, γ ′ ∈Λ3. In any case, this shows
that nt centralizes N1 and then Xt  C(G1). Thus for t ∈ Ψ − ∆1 it remains
to consider the case wtwr = wrwt and t /∈ 〈r,α,β〉. Then, by Lemma 5.5(3), nt
centralizes nα and nγ and thus N0. If now o(ntnα′) = 2, we obtain one of the
following possibilities:
    
nr nα nβ nα′ nt or
    
nr nα nβ nα′ nt .
The first case is obviously impossible since W(B5) contains 25 reflections. In
the second case, 〈N1, nt 〉 contains just 2 long reflections, namely nr and nt , since
a long reflection different from nr must centralize nr and whence be contained
in 〈nβ,nα′, nt 〉. But then 〈N1, nt 〉 would contain 13 short reflections, which is
impossible.
So we are left with the case t ∈Λ−∆1. If t ∈Λ1 then nt centralizes 〈nr , nα〉,
arguing as above. If now [Xt,Xα′ ] = 1, then there exists s ∈ Ψ with (nα′)ns = nt ,
by Corollary 2.9. But this is impossible since, as it is shown, all ns , s ∈ Ψ −{±r},
centralize N1. Hence the only possibility with Xt  C(G1) is
   

nr nα nβ nα′
nt
.
But this possibility obviously contradicts |{nλ | λ ∈Λ}| = 12.
The same argument shows Xt  C(G1) for t ∈Λ3 −∆1, simply considering
   
nr nγ nβ nγ ′
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with γ ′ = βwα′ . But (nγ ′)nα = nβ ′ with β ′ ∈ Λ2 and o(nrnβ ′) = 3. Hence also
|Λ2 ∩ ∆1| = 3 and, by the same argument, Xt  C(G0) for t ∈ Λ2 − ∆1. This
completes the proof of Theorem 5.6(II)(ii).
So we may assume that o(nβnα′)= 2 for all α′ ∈Λ1 − {±α,±αwr } and that
o(nβnγ ′) = 2 for all γ ′ ∈ Λ3 − {±γ,±γ wr }, and then show that II(i) holds.
Now Lemma 5.5 implies Xs  C(G0) for all s ∈ Ψ − {±r}. By assumption and
Proposition 4.5 applied to 〈Ψ,Λ1〉 and 〈Ψ,Λ3〉, we also have Xt  C(G0) for
t ∈ (Λ1∪Λ3)−∆0. Thus it remains to showXt C(G0) for t ∈Λ2−{±β}. Now
there exists s ∈ Ψ with βws = t since [Xs,Xβ ] = 1 for all s ∈ Ψ . Corollary 2.8
implies [Xt ,Xβ ] = 1.
Suppose o(nαnt ) = 3. Then nnαt = nγ with γ ∈ Λ3. Since o(nαnγ ) = 3, the
above implies γ ∈ ∆0. But then also nt ∈ N0, whence nt = nβ , contradicting
the choice of t . The same argument implies o(nαnt ) = 2 for nα = nnrα . Since
G0 = 〈Xα,Xα,Xβ 〉, this shows Xt  C(G0), which remains to be shown. ✷
Next we treat the case when o(nrnα)= 4 for some r ∈Ψ and α ∈Λ. We have
the following theorem.
Theorem 5.7. Suppose o(nrnα) = 3 for all r ∈Ψ and α ∈Λ and there exists such
a (fixed) pair with o(nrnα) = 4. (By Lemma 2.3(3) we may without loss assume
α ∈Λ1.) Then 〈Xr,Xα〉 is of Lie-type B2 and one of the following holds:
(1) Xt  C(〈Xr,Xα〉) for all t ∈Φ − 〈r,α〉.
(2) There exists β ∈Λ2 (respectively Λ3) such that
  
nr nα nβ
.
Let N1 = 〈nr , nα,nβ〉 and ∆= {s ∈Φ | ns ∈ N1}. Then G(∆) is of Lie-type
C3. Moreover, one of the following holds:
(i) Xt  C(G(∆)) for all t ∈Φ −∆.
(ii) There exist α′ ∈Λ1 with
   
nr nα nβ nα′
.
Moreover, if N2 = 〈N1, nα′ 〉 and Ω = {s ∈ Φ | ns ∈ N2}, then G(Ω) is
of Lie-type C4. Further, Xt  C(G(Ω)) for all t ∈Φ −Ω .
Proof. We argue as in the proof of Theorem 5.6. By Proposition 2.13, clearly
〈Xr,Xβ〉 is of type B2 = C2. Assume first that all nβ,β ∈ Λ2 ∪ Λ3, cen-
tralize nα and nnrα . Then all Xβ centralize 〈Xα,Xαwr 〉 = 〈Xα,Xr 〉. Hence, by
Lemma 5.5(3), (1) holds.
Thus we may assume o(nαnβ) = 3 for some β ∈ Λ2 ∪ Λ3 and, without
loss, β ∈ Λ2. Now, by Proposition 2.13, G(∆) is of type C3. Suppose first that
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there exists α′ ∈ Λ1 − {±α} with o(nβnα′) = 3. Then clearly o(nrnα′) = 2 =
o(nαnα′), since we assume that o(nsnδ) = 3 for all s ∈ Ψ,δ ∈ Λ and thus, by
Corollary 2.9, o(nαnα′) = 3. Hence, by Proposition 2.13, G(Ω) is of type C4.
Now Lemma 5.5(1) immediately implies that (2)(ii) holds.
Since γ = αwβ ∈Λ3, we thus may assume that o(nβnα′)= 2 = o(nβnγ ′) for
all α′ ∈Λ1 − {±α}, γ ′ ∈Λ3 −{±γ }. Hence, to prove that (2)(i) holds, it remains
to show that Xt  C(G(∆)) for all t ∈Φ −∆. For t ∈ Ψ this is a consequence of
Lemma 5.5(1) applied to Λ1 and Λ3. Let α′ ∈Λ1 − {±α,±αwr }. Then α′ = αws
for some s ∈ Ψ with o(wrws)= 3. By Lemma 5.5(1), ns centralizes nα . Hence,
by Corollary 2.8 and the hypothesis of Theorem 5.7,G(〈s,α〉) is a central product
of rank-one groups. In particular, [Xα,Xα′ ] = 1 = [Xαwr ,Xα′ ]. (By the same
reason!) Hence Lemma 5.5(1) implies Xα  C(G(∆)). Now the same argument
applied to Λ2 and Λ3 shows that (2)(i) holds. ✷
Finally, we need to treat the case when [Xr,Xα] = 1 for all r ∈Ψ,α ∈Λ (and
when G(Ψ ) is a central product of rank-one groups). Here we have the following
proposition.
Proposition 5.8. Suppose o(nrnα)= 2 for all r ∈ Ψ and α ∈Λ. Then one of the
following holds:
(1) G is a central product of rank-one groups.
(2) There exists a subset Λ′ ⊆ Λ such that G(Λ′) is of Lie-type A2 or A3 and
Xt  C(G(Λ′)) for all t ∈Φ −Λ′.
(3) G(Λ) is of Lie-type D4 and Xt  C(G(Λ)) for all t ∈ Ψ .
Proof. By hypothesis and Corollary 2.9 we have [Xδ,Xδ′ ] = 1 for all δ, δ′ ∈Λi ,
i = 1,2 or 3, with Xδ = Xδ′ . Hence either (1) holds or there exist, up to
enumeration, α ∈Λ1, β ∈Λ2 with 〈Xα,Xβ〉 of type A2. If now [Xβ,Xα′ ] = 1 =
[Xα,Xβ ′ ] = [Xα,Xγ ′ ] for all α′ ∈Λ1 − {±α}, β ′ ∈Λ2 − {±β}, and γ ′ ∈Λ3 −
{±γ }, where γ = αwβ , then it is obvious that (2) holds with Λ′ = 〈α,β〉. So we
may assume, choosing the appropriate notation, that there exists α′ ∈Λ1 − {±α}
with
  
nα nβ nα′
.
Hence, by Proposition 2.13, G(Λ′) is of type A3 for Λ′ = {±α}N0 and
N0 = 〈nα,nβ,nα′ 〉. If now Xt  C(G(Λ′)) for all t ∈ Λ − Λ′ then clearly (2)
holds. So we may without loss assume that there exists α ∈Λ−Λ′ such that
  

nα nβ nα′
nα
.
F.G. Timmesfeld / Journal of Algebra 257 (2002) 528–559 559
But then Proposition 2.13 immediately implies that (3) holds. ✷
Notice that Sections 3–5 together prove the Main Theorem.
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