Abstract-One of the uses of the support vector machine (SVM), as introduced in [1] , is as a function approximator. The SVM, and approximators based on it, approximate a relation in data by applying interpolation between so-called support vectors, being a limited number of samples that have been selected from this data.
I. INTRODUCTION
In many branches of engineering, function approximation is an important tool to realise desired functionality. Examples of this are e.g. modelling of nonlinear dynamic systems [2] or high-performance (feed-forward) motion control [3] . The objective of a function approximator is to find a relation in a data set, such that predictions of the output can be made for inputs not contained in the data set.
A function approximator that is attractive for use in highdimensional approximation problems is the Support Vector Machine (SVM) [1] . SVM originates from statistical learning theory, and tries to minimise the upper bound of the generalisation error, rather than to directly minimise the approximation error on the training data. The SVM has gained considerable attention, resulting in an abundance of literature and the availability of well-documented algorithms and optimised implementations, e.g. [4] - [9] .
During training, the SVM selects a limited subset (the socalled support vectors) of all the samples contained in the data set. By interpolating between these support vector, the output of a newly supplied input is predicted. The set of support vectors is found by solving a convex optimisation problem. The solution of such a problem is found fairly easy, and if a minimum is found, it is guaranteed to be the global minimum [10] . The scheme is such, that the input space is not necessarily divided into regions, but rather the prediction is based on similarities with the support vectors. This explains why the SVM is not sensitive to the dimensionality of the input space.
In this research, we consider four SVM-like function approximators. The first type we consider is the 'traditional' SVM. This approximator allows errors smaller than ε to go unpunished. Support vectors are selected as those data points that have an approximation error that is larger than the allowed error ε. This selection mechanism can be considered as a full search.
As an alternative, Suykens et al. proposed to use a standard quadratic cost function. This results in a set of support vectors that is equal the the set of training samples. In order to arrive at a limited set of support vectors, a pruning process is used, i.e., using backward elimination. This will be referred to as the Least Squares Support Vector Machine (LSSVM) [11] , [12] , the second approximator of interest. The pruning mechanism in LSSVM throws out training samples that deem to have little influence on the prediction. In [13] , the same approach as in LSSVM was followed, however, a more refined backward elimination mechanism was used. This type of function approximator, called LSSVM+, is the third that is studied in this research.
Recently, a support-vector based function approximator was proposed that identifies support vectors using a forward selection process, and furthermore, uses all the training data to train the selected support vectors [13] . This fourth and last type of function approximator is referred to as key sample machine (KSM).
For applications such as identification and control, an important and relevant research question is the following: what is the influence of the support vector selection procedure on crucial characteristics of the function approximator such as data compression capability and noise sensitivity. In this paper, we look for answers to this question by comparing the behaviour of the above mentioned approximators when approximating several computer-generated as well as one realworld data set.
Before the actual comparison is made in section III, the four different approximator schemes are concisely treated in section II. A review of the comparison is given in section IV.
II. METHODS COMPARED

A. Support Vector Machine
The support vector machine has been introduced in [1] for classification and regression. This method originates from statistical learning theory. See for a thorough treatment [1] , [4] - [6] , [8] . Here, only the theory necessary to understand the results of section III is treated.
SVM approximates the training samples by a relation of the following form:ŷ
In this equation, φ is a mapping of the input x to a feature space, b is a parameter vector of the same height as the dimension of the feature space, b 0 is an offset term, andŷ is the prediction. The cost associated with an incorrect prediction, is given by the ε-insensitivity function:
in which ξ is the difference between the approximation and the output desired. This cost function allows for errors smaller than ε to go unpunished. Minimising the summed cost for all N training samples in the training set, results in the following minimisation problem:
in which y i is the target corresponding to input x i . The second term is a regularisation term with λ a positive regularisation parameter. The solution of this minimisation problem is found by optimisation theory [10] . The result of the optimisation is a dual parameter vector: α, consisting of M elements α i . The prediction for a new sample is given as:
in which M denotes the number of samples that is required for the prediction, and is smaller or equal to the number of training samples. It follows from the optimisation, that the training samples that are predicted with an error smaller than ε, are not necessary for the prediction of newly supplied samples. So, the more training samples there are with a prediction error smaller than ε, the fewer samples are required for prediction, resulting in a small value of M .
As can be seen in (4), the individual elements in the feature space are not used for a prediction. This also holds for solving the optimisation problem. As a result, there is no problem when the dimension of the feature space becomes large, or even infinite, as long as the innerproduct can be calculated in the input space. The innerproduct in the feature space is known as the kernel function: k(x, x i ) = φ(x), φ(x i ) , and can be interpreted as a (non-linear) similarity measure. Numerous kernel functions are known, e.g. polynomials, infinite splines, radial base functions, etc.
Summing up: SVM summarises the data by a limited subset of this data. These summarising samples are called the support vectors. The prediction of a new sample is based on the similarities with the support vectors. The support vectors follow inherently from the optimisation problem and the larger the allowed error, the smaller the number of support vectors.
B. Least Squares Support Vector Machine
The LSSVM differs from the SVM by the cost function it uses [11] , [12] . Instead of the ε-insensitive cost function, it uses a quadratic cost function. The optimisation problem (3) alters to:
This problem can be solved by use of optimisation theory. The result of this minimisation is again a dual parameter vector α.
With the dual parameter vector known, the prediction for new inputs is calculated the same way as it is calculated for the SVM, see (4) . However, for the LSSVM the number of support vectors found by the optimisation, M , is equal to the number of training samples, N; a non-sparse solution is acquired. In order to arrive at a sparse solution, in which only a limited subset is necessary for the prediction, a pruning mechanism is used. The pruning mechanism used in [11] , [12] recursively removes the sample from the training set, that has the smallest influence on the prediction. This is the sample with the smallest parameter.
In [14] , an improved pruning mechanism is introduced for LSSVM, related to Optimal Brain Surgery [15] . This pruning mechanism removes not the sample that has a small error before it is omitted, but the support vector that introduces a small error after it is removed. The LSSVM with the improved pruning mechanism will be indicated as LSSVM+.
Both pruning mechanisms for LSSVM omit samples from the training set which do not largely influence the prediction. However, omission of samples from the training set removes information on the underlying relation and thus throws away information.
C. Key Sample Machine
The Key Sample Machine (KSM) is introduced in [13] . The name KSM is used, to indicate the close connection with the SVM. The KSM-approach uses a quadratic cost function, just as in the LSSVM. However, it does not omit training samples to get a sparse solution; it only omits the samples from the set used for prediction, but not from the set used for the training. As a result, all the training samples are used, for the training of a limited number of key samples. Note that the key samples are the equivalent of support vectors.
KSM considers the function induced by the kernel function of each training sample as a potential indicator functions. The potential indicator functions are therefore:
A linear relation is sought between these functions and the targets, with the use of a minimal number of these functions. Without loss of generality, we assume that the first M samples are used. The relation sought is of the following form:
with M ≤ N . To calculate the values of b i for a given set of indicators, we can use theory from Ordinary Least Squares (OLS), because OLS addresses the same problem. A so called indicator matrix is formed that contains M indicator functions for N training samples, and a vector containing all the target values:
Minimising the quadratic error between the prediction and the targets yields:
The solution of this minimisation problem is given by the normal equations, e.g. [16] :
This approach uses all the training samples to train the parameters for only a limited number of key samples. However, it still has to be decided which M key samples, or equivalent, which M indicator functions, are selected from the potential N indicator functions. In order to select these, a subset selection scheme is used [17] . Because the subset selection scheme is now an explicitly step to arrive at an approximation, while in SVM it was inherently present as part of the optimisation, we can select a scheme that fits the problem on hand. A forward selection scheme is therefore decided upon. This selection scheme includes one potential indicator function a time, until a good enough approximation is found. The potential indicator function for inclusion is selected to be the one, most correlated with the current residual. Selecting this indicator function will maximal decrease the MSE in each selection step [18] . The advantage of the forward selection scheme, is that if the number of required key samples is much smaller than the number of training samples, which is generally true, then the forward selection scheme results in short training times. Other selection schemes can of course be used.
Apart from the selection of which indicator function should be included, it should be decided when the inclusion of more indicators should stop. If too much key samples are included, the approximator will start overfitting the data.
To test if the inclusion of the (M + 1) th indicator is fitting noise or the underlying relation, it is statistically tested whether the corresponding parameter equals zero. If it is zero, the indicator function is not needed to predict the underlying relation and should therefore be omitted, otherwise it will fit the noise. For this test, we use the hypothesis: 'α M +1 = 0' as the null-hypothesis. If this hypothesis is rejected with a certain significance, then the new parameter is unlikely to be zero, and thus has to be included to the set of key samples. If the hypothesis is not rejected, then the inclusion of more indicators is stopped.
In [19] it is shown that the following holds:
In this equation, S 2 is the change in the summed squared approximation error for all training samples due to the inclusion of one new indicator, and σ 2 is the additive noise variance. It is assumed that Gaussian noise with zero-mean is corrupting the targets. The distribution is χ 2 1 because the σ is assumed to be known. If it had to be estimated, an F -distribution would result. The probability that a specific error decrease is found, can be calculated for α M +1 = 0, as:
in which ζ denotes the probability that a realisation of z ζ or larger is found. ζ is called the significance level and the corresponding value of z ζ follows from the χ 2 1 -distribution. The noise variance in (12) is used to determine when the approximator has to stop including more basis functions. As long as the ratio S 2 /σ 2 is larger than z ζ , the inclusion of new indicators continues. The noise estimate is often unknown for real-life problems and has to be estimated. However, the noise estimate can also be interpreted as a design parameter: setting it large will give a rough approximation, because the inclusion is stopped early.
III. COMPARISON
The function approximators of the previous section are compared. Regularisation is not applied in any of these. The data is approximated by a piecewise linear function for all the comparisons. Only one kernel is investigated because of space considerations. This kernel is selected because it does not have a second parameter, like width, that has to be tuned. The corresponding innerproduct in the feature space is given as [1] :
A set of approximations is created with different number of indicators for each method. Indicators will refer to support vectors as well as to key samples henceforth. As KSM and LSSVM(+) adapt their approximation recursively, the intermediate results can be stored to obtain a whole set of approximator with different numbers of indicators. For the SVM approximator, different values of ε are used to find a set of approximations. For every new value of ε, the approximation needs to be re-calculated. (14) and SVM approximation of this function with ε = 0.3
A. Data compression
The first comparison tests the error that results by summarising all data with only a limited set of indicators. The data set, containing 2 000 samples, is generated by the function:
in which x i is generated with a uniform distribution between zero and one. The function (14) is plotted in figure 1 . Noiseless data is used, implying that only the performance on data compression is investigated and not the noise handling. Noise handling will be treated next. This function is used to generate data for the comparison, because of the difference in the absolute value of its derivative. This makes it possible to test whether the function approximator finds that it needs more linepieces, there were the function is altering swiftly. The approximations are made for the different methods, and in figure 2(a) the mean squared error (MSE) is given as a function of the number of indicators. In figure 2(b The inclusion of more and more support vectors does not imply a decrease of the error for LSSVM and LSSVM+. One would expect that if there is no noise, more indicators will give a better approximation result. Investigation of the residual shows that errors occur, when two input samples are located near each other. These similar samples induce similar columnvectors in the matrix needed to find the solution. The similar columns result in a bad condition number, which, in its turn, explains for the errors found.
Commenting on the pruning mechanism of the LSSVM variants, we can see that the pruning in LSSVM+ results in a significant diminished approximation error. However, the cost for this is the increased computational load. The error on the validation set for the SVM approximation is not good. The cost function of the SVM is the ε-insensitive function (2), while the evaluation uses the maximal absolute error and the mean squared error. A plot of the approximation found with SVM for ε = 0.3 is given in figure 1 . In this figure it is clear that the SVM cuts the extrema of the function that generates the samples. This approximation gives the smallest cost if the optimisation problem (3) is used, but it will give a large error if this approximation is evaluated with a quadratic cost: cutting of the extrema is not punished in SVM.
B. Noise handling
The second comparison treats the noise handling ability of the approximation methods. The relation used previously, (14) , is again used to generate the data set. However, in this comparison, the targets are corrupted by additive Gaussian noise with a variance of (0.2) 2 . A validation set is constructed without noise. The results of the approximations are given in figure 3. In figure 3(b) it can be seen that the KSM gives the best approximation on the validation set. Moreover, this small error is achieved with fewer key samples than the other methods need for their minimum. So, KSM gives the smallest mean squared error for the smallest number of indicators in this example. When the number of indicators grows further, KSM starts fitting noise. This is clear by the increasing MSE and MAE on the validation set.
If the statistical stopping criterion is used for KSM as described in II-C with the correct noise variance an a significance level of 8%, the number of indicators is found to be 25. This is indicated in figure 3(b) and is near the minimal validation MSE that is found at 20 indicators. When more key samples are included, the MSE grows, but the MAE decreases until 93 key samples are included.
The MSE on the validation set of LSSVM with both methods of pruning is large, compared with the other methods, while the MAE of LSSVM+ remains small.
An interesting observation is that the MSE on the validation set of SVM is smaller if there is noise corrupting the targets. This can be explained because the noise will form a 'band' around the function that has to be approximated. Because of this band, the insensitivity zone will not make the approximation to cut the extrema, but makes it approximately coincide with the underlying function.
C. Ambiguous data
The last in the set of comparisons is the approximation of experimentally measured data. The measurements are shown in figure 4 . This data represents the cogging force present in a linear motor. The samples of this data set are not only corrupted by noise, but due to the measurement technique, some offset is unintentionally added. This makes the targets ambiguous, as clearly seen at e.g. 0.19 [m] . How well the approximators handle this ambiguous samples is the subject of this set of approximations. 10 000 samples are used for training and 2 000 samples are used for validation purposes.
The result of the approximation is given in figure 5 . Again, KSM gives the smallest MSE on the validation set for the smallest number of indicators. However, if more key samples are included into the approximation, the KSM starts to fit noise. In this approximation the SVM gives the best results on the validation set measured in MAE. The validation error of the SVM remains relatively small even for a large number of indicators. Inspection of the approximation shows that it oscillates swiftly between the outer values of the insensitivity band. This behaviour is shown in figure 6 . The SVM approximation is given for the smallest MSE on the validation set. Due to the double targets, there is always a large error, making this oscillatory behaviour not clear in the MSE of the validation set. This behaviour can be explained by noting that all training samples outside the ε-insensitive zone will become support vector. If the gap between the ambiguous data is 2ε or more, then each sample becomes a support vector and tries to minimise its approximation error, resulting in the observed oscillations. Because each support vector tries to minimise its approximation error, and there are as much training samples as there are key samples, similar oscillations are found for LSSVM(+). The result of KSM for the minimal MSE on the validation set is given in figure 6 too. This method is not sensitive to ambiguous data, because KSM includes indicators that minimise the MSE on the complete data set and stop including more indicators if the inclusion is not significant anymore. Furthermore, the limited set of key samples is trained by all the training samples, therewith averaging the ambiguities, as if they are noise.
IV. REVIEW
In this paper a comparison has been made between four support vector based function approximators. The four methods differ in the way in which they select support vectors by which the complete data can be represented, and how the accompanying parameters are calculated. The comparison was done by approximating several computer-generated and one real-world data set and evaluating the abilities of the methods with respect to i) data compression; ii) noise handling; and iii) dealing with ambiguities in the data.
Two methods were considered that select support vectors using backward elimination, namely LSSVM and LSSVM+. For all the approximations, the LSSVM+ gave a smaller error on the validation set than LSSVM. So, the refined pruning mechanism (that removes the support vector that introduces the smallest error after omission rather than the one that has the smallest influence on the current approximation) results in a smaller approximation error. However, the price to pay is a significant increase in the calculation time.
For a fixed number of support vectors, the MSE of an SVM approximation decreases if noise corrupts the output. As the SVM allows for small errors, the extrema of the function to approximate are cut without an increase of the summed cost function in the absence of noise. When there is noise, this will form a 'band' around the underlying relation, so that the extrema cannot be cut without increase of the summed cost function.
With respect to data compression capability under various noise conditions, the following can be concluded. As long as overfitting is avoided, the KSM will give the smallest mean squared error. If the tuning parameters of the function approximator are set such that overfitting may occur, then the SVM will perform the best as long as there is some noise present in the data. In terms of the maximum absolute error, the SVM, the LSSVM+ and the KSM have about the same behaviour, while the LSSVM does worse.
In the comparisons, the KSM gave the smallest mean squared error, for the fewest number of key samples for all the approximation. A statistical test is used to avoid that too many key samples are included.
