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Abstract: This paper presents a new approach for 
Stereophonic acoustic echo cancellation (SAEC), based on a 
combination of J-H network and the natural gradient 
algorithm. In the new approach for SAEC, Computer 
simulations show that echoes are significantly reduced.
I. INTRODUCTION
Stereophonic acoustic echo cancellation (SAEC) [1] is 
an active research topic due to its applications in many 
fields including video teleconference, virtual reality, and 
so on. A  major issue in Stereophonic acoustic echo 
cancellation is the non-uniqueness problem that results in 
misconvergence and slow convergence o f adaptive filters 
in SAEC [1] [2]. As the non-uniqueness is mainly due to 
the high cross-correlation between two channels o f  stereo 
signal [1] [2], several pre-processing methods have been 
proposed to overcome the problem. The problem has been 
overcomed by trying to reduce the correlation between the 
two channels, such as the approaches based on nonlinear 
transformation [2] [3] [4] [5], the methods o f input moving 
technique [6] [7], and the techniques using beamforming 
[8] [9] [10], However, all o f  these approaches have some 
weakness. For example, nonlinear transformation and 
input moving technique suffer from degradation o f  sound 
quality, while for beamforming, the echo cancellation 
system need a complex training procedure first, and the 
training position should be desired [10],
In order to achieve SAEC without losing the sound 
quality, a post-processing method is introduced by Okuno 
&Tokhi(2001) [11], Unlike the pre-processing technique 
mentioned above, post-processing technique is better in 
that the far-end signals are sent to the near-end room 
without any distortion. However, the approach proposed 
by Okuno &Tokhi might not work well as the far-end 
signal is assumed to contain two uncorrelated speech 
signals. This is not what happens in practice. Also in [11] 
the convergence is too slow due to the use o f the 
INFOMAX algorithm [12].
In this paper we propose a new post-processing 
technique for SAEC without including the double-talk 
problem. In the next section, the proposed solution is 
described and analyzed. In Section III, the simulation 
results o f the proposed scheme are given. In Section IV, 
the paper is concluded with summative comments 
regarding the success and future problem o f SAEC..
II. THE PROPOSED APPROACH
The post-processing approach is depicted in 
Fig. 1.The stereo signal consisting o f  two channels, left
channel signal xx (n) and right channel signal x2 (n) , are
sent from the far-end in the left box to the near-end. n is 
the time index for discrete signals. Due to acoustic 
coupling between speakers and microphones, echoes are 
picked up by the two microphones:
dx{ri) = hu (n)* xx(n) + h2l(n)* x2{n) (1)
d 2 (n) =  h2l (n) * x , (n) + h22 (n)  * x 2 (n) (2)
where d x (n) and d 2 (n) are signals collected by the two 
microphones respectively, and hxx{n) hX2(n) h2X(n)
and h22(n) are the room acoustic impulse responses
from speakers to the microphones. * denotes 
convolution.
As Xj (n) and x 2 (n) are from the same stereo signal,
they are highly correlated, and hence from Equations (1)
and (2) the two echoes d x (n) and d 2 (n) must also be
highly correlated. Conventional echo cancellers using 
adaptive filters are not able to achieve good performance 
due to the non-uniqueness problem [1]. In order to solve 
the problem we use blind source separation (BSS) to
reduce the correlation between the two echoes and then 
use adaptive echo cancellers to eliminate the echoes.
In this paper, we use J-H network [13] for BSS, which 
is shown in Fig.2.
N
d jf i)= d2(n)+^dll(n-k+\)u\ia(n)
k=1
(4)
where N  denotes the number o f filter coefficients and 




Fig .l. Scheme o f  proposed system on post-processing method






Fig.2. Scheme o f  J-H network
As shown in Fig.2, the relations between the input and 
output o f  J-H network are as follows:
N




As all signals are from the same source, it is obvious
that d n (n) and d22(n) are still correlated. However,
the correlation between d n (n) and d 22{n)  must be
weaker compared to that between d x (n) and d2 (n) , 
which will make the echo cancellation more effective.
The signals X1(n) and X2(n) are also correlated 
because they are from the same sources.
To cancel d n (li) and d 22(n) , the signals generated 
from the BSS network are used in the adaptive filters. The 
BSS network is used to decorrelate Xj (« )  and x2 (ri) , 
which is shown as follows:
Fig.3.Scheme o f BSS network.
Fig.3 can be summarized as three procedures:
1) The input vector [x} (ft), x2 (ft)] is centered,
which means subtracting their mean values [13].
2) The signals from the centering model are whitened to 
reduce computation complexity [13].
3) The signals from the whitening model go through the 
J-H network to become little correlated signals.
The decorrelated xx (ft) and x2 (ft) are defined as
xj (ft) and x 2 (ft) .
Since X, (ft) and x2 (ft) , d x, (ft) and d 22 (ft) are from 
the same source and decorrelated by the same algorithm. 
It can be understood that either Xj (ft)  or x2 (ft) is
highly correlated with ( f t ) ,  while remaining one is
little correlated w ithd u (ft) . Therefore, most o f  d xx (ft)
can be eliminated by either Xj (ft) or X2 (ft) which are
highly correlated with d x x (ft) . With adaptive filter,
residual part o f  d x x (ft) can be eliminated by another
signal with adaptive filter. And the same structure can be
applied to d 22 (ft) .
Finally, the NLMS algorithm is applied to adaptive 
filters to eliminate acoustic echoes.
Another issue is the optimization technique used for the 
J-H network. In order to achieve better convergence, we 
employ the natural gradient algorithm [14] [15] [16].
The natural gradient algorithm employed can be 
summarized as following:.




_w21( « )  W22 'J
Wi2 (ft) =  [wxl2 (ft), W122 (ft), ■• • • wxN2 ( f t)]:r 
W21( » )  =  [ w 2h ( w),W 212(/i) , — w 2 M ( w) ] '  (7)
(5)
(6)
It is obvious that w is not a square matrix but a 2N x 2 
matrix. In the Riemannian space, for the nontrivial value 
o f w , it can be achieved [16]
<  dw,dw > „ ,» <  dwy,dwy >wy (8)
where »  means approximation and < , >  means inner 
product. I f  wy = I , which means the space composed by 
W and y  is Euclidean space, it shows:
<  dw, dw>w»< dwy, dwy >wy = y T (dw)T (dw)y (9)
and the Riemannian metric is pinv{w)‘ pinv(w) , where
pinv  means Moore-Penrose pseudo inverse and T
means transposing. Then the gradient function between 
Riemannian space and Euclidean space is:
V i?  «  VEx [pinv(w)T x  pinv(w ) ]_1 (10)
where V i? means the gradient in the Riemannian space, 
and V i? means the gradient in the Euclidean space.
With the natural gradient algorithm, the adaptation rule 
for coefficients o f filters W„ is derived as follows:
Vwn(» )  =
01
L°J
5 l d J |





V % 2 (ft)J Nx 1
d ln |J | 1
=  / *2 [wn2{nf +wu2(nf  • • -+wW2(n)2 + l] (12)
dwW2{n)\
V w 21( « )  =
V w 211 (« )  1 
V w 2M ( w) J JVxl
=  / / 3 [w211( « ) 2 + w 221(« )2 • • -+W2M(« )2 + l ]  (13)
Vw22(« ) =
a i d j l
= / * 4 ~T — LK i 2 ( « )  +  W2l l ( « ) ]  (14)
12
IVxl
where V  denotes gradient, and J  denotes a cost 
function.
M =
dyl dy2 dy2 dyl
ddn dd22 ddn dd22
y  2 =




{Jl ,jU2,jU3 an d /U4 are coefficients added to increase 
system’s stability and speed the convergence.
III. SIMULATION
Computer simulations were performed using Matlab on 
the basis o f proposed approach, using the parameters in
Table 1 and room impulse responses hn (ri) hu {n)
ERLE =  10 lo g
E[y(k) 2] (18)
10 E[e{kf ]
E is defined as mathematical expectation. y(k )  is 
the signal received by the microphone in the near-end, 
which can be regarded as d x(n)oxd2(n) . e(k) is the
error signal, which denotes el, (ri) or e22 ( n) .
Fig.5 shows the Echo Return Loss Enhancement 
( ERLE) o f  the system, and no noise is added to the 
excitation signal. It can be concluded that, after 
post-processing, the echoes are significantly reduced.
Fig.6 shows the total ERLE difference between 
method in [11] and proposed solution. It indicates the 
Echo Return Loss is enhanced by proposed solution.
total ERLE = ERLEl j + ERLE22
where, ERLEU is the ERLE in left channel and
ERLE22 is the ERLE in right channel.
Fig.4. Room impulse responses in near-end
h2l(n) and h22(n) in Fig.4.
A speech signal was used as the excitation signal. We 
use Echo Return Loss Enhancement ( ERLE) to evaluate 
the performance o f  the proposal approach, which is 
defined as
TABLE I
system’s interference to near-end speech signals should 
be investigated to be reduced to a reasonable criterion.
PARAMETERS USED IN COMPUTER SIMULATION
Sampling frequency 8192Hz
Step-size in NLM S 0.01
1.0e-9
Filter length in NLMS 28 Samples
Filter length in BSS network 2 Samples
Filter length in feedback structure 30 Samples
30;
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Fig.6. Difference o f  ERLE
IV. CONCLUSION
SAEC combining with the BSS algorithm is introduced 
in this paper. The simulation results show the system 
works well by post-processing the echoes. However, there 
is much work to do in the future. The convergence speed 
should be improved for real-time application, and the
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