ABSTRACT The past decade has seen a rapid application of information theoretic learning (ITL) criteria in robust signal processing and machine learning problems. Generally, in ITL's literature, it is seen that, under non-Gaussian assumptions, especially when the data are corrupted by heavy-tailed or multi-modal non-Gaussian distributions, information theoretic criteria [such as minimum error entropy (MEE)] outperform second order statistical ones. The objective of this research is to investigate this better performance of MEE criterion against that of minimum mean square error. Having found similar results for MEE-and MSE-based methods, in the non-Gaussian environment under particular conditions, we need a precise demarcation between this occasional similarity and occasional outperformance. Based on the theoretic findings, we reveal a better touchstone for the outperformance of MEE versus MSE.
I. INTRODUCTION
Recently, due to the high performance of higher-order statistics, especially in non-Gaussian problems, there has been an increasing interest in exploiting information theoretical concepts in signal processing and machine learning matters, as a new branch of knowledge is called information theoretic learning (ITL) [1] . minimum error entropy (MEE) [2] - [4] , maximum correntropy criterion (MCC) [5] , [6] , and maximum mutual information (mmi) [7] - [9] are some examples of information theoretic criteria. In fact, they are an appropriate alternative for the important second order statistics (such as minimum mean square error (MMSE), Correlation) in nonGaussian environments and when Gaussian assumptions are invalid. In many references [10] - [13] , it has been reported that when the data are non-Gaussian or data have outliers, MEE or MCC outperform MMSE.
Most references, about the comparison of the MEE and MSE-based methods, have stated generally that the MEE exceeds the MMSE method in the sense of heavytailed or multimodal distributions [14] - [17] . This fact is correct in several cases but with a more accurate look at some conditions in the intended non-Gaussian environments, MEE and MMSE act same as each other, for example, when the SNR is high [13] , [18] . In addition, in some types of nonGaussian distributions, the performance of MEE and MMSE differs significantly. This evidence leads us to further exploration about a better interpretation and the precise measure of differences between MEE and MMSE.
This study seeks to address the following questions: why does MMSE in some non-Gaussian cases perform the same as the MEE criterion? Why in some non-Gaussian distributions does MEE apparently outperform MMSE, but in some cases, this gap reduces in comparison? This study tries to reveal these ambiguous performances from an information theoretic point of view. Based on the information theoretic relationship between MEE and MMSE, which we prove in a new way, we will clarify these questions with an exact theoretical measure.
This paper is organized in the following way: Section II is dedicated to preliminaries, where the definitions of MEE and MCC, and the theoretic relation between MEE and MMSE is introduced. In section III, first, a simple and educational proof of the information theoretic relationship between MMSE and MEE is presented, then, in some important cases, this theoretic relation between them is discussed. The findings of section III are evaluated in some illustrative examples in section IV. Finally, Section V abridges the results of this work and draws conclusions.
II. PRELIMINARIES
In this chapter, we introduce the origin of MEE and MCC as the most modern criteria in ITL. Then an information theoretic relation between MEE and MMSE is considered. Throughout this paper, small bold letter denotes a vector; bold capital letter indicates a matrix.
A. ERROR ENTROPY DEFINITION AND ITS PROPERTIES
Based on the entropy concept, in ITL decreasing of the error is the principal objective, so error entropy minimization can be applied as an appropriate higher-order statistics measure; then optimal weights in the learning procedure could be found by the equation (1), as the definition of the minimum error entropy criterion (MEE) [15] . [19] . Given a random variable with p e (e) as error probability density function (PDF), quadratic Renyi's entropy is as follows.
Principe employed the famous Parzen density estimator for the PDF estimation; by applying the aforementioned PDF estimator, the quadratic Renyi's entropy can be rewritten as follows [20] :
where e i and e j are sampled elements of the error signal and k σ (.) is the window (or kernel) function with bandwidth (or kernel-size) of σ . Kernel function must be a nonnegative function and
2 ) is applied as the kernel function in ITL subjects. It is notable that in ITL, the argument of the logarithm in equation (3) is named as information potential (IP), consequently, from the monotonic property of the logarithm function, minimization of the error entropy is equal to the maximization of the information potential. Utilization of a continuous, differentiable, symmetric, and unimodal kernel function with a peak at its origin (the same as a Gaussian kernel) in equation (3), provides a local minimum for the nonparametric Renyi's entropy estimator, where, in this local minimum (which is actually the global minimum), all the inputs are identically equal [21] . Considering this property, MEE could be employed as an appropriate criterion in machine learning approaches.
From important properties of the MEE criterion, several error entropy minimization algorithms have been proposed (such as N-MEE [21] , MEE-RIP [21] , MEE-SAS [22] , KMEE [23] , FP-MEE [21] , [24] ), and applied in several applications ( [2] , [3] , [18] , [25] - [28] ).
B. CORRENTROPY DEFINITION AND ITS PROPERTIES
Correntropy is another most useful information theoretic criterion which is a nonlinear similarity measure. Given two random variables X and Y with p X ,Y (x, y) as their joint probability distribution function, correntropy is defined by the following equation [5] .
where k σ (x, y) is a kernel function. By application of Gaussian kernel function, the correntropy definition changes to equation (5) .
It is obvious that correntropy has symmetric and bounded properties where reaches its maximum value when x and y are exactly equal. Hence, it is a proper function for measuring similarity, especially in nonlinear problems. Same as MEE, the PDF function in the correntropy definition is estimated by Parzen estimator, so we have the estimation of the correntropy [5] (see equation (6) ).
From the robust and higher-order properties of correntropy, several iterative algorithms are introduced and applied in many signal processing and machine learning applications [29] - [36] . Considering correntropy definition again, it could be found, by relating the correntropy concept to the first-order differences between each element of the error vector, (as e = [ e 11 , e 12 , . . . ., e 21 , e 22 , . . . , e NN ] where e ij is e i −e j ), that the information potential definition can be reached. If we renumber the elements of the e from 1 to N 2 , we have the following equation, which is the definition of MEE [1] .
C. RELATION BETWEEN MINIMUM ERROR ENTROPY AND MINIMUM MEAN SQUARE ERROR
To analyze and discover the main reason for the different performance by MMSE and MEE algorithms in various signal processing and machine learning issues, we need to obtain a reliable relation between them. This kind of relationship VOLUME 6, 2018
will lead us to a better description of MEE performance in comparison with the MMSE. Fortunately, in [21] , from an information theoretic point of view, Chen and his co-workers investigated the relation between error criteria and error's entropy. They proved that minimization of error criterion (such as MMSE) is equivalent to the minimization of the error entropy plus a KullbackLeibler divergence (KLD). Their theoretical finding is summarized in the following theorem. 
for two equivalent error criteria.
Theorem 1 [37, Th. 3] : Given any error criterion E [ϕ (e)], which satisfies lim |e|→∞ ϕ (e) = +∞, we have:
where
q ϕ (e) de, and q ϕ (e) is a probability density function, such that q ϕ (e) = exp[−γ 0 − γ 1 ϕ (e)], where γ 0 and γ 1 are determined by:
Considering theorem 1, every function of the p-power error could be replaced in equation (8) , such as ϕ (e) = e 2 , so we can rewrite equation (8) in the following form:
where ρ(e) is a zero-mean Gaussian distribution (ρ(e) = 1 √ 2πσ 2 exp − e 2 2σ 2 ). Since the KLD is nonnegative, it could be found plainly that minimizing of the MSE is, in other words, like minimizing an upper bound for the error entropy [38] .
After this brief review, in the next section, we introduce our theoretical analysis, aiming at better understanding the conditions, where MEE outperforms MMSE.
III. OUR WORK: A CLOSER LOOK AT THE DIFFERENT (OR SIMILAR) PERFORMANCE OF MEE AND MMSE
In this section, we introduce our novel point of view regarding more enhanced realization of MEE performance in comparison with MMSE. From an inspiration of theorem 1, we will illustrate why in some cases MEE and MMSE act similarly to each other, and why in some applications MEE performance is close to the MSE results, and in some cases, their discrepancy in results is noteworthy. In summary, KL divergence is the main clue in performance analysis between MEE and MMSE, dedicatedly the divergence distance between Gaussian PDF (q ϕ (e) when ϕ (e) = e 2 ) and the PDF of noise distribution environments is a major parameter in their different performance. We will illuminate our explanation in the following parts. But first, we introduce a new proof for equation (10) which is simpler than the proof presented in [37] .
A. A NEW SIMPLE PROOF FOR THE INFORMATION THEORETIC RELATION BETWEEN MSE AND MEE
Bearing in mind the definition of the KLD, the KLD between ρ(e) and p e (e) is as follows:
For the last term of the equation (11) we easily have:
Equation (12) can be simplified as follows:
where E[.] denotes the expectation function. On the other side, it is clear that Shannon entropy is the negative sign of the first term in the left hand of equation (11) is the definition of the Shannon entropy. Henceforward, from (11), (12) and (13) we have the following equation:
Equation (14) can be rewritten in form of equation (15):
As the right-hand side of equation (15) just in a fixed ratio and the constant is different to the E e 2 , consequently, in view of definition 1, equation (10) is easily proved.
B. AN EXACT DESCRIPTION OF MEE AND MMSE RESULTS
The following part will more closely consider the result of theorem 1. The following relation can be obtained from equation (10) .
From (16) it is clear that the distance between Gaussian and actual noise distributions plays the role of a gap between MMSE and MEE results. In other words, whatever the PDF of the actual noise, it is closer to the Gaussian distribution; hence the MEE results are closer to the MSE ones, as an intuitive interpretation. We know that MMSE is optimum in the sense of Gaussian noise, so whatever distribution is close to the Gaussian function, MMSE is closer to MEE. For example, in Gaussian environments in many cases, this KLD is negligible, so both methods act the same as each other, but when this value increases by decreasing to very low SNR values, MEE results diverge from MMSE results. On other hand, in the sense of non-Gaussian distributions when the KLD is insignificant, the MMSE and MEE results are very close to each other, for instance in the sense of Cauchy and Levy noise distributions: when SNR is high, this value is very small so the aforementioned criteria have the similar performance. Nevertheless, in cited non-Gaussian distributions, when SNR value decreases, the KLD increases, consequently the MSE result take some distance from the MEE result, which is a high-order and more trustful solution. Therefore, by this new interpretation, we could better comprehend why SNR values are so critical in the comparativeanalysis of MEE and MMSE. Moreover, based on this fact, it could be understood why in some non-Gaussian distributions MEE outperformance is noticeable because they have more distance from Gaussian PDF and why in some cases the outperformance is not worth noting.
We will evaluate our findings in some distributions, such as Gaussian, Cauchy, and Laplace distributions. Simulation findings in the following confirm our new interpretation. However at first, we evaluate the Kullback-Leibler for the cited PDFs.
C. KLD IN THE SENSE OF GAUSSIAN DISTRIBUTION
In order to analyze the performance of MSE and MEE in the sense of Gaussian noise distribution, we evaluate the KLD between p G e (e), which is a normal distribution with a mean of µ 1 , a variance of σ 1 p G e (e) = If we assume µ 1 = 0, so we obtain:
Considering (20), the KLD is highly dependent on the variance of the noise distribution (or the power of noise, in other words, the signal to noise values). Fig. 1 depicts this function versus SNR values. Fig. 1 shows that in the low SNR values, the distance of the MEE and MSE increases exponentially, since MMSE in the sense of Gaussian noise is optimal, so it could be concluded that in the low SNR values MSE performs better than MEE. However, in the high SNR values, as KL-divergence converges dramatically to zero, then MEE and MMSE perform the same as each other.
D. KLD BETWEEN SYMMETRIC ALPHA-STABLE DISTRIBUTIONS AND GAUSSIAN DISTRIBUTION
In order to explore the performance of the MEE criterion when the central limit theorem is invalid, and Gaussian assumptions are extinct, from a theoretical point of view, we investigate the KLD between Gaussian and stable distribution, which has the following characteristic functions:
The parameters α, β, γ and µ are real and characterize the distribution of X random variable, so an alpha-stable PDF is denoted as S(α, β, δ, µ). Where α is the characteristic exponent and controls the heaviness of the tails for the distribution. The symmetry of distribution changes by β as the skew parameter. δ defines the spread of the distribution. Finally, µ denotes first statistical moment of stable distribution [39] . For S(α, β, δ, µ) when α = 1 and β = 0 the distribution is Cauchy, and when α = 1 and β = 1 or β = −1 the distribution is Levy, and when α = 2 the PDF is the Gaussian distribution [39] . Now we consider symmetric alpha-stable (SαS) distributions where S (α, 0, δ, 0) is a popular model of stable distribution, with the following characteristic function:
The KLD between two alpha stable distributions is discussed in [40] and [41] . Equation (23) shows the divergence. α i δ i [41] . In order to realize the KLD between the alpha stable distribution and Gaussian distribution we assume α 2 = 2, consequently we have:
As the Cauchy noise distribution is a favorite impulsive noise in learning and signal processing, we rewrite equation (24) for the Cauchy noise with α 1 = 1. (25) versus δ 1 , (it is assumed δ 2 is fixed), where the minimum value of the KLD is obvious, hence, this minimum must appear in a comparison of the performance between MSE and MEE. Fig. 3 shows the Kullback-Leibler divergence values versus different spreading parameters for the SαS distribution with α = 0.5. Based on Fig. 3 , it can be stated that due to the large value of the KLD, the MSE performance is significantly distant from the MEE performance, and the MSE results come closer to the MEE performance by increasing the δ 1 value (which correspond to increasing the SNR value).
E. KLD BETWEEN LAPLACE DISTRIBUTION AND GAUSSIAN DISTRIBUTION
Another useful famous noise distribution is Laplace, with the following PDF, where b is called the scaled parameter, and µ denotes the the mean value of the distribution. 
The KLD between the Laplace and the Gaussian distribution is acquired in the following expressions: 
Combining (27) , (28) and (29) concludes the following KLD between Gaussian and Laplace distributions (as is derived in ( (30)). Also in Fig. 4 , the above-mentioned KLD against the value of b with µ = 0 and σ 2 = 1 is demonstrated. The KLD value is a semi-quadratic function of b, so from a theoretical point of view, it can be deduced that the performance of the MSE quadratically moves away from the result of MEE where the b value is increased.
IV. ILLUSTRATIVE EXAMPLES
In this section, we evaluate our theoretical statements in some simulation results, and we compare our proposed theoretical statements with the performance of MSE and MEE in a simulation framework. All of the results are the comparison of the fixed-point MSE (FP-MSE) method with the fixedpoint MEE (FP-MEE) algorithm [24] . In addition, although our information theoretic expression was about the difference between MSE and MEE, we incorporate the performance of the fixed-point MCC (FP-MCC) [42] for better comparison. Notably, all the results are the mean of the 50 Monte Carlo runs, all of them have been terminated by achieving the stop condition on these algorithms, which is |wk−wk−1| |wk−1| <10
(where w k and w k−1 are two consequent estimated weights). In this section, the experimental results are discussed for Gaussian, Cauchy, Symmetric alpha stable, and Laplace distributions, which are the most famous and practical noise distributions.
A. COMPARISON THE PERFORMANCE OF MEE, MCC, AND MSE IN GAUSSIAN ENVIRONMENTS
First, we evaluate our theoretic findings in the sense of Gaussian PDF. We understand that in low SNR values the KLD value is too high, so the MSE outperforms MEE, and in high SNR values, as the divergence is low, they act the same as each other. The Monte Carlo experiment which is shown in Fig. 5 has the same results and confirms our theoretical deduction. In Fig. 5 , it is clear that in SNR values which are larger than -2 all of methods performs the same as each other. But in the low SNR values, MSE based method has the best results. Based on the numerical results, in the Gaussian environment MEE significantly outperforms MCC based method. 
B. COMPARISON OF THE PERFORMANCE OF MEE, MCC, AND MSE IN THE SENSE OF CAUCHY DISTRIBUTION
In the following part, the theoretic findings in the sense of Cauchy distribution are presented. Considering Fig. 2 , it is expected that with the spreading factor value at about 2, the MSE and MEE performances come close to each other, and by increasing δ 1 (which is directly proportional to the SNR) the MSE performance moves away from the MEE results. Fig. 6 displays the simulation results. The minimum results, around 2 in value for the δ 1 , are more clear in Fig. 7 , which is the difference of the MSE error of both FP-MSE and FP-MEE. However, the results are simulated several times, and the curve is not smooth, but its trend corresponds approximately to our findings. Moreover, in this type of noise, the results of FP-MEE and FP-MSE are close to each other and they perform significantly better than FP-MSE. This fact is due to the nature of the Cauchy noise as a common model for impulsive noise; in detail, Cauchy distribution is more impulsive than the previously discussed distributions. In the following figure (Fig. 8) , the performance of three algorithms is depicted, versus different SNR values. Now we repeat this experiment for a symmetric alphastable distribution with α = 0.5, based on the theory ( Fig. 3) we anticipated, that by increasing the spreading factor, the performance of FP-MSE comes close to the FP-MEE performance. This phenomenon can be found in Fig. 9 , as MEE performance is uprising versus increasing the spreading factor, and simultaneously it approaches the FP-MSE performance, which is approximately in a constant range. Again for the SαS distribution, FP-MSE has very bad results in comparison to the information theoretic algorithms.
C. COMPARISON THE PERFORMANCE OF MEE, MCC, AND MSE IN THE SENSE OF LAPLACE DISTRIBUTION
In this part, the previous findings in the sense of Laplace distribution are considered. Fig. 10 shows the performance of the FP-MSE, FP-MEE and FP-MCC methods versus a variety of the b parameter. The better performance of the information theoretic methods is clear. Also, FP-MSE performance decayed faster by increasing scaled parameter. Fig. 11 illustrates the difference of the FP-MEE and FP-MSE results, which, as with our previous findings have semi-quadratic forms, same as the KLD action in Fig. 4 . 
V. CONCLUSION
This research has investigated a new and better understanding of minimum error entropy performance in comparison with the mean square error criterion. In the literature, as a general position, it was stated that MEE outperforms MSE in non-Gaussian environments, but this conclusion was a poor deduction because several non-Gaussian conditions could be found where they act the same as each other. From another perspective, it was seen that the outperformance of the MEE method in the heavy-tailed and multi-modal distribution is more obvious. These observations encouraged us to a more accurate investigation. According to our important findings, the main parameter in the outperformance of MEE based learning methods in comparison with MSE based methods, is the amount of the Kullback-Leibler divergence between Gaussian and actual error distribution. Therefore, to better understand MEE performance, estimating the KLD between Gaussian and non-Gaussian distribution is unavoidable. In addition, this information theoretic interpretation leads us to the intuitive fact that, however far a non-Gaussian distribution is from the Gaussian PDF, so applying MSE in this environment is inferior.
We calculated the KLD between Gaussian and several advantageous non-Gaussian distributions, then, based on the theoretic findings, we deducted the difference in MEE and MSE performance. Next, we evaluated these theoretic assumptions in several Monte Carlo experiments all of which proved our outcomes. For example, corresponding to the high value of the KLD in the sense of Laplace distribution and its uprising action versus b, we conclude that by increasing the scaled parameter, MSE performance moves away from MEE performance meaningfully, where simulation results confirm this deduction.
Based on the different performance of MCC and MEE in the simulation results, further research should be done to investigate the MCC and MEE information theoretic relationship. This relationship can illustrate better understanding of this MCC performance.
