The modeling of gene networks from transcriptional expression data is an important tool in biomedical research to reveal signaling pathways and to identify treatment targets. Current gene network modeling is primarily based on the use of Gaussian graphical models applied to continuous data, which give a closedform marginal likelihood. In this paper, we extend network modeling to discrete data, specifically data from serial analysis of gene expression, and RNA-sequencing experiments, both of which generate counts of mRNA transcripts in cell samples. We propose a generalized linear model to fit the discrete gene expression data and assume that the log ratios of the mean expression levels follow a Gaussian distribution. We restrict the gene network structures to decomposable graphs and derive the graphs by selecting the covariance matrix of the Gaussian distribution with the hyper-inverse Wishart priors. Furthermore, we incorporate prior network models based on gene ontology information, which avails existing biological information on the genes of interest. We conduct simulation studies to examine the performance of our discrete graphical model and apply the method to two real datasets for gene network inference.
INTRODUCTION
A gene network is a collection of genes that influence the expression levels of each other indirectly through their RNA or protein products. Gene network inference is a task critical for revealing signaling pathways, understanding disease mechanisms, and identifying treatment targets. With development of genomewide technologies such as microarray, serial analysis of gene expression (SAGE), and RNA sequencing (RNA-Seq), high-dimensional gene expression data become available for mapping the interactions between thousands of genes simultaneously. Current statistical modeling of gene networks is primarily based on continuous expression profiles obtained from microarrays using a Gaussian graphical model, which has many well-established properties.
In this paper, we propose an algorithm for modeling gene networks on discrete gene expression profiles. We specifically focus on data from two sequencing methods, SAGE (Velculescu and others, 1995) , and RNA-Seq (Cloonan and others, 2009) , both of which generate count data. Similar to microarray, SAGE and RNA-Seq produce gene expression profiles by measuring the levels of mRNA transcripts in a cell sample. However, unlike the hybridization-based microarray, these sequencing approaches allow precise quantitative measurements of gene expression levels and avoid potential errors from cross-hybridization.
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They also provide gene expression profiles with a higher level of genome coverage than microarray, which relies on the knowledge of existing genomic sequence. Especially, RNA-Seq has attracted a lot of attentions recently, as it has no upper limit for quantification, and consequently has a large dynamic range of expression levels that can be detected. Due to these unique features, network modeling of discrete data from the sequencing experiments is meaningful in biological and biomedical studies.
There have been many approaches to network modeling with Gaussian graphical models. In a Bayesian setting, Gaussian graphical models are based on hierarchical specifications for the covariance matrix (or precision matrix) using global conjugate priors on the space of positive-definite matrices, such as the inverse Wishart (IW) prior or its equivalents. Dawid and Lauritzen (1993) introduced an equivalent form as the hyper-IW (HIW) distribution. This construction enjoys many advantages, such as computational efficiency, due to its conjugate formulation and exact calculation of marginal likelihoods (Scott and Carvalho, 2008) . Giudici (1996) used a prior for the covariance matrix that is a mixture of HIW priors with fixed parameters over decomposable graphs and calculated the posterior probability of each graph. Armstrong and others (2009) extended this method by proposing a prior that assigns equal probabilities over graph sizes and utilized a conditional Markov chain Monte Carlo (MCMC) sampler. These methods have been extended for non-decomposable graphs using reversible-jump algorithms (Giudici and Green, 1999; Brooks and others, 2003) . Moreover, the G-Wishart prior distribution has been proposed as a generalization of HIW priors that is suitable for non-decomposable graphs (Roverato, 2002; Atay-Kayis and Massam, 2005) . Gaussian graphical models have been widely used to infer the regulatory relationship among genes for continuous gene expression data at the transcriptional level (Wu and Subramanian, 2003; Dobra and others, 2004; among others) .
In this paper, we develop Bayesian graphical models for discrete gene expression data. We assume that the observed counts of mRNA transcripts are from a Poisson or a negative-binomial (NB) distribution, with the mean rates to be the true transcriptional levels. The log ratios of the true transcription levels (mean counts) are considered to follow a multivariate Gaussian distribution. That is, the expression levels of genes are regulated by each other through a Gaussian graphical model underlying the log ratios of the means. We utilize the conjugate HIW priors to sample the covariance matrices and an MCMC-based algorithm to identify graphical models. Furthermore, we propose a prior for the graphical models based on gene ontology (GO) information, which utilizes prior information on the genes of interest obtained in biological research as well as inducing sparsity in the graphical models as is assumed in gene regulatory networks. It should be clear that no attempt has been made in this paper to extend the Gaussian graphical model directly to non-Gaussian multivariate distributions like the multivariate Poisson or the multivariate NB in a graphical model framework. Recently, Allen and Liu (2012) developed a Poisson graphical lasso algorithm to directly model the sequencing data.
We obtain the GO information from the GO consortium, which provides a controlled vocabulary of terms describing gene product characteristics in the aspects of cellular component, molecular function, and biological process (Ashburner and others, 2000) . For each field, GO terms are organized in a hierarchical directed acyclic graph structure, reflecting the associations between ontology terms. Two genes sharing same or closely related GO terms in biological process may have similar cellular functions. Based on this idea, methods have been developed to measure the semantic similarity between GO terms and gene products (Resnik, 1999; Wang and others, 2007) . These gene similarity measures based on associated GO terms have been used in gene clustering and gene function prediction (Kustra and Zagdanski, 2006) .
In our method, we apply the GO-derived semantic similarity measurements to gene network inference. We measure the functional semantic similarity of each pair of genes based on the relatedness of their associated GO terms. The semantic similarity score is then taken as the hyperparameter for a Bernoulli-Beta prior on the edge between the two genes. This GO-based prior on gene networks incorporates biological information of the genes into gene network modeling as well as bringing scientifically interpretable sparsity in the inferred graphical models.
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The remainder of the paper is organized as follows. In Section 2, we introduce the proposed Bayesian discrete graphical models. Simulation studies and analysis of two real count datasets are reported in Sections 3 and 4, respectively. Finally, a short summary is included in Section 5.
PROBABILITY MODEL
Hierarchical likelihood
Let X denote an n × p matrix of discrete gene expression profiles, with X i j to be the observed mRNA count of gene j ( j = 1, . . . , p) for the ith (i = 1, . . . , n) individual. We model the observed counts with two different distributions, Poisson and NB distributions.
2.1.1 Poisson-based model. Since a sequencing experiment as in SAGE or RNA-Seq counts the transcripts of a gene given a large total number of RNA transcripts in a cell sample, we assume that each count, X i j , follows a Poisson distribution with mean λ i j . We consider λ i j , the expected count of the transcripts, as the true transcriptional expression amount of gene j in the ith cell sample. We assume that the log ratios of the means λ i = (λ i1 , . . . , λ i p ) for i = 1, . . . , n follow a multivariate normal distribution N p (μ, ). The likelihood is specified as follows:
(2.1) 2.1.2 NB-based model. By modeling the count data with Poisson distributions, we assume that the mean and variance of the counts are the same for each gene. However, as shown in Robinson and Smyth (2008) , the observed variation could be significantly greater than the mean when positive correlations exist between libraries. An alternative model is the NB distribution, which is more appropriate quantifying the count data in the presence of overdispersion.
In a second likelihood model, we assume that the observed count, X i j , follows an NB distribution with mean λ i j and a dispersion parameter ψ > 0 with the probability mass function
The mean and variance are E(X i j ) = λ i j and var(X i j ) = λ i j + λ 2 i j /ψ, respectively. When ψ goes to infinite, the NB model reduces to a Poisson distribution. Note that the genes are assumed to have a common dispersion parameter ψ in the model. With the limited size in the available datasets, a gene-specific ψ cannot be accurately estimated based on our simulations. In addition, there is no clear evidence for a different dispersion for each gene.
Similar to the Poisson model, we assume that the log ratios of the means λ i = (λ i1 , . . . , λ i p ) , for i = 1, . . . , n, follow a multivariate normal distribution N p (μ, ) . The likelihood for the NB model is thus specified as follows:
2)
The likelihood models in (2.1) and (2.2) are special cases of popular generalized linear-mixed models (Zeger and Karim, 1991; Breslow and Clayton, 1993) . In this framework, we assume a graphical model Inferring gene networks from discrete expression data 711 through to account the association structure between the underlying log ratios of the mean transcriptional amounts in a cell sample. Our focus is to infer the graphical model underlying the log mean rates by selecting the covariance matrix .
Bayesian Gaussian graphical models
In a Bayesian framework, Gaussian graphical modeling is based on hierarchical prior specifications for the covariance matrix at the two levels: a prior distribution for under each graph and a prior distribution over different graphs. Before giving the details about the hierarchical priors, we first describe the notation on Gaussian graphical models.
An undirected graph is a pair of G = (V, E) with a vertex set V = {1, . . . , p} and an edge set E ⊆ V × V . Nodes i and j are conditionally independent if (Lauritzen, 1996) . In this paper, we consider decomposable graphs. For a covariance matrix , let = −1 be the inverse covariance matrix. Nodes i and j are conditionally independent, given other nodes, if and only if i j = 0. Thus, the undirected graph G is given by the configuration of non-zero off-diagonal elements of :
Let M(G) be the set of all symmetric positive-definite matrices satisfying E = {(i, j) : i j = 0}. Given a decomposable graph G, Dawid and Lauritzen (1993) introduced the HIW distribution for a covariance matrix ∈ M(G) with parameters (δ, ), denoted by ∼ HIW (G, δ, ) . The probability density function (PDF) is given by
, where δ ∈ R + is the degree-of-freedom, ∈ M(G) is a symmetric positive-definite scale matrix, and C k and S k are the cliques and separators of the graph G, respectively. The term p(
The HIW distribution is a conjugate prior distribution for the covariance matrix ∈ M(G). Specifically, if p-dimensional random variables X i follow an independent and identical Gaussian distribution N p (0, ), for i = 1, . . . , n, and ∼ HIW (G, δ, ) , the posterior of is |X, G ∼ HIW(G, δ + n, + X X). The closed form of the posterior distribution for plays a key part in posterior inference based on an MCMC algorithm.
Prior specification
The Poisson likelihood model in (2.1) has the set of parameters (μ, ). To complete the hierarchical model, we assign the hierarchical priors for the parameters as follows:
L. ZHANG AND B. K. MALLICK where δ, r , and c are fixed, positive hyperparameters, and I is a p × p identity matrix. Equations (2.3) and (2.4) specify the prior for the mean and covariance matrix, respectively. We assume an improper constant prior for μ, as our focus is on the structures of −1 . The prior for is HIW(G, δ, ) as described in Section 2.2. We restrict the graph G of to be decomposable so that the prior for is a mixture of HIW distributions over all decomposable graphs. We consider δ = 3 as reflecting the lack of prior information on . Without prior knowledge on the scale matrix parameter , we specify a default matrix r I for , where r is assumed to follow a uniform hyperprior on the interval (0, c) as in (2.5) for some large value of c. This specification assumes a priori independence of the mean rates and shrinks the covariance toward zeros as desired for sparse graph inference. Another choice as mentioned in Giudici and Green (1999) is to assign a conjugate second-stage prior on allowing for less constraint. However, this choice complicates the model with no significant gains in inference based on our simulations.
Note that given the priors for μ and as specified above, we can integrate out μ and and obtain a marginalized prior on θ = log(λ) given the graph G as
,
is the multivariate gamma function. The marginalized prior leads to a collapsed Gibbs algorithm in sampling G, which substantially accelerates the graphical model search task and is valued when the graph G is our focus in the inference.
We induce the prior π(G) in (2.6) by assigning an independent prior probability of an edge, p(e i j ), to each pair of nodes (i, j), so that π(G) = (i, j)∈E p(e i j = 1) · (i, j)/ ∈E p(e i j = 0). A choice of p(e i j ) could be the Bernoulli-Beta hierarchical prior. Scott and Berger (2010) showed that when the hyperparameters of the Beta distribution is (1, 1), the marginalized prior probability of a graph G containing k edges out of
. Hence, such choice of prior encourages sparsity in the inferred graphical models. In the context of gene expression network modeling as in this paper, we borrow biological information on relatedness between genes and derive a prior π(G) from the ontology terms associated with the genes of interest as shall be described in Section 2.4.
For the NB likelihood model in (2.2), we have the set of parameters (ψ, μ, ). The prior specification for (μ, ) is the same as in (2.3)-(2.6). In a frequentist framework, methods have been proposed to estimate the dispersion parameter ψ based on different likelihood models (Nelder, 2000; Smyth, 2003; Robinson and Smyth, 2008) . In our Bayesian modeling, we assign a Gamma prior distribution to the dispersion parameter as in Geedipally and others (2012) , and sample ψ using a Gibbs algorithm together with other parameters.
GO-based prior for G
As mentioned above, GO terms describe gene product characteristics in a controlled vocabulary. Two genes with same or closely related ontology terms in biological process are thought to be potentially associated in signaling pathway or expression regulation. We use the functional semantic similarity as a measure of the relatedness of two genes in terms of their associated biological process terms and derive the priors p(e i j ) based on the measurements.
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The semantic similarity measures the similarity of two GO terms by evaluating how much information the two terms share. Here we use Wang's measure (Wang and others, 2007) , which is based on the relative locations of the terms in the GO graph and their semantic relations with the ascendant terms that subsume the two terms. For a GO term A, let T A denote the set of all its ancestor terms including term A itself, and S A (t) be defined as the contribution of a term t ∈ T A to the semantics of A based on the relative locations of t and A in the GO graph. The semantic similarity score between two GO terms (A, B) is defined as follows:
which is within (0, 1). Usually one gene is annotated by many GO terms. The functional similarity between two genes G 1 and G 2 , Sim(G 1 , G 2 ), is then calculated by averaging the semantic similarity scores for all pairs of their associated terms. The functional similarity score between any two genes (G i , G j ) is within (0, 1), where a value close to 0 indicates the two genes unlikely to be related and a value near 1 indicates close relatedness of the two genes in cellular functioning. We then derive the prior for the graph G by assigning an independent Bernoulli-Beta hierarchical prior on each edge with the GO similarity scores to be the hyperparameters:
(2.7)
The prior uses the discoveries in biology studies a priori for network inference as well as allowing for tunableness to uncertainties in the GO information. As a high similarity score between two genes reflects their potential relatedness in gene regulation, the specified prior favors the graph model that includes edges between semantically similar genes. Such derivation of GO-based priors is rooted in the biological characteristics of gene regulation. Regulation of gene expression usually occurs between two genes involved in the same metabolic or signaling pathways, whereas genes with unrelated functions are unlikely to directly related. As most genes are remotely related in functions, the GO-based priors induce sparsity in graph inference. In addition, the resulting graphs are easy to interpret from biological point of view.
SIMULATION STUDY
In this section, we investigate the performance of the proposed approach using simulated count data with or without overdispersion. We first considered the situation when there is no overdispersion in data, and generated the data matrix X from Poisson models as follows:
where λ i = (λ i1 , . . . , λ i p ) . For the covariance matrix , we considered three scenarios that portray different complexity levels of the networks:
• Model 1: We assumed that is the covariance matrix of a Gaussian AR(1) process with the element σ i j = 0.7 |i− j| . The specification of corresponds to a band-diagonal precision matrix = −1 of bandwidth 1, where only 4% of the off-diagonal elements are zero.
• Model 2: We assumed that is the covariance matrix of a Gaussian AR(4) process with the element of = −1 to be
Model 1, n=50, p=25
False Positive rate True Positive rate 3} + 0.3I {|i − j| = 4}. The precision matrix is a band-diagonal matrix of bandwidth 4, where 30% of the off-diagonal elements are zero.
• Model 3: The true decomposable graph G was specified such that about 15% of the off-diagonal elements in the corresponding precision matrix were set to be zero. The true was then generated from the HIW distribution HIW(G, 3, ) conditional on the graph G, where was an arbitrary positive-definite matrix.
The configurations of the non-zero off-diagonal elements in the precision matrices as specified in models 1, 2, and 3 are shown in Figure 1(a) . For each model, datasets were generated of p = 25 and varying sample sizes n = 25, 50, and 100. We examined the performance of the Poisson graphical model in network inference by comparing it with a Gaussian graphical model that is applied to log-transformed data. The likelihood of the Gaussian graphical model on log-transformed data is
with (μ, ) modeled the same as in (2.3)-(2.6). For the graph priors π(G) for the two graphical models, since no GO information is available for simulated data, independent Bernoulli-Beta(0.5, 0.5) priors were assigned to the edges in a graph reflecting no bias in including or excluding the edges a priori. For each method, the network structures were estimated based on 10 4 MCMC iterations after the first 5000 as burn-in, and were selected by a false discovery rate (FDR)-based model selection algorithm (Drton and Perlman, 2007; Bonato and others, 2010 ; among others) with an FDR of α = 0.20 (see Appendix B of supplementary material available at Biostatistics online). Running times for 1000 sampling iterations were about 1.8, 2, and 2.4 min for n = 25, 50, and 100, respectively.
To evaluate the performance of the methods, we calculate the true-positive rates (TPRs) and the falsepositive rates (FPRs) defined as
where TP, FP, TN, and FN denote the number of true-positive, false-positive, true-negative, and falsenegative edges, respectively. Figure 1(b) shows the plots of TPRs versus FPRs for the Poisson and Gaussian graph models as we vary the decision threshold on the posterior probabilities of edge inclusion, which are called the receiver-operating characteristic (ROC) curves, based on one simulation result under each of the three settings and n = 50. The figure shows that the ROC curves of the Poisson graphical models are closer to the upper left corner than those of the Gaussian graph models for the three simulation settings, indicating a better performance of our method in estimating the discrete graphs. Table 1 summarizes the means of FP and FN percentages over 20 replications. In accordance with the ROC curves, the Poisson graphical models have significantly lower FNRs than the Gaussian graph models, suggesting a higher sensitivity of our method to the edges in a graph. As the sample size increases, both the FPRs and FNRs decrease obviously in our discrete graph models compared with those in the Gaussian graphical models. When the sample size increases to 100, our method estimates the discrete models optimally, especially for the sparse model, model 1, which has FPRs of <10% on average and FNRs of 0%.
In addition, to examine the potential influence of GO-based priors on network inference, we generated artificial similarity scores, Sim(i, j), for all pairs of nodes, used the artificial scores as the parameters for the Bernoulli-Beta edge priors as in ( 2.7) scores were generated from mixed normal distributions as follows: If an edge is present in the true model,
. By the above mixture distributions, we assume that part of the genes obtain prior information favoring their true relationships from their enriched GO terms with different levels of uncertainty, while others lack of GO information that are received from biological studies and hence their similarity scores are from normal distributions centered at 0.5.
The means of FP and FN percentages over 20 replications are also included in Table 1 . Compared with the results of the Poisson model with Bernoulli-Beta(0.5, 0.5) priors on the edges, we can see that the artificial similarity score-based priors lead to much lower FPRs and FNRs in mean and smaller variances in inference as well, especially for small sample sizes. The results indicate that some extent of prior information could significantly increase the precision and accuracy in network estimation for data of small size.
In a second simulation, we considered the situation when overdispersion exists in data, and generated the data matrix X from NB models:
with the dispersion parameter ψ set to be 1 and 5, respectively. The covariance matrix was generated from models 1 and 2 as described above. For each model, datasets were generated of p = 100 and three sample sizes n = 100, 200, and 400. We estimated the networks with the NB graphical model, the Poisson graphical model, and the Gaussian graphical model on log-transformed data based on 10 4 MCMC iterations after the first 5000 as burn-in. Running times of the NB and Poisson graphical model for 1000 iterations were about 16.8, 22, and 32 min for n = 100, 200, and 400, respectively. Table 2 summarizes the means of FP and FN percentages over 20 replications, with edges selected based on an FDR of α = 0.20.
We note that the Gaussian graphical model has both higher FPRs and FNRs than the other two models. Compared with the Poisson graphical model, the NB graphical model has lower FPRs at the price of slightly higher FNRs. We also note that when the dispersion parameter is relatively large (ψ = 5), the Poisson graphical model performs similarly to the NB graphical model. The results reflect that, for data with large dispersion, the Poisson-based model approximates the NB graphical model and could be used to estimate the network underlying the mean rates.
APPLICATION TO DISCRETE GENE EXPRESSION DATA
We now illustrate the practical utility of the proposed Poisson and NB graphical model for network inference with two count datasets: a SAGE dataset from human breast cancer cells and an RNA-Seq dataset from mouse embryonic stem (ES) cells. The functional similarity scores for edge priors were calculated for each pair of genes using the Bioconductor package GOSemSim (Yu and others, 2010) based on their associated biological process GO terms. Model selection was based on 10 4 MCMC iterations after the first 5000 as burn-in and an FDR of α = 0.20.
SAGE data
The SAGE data are composed of 50 SAGE libraries obtained from carcinoma breast cells, which are publicly available at the Human SAGE Genie website (http://cgap.nci.nih.gov/SAGE). The data were normalized so that the total numbers of tags are 2 × 10 4 in each library. Considering the performance of the method with varying sample size/dimension ratios shown in the simulations, we choose 25 genes for analysis that are differentially expressed in breast cancer cells by comparison of SAGE files by statistical tests (Allinen and others, 2004; Porter and others, 2001) .
The figure showing the intensities of the calculated functional similarity scores between all pairs of genes is included in supplementary material available at Biostatistics online. The resulting gene networks using the Poisson graphical model, and the NB graphical model are displayed in Figures 2(a) and (b) , respectively. Note that the inferred networks give the associations with respect to the mean rates of the counts, not the observed gene expression levels.
We note that the Poisson graphical model identifies more associations than the NB graphical model, and the features detected by the NB graphical model are mostly also present in the Poisson-based inferred graph, especially the important roles of genes NFKB1/2 and FOS in the regulatory networks. The contrast of the graphs agrees with the simulation studies where the NB graphical model has lower FPRs and higher FNRs.
RNA-Seq data
We now consider an RNA-Seq dataset obtained from gene expression profiles of 48 ES cell samples in mouse (Islam and others, 2011) . We focus on 50 genes that are differentially expressed among the samples. The GO-induced functional similarity scores between the genes are displayed in a color map in supplementary material available at Biostatistics online. Figures 3(a) and (b) show the resulting gene networks using the Poisson graphical model and the NB graphical model, respectively.
While the Poisson graphical model identifies 305 edges in the inferred graph, the NB graphical model identifies 296 edges, among which 219 are shared by the two models. We note that the genes lying in the outside in Figure 3(a) , which have few associations with others, are also predominantly conditional independent of other genes in Figure 3(b) . The genes at the center in Figure 3 (a) are also densely connected to others in the graph in Figure 3(b) .
DISCUSSION
In this paper, we extend the Bayesian graphical model to count data from SAGE and RNA-Seq experiments with the counts modeled by Poisson or NB distributions and the log ratios of the mean rates following a Gaussian graphical model. The MatLab codes for generating the posterior samples for the two graphical models are available at http://www.stat.tamu.edu/∼lzhang. Simulations show that our discrete graphical models estimate the networks with lower FNRs and FPRs than the Gaussian graphical models on logtransformed data. For count data with overdispersion, the Poisson graphical model can estimate the network comparably with the NB graphical model when the dispersion parameter is large. We apply this algorithm to a SAGE and RNA-Seq dataset and show that the derived gene network models share many common features using the Poisson and NB graphical model.
In this paper, we consider only decomposable graphs in view of computational efficiency. Extension to non-decomposable graphs can be possible by using the G-Wishart prior distribution which has been proposed as the generalization of HIW priors (Roverato, 2002; Atay-Kayis and Massam, 2005) . Simulations show that running times of the discrete decomposable graphical models increase quadratically as dimension increases since the method needs to sample the latent mean rates for each variable. Consideration of non-decomposable graphs would even increase this computational burden, which is currently infeasible especially for high-dimensional data. However, with advances in computational resources and exploration of clever sampling algorithms for non-decomposable graphs (Jones and others, 2005; Lenkoski and Dobra, 2011) , this proposed method for discrete models could be generalized for nondecomposable graphs in the future.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
