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We consider a matrix model composed of three parts: the dimensionally reduced
Yang-Mills terms, d = 1 Chern-Simons term and terms for a bosonic vector field as
introduced by Polychronakos recently. The coefficient, κ of the Chern-Simons term
is integer, and hence the level structure. We show at the bottom of the Yang-Mills
potential, the low energy limit, only the linear motion is allowed for D0 particles.
Namely all the particles align themselves on a single straight line subject to κ2/r2
repulsive potential from each other. We argue the relevant brane configuration to be
D0-branes in a D4 after κ of D8’s pass the system. The repulsive potential is identified
as an electric potential in D4 theories due to the charge acquirement of D0 particles
from the κ of fundamental string ends generated by the Hanany-Witten effect.
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1 Introduction to a Matrix Model of Level Structure
An interesting phenomenon for D0 particles near a D8-brane is that, every time the D0
particle crosses the D8-brane, a fundamental string is created connecting those two D-
branes [1]. This is in fact U-dual to the Hanany-Witten eect [2]. For κ of D8-branes there
appear κ number of fundamental strings and this induces a d = 1 Chern-Simons term of
level κ in the D0-brane action
κ trA0 . (1.1)
For N D0 particles A0 is N  N matrix valued. This Chern-Simons term can be also re-
garded as a chemical potential for string ends [3].
However adding this term alone in the standard matrix action or the dimensionally
reduced Yang-Mills action causes a problem. In general, at quantum level, the Gauss
constraint generates unitary transformations, U = eiΛ, y =  on all the arguments in the
wavefunction [4]
jΨ0i = eiκtrΛjΨi . (1.2)
Choosing the particular choice,  = diag(2pi, 0, 0,    , 0) gives the identity matrix,
U = 1NN and the Gauss constraint on wavefunctions successfully works only for integer,
κ, leading the level quantization as in noncommutative Chern-Simons theories [5]. This is
also consistent with our interpretation of κ as the number of D8-branes. Now the problem
is as follows. As all the arguments are matrices meaning they are in the adjoint represen-
tation, the overall U(1) transformation will leave the wavefunction invariant, and this is
clearly inconsistent with the Gauss constraint for non-zero κ. In fact, any SU(N) singlet
wavefunction would be automatically U(N) singlet too [6].
Curing the problem above requires the presence of arguments in other representation.
In this paper, we consider a bosonic complex vector, ψ in the fundamental representation
as introduced by Polychronakos in the context of quantum Hall physics via a nite matrix
Chern-Simons theory [7]. Therefore the action we consider contains the dimensionally















[XI , XJ ]2 + κA0 + iDtψψ
y − V (ψψy)
)
, (1.3)
where 1  I, J  D are space indices, R is the compactication radius and lp is the Planck
length. The kinetic term for ψ is nonrelativistic in the sense that it is linear in time deriva-
tive as in the Jackiw-Pi model for the nonrelativistic Chern-Simons vortices [10]. This suits
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our analysis on the low energy dynamics carried out in the next section.
To realize the relevant brane conguration, one needs a D4-brane, as the light D0-D4
string has both fermionic and bosonic modes while the D0-D8 string is fermionic only [6, 8].
The argument is due to Susskind and Hellerman [9, 3]. Consider D0-branes in a D4-brane
and let D8-branes move far away after passing the D0-D4 system. The D0-D8 fundamental
strings arising from the Hanany-Witten eect jump one ends from D8’s to the D4 forming
D0-D4 strings, and this allows bosonic modes for the strings. We may then regard ψ as the
eective nonrelativistic bosonic degrees. In this picture we put D = 4.




X + i[A0, X] , Dtψ =
d
dt
ψ + iA0ψ , (1.4)
and the U(N) gauge symmetry is given by
X ! UXU−1 , ψ ! Uψ , A0 ! UA0U−1 + i ddtUU−1 . (1.5)












[XI , XJ ]2 + V (ψψy)
)
. (1.6)




[[XI , XJ ], XJ ] , iDtψ = V
0(ψyψ)ψ , (1.7)
and the Gauss constraint is
−i[XI , P I ] + ψψy = κ 1NN . (1.8)
Note that without ψ the Gauss constraint would be problematic at classical level too, since
taking trace of it would require κ = 0. In fact this is the original reason ψ was introduced
in [7]. Quantum mechanically it follows that the general wavefunction satisfying the Gauss
constraint is of the form (see e.g. [11])
jΨi = S (tr[gm(c)])
κ∏
l=1
i1iN (ψyfl1(c))i1    (ψyflN (c))iN j0i , (1.9)





XI − iRP I) and
S (tr[gm(c)]) is the U(N) singlet part.
2
In the next section we solve the equations of motion and the Gauss constraint classically
at the bottom of the Yang-Mills potential. Physically this corresponds to the low energy
limit, lp ! 0, where D0 particles acquire well dened positions since all the XI ’s are
simultaneously diagonalizable. We show only the linear motion is allowed for D0 particles.
Namely all the particles align themselves on a single straight line subject to Rκ2/r2 repulsive
potential from each other.
2 Solving the Low Energy Dynamics
At the bottom of the Yang-Mills potential, [XI , XJ ] = 0, all the XI ’s are simultaneously
diagonalizable and we do so using the gauge symmetry, XI = diag(xI1, x
I
2,    , xIN ). Fur-
thermore remaining U(1)N symmetry enables us to set the vector be real, ψ = ψ. Now
the (a, b) component of the Gauss constraint is of the form
− 1
R
(xa − xb)2A0ab + ψaψb = κ δab , (2.1)
which determines ψ and the o-diagonal component of A0
ψa =
p
κ , A0ab =
κR
(xa − xb)2 for a 6= b . (2.2)








(xa − xb)2 − V
0(κ) . (2.3)
We note that ψ freezes becoming non-dynamical and A0 is real and symmetric.



















which is written as a sum of symmetric part and anti-symmetric part. Thus each should
vanish separately. Using d
dt









xJa − ddtxJb ) = 0 , (2.5)
which says ~xa − ~xb is parallel to ddt~xa − ddt~xb. In particular this implies from
0 = ( d
dt
~xa − ddt~xb) + ( ddt~xb − ddt~xc) + ( ddt~xc − ddt~xa) (2.6)
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that ~xa, ~xb, , ~xc are on a single plane or all the D0 particles move on a plane. This will be
further restricted to a linear motion shortly.
The o-diagonal component of the symmetric part gives with a 6= b
(~xa − ~xb)A0ab(A0aa − A0bb) =
∑
c 6=a,b
((~xa − ~xc) + (~xb − ~xc))A0acA0bc . (2.7)
To see the geometric meaning of this equation we consider two "boundary points" ~xa, ~xb
and the "boundary" straight line passing these two points in the sense that all other points
exit either on the line or in one side of two half planes the straight line divides. Now it is
easy to see from the equation that all the points must lie on the straight line.
We set with a nine dimensional unit vector, n^
~xa = ~xCM + yan^ ,
∑
a
ya = 0 . (2.8)







(ya − yb)3 . (2.9)
The center of mass moves with a constant velocity and the unit vector is xed. The eective
Lagrangian for this linear motion is given by Rκ2/r2 repulsive potential













(ya − yb)2 . (2.10)
In particular, for two particle system, N = 2, we get the general solution in a closed
form
~x1 = ~xCM + n^
√
(vt)2 + (Rκ/2v)2 , ~x2 = 2~xCM − ~x1 , (2.11)
where v is an arbitrary constant corresponding to the eternal velocity.
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3 Discussion
We have shown that at the bottom of the Yang-Mills potential only the linear motion is
allowed for D0 particles subject to Rκ2/r2 repulsive potential from each other. The bottom
of the potential is a region where the theory is well described by the classical analysis,
since it corresponds to the the low energy limit, lp ! 0 and all the D0 particles acquire
well dened positions. Our results tell us that at low energy D0 particles tend to align
themselves on a straight line and due to the repulsive potential they move far from each
other. This implies they can not form a bound state except N = 1 case, a single D0 particle.
As a relevant brane conguration we have proposed a D0-D4-D8 system which was
originally conceived by Susskind in the context of stringy quantum Hall system. Namely
D0-branes in a D4 after κ of D8’s pass them. Our results agree with this picture in several
aspects. (i) Classically ψa =
p
κ result shows the number of strings attached to each D0
particle is κ, as the number operator for ψa is ψ
y
aψa. At quantum level we also note the





brane conguration breaks all the supersymmetries leading to a non-BPS conguration.
This is also consistent with the presence of the repulsive potential. One subtle case to note
is for the system with a single D0 particle, as it can be stable though it is not BPS. (iii) The
κ and r dependence in the repulsive potential is consistent with the brane conguration:
The electric charge of D0 particles acquired from the κ of string ends is of κ unit, and hence
κ2 coecient; The electric eld is conned in D4, the four-dimensional space, and hence
r−2 behaviour.
Finally we comment, apart from the stringy interpretation, that imposing the periodic
boundary condition our model in D = 1 case reduces to the Sutherland model, a model on
a circle with 1/r2 potential [12].
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