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Abstract
This study investigated an approach for incorporating statistics with fuzzy sets in the
ﬂow-shop sequencing problem. This work is based on the assumption that the precise
value for the processing time of each job is unknown, but that some sample data are
available. A combination of statistics and fuzzy sets provides a powerful tool for
modeling and solving this problem. Our work intends to extend the crisp ﬂow-shop
sequencing problem into a generalized fuzzy model that would be useful in practical
situations. In this study, we constructed a fuzzy ﬂow-shop sequencing model based on
statistical data, which uses level ð1 a; 1 bÞ interval-valued fuzzy numbers to repre-
sent the unknown job processing time. Our study shows that this fuzzy ﬂow-shop model
is an extension of the crisp ﬂow-shop problem and the results obtained from the fuzzy
ﬂow-shop model provides the same job sequence as that of the crisp problem.  2001
Elsevier Science Inc. All rights reserved.
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1. Introduction
The objective of a ﬂow-shop sequencing problem is to ﬁnd the sequence of
jobs that minimizes the maximum ﬂow time. Johnson published the ﬁrst paper
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on the ﬂow-shop problem in 1954. This problem has held the attention of many
researchers and has been extensively studied in the literature [1,3]. A survey
paper about the ﬂow-shop problem was presented by Dudek et al. [5]. A book
has recently been published on this problem by Morton and Pentico [16].
The ﬂow-shop problem has been proven to be NP-hard [6], which prompted
the development of many heuristics to provide a valuable and quick solution
[4,9,10,17–19]. Most of the methods proposed in the literature assume that all
of the time parameters and relevant data are already exactly known. However,
in the practical sense, this assumption is unrealistic since there are many va-
guely formulated relationships between jobs and many imprecisely quantiﬁed
job processing time values in a real world description of the ﬂow-shop problem.
Therefore, it is much easier for a decision-maker (DM) to specify a value range
than to give an exact value for the processing time of each job. Accordingly,
two major types of imprecision in the ﬂow-shop problem, suitable for man-
agement with fuzzy sets, are (1) fuzzy processing time, and (2) fuzzy due date
[14]. Several fuzzy ﬂow-shop models with heuristics have been proposed in the
literature over the past few years. Ishii et al. [12] introduced the concept of
fuzzy due dates to scheduling problems. In their fuzzy scheduling problems, the
trapezoid membership function of a fuzzy due date assigned to each job rep-
resents the grade of satisfaction of a DM for the completion time of that job.
Ishibuchi et al. [11] examined two fuzzy ﬂow-shop problems with fuzzy due
dates. One fuzzy ﬂow-shop problem involves maximizing the minimum satis-
faction grade for given jobs. The second problem involves maximizing the total
satisfaction grade. Genetic algorithms and neighborhood search algorithms are
used to solve these fuzzy ﬂow-shop problems. McCahon and Lee [15] consid-
ered a fuzzy ﬂow-shop problem with fuzzy processing time. In their work, the
Campbell et al. algorithm was modiﬁed to accept trapezoidal fuzzy processing
time [2].
In our study, however, we are not going to propose a new heuristic for
solving fuzzy ﬂow-shop problems with imprecise data. Instead, we are inter-
ested in studying how to manage an unknown problem that could occur in
practical situations. The unknown problem is that the precise value for the
processing time for each job is not known at all. In this case only some sample
data are available. In this paper, we propose an approach to incorporate sta-
tistics with fuzzy sets for solving this problem. This is quite diﬀerent from the
previous methods in the literature dealing with imprecise data problems. We
constructed a fuzzy ﬂow-shop sequencing model based on statistical data. This
model uses level ð1 a; 1 bÞ interval-valued fuzzy numbers to represent the
unknown job processing time. After using a signed distance ranking method to
defuzzify the fuzzy model, we obtained Theorem 1 and Corollary 1, two types
of the fuzzy ﬂow-shop sequencing model, in which Corollary 1 is a special case
of Theorem 1. The main interest of our study is that the fuzzy ﬂow-shop model
based on statistical data is an extension of the crisp ﬂow-shop problem. The
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results obtained from the fuzzy model have the same job sequence as that of the
crisp problem.
This paper is organized as follows. Section 2 states the preliminaries where
we deﬁne the signed distance method for ranking level ðk;qÞ interval-valued
fuzzy numbers. In Section 3, a scheme for incorporating statistics with fuzzy
sets is described, and then a fuzzy ﬂow-shop model is constructed using level
ð1 a; 1 bÞ interval-valued fuzzy numbers. After defuzzifying the model, we
obtain Theorem 1 and Corollary 1. Section 4 contains the results of a com-
putational study. Here we compare the results obtained from Theorem 1 and
Corollary 1 with that of the crisp problem. Finally, the conclusions of the
paper are given in Section 5.
2. Preliminaries
Before presenting the signed distance method for ranking interval-valued
fuzzy numbers, some deﬁnitions of fuzzy numbers and an interval-valued fuzzy
set are provided with some relevant operations [8,13].
Deﬁnition 1. A fuzzy set ~bk deﬁned on R ¼ ð1;1Þ, which has the following
membership function, is called a level k fuzzy point, 0 < k6 1:
l~bkðxÞ ¼
k; x ¼ b;
0; otherwise:
(
ð1Þ
Deﬁnition 2. A fuzzy set ½aa; ba, where 06 a6 1 and deﬁned on R, which has
the following membership function is called a level a fuzzy interval,
l½aa;baðxÞ ¼
a; a6 x6 b;
0; otherwise:
(
ð2Þ
When a ¼ b and ½aa; ba ¼ ½ba; ba ¼ ~ba, the level a fuzzy interval becomes a
level a fuzzy point.
Deﬁnition 3. The level k triangular fuzzy number ~A, 0 < k6 1, is a fuzzy set
deﬁned on R with a membership function as follows:
l ~AðxÞ ¼
kðx aÞ=ðb aÞ; a6 x6 b;
kðc xÞ=ðc bÞ; b6 x6 c;
0; otherwise:
8><
>: ð3Þ
For convenience, the fuzzy number in Deﬁnition 3 is denoted by ~A ¼
ða; b; c; kÞ.
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Deﬁnition 4. A fuzzy set ~B deﬁned on R ¼ ð1;1Þ which has the following
property is called an interval-valued fuzzy set, ~B ¼ fðx; ½l ~BLðxÞ; l ~BU ðxÞÞg, x 2 R,
where 06 l ~BLðxÞ6 l ~BU ðxÞ6 1. Symbolically ~B is denoted by ½ ~BL; ~BU .
Let ~AL ¼ ða; b; c; kÞ and ~AU ¼ ðp; b; r; qÞ, 0 < k6 q6 1. We have
~A ¼ ½ ~AL; ~AU  ¼ ½ða; b; c; kÞ; ðp; b; r; qÞ, p < a < b < c < r, where ~A is the level
ðk; qÞ interval-valued fuzzy number (see Fig. 1). The membership function of ~A
can be expressed as
l ~ALðxÞ ¼
kðx aÞ=ðb aÞ; a6 x6 b;
kðc xÞ=ðc bÞ; b6 x6 c;
0; otherwise;
8><
>: ð4Þ
l ~AU ðxÞ ¼
qðx pÞ=ðb pÞ; p6 x6 b;
qðr  xÞ=ðr  bÞ; b6 x6 r;
0; otherwise:
8><
>: ð5Þ
Let the family of all level ðk; qÞ interval-valued fuzzy numbers be denoted by
FIVðk; qÞ ¼ f½ða; b; c; kÞ; ðp; b; r; qÞ j8p < a < b < c < r; a; b; c; p; r 2 Rg, 0 <
k < q6 1. Before deﬁning the ranking of level ðk; qÞ interval-valued fuzzy
numbers on FIVðk; qÞ, we provide a deﬁnition of the signed distance, which is
similar to that in [21], on R.
Deﬁnition 5. Let dðb; 0Þ ¼ b, b; 0 2 R, denote the signed distance of b measured
from the origin 0.
Remark 1. Geometrically, 0 < b represents that b goes to the right-hand side of
the origin 0, and that the distance between b and 0 is denoted by b ¼ dðb; 0Þ.
Similarly, b < 0 represents that b goes to the left-hand side of 0 and the dis-
tance between b and 0 is denoted by b ¼ dðb; 0Þ.
Fig. 1. An a-cut of level ðk; qÞ interval-valued fuzzy number ~A.
218 J.-S. Yao, F.-T. Lin / Internat. J. Approx. Reason. 29 (2002) 215–234
Consider the ordering of level ðk; qÞ interval-valued fuzzy numbers on
FIVðk; qÞ. Let ~A ¼ ½ ~AL; ~AU  ¼ ½ða; b; c; kÞ; ðp; b; r; qÞ 2 FIVðk; qÞ.
Fig. 1 shows an a-cut of level ðk; qÞ interval-valued fuzzy number ~A. From
Fig. 1, we can see that an a-cut of ~A, 06 a6 k, is ½AUl ðaÞ;ALl ðaÞ [ ½ALr ðaÞ;
AUr ðaÞ. From (4) and (5), we have ALl ðaÞ ¼ aþ ðb aÞa=k, ALr ðaÞ ¼ c
ðc bÞa=k,
AUl ðaÞ ¼ p þ ðb pÞ
a
q
and AUr ðaÞ ¼ r  ðr  bÞ
a
q
:
According to Deﬁnition 5, the signed distances of ALl ðaÞ, ALr ðaÞ, AUl ðaÞ, and
AUr ðaÞ are dðALl ðaÞ; 0Þ ¼ ALl ðaÞ, dðALr ðaÞ; 0Þ ¼ ALr ðaÞ, dðAUl ðaÞ; 0Þ ¼ AUl ðaÞ, and
dðAUr ðaÞ; 0Þ ¼ AUr ðaÞ, respectively. Hence, the signed distance of ½AUl ðaÞa;ALl ðaÞa
measured from ~01 (y-axis) is
d AUl ðaÞa;ALl ðaÞa
 
; ~01
 	
¼ 1
2
AUl ðaÞ

 þ ALl ðaÞ
¼ 1
2
a

þ p þ ðb aÞ a
k
þ ðb pÞ a
q

; 06 a < k:
Similarly, the signed distance of ½ALr ðaÞa;AUr ðaÞa measured from ~01 is
d ALr ðaÞa;AUr ðaÞa
 
; ~01
 	
¼ 1
2
ALr ðaÞ

 þ AUr ðaÞ
¼ 1
2
c

þ r  ðc bÞ a
k
 ðr  bÞ a
q

:
Since ½ALl ðaÞ;AUl ðaÞ \ ½ALr ðaÞ;AUr ðaÞ ¼ ;, we can deﬁne the signed distance of
½AUl ðaÞa;ALl ðaÞa [ ½ALr ðaÞa;AUr ðaÞa measured from ~01 as
d AUl ðaÞa;ALl ðaÞa
  [ ½ALr ðaÞa;AUr ðaÞa; ~01 	
¼ 1
2
d AUl ðaÞa;ALl ðaÞa
 
; ~01
 	
þ d ALr ðaÞa;AUr ðaÞa
 
; ~01
 		
¼ 1
4
a

þ cþ p þ r þ ð2b a cÞ a
k
þ ð2b p  rÞ a
q

:
Because the function above is continuous over a closed interval ½0; k, we
can use the integration to obtain the mean of the signed distances. That
is,
1
k
Z k
0
d AUl ðaÞa;ALl ðaÞa
  [ ½ALr ðaÞa;AUr ðaÞa; ~01 	da
¼ 1
8
2b

þ aþ cþ 2p þ 2r þ ð2b p  rÞ k
q

: ð6Þ
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Similarly, for k6 a6 q, we obtain that the signed distance of ½AUl ðaÞa;AUr ðaÞa is
d AUl ðaÞa;AUr ðaÞa
 
; ~01
 	
¼ 1
2
p

þ r þ ð2b p  rÞ a
q

:
Since the function above is continuous over a closed interval ½k; q, the mean of
the signed distances is
1
q k
Z q
k
d AUl ðaÞa;AUr ðaÞa
 
; ~01
 	
da ¼ 1
4
2b

þ p þ r þ ð2b p  rÞ k
q

:
ð7Þ
According to (6) and (7), the deﬁnitions of the signed distance and the ranking
of an interval-valued fuzzy number can be given in the following.
Deﬁnition 6. Let ~A ¼ ½ða; b; c; kÞ; ðp; b; r; qÞ 2 FIVðk; qÞ, 0 < k < q6 1. The
signed distance from ~01 to ~A is deﬁned by
dð ~A1; ~01Þ ¼ 1
8
6b

þ aþ cþ 4p þ 4r þ 3ð2b p  rÞ k
q

:
Deﬁnition 7. Let ~A ¼ ½ða1; b1; c1; kÞ; ðp1; b1; r1; qÞ and ~B ¼ ½ða2; b2; c2; kÞ;
ðp2; b2; r2; qÞ 2 FIVðk; qÞ, 0 < k < q6 1. The rankings of interval-valued fuzzy
numbers on FIVðk; qÞ are deﬁned by
~B  ~A iff dð ~B; ~01Þ < dð ~A; ~01Þ;
~B  ~A iff dð ~B; ~01Þ ¼ dð ~A; ~01Þ:
Deﬁnition 8. Let ~A ¼ ½ ~AL; ~AU  ¼ ½ða1; b1; c1; kÞ; ðp1; b1; r1; qÞ and ~B ¼ ½ ~BL; ~BU  ¼
½ða2; b2; c2; kÞ; ðp2; b2; r2; qÞ 2 FIVðk; qÞ be interval-valued fuzzy numbers. The
binary operation  is deﬁned by ~A ~B ¼ ½ ~AL  ~BL; ~AU  ~BU .
Property 1. Let ~A ¼ ½ ~AL; ~AU  ¼ ½ða1; b1; c1; kÞ; ðp1; b1; r1; qÞ and ~B ¼ ½ ~BL; ~BU  ¼
½ða2; b2; c2; kÞ; ðp2; b2; r2; qÞ 2 FIVðk; qÞ be interval-valued fuzzy numbers. We
obtain ~A ~B ¼ ½ða1 þ a2; b1 þ b2; c1 þ c2; kÞ; ðp1 þ p2; b1 þ b2; r1 þ r2; qÞ.
Property 2. Let ~A ¼ ½ða1; b1; c1; kÞ; ðp1; b1; r1; qÞ and ~B ¼ ½ða2; b2; c2; kÞ;
ðp2; b2; r2; qÞ 2 FIVðk; qÞ. We obtain dð ~A ~B; ~01Þ ¼ dð ~A; ~01Þ þ dð ~B; ~01Þ.
Remark 2. According to Deﬁnition 6, if ~I ¼ ½ðb; b; b; kÞ; ðb; b; b; qÞ is a member
of FIVðk; qÞ, then we have dð~I ; ~01Þ ¼ 2b.
Finally, consider the problem for estimating the mean of a population by
sampling in inferential statistics. It is clear that the sample mean x is just a
point estimate for the population mean l. Because of sampling error, we
220 J.-S. Yao, F.-T. Lin / Internat. J. Approx. Reason. 29 (2002) 215–234
cannot expect x to be precisely equal to l. This leads to the use of conﬁdence
interval estimation instead. The ð1 aÞ  100% conﬁdence interval estimate
for the population mean is expressed as follows:
x

 tn1ða1Þ sﬃﬃﬃnp ;xþ tn1ða2Þ sﬃﬃﬃnp

; ð8Þ
where 0 < aj < 1, j ¼ 1; 2, a1 þ a2 ¼ a, and 0 < a < 1. Note that the sample
mean is x ¼ ð1=nÞPnj¼1 xj and the sample variance is s2 ¼ ½1=ðn 1ÞPn
j¼1ðxj  xÞ2, where x1; x2; . . . ; xn are sample data. Let T be a t-distribution with
n 1 degrees of freedom, and also let tn1ðajÞ, j ¼ 1; 2, be the constant that
satisﬁes
P ðT > tn1ðajÞÞ ¼ aj: ð9Þ
Since the t-distribution with n 1 degrees of freedom is symmetrical on the
y-axis, we have
P x

 tn1ða1Þ sﬃﬃﬃnp 6l6xþ tn1ða2Þ sﬃﬃﬃnp

¼ P
 
 tn1ða1Þ6
ﬃﬃﬃ
n
p ðl xÞ
s
6 tn1ða2Þ
!
¼ P
 
 tn1ða1Þ6
ﬃﬃﬃ
n
p ðl xÞ
s
6 0
!
þ P 0
 
6
ﬃﬃﬃ
n
p ðl xÞ
s
6 tn1ða2Þ
!
¼ 1
2
 a1 þ 1
2
 a2
¼ 1 a:
3. Constructing a fuzzy ﬂow-shop sequencing model
3.1. Crisp ﬂow-shop sequencing problem
The crisp ﬂow-shop sequencing problem is stated as follows [7]. There are n
jobs and m machines. Each job consists of m operations and each operation
requires a diﬀerent machine; n jobs must be processed in the same sequence on
these machines. The objective is to determine the sequence of jobs that mini-
mizes the maximum ﬂow time (also known as makespan). Such a problem is
usually labeled as n=m=F =cmax. The main assumptions for the n=m=F =cmax
problem are stated as follows:
1. Each job must be processed on all machines in the order 1; 2; . . . ;m.
2. Each job is processed on one machine at a time.
3. Each operation must be executed and uninterrupted on a given machine.
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4. Each machine processes only one job at a time.
5. The operating sequences of the jobs are the same on every machine and the
common sequence must be determined.
Let tij, i ¼ 1; 2; . . . ; n, j ¼ 1; 2; . . . ;m be the processing time for job i on
machine j. Let cðjq; kÞ denote the completion times for job jq on machine k,
q ¼ 1; 2; . . . ; n, and let fj1; j2; . . . ; jng denote a job permutation. In the crisp
problem, all of these time parameters and relevant data are assumed already
known exactly. The calculation of the completion time for an n=m=F =cmax
problem can be formulated as follows:
cðj1; 1Þ ¼ tj11; ð10Þ
cðj1; kÞ ¼ cðj1; k  1Þ þ tj1k; k ¼ 2; . . . ;m; ð11Þ
cðjq; 1Þ ¼ cðjq1; 1Þ þ tjq1; q ¼ 2; . . . ; n; ð12Þ
cðjq; kÞ ¼ max½cðjq1; kÞ; cðjq; k  1Þ þ tjqk; q ¼ 2; . . . ; n; k ¼ 2; . . . ;m:
ð13Þ
The makespan is calculated as
cmax ¼ cðjn;mÞ; ð14Þ
and then the objective is to
minimize cmax: ð15Þ
We can rewrite (13) as
cðjq; kÞ ¼ cðjq1; kÞ þ tjqk; if cðjq; k  1Þ6 cðjq1; kÞ;cðjq; k  1Þ þ tjqk; if cðjq1; kÞ < cðjq; k  1Þ;

q ¼ 2; . . . ; n; k ¼ 2; . . . ;m:
The above equations mean that the ﬂow-shop problem is to ﬁnd a schedule to
determine the operation sequences on the machines in order to minimize the
maximum completion time.
3.2. Flow-shop sequence problem based on point estimate
As we mentioned earlier in Section 3.1, all of the time parameters and rel-
evant data are assumed already known exactly in the crisp problem. However,
in practical applications, this is seldom the case. The reason is that there are
many vaguely formulated relationships and imprecisely quantiﬁed physical
data values in a real world description to the ﬂow-shop sequencing problem.
Therefore, in this section, we assume that the precise value for each tjk is un-
known but that some sample data are available. Note that tjk denotes the
processing time for job j on machine k. Let tjkp, p ¼ 1; 2; . . . ; n, be a set of
sample data for tjk with sample size n. Then tjk ¼ ð1=nÞ
Pn
l¼1 tjkl is a point
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estimate for tjk. After replacing tjk by tjk in (10)–(15), we obtain a ﬂow-shop
sequencing problem based on point estimates as follows:
cðj1; 1Þ ¼ tj11; ð16Þ
cðj1; kÞ ¼ cðj1; k  1Þ þ tj1k; k ¼ 2; . . . ;m; ð17Þ
cðjq; 1Þ ¼ cðjq1; 1Þ þ tjq1; q ¼ 2; . . . ; n; ð18Þ
cðjq; kÞ ¼ max½cðjq1; kÞ; cðjq; k  1Þ þ tjqk; q ¼ 2; . . . ; n; k ¼ 2; . . . ;m:
ð19Þ
The makespan is calculated as
cmax ¼ cðjn;mÞ; ð20Þ
and then the objective is to
minimize cmax: ð21Þ
3.3. Constructing a fuzzy ﬂow-shop sequencing model
Obviously, point estimates have the limitation that they do not provide
information about the precision of an estimate. Therefore, when we use sample
data to estimate the unknown time parameter, it is unreasonable to expect that
a sample mean tjk will be exactly equal to the population mean tjk. In other
words, some sampling error is to be anticipated. Because of this sampling error,
it is essential for us to provide information about the accuracy of an estimate.
This thus leads to the use of a conﬁdence interval estimation of the population
mean.
With a conﬁdence interval estimate for the unknown tjk, the ð1 aÞ  100%
conﬁdence interval estimate of tjk is obtained from (8) as
tjk

 tn1ða1Þ sjkﬃﬃﬃnp ;tjk þ tn1ða2Þ sjkﬃﬃﬃnp

; ð22Þ
where 0 < a < 1, 0 < aj < 1, j ¼ 1; 2, and a1 þ a2 ¼ a.
Note that the interval estimation in (22) is not a value but an interval.
However, the conﬁdence level of the conﬁdence interval estimation signiﬁes the
conﬁdence of the estimate, which has the same property as that of a mem-
bership grade for fuzzy numbers in a fuzzy set. We propose an approach for
incorporating statistics with fuzzy sets for the unknown time parameter
problem. Our approach is described as follows.
First, we choose an estimate of tjk in (22) based on the fuzzy viewpoint. Then
the evaluation for the accuracy of that estimate is conducted. When the esti-
mate is exactly equal to tjk in (22), the error rate is zero and the conﬁdence level
is 1 a (the maximum value). In contrast, when the estimate approaches one
of the two ends of the interval, tjk  tn1ða1Þsjk= ﬃﬃﬃnp or tjk þ tn1ða2Þsjk= ﬃﬃﬃnp , the
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error rate becomes larger and the conﬁdence level decreases to zero. Since the
membership grade of fuzzy numbers is equivalent to the conﬁdence level of the
conﬁdence interval estimate, it is reasonable for the ð1 aÞ  100% conﬁdence
interval to be transformed to the following fuzzy number,
~tLjk ¼ tjk

 tn1ða1Þ sjkﬃﬃﬃnp ;tjk;tjk þ tn1ða2Þ sjkﬃﬃﬃnp ; 1 a

: ð23Þ
Note that the membership grade of tjk would not always be 1 a during the job
j process operation on machine k. Since the membership grade of tjk also has an
accuracy problem, we introduce another ð1 bÞ  100% conﬁdence interval
estimate for tjk,
tjk

 tn1ðb1Þ
sjkﬃﬃﬃ
n
p ;tjk þ tn1ðb2Þ
sjkﬃﬃﬃ
n
p

; ð24Þ
where 0 < b < 1, 0 < bj < 1, j ¼ 1; 2, and b1 þ b2 ¼ b. Similarly, the
ð1 bÞ  100% conﬁdence interval can be transformed to the level ð1 bÞ
fuzzy number as follows:
~tUjk ¼ tjk

 tn1ðb1Þ
sjkﬃﬃﬃ
n
p ;tjk;tjk þ tn1ðb2Þ
sjkﬃﬃﬃ
n
p ; 1 b

; ð25Þ
where 0 < b < a < 1, 0 < bj < aj < 1, j ¼ 1; 2, tn1ða1Þsjk=
ﬃﬃﬃ
n
p
< tjk and
tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
< tjk. Then we have
0 < tjk  tn1ðb1Þ
sjkﬃﬃﬃ
n
p < tjk  tn1ða1Þ sjkﬃﬃﬃnp < tjk < tjk þ tn1ða2Þ sjkﬃﬃﬃnp
< tjk þ tn1ðb2Þ
sjkﬃﬃﬃ
n
p :
Finally, according to (23) and (25), the level ð1 a; 1 bÞ interval-valued fuzzy
number is obtained as follows (see Fig. 2):
Fig. 2. The level ð1 a; 1 bÞ interval-valued fuzzy number ~tjk .
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~tjk ¼ ~tLjk;~tUjk
h i
; j ¼ 1; 2; . . . ; n and k ¼ 1; 2; . . . ;m: ð26Þ
According to Deﬁnition 6, the signed distance of level ð1 a; 1 bÞ interval-
valued fuzzy number ~tjk is
dð~tjk; ~01Þ ¼ 2tjk þ 1
8
ðtn1ða2Þ

 tn1ða1ÞÞ sjkﬃﬃﬃnp þ 4

 3ð1 aÞ
1 b

ðtn1ðb2Þ
 tn1ðb1ÞÞ
sjkﬃﬃﬃ
n
p

:
Let tjk ¼ 12dð~tjk; ~01Þ. Then we have
tjk ¼ tjk þ
1
16
ðtn1ða2Þ

 tn1ða1ÞÞ sjkﬃﬃﬃnp þ 4

 3ð1 aÞ
1 b

ðtn1ðb2Þ
 tn1ðb1ÞÞ
sjkﬃﬃﬃ
n
p

: ð27Þ
Note that tjk represents an estimate of the job processing time in the fuzzy
sense, which is derived from the level ð1 a; 1 bÞ interval-valued fuzzy
number ~tjk, using the signed distance ranking method in Deﬁnitions 6 and 7.
The DM then can use tjk as an estimate of tjk for solving the known ﬂow-shop
sequencing problem.
Remark 3. When a1 ¼ a2 ¼ a=2 and b1 ¼ b2 ¼ b=2, we have tn1ða1Þ ¼ tn2ða2Þ
and tn1ðb1Þ ¼ tn2ðb2Þ. As a result, we obtain tjk ¼ tjk.
Let
~cðj; kÞ ¼ ½ðcðj; kÞ; cðj; kÞ; cðj; kÞ; 1 aÞ; ðcðj; kÞ; cðj; kÞ; cðj; kÞ; 1 bÞ;
ð28Þ
where j ¼ 1; 2; . . . ; n and k ¼ 1; 2; . . . ;m.
Let
~cmax ¼ ½ðcmax; cmax; cmax; 1 aÞ; ðcmax; cmax; cmax; 1 bÞ: ð29Þ
According to Remark 2, we have
dð~cðj; kÞ; ~01Þ ¼ 2cðj; kÞ ð30Þ
and
dð~cmax; ~01Þ ¼ 2cmax: ð31Þ
By using (26), (28), and (29) to fuzzify (10)–(14), we obtain a fuzzy ﬂow-shop
sequencing model, as shown in (32)–(37) below. The relations ,  are the
rankings for the level ð1 a; 1 bÞ interval-valued fuzzy numbers deﬁned on
FIVð1 a; 1 bÞ (see Deﬁnition 7):
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~cðj1; 1Þ  ~tj11; ð32Þ
~cðj1; kÞ  ~cðj1; k  1Þ  ~tj1k; k ¼ 2; . . . ;m; ð33Þ
~cðjq; 1Þ  ~cðjq1; 1Þ  ~tjq1; q ¼ 2; . . . ; n; ð34Þ
~cðjq; kÞ  ~cðjq1; kÞ  ~tjqk if ~cðjq; k  1Þ  ~cðjq1; kÞ;
q ¼ 2; . . . ; n; k ¼ 2; . . . ;m; ð35Þ
~cðjq; kÞ  ~cðjq; k  1Þ  ~tjqk; if ~cðjq1; kÞ  ~cðjq; k  1Þ;
q ¼ 2; . . . ; n; k ¼ 2; . . . ;m: ð36Þ
The fuzzy makespan can be calculated as follows:
~cmax  ~cðjn;mÞ: ð37Þ
After defuzzifying the fuzzy model, (32)–(37), using the signed distance ranking
method of Deﬁnitions 6 and 7, and (26)–(31), we obtain Theorem 1, the ﬁrst
type of fuzzy ﬂow-shop sequencing model.
Theorem 1. The first type of fuzzy flow-shop sequencing model is formulated as
follows:
cðj1; 1Þ ¼ tj11; ð38Þ
cðj1; kÞ ¼ cðj1; k  1Þ þ tj1k; k ¼ 2; . . . ;m; ð39Þ
cðjq; 1Þ ¼ cðjq1; 1Þ þ tjq1; q ¼ 2; . . . ; n; ð40Þ
cðjq; kÞ ¼ cðjq1; kÞ þ tjqk if cðjq; k  1Þ6 cðjq1; kÞ;
q ¼ 2; . . . ; n; k ¼ 2; . . . ;m; ð41Þ
cðjq; kÞ ¼ cðjq; k  1Þ þ tjqk if cðjq1; kÞ6 cðjq; k  1Þ;
q ¼ 2; . . . ; n; k ¼ 2; . . . ;m; ð42Þ
where
tjqk ¼ tjqk þ
1
16
ðtn1ða2Þ

 tn1ða1ÞÞ
sjqkﬃﬃﬃ
n
p þ 4

 3ð1 aÞ
1 b

ðtn1ðb2Þ
 tn1ðb1ÞÞ
sjqkﬃﬃﬃ
n
p

; q ¼ 1; . . . ; n; k ¼ 1; . . . ;m:
The makespan can be calculated as follows:
cmax ¼ cðjn;mÞ: ð43Þ
The objective is to
minimize cmax: ð44Þ
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Proof. From (27), (30), and Deﬁnition 6, we obtain dð~cðj1; 1Þ; ~01Þ ¼ 2cðj1; 1Þ
and
dð~tj11; ~01Þ ¼ 2tj11 þ
1
8
ðtn1ða2Þ

 tn1ða1ÞÞ sj1kﬃﬃﬃnp þ 4

 3ð1 aÞ
1 b

ðtn1ðb2Þ
 tn1ðb1ÞÞ
sj11ﬃﬃﬃ
n
p

¼ 2tj11:
From (32) and Deﬁnition 7, we have dð~cðj1; 1Þ; ~01Þ ¼ dð~tj11; ~01Þ. We have
proved (38). From (27), (30), (33), and Property 2, we obtain dð~cðj1; kÞ; ~01Þ ¼
2cðj1; kÞ and dð~cðj1; k  1Þ  ~tj1k; ~01Þ ¼ dð~cðj1; k  1Þ; ~01Þ þ dð~tj1k; ~01Þ ¼ 2c
ðj1; k  1Þ þ 2tj1k. From (33) and Deﬁnition 7 we obtain dð~cðj1; kÞ; ~01Þ ¼
dð~cðj1; k  1Þ  ~tjik; ~01Þ. Then we have proved (39). Finally, (40), (41), (42), (43),
and (44) are obtained directly from (34), (35), (36), (37) and (15), respectively.
This completes the proof. 
Note that when we replace tjk by tjk in (10)–(15), the crisp problem becomes
Theorem 1. Then the algorithms that are used for solving the crisp ﬂow-shop
sequencing problem can also be used for solving the fuzzy model.
Remark 4. When a1 ¼ a2 ¼ 12, we have a ¼ 1. From (27) we obtain tjk ¼ tjk þ
1
4
½tn1ðb2Þ  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
(¼ t0jk, say). Since t0jk ¼ dð~tjk; ~01Þ, t0jk is the signed
distance of level ð1 bÞ fuzzy number ~tjk, where ~tjk ¼ ðtjk  tn1ðb1Þsjk=ﬃﬃﬃ
n
p
;tjk;tjk þ tn1ðb2Þsjk=
ﬃﬃﬃ
n
p
; 1 bÞ.
If we replace tjk by t
0
jk in (38)–(44) of Theorem 1, then we obtain Corollary 1,
the second type of fuzzy ﬂow-shop sequencing model. This model uses the level
ð1 bÞ fuzzy numbers that corresponds to the ð1 bÞ  100% conﬁdence in-
terval, ½tjk  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
;tjk þ tn1ðb2Þsjk=
ﬃﬃﬃ
n
p , to represent the unknown job
processing times.
Corollary 1. The second type of fuzzy flow-shop sequencing model is formulated
as follows:
cðj1; 1Þ ¼ t0j11; ð45Þ
cðj1; kÞ ¼ cðj1; k  1Þ þ t0j1k; k ¼ 2; . . . ;m; ð46Þ
cðjq; 1Þ ¼ cðjq1; 1Þ þ t0jq1; q ¼ 2; . . . ; n; ð47Þ
cðjq; kÞ ¼ cðjq1; kÞ þ t0jqk if cðjq; k  1Þ6 cðjq1; kÞ;
q ¼ 2; . . . ; n; k ¼ 2; . . . ;m; ð48Þ
cðjq; kÞ ¼ cðjq; k  1Þ þ t0jqk if cðjq1; kÞ6 cðjq; k  1Þ;
q ¼ 2; . . . ; n; k ¼ 2; . . . ;m; ð49Þ
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where
t0jqk ¼ tjqk þ
1
4
ðtn1ðb2Þ  tn1ðb1ÞÞ
sjqkﬃﬃﬃ
n
p ; j ¼ 1; . . . ; n; k ¼ 1; . . . ;m:
The makespan can be calculated as follows:
cmax ¼ cðjn;mÞ: ð50Þ
The objective is to
minimize cmax: ð51Þ
According to Remark 4, the level ð1 bÞ fuzzy number, which corresponds
to the level ð1 bÞ  100% conﬁdence interval, is ~tjk ¼ ðtjk  tn1ðb1Þsjk=ﬃﬃﬃ
n
p
;tjk;tjk þ tn1ðb2Þsjk=
ﬃﬃﬃ
n
p
; 1 bÞ, and an estimate of tjk in the fuzzy sense is
t0jk ¼ tjk þ 14½tn1ðb2Þ  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
. However, the centroid of ~tjk, Cð~tjkÞ ¼
tjk þ 13½tn1ðb2Þ  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
, and the middle of the level ð1 bÞ  100%
conﬁdence interval, M ¼ tjk þ 12½tn1ðb2Þ  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
, are also the esti-
mates of tjk in the fuzzy sense. Thus, there are three ways for determining an
estimate of tjk, i.e. t0jk, Cð~tjkÞ, and M . Since Cð~tjkÞ  t0jk ¼ 112½tn1ðb2Þ  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
andM  Cð~tjkÞ ¼ 16½tn1ðb2Þ  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
, our consideration for
determining an estimate of tjk is as follows.
Case 1. If tn1ðb1Þ < tn1ðb2Þ, then tjk < t0jk < Cð~tjkÞ < M .
Case 2. If tn1ðb2Þ < tn1ðb1Þ, then M < Cð~tjkÞ < t0jk < tjk.
Case 3. If tn1ðb2Þ ¼ tn1ðb1Þ, then tjk ¼ t0jk ¼ Cð~tjkÞ ¼ M .
We can see that t0jk is closer to tjk than Cð~tjkÞ and Cð~tjkÞ is closer toM than t0jk.
Thus, we conclude that tjk is better than M as an estimate of tjk based on the
statistical viewpoint, and t0jk is better than Cð~tjkÞ as an estimate of tjk based on
the fuzzy viewpoint. Subsequently, we discuss the use of t0jk as an estimate of tjk.
In Section 3.2, we assume that tjkp, p ¼ 1; 2; . . . ; n, is a set of n sample data
for job processing time tjk. Note that tjk stands for the processing time for job j
on machine m. Assume that tjk is a point estimate of tjk. Let Ajk ¼ fp j tjkp < tjkg
denote a subset whose elements are those sample data smaller than tjk. Let
Bjk ¼ fp j tjkp Ptjkg denote a subset whose elements are those sample data
larger than tjk. The cardinality of Ajk and Bjk are denoted by nðAjkÞ and nðBjkÞ,
respectively.
Then we have
Ljk ¼ 1nðAjkÞ  1
X
p2Ajk
ðtjkp  tjkÞ2
and
Ujk ¼ 1nðBjkÞ  1
X
p2Bjk
ðtjkp  tjkÞ2:
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When Ljk < Ujk, we can see that most of the sample data in the set are larger
than tjk and in the corresponding level ð1 bÞ  100% conﬁdence interval,
½tjk  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
;tjk;tjk þ tn1ðb2Þsjk=
ﬃﬃﬃ
n
p , the right-hand side of the interval
is larger than the left-hand side. Then we have tn1ðb1Þ < tn1ðb2Þ. The DM
should carefully choose appropriate values of b1 and b2 satisfying
0 < b2 < b1 < 1 to yield t
0
jk > tjk. Since t
0
jk ¼ tjk þ 14½tn1ðb2Þ  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
,
we obtain t0jk > tjk. On the other hand, when Ljk > Ujk, we can see that most of
the sample data in the set are smaller than tjk. Similarly, we can obtain
tn1ðb1Þ > tn1ðb2Þ. Then the DM chooses appropriate values for b1 and b2
satisfying 0 < b1 < b2 < 1 to yield t
0
jk > tjk. Finally, when Ljk ¼ Ujk, obviously,
the level ð1 bÞ  100% conﬁdence interval ½tjk  tn1ðb1Þsjk=
ﬃﬃﬃ
n
p
;tjk;tjk þ
tn1ðb2Þsjk=
ﬃﬃﬃ
n
p  is symmetrical around tjk. Thus we have t0jk ¼ tjk.
4. Computational results
In this section, a two-machine ﬂow-shop sequencing problem is considered.
Assume that there are n jobs with processing time tj1, j ¼ 1; 2; . . . ; n on machine
1 and tj2, j ¼ 1; 2; . . . ; n, on machine 2. The optimal sequence for the two-
machine problem can be determined using Johnson’s algorithm. Johnson’s
algorithm for n=2=F =cmax (i.e. n jobs, 2 machines, and the ﬂow-shop problem,
to minimize makespan) is described as follows [7]:
Step 1: Let U ¼ fj j tj1 < tj2g and V ¼ fj j tj1 P tj2g.
Step 2: Sort jobs in U with non-decreasing order of tj1.
Step 3: Sort jobs in V with non-increasing order of tj2.
Step 4: An optimal sequence is the ordered set U followed by the ordered
set V .
We will compare the results obtained from Theorem 1 and Corollary 1, two
types of the fuzzy ﬂow-shop sequencing model, with that of the crisp problem,
using Johnson’s algorithm, in the following examples.
Example 1. Consider an eight-job problem instance ð8=2=F =cmaxÞ. Suppose that
there are 25 sample data available for the processing time for each job on each
machine. Table 1 shows the means of these 25 sample data for the processing
time for each job on each machine.
According to Johnson’s algorithm, we have U ¼ f2; 3; 6g and V ¼
f1; 4; 5; 7; 8g in Step 1. The optimal sequence of the crisp ﬂow-shop problem,
f3; 2; 6; 5; 4; 7; 1; 8g, is obtained in Step 4, with the total time 37 (¼ T0, say).
Then, consider Corollary 1 and Theorem 1, two types of the fuzzy ﬂow-shop
sequencing model.
Case 1 (Corollary 1, the second type of the fuzzy ﬂow-shop model). We use the
sample mean tjk in Table 1 to obtain the sample standard deviation sjk, for the
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processing time of job j on machine k, where 16 j6 8 and 16 k6 2, which are
shown in Table 2.
Let b ¼ 0:011 and b1 ¼ 0:006. Since b1 þ b2 ¼ b, we obtain b2 ¼ 0:005.
From the table of Student’s t-distribution with 24 degrees of freedom [20],
we have t24ð0:005Þ ¼ 2:797 and t24ð0:006Þ ¼ 2:736. Then, we have -jk1 ¼
tn1ðb1Þsjk=
ﬃﬃﬃ
n
p ¼ ð2:736=5Þsjk ¼ 0:5472sjk and -jk2 ¼ tn1ðb2Þsjk=
ﬃﬃﬃ
n
p ¼
ð2:797=5Þsjk ¼ 0:5594sjk. From Corollary 1, we obtain t0jk ¼ tjk þ 14ð-jk2-jk1Þ ¼ tjk þ 0:00305sjk, where t0jk is the estimate of the job processing time in
the fuzzy sense. Table 3 shows all of the estimated job processing times ob-
tained from Corollary 1.
According to Johnson’s algorithm, the solution is constructed as follows:
Step 1. Job set U ¼ f2; 3; 6g and V ¼ f1; 4; 5; 7; 8g;
Step 2. Sort jobs in U as follows:
Step 3. Sort jobs in V as follows:
Job j: 3 2 6
t0j1: 1.0015 2.0031 3.0031
Job j: 5 4 7 1 8
t0j2: 6.0040 5.0046 2.0040 2.0037 1.0018
Table 2
Sample mean and sample standard deviation of the 8=2=F =cmax problem
Job j 1 2 3 4 5 6 7 8
m1 tj1 5 2 1 7 6 3 7 5
sj1 1.5 1 0.5 2 1.5 1 2.5 1.5
m2 tj2 2 6 2 5 6 7 2 1
sj2 1.2 1.7 1 1.5 1.3 2 1.3 0.6
Table 3
Job processing times in the fuzzy sense obtained from Corollary 1
Job j 1 2 3 4 5 6 7 8
t0j1 5.0046 2.0031 1.0015 7.0061 6.0046 3.0031 7.0076 5.0046
t0j2 2.0037 6.0052 2.0031 5.0046 6.0040 7.0061 2.0040 1.0018
Table 1
The means of 25 sample data of the 8=2=F =cmax problem
Job j 1 2 3 4 5 6 7 8
tj1 5 2 1 7 6 3 7 5
tj2 2 6 2 5 6 7 2 1
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Step 4. An optimal sequence is f3; 2; 6; 5; 4; 7; 1; 8g and the total time is
37.037 (¼ T1, say). The comparison between the result obtained from Corollary
1 and that of the crisp problem is ½ðT1  T0Þ=T0  100 ¼ 0:10%.
Case 2 (Theorem 1, the ﬁrst type of the fuzzy ﬂow-shop model). Let a ¼ 0:05,
b ¼ 0:011, a1 ¼ 0:035, and b1 ¼ 0:006. Since a1 þ a2 ¼ a and b1 þ b2 ¼ b, we
have a2 ¼ 0:015 and b2 ¼ 0:005. From the table of Student’s t-distribution with
24 degrees of freedom, we have t24ð0:035Þ ¼ 1:9228, t24ð0:015Þ ¼ 2:3493,
t24ð0:006Þ ¼ 2:736, and t24ð0:005Þ ¼ 2:797. Then we obtain Djk1 ¼ tn1ða1Þsjk=ﬃﬃﬃ
n
p ¼ ð1:9228=5Þsjk ¼ 0:3846sjk, Djk2 ¼ tn1ða2Þsjk=
ﬃﬃﬃ
n
p ¼ ð2:3493=5Þsjk ¼
0:4699sjk, -jk1 ¼ tn1ðb1Þsjk=
ﬃﬃﬃ
n
p ¼ ð2:736=5Þsjk ¼ 0:5472sjk and -jk2 ¼ tn1
ðb2Þsjk=
ﬃﬃﬃ
n
p ¼ ð2:797=5Þsjk ¼ 0:5594sjk. From (27), we obtain
tjk ¼ tjk þ
1
16
Djk2

 Djk1 þ 4

 3 0:95
0:989

ð-jk2  -jk1Þ

¼ tjk þ 0:0062sjk;
where tjk is an estimate of the job processing time in the fuzzy sense. As a result,
all of the estimates for each job’s processing time on each machine in the fuzzy
sense are shown in Table 4.
Again, according to Johnson’s algorithm, the solution is constructed as
follows:
Step 1. Job set U ¼ f2; 3; 6g and V ¼ f1; 4; 5; 7; 8g;
Step 2. Sort jobs in U as follows:
Step 3. Sort jobs in V as follows:
Step 4. An optimal sequence is f3; 2; 6; 5; 4; 7; 1; 8g and the total time is
37.075 (¼ T2 say).
The comparisons between the result obtained from Theorem 1 and that of
the crisp problem is ½ðT2  T0Þ=T0  100 ¼ 0:20%, and with that of Corollary 1
Job j: 3 2 6
tj1: 1.0031 2.0062 3.0062
Job j: 5 4 7 1 8
tj2: 6.0081 5.0093 2.0081 2.0074 1.0037
Table 4
Job processing times in the fuzzy sense obtained from Theorem 1
Job j 1 2 3 4 5 6 7 8
tj1 5.0093 2.0062 1.0031 7.0124 6.0093 3.0062 7.0155 5.0093
tj2 2.0074 6.0105 2.0062 5.0093 6.0081 7.0124 2.0081 1.0037
J.-S. Yao, F.-T. Lin / Internat. J. Approx. Reason. 29 (2002) 215–234 231
is ½ðT2  T1Þ=T2  100 ¼ 0:10%. This example shows that the results obtained
from both the ﬁrst and the second types of the fuzzy ﬂow-shop sequencing
model have the same job sequence as that of the crisp problem.
Example 2. In this example we show that the second type of the fuzzy ﬂow-
shop model does not necessarily have the same job sequence as that of the crisp
problem. The processing time data for each machine are given in Table 5.
According to Johnson’s algorithm, the optimal sequence for the problem is
still f3; 2; 6; 5; 4; 7; 1; 8g as before. Next, consider the second type of fuzzy ﬂow-
shop model. According to Remark 4, we let ~t11 ¼ ð4; 5; 7; 0:95Þ, ~t21 ¼ ð1:2; 2;
2:2; 0:95Þ, ~t31 ¼ ð1:5; 1:8; 2:7; 0:95Þ, ~t41 ¼ ð5; 7; 11; 0:95Þ, ~t51 ¼ ð5:5; 6; 6:1; 0:95Þ,
~t61 ¼ ð2:2; 3; 3:4; 0:95Þ, ~t71 ¼ ð4; 7; 8; 0:95Þ, ~t81 ¼ ð4:2; 5; 5:9; 0:95Þ, ~t12 ¼ ð1:8; 2:1;
2:6; 0:95Þ, ~t22 ¼ ð5; 6; 8; 0:95Þ, ~t32 ¼ ð1:8; 2; 2:4; 0:95Þ, ~t42 ¼ ð4; 5; 7; 0:95Þ, ~t52 ¼
ð4; 6; 10; 0:95Þ, ~t62 ¼ ð5; 7; 8; 0:95Þ, ~t72 ¼ ð1:6; 2:2; 2:4; 0:95Þ and ~t82 ¼
ð0:9; 1; 1:2; 0:95Þ. Thus, the processing times in the fuzzy sense of Corollary 1
are obtained and given in Table 6.
According to Johnson’s algorithm, the optimal sequence is f2; 3; 6; 5;
4; 1; 7; 8g, which is diﬀerent from that of the crisp problem above. This example
shows that the fuzzy ﬂow-shop model may obtain a diﬀerent job sequence
compared to the crisp problem.
5. Conclusions
We have proposed a fuzzy ﬂow-shop sequencing model based on statistical
data for solving the unknown problem. The fuzzy model uses level
ð1 a; 1 bÞ interval-valued fuzzy numbers to represent the unknown job
processing time. In conclusion, we point out that our work has produced the
following signiﬁcant aspects for the proposed fuzzy ﬂow-shop sequencing
model.
Table 5
Another instance of the 8=2=F =cmax problem
Job j 1 2 3 4 5 6 7 8
tj1 5 2 1.8 7 6 3 7 5
tj2 2.1 6 2 5 6 7 2.2 1
Table 6
Processing times in the fuzzy sense of Corollary 1
Job j 1 2 3 4 5 6 7 8
t0j1 5.25 1.85 1.95 7.5 5.9 2.9 6.8 5.025
t0j2 2.15 6.25 2.05 5.25 6.5 6.75 2.1 1.025
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From (27), when a1 ¼ a2 and a ¼ 1, we obtain tjk ¼ tjkþ 14 ½tn1ðb2Þ
tn1ðb1Þsjk=
ﬃﬃﬃ
n
p ¼ t0jk. This means Theorem 1 becomes Corollary 1. Therefore,
Corollary 1 is a special case of Theorem 1 (see Remark 4). In particular, if
a1 ¼ a2, a ¼ 1, and b1 ¼ b2 then we obtain tjk ¼ t0jk ¼ tjk. That is, both Theorem
1 and Corollary 1 become the crisp ﬂow-shop problem based on point estimate,
which is shown as in (16)–(21).
From (27), we have
tjk ¼ tjk þ
1
16
½tn1ða2Þ

 tn1ða1Þ sjkﬃﬃﬃnp þ 4

 3ð1 aÞ
1 b

½tn1ðb2Þ
 tn1ðb1Þ
sjkﬃﬃﬃ
n
p

:
Since 0 < b < a < 1, we obtain 0 < ð1 aÞ=ð1 bÞ < 1. Then we have
4 3ð1 aÞ
1 b ¼ 1þ 3 1

 1 a
1 b

> 0:
The interpretation of Fig. 2 is as follows. When tn1ða2Þ > tn1ða1Þ and
tn1ðb2Þ > tn1ðb1Þ, two triangles in Fig. 2 are skewed to the right-hand side;
thus we obtain tjk > tjk, for each j and k. This means that the optimal time
obtained from Theorem 1 is longer than that for the crisp problem. Conversely,
when tn1ða2Þ < tn1ða1Þ and tn1ðb2Þ < tn1ðb1Þ, two triangles are skewed to the
left-hand side, and we obtain tjk < tjk. Then the optimal time obtained from
Theorem 1 is shorter than that of the crisp problem.
Furthermore, from Remark 4, we have
t0jk ¼ tjk þ
1
4
½tn1ðb2Þ  tn1ðb1Þ
sjkﬃﬃﬃ
n
p :
When tn1ðb1Þ < tn1ðb2Þ, we obtain tjk < t0jk. This means that the optimal time
obtained from Corollary 1 is longer than that of the crisp problem. On the
contrary, when tn1ðb2Þ < tn1ðb1Þ, we have tjk < t0jk. In this case, the optimal
time obtained from Corollary 1 is shorter than that of the crisp problem.
From above discussion, we conclude that the optimal schedules obtained
from either the crisp problem or the ﬁrst and second types of the fuzzy model
can obtain the same job sequence. Thus the fuzzy ﬂow-shop sequencing model
is an extension of the crisp problem.
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