Disconjugate systems of linear differential equations  by Nicolson, Laszlo S
JOCJRNAL OF DIFFERENTIAL EQUr\TIONS 7, 570-583 (1970) 
Disconjugate Systems of Linear Differential Equations* 
LASZLO s. NICOLSON 
Department of Mathematics, Tke Johns Hopkins University, 
Baltimore, Maryland 2 I2 18 
Received March 20, 1969 
1. DEFINITIONS AND XIAIN THEOREMS 
A real n x n matrix A(t) = (cQ(~)), continuous on a t interval J, will be 
called admissible if it satisfies 
%+1(t) > 0 for i = I,..., n - 1 
aij(t) = 0 for j > i + 2, i = I,..., n - 1 
on J. Let A(t) be an admissible matrix. The purpose of this paper is to 
generalize certain of the results in Hartman [5] to the system 
x’ = A(t) x (1.1) 
of first-order, linear differential equations. Any solution x(t) = (xl(t),..., x”(t)) 
of (1.1) is determined by its first component x’(t). 
Let k be a positive integer. A vector-valued function x(t) = (xl(t),..., x”(t)) 
is said to have k zeros (I of them distinct) on an interval J if there exist a 
positive integer I ,( k, points t, < .*a < t, of J, and positive integers pL1 ,..., p1 
such that pI + ..* + pcL1 3 k and xi(t,) = 0 for i = l,..., pj ; j = l,..., 1. 
When the integer 1 is not significant, we shall say that x(t) has k zeros on J. 
Also, x(t) is said to have a zero of multiplicity k at t = t, if xl(&) =- ... = 
a+(t,,) = 0 and 9+l(t,,) # 0. 
The system (1.1) is said to be disconjugate on an interval / if no nontrivial 
solution of (1.1) has n zeros on J. 
REMARK. The system (1.1) is disconjugate on J if, and only if, the 
following condition holds: If t, < .*. < t1 are points of /, pcLI ,..., yl are 
positive integers with p1 + ... + pLI = n, and, for i = l,..., pj ;j = I ,..., E, rii 
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are n given real numbers, then (1.1) has a unique solution x(t) on J satisfying 
xi(tj) = rij for i = l,..., pLj , j = l,..., 1. 
Disconjugacy of n-th order differential equations has been studied 
extensively. For results on the disconjugacy of systems of the type (1. I), see 
Hinton [2]. 
If ur )...) z++r are vector-valued functions z+(t) = (ujl(t),..., up(t)) on an 
interval J, and 1 <p < k - 1, we denote by wg the determinant of the 
matrix (~~~(t))~.~,~ ,..., D , and by 
Wf(l)“‘i(p) the determinant of (uii~~)(t))l,,=l,...,~, ,(l).~.ib) 
where 1 < i(Z) < n and 1 <j(m) < k - 1. When several sets of functions 
@l ,**., %-A {WI >..-, qc-l),... are under consideration, we shall corre- 
spondingly write u[u], ~[w],... and 
We shall also use the notation (l,..., i ,..., p) = (l,..., p - 1, 4 + l,..., p). 
The ordered set {ur ,..., ukel} is said to be a w,(j)-system if wg > 0 on J for 
p = I,..., k - 1. It is a WJC(J)-system if, for I < p < k - 1 and every set of 
indices (1 <)i(l) < .** <j(p)(< k - l), 
Wjli;jf.jc,, > 0 on J 
The ordered set {ur ,..., unT1} is a set of test functions for (1.1) on J if 
(9 h ,..., us-r> is a UI,(J)-system, 
(ii) uj satisfies the first n - 1 equations of (1.1) forj = l,..., n - 1, 
(iii) (-1)“~j[u;’ - Cy=, a,,uji] 3 0 on J forj = I,..., n - 1. 
We can now state the main results. 
THEOREM 1,. Let ] be a compact interval and suppose that there is a set of 
test functions for (1 .l) on J. Then ( 1.1) is &conjugate on J, 
COROLLARY. Theorem I, remains valid if J is an open or half-open interval. 
If J is open, this is an immediate consequence of Theorem 1, ; if / is 
half-open, the corollary follows from Proposition 5.4 and Theorem 1, . 
The following theorem contains the converse of Theorem I, . 
THEOREM 2,. Let (1.1) be discon$gate on a compact interval /. Then (1 .l) 
has a W,(J)-system of solutions. 
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Theorems 1, and 2, generalize results of Hartman [5] on n-th order linear 
differential equations. 
2. REDUCTION OF (1.1) 
Let x = u,(t) be a solution of (1.1) and suppose that u,,r(t) > 0 on some 
interval J. Let U(t) be the matrix 
Uol 0 . . . 0 
0’ = Up2 
(1 1 
~ 
n-1 
UO 
n 
and introduce the change of variables 
.v = U(t) v (2.1) 
in (1 .l), where v = (v” ,..., z+-l). In the resulting system of equations for U, 
the first equation is 
72”’ = (a,,/uol) VI. (2.2) 
The last n - 1 equations do not involve v” and are of the form 
v’ =: B(t) v (2.3) 
where v = (G,..., vn-l) and B(t) is an (n - 1) x (n - I) admissible matrix. 
If a solution x(t) of (1 .l) is known, the corresponding solution of (2.3) is given 
bY 
vi = -(u~+l/uol)~l + xi+1 for i = l,..., n - 1. (2.4) 
Conversely, if v(t) is a solution of (2.3), a corresponding solution of (1. I) is 
obtained by solving (2.2), up to a constant of integration, for v”(t), and 
applying (2.1) to D(t) = (vO(t), v’(t),..., zP1(t)). 
3. SOME PROPERTIES OF DETERMINANTS 
In this section, we state some results on determinants in forms convenient 
for use below. 
LEMMA 3.0. Let 1 < k < n - 1 and let u. ,..., uk be n-vector-valued 
functions. Define the functions wl ,..., wI; by 
Wji = -(u;++l:iuol) Ujl + uy for i = l,..., n - 1 and j = l,..., k. 
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Then 
w;:::&u] = (l/z& uI,:::[“[u]. (3.1) 
This fact will be used in the inductive proofs of Theorems 1, and 2, ; the 
other results of this section will be used only in the proof of Theorem 1, . 
Proof. Consider the determinant 
w,Jzu] = w,“:::;[w]. 
Adjoint a “first row” (~r~/u,,~,..., ukl/uol) and a “first column” (1, O,..., 0) to 
obtain the determinant of a (k + 1) x (k + 1) matrix. For i = 2,..., k + 1, 
add the first row, multiplied by ugi, to the i-th row. Then (3.1) follows. 
LEMMA 3.1. Let ur ,..., u,-~ be n-vector-valuedfunctions; let I < v < n - I 
and 
bw),..., P(4) c Ml),..., Y@ - 1)) c {L..., n - 1). (3.2) 
Let {a( I),..., a(n)} be a permutation of {l,..., n>. Then 
i (-l)“(i) ~~(;;~~(,~l) I~,q’,:‘:.:l),Q(~) = 0. (3.3) 
i=v 
Proof. Consider the matrix 
&:’ 
i- 
. . . %$f 0 . . . 0 ' 
ab-1) 
%(l) 
m(v-1) 
*.. %(Y) 0 . . . 0 
0 . . . 0 
M= 
Rearrange the last n rows of M so that the superscripts are in increasing order. 
Expanding the determinant of the matrix thus obtained, by Laplace’s 
method, “along the first v columns”, it is seen that, up to a factor of f 1, 
det M is equal to the left side of (3.3). But we can also see that det M = 0 
by subtracting from each of the first Y columns of M, one of the last n - 1 
columns [cf., (3.2)], and adding the j-th row to the (V - 1 + j)-th row for 
j=l ,..., Y - 1 so that the entries common to the last ~a - v + 1 rows and 
first v columns of M are repIaced by zero. 
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LEMMA 3.2. Let 1 <j < k < n and let u1 ,..., u, be a wn+l( J)-system. Then 
Proof. By induction on m = j + I,..., k we prove that 
$; (-l)i (bq-p~ w,l::+;;” . )/(q+JJ = (-I)” w,l:::pyw,, . (3.4,) 
(Note that (3.4,) is the assertion of the lemma.) Assume thatj + 1 < m < k 
and (3.4,) holds. Then 
m+1 
c (- l)i (W,1.y*" w::::{:;")/(w,-p,) 
i-j 
By the arguments of the proof of Lemma 3.1, the last expression is 
This proves Lemma 3.2. 
LEMMA 3.3. If (u. ,..., u,-~} is a w,+,(_l)-system and {ul ,..., u,& is a 
W,(J)-system, then {uO ,..., ~4,~~) is a TY,+,(J)-system. 
This can be deduced from Lemma 3.1; cf., a similar argument in the proof 
of Proposition 2.2 in [5]. 
4. PROOF OF THEOREM I, 
We first obtain 
LEMMA 4.1. Let (ul ,..., u,-~} be a set of test functions for (1. l), and let u,, 
be a vector-valued function such that w, > 0, e.g., let u,“(t) = 0 for 
i=l ,..., n - 1 and unn(t) GE 1. DeJine the matrix T = (rij&, ,.., n by 
49 = 1 
(-qj+l w,::-~~&c for j<i 
0 for j > i, (4.1) 
where, for i = j = 1; we put W:::$“” = 1. Let (1 .l) be transformed into the 
system 
Y’ = WY (4.2) 
under the change of variables y = T(t) x. Then b,(t) $0 for i + j. 
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REMARK 4.1. The change of variables y = TX can be written in the form 
REMARK 4.2. Let V(t) be the diagonal matrix 
V(t) = diag (exp (-/‘6,, A),..., exp (-ltb- ds)). 
Let (4.2) be transformed into 
2’ = C(t) z (4.3) 
under the change of variables z = Vy. Then cii = 0 for i = l,..., 12 and 
cij = bii exp J-” (bjj - b,J ds for i f j. Thus, cij < 0 for all i, j. 
Proof of Lemma 4.1. The matrix B(t) is given by 
B = (T’ + TA) T-l. (4.4) 
It is easy to check that T-r is given by 
(( -l)j+l 
(T-% = \o 
W:::::-‘~i/wj-l for j<i 
for j > i, (4.5) 
where, for j = 1, we define Wi:::T*i = uli. In fact, Lemma 3.2 shows that 
(T-lT),, = 0 for p > q, while it is trivial that (T-lT),, = a,, for p < q, 
where a,, is the Kronecker delta. 
It is readily verified that bij = 0 forj > i + 2 and that 
hi+1 = -ai,i+lwi-1wi+ll(wi)2 (a, 
where we define w,, = 1. It remains to show that bij < 0 for j < i - 1. We 
shall compute b,, for m = l,..., n - 1. From (4.4), (4.1), and (4.5), we have 
b,, = (-l)m+l (l/w,&+J i (-l)i+f (w::::::;“)’ w;::::-lSi 
i=m 
(4.6) 
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(To make this relation hold for m = 1, we define a,, = 0.) Lemma 3.1, 
with v = m, CC(~) = b(j) = r(j) = j, shows that 
which also implies that 
An application of (4.7) and (4.8) to (4.6) an an interchange of the order of d 
double summation in (4.6) leads to 
Since Wi:f:,;‘n-l = 0 for i m= I,..., m - 1, the summations over the index i 
can start at 1 instead of m. Thus, the usual rule for the derivative 
of a determinant gives 
By Lemma 3.1, with v = m - I, y(i) = i, (p(l) ,..., P(V)} = (l,..., j ,..., m> 
and {a( 1) ,..., a(?~)} = { 1 ,..., i ,..., n, I>, we have 
LINEAR DIFFERENTIAL EQUATIONS 571 
Making this substitution in (4.9) and replacing the index 
sum in (4.9) becomes 
1 by k, the triple 
m-1 
which is equal to 
m-1 
Therefore, 
111 
+ (- 1)” W,-r c (-l)j” W;:::?:‘,, 
j=l 
(u;, - f u&g. 
i=l 
Since (u, ,..., 21 +r] is a set of test functions for (1. I), ZJ,,,~ < 0. 
A similar computation shows that 
%4dl,n, = L& (-1)” w;::$;-” f (-l)j+l q::-yr’, 
i 
U:’ - y akiU; 
1 
= 0 
.i=l i=l 
for 7n = l,..,, 1 - 1, 1 = 2 ,..., n - 1. This proves Lemma 4.1. 
LEMMA 4.2. Let J = [a, b] be a compact interval. Let (ul ,..., unmIj be a set 
of test functions for (1 .I) on J. Then (1 .l) has a solution u,(t) on J with the 
property that (u,, ,..., u,-,) is a W,+,( J)-system. 
Proof. Consider the change of variables z = I/TX, where T and V are 
the matrices introduced in Lemma 4.1 and Remark 4.2. Let z,(t) be a solution 
of (4.3) such that q,“(b) > 0 for k = I,..., 12. Since the coefficients of (4.2) are 
nonpositive, .zok(t) > 0 on [a, b] for k = l,..., n. Let uo(t) be the solution of 
(1.1) corresponding to z,(t). By Remarks 4.1 and 4.2, 
20 
k = eXp (-i” b,, ds) (l/U+) w,‘::.&[U] for h = I,..., 11, 
so that {u. ,..., u,-r} is a w,+r( J)-system. Since {ur ,..., u,-r) is a W,( J)-system, 
the conclusion follows from Lemma 3.3. 
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Proof of Theorem 1, . Theorem 1, is trivial. Let n > 1, assume that 
Theorem 1,-i holds, and let (ZJ~ ,..., u,-, ) be a set of test functions for (1 .l). 
Let u,, be a solution of (1.1) given by Lemma 4.2 and introduce the change 
of variables (2.1). Define the functions wr ,..., ZL’,-~ by 
wji = -(ui+‘“ju,‘) uj+, -I- ui:i for i = I,..., n - 1, j = I,.,., 72 .--.- 2. 
It will be shown that {zur ,..., w,-J is a set of test functions for (2.3). If 
1 < k < n - 2 and 1 <j(l) < v.. <j(K) ,< n - 2, then (3.1) shows that 
The right side of (4.10) is positive by Lemma 4.2. Therefore, {wi ,..., w,& 
is a IV& f)-system. A straightforward calculation shows that, since 
Ul ,**a, %-1 satisfy the first n - 1 equations of (I.]), w1 ,..., w,-z satisfy the 
first n - 2 equations of (2.3). Al so, zui satisfies the analogue of (iii) in the 
definition of test functions; namely, 
(-l)“-‘+ (“y-l’ -yb,-iVfW;] 2 0 for j = i,..., n - 2. 
i=l 
Hence (wi ,..., ~,~-a) is a set of test functions for (2.3). By Theorem l,-., , (2.3) 
is disconjugate on 1. 
Now suppose that a solution x(t) of (1.1) has 71 zeros on J. Let 1 be the 
number of distinct zeros of xl(t). Then the vector (~a,..., P) has n - i zeros 
on J and these zeros coincide with some of the zeros of xl(t). The relations 
(2.4) show that v(t) has n - I zeros on J. Also, by Rolle’s theorem, (xl/u,,‘)’ 
has I - 1 zeros distinct from the ones just enumerated. Since 
29 = (uol/a,,) 00’ = (uol/a,,)(xl/uo’)‘, 
it follows that v(t) has (n - I) + (I - 1) = n - 1 zeros on J. The dis- 
conjugacy of (2.3) implies that v(t) = 0. Hence, x(t) = 0. This proves the 
disconjugacy of (1.1) on J. 
5. ON SOME RESULTS OF P~LYA AND HINTON 
PROPOSITION 5.1. Let J be a half-open interval, and Jo its interior. If (1.1) 
k disconjugate on J, then there is a w,( Jo)-system of solutions of (1.1). 
PROPOSITION 5.2. Let J be an open interval. Zf (1. I) has a w,(J)-system of 
solutions, then it is disconjugate 071 J. 
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Propositions 5.1 and 5.2 are well-known results of Polya [S] in the case of 
linear n-th order differential equations. They can be proved for systems of the 
type (1.1) by the same methods; cf., Hartman [4], pp. 67, 560, and pp. 51-54 
for the “factorization” required in the proof of Proposition 5.2. 
The next two propositions follow from properties of the “first conjugate 
point function” defined for systems of the type (1.1) by Hinton [2]. 
PROPOSITION 5.3. If (1 .l) is disconjugate on a compact interval J, then there 
is an open interval containing J on which (I, 1) is disconjugate. 
Proposition 5.3 is an immediate consequence of Theorems 3.1 and 3.2 in [2]. 
PROPOSITION 5.4. Let the coefficients of (1 .l) be continuous on a half-open 
interval J and suppose that (1.1) is disconjugate on the interior of J. Then (1.1) is 
disconjugate on J. 
This proposition supplies the proof of the Corollary stated in Section 1. 
It is a consequence of Theorem 3.5 in [2]. Its analogue for n-th order linear 
differential equations is given by Hartman [5] and Sherman [9]. 
PROPOSITION 5.5. Let J be a compact interval. Then (I .I) is disconjugate 
on J if, and only if, there is a wn( J)-system of solutions of (1.1). 
This proposition is an immediate consequence of Propositions 5.1, 5.2, and 
5.3. 
6. PROOF OF THEOREM 2, 
Assume that Theorem 2,-r holds, and let (1.1) be disconjugate on J. By 
Proposition 5.5, (1.1) has a w,( J)-system {us ,..., u,-s} of solutions. Using this 
uO, introduce the change of variables (2.1) to obtain a system (2.3). Define 
Vl )..., 74z-2 by 
vji = ++‘/uo~) Uil + .:,1 for i = l,..., n - 1, j = l,..., n - 2. 
Then vl ,..., ~1,~~ are solutions of (2.3) and, by (3.1), they form a w,-,(J)- 
system. Again by Proposition 5.5, (2.3) . 1s d isconjugate on J. By the induction 
hypothesis, there is a IF,-r(J)-system zur ,..., ZU,-~ of solutions of (2.3). 
Let x1 = u,, and, for k = 2,..., n - 1, let xii be a solution of (1.1) corre- 
sponding to wk-r under the change of variables (2.1). Then, from (2.2), we 
have 
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where cI; is a constant of integration and &l(t) is continuous on J. Thus, we 
can write 
Xk = C,X~ + h, ) (6.2) 
where h, = (hkl,,.., hkn) is continuous on J. 
It will be shown that the constants ca ,..., c,-i can be chosen so that 
{P, ,..., q-r} is a lVn(J)-system. Note that if 1 < j < n - 2 and 
2 <i(l) < -0. < i(j) < n -- 1 then, by (3.1), and since {zul ,..., w,-~} is a 
W,-,(I)-system, 
H’;;,~:;lf.i(j,[X] = uol ~‘~~~jl,,...*,,,,_,~~] > 0. 
It remains to be shown that 
(6.3) 
IVEli;j3..i(j)[X] ,b 0 if 2 & i(1) < -0. < i(j) < n - 1. 
By (6,1,-r), we can choose c,-r > 0 so large that x:-~ > 0 on the compact 
interval J. Suppose that 2 < k < n - 2 and that we have chosen cR+r ,..., c,-r 
to make 
w~(,;!..j,j,[x] > 0 if 1 f j < 72 - 1 - k, 
k + 1 .-g i(1) <: -0. < i(j) .< n - 1. (6.4) 
BY (64, 
bt’~;~i~fIt.j(j)[X] = Ck ?*‘~;j3~!.j(j)[X] + D, 
where D = D(t) is some determinant. By (6.3), we choose cI; > 0 so large 
that the last expression is positive on J. This, together with (6.4), completes 
the induction on decreasing k and proves the theorem. 
7. PRINCIPAL SOLUTIONS 
We first state 
PROPOSITION 7.1. Let x(t) be a solution of (1 .I). Let 1 < k < n - 1, 
suppose that x(t) has a zero of muZtipZicity k at t = t, , and xk+l(t,,) > 0. Then 
(t - t,)” xl(t) > 0 for smaZZ I t - t, 1 > 0. Thus, xl(t) changes ign at t = t, 
if, and only if, k is odd. 
This property of solutions of (1.1) was proved by Hartman [6]. It suggests 
that the k-th component of a solution of (1.1) behaves as a (k - I)-st derivative 
of the first component. In contrast, we do not have a complete analogue of 
Rolle’s theorem; for we can give an example of a system (l.l), n = 3, and a 
solution x(t) such that xl(t) has three distinct zeros, t, <: t, < t3 and x”(t) : > 0 
on [tl , &I. 
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Let t, < si < sz < ta < t, . Let x’(t) be a smooth function on [ti , tJ 
satisfying 
xl(t,) = xl(t,) = xl(t,) = 0, 
x’(t) > 0 on (tl , t2), xl(t) < 0 on (t2 , t3), 
(!; 
xl”(sl) = xl”(s2) = 0, (iii) 
xl”(t) > 0 on [tl , 4 U (s2 , 4, xl”(t) < 0 on (si , sz). (3 
Let E < min(s, - t, , t, - sz). Define a smooth function u,,(t) on [tl , t3] as 
follows: 
a,,(t) = 0 on [tl , t, + <I u [t2 - 5 ?A 
a,,(t) = (xl” - 1)/x1 (CO) on [sr , s,], 
a,,(t) < 0 on (tl + E, sl) u (se , t2 - 4. 
It is clear that 9” - azlxl > 0 on [tl , t3]. Define 
S(t) = xl’(t), x3(t) = x2’(t) - a,,(t) xl(t), and a,,(t) = x3’(t)/x3(t). 
Then x(t) = (xl(t), x2(t), x3(t)) is a solution of 
xl’ zrz 9 x2’ = u,,(t) xl $ x3, x3’ = u,,(t) x3, 
with the properties stated above. 
PROPOSITION 7.2. Let the coefticients of (1.1) be continuous on an open 
interzul /, with the property that if x(t) + 0 is a solution, then the first 
component xl(t) of x(t) does not have n distinct zeros on J. Then (1.1) is 
disconjugute on J. 
This proposition was proved by Hartman [3] for nonlinear “n-parameter 
families,” and by Arama [I] and Opial [7] for the simpler case of linear 
differential equations of order n. Opial’s proof is easily modified to apply to 
systems of the type (1.1) by replacing his arguments involving Taylor’s 
expansion by some simple arguments using Proposition 7.1. For a generaliza- 
tion of Proposition 7.2, see [6]. It may also be remarked that, in view of 
Proposition 5.4, Proposition 7.2 remains valid if the interval J is half-open. 
Let the coefficients of (1 .l) be continuous on an open interval J = (a, b), 
where -CO < a < b < m. The system (1 .l) is nonoscikztory at t = b if for 
any solution x(t) $ 0, d(t) # 0 for t near b. 
THEOREM 3. Let (1. I) be nonoscillutory at t = b. Then there exist nontrivial 
solutions tl(t),..., f,(t) such that 
[i’(t),‘(;+l(t) + 0 us t ---f b for j = I,..., n - 1. 
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The solution &(t) is unique up to constantfactors and, if 1 < j < n, the addition 
of linear combinations of fl(t),..., fjel(t). 
For 1 <<j < n - 1, fj(t) is called a j-th principal solution at t =: 6. 
Theorem 3 is a particular case of Theorem A in [5] which deals with “principal 
functions” of “nonoscillatory linear families” of real-valued functions. We 
have the following 
COROLLARY. Let (1.1) be disconjugate on J, let t,(t),..., e,(t) be solutions 
supplied by Theorem 3 and let 1 < j < n. If a linear combination 
has j zeros on J, then x(t) 3 0. In particular, wj[[] f 0. 
Thus a set of principal solutions {fI ,..., &;E--1} can be chosen so that it is a 
zu,( J)-system. This fact is a refinement of Proposition 5.1. 
The last corollary yields analogues of Corollaries Al and A2 in [5]. The 
proof of Corollary A2 in [5] can be modified to give the last corollary by 
employing Propositions 7.1 and 7.2, instead of the analogous results of [3]. 
In [5], principal solutions of n-th order linear differential equations are 
also obtained by induction on n and a change of variables of the type (2.1). 
By this method, some additional properties of principal solutions are proved. 
These results have analogues in the case of (1.1). For example, it can be 
shown that if a < c < b and J, == [c, d), then there is a set of principal 
solutions {fl ,..., Enml} which is a I+‘,( J,.)-system. 
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