S tate governments, whose spending accounts for around 10 percent of GDP, play a substantial role in the fiscal policy landscape. Since almost all US states have formal balanced budget requirements, a large share of their spending fluctuates procyclically. When states enter recessions, their tax bases contract and their safetynet expenditures expand. Compliance with balanced budget requirements can thus entail significant reductions in capital expenditures and in spending on publicly provided goods and services. 1 It is difficult to rationalize pro-cyclical spending on infrastructure and service provision as serving any welfare-enhancing purpose. Utility from public services, for example, would likely be higher if these services flowed smoothly. Similarly, if capital expenditures must be conducted with any cyclical orientation at all, they would ideally be reserved for downturns as a source of "shovel ready" projects.
Increases in business-cycle volatility that are induced by pro-cyclical state spending thus do not come with obvious offsetting benefits.
The contribution of state governments to the business cycle depends on two parameters. The first parameter is a measure of how pro-cyclically they spend. Using state-level data on income and the relevant categories of government spending, we estimate this parameter in Section I. For each $1 that income deviates from trend, we find that state spending on infrastructure and service provision deviates from trend by 8 cents.
The second relevant parameter is the fiscal policy multiplier associated with state spending on infrastructure and public services. Estimating this multiplier requires isolating variation that is not, itself, driven by the business cycle. State government spending's pro-cyclical tendency, as driven in part by balanced budget requirements, makes isolating such variation difficult.
The empirical macroeconomic literature on fiscal policy attempts to isolate exogenous shocks to government spending using a combination of Structural Vector Autoregressions (SVARs) and narrative histories. 2 The primary source of variation in this literature can make both inference and extrapolation difficult (see, e.g., the discussion in Auerbach and Gale 2009 ). An examination of the time series for aggregate government spending reveals that the shocks isolated by both SVAR and narrative methods will stem largely from defense spending, with the unexpected component coming primarily from the World War II and Korean War build-ups (Ramey 2011) . 3 Such spending makes inference difficult for two reasons. First, wars can be associated with other important shifts in economic policy. 4 Second, the onset and resolution of wars may have significant impacts on expectations for future tax and income streams, both of which are determinants of current consumption, investment, and labor supply decisions.
Difficulties with extrapolation from the macroeconomic studies also relate to their reliance on defense spending. There are important differences between defense spending and the kinds of spending typically considered for stimulus purposes. Unlike defense spending, spending on infrastructure, health, and education affects the economy's production possibilities and may enter into individuals' utility functions. Also unlike defense spending, spending on programs like Medicaid and Unemployment Insurance involves changes in incentives that may influence labor supply.
A recent (and very much "in progress") literature estimates the effects of fiscal policy using plausibly exogenous variation in subnational government spending. 5 We show in Section II that this variation tends to depart in an important way from the ideal natural experiment for evaluating stabilization policy. Specifically, the spending is often (either explicitly or implicitly) "windfall" financed rather than deficit financed. This is common to sources of variation that involve federal funding. With 2 An early paper in this relatively recent literature is Blanchard and Perotti (2002) . More recent examples include Ramey (2011) , Auerbach and Gorodnichenko (2012) , and Mountford and Uhlig (2009) .
3 An analysis by Barro and Redlick (2011) takes the step of directly assuming the exogeneity of changes in the defense spending series itself. 4 During World War II, for example, the US economy underwent the imposition of rationing and price controls. 5 See, e.g., Chodorow-Reich et al. (forthcoming) , Cohen, Coval, and Malloy (2011) , Serrato and Wingender (2010) , Shoag (2010) , and Nakamura and Steinsson (2011).
federal funding, the future tax burden is borne by both the "treatment" states that receive the spending and the "control" states that do not. Any tendency for deficits to crowd out private consumption and investment, commonly called "Ricardian" effects (Barro 1974) , will thus be netted out within standard estimation frameworks. Consequently, in a standard new-Keynesian framework, windfall-financed spending will tend to produce larger multiplier estimates than deficit-financed spending (see, e.g., the discussion by Cogan et al. 2010) .
We argue that differences in states' fiscal institutions, which affect their short-run savings behavior, can yield ideal variation for studying fiscal policy. Spending variation generated by fiscal institutions (broadly taken to include balanced budget requirements, tax and expenditure limitations, and rainy day funds) affects states' long run budget constraints. Unlike windfall-financed spending, a spending increase induced by fiscal institutions is deficit financed. Furthermore, the variation occurs in precisely the categories of spending associated with stimulus-oriented policy decisions.
In Sections III-V we describe and implement a strategy for estimating a government spending multiplier using variation induced by states' fiscal institutions. In doing so, we extend a result from Poterba (1994) on the effect of states' balanced budget requirements on their responses to fiscal shocks. The relevant result leverages the fact that states have varying degrees of stringency built into the rules which govern deficit financing of general fund expenditures. During times of fiscal stress, we see that states with strict rules enact relatively large rescissions to their budgets in order to quickly narrow emerging deficits.
We use the spending cuts made by strict-rule states (in excess of those made by weak-rule states) to identify the effects of these outlay changes on state economic outcomes. Our estimates imply an on-impact multiplier of around 0.4, with inconclusive evidence regarding fiscal policy's effects over subsequent periods. While the estimates of the on-impact multiplier are moderately sensitive across specifications, they are uniformly (and often statistically significantly) smaller than estimates in recent studies that utilize windfall-financed spending variation. Consistent with neoclassical considerations, the results suggest an important role for Ricardian crowding out of private consumption and investment activities.
I. Budget Rules and State Spending Over the Business Cycle
Balanced budget requirements dictate a tight relationship between state governments' revenues and expenditures.
6 Absent significant saving in stabilization funds during expansions, states must choose between increasing tax rates and reducing expenditures during recessions. We save our discussion of differences in the stringency of states' budget rules for Section IV. At present, we note that even the weakest rules require states to enter each fiscal year expecting revenues to equal general fund expenditures. 7 In this section, we focus on the fact that, as a consequence of these requirements (coupled with generally limited saving in stabilization funds), states exhibit significant pro-cyclicality in their spending on capital infrastructure and service provision (non-safety-net expenditures). We illustrate the pro-cyclicality of non-safety-net expenditures in Figures 1 and 2, which we constructed using flexibly detrended data on personal income and the relevant categories of government spending. 8 The variables, as with all others in this study, are analyzed in real per capita terms. Figure 1 plots the means of these detrended series (taken across states) over time from 1960 to 2006. Figure 2 displays each state-by-year observation for the two series in scatter plot form. The timing of cyclical adjustments in state spending (as illustrated in Figure 1) is consistent with what one would expect due to balanced budget requirements; spending tracks the business cycle with a lag of about one year. The best-fit line in Figure 2 implies that when personal income is $1 below trend, spending outside of safety-net programs tends to be 7.7 cents below trend (with a standard error of 1.7 cents). 9 8 Specifically, we regressed both non-safety-net spending and personal income on state-specific quartic trends. Non-safety-net spending is defined as the sum of "capital" and "current" expenditures minus expenditures on "public welfare," which is dominated by Medicaid and cash welfare assistance. Altering the number of terms in the polynomial does not significantly change the results, although a relatively flexible polynomial seems clearly preferable to a simple linear trend given the variety of changes a state's economic trajectory can make over the course of five decades. We obtain similar results when running each state's income and spending data through the HodrickPrescott filter rather than detrending with polynomials.
9 Essentially the same result is obtained when the detrended state income data are replaced by state income data that has been run through the Hodrick-Prescott (HP) filter (point estimate of 7.4 cents with a standard error of 1.8 cents). We use HP-filtered income data in the analysis reported in Section V. A smaller estimate (3.2 cents with a standard error of 0.8 cents) is obtained when the state spending data is run through the HP-filter as well. HP-filtering is questionable for the long series on state spending, however, as state spending has grown in spurts over the last five decades and is poorly described by what Jaeger (1994) describes as the "smooth and slowly changing trends" required for the HP-filter to be appropriate. Notes: Figure 1 plots the unweighted means (across states) of detrended personal income and state government spending outside of insurance trusts and safety-net programs on a per capita basis. Detrending was conducted using state-specific quartic polynomials. Personal income data come from the Bureau of Economic Analysis (BEA) and state government spending data come from the Census of Governments (COG).
The full effect of pro-cyclical state spending on the business cycle depends on the fiscal policy multiplier associated with these expenditures. More specifically, it depends on the multiplier associated with smoothing the timing of these expenditures. The implications for aggregate volatility could be substantial. If the relevant multiplier is slightly larger than two (as recently estimated by Shoag 2010), state governments would be responsible for nearly one-fifth of all business-cycle volatility. On the other hand, if shifts in government expenditures displace contemporaneous private activity (as found, e.g., by Cohen, Coval, and Malloy 2011) , state governments may cause a relatively small portion of volatility.
II. Differentiating between Sources of Variation in Fiscal Policy
In this section, we lay out a framework for distinguishing between sources of variation for estimating multipliers on subnational government spending. A benefit of standard applied micro-econometric approaches (in particular relative to VAR and SVAR methods) is that they allow us to be very explicit about the source of the variation used for econometric identification. 10 We describe how alternative sources of variation can be mapped into distinct natural experiments in fiscal policy. We focus, in particular, on differences in the implied financing of the relevant government spending.
11 10 The explicit use of narrative shocks or some other clearly defined source of variation within a VAR or SVAR framework, as in Auerbach and Gorodnichenko (2012) , Favero and Giavazzi (2012) , and Ramey (2011) can also be an attractive source of relatively transparent identification.
11 Natural experiments in fiscal policy can differ along several dimensions that are relevant for thinking about their associated multipliers. These include their impact on the economy's production possibilities, the extent to which they substitute for (or complement) private consumption, their timing, and their impact on incentives (e.g., for labor supply) in addition to how they are financed. Notes: Figure 2 plots state-year observations of detrended personal income and state government spending outside of insurance trusts and safety-net programs on a per capita basis. The best-fit line has a slope of 0.077 (standard error of 0.017) and the regression yields an R 2 of 0.16. Detrending was conducted using state-specific quartic polynomials. Personal income data come from the BEA and state government spending data come from the COG.
Our characterization of sources of variation in subnational fiscal policy involves tracking their impact on the spending (G s, t ), tax revenues (t s, t ), and net present value of future liabilities (NPVL s, t ) of state s in year t.
12 A source of variation in fiscal policy can be thought of as an instrumental variable (Z s, t ) which is assumed to be exogenous with respect to some state-level economic outcome ( y s, t ) like income or employment. This exogeneity may require conditioning on a vector of covariates (X s, t ) that could include fixed effects, time trends and other relevant controls. To characterize the natural experiment associated with Z s, t , one can run the following series of regressions involving the fiscal variables:
Many sources of variation in state government spending involve changes in the distribution of an existing pool of federal funds. Examples include reallocations induced by changes in the structure of congressional power (see, e.g., Cohen, Coval, and Malloy 2011) or by updates to formulas that dictate the distribution of intergovernmental grants (see, e.g., Serrato and Wingender 2011) . In a very direct sense, these sources of variation amount to transfers from one state to another. 13 The recipients of these transfers incur no deficits as a result of the ensuing government expenditures. If the money is spent as intended, Z s, t could be scaled so that β 1 = 1 while β 2 = β 3 = 0. One would want to confirm, however, that the state does not offset the intended expenditures by decreasing other expenditures and lowering current or future taxes, in which case the natural experiment would involve 0 < β 1 < 1, β 2 < 0, and β 3 = β 1 − β 2 − 1. It would be crucial in the latter case to recognize that the increase in government spending does not fully characterize the natural experiment.
14 Other sources of variation in state government spending involve the distribution of a deficit-(surplus-) financed increase (decrease) in spending at the national 12 In many applications NPVL could be proxied for by a measure of a state's current-year deficit. When the financing of state (or local) expenditures takes place at the national level, a measure of each state's share of federal tax liabilities may be required. 13 As noted by Shoag (2010) , the shocks to returns in states' pension funds which serve as his source of econometric identification are also equivalent to cross-state transfers.
14 Implementation can easily go awry if one focuses exclusively on having a "strong instrument" for predicting government expenditures. For example, suppose β 1 = 0.75 while β 2 = −0.25 (implying β 3 = 0), both estimated with standard errors of 0.15. In this instance, the instrument could be characterized as being a strong predictor of spending while not having a statistically significant relationship with tax collections. Yet, tax collections make up a nontrivial 25 percent of the total natural experiment in fiscal policy. Standard use of Z s, t as an instrument for government spending would lead to an inflated estimate of the government spending multiplier in standard Keynesian frameworks. With only one instrument, the multiplier on government spending cannot be independently identified; it is only possible to estimate the effect of the entire natural experiment in fiscal policy. When spending and tax changes are both in play, the reduced form relationship between Z s, t and y s, t will provide the only unbiased presentation of the results. level. One recent example involves formula-induced variation in the funds disbursed through the American Recovery and Reinvestment Act (Chodorow-Reich et al. forthcoming). Another involves the differential impact of changes in defense spending on states with different exposure to defense-related industries (Nakamura and Steinsson 2011) . If the residents of each state or locality pay an equal share of the federal tax burden, then these natural experiments become equivalent to changes in the distribution of an existing pool of funds. To see why, suppose that a policy change results in an extra dollar of spending in half of the states and no change in the others; all states facing an increase in their future tax liability with a present value of 50 cents. In comparing the impact of this policy change across regions, the future tax liabilities will difference out. This leaves the equivalent of a windfall-financed increase in spending in the states that received the federal funds. Econometrically, an instrument that perfectly predicts the $1 spending differential would be uncorrelated with a perfect measure of future tax liabilities. As before, Z s, t could be scaled so that β 1 = 1 while β 2 = β 3 = 0.
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Changes in government spending that are driven by states' fiscal institutions will differ from the spending changes just described. Such changes will not involve external sources of finance, so that any increase in spending (net of taxes) necessarily involves an increase in future liabilities. These institutions will not, as a general proposition, generate exogenous variation in the level of government spending. They do, however, generate exogenous variation in how states respond to shocks. Budget rules, for example (as detailed below), dictate the pace at which states adjust in response to unexpected deficits. Similarly, savings devices like rainy day funds may generate differences in how states respond to the arrival of intergovernmental transfers. 16 In cases where fiscal institutions affect spending behavior without affecting revenue-raising behavior, Z s, t can be scaled so that β 1 = β 3 = 1 while β 2 = 0. This is precisely the natural experiment at the heart of stabilization policy. Distinguishing between this setting and settings where β 3 = 0 is crucial for testing the importance of traditional Keynesian mechanisms relative to the neoclassical considerations associated with Ricardian Equivalence (Barro 1974) .
17 Any crowd out of private consumption or investment that results from deficit financing is implicitly netted out when the financing burden is spread equally across the treatment and control groups.
III. A Measure of Fiscal Shocks and Its Relation to the Business Cycle
We now implement the approach described above, using variation in how states respond to fiscal shocks. In this section we describe the construction of a measure 15 Note here that if states differ in the extent to which they are expected to bear the burden of future tax liabilities there may be a separate instrument that could be used to identify the effects of deficit financing. The availability of such a variable would make it possible, in principal, to recover estimates of the effects of fiscal policy associated with any degree of deficit finance. 16 Suppose, for example, that a federal stimulus policy involved $10 billion transfers to each state and that states with rainy day funds save a greater share of these transfers than others. The difference in spending between the two sets of states would effectively be deficit financed; it would be associated with an equivalently-sized change in their future liabilities. 17 Considerations associated with rational expectations are incorporated into both real business cycle and newKeynesian models as discussed by Cogan et al. (2010) .
of fiscal shocks and provide evidence on how these shocks relate to business cycles. In Section IV, we present evidence of the effect of states' balanced budget requirements on the speed with which they respond to these shocks.
Following Poterba (1994) , we quantify fiscal shocks using the difference between budget forecasts and realizations, which are expressed without mid-year adjustments as described below:
The terms involving expectations are outlay and revenue forecasts, where the forecast is made at the end of the previous fiscal year. outlays CL, t and Revenues CL, t are the constant-law levels of outlays and revenues; they are what would prevail in the absence of mid-year adjustments to the budget. The difference between these terms provides a true measure of expenditure and revenue shocks. 18 We cannot directly observe constant-law outlays and revenues. However, we can recover them by subtracting mid-year changes (denoted as ∆outlays t and ∆Revenues t ) from the final outlay and revenue realizations for the fiscal year (outlays t and Revenues t ). We compute the total shock by combining the revenue and expenditure shocks to form:
Beginning in 1988, the National Association of State Budget Officers (NASBO) reports all of the information required to construct these shocks in its semiannual fiscal survey of the states series.
Three features of the deficit shock series are worth discussing immediately. First, its dependence on forecasts raises issues associated with forecast manipulation. Forecast manipulation may be a significant concern when fiscal stress is particularly severe (as during the recent financial crisis). 19 We checked for the relevance of forecast manipulation by replacing the forecasts reported by NASBO with simple econometric forecasts based on state income, revenues, and expenditures from the previous fiscal year. We found that this change in the forecast series had little impact on the empirical investigation.
Second, the deficit shocks' relationship with forecasts makes them much less persistent than the economic shocks with which they are associated. State forecasters appear to be taken by surprise during the year in which an economic shock occurs. In forecasts for future years, however, the shock is generally taken into account.
Third, the NASBO reports include mid-year spending cuts, but not mid-year spending increases. This reflects some combination of institutional realities and measurement error. The rules for changing appropriations in response to adverse shocks differ from those for changing appropriations in response to favorable shocks. Increases in appropriations require legislation. In the face of unexpected deficits, however, many state governors are constitutionally empowered to impose budget cuts unilaterally. Hence while the variable is indeed right-censored, measurement error is only present if legislatures appropriate additional spending outside of the usual appropriations cycle. In the context of the NASBO data for 1988-1992, Rueben (1993) investigates the effects of making standard econometric corrections for censored data. She finds that these corrections have little impact on estimates of state responses to fiscal shocks.
Figure 3 graphs national means (across the states) of deficit shocks and detrended personal income per capita from 1988 to 2004. The figure shows that deficit shocks tend to be large when the economy is entering a recession. When detrended personal income turns sharply downward, large, positive deficit shocks occur. Deficit shocks tended to be small and negative during the expansionary years of the mid-and late1990s. As reported in Table 1 , the adverse shocks experienced at the beginnings of recessions and the favorable shocks experienced during expansions result in a mean shock that is fairly close to 0. Because deficit shocks occur close to the peak of a state's business-cycle, they tend to be negatively correlated with changes in personal income and positively correlated with the level of personal income.
IV. State Responses to Deficit Shocks During Two Recessions
In this section, we analyze states' short-term responses to deficit shocks, focusing on the effect of budget rules with different degrees of stringency. We collect information on balanced budget requirements from a 1987 report by the Advisory Commission on Intergovernmental Relations (ACIR) and from various reports by the National Association of State Budget Officers (NASBO). Rules can be differentiated 1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 Year
Figure 3. Detrended Income and Deficit Shocks
Notes: Figure 3 plots the unweighted means (across states) of deficit shocks per capita and detrended personal income per capita. The deficit shocks were constructed using data from semiannual reports by the National Association of State Budget Officers (NASBO). Personal income data come from the BEA.
in large part on the basis of whether they affect the enactment or execution of a state's budget. An example of a rule that applies to the budget's enactment is a rule requiring the legislature to pass a balanced budget. Such a rule does not force states to respond quickly to deficits that emerge over the course of the fiscal year. It requires only that the budget be balanced (in expectation) in the following fiscal year, i.e., that E(G t+1 ) < E(t t+1 ). Stricter rules apply more directly to the execution of the budget. The strictest rule (also known as the "No-Carry" rule) prohibits carrying deficits through the next budget cycle. This rule requires that if a deficit is incurred at time t, the budget for the following year must be such that deficit t + E(G t+1 ) < E(t t+1 ).
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20 Past research has explored some of the consequences of these rules. Notable studies include work by Poterba (1997) and Bohn and Inman (1996) , who examine the impact of different requirements on a broad range of budgetary outcomes. Highlights also include Poterba and Rueben (2001) , and Lowry and Alt (2001) , whose work addresses the nexus between balanced budget requirements, state fiscal behavior, and interest rates on generalobligation debt. These studies confirm empirically that requirements which apply to the budget's execution have greater impact than those that apply only to the budget's enactment. Strict budget rules are associated with lower spending levels, modestly greater accumulation of surpluses in budget stabilization funds, and faster adjustment in response to fiscal shocks. Notes: ** and * indicate statistically significant differences between the means for weak-and strong-budget rule states at the 0.01 and 0.05 levels respectively. The combined sample includes data on the 27 annually budgeting states listed in Table 2 for the period 1988-2004. Several observations are unavailable due to incomplete data reporting, leaving a final sample of 448 observations. Columns 1 and 2 report data for the states identified in Table  2 as having "Strong" budget rules while columns 3 and 4 report data for states identified in Table 2 as having "Weak" or "Medium" budget rules. Fiscal variables were generated using data from the Census of Government's (COG) Annual survey of state and Local Government finances and the National Association of State Budget Officer's (NASBO) semiannual series fiscal surveys of the states. Income data come from the Bureau of Economic Analysis, employment data come from the Bureau of Labor Statistics, and demographic data come from the March Demographic Supplements to the Current Population Survey.
The fiscal behavior of interest takes the form of mid-year tax increases and spending reductions that narrow unexpected deficits as they emerge. Since timing is central to this application, we follow Poterba (1994) in restricting our sample to a subset of 27 states with annual budgetary cycles and annual legislative cycles. 21 We generate our measure of budget rules using a 1-10 index produced by the ACIR (1987). We designate the eight states with scores less than seven as "weakrule" states. This is the cutoff associated with the relatively crucial distinction between states with and without a rule that approximates the No-Carry rule. We consider a further subdivision of the weak-rule states into states with rules of weak-and medium-stringency.
22 Table 2 provides a breakdown of the states in each classification. Table 1 reports summary statistics (separately for states with weak and strong rules) for the fiscal variables analyzed in the current section as well as for additional economic and demographic characteristics. Apparent differences between the 21 Adding an additional set of states, in which legislative cycles are annual while budgetary cycles are biennial, has little impact on the results. As expected, the further introduction of the states with biennial legislative cycles and biennial budgetary cycles significantly weakens the first stage relationship presented below. 22 In addition to the ACIR and NASBO classifications of budget rules, a classification can also be found in a 1993 report by GAO. Differences between these classification systems are the subject of an exchange between Levinson (1998 Levinson ( , 2007 , and Krol and Svorny (2007) . An alternative classification scheme, based on direct readings of statutes and constitutions across states, has also been recently produced by Hou and Smith (2006) . The literature points toward the notion that state political culture may ultimately be as important as the actual content of the requirements themselves (NCSL 2010). We focus on the ACIR classification system because of its power for predicting states' mid-year budget cuts. We also note that a close reading of the GAO report suggests a classification much closer to that from the ACIR than is apparent on first glance. Specifically, the report's Table I .3 classifies four of ACIR's weak-rule states as strong-rule states. In each case, however, the classification is linked to a footnote stating "Although these states require year-end budget balance, carryover and/or borrowing to finance a deficit are allowed if necessary" (emphasis added). The note implies that the requirement does not bind these states in a serious way, making us comfortable with the ACIR's weak-rule classification. (1987) . States with an index value less than 5 are classified as weak, an index equal to 5 or 6 as medium, and an index exceeding 6 as strong. When we classify states as strong or weak, the states classified as medium are shifted into the weak classification.
groups are that weak-rule states tend to be highly populous and have high incomes. These cross-state differences help to inform our robustness analysis. We look to states' mid-year spending cuts and tax increases (∆outlays t and ∆Revenue t ), in particular to the extent that they are driven by differences in states' balanced budget requirements, as sources of variation of the sort described in Section II. This leads us to estimate equations (4) and (5), which are similar to specifications implemented by Poterba (1994) In terms of the econometric framework laid out in Section II, the interaction between the deficit shock and the indicator for weak budget rules, weakBBR s defshock s, t , is the instrument (Z s, t ) while the main effect of the deficit shock is an essential element of the vector of control variables (X s, t ). The reason for this will become clear in Section V when we discuss the intuition behind the key identifying assumption associated with multiplier estimation. In the empirical implementation, we split the deficit shocks into distinct variables for their positive and negative values. Budget rules only have binding implications in the face of positive (i.e., adverse) deficit shocks, so that the relevant instrument is weakBBR s defshock s, t × 1 {defshock > 0} . Table 3 presents an initial set of results describing the behavior of state governments facing unexpected fiscal shocks from 1988 through 2004. Columns 1 and 2 report results for mid-year budget cuts and mid-year tax increases, respectively, with all 27 states in the sample grouped together. These results show that states do little in response to negative deficit shocks while enacting significant budget cuts and tax increases in response to positive shocks. 23 The budget cuts average 29.2 cents per dollar of deficit shock (estimated with a standard error of 5.5 cents) while the tax increases average 6.4 cents (estimated with a standard error of 2.2 cents). The estimated tax increases are for the fiscal year during which the shock occurs. Since mid-year tax increases will tend, in general, to be in effect for fewer than 6 months out of the current fiscal year, the current-year collections can be much smaller than the new collections scheduled for the following fiscal year.
Columns 3 through 6 of Table 3 divide states into classification by strong and weak budget rules (columns 3 and 4) and by strong, medium, and weak budget rules (columns 5 and 6). These columns show that the mid-year budget cuts are concentrated in states with relatively strict balanced budget requirements. While strong-rule states enact an average of 38.3 cents in budget cuts per dollar of deficit shock, weakrule states enact an average of 14.0 cents in such cuts. The standard error on the 24.3 cent differential is 5 cents, making the difference highly significant statistically. The strong, medium, and weak classification yields quite similar results.
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The budget rules turn out not to predict mid-year tax increases to a degree that could be regarded as either economically or statistically significant. This result is crucial for characterizing the proposed natural experiment in fiscal policy (as discussed in Section II). The result implies that the interaction between budget rules and deficit shocks can be viewed as isolating a shock to spending that is deficit financed, with no change in current tax revenues. Table 4 Differences between the expansionary period and the two periods of stress are striking. Deficit shocks are generally un-predictive of state governments' mid-year actions during the 1995-2000 expansion. None of the estimates for this period are Notes: Standard errors, calculated allowing for arbitrary correlation at the state level, are in parentheses beneath each point estimate. In all columns, the sample contains the 27 annually budgeting states listed in Table 2 . Classification of each state's balanced budget requirements is described in the note to Table 2 . Construction of the deficit shock variables is described in detail in the text. The fiscal outcome variables were constructed using data from the National Association of State Budget Officer's (NASBO) semiannual series fiscal surveys of the states.
statistically significant and the interaction between budget rules and positive deficit shocks yields an economically large, wrong signed, and highly imprecise coefficient in the regression involving mid-year outlay changes. The imprecision is driven in large part by the fact that there are very few observations involving positive deficit shocks in states with weak budget rules during this period. These were also years when states were more likely to have surpluses left over from prior years, making it possible for them to balance their budgets with smaller mid-year spending reductions and tax increases. The measurement of deficit shocks may also be more error prone during expansionary years due to the absence of reporting on mid-year spending increases. For these reasons, we restrict the sample to the periods of fiscal stress when estimating the effect of state budget cuts on state economies. The absence of predictive power during expansions need not pose a problem for efforts to estimate the effect of government spending "on impact" during recessions. However, it does raise problems for efforts to estimate multipliers in models with lag structures. The absence of a clean, extended time series is not conducive to efforts to account for complex dynamics.
V. Estimating the Government Spending Multiplier
We now use equation (4) as the first stage in an instrumental variables strategy for estimating the effect of budget cuts on state income. The estimating framework is summarized below: where G s, t represents the mid-year outlay changes from Section IV and where, again as in Section IV, the specifications are implemented with distinct variables for the positive and negative values of the deficit shocks. Given the differences between states with weak and strong budget rules (as reported in Table 1) , it is crucial to account for differentials in income levels and trends across states. We account for such differences by detrending each state's income series using the Hodrick-Prescott filter. 25 Before presenting the estimates, we devote the next subsection to describing the economic intuition behind the key identifying assumption. We discuss the principal threat to this assumption, and our methods for taking that threat into account, in detail.
A. identification
The key identifying assumption can be written as follows:
In short, the excluded instrument, weakBBR s defshock s, t , must be uncorrelated with the second stage error term. We develop intuition in the following paragraph.
Noting that weakBBR s is binary, we can re-write this condition in two pieces:
where p weakBBR is the probability that a state has weak budget rules. The first piece of this expression automatically equals 0 since it is the piece for which weakBBR s always equals 0. Hence we are left with
as the exclusion restriction, with weakBBR s always equal to one. Since we include the main effect of the deficit shock in our regressions, it follows from the properties of ordinary least squares that E(defshoc k s, t × ε s, t ) = 0. Consequently, we can write that if
In words, the restriction is satisfied if the unconditional expectation of the deficit shock times the second stage error equals that same expectation conditional on a state having weak budget rules. We interpret this as requiring that the deficit shock variables have similar economic content in weak-and strong-rule states. The primary threat to this condition stems from differences in the revenue bases utilized across states. Revenue bases with different elasticities (with respect to economic conditions) can lead an economic shock of given size to result in deficit shocks that differ across states. As reported in Table 1 , taxation accounts for 55 percent of general revenues in weak-rule states and 51 percent in strict-rule states, with personal income tax revenue accounting for the entire difference. This raises concern because personal income taxes tend to be more volatile than other revenue sources. Consequently, an economic shock of a given size may, all else equal, result in a relatively large deficit shock in the weak-rule states. If true, this would upwardly bias our multiplier estimates. Conditional on their deficit shocks, weak-rule states would have better performing economies than strong-rule states for reasons unrelated to their budget cuts.
We implement two checks to account for bias that may result from this difference in revenue bases. First, we directly allow the relationship between deficit shocks and income to vary with the share of revenues raised through income taxation. We do this by controlling for an interaction between the income-tax share and the main effects of the deficit shock variables. Second, we explore the timing with which our initial estimates of the effect of mid-year outlay changes on income arrive. If the avoidance of mid-year budget cuts is truly improving a state's economic performance, the improvement should arrive during the latter half of the fiscal year. It is only during this latter portion of the year that the fiscal policies of states with different balanced budget requirements diverge. 26 The evidence suggests that these concerns are relevant, as estimates that control for the tax interactions mentioned above or that control for the condition of the economy prior to the implementation of budget cuts are smaller than estimates that take neither measure. Table 5 presents initial estimates of the effect of mid-year outlay changes on the level of detrended income. When looking at income over the full course of the fiscal year (column 1), an additional dollar in outlays is associated with an additional 77 cents in income. Columns 2 and 3 break down the timing with which this additional income arrives, showing that 30 cents arrive during the first half of the fiscal year while 47 cents arrive during the second half. Since mid-year budget cuts do not occur until the latter half of the fiscal year, there is reason for concern that the 30 cents reflect superior economic performance that is unrelated to fiscal policy; as discussed above, this would violate the key assumption for unbiased estimation of the multiplier. We control for this directly in column 4 by estimating the effect of budget cuts on income during the second half of the fiscal year while controlling for income during the first half of the fiscal year; this yields an on-impact multiplier estimate of 0.29.
B. Baseline Results

Panel A of
In panel B (otherwise the same as panel A) we introduce controls that allow deficit shocks to have different relationships with state business cycles when states rely heavily on the relatively volatile individual income tax (as states with weak balanced budget requirements disproportionately do). The inclusion of these controls substantially reduces the association between mid-year outlay changes and income during the first half of the fiscal year (to 0.10, as reported in column 2). Looking across the remaining columns, estimates of the on-impact effect of a dollar in mid-year outlay changes range from 10 cents to 27 cents. 27 Similar results (available in an online Appendix) are obtained when the specifications in Table 5 are estimated using changes in income as the dependent variable (rather than levels). In these specifications, a moderately larger share of the income gain associated with government spending appears to arrive during the first half of the fiscal year. This increases the apparent importance of disentangling anticipation effects from deviations in the performance of state economies that are unrelated to their budget cuts. Consequently, we prefer the levels specifications reported in Table 5 . Notes: This table contains results from the second stages of IV regressions of personal income on mid-year budget cuts. Each state's income series has been mapped into its fiscal year and detrended using the Hodrick-Prescott filter. These detrended dependent variables (and, as relevant in column 4, control variables) are expressed in levels. Construction of the deficit shock variables is described in detail in the text. The income tax share variables were constructed by dividing the mean of each state's personal income tax revenues by the mean of its total general revenues (as reported in the AssLGf) over the full course of the sample. The specifications pool the samples used in columns 1 and 5 of Table 4 , which correspond to the first stage regressions. Standard errors, calculated allowing for arbitrary correlation at the state level, are in parentheses beneath each point estimate. The excluded instruments in all specifications are the interactions between an indicator for weak budget rules and the main effects of the two deficit shock variables.
C. interpreting the Results
Before discussing the robustness of the results in Table 5 to a variety of specification changes, we take a moment to highlight key issues related to their interpretation. The standard error on the coefficient of interest tends to be around 0.4 (higher in the full-year specifications in the table's first column), making the coefficients statistically indistinguishable from 0. In this setting, the null hypothesis of a coefficient of 0 implies substantial Ricardian effects. It requires debt-financed government spending to crowd out the sum of private consumption and investment on a one-for-one basis. The negative lower bounds on our estimates' confidence intervals imply that our results cannot be taken as evidence against this view.
Our results are much more informative, in particular in the context of the existing literature, in terms of our confidence intervals' upper bounds. In specifications that focus on the second half of the fiscal year, point estimates consistently fall well below 1. The upper reach of the 95 percent confidence bounds in these specifications averages just above 1. We read this as evidence that the effect of government spending on income, at least on impact, includes nontrivial crowding out of private sector activity.
An important role for Ricardian effects can reconcile our results with other recent papers in the literature. Notably, Shoag (2011) , and Serrato and Wingender (2011) estimate state government spending multipliers on the order of 2.1 and 1.9, in each case with a standard error of 0.9. As discussed in Section II, the spending shocks analyzed by these authors are effectively windfall financed, which eliminates the possibility of Ricardian effects.
While the evidence of Ricardian effects is reasonably strong for the period during which mid-year outlay changes occur, we have difficulty delivering clean or precise estimates of government spending's total effect for two reasons. First, as briefly mentioned above, it is possible for government spending to affect economic activity prior to that spending's arrival if it is anticipated by the private sector (see, e.g., Mertens and Ravn 2012) . We are not well positioned to disentangle such anticipation effects from divergences in state economic conditions for which we need to control.
Second, traditional Keynesian responses to government spending need not unfold instantly and may be realized over the course of several periods. Unfortunately, our empirical framework is ill-suited to estimating such effects (see, e.g., the discussion toward the end of this paper's Section IV, and Shoag's 2011 discussion of impediments to estimating the persistence of government spending's effects). We cannot rule out the possibility of meaningful income gains over the following fiscal year.
D. Robustness of the Baseline Results
Tables 6, 7, and 8 provide a sense for the robustness of the baseline results to a variety of specification changes. The seed specification for the robustness checks is the specification in which the effect of mid-year outlay changes was estimated on the level of income in the second half of the fiscal year, controlling for the level of income in the first half of the fiscal year (from column 4 of panel A in Table 1 ). The robustness demonstrated in these tables is by no means unique to this particular specification. Notes: Column 1 replicates column 4 in panel A of Table 5 . The remaining specifications differ only in terms of the inclusion of the additional controls described in the table. The Bartik Shock variable is constructed as described by Bartik (1991) and represents exogenous shocks to state economies due to changes in the industrial composition of the national economy. This variable is much more strongly predictive of detrended income (coefficient of 1,104 with a standard error of 374) when we do not simultaneously control for state income during the first half of the fiscal year. Federal Aid to the State is taken from the AssGLf. IncomePerCapita is calculated as the average (taken across all years of the sample) level of real income per capita in each state, and has been expressed in hundreds of thousands of dollars. Notes: Column 1 replicates column 4 in panel A of Table 5 . The remaining specifications differ only in terms of sample selection criteria. In column 2 the sample is restricted to the 1988-1994 period of fiscal stress (as in columns 1 and 2 of Table 4 ). In column 3 the sample is restricted to the 2001-2004 period of fiscal stress (as in columns 5 and 6 of Table 4 ). In column 4 the Baseline sample is augmented to include the expansion period from 1995-2000 (which was investigated in isolation in columns 3 and 4 of Table 4 ). In column 5 the Baseline sample is augmented to include an additional set of states that legislate annually despite budgeting biennially. We find that this set of states (which includes Florida, Hawaii, Indiana, Iowa, Kansas, Maine, Minnesota, Nebraska, New Hampshire, Ohio, Vermont, Virginia, Washington, Wisconsin, and Wyoming) behaves in the same manner as those that both budget and legislate annually in terms of their first stage responses to deficit shocks.
The results presented involve the inclusion of additional control variables, changes in the sample on which estimation is conducted, and changes related to the inclusion of fixed effects and trends. Additional control variables of interest include shocks to state economic conditions (constructed following Bartik 1991, and Katz 1992) , federal aid to state governments, and an interaction between a state's income per capita and the measure of fiscal shocks. The latter control is relevant because income per capita was one of the principle characteristics along which weak rule states differed from strict rule states. Changes to the sample include splitting the sample across the two periods of fiscal stress, expanding the sample to include the 1995-2000 expansion, and expanding the sample to include states that operate with annual legislative cycles despite having biennial budgetary cycles. Changes to the specification of the fixed effects include dropping fixed effects and year effects altogether, expanding the set of fixed effects to allow each state a distinct fixed effect during the earlier (1988-1994) and latter (2001-2004) portions of the sample, and controlling for state-specific trends.
Tables 6, 7, and 8 show that these specification changes have minor impacts on the results. In specifications not reported, we have also found that the results are robust to altering the smoothing parameter associated with the HP-filtering of state income as well as to changing the manner in which the instruments are specified.
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They are similarly robust to changes in the frequency of the income data on which HP-filtering is conducted. 28 We consider two alterations to the specification of the instruments. First, results are essentially unchanged by replacing the weak/strong classification with the weak/medium/strong classification shown in Table 2 . Second, we show that the results are unchanged by dropping the interaction between negative deficit shocks and the budgetrules indicator (which has little predictive power in the first-stage regressions) from the specification. 
VI. Conclusion
This paper examines the behavior of state governments over the course of the business cycle. A key feature of this behavior is the pro-cyclicality of expenditures on capital infrastructure and service provision, which scale nearly proportionately with the size of the state's economy. When state income is one dollar below trend, these non-safety-net expenditures are, on average, 8 cents below trend. Our multiplier estimates suggest that this pro-cyclicality has a less dramatic impact on the volatility of the business cycle than one might expect. If a dollar in spending cuts reduces state income by 50 cents (toward the high end of our estimates), pro-cyclical state spending would be the cause of roughly four percent of state-level income volatility. Of course, this estimate is subject to same degree of imprecision as our multiplier estimates.
The recent literature on subnational fiscal policy has generated new sources of variation for estimating government spending multipliers. We briefly summarize key advantages and disadvantages of the applied micro-econometric approaches taken by papers in this literature (the current paper included). Their advantages include the transparency of their sources of econometric identification and the tight correspondence between the source of identification and the spending associated with real-world fiscal policy options. Disadvantages include their difficulty in estimating the dynamic effects of fiscal policy (which are best captured by more structural approaches) and their tendency to produce imprecise estimates.
Large standard errors have prevented the literature from pinning down precise estimates of fiscal policy multipliers of interest. Nonetheless, we argue that crossstudy comparisons can shed light on what forces are at work. As discussed above, our relatively low multiplier estimates (based on deficit-financed government spending) can be reconciled with the larger estimates in several recent studies (based on windfall-financed government spending) if government debt crowds out current private consumption and investment. We view these contrasting, but not contradictory, results as evidence of an important role for neoclassical considerations.
Important differences between subnational and national fiscal policy must also be kept in mind in interpreting our results. Gramlich (1987) contributes a very clear discussion of issues that arise in comparing multipliers across levels of government. Importantly, cross-state imports (referred to in this context as "consumption leakages") may reduce subnational multipliers relative to national multipliers. Labor mobility may work in the opposite direction if workers cross borders in response to employment opportunities generated by government spending. Maintaining statistical power, while dividing samples along margins relevant for investigating these considerations, will require better sources of variation than those used in this literature to date.
