Abstract
Introduction
Prompt growth of technology and prevalent use of computers in the business and other areas, more and more organizations are converting their paper documents into electronic documents that can be processed by computers. This also leads to the development of optical character recognition (OCR). Optical Character Recognition has gained a momentum since the need for digitizing or converting scanned images of machine printed or hand written text (numerals, letters, and symbols), in to a format recognized by computers (such as ASCII) [1] . Handwriting recognition is the task of transforming a language re-presented in its own spatial form of graphical marks into a symbolic representation [2] . Handwriting recognition inherited a number of technologies from optical character recognition (OCR).
Recognition of any handwritten characters with respect to any language is difficult, seeing as handwritten characters differ not only from person to person but also according to the state of mood of the same person. The process of handwriting recognition involves extraction of some defined characteristics called features to classify an unknown handwritten character into one of the known classes [4] . A typical handwriting recognition system consists of several steps, namely: preprocessing, segmentation, feature extraction, and classification. Several types of decision methods, including statistical methods, neural networks, structural matching (on trees, chains, etc.) and stochastic processing (Markov chains, etc.) have been used along with different types of features [5] . Many recent approaches mix several of these techniques together in order to obtain improved reliability, despite wide variation in handwriting. Among different branches of character recognition it is easier to recognize English alphabets and Numerals [25] than Tamil characters [6] , [7] . The rapid spread of computer literacy and usage in the 90's in India had resulted in a growing interest in OCR in Indian languages.
Indic script recognition poses different challenges when compared to Western, and Chinese, Japanese and Korean (CJK) scripts. When compared to Western scripts and other Indic scripts, Tamil scripts exhibit a large number of classes, stroke order/number variation and two dimensional nature. Tamil script recognition also differs from that of all other language scripts in a few significant ways [8] .
Tamil, the native language of a southern state in India has several million speakers across the world and is an official language in countries such as Sri Lanka, Malaysia and Singapore. Considerable percentage of minorities in Malaysia, Mauritius, and Reunion, as well as emigrant communities around the world also speaks Tamil [19] . Consisting symbols for vowels and consonants, Tamil scripts belong to the family of syllabic alphabets [8] . As it is the case with all Indic scripts, Tamil has a large alphabet size and hence text entry through QWERTY keyboard is cumbersome. The penetration of Information Technology (IT) becomes harder in a country such as India where the majority people read and write in their native language. Therefore, enabling interaction with computers in the native language and in a natural way such as handwriting is absolutely necessary [8] .
The need for OCR arises in the context of digitizing Tamil documents from the ancient and old era to the latest, which helps in sharing the data through the Internet [9] . In the literature, many papers have been published with research detailing new techniques for the classification of handwritten characters and words [10] . However, the results for the segmentation and recognition of touching handwritten characters have not been very good and still there is a need for improvement so that they can be used in real world applications [14] . In this paper we propose a complete off-line OCR system for cursive handwritten Tamil characters. The scanned document image is preprocessed to ensure that the characters are in a suitable form. Then the line, word and characters are segmented and features are extracted from the segmented characters with combination of Time domain and Frequency domain features. Finally Hidden Markov Models are used for the training of extracted features and the recognition of characters.
The remainder of the paper is organized as follows: The proposed system architecture is given in Section 2. Section 3 describes the preprocessing and feature extraction stages of the system proposed. Training and Recognition using HMMs is explained in Sections 4. The results of our experiment are given in Section 5 and conclusions are mentioned in Section 6.
The Proposed System Architecture
Broadly, off-line handwritten character recognition system includes three stages: image preprocessing, feature extractor, and classifier. The process of handwriting recognition involves extraction of some defined characteristics called features to classify an unknown character into one of the known classes. Preprocessing is primarily used to reduce variations of handwritten characters. A feature extractor is essential for efficient data representation and extracting meaningful features for later processing. A classifier assigns the characters to one of the several classes. The architecture of the proposed system is shown in Figure 1 . 
Recognition Methodology
The proposed research methodology for off-line cursive handwritten Tamil characters is described in this section.
Preprocessing
There exist a whole lot of tasks to complete before the actual character recognition operation is commenced. These preceding tasks make certain the scanned document is in a suitable form so as to ensure the input for the subsequent recognition operation is intact. The process of refining the scanned input image includes several steps. The preprocessing stage comprises three steps:
(1) Binarization (2) Noise Removal (3) Skew Correction 3.1.1 Binarization. Extraction of foreground (ink) from the background (paper) is called as thresholding.
Typically two peaks comprise the histogram gray-scale values of a document image: a high peak analogous to the white background and a smaller peak corresponding to the foreground. Fixing the threshold value is determining the one optimal value between the peaks of gray-scale values [2] . Each value of the threshold is tried and the one that maximizes the criterion is chosen from the two classes regarded as the foreground and background points. The scanned document image and its binarized output are shown in Figure 2 and 3 respectively. The presence of noise can cost the efficiency of the character recognition system. Noise may be due the poor quality of the document or that accumulated whilst scanning, but whatever is the cause of its presence it should be removed before further processing. We have used median filtering and wiener filtering for the removal of the noise from the image [12] . The noise removed image is shown in Figure 4 . 
Segmentation
Segmentation is a process of distinguishing lines, words, and even characters of a hand written or machineprinted document, a crucial step as it extracts the meaningful regions for analysis. There exist many sophisticated approaches for segmenting the region of interest. For handwritten document, this is quiet difficult. The details of line, word and character segmentation are discussed as follows. Most of the word segmentation issues usually concentrate on discerning the gaps between the characters to distinguish the words from one another other. This process of discriminating words emerged from the notion that the spaces between words are usually larger than the spaces between the characters. There are not many approaches to word segmentation issues dealt in the literature. In spite of all these perceived conceptions, exemptions are quiet common due to flourishes in writing styles with leading and trailing ligatures. Alternative methods not depending on the one-dimensional distance between components, incorporates cues that humans use. Meticulous examination of the variation of spacing between the adjacent characters as a function of the corresponding characters themselves helps reveal the writing style of the author, in terms of spacing. The segmentation scheme comprises the notion of expecting greater spaces between characters with leading and trailing ligatures [3] .
Recognizing the words themselves in textual lines can itself help lead to isolation of words. Segmentation of words in to its constituent characters is touted by most recognition methods. Features like ligatures and concavity are used for determining the segmentation points. The algorithm exploits the caps between character segments and heights of character segments too. 
Feature Extraction
In this stage, each pre-processed sample is transformed into a sequence of feature vectors.
Time-domain features.
The time-domain features are largely adapted from [26] , [27] and are described below.
• Normalized x-y coordinates: The x and y coordinates from the normalized sample constitute the first 2 features.
• Normalized first derivatives: The normalized first derivatives '
x and ' y are calculated as in [26] . • Curvature: Curvature at a point on a plane curve is defined as the inverse of the radius of the osculating circle. It is calculated as
• Aspect: Aspect at a point characterizes the ratio of the height to the width of the bounding box containing points in the neighborhood. It is computed as in NPen++ [8] . It is given by
are the width and the height of the bounding box containing the points in the neighborhood of the point under consideration. In all our experiments, we have used a neighborhood of length 2 i.e. two points to the left and two points to the right of the point along with the point itself.
• Curliness: Curliness at a point gives the deviation of the neighborhood points from the line joining the first and last points in the neighborhood. It is given by
where L is the sum of all the line segments along the trajectory in the neighborhood of the point [27] .
• Lineness: It is the average squared distance between every point in the neighborhood and the line joining the first and last points of the neighborhood [27] . 
Hidden Markov Model
Hidden Markov Models are suitable for handwriting recognition for a number of reasons [10] . The importance of HMMs in the area of speech recognition has been observed several ago [11] . In the meantime, HMMs have also been successfully applied to image pattern recognition problems such as shape classification [12] and face recognition [13] . HMMs qualify as suitable tool for cursive script recognition for a number a reasons [24] .
A Hidden Markov Model is a doubly stochastic model [9] . The underlying stochastic process corresponds to state transitions that are hidden, but the state changes are observed through another set of stochastic processes that produce the output characters. The output character is said to be discrete if it is from a finite alphabet, and it is continuous if it has real-valued attributes. Accordingly, the model is called discrete or continuous HMM. In our experiment, continuous HMMs were used to model the Tamil characters since the features are real-valued. The most commonly used HMM topology for both speech and handwriting is the left-to-right model, also known as the Bakis model [22] .
An HMM state is said to generate feature vectors following a probabilistic distribution, usually a mixture of Gaussians. The number of Gaussians in the mixture and the number of states in the HMM were determined empirically. HMM training was done using the well known Baum-Welch re-estimation procedure [22] . In our experiment a different handwriting samples of HMMs corresponding to different character classes were trained. Given a test character, the probability associated with each one of the character-HMMs was computed and the character that has the maximum probability is declared was the recognition result. The probability associated with each character was computed using the HMM forward algorithm [22] , [23] .
Experimental Results
We have tested the proposed system with many handwritten documents of different individuals, Olaichuvadi samples, Machine printed, Scanned documents. Picture 9, 10 are few examples of the scanned documents we have tested. The experimental results are listed in Table 1 
Conclusion
An approach to off-line recognition cursive Tamil script based on HMM which uses the combination of time domain and frequency domain was proposed in this paper. We proposed an approach described the Preprocessing, Segmentation and Feature extraction process in detail. The combination of time-domain and frequency domain features was shown to yield better results than using either of them individually. The methodology is a streamlined approach incorporating hidden Markov model based classifier for recognition. Classification of off-line cursive handwritten characters has been proven to be efficient on application of Hidden Markov models.
Considerable increase in accuracy levels has been found on comparison of our method with the others for character recognition. Furthermore, this recognition model poses to be more compatible for other Indian scripts too. With the addition of sufficient pre processing the approach offers a simple and fast structure for fostering a full OCR system.
