Abstract. We propose a method to evaluate queries using a last-resort semantic cache in a distributed Web search engine. The cache stores a group of frequent queries and for each of these queries it keeps minimal data, that is, the list of machines that produced their answers. The method for evaluating the queries uses the inverse frequency of the terms in the queries stored in the cache (Idf) to determine when the results recovered from the cache are a good approximation to the exact answer set. Experiments show that the method is effective and efficient.
Introduction
Current Web search engines are built upon the concept of search nodes in which each node holds a fraction of the document collection and contains an inverted file that allows fast determination of the documents that best match a given query. First a broker machine receives the query and broadcasts it to all search nodes and then it receives their local top-k documents to produce the top-k documents that globally best match the query. This scheme is convenient for maintenance and indexing purposes. However, every single query hits the whole set of search nodes which can degrade query throughput and limit scalability.
A number of caching strategies have been developed to reduce the average number of nodes involved in the solution of queries. On the broker side we can have a query answer cache or result cache that prevents sending the most frequent queries to the search nodes. For each query, this cache stores the complete answer presented to the user. On the nodes side, we can have a cache of inverted lists (which reduces secondary memory activity) and/or a cache of pre-computed results such as document scores or intersection of inverted lists (which reduces the running time cost of queries).
Another (complementary) way of reducing the number of nodes hit by a given query is to send the query to a selected group of nodes. To achieve this it is necessary to perform document clustering and evenly distribute those clusters of documents onto the search nodes. For the sake of practicality, the clusters can be built from a subset of the whole document collection whilst the remaining documents are distributed at random. The subset can be taken from a large query log and queries themselves can be used to correlate documents during the clustering process. In addition, a certain representation of the nodes contents is required to determine the target group of nodes where to send each query. However, now those nodes can only deliver an approximation to the exact answer of queries which can be acceptable when the search engine is operating at a very high traffic of queries. In this paper we put ourselves in such a scenario and the state of the art work in this case is the one presented in [14, 15] , which is based on document clustering and representation of node contents.
Differently to [15] we work on the idea of keeping at the broker machine a compact cache that we call last-resort cache (LCache). Our method has the advantage of both being able to reduce the number of nodes and yet providing exact query results, and delivering good approximated results in cases of high traffic of queries. Both strategies in combination are expected to improve overall query throughput at the expense of a modest increase in memory requirements on the broker machine. Nevertheless our method can be accommodated in the extra space demanded by [15] with the advantage that the computations involved in the determination of candidate nodes are less demanding.
The LCache is meant to contain the most minimal data about the answer of each cached query, namely the list of search nodes IDs from which each document in the global top-k results come from, and it can be administered with any existing caching policy [16] . Notice that if we distribute related document clusters into the same nodes and the remaining ones (sorted by centers similarity distance) in contiguous-ID nodes, then the lists of nodes stored in the LCache are highly compressible. Moreover the length of the list of node IDs is expected to be smaller than k. Notice that the LCache can also work in a setting in which documents are distributed at random onto the search nodes. Here small memory space is still feasible since for large scale systems the number of nodes is expected to be larger than the number of top results for queries. In other words, an entry in the LCache requires much less space than a corresponding entry in the result cache.
The LCache works in tandem with the result cache kept at the broker side and it has the following two uses. The first one is as a scheme able to further improve query throughput whilst it still allows the broker to provide exact answers to queries. This can be made in at least two alternative ways. Firstly, as argued in [16] , storing a query in the result cache should consider the cost of computing its answer upon the search nodes since the main objective of the result cache is improving query throughput. Queries requiring a comparatively less amount of computing time can be prevented from being stored in the result cache. We suggest using the LCache for storing those queries which can lead to a potential gain in throughput as they can now be sent directly to the nodes capable of providing the global top-k results.
Secondly, independent of the kind of queries stored in the LCache, their computing time can be further reduced at the cost of more memory per LCache entry by storing k pairs (nodeID, docID) corresponding to the global top results of the respective query. The idea is to use each LCache entry to go directly to the node and retrieve the specific document in order to get the snippet and other data required to construct the answer presented to the user. This only requires secondary memory operations and no documents ranking is necessary. The pairs (nodeID, docID) are also highly compressible since we can re-numerate the document IDs at each node following the order given by the document clusters stored in them. In any case, the source node IDs are necessary to support the semantic part of the LCache discussed next and developed in the remaining sections of this paper (the study of the trade-offs for the alternative uses of the LCache is out of scope in this paper and will be developed in a future work.) Notice that the list of node IDs corresponding to the query answers stored in the result cache should be also kept in the LCache to improve its semantic properties.
The second use of the LCache is as a semantic cache that can reduce the number of search nodes involved in the determination of approximated answers to queries not found in either cache at the broker side. This is useful when the search engine is under high query traffic and less hardware resources are required to be assigned to the processing of individual queries so as to avoid throughput degradation. In this case we send the query to the nodes referenced by LCache entries that share query terms. In this paper we propose a method to achieve this at a reasonable recall. The reader is referred to [15] for an efficient method to deal with high query traffic situations.
A semantic cache allows the search engine to respond to new queries using the answers from previous queries stored in the cache. To do this, lists of answers from queries similar to the new query are utilized, elaborating a list of similar answers (search nodes in our case). Generally, the similarity between the queries is measured based on the quantity of terms that both queries have in common. Despite the fact that the list of answers from a semantic cache is not exact, in many cases it is precise enough to be presented to the user. Our method uses the inverse frequency of the terms stored in the cache to estimate whether the approximated answer covers a significant quantity of relevant documents. If not, the query is broadcast to all search nodes for full evaluation.
The rest of the paper is organized as follows. In Section 2 we review related work. In Section 3 we introduce the strategy of evaluation of queries using the last-resort semantic cache. In Section 4 we show experimental results. Finally, we conclude in Section 5.
Related Work
In the method proposed in [14, 15] , a large query log is used to form P clusters of documents (one per search node) and Q clusters of queries by using the coclustering algorithm proposed in [5] . This defines a matrix where each entry V c,d contains a measure of how pertinent the query cluster c is to the document cluster d. In addition, for each query cluster c a text file containing all the terms found in the queries of cluster c is maintained. Upon reception of a query q the broker computes how pertinent the query q is to the Q query clusters by using the BM25 cosine similarity method. These values V q,c are used in combination with the matrix entries V c,d to compute a ranking of document clusters so that the first one is the most likely to contain an important fraction of the exact answer to the query q. The second one further improves the approximation and so on.
The basic assumption is that under low query traffic the exact answer to a query q is obtained by sending q to all nodes. However, when the query traffic is high enough, this may not be feasible since it can overload the system, so their strategy consists of using the above values V q,c and V c,d to determine which of the P nodes can provide the best approximated answer to the query q and send q to this node only. The results from this node are then cached at the broker side and passed back to the user. Afterwards when query traffic is restored to normal, the approximated answers kept in the cache can be further improved until they are the exact ones by sending the associated query to the remaining nodes one by one, in descending order of the ranking of document clusters. During that time interval the broker responds users with the current approximated answers stored in the cache.
Regarding caching strategies, one of the first ideas studied in literature was having a static cache of results which stores queries identified as frequent from an analysis of a query log file. Markatos et al. [13] showed that the performance of the static caches is generally poor mainly due to the fact that the majority of the queries put into a search engine are not the frequent ones and therefore, the static cache reaches a low number of hits. In this sense, dynamic caching techniques based on replacement policies like LRU or LFU achieved a better performance. Along the same lines, Lempel and Moran [11] calculate a score for the queries that allows for an estimation of how probable it is that a query will be made in the future, a technique called Probability Driven Caching (PDC). Lately, Fagni et al. [6] have proposed a structure for caching where they maintain a static collection and a dynamic one, achieving good results, called Static-Dynamic Caching (SDC). In SDC, the static part stores frequent queries and the dynamic part handles replacement techniques like LRU or LFU. With this, SDC achieved a hit ratio higher than 30% in experiments conducted on a log from Altavista. Long and Suel [12] have shown that upon storing pairs of frequent terms determined by the co-occurrence in the query logs, it is possible to better increase the hit ratio. For those, the authors proposed putting the pairs of frequent terms at an intermediate level of caching in between the broker cache and the end-server caches. Baeza-Yates et al. [2] have shown that caching posting lists is also possible, obtaining higher hit rates than when just doing results and/or terms. Recently, Gan and Suel [16] have studied weighted result caching in which the cost of processing queries is considered at the time of deciding the admission of given query to the result cache. They propose eviction policies which are consequent with that additional feature.
Godfrey and Gryz [8] provide a framework for identifying the distinct cases that are presented to evaluate queries in semantic caches. Fundamentally, they identify cases that they call semantic overlap, in those which it is possible for the probe query to obtain a list of answers from the cache with a good recall. The semantic caching techniques have been tested with partial success in relational databases [9] , due to some cases of semantic overlap where it is possible to find expressions in SQL for probe queries and remainder queries. However, cases also exist where the problem is algorithmically intractable.
In the context of web search engines, the queries correspond fundamentally to a conjunction of terms, for which the problem is algorithmically tractable. This reduces the problem to set containment of the number of objects in the cache that could satisfy some condition of semantic overlap being verifiable in linear time. In this context, Chidlovskii et al. [4] have proposed evaluation methods for web queries using semantic caches. The proposed methods store clusters of cooccurring answers identified as regions, each of these associated to a signature. New frequent queries are also associated to signatures, where regions with similar signatures are able to develop their answer. The author's measured recall and value of false positives (regions identified as similar but that do not provide results relevant to the queries) denoted as the FP-rate, with differing rates of success depending on the type of case analyzed. In some sense this is the closest work in spirit to our paper. Our method differs on the use of a compact lastresort cache which stores search nodes instead of actual results. To deal with this kind of cache, we have to adapt the known evaluation methods for semantic cache to this new setting. Among others things, given a query q to be evaluated by the semantic cache, we use the Idf of the terms in the cache to decide which queries are relevant to q. Up to our knowledge, this is the first time that the concept of Idf is used in semantic caching.
Amiri et al. [1] deal with the problem of the scalability of the semantic caching methods for the query containment case. These are queries whose results are stored in regions of the cache that also recommend non-relevant results, raising the FP-rate. The authors are able to reduce the FP-rate for query containment introducing a data structure called Merged Aggregated Predicates (MAP) that stores conjunctions of frequent terms which are each directed towards the regions of the semantic cache that contain them. In this way, a new query is searched first in the MAP and later directed to the cache. The main disadvantage of this method is that it uses additional space to store the MAP structure and in the overhead introduced to maintain it updated. Recently, Falchi et al. [7] has proposed the use of caching techniques based on the similarity of queries from the perspective of metric spaces. The authors propose the evaluation of a similarity function between queries to determine the regions of the cache relevant to an evaluated query. Conducting experiments on a Content Based Image Retrieval system (CBIR), they were able to attain a hit ratio of 20% reducing the average cost of processing queries by 20%.
The Semantic Caching Strategy
The aim of this paper is, given a query which is not present in the LCache but shares some of its terms with terms of queries in the cache, to identify a small subset of machines that produce most of the top-k results for the query. To do this, we need to distribute the document collection over an array of search nodes by means of a document clustering algorithm as we will see in the experiments section.
A last-resort cache must satisfy two fundamental constraints: the evaluation of the queries in the cache must be light in terms of computation and in terms of the space needed to store each cache entry. This means, among other things, that we must only use information available in the cache or that we can eventually add to the cache without considerably increasing its size.
Following Godfrey y Gryz [8] , given a conjunctive query q to be evaluated in the cache, we will call a situation that produces a non-empty intersection between one of the cache machine lists and the machine list that allows an exact answer for q to be calculated, a semantic overlap.
There are four fundamental types of semantic overlaps [3] . A) Exact query containment : The answer to q lies in the intersection of the answers to two or more queries in the cache. B) Approximated query containment : There is a query in the cache whose answer strictly includes the answer to q. C) Region containment : The answer to q is a superset of the union of the answer to one or more queries in the cache. D) N-terms difference: There is a query in the cache whose answer has a nonempty intersection with the answer to q. Figure 1 describes these four cases of semantic overlap. Note that, for case (A) it could seem at first sight that we could calculate the exact list of machines needed to retrieve the top-k results for q by simply taking the intersection of the list of machines of the relevant queries from the cache. However, since we only have the machines needed to retrieve the top-k results for those queries, it may actually happen that the set of machines in the intersection of their corresponding lists, is not the exact set of machines needed to retrieve all the top-k results for q. A similar observation also holds for case (B). For instance, the list of machines which has the top k-results for a query in query caching in Figure 1 may not include all machines needed to retrieve the top-k results for a query in semantic query caching.
On the other hand, the fact that with our method of semantic caching we have to find only the machines that potentially have the top-k results for q, instead of the actual top-k documents, considerably increases our chances of success. Indeed, as shown in our experiments we are able to recover most of the top-k results even for cases (C) and (D) in which the set of actual answers for the relevant queries in the cache does not cover the result set for q.
The cases of semantic overlap can be detected by using computationally cheap syntactic comparisons of query terms. Since we are dealing with conjunctive queries, we will consider a query as a set of terms. Let q be the conjunctive query that we want to evaluate, let C be the set of queries in the cache, and let C| q = {q i ∈ C|q i ∩ q = ∅}, i.e., C| q is the set of queries in the cache that overlap with q. We determine which cases of semantic-overlap apply to q as follows:
There is an S ⊆ C| q such that |S| ≥ 2 and q = qi∈S q i .
-Case (B): There is a q i ∈ C| q such that q i ⊂ q.
-Case (C): There is an S ⊆ C| q such that q ⊂ qi∈S q i .
-Case (D): There is a q i ∈ C| q such that q ∩ q i , q i \ q and q \ q i are not empty. Note that a given query q to be evaluated in the cache may be a match for more than one of the four semantic-overlap cases. In fact, it could be a match with all four cases. In such situations, we process the query following the strategy associated with the case which has the highest precedence. In our approach the precedence order of cases is A (highest), B, C and D (lowest).
In more detail, given a query q which is not found in the LCache, our semantic caching algorithm proceeds as follows. First, it determines if there is a case of semantic-overlap that applies to q. If not, q is sent to all machines. Otherwise, the algorithm chooses the highest precedence case that applies to q. For each case the algorithm applies a different course of action.
-Case (A) -Exact query containment case-Only the machines which are in the intersection of the sets of machines corresponding to the relevant queries form the cache (i.e., corresponding to the queries in S), are visited.
-Case (B) -Approximated query containment case-The algorithm visits the machines listed for the queries in {q i ∈ C| q | q i ⊂ q and for every q j ∈ C| q for which q j ⊂ q, it holds that |q i | ≥ |q j |}.
For the final two cases we apply a novel idea in this context which consists of using the inverse frequency (Idf) of the terms associated with the queries stored in the LCache. This is made to decide if it is useful to send the query just to the subset of machines obtained with the following two cases (we calculate the Idf of the terms using Salton's standard formula).
-Case (C) -Region containment case-Visit the machines listed for the queries in {q i ∈ S | for every t j ∈ q i \ q it holds that Idf(t j ) < threshold}. If this set is empty, then q is sent to all machines.
-Case (D) -N-terms difference case-Visit the machines listed for the queries in {q i ∈ C| q | q i ∩ q, q i \ q, and q \ q i are not empty, and for every t j ∈ q i \ q it holds that Idf(t j ) < threshold}. If this set is empty, then q is sent to all machines.
The idea in these two cases is to discriminate which of those queries in the LCache that have semantic overlap with q, are relevant to approximate the list of machines which store the top-k documents for q. Given a query q ′ from the LCache that shares some terms with q, if the Idf of the terms in q ′ \ q is lower than an experimental threshold, that indicates that those terms are very general and thus the ability to discriminate the relevant documents for q is determined by the terms that are shared with q. In such a case we consider that the machines listed for those candidate queries are relevant for the query q.
An important aspect in this scheme is to determine the Idf threshold under which a term is considered with little ability to discriminate relevant documents. We determine this threshold in the next section. Note that to store this extra information, we only need to add one bit for each term in the cache. The bit is set to 1 if the Idf of the term is below the experimental threshold, otherwise it is set to 0.
Experimental results
In the experiments for this work we used a 10 million documents sample of the Web UK. We used a very large query log containing queries submitted into this domain. From this log we took 100,000 unique and randomly selected queries, and for each one of these queries we calculated the top-100 documents by executing the BM25 ranking method upon the set which results from intersecting the inverted lists associated with each query term. We used this set of queries and results to group the documents into 32 clusters. Each of these clusters was then assigned to a different search nodes. The clustering was done using the standard k-means method as realized in CLUTO [10] . The input for the clustering algorithm was a set of query-vectors. The query-vector of a document d is an m-dimensional vector (a 1 , . . . , a m ), where m is the number of available queries and, for 1 ≤ j ≤ m, a j = 1 iff the document d is among the top-k candidate documents for the j-th query in the cache. The documents in the collection which did not appear among the top-100 documents of any of the 100,000 queries in the log, were distributed evenly among the machines using a random strategy.
From the large query log we determined the frequency of occurrence of the 100,000 unique queries. We initialized the LCache with the top-10,000 most frequent queries. Each entry in the cache stores the set of machines that have the top-20 results for the corresponding query. That is, we set the exact answer to a query q to be the top-20 results for q. We found that 66, 810 queries out of the 90, 000 remaining queries not included in the cache, matched at least one of the four cases of semantic-overlap defined in the Section 3. This was the set of queries we evaluated in our experiments. In a real setting the remaining 90, 000 − 66, 810 queries (25.76%) would be sent to all search nodes.
The 10, 000 queries stored in the LCache contain 7, 900 different terms. To evaluate our method we calculated the Idf of each of these terms upon the text collection. In Figure 2 , we show the distribution of these Idf values. Given this distribution, we decided to study the behavior of our method using Idf thresholds of 1, 3, 5, 7, 9, and 11. The remaining queries (note that 74.24% of the testing queries share at least one term with the LCache) are evaluated by our method sending them to all the machines. This is due to the effect of the Idf threshold filter (see the last row of Table 1 The recall curves for the approximated query containment (case B) and exact query containment (case A) are shown in Figure 3 (a) . Note that for the exact query containment case (case A), the average number of top-20 answers for the queries that are found in the search nodes recommended by our method, is 60%, approximately. For the case B, the recall is lower. The recall curves for region containment are shown in Figure 3 (b) . As expected, higher Idf thresholds give higher recall values. In Figure 3 (c)-(e) , we show the recall curves for the N-terms difference case for N = 1, 2, 3, and for N ≥ 4. The recall curves show that our semantic caching method is quite effective for this case, recovering in average 60% of the exact answers for threshold values over 3. Higher recall values are achieved for an Idf threshold equals to 9.
For the case A we need to visit only the 24.90% of the search nodes. In average we visit the 11% to solve the case (B). More precisely, the method visit the 11.96%, 11.85%, 12.02% and 12.26% of the search nodes when the query has 1, 2, 3 or more than 3 terms of difference with the query storaged in the LCache.
In Table 2 we show the percentage of search nodes visited for the cases (C) and (D). These results show that when the Idf threshold increases its value, the average number of nodes to be visited also increases. The last row shows the percentage of nodes determined by an optimal method, namely an oracle at the broker side capable of telling us the exact search nodes required for producing the top-20 results for each query. Our results are very promising. For example, in case (A) we visit only the 24.9% of the search nodes achieving recall values closed to 60%. In case (D), for an Idf threshold equals to 9 we also reach a recall value closed to 60% visiting only the 20% of the search nodes (for N = 1). In case (B) the method visits 11% of the machines reaching a recall close to 40%. A similar situation is observed in the case (C).
Conclusions
We have proposed a method for reducing the number of search nodes involved in the solution of queries submitted to a Web search engine. The method is based on the use of a compact cache that we have called LCache, which stores the search node IDs that produced the top-k results for previous queries. This cache can be used to produce the top-k results for new queries that are found in the LCache and were not located in the standard result cache kept at the broker machine. This certainly improves query throughput and we have left the evaluation of the feasible improvement for future work.
Instead, the focus of this paper was on how to use the data stored in the LCache under a situation of high query traffic. In this case it is desirable to reduce the visited search nodes even for queries not found in any of the two caches maintained in the broker. To cope with this situation we have proposed a method to use the LCache as a semantic cache which instructs the broker to send queries to the most promising search nodes. The experimental results suggest that the method can reduce the number of visited search nodes per query sharing cache terms, visiting only a small fraction of the search nodes in a range that goes from 11% to 25% achieving recall values between 40% and 60%.
A key issue to be further investigated is how to use the query answer data stored in the result cache to achieve node reduction at a reasonably good recall.
