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Canonical transformation plays a fundamental role in simplifying and solving classical Hamiltonian systems.
We construct flexible and powerful canonical transformations as generative models using symplectic neural net-
works. The model transforms physical variables towards a latent representation with an independent harmonic
oscillator Hamiltonian. Correspondingly, the phase space density of the physical system flows towards a fac-
torized Gaussian distribution in the latent space. Since the canonical transformation preserves the Hamiltonian
evolution, the model captures nonlinear collective modes in the learned latent representation. We present an
efficient implementation of symplectic neural coordinate transformations and two ways to train the model. The
variational free energy calculation is based on the analytical form of physical Hamiltonian. While the phase
space density estimation only requires samples in the coordinate space for separable Hamiltonians. We demon-
strate appealing features of neural canonical transformation using toy problems including two-dimensional ring
potential and harmonic chain. Finally, we apply the approach to real-world problems such as identifying slow
collective modes in alanine dipeptide and conceptual compression of the MNIST dataset.
I. INTRODUCTION
The inherent symplectic structure of classical Hamiltonian
mechanics has profound theoretical and practical implica-
tions [1]. For example, the symplectic symmetry underlies the
Liouville’s theorem [1], which states that the phase space den-
sity is incompressible under the Hamiltonian evolution. Both
the Hamiltonian evolution and canonical transformations are
symplectic flows in the phase space. Respecting the intrinsic
symplectic symmetry of Hamiltonian systems is crucial for
investigations such as celestial mechanics and molecular dy-
namics which requires stable and energy-conserving numeri-
cal integration schemes [2].
Molecular dynamics (MD) simulation investigates the dy-
namical and statistical properties of matter by integrating the
equations of motion of a large number of atoms. MD is a vital
tool for understanding complex physical, chemical, and bio-
logical phenomena, as well as for practical applications in ma-
terial discovery and drug design. Modern MD simulation gen-
erates huge datasets, which encapsulate the full microscopic
details of the molecular system [3]. However, this also poses
challenges to the development of data analysis tools. In par-
ticular, one typically interests in the emerging slow modes,
which are often related to the collective property of the sys-
tem. Moreover, identifying such degrees of freedom is also
crucial for enhanced sampling of molecular conformations.
See Refs. [4, 5] for recent reviews.
Machine learning techniques provide promising solutions
to these problems in MD. For example, the time-lagged in-
dependent component analysis (t-ICA) [6–8] separates a lin-
ear mixture of independent time-series signals. The approach
∗ linfengz@princeton.edu
† wanglei@iphy.ac.cn
shows a close connection to the dynamic mode decomposition
scheme developed in the fluid mechanic’s community [9, 10].
More recently, several deep learning approaches have been
proposed to identify nonlinear coordinate transformation of
dynamical systems [11–15]. On the other hand, the slow fea-
ture analysis [16] and its generalizations [17] are used for
identifying slow features from time-series data in the machine
learning community.
In this paper, we develop a different approach by exploit-
ing the symplectic symmetry of Hamiltonian dynamics and its
inherent connection to the flow-based generative models [18–
22]. We design neural networks to implement a symplectic
transformation of the canonical variables. The resulting neu-
ral canonical transformations can simplify complex Hamil-
tonian dynamics of the physical variables towards indepen-
dent collective motions in the latent phase space. Correspond-
ingly, the symplectic neural network transforms the physical
phase space densities towards an independent prior distribu-
tion while preserving the canonical relation of the dynamical
variables. Conversely, the neural network can also directly
generate complex phase space distribution as a flow-based
generative model. We present learning algorithms and discuss
possible applications of the neural canonical transformation,
including the identification of slow collective variables and
conceptual compression of the realistic dataset. We stress that
most techniques targeting at extracting dynamical information
require time-series data. However, in the present approach,
the dynamical information is imposed on the structure of the
neural canonical transformation, so that the training scheme
does not necessarily follow a specific time step, and the data
sample may come from other types of sampling methods, such
as Monte Carlo, biased dynamics, etc.
There have been related research works exploiting the sym-
plectic property in machine learning tasks. Ref. [23] solves
Hamiltonian equations using neural networks. Refs. [24, 25]
learns a Hamiltonian dynamics from data using neural net-
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2works. Both studies found that exploiting the symplectic
structure in the learning helps in boosting the performance.
Our work finds the closest connections to Ref. [26] which in-
vestigate classical integrable systems using constructed sym-
plectic neural networks. Our paper targets at more general
settings and trains the neural canonical transformation as a
flow-based generative model with either variational or data-
driven approaches. Upon the submission of this paper, there
are concurrent preprints on related topics appearing [27–30].
The organization of the paper is as follows. In section II,
we review canonical transformation for classical Hamiltonian
dynamics and statistical physics. We then reveal its connec-
tion to the flow-based generative models. In section III, we
present the symplectic neural network architecture and train-
ing approaches. In section IV we apply the neural canonical
transformation first to toy problems and then to more sophis-
ticated problems with realistic data. Finally, we discuss pos-
sible prospects of neural canonical transformation in Sec. V.
II. THEORETICAL BACKGROUND
We review the canonical transformations with an emphasize
on its probabilistic aspect and intimate connection to the flow-
based generative models.
A. Hamiltonian dynamics and canonical transformation
Consider a Hamiltonian system whose momenta and co-
ordinates are collected into a row vector with 2n elements
x ≡ (p, q). The Hamiltonian equation can be concisely writ-
ten as x˙ = ∇xH(x)J, where x˙ denotes time derivative of the
canonical variables. H(x) is the Hamiltonian function and
J =
(
I
−I
)
is a 2n × 2n symplectic metric matrix.
The canonical transformation is a bijective mapping from
the original variables to a new set of canonical variables, T :
x 7→ z ≡ (P,Q), whose Jacobian matrix Mi j = ∇x j zi satisfies
the symplectic condition
MJMT = J. (1)
We denote x as the physical and z as the latent phase space
variables, respectively. The Hamiltonian equation is invariant
under the canonical transformation, i.e. one has z˙ = ∇zK(z)J,
where K(z) = H ◦T −1(z) is the Hamiltonian corresponding to
the latent phase space. The symplectic condition Eq. (1) im-
plies that all possible canonical transformations for this sys-
tem form a group. Therefore, one can form a new canonical
transformation by composing canonical transformations, and
the inverse of a canonical transformation is also a canonical
transformation.
The canonical transformation establishes a bijective map-
ping between the Hamiltonian trajectories in the latent space
and the physical space, i.e., one has T
(
x +
∫
x˙ dt
)
= z+
∫
z˙ dt
for an arbitrary evolution time. Therefore, although the equa-
tions of motion may appear different in the physical and the
·η = J∇ηH(η)·ζ = J∇ζH(ζ)
Neural Canonical  
Transformation
·η = ∇ηH(η)J·ζ = ∇ζH(ζ)J
Neural Canonical  
Transformation
z ∼풩(z; 0,Σ)
x ∼풟


풩(z; 0,Σ)
ρ(x)
z = 풯(x)
x = 풯−1(z)
(a)
(b)
·z = ∇zK(z)J ·x = ∇xH(x)J
Figure 1. A neural canonical transformation maps between the la-
tent variables z and physical variables x via a symplectic neural net-
work. The transformation preserves the Hamiltonian equation and
connects the phase space trajectories in the physical and the latent
spaces. Moreover, the transformation deforms the phase space den-
sity in a volume-preserving manner. There are two ways to train the
neural canonical transformation: (a) variational free energy based
on the Hamiltonian [Eq. (5)]. (b) density of phase space estimation
based on data [Eq. (6)].
latent spaces, they describe the same Hamiltonian evolution
as illustrated in Fig. 1.
Based on the ergodicity hypothesis and the Liouville’s the-
orem, the phase space points along the evolution trajectory,
namely momenta and coordinates, can be considered as sam-
ples in the phase space. One can access the ensemble average
of physical properties at equilibrium by simply computing the
time average along the trajectory. In this paper, we focus on
the canonical ensemble with a fixed temperature. The phase
space density reads pi(x) = e−βH(x)/Z, and Z =
∫
dxe−βH(x) is
the partition function, β = kBT is the inverse temperature.
Considering the ensemble distribution in the phase space
highlights the probabilistic interpretation of the canonical
transformations. Arriving at a simplified Hamiltonian func-
tion K(z) also implies reaching a simplified phase density in
the latent space. Interpreting the canonical transformation as
a symplectic change-of-variables allows further investigations
using the flow-based generative models.
B. Flow-based generative models
Generative modeling aims at modeling the joint distribution
of complex high dimensional data [31]. A generative model
can capture the key variations of the dataset and draw samples
efficiently from the learned probability distribution. A large
class of generative models achieves these goals by learning
a latent representation that encodes collective patterns of the
data. For example, the generative adversarial networks (GAN)
transform latent variables which follow a simple prior distri-
bution to the target distribution [32]; the variational autoen-
coders (VAE) model the conditional probabilities between the
target distribution and the latent distribution using an encoder
and a decoder network [33].
On the other hand, the flow-based generative models per-
form an invertible change of variables between the latent z and
the physical x space. Thus, with a simple prior distribution for
the latent variable, e.g. the Gaussian distribution N(z; 0,Σ)
with zero mean and covariance Σ, the flow model has a
3tractable likelihood for any data ρ(x) = N(z; 0,Σ) |det (∇x z)|.
There have been large flavors of flow-based generative mod-
els [18–22] which achieve nice performance in machine learn-
ing applications. One of the key problems for the flow mod-
els is to design flexible bijective neural networks whose Ja-
cobian determinants are efficiently computable. In this re-
gard, one can view the canonical transformation as a gener-
ative model. The corresponding flow in the phase space is
volume-preserving since the Jacobian determinant is always
unity according to the symplectic condition Eq. (1). On the
other hand, the flow-based generative models with the sym-
plectic network also serve as flexible and adaptive canonical
transformations.
Compared to GAN and VAEs, the flow models have ap-
pealing features such as tractable likelihood for any given
data x and exact reversibility between z from x. These fea-
tures are particularly attractive for quantitative and princi-
pled scientific applications such as learning renormalization
group flow [34], holographic mapping [35], Monte Carlo sam-
pling [36–38] and molecular simulations [39]. Interestingly,
in the continuous-time limit, the flow model exhibits intrigu-
ing connections to a variety of topics including dynamical
systems, ordinary differentiation equations, optimal transport
theory and fluid dynamics [40–42]. See Ref. [43] for a recent
survey of flow-based generative models.
III. CANONICAL TRANSFORMATION USING
FLOW-BASED MODELS
It is usually difficult to devise useful canonical transfor-
mations for generic Hamiltonians since it typically involves
solving a large set of coupled nonlinear equations. However,
building on the connections of canonical transformation and
flow-based generative models [18–22], we can construct a
family of flexible canonical transformations with symplectic
neural networks and learn them with optimization.
The training can follow either the variational approach or
the data-driven approach. As a result, the neural canonical
transformation helps simplify the dynamics and identify non-
linear slow collective variables of complex Hamiltonians.
A. Model Architectures
As a flow-based generative model, the neural canonical
transformation consists of a prior distribution and a symplec-
tic network. Although in the most general setting, the canon-
ical transformation can even mix the momenta and coordi-
nates, we restrict ourselves to canonical coordinate transfor-
mations for balanced flexibility and interpretability. We list
several other possible implementations of the neural canoni-
cal transformations in Appendix A. We note that one can com-
pose symplectic neural networks to form more richer canoni-
cal transformations.
1. Neural point transformations
The point transformation performs a nonlinear transforma-
tion to the coordinates, and a linear transformation to the mo-
menta accordingly [44]
Q = F (q), (2)
P = p
(
∇qQ
)−1
= p∇Qq. (3)
The overall canonical transformation T : x = (p, q) 7→ z =
(P,Q) satisfies the symplectic condition Eq. (1). In the sec-
ond equality of Eq. (3) we have exploited the reversibility
of the coordinate transformation. Interestingly, the momen-
tum transformation has the form of a vector-Jacobian product,
which is commonly implemented for the reverse mode auto-
matic differentiation [45]. This is intuitively understandable
since the momentum is covariant under the coordinate trans-
formation.
We implement the coordinate transformation F : q 7→ Q
in Eq. (2) using a bijective neural network, e.g., the real NVP
model [20]. Since the coordinate transformation Eq. (2) is
independent of momenta, we can use this sub-network alone
as collective coordinates after training. We leverage the auto-
matic differentiation mechanism for the momenta transforma-
tion P = ∇Q
(
p · F −1(Q)
)
. In practice, we run the coordinate
transformation forwardly and then reversely for q = F −1(Q).
Then, we compute its inner product with the initial momenta
p · q. Finally, we compute its derivative with respect to Q to
obtain the result of Eq. (3).
2. Latent space Hamiltonian and prior distribution
We assume the latent space Hamiltonian has the form of an
independent harmonic oscillator
K(z) =
n∑
k=1
P2k + ω
2
k Q
2
k
2
, (4)
where ωk are learnable frequencies for each pair of conju-
gated canonical variables. Without loss of generality, we
set the inverse temperature in the latent space to be one.
Therefore, the prior distribution in the latent space is an in-
dependent Gaussian N(z; 0,Σ) =
∏n
k=1 ωk
(2pi)n e
−K(z), where Σ =
diag(1, . . . , 1︸  ︷︷  ︸
n
, ω−21 , . . . , ω
−2
n︸          ︷︷          ︸
n
) is a diagonal covariance matrix.
B. Training Approaches
The principle for training is to match the phase space den-
sity of the generative model ρ to the target density pi. However,
depending on specific applications one may either have direct
access to the Hamiltonian function or the samples from the
target distribution. Thus, there are two training schemes of
the neural canonical transformation based on variational cal-
culation and the data-driven approach respectively.
41. Variational approach
We can learn the canonical transformation based on the an-
alytical expression of the physical Hamiltonian. For this pur-
pose, we minimize the variational free energy
L =
∫
dx ρ(x)
[
ln ρ(x) + βH(x)
]
. (5)
This objective function is upper bounded by the free energy
since L + ln Z = KL (ρ‖pi) ≥ 0, where the Kullback-Leibler
(KL) divergence is a nonnegative measure of the dissimilarity
between the model and the target distributions. The equality
is reached only when two distributions match ether other. The
objective function of this form was recently employed in the
probability density distillation of generative models [46].
To minimize Eq. (5) we employ the reparametrization
trick [33], where we first draw samples from the prior dis-
tribution z ∼ N(z; 0,Σ). then pass them through the sym-
plectic transformation, shown in Fig. 1(a). Since the symplec-
tic transformation preserves the probability density, the model
density reads ρ(x = T −1(z)) = N(z; 0,Σ). The reparametriza-
tion trick provides unbiased and a low variance gradient esti-
mator for training the learnable parameters.
2. Maximum likelihood estimation
Alternatively, one can also learn the canonical transforma-
tion in a purely data-driven approach. Assuming one already
has access to independent and identically distributed samples
from the target distribution pi(x), one can learn the neural
canonical transformation with the maximum likelihood esti-
mation on the data. This amounts to density estimation in the
phase space with a flow-based probabilistic generative model.
The goal is to minimize the negative log-likelihood (NLL) on
the datasetD = {x}
NLL = −Ex∼D [ln ρ(x)] , (6)
which amounts to minimize the observed phase space density
and the model density KL (pi‖ρ) based on empirical observa-
tions. To train the network we run the transformation from the
physical to latent space as shown in Fig. 1(b) and compute the
model density ρ(x) = N(z = T (x); 0,Σ).
The density estimation Eq. (6) requires the phase space
data, which involves both the coordinates and the momenta
information. However, in practical MD simulations, one
typically only records the trajectory data in the coordinate
space. Fortunately, the momenta and coordinates distribu-
tion are factorized for a separable Hamiltonians. In particu-
lar, the momenta follow an independent Gaussian distribution
whose variances are given by the atom masses and tempera-
ture. Therefore, one can exploit this fact and extend the train-
ing dataset by sampling momenta directly from a Gaussian
distribution.
C. Applications
Neural canonical transformation learns a latent representa-
tion with simplified dynamics. In principle, the learned repre-
sentation is useful for the prediction, estimation, and control
of the original dynamical system. We list a few concrete ap-
plications below.
1. Thermodynamics and excitation spectra
Since the training approach of Sec. III B 1 satisfies the vari-
ational principle, the loss function Eq. (6) provides an upper
bound to the physical free energy of the system. Besides,
one can also estimate entropy and free energy differences
of the Hamiltonian with different parameters. Similar vari-
ational free energy calculation of statistical physics problem
using deep generative models has been carried out recently
in Refs. [34, 39, 42, 47]. The present approach differs in the
sense that it works in the phase space which involves both
momenta and coordinates.
Moreover, since the neural canonical transformation pre-
serves the dynamics of the system, the learned frequencies in
the latent space Eq. 4 reflect the intrinsic time scale of the
target problem. In this way, the present approach captures co-
herent excitation of the system in the latent space harmonic
motion. One can also estimate the spectral density based on
the learned frequencies.
2. Identifying collective variables from slow modes
Since the neural canonical transformation automatically
separates collective modes with different frequencies in the la-
tent space, one identifies slow collective motions of the origi-
nal physical system by selecting the latent variables with small
frequencies.
The neural canonical transformation differs fundamentally
with these general time-series analysis approaches [6–10]
which do not exploit the domain-specific symplectic symme-
try of the dynamical system. Another fundamental difference
is that the canonical transformation is done for the phase space
which contains both momenta and coordinates, rather than for
the time sequence of the coordinates. Since the explicit time
information was never used in the present approach, there is
no need to choose the time lag hyperparameter as in the t-
ICA and related approaches. Lastly, variational training of the
transformation also allows one to identify the canonical trans-
formation directly from the microscopic Hamiltonian even
without the time-series data.
We note that in practice, exact dynamical information is
usually lost when one cares only about the structural, or static,
information of a system. Sophisticated thermosetting and en-
hanced sampling techniques are used to accelerate the sam-
pling, but, meanwhile, the dynamics are destroyed. In this
case, MD plays the role of a sampler, rather than a real-time
simulator, yet dynamical information can be extracted from
our neural canonical transformation approach.
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Figure 2. The samples projected to the plane of learned latent coor-
dinates and the polar coordinates.
IV. EXAMPLES
We demonstrate the application of the neural canonical
transformation with concrete examples. We start from simple
toy problems and then move on to more challenging realistic
problems. In all examples, the trainable parts of the network
are the coordinate transformation F [Eq. (2)] and the latent
space frequencies [Eq. (4)]. The code implementation is pub-
licly available at [48].
A. Ringworld
First, we consider a two-dimensional toy problem with the
Hamiltonian H = 12
(
p21 + p
2
2
)
+
(√
q21 + q
2
2 − 2
)2
/0.32 [36].
Canonical distribution of this Hamiltonian resides in four-
dimensional phase space. The canonical ensemble samples
from pi(x) = e−H(x)/Z are confined in a manifold embedded
in the phase space due to the potential term. In the Euclidean
space, the coordinates are correlated.
Taking the Hamiltonian and train it with the variational ap-
proach, we obtain a neural point transformation from the orig-
inal variables to a new set of canonical variables. Figure 2
shows the samples projected to the plane of latent coordinates
Qk and the polar coordinate variables ϕ = arctan(q2/q1), r =√
q21 + q
2
2. One observes a significant correlation between the
slowest variable Q1 and the polar angle ϕ. While the other
transformed coordinate Q2 shows a strong correlation with the
radius variable r.
This example demonstrates that, as a bottom line, the neu-
ral point transformation can automatically identify nonlinear
transformation (such as polar coordinates) of the original co-
ordinates. In the learned representation, the dynamics of each
degree of freedom becomes independent.
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Figure 3. (a) The learned frequencies in the prior distribution
[Eq. (4)] and the analytical normal mode frequency. (b) The Jaco-
bian ∇qi Qk of the two slowest collective coordinates with respect to
the original coordinates. Solid lines are the analytical solution.
B. Harmonic chain
Next, we consider a harmonic chain with the Hamiltonian
H = 12
∑n
i=1
[
p2i + (qi − qi−1)2
]
. We set q0 = qn+1 = 0 to
fix both ends of the chain. The system can be readily di-
agonalized by finding the normal modes representation H =
1
2
∑n
k=1(Q˙
2
k + ω
2
k Q
2
k), where ωk = 2 sin
(
pik
2n+2
)
is the normal
modes frequency and Qk =
√
2
n+1
∑n
i=1 qi sin
(
ikpi
n+1
)
is the nor-
mal coordinate.
We train a neural point transformation with the varia-
tional loss Eq. (5) at the inverse temperature β = 1. Fig-
ure 3(a) shows learned frequencies in the latent space har-
monic Hamiltonian Eq. (4) together with the analytical disper-
sion. The agreement is particularly good for the low frequen-
cies which are populated at the given temperature. Moreover,
we pick the two slowest coordinates Qk and compute their
Jacobians with respect to the physical variables qi as shown
in Fig. 3(b). The comparison shows that the neural canoni-
cal transformation nicely identifies slow collective modes of
the system bases on its Hamiltonian. On the other hand, the
model is also able to learn these slow modes from data. In this
simple case, modes with small frequency correspond to latent
variables with large covariance, which could also be captured
by the principal component analysis (PCA) [49].
Having demonstrated that the neural point transformation
reproduces conventional normal modes analysis and PCA for
the harmonic chain, we move on to show the major strength of
the present approach in extracting nonlinear collective modes.
C. Alanine Dipeptide
Proteins show rich dynamics with multiple emergent time
scales. As one of the protein’s building blocks, the alanine
dipeptide is a standard benchmark problem. Despite being
small, it shows nontrivial dynamics. The backbone of ala-
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Figure 4. (a) The learned frequencies from the alanine dipeptide MD
trajectories. Inset shows the molecule with slow torsion angles. (b)
The mutual information between the few slowest modes and the tor-
sion angles.
nine dipeptide contains 10 heavy atoms with the SMILES
representation CC(=O)NC(C)C(=O)NC. It is known that the
two dihedral angles Φ and Ψ which control the torsion of the
molecule, as indicated in the inset of Fig. 4(a), are the key
degrees of freedom with slow dynamics.
We train a neural canonical transformation to identify the
slow modes of the alanine dipeptide molecule based on raw
MD simulation data. For the training, we use the MD trajec-
tory [12, 50] released at [51]. The dataset consists of 250 ns
of Euclidean space trajectory of the 10 heavy atoms in the ala-
nine dipeptide at 300K with an integration step of 2 f s. Since
the density estimation Eq. (6) requires the phase space data,
we add to coordinates dataset the momenta sampled from the
Gaussian distributions. The variances of the momenta Gaus-
sian distribution are determined by the atom masses and tem-
perature. Note that for the phase space density estimation we
randomly shuffle the trajectory data, thus we do not use any
of the timeframe information in the training. We use the three
MD independent trajectories at [51] for the training, valida-
tion, and testing, respectively. Each of them contains 250, 000
snapshots. We use the Adam optimizer [52] with a minibatch
size 200 and an initial learning rate 10−3 for training. We re-
duce the learning rate by a factor of 10 if there is no improve-
ment of the loss function on the validation set for 10 training
steps.
Figure 4(a) shows the learned frequencies, which spans a
wide range and suggests the emergence of slow collective
modes in the system. The frequency of the slowest modes
is smaller than the fastest mode by more than three orders of
magnitude. Assuming the fastest mode is of the order of the
integration time step, the time scale of the slowest modes cor-
respond to more than a few thousands of femtoseconds. More-
over, there is a notable gap in the frequencies, which suggests
a separation of the fast and slow modes in the system.
We identify the latent coordinates with the smallest fre-
quencies as the slowest nonlinear collective variables. To fur-
ther reveal the physical meaning of these learned collective
variables, we estimate the mutual information [53] between
them and the two torsion angles Φ and Ψ in Fig. 4(b). One
sees that the first two latent coordinates show a significant cor-
relation with Ψ and Φ, respectively. The mutual information
between the other latent coordinates and the torsion angles
decreases rapidly. Therefore, we conclude that the symplectic
network has successfully identified the two slowest collective
modes which capture the low energy physics. It is remarkable
this is done without having any access to the time information
in the MD trajectory. This success highlights the usefulness
of imposing the symplectic symmetry in the transformation to
identifying fast and slow modes. We note that with the cur-
rent training objectives, the two slowest modes identified by
the network will not exactly reproduce the torsion angles since
their marginal distributions are not Gaussians. However, for
a practical purpose, identifying the low dimensional manifold
spanned by nonlinear slow modes provide an equally good
description of the collective behavior of the system.
Thanks to the reversibility of the network, one can directly
generate molecular configurations by sampling or interpolat-
ing or the collective coordinates. Figure 5 shows the molecule
configurations of the heavy atoms as we tune the two slowest
variables in the range Qk ∈ [−3/ωk, 3/ωk]. One sees that the
generated molecule configuration changes smoothly as the la-
tent coordinate changes. Thus, by directly manipulating the
latent variables one can directly control the collective degrees
of freedom of the molecule. Note that a crucial difference of
this approach compared to generating molecule configuration
with VAE or GANs is that one has access to the likelihood of
each configuration thanks to the tractability of the flow model.
Having an exact likelihood allows unbiased sampling of the
configuration space with rejection sampling [54, 55] or latent
space Monte Carlo updates [34].
D. MNIST handwritten digits
Finally, we apply the neural canonical transformation to
machine learning problems. We consider the MNIST hand-
written digits dataset, which contains 50000 grayscale images
of the size 28 × 28. These images are divided into ten-digit
classes. Treating the pixel values as coordinate variables,
we can view the digits classes as stable conformations of a
physical system [56]. Similar to the dipeptide studied in the
Sec. IV C, one conjectures that the transition between confor-
mations are slow, while the variations within the digits classes
are the fast degrees of freedom. For training, we augment the
dataset with momenta and perform density estimation in the
phase space.
Figure 6(a) shows the dispersion of the MNIST dataset,
which clearly contains a small portion of slow frequencies
over all the variables. To show that these slow modes con-
tain the relevant information of the digits classes, we pass
only these slow modes to a multilayer perceptron classifier
and perform supervised training. The classifier contains a sin-
gle hidden of neurons with rectified linear units. The trained
symplectic neural network has its parameter fixed and works
as a feature extractor. By varying the number of kept slow
7Q1
Q2
Figure 5. Latent space interpolation in the plane of the two slowest collective coordinates generates various molecule conformations.
modes from 5 up to 35 out of the total 784 dimensions, one
sees that the classification accuracy on the test dataset quickly
increases a plateau around 97% as shown in Fig. 6(b).
Reaching high classification accuracy with only a few of
the slow collective variables motivates us further to per-
form the conceptual compression experiment to the MNIST
dataset [20, 57]. Conceptual compression is a lossy compres-
sion scheme that aims at capturing the global information of
the input data. The standard application makes use of the
VAEs or the hierarchical network structure. However, we per-
form conceptual compression based on the learned frequen-
cies since the symplectic network naturally separates fast and
slow degrees of freedom of the dataset.
The top of Figure 7 shows the setup for conceptual com-
pression. First, we use the learned nonlinear coordinate trans-
formation Eq. (2) to map the data to the latent space. Then,
we only pass a few slow modes to a decoder network. The
decoder restores the image from the latent space by run-
ning the inverse transformation as the encoder network. To
make up the missing information, we simply sample the high-
frequency modes from the prior distribution and feed them
into the decoder. The bottom of Figure 7 shows the results
of the conceptual compression, that from left to right we keep
5, 10, 15, 20, 25, 30, 35 of the slowest collective variables. The
conceptual compression experiments show that the symplec-
tic transformation captures the global information in the slow
modes in the latent space since one can restore the image with
only a small number of the slowest variables.
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Figure 6. (a) The learned frequencies of the MNIST dataset. (b)
Classification accuracy on the test dataset based on nslow slowest
modes.
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Figure 7. Conceptual compression using the learned collective vari-
ables. One performs the coordinate transformation Eq. (2) to the
input data, and restores the data based on nslow slowest modes. The
remaining fast modes are thrown away and resampled from the prior
distribution. The conceptual compression of the MNIST images.
Images on the left-most column are from the test dataset. The re-
maining columns from left to right are reconstructions by keeping
nslow = 5, 10, 15, 20, 25, 30, 35 slowest collective variables.
V. DISCUSSIONS
Neural canonical transformation extends conventional the-
oretical tools by training symplectic neural networks as flow-
based generative models. Symplectic flow models can ex-
tract dynamical information from statistical correlations in the
phase space. These flexible and adaptive canonical transfor-
mations provide a systematic way to simplify Hamiltonian dy-
namics and extract nonlinear slow modes of dynamical sys-
tems.
Besides data analysis, the neural canonical transformation
may open the door to address the sampling problem in MD
simulations. As a bottom line, one is ready to employ the ex-
isting enhance sampling approaches [58–60] with the learned
slow modes as the collective variables. Since these collective
variables are differentiable and exhibit slow dynamics, it ful-
fills the typical requirement of collective variables. Moreover,
one can even directly sample feasible molecule configurations
by exploiting the fact that the learned canonical transforma-
tion is also a flow-based generative model. These samples
would approximate the target distribution well if the genera-
tive model is trained well. Furthermore, one can correct the
sampling bias by using the generative model as proposals in
the Markov chain Monte Carlo [54, 55]. Lastly, one can per-
form Monte Carlo sampling in the latent space and then map
the latent vectors to the physical samples [34, 39]. These la-
tent space Monte Carlo updates extend the enhanced sampling
approach based on variable transformations [61] to an adap-
tive setting.
It is also instructive to compare the present approach to
probabilistic generative models [18–22]. Conventional gen-
erative models only concern about the statistical properties of
data in the configuration space. While neural canonical trans-
formations deal with phase space density. Therefore, they al-
low access to dynamical information by exploiting the sym-
plectic structure in the transformation. Since the phase space
density is factorized to momenta and coordinates parts for sep-
arable Hamiltonians, the KL divergence can be written as a
summation of KL divergences for the marginal distributions.
The KL divergence in the phase space is lower bounded by
the KL divergence of the marginal distributions for the coor-
dinates [62]. In this sense, one can view the KL divergence
for the momenta distribution as a form of regularization for
the neural canonical transformations. In addition, composing
momenta together with the coordinates data in the density es-
timation can be viewed as a form of data augmentation.
A central problem with the latent variable generative model
is that after learning one typically can not judge which la-
tent variable plays a major role in the data generation. There
have been various attempts to design hierarchical generative
models [20, 63–66] to capture global information of data with
a few variables. The neural canonical transformation differs
by selecting the collective variables according to the learned
frequencies. Therefore, one can assign a dynamical interpre-
tation to the statistically learned latent representation. On the
other hand, currently, we use a general real NVP model to per-
form the transformation of the coordinates. Additional sym-
metry constraints like the invariance under translation, rota-
tion, and identical particle permutation, might be important
for some future applications. In this case, we may devise the
transformation by leveraging a symmetry-preserving energy
model and using it to drive a gradient flow [42, 67].
We remark that reaching a perfect harmonic Hamiltonian
Eq. (4) in the latent space is generally not possible because
it implies the original system is fully integrable. In fact, a
perfectly trained neural canonical transformation would reveal
the invariant torus of integrable systems as shown in Ref. [26].
9More generally, the Kolmogorov-Arnold-Moser theory [68]
shows that the phase space trajectory of nearly-integrable sys-
tems would only be deformed from quasiperiodic motions.
Thus, we expect the neural canonical transformation would
work well for systems with coherent collective motion. Along
this line, the present approach may also be useful to study
synchronization phenomena [69], where a collective motion
emerges out of complex dynamical systems. Finally, extend-
ing the present work to more general time-dependent canon-
ical transformations may give an even more powerful tool to
study many-particle dynamical systems.
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Appendix A: Symplectic Flows
We list several other forms of neural symplectic transfor-
mation and discuss their relation to known constructions in
the literature.
1. Linear symplectic transformation
The simplest canonical transformation is a linear transfor-
mation to the input variables. We parameterize the linear sym-
plectic transformation using the exponential map of its Lie al-
gebra [70],
z = x eY with Y =
(
A B
C −AT
)
, (A1)
where B,C are real symmetric matrices and A is an arbitrary
real matrix. One can implement Eq. (A1) via efficient vector-
matrix exponential multiplication. Since the symplectic group
is connected [70], the exponential map covers all linear sym-
plectic transformations. Moreover, one can obtain the reverse
of the transformation by acting e−Y instead. Accurate and ef-
ficient differentiation through the matrix exponential is dis-
cussed in Ref. [71].
In the special case of B = C = 0 and A is a skew-symmetric
matrix, i.e. A = −AT , the linear symplectic transformation re-
duces to the orthogonal transformation of both momenta and
coordinates, which corresponds to the normal mode transfor-
mation.
2. Continuous symplectic flow
In general, one can parameterize the canonical transforma-
tion using a scalar generating function G(λ). Integrating the
ordinary differential equation (ODE)
λ˙ = ∇λG(λ)J (A2)
from time 0 to τ, one can transform the original variables from
λ(t = 0) = x to λ(t = τ) = z. As a consequence, the Hamilto-
nian evolution is a special form of symplectic flow in the phase
space with the generating function being the Hamiltonian [1].
Equation (A2) corresponds to the infinitesimal canonical
transformation [1], which covers a broad family of symplectic
transformations discussed so far. For example, if the generat-
ing function is a linear function of the momenta, we will arrive
at the neural point transformation Eqs. (2, 3) introduced in the
main texts. While if the generating function is a quadratic
function of λ we obtain the linear symplectic transformation
Eq. (A1).
The continuous symplectic flow falls into the framework
of Monge-Ampère flow in the optimal transport theory [42],
where the transportation is induced by a gradient flow under a
scalar potential function. The symplectic structure in Eq. (A2)
simplifies the computation due to the volume-preserving prop-
erty. In practice, the continuous transformation Eq. (A2) can
be implemented via the neural ODE [41]. Since the symplec-
tic symmetry is crucial for the canonical transformation, it is
crucial to employ symplectic integrators [2] in the neural ODE
implementation. In particular, if one employs a symplectic
leap-frog discretization of the Eq. (A2) for a separable gener-
ating function, one will arrive at the transformations discussed
in [26, 37].
