5, which includes a fundamental theorem relating performance in the face of uncertainty to This paper introduces a nonconservative measure of the SSV. Section 6 provides an example, and Section performance for linear feedback systems in the face 7 contains concluding comments. of structured uncertainty. This measure is based on a new matrix function, which we call the Structured 2. Notation Singular Value.
The basic requirement of feedback systems is to achieve certain desired levels of performance and also to be tolerant of uncertainties. Performance levels concern such things as command following, disturbance rejection, sensitivity, etc., while uncertainty tolerances deal with the inevitable differences which exist between a physical plant and its mathematical designlanalysis model. As discussed in various textbooks and references [eg. 1,2], these two aspects of the feedback problem lead to fundamental traaeoffs and compromises which motivate the entire body of feedback theory.
An essential difficulty in the theory has been to capture both the performance and uncertainty aspects of feedback in a single problem statement. Thus we have optimization theories which emphasize performance, robustness theories which emphasize uncertainties, and a host of ad hoc tools which attempt to compromise the two.
In this paper, we propose a problem formulation which captures both aspects of feedback under the umbrella of what we will call the "block-diagonal bounded perturbation (BDBP) problen." The solution to this problem, introduced in [3] . involves a generalization of the ordinary singular value decomposition (SVD). It provides a reliable, nonconservative measure to determine whether both the performance and robustness requirements of a feedback loop are satisfied. This measure, which we will call the structured singular value ( S S V ) and denote by the symbol u, serves as an essential analysis tool. Synthesis tools based on the structured singular value are under development.
The paper is organized into seven major sections. Section 2 defines nomenclature. Section 3 formulates the robustness and performance aspects of feedback as a block-diagonal bounded perturbation problem. This problem is solved in Section 4 using the new structured singular value concept. Performance implications of these results are then examined in This section formulates the basic feedback problem of achieving performance in the face of uncertainties as a stability problem in the presence of block-diagonal bounded perturbations. The formulation involves cone-bounded transfer functions as basic building blocks, in terms of which both the robustness and performance aspects of feedback can be characterized.
Basic Building Blocks: Cone-Bounded Transfer Functions
Throughout this paper, we will deal with multi-variable feedback systems whose models are linear, time invariant, and finite dimensional. Hence, they can be represented by transfer function matrices with rational elements. The robustness and performance properties of these systems will be expressed in terms of a collection of transfer matrices, Ai(s), i=1,2. .... m, which each satisfy
where Li(s) and Ri(s) are constant transfer matrices and Q ( s ) is any stable transfer matrix from a set satisfying
We will also require that Li and Ri have no poles or zeros in the open right half plane. These assumptions assure that Ai has no rhp poles. Reasons for this restriction are discussed later. Note that the functions which satisfy (1) belong to conic sectors, as initially defined by Zames ([4] , [5] ) and generalized by Safonov ([6] , [ 7 ] 
of the same plant. Discussion of still other cases is left to the table. Note from the table that the stability requirements on A do not limit our ability to represent variations in either the number or location of rhp singularities.
The most significant thing to understand about Table  1 is that the stability robustness conditions shown are sufficient to assure stability only if all the uncertainties occur at the indicated locations and none occur elsewhere. In order to use the conditions directly, therefore, designers are obliged to reflect all known sources of uncertainty from their known point of occurance to a single reference location in the loop. Such reflected uncertainties invariably have a great deal of structure which must then be "covered up" with a larger, arbitrarily more conservative perturbation in order to maintain a simple cone bounded representation at the reference location.* Alternatively, designers could choose to treat uncertainties occurring at several different locations in the feedback loop as a single uncertainty occurring at one location in a larger feedback loop. To be specific about this alternative, let Ai, i=l, 2, ..., m, denote a collection of such uncertainties positioned at location k,, i=l, 2, ..., m. Note that at each ki, the feedback loop has an input, where it receives the signals from Ai, and also an output, where it supplies signals to Ai. Let Mii be the transfer function matrix between these two sets of signals. Further, let Mij denote the transfer matrix between the inputs at location k j and the outputs at location ki. Then the blockstructured matrix
represents all interactiors of the feedback loop with its uncertainties, and indeed, the block-diagonal bounaed perturbation diagram in Figure 1 is an equivalent representation of the loop. Note that the feedback elements in this larger loop are zero in the absence of uncertainties. Hence, M will be a stable "plant" whenever the original nominal loop is stable. As an example of this representation, consider the system in Figure 2 . This system, with two uncertainties present simultaneously, the first from Row 2 and the second from 
This condition provides an alternate test for stability robustness. Like the procedure of reflecting all uncertainties to one reference location, however, the new test can be arbitrarily more conservative because it ignores the known blockdiagonal structure of the uncertainties in Figure 1 .
The objective of our results in this paper i s precisely to reduce the conservatism of robustness ana performance tests for block diagonal structures such as Figure 1 . We do this by introducing a generalized notion of the maximum singular value for block-diagonal structures. This generalization is developed in Section 4. It is called the structured singular value ( S S V ) and is denoted by the symbol u. It yields the following necessary and sufficient conditions for robust stability of the BDBP problem:
This represents an extension of the Small Gain Theorem which we call the Small u Theorem.
Since all simultaneous uncertainties can be put into block-diagonal form by merely constructing the associated matrix M, the SSV allows us to nonconservatively analyze simultaneous occurances of uncertainties anywhere in a feedback system. The uncertainties may be cone-bounded errors of individual components of the system (SISO or MIMO), they may be individual parameter variations in the model, or even polynomial approximations of parameters entering nonlinearly. In fact, the only restriction which remain is that all variations must be allowed to be complex. Pure real variations or pure imaginary variations cannot be separated into individual blocks.
Performance Characterization
The ability to treat simultaneous, structured uncertainties also offers, almost as a free byproduct, the ability to deal simultaneously with the performance and robustness aspects of feedback. This is made evident in Column 4 of loop sensitivity to open loop variations and low comand following errors to output comnands over that range. A particular specification on these performance parameters can thus be imposed on a design by introducing a "fictitious uncertainty'' at the location in Row 4 with cone bounds R and L selected to meet the performance requirement.
To illustrate how such fictitious uncertainties actually enforce performance specs, consider the simple case where a single true uncertainty, say A, -from Row 2, and a single fictitious (performance) uncertainty, say Ap from Row 4, are specified for our feedback system. Let the structured singular value condition (6) be satisfied for the corresponding M matrix (equation 4). Then the system remains stable in the face of Ar and occurring simultaneously. Obviously, it will h s o remain stable for Ap with Ar = 0. This means that the nominal system must satisfy the performance condition
because the latter is also a necessary and sufficient condition for robust stability with Ap only. This much is straightforward. What is not so evident but much more important is that Condition (7) To provide a more precise description of block diagonal perturbations, let x = (ml.mZ. ..., I T + , , kl,k2,..,kn) be a 2n-tuple of positive integers. All the definitions that follow depend on
x, but to simplify notation this dependency will not be explicitly represented. Let
For each 6~[O,m), let X,rW(k) be a set of 6-norm-bounded block-diagonal matrices defined by ml 9 ,mn \ Let X , = U X be the set of all such matrices with no restriction on the norm, u be the set of block diagonal unitary matrices,
and* the set of real diagonal matrices such that
What is desired is a function (depending o n X )
with the property that for + M E M ( k )
This could be taken as a definition of p. Alternatively, LI could be defined as
This definition shows that a well-defined function satisfies (12) . It probably has little additional value since the optimization problem involved does not appear to have useful properties.
Using these definitions, the following useful properties of p are easily proven.
Properties 5) and 6) show that the structured singular value has as special cases both the spectral radius and the maximum singular value. Property 9) means that p is &invariant.
The most important results from [3] are the following, which deal with the bounds in property 11):
X6= fdiag(Al,Al;~;A1,~,A2;~;A2,A3, An-l, An,An;.;An) (9) a) The left-hand-side inequality in 11) is always an equality. This expresses p in familiar linear algebraic terms, but the optimization problem involved may have multiple local maxima.
iAjeW(kj) and a(Aj) 5 6 for each j=l,2,..n)
b) The right-hand-side inequality in 11) is an equality when there are three or fewer blocks, and the blocks are not repeated. The blocks themselves, and therefore M, may be of arbitrarily large dimension. A tedious but straightforward computation shows that the optimization problem involved is always convex [ 111. Furthermore, the minimization is over only n-1 parameters for n blocks, independent of block size, making this an attractive alternative to a).
Note that the transformation DMD-1 is simply a rescaling of the inputs and outputs of M. The SSV is invariant with respect to such rescaling (property IO), while singular values do, of course, vary with rescaling. This implies, for example, that the ad hoc method of performing a change of units can reduce the conservatism associated with singular values. For some time we have been using Osborne's technique [12] , which minimizes the Frobenius norm of DMD-l to compute frequency-dependent D matrices. We now have new algorithms which compute D to directly minimize B(DMD-~).
Numerical software for computing u has been developed using algorithms based on these results. In addition to using this software to analyze some simple feedback designs, test runs have been made on a large number of psuedo-random matrices. It appears that the global maximum in a) i s often easily found, although a simple gradient search is inadequate. Also, the bound obtained in b) appears to be quite good (to within 15%) for cases of more than 3 blocks. These observations are most encouraging, especially considering the experimental and preliminary nature of the software.
There are essentially two direct applications of singular values to the BDBP problem, which provide bounds for p:
1) Ignore the block diagonal structure and compute T(M). This gives an upper bound for u.
2) Treat each perturbation one at a time.
Compute the largest maximum singular value for each of the corresponding diagonal blocks.
This gives a lower bound for u.
The gap between these two bounds may be arbitrarily 1 arge.
An extension to 1) was proposed by Lehtomaki ([9] , [13] ), who uses the singular vectors for B(M) to sharpen the bound. Lehtomaki's method checks for structure but not in the BDBP form. The optimism of 2) can be reduced by using a method suggested by Freudenberg, et. al. [14] , who evaluate the differential sensitivity of the singular values at one point with respect to perturbations at another. Although this method does not apply to simultaneous, large perturbations, it can be quite useful in indicating when the lower bound for u obtained by method 2) is optimistic. It should be mentioned that Lehtomaki and Freudenberg did not present their techniques in the context of the BDBP problem.
The preceding discussion of p and the BDEP problem has dealt with determining the size of the minimum structured perturbation A that causes I + MA to be nonsingular. We are interested in using the structured singular value to answer robustness, sensitivity, and performance questions for multivariable feedback systems. The connection between 1-1 and these essential feedback properties is provided by the Small u Theorem, which characterizes the stability robustness properties of a feedback system with respect to block diagonal perturbations. In order to state the Small u Theorem we need the following additional definitions (a1 1 depending on Se) :
Let L, R EbLfl{X,xc} be such that L and R have no poles or zeros in the open right-half-plane. Then let and % = {L-lERI @E%-}.
For the BDBP problem in Figure 1 , Mc.R(k), X is the set of allowable block diagonal perturbations, and L and R re the weightings for the A such that 8( L M -f ) 5 1. We will say the canonical system in Figure 1 is stable iff I+MA is nonsingular in the closed right-half-plane. Although this aefinition does not distinguish between ill-posedness and instability, it is adequate for our purposes. We can now state and prove the following: Since A was arbitrary, the canonical system is stable for all A E %.
Then ~O E X~ J. det(1 + RML-' 0) I = 0.
U=Wo
Thus, 3 A E X ; J det (I + MA) (wwo= 0 and the canonical system is not stable for all A E H. 0
This theorem guarantees that if p(RML-') is less than 1 at every frequency, then the closed-loop system is stable for all str ctured perturbations AE X. Conversely, if "(RML-!) is greater than or equal to 1 at some frequency, then there exists a structured perturbation A& that results in closedloop instability. N te that a destabilizing A can be expressed as LOR-' for some constant 0.
As noted in Section 2, the Small u Theorem can also guarantee a pre-specified performance level by including a performance block in the BDEP problem.
Furthermore, this performance level is guaranteed for all structured perturbations A&.
These claims are made precise in the next section by a corollary to the Small u Theorem that treats performance.
Performance Implications
Suppose that the plant perturbations are given by A, = diag(A1, Ap, .... A, , , ) E & with corresponding weighting matrices Lr, Rr, interconnection matrix Mr, and 2n-tuple X, = (ml, . . . , mn. kl, . . . , k,). Suppose that a performance specification is given as Z(R~M;(A,)L~-~) < 1 V u V Ar E X, (19) Here Mb is a k xk performance matrix which we desire to be skal! (as weighted by R and Lp).
Examples include Mi:('
, as discussed in Section 3. k e that Mb depends on the perturbation A,, indicating that this performance should be met for all uncertainties.
Let Mpr and Mrp denote the transfer function matrices between performance outputs and perturbation outputs and between perturbation inputs and performance inputs, respectively. In terms of these matrices, it can be shown that
where Mp is the performance matrix in the absence of uncertainties.
We have noted the dependence on K here to avoid confusion. Of course, the nominal interconnection matrix M is assumed to be stable.
For these definitions, the following relationship exists between performance, stability robustness, and the SSV. We note that this theorem extends the Small p Theorem's robust stability results to a composite, simultaneous result on robust stability and performance. Thus, given an uncertain plant model with structured perturbations and a performance specification, we have a necessary and sufficient condition in terms of u for satisfaction of the performance spec in the face of the uncertainty. If the condition p < 1 is met, then the desired performance is achieved for all perturbed plants.
p 2 1, then there exists a structured perturbation which causes the performance spec to be violated. The robust performance condition may be thought of arising from an equivalent "fictitious uncertainty although this interpretation is not necessary.
Example
In this section the ideas we have presented wil illustrated by a simple "textbook" example. An example similar to this was discussed in [8] . 
Interpreted in terms of uncertainty levels, these weightings mean that A1 is large at high frequency and A is large at low frequency. A design that yie?ds p < a 4 w has the property that the closed loop system would remain stable for all simultaneous perturbations such that Larger perturbations would destabilize the closed loop system. An alternative interpretation in terms of performance would be that low the closed loop system has the following output sensitivity
in the face of all input perturbations which satisfy
The weighting r2 emphasizes sensitivity at low frequency.
This example is not motivated by a physical design problem, and either interpretation is possible. We will simply compute p for 3 different designs and compare them with each other rather than with a performance/robustness specification. We will also compute some singular value bounds and IJ for the case of r1 = r2 = 1. No claims are made about the quality of these designs. merely to be illustrative. This example illustrates that u can equal the upper bound U(M) or lower bounds d(T1) and U ( S 2 ) or be anywhere in between. Note that this design can tolerate either A1 or A2 separately as large as 1, but simultaneous variations of less than 0.1 can be destabilizing. Interpreted in terms of performance for the weightings in (22). we can see that the design has good output sensitivity (8(r S 2 ) < 1) for the unperturbed plant. Smal? inp'it perturbations, however, can lead to very poor output sensitivity since ~( R M L -~) >> 1 iyplies that a(r2S$) >> 1 for some perturbed 52.
Designs 2 ana 3 have substantially improved unweighted S S V ' s , as seen by the plots labelled 2 and 3 in Figure 4 . It appears from these plots that Designs 2 and 3 are uniformly better than Design 1 , with Design 2 best in the midfrequency range and Design 3 best at the high and low frequency extremes. The significance of these differences, however, can only be interpreted against the given performance and/or robustness specs. This is done with the corresponding weighted SSV's in Figure 5 . We see that 2) Stabilitylperformance evaluations with perturbations one at a time can be highly optimistic.
3) Designs can be meaningfully compared only with respect to some performance and robustness specification.
. Concluding Comments
This paper introduced an analysis technique based on the Structured Singular Value P for linear feedback systems that provide a reliable, nonconservative measure of performance in the face of structured uncertainty. The Small p Theorem gives a necessary and sufficient condition in terms of for stability of a linear system with multiple, simultaneous, norm-bounded perturbations of fixed but arbitrary structure. The Robust Performance Theorem provides a similar condition for the satisfaction of performance specifications in the presence of structured perturbations. Some simple feedback designs were presented to illustrate the theory.
