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L’interaction sociale en univers virtuel pose des proble`mes qui vont au dela`
des questions du re´alisme de l’environnement ou meˆme du re´alisme des person-
nages virtuels. Comme les e´tudes ethnome´thodologiques l’ont bien montre´, la
re´flexivite´ des interactions humaines (ce couplage dynamique entre l’acteur et
son environnement) aussi bien que les comportements indexicaux (re´fe´rences
implicites aux objets externes de l’environnement) sont des e´le´ments majeurs
pour qu’une simulation en univers virtuel soit cre´dible et donc susceptible de
produire la notion de pre´sence sociale.
La recherche propose´e s’inte´resse au de´veloppement d’un mode`le d’inter-
action sociale capable de prendre en compte, en univers virtuel collaboratif,
une partie de la dimension e´motionnelle et sociale des interactions humaines.
Plusieurs travaux ante´rieurs ont souligne´ un certain nombre de difficulte´s
lie´es aux modalite´s d’acce`s a` l’information dans les interactions en univers
virtuels (comme la re´duction du champ de vision, l’incohe´rence de l’univers
sensible, etc.) ainsi que des limites relatives a` la cohe´rence des expressions
e´motionnelles et corporelles.
Ces difficulte´s contribuent a` maintenir un couplage faible entre les ac-
tions effectue´es en univers virtuel et leurs significations par rapport a` l’inter-
action (orientant souvent les utilisateurs vers des interactions oriente´es vers le
re´tablissement de l’intelligibilite´ de la situation).
Ces limites peuvent eˆtre compense´s par une approche qui repose sur une
meilleure mise en contexte de l’utilisateur. Dans notre approche, chaque utili-
sateur controˆle son propre avatar (repre´sentation de l’utilisateur dans l’envi-
ronnement virtuel) et peut prendre des de´cisions selon ses propres perceptions,
expertise et historique.
La proble´matique de recherche devient donc d’offrir une solution pour
maintenir un contexte d’interaction ’riche’ lors de la collaboration. Les uti-
lisateurs peuvent ainsi acce´der aux e´le´ments contextuels de l’univers virtuel
qui leur semblent pertinents pour la prise de de´cision et s’engager dans des
modalite´s d’interactions oriente´es spe´cifiquement vers leurs objectifs.
Nous proposons des solutions qui permettent d’enrichir l’interaction so-
ciale en univers virtuel. D’une part, l’interface propose´e permet aux interac-
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2tants d’exploiter leurs re´fe´rences indexicales (par exemple pointer de la main
des objets de l’univers, orienter le regard vers une direction, etc.).
D’autre part, notre mode`le d’interaction sociale permet de produire au-
tomatiquement des comportements chez les avatars qui soient pertinents par
rapport au contexte de l’interaction (par exemple distribuer le regard vers ses
interlocuteurs, regarder les autres avatars en marchant, effectuer des expres-
sions gestuelles en parlant, etc.).
Nous proposons e´galement un mode`le e´motionnel pour simuler les e´tats
internes des personnages virtuels en interaction.
Ces mode`lent s’inte`grent dans une architecture multi-agents capable de
fusionner de fac¸on ’re´aliste’ les actions intentionnelles de´cide´es par l’acteur
humain et les comportements non-intentionnels (produits par le mode`le d’in-
teraction sociale) comme les gestes, postures, expressions e´motionnelles qui
de´pendent du contexte dans lequel e´voluent les avatars.
Enfin, pour illustrer le fait qu’une interaction ’socialement situe´e’ est pos-
sible en univers virtuel, et souligner le fait que ce choix de conception se
preˆte de manie`re naturelle a` la simulation collaborative, nous proposons des
expe´rimentations exploratoires dont les re´sultats pre´liminaires indiquent que
les utilisateurs peuvent rapidement s’engager dans des modalite´s d’interaction
complexes prenant en compte aussi bien l’e´tat e´motionnel des personnages
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L’interaction sociale en univers virtuel collaboratif pose des proble`mes
qui vont au dela` des questions du re´alisme de l’environnement ou meˆme du
re´alisme des personnages virtuels.
Comme les e´tudes ethnome´thodologiques l’ont bien montre´ (Garfinkel,
1967; Amiel, 2004), la re´flexivite´ des interactions humaines ainsi que l’indexi-
calite´ des comportements (re´fe´rences implicites ou explicites aux objets de
l’environnement) sont des e´le´ments majeurs pour qu’une simulation interac-
tive en univers virtuel soit cre´dible et donc susceptible de produire la notion
de pre´sence sociale.
La re´flexivite´ des interactions est base´e sur l’ide´e que les actions humaines
modifient le contexte de l’interaction et que, re´flexivement, ce nouveau contexte
va modifier le processus de´cisionnel de tous les acteurs en co-pre´sence dans
cette meˆme interaction.
C’est la force de ce couplage dynamique entre les actions produites et
le contexte partage´ qui donne consistance aux e´changes sociaux dans une in-
teraction humaine.
Dans nos travaux, nous nous inte´ressons a` l’e´tude des interactions sociales
en univers virtuel. Particulie`rement, nous nous focalisons sur les communica-
tions situe´es dans des simulations virtuelles de gestion de crises ou` la dimension
e´motionnelle et sociale de l’interaction sont de´terminantes dans la gestion de
la situation.
Cette dimension e´motionnelle et sociale a e´te´, jusqu’a` nos jours, surtout
prise en compte dans des milieux artistiques comme le cine´ma, la te´le´vision
ou encore le the´aˆtre. Les spectateurs sont souvent immerge´s par des senti-
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ments d’empathie envers les acteurs qui arrivent a` les faire e´mouvoir, stresser,
angoisser ou encore rire. Ils se reconnaissent e´galement dans les diffe´rents com-
portements sociaux et attitudes culturelles exprime´es par ces acteurs humains.
Les communications humaines sont riches d’actes sociaux tre`s porteurs d’in-
formations dans le dialogue comme l’utilisation des expressions gestuelles pour
transmettre des messages implicites ou encore l’utilisation du regard et des ex-
pressions e´motionnelles pour mieux ve´hiculer du sens dans le discours.
Les re´centes avance´es des technologies de re´alite´ virtuelles nous permettent
aujourd’hui d’espe´rer faire le pont entre les technologies de´ja` a` contenu e´mo-
tionnel mais non interactives comme le cine´ma ou la te´le´vision et les tech-
nologies interactives classiques mais a` faible dimension sociale ou culturelle
comme les jeux vide´o, les CSCW, etc. Nous pensons que c’est seulement a`
ces conditions que la technologie de re´alite´ virtuelle peut prendre une dimen-
sion professionnelle car la qualite´ et l’efficacite´ des interactions humaines ne
saurait exister sans que soient pris en compte les gestes, les activite´s impli-
cites et leurs contenus e´motionnels qui sont porteurs de nombreux messages
significatifs pour l’action.
1.2 Collaboration en univers virtuel
Comme il a e´te´ montre´ dans de nombreux travaux, la collaboration en
univers virtuel pose de nombreux proble`mes qui peuvent eˆtre attribue´s soit au
re´alisme de l’environnement physique, soit a` la non pertinence des expressions
gestuelles et corporelles des acteurs par rapport au contexte.
Dans un article sur l’usage des artefacts en situation d’interaction en uni-
vers virtuel, Hindmarsh et al. ont bien montre´ que les acteurs ont du mal a`
identifier et localiser les objets de l’environnement qui sont explicitement ou
implicitement re´fe´rence´s au cours d’un dialogue (Hindmarsh et al., 1998).
Ces auteurs ont e´galement mis en e´vidence que, du fait d’un champ visuel
pe´riphe´rique restreint et des incertitudes de localisation des objets sonores, il
peut devenir difficile pour les acteurs de se construire une image cohe´rente de
la sce`ne.
Cette difficulte´ de maintien de la cohe´rence de l’univers sensible peut avoir
pour conse´quence une mobilisation de ressources cognitives spe´cifiques a` ce
proble`me re´duisant ainsi la dimension ’naturelle’ (ou situe´e) de l’interaction.
Par exemple, les acteurs peuvent avoir recours a` un dialogue spe´cifiquement
oriente´ vers le re´tablissement de l’intelligibilite´ de la situation.
A ces difficulte´s lie´es au manque de re´alisme de l’univers virtuel, s’ajoutent
celles lie´es a` la cohe´rence des expressions gestuelles et corporelles des avatars.
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L’interpre´tation des actes de communication est e´troitement lie´e a` l’in-
terpre´tation des expressions gestuelles et corporelles. Du fait que les moteurs
d’animation ne peuvent que partiellement exprimer ces expressions corporelles,
il devient difficile de maintenir un couplage pertinent entre les activite´s des
diffe´rents acteurs en situation d’interaction.
Cette recherche a pour objectif d’explorer les possibilite´s que peut offrir un
mode`le d’animation des avatars qui prend en compte certaines pratiques d’in-
teraction sociale comme les possibilite´s de re´fe´rences indexicales au cours des
activite´s collaboratives (comme par exemple, les gestes de´ictiques ou la direc-
tion du regard en fonction du contexte social.) et les expressions e´motionnelles
(faciales et corporelles).
Nous pensons que ces comportements sociaux peuvent contribuer sensi-
blement a` l’e´tablissement, dans un univers virtuel, d’un couplage pertinent
entre les actions produites et le contexte partage´ de la situation.
Par exemple, les re´fe´rences indexicales aussi bien verbales (ici, vers la`, a`
coˆte´, etc.) que corporelles (la direction du regard, les gestes de´ictiques, etc.)
dont la valeur se´mantique est e´troitement lie´e au contexte de la situation,
repre´sentent a` la fois un moyen e´conomique de communication (en codant un
message de fac¸on partielle) et riche en sens lors d’une activite´ collaborative.
Ces re´fe´rences indexicales, associe´es aux expressions e´motionnelles, contri-
buent a` la richesse du contexte de la situation en permettant de cre´er da-
vantage de sens durant les interactions virtuelles. Ils repre´sentent des indices
contextuels supple´mentaires qui contribuent au maintien d’un couplage re´flexif
pertinent entre les diffe´rents acteurs en interaction.
C’est ce couplage entre les actions produites et l’intelligibilite´ de la si-
tuation virtuelle qui nous semble essentiel pour engager ve´ritablement des
utilisateurs dans une interaction socialement et e´motionnellement situe´e.
1.3 Approche pour des interactions situe´es
Notre objectif est de proposer un mode`le permettant a` des acteurs humains
d’interagir de fac¸on e´motionnelle, sociale et culturelle dans un espace virtuel.
Contrairement aux approches traditionnelles de l’Intelligence Artificielle
qui tentent de mode´liser les comportements humains selon un paradigme es-
sentiellement repre´sentationnel, notre approche repose sur la mise en contexte
de l’utilisateur afin qu’il puisse prendre des de´cisions selon ses propres percep-
tions de l’univers, son expertise et son historique (Pavard and Dugdale, 2002).
Dans cette approche, chaque avatar est dirige´ par un utilisateur humain
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(comme dans un jeu vide´o) mais ses gestes, expressions faciales ainsi que ses
comportements e´motionnels sont ge´ne´re´s par notre mode`le e´motionnel et so-
cial. Ce mode`le, prend en conside´ration les actions intentionnelles de l’utili-
sateur pour ce qui est du controˆle de l’avatar (par exemple marcher, courir,
parler, etc.). Il tente e´galement d’identifier le contexte de l’interaction afin
de produire chez l’avatar un comportement non intentionnel a` la base d’une
interaction sociale la mieux adapte´e au contexte de la situation (par exemple
regarder les autres avatars en marchant, effectuer des expressions gestuelles
en parlant, etc.). L’utilisateur est ainsi ”cognitivement et socialement situe´”
dans ses interactions avec les autres acteurs.
Cette approche de l’action situe´e nous e´vite de mode´liser l’ensemble des
processus cognitifs associe´s a` la prise de de´cision puisque c’est l’utilisateur qui
controˆle son avatar selon sa propre intention.
Notre proble´matique se re´duit alors a` mode´liser uniquement une partie de
la cognition relative a` la perception du contexte de l’interaction afin de pro-
duire chez l’avatar un comportement non intentionnel adapte´ a` la situation et
qui soit a` la fois e´motionnel et social.
Dans cette perspective, nous nous attendons a` ce que, avec un mode`le
e´motionnel et social qui ’enrichi’ les comportements des avatars, les acteurs
arrivent a` compenser les e´carts d’expression (de leurs avatars) et ainsi s’en-
gager mutuellement dans une ve´ritable interaction oriente´e vers les objectifs
qu’ils ont a` atteindre.
1.4 Enjeux sociaux importants
Cette approche peut avoir des retombe´es conside´rables sur l’apprentissage
et la formation par la mise en place d’une collaboration en contexte.
C’est dans un apprentissage en contexte que l’apprenant donnera un sens a`
sa de´marche pour construire ses connaissances et de´velopper ses compe´tences.
L’apprenant re´gule e´galement sa conduite en fonction des diffe´rentes situations
auxquelles il est soumis. Il peut ainsi changer de but et d’intention au cours de
la re´solution d’une taˆche, modifiant par la meˆme la signification du contexte
dans lequel il est engage´.
L’autre inte´reˆt de cette approche situe´e dans le processus d’apprentissage
est la prise en compte des interactions sociales. En effet, l’Intelligence Arti-
ficielle traditionnelle a trop mis l’accent sur les mode`les expert du domaine
se substituant totalement a` la cognition humaine et a, de ce fait, sous-estime´
l’importance des interactions sociales dans le processus d’interaction.
Offrir la possibilite´ a` des apprenants d’accomplir en univers virtuel des in-
teractions langagie`res naturelles inte´grant, comme dans les communications en
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univers re´el, des re´fe´rences indexicales (ici, vers la`, etc.), des incompre´hensions
dans les e´changes, des e´motions ve´hicule´es par la voix, etc. nous apparaˆıt es-
sentiel pour une co-construction du sens en activite´s collaboratives. Les appre-
nants peuvent ainsi coordonner leurs actions pour mieux collaborer en univers
virtuel afin de re´aliser une œuvre commune.
En se basant sur cette approche, nous avons de´veloppe´ une plate-forme
de re´alite´ virtuelle pour la formation au commandement de sapeurs pompiers
(figure 1.1). Ce projet a e´te´ re´alise´ en e´troite collaboration avec le Service
De´partemental d’Incendie et de Secours de l’Essonne (SDIS 91) afin de bien
prendre en compte l’aspect humain dans l’interaction.
Fig. 1.1 – Aperc¸u de notre plate-forme de formation au commandement : Trois
avatars en situation d’interaction sociale.
1.5 Contributions
Nous de´crivons dans cette section notre de´marche de travail et nos contri-
butions dans le cadre de cette recherche.
Analyse des activite´s en situation
Cette analyse est effectue´e en situation re´elle lors de plusieurs sessions
de formation des sapeurs pompiers de l’Essone (Paris) au commandement en
situation d’urgence.
Nous avons filme´ puis analyse´ ces sessions de formation. Les e´tapes de cette
analyse sont :
– Analyse des diffe´rentes situations d’interventions et de prise de de´cision
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afin d’identifier les sce´narios virtuels repre´sentatifs des difficulte´s ren-
contre´es par les apprenants ;
– Analyse des e´changes verbaux entre les diffe´rents interlocuteurs afin
d’identifier les principaux dysfonctionnements (a` l’aide de vide´os et de
de´briefings suite aux simulations) ;
– Analyse de la communication gestuelle avec constitution de bases de
donne´es gestuelles.
Cette analyse ergonomique des activite´s en situation nous a permis de
de´finir les qualite´s que doit posse´der un environnement virtuel de formation
pour permettre a` des apprenants de reproduire une partie des me´canismes
naturels d’interaction.
Nous identifions particulie`rement l’importance de la prise en compte de la
dimension e´motionnelle et sociale lors des interactions.
Mode`le e´motionnel
Nous proposons un mode`le e´motionnel pour simuler les e´tats internes des
personnages virtuels (ou agents) en interactions dans un environnement vir-
tuel (e´motions, humeur, personnalite´ et degre´ de stress).
Ce mode`le permet, de fac¸on analytique, d’identifier et de maintenir les
e´tats e´motionnels d’un agent en interaction, son humeur et son niveau de
stress en fonction de sa personnalite´ de´clare´e et de son interpre´tation des
e´ve`nements perc¸us. Il se base sur un mode`le de la taˆche de l’agent pour e´valuer
les e´ve`nements susceptibles de changer son e´tat e´motionnel.
Le mode`le d’e´valuation des e´motions s’inspire du mode`le OCC de´crit dans
les travaux de (Ortony et al., 1988) auquel nous rajoutons quelques e´le´ments
ne´cessaires a` l’e´tude de l’e´mergence des e´motions comme la personnalite´ et
l’humeur.
Mode`le d’interaction sociale
Nous proposons e´galement un mode`le permettant d’inte´grer une partie des
pratiques sociale lors des interactions virtuelles.
Comme nous l’avons pre´ce´demment e´voque´, la difficulte´ a` laquelle se heurte
la conception d’un mode`le d’interaction sociale est lie´e a` notre capacite´ de pro-
duction de couplages re´flexifs entre les actions des diffe´rents acteurs.
Par exemple, une expression de´ictique comme la de´signation d’un objet
par un geste de la main sera obligatoirement suivie par un changement de la
direction du regard des diffe´rents interlocuteurs.
En partant du mode`le e´motionnel et des de´cisions d’actions prises par l’uti-
lisateur, nous proposons d’une part une solution pour effectuer de fac¸on intui-
tive des expressions indexicales (des de´ictiques, des mouvements d’exploration
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de l’univers par le regard, etc.) et d’autre part des solutions pour accompa-
gner l’utilisateur dans son interaction comme la production automatique de
comportements sociaux et e´motionnels (par exemple distribuer le regard entre
les interlocuteurs lors d’un dialogue).
Ce mode`le s’inte`gre e´galement dans une architecture d’agent qui permet
une fusion des comportements intentionnels de´cide´s par les utilisateurs et les
comportements non intentionnels ou automatiques (comme les gestes, pos-
tures, expressions e´motionnelles, etc.) qui de´pendent du contexte dans lequel
e´volue le personnage virtuel.
Les expressions comportementales ainsi obtenues contribuent au caracte`re
situe´ de l’interaction et permettent d’engager les utilisateurs dans une nouvelle
forme d’immersion sociale et e´motionnelle.
Plate-forme de re´alite´ virtuelle
Nous avons re´alise´ dans le cadre du de´veloppement de notre plate-forme
de re´alite´ virtuelle une partie de la mode´lisation graphique de l’environnement
virtuel, des objets de la sce`ne 3D, des personnages virtuels et des animations
comportementales.
Nous avons ensuite inte´gre´ ces e´le´ments dans un meˆme atelier graphique
capable de cre´er de l’interactivite´ (la suite logicielle Virtools en l’occurence).
Nous avons e´galement mis en œuvre les me´canismes de coordination et de
collaboration ne´cessaires pour garantir a` des utilisateurs connecte´s depuis des
sites distants des interactions virtuelles ’situe´es’.
Expe´rimentations
Nous conduisons dans cette recherche une se´rie d’expe´rimentations explo-
ratoires dans le but d’e´tablir qu’une interaction en univers virtuel peut eˆtre
socialement et e´motionnellement situe´e.
1.6 Organisation du me´moire
Ce me´moire est organise´ autour de 3 grandes parties :
– La premie`re partie (partie I) est associe´e a` un e´tat de l’art nous per-
mettant de de´finir le contexte de notre e´tude et la me´thodologie de
travail. Cette partie est compose´e de deux chapitres correspondant a` un
ensemble de de´finitions et de concepts concernant deux champs discipli-
naires autour desquels s’articule notre travail :
1. Les travaux sur la re´alite´ virtuelle et les syste`mes multi-agents
(Chapitre 2).
2. Les travaux en sciences cognitives sur les the´ories de l’action situe´e
et les travaux en ethnome´thodologie sur la re´flexivite´ et l’indexica-
lite´ dans les interactions (Chapitre 3).
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– La deuxie`me partie (partie II) pre´sente le mode`le d’interaction sociale
que nous mettons en œuvre pour reproduire des interactions ’situe´es’ en
univers virtuel. Cette partie comporte deux chapitres qui traitent du :
1. Mode`le e´motionnel pour e´valuer et maintenir les e´tats e´motionnels
des agents en interaction (Chapitre 4).
2. Mode`le d’interaction sociale permettant a` nos agents d’exprimer
des comportements e´motionnels et sociaux adapte´s au contexte de
l’interaction (Chapitre 5).
– La troisie`me partie (partie III) est une description de l’imple´mentation
de la plateforme d’exe´cution. Elle se compose de deux chapitres :
1. Description de l’architecture logicielle de la plate-forme ainsi que
des diffe´rents e´le´ments de mode´lisation mis en œuvre (Chapitre 6).
2. Pre´sentation des e´valuations de notre mode`le d’interaction sociale
a` travers les expe´rimentations exploratoires qui serviront de base
pour des expe´rimentations a` une plus grande e´chelle avec des pro-
fessionnels du me´tier (Chapitre 7).
Premie`re partie




Re´alite´ virtuelle & Syste`mes
multi-agents
Non, la science n’est pas une illusion. Mais ce serait
une illusion de croire que nous puissions trouver
ailleurs ce qu’elle ne peut pas nous donner.
(Sigmund Freud)
Apre`s avoir souffert d’une image trop ludique, la re´alite´ virtuelle se pro-
fessionnalise en toute discre´tion1. Aujourd’hui, cette technologie pe´ne`tre de
nombreux domaines comme la formation professionnelle, le me´dical ou encore
la se´curite´ militaire et civile.
Les raisons profondes de cette expansion professionnelle de la re´alite´ vir-
tuelle sont certes son re´alisme de plus en plus convainquant mais aussi ses
capacite´s a` induire des situations immersives, des collaborations profession-
nelles et a` inte´grer la dimension sociale et e´motionnelle dans les interactions
virtuelles.
Notre objectif est d’utiliser la re´alite´ virtuelle pour la formation d’acteurs
professionnels au travail collaboratif dans des environnements complexes. Il
s’agit de permettre a` des utilisateurs d’interagir en univers virtuels pour ac-
complir des taˆches coope´ratives et acque´rir un savoir-faire de techniques com-
plexes.
1D’apre`s une e´tude publie´e en mai 2005 par Cyberedge Information Services, le chiffre
d’affaires mondial du domaine aurait atteint 43 milliards de dollars en 2003, en croissance
de 8,9 % sur un an.
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Cet objectif repose sur une approche multi-agents pour repre´senter les
comportements des entite´s en interactions dans le syste`me de re´alite´ virtuelle.
Dans ce chapitre, nous commenc¸ons par pre´senter la notion de re´alite´ vir-
tuelle tel que nous l’envisageons dans notre cadre d’e´tude. Nous pre´sentons
ensuite ses apports et son inte´reˆt pour la formation ainsi qu’un tour d’horizon
des principaux syste`mes de formation existants.
Dans la deuxie`me partie de ce chapitre, nous pre´sentons un essai de de´fi-
nition pour le concept des syste`mes multi-agents ainsi que quelques approches
qui ont permis d’inte´grer l’utilisateur comme e´le´ment a` part entie`re dans l’in-
teraction avec un syste`me de re´alite´ virtuelle.
2.1 Re´alite´ virtuelle
2.1.1 De´finition de la re´alite´ virtuelle
On entend souvent par re´alite´ virtuelle un dispositif technologique permet-
tant a` un utilisateur d’interagir avec un monde virtuel a` l’aide de dispositifs
hautement technologiques tels que le casque de visualisation ou encore des
gants de donne´es. Cette image ne refle`te plus aujourd’hui de manie`re exhaus-
tive toutes les applications lie´e a` la notion de re´alite´ virtuelle.
Plusieurs travaux se sont inte´resse´s soit a` des de´finitions plus ou moins
formelles de cette notion de re´alite´ virtuelle soit a` la cate´gorisation de ses
applications. L’objectif de cette section est de pre´senter les principales ca-
racte´ristiques que doit avoir un syste`me de re´alite´ virtuelle afin de corres-
pondre au mieux a` notre cadre d’e´tude.
Fuchs (Fuchs, 1996) propose une de´finition selon trois axes : temps, lieu, et
interaction (figure 2.1). Une situation de re´alite´ virtuelle est envisage´e lorsque
un ou plusieurs axes sont modifie´s. Une modification sur l’axe du temps tra-
duit une action dans un environnement passe´ ou futur, une modification sur
l’axe du lieu correspond a` un environnement de synthe`se simulant la re´alite´ ou
un monde imaginaire et de manie`re similaire, une modification d’interaction
implique une simulation d’interaction avec un monde re´el ou une interaction
purement imaginaire.
Burdea et Coiffet (Burdea and Coiffet, 1993) de´crivent les syste`mes de
re´alite´ virtuelle comme une ”interface qui implique de la simulation en temps
re´el et des interactions via de multiples canaux sensoriels.” Les auteurs pro-
posent une de´finition de la re´alite´ virtuelle qui s’exprime autour des ”trois
I ” :
Interaction Le syste`me de re´alite´ virtuelle doit offrir a` l’utilisateur une in-
teraction en temps re´el selon ses propres canaux de communications.
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Fig. 2.1 – De´finition de la re´alite´ virtuelle d’apre`s Fuchs.
Immersion La simulation doit eˆtre ”re´aliste” afin de produire chez l’utilisa-
teur une sensation d’immersion dans l’environnement virtuel.
Imagination L’utilisateur participe activement a` la simulation par son ima-
gination. Cette composante est essentielle au bon fonctionnement de
l’application.
Cette de´finition de Burdea et Coiffet est repre´sente´e par la figure 2.2 :
Fig. 2.2 – De´finition de la re´alite´ virtuelle d’apre`s Burdea et Coiffet.
D’autres auteurs tentent de de´crire la composante ”immersive” de la re´alite´
virtuelle comme une caracte´ristique essentielle du syste`me. Pimentel et Teixeira
de´crivent la re´alite´ virtuelle comme une expe´rience d’immersion de d’inter-
action ge´ne´re´e par un ordinateur (Pimentel and Teixeira, 1994). Que´au re-
prend aussi cette ide´e et ajoute que la sensation d’immersion est produite
par la conjonction d’une perception visuelle avec la sensation proprioceptive
e´quivalente (Que´au, 1993).
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De ces de´finitions, nous retenons les caracte´ristiques suivantes pour un
syste`me de re´alite´ virtuelle :
Univers virtuel :
Qu’il s’agisse d’un monde imaginaire ou re´aliste, la notion du monde
virtuel est essentielle dans un syste`me de re´alite´ virtuelle. Ces mondes
virtuels peuvent eˆtre cate´goriser comme issus de la ”re´alite´ artificielle”,
”alte´re´es” ou encore ”re´aliste”. Le terme ”re´alite´ artificielle” a e´te´ in-
troduit par (Krueger, 1991) pour de´crire la capacite´ des syste`mes de
re´alite´ virtuelle a` cre´er des mondes totalement imaginaires sans aucun
ante´ce´dent avec le monde re´el. La ”re´alite´ alte´re´e” est de´finie par (Van-
derheiden and Mendenhall, 1994) comme une alte´ration de certaines pro-
prie´te´s de l’univers virtuel afin d’assister des personnes pre´sentant des
de´ficiences mentales ou physiques (ex : ralentir le temps, agrandir des
objets, etc.). Le terme ”re´alite´ re´aliste” de´crit une simulation aussi fide`le
que possible du monde re´el.
Interaction :
Il s’agit des possibilite´s offertes par le syste`me pour faire interagir l’utili-
sateur avec le monde virtuel et les objets qui le constituent. Un utilisateur
doit non seulement percevoir le monde virtuel mais aussi agir sur celui-ci
et exercer des commandes de controˆle pour modifier son e´tat.
Immersion :
Une forte interactivite´ entre l’utilisateur et le syste`me doit conduire
a` une sensation d’immersion ou de ”pre´sence” dans l’univers virtuel.
Diffe´rentes formes d’immersion peuvent exister lors d’une interaction
avec un syste`me de re´alite´ virtuelle (physique, strate´gique, tactique, so-
ciale ou e´motionnelle).
Imagination :
La sensation d’immersion d’un utilisateur n’est re´ellement efficace dans
un syste`me de re´alite´ virtuelle que lorsque l’utilisateur participe acti-
vement a` la simulation par son imagination. Cette imagination permet
d’aider a` ”oublier” les imperfections du syste`me et de se concentrer sur
les aspects fonctionnels de l’interaction.
2.1.2 Inte´reˆt de la re´alite´ virtuelle pour la formation
Plusieurs environnements d’apprentissage trouvent un support ide´al dans
la re´alite´ virtuelle. Ces environnements de formation permettent a` l’utilisateur
(appele´ e´galement apprenant) de construire ses connaissances en agissant sur
un univers virtuel.
De nombreux travaux ont souligne´s l’inte´reˆt de ces environnements vir-
tuels pour la formation et leurs avantages par rapport aux formations dans
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des environnements re´els (Lourdeaux, 2001).
Nous reprenons dans ce qui suit quelques inte´reˆts qui justifient notre choix
pour la re´alite´ virtuelle comme outil pour la formation d’acteurs professionnels
a` la prise de de´cision.
1. La mise en situation de l’utilisateur :
Le premier inte´reˆt de la re´alite´ virtuelle est de mettre les apprenants
dans des situations proches de celles rencontre´es au cours de leurs vies
professionnelles ou dans des situations qui repre´sentent une particula-
rite´ spe´cifique (domaines ou` la pratique est trop couˆteuse a` mettre en
pratique ou tre`s hasardeuse comme dans les domaines des secours, des
combats ou du controˆle de processus de productions).
La re´alite´ virtuelle permet ainsi assez naturellement de mettre en condi-
tion un apprenant dans de nouvelles situations en lui permettant d’ap-
prendre en agissant en contexte.
2. L’interaction avec les autres utilisateurs du syste`me :
L’inte´reˆt d’utiliser une plate-forme multi-utilisateurs est de permettre
non seulement des interactions apprenant-tuteur mais aussi des interac-
tions entre apprenants eux-meˆmes. Ils peuvent ainsi e´changer des infor-
mations et dialoguer en langage naturel pour participer a` la construction
d’œuvres communes.
3. L’aspect ludique :
Un autre inte´reˆt de la re´alite´ virtuelle est aussi de pouvoir reproduire un
sce´nario d’interaction en lui donnant un aspect ludique comme dans le
cas des jeux vide´o ou des jeux de roˆle. Les apprenants peuvent apprendre
en jouant voire en ’s’amusant’.
4. La re´utilisation de la simulation :
Il s’agit des possibilite´s offertes par la re´alite´ virtuelle de pouvoir recon-
figurer les parame`tres d’une simulation (en apportant des changements
sur les environnements de formation, modifier les conditions climatiques,
compliquer le de´roulement d’une taˆche, etc.), de re´utiliser des objets de
l’univers virtuel pour d’autres formations, de re´pe´ter la simulation pour
revenir sur une action particulie`re ou meˆme rejouer la session apre`s l’en-
traˆınement pour visualiser les erreurs commises.
2.1.3 E´tat de l’art des syste`mes existants
Plusieurs syste`mes ont e´te´ pre´sente´s dans la litte´rature pour de´crire l’uti-
lisation de la re´alite´ virtuelle dans des domaines plus ou moins divers comme
l’e´ducation, la sante´, la formation, etc.
Les outils que nous avons choisi de pre´senter dans cette section rele`vent
particulie`rement du monde de la formation professionnelle.
Nous commencerons par de´crire les principaux outils pe´dagogiques de for-
mation dans un cadre ge´ne´ral puis nous nous inte´resserons particulie`rement
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aux travaux qui se sont inte´resse´s a` former des professionnels du me´tier a` la
gestion des secours et des situations de crises.
Nous pre´sentons e´galement les principaux outils commerciaux qui utilisent
la re´alite´ virtuelle pour la formation au travail collaboratif en situation de
crises.
Parmi les outils pe´dagogiques les plus cite´s utilisant la simulation inter-
active pour la formation, nous pouvons identifier STEVE (Rickel and John-
son, 1999) un tuteur intelligent base´ sur le moteur d’intelligence artificielle
SOAR (Newell, 1990). STEVE est un agent virtuel interactif inte´gre´ a` l’envi-
ronnement virtuel VET (Virtual Environment for Training) qui a pour objectif
d’aider a` la formation de taˆches proce´durales. Il dispose de capacite´s cognitives
permettant de cre´er et reconnaˆıtre la parole, de´montrer des actions, re´pondre
a` des questions, se souvenir des actions passe´es de l’utilisateur, etc.
L’application FIACRE (David and Lourdeaux, 2001) est un environne-
ment virtuel de formation des conducteurs de TGV a` l’intervention sur les
voies ferre´es. Elle vise a` permettre l’apprentissage des proce´dures d’actions
pour des situations d’intervention sur les rails.
Dans (Lester et al., 1999), les auteurs de´crivent un assistant pe´dagogique,
HERMAN THE BUG, qui aide les utilisateurs a` cre´er un environnement com-
pose´ de plantes qui e´voluent de manie`re autonome. L’utilisateur peut modifier
et faire e´voluer son environnement et ainsi e´tudier les re`gles de botanique et
de physiologie.
D’autres outils pe´dagogiques proposent des simulations pour la formation
a` la gestion des secours et des situations de crises.
Se´cuRe´Vi est une application de re´alite´ virtuelle de´veloppe´e pour la se´curite´
civile (Querrec et al., 2003; Querrec and Chevaillier, 2001). L’objectif de cette
plateforme est de former des officiers sapeurs pompiers au commandement
dans des situations de crises et de leur permettre d’acque´rir une connaissance
du site a` risque ou` ils peuvent eˆtre amene´s a` intervenir.
Le syste`me Mission Rehearsal Exercise (MRE) est un environnement de
formation a` la prise de de´cision et a` la gestion des facteurs e´motionnels (controˆle
du stress)(figure 2.3). Il tire profit de l’environnement VET (Virtual Envi-
ronment for Training) en concevant des agents virtuels base´s sur le mode`le
de STEVE (Rickel et al., 2001, 2002; Hill et al., 2003). Ce syste`me a e´te´
de´veloppe´ pour l’arme´e ame´ricaine afin de former des lieutenants a` des situa-
tions d’interventions (mission de maintien de la paix). Ce syste`me comporte
des personnages virtuels dote´s de capacite´s e´motionnelles (Gratch and Mar-
sella, 2001; Marsella and Gratch, 2002; Gratch et al., 2002). Une architecture
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comportementale permet d’attribuer des expressions e´motionnelles aux per-
sonnages virtuels en fonction des objectifs a` atteindre (Gratch, 2000).
Fig. 2.3 – Aperc¸u d’un village Bosniaque dans le syste`me MRE.
Dans (Julien and Shaw, 2003), l’environnement virtuel de formation au
commandement permet a` l’utilisateur de naviguer autour de la sce`ne et obser-
ver une maison en feu sous diffe´rents angles. L’apprenant peut alors donner
des ordres a` ses co-e´quipiers et observer le de´roulement de l’intervention. Ainsi
les dommages cause´s a` la maison en feu ainsi que les risques pris par l’e´quipe
de secours sont d’autant plus minimes que les ordres pour organiser les secours
sont correctement e´mis.
Cette application se base essentiellement sur un mode`le re´aliste de propa-
gation du feu et de la fume´e. L’interaction au sein de ce dispositif se de´roule
a` travers une interface de commande ou` l’apprenant e´met ses ordres pour le
de´roulement de l’intervention que le formateur transforme en commandes de
controˆle des animations.
D’autres outils commerciaux utilisent la re´alite´ virtuelle pour ame´liorer
l’immersion de l’utilisateur dans le monde virtuel.
ADMS 2 (Advanced Disaster Management Simulator) est un environne-
ment de re´alite´ virtuelle interactif pour la formation au commandement, a`
la prise de de´cision, a` la communication et a` la coordination des secours (fi-
gure 2.4). Cet outil permet de simuler des situations d’urgences tels que des
accidents d’avions, des actes terroristes, des catastrophes naturelles, etc.
Un autre outil de re´alite´ virtuelle utilise´ pour la formation est Vector-
Command3. Le simulateur de VectorCommand cre´e des sce´narios d’incendies
re´alistes et met a` l’e´preuve le commandement des ope´rations de secours en
2www.admstraining.com
3www.vectorcommand.com
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Fig. 2.4 – Aperc¸u d’une simulation d’un accident de route dans ADMS.
reproduisant en temps re´el les processus et les conditions rencontre´es par
les cadres des sapeurs-pompiers lorsqu’ils prennent le commandement des
ope´rations de secours (figure 2.5).
Fig. 2.5 – Plusieurs vues d’une maison en feu sous VectorCommand.
La socie´te´ E-Semble propose e´galement un outil de formation DiaboloVR4
capable de reproduire de fac¸on re´aliste des situations d’incidents. Les partici-
pants peuvent se de´placer dans l’environnement virtuel et prendre des de´cisions
sur le de´roulement de l’intervention et le de´ploiement des forces de secours.
4www.e-semble.com
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Cet outil propose e´galement d’enregistrer les actions de l’apprenant afin de
pouvoir les visualiser apre`s la simulation (figure 2.6).
Fig. 2.6 – Aperc¸u d’une simulation d’un incident avec DiaboloVR.
L’ensemble de ces outils pe´dagogiques permettent d’assurer a` l’utilisateur
une immersion physique avec un bon re´alisme au niveau de l’univers virtuel et
une immersion strate´gique au niveau de l’e´volution des sce´narios d’interven-
tion mais n’offrent pas ou peu de moyens d’engagement social et e´motionnel
dans l’interaction avec d’autres utilisateurs (tableau 2.1). L’utilisateur n’est
que rarement mis en contexte d’interactions avec d’autres ope´rateurs humains
(formateurs, utilisateurs, etc) ou` l’engagement e´motionnel et le contexte social
sont de´terminant lors de la prise de de´cision.
2.2 Les syste`mes multi-agents
La recherche sur les syste`mes multi-agents se focalise sur l’e´tude des com-
portements collectifs et sur la re´partition de l’intelligence sur des agents plus
ou moins autonomes, capables de s’organiser et d’interagir pour re´soudre des
proble`mes.
Toute de´marche de conception visant a` de´composer un proble`me et a` pro-
poser une solution base´e sur les interactions de telles entite´s est donc qualifie´e
par une approche multi-agents. A titre d’exemples, ces agents peuvent eˆtre des
processus, des robots, des eˆtres humains ou encore des avatars.
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Tab. 2.1 – Tableau comparatif des principaux travaux existant.
Dans la suite de cette section, nous nous inte´ressons aux caracte´ristiques
d’un agent selon notre cadre d’e´tude ainsi que ses capacite´s de perception de
son environnement et d’interaction avec les autres agents.
2.2.1 Notion d’agent
Cette notion d’agent, et malgre´ plusieurs efforts pour en donner une de´fi-
nition accepte´e a` l’unanimite´, reste elle aussi floue et de´licate. Le terme agent
est souvent utilise´ pour de´signer des concepts diffe´rents.
Pour donner plus de pre´cisions a` cette notion d’agent, nous pre´sentons
dans ce qui suit quelques de´finitions importantes donne´es dans la litte´rature :
– Un agent est une entite´ qui perc¸oit son environnement et agit sur celui-ci
(Russell, 1997)
– Un agent est un syste`me informatique, situe´ dans un environnement, et
qui agit d’une fac¸on autonome pour atteindre les objectifs (buts) pour
lesquels il a e´te´ conc¸u (Wooldridge and Jennings, 1995) ;
– Les agents intelligents sont des entite´s logiciels qui re´alisent des ope´ra-
tions a` la place d’un utilisateur ou d’un autre programme, avec une sorte
d’inde´pendance ou d’autonomie. A cette fin, ils utilisent une sorte de
connaissance ou de repre´sentation des buts ou des de´sirs de l’utilisateur ;
– Un agent est une entite´ qui fonctionne continuellement et de manie`re
autonome dans un environnement ou` d’autres processus se de´roulent et
d’autres agents existent (Shoham, 1993) ;
Les syste`mes multi-agents 33
– Un agent est une entite´ autonome, re´elle ou abstraite, qui est capable
d’agir sur elle-meˆme et sur son environnement, et qui, dans un univers
multi-agents, peut communiquer avec d’autres agents, dont le compor-
tement est la conse´quence de ses observations, de ses connaissances et
des interactions avec les autres agents (Ferber, 1995).
Partant de ces de´finitions de la notion d’agent, nous pouvons distinguer
plusieurs caracte´ristiques d’un agent selon divers points de vue (figure 2.7 ) :
– La nature de la relation entre un agent et e´ventuellement un ope´rateur
exte´rieur de´signe son autonomie ;
– la capacite´ d’un agent a` entretenir des e´changes avec les autres agents
du syste`me caracte´rise sa sociabilite´ ;
– le degre´ de couplage que peut avoir un agent avec son environnement
de´signe son caracte`re situe´ ;
– la capacite´ d’un agent a` prendre des de´cisions comportementale en fonc-
tion de son environnement (agents et objets du monde) caracte´rise son
intelligence.
Fig. 2.7 – Principales caracte´ristiques d’un agent.
2.2.1.1 Autonomie
La notion d’autonomie de´crit la capacite´ d’un agent a` prendre des de´cisions
et d’agir sur son environnement inde´pendamment de toute intervention exte´-
rieure.
Selon leur degre´ d’autonomie, nous distinguons trois classes d’agents :
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– Les agents inde´pendants qui posse`dent les moyens de prendre des de´ci-
sions et d’agir selon leurs propres crite`res sans l’intervention d’un tiers
(humain ou autre agent). Ils sont capables de percevoir l’e´tat de leurs
mondes et de ge´rer leurs propres e´tats. Ces agents sont parfois qualifie´s
de ”pro-actifs”.
– Les agents semi-autonomes qui sont des agents controˆle´s par un tiers
qui est ge´ne´ralement un ope´rateur humain. Ils disposent cependant de
capacite´s d’actions propres pour comple´ter les de´cisions prises par cet
ope´rateur.
– Les agents controˆle´s qui disposent de faibles capacite´s d’action voire
pas du tout et qui sont comple`tement de´pendant du controˆle de leurs
ope´rateurs.
2.2.1.2 Caracte`re situe´ de l’interaction
La relation d’un agent avec son environnement est une autre caracte´ristique
que l’on peut associer a` un agent. Nous conside´rons par le terme ’environne-
ment’ l’ensemble des entite´s exte´rieure a` l’agent avec lesquelles il peut interagir
mais qui ne sont pas des agents. Nous distinguons ainsi la relation que peut
avoir un agent avec les entite´s de son environnement (objets, parame`tres, etc.)
de celle qu’il peut avoir avec les autres agents (meˆme si ces derniers font partie
de l’environnement).
Lorsque l’agent est capable d’agir sur son environnement a` partir des
entre´es sensorielles qu’il rec¸oit, il est dit situe´. Ce couplage agent-environ-
nement est plus ou moins fort selon la fac¸on dont l’agent acquiert et traite
l’information en provenance de son environnement (Guessoum, 1996). L’agent
situe´ est donc un agent qui prend en compte sa situation pour agir.
2.2.1.3 Sociabilite´
La sociabilite´ d’un agent est souvent de´finie en Intelligence Artificielle
comme sa relation interne avec les autres agents de son environnement. Un
agent est dit sociable lorsqu’il est capable d’interagir avec les autres agents
pour collaborer afin de poursuivre une œuvre commune. Il peut ainsi e´changer
des informations et partager des connaissances afin d’accomplir ses taˆches ou
aider d’autres agents a` accomplir les leurs.
Nous soulignons dans cette caracte´ristique d’un agent le fait qu’une en-
tite´ est de´crite comme sociable (selon une terminologie Multi-Agents) de`s lors
qu’elle est capable de communiquer avec d’autres agents. Ceci ne veut pas dire
que cette meˆme entite´ peut accomplir des comportements ’sociaux’ ou peut
respecter certaines pratiques sociales dans ses interactions.
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2.2.1.4 Intelligence
L’intelligence d’un agent est de´finie par rapport a` la richesse de son com-
portement global dans son environnement (y compris avec les autres agents).
D’apre`s Steels, un comportement est conside´re´ comme intelligent lorsqu’il per-
met au syste`me de survivre au mieux dans son environnement (Steels, 1994).
Un agent peut paraˆıtre avoir un comportement intelligent pour l’utilisa-
teur sans toutefois disposer de capacite´s de raisonnement ou de repre´sentation
symbolique sur son environnement. Pour distinguer ces deux types d’intelli-
gences, on parle d’agents cognitifs et d’agents re´actifs.
Les agents cognitifs (de´signe´s aussi par de´libe´ratifs ou proactifs) sont ha-
bituellement dote´s de capacite´s de repre´sentation symbolique et de raisonne-
ment. Ils peuvent de´cider d’agir et sont capables d’anticiper l’e´volution de
l’environnement et de planifier des actions.
Les agents re´actifs ne font que subir l’environnement et re´agir a` sa mo-
dification. Ils ne disposent ge´ne´ralement pas de repre´sentation symbolique ni
d’historique et leurs comportements est souvent re´gi par un cycle de Percep-
tion/Action.
La distinction entre agents cognitifs et agents re´actifs tend a` disparaˆıtre
avec les nombreux travaux qui tendent a` proposer des approches hybrides afin
de tirer profit des avantages des deux approches (Ferguson, 1992; Mu¨ller and
Pischel, 1993; Wooldridge and Jennings, 1995).
La de´marche adopte´e est ge´ne´ralement l’utilisation d’une architecture re´-
active conjointement a` un syste`me symbolique (figure 2.8). La partie re´active
permet a` l’agent de re´agir ’imme´diatement’ aux perceptions de son environ-
nement et la partie cognitives se charge des ope´rations de planification, anti-
cipation, me´morisation, apprentissage, etc.
Fig. 2.8 – Architecture typique d’un agent hybride.
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2.2.2 Action et communication
Une des principales proprie´te´s d’un agent dans un syste`me multi-agents
est celle d’interagir avec les autres agents et son environnement. Ces interac-
tions sont de´finies comme toute forme d’action permettant de modifier l’e´tat
du syste`me.
Les moyens d’interactions employe´s dans les syste`mes multi-agents sont
ge´ne´ralement se´pare´s en actions et communications. Cette taxonomie consiste
a` distinguer les actions effectue´es sur l’environnement (de´placements, modifi-
cations apporte´es sur les objets, etc.) des actions utilise´es pour communiquer
avec d’autres agents de ce meˆme environnement (envois de messages, etc).
D’apre`s Ferber (Ferber, 1995), la communication entre les agents, bien qu’elle
soit aussi une forme d’action, a pour but de modifier l’e´tat mental d’un autre
agent et de provoquer un comportement spe´cifique alors qu’une interaction
avec l’environnement contribue simplement a` modifier son e´tat.
La figure 2.9 re´sume cette approche.
Fig. 2.9 – Interaction dans un syste`me multi-agents.
2.2.2.1 Actions et environnement
La distinction entre les actions effectue´es sur l’environnement afin de chan-
ger son e´tat et les actions effectue´es sur les autres agents (communication)
peut toutefois entraˆıner des confusions. En effet, cette distinction reste tre`s
re´ductrice puisque certaines actions peuvent avoir un but communicationnel
comme par exemple les comportements ostensifs infe´rentiels (Sperber and Wil-
son, 1989).
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La de´finition a` donner a` la notion d’action reste vague du fait de son
interpre´tation multiple mais nous conside´rons toutefois que l’action est la plus
petite unite´ permettant de de´crire un comportement et que son re´sultat sur
l’environnement peut eˆtre connu par la perception.
2.2.2.2 Communication
La communication est la forme d’action destine´e a` e´changer de l’informa-
tion avec les autres agents du syste`me.
On distingue deux grands types de communications dans un syste`me multi-
agents : les communications directes qui correspondent a` un envoi direct d’un
message a` un ou plusieurs agents et les communications indirectes qui utilisent
l’environnement comme me´dia de transmission des messages.
Communication directe Dans une communication directe dite e´galement
communication adresse´e, les agents utilisent des protocoles de commu-
nications e´volue´s. Ces protocoles permettent de structurer l’e´change de
messages entre les agents. Plusieurs travaux de recherches se sont inte´-
resse´s a` ces protocoles et ont donne´ naissance a` des langages de commu-
nications ou ACL (Agent Communication Languages) base´s sur les actes
de langages. Parmi ces langages de communications, nous pouvons citer
KQML (Knowledge Query and Manipulation Language) ou le langage
de la FIPA (Foundation of Intelligent Physical Agents).
Communication indirecte Dans une communication indirecte, un agent
utilise l’environnement pour de´poser un ou plusieurs messages dans des
espaces communs. Pour atteindre ses destinataires, il faut que ces der-
niers se de´placent pour aller le chercher et le percevoir dans l’environne-
ment.
2.2.3 Roˆle de l’utilisateur
L’utilisateur joue un roˆle plus ou moins important dans un syste`me multi-
agents. La plupart du temps, il intervient dans le syste`me pour fixer les pa-
rame`tres de la simulation, observer l’e´volution du syste`me ou analyser les
re´sultats. On parle alors de simulation scientifique ou` toute l’interaction est
base´e sur les mode`les mis en œuvre dans le syste`me.
Lorsque l’utilisateur intervient dans le syste`me pour faire e´voluer l’environ-
nement par ses actions, on parle alors de simulation interactive. L’utilisateur
est conside´re´ comme un mode`le a` part entie`re dans l’univers des mode`les.
La repre´sentation de l’utilisateur comme un agent a` part entie`re dans un
syste`me multi-agents pose le proble`me de la mode´lisation de ses connaissances,
l’analyse et l’interpre´tation de son comportement, la priorite´ de ses actions et
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le protocole a` mettre en œuvre pour la communication avec les autres agents
logiciels.
Plusieurs travaux se sont inte´resse´s a` inte´grer l’utilisateur dans l’inter-
action avec un syste`me de re´alite´ virtuelle a` travers son avatar5.
Le roˆle d’un avatar dans un syste`me de re´alite´ virtuelle peut se traduire
par une interaction sur deux plans distincts de l’interface entre l’utilisateur
et l’univers virtuel. D’une part, il interagit dans l’environnement virtuel a` la
place de l’utilisateur, c’est-a`-dire qu’il perc¸oit l’environnement et effectue des
actions. D’autre part, par l’interme´diaire du syste`me d’interaction, il pre´sente
les perceptions sous une forme compre´hensible par l’utilisateur et re´ceptionne
les commandes a` effectuer.
Cette notion d’avatar est parfois confondue avec des agents autonomes hu-
mano¨ıdes dits aussi acteurs virtuels ou humains virtuels.
Dans les travaux de Richard (Richard, 2001), l’utilisateur interagit dans
un environnement constitue´ d’agents et formant un monde INVIWO (In-
tuitive Virtual Worlds). L’auteur propose un mode`le d’avatar permettant
d’inte´grer comple`tement l’utilisateur dans le syste`me multi-agents. L’avatar est
repre´sente´ dans le syste`me par un agent autonome permettant de contraindre
ou d’assister l’utilisateur dans l’environnement.
Dans les travaux de Querrec (Querrec, 2002), l’environnement de re´alite´
virtuelle est un syste`me multi-agents he´te´roge`ne et ouvert ou` l’utilisateur peut
participer via son avatar qui est un agent rationnel disposant de connaissances
qui peuvent servir aux fonctions pe´dagogiques. Cet environnement virtuel de
formation repose sur le mode`le MASCARET (MultiAgent System for Colla-
borative and Adaptive Realistic Environment for Training) pour structurer les
interactions entre les agents en interactions. Le mode`le de l’avatar permet de
prendre en compte les de´cisions de l’utilisateur et en meˆme temps de suivre la
proce´dure prescrite. Disposant de cette capacite´, l’avatar de l’apprenant peut
expliquer, conseiller ou montrer la re´alisation d’une taˆche a` l’utilisateur.
Dans la suite de ces approches, nous nous proposons de concevoir un
mode`le de l’avatar permettant une inte´gration quasi comple`te de l’utilisateur
dans l’interaction avec d’autres utilisateurs (repre´sente´s e´galement par leurs
avatars). Le roˆle de l’avatar n’est plus de repre´senter l’utilisateur dans l’uni-
vers virtuel mais e´galement d’accomplir les de´cisions prises par l’utilisateur et
d’offrir des moyens de communications a` la fois souples et intuitifs permettant
l’e´mergence d’un couplage pertinent entre les actions engage´es et les percep-
5Le terme avatar provient d’avatara, un mot ’sanskrit ’ qui de´signe chacune des diffe´rentes
incarnations du dieu hindou ’Visnu’ sur terre.
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tions obtenues.
La proble´matique de recherche devient ainsi le de´veloppement d’une ar-
chitecture multi-agents capable de prendre en compte les de´cisions prises par
l’utilisateur et de permettre a` l’avatar de produire un comportement non in-
tentionnel qui soit a` la fois comple´mentaire aux de´cisions de l’utilisateur et en
meˆme temps inde´pendant de sa volonte´.
Il s’agit donc de cre´er un couplage pertinent entre le controˆle utilisateur et
le comportement non intentionnel de son avatar afin de produire une sensation
de pre´sence dans le dispositif de re´alite´ virtuelle.
2.3 Synthe`se
Dans ce chapitre, nous avons pre´sente´ quelques caracte´ristiques essentielles
qui de´coulent des de´finitions donne´es dans la litte´rature au concept de re´alite´
virtuelle. Nous avons rappele´ e´galement l’inte´reˆt que peut avoir un environne-
ment de re´alite´ virtuelle pour la formation et l’apprentissage de fac¸on ge´ne´rale.
Nous avons e´galement souligne´ que les approches multi-agents fournissent un
support conceptuel approprie´ a` un environnement de re´alite´ virtuelle.
Ce nouveau concept de syste`me multi-agents repose sur la notion d’agent
qui malgre´ plusieurs efforts pour en donner une de´finition unanime reste dif-
ficile a` cerner. Nous avons pre´sente´ dans la section 2.2.1 les principales ca-
racte´ristiques de la notion agent avant de discuter le roˆle de l’utilisateur dans
un syste`me de re´alite´ virtuelle. Ce roˆle a souvent e´te´ limite´ a` un ensemble d’ac-
tions pre´de´finies a` l’avance avec possibilite´ la plupart du temps de restreindre
cette liberte´ d’action afin d’orienter l’utilisateur vers sa taˆche.
Des approches comme celles de Richard ou de Querrec ont permis de
de´velopper des mode`les d’avatars permettant d’inte´grer l’utilisateur comme
e´le´ment a` part entie`re dans un syste`me de re´alite´ virtuelle.
Notre travail porte sur la conception et le de´veloppement d’un environ-
nement de re´alite´ virtuelle multi-utilisateurs compose´s d’agents en interac-
tions. Cet environnement est constitue´ d’agents homoge`nes qui repre´sentent
des avatars controˆle´s par des ope´rateurs humains. Chaque avatar dispose de
capacite´s de perception et d’actions mais ses possibilite´s comportementales se
limitent a` l’accompagnement des de´cisions de l’utilisateur pour exprimer selon
le contexte de l’interaction des expressions e´motionnelles et sociales capables
de produire une notion de pre´sence dans l’univers virtuel. L’utilisateur reste
ainsi libre de percevoir l’univers virtuel selon sa propre expertise et historique
et de prendre librement des de´cisions. Cette approche permet a` l’utilisateur
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d’eˆtre cognitivement et culturellement situe´ dans l’interaction avec le syste`me
de re´alite´ virtuelle. Dans le chapitre 3, nous essayons d’expliquer plus en de´tail
ces notions d’interaction situe´e et d’immersion e´motionnelle et sociale.
Chapitre 3
Interaction virtuelle situe´e
C’est la` le paradoxe supreˆme de la pense´e que de
vouloir de´couvrir quelque chose qu’elle-meˆme ne
puisse penser.
(So¨ren Kierkegaard)
La notion de l’interaction situe´e est issue des the´ories de la ’cognition
distribue´e’ qui sous-tend notre travail. Ces the´ories ont pour caracte´ristiques
de conside´rer le groupe comme un seul syste`me cognitif et d’accorder une
place importante a` l’environnement physique et social dans l’explication des
phe´nome`nes cognitifs.
Une place particulie`re est accorde´e par ces the´ories au contexte social et
aux facteurs culturels dans l’analyse de l’interaction homme-machine et par-
ticulie`rement dans l’analyse de l’apprentissage.
Dans la suite de ce manuscrit, nous allons conside´rer le terme ’interaction’
dans un cadre d’e´tude homme-machine c’est a` dire comme e´tant l’e´change
d’informations entre un utilisateur et un syste`me de re´alite´ virtuelle.
Ce chapitre est organise´ autour de trois sections.
La section 3.1 pre´sente la notion de l’interaction situe´e que nous cher-
chons a` produire dans nos simulations. Nous expliquons l’inte´reˆt et le roˆle de
me´canismes sociocognitifs comme l’indexicalite´ et la re´flexivite´ dans la com-
munication en univers virtuel.
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La section 3.2 de ce chapitre pre´sente la notion du contexte qui sous-tend
nos interactions en univers virtuel.
Finalement, nous donnons a` la section 3.3 de ce chapitre, quelques e´le´ments
de de´finition de la notion d’immersion et nous pre´sentons la nouvelle forme
d’immersion sociale et e´motionnelle que nous souhaitons reproduire dans un
espace virtuel.
3.1 Interaction situe´e en univers virtuel
Dans un syste`me de re´alite´ virtuelle multi-utilisateurs, le sens donne´ par
chaque utilisateur a` son action qu’elle soit langagie`re, gestuelle ou corporelle,
et aux actions des autres utilisateurs contribue a` former son contexte de l’in-
teraction. L’action ainsi engage´e et interpre´te´e ne correspond plus aux plans
d’actions pre´de´finis a` l’avance mais devient fonction de la situation, de son
interpre´tation et de la construction commune de sens entre les utilisateurs.
Cette notion de l’action situe´e contribue au re´alisme des interactions et a` l’im-
mersion de l’utilisateur dans l’univers.
La cre´dibilite´ de ces interactions n’est assure´e qu’avec la prise en compte
de me´canismes sociocognitifs dans l’interaction tels que l’indexicalite´ et la
re´flexivite´.
Ces deux concepts sont issus de l’ethnome´thodologie, une discipline fonde´e
par Garfinkel (Garfinkel, 1967) au cours des anne´es 60. Il s’agit d’une approche
sociale qui s’est construite en opposition a` la sociologie et qui s’inte´resse a` la
fac¸on dont un ou plusieurs individus re´solvent leurs proble`mes concrets.
L’indexicalite´ concerne le proble`me du sens, de la communication, et donc
de la cre´ation du sens en tant que facteur constitutif fondamental du fonc-
tionnement social. Nous de´crivons ci-apre`s ces notions d’indexicalite´ dans la
communication, de re´flexivite´ des interactions humaines et de ne´gociation du
sens qui sous-tendent toute la re´flexion autour de nos travaux.
3.1.1 Indexicalite´
La notion d’indexicalite´ a e´te´ initialement formule´e en linguistique par
(Bar-Hillel, 1954) pour exprimer le fait qu’une expression langagie`re n’a de
sens que lorsqu’elle est rapporte´e a` son contexte.
L’ethnome´thodologie a emprunte´ cette notion pour rendre compte de la
ne´cessite´ qu’il y a, pour comprendre les e´changes au sein d’une interaction, de
les indexer sur les situations locales qui les ont produites.
Plus pre´cise´ment, cette notion renvoie au fait que les expressions lan-
gagie`res et comportementales naturelles renvoient en permanence au contexte
pour eˆtre comprises et interpre´te´es. D’apre`s Amiel (Amiel, 2004), elle cor-
respond a` l’ide´e qu’il n’y a pas de de´finition claire et ge´ne´rale d’un mot ou
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d’un concept d’un langage parce qu’en situation naturelle, le sens vient par
re´fe´rence a` d’autres mots, d’autres concepts et au contexte dans lesquels ils
sont exprime´s.
Cette notion d’indexicalite´ peut eˆtre de´finie d’apre`s (Conein, 1984) par
trois caracte´ristiques :
1. Ce sont des expressions dont la signification ne peut eˆtre donne´e sans re-
cours a` des e´le´ments lie´s au contexte pragmatique (espace, temps, sujets
pre´sents, objets pre´sents, etc.).
2. Chaque fois que le contexte pragmatique change, la signification de l’ex-
pression change, car dans chaque contexte elle se re´fe`re a` des e´tats
diffe´rents.
3. Ces expressions comportent des indicateurs re´flexifs sans valeur descrip-
tive. Les de´ictiques et les index qui marquent la de´pendance contextuelle.
En effet, le sens donne´ par un acteur a` une expression langagie`re comme
les expressions indexicales (ici, en haut, etc.), pronoms inde´finis, descriptions
ambigue¨s (c¸a, la`, etc.) est souvent fonction de plusieurs e´le´ments contextuels
tels que l’identite´ du locuteur, la forme de l’e´nonciation, l’intonation de la voix,
l’auditoire cible, le lieu de son e´locution, etc. Supprimer ces e´le´ments contex-
tuels limite grandement la compre´hension de l’expression et l’attribution d’un
sens pre´cis a` l’interaction.
Par exemple, une pancarte dans la rue affichant le terme ”Maman” peut
preˆter a` confusion a` cause de l’absence d’un contexte, alors qu’un enfant dans
la rue qui crie ”Maman” nous renseigne qu’il appelle sa me`re, et ce, sans que
rien dans la phrase ne pre´cise un contexte et alors qu’aucun possessif ne l’in-
dique. D’apre`s Theureau (Theureau, 1999), meˆme une formulation ’correcte’
risque d’induire des incompre´hensions (si l’enfant crie ”ma me`re ! ma me`re !”,
on pensera qu’il arrive quelque chose a` sa me`re) et ne peut donc reme´dier aux
traits indexicaux des phe´nome`nes.
Cette indexicalite´ peut se retrouver e´galement dans l’interpre´tation des ex-
pressions gestuelles des acteurs. Par exemple, les gestes de´ictiques, ces gestes
de re´fe´rence aux objets de l’environnement renvoient pour chacune de leur
interpre´tation a` un contexte unique. Dans une conversation, une expression
gestuelle indiquant une direction donne´e n’a de sens que lorsqu’elle est in-
dexe´e sur le contexte de la situation (conversation en cours par exemple). Le
sens donne´ au geste indexical ne sera plus le meˆme lorsqu’il est reproduit dans
un autre espace d’interaction.
3.1.2 La re´flexivite´ des interactions
La notion de re´flexivite´ renvoie a` l’ide´e qu’un objet est en relation avec
lui-meˆme. Une relation re´flexive est une sorte de miroir qui renvoie une image
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de l’objet lui-meˆme.
Ce caracte`re re´flexif a d’abord e´te´ envisage´ dans (Garfinkel, 1967) pour les
pratiques et descriptions du langage naturel. Cela veut dire qu’une description
faite par une personne renvoie automatiquement a` cette meˆme personne et a`
son contexte.
Les e´le´ments utilise´s par une personne pour de´crire une situation jouent un
roˆle de miroir et renseignent sur une certaine image de cette meˆme personne.
Un enfant, par exemple, qui de´crit une situation en employant des termes
spe´cifiques refle`te par sa description une certaine mentalite´ enfantine.
La re´flexivite´ est donc essentiellement l’ide´e selon laquelle le sujet qui s’ex-
prime apporte autant sinon davantage d’informations et de renseignements sur
ce qu’il est lui-meˆme que sur l’objet de son discours.
Par extension, il arrive que certains ethnome´thodologues appellent ’re´flexi-
vite´’ le lien tout court qui met en correspondance une expression indexicale et
son contexte.
Par une extension encore plus lointaine, on de´finit parfois la re´flexivite´
comme une capacite´ subjective a` ge´rer l’indexicalite´, permettant d’effectuer
sans he´siter des choix parmi les significations multiples qui se proposent a`
partir de plusieurs re´seaux contextuels auxquels on appartient (Lecerf, 1985).
Pour donner un exemple de processus re´flexifs qui apparaissent lors des
dialogues chez la communaute´ des sapeurs pompiers en situation d’interven-
tion, nous citons le dialogue suivant extrait de nos observations sur les lieux
de formation (Darcy et al., 2003) :
– La personne qui se trouve de ce coˆte´ a besoin d’aide, tu t’en occupe !
– Celle qui est a` l’entre´e du baˆtiment ?
– Oui oui, la personne la` (et il de´signe une direction) en pull bleu !
– Ok, chef je m’en occupe !
Cet exemple illustre comment l’indexicalite´ est a` l’origine de la re´flexivite´.
un geste indexical ou un comportement qui ne´cessite d’eˆtre indexe´ sur la si-
tuation pour eˆtre compris constitue l’origine de la cre´ation de la re´flexivite´.
Dans un dialogue a` plusieurs, cette re´flexivite´ se retrouve dans les inter-
actions (qu’elles soient verbales, non verbales, gestuelles, etc.) qui provoquent
des processus re´flexifs pour la cre´ation du sens.
3.1.3 La ne´gociation du sens
Les communications humaines sont caracte´rise´es par la mise en commun
d’objets usuels et de concepts servant a` de´signer ceux-ci.
Dans les interactions langagie`res quotidiennes, cette mise en commun de
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concepts suppose des de´placements se´mantiques de ces concepts lorsqu’au
de´part leurs de´finitions diffe`rent d’un individu a` un autre ou que les conditions
contextuelles ne permettent pas un partage ’correct’ du sens.
Une ne´gociation du sens s’ave`re ensuite ne´cessaire pour e´tablir une in-
terpre´tation de la situation. Cette ne´gociation est arbitraire au niveau des
re´sultats qu’elle peut produire.
Le sens ne´gocie´ n’est jamais fixe´ et rele`ve souvent des caracte´ristiques
intersubjectives des interlocuteurs.
Ainsi, lors de toute conversation, le champ des interpre´tations possibles
peut eˆtre multiple et impre´visible. Il devient donc essentiel, afin de bien prendre
en compte ce me´canisme naturel de communication, de conside´rer en univers
virtuel de nouveaux moyens d’interactions permettant aux utilisateurs d’ac-
complir des processus re´flexifs lors de leurs communications et ne´gocier le sens
de leurs actions.
3.1.4 Articulation indexicalite´-re´flexivite´ en univers virtuel
D’apre`s (Suchman, 1987), dire que l’action e´merge des circonstances signi-
fie d’une part, que l’action est de´pendante des circonstances (c’est l’indexica-
lite´), et que d’autre part, le fait d’agir de´finit le contexte de l’action (c’est la
re´flexivite´).
La prise en compte de ces deux concepts dans une interaction en univers
virtuel nous permet d’espe´rer atteindre une dimension nouvelle dans l’engage-
ment social et e´motionnel des acteurs en co-pre´sence.
Permettre de ’naturellement’ effectuer des expressions indexicales (usage
du langage naturel, usage de gestes de´ictiques, exploration de l’univers par
le regard, etc.) dans des interactions virtuelles contribue a` renforcer les me´ca-
nismes mis en œuvre en situation re´elle pour la construction commune du sens.
La notion de re´flexivite´ dans une interaction virtuelle repose sur l’ide´e de
dynamique et de couplage permanent entre les diffe´rents e´le´ments du syste`me
(actions de´cide´es par les utilisateurs, contexte partage´ de la situation, etc.).
Les situations e´voluent et rapidement leurs re´percussions s’ope`rent sur
les acteurs sociaux (avatars en co-pre´sence) et leurs manie`res de raisonner.
Re´ciproquement, ceux-ci vont cre´er de nouvelles situations d’interaction par
l’influence des actions qu’ils exercent sur l’univers virtuel. Une interaction
entre plusieurs utilisateurs donne lieu a` une compre´hension toujours diffe´rente
puisque chacun l’ope`re a` partir de sa propre expe´rience. En effet, l’interpre´-
tation d’une action particulie`re est obtenue en fonction de la culture, des
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croyances et des suppositions de chaque acteur social.
Par exemple, dans une situation de dialogue en univers virtuel entre plu-
sieurs avatars, la perception commune de l’interaction langagie`re n’empeˆche
pas que tous les acteurs en co-pre´sence aient une image diffe´rente de celle-ci.
Certains vont, par exemple, eˆtre satisfaits du de´roulement de la conversation,
d’autres peuvent avoir un avis ne´gatif sur le sujet de la discussion, etc.
Au fur et a` mesure que chaque personne pre´sente dans cette interaction
langagie`re apporte de nouvelles informations a` l’e´change, il contribue par son
action a` la construction commune de sens entre les diffe´rents interlocuteurs.
3.2 La notion de contexte
L’importance de la notion de contexte pour la mode´lisation des activite´s
humaines (raisonnement, perception, compre´hension du langage, etc.) est un
fait acquis aussi bien en sciences humaines qu’en informatique. Les approches
traditionnelles de l’Intelligence Artificielle ont d’ailleurs tre`s toˆt mis en e´vidence
les difficulte´s the´oriques associe´es a` la formalisation de cette notion. En effet,
dans le cadre des the´ories de l’Intelligence Artificielle repre´sentationnelle, le
contexte peut difficilement eˆtre identifie´ par une liste finie de facteurs (Guha,
1991; Mc Carty, 1993).
Ce proble`me qualifie´ de ’proble`me de la qualification’ se retrouve en sciences
humaines et particulie`rement dans les environnements complexes de travail :
le choix par un ope´rateur humain des e´le´ments qui vont constituer le contexte
associe´ a` sa prise de de´cision est de nature opportuniste et dans la plupart des
cas impre´visible : l’ope´rateur ’choisit’ les e´le´ments du contexte en fonction du
proble`me qu’il a a` re´soudre. Les re´fe´rences utilise´es pour e´laborer ce contexte
sont a` la fois internes (contraintes sur la me´moire, les connaissances, etc.) ou
externes (environnement de travail, re`gles organisationnelles, etc.) (Salembier,
1996).
De nombreuses solutions formelles ont e´te´ avance´es pour tenter de contour-
ner cette difficulte´ (Giunchiglia and Bouquet, 1997; Mc Carty and Hayes,
1969) sans toutefois reme´dier de´finitivement au proble`me de la qualification
qui semble bien eˆtre un ’avatar’ encombrant lie´ a` la nature repre´sentationnelle
des approches formelles (selon laquelle la pense´e, peut toujours eˆtre repre´sente´e
sous forme langagie`re et donc formalise´e en termes de pre´dicats). En ef-
fet, cette difficulte´ the´orique disparaˆıt avec les approches constructivistes ou
e´thnome´thodologiques qui s’appuient pre´cise´ment sur le caracte`re ’ouvert’ et
’e´mergent’ des prises de de´cisions pour structurer leurs de´marches de mode´li-
sation.
La notion de contexte 47
3.2.1 E´le´ments de de´finition du contexte
La notion de contexte est pre´sente dans plusieurs disciplines et connaˆıt de
multiples de´finitions plus ou moins pre´cises (Karsenty and Pavard, 1997). Le
contenu vaste et vague du terme ’Contexte’ fait que son utilisation est tre`s
rarement uniforme dans la bibliographie et fait de lui un sujet d’e´ternelles
discussions (Dey and Abowd, 2000). Nous allons dans ce qui suit explorer cer-
taines notions du contexte a` travers certains champs disciplinaires et pre´senter
notre cadre conceptuel sur la notion de ’contexte’ dans un syste`me de re´alite´
virtuelle interactif.
– En linguistique
En linguistique, le contexte est traditionnellement de´fini comme l’envi-
ronnement linguistique imme´diat d’un e´le´ment ou unite´ linguistique. Cet
environnement est compose´ de plusieurs e´le´ments qui conditionnent la
pre´sence, la forme, la fonction ou le sens de cette unite´ linguistique et
interviennent dans sa compre´hension. Ces e´le´ments peuvent eˆtre : l’envi-
ronnement physique et social, l’identite´ des interlocuteurs, les e´ve´nements
qui ont pre´ce´de´ l’e´nonciation, leurs activite´s en cours, etc.
Par ailleurs, certains auteurs pre´fe`rent utiliser le terme ”situation” pour
caracte´riser ces e´le´ments et re´servent le terme ’contexte’ a` l’environne-
ment linguistique.
– En ethnome´thodologie
En ethnome´thodologie, le contexte est conside´re´ comme un ”accomplis-
sement” des interlocuteurs, c’est-a`-dire un e´le´ment qui se construit pro-
gressivement au fil de l’interaction, et non identifiable a` priori.
Produit et modifie´ a` chaque moment par les acteurs qu’ils utilisent
comme ressource d’intelligibilite´ ou de compre´hension mutuelle, il in-
fluence e´galement en retour leurs comportements.
L’action produit le contexte auquel elle s’adapte et c’est ce processus
ge´ne´ralise´ qui, selon les ethnome´thodologues, produit et maintien la
consistance sociale. Cette approche met en avant le caracte`re dynamique
et intersubjectif du contexte.
– En psychologie
En psychologie, la notion de contexte est de´finie de diffe´rentes fac¸ons.
Pour certains auteurs, le contexte se re´fe`re aux repre´sentations ou de
fac¸on tre`s large aux e´tats mentaux qui jouent un roˆle dans ou influencent
les processus cognitifs (perception, raisonnement, me´moire, compre´hen-
sion, etc.).
Dans le cadre des e´tudes de psychologie expe´rimentale, le contexte ren-
voie aux conditions dans lesquelles apparaˆıt un stimulus cible, pour
s’inte´resser aux effets de celle-ci sur son traitement.
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– En ergonomie
Le contexte en ergonomie est ge´ne´ralement de´fini comme la situation ou
l’ensemble des conditions ou encore l’environnement dans lequel s’exerce
une activite´ et qui de´terminent ou influencent celle-ci (Hollnagel, 1993;
Leplat, 2001). Ces facteurs peuvent eˆtre : l’environnement physique (ou-
tils disponibles dans l’environnement, disposition spatiale des individus,
etc.), l’environnement social et organisationnel, etc.
– En informatique
En informatique et dans le domaine des Interfaces Homme Machine
(IHM), on de´finit une caracte´ristique contextuelle comme une infor-
mation qui peut eˆtre utilise´e pour de´finir et interpre´ter une situation
dans laquelle interagissent des agents (Suchman, 1987; Winograd and
Flores, 1986). En Intelligence Artificielle, le contexte est ce qui n’inter-
vient pas explicitement dans la re´solution d’un proble`me mais contraint
cette re´solution (Bre´zillon, 1999).
3.2.2 Structure du contexte en univers virtuel
Plusieurs travaux se sont inte´resse´s a` la notion de contexte et particulie`re-
ment a` sa classification en vue de le mode´liser (Kaenampornpan et al., 2004;
Goker and Myrhaug, 2002; Tazari et al., 2003). Ces mode`les pre´sente´s couvrent
souvent des domaines d’application particuliers et la notion de contexte e´tudie´e
diffe`re d’une application a` une autre. Nous allons nous inspirer de ces mode`les
de classifications pour proposer notre classification des diffe´rents niveaux de
contextes qui interviennent dans la prise de de´cision dans un syste`me de re´alite´
virtuelle.
Contexte de la taˆche Il repre´sente l’ensemble des buts poursuivis, les e´tapes
de´ja` re´alise´es et les contraintes a` satisfaire. Il est important de faire la
distinction entre la taˆche a` accomplir et l’activite´ mise en œuvre pour la
re´aliser.
Contexte physique Il repre´sente tous les aspects de l’environnement externe
a` l’interaction : la configuration physique de l’environnement (nature des
objets, positions et orientations, personnages dans le champ de vision,
etc.) et les diffe´rents parame`tres environnementaux (temps, bruit, lumi-
nosite´, etc.).
Contexte e´motionnel Il repre´sente tous les e´tats internes pouvant interve-
nir lors de la prise de de´cision d’un utilisateur. Parmi ces e´tats, on peut
citer l’ensemble des e´tats e´motionnels ressenties (tristesse, satisfaction,
cole`re, peur, surprise, etc.), l’humeur (bonne, mauvaise, etc.), le stress
ou encore la personnalite´ (ouvert, consciencieux, extraverti, etc.) qui
peuvent avoir une influence sur le comportement de l’utilisateur.
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Contexte cognitif Il regroupe l’ensemble des perceptions subjectives qu’un
utilisateur obtient de son environnement. C’est l’ensemble des croyances,
suppositions, objectifs, attitudes ou besoins que les processus interpre´-
tatifs d’un acteur utilisent pour l’analyse et la compre´hension d’une si-
tuation.
Contexte social L’identite´ sociale des interlocuteurs (roˆles, statuts, hie´rar-
chies, etc.) influence e´galement la compre´hension de la situation. Le
contexte social couvre le type de situation interactive et les roˆles des
participants dans cette situation.
Contexte culturel Le sens donne´ a` une situation repose aussi sur un en-
semble de croyances implicites qui forment la culture de chacun. Ces
croyances implicites se distinguent des repre´sentations aborde´es pre´ce´-
demment par le fait qu’elles sont partage´es et mutuellement admises par
les membres d’un collectif. Le contexte culturel d’un individu regroupe
les e´le´ments de l’environnement qui se re´fe`rent a` une communaute´ d’in-
dividu et donnent un sens a` la compre´hension de la situation (ex : habi-
tudes, coutumes, langues, accent, gestes spe´cifiques, etc.).
Contexte linguistique Il s’agit du contenu se´mantique du dialogue, de la
fonction communicative de ce contenu et la forme que prend l’e´nonce´.
Ces diffe´rents niveaux de contexte caracte´risent la situation d’interaction
virtuelle. Nous nous baserons sur cette classification pour proposer une so-
lution de mode´lisation des situations d’interactions en univers virtuel (Cha-
pitre 6).
3.3 Immersion
Le notion d’immersion de´signe de fac¸on me´taphorique la sensation d’eˆtre
entie`rement plonge´ dans un environnement et de pouvoir interagir avec les
objets qui s’y trouvent.
Un univers virtuel est capable de produire une sensation d’immersion sur
un utilisateur lorsqu’il arrive a` capter son attention et modifier l’ensemble de
ses caracte´ristiques sensorimotrices.
Plusieurs formes d’immersions peuvent apparaˆıtre dans une interaction
avec un syste`me de re´alite´ virtuelle. Parmi les formes d’immersions souvent





A ces formes d’immersions, nous ajouterons l’immersion sociale et e´mo-
tionnelle.
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Pour mieux expliquer cette notion d’immersion sociale et e´motionnelle,
nous allons dans ce qui suit pre´senter la notion d’immersion d’une fac¸on
ge´ne´rale puis de´crire chacune de ces formes d’immersion tel que nous l’enten-
dons avant de pre´senter cette nouvelle forme d’immersion que nous cherchons
a` produire dans un espace de re´alite´ virtuelle.
3.3.1 la notion d’Immersion
Dans (Fuchs et al., 2003), les auteurs proposent deux niveaux de de´finition
de la notion d’immersion :
– Les auteurs de´finissent le degre´ d’immersion comme le rapport de ’cou-
verture sensorielle’ du dispositif virtuel, c’est a` dire que plus un dispositif
est capable de couvrir un organe sensoriel (champ de vision par exemple)
plus il est de´crit comme immersif.
Des dispositifs comme les visiocasques par exemple permettent de mas-
quer comple`tement le champ de vision re´el du sujet et symbolisent de ce
fait l’immersion dans un univers nouveau.
– Le second niveau de de´finition est la richesse et l’ade´quation entre les
modes d’interfac¸ages retenus au plan sensori-moteur et la physiologie de
l’utilisateur. Il s’agit d’e´valuer modalite´ par modalite´ les proprie´te´s du
dispositif d’interaction (temps de latence, qualite´ du signal, etc.) afin que
les re´ponses de l’environnement virtuel paraissent ’naturelles’ a` l’utilisa-
teur.
Au dela` de ces propositions de de´finitions, cette notion d’immersion de-
meure tout de meˆme subjective. Un environnement virtuel peut eˆtre immersif
meˆme si au sens me´trologique de couverture de l’espace sensoriel, il ne l’est pas.
Dans (Mellet-d’Huart, 2004), l’auteur discute de l’ope´rationnalite´ du con-
cept d’immersion pris dans sa premie`re acception. Il interroge l’ope´rationnalite´
de ce concept en e´voquant l’exemple de CSWAVE (Mellet-d’Huart and Michel,
2005) : un environnement virtuel de formation au soudage. Cet environnement
offre un affichage graphique de la simulation sur un e´cran de 19 pouces. Bien
qu’au sens me´trologique de couverture de l’espace sensoriel, cet environnement
ne correspond pas a` la de´finition donne´e aux environnements immersifs, il offre
tout de meˆme l’ensemble des informations ne´cessaires au soudeur pour re´aliser
son activite´.
D’autant plus qu’en situation re´elle, un soudeur en activite´ porte une ca-
goule et effectue sa taˆche a` travers un e´cran en verre teinte´ relativement e´troit
(qui limite conside´rablement la lumie`re) et ne dispose ainsi pas plus de champ
de vision que ce qui est offert par l’environnement virtuel.
Il s’ave`re donc que l’environnement virtuel reste tout de meˆme immersif
pour le soudeur puisqu’il correspond bien a` son activite´ et peut ne pas l’eˆtre
pour d’autres types d’activite´s.
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3.3.2 Les diffe´rentes formes d’immersion
Nous pre´sentons dans cette section les diffe´rentes formes d’immersion bien
connues comme l’immersion tactique, strate´gique, narrative et physique puis
nous ajoutons la nouvelle forme d’immersion sociale et e´motionnelle que nous
cherchons a` produire en univers virtuel.
3.3.2.1 Immersion tactique
L’immersion tactique est une immersion provoque´e par un couplage de
type perception-action lors d’une interaction avec un syste`me de re´alite´ vir-
tuelle. Ce type d’immersion est typiquement retrouve´ dans les jeux vide´os ou`
l’utilisateur est physiquement immerge´ dans l’action. Le processus de´cisionnel
de l’utilisateur est re´duit a` un cycle rapide de perception/action.
Cette immersion est produite par de simples de´fis permettant a` l’utilisateur
de trouver rapidement (ge´ne´ralement de l’ordre de fractions de secondes) une
solution approprie´e. Ce genre d’immersion se retrouve souvent dans les jeux
vide´os comme le jeux tetris, flippers, etc.
3.3.2.2 Immersion strate´gique
L’immersion strate´gique requiert a` la diffe´rence de l’immersion tactique
un engagement base´ sur la re´flexion. Il s’agit par exemple d’une recherche
de la meilleure solution pour optimiser une situation. Dans une immersion
strate´gique, l’utilisateur est comple`tement pris dans l’interaction pour obser-
ver, calculer, de´duire, etc. Cette forme d’immersion est produite par des de´fis
mentaux a` re´soudre lors de l’interaction avec le syste`me de re´alite´ virtuelle. Le
meilleur exemple pour cette forme d’immersion est certainement le jeu d’e´chec.
3.3.2.3 Immersion narrative
L’immersion narrative est une immersion du type de celle ge´ne´ralement
ve´cue en lisant un livre ou bien en regardant un film. Dans un syste`me de re´alite´
virtuelle, cette forme d’immersion est obtenue lorsque l’utilisateur commence
a` s’inte´resser aux personnages et/ou au sce´nario de l’interaction et s’attache
a` connaˆıtre la fin de l’histoire.
Dans cette forme d’immersion, l’utilisateur peut tole´rer des imperfections
dans l’engagement strate´giques ou tactique du sce´nario. Une immersion nar-
rative est ge´ne´ralement cre´e´e par une bonne sce´narisation de l’interaction.
3.3.2.4 Immersion physique
L’immersion physique est la forme d’immersion ou` l’utilisateur est pris par
le re´alisme de l’environnement. Cette forme d’immersion est obtenue lorsque
l’attention de l’utilisateur est retenue par le re´alisme des objets de la sce`ne, les
personnages en interaction ou encore l’e´clairage et la sonorisation du syste`me
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de re´alite´ virtuelle. A cette forme d’immersion s’ajoute e´galement et, depuis
peu, celle du toucher, graˆce a` des pe´riphe´riques a` retour haptique.
3.3.3 Immersion e´motionnelle et sociale
L’immersion e´motionnelle en univers virtuel multi-utilisateurs est la forme
d’immersion ou` l’utilisateur est engage´ par un phe´nome`ne e´motionnel (empa-
thie, haine, etc.) dans l’interaction avec d’autres utilisateurs. Elle caracte´rise
la capacite´ de l’utilisateur a` ressentir les e´motions ressentie par les autres per-
sonnes et a` re´agir en fonction de cette empathie.
L’immersion sociale est la forme d’immersion ou` l’utilisateur est engage´
dans l’interaction selon les re`gles de comportements sociaux utilise´s dans la
re´alite´ sociale. Elle de´signe le degre´ au bout duquel l’utilisateur est capable
d’oublier les imperfections et les limites du syste`me d’interaction pour com-
muniquer de fac¸on proche de la re´alite´ en exploitant les modalite´s de commu-
nications verbales et non verbales offerts par le syste`me.
3.4 Synthe`se
Nous venons de pre´senter dans ce chapitre un bref tour d’horizon des
concepts the´oriques qui sous-tendent notre travail. Face aux limites rencontre´es
par l’intelligence artificielle dite repre´sentationnelle pour mode´liser les connais-
sances en univers ouvert et dynamique, le recours aux the´ories de l’action situe´e
nous semble approprie´ pour la simulation d’interactions virtuelles impliquant
des ope´rateurs humains ou` la dimension sociale et e´motionnelle est primor-
diale pour l’accomplissement de la taˆche. L’apprentissage et l’acquisition de
compe´tences sont alors re´alise´s en contexte.
La notion de l’interaction situe´e que nous entendons reproduire en uni-
vers virtuel ne peut eˆtre obtenue sans la prise en compte de deux me´canismes
sociocognitifs importants lors des communications humaines qui sont l’indexi-
calite´ et la re´flexivite´.
L’indexicalite´ caracte´rise les re´fe´rences implicites ou explicites aux objets
de l’environnement que peut faire un acteur en situation d’interaction.
La re´flexivite´ est l’image que se fait chaque individu de l’interaction et qui
construit son cadre d’action dans l’interaction.
La prise en compte en univers virtuel du langage naturel comme moyen
de communication permet aux utilisateurs de s’exprimer naturellement en uti-
lisant des re´fe´rences indexicales langagie`res et de ve´hiculer des e´motions a`
travers la voix, des expressions corporelles et des expressions faciales.
La prise en compte des gestes de´ictiques (indiquer une direction en parlant,
fixer du regard un interlocuteur, etc.) permet e´galement d’espe´rer reproduire
en univers virtuel une partie des me´canismes de communications naturels en
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rajoutant des e´le´ments contextuels supple´mentaires pour la construction du
sens entre les interlocuteurs.
L’utilisateur humain reste libre de conside´rer les e´le´ments contextuels qu’il
juge approprie´s pour sa taˆche et de prendre des de´cisions selon sa propre
expe´rience, culture et histoire. Il est ainsi cognitivement et culturellement situe´
dans son interaction avec le dispositif de re´alite´ virtuelle.
Cette interaction situe´e est e´troitement lie´e a` la notion de contexte d’in-
teraction et d’immersion e´motionnelle et sociale (ou de ’pre´sence’ sociale) en
univers virtuel.
Cette notion de contexte a souvent e´te´ e´voque´e en litte´rature et dans
diffe´rents domaines. Nous avons tenter d’apporter notre contribution dans la
de´finition de cette notion dans le cadre des interactions virtuelles.
L’immersion sociale et e´motionnelle diffe`re e´galement des autres formes
d’immersion connues jusqu’a` aujourd’hui. Il s’agit d’atteindre un degre´ d’im-
mersion ou` l’utilisateur interagit en univers virtuel en reproduisant des me´ca-
nismes de comportements social et e´motionnel proche de la re´alite´.
Dans la partie II de ce manuscrit, nous de´crivons notre de´marche de
de´veloppement de cette plateforme ainsi que les mode`les que nous utilisons
pour imple´menter ces concepts.








Si l’e´motion est une ivresse, la passion est une maladie
qui re´siste a` tous les moyens the´rapeutiques...
c’est un enchantement qui exclut l’ame´lioration morale.
(Emmanuel Kant)
Une condition ne´cessaire pour ame´liorer la sensation d’immersion dans le
cadre d’une application de re´alite´ virtuelle collaborative est de produire chez
les agents virtuels des e´motions en rapport avec la situation d’interaction.
Les interactions ainsi obtenues sont d’autant plus cre´dibles que les e´motions
ve´hicule´es par les agents virtuels refle`tent au mieux les e´motions ressenties par
l’utilisateur humain.
Pour atteindre cet objectif, deux alternatives sont possibles :
1. Mesurer les e´motions ressenties par l’utilisateur pour les transposer chez
son avatar.
2. Simuler les e´tats e´motionnels probables des agents virtuels de fac¸on ana-
lytique en fonction de l’interaction de l’utilisateur dans l’univers virtuel.
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Aucun syste`me ne permet a` ce jour d’identifier en temps re´el les diffe´rentes
e´motions ressenties par un humain et mesurer leurs intensite´s de fac¸on fiable .
Les travaux sur la physiologie de l’e´motion fournissent des indices indi-
rects sur l’e´tat e´motionnel d’un sujet. Par exemple, la conductivite´ dermique
est connue comme e´tant une variable lie´e au stress (Meehan et al., 2002).
Le diame`tre pupillaire repre´sente e´galement un indice dynamique en rapport
avec l’attention que peut porter le sujet a` une situation. Cet indice est mal-
heureusement sensible a` bien d’autres facteurs comme la surprise, la peur, les
sensations ne´gatives, etc.
Il est donc bien difficile d’exploiter ces indices de fac¸on fiable bien qu’ils
peuvent fournir des informations directement en provenance de l’e´tat e´motion-
nel du sujet.
La seconde solution (utiliser un mode`le analytique pour repre´senter l’e´tat
e´motionnel d’un utilisateur) pre´sente l’inconve´nient de ne pouvoir mode´liser
de fac¸on fide`le les e´motions ressenties par l’utilisateur. En effet, cette solu-
tion pre´sente des limites notamment a` cause de notre faible connaissance des
conditions et processus d’e´mergence des e´motions mais e´galement du degre´ de
re´duction que nous seront amene´s a` faire pour simuler les e´motions.
Ne´anmoins, nous choisissons de conside´rer cette solution pour mode´liser
les e´tats internes de nos agents malgre´ son re´ductionnisme. Nous pensons que
malgre´ le de´calage probable entre les e´motions simule´es et les e´motions res-
senties re´ellement par l’utilisateur, un mode`le analytique peut engager e´mo-
tionnellement un utilisateur dans ses interactions et produire une sensation de
pre´sence dans le dispositif. Ce mode`le s’appuie sur des e´tudes psychologiques
pour simuler au mieux les me´canismes d’e´mergences des e´motions chez les
avatars selon les interactions de leurs utilisateurs.
L’objectif de ce chapitre est de pre´senter le mode`le analytique que nous
mettons en œuvre pour doter nos agents de capacite´s e´motionnelles et renfor-
cer ainsi la sensation d’immersion dans le dispositif.
Nous de´butons ce chapitre par une pre´sentation ge´ne´rale des e´motions et
leurs inte´reˆts pour les simulations interactives en univers virtuel (section 4.1).
Nous pre´sentons e´galement dans cette section les principaux travaux qui se
sont inte´resse´s a` la mode´lisation e´motionnelle.
Dans la la section 4.2, nous pre´sentons le mode`le e´motionnel que nous
imple´mentons dans notre plate-forme de re´alite´ virtuelle pour simuler les e´tats
e´motionnels de nos agents.
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4.1 Emotions en univers virtuel
4.1.1 De´finition des e´motions
Les e´motions jouent un roˆle important dans la vie quotidienne et exercent
une influence non ne´gligeable sur les comportements humains. Elles œuvrent
pour transmettre plus de sens aux e´changes et renseignent sur les intentions
et motivations.
Bien que la litte´rature offre un large e´ventail de de´finitions des e´motions
(Kleinginna and Kelinginna, 1981), deux aspects sont ge´ne´ralement accepte´s :
1. Les e´motions sont des re´actions a` des situations conside´re´es approprie´es
aux besoins, objectifs et attitudes d’un individu.
2. Les e´motions comportent des composantes physiologiques, affectives,
comportementales et cognitives.
Dans les interactions sociales, les e´motions sont des facteurs de re´gulation
des comportements humains car elles permettent d’avoir un feed-back des ac-
tions produites (en percevant comment un comportement est perc¸u). Elles
permettent e´galement de coordonner les e´changes sociaux en renseignant sur
les e´tats e´motionnels de chaque acteur social.
Cet e´change d’informations se re´alise a` travers des expressions e´motion-
nels comme les expressions faciales, gestuelles,paraverbales, la posture, etc.
Les e´motions affectent e´galement la dimension cognitive chez les individus
en modifiant les me´canismes d’interpre´tation et en influenc¸ant les processus
de prise de de´cision.
Mode´liser les me´canismes d’e´mergence des e´motions et d’influence sur
les aptitudes comportementales et cognitives repre´sente un de´fi constant no-
tamment a` cause de notre faible connaissance des facteurs qui guident cette
e´mergence des e´motions. Le rapprochement entre les recherches the´oriques du
domaine des sciences psychologiques, cognitives et informatiques permettent
aujourd’hui de voir apparaˆıtre diffe´rents mode`les simulant les processus e´mo-
tionnels vivants dans des espaces virtuels.
4.1.2 Qu’est ce qu’un mode`le e´motionnel
D’une fac¸on ge´ne´rale et dans le cadre de la mode´lisation e´motionnelle,
nous conside´rons un mode`le e´motionnel comme : ”un sche´ma de fonctionne-
ment pour le phe´nome`ne d’e´mergence des e´motions”.
Une de´marche de mode´lisation e´motionnelle devient alors une de´marche
pour repre´senter en langage machine tout ou partie des processus e´motionnels
connus.
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Le roˆle des simulations e´motionnelles et leurs impacts sur les syste`mes ar-
tificiels a e´te´ sujet d’e´ternelles discussions (Hollnagel, 2003). Il est e´galement
important a` ce stade de rappeler que notre objectif n’est pas de reproduire
l’e´tat e´motionnel re´el d’un utilisateur mais d’en proposer une repre´sentation
sui soit compatible avec la situation et avec la personnalite´ de ce meˆme utili-
sateur.
4.1.3 Quelques mode`les e´motionnels
Plusieurs travaux de recherche se focalisent sur la cre´ation d’agents ca-
pables de communiquer et d’interagir comme les eˆtres humains.
Beaucoup de travaux se sont inte´resse´s a` inte´grer la personnalite´ et les
e´motions dans les agents virtuels pour leur permettre d’interagir avec des hu-
mains en utilisant le langage naturel, les expressions faciales et corporelles de
fac¸on cre´dible.
Parmi les mode`les les plus couramment cite´s, nous retrouvons celui d’Or-
tony, Clore et Collins (Ortony et al., 1988) appele´ e´galement mode`le OCC
du nom de ses auteurs. Ce mode`le se base sur des the´ories d’e´valuations qui
permettent de spe´cifier des proprie´te´s critiques aux e´ve`nements qui peuvent
causer des e´motions particulie`res (Lazarus, 1991; Roseman et al., 1996; Sche-
rer, 1988).
Des syste`mes comme ’E´mile’ (Gratch, 2000; Marsella and Gratch, 2001)
imple´mentent le mode`le OCC pour inte´grer la dimension e´motionnelle dans
leurs agents virtuels. Les travaux de Marsella et Gratch (Marsella and Gratch,
2002) se sont e´galement inte´resse´s aussi a` l’e´tude de l’influence des e´motions
et de la personnalite´ sur le comportement d’agents autonomes.
Ces syste`mes inte`grent une forte composante Intelligence Artificielle : ils
sont base´s sur des syste`mes de planification qui ge´ne`rent des e´motions se-
lon une e´valuation des risques qui e´volue en fonction d’un ensemble de buts
pre´de´finis.
Les mode`les propose´s dans ces travaux s’ave`rent inapproprie´s dans le cadre
de notre objectif puisqu’ils ne´cessitent un syste`me cognitif sophistique´ au ni-
veau des agents pour eˆtre imple´mente´s et ne sont que ’faiblement’ couple´s a`
leur environnement.
D’autres mode`les e´motionnels utilisant la personnalite´ ont e´te´ de´veloppe´s
pour mode´liser les e´motions.
Ball and Breese (Ball and Breese, 2000) ont expe´rimente´ des mode`les pro-
babilistes avec les re´seaux baye´siens.
Une approche similaire est aussi adopte´e par Kshirsagar et Magnenat-
Thalmann (Kshirsagar and Magnenat-Thalmann, 2002) qui introduisent une
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notion supple´mentaire dans leur mode`le qui est l’humeur. Un mode`le ge´ne´rique
pour la personnalite´ et les e´motions est e´galement de´crit dans (Egges et al.,
2004).
D’autres approches utilisent la logique floue pour mode´liser l’e´mergence
des e´motions suite a` des e´ve`nements (El-Nasr et al., 2003) ou encore l’usage
de re`gles pour prendre en compte la personnalite´ (Andre´ et al., 1999).
Ces approches se basent essentiellement sur des mode`les probabilistes pour
l’e´mergence des e´motions. Suite a` une e´valuation d’une situation particulie`re,
un agent peut ’ressentir’ une ou autre e´motion selon le re´sultat de calculs
probabilistes.
Nous pensons que les e´motions e´mergent comme re´actions a` des situations
conside´re´es approprie´es aux besoins, objectifs et attitudes d’un individu. Elles
sont de´termine´es a` l’avance en fonction de la situation et ce sont plutoˆt leurs
intensite´s et conditions d’e´mergence qui sont sujettes aux calculs probabilistes.
Dans notre syste`me, nous adoptons une approche diffe´rente pour mode´liser
les e´tats e´motionnels des agents. D’abord, nous essayons, a` partir d’un e´tat de
l’art de travaux en psychologie sur les the´ories des e´motions, d’inte´grer l’en-
semble des notions qui influencent l’e´mergence des e´motions comme l’humeur
et la personnalite´.
Ensuite, nous essayons de proposer un mode`le simple qui inte`gre entie`re-
ment toutes les notions identifie´es et qui soit facilement imple´mentable chez
des agents informatiques qu’ils soient automatiques ou dirige´s.
Cette simplicite´ de mise en œuvre s’ave`re importante dans une simulation
interactive multi-utilisateurs tre`s exigeante au niveau du re´alisme des person-
nages virtuels et des re´ponses du syste`me d’interaction.
4.2 Description du mode`le e´motionnel
Nous pre´sentons dans cette section notre mode`le e´motionnel pour l’identifi-
cation des e´tats internes des agents en interactions. Ce mode`le inte`gre plusieurs




La figure 4.1 repre´sente les principaux e´le´ments de ce mode`le.
Avant de pre´senter le de´tail de mode´lisation de ce mode`le, nous allons jus-
tifier selon un point de vue psychologique le choix de ces e´le´ments (e´motions,
personnalite´ et humeur) ainsi que l’inte´reˆt de mode´liser les relations d’in-
fluences entre eux.
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Fig. 4.1 – Sche´ma d’influences entre les e´le´ments du mode`le e´motionnel.
4.2.1 Quelques repe`res psychologiques
Nous distinguons dans notre mode´lisation la notion d’e´motion de la notion
de l’humeur. En effet, comme l’a explique´ (Frijda, 1994), les e´motions sont
’intentionnelles’. Elles e´mergent d’une relation avec des objets particuliers.
Par exemple, nous sommes content de quelque chose, en cole`re contre quelque
chose, satisfait a` propos de quelque chose, etc.
Les humeurs par contre sont ’non intentionnelles’. Elles ne sont pas dues di-
rectement a` un objet en particulier et elles sont ressenties de fac¸on plus diffuse,
globale et ge´ne´rale. Une personne peut eˆtre de´prime´e (il s’agit ici d’une hu-
meur) mais e´galement triste a` cause de quelque chose (il s’agit ici une e´motion).
Une autre distinction entre les e´motions et les humeurs peut eˆtre faites
selon un point de vue fonctionnel. Comme re´action a` diffe´rentes situations,
les e´motions influencent nos actions, elles pre´parent le corps et l’esprit a` une
re´action imme´diate. Elles tendent e´galement a` eˆtre limite´es dans la dure´e.
Les humeurs, par contre, tendent a` influencer les processus cognitifs des
individus et leurs strate´gies d’actions pendant des dure´es plus importantes
(Davidson, 1994).
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L’interaction entre les e´motions et les humeurs est e´galement inte´ressante
a` mode´liser. D’une part, les humeurs tendent a` influencer l’e´mergence des
e´motions et d’autres part les e´motions contribuent et sont a` la cause de
l’e´mergence des humeurs.
Dans notre mode`le, nous repre´sentons cette influence des e´motions sur
l’humeur par une matrice que nous appelons MEH (Matrice d’influence des
Emotions sur l’Humeur). Cette relation d’influence sera de´taille´e plus loin dans
ce chapitre.
Les principales causes des e´motions sont :
– Les e´ve`nements perc¸us : plusieurs travaux se sont inte´resse´s a` l’e´tude
de l’impact des e´ve`nements perc¸us sur les e´motions. Les the´ories d’e´va-
luations (”appraisal theories” en anglais) permettent de spe´cifier les ca-
racte´ristiques des e´ve`nements qui induisent des e´motions particulie`res
(Lazarus, 1991; Ortony et al., 1988; Scherer, 1988).
– La contagion par les e´motions des autres : ce phe´nome`ne est bien de´crit
dans les travaux de (Hatfield et al., 1994). Sans toutefois comprendre la
logique de cette contagion, une personne qui rit aux e´clats amuse le plus
souvent son entourage (voire meˆme transmet comple`tement ses rires a`
son entourage).
– Les humeurs : comme nous venons de l’invoquer pre´ce´demment agissent
comme un filtre pour l’e´mergence des e´motions et tendent a` mode´rer les
intensite´s des e´motions ressenties.
– Les e´tats e´motionnels ante´rieurs : les ancients e´tats e´motionnels d’un
individu influencent e´galement l’e´mergence de nouvelles e´motions.
Cette influence apparaˆıt a` travers des me´canismes de transfert d’excita-
tion ou d’habitude.
Les me´canismes de ’transfert d’excitation’ sont de´crits par (Zillmann,
1991) comme l’amplification de l’intensite´ d’une e´motion nouvelle par
l’intensite´ d’une e´motion ante´rieure. Ce transfert d’intensite´ sera perc¸ue
comme faisant partie de la nouvelle e´motion ressentie.
Ainsi, une e´motion de cole`re va accentuer l’intensite´ d’une nouvelle
e´motion de peur ressentie.
L’e´motion est e´galement sujette au phe´nome`ne d’habituation. L’habitua-
tion est le fait que l’intensite´ d’une e´motion diminue au cours du temps
lorsque l’e´motion est ressentie de fac¸on re´pe´titive (Frijda, 1988). En ef-
fet, lorsqu’une personne est soumise a un impact e´motionnel re´pe´titif,
elle finit par s’y habituer et s’y attendre. Les e´motions ressenties perdent
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alors graduellement leurs intensite´s.
Nous essayons dans notre mode`le e´motionnel de prendre en compte tous ces
facteurs dans l’e´mergence de nouvelles e´motions.
Les e´motions affectent e´galement notre me´moire. Des e´tudes en psycho-
logie ont permis de montrer que les e´ve`nements ne´gatifs sont ge´ne´ralement
mieux me´morise´s que les e´ve`nements positifs (Newhagen and Reeves, 1991,
1992).
Dans notre mode`le e´motionnel nous repre´senterons par le vecteur (D) la
capacite´ d’oubli de chaque e´motion ressentie.
La personnalite´ d’un individu peut e´galement affecter son e´tat e´motionnel.
Son effet sur le comportement a longtemps e´te´ traite´ dans les recherches en psy-
chologie. Par exemple, les individus conside´re´s comme extravertis utilisent plus
de phrases directes que les individus introvertis (Furnham, 1990). Ils parlent
e´galement plus rapidement et plus gravement (Scherer, 1979) en utilisant des
gestes plus expansifs (Gallaher, 1992).
La relation entre les e´motions ressenties et les traits de personnalite´ est
e´galement inte´ressante a` mode´liser. Cette relation a e´te´ examine´e dans plu-
sieurs travaux comme (Marsella and Gratch, 2002) pour e´tudier l’influence
ge´ne´rale de la personnalite´ sur le comportement ou dans (Johns and Silver-
man, 2001) qui s’inte´ressent a` l’influence des e´motions et de la personnalite´
sur la prise de de´cision.
Dans notre mode`le e´motionnel, la relation d’influence des e´motions sur la
personnalite´ est repre´sente´e par la matrice MPE (Matrice d’influence de la
Personnalite´ sur les Emotions).
Nous prenons e´galement en compte la sensibilite´ d’un individu aux e´motions.
Cette sensibilite´ repre´sente le seuil d’intensite´ a` partir duquel une e´motion
peut eˆtre ressentie. Elle est repre´sente´e par un vecteur (S). Lorsque ce seuil
est e´leve´, l’agent est de´crit comme peu sensible a` l’e´motion. Cette relation
d’influence sera de´taille´e plus loin dans ce chapitre.
Finalement, nous prenons en compte dans ce mode`le le facteur stress afin de
mode´liser le couplage entre les e´motions calcule´es par le mode`le e´motionnel et
les re´actions comportementales intentionnelles et non intentionnelles de l’ava-
tar qui seront produites par le mode`le d’interaction sociale. Ce facteur stress
sera pre´sente´ au chapitre 5.
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4.2.2 E´motion
Des e´motions toujours diffe´rentes interviennent dans la compre´hension des
interactions humaines. Plusieurs travaux se sont inte´resse´s a` identifier ces
e´motions et les classer dans diffe´rentes cate´gories selon divers points de vues.
Cette identification des e´motions s’inscrit dans un de´bat e´ternel dans la the´orie
des e´motions : est-ce que les e´motions sont inne´es ou apprises ?
D’un coˆte´, il existe des the´ories qui argumentent que les e´motions sont
inne´es et qu’a` chaque e´motion correspond une re´ponse cognitive et physiolo-
gique unique (Darwin, 1872/1998; Neese, 1990; Tooby and Cosmides, 1990).
D’un autre coˆte´, il existe des the´ories qui font l’hypothe`se que les e´motions
sont apprises dans l’environnement social et varient donc selon les cultures et
les structures sociales (Averill, 1980; Ortony and Turner, 1990; Shweder, 1994).
Une position interme´diaire consiste a` penser que des e´motions de base
sont partage´es par tous les eˆtres humains (Ekman, 1992; Oatley and Johnson-
Laird, 1987; Panksepp, 1992).
La re´ponse a` la question : ”quelles sont les e´motions de base ?” est e´galement
sujet de discussion mais une liste typique comprend souvent des e´motions
comme la peur, la cole`re, la tristesse, la joie, le de´gouˆt ou encore l’inte´reˆt et la
surprise. Les autres e´motions sont souvent vues comme des combinaisons de
ces e´motions de base.
L’ensemble des e´motions que nous conside´rons est inspire´ du mode`le OCC
de´crit par (Ortony et al., 1988). Ce mode`le conside`re qu’une e´motion est
pre´sente lorsqu’un contexte cognitif particulier existe. Il de´finit plusieurs types
d’e´motions regroupe´es en trois classes de contextes cognitifs ge´ne´raux. Chaque
classe est caracte´rise´e par les conditions ne´cessaires a` l’apparition d’une de ses
e´motions (Figure 4.2).
A chaque instant, un agent peut ressentir des e´motions diffe´rentes cause´es
par diffe´rents e´ve`nements.
Il peut par exemple (dans le cadre des secours d’urgence) eˆtre satisfait du
de´roulement global d’une mission, eˆtre de´c¸u du retard de l’arrive´e du renfort
et avoir peur que l’e´tat d’une victime s’aggrave.
Nous repre´sentons, dans notre mode`le, les e´motions d’un agent par un
vecteur Et de dimension m. Chaque e´motion du vecteur Et est repre´sente´e par









∀i ∈ [1,m] : ei ∈ [0, 1] (4.1)
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Fig. 4.2 – Classes d’e´motions du mode`le OCC.
Pour simuler les e´motions dans notre syste`me, nous adoptons un vecteur










Ces e´motions ont e´te´ choisies parce qu’elles refle`tent les e´motions les plus
pertinentes dans le cadre de notre application.
Une autre raison pour cette conside´ration est la re´duction du temps de
calcul pour l’e´valuation des e´motions.
Par exemple, soit les e´motions d’un agent repre´sente´es a` un instant t par










Ce vecteur indique que cet agent ressent :
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– une e´motion de satisfaction d’une intensite´ de 0.4,
– une e´motion de de´ception d’une intensite´ de 0.6,
– une e´motion de cole`re d’une intensite´ de 0.2,
– une e´motion de peur d’une intensite´ de 0.1.
Nous remarquons dans cet exemple que l’e´motion de de´ception et de sa-
tisfaction malgre´ qu’elles sont repre´sente´es dans d’autres travaux comme des
e´motions oppose´es apparaissent dans notre mode`le comme des e´motions rela-
tives a` des e´ve`nements diffe´rents. Un agent peut eˆtre satisfait de la re´alisation
d’un e´ve`nement 1 et eˆtre en meˆme temps de´c¸u concernant le de´roulement d’un
e´ve`nement 2.
4.2.3 Personnalite´
La personnalite´ repre´sente un the`me de recherche important dans le do-
maine de la psychologie sans qu’il existe toutefois un accord dans la litte´rature
sur sa de´finition. La plupart des descriptions de personnalite´s mettent l’accent
sur les diffe´rences de traits de caracte`res entre les individus qui se retrouvent
dans le comportement et les re´ponses e´motionnelles.










∀i ∈ [1, n] : pi ∈ [0, 1] (4.4)
pi repre´sente une dimension de la personnalite´ et sa valeur est comprise entre
0 et 1.
Parmi les mode`les de personnalite´s les plus complets dans la litte´rature en
psychologie, nous conside´rons le mode`le FFM ou Five Factor Model (McCrae
and John, 1992). Ce mode`le de´crit 5 dimensions de la personnalite´ :
Openess de´crit l’ouverture de l’esprit chez un individu et son inte´reˆt pour
la culture. Elle de´finit le caracte`re de curiosite´, d’inte´reˆt, de cre´ativite´,
d’originalite´ et d’imagination chez un individu.
Consciencious de´crit l’organisation et la persistance dans l’ache`vement des
objectifs chez un individu. Elle de´finit le caracte`re organise´, travailleur,
discipline´, honneˆte et net d’un individu.
Extravert de´crit le comportement d’un individu dans des situations sociales.
Elle de´finit le caracte`re sociable, actif et optimiste d’un individu.
Agreeable de´crit les interactions d’un individu avec les autres. Elle de´finit le
caracte`re naturel, since`re, serviable et tole´rant d’un individu.
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Neurotic de´finit les tendances d’un individu a` exprimer des pense´es ne´gatives.
Elle de´crit le caracte`re anxieux, nerveux, inquiet et e´motif d’une per-
sonne.













La personnalite´ d’un agent est statique et intervient a` 2 niveaux dans notre
mode`le e´motionnel :
– De´termination de l’e´tat e´motionnel en inte´grant le mode`le OCC pour
conditionner l’e´mergence des e´motions.
– Influence la production d’expressions gestuelles chez les agents. Cette
influence sera de´crite au chapitre 5.












Cette personnalite´ de´crit cet agent comme :
– peu ouvert (valeur popeness = 0.1),
– tre`s consciencieux (pconscientiousness=0.9),
– tre`s extraverti (pextravert = 0.9),
– moyennement agre´able (pagreeableness = 0.5),
– peu anxieux (valeur pneurotic = 0.1).
4.2.4 Relation entre personnalite´ et e´motions
La relation entre personnalite´ et les e´motions reste proble´matique et aucun
model unifie´ et implementable ne permet a` ce jour de de´finir cette relation
(Andre´ et al., 1999).
Plusieurs approches ont toutefois e´te´ de´veloppe´es comme (Bates, 1994) qui
associe des comportements aux e´motions selon la personnalite´. La personnalite´
est aussi utilise´e comme variable pour de´terminer l’intensite´ des e´motions dans
(Allen, 2000). Dans (Egges et al., 2004), les auteurs de´finissent une relation
entre les dimensions de la personnalite´ et le mode`le OCC. Ce meˆme mode`le
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OCC a e´te´ ame´liore´ dans (Ortony, 2003) pour expliquer les relations entre des
mode`les de personnalite´s et les e´motions.
Dans notre mode`le, chaque e´motion peut eˆtre influence´e par une ou plu-
sieurs dimensions de la personnalite´.
Nous de´finissons une matrice MPE a` (m x n) dimensions qui repre´sente la
relation d’influence de chaque dimension de la personnalite´ sur les e´motions.




α11 α12 · · · α1n
α21 α22 · · · α2n
· · · · · · · · · · · ·
αm1 αm2 · · · αmn


∀i ∈ [1,m], j ∈ [1, n] : αij ∈ [0, 1] (4.7)
La matrice suivante donne un exemple d’une matrice MPE a` (4 x 5) di-
mensions. Chaque ligne repre´sente la valeur d’influence d’une dimension de la
personnalite´ (5 dimensions) sur une e´motion particulie`re (4 e´motions de notre
mode`le).
Dans cet exemple, l’e´motion de satisfaction affiche´e a` la premie`re ligne est in-
fluence´e par la dimension conscientious (valeur vaut 1) et agreeableness (valeur
vaut 0.3).
(
0 1 0 0.3 0
)
(4.8)
Par la matrice MPE, nous supposons juste l’existence de liens d’influences
entre chaque dimension de la personnalite´ d’un agent et ses e´motions. Les
intensite´s ou poids attribue´s a` ces influences sont pour le moment arbitraire
et ne sont pas justifie´ d’un point de vue psychologique.
4.2.5 Humeur
Une autre caracte´ristique de la dimension e´motionnelle des interactions hu-
maines est l’humeur. Dans notre mode`le, l’humeur agit comme un filtre pour
l’e´mergence des e´motions et pour l’interpre´tation des e´ve`nements.
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Une personne de bonne humeur tend a` avoir une interpre´tation positive
d’une situation donne´e d’ou` une mode´ration pour les e´motions ne´gatives qu’il
peut ressentir. Inversement, une personne de mauvaise humeur aura tendance
a` interpre´ter ne´gativement des e´ve`nements positifs et accentuer les e´motions
ne´gatives ressenties (Davidson, 1994).
Aucun mode`le unifie´ n’existe dans la litte´rature pour la de´finition de l’hu-
meur. Nous supposons donc l’existence de plusieurs types d’humeurs (comme
par exemple eˆtre de bonne ou mauvaise humeur, eˆtre d’une humeur de´pressive
ou encore eˆtre d’une humeur amoureuse.).
Dans notre mode`le, nous conside´rons l’humeur comme un vecteur a` k di-
mensions ou` chaque dimension de l’humeur est repre´sente´e par une valeur









 ∀i ∈ [1, k] : hi ∈ [−1, 1] (4.9)
Pour imple´menter l’humeur dans notre syste`me, nous conside´rons l’humeur
comme un vecteur a` 1 dimension ou` sa valeur varie entre -1 et 1. L’agent peut
avoir une bonne ou mauvaise humeur.
Ht = ht (4.10)
4.2.6 Relation entre humeur et e´motions
Afin de mode´liser l’influence de l’e´tat e´motionnel sur l’humeur, nous de´fi-
nissons une matrice MEH a` (k x m) dimensions qui associe un poids d’influence
de chaque e´motion sur une dimension de l’humeur. Nous supposons que chaque
e´motion affecte diffe´remment une dimension de l’humeur et que l’intensite´ de




β11 β12 · · · β1m
β21 β22 · · · β2m
· · · · · · · · · · · ·
βk1 βk2 · · · βkm


∀i ∈ [1, k]; j ∈ [1,m] : βij ∈ [−1, 1]. (4.11)
βij repre´sente la valeur de la dimension i de l’humeur quand l’intensite´ d’une
e´motion j ressentie est maximale. Par exemple, dans notre imple´mentation,
nous utilisons la matrice MEH (1 x 4) suivante :
Ces valeurs repre´sentent le poids des e´motions de notre mode`le sur l’hu-
meur. Chaque e´motion ressentie a` sa valeur maximale (valeur = 1) tendra a`
mettre la valeur de l’humeur a` la valeur qui lui correspond dans la matrice
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MEH. Autrement, elle tendra a fixer la valeur de l’humeur proportionnelle-
ment a` ce poids.
Par exemple, une e´motion de satisfaction d’une intensite´ de 0.5 tentera
de fixer l’humeur a` la valeur 0.4 c’est a` dire proportionnellement au poids 0.8
indique´ par la matrice MEH lorsque l’intensite´ de l’e´motion de satisfaction
vaut 1.
D’une fac¸on ge´ne´rale, la valeur de l’humeur est calcule´e en prenant en
compte les intensite´s non nulles de toutes les e´motions ressenties :
ht =
∑m










repre´sente le nombre des e´motions non nulles ressenties.










 et MEH =
(
0.8 −0.5 −1 −0.6
)
(4.13)
L’humeur de cet agent est calcule´e comme suit :
ht =
(0.4× 0.8) + (0.2×−0.5) + (0.7×−0.6)
3
(4.14)
4.3 Processus d’e´valuation des e´motions
Nous expliquons dans cette section le processus que nous mettons en œuvre
pour e´valuer les e´motions ressenties par un agent.
Dans notre mode´lisation, les e´motions ressenties sont provoque´es par ses
perceptions. Ces perceptions peuvent eˆtre des e´ve`nements potentiels relatifs a`
la taˆche (actions et de´cisions prises par l’utilisateur durant la simulation) mais
e´galement les e´motions des autres agents en interaction (qui seront conside´re´s
dans notre mode`le comme des e´ve`nements).
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Suite a` la perception d’un e´ve`nement, nous estimons d’abord si l’e´ve`nement
est capable de produire une e´motion sur l’agent. Si oui, nous proce´dons a`
l’e´valuation de la nouvelle e´motion ressentie sinon nous conside´rons que l’e´ve`-
nement n’a aucun impact e´motionnel sur l’agent.
L’e´valuation des e´motions se fait en deux temps, d’abord nous e´valuons une
e´motion potentielle en conside´rant juste la personnalite´ de l’agent puis dans un
second temps nous affinons cette e´motion potentielle calcule´e en conside´rant
l’humeur du moment et l’ancien e´tat e´motionnel.
Ce me´canisme de calcul nous permet de prendre en compte tous les facteurs
d’e´mergence des e´motions que nous venons de de´crire comme les e´ve`nements
perc¸us, les humeurs et les anciens e´tats e´motionnels.
4.3.1 La perception des e´ve`nements
Pour simuler les e´ve`nements perc¸us, nous de´finissons It comme un vec-
teur a` m dimensions repre´sentons l’impact e´motionnel de l’e´ve`nement perc¸u
sur l’agent. Les valeurs de ce vecteur repre´sentent l’impact e´motionnel de
l’e´ve`nement sur chaque e´motion.
Ces valeurs sont de´finies en fonction de la de´sirabilite´ et de l’importance
des e´ve`nements par rapport aux objectifs de chaque agent (selon le mode`le









∀i ∈ [1,m] : λi ∈ [0, 1] ∪ {−1}. (4.15)
Chaque e´ve`nement est porteur d’une ou plusieurs e´motions selon les objectifs
de chaque agent. Lorsque l’e´ve`nement n’a aucun impact e´motionnel sur une
e´motion, la valeur de cet impact dans le vecteur It vaut -1 sinon elle sera com-
prise entre 0 et 1.
Par exemple, le vecteur It suivant correspond a` un e´ve`nement porteur










Nous de´finissons pour chaque sce´nario d’interaction et pour chaque agent
en interaction, une liste des e´ve`nements relatifs a` la taˆche pouvant survenir
lors de simulation.
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Cette liste des e´ve`nements est recense´e dans une ’table des e´ve`nements’
associe´e au sce´nario.
Le format de cette ’table des e´ve`nements’ est donne´ par le tableau 4.1 :
E´ve`nement De´sirabilite´ Vraisemblance Emotion
Tab. 4.1 – Format des donne´es de la table des e´ve`nements.
Dans le champ ’E´ve`nement’, nous recensons les principaux e´ve`nements
pouvant avoir lieu dans la simulation. Le syste`me a` simuler e´tant un syste`me
socio-technique complexe, la liste n’est bien e´videmment pas exhaustive.
La ’De´sirabilite´’ d’un e´ve`nement est le degre´ d’importance qu’associe cha-
que avatar de la simulation a` l’e´ve`nement (selon son roˆle, ses objectifs, etc.).
Elle prend une valeur entre -1 et 1.
Une valeur de 1 repre´sente un e´ve`nement tre`s de´sirable et inversement.
La ’Vraisemblance’ d’un e´ve`nement est la probabilite´ qu’associe un per-
sonnage a` l’apparition d’un e´ve`nement. Elle prend une valeur entre 0 et 1.
L’e´ve`nement est peu probable lorsque son importance tend vers 0 et inver-
sement.
Un exemple d’e´ve`nements associe´s a` un sce´nario d’intervention pour un
feu d’hoˆtel est donne´ par le tableau 4.2 :
E´ve`nement De´sirabilite´ Vraisemblance Emotion
Arrive´e secours 0.81 0.84 SATISFACTION
Explosion -0.88 0.62 PEUR
Proximite´ feu -0.72 0.75 PEUR
Placement e´chelle 0.65 0.66 DECEPTION
Tab. 4.2 – Exemple de donne´es la table des e´ve`nements associe´e a` un sce´nario
de Feu d’hoˆtel.
Les valeurs contenues dans cette table ainsi que les e´motions associe´es
aux e´ve`nements sont modifie´es dynamiquement en fonction de l’interaction de
l’utilisateur dans l’univers virtuel.
Par exemple et dans le cadre d’une simulation d’un feu d’hoˆtel, un agent
repre´sentant un sapeur pompier aura pour taˆche (d’apre`s les proce´dures pres-
crites de formation) d’analyser la situation afin de demander les ve´hicules de
secours approprie´s a` la gestion de l’incident.
Lorsque cet e´ve`nement potentiel qu’on note dans notre table ”arrive´e se-
cours” se produit pendant les trois premie`res minutes d’une intervention, il
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est conside´re´ dans notre syste`me comme e´ve`nement porteur d’une e´motion de
satisfaction. La de´sirabilite´ de cet e´ve`nement dans les premie`res minutes de
l’intervention augmente au cours du temps.
Lorsque ce meˆme e´ve`nement ne se produit pas pendant les trois premie`res
minutes pre´vues, nous conside´rons que l’e´ve`nement devient porteur d’une
e´motion probable de de´ception. Sa de´sirabilite´ continue tout de meˆme a` aug-
menter au cours du temps.
Si au bout d’un temps important de l’intervention, les secours ne sont
toujours pas sur place, l’agent sapeur pompier commence a` conside´rer qu’il y
a un e´cart par rapport a` la proce´dure et l’e´ve`nement devient porteur d’une
e´motion de cole`re. La vraisemblance de l’e´ve`nement commence alors a` dimi-
nuer.
Un meˆme e´ve`nement peut donc produire diffe´rentes e´motions selon le
contexte de l’interaction et son impact e´motionnel diffe`re e´galement selon son
temps d’occurrence durant la simulation.
D’autres e´ve`nements (qui ne sont pas recense´s dans notre table) sont aussi
ge´ne´riques (ils s’adaptent a` tous les sce´narios de simulations et a` tous les
agents) comme la contagion des e´motions lorsque deux agents sont en proxi-
mite´ l’un de l’autre pendant un espace temps assez important.
4.3.2 Sensibilite´ aux e´motions
Certains e´ve`nements bien qu’ils peuvent former un contexte cognitif requis
a` l’e´mergence d’une e´motion, peuvent ne pas posse´der certaines intensite´s suf-
fisantes pour causer l’e´mergence d’une e´motion qui soit effectivement ressentie
par l’agent.
Par exemple, nous supposons dans notre mode´lisation qu’un e´ve`nement
porteur d’une e´motion de peur ne soit pas perc¸u de la meˆme manie`re selon
que l’agent est de´crit comme ayant un caracte`re anxieux ou non.
Pour simuler ce me´canisme, nous de´finissons une nouvelle notion dans
notre mode`le qui est la sensibilite´ d’un agent aux e´motions. Cette sensibi-
lite´ repre´sente le seuil minimum que l’intensite´ d’une e´motion probable doit
avoir pour eˆtre conside´re´e.
Par exemple, soit un agent de´fini avec une sensibilite´ S qui perc¸oit deux
e´ve`nements I1t et I2t porteurs respectivement d’une e´motion de satisfaction
probable et d’une e´motion de peur comme suit :


























L’e´motion de satisfaction probable porte´e par l’e´ve`nement I1 peut e´merger
car elle de´passe la sensibilite´ de l’agent a` cette e´motion (0.6 > 0.3).
Par contre l’e´motion de peur porte´e par l’e´ve`nement I2 n’aura aucun im-
pact sur l’agent puisqu’elle n’atteint pas le seuil d’intensite´ minimum ne´cessaire
a` son e´mergence (0.4 < 0.5). L’agent ne re´agira donc pas a` cet e´ve`nement.
Pour calculer les seuils ne´cessaires a` l’e´mergence de chaque e´motion, nous
supposons dans notre mode`le que cette sensibilite´ de´pend de la personnalite´
de l’agent. Nous la mode´liserons donc a` partir de la matrice MPE (matrice
d’influence de la Personnalite´ sur les Emotions ) par un vecteur S a` m dimen-
sions.
Chaque valeur de ce vecteur correspond a` la sensibilite´ de l’agent a` une










 ∀i ∈ [1,m] : θi ∈ [0, 1]
Avec θi =
∑n
j=1 αij × pj∑n
j=1 αij
, ∀j ∈ [1, n] and ∀i ∈ [1,m]. (4.18)
Comme nous l’avons souligne´, une ou plusieurs dimensions de la personna-
lite´ influencent chaque e´motion. A ce jour, cette sensibilite´ est calcule´e dans
notre mode`le e´motionnel en fonction de la personnalite´ et reste statique au
cours du temps mais nous pourrions envisager de faire varier cette sensibilite´
en fonction d’autres parame`tres tels que la fatigue, le stress ou l’expe´rience
de´clare´e de l’agent.
L’exemple qui suit illustre le processus de calcul de la sensibilite´ d’un agent















0 1 0 0.3 0
0 1 0 0.3 0
0 0 0.5 0 0




La ligne correspondant a` l’e´motion de satisfaction dans la matrice MPE
affiche les valeurs suivantes :
(
0 1 0 0.3 0
)
(4.20)
La sensibilite´ de cet agent a` une e´motion de satisfaction est calcule´e comme
suit :
θsat =
(0.2× 1) + (0.4× 0.3)
1 + 0.3
(4.21)
Cette sensibilite´ repre´sente l’intensite´ minimale qu’un e´ve`nement porteur d’une
e´motion de satisfaction doit avoir pour eˆtre conside´re´e.
4.3.3 E´valuation des e´motions
Les e´motions ressenties sont cause´es par la perception de certains e´ve`ne-
ments ou la validation de certains objectifs. Le calcul des e´motions ressenties
Et+1 se fait en deux temps : d’abord nous e´valuons la future e´motion poten-
tielle (que nous notons EPt+1) de l’agent selon la nature de l’e´ve`nement perc¸u
et sa personnalite´. Ensuite, cette e´motion potentielle est module´e par l’humeur
de l’agent et son ancien e´tat e´motionnel.
Chaque e´ve`nement perc¸u (It+1) est compare´ au vecteur S repre´sentant la
sensibilite´ de l’agent aux e´motions pour de´cider si une e´motion peut e´merger









∀i ∈ [1,m] : epi ∈ [0, 1] (4.22)
Lorsque l’e´motion porte´e par un e´ve`nement de´passe le seuil de sensibilite´
de l’agent a` la meˆme e´motion (λi > θi), l’intensite´ d’une e´motion potentielle
(epi) peut eˆtre calcule´e selon la formule [4.23]. Sinon nous conside´rons que
l’e´ve`nement n’a aucun impact e´motionnel sur l’e´motion de l’agent et le module






Par exemple, un agent dans un e´tat e´motionnel Et et une sensibilite´ aux
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L’impact de cette perception e´motionnelle (λpeur) est compare´ a` la sensibilite´
de l’agent a` l’e´motion peur (θpeur) : 0.8 > 0.4. Une e´motion de peur peut donc
e´merger chez l’agent et la valeur de son e´tat e´motionnel potentiel sera calcule´e











Le calcul des e´motions a jusqu’a` maintenant e´te´ e´value´ en fonction de
l’impact e´motionnel de l’e´ve`nement (It+1) sur l’agent et sa sensibilite´ (S) qui
de´pend de sa personnalite´. La nouvelle e´motion ressentie par un agent a` un
instant t+1 sera e´value´e en fonction de cet e´tat e´motionnel potentiel calcule´
(EPt+1) mais aussi en prenant en compte l’humeur de l’agent (Ht) et son e´tat
e´motionnel (Et) a` l’instant t.
Et+1 = EPt+1 + σ(Ht, Et, EPt+1) (4.26)
Avec σ = Facteur de mode´ration.
La figure 4.3 de´crit cette approche de calcul de l’intensite´ des nouvelles
e´motions ressenties.
Fig. 4.3 – Processus de calcul de l’intensite´ d’une nouvelle e´motion.
L’humeur dans notre mode`le agit comme un filtre ’affectif’ qui tend a` mo-
de´rer ou accentuer les e´motions ressenties. Un agent de bonne humeur aura
tendance a` accentuer les e´motions positives et minimiser l’impact des e´motions
ne´gatives.
Par exemple, un agent avec une humeur ne´gative qui ressent une e´motion
de peur aura tendance a` accentuer l’intensite´ de cette e´motion ressentie. Lor-
sque ce meˆme agent avec cette humeur ne´gative ressent une e´motion de satis-
faction il aura plutoˆt tendance a` mode´rer cette intensite´ ressentie.
Le tableau 4.3 donne les diffe´rentes valeurs possibles du facteur de mo-
de´ration que nous utilisons.
Le nouvel e´tat e´motionnel d’un agent est calcule´ par la formule suivante :
Et+1 = EPt+1 + τ × |ht.(EPt+1 −Et)| (4.27)
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facteur de mode´ration (τ) Humeur ne´gative Humeur positive
E´motion positive
(ex : Satisfaction) -1 +1
E´motion Ne´gative
(ex : De´ception, Peur, Cole`re) +1 -1
Tab. 4.3 – Valeurs possibles du facteur de mode´ration.
Avec :
τ = Le facteur de mode´ration : τ ∈ {−1, 1}
Et+1 = L’e´tat e´motionnel a` l’instant t.
EPt+1 = L’e´tat e´motionnel potentiel a` l’instant t+1.
ht = Humeur de l’agent a` l’instant t.
Par exemple, un agent avec un e´tat e´motionnel Et et une humeur ht perc¸oit


















Le changement dans ce nouvel e´tat e´motionnel potentiel affecte seulement
l’e´motion de Peur qui est e´value´e pour passer de la valeur 0.2 a` 0.7. Selon







0.7 + 1× |−0.5× (0.7− 0.2)|

 (4.29)
4.3.4 Mise a` jour de l’humeur
L’humeur affecte l’e´tat e´motionnel, il est donc essentiel de mettre a` jour
l’humeur de`s que l’e´tat e´motionnel change. Supposons que le nouvel e´tat
e´motionnel d’un agent est donne´ par Et et que la matrice MEH (Matrice









 ; MEH =
(
0.8 −0.5 -1 -0.6
)
(4.30)
L’impact de chaque e´motion ressentie sera calcule´ proportionnellement a`
son intensite´ selon les poids d’influences affiche´s par la matrice MEH. Soit
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hemotion l’impact d’une e´motion ressentie sur l’humeur. l’agent ressent deux
e´motions : une e´motion de cole`re (0.5) et une e´motion de peur (0.8).








4.3.5 La me´moire des e´motions
Dans notre mode`le e´motionnel, l’intensite´ d’une e´motion est maintenue
pendant un certain temps avant de commencer progressivement a` diminuer
pour tendre vers la valeur 0. L’oubli des e´motions diffe`re d’une e´motion a` une
autre. En effet, un individu tend en re´alite´ a` oublier les e´motions positives
plus rapidement que les e´motions ne´gatives (Reeves and Nass, 1996; Reeves
et al., 1991).
Pour simuler ce me´canisme d’oubli des e´motions, nous de´finissons le vec-









 ∀i ∈ [1,m] : δi ∈ [0, 1] (4.32)
Chaque valeur contenue dans le vecteur D repre´sente le facteur d’oubli d’une
e´motion au cours du temps.
Ce facteur sera utilise´ par notre syste`me pour maintenir l’e´motion ressen-
tie (ei) durant un certain temps proportionnel a` ce facteur (δi). L’intensite´
de l’e´motion ressentie commence ensuite a` diminuer progressivement selon un
rythme inversement proportionnel a` ce facteur.



















L’e´motion de satisfaction va eˆtre ressentie pendant un temps proportionnel a`
son facteur d’oubli (δsat = 0.2) et donc sera maintenue par notre syste`me moins
longtemps qu’une e´motion de peur dont le facteur d’oubli est plus important
(δpeur = 0.8).
Ensuite cette e´motion de satisfaction sera oublie´e plus rapidement que
l’e´motion de peur puisque les nouvelles intensite´s de chaque e´motion sera cal-
cule´e de fac¸on inversement proportionnelle a` son facteur d’oubli.
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La figure 4.4 montre la variation dans notre mode`le de l’intensite´ d’une
e´motion de Satisfaction et de Peur au cours du temps.
Fig. 4.4 – Processus d’oubli des e´motions au cours du temps.
4.4 Discussion
Dans ce chapitre, nous de´crivons un mode`le e´motionnel pour produire des
e´tats e´motionnels chez des agents virtuels.
Ce mode`le de´crit le processus d’e´valuation, maintien et oubli des e´motions
chez les agents en interaction. Il prend en conside´ration la personnalite´, l’hu-
meur et les anciens e´tats e´motionnels des agents pour e´valuer les nouveaux
e´tats e´motionnels.
Pour cela, nous analysons au cours de la simulation les actions et de´cisions
prises par l’utilisateur afin de les transformer en e´ve`nements pouvant avoir un
impact e´motionnel sur l’e´tat interne de l’avatar (repre´sentation de l’utilisateur
dans l’univers).
Pour e´valuer l’intensite´ des e´motions ressenties par l’utilisateur, nous avons
recours a` un mode`le analytique qui simule en fonction des interactions de l’ava-
tar dans l’univers virtuel les e´tats e´motionnels.
Les e´valuations de ce mode`le qui sont discute´es au chapitre 7 nous per-
mettent de mesurer cet e´cart entre les e´motions simule´es par notre mode`le et
les e´motions ressenties par l’utilisateur. Nous essayons e´galement d’e´valuer le
degre´ d’immersion e´motionnelle de l’utilisateur et jusqu’a` quel point il peut
oublier les imperfections du syste`me pour re´agir e´motionnellement dans l’uni-
vers virtuel.
Nous de´crirons dans le chapitre 5 le mode`le que nous mettons en œuvre
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pour produire des communications situe´es entre des agents en interactions





Une des choses qui fait que l’on trouve
si peu de gens qui paraissent raisonnables
et agre´ables dans la conversation,
c’est qu’il n’y a presque personne
qui ne pense plutoˆt a` ce qu’il veut dire
qu’a` re´pondre pre´cise´ment a` ce
qu’on lui dit. (La Rochefoucauld)
Dans ce chapitre, nous nous inte´ressons a` la mode´lisation de communica-
tions situe´es dans des simulations virtuelles de gestion de crises ou` la dimension
e´motionnelle et sociale de l’interaction sont de´terminantes dans la gestion de
la situation.
Il s’agit d’offrir a` des utilisateurs de syste`me de re´alite´ virtuelle de nou-
veaux moyens d’interactions capables de renforcer la notion de pre´sence so-
ciale.
Cet objectif ne peut eˆtre atteint qu’avec la prise en compte d’une part du
contexte de la situation d’interaction, et d’autre part de ces me´canismes socio-
cognitifs comme la re´flexivite´ et l’indexicalite´ dans les interactions sociales.
Nous pre´sentons dans ce chapitre, notre mode`le d’interaction sociale (sec-
tion 5.1 ) que nous avons imple´mente´ dans notre plateforme de re´alite´ virtuelle
afin de prendre en compte cette dimension sociale et e´motionnelle de l’inter-
action.
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5.1 Les communications situe´es
La re´alite´ virtuelle offre un support ide´al pour la simulation des compor-
tements humains.
Plusieurs travaux se sont inte´resse´s a` la mode´lisation d’agents virtuels ca-
pables de produire des interactions conversationnelles avec des utilisateurs
humains.
Ces agents sont apparus dans diffe´rents roˆles selon les domaines d’applica-
tions comme :
– les agents pe´dagogiques pour la formation (Rickel and Johnson, 1999;
Rety et al., 2003) ;
– les agents conversationnels pour le web (Lester et al., 2000; Pele´ et al.,
2003) ;
– les agents pre´sentateurs de kiosques (Gustafson et al., 1999) ;
– les agents conseillers me´dicaux (Pelachaud et al., 2002).
Ces travaux adoptent des approches base´es sur des traitements repre´sen-
tationnels de l’information ou` l’agent dispose ge´ne´ralement de mode`les analy-
tiques de perception, de´cision et action pour interagir avec l’utilisateur.
Nous pensons que ces approches atteignent vite des limites conceptuelles
non par rapport a` leurs me´thodes de traitement mais essentiellement a` cause
de la nature repre´sentationnelle des mode`les de l’Intelligence Artificielles et des
the´ories classiques des Sciences Cognitives. En effet, ces mode`les s’inscrivent
habituellement dans une logique de´terministe qui associe un sens unique ou
une signification pre´de´finie aux e´le´ments lors des processus de traitements.
L’usage de tels mode`les s’ave`re inefficace pour mode´liser des syste`mes com-
plexes ou` le processus de´cisionnel est e´troitement lie´ a` l’interpre´tations des
e´le´ments contextuels de la situation.
Ces limites the´oriques peuvent disparaˆıtre avec des approches issues de cou-
rants constructivistes, connexionnistes ou post-structuralistes. Ces approchent
repensent la relation univoque qui existe entre un signifiant (e´le´ment ou objet
d’un contexte particulier) et son signifie´ (sa signification pour l’action).
Ils proposent une vue plus dynamique et plus instable de cette relation
ou` signifiants et signifie´s sont en relation mutuelle permanente. Le sens d’un
e´le´ment n’est donc pas pre´de´fini (spe´cifie´ selon un sens unique) mais de´termine´
en fonction de sa relation avec les autres e´le´ments contextuels.
Un simple changement de l’univers (au niveau d’un signifiant) entraˆıne
e´videmment un changement global sur tous les autres e´le´ments ope´rant ainsi
une transformation globale sur l’interpre´tation et le sens commun.
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Fig. 5.1 – L’e´mergence du sens selon que l’on s’adresse aux approches
repre´sentationnelles ou constructivistes.
5.1.1 Approche pour des communications situe´es
Nous nous proposons dans nos travaux de de´velopper un syste`me de re´alite´
virtuelle capable de prendre en compte une partie de ces me´canismes naturels
des communications humaines et ainsi offrir un cadre permettant aux utilisa-
teurs d’engager des communications ’situe´es’ lors des interactions virtuelles.
Pour cre´er une interaction situe´e en univers virtuel, nous avons de´veloppe´
un mode`le d’interaction sociale et e´motionnelle qui cre´e des couplages entre
l’expression des diffe´rents utilisateurs.
Ce mode`le permet d’une part a` l’utilisateur de controˆler ’naturellement’
son avatar, et d’autre part d’enrichir les actions de´cide´es par l’utilisateur par
des comportements non intentionnels compatibles avec les re`gles d’interactions
sociales comme celles de la gestion du dialogue, de la proxe´mique, etc.
Il offre la possibilite´ de comple´ter les actions des utilisateurs par des com-
portements non intentionnels chez son avatar comme :
– la production d’expressions gestuelles lors du dialogue pour accompagner
le discours de l’utilisateur ;
– la production d’expressions e´motionnelles qui traduisent les e´tats in-
ternes de l’avatar ;
– la production de hochements automatiques de la teˆte lors de l’audition ;
– la distribution automatique du regard entre les diffe´rents interlocuteurs
lord de la locution ;
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– l’orientation automatique du regard a` la rencontre de nouveaux avatars ;
– le changement dynamique des postures et des animations en fonction du
contexte de l’interaction.
Ne´anmoins, les utilisateurs peuvent intentionnellement ’prendre la main’
sur ces comportements non intentionnels et par exemple autoritairement obli-
ger l’avatar a` fixer un interlocuteur particulier lors d’un dialogue.
Le mode`le d’interaction sociale offre e´galement des possibilite´s d’effectuer
naturellement des actions intentionnelles capables de renforcer l’engagement
e´motionnel et social comme :
– l’usage du langage naturel pour communiquer avec les autres utilisa-
teurs ;
– l’usage des gestes de´ictiques pour renforcer les me´canismes indexicaux
des communications humaines ;
– la direction intentionnelle du regard pour faciliter le repe´rage dans l’uni-
vers virtuel et la de´signation des directions, des personnes, etc. ;
– les actions volontaires comme les de´placements dans l’environnement qui
permettent de reproduire les normes culturelles de proxe´mique ;
– la gestion des tours de paroles en groupe.
Fig. 5.2 – Cadre situe´ pour les interactions engage´es en univers virtuel.
Cette architecture de controˆle des comportements a e´te´ conc¸ue pour :
– D’une part, permettre de ne pas surcharger cognitivement l’utilisateur
en lui demandant en permanence de spe´cifier ses expressions gestuelles
ou corporelles ;
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– D’autre part, pour permettre a` l’utilisateur de ’reprendre la main’ sur
son avatar et par exemple imposer une direction de regard vers un in-
terlocuteur particulier.
Un des points importants de cette recherche a e´te´ de trouver une articula-
tion ’naturelle’ entre ces deux types de controˆle.
Le de´tail des me´canismes d’interactions mis en œuvre dans ce mode`le est
de´crit dans la suite de ce chapitre.
5.2 Les communications intentionnelles
Pouvoir reproduire en univers virtuel les normes conversationnelles de la
communication verbale constitue un pre´alable pour renforcer la sensation d’im-
mersion sociale, e´motionnelle et culturelle dans les interactions en univers vir-
tuel.
Nous exposerons dans ce qui suit les solutions choisies pour renforcer les
moyens d’interaction et le caracte`re situe´ des communications.
5.2.1 Usage du langage naturel
L’expression para verbale a des incidences importantes sur l’impact conver-
sationnel.
Les marqueurs comme la vitesse d’e´locution, l’intensite´ vocale, la hauteur
de la voix (” pitch ”), les intonations (ou courbes me´lodiques obtenues par
variation de la hauteur de la voix) sont des indices fondamentaux pour l’in-
terpre´tation des actes de communication (Cappella, 1985).
Ces informations sont par exemple utilise´es pour communiquer ou in-
terpre´ter nos e´tats e´motionnels ainsi que pour identifier les traits de person-
nalite´ de l’utilisateur (38% des e´motions d’une communication sont ve´hicule´es
par les e´le´ments vocaux) (Mehrabian, 1981).
Les re´fe´rences langagie`res indexicales ou de´ictiques (’je’, ’tu’, ’ici’, ’la`-bas’,
’demain’, etc.) sont e´galement des e´le´ments du discours qui, pour eˆtre correc-
tement interpre´te´s, doivent faire re´fe´rence au contexte de l’e´nonciation. L’in-
terpre´tation et la compre´hension d’une situation sont e´troitement lie´es au sens
et aux re´fe´rences spatiales que nous associons a` ces de´ictiques.
C’est avec l’objectif de reproduire ces modes d’expression que notre plate-
forme permet aux utilisateurs de dialoguer en re´seau a` travers des microphones
et de communiquer en utilisant le langage naturel. L’expression verbale des
avatars est synchronise´e avec la production de sons par les acteurs humains.
Nous verrons plus loin que les expressions e´motionnelles sont ajoute´es a` ces
expressions verbales en fonction du contexte. Ainsi chacun peut s’exprimer
naturellement selon son histoire, sa culture et ses expe´riences passe´es.
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5.2.2 Usage des gestes indexicaux
Les gestes de´ictiques permettent de de´signer une personne, un objet, un ni-
veau ou une direction. Ils peuvent, selon leurs modalite´s (amplitude, pointage,
direction du regard) entraˆıner le de´placement de l’attention de l’utilisateur
vers un focus d’inte´reˆt.
Ces gestes sont parfois effectue´s de fac¸on inconsciente pour accompagner
un discours ou orienter vers une direction mais le plus souvent on a recours a`
ce type de gestes de fac¸on intentionnelle pour insister sur un discours ou pour
confirmer un sens.
L’utilisation des expressions gestuelles de´ictiques est un me´canisme na-
turel de communication non verbale que nous utilisons dans nos interactions
quotidiennes pour nous orienter dans l’univers et construire du sens.
Afin de permettre aux utilisateurs de reproduire ces de´ictiques en uni-
vers virtuel, nous avons de´veloppe´ une interface de pointage intuitive base´e
sur l’usage d’une manette de controˆle 3D.
Cette interface permet d’orienter un geste de´ictique vers n’importe quelle
direction dans l’espace virtuel. Notre mode`le d’interaction sociale se charge
d’associer une direction a` ces de´ictiques oriente´e vers la direction du regard
(figure 5.3).
Fig. 5.3 – Exemples d’expressions gestuelles indexicales.
On remarque que la direction du regard est cohe´rente avec la direction
du de´ictique (comportement automatique ge´ne´re´ par le mode`le d’interaction
sociale).
Ce couplage assez naturel et souple de l’orientation dans un espace virtuel
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est tre`s semblable aux situations de repe´rage en re´alite´ ou` nous sommes amene´s
inconsciemment a` orienter le regard vers la direction que nous cherchons a`
pointer par la main.
Notre mode`le controˆle e´galement la direction du regard des interlocuteurs
en fonction du contexte (situation de dialogue, statut social des interlocuteurs,
etc.).
Par exemple, dans une situation de dialogue professionnel, la direction
des regards des interlocuteurs sera automatiquement oriente´e vers la direction
indique´e par le bras du locuteur produisant le de´ictique.
On peut remarquer que si cette action socialement organise´e n’est pas pro-
duite, le locuteur pourrait interpre´ter ce non respect des conventions sociales
comme une marque de de´sinte´reˆt ou de pre´occupation de la part de son inter-
locuteur.
5.2.3 La direction du regard
Le regard repre´sente une forme de communication a` la fois puissante et
directe dans les e´changes inter-humains (Leathers, 1997).
Dans les interactions sociales en univers virtuel, pouvoir controˆler la di-
rection du regard permet aux utilisateurs de transmettre plus de sens dans
leurs e´changes. Ainsi, la direction du regard peut eˆtre utilise´e pour indiquer
des directions et e´viter le langage naturel dans des environnements bruyants.
Dans une situation de dialogue le meˆme regard peut eˆtre ’fuyant’ ou ’in-
sistant’ et transmet des messages a` chaque fois diffe´rents et nouveaux.
Sa dure´e et son orientation e´galement obe´issent a` des re`gles pre´cises tota-
lement inconscientes (La France and Mayo, 1976).
Les travaux de (Kendon, 1967) ont e´galement souligne´s l’importance de
la direction du regard dans la re´gulation des tours de parole lors des conver-
sations.
Cette gestion des tours de parole dans une communication entre un groupe
de personnes rele`ve des caracte´ristiques essentielles d’une conversation. Elle est
caracte´rise´e par plusieurs aspects qui rele`vent de la culture de chacun (Sacks
et al., 1974).
Ainsi le temps qui se´pare les tours de parole (ou ’gap’) peut eˆtre un indice
contextuel important dans une conversation que les interlocuteurs exploitent
pour prendre la parole.
Un autre phe´nome`ne de la gestion des tours de paroles est le chevauchement
(’overlap’) qui est plus ou moins tole´re´ et diversement interpre´te´ selon les
habitudes et traditions culturelles de chacun.
D’autres aspects du fonctionnement des tours de paroles comme l’ordre des
tours, leurs longueurs ainsi que les techniques mises en œuvre pour la prise du
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tour sont e´galement des e´le´ments contextuels importants dans le re´alisme des
interactions langagie`res.
Cette gestion des tours de paroles peut eˆtre utilise´e par les interlocuteurs
soit pour introduire le nouveau locuteur soit pour implicitement exprimer une
intention, une marque d’inte´reˆt ou de de´sinte´reˆt, etc. Il est donc essentiel de
permettre en univers virtuel a` des utilisateurs de reproduire des comporte-
ments adapte´s a` leurs normes sociales et culturelles.
Dans notre mode`le d’univers virtuel, la direction du regard est controˆle´e
par un double me´canisme :
– Elle est oriente´e par le mode`le d’interaction sociale (en fonction du
contexte de la situation). Un module spe´cialise´ de´tecte la localisation
des diffe´rents interlocuteurs, leur statut social et leurs e´tats e´motionnels
afin de produire une alternance du regard entre les diffe´rents avatars en
co-pre´sence.
– Elle peut e´galement eˆtre intentionnellement oriente´e par les acteurs hu-
mains (graˆce a` la rotation de la manette de commande). L’utilisateur
reste libre de prendre le controˆle de son avatar afin d’orienter son regard
pendant son discours vers une personne particulie`re (avatar) transmet-
tant ainsi des indices contextuels supple´mentaires pour l’interpre´tation
de la situation (discours adresse´ a` une personne en particulier par exem-
ple)(figure 5.4).
5.2.4 La proxe´mique
La fac¸on de se positionner dans une interaction est e´galement un e´le´ment
tre`s significatif lors d’un e´change humain.
La ’bonne distance’ a` adopter, dans une situation donne´e, vis-a`-vis de son
partenaire d’interaction est e´troitement lie´e au contexte de la situation mais
e´galement de la conception culturelle que les interlocuteurs se font de cette
distance (Scheflen and Ashcraft, 1976).
Les travaux de (Hall, 1966) distinguent quatre zones de communication :
– la zone ’intime’ (entre 15 et 45 cm)1 : les personnes qui se trouvent a`
cette distance sont souvent tre`s lie´es et les conversations deviennent sou-
vent plus faciles et spontane´es.
– la zone ’personnelle’ (entre 45 cm et 1,20 m) : indique en ge´ne´ral une
bonne entente entre les interlocuteurs. Il est important de noter que 1,20
me`tres est, de fac¸on approximative, la distance maximale a` laquelle on
1Les distances associe´es a` ces zones sont donne´es a` titre approximatif et varient selon les
cultures.
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Fig. 5.4 – Controˆle intentionnel de la direction de regard.
peut toucher une personne en allongeant un bras. On retrouve cette dis-
tance dans les relations professionnelles, voire amicales ;
– la zone ’sociale’ (entre 1,20 m et 3,50 m) : elle marque le statut social
de chacun. Elle implique un certain de´tachement et dans certains cas
cette distance indique une supe´riorite´ sur le plan hie´rarchique d’un des
interlocuteurs ;
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– la zone ’publique’ (> 3,50 m) : elle n’est utilise´e qu’en pre´sence d’un
grand nombre de personnes. La communication est souvent unidirec-
tionnelle (ou presque).
En permettant en univers virtuel aux utilisateurs de placer eux-meˆmes
leurs avatars en situation de dialogue, nous contribuons ainsi a` reproduire les
me´canismes naturels de proxe´mique adopte´s dans notre vie quotidienne et qui
sont e´galement e´troitement lie´s a` la culture de chacun.
5.3 Les communications non intentionnelles
Les comportements non intentionnels produits par notre mode`le d’interac-
tion sociale concernent les postures, les expressions gestuelles et les expressions
faciales que les interlocuteurs utilisent pour donner de la consistance a` leurs
interactions e´motionnelles et sociales.
Des e´tudes ont montre´ que 65% des informations e´change´es durant une
interaction en face a` face sont exprime´es de fac¸on non verbale (Argyle, 1975).
Les interactions non verbales, perc¸ues inconsciemment, sont essentielles
pour donner sens a` la situation.
5.3.1 Gestualite´ lors du dialogue
Les gestes sont tre`s utilise´s dans les communications humaines pour trans-
mettre du sens et accompagner le discours.
De nombreux travaux de classification des gestes ont e´te´ pre´sente´s dans
la litte´rature (McNeill, 1992; Kendon, 1988; Nespoulos and Lecours, 1986;
Le Breton, 1998).
Notre objectif n’est pas de reproduire de fac¸on re´aliste l’ensemble de ces
gestes mais d’en se´lectionner une partie qui soit pertinente pour notre situa-
tion expe´rimentale et analyser dans quelle mesure les utilisateurs, en situation
d’interaction sociale, peuvent en temps re´el exploiter cette information et ainsi
re´aliser des ’couplages’ dynamiques qui ont un sens par rapport a` leurs objec-
tifs.
Afin de produire chez nos avatars une gestualite´ lors du discours, nous
conside´rons parmi les principales classes de gestes identifie´s :
– les gestes ’expressifs’ qui traduisent l’affectivite´ du sujet au fil de son
e´coute ou de sa parole ;
– les gestes ’rythmiques’ qui scandent l’e´nonce´ sans ajouter du sens au
discours ;
– les gestes de ’re´gulation’ qui contribuent a` maintenir le contact entre les
interlocuteurs ;
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Le choix de ces classes de gestes est dicte´ par la difficulte´ technique lie´e a`
l’identification en temps re´el du sens des phrases prononce´es par l’utilisateur
lors de l’interaction.
En effet, ces classes de gestes choisis sont moins de´pendantes du discours
prononce´ (contrairement aux gestes descriptifs par exemple qui accompagnent
le discours) et peuvent donc eˆtre mode´lise´es dans notre univers virtuel par des
animations ge´ne´riques.
Dans notre mode`le, nous prenons e´galement en compte le fait que la pro-
duction de ces gestes est influence´e par les dimensions de la personnalite´ d’un
individu.
Par exemple, une personne extravertie aura tendance a` produire plus de
gestes expansifs qu’une personne introvertie (Gallaher, 1992).
Le mode`le ainsi mis en œuvre pour ge´ne´rer des expressions gestuelles chez
nos avatars lors des situations de dialogue prend en compte la personnalite´
de´clare´e de l’avatar.
De ce fait, nous de´finissons une matrice MPG (g x n ) qui associe a` chaque
cate´gorie de gestes (g) et pour chaque dimension de la personnalite´ d’un indi-




γ11 γ12 · · · γ1n
γ21 γ22 · · · γ2n
· · · · · · · · · · · ·
γg1 γg2 · · · γgn


∀i ∈ [1, g], j ∈ [1, n] : γij ∈ [0, 1]
La matrice MPG imple´mente´e dans notre syste`me est donne´e par la matrice
suivante ou` chaque ligne repre´sente respectivement les gestes de re´gulation,
rythmiques et expressifs :
Dans un dialogue, chaque personnage exprime ces types de gestes de ma-
nie`re non intentionnelle mais la fre´quence de leurs apparitions varie selon sa
personnalite´.
Soit fi la fre´quence d’apparition d’une cate´gorie de gestes chez un avatar




γij .pj , ∀j ∈ [1, n] and ∀i ∈ [1, g].
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Le taux d’apparition τgestes de chaque cate´gorie de gestes pendant le dis-




∀i ∈ [1, g]
Ainsi, un avatar avec une personnalite´ ’consciencieuse’ aura par exemple
tendance a` exprimer des gestes de re´gulation pour maintenir le contact avec
ses interlocuteurs. Un autre avatar de´crit comme ’agre´able’ et sociable aura
plus tendance a` exprimer des gestes expressifs lors de son discours.
La vitesse d’animation de ces gestes est e´galement prise en compte par
notre mode`le. Cette vitesse est couple´e a` la valeur du facteur stress de l’ava-
tar.
5.3.2 La notion de stress dans le comportement
Le stress caracte´rise la re´action de l’organisme a` une sollicitation exte´rieure
juge´e ’ne´gative’. Cette re´action de l’organisme a pour conse´quence une mo-
bilisation physiologique et/ou psychique qui influence la perception et l’in-
terpre´tation d’une situation donne´e (Franken, 1994).
L’objectif de cette prise en compte du facteur stress est de mode´liser le
couplage entre les e´motions calcule´es par le mode`le e´motionnel et les re´actions
comportementales intentionnelles et non intentionnelles (produites par le mo-
de`le d’interaction sociale) de l’avatar.
A ce jour, aucun mode`le unifie´ ne permet de donner une de´finition pre´cise
a` la notion de stress et a` ses causes (Selye, 1982). Par contre, beaucoup de
travaux s’accordent pour conside´rer le stress comme un e´tat ge´ne´re´ par les
e´motions ressenties et qui influence la perception et les comportements.
Pour mode´liser le stress d’un avatar, nous supposons qu’il existe une re-
lation entre les e´motions et le stress. E´tant donne´ que le calcul des e´motions
est influence´ par la personnalite´ et l’humeur, le facteur stress prend ainsi en
compte l’ensemble des notions aborde´es dans notre mode`le.
Nous mode´lisons cette relation par un vecteur MES (Matrice de l’influence
des Emotions sur le Stress) a` m dimensions qui contient les valeurs d’influences
de chaque e´motion sur le stress.
MES =
(
σ1 σ2 · · · σm
)
∀i ∈ [1,m] : σi ∈ [0, 1]. (5.1)
Le vecteur suivant donne un exemple d’un vecteur MES a` 4 dimensions.
Chaque valeur repre´sente le poids d’influence d’une e´motion (4 e´motions con-
side´re´e dans notre mode`le) sur le facteur stress.
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La valeur du stress d’un avatar est calcule´e par :
stress =
∑m
i=1 ei × σi∑m
i=1 σi
(5.2)
Ainsi, un avatar dont le mode`le e´motionnel identifie les e´motions ressenties









 ; MES =
(
0.3 0.5 0.7 0.9
)
(5.3)
Cet avatar se retrouve avec un niveau de stress estime´ a` 71% par notre mode`le
d’interaction sociale comme :
stress =
(0.75× 0.3) + ...+ (0.89× 0.9)
0.3 + 0.5 + 0.7 + 0.9
= 0.71 (5.4)
Ce niveau de stress influence les comportements automatiques ou non in-
tentionnelles d’un avatar comme ses expressions gestuelles, ses animations
(de´placements, postures, etc.) et ses hochements de teˆte.
Pour les expressions gestuelles, le mode`le d’interaction sociale module la
fre´quence d’animation des gestes produits en fonction du niveau de stress es-
time´. .
Ainsi, plus un avatar est stresse´ et plus il aura tendance a` produire des
expressions gestuelles rapides lors de son discours. Inversement, plus un ava-
tar est calme et plus ses expressions gestuelles seront anime´es a` une vitesse
mode´re´e.
Cette relation d’influence entre la fre´quence des expressions gestuelles et
le niveau de stress est exprime´e dans notre mode`le par :
Freq{Geste} = ψ × stress (5.5)
avec :
– Freq{Geste} : La fre´quence d’animation du geste.
– ψ : facteur utilise´ pour adapter l’animation selon le taux d’affichage des
frames dans le syste`me de re´alite´ virtuelle.
Ce couplage permanent entre la production d’expressions corporelles, le
stress et la personnalite´ de l’avatar permet de penser que les interactions vir-
tuelles engage´es peuvent eˆtre ’situe´es’.
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5.3.3 Postures et animations
La posture est une notion essentielle dans l’interpre´tation des comporte-
ments humains.
Comme les travaux de (Mehrabian, 1972) l’ont souligne´s, la posture d’une
personne renseigne sur son e´tat psychologique.
Dans nos travaux, notre mode`le d’interaction sociale module de fac¸on au-
tomatique les postures et animations d’un avatar selon son niveau de stress
calcule´ (lequel est e´value´ en permanence en fonction du contexte de la situa-
tion, de la personnalite´ de l’utilisateur et de ses e´tats e´motionnels.).
Par exemple, un avatar qui marche dans une direction dangereuse (source
de flammes dans l’univers par exemple) peut voir son niveau de stress aug-
menter (en fonction de la personnalite´, du statut social, etc.). Imme´diatement,
notre mode`le d’interaction va modifier sa de´marche pour la rendre compatible
avec celle d’une personne stresse´e.
Le tableau 5.1 donne un aperc¸u de quelques variations dynamiquement
apporte´es par le mode`le d’interaction sociale a` une animation de marche selon
le niveau de stress estime´ de l’avatar.
Description de l’animation de marche Fre´quence de l’animation
De´marche tranquille ψ1× stress
De´marche tranquille mais acce´le´re´e ψ2× stress
De´marche stresse´e ψ1× stress
De´marche tre`s agite´e ψ2× stress
Tab. 5.1 – Exemple d’une adaptation permanente de la de´marche d’un avatar
selon son niveau de stress. (Avec : ψ2 > ψ1)
L’adaptation permanente du comportement des avatars a` leurs e´tats e´mo-
tionnels ainsi qu’a` celui des autres acteurs en interaction nous permet de si-
muler des effets de propagation d’e´tats e´motionnels ainsi que l’e´mergence de
conduites collectives.
C’est ce couplage re´flexif permanent entre les acteurs de l’univers virtuel
qui, comme l’a montre´ l’approche ethnome´thodologique, peut assurer la consis-
tance sociale du dispositif (pre´sence sociale).
Ce couplage n’est e´videmment que partiel par rapport a` la re´alite´ puisque
les interactions sociales sont en partie sous le controˆle de notre mode`le. L’ob-
jectif de notre expe´rimentation (chapitre 7) sera d’e´valuer dans quelle mesure
les acteurs seront capables d’inte´grer de fac¸on re´flex la dimension e´motionnelle
des acteurs avec lesquels ils interagissent.
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5.3.4 Expression faciale
Le visage est conside´re´ comme l’espace le plus expressif de tout le corps hu-
main. D’apre`s Knapp (Knapp, 1978), il est le premier outil de communication
des e´motions lors des interactions humaines et d’apre`s Mehrabian (Mehrabian,
1967), les expressions faciales fournissent 55% du sens lors des e´changes inter-
humains.
Nous avons, dans notre syste`me de re´alite´ virtuelle, un mode`le qui calcule
et maintient ces e´tats e´motionnels en fonction de l’interaction de l’utilisateur
dans le dispositif, de sa personnalite´ de´clare´e et de son humeur estime´e (El Jed
et al., 2004).
Ce mode`le permet de ge´ne´rer de fac¸on automatique des expressions faciales
en adaptant de fac¸on permanente des textures optimise´es pour exprimer les
diffe´rents e´tats e´motionnels au visage des personnages virtuels (figure 5.5).
Fig. 5.5 – Exemples d’expressions e´motionnelles chez un avatar : une e´motion
de de´ception et une e´motion de satisfaction.
Le mode`le e´motionnel permet e´galement d’exprimer des mouvements la-
biaux en accord avec la vitesse d’e´locution ainsi que des mouvements de sour-
cils en fonction de la hauteur de la voix (’pitch’) dans le discours (Chovil,
1992).
Ces expressions faciales participent a` l’expression e´motionnelle globale du
personnage (figures 5.6 et 5.5 ).
Le module des expressions labiales ne permet a` ce jour une parfaite syn-
chronisation labiale (une parfaite co-articulation avec le discours) mais assure
seulement des mouvements labiaux coordonne´es par la cadence de l’e´nonce´.
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Fig. 5.6 – Exemples d’expressions labiales lors d’une e´locution.
5.3.5 Hochement de teˆte
Le hochement de teˆte peut signifier (en fonction des cultures) l’affirmation,
la compre´hension ou l’approbation.
Les hochements de teˆte sont des mouvements automatiques qui sont pro-
duits chez nos avatars essentiellement dans un contexte de dialogue.
Par exemple, lorsqu’un avatar joue un roˆle d’auditeur dans une conversa-
tion a` plusieurs, le mode`le d’interaction sociale de´clenche automatiquement des
hochements de teˆte pour rajouter des e´le´ments contextuels supple´mentaires
a` l’interaction nous permettant d’espe´rer maintenir une forme de couplage
re´flexif entre l’auditeur et son interlocuteur.
Ce comportement automatique, lorsqu’il est perc¸u par l’interlocuteur per-
met a` ce dernier de se savoir e´coute´ et renforce ainsi son niveau d’immersion
sociale.
Aucun mode`le dans la litte´rature ne permet a` ce jour de de´finir la re-
lation entre les hochements de teˆte et les caracte´ristiques du contexte de la
situation comme la personnalite´ d’un individu, son degre´ de stress, le statut
social du locuteur, etc.
Notre faible connaissance de ces me´canismes des hochements de teˆte nous
pousse a` supposer l’existence d’une relation entre les proprie´te´s des hoche-
ments de teˆte comme la vitesse du mouvement, son amplitude, son rythme,
etc. et certaines proprie´te´s du contexte de la situation comme le sens d’une
discussion, le roˆle social de l’interlocuteur, le niveau de stress de l’individu, etc.
Pour mode´liser cette relation, nous supposons que la vitesse d’animation
des hochements de teˆte chez un avatar de´pend de son degre´ de stress et que
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le rythme de ces hochements est fonction de sa personnalite´ de´clare´e.
Freq{Hochement} = ψ × stress (5.6)
Rythme{Hochement} = ϕ.P (5.7)
avec :
– Freq{Hochement} : La fre´quence d’animation du mouvement de hoche-
ment de teˆte.
– ϕ.P : Un rythme d’animation du hochement de teˆte qui diffe`re d’un ava-
tar a` un autre selon la personnalite´ de´clare´e.
Cette mode´lisation, bien qu’elle soit re´ductrice par rapport a` la complexite´
des me´canismes de production du hochement, nous permet d’imple´menter a`
minima certains couplages importants lors des dialogues tels que l’approbation
du discours par l’auditeur ou encore la signification au locuteur de son e´coute.
5.4 Conclusion
Dans ce chapitre, nous avons de´crit un mode`le pour l’interaction sociale
en univers virtuel. Ce mode`le permet de coupler les comportements non in-
tentionnels exprime´s par les avatars en accord avec les actions intentionnelles
de´cide´es par les utilisateurs qui les controˆlent et du contexte de leurs situations.
Notre objectif est d’essayer de reproduire en univers virtuel des interactions
sociales, e´motionnelles et culturelles proches de la re´alite´. Notre intention n’est
pas de valider le mode`le e´motionnel et social mais de tester si le re´sultat de
l’interaction obtenu produit chez les avatars des comportements suffisamment
cre´dibles pour engager l’utilisateur dans une immersion sociale et culturelle a`
travers des modalite´s verbales et non verbales.
Cette mode´lisation e´motionnelle et sociale en univers virtuel, du fait de son
caracte`re analytique, risque e´videmment d’induire une ’mauvaise’ re´flexivite´
dans l’interaction voire des incompre´hensions entre les utilisateurs.
Ne´anmoins, nous ferons l’hypothe`se que les utilisateurs peuvent en par-
tie ”s’approprier” les comportements autonomes de leurs avatars et re´tablir
e´ventuellement le sens commun de la situation pour produire des interactions
cohe´rentes et significatives.






Architecture de la plate-forme
Deviens ce que tu es.
Fais ce que toi seul peut faire
(Friedrich Nietzsche)
Nous de´crivons dans ce chapitre quelques aspects techniques de notre plate-
forme de re´alite´ virtuelle. Cette plate-forme s’appuie sur la technologie des
syste`mes multi-agents pour repre´senter les interactions entre les agents.
Dans un premier temps, nous de´crivons a` la section 6.1 l’architecture in-
formatique de nos agents. Puis, nous pre´sentons a` la section 6.2 un aspect
fonctionnel de cette architecture pour l’identification du contexte de l’interac-
tion. A la section 6.3, nous donnons quelques exemples d’interactions sociales
possibles dans notre environnement.
Finalement, nous pre´sentons a` la section 6.4 quelques aspects du de´velop-
pement de notre univers virtuel. Ce de´veloppement s’appuie sur des techniques
d’animations, de mode´lisation et de rendu 3D que nous utilisons pour cre´er
un univers suffisamment ’cre´dible’ pour produire des interactions situe´es.
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6.1 Architecture d’un agent
Selon la technologie multi-agents, plusieurs entite´s (appele´es agents) re´a-
lisent chacune une taˆche spe´cifique, interagissent et communiquent entre elles
pour assurer la cohe´rence, la comple´tude et la correction d’une activite´ globale.
Notre environnement de re´alite´ virtuelle repre´sente donc un syste`me multi-
agents ou` chaque avatar en interaction est un agent poursuivant un but local :
comple´ter les actions intentionnelles de´cide´es par l’utilisateur par un compor-
tement social et e´motionnel adapte´ au contexte de la situation afin d’ame´liorer
sa cre´dibilite´ et engager davantage l’utilisateur dans l’interaction.
Il doit pour cela percevoir son contexte de l’interaction, coordonner ses
actions et communiquer avec les autres agents de l’univers. Son architecture
doit permettre d’inte´grer de manie`re cohe´rente et efficace un ensemble de capa-
cite´s comme la perception, le processus de´cisionnel et finalement la production
d’action qu’elle soit intentionnelle ou automatique.
L’architecture ge´ne´rale de chaque agent est donne´e par la figure 6.1 :
Fig. 6.1 – Architecture ge´ne´rale d’un agent repre´sentant un avatar.
Cette architecture est compose´e de :
– Un module pour la perception et l’identification du contexte
d’interaction qui permet a` chaque agent de percevoir l’e´tat du monde
qui l’entoure et d’identifier le contexte de l’interaction a` laquelle est situe´
l’utilisateur (ex : en dialogue, action, etc.).
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– Un module pour la perception des e´motions. Il maintient a` jour
les e´tats e´motionnels d’un agent en fonction de ses perceptions depuis
l’environnement, ses anciens e´tats e´motionnels, sa personnalite´ et son
humeur. Ces e´tats e´motionnels influencent le comportement de l’agent
ainsi que sa perception du contexte de sa situation.
– Un module pour la production d’un comportement a` la fois so-
cial et e´motionnel en fonction des e´le´ments contextuels perc¸us. Il de´finit
la re´action de l’agent en fonction de ses perceptions et de l’action cou-
rante de´cide´e par l’utilisateur.
Cette architecture est conc¸ue de fac¸on modulaire c’est a` dire qu’elle favorise
l’ame´lioration, l’ajout et la re´utilisation des modules.
Nous allons dans ce qui suit nous inte´resser aux principaux modules de
cette architecture.
6.1.1 Le module de perception
La capacite´ de perception d’un agent lui permet d’acque´rir des informa-
tions sur son environnement et sur lui-meˆme. Dans le cadre des agents de
notre dispositif de re´alite´ virtuelle, ce module de perception assure a` l’agent
de de´tecter les objets a` proximite´ et de reconnaˆıtre les agents (affiliation, roˆle
social, etc.) avec qui il entre en interaction. Le syste`me perceptif d’un agent
est continuellement excite´ par des stimuli provenant de l’environnement d’in-
teraction et du controˆle de l’utilisateur.
La conception de l’architecture du module de perception s’effectue selon
deux approches : une approche fonctionnelle dite e´galement classique et une
approche comportementale dite ’oriente´e comportement’.
Dans une approche classique, la perception de l’environnement est souvent
vue comme un processus ope´rant une fusion des informations provenant de plu-
sieurs syste`mes perceptifs afin d’e´laborer et mettre a` jour une repre´sentation
symbolique de l’environnement (figure 6.2). Ce type d’architecture est aujour-
d’hui relativement de´suet a` cause de la complexite´ de mode´lisation des envi-
ronnements (essentiellement ouverts et dynamiques) et des limites atteints par
l’approche symbolique de l’Intelligence Artificielle dite classique.
L’architecture du module de perception est donc conc¸ue selon une ap-
proche ’oriente´e comportement’ (figure 6.3).
Cette approche trouve ses origines dans des the´ories sur l’intelligence (Minsky,
1988) et la robotique de la fin des anne´es 80 (Brooks, 1986; Maes, 1989; Arkin,
1989). Elle propose la notion de perception modulaire ou perception ’oriente´e
action’. Le syste`me perceptif est ainsi compose´ de diffe´rents sous-syste`mes per-
ceptifs spe´cialise´s, qui extraient l’information pertinente pour de´clencher un
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Fig. 6.2 – Approche classique pour la perception.
Fig. 6.3 – Approche ’oriente´e-comportement’ pour la perception.
comportement spe´cifique.
L’agent ne dispose ainsi d’aucune repre´sentation globale sur son environne-
ment mais identifie juste les informations ne´cessaires a` l’activation de compor-
tements spe´cifiques. Le comportement global de l’agent re´sulte de l’interaction
des comportements qui le composent.
Cette architecture permet de prendre en compte le fait qu’un avatar peut
re´pondre a` diffe´rents stimuli et mener plusieurs actions en paralle`le (comme
par exemple tourner la teˆte en continuant a` marcher ou encore distribuer le
regard, effectuer des expressions gestuelles, des mouvements labiaux, etc. lors
d’un dialogue).
Cette approche de conception du syste`me perceptif a l’avantage d’eˆtre
re´active et beaucoup moins couˆteuse en terme de traitement d’informations
qu’une approche classique qui ope`re une fusion des informations pour e´laborer
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et mettre a` jour une repre´sentation unique de l’environnement.
Elle est de plus tre`s modulaire et e´volutive c’est a` dire que l’ajout ou la
suppression de nouveaux modules perceptifs ne perturbe en rien la fonction
globale du syste`me perceptif de l’agent.
6.1.2 Me´canisme de coordination
Le processus de de´cision d’un agent est architecture´ autour de modules
comportementaux s’exe´cutant en paralle`le.
Le proble`me inhe´rent a` ce type d’architecture est que les comportements
souhaite´s par les diffe´rents modules de perception (ou sous-syste`mes percep-
tifs) peuvent eˆtre conflictuels. Il est alors ne´cessaire d’ajouter un syste`me de
coordination capable de se´lectionner le ’bon’ comportement a` accomplir.
Deux types de me´canismes de coordination d’actions sont utilise´s (Pirja-
nian, 1999) : l’arbitrage et la fusion de commandes.
La fusion des commandes est e´galement appele´e la se´lection coope´rative.
Elle consiste a` choisir une action a` accomplir en prenant en compte les proposi-
tions d’actions de plusieurs syste`mes comportementaux. L’action ainsi choisie
repre´sente un compromis entre les diffe´rentes recommandations d’actions.
Cette strate´gie est particulie`rement adapte´e aux syste`mes a` base de champs
de potentiels. Par exemple, elle a e´te´ utilise´e par (Arkin, 1998) pour la naviga-
tion de robots autonomes. Chaque syste`me perceptif (sche`me moteur) propose
un vecteur d’action qui correspond a` la direction que doit prendre le robot.
La direction finale prise par le robot correspond a` un compromis entre les
diffe´rentes directions propose´es.
Un me´canisme de coordination base´ sur une solution d’arbitrage (appele´
e´galement solution compe´titive) se´lectionne un comportement juge´ pertinent
parmi plusieurs propositions de comportements.
Ce principe est utilise´ par l’architecture de subsomption (Brooks, 1986)
qui se´lectionne le comportement actif de plus haute priorite´ ou encore l’ar-
chitecture de Maes (Maes, 1989) qui se´lectionne le comportement juge´ le plus
pertinent en fonction du contexte.
Dans notre cadre d’application, une solution de coordination base´e sur
l’arbitrage apparaˆıt comme plus approprie´e puisqu’un avatar doit adopter un
comportement unique en fonction de son contexte d’interaction (par exemple
jouer un roˆle d’auditeur, de locuteur, etc.).
Dans ses travaux de the`se (Tyrrell, 1993), Tyrell a re´alise´ une comparaison
des me´canismes de se´lection de l’action pour diffe´rentes architectures base´es
sur les comportements. Il propose qu’une bonne architecture de se´lection d’ac-
tion doit posse´der un certain nombre de caracte´ristiques dont les principales
sont :
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– Motive´ : le syste`me comportemental se´lectionne´ doit correspondre a`
celui de plus forte motivation en fonction des objectifs.
– Interruptible : le syste`me comportemental courant doit pouvoir eˆtre
interrompu au profit d’un autre.
– Persistant : le syste`me comportemental en cours doit pourvoir conti-
nuer a` s’exe´cuter meˆme si d’autres syste`mes comportementaux peuvent
eˆtre e´ligibles (on e´vite ainsi l’oscillation entre plusieurs comportements).
– Opportuniste : un syste`me comportemental de moins forte priorite´
peut eˆtre se´lectionne´ le temps de satisfaire un objectif secondaire.
– Direct : le syste`me doit pre´fe´rer les actions qui me`nent directement a`
la satisfaction des objectifs par rapports aux autres.
– Conciliant : les actions se´lectionne´es doivent correspondre a` un com-
promis entre plusieurs solutions au lieu de satisfaire un seul objectif de
fac¸on optimale.
Dans notre syste`me, un arbitre est repre´sente´ par un module spe´cial ’Ges-
tionnaire de Contexte’ qui est charge´ de re´ceptionner les propositions d’actions
en provenance des diffe´rents modules de perception puis de choisir le compor-
tement le plus approprie´ a` activer parmi les modules comportementaux (fi-
gure 6.1).
Cette se´lection effective du comportement a` adopter se fait en associant des
priorite´s aux diffe´rents modules comportementaux. Selon les caracte´ristiques
de (Tyrrell, 1993), notre module de se´lection des actions apparaˆıt comme :
– Motive´ : le ’Gestionnaire de Contexte’ active le comportement le plus
prioritaire par rapport a` la situation. A titre d’exemple, nous fixons
l’ordre suivant pour les priorite´s des comportements a` adopter dans une
situation de dialogue (tableau 6.1). Ces priorite´s permettent de respecter
les re`gles du dialogue coope´ratif.
– Interruptible : chaque syste`me comportementale peut eˆtre interrompu
dans un de´lai ’raisonnable’ par rapport au temps de l’animation. Nous
avons donc dimensionne´ les temps d’exe´cution des comportements glo-
baux de fac¸on a` proposer un temps de de´clenchement acceptable.
Par exemple, un agent qui passe du statut d’auditeur a` celui de lo-
cuteur, doit interrompre dans un de´lai raisonnable son comportement
d’auditeur (regarder le locuteur, hocher la teˆte, etc.) afin de de´clencher
dans un temps acceptable un comportement de locution (distribuer le
regard alternativement entre les diffe´rents auditeurs, effectuer des ex-
pressions gestuelles au cours de sa parole, etc.).
– Persistant : un syste`me comportemental en cours continue a` s’exe´cuter
meˆme si un comportement de meˆme priorite´ est e´ligible. Par exemple, un
agent qui parle continue a` adopter un comportement de locuteur meˆme
si un autre e´ve`nement lie´ a` sa taˆche de meˆme priorite´ apparaˆıt. Nous
e´vitons ainsi une oscillation du syste`me comportemental entre plusieurs
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actions possibles.
– Conciliant : lorsque deux actions sont possibles, notre syste`me de se´-
lection d’action ope`re de fac¸on probabiliste en se´lectionnant au hasard
un comportement a` adopter. Cette strate´gie d’action permet d’assurer




3 Re´cepteur de de´ictique
4 Locuteur
5 E´metteur de de´ictique
Tab. 6.1 – Exemple d’ordre de priorite´s attribue´es a` certains comportements :
(1) faible priorite´, (5) forte priorite´.
Par exemple, lorsqu’un agent A de´tecte une situation de dialogue (un autre
agent B est entrain de lui parler), son module gestionnaire de contexte va ten-
ter de lui attribuer le comportement d’auditeur (juge´ approprie´ a` la situation).
Dans le cas ou` l’agent A est de´ja` entrain de parler (c’est-a`-dire que son e´tat
est identifie´ a` celui d’un ’locuteur’), l’arbitre doit de´cider de l’e´tat a` activer vu
que la situation est conflictuelle (l’agent est a` la fois locuteur et auditeur dans
ce dialogue). Il va ve´rifier l’ordre des priorite´s associe´s aux comportements de
locuteur (4) et d’auditeur (2).
E´tant donne´ que l’e´tat de ’locuteur’ est plus prioritaire, l’agent va conti-
nuer a` adopter un comportement de locuteur meˆme lorsqu’un autre agent est
entrain de lui parler.
Ce syste`me d’arbitrage nous permet e´galement d’attribuer, en cas d’am-
bigu¨ıte´, une meˆme priorite´ pour deux ou plusieurs comportements. Dans le cas
ou` plusieurs sous-syste`mes perceptifs tentent d’activer simultane´ment deux ou
plusieurs sous-syste`mes comportementaux, l’arbitre se´lectionne alors ale´atoi-
rement un comportement unique a` adopter. La re´action de l’avatar dans ce
cas est impre´visible.
6.1.3 Les modules comportementaux
Le roˆle du module comportemental est de controˆler le comportement d’un
agent en se´lectionnant les actions ade´quates en fonction de ses perceptions
(contexte de la situation) et des e´motions qu’il ressent.
L’architecture que nous proposons respecte le principe e´nonce´ par Brooks,
Steels et Arkin (Brooks, 1999; Steels, 1994; Arkin, 1998) sur les architectures
’oriente´es-comportements’ : le comportement global d’un agent doit e´merger de
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l’interaction entre des syste`mes comportementaux concurrents et coordonne´s,
qui correspondent a` des cycles perception-de´cision-action inde´pendants et qui
sont charge´s de re´aliser les grandes fonctionnalite´s de l’agent.
Les syste`mes comportementaux sont des modules capables d’assurer une
fonctionnalite´ particulie`re pour l’agent. Par exemple, pour ge´rer l’animation
de locuteur, un premier syste`me comportemental se charge d’orienter la teˆte
de l’agent vers les diffe´rents interlocuteurs, un second active les mouvements
labiaux de l’agent en fonction du discours de l’utilisateur qui le controˆle et
un dernier syste`me comportemental se charge de produire la gestualite´ corres-
pondante au discours.
Le mode`le comportemental que nous de´crivons permet de de´finir un com-
portement comme un ensemble de syste`mes comportementaux s’exe´cutant en
paralle`le ou se´quentiellement (figure 6.4).
Fig. 6.4 – Exemple d’une architecture d’un module comportemental.
L’avantage de cette architecture est sa modularite´ et son e´volutivite´. Il est
aise´ de faire e´voluer les comportements des agents en apportant des ame´lio-
rations a` leurs syste`mes comportementaux sans perturber le comportement
global de l’agent.
En faisant, par exemple e´voluer les me´canismes comportementaux per-
mettant d’activer les mouvements labiaux d’un agent, on peut ame´liorer la
synchronisation labiale sans perturber le comportement global du locuteur.
Le lancement d’un comportement de l’agent de´clenche une cascade de
re´actions des syste`mes comportementaux. Ce de´clenchement se fait selon une
strate´gie d’activation de`s que l’ensemble des actions de l’instant courant a e´te´
re´alise´. C’est la strate´gie qui permet de re´agir continuellement et le plus rapi-
dement a` l’environnement. Dans ce mode`le de comportement, nous supposons
que l’exe´cution d’un comportement prend un temps ne´gligeable par rapport a`
nos besoins.
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6.1.4 Adressage et communication
Les communications, dans les syste`mes multi-agents comme chez les hu-
mains, sont a` la base des interactions et de l’organisation.
Une communication peut eˆtre de´finie comme une forme d’action locale
d’un agent vers d’autres agents.
Dans notre dispositif de re´alite´ virtuelle, les agents virtuels communiquent
afin d’e´changer des informations sur leurs situations courantes dans le but de
se coordonner pour paraˆıtre cre´dibles et cohe´rents avec leurs contextes d’in-
teractions.
Lorsque l’utilisateur qui controˆle son avatar de´cide de prendre la parole
au sein d’un groupe, l’agent (repre´sentant l’utilisateur) manifeste cette in-
tention de communication verbale en informant les autres agents a` proximite´
et en communiquant son e´tat a` son module ’Gestionnaire de Contexte’ afin
d’adopter un comportement adapte´ a` ce nouveau contexte (un comportement
de locuteur en l’occurence).
Les agents recevant un message de notification vont a` leurs tours activer
leurs ’Gestionnaires de Contexte’ afin d’adopter des comportements d’audi-
teurs. Les communications ainsi engage´es se font suite aux commandes de
l’utilisateur ou a` une modification du contexte de l’interaction.
Selon le contexte de l’interaction, un agent peut adresser un message a`
l’ensemble des agents a` proximite´ (le groupe des agents en interaction) ou
bien envoyer un message unique vers un seul agent (notification d’un clone a`
travers le re´seau par exemple).
De nombreux travaux ont porte´ sur la description de langages de communi-
cations entre agents (Barbuceanu and Lo, 1999; Cassell et al., 1998; Chicoisne
and Pesty, 2000). Vu la simplicite´ du protocole de communication imple´mente´
dans notre plate-forme de re´alite´ virtuelle, nous avons opte´ pour un langage
ad hoc pour assurer les communications entre les agents.
La figure 6.5 illustre le processus de communication entre trois agents dans
un meˆme environnement virtuel re´parti sur deux postes (1 et 2). Au de´part,
nous supposons que le ’Gestionnaire de Contexte’ de chaque agent indique un
comportement par de´faut (aucun comportement particulier n’est active´).
Suite a` une commande de l’utilisateur sur le poste 1 (parler par exemple),
l’agent A qui vient de percevoir cette commande informe tous les autres agents
A distribue´s sur les autres postes (en particulier l’agent A du poste 2 dans notre
exemple).
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Fig. 6.5 – Processus de communication entre agents.
Tous les agents A (sur tous les postes) activent alors un comportement
adapte´ a` ce nouveau contexte (comportement de locuteur) et informent les
agents dans leurs espaces interpersonnels (agents B et C) qu’ils sont entrain
de produire un discours.
A la re´ception du message provenant de l’agent A, chaque agent B et C va
mettre a` jour son nouveau contexte d’interaction et activer un comportement
adapte´ a` la situation (comportement d’auditeur).
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6.1.5 Architecture d’inte´gration
L’ide´e principale de notre architecture est que le comportement intelligent
de l’agent e´merge des interactions entre ses comportements plus simples.
Il s’agit d’une architecture hybride base´e essentiellement sur des compor-
tements re´actifs ou` chaque comportement est re´gi par un cycle de percep-
tion/de´cision/action dans lequel l’agent effectue directement une action en
fonction de sa perception sans re´aliser beaucoup de re´flexion.
La figure 6.6 pre´sente un exemple d’une organisation logique des diffe´rents
modules pour un agent.
Fig. 6.6 – Exemple d’une architecture d’inte´gration pour un agent.
Le module de perception assure a` l’agent l’identification du contexte de la
situation. Il de´finit plusieurs sous-syste`mes perceptifs qui se chargent chacun
de la perception d’une situation particulie`re comme celle du dialogue, d’une
rencontre, ou d’un e´ve`nement particulier selon le sce´nario.
Le gestionnaire du contexte permet d’activer un comportement unique
juge´ le plus approprie´ parmi les propositions de chaque sous-syste`me percep-
tif. Il se charge de de´sactiver le comportement actif en cours et d’activer le
nouveau comportement a` adopter.
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Le module e´motionnel implante directement notre mode`le e´motionnel de´crit
au chapitre 4. Il fournit les e´tats e´motionnels simule´s aux diffe´rents modules
comportementaux et influence le module de perception. Il permet, par exemple,
de re´duire le champ visuel de l’utilisateur lorsque le niveau de stress est juge´
important ou encore de re´duire la distance minimale permettant a` un agent
de percevoir les autres agents.
Le module comportemental organise les comportements en deux cate´gories
logiques :
– Les comportements de haut niveau qui spe´cifient les re`gles qui de´crivent
le comportement a` adopter.
– Les comportements de bas niveau qui fournissent les comportements de
base qui seront exe´cute´s soit par les comportements de haut niveau lors
de l’activation d’un comportement soit directement par l’utilisateur.
Un syste`me de priorite´ permet ensuite d’attribuer une plus haute priorite´ aux
commandes de l’utilisateur (pour l’acce`s aux comportements de bas niveau)
qu’aux comportements de hauts niveaux favorisant ainsi le controˆle intention-
nel de l’avatar au de´pend des comportements automatiques produits par le
mode`le d’interaction sociale.
6.2 Aspect fonctionnel : le contexte de l’interaction
Dans cette section, nous de´crivons notre approche pour identifier le contexte
de la situation d’un avatar.
D’abord, il nous paraˆıt important de distinguer dans ce qui suit la notion
du contexte de l’utilisateur de celle de l’avatar.
6.2.1 Le contexte de l’avatar
Le contexte de l’utilisateur repre´sente l’ensemble des e´le´ments de la situa-
tion qui influencent le processus de´cisionnel de l’utilisateur et permettent a` ce
dernier de modifier l’environnement virtuel. Ces e´le´ments peuvent eˆtre impli-
cites (croyances, suppositions, pratiques, etc.) ou explicites (nature des objets,
localisations, e´tats e´motionnels, etc.).
Le contexte de l’avatar repre´sente l’ensemble des e´le´ments accessibles dans
l’environnement virtuel qu’un module informatique peut exploiter pour pro-
duire des comportements automatiques comple´mentaires aux actions inten-
tionnelles de´cide´es par l’utilisateur.
Malheureusement, ces deux types de contextes sont encore loin d’eˆtre
comple`tement identifie´s. Certains e´le´ments contextuels (comme la reconnais-
sance d’intention par exemple) rele`vent de me´canismes cognitifs dont l’humain
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a` jusqu’a` aujourd’hui du mal a` comprendre le fonctionnement d’ou` une diffi-
culte´ de mode´lisation par un outil informatique.
Afin de limiter cette complexite´ de repre´sentation du contexte, nous al-
lons nous inte´resser, pour repre´senter le contexte de l’avatar, uniquement aux
e´le´ments contextuels explicites (observables et accessibles) de l’environnement
virtuel (figure 6.7).
Fig. 6.7 – Contexte de l’avatar versus contexte de l’utilisateur.
Malgre´ le caracte`re re´ducteur (en terme d’e´le´ments contextuels) de cette
solution d’identification du contexte de l’avatar, nous pensons qu’elle reste
assez riche pour identifier les e´le´ments ne´cessaires a` l’avatar pour produire
des expressions corporelles (gestualite´, expressions faciales, etc.) adapte´es a` la
situation.
6.2.2 Approche de mode´lisation
Afin de produire des expressions corporelles adapte´es a` la situation d’in-
teraction, notre mode`le doit identifier le contexte de l’avatar (qui repre´sente
au mieux un sous ensemble du contexte re´el de l’utilisateur).
Les e´le´ments contextuels permettant de constituer ce contexte changent
d’une situation a` une autre. Pour produire le comportement le plus ade´quat a`
un contexte donne´, les utilisateurs conside`rent des e´le´ments contextuels tou-
jours diffe´rents en fonction de leurs situations.
Par exemple, les e´le´ments contextuels conside´re´s lors d’une prise de de´cision
dans une situation de dialogue entre un groupe d’individus sont diffe´rents de
ceux conside´re´s lors d’une prise en charge d’une victime dans une situation de
secours.
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De ce fait, la construction du contexte par notre mode`le est e´troitement
de´pendante du type de la situation d’interaction (que nous appelons dans notre
mode`le le contexte de la taˆche).
Le contexte de l’avatar est donc constitue´ des diffe´rents e´le´ments contex-
tuels appartenant aux diffe´rents types de contextes identifie´s a` la section 3.2.2
et choisis en fonction de leur ade´quation par rapport au contexte de la taˆche.
Dans notre architecture d’agent, chaque sous-syste`me perceptif se charge
d’identifier un contexte particulier de la taˆche (un type de situation pre´de´finie)
qui peut apparaˆıtre lors du sce´nario. Ensuite, il se charge de fournir au sous-
syste`me comportemental associe´ l’ensemble des e´le´ments contextuels (appro-
prie´s a` ce contexte de la taˆche) pour eˆtre exploite´s dans la production d’un
comportement approprie´.
Par exemple, le contexte d’un avatar dans une situation de dialogue avec
trois autres interlocuteurs peut eˆtre caracte´rise´ par cet ensemble d’e´le´ments
(Table 6.2) :
Contexte de la taˆche Situation de dialogue
Trois auditeurs : A, B et C.
Contexte physique A.nom, A.position, A.orientation, etc.
B.nom, B.position, B.orientation, etc.





Contexte e´motionnel B.e´motions, B.stress, etc.
C.e´motions, C.stress, etc.
Activation (si besoin) d’un ensemble de re`gles
Contexte culturel comportementales adapte´es au contexte culturel
du dialogue.
Tab. 6.2 – Exemple d’e´le´ments contextuels dans une situation de dialogue
pour un avatar particulier.
D’une fac¸on ge´ne´rale, le processus d’identification du contexte d’interac-
tion au niveau de chaque sous-syste`me perceptif est donne´ par la figure 6.8.
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Fig. 6.8 – Processus de perception du contexte chez un agent.
- Prise en compte du contexte de la taˆche
Le contexte de la taˆche regroupe l’ensemble des types de situations d’in-
teraction dans l’univers. La prise en compte de toutes ces situations dans un
environnement impre´visible et dynamique est une taˆche complexe.
Pour simplifier, nous de´finissons un ensemble de situations d’interactions
types (situations de dialogue, e´ve`nements spe´ciaux, objectifs atteints, etc.) que
nous chercherons a` identifier lors de la simulation.
En particulier, nous nous focalisons sur les types de situations qui per-
mettent aux utilisateurs de s’exprimer socialement dans un univers virtuel a`
travers des modalite´s verbales (dialogue a` travers un re´seau de communication,
etc.) et non verbale (de´ictiques pour de´signer des objets, direction du regard,
etc.).
Parmi ces types de situations, nous conside´rons particulie`rement :
– Situation de dialogue : Une situation de dialogue est caracte´rise´e par
la forme de la communication (verbale ou non verbale) et le roˆle joue´
par chaque acteur dans cette interaction. Le module de perception du
contexte permet de caracte´riser chaque situation de dialogue en identi-
fiant l’utilisateur qui initie une forme de communication (verbale ou non
verbale) et associe a` chaque avatar un roˆle dans ce dialogue (auditeur,
locuteur, etc.). Ce me´canisme nous permet de de´tecter et d’identifier a`
tout instant l’occurrence de situations de dialogue entre deux ou plu-
sieurs utilisateurs.
– Situation de rencontre : Une situation de rencontre est caracte´rise´e
par la proximite´ dans l’univers virtuel d’un ou plusieurs avatars. Le mo-
dule de perception du contexte permet de de´tecter cette proximite´ dans
l’entourage d’un avatar et de signaler qu’il y a rencontre entre deux ou
plusieurs avatars (lorsque cette proximite´ est de´tecte´e pour la premie`re
fois). Cette situation est identifie´e ensuite comme dialogue de`s lors qu’un
utilisateur e´met un acte de communication.
Ces situations permettent aux utilisateurs de re´agir selon leurs propres
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e´tats e´motionnels, expertises et historiques. Ils permettent ainsi aux utilisa-
teurs d’eˆtre cognitivement et culturellement situe´s dans les interactions vir-
tuelles engage´es.
De ce point de vue, ils repre´sentent un cadre d’e´tude inte´ressant pour
l’expression de comportements e´motionnels et sociaux.
- Prise en compte du contexte physique de la situation
Il s’agit de la capacite´ d’un avatar a` reconnaˆıtre, pour chaque type de situa-
tion rencontre´e, les e´le´ments contextuels environnementaux associe´s (les objets
a` proximite´, leurs types, compositions, localisations, etc.). Connaissant l’iden-
tite´ d’un e´le´ment de l’univers virtuel (comme un avatar par exemple), le sous-
syste`me perceptif peut retrouver diffe´rentes informations associe´es (comme
son nom, position, activite´, etc).
Dans une situation de dialogue, comme pour une situation de rencontre,
un avatar peut identifier ses interlocuteurs, leurs positions et orientations afin
d’adopter un comportement adapte´.
- Prise en compte de l’environnement social
La connaissance des affiliations sociales des diffe´rents avatars dans un
contexte d’interaction permet de faire ’e´merger’ des comportements sociaux
adapte´s au contexte de la situation et en accord avec les identite´s des acteurs
en co-pre´sence.
Par exemple un avatar qui rencontre un autre avatar de meˆme statut
social tournera la teˆte dans sa direction pour le regarder quelques instants.
Lorsque l’identite´ sociale de l’avatar rencontre´ est identifie´e comme supe´rieur
hie´rarchique dans l’organisation des acteurs, un geste de salutation peut e´mer-
ger.
- Prise en compte du contexte e´motionnel
Le contexte e´motionnel de l’avatar (fournit par le module e´motionnel) in-
fluence la production de comportements adapte´s a` la situation.
Par exemple, lors d’une situation de rencontre, un avatar dont le niveau
de stress de´passe un certain seuil (pre´de´fini dans notre mode`le), ne va pas
regarder l’avatar rencontre´ (supprimant ainsi une re´ponse sociale naturelle).
Un avatar peut e´galement percevoir les e´motions des autres avatars et
changer en conse´quence son comportement par contagion des autres e´motions.
Par exemple, il peut devenir a` son tour stresse´ lorsqu’il est en interaction avec
d’autres avatars stresse´s.
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- Prise en compte du contexte culturel
Le sous-module du contexte culturel permet aux avatars d’exprimer des
expressions corporelles adapte´es aux re`gles d’interactions implicites partage´es
par le groupe d’appartenance.
Par exemple, certaines expressions gestuelles spe´cifiques sont partage´es par
les membres d’un collectif comme les sapeurs pompiers pour indiquer la fin
de de´roulement d’une intervention ou pour communiquer dans des environne-
ments bruyants.
6.2.3 Le conflit d’intentionnalite´ entre l’utilisateur et son ava-
tar
Nous adressons dans cette section le proble`me inhe´rent a` ce type d’archi-
tecture qui est le conflit permanent entre les actions de´cide´es par l’utilisateur
et les actions automatiques propose´es par le mode`le d’interaction sociale pour
s’adapter au nouveau contexte d’interaction.
Ce proble`me est re´solu au niveau de notre architecture par :
– Un syste`me arbitrage que nous de´finissons au niveau de la production
des actions. Ce syste`me conside`re les actions intentionnelles de´cide´es par
l’utilisateur comme prioritaires par rapport aux actions automatiques
propose´es par le mode`le d’interaction sociale. De ce fait, nous permet-
tons a` l’utilisateur d’avoir un controˆle intentionnel total sur son avatar ;
– Une limitation du registre des actions automatiques. Nous limitons l’en-
semble des comportements produits automatiquement par notre mode`le
a` des se´quences d’actions courtes (comme orienter le regard vers une di-
rection, effectuer des expressions gestuelles lors du dialogue, saluer, etc.)
qui peuvent eˆtre facilement assimile´es par l’utilisateur.
Ainsi, un utilisateur qui ’voit’ son avatar effectuer des comportements
automatiques peut s’approprier aise´ment ce comportement. Il peut en-
suite de´cider de l’interrompre, si ce comportement ne correspond pas a`
ses intentions, ou l’inte´grer dans son processus d’action (s’il conside`re
qu’il correspond a` ses intentions) ce qui garanti un cadre plus situe´ a`
l’interaction et une sensation de pre´sence dans l’univers virtuel.
6.3 Exemples d’interactions sociales
A titre d’exemples d’interactions situe´es dans l’univers virtuel, nous ana-
lysons le comportement d’avatars repre´sentant les membres d’une e´quipe de
sapeurs-pompiers dans deux situations d’interactions diffe´rentes : une situa-
tion de dialogue et une situation de rencontre.
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6.3.1 Cas des situations de dialogue
Le module de perception du contexte de chaque avatar permet de de´tecter
les situations de dialogue entre deux ou plusieurs interlocuteurs.
Le mode`le d’interaction sociale permet d’associer a` chaque interlocuteur un
roˆle dans ce dialogue (auditeur, locuteur, etc.) selon la forme de la communi-
cation identifie´e (communication verbale, ou non verbale comme les de´ictiques
par exemple). Il permet ainsi d’activer un ensemble de re`gles comportemen-
tales adapte´es au roˆle de l’avatar dans le dialogue (figure 6.9).
Fig. 6.9 – Aperc¸u d’une situation de dialogue entre plusieurs avatars.
Par exemple, un avatar Locuteur distribuera son regard entre ses diffe´rents
interlocuteurs selon le rythme de son discours (Chovil, 1992), il clignera les
yeux a` chaque silence et avant chaque mouvement de teˆte.
Selon leurs personnalite´s, les avatars associent certaines expressions gestuelles
a` leurs discours en fonction des taux calcule´s par le mode`le e´motionnel.
Le contenu du discours n’intervient pas dans le choix des expressions corpo-
relles de´cide´es par le mode`le e´motionnel et social. Il demeure bien e´videmment
possible pour l’utilisateur d’intervenir pour controˆler son avatar et fixer par
exemple la direction de son regard vers un interlocuteur particulier ou in-
diquer une direction donne´e. De telles interventions permettront d’ajouter
d’autres indices contextuels que les autres utilisateurs pourront exploiter pour
la construction de leurs contextes d’interactions. Ils peuvent ainsi tenir compte
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de cette action dans la prise de leurs de´cisions.
Le mode`le e´motionnel intervient dans le dialogue pour moduler la fre´quence
des expressions gestuelles et la posture en fonction du stress suppose´ de l’ava-
tar. Ce mode`le fournit e´galement l’ensemble des e´tats e´motionnels pour pro-
duire l’expression faciale ade´quate.
6.3.2 Cas des situations de rencontre
Une situation de rencontre est caracte´rise´e par la proximite´ dans l’uni-
vers virtuel d’un ou plusieurs avatars. Lorsqu’un avatar e´met une forme de
communication, cette situation sera identifie´e comme situation de dialogue.
Le module d’interaction sociale permet d’identifier chaque interlocuteur dans
Fig. 6.10 – Aperc¸u d’une situation de rencontre entre deux avatars.
une situation de rencontre et d’activer un ensemble de re`gles de comportement
social.
Bien que l’utilisateur continue de controˆler son avatar pour marcher vers
une direction donne´e par exemple, son avatar peut de fac¸on autonome regarder
les personnes qu’il rencontre sur son chemin, les saluer s’il s’agit d’un colle`gue
ayant un roˆle hie´rarchique plus e´leve´, etc.
Le module e´motionnel intervient pour re´guler ce mouvement de regard
en fonction du stress et empeˆcher le cas e´che´ant un regard vers d’autres inter-
locuteurs lorsque le niveau de stress est juge´ important.
Les autres utilisateurs peuvent ainsi utiliser ce comportement atypique lors
d’une rencontre comme un indice contextuel supple´mentaire pour interpre´ter
la situation.
D’une fac¸on ge´ne´rale, le tableau 6.3 pre´sente un exemple de quelques re`gles
applique´es pour la production de comportements automatiques chez un avatar
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selon son contexte de l’interaction.
Comportement d’auditeur
Expression faciale exprime l’e´tat e´motionnel de l’avatar
Regard oriente´ vers le locuteur
Hochement de teˆte ale´atoire pendant le discours de l’interlocuteur
Posture traduit le stress de l’avatar
Comportement de locuteur
Expression faciale exprime a` la fois l’e´tat e´motionnel de l’avatar
et les mouvements labiaux lors de l’e´locution
Regard oriente´ vers les diffe´rents auditeurs
Gestualite´ exprime des gestes expressifs, rythmiques et de
re´gulation selon la personnalite´ de l’avatar
Posture traduit le stress de l’avatar
Comportement lors d’une rencontre
Expression faciale exprime l’e´tat e´motionnel de l’avatar
Regard oriente´ vers l’avatar rencontre´ si le degre´ de
stress ne de´passe pas un certain seuil
Gestualite´ saluer l’avatar rencontre´ s’il est
conside´re´ comme supe´rieur hie´rarchique
Animations de´placement traduit le stress
Tab. 6.3 – Exemple de comportements selon le contexte d’interaction.
Ces comportements imple´mente´s peuvent ensuite eˆtre facilement ame´liore´s
en rajoutant d’autres re`gles comportementales ou encore en modifiant cer-
taines re`gles de´ja` existantes. On peut par exemple conside´rer davantage les
e´tats de sortie du mode`le e´motionnel (les e´motions, la personnalite´ et l’hu-
meur) ou encore les caracte´ristiques sociales de chaque agent (statut social,
expe´rience, etc.) dans la spe´cification des re`gles comportementales pour rendre
les avatars encore plus e´motionnels et socials.
6.4 Mode´lisation de l’univers virtuel
La mode´lisation d’un environnement virtuel regroupe a` la fois les aspects
de rendu de l’image (qualite´ des personnages virtuels, objets 3D, etc.), les
animations a` produire et les moyens mis en œuvre pour re´aliser des interactions
intuitives.
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6.4.1 Objets de l’environnement virtuel
Une interaction en univers virtuel est d’autant plus re´aliste qu’elle est as-
simile´e par l’utilisateur a` une interaction en univers re´el.
Il est donc essentiel de reproduire en univers virtuel les meˆmes caracte´ris-
tiques physiques de l’univers re´el (baˆtiments, ve´hicules, etc.) afin d’accroˆıtre
la cre´dibilite´ du dispositif et augmenter la notion d’immersion physique chez
l’utilisateur.
Dans notre environnement virtuel, un soin particulier a e´te´ apporte´ a`
la mode´lisation des objets 3D. L’e´laboration d’une image commence par la
constitution d’un mode`le de l’objet, appele´ maquette nume´rique, qui est la
repre´sentation informatique de cet objet a` partir d’informations ge´ome´triques.
Une me´thode classique consiste a` raisonner en termes de surfaces. Chaque
objet peut eˆtre de´compose´ en ’facettes’ (ou polygones) qui, mis bout a` bout,
permettent de rendre compte de l’enveloppe exte´rieure d’un solide.
Plus une maquette comporte de polygones, plus l’image qui en re´sulte est
pre´cise.
Au moment de l’affichage, l’objet ainsi reproduit se pre´sente sous la forme
d’une juxtaposition de facettes, dite ’structure en fil de fer’. Il s’agit d’une
repre´sentation purement ge´ome´trique qui ne prend pas en compte les ca-
racte´ristiques optiques de l’objet.
Chaque objet a un aspect et une texture qui permettent d’identifier s’il
s’agit d’une pierre, d’un bois, d’un tissus, etc. Le texturage consiste a` appli-
quer sur une surface un motif qui respecte les caracte´ristiques d’une matie`re,
pour sugge´rer visuellement la nature de cette surface, comme par exemple
le reveˆtement d’un mur ou une peau sur un visage (en l’espe`ce, le mode`le
ge´ome´trique).
Le texturage est l’une des principales composantes du rendu re´aliste de
l’image.
Une fois texture´e, l’image doit faire l’objet du traitement des ombres et
des intensite´s de lumie`re (lorsque le passage de l’ombre a` la lumie`re se fait de
manie`re continue : chaque point est affecte´ d’une luminosite´ diffe´rente, cre´ant
un de´grade´ de couleur qui permet de rendre compte des e´clairages). Les pro-
prie´te´s de re´flexion des objets rentrent aussi en jeu : chaque mate´riau, en effet
absorbe ou renvoie la lumie`re. Cette proprie´te´ va jouer sur l’objet lui-meˆme
(les reflets, le scintillement) mais aussi sur les objets a` proximite´, puisque la
lumie`re est envoye´e sur les objets voisins.
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La figure 6.11 pre´sente un aperc¸u de quelques objets 3D inte´gre´s dans
nos simulations. Ces objets correspondent a` des baˆtiments existants et des
Fig. 6.11 – Mode´lisation de quelques objets 3D dans notre univers virtuel.
ve´hicules (utilise´s par les sapeurs pompiers dans le cadre de leurs interven-
tions) que nous avons photographie´s. Les photos obtenues ont ensuite e´te´
plaque´es comme textures sur ces objets 3D.
6.4.2 Personnages virtuels et animations
Dans notre plate-forme de re´alite´ virtuelle, les personnages virtuels repre´-
sentent des avatars controˆle´s par des ope´rateurs humains.
Diffe´rentes techniques existent pour la mode´lisation de personnages vir-
tuels de forme humaine (ou humano¨ıdes) et de leurs actions. Les travaux de
the`se de (Thomas, 1999) de´crivent quelques solutions possibles.
Dans nos travaux, nous avons utilise´ le logiciel POSER1 pour cre´er les per-
sonnages virtuels puis nous avons utilise´ le logiciel LightWave3D2 pour re´aliser
les animations et les mouvements. L’animation interactive de ces personnages
virtuels a e´te´ ensuite re´alise´e au sein de l’atelier d’animation VIRTOOLS3.
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Fig. 6.12 – Quelques avatars de notre environnement virtuel.
6.4.3 Ge´olocalisation du son
Le son est un e´le´ment important du re´alisme lors des interactions virtuelles.
Il permet de les enrichir et de les rendre plus ’naturelles’ en simulant nos en-
vironnements auditifs naturels.
Dans notre expe´rience quotidienne, nous percevons l’espace sonore en trois
dimensions en analysant le son parvenant a` nos oreilles. Au dela` d’une simple
’audition’ des bruits, cette ’perception spatiale’ des sons comple`te les informa-
tions re´colte´es par nos autres sens.
Elle a d’abord un roˆle informatif. Elle nous renseigne sur les positions
des sources sonores dans l’espace environnant (perception de la direction et de
la distance) : c’est la localisation auditive.
Les sons qui se propagent agissent aussi comme un ’re´ve´lateur’ sur les
lieux, par le jeu des re´flexions sur les parois et l’effet de re´verbe´ration. Ainsi
l’auditeur peut identifier le lieu d’ou` est parti un son : il a par exemple la
sensation d’eˆtre dans une salle plus ou moins grande, une salle de bain ou une
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cathe´drale, ou encore dans un espace ouvert, une ruelle ou une foreˆt, etc.
Le son 3D est aussi le support de l’intelligibilite´ : nous avons cette apti-
tude a` isoler une conversation dans un environnement bruite´ ou parmi d’autres
conversations.
Le fait d’eˆtre baigne´ dans un espace sonore participe au confort de l’e´coute
et a` une certaine dimension de plaisir. Il s’agit d’une ’proprie´te´ immersive’
supple´mentaire que nous utilisons dans nos simulations pour augmenter la
sensation de pre´sence dans l’univers virtuel.
6.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ une description ge´ne´rale de l’archi-
tecture de notre plateforme. Cette architecture se base sur un syste`me multi-
agents pour mode´liser les interactions entre les agents qui la composent. Il
s’agit d’une architecture hybride qui permet aux agents d’eˆtre re´actifs aux in-
teractions dans l’univers mais suffisamment flexible pour permettre d’inte´grer
e´galement des comportements ’rationnels’ comme les processus de planifica-
tion, etc.
Nous avons ensuite fourni un exemple de fonctionnement de cette architec-
ture notamment pour l’identification du contexte d’interaction afin de produire
un comportement adapte´ a` la situation. Notre approche diffe´rencie le contexte
ge´ne´ral perc¸u par l’utilisateur de celui identifie´ par son avatar.
Nous avons e´galement pre´sente´ une solution base´e sur la de´composition des
types de contextes et une organisation des modules de perception chez l’agent
pour identifier un ensemble exhaustif d’e´le´ments contextuels juge´s approprie´s
a` la situation.
Cette identification du contexte et malgre´ son caracte`re re´ducteur (par
rapport au contexte ge´ne´ral de l’utilisateur) nous permet tout de meˆme de
produire des comportements automatiques chez les avatars qui soient compa-
tibles avec la situation de l’interaction.
Nous avons pre´sente´ ensuite les moyens mis en œuvre pour la mode´lisation
de cette plate-forme de re´alite´ virtuelle. Les personnages virtuels mode´lise´s
sont dote´s d’apparences humaines, d’animations et de textures inspire´s de nos
observations re´elles. Nous inte´grons e´galement sur cette plate-forme des sons




Nous aurions souvent honte
de nos plus belles actions
si le monde voyait
tous les motifs qui les produisent.
(La Rochefoucauld)
Ce chapitre pre´sente une e´tude pilote destine´e a` fournir des re´sultats
pre´liminaires ne´cessaires a` la conception d’expe´rimentations de notre plate-
forme de re´alite´ virtuelle a` de plus grandes e´chelles.
Nous commenc¸ons par pre´senter le contexte ge´ne´ral des e´valuations a`
conduire sur notre dispositif de re´alite´ virtuelle (section 7.1), puis nous nous
inte´ressons dans le cadre de cette the`se a` deux aspects principaux de ces
e´valuations :
– l’e´valuation de l’ergonomie des interactions virtuelles engage´es dans l’uni-
vers virtuel (section 7.2) ;
– l’e´valuation de la pertinence des mode`les e´motionnel et social imple´men-
te´s chez les avatars (section 7.3) ;
Nous discutons a` la section 7.4 l’inte´reˆt des solutions mise en œuvre pour




Le dispositif consiste a` mettre en re´seau plusieurs acteurs (participants hu-
mains) qui collaborent dans un espace virtuel via des avatars qu’ils animent.
Les prises de de´cisions sont alors effectue´es par les participants sur la base des
indices conceptuels qu’ils perc¸oivent de l’environnement.
L’environnement de re´alite´ virtuelle est compose´ d’une sce`ne 3D avec une
reproduction aussi fide`le que possible des caracte´ristiques environnementales
de l’environnement naturel c’est a` dire les baˆtiments a` proximite´, les panneaux
d’affichages, les routes, etc.
Notre objectif est de conduire une se´rie d’expe´rimentations pre´liminaires
qui visent a` e´valuer l’ergonomie des interactions engage´es et la pertinence des
mode`les d’interactions mis en œuvre.
Cet objectif s’inscrit dans un objectif encore plus large qui consiste a`
e´valuer notre plate-forme de simulation selon plusieurs axes (figure 7.1) :
Fig. 7.1 – Extrait de la simulation d’un sce´nario de feu d’hoˆtel.
Engagement e´motionnel de l’utilisateur :
Il s’agit d’e´tudier la capacite´ du dispositif a` produire une immersion
e´motionnelle lors des interactions.
Nous essayerons e´galement d’e´tudier l’e´cart qui peut exister entre les
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e´motions simule´es de l’avatar (par un mode`le analytique) et les vraies
e´motions ressenties par l’utilisateur.
Engagement social de l’utilisateur :
Nous nous attachons a` e´valuer la pertinence des processus re´flexifs en-
gage´s entre les utilisateurs et l’impact des comportements automatiques
(ge´ne´re´s par notre mode`le d’interaction sociale) sur les processus de´ci-
sionnels des utilisateurs.
Nous tenterons e´galement d’e´tudier l’apport de la dimension indexi-
cale (usage des gestes de´ictiques en particulier) dans le processus de
ne´gociation et de construction du sens entre les utilisateurs lors des in-
teractions virtuelles.
Immersion strate´gique et tactique dans l’intervention :
Il s’agit d’e´tudier la dimension individuelle dans la prise de de´cision.
Nous nous inte´resserons a` ve´rifier si la re´alite´ virtuelle offre un support
d’interaction suffisamment ’fiable’ pour la reproduction des processus
de´cisionnels qu’on obtient dans la re´alite´.
Nous essayerons d’analyser les sce´narios de simulation virtuelle et les
comparer a` des simulations re´elles pour identifier les indices contextuels
utilise´s par les acteurs pour prendre une de´cision en univers virtuel et
jusqu’ou` l’utilisateur peut ’oublier’ les imperfections du syste`me pour
une immersion strate´gique dans le syste`me.
Immersion physique dans l’univers virtuel :
Il s’agit d’e´valuer les facteurs d’immersion physique que nous utilisons
dans nos interactions comme le re´alisme des personnages virtuels, de la
sce`ne 3D, la cre´dibilite´ des comportements (animations) et l’immersion
sonore dans l’univers virtuel.
Aspect ergonomique du dispositif :
Il s’agit d’e´valuer l’ergonomie du dispositif de controˆle. Nous nous in-
te´resserons spe´cifiquement a` l’usage de l’interface de controˆle et des
moyens de communications mis en œuvre pour ame´liorer l’interactivite´
dans un univers virtuel.
Aspect pe´dagogique de la formation :
Nous essayerons dans cette e´valuation d’e´tudier les possibilite´s de notre
plate-forme de re´alite´ virtuelle a` re´pondre aux objectifs de formation
(particulie`rement pour la formation au commandement des sapeurs-
pompiers).
Nous nous inte´ressons e´galement a` e´tudier les facteurs d’immersion stra-
te´gique chez les utilisateurs pour la coordination des actions et la coope´-
ration de groupe (gestion des interventions d’urgences pour les sapeurs-
pompiers).
E´mergence de comportements collectifs :
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Il s’agit d’observer dans les simulations collaboratives l’e´mergence de
phe´nome`nes d’organisation sociale et de coordination de groupe.
Comme nous l’avons pre´cise´ dans l’introduction de ce chapitre, nous nous
inte´ressons dans le cadre de cette the`se spe´cifiquement a` deux aspects d’e´va-
luations : l’ergonomie des interactions virtuelles et la contribution des mode`les
e´motionnel et social au caracte`re ’situe´’ des interactions.
7.2 E´valuation de l’ergonomie d’interaction
Notre objectif dans cette section est d’e´valuer l’ergonomie des interactions
engage´es en univers virtuel.
Nous nous inte´ressons d’abord aux moyens de controˆle mis a` la disposition
de l’utilisateur pour diriger son avatar et effectuer des actions intentionnelles
(section 7.2.1), puis nous discuterons (a` la section 7.2.2) du point de vue de
l’utilisateur par rapport a` son avatar.
7.2.1 Interface de controˆle
Le re´alisme et l’immersion des acteurs du virtuel ne saurait se re´aliser sans
que l’interface de controˆle ne sache ’se faire oublier’ sans pour autant re´duire
les possibilite´s d’actions de l’utilisateur.
Autant de contraintes difficiles a` satisfaire par les interfaces de controˆles ac-
tuelles notamment en ce qui concerne les de´ictiques (les indications gestuelles
destine´es a` orienter l’attention de l’interlocuteur) ou encore les mouvements
d’exploration de l’univers par le regard.
Le casque de vision repre´sente une interface ’inte´ressante’ pour l’immer-
sion et l’exploration dans un univers virtuel. Il permet la disposition d’e´crans
situe´s pre`s des yeux (munis d’optiques spe´ciales afin d’e´viter la fatigue visuelle)
et d’agrandir l’image pour qu’elle remplisse tout le champ visuel de l’utilisa-
teur. Cette disposition contribue a` donner a` l’utilisateur l’impression d’eˆtre a`
l’inte´rieur de la sce`ne reconstitue´e en images de synthe`se.
Une autre fonction du casque de re´alite´ virtuelle est d’eˆtre un outil de
commande de l’image, graˆce a` un dispositif de capteurs qui permettent de ’sui-
vre’ les mouvements de la teˆte. Ces capteurs permettent ensuite de de´terminer
l’orientation et la vitesse des mouvements de la teˆte de l’utilisateur.
L’image dans un tel casque occupe donc la totalite´ du champ de vision
de l’utilisateur. De plus, la position de la teˆte de l’utilisateur e´tant transmise
en temps re´el au syste`me, cette technique garantit l’immersion et la navigation
dans l’image puisqu’elle donne l’impression de diriger l’image par le regard.
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Malheureusement, en plus des difficulte´s techniques communes a` l’ensemble
des activite´s relatives aux images de synthe`se, la fabrication de casques sup-
pose des qualite´s de poids, d’ergonomie (aisance du port du casque), de design,
et surtout de qualite´ d’optique encore complexe a` mettre en œuvre pour une
utilisation grand public d’outils de re´alite´ virtuelle.
De plus, ces dispositifs sont relie´s a` l’ordinateur par un fil, ce qui res-
treint la liberte´ de mouvement de l’utilisateur.
Les ’data glove’ ou encore les gants de capture repre´sentent e´galement une
interface ’inte´ressante’ pour le controˆle des personnages virtuels dans notre
plate-forme. Ils disposent de nombreux capteurs, relie´s par de la fibre optique,
qui permettent au syste`me de ’percevoir’ et re´agir aux mouvements de la main
de l’utilisateur.
Les difficulte´s relatives a` cette interface sont a` la fois de nature technique
(capter dynamiquement les gestes de la main) et cognitive (orientation, percep-
tion de l’espace). Dans le cas des de´ictiques, il convient de pouvoir visualiser
simultane´ment la direction du bras et l’objet vise´ ce qui n’est pas toujours
possible dans les univers virtuels.
Finalement, un syste`me d’interaction repre´sente´ par une manette de jeu
3D et un casque dote´ d’un microphone nous semble ade´quat pour le controˆle
de l’avatar dans notre syste`me de re´alite´ virtuelle (figure 7.2).
Fig. 7.2 – Interface de controˆle.
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Cette interface malgre´ sa simplicite´ nous semble offrir un controˆle souple
et intuitif de l’avatar.
Le microphone permet de naturellement capturer les communications lan-
gagie`res engage´es par l’utilisateur (dans un langage naturel) que le syste`me de
re´alite´ virtuelle transmet ensuite aux diffe´rents utilisateurs en interaction.
La manette de controˆle 3D offre e´galement des possibilite´s de controˆle
souples des de´placements des avatars en orientant l’axe de la manette vers
l’avant, en arrie`re, a` gauche et a` droite.
Cette manette offre e´galement la possibilite´ d’orienter l’axe vertical selon
un mouvement de rotation de poigne´e qui correspond intuitivement a` des
commandes d’exploration de l’univers virtuel par le regard ou pour effectuer
des gestes de´ictiques vers des directions diffe´rentes de l’espace.
Ainsi l’utilisateur ne dispose que d’un ensemble re´duit de commandes a`
maˆıtriser pour controˆler son avatar et interagir dans l’univers virtuel.
7.2.2 Champ visuel de l’utilisateur
Le point de vue de l’utilisateur lors des sce´narios d’interaction en uni-
vers virtuel est proble´matique. D’apre`s Bu¨scher (Bu¨scher et al., 2000), les
environnements collaboratifs se centrent trop sur la repre´sentation des ’per-
sonnes’ (comme les avatars par exemple) au de´triment de la repre´sentation du
’mate´riel’ c’est a` dire de la taˆche et des actions qui sont effectue´es.
Plusieurs solutions sont envisageables pour offrir a` l’utilisateur un angle
de vue qui contribue a` ame´liorer son interaction en univers virtuel.
Chacune de ces solutions pre´sente des avantages et des inconve´nients que
nous discutons ci-apre`s.
7.2.2.1 Quelques solutions envisageables
Une premie`re solution consiste a` placer la came´ra (qui repre´sente l’angle
de vue de l’utilisateur) a` la place de la teˆte de l’avatar (celui-ci ne voit donc
pas le corps de son propre avatar).
Bien que cette solution contribue sensiblement a` augmenter la sensation
de pre´sence dans le dispositif, nous pensons qu’elle pre´sente tout de meˆme
quelques inconve´nients.
Dans notre cas, les mouvements de teˆte sont soit ge´ne´re´s inde´pendamment
de l’utilisateur par notre mode`le d’interaction sociale (maintien du contact
visuel entre les interlocuteurs, regard vers un avatar rencontre´, etc.) soit in-
tentionnellement dirige´ par l’utilisateur vers un objet ou un avatar de l’envi-
ronnement.
Dans ces deux cas, l’utilisateur ne dispose d’aucune information ’proprio-
ceptive’ sur la position relative de son corps et de sa teˆte. Il ne perc¸oit que la
direction de son regard d’ou` de re´elles difficulte´s de repre´sentation corporelle.
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L’utilisateur ne peut e´galement pas voir les expressions gestuelles de son
propre avatar (gestes expressifs lors du dialogue, de´ictiques, etc), ni identifier
ses propres mouvements (marcher, courir, etc.) d’ou` une geˆne lors des inter-
actions (figure 7.3).
Une autre solution (souvent utilise´e dans les jeux vide´os) consiste a` pla-
cer la came´ra (qui repre´sente la vue de l’utilisateur) au dessus de l’espace
d’interaction selon un re´fe´renciel exocentrique (figure 7.3).
Fig. 7.3 – Angle de vue de l’utilisateur selon un re´fe´renciel e´gocentrique et
exocentrique.
Cette orientation de la came´ra s’ave`re plus confortable pour les interac-
tions a` caracte`re strate´gique (de´placement de plusieurs agents, coordination
de plusieurs taˆches, etc.) mais risque de ’re´duire’ le sentiment d’immersion so-
ciale que nous cherchons a` produire a` travers les comportements et e´motions
e´change´s entre les avatars.
Une autre approche consiste a` fixer l’angle de vue des utilisateurs au des-
sus et en arrie`re de leurs avatars (l’utilisateur se voit ainsi de dos) mais a` une
distance que nous estimons ’raisonnable’ pour permettre a` la fois de voir les
comportements produits par son propre avatar et les expressions e´motionnelles
et corporelles des autres avatars (figure 7.4).
Bien que cette solution ne corresponde pas totalement a` la re´alite´ (dans la
re´alite´ nous voyons plutoˆt la partie frontale de notre corps), elle pre´sente un
certain nombre d’avantages :
– Le sujet a une repre´sentation visuelle distincte de la direction de son
buste et de sa teˆte. Dans la re´alite´ cette fonction est naturellement sa-
tisfaite puisque nos syste`mes proprioceptifs, vestibulaires et visuels nous
renseignent sur les orientations relatives de ces parties de notre corps.
– Il est possible de mieux se repre´senter la direction des de´ictiques par
rapport aux objets de l’environnement (champ visuel artificiellement ac-
cru).
– Elle offre a` l’utilisateur une meilleure vision globale de son corps en
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Fig. 7.4 – Aperc¸u de l’angle de vue d’un utilisateur.
particulier des expressions gestuelles qui sont ge´ne´re´es par le mode`le
e´motionnel. L’utilisateur peut ainsi e´ventuellement inte´grer cette infor-
mation dans le flux de son activite´ intentionnelle.
– Elle offre e´galement a` l’utilisateur une vision claire de la direction de son
corps et de sa teˆte ce qui lui permet de ne pas confondre ces deux direc-
tions lorsqu’il de´cide de se de´placer (il pourrait penser que la direction
du regard refle`te la direction du corps).
Le principal inconve´nient de cette solution est que le corps de l’avatar
masque une partie du champ visuel. Cet inconve´nient est facilement compense´
par le fait que le sujet peut de´placer son avatar et le positionner au mieux en
fonction de ses intentions.
7.2.2.2 Conclusion
Le point de vue subjectif de la ’came´ra recule´e’ pre´sente donc l’avantage
de fournir a` l’utilisateur une information visuelle qui lui permet de construire
une repre´sentation de son corps dans l’espace e´quivalente a` la repre´sentation
proprioceptive qu’il aurait dans la situation naturelle.
Il peut ainsi produire des expressions de´ictiques (verbales et gestuelles) qui
ont un sens par rapport a` l’environnement.
Par exemple, le fait que le sujet puisse clairement percevoir la direction
de son corps et de sa teˆte lui permettra de produire des expressions verbales
e´gocentriques du type ’a` gauche’, ’a` droite’, etc. qui soient pertinentes pour
son interlocuteur. Il peut e´galement les accompagner d’expressions de´ictiques
telles que des gestes dans la direction des objets re´fe´re´s.
Malgre´ le fait que l’avatar masque une partie du champ visuel de l’utilisa-
teur, les utilisateurs s’approprient rapidement ce re´fe´renciel visuel et arrivent
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meˆme a` ’inte´grer ses limites’ dans le sens qu’ils s’arrangent pour de´placer
le´ge`rement leurs avatars afin d’avoir leurs interlocuteurs comple`tement dans
leurs champs visuels.
7.3 E´valuation de quelques aspects de l’engagement
e´motionnel et social
Afin d’e´valuer la pertinence du mode`le d’interaction sociale dans une si-
tuation d’interaction en univers virtuel, nous avons mis en place plusieurs
expe´riences exploratoires.
– La gestion du dialogue et la direction du regard. Cette expe´rience a pour
objectif d’e´valuer la pertinence du module de controˆle de la direction du
regard en situation de dialogue.
– La prise en compte des expressions e´motionnelles. Nous analyserons dans
cette expe´rience la fac¸on dont les utilisateurs prennent en compte les
expressions e´motionnelles en situation de dialogue.
– La gestion des de´ictiques gestuels et la dimension proxe´mique lors des
interactions.
Nous de´crivons ci-apre`s ces expe´rimentations.
7.3.1 Gestion du dialogue et direction du regard
Le but de cette expe´rimentation est d’e´valuer la pertinence du mode`le d’in-
teraction sociale dans la gestion du dialogue a` plusieurs interlocuteurs.
Nous nous sommes inte´resse´s a` l’e´valuation de la gestion des tours de pa-
roles en univers virtuel, la pertinence des expressions gestuelles et des direc-
tions du regard en situation d’interaction multi-utilisateurs.
7.3.1.1 Protocole expe´rimental
Nous avons mis en situation de dialogue deux utilisateurs animant chacun
son propre avatar (le participant et un instructeur) ainsi que deux autres
personnages virtuels autonomes (figure 7.5).
L’instructeur s’adresse au participant pour l’informer de la situation (feu
dans un hoˆtel).
Dans la perspective d’analyser la prise en compte de la direction du regard
de l’interlocuteur, nous avons conside´re´ deux situations : une situation ou` l’ins-
tructeur distribue ses regards sur l’ensemble du groupe avec une pre´dominance
vers le participant et une situation ou` l’instructeur s’adresse ostensivement a`
un avatar autonome, en e´vitant de regarder le participant.
Deux autres conditions nous ont permis d’e´valuer le roˆle synergique des
de´ictiques gestuels lorsque le locuteur (l’instructeur) indique dans son discours
une direction.
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Fig. 7.5 – Disposition des avatars durant le dialogue selon l’angle de vue du
participant.
7.3.1.2 Me´thode
La population des participants se compose de 5 personnes repre´sentant une
tranche d’aˆge entre 20 et 40 ans.
Notre e´chantillon est constitue´ de participants familiers en informatique
mais sans expertises particulie`res dans les jeux vide´o (e´tudiants IRIT).
Tous les acteurs et avatars autonomes ont e´te´ positionne´s en respectant les
distances interpersonnelles usuelles (1 m a` 1,5m).
Nous avons filme´ les diffe´rents utilisateurs pendant les simulations. Des
interviews ont ensuite e´te´ re´alise´s a` la fin de chaque simulation afin de re-
cueillir les donne´es spe´cifiques a` chaque expe´rimentation et les impressions
ge´ne´rales sur le de´roulement de l’interaction.
Ces entretiens re´alise´s ont e´te´ libre afin de ne pas guider la re´ponse des
utilisateurs.
7.3.1.3 Sce´nario d’interaction
L’instructeur (figure 7.5) qui controˆle son avatar (repre´sente´ par un sapeur
pompier chef) s’approche du groupe ou` se trouve le participant.
Le participant immobile observe cette sce`ne tout en ayant la possibilite´ de
diriger son regard vers les diffe´rents acteurs de la sce`ne. L’avatar de l’instruc-
teur informe ensuite ses interlocuteurs de la situation :
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L’hoˆtel est en feu, la situation est assez grave, il faut agir tre`s rapide-
ment. Nous allons nous organiser de fac¸on efficace. Il y a trois victimes qui
sont bloque´es par la fume´e au niveau du deuxie`me e´tage. Un jeune homme
s’est e´galement de´fenestre´ du premier e´tage et est allonge´ au sol juste devant
l’entre´e du baˆtiment. Il souffre du pied.
Pendant le temps de ce discours, le module d’interaction sociale controˆle
en temps re´el :
1. la direction du regard de l’avatar de l’instructeur (le mode`le distribue
les regards vers les diffe´rents avatars de la sce`ne) ;
2. les expressions gestuelles qui accompagnent le discours ;
3. les expressions faciales (mouvements de sourcils, expressions e´motionnel-
les, etc.).
L’avatar de l’instructeur fixe ensuite du regard un personnage parmi ses 3
interlocuteurs et exprime une requeˆte impe´rative :
Suis-moi, s’il te plait !
Le participant doit ensuite de´cider s’il suit l’instructeur ou non (en fonction
de la direction du regard de l’instructeur car c’est le seul indice qui lui permet
de savoir si l’instruction s’adresse a` lui).
Suite a` cette expe´rimentation, le participant doit donner ses impressions
sur le de´roulement du sce´nario et re´pondre a` plusieurs questions portant sur :
1. l’alternance du regard lors de la locution de l’avatar en public ;
2. la pertinence de la de´signation du regard lors de l’adressage ;
3. les expressions gestuelles qui accompagnent le discours ;
4. les expressions faciales lors de l’e´nonce´.
L’expe´rience est re´pe´te´e 3 fois avec a` chaque fois des variations concernant
l’alternance du regard. Nous de´sactivons (une fois sur trois) le module d’alter-
nance du regard afin que l’avatar de l’instructeur ne regarde pas le participant.
7.3.1.4 Re´sultats et interpre´tations
Concernant les impressions des utilisateurs sur la gestion du dialogue en
groupe, il apparaˆıt que :
De´signation d’un interlocuteur par le regard Dans la majorite´ des cas
(14/15), nous avons constate´ que les participants sont capables d’iden-
tifier correctement l’avatar qui est de´signe´ par le regard.
Ceci est d’autant plus inte´ressant que le protocole expe´rimental ne don-
nait aucun renseignement explicite au participant sur la pertinence de
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cet indice. Les participants prennent donc implicitement en compte la
direction du regard du locuteur bien que celui-ci soit controˆle´ la plupart
du temps par le module d’interaction sociale.
Au moment ou` l’instructeur donne son ordre, le participant analyse la
direction de son regard et s’attribue ou non le statut de destinataire.
Ce couplage re´flexif pertinent qui s’e´tablit entre l’action produite (orien-
tation du regard) et l’interpre´tation de la situation contribue au caracte`re
situe´ des interactions sociales obtenues.
Distribution du regard du locuteur Dans la condition ou` le module de
gestion du regard s’attarde ostensivement sur un personnage particulier
alors que le contexte de la situation voudrait que celui ci s’adresse a` l’en-
semble des interlocuteurs, les participants de´crivent la situation comme
n’e´tant pas naturelle.
La` encore, nous voyons que la direction du regard est bien de´code´e par
les participants en fonction du contexte. Tout e´cart par rapport a` la
norme est interpre´te´ comme un e´ve´nement devant avoir un sens particu-
lier alors que rien dans notre expe´rimentation ne permettait d’infe´rer une
interpre´tation particulie`re. Ce manque d’infe´rence constitue la principale
cause de cette geˆne ressentie par les participants.
Les expressions gestuelles lors de la locution La production des gestes
automatiques qui accompagnent le discours de l’instructeur a e´te´ juge´e
globalement naturelle.
Aucun participant n’a remarque´ une incohe´rence entre les gestes produits
et le discours prononce´ (malgre´ le caracte`re re´pe´titif et non significatif
des animations).
Par contre, de`s lors que l’avatar s’adresse dans son discours a` une per-
sonne particulie`re, les participants s’e´tonnent du fait qu’il n’y a pas eu
de production de gestes de´ictiques associe´s.
Ceci est a` mettre en rapport avec le fait que dans une conversation, une
grande partie des gestes sont conside´re´s comme non spe´cifiques (c’est a`
dire qu’ils peuvent eˆtre remplace´s par une large palette d’autres gestes).
Les expressions faciales Les expressions faciales de l’avatar de l’instructeur
ont e´te´ juge´es naturelles et la seule critique a concerne´ la qualite´ de la
synchronisation labiale qui effectivement manquait d’expressivite´ (pas
de variabilite´ phone´mique).
Dans une nouvelle version de notre syste`me nous avons introduit une
variabilite´ arbitraire et un bon synchronisme ce qui semble satisfaisant
pour les prochaines expe´rimentations.
7.3.2 Prise en compte des expressions e´motionnelles
Le but de cette expe´rimentation est d’e´valuer le roˆle des expressions e´mo-
tionnelles et corporelles dans l’interpre´tation de la situation en fonction du
E´valuation de quelques aspects de l’engagement e´motionnel et social 139
contexte.
7.3.2.1 Protocole expe´rimental
Dans cette expe´rimentation, les participants sont en situation de face a`
face avec un interlocuteur virtuel. Deux conditions ont e´te´ explore´es :
– une situation ou` l’instructeur adopte un comportement e´motionnel cohe´-
rent avec le contexte de la situation (condition ’contexte non stressant’) ;
– une situation ou` l’expression e´motionnelle du locuteur est ’de´cale´e’ par
rapport au contexte.
La taˆche du participant est d’observer l’avatar du locuteur puis de donner
ses impressions sur la plausibilite´ de la situation (commentaires libres).
Nous nous attendons a` ce que les participants prennent en compte l’e´tat
e´motionnel du locuteur (qui s’exprime par des gestes plus ou mois agite´s et
des expressions faciales exprimant le stress) et tentent de trouver un sens a`
toutes les situations.
- Evaluation de la cohe´rence e´motionnelle dans un contexte non
stressant (appartement)
La premie`re situation situe les personnages dans un appartement (figure 7.6).
L’instructeur dit :
Effectivement, je me souviens bien de cette personne. Si je la voyais un
jour !.
Fig. 7.6 – Extrait de la simulation du personnage virtuel dans l’appartement.
Le ton de l’e´nonciation de ce discours est neutre.
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Ce sce´nario, sera joue´ deux fois avec a` chaque fois :
– Une expression e´motionnelle et corporelle calme et de´tendue de l’avatar ;
– Une expression e´motionnelle et corporelle d’agacement et de stress.
Nous avons e´galement fait varier lors d’une simulation (parmi les deux qui
sont joue´es) la direction du regard de l’avatar lors de la locution afin d’e´tudier
son impact sur l’interpre´tation du discours (regard oriente´e vers le participant
et regard le´ge`rement de´vie´e par rapport au regard du participant).
Nous avons ensuite recueilli pour ces deux simulations, les impressions de
chaque participant face a` cette interaction.
- Evaluation de la cohe´rence e´motionnelle dans un contexte stressant
(feu d’hoˆtel)
Dans cette seconde expe´rience, un personnage (un ge´rant d’hoˆtel) s’in-
quie`te de la situation (figure 7.7) :
Monsieur, Monsieur, mon hoˆtel est en feu ! En attendant les pompiers,
pouvez vous me donner un coup de main s’il vous plaˆıt ?.
Fig. 7.7 – Extrait de la simulation du personnage virtuel devant un hoˆtel en
feu.
Le ton de l’e´nonciation de ce discours est neutre.
Ce sce´nario, comme le pre´ce´dent, est joue´ deux fois avec a` chaque fois :
– Une expression e´motionnelle et corporelle calme et de´tendue de l’avatar ;
– Une expression e´motionnelle et corporelle d’agacement et de stress.
Nous avons e´galement fait varier lors de ces deux simulations la direction
du regard de l’avatar avec :
– Une direction du regard oriente´e vers le participant au moment de la
locution ;
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– Une direction du regard le´ge`rement de´vie´e par rapport au regard du
participant au moment de la locution.
Nous avons ensuite recueilli pour ces deux simulations, les impressions de
chaque participant face a` cette interaction.
7.3.2.2 Re´sultats et interpre´tations
Expressions e´motionnelles en fonction du contexte Dans la situation
d’interaction dans l’appartement, tous les participants distinguent les
deux e´tats e´motionnels (calme ou agite´) et les deux situations sont
perc¸ues comme e´tant plausibles.
Par exemple, le personnage calme e´voque souvent le souvenir d’une per-
sonne familie`re alors que le personnage agite´ induit une interpre´tation
mettant en jeu des situations plutoˆt professionnelles.
Dans la situation du feu d’hoˆtel, tous les participants diffe´rencient e´gale-
ment les deux e´tats e´motionnels (calme et agite´). Par contre, la situation
ou` le ge´rant d’hoˆtel est calme dans le contexte de feu d’hoˆtel n’apparaˆıt
ni naturelle ni cre´dible.
Nous constatons donc que dans un contexte environnemental avec con-
tenu e´motionnel neutre (comme l’inte´rieur d’un appartement), les diffe´-
rentes expressions e´motionnelles et corporelles peuvent eˆtre joue´es sans
discre´diter le re´alisme de la situation.
Par contre, lorsque le contexte est tre`s type´ (comme dans une situation
d’incendie), l’ade´quation entre les expressions e´motionnelles exprime´es
et le contexte de la situation est fondamental pour maintenir le re´alisme
de l’interaction.
Un mode`le e´motionnel capable de bien adapter les e´motions exprime´es
du personnage virtuel en fonction de la situation s’ave`re donc d’autant
plus ne´cessaire que le contexte de la simulation est plus type´.
Direction du regard Il apparaˆıt e´galement qu’en situation de face a` face,
la direction du regard a un impact tre`s important pour la notion de
pre´sence sociale.
Nous constatons que la de´viation du regard hors du champ des destina-
taires a produit une sensation de geˆne chez tous les participants.
Trois participants ont pense´ que le locuteur ne s’adressait plus a` eux au
moment de l’interaction.
Interpre´tation de la situation Les impressions recueillies concernant le pas-
sage d’une sce`ne a` une autre (d’une sce`ne d’appartement vers un feu
d’hoˆtel et vice versa) montrent que les participants tentent de trouver
des explications cohe´rentes et a` reconstruire un sens pour la situation.
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Malgre´ le fait qu’aucun lien visible n’a e´te´ pre´vu entre ces deux sce`nes, un
besoin permanent apparaˆıt chez les utilisateurs pour re´tablir la cohe´rence
de la sce`ne.
7.3.3 Proxe´mique et gestes de´ictiques
Le but de cette expe´rimentation est double :
– E´valuer si les utilisateurs vont reproduire en re´alite´ virtuelle les meˆmes
normes culturelles qui re´gissent la proxe´mique en re´alite´ ;
– E´valuer si les utilisateurs reproduisent de manie`re naturelle des gestes
de´ictiques en univers virtuel.
7.3.3.1 Protocole expe´rimental
Deux personnes (l’instructeur et le participant) controˆlent respectivement
leurs avatars.
Le participant a e´te´ au pre´alable familiarise´ avec l’usage du de´ictique.
Ce dernier est de´clenche´ par une pression sur une des commandes de la
manette. La direction du de´ictique correspond a` la direction du regard du
participant (figure 7.8).
Fig. 7.8 – Extrait d’une simulation de l’usage du de´ictique gestuel.
Le sce´nario d’interaction est compose´ de trois situations afin d’e´valuer la
prise en compte des re`gles de proxe´mique.
Les conditions expe´rimentales sont les meˆmes que pour les pre´ce´dentes
expe´rimentations c’est a` dire : meˆme e´chantillon de participants et meˆme
me´thode d’interview.
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Situation 1 : L’instructeur enfreint les re`gles de proximite´
L’instructeur avance son avatar en direction de l’avatar du participant et
se positionne en dec¸a` de la distance inter-personnelle classique (0,5 m) et lui
fait la requeˆte suivante :
Monsieur, avez-vous l’heure s’il vous plaˆıt ?
On observe ensuite la re´action du participant.
Situation 2 : Le participant positionne lui-meˆme son avatar pour
engager une discussion
Il est demande´ au participant de diriger son avatar vers celui de l’instruc-
teur pour demander un renseignement : on note ensuite la position de l’avatar
du participant par rapport a` l’avatar de l’instructeur.
Situation 3 : Induction de l’usage d’un de´ictique gestuel
L’instructeur s’approche du participant et lui demande :
Excusez-moi Monsieur, je cherche l’hoˆtel Ariane. Savez-vous ou` il se trou-
ve ?
Le participant, en se promenant dans l’univers virtuel, a certainement pu
voir l’hoˆtel Ariane et connaˆıt son emplacement.
Nous nous attendons a` ce que le participant, de lui meˆme utilise un de´ictique
gestuel (bien que la consigne ne lui demande pas explicitement de le faire).
7.3.3.2 Re´sultats et interpre´tations
Situation 1 : non respect des re`gles de proxe´mique Dans cette expe´ri-
mentation, tous les participants ont exprime´ un sentiment de geˆne forte
face a` l’invasion de l’espace personnel de leurs avatars.
La presque totalite´ des participants (4/5) a fait reculer spontane´ment son
avatar pour accroˆıtre la distance interpersonnelle et la rendre socialement
plus acceptable.
Situation 2 : le participant positionne lui meˆme son avatar Dans cet-
te expe´rimentation, tous les participants ont positionne´ leurs avatars a`
une distance moyenne d’environ 1,5m de l’avatar de l’instructeur.
Cette distance correspond a` la fois a` une distance socialement acceptable
entre deux individus lors d’un dialogue mais e´galement a` une distance
’confortable’ lors d’une interaction virtuelle pour observer les expressions
faciales et e´motionnelles des interlocuteurs.
Situation 3 : induction de l’usage d’un de´ictique gestuel Dans cette ex-
pe´rimentation, nous remarquons que la majorite´ des participants (4/5)
re´agissent spontane´ment a` la requeˆte en produisant un de´ictique gestuel.
Le participant qui n’a pas re´agi par un de´ictique gestuel a` la question (il
a pre´fe´re´ le de´ictique verbal), a effectue´ un geste de´ictique lorsqu’on lui
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a pose´ la meˆme question une seconde fois.
Il s’ave`re donc que les utilisateurs ont tendance a` reproduire en univers
virtuel les meˆmes re`gles d’interaction sociale qu’en situation naturelle.
7.4 Discussions
Dans ce chapitre, nous avons explore´ l’inte´reˆt de l’usage d’un mode`le
e´motionnel et social dans la gestion de l’interaction en univers virtuel.
Ces premiers re´sultats exploratoires nous apparaissent tre`s prometteurs
malgre´ le caracte`re arbitraire de tout mode`le e´motionnel.
Les principaux acquis de cette expe´rimentation pourraient eˆtre re´sume´s de
la fac¸on suivante :
1 - Prise en compte des expressions e´motionnelles des avatars :
Le premier re´sultat important de cette expe´rimentation est que les par-
ticipants prennent syste´matiquement en compte les e´tats e´motionnels
des avatars qui les entourent et tentent de leur donner un sens dans le
contexte de l’interaction.
L’analyse des e´tats e´motionnels peut se faire soit a` partir des expressions
faciales soit en prenant en compte les expressions corporelles (gestes,
postures, etc.).
Nous pensons que ce processus est facilite´ par le fait qu’une grande partie
de nos activite´s gestuelles est ’non spe´cifique’ (c’est a` dire qu’un grand
nombre d’expressions gestuelles ou posturales peut eˆtre associe´ a` une
situation sans la rendre incohe´rente).
L’activite´ interpre´tative du destinataire est ne´anmoins tre`s pre´sente pour
analyser le sens de l’expression non verbale.
2 - Usage des indices indexicaux :
Nous avons mis en e´vidence la possibilite´ d’un usage intensif des indica-
teurs indexicaux spatiaux (gestes et direction de regard).
Contrairement aux re´sultats ante´rieurs relatant des difficulte´s a` exploiter
ce type d’indices en univers virtuel (Hindmarsh et al., 1998), nous avons
montre´ qu’une interface adapte´e permettait aux utilisateurs d’exploiter
spontane´ment ce type d’indices.
La re´duction du champ visuel inhe´rente a` cette technologie peut eˆtre
partiellement compense´e par un positionnement en recul de la came´ra
et par une mobilite´ accrue des avatars.
Dans notre cas, nous avons imple´mente´ un controˆle inde´pendant de la
direction du corps et de la teˆte des avatars ce qui favorise une exploration
active du champ visuel et compense la re´duction de visibilite´.
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Nous avons remarque´ que les utilisateurs peuvent utiliser spontane´ment
des expressions indexicales (orientation du bras, direction de regard)
pour structurer leurs discours.
Ils sont e´galement tre`s sensibles a` la direction des regards et utilisent
instinctivement ces derniers pour juger le statut des interlocuteurs (des-
tinataires d’un message, transfert d’un tour de parole, etc.).
3 - Re´flexivite´ de l’interaction et immersion sociale :
L’ensemble de ces re´sultats milite en faveur du fait que les technologies
de la re´alite´ virtuelle sont aujourd’hui capables de produire de ve´ritables
couplages socio-cognitifs entre des acteurs en situation de communica-
tion.
Par exemple, les participants ont instinctivement repositionne´ leurs ava-
tars dans le cas ou` leurs espaces interpersonnels n’e´tait pas respecte´. Des
couplages lie´s a` l’analyse de la direction du regard ont e´te´ e´galement mis
en e´vidence.
Tre`s rapidement, les participants apprennent a` se positionner dans l’es-
pace pour contourner certaines difficulte´s repre´sentationnelles.
Par exemple, il nous a e´te´ possible de constater qu’ils pouvaient exploiter
des ombres pour infe´rer la pre´sence d’autres acteurs.
La principale limite a` cette re´flexivite´ nous semble aujourd’hui eˆtre lie´e
au manque de pertinence des expressions e´motionnelles telles qu’elles
sont e´value´es par les mode`les.
Nous avons vu que les participants prennent en compte naturellement
ces expressions mais malheureusement ces mode`les, malgre´ leur niveau de
complexite´, restent loin de pouvoir reproduire le ve´ritable e´tat e´motionnel
du participant.
Cette difficulte´ peut toutefois eˆtre partiellement contourne´e soit par des
dispositifs capables de mieux e´valuer en temps re´el le ve´ritable e´tat
e´motionnel du participant (capteurs biologiques ou analyseur d’expres-
sions e´motionnelles) soit en donnant au participant la possibilite´ de jouer
de la diffe´rence entre son propre e´tat e´motionnel et celui de son avatar.
L’ensemble de ces re´sultats nous permettent donc de penser qu’il est pos-
sible de produire en univers virtuel certains types d’interactions sociales situe´es.
Beaucoup reste a` faire dans le domaine de l’expression e´motionnelle mais
nous pouvons penser que l’imperfection des mode`les peut eˆtre partiellement
compense´e par les possibilite´s d’ajustement mutuel des comportements ainsi
que par un surinvestissement du canal verbal porteur lui aussi d’informations
e´motionnelles.
L’impact social de ce type de technologie, s’il peut eˆtre mene´ a` bout par
une recherche pluridisciplinaire est tre`s important puisqu’il ouvre la voix a` de
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nombreuses applications dans le domaine de la formation, la re´e´ducation, de









Nos travaux portent sur les interactions situe´es en univers virtuel. Ces in-
teractions posent des proble`mes qui vont bien au dela` des questions du re´alisme
de l’environnement virtuel et de l’immersion physique dans le dispositif d’in-
teraction.
Nous pensons qu’une simulation interactive pour qu’elle soit cre´dible et
susceptible de produire la notion de pre´sence sociale, doit prendre en compte
une partie des me´canismes naturels des communications humaines.
C’est seulement a` cette condition que nous pouvons espe´rer produire des
processus re´flexifs en univers virtuel semblables a` ceux que nous obtenons dans
une situation re´elle.
Reproduire ces processus re´flexifs en univers virtuel passe obligatoirement
par la prise en compte de me´canismes d’interaction sociale comme la re´flexivite´
et l’indexicalite´.
Dans cet objectif, nous avons de´veloppe´ une plate-forme d’interaction so-
ciale multi-utilisateurs en la re´alite´ virtuelle.
Chaque utilisateur collabore avec d’autres utilisateurs a` travers son avatar
et peut ’naturellement’ interagir et prendre des de´cisions d’actions selon sa
propre expertise, connaissance, historique, etc.
Nous nous sommes e´galement inte´resse´s a` l’exploration des possibilite´s que
peut offrir un mode`le e´motionnel et social dans l’ame´lioration des interactions
virtuelles collaboratives.
Nous avons dans un premier temps de´veloppe´ un mode`le e´motionnel ca-
pable d’identifier les e´tats internes des avatars en fonction de leurs interactions
avec l’univers virtuel.
Ce mode`le se base sur le mode`le de´crit par (Ortony et al., 1988) qui
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calcule les e´tats e´motionnels selon une the´orie d’e´valuation qui associe des
proprie´te´s critiques aux e´ve`nements qui peuvent naturellement produire des
e´motions particulie`res. Nous avons ensuite ’enrichi’ ce mode`le par d’autres
notions comme la personnalite´ et l’humeur.
Au fur et a` mesure de son interaction en univers virtuel, notre mode`le
e´motionnel calcule les intensite´s probables des e´motions ressenties (satisfac-
tion, de´ception, peur et cole`re) en fonction des e´ve`nements perc¸us qui de´pendent
du contexte de la taˆche. Ce mode`le ge`re e´galement l’oublie des e´motions au
cours du temps.
Notre but n’e´tant pas de valider le mode`le lui-meˆme mais de l’inte´grer
dans nos simulations afin d’e´tudier son impact sur l’e´mergence de processus
re´flexifs lors des interactions virtuelles.
Nous avons ensuite inte´gre´ un mode`le d’interaction sociale qui offre la
possibilite´ de comple´ter les actions intentionnelles des utilisateurs par des com-
portements non intentionnels chez leurs avatars comme :
– la production d’expressions gestuelles lors du dialogue pour accompagner
le discours de l’utilisateur ;
– la production d’expressions e´motionnelles qui traduisent les e´tats in-
ternes de chaque avatar ;
– la production de hochements automatiques de la teˆte lors de l’audition ;
– la distribution automatique du regard entre les diffe´rents interlocuteurs
lors de la locution ;
– l’orientation automatique du regard a` la rencontre de nouveaux avatars ;
– le changement dynamique des postures et des animations en fonction du
contexte de l’interaction.
Nous avons inte´gre´ ces mode`les au sein d’une meˆme architecture d’agent ca-
pable de fusionner de fac¸on ’re´aliste’ les actions intentionnelles de´cide´es par les
utilisateurs et les comportements non intentionnels produits par ces mode`les.
Le conflit d’intentionnalite´ entre les actions intentionnelles et les comporte-
ments automatiques est re´solu au niveau de notre architecture par un syste`me
d’arbitrage qui favorise la production des actions intentionnelles au de´pend de
celles qui sont automatiquement produites.
Nous veillons e´galement a` ce que les comportements non intentionnels que
nous proposons pour enrichir le comportement global des avatars soient in-
terruptibles et de courtes dure´es pour qu’un utilisateur puisse facilement les
inte´grer dans son processus de de´cision.
La dernie`re e´tape de nos travaux a consiste´ a` conduire des expe´rimentations
exploratoires destine´es a` concevoir de nouvelles expe´rimentations a` plus gran-
des e´chelles et a` fournir des re´sultats pre´liminaires destine´s a` orienter vers un
futur protocole expe´rimental avec des acteurs du me´tier (comme les sapeurs
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pompiers) qui permettra d’analyser d’autres aspects des interactions virtuelles
comme les proprie´te´s re´flexives lors de la prise de de´cision et l’e´mergence de
conduites collectives lors de la collaboration.
8.2 Conclusions
Nos re´sultats sont en faveur de l’hypothe`se que certaines formes d’interac-
tions sociales sont possibles dans des univers virtuels.
Les interactions humaines e´tant socialement et culturellement situe´es. Une
expression donne´e, qu’elle soit langagie`re ou corporelle, donne souvent lieu
a` un ensemble illimite´ d’interpre´tations possibles que les humains exploitent
pour l’analyse de la situation.
Les re´fe´rences indexicales et la ne´gociation du sens sont e´galement des
e´le´ments majeurs et irre´ductibles dans ces interactions.
Les limites actuelles a` la notion de pre´sence sociale dans les univers virtuels
nous semblent aujourd’hui essentiellement dues au caracte`re repre´sentationnel
des approches adopte´es.
Les interactions virtuelles ont souvent e´te´ traite´e selon des repre´sentations
formelles ou` les actions produites et le contexte ge´ne´ral des interactions sont
mode´lise´s par des repre´sentations symboliques qui limitent grandement leurs
significations.
Cette re´duction importante du champ des interpre´tations en situations
d’interactions peut eˆtre compense´e par une approche ’situe´e’ ou` l’utilisateur
peut saisir par lui meˆme les e´le´ments contextuels de la situation pour leur
donner du sens.
En proposant une architecture capable de ge´rer la production d’expres-
sions indexicales pertinentes par rapport a` la construction commune du sens,
nous contribuons a` rendre le contexte de l’interaction virtuelle suffisamment
riche pour permettre la production de couplages socio-cognitifs pertinents par
rapport aux objectifs a` atteindre.
D’autres difficulte´s relatives aux interactions virtuelles ont e´te´ souligne´es
dans la litte´rature (Hindmarsh et al., 1998). Ces difficulte´s concernent a` la fois
la non adaptation de certaines interfaces de controˆle par rapport a` certains
types d’interactions ou encore les difficulte´s de maintien de la cohe´rence de
l’univers sensible du fait de la re´duction du champ visuel.
Nous proposons une solution simple pour compenser la re´duction du champ
visuel base´e sur un positionnement en retrait et en hauteur de la came´ra qui
permet de voir son avatar de dos.
Malgre´ le fait que cette disposition ne correspond pas tout a` fait a` une
vision re´elle (un humain ne se voit jamais de dos) et qu’elle masque une partie
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du champ visuel, nous remarquons que les utilisateurs inte`grent rapidement
ce nouveau re´fe´renciel visuel et arrivent a` compenser ses limites par une mo-
bilisation accrue au sein du dispositif. Ils de´placent ainsi leurs avatars pour
percevoir les expressions faciales et corporelles de leurs interlocuteurs.
Nous constatons meˆme qu’ils peuvent exploiter spontane´ment d’autres in-
dices contextuels de l’univers virtuel pour compenser les limites repre´sentationnelles
du dispositif comme l’usage des ombres pour infe´rer la pre´sence des objets dans
leurs espaces d’interactions ou encore l’exploitation de la ge´olocalisation des
sons pour identifier la localisation de certains objets.
Les difficulte´s lie´es a` l’exploitation des expressions de´ictiques comme la
direction du regard ou le pointage par la main dans l’univers virtuel ont
e´galement e´te´ re´solues par un controˆle inde´pendant de la direction du corps
et de la teˆte.
Ce controˆle inde´pendant des parties du corps associe´ au re´fe´renciel visuel
situe´ en retrait permet une exploration souple et intuitive de l’espace virtuel
en utilisant une simple interface de controˆle comme une manette 3D de jeu.
L’usage des expressions gestuelles de´ictiques lors des communications ap-
paraˆıt comme un facteur essentiel dans la production de couplages re´flexifs
entre les diffe´rentes actions des acteurs.
L’usage de l’orientation du regard joue e´galement un roˆle important dans
les situations d’interactions. Une mauvaise distribution du regard entre les
diffe´rents acteurs d’une conversation ou encore un de´calage d’orientation par
rapport au regard de son interlocuteur conduit rapidement a` la ’destruction’
de cette forme de couplage e´motionnel et social qui se construit.
Toute la communication humaine e´tant base´e sur la construction du sens,
un usage spontane´ et intuitif de ces expressions de´ictiques qu’elles soient lan-
gagie`res ou gestuelles introduit donc une dimension supple´mentaire aux inter-
actions en univers virtuel et contribue sensiblement a` leur caracte`re situe´.
L’usage e´galement du langage naturel comme moyen de communication en
univers collaboratif repre´sente une solution naturelle qui contribue a` l’engage-
ment social des utilisateurs lors des interactions virtuelles.
A travers l’intonation de leurs voix, les utilisateurs transmettent des in-
dices contextuels supple´mentaires (e´tats e´motionnels, statuts sociaux, etc.)
ne´cessaires a` l’interpre´tation de la situation et au re´tablissement du sens com-
mun.
Cette ne´gociation du sens en univers virtuel peut eˆtre e´galement facilite´e
par les expressions faciales et e´motionnelles des avatars.
Les utilisateurs d’un syste`me de re´alite´ virtuelle prennent syste´matique-
ment en compte les expressions des personnages virtuels avec lesquels ils in-
teragissent et tentent de donner une interpre´tation ’cohe´rente’ a` leurs interac-
tions virtuelles.
Ces re´sultats militent en faveur du fait que les technologies de re´alite´ vir-
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tuelle sont aujourd’hui capable de produire en univers virtuel des couplages
socio-cognitifs suffisamment pertinents pour engager les utilisateurs dans une
nouvelle forme d’immersion sociale et e´motionnelle.
8.3 Perspectives
Plusieurs perspectives nous paraissent inte´ressantes a` explorer.
Une des premie`res perspectives est l’ame´lioration du mode`le e´motionnel.
En effet, ce mode`le s’appuie sur des the´ories issues du domaine de la psycho-
logie et inte`gre plusieurs notions the´oriques aborde´es dans la litte´rature qu’il
est inte´ressant de formaliser avec l’aide d’experts du me´tier pour proposer un
mode`le analytique ge´ne´rique qui peut eˆtre imple´mente´ chez des agents auto-
nomes.
Les comportements des avatars peuvent e´galement eˆtre ame´liore´s. Nous
souhaitons d’une part ame´liorer la qualite´ des animations et la richesse des
bibliothe`ques de comportements. Il nous semble inte´ressant d’exploiter la pos-
sibilite´ de permettre a` chaque utilisateur de se´lectionner l’ensemble des anima-
tions comportementales que son avatar pourrait produire lors des interactions.
D’autre part, il nous semble e´galement inte´ressant de doter nos personnages
virtuels de plus de capacite´s d’autonomie.
En effet, le cadre d’e´tude que nous avons envisage´ concerne uniquement des
repre´sentations des utilisateurs dans l’univers virtuel mais ceci ne repre´sente
pas le cadre d’application unique a` nos travaux.
Nous pouvons envisager d’autres applications possibles pour notre plate-
forme de formation qui inte`grent a` la fois des avatars et des agents autonomes.
Dans ce cas, une extension de l’architecture des agents est ne´cessaire pour
ajouter des possibilite´s de planification des actions chez les agents autonomes.
De plus, le me´canisme qui permet a` un agent de percevoir les actions
des autres agents en interaction est fonde´, dans notre mode`le sur l’envoi de
messages.
Ce me´canisme peut eˆtre ame´liore´ en fournissant aux agents la capacite´ de
reconnaˆıtre les actions, voire les intentions des utilisateurs, ce qui permettrait
a` ces derniers d’agir plus naturellement.
Le mode`le d’interaction sociale que nous proposons suffit pour son utilisa-
tion dans le cadre d’un environnement virtuel de formation destine´ a` la prise
de de´cisions et non aux gestes techniques, mais l’ame´lioration de ce mode`le
permettrait une plus grande immersion de l’utilisateur dans son environne-
ment.
Il s’agit donc d’offrir aux utilisateurs un moyen d’effectuer des gestes tech-
niques correspondants a` leurs taˆches. Cela passe par l’utilisation de pe´riphe´ri-
ques (de navigation ou de pre´hension) qui permettent a` l’utilisateur d’effectuer
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ses actions plus naturellement.
D’autres perspectives sont e´galement en cours d’exploration. Comme nous
l’avons pre´cise´ au de´but de ce chapitre, nos travaux s’inscrivent dans un objec-
tif plus large : il s’agit de conduire des expe´rimentations a` plus grande e´chelle
pour explorer plusieurs pistes de recherche comme :
1. L’analyse des phe´nome`nes re´flexifs lors des interactions virtuelles. Il
s’agit d’identifier par des expe´rimentations plus approfondies les pro-
prie´te´s de l’univers virtuel qui contribuent a` l’e´mergence de couplages
re´flexifs lors des interactions virtuelles.
2. L’e´tude de l’e´mergence de phe´nome`nes collectifs en univers virtuel comme
la propagation des e´tats e´motionnels et la coordination des processus
de´cisionnels. Il s’agit d’analyser les simulations interactives futures qui
seront re´alise´es avec des acteurs professionnels (les sapeurs pompiers de
l’Essone a` Paris en particulier) et les comparer avec des vide´os que nous
avons filme´s lors de pre´ce´dentes sessions de formations re´elles.
Ce travail est d’ores et de´ja` planifie´ dans le cadre d’une the`se de doctorat








L’objectif de notre plate-forme de re´alite´ virtuelle est de permettre a` des
utilisateurs distribue´s ge´ographiquement d’interagir et de coope´rer (en inte´grant
une dimension sociale et e´motionnelle) dans un environnement de re´alite´ vir-
tuelle collaboratif.
Ce dispositif met facilement en relation et en interaction des personnes
distantes et offre des moyens de collaboration a` travers un re´seau de commu-
nication.
Nous utilisons pour cette fin la suite logicielle Virtools qui permet la
re´alisation et le de´ploiement de contenus interactifs 3D (figure A.1). Les outils
Virtools sont base´s sur une interface de de´veloppement graphique qui permet
d’assigner des comportements aux objets 3D et de les rendre interactifs.
Cette suite inte`gre un ensemble de technologies pour la visualisation et
l’interaction 3D Temps re´el :
Application de cre´ation (An authoring application) Il s’agit d’une ap-
plication permettant de cre´er simplement des contenus 3D interactif. Il
est possible d’inte´grer la majorite´ des standards multime´dia que ce soit
des objets 3D, des animations, des images et des sons afin de les rendre
vivant grace a` la technologie comportementale de Virtools.
Virtools ne permet pas de mode´liser des objets 3D, par contre il permet
facilement de cre´er des came´ras, lumie`res, courbes, e´le´ments d’interface
ainsi que des frames 3D.
Un moteur de comportement (A behavioral engine) Un comportement
est simplement une description d’une action d’un certain e´le´ment dans un
environnement. Virtools offre une collection de comportements re´utilisable
qui permet de cre´er tout type de contenu, sans une seul ligne de code, a`
partir de l’interface graphique de l’e´diteur de sche´ma.
157
158 Application
Fig. A.1 – Aperc¸u de l’atelier graphique Virtools.
Ces comportements (ou ’Behaviors’) sont repre´sente´s dans l’interface de
Virtools par des modules graphiques (’Building Blocs’) qui comportent
des entre´es et des sorties permettant de les interconnecter.
Ils sont organise´s au sein de cate´gories clairement de´finies (3D Transfor-
mation, Cameras, Collisions, Controllers, Lights, Shaders, Sounds, etc.).
Pour de´velopper des comportements complexes, il existe en comple´ment
un script ’Virtools Scripting Language’ (VSL) qui autorise les program-
meurs a` acce´der au Virtools SDK.
Un moteur de rendu (A render engine) Virtools dispose e´galement d’un
moteur de rendu qui permet de dessiner les images visibles dans l’inter-
face 3D.
Un Web player Les contenus Virtools peuvent eˆtre visualise´ sur Internet et
distribue´s sur le Web graˆce a` un Web player gratuit.
Un kit de de´veloppement logiciel (Software Development kit) Virtools
inclu un kit de de´veloppement logiciel qui permet d’acce´der a` certaine
partie des processus de comportement et de rendu.
Avec le SDK, on peut cre´er de nouveaux comportements (DLL), modifier
les ope´rations des comportements existants, e´crire de nouveau outils afin
d’importer ou d’exporter de nouveau format, et enfin de modifier ou
remplacer le moteur de rendu.
A.2 De´ploiement de l’application en re´seau
Pour assurer la coordination de plusieurs utilisateurs distants, nous nous
sommes base´s sur un module ’multi-users’ de Virtools qui apporte une di-
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mension supple´mentaire aux applications immersives en mettant facilement
en relation et en interaction des personnes distantes dans des univers virtuels.
Notre dispositif est de´ploye´ sur un re´seau local avec un serveur central
pour assurer la cohe´rence des e´changes entre les participants (figure A.2).
Fig. A.2 – Sche´ma expe´rimental pour une session collaborative en univers
virtuel.
Le serveur de´finit une session collaborative permettant a` plusieurs par-
ticipants de la joindre. Chaque participant qui rejoint la session collaborative
rec¸oit une mise a` jour de l’environnement de re´alite´ virtuelle avec les posi-
tions courantes des objets de la sce`ne (positions des personnages, ve´hicules,
baˆtiments, etc.).
Les communications langagie`res entre les participants sont transmises a`
partir des microphones vers des e´metteurs radio.
Chaque participant est filme´ par deux came´ras diffe´rentes :
– une came´ra subjective permet de filmer les expressions e´motionnelles et
corporelles de chaque participant.
– Une came´ra ’sce´nario’ permet d’analyser tous les de´tails des interactions
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