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Using the one-to-one correspondence between copulas and Markov operators on L1([0,1])
and expressing the Markov operators in terms of regular conditional distributions (Markov
kernels) allows to deﬁne a metric D1 on the space of copulas C that is a metrization of
the strong operator topology of the corresponding Markov operators. It is shown that the
resulting metric space (C, D1) is complete and separable and that the induced dependence
measure ζ1, deﬁned as a scalar times the D1-distance to the product copula Π , has various
good properties. In particular the class of copulas that have maximum D1-distance to the
product copula is exactly the class of completely dependent copulas, i.e. copulas induced by
Lebesgue-measure preserving transformations on [0,1]. Hence, in contrast to the uniform
distance d∞, Π cannot be approximated arbitrarily well by completely dependent copulas
with respect to D1. The interrelation between D1 and the so-called ∂-convergence by
Mikusinski and Taylor as well as the interrelation between ζ1 and the mutual dependence
measure ω by Siburg and Stoimenov is analyzed. ζ1 is calculated for some well-known
parametric families of copulas and an application to singular copulas induced by certain
Iterated Functions Systems is given.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Considering the uniform distance d∞ on the space C of two-dimensional copulas yields a compact metric space (C,d∞)
in which the family of shuﬄes of the minimum copula M is dense (see [7,16,19]). If A ∈ C is a shuﬄe of M , μA denotes
the corresponding doubly stochastic measure and X, Y random variables on a probability space (Ω,A,P) with P X⊗Y = μA ,
then X and Y are mutually completely dependent (see [19]) and knowing X implies knowing Y and vice versa. Consequently
the product copula Π (describing complete unpredictability) can be approximated arbitrary well by mutually completely
predictable copulas with respect to d∞ . In other words, d∞ does not ‘distinguish between different types of statistical
dependence’ (see [16]) and dependence measures which are continuous w.r.t. d∞ like Schweizer and Wolff’s σ (see [19]
and [23]) seem somehow unnatural.
Using the one-to-one correspondence between copulas and Markov operators on L1([0,1]) allows to consider the topol-
ogy OM on C which is induced by the strong operator topology on the space M of Markov operators (see [4,16,20]). Since
the topology that the weak operator topology on M induces on C coincides with the topology induced by d∞ (see [20]) it
is straightforward to see that OM is ﬁner than Od∞ . Rewriting the Markov operators in terms of regular conditional distri-
butions (Markov kernels) we will deﬁne an L1-type metric D1 on C that is based on the conditional distribution functions
and show that (i) D1 is a metrization of OM and that (ii) the metric space (C, D1) is complete and separable. This notion of
convergence induced by D1 can be regarded both as the asymmetric version of the so-called ∂-convergence by Mikusinski
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and by Siburg and Stoimenov (see [24,25]). We will deﬁne a dependence measure ζ1 : C → [0,1] by ζ1(A) = 3D1(A,Π)
and show that ζ1 exhibits various good properties, in particular that ζ1(A) = 1 if and only if A is a copula induced by a
Lebesgue-measure-preserving transformation S on [0,1], i.e. if Y = S(X) holds almost surely (X, Y being random variables
with P X⊗Y = μA ). Consequently, in contrast to d∞ , all completely dependent copulas have maximum D1-distance to Π
and Π cannot be approximated by such copulas w.r.t. D1. The interrelation between ζ1 and the mutual dependence mea-
sure ω by Siburg and Stoimenov (see [24,25]) will be analyzed. Furthermore we will give some examples and calculate the
dependence measure ζ1 for the Farlie–Gumbel–Morgenstern family, for the Marshall–Olkin family and the Frechet family of
copulas. Finally, using completeness of (C, D1), we will show that the construction of copulas with fractal support given
in [10] also works w.r.t. the stronger metric D1 instead of d∞ .
2. Notation and preliminaries
Throughout the whole paper C will denote the family of all two-dimensional copulas. For every copula A ∈ C the cor-
responding doubly stochastic measure will be denoted by μA , the family of all these μA by PC . For every A ∈ C AT will
denote the transposed copula, deﬁned by AT (x, y) := A(y, x) for all (x, y) ∈ [0,1]2, M will denote the minimum copula,
Π the product copula and W the lower Fréchet–Hoeffding bound. For properties of copulas see [8] and [19]. d∞ will
denote the uniform metric on C , i.e.
d∞(A, B) := max
(x,y)∈[0,1]2
∣∣A(x, y) − B(x, y)∣∣.
B(Rd) denotes the Borel σ -ﬁeld in Rd , B([0,1]) the Borel σ -ﬁeld in [0,1], λd the d-dimensional Lebesgue measure and λ
the Lebesgue measure on [0,1].
If X, Y are real-valued random variables on a probability space (Ω,A,P) then we will write P X⊗Y for their joint
distribution and P X ,PY for the distributions of X and Y . E(Y |X) will denote the conditional expectation of Y given X . Since
by deﬁnition E(Y |X) is Aσ (X)-measurable there exists a measurable function g : R → R such that E(Y |X) = g ◦ X holds
P-almost surely; we will write E(Y |X = x) = g(x) and call g a version of the conditional expectation of Y given X . A measurable
function g : R → R is a version of the conditional expectation of Y given X if and only if∫
B
g(x)dP X =
∫
X−1(B)
Y dP (1)
holds for every B ∈ B(R). A Markov kernel from R to B(R) is a mapping K : R × B(R) → [0,1] such that x → K (x, B) is
measurable for every ﬁxed B ∈ B(R) and B → K (x, B) is a probability measure for every ﬁxed x ∈ R. A Markov kernel
K : R × B(R) → [0,1] is called regular conditional distribution of Y given X if for every B ∈ B(R)
K
(
X(ω), B
)= E(1B ◦ Y |X)(ω) (2)
holds P-a.s. It is well know that for each pair (X, Y ) of real-valued random variables a regular conditional distribution
K (·,·) of Y given X exists, that K (·,·) is unique P X -a.s. (i.e. unique for P X -almost all x ∈ R) and that K (·,·) only depends
on P X⊗Y . Hence, given A ∈ C we will denote (a version of) the regular conditional distribution of Y given X by KA(·,·) and
refer to KA(·,·) simply as regular conditional distribution of A. Note that for every A ∈ C , its conditional regular distribution
KA(·,·), and Borel sets E, F ∈ B([0,1]) we have∫
F
K A(x, E)dλ(x) = μA(F × E), (3)
so in particular∫
[0,1]
KA(x, E)dλ(x) = λ(E). (4)
For more details and properties of conditional expectation and regular conditional distributions see [14,15,2,3].
A linear operator T on L1([0,1],B([0,1]), λ) is called Markov operator (see [4,16,20]) if it fulﬁlls the three following
properties:
1. T is positive, i.e. T ( f ) 0 whenever f  0,
2. T (1[0,1]) = 1[0,1] ,
3.
∫
[0,1](T f )(x)dλ(x) =
∫
[0,1] f (x)dλ(x).
The class of all Markov operators on L1([0,1],B([0,1]), λ) will be denoted by M. It is straightforward to see that the
operator norm of T is one, i.e. ‖T‖ := sup{‖T f ‖1: ‖ f ‖1  1} = 1 holds. According to [4] and [20] there is a one-to-one
correspondence between C and M – in fact, the mappings Φ : C → M and Ψ : M → C , deﬁned by
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dx
∫
[0,1]
A,2(x, t) f (t)dλ(t),
Ψ (T )(x, y) := AT (x, y) :=
∫
[0,x]
(T1[0,y])(t)dλ(t) (5)
for every f ∈ L1([0,1]) and (x, y) ∈ [0,1]2 (A,2 denoting the partial derivative w.r.t. y), fulﬁll Ψ ◦Φ = idC and Φ ◦Ψ = idM .
Note that in case of f := 1[0,y] we have (T A1[0,y])(x) = A,1(x, y) λ-a.s. (the a.s. existence of the partial derivative follows
from the fact that for every ﬁxed y the mapping x → A(x, y) is absolutely continuous since copulas are Lipschitz continuous,
see [19,22,12]). According to [16] the Markov operator T A is a version of the conditional expectation of f ◦ Y given X , i.e.
(T A f )(x) = E( f ◦ Y |X = x) (6)
holds λ-a.s. Since this result is not proved in all generality in [16] we will start with a proof in the next section. It has been
shown in [20] that limn→∞ d∞(An, A) = 0 if and only if limn→∞ Tn = T in the weak operator topology. Using (5) the strong
operator topology (see [21]) on M induces a topology OM on the C . The metric D1 we will deﬁne in the next section is a
metrization of OM . We will show amongst other things that the resulting metric space (C, D1) is complete and separable.
3. The metric space (C, D1)
As mentioned before we will start with the following result (already mentioned in [16] and [17]):
Lemma 1. Suppose that A ∈ C , let the Markov operator T A = Φ(A) be deﬁned according to (5), denote a conditional regular distri-
bution of A by KA and suppose that X, Y are random variables with distribution μA . Then for every f ∈ L1([0,1],B([0,1]), λ) the
function T A f is a version of the conditional expectation of f ◦ Y given X, i.e. the following equality holds:
(T A f )(x) = E( f ◦ Y |X = x) =
∫
[0,1]
f (y)KA(x,dy) λ-a.s. (7)
Proof. (I) We will use equality (1) and start with f := 1E , E ∈ B([0,1]). As the ﬁrst step consider B = [b,b] ⊆ [0,1]. Using
the fact that the function g f , deﬁned by
g f (x) :=
∫
[0,1]
A,2(x, t) f (t)dλ(t),
according to [20] is Lipschitz continuous (therefore absolutely continuous) and monotonic we get
L(B) :=
∫
B
(T A f )(x)dλ(x) =
∫
B
∂
∂x
g f (x)dλ(x) = g f (b) − g f (b )
=
∫
E
∂
∂ y
(
A(b, t) − A(b, t))dλ(t)
= μA
(
(b,b] × E)= μA([b,b] × E)
= P(X ∈ [b,b], Y ∈ E)
=
∫
X−1(B)
f ◦ Y dP =: R(B).
Interpreting L and R as ﬁnite (positive) measures on ([0,1],B[0,1]) (the conditions are easily veriﬁed) it follows that L
and R coincide on B([0,1]) since the class of intervals generates B([0,1]), is closed w.r.t. intersection and monotonically
reaches [0,1] (see [15]). Consequently T A f is a version of the conditional distribution of f ◦ Y given X . (II) For the general
case we can proceed in the usual way: Since L and R are linear and positive in f we immediately get (7) for non-negative
step functions. Using the fact that for every non-negative f ∈ L1([0,1],B([0,1]), λ) we can ﬁnd a sequence of non-negative
step functions monotonically converging to f together with the properties of the Lebesgue integral and continuity of T A we
get the desired result for L1+([0,1],B([0,1]), λ). The ﬁnal step to L1([0,1],B([0,1]), λ) is clear by positivity of the Markov
operator and linearity/positivity of conditional expectation. Finally, applying disintegration (see [14]) proves the second part
of the equality. 
The next step is to express convergence of the Markov operators in the strong operator topology in terms of the corre-
sponding regular conditional distributions.
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the corresponding regular conditional distributions. Then the following assertions hold:
(i) limn→∞ Tn = T in the strong operator topology on L1([0,1],B([0,1]), λ) if and only if for every Borel set B ∈ B([0,1]) we have
lim
n→∞
∥∥Kn(·, B) − K (·, B)∥∥1 = 0.
(ii) Suppose that Γ is a countable dense set in [0,1]. Then limn→∞ Tn = T in the strong operator topology on L1([0,1],B([0,1]), λ)
if and only if for every set B = [0, γ ], γ ∈ Γ , we have
lim
n→∞
∥∥Kn(·, B) − K (·, B)∥∥1 = 0. (8)
Proof. Suppose that limn→∞ Tn = T in the strong operator topology on L1([0,1],B([0,1]), λ) and that B ∈ B([0,1]). Then,
using Lemma 1 and setting f := 1B we get
∥∥Kn(·, B) − K (·, B)∥∥1 =
∫
[0,1]
∣∣Kn(x, B) − K (x, B)∣∣dλ(x)
= ‖Tn f − T f ‖1 −→ 0 for n → ∞,
which proves one implication in (i) and (ii). It suﬃces to prove the other implication in (ii). Suppose that Γ is as in (ii) and
that (8) holds for all sets B of the form B = [0, γ ], γ ∈ Γ . According to [9] (Theorem 2.29) convergence of Tn to T with
respect to the strong operator topology on L1([0,1],B([0,1]), λ) follows if we have ‖Tn f − T f ‖1 → 0 for every f = 1[a,b]
with a,b ∈ Γ since the linear hull of this function is dense in L1([0,1],B([0,1]), λ). Let f = 1[a,b] with a,b ∈ Γ , then
Kn
(·, [a,b])= Kn(·, [0,b])− Kn(·, [0,a])+ Kn(·, {a})
for every n ∈ N and for K instead of Kn . For the last term we get∫
[0,1]
Kn
(
x, {a})dλ(x) = λ({a})= ∫
[0,1]
K
(
x, {a})dλ(x) = 0
so Kn(x, {a}) = K (x, {a}) = 0 λ-a.s. Hence, using the triangle inequality, we get ‖Tn f − T f ‖1 → 0, which completes the proof
since a,b ∈ Γ were arbitrary. 
Motivated by Lemma 1 and Lemma 2 it seems natural to consider the following metrics on C:
D∞(A, B) := sup
y∈[0,1]
∫
[0,1]
∣∣KA(x, [0, y])− KB(x, [0, y])∣∣dλ(x), (9)
D1(A, B) :=
∫
[0,1]
∫
[0,1]
∣∣KA(x, [0, y])− KB(x, [0, y])∣∣dλ(x)dλ(y). (10)
Furthermore we will also use the L2-version D2 of D1 to see the interrelation between D1 and the Sobolev-type metric d
considered by Darsow and Olsen (see [5]) and by Siburg and Stoimenov (see [24,25]):
D22(A, B) :=
∫
[0,1]
∫
[0,1]
(
KA
(
x, [0, y])− KB(x, [0, y]))2 dλ(x)dλ(y). (11)
Remark 3. Using Fubini’s theorem D1(A, B) can be seen as expected L1-distance of the conditional distribution functions.
To simplify notation we will write
ΦA,B(y) :=
∫
[0,1]
∣∣KA(x, [0, y])− KB(x, [0, y])∣∣dλ(x) (12)
for all A, B ∈ C . Before analyzing the main properties of the function ΦA,B we will show that D1, D2 and D∞ are metrics.
Lemma 4. D∞ , D1 and D2 deﬁned according to (9), (10) and (11), are metrics on C .
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then H is measurable in x and non-decreasing and right-continuous in y. Fix z ∈ [0,1]. For every q ∈ Q ∩ [0,1] deﬁne
Aq :=
{
x ∈ [0,1]: H(x,q) < z} ∈ B([0,1]),
and set
A :=
⋃
q∈Q∩[0,1]
Aq × [0,q] ∈ B
(
R2
)
.
Using right-continuity it is straightforward to see that A = H−1([0, z)), from which measurability of H directly follows.
Furthermore, if D1(A, B) = 0 then there exists a set Λ ⊆ [0,1]2 with λ2(Λ) = 1 such that for every (x, y) ∈ Λ we have
equality KA(x, [0, y]) = KB(x, [0, y]). It follows that λ(Λx) = 1 for almost every x ∈ [0,1]. For every such x we have that
the kernels coincide on a dense set, so they have to be identical. Again using disintegration (see [14]) or Eq. (5) shows
A = B . The remaining properties of a metric are obviously fulﬁlled. The fact that D∞ and D2 are metrics can be shown
analogously. 
Lemma 5. For every pair A, B ∈ C the function ΦA,B , deﬁned according to (12), is Lipschitz continuous with Lipschitz constant 2
and fulﬁlls ΦA,B(y) min{2y,2(1 − y)} for every y ∈ [0,1]. Moreover there exist copulas A, B ∈ C for which equality ΦA,B(y) =
min{2y,2(1− y)} holds for all y ∈ [0,1].
Proof. Suppose that E ∈ B([0,1]), then using (4) and applying Scheffé’s theorem (see [6]) we get∫
[0,1]
∣∣KA(x, E) − KB(x, E)∣∣dλ(x) = 2
∫
G
K A(x, E) − KB(x, E)dλ(x)
 2
∫
[0,1]
KA(x, E)dλ(x) = 2λ(E)
whereby G = {x ∈ [0,1]: KA(x, E) > KB(x, E)}. Since KA(·, Ec) = 1−KA(·, E) holds, considering E = [0, y] implies the desired
inequality. Straightforward calculations show that in case of the copulas M and W we get ΦM,W (y) = min{2y,2(1− y)} for
every y ∈ [0,1].
Finally, to see Lipschitz continuity, suppose that s > t , then∣∣ΦA,B(s) − ΦA,B(t)∣∣
∫
[0,1]
∣∣KA(x, (t, s])− KB(x, (t, s])∣∣dλ(x)
= 2λ((t, s])= 2(s − t). 
Using Lemma 5 it is straightforward to show that D1 is a metrization of OM as mentioned in the Introduction:
Theorem 6. Suppose that A, A1, A2, . . . are copulas and let T , T1, T2, . . . denote the corresponding Markov operators. Then the four
following conditions are equivalent:
(a) limn→∞ D1(An, A) = 0,
(b) limn→∞ D∞(An, A) = 0,
(c) limn→∞ ‖Tn f − T f ‖1 = 0 for every f ∈ L1([0,1],B([0,1]), λ),
(d) limn→∞ D2(An, A) = 0.
Proof. For every n ∈ N deﬁne functions fn : [0,1] → [0,1] by fn(y) := ΦAn,A(y). Then every fn is Lipschitz continuous with
Lipschitz constant 2. Set ‖ fn‖C∞ := max{ fn(y): y ∈ [0,1]} and suppose that fn(y0) = ‖ fn‖C∞ for some y0 ∈ [0,1]. Then
the area between the graph of fn and the x-axis (i.e. the endograph of fn) surely has to contain the triangle L with
vertices {(y0 − fn(y0)/2,0), (y0,0), (y0, fn(y0))} or the triangle R with vertices {(y0,0), (y0 + fn(y0)/2,0), (y0, fn(y0))}.
Consequently we have
‖ fn‖C∞ 
∫
[0,1]
fn(y)dλ(y)
‖ fn‖2C∞
4
.
This shows that (a) and (b) are equivalent. Furthermore (b) implies that the sequence fn converges uniformly to 0, from
which, using Lemma 2, (c) immediately follows. Implication (c) ⇒ (a) follows directly from Lemma 2 and Lebesgue’s theorem
on dominated convergence. Finally, equivalence of (a) and (d) is a direct consequence of the fact that
D22(A, B) D1(A, B) D2(A, B)
holds for all A, B ∈ C . 
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analyzed by Mikusinski and Taylor (see [17,18]), and the Sobolev-type-metric d studied by Darsow and Olsen (see [5]) as
well as by Siburg and Stoimenov (see [24,25]). It is straightforward to see that a sequence (An)n∈N of copulas ∂-converges
to a copula A if and only of limn→∞ D1(An, A) + D1(ATn , AT ) = 0. Hence the metric D∂ , deﬁned by
D∂ (A, B) := D1(A, B) + D1
(
AT , BT
)
(13)
for all A, B ∈ C , is a metrization of ∂-convergence. Furthermore it is straightforward to see that the topology O∂ induced
by D∂ on C is ﬁner than OM – in fact this is a direct consequence of Example 25 and Eq. (13). Moreover, Theorem 6
implies that the topology induced by the Sobolev-type metric d is exactly O∂ since
d2(A, B) = D22(A, B) + D22
(
AT , BT
)
(14)
holds (using (13) this follows from [5] too).
The following lemma will be useful in Section 6:
Lemma 7. Suppose that A, A1, A2, . . . are copulas with corresponding regular conditional distributions K , K1, K2, . . . . If Kn(x, ·) →
K (x, ·) weakly λ-a.s. then we have limn→∞ D1(An, A) = 0.
Proof. Let Λ ⊆ [0,1] denote the set of all x for which the conditional distributions converge weakly and suppose that
λ(Λ) = 1. If f is a continuous function on [0,1] then we have
lim
n→∞
∫
[0,1]
f (y)Kn(x,dy) =
∫
[0,1]
f (y)K (x,dy)
for every x ∈ Λ, which, using Lebesgue’s theorem on dominated convergence yields
lim
n→∞‖T An f − T A f ‖1 = 0.
Since the space C∞([0,1]) of all continuous functions on [0,1] is dense in L1([0,1],B([0,1]), λ) this completes the
proof. 
It is well known that (C,d∞) is a compact metric space. Since the topology induced by D1 is strictly ﬁner than that
induced by d∞ (see [16] or Proposition 14) we cannot expect the metric space (C, D1) to be compact. The next theorem,
however, shows that (C, D1) is still topologically rich:
Theorem 8. The metric space (C, D1) is complete and separable.
Proof. Suppose that (An)n∈N is a Cauchy sequence in (C, D1). For every n ∈ N let Kn(·,·) denote the corresponding regular
conditional distribution and Hn the function on [0,1]2, deﬁned by Hn(x, y) := Kn(x, [0, y]). Since we have
D1(An, Am) =
∫
[0,1]
∫
[0,1]
∣∣Hn(x, y) − Hm(x, y)∣∣dλ(x)dλ(y)
= ‖Hn − Hm‖L1([0,1]2,B([0,1]2),λ2)
(Hn)n∈N is a Cauchy sequence in L1([0,1]2,B([0,1]2), λ2), so there exists an L1-limit H ∈ L1([0,1]2,B([0,1]2), λ2). Accord-
ing to the theorem of Riesz and Fischer (see [9,22]) we can ﬁnd a subsequence (Hn j ) j∈N and a Borel set  ⊆ [0,1]2 with
λ2() = 1 and lim j→∞ Hn j (x, y) = H(x, y) for all (x, y) ∈ . W.l.o.g. we may assume that H(x,1) = 1 for every x ∈ [0,1].
We will show that we can ﬁnd a measurable function G : [0,1]2 → [0,1] with the two following properties: (i) G = H
λ2-a.s. and (ii) K (x, [0, y]) := G(x, y) is again a regular conditional distribution of a copula A ∈ C .
Using Fubini’s theorem (see [9,22]) it follows that λ(y) = λ({x ∈ [0,1] : (x, y) ∈ }) = 1 for λ-almost all y ∈ [0,1].
Consequently we can ﬁnd a countable set Q = {y1, y2, . . .} ⊆ [0,1] with 1 ∈ Q and a set Λ0 ⊆ [0,1] with λ(Λ0) = 1 such
that lim j→∞ Hn j (x, yi) = H(x, yi) holds for every yi ∈ Q and every x ∈ Λ0. Again using Fubini we can ﬁnd a subset Λ ⊆ Λ0
such that λ(x) = λ({y ∈ [0,1]: (x, y) ∈ }) = 1 for every x ∈ Λ. Deﬁne a new function G : [0,1]2 → [0,1] by G(x, y) = 1 if
y = 1 and
G(x, y) := inf
yi∈Q , yi>y
H(x, yi)1Λ(x) + 1[0,1](y)1Λc (x).
It is straightforward to see that G(·,·) is measurable in x for ﬁxed y and a distribution function on [0,1] in y for ﬁxed x.
In particular G is measurable (the same argument as in Lemma 4) and G induces a Markov kernel K (·,·) by setting
K (x, [0, y]) := G(x, y) and, for every x, uniquely extending the probability measure K (x, ·) from the class of all intervals
[0, y] to B([0,1]) in the standard way (see [9,14]).
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Πx := {y ∈ [0,1]: gx(y) = hx(y)}. Using monotonicity it follows that Πx ⊆ cx ∪ DC(gx), whereby DC(gx) denotes the (at
most) countably inﬁnite set of discontinuities of gx . Consequently, setting Π := {(x, y) ∈ [0,1]2: G(x, y) = H(x, y)} and again
using Fubini we get
λ2(Π) =
∫
[0,1]
λ(Πx)dλ(x) =
∫
Λ
λ(Πx)dλ(x) = 0,
which implies limn→∞ ‖Hn − G‖L1([0,1]2,B([0,1]2),λ2) = 0. It remains to show that K (x, [0, y]) is a regular conditional distri-
bution of a copula A ∈ C . Fix y ∈ [0,1], then there exists a monotonically decreasing sequence (zl)l∈N in Q with limit y.
Applying Lebesgue’s theorem on dominated convergence shows∫
[0,1]
K
(
x, [0, y])dλ(x) = ∫
[0,1]
G(x, y)dλ(x) = lim
i→∞
∫
[0,1]
H(x, zi)dλ(x)
= lim
i→∞
lim
j→∞
∫
[0,1]
Hn j (x, zi)dλ(x) = lim
i→∞
zi = y.
Hence there exists a copula A ∈ C such that K (·,·) = KA(·,·). This completes the proof of the ﬁrst part of the theorem.
In order to show separability we can proceed as follows: For every n  2 deﬁne subsets Sn and SQn of C as follows:
Sn is the class of all B ∈ C whose mass μB is uniformly distributed on each rectangle Rij of the form Rij = [(i−1)/n, i/n]×
[( j − 1)/n, j/n]. Denote by SQn the subset of all B ∈ Sn that also fulﬁll μB(Rij) ∈ Q for all i, j ∈ {1, . . . ,n}. Since SQn is
countably inﬁnity SQ :=⋃∞n=2 SQn ⊆ C is countably inﬁnite too. Using the results in [16] Sn is dense in C with respect to
the strong operator topology, so, by Theorem 6, Sn is dense in the metric space (C, D1). Fix an arbitrary B ∈ Sn and let ε > 0.
Obviously the family Sn is isomorphic to the class Ωn of all doubly stochastic matrices. According to Birkhoff’s theorem on
doubly stochastic matrices (see [11]) every element M ∈ Ωn is the convex combination of m ( n2+1) permutation matrices
(Pi)mi=1, i.e. M =
∑m
i=1 αi P i with αi  0 and
∑m
i=1 αi = 1. Since Q is dense in [0,1] we can ﬁnd a vector (β1, . . . , βm) ∈ Qm
such that both maxi=1,...,m |αi − βi | < ε/(n2 + 1) and ∑mi=1 βi = 1 holds. Returning to B this implies the existence of an
element Bˆ ∈ SQn such that maxi, j=1,...,m |μB(Rij)−μBˆ(Rij)| < ε/(n2 + 1). It follows immediately that D1(B, Bˆ) < ε and we
have shown that SQn is dense in Sn , which completes the proof. 
4. The dependence measure ζ1 induced by D1
As mentioned in the Introduction we want to analyze the dependence measure ζ1 deﬁned as a scalar times the
D1-distance to the product copula Π . Intuitively it seems natural that completely dependent copulas (in the sense men-
tioned in the Introduction, for a precise deﬁnition see below) should be assigned maximum dependence degree since they
describe an (unidirectional) deterministic interrelation between X and Y (i.e. knowing X implies knowing Y , but in general
not vice versa), whereas Π describes the other extreme in which knowing X does not at all improve our a priori knowledge
on Y . Theorem 14 states that our dependence measure ζ1 fulﬁlls this property.
We will start with the following deﬁnition of completely dependent copulas and afterwards give equivalent conditions
justifying the name completely dependent:
Deﬁnition 9. A copula A ∈ C is called completely dependent if there exists a λ-preserving transformation S : [0,1] → [0,1]
such that the corresponding Markov operator T A has the form T A f = f ◦ S λ-a.s. for every f ∈ Ł1([0,1],B([0,1]), λ). The
class of all completely dependent copulas will be denoted by Cd . A copula is called mutually completely dependent if and only
if A, AT ∈ Cd holds.
Lemma 10. Given A ∈ C the following conditions are equivalent:
(d1) A ∈ Cd.
(d2) There exists a λ-preserving transformation S : [0,1] → [0,1] such that A(x, y) = λ([0, x] ∩ S−1([0, y])) for all (x, y) ∈ [0,1]2 .
(d3) There exists a λ-preserving transformation S : [0,1] → [0,1] such that K (x, E) := 1E (Sx) = δSx(E) is a regular conditional
distribution of A.
(d4) There exists a λ-preserving transformation S : [0,1] → [0,1] such that μA(Γ (S)) = 1, whereby Γ (S) := {(x, Sx): x ∈ [0,1]} ∈
B([0,1]2) denotes the graph of S.
Proof. (d1) ⇒ (d2): Using the interrelation between Markov operators and copulas formulated in (5) we immediately get
A(x, y) =
∫
(T A1[0,y])(z)dλ(z) =
∫
1[0,y] ◦ S(z)dλ(z)
[0,x] [0,x]
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for all (x, y) ∈ [0,1]2.
(d2) ⇒ (d3): It is clear that if S : [0,1] → [0,1] is a λ-preserving transformation, then K (x, E) deﬁned as in (d3) is a
Markov kernel. Suppose that X, Y : Ω → [0,1] are random variables on a probability space (Ω,A,P) such that P X⊗Y = μA
holds. If E, F ∈ B([0,1]), then, using the extension theorem for measures, we have∫
X−1(F )
1E ◦ Y dP = P(X ∈ F , Y ∈ E) = λ
(
F ∩ S−1(E))= ∫
F
1E(Sx)dλ(x),
so K (x, E) := 1E (Sx) = δSx(E) is a regular conditional distribution of A.
(d3) ⇒ (d1): Using Lemma 1 we get (T A f )(x) =
∫
[0,1] f (y)KA(x,dy) = f (Sx) for λ-a.s.
(d3) ⇒ (d4): Using disintegration (see [14]) we directly get
μA
(
Γ (S)
)= ∫
[0,1]
KA
(
x,
(
Γ (S)
)
x
)
dλ(x) =
∫
[0,1]
1{Sx}(Sx)dλ(x) = 1.
(d4) ⇒ (d2): In case the graph of S has full mass we have KA(x, {Sx}) = 1 for λ-almost all x ∈ [0,1]. Consequently, using
disintegration and again Lemma 1 we ﬁnally get
A(x0, y0) =
∫
[0,x0]
(T A1[0,y0])(z)dλ(z) =
∫
[0,x0]
KA
(
z, [0, y0]
)
dλ(z)
=
∫
[0,x0]
1[0,y0] ◦ S(z)dλ(z) = λ
([0, x0] ∩ S−1([0, y0])).
This completes the proof. 
Remark 11. Lemma 10 in particular shows that Cd contains all shuﬄes of Min, i.e. copulas induced by interval exchange
transformations on [0,1] (see [7]). Point (d4) implies that Deﬁnition 9 of complete dependence is equivalent to the original
one given by Lancaster (see [13] and [25]), and point (d3) that a copula A is completely dependent if and only if it is
left-invertible w.r.t. the ∗-product (see [5] and [25]).
The following lemma essentially answers the question about which copulas have maximum D1-distance to Π :
Lemma 12. For every A ∈ C the function ΦA,Π fulﬁlls ΦA,Π (y)  2y(1 − y) for all y ∈ [0,1]. Furthermore equality ΦA,Π (y) =
2y(1− y) holds for every y ∈ [0,1] if and only if A is a completely dependent copula.
Proof. Because of ΦA,Π (0) = ΦA,Π (1) = 0 if suﬃces to consider y ∈ (0,1). Deﬁne
Dy :=
{
f : [0,1] → [0,1], f measurable and
∫
[0,1]
f (x)dλ(x) = y
}
,
then obviously KA(·, [0, y]) ∈Dy for every copula A ∈ C . Using Scheffé’s theorem (see [6]) we have∫
[0,1]
∣∣ f (x) − y∣∣dλ(x) = 2∫
E f
(
f (x) − y)dλ(x) = 2∫
Ecf
(
y − f (x))dλ(x) (15)
for every f ∈Dy , whereby E f := {x ∈ [0,1]: f (x) > y}. We will show that the left hand side of (15) becomes maximal if
and only if there exists a set E such that f = 1E λ-a.s.:
(i) If
∫
Ecf
f (x)dλ(x) > 0 then the function H , deﬁned by
H(x) :=
∫
[0,x]∩Ecf
f (z)dλ(z) −
∫
[x,1]∩Ecf
(
1− f (z))dλ(z), x ∈ [0,1]
is absolutely continuous and fulﬁlls H(0)  −(1 − y)λ(Ecf ) < 0 and H(1) =
∫
Ecf
f (x)dλ(x) > 0. Consequently we can ﬁnd
x0 ∈ (0,1) such that H(x0) = 0 holds. Deﬁne a new function f  by f  := f 1E f + 1Ecf ∩[x0,1] . It is straightforward to see that
f  ∈Dy and, using the ﬁrst equality in (15), that
∫ | f (x) − y|dλ(x) < ∫ | f (x) − y|dλ(x).[0,1] [0,1]
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∫
Ecf
f (x)dλ(x) = 0 but ∫E f 1− f (x)dx > 0 then we can proceed analogously and deﬁne a function H by
H(x) :=
∫
[0,x]∩E f
f (z)dλ(z) −
∫
[x,1]∩E f
(
1− f (z))dλ(z), x ∈ [0,1].
H is absolutely continuous and fulﬁlls both H(0) = − ∫E (1 − f (x))dλ(x) < 0 as well as H(1) = ∫E f f (x)dλ(x) = y > 0,
so we can ﬁnd x0 ∈ (0,1) such that H(x0) = 0 holds. Deﬁne a new function f  by f  := f 1Ecf + 1E f ∩[x0,1] . Again it is
straightforward to see that f  ∈Dy and, using the second equality in (15), that
∫
[0,1] | f (x)− y|dλ(x) <
∫
[0,1] | f (x)− y|dλ(x).
In case neither (i) nor (ii) holds we immediately get f = 1E f λ-a.s. as well as λ(E f ) = y, which in turn implies∫
[0,1] | f (x) − y|dλ(x) = 2y(1− y). This completes the proof of the ﬁrst part of Lemma 12.
If A ∈ C then according to (d3) in Lemma 10 there exists a λ-preserving transformation S : [0,1] → [0,1] such that
K (x, E) := 1E (Sx) = δSx(E) is a regular conditional distribution of A. Hence
ΦA,Π (y) =
∫
[0,1]
∣∣KA(x, [0, y])− y∣∣dλ(x) =
∫
[0,1]
∣∣1[0,y](Sx) − y∣∣dλ(x)
=
∫
[0,1]
∣∣1[0,y](x) − y∣∣dλ(x) = 2y(1− y)
holds for every y ∈ [0,1].
To prove the other implication suppose that A ∈ C , that KA(·,·) is a regular conditional distribution of A and that
ΦA,Π (y) = 2y(1− y) holds for every y ∈ [0,1]. It follows from the ﬁrst part of the proof that for every y ∈ [0,1] there exists
a set E y with λ(E y) = y and KA(x, [0, y]) = 1E y (x) for λ-almost every x ∈ [0,1]. Consequently we can ﬁnd a measurable
set M ⊆ [0,1] fulﬁlling λ(M) = 1 such that for every x ∈ M we have KA(x, [0, y]) = 1E y (x) for every y ∈ [0,1] ∩ Q. Deﬁne a
transformation S : [0,1] → [0,1] by
Sx := 1M(x) inf
{
y ∈ Q∩ [0,1]: KA
(
x, [0, y])= 1}.
Using right-continuity of distribution functions it follows that on M we have KA(x, [0, y0]) = 1 if and only if Sx y0, i.e. if
1[0,y0](Sx) = 1. This implies that S is measurable since{
x ∈ [0,1]: Sx y0
}= Mc ∪ {x ∈ M: KA(x, [0, y0])= 1} ∈ B([0,1])
holds for every y0 ∈ [0,1]. Furthermore
λS
([0, y0])= λ({x ∈ [0,1]: KA(x, [0, y0])= 1)}= λ(E y0) = y0,
so S is also λ-preserving. Since on M we have KA(x, [0, y0]) = 1[0,y0](Sx) = δSx([0, y0]) we have KA(x, E) = δSx(E) for every
Borel set E which shows that (x, E) → δSx(E) is a regular conditional distribution of A. Applying Lemma 10 completes the
proof. 
Using Lemma 12 and the fact that
∫
[0,1] 2y(1− y)dy = 1/3 we ﬁnally deﬁne the dependence measure ζ1 : C → [0,1] by
ζ1(A) := 3D1(A,Π), A ∈ C. (16)
Remark 13. Looking back at Remark 3 the dependence measure ζ1(A) can, up to a scalar, be interpreted as expected
L1-distance between the conditional distribution function of A and the distribution function of the uniform distribu-
tion U[0,1] .
Lemma 12 implies the following result.
Theorem 14. Suppose that A ∈ C and let ζ1 be deﬁned according to (16). Then ζ1(A) ∈ [0,1]. Furthermore ζ1(A) = 1 if and only if
A ∈ Cd, i.e. all completely dependent copulas have maximum dependence measure.
Proposition 15. The following assertions hold:
(i) The family Cd is closed with respect to D1 .
(ii) Suppose that S1, S2 are λ-preserving transformations on [0,1] and let A1, A2 denote the corresponding completely dependent
copulas. Then we have D2(A1, A2) = D1(A1, A2) = ‖S1 − S2‖1 .
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fact that metrics are continuous in each argument. Point (ii) can be proved as follows:
D22(A1, A2) =
∫
[0,1]
∫
[0,1]
(
1[0,y](S1x) − 1[0,y](S2x)
)2
dλ(x)dλ(y)
=
∫
[0,1]
∫
[0,1]
∣∣1[0,y](S1x) − 1[0,y](S2x)∣∣dλ(x)dλ(y) = D1(A1, A2)
=
∫
[0,1]
∫
[0,1]
∣∣1[0,y](S1x) − 1[0,y](S2x)∣∣dλ(y)dλ(x)
= ‖S1 − S2‖1. 
Remark 16. Independence of two random variables is a symmetric concept (knowing X does not change our knowledge
about Y and vice versa) – nevertheless, from the authors point of view, notions ‘measuring’ dependence are not necessarily
symmetric since in many situations the dependence structure might be strongly asymmetric as it is, for instance, the case in
Example 25. Furthermore, having an unidirectional (i.e. non-mutual) dependence measure one can easily construct a mutual
one (see, for instance, Eq. (17) below).
Remark 17. The mutual dependence measure ω studied by Siburg and Stoimenov (see [25]) is deﬁned by
ω2(A) := 3d2(A,Π) = 3(D22(A,Π) + D22(AT ,Π)). (17)
Arguments analogous to the ones used in the proof of Lemma 12 show that D22(A,Π)  1/6 with equality if and only if
A ∈ Cd . Therefore, using (17) and Proposition 15 it follows immediately that ω(A) = 1 if and only if A is invertible and that
the class of all invertible copulas is closed in (C,d) (already proved in a different manner in [25]).
We will conclude this section with an example that shows the existence of λ-preserving transformations S , S1, S2, . . . on
[0,1] such that (Sn(x))n∈N does not converge to S(x) in any point x ∈ [0,1] although at the same time limn→∞ D1(An, A) = 0
holds.
Example 18. For every m ∈ N and j ∈ {1, . . . ,2m−1} deﬁne an interval exchange transformation (see [7]) S2m−1+ j : [0,1] →
[0,1] as follows (see Fig. 1):
S2m−1+ j(x) =
⎧⎪⎨
⎪⎩
x+ (1− 2 j−12m ) if x ∈ ( j−12m , j2m ],
x− (1− 2 j−12m ) if x ∈ (1− j2m ,1− j−12m ],
x otherwise.
Since every n ∈ N can be uniquely expressed in the form n = 2m+ j with m ∈ N and j ∈ {1, . . . ,2m−1} this deﬁnes a sequence
(Sn)n∈N of λ-preserving transformations on [0,1]. Let S denote the identity on [0,1] and M, A1, A2, . . . the corresponding
completely dependent copulas in Cd . Since
‖S2m−1+ j − S‖1 
1
2m−1
holds we have limn→∞ ‖Sn − S‖1 = 0. Consequently, using Proposition 15, limn→∞ D1(An, A) = 0 follows. Suppose now
that x ∈ (0,1/2). Then for every m ∈ N there exists a unique jxm ∈ {1, . . . ,2m−1} such that x ∈ ( j
x
m−1
2m ,
jxm
2m ] holds. Set ε =
1/2− x > 0, then it follows that
lim
m→∞ S2m−1+ jxm (x) = limm→∞
(
x+ 1− 2 j
x
m − 1
2m
)
= x+ 1− 2x = 1− x > x+ ε,
which shows that (Sn(x))n∈N cannot converge to S(x) = x. Analogous arguments show that (Sn(x))n∈N does not converge
to S(x) = x for every x ∈ (0,1]. The only two points where (Sn)n∈N converges to S are 0 and 1. If we modify S on these
two points this changes neither the induced copula M nor L1 convergence of (Sn)n∈N to S . Hence we have constructed a
sequence (Sn)n∈N of measure preserving transformation that converges nowhere to S .
5. Examples: ζ1 for some parametric classes of copulas
The aim of this section is to calculate ζ1 for some well-known parametric classes of copulas.
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Example 19 (Farlie–Gumbel–Morgenstern family). The FGM family (Gθ )θ∈[−1,1] of copulas is deﬁned by (see [19])
Gθ (x, y) = xy + θxy(1− x)(1− y). (18)
Gθ is absolutely continuous so Kθ (·,·), deﬁned by
KGθ
(
x, [0, y]) := y + θ y(1− 2x)(1− y) ∀(x, y) ∈ [0,1]2, (19)
is a regular conditional distribution of Gθ . Using Lemma 7 it follows immediately that the family (Gθ )θ∈[−1,1] is continuous
in θ with respect to D1. Furthermore it is straightforward to verify that D1(Gθ ,Π) = |θ |12 , so ζ1(Gθ ) = |θ |4 holds for every
θ ∈ [−1,1].
Example 20 (Marshall–Olkin family). The MO family (Mα,β)(α,β)∈[0,1]2 of copulas (see [19]) is deﬁned by
Mα,β(x, y) =
{
x1−α y if xα  yβ,
xy1−β if xα  yβ.
(20)
It contains Π (α = 0 or β = 0) as well as M (α = β = 1). Suppose that α,β > 0 then a regular conditional distribution
KAα,β (·,·) of Aα,β is given by (x ∈ (0,1], y ∈ [0,1])
KAα,β
(
x, [0, y])=
{
(1− α)x−α y if y < x αβ ,
y1−β if y  x
α
β .
(21)
Again using Lemma 7 and the before-mentioned boundary cases it follows immediately that the family is continuous in
(α,β) with respect to D1. Straightforward but laborious calculations show that in case of α,β > 0
ζ1(Mα,β) = 3α(1− α)z + 6
β
1− (1− α)z
z
− 6
β
1− (1− α)z+1
z + 1 (22)
holds, whereby z = 1α + 2β − 1. Fig. 2 is an image plot of the function (α,β) → ζ1(Mα,β).
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Fig. 3. Image plot of the function (α,β) → ζ1(Fα,β ).
Example 21 (Frechet family). The Frechet family (Fα,β) with (α,β) ∈ [0,1]2 and α + β  1 (see [19]) is deﬁned by
Fα,β(x, y) := αM(x, y) + βW (x, y) + (1− α − β)Π(x, y). (23)
Being a convex combination of the M,W and Π obviously KFα,β (·,·), deﬁned by
KFα,β
(
x, [0, y])= α1[0,y](x) + β1[0,y](1− x) + (1− α − β)y (24)
for all (x, y) ∈ [0,1]2 is a regular conditional distribution of Fα,β . As in the previous examples the family is continuous in
(α,β) with respect to D1. Furthermore it follows that
ζ1(Fα,β) = 1
2
3α3 + 3αβ2 + 2β3
(α + β)2 (25)
whenever α +β > 0. In case α +β = 0 we have ζ1(F0,0) = 0 since F0,0 = Π – which is also the limit of (25) for α,β → 0+.
Also note that for ﬁxed γ ∈ (0,1], α ∈ [0, γ ] and β = γ − α the dependence measure ζ1 becomes minimal in case of
α = β = γ /2. Fig. 3 is an image plot of the function (α,β) → ζ1(Fα,β).
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6. An application to copulas induced by special Iterated Function Systems
We will now take a look to the construction of copulas with fractal support via Iterated Function System given in [10]
and show that the mentioned convergence results w.r.t. d∞ also hold w.r.t. the much stronger metric D1. Before analyzing
the general case we recall the deﬁnition of an Iterated Function System (see [1]) and start with a simple example.
Deﬁnition 22. Suppose that (Ω,d) is a metric space and that n ∈ N. A mapping w : Ω → Ω is called contraction if there
exists a constant L < 1 such that d(w(x),w(y))  Ld(x, y) holds for all x, y ∈ Ω . A family (wl)nl=1 of contractions on Ω
together with a vector (pl)nl=1 ∈ [0,1]n fulﬁlling
∑n
l=1 pl = 1 is called an Iterated Function System with probabilities (IFS for
short). We will denote IFSs by {(wl)nl=1, (pl)nl=1}.
Example 23. Consider the matrix M = (ti j)3i, j=1 deﬁned by
M =
⎛
⎝
1
6 0
1
6
0 13 0
1
6 0
1
6
⎞
⎠ ,
set a = b = (0,1/3,2/3,1) and R ji := [a j−1,a j] × [bi−1,bi], 1  i, j  3. M induces an IFS {(w ji)3i, j=1, (t ji)3i, j=1}, whereby
the aﬃne contractions w ji : [0,1]2 → R ji , 1 i, j  3 are deﬁned by
w ji(x, y) =
(
a j−1 + x(a j − a j−1),bi−1 + y(bi − bi−1)
)
.
Let P([0,1]2) denote the set of all probability measures on ([0,1]2,B([0,1]2)). It straightforward to verify (see [10]) that
the operator V : P([0,1]2) → P([0,1]2), deﬁned by
V (μ) :=
3∑
i, j=1
ti jμ
w ji , (26)
maps PC to PC , so we can also see it as operator on C (see Fig. 4). Suppose now that A ∈ C , that μA ∈ PC is the corre-
sponding doubly stochastic measure and that KA(·,·) denotes a regular conditional distribution of A. It is straightforward to
see that the Markov kernel KV A(·,·), deﬁned by (27), is a regular conditional distribution of V A (again see Fig. 4):
y ∈
[
0,
1
3
]
: KV A
(
x, [0, y])= 1
2
KA
(
3x, [0,3y])1[0, 13 ](x) + +12 KA
(
3x− 2, [0,3y])1[ 23 ,1](x)
y ∈
(
1
,
2
]
: KV A
(
x, [0, y])= 11[0, 13 ]∪( 23 ,1](x) + +KA(3x− 1, [0,3y − 1])1( 13 , 23 ](x)3 3 2
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(
2
3
,1
]
: KV A
(
x, [0, y])= (1
2
+ 1
2
KA
(
3x, [0,3y − 2]))1[0, 13 ](x) + 1( 13 , 23 ](x)
+
(
1
2
+ 1
2
KA
(
3x− 2, [0,3y − 2]))1[ 23 ,1](x). (27)
Using (27) straightforward calculations show that for every A, B ∈ C the following relation between ΦV A,V B and ΦA,B holds:
ΦV A,V B(3y) = 1
3
ΦA,B(3y)1[0, 13 ](y) +
1
3
ΦA,B(3y − 1)1( 13 , 23 ](y) + +
1
3
ΦA,B(3y − 2)1( 23 ,1](y).
Hence we get
D1(V A, V B) =
∫
[0,1]
ΦV A,V B(y)dy = 31
3
1
3
∫
[0,1]
ΦA,B(y)dy = 1
3
D1(A, B),
showing that V is a contraction on (C, D1) with L = 1/3. Applying Banach’s ﬁxed point theorem and Theorem 8 it there-
fore follows that there is a (unique) globally attractive ﬁxed point A ∈ C of V , i.e. for every copula B ∈ C we have
D1(V nB, A) → 0 for n → ∞. Since convergence w.r.t. D1 implies convergence w.r.t. d∞ the copula A coincides with the
ﬁxed point w.r.t. d∞ , so μA is a singular measure whose support has Hausdorff dimension dimH (supp(μA )) = ln(5)/ ln(3)
(see [10]).
We will analyze the mapping V : C → C and its properties now in the general case. Suppose that M = (ti j)i=1,...,n, j=1,...,m
is a matrix with n  2 rows and m columns fulﬁlling the three following conditions: (i) All entries are non-negative,
(ii)
∑
ti j = 1, and (iii) no row or column has all entries 0. According to [10] we will call such a matrix M transforma-
tion matrix. Given M we deﬁne the vectors (a j)mj=0, (bi)
n
i=0 of cumulative column and row sums by
a0 = b0 = 0,
a j =
∑
j0 j
n∑
i=1
ti j, j ∈ {1, . . . ,m},
bi =
∑
i0i
m∑
j=1
ti j, i ∈ {1, . . . ,n}. (28)
Since M is a transformation matrix both (a j)mj=0 and (bi)
n
i=0 are strictly increasing. Consequently R ji := [a j−1,a j] ×
[bi−1,bi] are compact non-empty rectangles for every j ∈ {1, . . . ,m} and i ∈ {1, . . . ,n}. Consider the IFS
{(w ji) j=1,...,m, i=1,...,n, (ti j) j=1,...,m, i=1,...,n}, whereby the contraction w ji : [0,1]2 → R ji is deﬁned by
w ji(x, y) =
(
a j−1 + x(a j − a j−1),bi−1 + x(bi − bi−1)
)
.
The induced operator V on P([0,1]2) is deﬁned by
V (μ) :=
m∑
j=1
n∑
i=1
ti jμ
w ji . (29)
Again it is straightforward too see that V maps PC into itself (see [10]). Fix an arbitrary A ∈ C and let KA denote a regular
conditional distribution of A. Then KV A(·,·) is given by (empty sums are zero by deﬁnition)
KV A
(
x, [0, y]) :=
∑
i0<i
ti0 j∑n
i0=1 ti0 j
+ ti j∑n
i0=1 ti0 j
K A
(
x− a j−1
a j − a j−1 ,
[
0,
y − bi−1
bi − bi−1
])
(30)
for every x, y ∈ R ji = [a j−1,a j] × [bi−1,bi] – we will use the smallest index j and the greatest index i such that (x, y) ∈ R ji
to assure that KV A is well deﬁned also on the intersections of the rectangles and to make sure that y → KV A(x, [0, y]) is a
distribution function for every x ∈ [0,1]. Suppose now that A, B ∈ C and that y ∈ (bi−1,bi), then the following interrelation
between ΦV A,V B(y) and ΦA,B(y) holds:
ΦV A,V B(y) =
∫
[0,1]
∣∣KV A(x, [0, y])− KV B(x, [0, y])∣∣dλ(x)
=
m∑
j=1
∫
[a ,a ]
ti j
a j − a j−1
∣∣∣∣KA
(
x− a j−1
a j − a j−1 ,
[
0,
y − bi−1
bi − bi−1
])
− KB
(
x− a j−1
a j − a j−1 ,
[
0,
y − bi−1
bi − bi−1
])∣∣∣∣dλ(x)
j−1 j
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m∑
j=1
ti j
∫
[0,1]
∣∣∣∣KA
(
x,
[
0,
y − bi−1
bi − bi−1
])
− KB
(
x,
[
0,
y − bi−1
bi − bi−1
])∣∣∣∣dλ(x)
=
m∑
j=1
ti jΦA,B
(
y − bi−1
bi − bi−1
)
= (bi − bi−1)ΦA,B
(
y − bi−1
bi − bi−1
)
.
Since, according to Lemma 5, ΦA,B is Lipschitz continuous on [0,1] and zero on {0,1} it follows that
ΦV A,V B(y) =
n∑
i=1
(bi − bi−1)ΦA,B
(
y − bi−1
bi − bi−1
)
1(bi−1,bi ](y)
for all y ∈ [0,1]. Hence
D1(V A, V B) =
n∑
i=1
∫
(bi−1,bi ]
(bi − bi−1)ΦA,B
(
y − bi−1
bi − bi−1
)
dλ(y)
=
n∑
i=1
(bi − bi−1)2
∫
(0,1]
ΦAB(y)dλ(y)
=
n∑
i=1
(bi − bi−1)2D1(A, B),
which shows that V is a contraction on (C, D1) since
∑n
i=1(bi − bi−1)2 <
∑n
i=1(bi − bi−1) = 1. Since M was an arbitrary
transformation matrix we have proved the following result (see [10] for the analogous result with respect to the uniform
distance d∞):
Theorem 24. Suppose that M is a transformation matrix and let the operator V be deﬁned according to (29). Then V is a con-
traction on the metric space (C, D1) and there exists a unique copula A such that V A = A and for every B ∈ C we have
limn→∞ D1(V nB, A) = 0.
Example 25. For every n ∈ N0 deﬁne λ-preserving transformations Sn : [0,1] → [0,1] by
Sn(x) = 2nx (mod 1)
and denote the corresponding completely dependent copulas by An . Since An ∈ Cd we have D1(An,Π) = 1/3. Consider the
transformation matrix M deﬁned by
M =
(
1/2
1/2
)
and let V denote the corresponding operator deﬁned according to (29). Then it follows that
D1
(
ATn ,Π
)= D1(V n AT0 , V nΠ)= 12n D1(M,Π) = 12n 13
which shows that limn→∞ D1(ATn ,Π) = 0.
7. Conclusion and future work
We have introduced a metric D1 on the space C that is a metrization of the topology OM induced by the strong
operator topology on the space M of corresponding Markov operators. It has been shown that the metric space (C, D1) is
complete and separable and that the family Cd of completely dependent copulas is a closed subset of C having maximum
D1-distance to the product copula Π . As a consequence ζ1 assigns all elements in Cd maximum dependence measure one.
ζ1 has been calculated for three parametric families of copulas and an application to copulas induced by special Iterated
Functions Systems has been given.
As future work it seems reasonable to explore further properties of the dependence measure ζ1 and the metric spaces
(C, D1) and (C, D2) in general. In particular it should be analyzed how well Π can be approximated by copulas induced by
n λ-preserving transformations on [0,1].
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