Machine learning (ML) has been recognized as central to artificial intelligence (AI) for many decades, if not from the early beginnings of AI. The question of how the things that have been learned in one context can be re-used and adapted in related contexts, however, has only been brought to the attention of the wider ML research community over the past few years. In parallel (and sometimes preceding this), transfer learning has been receiving increasing attention in other research areas, e.g. psychology. In this special issue, we present a snapshot of different perspectives on the issues surrounding transfer learning, that we hope will inspire readers to further exploration of this exciting and challenging resarch field.
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The contributions to this special issue are a reflection of the diversity of the research area of transfer learning (TL) and the wide range of application domains. In the first article, Haitham Bou Ammar et al. present a discussion of TL for reinforcement learning (RL). RL has been a focus of much TL research due to its suitability for autonomous intelligent agents. Bou Ammar et al. suggest that some of the tasks that needed to be carried out by the designer, such as state feature mapping, can be automated. This discussion article is followed by three papers presenting various applications of TL, namely robotic manipulation (Jan Hendrik Metzen et al.), automated negotiation (Siqi Chen et al.), and computational biology (Christian Widmer et al.) .
We are also happy to include in this issue an interview with Peter Stone and Matthew Taylor, both prolific RL researchers and amongst the pioneers of TL for RL.
The special issue is rounded off by two research reports. Michael Siebers reports on a project applying TL to plan generation. Marco Ragni and Gerhard Strube look at TL from the cognitive psychology viewpoint, discussing insights into human reasoning and what makes transfer problems difficult to solve for humans.
I would like to thank Ute Schmid for her invaluable help in putting this issue together, and the authors for their contributions. 
