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SU•IMARY OF PROGRESS 
1.1 Introduction 
The research funded in this grant is concerned with the 
reconstruction of signals from partial phase and uacnitude 
information. In particular, the practical issues involved in 
reconstructing a discrete time signal from the magnitude of 
its Fourier transform were to be studied. In addition, the 
problem of reconstructing a discrete-time signal from noisy 
phase measurements were to be studied. In the next two 
sections, a summary of the progress during the first year of 
this grant on these probleme are presented. Following this 
summary, publications prepared during this first year are 
listed and a report on the graduate student involvement in 
this research is described. 
1.2 Phase Retrieval 
The phase retrieval problem is concerned with the 
reconstruction of a signal given only knowledge of the 
magnitude of its Fourier transform. For discrete-time 
signals, the uniqueness of the solution to the phase-retrieval 
problem has recently been considered in detail [4,5]. 
Specifically, it has teen shown that for one-dimensional 
signals spectral magnitude is not sufficient to uniquely 
define the signal. For Lulti-dimensional signals, on the 
other hand, except for trivial ambiguities the uniqueness is 
guaranteed if the signal has a multidimensional z-transform 
which is an irreducible polynomial. 	In spite of 	this 
uniqueness, however, it is not generally possible to 
reconstruct a multidimensional signal from only its spectral 
magnitude. As part of the funded research, an investigation 
was to be undertaken to explain the observation that very 
little phase information seems to be required in order to 
reconstruct multidimensional signals from their spectral 
magnitude. This study has been very fruitful and has led to a 
better understanding of the theoretical issues pertaining to 
the phase and magnitude retrieval problems. Specifically, a 
new way of representing spectral information was established 
which involves writing the Fourier transform of a discrete 
time signal in terms of its spectral "amplitude" and spectral 
"angle" rather than its spectral magnitude and phase [2]. 
Just as with magnitude and phase, amplitude and angle are both 
necessary in order to uniquely define a complex number. 
Spectral angle information is equivalent to the knowledge of 
the tangent of the phase and spectral amplitude is equivalent 
to knowledge of the magnitude of the transform along with one 
bit of phase information. With such a representation of 
spectral information, it was shown theoretically that any 
causal finite length sequence is uniquely defined in terms of 
its spectral amplitude [1,2]. Specifically, 
Theorem: If x(n) and y(n) are two causal finite 
length sequences having the same spectral amplitude, 
then x(n)=5/(n). 
With this result, a duality was established which reseubles 
the duality found in the uniqueness of a minimum phase 
sequence in terms of its spectral magnitude or spectral phase. 
Specifically: 
Duality Property: A sequence with a causal cepstruu 
is uniquely defined by the magnitude or to within a 
scale factor by the phase of its Fourier transform. 
Similarly, a causal (finite length) sequence is 
uniquely defined by the amplitude or to within a 
scale factor by the angle of its Fourier transform 
if X(z) contains no conjugate reciprocal zeros. 
Once the uniqueness of a finite—length causal signal in 
terms of its spectral auplitude was established, the 
definition of spectral was then generalized to include a 
larger class of signal reconstruction problems. Specifically, 
the one bit of phase associated with the spectral magnitude 
was extended to include any division of the complex plane into 
two half planes [1]. 
Finally, the issues involved in the reconstruction of a 
signal from its spectral amplitude and angle were addressed 
[1,2]. As has been previously deuonstrated [4,5], 
reconstructing a signal 	from 	its 	spectral 	angle 	is 
straight—forward. 	The uniqueness of a signal in terms of its 
spectral amplitude, however, generally requires that the 
amplitude be known for all frequencies. 	Although only a 
finite number of amplitude samples are theoretically 
necessary, the specific frequencies for which the amplitude 
values are required cannot be determined a priori. 
Devertheless, it has been experimentally observed that if the 
amplitude of the DPT of the signal is known and if the length 
of the DFT is large compared with the length of the signal 
then the solution was generally unique. Therefore, using an 
iterative approach similar to that introduced by Gerchberg and 
Saxton [6], three different iterative approaches were 
developed for reconstructing a signal from its amplitude. The 
difference between these algorithms lies in the method used to 
impose the known amplitude information in the iteration. In 
almost all cases, these algorithms successfully reconstructed 
the signal. however, a theoretical proof that the iteration 
will always converge to the correct signal (provided that the 
solution is uniquely defined by the given set of amplitude 
samples) has not yet been estaLlished. 
1.) Magnitude Retrieval 
The magnitude retrieval problem is characterized by the 
desire to reconstruct a signal from only its spectral phase. 
It hs been previously demonstrated that most finite length 
signals are uniquely specified by the phase of their Fourier 
transforms and a number of algorithms have been developed for 
reconstructing these finite length signals from their spectral 
phase [4,5,7]. Unfortunately, however, it has been found that 
the reconstructed signals are particularly sensitive to noise. 
Therefore, due to its importance in applying phase-only 
reconstruction techniques to practical problems, part of the 
funded research has been directed towards an examination, both 
experimentally and analytically, into the reconstruction 
errors which result from phase measurement 	errors 	and 
computational noise. 
In order to Lain a better understanding of the issues 
involved, three "non-stochastic" algorithms were developed 
which attempt to make the signal reconstruction more robust in 
the presence of noise. These algorithms have been termed 
"non-stochastic" since they do not take into account any 
information or assumptions about the statistics of the phase 
noise. In all cases the underlying assumption was that noise 
corrupted measurements of the phase of a finite length 
sequence of length N were specified at kN distinct frequencies 
in the interval (000. Since only N samples are required for 
phase-only signal reconstruction in the noise free case, 
redundancy is provided by the excess number of amplitude 
samples. The first method which was investigated performed k 
reconstructions of x(n) from i phase samples and then averaged 
the reconstucted sequences M. The second method considered 
the possibility of smoothing or averaging the phase samples in 
order 	to obtain better phase estimates to use in the 
reconstruction. 	Finally, a least squares 	approach 	was 
evaluated 	which 	found 	the 	best approximation to the 
overdetermined set of linear equations which define the 
desired sequence. 	Unfortunately, the results obtained from 
all three of these techniques were not encouraging. 	In 
particular, it was observed that signal to noise ratios in 
excess of 	20db 	were 	required 	to 	obtain 	acceptable 
reconatructions. 	Furthermore, 	none 	on 	the algorithms 
performed significantly better than the others and, in 
addition, only alight improvements were made over the results 
obtained when no attempts were made to overcome the effects of 
noise. 
The fundamental limitation with these methods is that 
any known or assumed statistics about the measurement noise is 
not factored into the reconstruction algorithm. As a first 
step towards an optimal reconstruction algorithm, the 
statistical characterization of signals corrupted by additive 
phase noise was developed. 2Iecifically, it was assumed that 
the additive phase noise was a random process with known first 
and second order probability density functions. With this, 
the first and second order moments of the resulting signal 
were determined. In particular, these moments were found to 
be related to the characteristic functions of the probability 
density functions of the phase noise. 
Publications Prepared During the First Year of the Grant 
[1] P.L. 	Van Hove, N.H. 	Hayes, 	J.S. 	Lim, 	A.V. 
Oppenheim, 	"Signal Reconstruction From Fourier 
Transform Amplitude", accepted for publication in IEEE 
Transactions on Acoust., Speech, and Signal Processing. 
[2] N.H. Hayes, "The Representation of Signals in Terms of 
Spectral Amplitude", to be presented at 1983 Int. 
Conf. on Acoust., Speech, and Sig. Proc., April 1983, 
Boston, MA. 
[3] N.H. 	Hayes and T.F. 	Quatieri, "Recursive Phase 
Retrieval With Signal Boundary Conditions", submitted. 
Graduate Student Activities 
Although not specifically provided for in the budget, 
there has been considerable graduate student interest in the 
problem of reconstructing a signal from partial Fourier domain 
information. In particular, one Ph.D. student is presently 
actively involved in work pertaining, to signal reconstruction 
from partial Fourier domain information in the presence of 
noise. In addition, a master's student is presently 
investigating some exciting new ideas on extending the results 
of signal reconstruction from spectral amplitude. 
II. SUMMARY OF WORK TO BE PERFORMED DURING THE UPCOMING YEAR 
In the upcoming year, several issues outlined in [9] 
remain to be addressed. specifically, in the second year of 
this grant, the work related to the developement of robust 
phase—only reconstruction algorithms will continue with an 
examination into the possibility of including noise statistics 
in the reconstruction algorithm. In addition, the 
incorporation of some other types of constraints in the 
iterative algorithms will be examined. 
With 	respect to the phase retrieval problem, an 
analysis of the non—symmetric support constraint in the 
iterative phase retrieval algorithms [5] remains to be 
examined. In addition, the importance of the boundary values 
in the phase retrieval problem [3] will be examined in more 
detail. Also, regardinE the amplitude and angle 
representation of signals, the convergence of the iterative 
algorithms remains an open question. Finally, the extension 
of the previous work to the more general problem of 
reconstructing signals given 	partial 	information 	about 
muLnitude and phuce will Le initiuted. 
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C. Technical Description of Project and Results 
The goal of this research was to address some important questions and practical issues 
related to the reconstruction of a multidimensional signal from either the phase or the 
magnitude of its Fourier transform. In the next two sections a summary of the results obtained 
from this grant are presented. The first section discusses the results obtained on the 
reconstruction of a signal from its Fourier transform magnitude, which is the well-known phase 
retrieval problem. Following this are the results pertaining to the reconstruction of a signal 
from the phase of its Fourier transform which we refer to as the magnitude retrieval problem. 
2 
1. Phase Retrieval 
The phase retrieval problem is concerned with the reconstruction of a signal given only 
knowledge of the magnitude of its Fourier transform. For discrete-time signals, the uniqueness 
of the solution to the phase retrieval problem has been recently considered in detail [1,2]. 
Specifically, it has been shown that for one-dimensional signals, spectral magnitude is not 
sufficient to uniquely define the signal. For multidimensional signals, on the other hand, the 
uniqueness is guaranteed if the signal has a multidimensional z-transform which is an 
irreducible polynomial (except for trivial ambiguities). In spite of this uniqueness, however, 
it is not generally possible to reconstruct a multidimensional signal from only its spectral 
magnitude. As part of this research, an investigation was undertaken to explain the observation 
that very little phase information seems to be required in order to reconstruct multidimensional 
signals from their spectral magnitude. This study was very fruitful and led to a better under- 
standing of the theoretical issues pertaining to the phase and magnitude retrieval problems. 
Specifically, a new way of representing spectral information was established which involves 
writing the Fourier transform of a discrete time signal in terms of its spectral amplitdue and 
spectral angle rather than in terms of its spectral magnitude and phase [3]. Just as with 
magnitude and phase, Fourier transform amplitude and angle are both necessary in order to 
uniquely define a discrete-time signal. Spectral angle information is equivalent to the 
knowledge of the tangent of the phase whereas spectral amplitude is equivalent to knowledge of 
the magnitude of the Fourier transform along with one bit of phase information. With such a 
representation of spectral information, it was shown as a part of this research that any causal 
finite length sequence is uniquely defined in terms of its spectral amplitude [3,4]. 
Specifically, 
Theorem: If x(n) and y(n) are two causal finite length sequences having the same spectral 
amplitude, then x(n)=y(n). 
With this result, a duality was established which resembles the duality found in the uniqueness 
3 
of a minimum phase sequence in terms of its spectral magnitude and phase. Specifically, 
Theorem: A sequence with a causal cepstrum is uniquely defined by the magnitude or to 
within a scale factor by the phase of its Fourier transform. Similarly, a causal (finite 
length) sequence is uniquely defined by the amplitude or to within a scale factor by the 
angle of its Fourier transform if X(z) contains no conjugate reciprocal zeros. 
Once the uniqueness of a finite length signal in terms of its spectral amplitude and angle 
was established, the definition of spectral amplitude was then generalized to include a larger 
class of signal reconstruction problems. In particular, the one bit of phase information 
associated with the spectral magnitude was extended to include any division of the complex plane 
into two half planes [3]. 
Given a unique representation in terms of spectral amplitude and angle, the reconstruction 
of a signal from either amplitude or angle information was addressed. As has been previously 
demonstrated, reconstructing a signal from its spectral angle is straightforward [1,2]. The 
uniqueness of a signal in terms of its spectral amplitude, however, generally requires that the 
amplitude be known for all frequencies. Although only a finite number of amplitude samples are 
theoretically necessary, the specific frequencies for which the amplitude values are required 
cannot be determined a priori. Nevertheless, it has been experimentally observed that if the 
amplitude of the DFT of the signal is known and if the length of the DFT is large compared with 
the length of the signal then the solution is generally unique. Therefore, using an iterative 
approach similar to that introduced by Gerchberg and Saxton [5], three different iterative 
approaches were developed for reconstructing a signal from its amplitude. The difference 
between these algorithms lies in the method used to impose the known amplitude information in 
the iteration. In almost all cases, these algorithms sucessfully reconstructed the signal. 
However, a theoretical proof that the iteration will always converge to the correct signal 
(provided that the solution is uniquely defined by the given set of amplitude samples) has not 
4 
yet been established. 
Finally, an extension of some previous work on the importance of boundary conditions in the 
two-dimensional phase retrieval problem was undertaken [6]. Specifically, it was shown that 
specific geometries of point sources equivalently define the boundary conditions of a discrete 
two-dimensional field. These point source geometries represent a generalization of the 
conditions necessary for off-axis holography. Given the boundary conditions it is then 
generally possible to recover the two-dimensional signal from spectral magnitude information. 
2. Magnitude Retrieval 
The magnitude retrieval problem is concerned with the problem of reconstructing a signal 
from the phase of its Fourier transform. It has been recently shown that most finite length 
sequences are uniquely specified by the phase of their Fourier transform and a number of 
algorithms have been developed for reconstructing these finite length signals from their phase 
[1,2,7]. Unfortunately, however, it has been found that the reconstructed signals are 
very sensitive to noise. Therefore, due to its importance in applying phase-only reconstruction 
techniques to practical problems, part of the funded research has been directed towards an 
examination of the reconstruction errors which result from phase measurement errors. 
In order to gain a better understanding of the issues involved, three non-stochastic 
algorithms were developed which attempt to make the signal reconstruction more robust in the 
presence of noise. These algorithms have been termed non-stochastic since they do not take into 
account any information or assumptions about the statistics of the phase noise. In all cases 
the underlying assumption was that noise corrupted measurements of the phase of a finite length 
sequence of length N were specified at kN distinct frequencies in the interval (0,Tr). Since 
only N samples are required for phase-only signal reconstruction in the noise-free case, 
redundancy is provided by the excess number of amplitude samples. The first method which was 
investigated performs K reconstructions of x(n) from N phase samples and then averages the 
reconstructed sequences [8]. The second method considers the possibility of smoothing or 
averaging the phase samples in order to obtain better phase estimates to use in the 
5 
reconstruction. Finally, a least squares approach was evaluated which finds the best 
approximation to the overdetermined set of linear equations which define the desired sequence. 
The results from all three techniques were not encouraging. In particular, it was observed that 
signal to noise ratios in excess of 20db were required to obtain acceptable reconstructions. 
Furthermore, none of the algorithms performed significantly better than the others and, in 
addition, only slight improvements were made over the results obtained when no attempts were 
made to overcome the effects of noise. 
In order to improve the reconstruction of a signal from noisy phase, additional constraints 
were considered [9]. In particular, measurements of noisy phase were combined with information 
about the true magnitude and/or hard constraints on the phase noise variations. Knowledge of 
spectral magnitude information along with noisy phase defines an arc in the frequency domain 
whereas a hard constraint on the phase noise variation defines a wedge in the frequency domain. 
Whatever the constraints, sets of legitimate frequency sample values are defined and a sequence 
with a Fourier transform consistent with this information was sought. Again, a Gerchberg-Saxton 
iterative procedure was used. The study concluded that the magnitude retrieval problem was very 
sensitive to phase measurement noise and that the more constraints one could apply in the 
iterative reconstruction process the more faithful the signal reconstruction. 
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THE REPRESENTATION OF SIGNALS IN TERMS OF SPECTRAL AMPLITUDE * 
M. H. Hayes 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 30332 
ABSTRACT 
In this paper, the importance of spectral 
phase and magnitude is examined from a different 
point of view. In particular, an amplitude and 
angle based representation of spectral 
information is developed. With this formulation, 
a causal finite length signal is uniquely defined 
by its spectral amplitude or, to within a scale 
factor, by its spectral angle. 
INTRODUCTION 
For both continuous-time and discrete-time 
signals, the magnitude and phase of the Fourier 
transform are, in general, independent functions, 
i.e., the signal cannot be recovered from know-
ledge of either one alone. With the appropriate 
a priori constraints, however, it is possible 
that either the spectral magnitude or the 
spectral phase may uniquely specify a signal. 
For example, when a signal is minimum phase or 
maximum phase, the log magnitude and phase are 
related through the Hilbert transform. For dis-
crete-time sequences, it has also recently been 
shown that a finite-length sequence is uniquely 
specified to within a scale factor by its 
spectral phase assuming that the sequence 
contains no zero phase factors in the form of 
conjugate reciprocal zeros [1]. Unlike the mini-
mum and maximum phase constraints, however, there 
is no dual statement of uniqueness between a 
sequence and its spectral magnitude under the 
same set of conditions. In particular, for any 
finite length sequence x(n) another finite length 
sequence with the same spectral magnitude may be 
easily created by the well-known procedure of 
"zero-flipping" [2]. 
In this paper, a different representation of 
spectral information is investigated. In parti-
cular, an amplitude and angle representation of 
Fourier transforms is developed. With such a 
representation, a causality constraint is suffi-
cient for a discrete-time signal to be uniquely 
* This work was a supported by the National 
Science Foundation under Grant ECS-8204793 and 
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specified in terms of its spectral amplitude or, 
in most cases, to within a scale factor • by its 
spectral angle. Although this uniqueness result 
may be easily extented to discrete samples of 
spectral angle, an arbitrary finite collection of 
spectral amplitude samples is not sufficient to 
uniquely define a causal finite length 
sequence. Nevertheless, sets of N spectral am-
plitude samples may be found which provide a 
unique characterization of a causal sequence of 
length N. Furthermore, if M is large enough, the 
spectral amplitude of the M-point OFT of a causal 
sequence of length N is sufficient for its unique 
characterization. 
SPECTRAL AMPLITUDE AND ANGLE 
Let x(n) denote a one-dimensional sequence 
and X(w) its Fourier transform. For either real 
or complex-valued sequences, X(w) is generally a 
complex-valued function of w which may be 
written in polar form in terms of its magnitude 
and phase as: 
X(w) = IX(w)lexP[jO x (w)] 	 (1) 
where the phase, 0 x (w) is defined by 
0x (w) = tan -I LX I (w)/X R (w)] 	(2) 
and assumes values within the range [-m, Tr] . 
Note that, in addition to the value of the ratio 
R(w).XT(w)/XR(w), knowledge of 0 (w) assumes 
that the sign of X R (w) and the sigi of X 1 (w) are 
known for each frequency. Therefore, since 
(3a) 
X 1 (w) = IX(w)I sin 0 x (w) 	(3b) 
knowledge of $ (w) implies that the hard-clipped 
versions of Ow) and X T (w) are known. 	It is 
the 	set 	of' "zero-crossings" 	of XD (w) or 
of X,(w) which provide a key piece of iRformation 
about X(w) and, consequently, about x(n). 	For 
X
R
(w) = IX(w)I cos
x
(w) 
example, it may be shown that 1X(01 along with 
the "zero crossings" of X p ( w) 	provide a unique 
specification 	of 	a 	fiRite 	duration 	causal 
sequence. 
Instead of defining the phase of X(w) as in 
(2), which presumes knowledge of the zero cross-
ings of )( DM and X T (w) , suppose that the phase 
of X(w) is defined by taking the principle value 
of the arctangent function in (2) so that it is 
confined to the range [-w/2, w/2) 	Furthermore, 
let 4),( ( w) 	be used to denote this definition of 
the phase of X(w) and let us refer 
to it as the angle of X(w). Note that O y ( w) and 
tan[+ (0] are equivalent pieces of information 
about xX(w). Therefore, let X(w) be written as 
X(w)=IX(w)1 eXID[jiP x (w)] 
	
=IX(w)I exP Eitk (w) 	Iiik (w)] 
	
(4) 
=A x (w) exp [0 x (w)] 
where 
Ax (w)=IX(w)lexPIAIP x (w)]=Ix(w)Isgn[cos 0 x (w)] (5) 
 is defined to be the amplitude of X(w). 	No  
the 	interval r-ii/2, w/2) 	and it 	is 	equal 
each w, i.e., tan [ip x (w)]=0 	for all w . 	More 
that t x (w) 	in (5) is equal to zero or IT for 
specifically, t,, (w)=0 whenever t (w) is within 
to 7 otherwise. 	Therefore, the amplitude of 
X(w) may equivalently be expressed as 
IX(w)I if -n/2<0 x (w)<Ii/2 
Ax (w) = 	 (6) -IX(w)I otherwise 
Thus, spectral amplitude contains spectral magni-
tude information along with one bit of phase 
information, i.e., t x (w) . 
Finally it should be pointed out that 
whereas IX( w)I is a continuous function of w, 
Ax (w) is discontinuous at those points where 0 (w) passes through t w/2 ,i.e., at those 
frequences where X D (w) passes through zero. 
Thus, A (w) contain information about both the 
magnitude of the transform as well as the zero 
crossings of the real part of the transform. For 
example, shown in Figure 1 is the magnitude, 
phase, amplitude, and angle of the Fourier trans-
form of a discrete time signal of length N=4. 
Note that, as defined in (5), the amplitude of 
X(w) is discontinuous at those frequencies 
where 0 (w) = t 7/2 	and is negative when the 
phase 	outside the interval [-11/2, ¶/2). 
UNIQUENESS IN TERMS OF AMPLITUDE INFORMATION 
Although a finite length sequence which has 
no zero phase component is uniquely defined to 
within a scale factor by its spectral phase, 
spectral magnitude does not place enough 
constraints on a finite length sequence to insure  
a unique solution. 	Specifically, if x(n) is a 
finite length sequence with a z-transform X(z) 
which has zeros at z1 ,z 2 ,...,z n then by replac-
ing any one or more or these zeros with their 
conjugate reciprocals, i.e., replace the zero at 
z=zk with one at z=1/zk* then the resulting se-
quence will have the same spectral magnitude. 
Although zero flipping necessarily preserves 
spectral magnitude, zero flipping must result in 
a sequence with a different spectral phase. A 
question of interest, therefore, is whether or 
not zero flipping results in a sequence with a 
different spectral amplitude. Without some addi-
tional information or constraints, however, this 
is not always the case. For example, consiaer an 
arbitrary finite length sequence x(n) which has a 
spectral amplitude given by A x ( w). With 
y(n)=x(-n), note that the spectral magnitudes of 
x(n) and y(n) are the same. In addition, the 
spectral phases of x(n) and y(n) are related by: 
O x (w) = - 0y (w) 	 (7) 
Consequently, it follows that the zero crossings 
of the real parts of the transforms of x(n) and 
y(n) [the frequencies for which the spectral 
phase is equal to t 1/2] 	are the same and, 
therefore, that the 	spectral amplitudes are 
identical. 	Causality, however, will eliminate 
this ambiguity and, in fact is a sufficient con-
straint for a finite length sequence to be uni-
quely defined by its spectral amplitude. More 
precisely: 
Theorem 1: 	If x(n) and y(n) are causal 
finite length sequences 	and if Ax (w)=A y ( w) 
for all w, then x(n)=y(n). 
Note that there is now a duality which is similar 
to the duality found in the uniqueness of a mini-
mum phase sequence in terms of its spectral 
magnitude or spectral phase. Specifically, from 
Theorem 1 above and the uniqueness theorems con-
cerning signal reconstruction from phase, the 
following corollary is now immediate: 
Corollary 1: 	A causal finite length se- 
quence is uniquely definea by the amplitude 
of its Fourier transform and to within a 
scale factor by the angle of its Fourier 
transform if X(z) contains no conjugate 
reciprocal zeros. 
Note that although Theorem 1 is founded on a 
specific definition for the amplitude of the 
Fourier transform of a discrete-time signal, it 
is possible to adopt a more general definition. 
Specifically, note that the spectral amplitude is 
defined in (5) to be equal to its spectral magni-
tude when the phase is within the interval 
[-1/2, n /2] and it is defined to be minus the 
spectral magnitude when the phase is outside this 
interval. As previously noted, with this defini-
tion of spectral amplitude, knowledge of the 
amplitude of the Fourier transform of a signal is 
equivalent to knowledge of the Fourier transform 
magnitude along with those frequencies for which 
the phase of the Fourier transform is equal to 
one of two possible values, t ,r/2 . By choosing 
other values, different definitions for the am-
plitude may be obtained. For example, let w, be 
an arbitrary number within the interval [-y`,' y) 
and consider defining the amplitude of the 












 ) = 	 (8) 
In this case, knowledge of A (m:(1,,,) 	is equiva- 
lent to knowledge of the magAtudeof X(w) along 
with the frequencies for which the phase of X(w) 
is equal to either w 	or w +n. 	Note that al- 
though 	Theorem 1 ° consid8rs 	the case for 
which w o = 	it may be shown to hold for all 
values of w
o 
except for w°=0 . Specifically, [4] 
Corollary 2: 	Let x(n) and y(n) be two 
causal 	finite 	length 	sequences. 	If 




UNIQUENESS IN TERMS OF AMPLITUDE SAMPLES 
In the previous section, some uniqueness 
results were presented assuming that the spectral 
amplitude of a finite length sequence is known 
for all frequencies in the interval [0,27). In 
the case of spectral phase or spectral angle it 
is possible to generalize the uniqueness results 
to the case in which spectral phase or spectral 
angle is known only for a finite number of dis-
tinct frequencies. Specifically, it has been 
shown that for a finite length sequence of length 
N which has no symmetric (zero-phase) factors in 
its z-transform, any (N-1) samples of either its 
spectral phase or spectral angle is sufficient 
to uniquely define the sequence to within a scale 
factor [1]. Unfortunately, however, a finite set 
of amplitude samples is not always sufficient to 
uniquely specify a causal finite length se-
quence. For example, consider the following two 
causal sequences of length N=3 
x(n) = 1.06(n) + 2.66(n-1) + 1.26(n-2) 
(Y ) 
y(n) = 1.26(n) + 2.66(n-l) + 1.U6(n-2) 
Since y(n) is obtained from x(n) by flipping both 
of the zeros of X(z) about the unit circle, both 
x(n) and y(n) have the same spectral magnitude. 
Furthermore, in the interval (0, n), the real 
part of the Fourier transform of x(n) is equal to 
zero at only one frequency, w =.477023 IT and the 
real part of the Fourier transform of y(n) is 
equal to zero only at w=.526166 7. Therefore, 
the amplitude of X(w) is equal to the amplitude 
of Y(w) for all w outside the intervals 
(.477023v, .526166n) and (-.5261bbn,-.477023v). 
Consequently, an arbitrary number of amplitude 
samples within this region is not sufficient to 
distinguish x(n) from y(n). Note, however, that 
one sample of the amplitude within the interval 
(.477U23 U, .52b1ob w) is sufficient to distin-
guish x(n) from y(n). 
Thus, although a given set of samples will 
not lead to a unique specification of a sequence 
in terms of spectral amplitude in all cases, it 
may be shown that a finite set of samples may 
always be found which provide this unique speci-
fication [4]. In particular, any causal finite 
length sequence of length N may be uniquely de-
find by the spectral magnitude of its M-point OFT 
provided M is chosen large enough. 
RECONSTRUCTION FROM AMPLITUDE 
In this section, the problem of reconstruct-
ing a finite length sequence from the amplitude 
of its Fourier transform is addressed. As pre- 
viously discussed, a given finite set of 
amplitude samples is not always sufficient to 
uniquely specify the sequence. In this section, 
however, it will be assumed that the unknown 
sequence, x(n), is zero outside the interval 
[0,N-1J and that the amplitude of its M-point 
DFT, Ax (k), is known and that M is large enough 
to insure a unique specification of x(n). 
	
Motivated 	by 	the 	iterative 	algorithm 
originally proposed by Gerchberg and Saxton L5j, 
an iterative procedure has been usea in the re-
construction from amplitude problem. 
Specifically, the problem may be viewed as one in 
which some signal constraints are known both in 
the time and frequency domains. In particular, 
in the time domain x(n) is known to have its 
support confined to the interval [O,N-1] and in 
the frequency domain it is known to have an M-
point DFT with amplitude A x (k). The iteration is 
thus characterized by the repeated transformation 
between the time and frequency domains where in 
each domain and at each step in the iteration the 
signal constraints are imposed on the current 
estimate. The incorporation of the time domain 
constraint is straight-forward since it involves 
simply a windowing operation. There are several 
alternatives, however, for imposing the frequency 
domain constraint. Specifically, with x 0 (n) the 
estimate obtained after iterations, 
let X (k) be its M-point DFT which has an ampli-
tude given by AL (k) . The frequency domain 
constraint to be placed on X (k) is the known 
spectral amplitude of x(n), A tk) . 	In the com- 
plex plane, the DFT of x 0 (n) 	thus constrained 
to lie on the semicirclt defined by the inter-
section of a circle of radius A (k) and the half 
plane of all positive real parts if A x (k)>0 or 
the half plane of all negative real parts if 
Ax
(k)<0. 	Thus, the known amplitude imposes both 
a magnitude as well 	as a phase constraint 
on X (k) . 	The flexibility in incorporating the 
amplitude information lies in the method by which 
the phase information is imposed. Since there is 
no reason for altering the phase of X 0 (k) if it 
lies within the correct interval, "the only 
question 	is 	what 	phase 	should 	be 	used 













• — x 
21( 
2 
the given interval. 	One possibility is to set 
the phase to zero if the phase of X(k) is known 
to lie in the interval [-r/2, r/2] ana to set it 
equal ton otherwise. 
Another possibility for incorporating the 
given amplitude information is to set the ampli-







With this approach, X t (k) is scaled so that it 
has the correct magnitude and then, if necessary, 
a phase of w is added to X 0 (k) . However, if the 
real part of X(k) is closZ to zero and the sign 
of the real part of X p (k) differs from that of 
	
X(k), then the incoraration of the amplitude 	 — 
constraint (10) will significantly increase the 
error between X(k) and X +1 (k) . 	Another possi- 	 — 
bility, therefore, is too simply scale Xt (k) so 
that it has the correct magnitude and then set 
the sign of the real part of X. 41 (k) equal to the 
sign of the real part of Xt (k)'. 
With either of these last two approaches for 
imposing the frequency domain constraint, the 
iterative procedure has been observed to 
converge, in most cases, to the correct sequence 
when x(n) is uniquely defined by the amplitude of 
its M-point DFT. A theoretical proof of conver-
gence, however, has not yet been obtained. 
Although the number of iterations required to 
reach a convergent solution is in general very 
large, this number tends to decrease as the 
length of the DFT is increased. 
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Figure 1: (a) Spectral magnitude, (b) Spectral phase 
(c) Spectral amplitude, (d) Spectral angle 
of a sequence of length N.4. 
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ABSTRACT 
In this paper a class of iterative 
procedures is presented for reconstructing a 
finite duration sequence from noisy samples of 
its Fourier transform phase. These measurements 
are combined with a knowledge of the true trans-
form magnitude and/or hard constraints on the 
phase noise variations to define sets whose 
intersection must contain the true sequence. The 
algorithms iterate between the sequence domain 
and the transform domain applying the known 
constraints (i.e. finite duration and known 
limits on phase variation) in each domain. 
Results of an experimental investigation are pre-
sented. A method is described for the case where 
limits on both the magnitude and phase variation 
of a finite length sequence are known. 
INTRODUCTION 
In recent years the problem of signal re-
storation from partial or incomplete information 
has received considerable attention. In the mag-
nitude retrieval problem, it is assumed that the 
Fourier transform phase, OM arg[X(w)] , of a 
finite duration sequence is known exactly at N-1 
distinct frequencies in the interval (0,1) where 
N is the known extent of the sequence. Under 
these conditions and with certain restrictions on 
the placement of the zeros of X(z), it has been 
shown [1] that iterative procedures exist which 
will converge to the unique solution. These 
algorithms iterate between the sequence domain 
and the transform domain applying the known 
constraints (i.e. finite duration and known 
phase) in each domain. Convergence has been 
proven within the framework of nonexpansive 
mapping theory [2]. 
In contrast, recovering a finite duration 
sequence x(n) from a knowledge of its Fourier 
transform magnitude alone has proven to be a much 
more formidable problem and few sequences meet 
the uniqueness criterion presently available 
[3]. This situation has prompted a number of 
investigators to study the reconstruction of a 
sequence from samples of its signed magnitude 
(i.e. the transform magnitude and one bit of  
phase information) [4]. 	In this study it has 
been shown that if x(n) and y(n) are two real, 
causal (or anticausal), finite duration sequences 
and if certain restrictions on the placement of 
the zeros of R(z) are met, then x(n) is equal to 
y(n) if their respective signed magnitudes are 
equal at all frequencies. Unfortunately, a given 
finite set of samples of the signed magnitude is 
not always sufficient to uniquely specify a se-
quence. This is true even through it is known 
that a maximum number of 3N suitably chosen fre-
quency samples suffice to uniquely specify a 
sequence. The key words are 'suitably chosen' 
since the required samples vary from sequence to 
sequence. In practice, picking a sufficiently 
long transform length (typically 10 times the 
length of the sequence) allows excellent 
restorations. 
When the phase of X(w) is not known 
accurately or when it is corrupted by noise, it 
has been observed that the magnitude retrieval 
procedure described above may perform badly. 
Other techniques, such as reconstruction 
averaging [5] or minimum cross-entropy methods 
[6] may also perform poorly, particularly in low 
signal to noise ratio environments. It seems 
likely then, that additional information is 
required if we are to achieve more acceptable 
performance. 
In this paper, a new class of algorithms is 
presented which achieve significantly better 
reconstructions over those obtained in the 
past. These procedures utilize a knowledge of 
the true transform magnitude and/or bounds on the 
phase noise variation to define constraint sets 
whose intersection contains the undistorted 
signal. At each stage of the iteration, the cur-
rent estimate of x(n) is projected (in some 
fashion) onto the constraint sets. In all cases 
to be examined, the finite duration requirement 
is enforced in the sequence domain. 
Signal Restoration - Noise Free Phase  
Let x(n) denote a finite duration one-dimen-
sional sequence which is zero outside the the 
interval 04n 4N-1. The z-transform and the 
Fourier transform of x(n) will be denoted by X(z) 
*
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and X(m). Since X(w) is, in general, a complex-
valued function of (14 it may be written in terms 
of its real and imaginary parts, XR (w) and K/ (w) 
respectively, or in terms of its magnitude and 
phase, IX(m)I and tPx (w) respectively, as follows: 
( 
K(w) 	XR (w) + jX,(w) = M(A) le 
r 
with: 	(w) e tan
-1 
 LX, (m)/XR (w) j• 
A set of conditions under which x(n) may be 
recovered from samples of its Fourier transform 
phase is contained in the following theorem [1]: 
Theorem: Let x(n) be a sequence which 
is zero outside the interval 04:14N-1 
with x(0) * 0 and which has a s-trans-
form with no zeros on the unit circle 
or in conjugate reciprocal pairs. 
Then samples of the Fourier transform 
phase 	Ox(w) 	at 	N-1 	distinct 
frequencies in the interval 0<w ‹s suf-
fice to uniquely (i.e. to within a 
positive constant) define x(n). 
A special case of this theorem arises when 
the phase samples of X(m) are equally spaced 
around the unit circle such as occurs in the 
Discrete Fourier Transform (DFT). Let M be the 
length of the DFT. Then, if M>2N, the iterative 
procedure, which replaces the estimates in each 
domain by their known values, will converge to 
the unique solution x(n) for any initial starting 
point xo [2]. It is this algorithm that moti-
vates our methods for dealing with noisy phase 
measurements. 
Signal Restoration - Rbisy Phase  
When noise is added to the phase measure-
ments, 	the phase-only iterative procedure 
described 	above 	generally 	produces 	poor 
reconstructions. Approaches which use 
restoration averaging [5] or minimum cross 
entropy methods [6] also seem to give poor 
results. This is especially true of these 
methods in low signal to noise ratio cases. In 
this section, we will present a number of 
iterative schemes useful in reconstructing a 
sequence given noisy phase measurements. These 
methods have been found to give significantly 
better reconstructions than have been previously 
obtained albeit at the cost of higher information 
requirements. Here the added cost takes the form 
of knowledge of the true magnitude and/or hard 
constraints on the phase noise variation. As in 
the noise-free case, the iteration proceeds by 
projecting the current estimate of x(n) onto the 
constraint sets in both the sequence domain and 
the transform domain. In all cases to be 
examined, the constraint set in the sequence 
domain is the knowledge of the first (non-zero) 
point and the finite duration requirement. The 
four methods to be described differ only in what 
constitutes the constraint set in the transform 
domain. 
Given that wk • 2sk/M, k - 0,1, ... ,M-1 are 
a set of M distinct frequencies with M>2N, each 
of the projection operators can be described as 
follows (see Figure 1 for illustrations of the 
constraint sets defined below.): 
• Method I: No magnitude information is 
available and the phase noise is known 
to vary no more then * A radians from 
its true value. Alternatively, we can 
say that the true phase is no more 
than * A radians distant from the 
measured %oisy value. At each stage 
of the iteration, we examine the phase 
estimate 4)(4,). 	If it is more than 
A radians distant from the 
measurement value we replace the esti-
mate with the measurement. The magni-
tude is not altered. 
• Method II: Here, the true transform 
magnitude IX(m,)1 is known for all 
values of k, but, no information is 
available on the variability of 
f(wk). 	We do, however, have the 
noisy phase measurements. 	For each 
value of k and at each stage of the 
iteration we replace the magnitude 
estimate by its true value. The phase 
estimate, however, is not changed. It 
should be pointed out that this 
procedure differs from the phase 
retrieval problem, as it usually takes 
form, in that an initial, if noisy, 
estimate of the phase is available. 
• Method III: 	Knowledge of the true 
magnitude is combined in this method 
with a hard constraint A on the phase 
noise variation to dAine an arc 
centered on the measured phase 
value. 	At each stage of the 
iteration, the current estimate of 
X(w
k
) is projected, using a nearest 
neighbor rule, onto the convex hull of 
these arcs. 
• Method IV: As in the third method, 
the true magnitude IX(w01 is known as 
is 	the 	maximum 	phase 	noise 
variation A . However, at each stage 
of the proass, the magnitude estimate 
is replaced by the true value of the 
magnitude. 	The phase estimate is 
replaced by the noisy phase measure-
ment if the estimate lies more 
than A radians away from the phase 
measurement. 
To test these four methods/ an eight-point 
non minimum phase sequence 1 .x(n) - (4,2, 
-11,5,4,5,15,-6)) was used. An M-point DFT of 
this sequence is calculated and to it's phase is 
added an M-point noise sequence. This noise se-
quence is generated using a uniform probability 
density function given by: 
1 







p 	0 , otherwise. 
Each of the four methods were examined for trans-
form lengths of M = 16, 32, 64 and 128 foints snd 
noise variations A egual to w/2, 10 w, 10w, 
10 aw, 10w, and RO-'w. A relaxation parameter 
[2] of 0.99 is used in these experiments. Two 
performance measures were calculated. They are 
1) the aormalized mean square error (NMSE) 
defined by [5] 
N-1 
[x(n) - Ax





and 2) the mean square error improvement ratio 
(MSEI): 
M-1 










In these expressions, x(n) 	is the true 
sequence, x,(n) is the initial or starting esti-
mate of x(n), x f (n) is the final estimate of 
x(n), and A is a parameter chosen to minimize the 
normalized mean square error. 
A number of observations can be made from 
the results obtained thus far in our investi-
gations: 
• Methods II and IV perform .the best in the 
noise ranges 10-1 1 to 10-'11. 	For noise 
variations greater than 10-1 w, Method TV is 
the algorithm of choice. For example, if d 
= w/2, Method II obtains only 21 dB. of mean 
square error improvement. Method IV, on the 
other hand, gives a nearly perfect 
reconstruction with an MSEI of 242 dB. for M 
equal to 64 points and 5000 iterations 
• At intermediate noise levels (i.e. 10-1 w to 
10 3w) methods II and IV give roughly 
equivalent results. However, as M becomes 
larger, Method IV tends to converge much 
more quickly. In the same range of noise 
levels, Method II and IV converge at the 
same rate as the phase-only iteration using 
the sequence without noise added. 
• Method III obtains large reductions in the 
error in the early stages but very little 
improvement (if any) is obtained as the 
iteration proceeds. 
40 	Method I is the least effective of the four 
methods examined. However, it also requires 
the least amount of a priori information 
about x(n) or its transform. 
II 	As a rule, increasing M, the length of the 
transform, improves the convergence rate of 
the algorithms. However, in some instances, 
a shorter DFT length can outperform a longer 
length. 
Figure 	2 	illustrates 	these 	observations 
concerning the four algorithms. Here, M is equal 
to 64, and for those sequences with noise preseplt 
it is given a maximum variation of 10 -Jw 
radians. Also shown in this figure is the 
performance of the phase-only iteration for the 
phase samples with no phase noise added and with 
a noise level of A • 10-3 w added. The 
differences between de initial mean square 
errors are attributable to whether or not 
magnitude information is available. 
Shown in Figure 3, is the performance of 
Method IV as A is varied. Similar effects are 
seen in the results from the other procedures. 
In this figure, M is equal to 64. 
Signal Restoration - Noisy Phase and Magnitude  
In this section, we relax the need for know-
ledge of the true magnitude and require instead 
that bounds on the variations in phase and magni-
tude noise be known. These bounds define a 
region about the measured magnitude and phase 
which must contain the true transform values of 
the sequence. At each stage of the iteration we 
project, using a nearest neighbor rule, the esti-
mate of X(4,) onto the convex hull of the region 
described above. Again, in the sequence domain 
we enforce the finite duration requirement. 
Also, we assume x(0) is known. 
Figure 4 represents the results of an ex-
periment using the eight-point sequence defined 
earlier, A equal to 10 -3 w, and M equal to 64. 
Various liVels of uniformly distributed noise 
ranging from 10 -1 down to 10-5 were added to the 
magnitude data and reconstructions were obtained 
as shown. Also shown is the behavior of the 
phase-only iteration when given the true 
sequence's phase and when given the true] phase 
corrupted by phase noise at a level of 10 - s. 
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FIGURE 1. CONSTRAINT SETS FOR THE FOUR METH-
ODS DISCUSSED IN THE PAPER: (a) method I — true se-
quence is known to lie in the intersection of M wedge—
shaped regions, (b) method II — true sequence lies in the 
intersection of M circles, (c) method III — true sequence lies 
in the intersection of the convex hulls of M arcs, and (d) 
method IV — true sequence is known to lie in the intersect-
ion of M arcs. 
FIGURE 3. EFFECTS OF NOISE LEVEL ON PERFOR-
MANCE USING METHOD IV (N=8,M=64): (a) phase only 
iteration — no noise, (b) noise level of 0.1 n , (c) noise level 
of 0.017r , (d) noise level of 0.001ir , (e) noise level of 
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FIGURE 4. RECONSTRUCTION FROM NOISY PHASE 
AND MAGNITUDE USING CONVEX HULL PROJECTIONS; 
(a) phase only procedure — no noise, (b) phase only iter-
ation — phase noise level of 0.0017T, (c) magnitude noise 
level of 0.1, (d) magnitude noise level of 0.001, (e) magni-
tude noise level of 0.00001, and (f) no magnitude noise. 
(note: unless otherwi se specified there is a phase noise 
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The phase-retrieval problem for discrete multidimensional fields is investigated. In particular, a recursive proce-
dure is developed for reconstructing a signal from the modulus of its Fourier transform. The information neces-
sary to begin the recursion is the boundary values of the signal. Although it is not always possible to determine 
these boundary values from Fourier modulus data only, if the sequence has a region of support with a certain geom-
etry then these boundary values can be determined. These geometries represent a generalization of the conditions 
for off-axis holography. 
1. INTRODUCTION 
The reconstruction of a signal from the magnitude of its 
Fourier transform, generally referred to as the phase-retrieval 
problem, arises in a variety of different contexts and appli-
cations and within such diverse fields as crystallography, as-
tronomy, optics, and signal processing. 1,2 There are three 
fundamental issues involved in the phase-retrieval problem: 
the uniqueness of the solution, the development of algorithms 
for reconstructing a signal from the magnitude of its Fourier 
transform, and the sensitivity of the reconstruction to mea-
surement errors and computational noise. In this paper at-
tention is focused on the reconstruction problem. More 
specifically, following a brief review in Section 2 of some recent 
results concerning the uniqueness of the solution to the 
phase-retrieval problem for discrete two-dimensional signals, 
a recursive solution to the phase-retrieval problem is devel-
oped in Section 3. This recursive algorithm is similar to other 
phase-retrieval algorithms in the sense that some signal in-
formation, other than the magnitude of its Fourier transform, 
is assumed to be known. 1-9 Specifically, this recursive algo-
rithm assumes knowledge of what we presently define as the 
boundary values of the signal. Although it is not always the 
case that the boundary values of a two-dimensional signal are 
known, it is shown in Section 4 that, in some cases, the 
boundary values of a signal may be determined from the given 
Fourier-transform magnitude information. In particular, it 
is shown that if a two-dimensional sequence has a region of 
support with a certain geometry, then the boundary values of 
the sequence may be easily recovered. These geometries 
represent a generalization of the conditions for off-axis ho-
lography. 
2. PHASE RETRIEVAL 
In order to develop the recursive phase-retrieval algorithm 
in Section 3, some notation and terminology related to discrete 
two-dimensional signals are necessary. The required back- 
0030-3941/83/111427 -07801.00 
ground is therefore provided in Section 2.A. In addition, some 
recent results concerning the uniqueness of the solution to the 
phase-retrieval problem are briefly reviewed in Section 2.B. 
A. Notation and Terminology 
A two-dimensional sequence is a function of two integer 
variables m and n, which is denoted by x (m, n). The two-
dimensional z transform of x(m, n) is denoted by X(z 1 , 2 2) 
and is defined by 
X(z1, z 2) = j 	E x(rn, n)2 1 — m2 2— n, 	(1) 
n=—“, 
where 21 and z 2 are complex variables. The two-dimensional 
Fourier transform of x(m, n) is equal to the z transform of 
x (m, n) evaluated along the unit bi-disk Iz i l = iz21 = 1 and 
is given by 
eiw 2) = E 	E x(m n)e — iwtme — j'''2n, (2) 
m--- 
where w 1 and w2 are real variables that represent the spatial 
frequencies of the two-dimensional Fourier transform. 
Written in polar form, X (e ei' 2 ) is expressed in terms of 
its magnitude and phase as 
X (ejwl, ei' 2) = I X (0 	ow2)100.,(wi,w2). 	(3) 
Thus the phase-retrieval problem is concerned with the re-
covery of x(m, n) given only the spectral magnitude function 
I X (Owl, e j'2) I 
The two-dimensional sequences considered in this paper 
are assumed to be real valued and to have finite support, i.e., 
x (m, n) is real and nonzero for only a finite number of values 
of the ordered pair (rn, n). For convenience it is assumed, 
without any loss in generality, that a sequence with finite 
support has first quadrant support, i.e., x (m, n) = 0 if m < 0 
or if n < 0. In addition, if it is known that x (m, n) is zero 
outside the rectangular region R(M, N) containing all points 
(m, n) for which 0 5 m < M and 0 5 n < N, i.e., 
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R(M, N) = [0, M - 1] X [0, N - 1], 	(4) 
where X is used to denote the Cartesian cross products, e.g., 
then x (m, n) is said to have support R(M, N). 
Since the two-dimensional z transform of a sequence with 
first quadrant support is a polynomial in the two variables, 
z i -1 and z 2-1 , X(z 1, z2) may always be uniquely written (to 
within factors of zero degree) as a product of polynomials that 
are irreducible over the field of complex numbers'° 
X (zl, z2) = aZ r niZ 2 -n2 n xk(zi,zo, 	 (5) 
k =1 
where a is a real number and n 1 and n2 are nonnegative in-
tegers. The irreducible factors X k(Z z2), which may be of 
arbitrarily large degree, are the two-dimensional counterpart 
of the linear factors that define the zeros of the z transform 
of a one-dimensional sequence. Clearly, since these irre-
ducible factors are polynomials in two variables, the zero sets 
of two-dimensional z transforms are contours in the 2 1-2 2 
 plane. 
B. Uniqueness 
An important issue in the phase-retrieval problem is the un-
iqueness of the solution. It is well known that, without any 
additional information or constraints, a signal (discrete or 
continuous, one-dimensional or multidimensional) is not 
uniquely specified by the magnitude of its Fourier trans-
form.1-4,11 The absence of a unique solution stems from the 
fact that it is always possible to convolve a signal with an ar-
bitrary all-pass signal (one that has a Fourier transform with 
unit modulus) to obtain another signal with the same spectral 
magnitude. As a result, the ability to incorporate some ad-
ditional information or knowledge about the signal to con-
strain the set of admissible solutions is necessary in order to 
obtain a unique reconstruction. Since many of the signals 
that are of practical interest are of finite duration or extent, 
a finite support constraint is often used in phase-retrieval 
algorithms. 114 As a result, the uniqueness of the solution to 
the phase-retrieval problem has been considered for the case 
in which the solution is constrained to be of finite length or 
to have finite support. Unfortunately, however, it has been 
shown that for one-dimensional signals (either continuous or 
discrete) such a constraint is not sufficient to ensure a unique 
solution because of the possibility of zero flipping."'" For 
two-dimensional signals with finite support, on the other 
hand, the uniqueness results are considerably different. Al-
though the uniqueness properties are not well understood for 
the continuous case, considerable progress has been made for 
the discrete case. In particular, it has been shown that the 
two-dimensional counterpart of zero flipping in the discrete 
one-dimensional case is the flipping of the zero contours of the 
irreducible polynomials that define the two-dimensional z 
transform of the sequence. 3 It follows therefore that, if X(z i, 
2 2 ) is an irreducible polynomial, then x (m, n) is uniquely de-
fined by its spectral magnitude to within the trivial am-
biguities of a linear shift, a reflection of the sequence about 
the origin, or by a scale factor of (-1). More specifically, note 
that, if two sequences x(m, n) and y(m, n) are related by 
y(m, n) = ±x(±m + k, ±n + 1) 	 (6) 
for some integers k and 1, then x(m, n) and y(m, n) have 
Fourier transforms with the same magnitude.. Therefore any 
two sequences related by Eq. (6) are said to be equivalent, and 
this equivalence relation is denoted by 
x(m, n)- y(m, n). 	 (7) 
With this relation, the uniqueness result of interest is the 
following3 : 
Theorem 1: Let x(m, n) be a two-dimensional sequence 
with finite support that has a two-dimensional z transform 
that, except for trivial factors of the form az i -klz2-k 2, is ir-
reducible. If y(m, n) is another two-dimensional sequence 
with finite support with I Y(ejwi, eiw2)1 = IX(eiwl, el w2) I for 
all col and w2, then y(m, n) x(m, n). 
It should be pointed out that the requirement that X (zi, 
z2) be irreducible is not a particularly strong constraint. 
Specifically, it may be shown that within the set of all two-
dimensional sequences with finite support, the subset of all 
sequences that have reducible z transforms is a set of measure 
zero 3.12  As a result, almost all two-dimensional sequences 
with finite support will satisfy the irreducibility requirement 
of Theorem 1. Irreducibility of the z transform of a two-
dimensional sequence may, in fact, be guaranteed with the 
proper placement of point sources outside the sequence's re-
gion of support. 13 
One limitation of Theorem 1 is that it requires that the 
magnitude of the Fourier transforms of x (m, n) and y(m, n) 
be equal for all values of col and w2. Fortunately, however, 
Theorem 1 may be extended so that the magnitudes of the 
Fourier transforms of x(m, n) and y(m, n) need only be equal 
for a finite number of values of co l and w2. The number of 
points for which the Fourier-transform magnitudes must be 
equal is determined by the size of the regions of support of 
x(m, n) and y(m, n), whereas the locations of the sample 
points in the co l-v.)2 plane are constrained to lie on a regular 
lattice. Specifically3: 
Theorem 2: Let x (m, n) and y(m, n) be two-dimensional 
sequences with support R(M,N). If ak for k = 1, , M and 
b, for 1 = 1, . . . , N are distinct real numbers in the interval 
(0, ir) and if 
eiw 2)1 = 	Ow2)1 for 	= al, a2, 
	, am, 
coz = b bz, • • • bN 
(8) 
then y(m, n) 	n). 
A special case of this theorem results when the points ak and 
bi are uniformly spaced between 0 and 7. In this instance in 
particular, the condition contained in Eq. (8) is equivalent to 
the constraint that the magnitude of the 2M X 2N point 
two-dimensional discrete Fourier transforms of x (m, n) and 
y(m, n) are equal. 
3. RECURSIVE PHASE RETRIEVAL 
As was stated in Section 2, there exists a rich and useful class 
of two-dimensional sequences that are uniquely defined to 
within some trivial ambiguities by the magnitudes of their 
Fourier transforms, e.g., the class of two-dimensional se-
quences that have finite support and irreducible z transforms. 
In spite of this uniqueness result, however, the reconstruction 
of a two-dimensional sequence from its spectral magnitude 
remains a difficult problem in the absence of any additional 
information or constraints. Therefore a number of different 
algorithms have been proposed that incorporate additional 
1—M M-1 	m 
xN-1 ( m ) =0( m ) 
ws 
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signal information or constraints. Gerchberg and Saxton, for 
example, developed an iterative algorithm that assumes, in 
addition to spectral magnitude, information about the mag-
nitude of the sequence x(m, n), which was assumed to be a 
complex-valued function of m and n. 5 Fienup, on the other 
hand, has considered an iterative algorithm that incorporates, 
in addition to a finite support constraint, a positivity con-
straint on x(m, n). 6 As yet another example, Hayes? and Van 
Hove et al. 8 have investigated iterative phase-retrieval algo-
rithms from signed Fourier-transform magnitude, i.e., Fou-
rier-transform magnitude along with one bit of phase infor-
mation. In this section, a recursive solution to the phase-
retrieval problem is developed for reconstructing a two-di-
mensional sequence from its two-dimensional autocorrelation 
function r(m, n) when the boundary values of x(m, n) are 
known. Thus this algorithm is similar to those mentioned 
above in that some information in addition to the Fourier-
transform magnitude is assumed to be known about x (m, n). 
In this case, the additional information that is included con-
sists of the boundary values of x (m, n). 
A. Development of the Algorithm 
Consider an arbitrary two-dimensional sequence x(m, n) 
whose nonzero values are contained within the rectangular 
region R(M, N), as shown in Fig. 1(a). For convenience, it is 
assumed that R (M, N) is the smallest possible rectangle that 
contains all the nonzero values of x (m, n). Therefore along 
each edge of R(M, N) there is at least one ordered pair (m, n) 
for which x(m, n) is nonzero. The boundary of x (m, n) is 
therefore defined as the collection of all the points of x(m, n) 
that lie along the edges of R(M, N). 
The autocorrelation of x(m, n), denoted by r(m, n), is given 
by 
r(m, n) = x(m, n) ** x(-m, -n) 
M-1 N-1 
= E E x(k, /) x (m + k, n + l), 
k=0 1=0 
where x ** y is used to denote the two-dimensional convolu-
tion of x and y. Knowledge of the squared magnitude of the 
Fourier transform of x (m, n) is equivalent to knowledge of the 
autocorrelation r(m, n) since they form a Fourier-transform 
pair. Clearly, the support of r(m, n) is contained within the 
rectangular region defined by [-M + 1, M - 1] X [-N + 1, 
N - 1], as shown in Fig. 1(b). Furthermore, since x (m, n) is 
real, r(m, n) is symmetric about the origin, i.e., r(m, n) = 
r(-m, -n). 
In addition, note that 
M-1 
r(m, N - 1) = E x(k, 0) X (m k, N - 1) 
k=0 
= x(m, 0) * x(-m, N - 1) 	(10a) 
and 
N-1 
r(M - 1, n) = E x(0, /) x (M- 1, n + /) 
1=0 
= x(0, n) * x(M - 1, n), 	(10b) 
where x * y is used to denote the one-dimensional convolution 
of x and y. With the boundary of r(m, n) defined as the col-
lection of all the points of r(m, n) that lie along the edges of 
its region of support, note that Eqs. (10) assert that the 
boundary values of r(m, n) may be determined from the 
1—N 
(b) 
Fig. 1. (a) A region of support, R (M, N), for a two-dimensional se-
quence. (b) The region of support of its autocorrelation. 
boundary values of the sequence x(m, n). The recovery of 
the boundary values of x(m, n) from the boundary values of 
r(m, n), however, is a nonlinear problem that, in the absence 
of any additional information, may not have a unique solution. 
Suppose, however, that the boundary values of x(m, n) are 
known [the determination of the boundary values from r(m, 
n) is addressed in Section 4]. More specifically, for k = 0, 
1, . , N - 1, let 
xk(m) = x(m, k) for m = 0, 1, 	, M - 1 	(11) 
be used to denote the one-dimensional sequence that corre-
sponds to the kth row of the two-dimensional sequence x (m, 
n) as shown in Fig. 1. The boundary values of x (m, n) thus 
include the first and the last rows of x(m, n), which are de-
noted by 
a(m) = xo(m), 	0(m) = xN-1(m), 	(12) 
as well as the first and the last columns of x(m, n), which 
correspond to the first and last values of each sequence xk (m), 
i.e., xk (0) and x k (M - 1). Now, with rk(m) = r(m, k) used 
to denote the kth row of the autocorrelation sequence, as 
shown in Fig. 1(b), note that 
M-1 	 M-1 
E xN_2(k)a(m + k) + E, 13(k)x i (m + k) = rN-2(M) 
k=0 	 k=1 
(13a) 
Or 
xN_ 2(m) * a( -m) + (3(m) * xi( -m) = r N-2(772). (13b) 
(Recall that * denotes convolution.) Therefore, with a(m), 
#(m), and r N _2(m) known, Eqs. (13) represent a set of 2M - 
1 linear equations in the unknowns x1(m) and xN-2(m), i.e., 
(9) 
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a(m) and xN_ k (m) = /3(m), the first two rows and the last two 
rows of x (m, n) are now specified. 
Now suppose that the first (k - 1) rows and the last (k -
1) rows of x (m, n) are known, i.e., a(m) and /3(m) along with 
xi(m) and xN_ i _i(m) for I = 1, 2, ... k - 2. Then, as in Eqs. 
(13), a set of linear equations defines the unknown values in 
the sequnces xk -1(m) and xN-k (m). Specifically, 
rN-k (m) = xN-k(172) * a( -m) /3(m) * xk-1( -m) 
k-2 
+ E xN-k+1( 72 ) * x1(-m), 	 (17) 
1=1 
which may be rewritten as 




P/V-k (M) = rN-k(rn) 	E 	* xl( -m) (19) 
i=1 
is a vector consisting of known autocorrelation values rN-k(m) 
and sums of correlations of previously computed rows of x(m, 
n). In matrix form, Eq. (18) becomes 
{A 	Bi 	 
Xk--1 
where the matrices A and B are identical to those in Eq. (15). 
Thus Eq. (20) provides a recursion for computing the rows 
xk -1 and xN_k from the values of xi and XN-k-pi for I = 1, 
2, ... , k - 2. The initial conditions required to begin the 
recursion are the first and the last rows of x (m, n), i.e., a(m) 
and 0(m). Therefore, given the boundary values of x (m, n), 
the entire two-dimensional sequence may be recovered from 
its autocorrelation function by using the linear recursion [Eq. 
(20)], provided that the linear equations may be uniquely 
solved for the unknown rows. It may be shown, however, that 
a sufficient condition for a unique solution to Eq. (20) to exist 
is that a(m) and 0(m) not be identically zero and that a(m) 
not be related to /3(M - 1 - m) by a constant scale factor. In 
this case, the unknowns in Eq. (20) may be recovered by a 
pseudoinverse matrix operation. One interesting feature 
about the recursion that should be pointed out is that it re- 
(20) 
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xN -2 ( m ) 
rrs1-2 ( m ) 
13(m) • 
x1 (—m) 
Fig. 2. System interpretation of the linear equations that define the 
recursive phase-retrieval algorithm. 
the values of x (m, n) in rows 1 and N - 2. A system inter-
pretation of the set of linear equations given by Eqs. (13) is 
shown in Fig. 2. Specifically, Eqs. (13) define the sequence 
rN-2(m) as the sum of the outputs of two linear shift-invariant 
(one-dimensional) systems with unit sample responses a(-m) 
and /9(m) that are driven by the inputs xN_2(m) and xi( - 771), 
respectively. The goal is to recover the unknown values of the 
signals xN_k(m) and x 1 (-m) from the available known in-
formation, i.e., from the signal r(m, n) and the boundary 
values of x(m, n). Recall, however, that the boundary values 
of x (m, n) include the first and the last rows of x(m, n), which 
correspond to the unit sample responses of the two filters in 
Fig. 2, as well as the first and the last columns of x (m, n), 
which define the initial and the final values of the inputs to 
these filters, i.e., x1(0), x i(M - 1), xN-2(0), and xN-2(M - 
1). 
In order to investigate the solution to Eqs. (13), let us in-
troduce the vector notation 
xn = [x n (0), x n (1), 	, x„(M - 	 (14a) 
rn = [rn (1 - M), rn (2 - M), . . . , (M - 1)]. (14b) 
Thus Eqs. (13) may be written in matrix form as 
A 	131 
xi 	r N-2 
I 12( = 
where A and B are (2M - 1) X M convolution matrices. As 
an example, for a sequence with support R (3, 3), i.e., x (m, n) 
is a 4 X 4 array of numbers, Eq. (15) is given by 
(15) 
0 0 0 ao /33 0 0 0 x2(0) r 2( - 3) 
0 0 ao al 02 03 0 0 x2(1) r2(-2) 





















. 	 (16) 
a2 a3 0 0 0 0 00 01 xi(1) r2(2) 
a3 0 0 0 0 0 0 00 x1(2) r2(3) 
x 1(3) 
Note that x1(0), x1(3), x2(0), and x2(3) are boundary values 
of x (m, n) and thus are assumed to be known. Therefore Eq. 
(16) represents seven linear equations in four unknowns. In 
the general case, there are 2M coefficients in Eq. (15) that are 
required in order to specify the vectors x 1 and xN_2. The 
boundary values of x(m, n), however, define the initial and 
the final values of these vectors. Consequently, Eq. (15) 
represents 2M - 1 linear equations in 2M - 4 unknowns, For 
the moment, it is assumed that these equations may be 
uniquely solved for x 1 and xN_2. Thus, including xo(m) = 
quires the computation of only one pseudoinverse matrix. 
The recursive solution for each row consists simply of the 
computation of the vector 1.N_k in Eq. (20), which is then 
multiplied by the pseudoinverse matrix. 
B. An Example 
An example that illustrates the recursive reconstruction of a 
two-dimensional sequence from its autocorrelation function 
and its boundary values is shown in Fig. 3. In particular, an 
M. H. Hayes and T. F. Quatieri 	 Vol. 73, No. 11/November 1983/J. Opt. Soc. Am. 	1431 
(a) 
(b) 
Fig. 3. Phase retrieval using known boundary conditions. (a) 
Original image. (b) Reconstructed image. 
original two-dimensional sequence that has a rectangular 
region of support of extent 64 pixels by 64 pixels is shown in 
Fig. 3(a). The sequence that is obtained from the recursion 
[Eq. (20)] by using double-precision arithmetic is shown in Fig. 
3(b) and is indistinguishable from the original. Although the 
recursive phase-retrieval algorithm successfully reconstructed 
the two-dimensional sequence in this example, this is not al-
ways the case. In particular, although it has been observed 
that the recursion is well suited for reconstructing two-di-
mensional sequences that have small regions of support, e.g., 
R (M, N) with M < 64 and N < 64, because of the recursive 
nature of the algorithm the reconstruction is quite sensitive 
to errors that arise from computational noise. Specifically, 
whereas the reconstruction of large two-dimensional se-
quences is accurate in the initial stages of the recursion, the 
propagation of computational noise through the recursion 
decreases the accuracy of the reconstruction as the recursion 
progresses. Nevertheless, in reconstructing a two-dimen-
sional sequence that has a large region of support, it is possible 
to consider using the recursion to reconstruct a small number 
of rows and columns (which may be done with a high degree 
of accuracy) and then use an iterative procedure in the style 
of Gerchberg and Saxton that, in the spatial domain, incor-
porates the known boundary values and the recursively 
computed rows and columns. 
4. COMPUTATION OF THE BOUNDARY 
CONDITIONS 
As was noted in Section 3.A, the boundary values of x (m, n) 
are related to the boundary values of the autocorrelation 
function r(m, n) through a set of nonlinear equations [Eqs. 
(10)]. Although it has been demonstrated that the solution 
to these equations is not necessarily unique, there are cases 
for which the solution is unique and for which the boundary 
values of x(m, n) may easily be determined. Consider, for 
example, a two-dimensional sequence x (m, n) that is known 
to have a triangular region of support, as shown in Fig. 4. The 
region of support of the autocorrelation function of x(m, n) 
is also shown in Fig. 4. Note that the three corner points of 
x (m, n) are related to one another by the following three 
second-order equations: 
r(M, 0 = x(M, 0)x(0, 0), 
r(0, N) = x(0, N)x (0, 0), 
r(M, —N) = x(0, N)x(M, 0). 	 (21) 
By assuming that x(0, 0), x(M, 0), and x (0, N) are nonzero, 
the solution to Eqs. (21) is easily shown to be unique to within 
a sign. Furthermore, once these corner points are found, the 
entire boundary of x(m, n) may easily be recovered since the 
boundary values of x (m, n) are proportional to the boundary 
values of r(m, n) e.g., x (m, 0) = r(m, —N)/x (0, N) for m = 0, 
1, ... , M. Therefore two-dimensional sequences that are 





Fig. 4. (a) A triangular region of support for a two-dimensional se-
quence. (b) The region of support of its autocorrelation. 
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Fig. 5. The division of the two-dimensional plane into eight regions 
and the rectangular region R (M, N). 
may be uniquely determined from the autocorrelation r(m, 
n), and therefore it follows from the results of Section 3.A that 
x(m, n) may be recursively reconstructed from r(m, n). It 
is interesting to note that, for the case in which the point 
source is situated at (M, N), Fiddy et a1. 13 have shown that 
the z transform of the two-dimensional sequence (including 
the point source) is an irreducible polynomial provided that 
x (M — 1, 0) is nonzero. Therefore, according to Theorems 
1 and 2, a unique solution is guaranteed. Note also that in this 
case the amplitude of the point source p(m, n) need not be 
known. Specifically, as in Eqs. (21), p(m, n) and the three 
remaining corner points of x (m, n) are related by a set of four 
second-order equations that may be uniquely solved for the 
unknowns, provided that they are nonzero. 
Consider now the case in which a point source lies in region 
II, IV, VI, or VIII. Unlike the case described above, it is not, 
in general, possible to recover the boundary of x(m, n) from 
the autocorrelation sequence r(m, n). For example, consider 
















reconstructed from only their autocorrelation, provided that 
the amplitudes of the corner points are nonzero. 
Sequences with a triangular region of support, however, are 
a special case of a more-general class of sequences for which 
the boundary, and hence the entire sequence, may be recon-
structed from its autocorrelation. In particular, consider a 
two-dimensional sequence that has a rectangular region of 
support R(M, N) and suppose that the remaining two-di-
mensional plane is divided into the eight regions shown in Fig. 
5. It is well known from off-axis holographic techniques that 
the incorporation of a point source sufficiently far removed 
from the region of support of x (m, n) will allow x (m, n) to be 
reconstructed to within a scale factor from its autocorrelation. 2 
 In particular, if p(m, n) = b(m — k,n — 1) is a point source at
m = k,n = /, and if k 2M — 1 or if / 2N — 1, then x (m, n) 
may be trivially reconstructed from r(m, n). It is not neces-
sary, however, that the point source p(m, n) satisfy this sep-
aration constraint. Suppose, for example, that p(m, n) is a 
unit modulus point source that lies somewhere within region 
I, III, V, or VII. To be more specific, let us assume that p(m, 
n) lies in region I and, in particular, that p (m, n) = b(m — M, 
n — N), as shown in Fig. 6(a). In this case, the two edges x (0, 
n) and x (m, 0) of x (m, n) (illustrated in Fig. 5 by the shaded 
region) are easily recovered from r(m, n). In particular, note 
that 
r(M, N — n) = x(0, n) 	for n =- 0, 1, . . . , N — 1 
(22a) 
and 
r(M — m, N) = x(m, 0) 	for m = 0, 1, . , M — 1. 
(22b) 
Therefore both of these edges of x (m, n) correspond to the 
edges of the autocorrelation sequence r(m, n). With these 
edges of x (m, n) determined, it then follows from Eqs. (10) 
that the remaining boundary values of x (m, n) may be found 
by a simple deconvolution or an inverse filtering operation. 
Therefore, if a point source of known amplitude is situated 
anywhere within one of the four quarter-planes defined by 








Fig. 6. Point sources sufficient for the determination of the boundar 
values of a two-dimensional sequence, x(m, n). (a) A single point 
source in region I at (M, N). Lb) Two point sources, one in region II 
at (mo, N) and one in region VIII at (M, no). 
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In this case, the first row of x(m, n) is easily derived from r(m, 
n) since 
r(mo - m, N) = x(m, 0) for m = 0, 1, . . . , M - 1. 
(23) 
However, without any additional information, no other 
boundary values of x(m, n) may be determined. If, on the 
other hand, there are two point sources, one in region II and 
one in region VIII, then the complete boundary may be re-
covered from r(m, n). More specifically, consider the two 
point sources shown in Fig. 6(b) that are located at (m o, N) 
and (M, no). If these point sources have known intensities, 
then it follows that the first row and the first column of x (m, 
n) may be found from r(m, n). For example, if the point 
sources are of unit modulus, then 
r(mo - m, N) x(rn, 0) for m = 0, 1, . . . , M - 1 
(24a) 
and 
r(M, no - n) = x(0, n) for n = 0,1, ... , N - 1. 
(24b) 
Note that the case in which x (m, n) has a triangular region of 
support corresponds to the case m o = no = 0 above for which 
one point source is located in region II at (0, N) and where one 
point source is located in region VIII at (M, 0). 
Although it appears that, by adding point sources, we have 
deviated from the problem originally addressed in Section 3, 
the addition of point sources is, in reality, an indirect way of 
defining a set of known boundary conditions. To be more 
specific, let x (m, n) be a sequence that has a region of support 
given by R(M, N) and assume that this is the smallest rec-
tangle that will enclose all the nonzero values of x (m, n). It 
follows from Eqs. (10) that the information necessary to derive 
the initial conditions to begin the recursive phase-retrieval 
algorithm are the values of x (m, n) along any two contiguous 
edges of R(M, N). Note, however, that the situations con-
sidered in Fig. 6 provide the information necessary to specify 
these two edges. In particular, Fig. 6(a) corresponds to the 
case in which all the values of x (m, n) along two of the edges 
of its region of support are zero except for one point, i.e., the 
nonzero point at (M, N). In Fig. 6(b), on the other hand, the 
values of x (m, n) along two edges are known to be zero except 
for the two point sources that are assumed to have known 
intensities. 
5. SUMMARY 
In this paper the importance of the boundary values of a 
two-dimensional sequence in the phase-retrieval problem has 
been investigated. Specifically, it was shown that, given the 
boundary values, phase retrieval becomes a linear problem 
that is amenable to a simple recursive solution. Furthermore, 
although the determination of the boundary values from only 
Fourier-transform magnitude information is, in general, a 
nontrivial problem, it was shown that, for regions of support 
that have certain geometries, the boundary values may easily 
be found. These geometries, in fact, represent a generaliza-
tion of the conditions necessary for off-axis holography. An 
example illustrating the recursive phase-retrieval algorithm 
was presented, and the issue of the numerical stability of the 
recursion was briefly discussed. 
ACKNOWLEDGMENTS 
This research was supported by the National Science Foun-
dation under grant ECS-8204793 and the Joint Services 
Electronics Program under contract DAAG29-81-K-0024. 
REFERENCES 
1. H. A. Ferwerda, "The phase reconstruction problem for wave 
amplitudes and coherence functions," in Inverse Source Problems 
in Optics, H. P. Bakes, ed. (Springer-Verlag, Berlin, 1978), Chap. 
2. 
2. L. S. Taylor, "The phase retrieval problem," IEEE Trans. An-
tennas Propag. AP-29, 386-391 (1981). 
3. M. H. Hayes, "The reconstruction of a multidimensional sequence 
from the phase or magnitude of its Fourier transform," IEEE 
Trans. Acoust. Speech Signal Process. ASSP-30, 140-154 
(1982). 
4. M. H. Hayes, J. S. Lim, and A. V. Oppenheim, "Signal recon-
struction from phase or magnitude," IEEE,  Trans. Acoust. Speech 
Signal Process. ASSP-28, 672-680 (1980). 
5. R. W. Gerchberg and W. 0. Saxton, "A practical algorithm for 
the determination of phase from image and diffraction plane 
pictures," Optik 35, 237-246 (1972). 
6. J. R. Fienup, "Space object imaging through the turbulent at-
mosphere," Opt. Eng. 18, 529-534 (1979). 
7. M. H. Hayes, "The representation of signals in terms of spectral 
amplitude," in Proceedings of the IEEE International Confer-
ence on Acoustics, Speech, and Signal Processing (Institute of 
Electrical and Electronics Engineers, New York, 1983), pp. 
1446-1449. 
8. P. L. Van Hove, M. H. Hayes, J. S. Lim, and A. V. Oppenheim, 
"Signal reconstruction from signed Fourier transform magni-
tude," IEEE Trans. Acoust. Speech Signal Process. (to be pub-
lished). 
9. M. H. Hayes and T. F. Quatieri, "The importance of boundary 
conditions in the phase retrieval problem," in Proceedings of 
IEEE International Conference on Acoustics, Speech, and 
Signal Processing (Institute of Electrical and Electronics Engi-
neers, New York, 1982), pp. 1545-1548. 
10. A. Mostowski and M. Stark, Introduction to Higher Algebra 
(Pergamon, New York, 1964). 
11. E. M. Hofstetter, "Construction of time-limited functions with 
specified autocorrelation functions," IEEE Trans. Inf. Theory 
IT-10,119-126(1964). 
12. M. H. Hayes and J. H. McClellan, "Reducible polynomials in more 
than one variable," Proc. IEEE 70, 197-198 (1982). 
13. M. A. Fiddy, B. J. Brames, and J. C. Dainty, "Enforcing 
irreducibility for phase retrieval in two dimensions," Opt. Lett. 
8,96-98 (1983). 
1286 	 IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-31, NO. 5, OCTOBER 1983 
Signal Reconstruction from Signed Fourier 
Transform Magnitude 
PATRICK L. VAN HOVE, MONSON H. HAYES, MEMBER, IEEE, JAE S. LIM, MEMBER, IEEE, 
AND ALAN V. OPPENHEIM, FELLOW, IEEE 
Abstract-In this paper, we show that a one-dimensional or multidi-
mensional sequence is uniquely specified under mild restrictions by its 
signed Fourier transform magnitude (magnitude and 1 bit of phase in-
formation). In addition, we develop a numerical algorithm to recon-
struct a one-dimensional or multidimensional sequence from its Fourier 
transform magnitude. Reconstruction examples obtained using this 
algorithm are also provided. 
I. INTRODUCTION 
IN a variety of contexts, such as electron microscopy [1], IX-ray crystallography [2], optics [3], and Fourier transform 
signal coding [4], it is desirable to reconstruct a sequence from 
partial Fourier domain information. As a consequence, con-
siderable attention has been paid to this area, and some signifi-
cant results have been developed. It has been previously estab-
lished [5]-[7] that under very mild restrictions a finite extent 
one-dimensional (1-D) or multidimensional (MD) sequence is 
uniquely specified to within a scale factor by the tangent of its 
Fourier transform (FT) phase, and algorithms for implement-
ing the reconstruction have been developed. It is well known 
that, in contrast, the FT magnitude does not uniquely specify 
a 1-D sequence. For MD sequences, the FT magnitude specifies 
a sequence to within a translation, sign, and a central symme-
try [7], [8], and reconstruction algorithms developed so far 
have been successful [7] for only a very restricted class of MD 
sequences. 
From the above results, on the question of unique specifica-
tion of a sequence, there appear to be significant differences 
between 1-D and MD sequences, and between the tangent of 
the FT phase and the FT magnitude. In addition, the tangent 
of the phase and the magnitude of a complex number, which 
have been considered in previous studies, do not completely 
specify the complex number. In this paper, we show that if 
the signed FT magnitude (magnitude and one bit of phase in-
formation) is considered rather than the FT magnitude, there 
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are only minor differences on the question of unique specifi-
cation of a sequence, between 1-D and MD sequences, and 
between the tangent of the FT phase and the signed FT 
magnitude. In particular, it is shown that under very mild 
restrictions, the signed FT magnitude is sufficient to uniquely 
specify a 1-D or MD sequence. We note that the tangent of 
the phase and the signed magnitude of a complex number 
completely specify the complex number. 
In Section II of this paper, the basic theory is presented. In 
Section III an algorithm for implementing the reconstruction 
is discussed, and Section IV illustrates several examples. 
II. THEORY 
In this section, we discuss the unique specification of a se-
quence by its FT magnitude and 1 bit of phase. We initially 
consider the one-dimensional (1-D) case and then extend the 
1-D result to the multidimensional (MD) case. Before we pre-
sent the theoretical results, we define the notation that will be 
used throughout the paper. 
Let x(n) denote a 1-D sequence which is causal and finite ex-
tent so that x(n) is zero outside 0 n <L - 1. Furthermore, 
we restrict x(n) to be real-valued. Let X(z) and X(w) repre-
sent the z transform and Fourier transform of x(n), so that 
L- 





X (CO = X (Z) I 	= E 
	
1.= n=0 
The Fourier transform X(w) can be represented in terms of its 
real part X R (w) and imaginary part Xj (w), or in terms of its 
magnitude I X(w)l and phase O„ (w) as follows: 
X(w) = X R (CO + PC1(6.) = I X(w)1 e / 8 x(w). 	 (3) 
To ensure that O x(w) is well defined at all w, we assume that 
X(z) has no zeros on the unit circle. The phase function O x (w) 
in (3) represents the principal value of the phase so that 
< Ox (w) < rr. 	 (4) 
The 1-bit FT phase information will be represented by the 
function Sx'(w) defined as 
it a- n <0„(w)< a 
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X (cal 
Fig. 1. Mapping of the 1-bit phase function. 
(c) 
Fig. 2. Fourier transform magnitude, phase, 1-bit phase, and signed 
magnitude of the sequence X(z) = 1 + 3 2 -1 	- 3Z 2  + 2z -3 . 
where a is a known constant in the range of 0 < a <7r. Thus, 
the complex plane is divided into two regions separated by a 
straight line passing through the origin and at an angle a with 
the real axis, as shown in Fig. 1. For example, for a = r/2, 
S.,n12 (w) represents the algebraic sign of Re{X(w)}. More gen-
erally, 4(w) is the algebraic sign of Re -(e (1'12. - 1̀)X(w)} . The 
algebraic sign of zero is assumed to be positive. 
The function G.„'(w) is defined as 
G,c,'(co) = ,5"(c.-)) I X(w)I 	 (6) 
and will be referred to as the signed Fourier transform magni-
tude since it contains both magnitude and sign information. 
An example of IX(w)I, ex(w), Szca (w), and G: (w) when a= 
77/2 and X(z) = 1 + 3z -1 + 5z -2 + 2z -3 is shown in Fig. 2. 
Finally, given a positive integer N, we define a constant P 
and an interval R as 
P = 
N2 - 1  
and R = (0, r) for N odd 
P =—
N 
and R = (0, 7r1 for N even. 
2 
( 7) 
The uniqueness of a 1-D sequence when the signed Fourier 
transform magnitude G: (w) is specified is based on the fol-
lowing statements. The proof of these statements is given in 
the Appendix. 
Statement Al: Let x(n) and y(n) be two real, causal, and 
finite extent sequences. If IX(w)I = I Y(w)I, x(n) and y(n) 
can always be expressed as 
x(n) = b(n) * a(n) 
and 
y(n)= eb(n) * a(N - 1 - n) 
where e = +1 or -1 and a(n) and b(n) are real, causal, and fi-
nite extent sequences with N corresponding to the length of 
a(n), i.e., a(n) = 0 outside 0 < n <N - 1. 
Statement A2: Let b(n) be a real, causal, and finite extent 
sequence. For any positive integer N, the equation 
Re {B(z) z -(N -1)12 z  iw} = 0 
is satisfied for at least P distinct values of w in the interval R, 
where P and R are as defined in (7). 
Statement A3: Let a(n) be a real sequence which is zero 
outside 0 <n<..N- 1. If the equation 
I 	 =171-L4(z) z (N -1) 1 	} 0 
z =ei w  
is satisfied for at least P distinct values of w in the interval R, 
then it is identically equal to zero and a(n) = a(N - 1 - n). 
We use the above three statements, whose proofs are shown 
in the Appendix, to demonstrate the following theorem: 
Theorem 1: Let x(n) and y(n) be two real, causal, and finite 
extent sequences with z transforms which have no zeros on the 
unit circle. If G x712 (w) = G3712 (w) for all w, then x(n) = y(n). 
To show Theorem 1, we note from (5) and (6) that the con-
dition GV 2 (w) = G yn /2 (w) is equivalent to 
sign {X R (w)} IX(w)I = sign{ YR (co)} I Y(w)I 	(8) 
which in turn implies that IX(w)I = I Y(w)I, and therefore that 
sign {X R (w)} = sign YR (co)} . 	 (9 ) 
From Statement Al, then, x(n) and y(n) can be expressed as 
x(n) = b(n) * a(n) 
y(n)= e b (n) * a(N - 1 - n) 	 (10) 
where e = ±1. Fourier transforming (10) we obtain 
X(w) = A(w) B(w) 
Y (w) = e 	1) A(- w) 8(w). 	 (11) 
To show that e = 1 in (11), we evaluate (9) at w = 0 and recog-
nize that X R(0) = A(0) B(0) and Y R(0) = e A(0) B(0), so that 
sign {A(0) B(0)1 = sign{ eA (0) B(0)}. 	 (12) 
Since X(w) is not zero at w = 0, (12) requires that e = +1. 
Since e = 1, from (10), showing that x(n)= y(n) is equivalent 
to showing that a(n) = a(N - 1 - n). Toward this end, we con-
sider the sum 
XR(W) + YR (w). 
From (11) with e = 1, it can be shown that 
XR(6)) Y R(CJ) = 2 Re [A(w)eiw (N 	. 
Re [B(ca)e -i w(N- 1)/2 	 (13) 
• 
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From Statement A2, there are at least P distinct values of w in 
the interval R which we denote as wi , i =1, 2, • • • , P for which 
Re [B(coi)e -j'i(N-1) / 2 ] = 0, 	i = 1, 2, 	,P, 	E R. (14) 
From (13) and (14), 
XR(CJi)+ YR (Wi) = 0, 	= 1, 2, • • • , P, 	E R. 	(15) 
From (9), both terms of the left-hand side of (15) have the 
same sign for all w. Since a sum of two terms having the same 
sign can be zero only when both terms are zero, we have 
XR(Wd = YR (Wi) = 0 
and therefore also, 
XR(G-0 - YR 	= 0, 	i= 1, 2, • • , P, co i e R. 	(16) 
From (11) and the fact that e= 1, it can be shown that (16) 
can be expressed as 
XR(G)i) - YR(Wd= -2 Im [A(w 1 )e'`"' i(N -1)12] 
Im[B(coi)e-jwio - 0/21 = 03 
	
i= 1, 2, • • • , P, co; ER. 	(17) 
Since B(w) is not zero for any w, it follows from (14) that the 
second factor in (17) satisfies the property 
Im [B(cal )e -iwg1 v -1)12 ] 	0, i = 1, 2, • • , P, coi ER. 	(18) 
From (17) and (18), 
Im[A(w i)el'i(N1)12 = 0 , i = 1, 2, ••• , P, Wi E R. 	(19) 
From (19) and Statement A3, a(n) = a(N - 1 - n) so that x(n) 
= y(n), thus demonstrating Theorem 1. 
The result in Theorem 1 can be generalized in various ways. 
Specifically, in Theorem 1, we have assumed that a = rf2, 
which is a specific representation of the 1-bit phase informa-
tion. It can be shown that the statement is true for other 
choices of 0 < a <7r. When a = it so that Sx'(w) = sign [Ox (w)], 
a sequence is uniquely specified by G,7(w) when x(0) = 0. 
Theorem 1 can also be extended to anticausal (left-sided) se-
quences. The proofs of these extensions can be found in [9]. 
When the above extensions are incorporated in Theorem 1, we 
have the following general theorem: 
Theorem 2: Let x(n) and y(n) be two real, causal (or anti-
causal), and finite extent sequences, with z transforms which 
have no zeros on the unit circle. If Gxa(w) = G GO for all w 
and 0 < a <7r, then x(n)= y(n). When a = it, if Gx (w) = 
GL (w) and x(0) = y(0) = 0, then x(n)= y(n). 
Theorems 1 and 2 explicitly require that the sequences be 
real-values and causal (or anticausal). The necessity of these 
conditions can be illustrated through counterexamples. Con-
sider first the condition that the sequences be real, and let y(n) 
equal e x(n) where x(n) is real. In this case, it is straight-
forward to show that G x7r (co) = Gya (w). Since G)7(w) does not 
uniquely specify x(n), G;(co) does not uniquely specify y(n). 
To indicate the necessity of the causality (or anticausality) 
condition, consider as one counterexample the two-sided se-
quences x(n) and y(n) for which the z transforms are 
+ 6 -z -2 = (z + 2 - z -1 )(-z + 2 + z -i ) X(z)= - 
Y(z) = z 2 + 4 z + 2 4z + Z -2 	+ 2 - z -1 )2 . 	(20)  
For these two sequences it can be easily shown that I X(co)1 = 
Y(w)I and S (w) = Sy/ 2 (w). In this case, then, x(n) and 
y(n) are different sequences, but they have the same signed FT 
magnitude. 
In Theorems 1 and 2, uniqueness results were presented as-
suming that the signed spectral magnitude of a finite length se-
quence is known for all frequencies in the interval (0, 27r). In 
the case of FT phase, it is possible to generalize the uniqueness 
results to the case in which the FT phase is known only for a 
finite number of distinct frequencies. Specifically, it has been 
shown [6] that for a finite length sequence of length N which 
has no symmetric (zero-phase) factors in its z transform, any 
(N - 1) samples of the FT phase are sufficient to uniquely de-
fine the sequence to within a scale factor. Therefore, since the 
FT phase need not be known for all w, such a result has been 
useful [6] in the development of practical algorithms for re-
contructing a finite length sequence from its FT phase samples. 
Unfortunately, however, a fixed finite set of signed magnitude 
samples is not always sufficient to uniquely specify a real, 
causal, and finite length sequence. For example, consider the 
following two causal sequences of length N = 3. 
x(n)= 1.0 6(n) + 2.6 6(n - 1) + 1.2 5(n - 2) (21)  
y(n)= 1.2 5(n) + 2.6 6(n - 1) + 1.0 5(n - 2). (22)  
Since y(n) is obtained from x(n) by flipping both of the zeros 
of X(z) about the unit circle, both x(n) and y(n) have the 
same spectral magnitude. Furthermore, in the interval (0, 7r) 
the real part of the Fourier transform of x(n) is equal to zero 
at only one frequency, w = 0.4770237r and the real part of 
the Fourier transform of y(n) is equal to zero only at w = 
0.5261667r. Therefore, the signed magnitude of X(co) is equal 
to the signed magnitude of Y(w) for all co outside the intervals 
(0.477023n, 0.52616677) and (- 0.526166n, - 0.477023n). 
Consequently, an arbitrary number of signed magnitude sam-
ples within this region is not sufficient to distinguish x(n) from 
y(n)• 
Even though a real, causal, finite extent sequence is not 
uniquely specified by samples of its signed FT magnitude at a 
finite number of arbitrary frequencies, it is specified by sam-
ples of its signed FT magnitude at a finite number of properly 
chosen frequencies which are different for different sequences. 
Specifically, for x(n) which is zero outside 0 < n < N - 1, the 
FT magnitude IX(w)I is completely specified by (N- 1) dis-
crete Fourier transform (DFT) samples in the interval (0, n). 
The 1 bit of FT phase S xa(co) is completely specified by 
the positions of its discontinuities and by its value at w = 0. 
Since the function Sxa (w) has at most 2N discontinuities in 
(-7r, +7r), Gxa(w) is completely specified by a maximum of 3N 
samples at properly chosen frequencies. 
In the above discussion, we considered only 1-D sequences. 
We now extent Theorem 2 to MD sequences. Let x(n) denote 
an MD sequence x(n i  , n 2 , • • , nm), and let Gx'a (w) denote the 
signed FT magnitude of x(n), where GAco) represents G x̀'(0-)i, 
w2, • • • , com) and is given by Sxa(c0)1X(c0)1. We define an MD 
sequence x(n) to have a one-sided region of support in the M-
dimensional space n 1 , n 2 , • • • , nm if it has nonzero values for 
only one polarity of each n1 . For example, for a two-dimen-
sional sequence there are four possible regions of support 
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which are consistent with the sequence being one sided, cor-
responding to the four quardrants. Theorem 3, which follows, 
represents a generalization of Theorem 2 to encompass MD 
sequences. 
Theorem 3: Let x(n) and y(n) be two real finite extent se-
quences with one-sided support and with z transforms which 
have no zeros at 1 z 11= 1z21= • • • = lzml= 1. If G x'(w) = G ey(w) 
for all w and 0 < a < r, then x(n) = y(n). When a = 7r, if 
G (w) = G (w) and x(0) = y(0) = 0, then x(n) = y(n). 
We demonstrate the validity of Theorem 3 for a 2-D se-
quence which has the first-quadrant support size M 1 X M2 so 
that 
x(n i , n 2 ) = 	, n 2 ) = 0 outside 0 •‘, n 	M1 1 and 
n 2 <M2 1. 
The proof for a higher dimension and for a different quadrant 
support is analogous to the 2-D case with the first-quadrant 
support. To demonstrate Theorem 3, we map the 2-D se-
quences x(n i , n2 ) and y(n i , n 2 ) into two 1-D sequences z(n) 
and y(n) by the following transformation: 
.ic(n 1 M2 + n 2 ) = x(n i , n 2 ) 
ji(n 1 • M2 + n 2 ) =y(ni , n 2 ). 	 (23) 
In essence, the transformation in (23) corresponds to mapping 
a 2-D sequence to a 1-D sequence by concatenating the columns 
of the 2-D sequence. Clearly, '(n) and 5)(n) given by (23) are 
real, causal, and finite extent sequences. From (23), it is clear 
that the transformation is invertible. Furthermore, it can be 
shown [10] that 
1(w) = X(w i , w 2 ) 
and 
Y(w)= Y(wi, w2) 
From (24), it follows that the signed FT magnitudes of (n) 
and (n) are specified by the signed FT magnitudes of x(n i , 
n 2 ) and y (n , n 2 ). Therefore, if G:(w i , w 2 ) = 	, w 2 ), 
then q(w) = 	(w). In addition, since X(z i , z 2 ) and Y(z i , 
z 2 ) have no zeros at 1z 1 1 = 1z 2 1= 1, from (24), 1(z) and Y(z) 
have no zeros on the unit circle. Since "Z(n) and y(n) satisfy 
all the conditions in Theorem 2, it follows from Theorem 2 
that Z(n) = y(n). Since the transformation (23) is invertible, 
x (n , n 2 ) = y (n , n 2 ) as required by Theorem 3. 
The condition that X(w)* 0 at any w is much more restric-
tive for 2-D sequences than for 1-D sequences, since X(z) = 0 
represents surfaces in the (z 1 , z 2 ) plane for 2-D sequences and 
points in the z plane for 1-D sequences. From the proof of 
Theorem 3 described above, however, it is not necessary to re-
quire X(w) * 0 at any w. We only need to require that X(w) 
* 0 at the slices of w needed to form X(w) in (24). This is a 
much less restrictive condition than the condition in Theo-
rem 3. 
The theoretical result in Theorem 3 differs from that by 
Hayes [5] in several respects. In the result by Hayes [5], only 
samples of the FT magnitude are required, but the sequence is 
restricted to have a nonfactorizable z transform and the unique 
specification of the sequence is only to within a sign, a transla-
tion, and a central symmetry. In Theorem 3, the signed FT  
magnitude is required, but the sequence may have a factor-
izable z transform and is uniquely specified in the strict sense. 
III. ALGORITHM 
In Section II, we showed that under certain conditions a se-
quence is uniquely specified by its signed FT magnitude. In 
this section, we discuss an algorithm to implement the recon-
struction of a sequence x(n) from its signed FT magnitude. 
The sequence x(n) is assumed to satisfy the conditions of 
Theorem 3. In addition, its signed FT magnitude Gxa(w) is 
assumed known. 
The algorithm that we have developed is an iterative proce-
dure which is similar in style to other iterative procedures 
studied by Gerchberg-Saxton [11] and Fienup [12]. In the 
iterative algorithm, the "time" domain constraint that x(n) is 
real and finite extent with a one-sided region of support, and 
the frequency domain constraint that the signed FT magnitude 
of x(n) is given by G Act,), are imposed separately in each 
iteration. Specifically, let Xp (w) denote the estimate of X(w) 
at the pth iteration. The estimate Xp (w) is inverse Fourier 
transformed to the time domain to obtain xP(n) 
x ip (n) = F i [X p (co)] . 	 (25) 
From xi,(n), we generate an estimate x p"(n) which satisfies the 
time domain constraints 
Re [xp (n)] 	for n E A 
x p" (n) = 	 (26) 
0 	 for n 5e A 
where A represents the known support region of x(n). 
The sequence x p"(n) is then Fourier transformed back to the 
frequency domain to obtain Xp(w) as follows: 
X pn(w)= F [x(n)] . 	 (27) 
The new frequency domain estimate Xp .,.,(w) is then obtained 
by enforcing the constraint that G xa  p + i (W) = G Ara) as follows: 
Xp +/
(w) = IX (w)l e ffix i/ (td) 
1X(w)1 e j (2a- 	(COD 
	if S';',;(w)= S'Aw) 
if S';';(w) = 
(28) 
Specifically, the correct magnitude is substituted for the esti-
mated magnitude. If S x',,, (w)= SAw), then the phase of the 
estimate is retained. Otherwise, the estimate is reflected about 
a line that passes through the origin with angle a to correct the 
sign of S x'p-(w). This completes one iteration. The initial esti-
mate X0 (w) we have used is given by 
Xo  (w) = 1 X (0)1 e x o (w) 	 (29) 
where Oxo (w) is given by 




for Sf (w) = - 1 . 
The iterative algorithm discussed above is illustrated in Fig. 3. 
wi= w' M2, (-02 
4.0 I 	M2• U2 =w. 	 (24) 
7r 
2 
oso (w) = (30) 
TIME 
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x I k) 
x p (k) 	 
IDFT 
TRUNCATION, 
DISCARD IMAGINARY PART 
(b) 
Fig. 4. Speech segment sampled at 47 points. (a) Original sequence. 
(b) Reconstructed sequence after 50 iterations. 
xp [n] t 
DFT 
• 
SUBSTITUTE I X1k1 I FOR IX p (10 I , 
CHANGE sb i, p lk) TO 2a - 9S,tp (k) IF 
54(k) z S: 
X pi. ' (k) 
Fig. 3. Block diagram of the iterative algorithm. 
The asymptotic behavior of the algorithm in Fig. 3 has not 
yet been studied theoretically. We have observed experimen-
tally that a stable estimate of the sequence to be retrieved is 
always attained after a large number of iterations. 
To implement the algorithm in Fig. 3, the Fourier and in-
verse Fourier transform operations are approximated by dis-
crete Fourier transfrom (DFT) and inverse DFT (IDFT) opera-
tions. Although the uniqueness is not guaranteed in terms of 
the signed FT magnitude samples, we have empirically ob-
served that the algorithm reconstructs the desired sequence 
provided that the signed FT magnitude is densely sampled in 
the frequency domain, so that the FT magnitude is completely 
specified and the discontinuities of 4(w) are individually re-
solved by the samples of S„a(ou). The FT magnitude IX(ca)I is 
completely specified by samples of I X(w)I when the DFT 
size is twice the size of the known support of x(n) in each 
dimension. 
IV. EXAMPLES 
The algorithm discussed in Section III has been used to re-
construct a variety of different 1-D and 2-D sequences from 
their signed FT magnitudes. In this section, we present some 
of these examples. 
Fig. 4 illustrates one example in which a 1-D sequence is re-
constructed from its signed FT magnitude. In Fig. 4(a) is 
shown a 47-point sequence obtained by sampling female speech 
at a 10 kHz rate. In Fig. 4(b) is shown the sequence recon-
structed by using the iterative algorithm with the DFT size of 
1024 after 50 iterations. In addition to the above example, a 
number of other examples have been considered. In all cases, 
we observed that the algorithm reconstructs the desired 
sequence. 
Fig. 5 illustrates an example in which a 2-D sequence is re-
constructed from its signed FT magnitude. In Fig. 5(a) is 
shown an image of size 256 X 256 pixels. In Fig. 5(b) is shown 
the image reconstructed by using the iterative algorithm using 
the DFT size of 512 X 512 after 10 iterations. 
(a) 
(b) 
Fig. 5. Image of size 256 X 256 pixels. (a) Original image. (b) Recon- 
structed image after 10 iterations. 
In addition to the examples shown in this section, we have 
studied a number of other examples. From these examples, 
we have made the following observations about the iterative 
algorithm. First, for sequences satisfying the uniqueness con- 
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straints, if a DFT size below some threshold value is used, the 
algorithm does not lead to the desired sequence. The threshold 
value is different for different sequences, and we have not yet 
found a simple way to determine the threshold value for a 
given sequence. In practice, therefore, the DFT size is typically 
much larger than the threshold value to reconstruct a sequence 
from its signed FT magnitude. Second, the DFT size required 
is typically much larger (by more than a factor of 10 typically) 
than the size of the data for 1-D signals. For 2-D signals, we 
have observed that the DFT size of 2N X 2N when the data 
size is N X N is sufficient for all examples we considered. This 
difference is in part due to the fact that the magnitude of 
2N X 2N DFT when the data size is N X N uniquely specifies 
a 2-D sequence within a sign factor, a translation, and a central 
symmetry, and therefore the ambiguity that needs to be re-
solved by 1 bit of phase information is much less for 2-D sig-
nals than for 1-D signals. Third, the threshold DFT length is 
approximately the same for different choices of a, as long as a 
is not too close to 0 or 77. As a approaches 0 or 7, the thresold 
length is significantly increased. The choice of a = 7r/2 permits 
the use of FFT routines specific to real sequences, and there-
fore, uses less computation time and less storage space. 
Fourth, the convergence rate of the iterative algorithm is rapid 
initially and becomes slow as the number of iterations is in-
creased. Fifth, we have observed that the mean square error 
between the original and reconstructed sequences decreases 
monotonically as the number of iterations increases. Sixth, 
the convergence rate of the algorithm can be significantly im-
proved by using an acceleration procedure similar to that used 
by Oppenheim et al. [13]. Further details on the behavior of 
the iterative algorithm can be found in Van Hove [9]. 
V. CONCLUSIONS 
In this paper, we have shown that a 1-D or MD sequence is 
uniquely specified under mild restrictions by its signed FT 
magnitude. In addition, we have developed an iterative algo-
rithm to reconstruct a 1-D or MD sequence from its signed FT 
magnitude. When this result is combined with the previous re-
sult [5] on the problem of reconstructing a 1-D or MD se-
quence from its FT phase, we obtain a very general result that 
a 1-D or MD sequence is uniquely specified by its FT phase or 
its signed FT magnitude. In addition, under mild restrictions, 
an iterative algorithm which is similar in style can be used to 
reconstruct a 1-D or MD sequence from its FT phase or signed 
magnitude. 
APPENDIX 
Statement Al: Let x(n) and y(n) be two real, causal, and 
finite extent sequences. If IX(w)1 = I Y(w)I, x(n) and y(n) 
can always be expressed as 
x(n)= b(n)* a(n) 
y (n) = e b(n) * a(N - 1 - n) 
where e = +1 or -1 and a(n) and b(n) are real, causal, and 
finite extent with N corresponding to the length of a(n), i.e., 
a(n)= 0 outside 0 < n < N - 1. 
Proof: A general expression of the z transform X(z) of a 
sequence x(n) which is causal and has a finite support is given  
by 




where z i , i = 1, 2, • • , Q, are the zeros of X(z), xo is the first 
nonzero sample, and n 1 is the positive initial delay in x(n). It 
is well known that the FT magnitude of a finite extent 1-D se-
quence remains unchanged only when the sequence is subject 
to linear shifts, sign inversions, and/or zero "flipping." The z 
transform Y(z) may therefore be written as 
Y(z)=±Z - '12 x0 fl (I -z i z - 1) 	z i +z-1 ) 
ie{u} 	 iE{r} 
(A1.2) 
where n 2 is the positive initial delay in y(n), {r) is the set of in-
dexes of the R zeros of Y(z) which are zeros of X(z) reflected 
across the unit circle, and {u} is the set of indexes of zeros 
which are unchanged from X(z) to Y(z). We may also write 
(Al .1) and (A1.2) as 
X(z) = A(z) • B(z) 
Y (z)= ±C(z). B(z) 
or 
x(n)= a (n) * b(n) 
y(n) = ±c(n) * b(n) 	 (A1.3) 
where 
A(z) = z -(" 1 - " 2) 11 	-Z i Z - 1) 
iE{r} 
B(z) = z -"2 x 0 	(1 - z i z-1 )  
iE{u} 
C(2)= 	 + z -1 ). 	 (A 1 .4) 
iE{r} 
We now show that c(n) is a(n) time reversed, represented by 
a'(n). The length of the sequence a'(n)is N=ni - n 2 +R+ 1, 
if we include the leading zeros. Therefore, 
a'(n) = a(N - 1 - n) 
A (z) = A(z -1 )z -(N -1)  = z -R jI (1 - z i z) = C(z) 
iE{r} 
so that c(n) = a(N - 1 - n). From (A1.3), the sequences x(n) 
and y(n) are expressed- in the adequate form. To characterize 
a(n) and b(n), welxamine their z transforms. Since B(z) con-
tains only a finite number of negative powers of z, the sequence 
b(n) has a finite causal support. Since A(z) and A '(z) = C(z) 
contain only negative powers of z, it follows that a(n) and 
a(N - 1 - n) are causal so that a(n) is zero outside 0 < n 
N- 1. If the z transform X(z) contains a pair of complex con-
jugate zeros, than they must both belong to {u} or both to {r} 
for y(n) to be real-valued. The z transforms A(z) and B(z) 
may therefore contain complex zeros only in conjugate pairs so 
that a(n) and b(n) are real. In the case n 2 > n 1 , we simply ex-
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Statement A2: Let b(n) be a real, causal, and finite extent 
sequence. For any positive integer N, the equation 
Re {B(z)z -(N-1) / 2 I z =e jw) = 0 
is satisfied for at least P distinct values of w in the interval R 
where P and R are as defined in (7) of the text. 
To prove this statement, we introduce the notion of un-
wrapped phase. Given a Fourier transform M(w) which has no 
zeros, we define its unwrapped phase cbm (w) as the unique 
continuous function of w which satisfies 
M(w) = Im(w) le i°m ( -̀' ) 
	
(A2.1) 
for all w and which takes the value of 0 or -7r at w = 0. The 
unwrapped phase has the following properties. If we define 
the function F(w) as 
F(w) = D(w) B(w) 	 (A2.2) 
then if follows that 
Op(w) = OD(w) On(w) + 2 a7T 
where 
a = 1 	if 4D (0)= 0B (0)= -7r 
0 	otherwise. 	 (A2.3) 
The unwrapped FT phase OB (w) of a causal sequence b(n) 
satisfies 
OB(0) % 01300. 	 (A2.4) 
The unwrapped phase of the function 
D(w)= 	(N -1)12 	 (A2.5) 
is 
- 





We now proceed to the proof of statement A2. We consider 
the unwrapped phase OF(w) of the function 
F(w) = B(w)e -1w(N -1)12  . 




(64= — + kn, with k an integer, 
since F(w) has no zeros. From our previous discussion, we 
have 
(15F(7) OF(0) = BOO - Os(0)+ 0D(10 15D(0) 





Since the continuous function OF(w) decreases at least by 
(N - 1)/2 it on the interval R, it follows that the graph of 
OF(w) crosses at least N/2 lines of phase 7r/2 + kir in (0, Irl if 
N is even and at least (N - 1)/2 such lines in (0, 7r) if N is odd. 
Fig. 6 shows oF (w) when b(n) = 5(n), for the cases N = 4 and 
N = S. 
Statement A3: Let a (n) be a real valued sequenced which is 
zero outside 0 S n < N - 1. If the equation 
Im {A(z) z (N -0121 z= e jc,.)} = 0  







(a) 	 (b) 
Fig. 6. Unwrapped phase of the function F(w) for b(n) = 6(n). (a) N = 
4. (b) N = 5. 
is satisfied for at least P distinct values of w in the interval R, 
then it is identically equal to zero and a(n) = a(N - 1 - n). P 





I and R = (0, Tr) 	for N odd 
P = 
	
and R = (0, tt] 
2 
for N even 
Proof for N Odd: With the use of trigonometric formulas, 
we obtain 
G(w) = Im(A(o.))ei w(N- 1)12 ) 
N -1 N - 1 	) 





G (co) =( - )1 2 {a iN - 1 n) a ( 
 \
N- 1 
n = 1 2 	 2 
(A3.2) 
Since the set of the (N- 1)/2 functions sin w, sin 2(4, • , sin 
(N - 1)42 is a Chebyshev set on the interval (0, 7r) as is shown 
in [9] and since G(w) has at least (N - 1)/2 distinct roots in 
the interval (0, n), it follows that the coefficients of the ex-
pansion in the right-hand side of (A3.2) must vanish 
\
I 




 - I + 11) = 0; 
N - 1 
n = 1, 2 „ 	 
2 
or 
a(n)= a(N - 1 - n); 	n = 0,1, • • , N.- 1. 
When N is even, the expansion of G(w) is 
(N/2)- 1 { N 
G(w) = E a —2 - 1-n -a G, n)} 
n=0 
1 
sin (n + 
2 
 —) w. 
	
Since the functions sin w/2, sin 3w/2, • 	, sin N- 1/2 w 
form a Chebyshev set on the interval (0, in as is shown in 
[9] , it follows that 










a(n)= a(N - 1- n); 	n=0,1,. • • ,N - 1. 
This completes the proof of Statement A3. 
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