This work presents a multi-objective differential dynamic programming approach to constrained discretetime optimal control. In the backward sweep of the dynamic programming in the quadratic sub problem, the sub problem input at a stage or time step is solved for in terms of the sub problem state entering that stage so as to minimize the summed immediate and future cost subject to minimizing the summed immediate and future constraint violations, for all such entering states. The method differs from previous dynamic programming methods, which used penalty methods, in that the constraints of the sub problem, which may include terminal constraints and path constraints, are solved exactly if they are solvable; otherwise, their total violation is minimized. Again, the resulting solution of the sub problem is an input history that minimizes the quadratic cost function subject to being a minimizer of the total constraint violation. The expected quadratic convergence of the proposed algorithm is demonstrated on a numerical example.
Introduction
The work of this paper presents a new approach to solving constrained optimal control quadratic sub problems. The resulting sub problem solution can be used in an iterative procedure for solving a constrained nonlinear optimal control problem. The approach to the sub problem differs from most previous work, which use penalty methods to incorporate constraints. The proposed multi-objective dynamic programming approach presented herein instead finds a sub problem input history that minimizes the cost function subject to being a minimizer of the total constraint violation. Thus, if the (linear) constraints of the sub problem are solvable, the proposed method solves them exactly, while if they are not solvable, the method minimizes the objective function over the set of input histories that minimize the total constraint violation.
We will now briefly review some of the relevant optimal control work, while restricting ourselves to those whose algorithm's exhibit Order(N) complexity, where N is the number of time steps. Wright ([l] and [2]) considered optimal control problems with inequality constraints. He used a banded matrix approach and an interior point (barrier) algorithm to avoid the Order(N2) or greater complexity associated with active set methods for handling inequality constraints.
Ruxton [3] also considered inequality constrained problems, and used a differential dynamic programming approach, in which the cost function included a penalty term for the constraint violations. Murray and Yakowitz [4] used a quadratically convergent differential dynamic programming algorithm for optimal control problems. The DDP (differential dynamic programming) algorithm avoids the need to calculate Lagrange multipliers associated with the state equation constraints. DDP also provides a convenient means of Hessian modification during its backward sweep.
In numerous dynamic system trajectory optimization problems, the only inequality constraints are bounds on the input variables. Bertsekas [6] utilized this fact in the design of a semi-Newton method in either a differential dynamic programming or Ricatti method approach. He correctly claimed that in many dynamic system trajectory optimization problems, the use of a simplex pivoting algorithm (such as those which are often used to solve quadratic and linear programs (see Bazaraa et al [SI)) would be impracticable, especially in those problems in which there are many time steps ( N large). Also, Gawande and Dunn [7] applied such a projected Newton algorithm for input-constrained optimal control problems. Dohrmann and Robinett [9] proposed a DDP approach that solved the imposed equality constraints (such as terminal state constraints and path constraints) of the quadratic sub problem exactly. This was accomplished by stepping back enough time steps until the immediate and future constraints could be satisfied for any incoming Dohrmann and Robinett [9] is the first reasonable published DDP method that solves the sub problem constraints exactly, as opposed to incorporating them into a penalty function. The work presented in the present paper is an alternative approach for solving the constrained sub problem exactly. Instead of stepping back enough time steps until the immediate and future constraints can be satisfied for any incoming state to that time step, the method proposed herein uses a multi-objective approach in which the input at any time step minimizes the summed immediate and future cost subject to being a minimizer of the summed immediate and future constraint violations, for any state coming into that stage.
There has been much work with shooting methods. Such methods can be found in Ho and Bryson [IO] and in Lewis [ll] . Wie and Sunkel [12] solved a minimum time pointing control problem using such an approach. They noted the fact that this approach requires an extremely good initial guess for the value of the initial costate. Li and Bainum [13] also approached a minimum time problem for rigid spacecraft maneuvers via a shooting method, and they treated a quadratic function of the controls as their cost and sequentially shortened the slewing time. Geering et a1 [14] is yet another example of the use of shooting methods for minimum time problems, and they reported that they were unable to obtain solutions for an IBM robot problem using the shooting method alone. The shooting method (or two-point boundary value problem method) is known to be much more sensitive to initial guess than methods that use Order(N) variables that span the total time interval, as do the mathematical programming based approaches suck as SQP (sequential quadratic programming) (see Bazaraa et a1 [8] and Gill et a1 [15]) methods, which include DDP. This difference in robustness is especially true for minimum time problems. This paper will first present some preliminary theory that will be used throughout the paper. Then, the recursive details of the Order(N) multi-objective dynamic programming approach to the quadratic sub problem will be presented. A numerical example will be presented, and finally conclusions will be given.
Preliminary Theory
In this section we will introduce a technical lemma that will be used throughout this paper. Consider the following Problem I Minf(x, ,x,) (Problem I)
where g is bounded below and f is bounded below on the set S defined below and wherefand g both map from R" to RI.
Consider also Problem I1 below Min f ( x , , x 2 ) (Problem 11) 
I.
Although Lemma 1 is rather intuitively obvious, we present a rigorous proof below.
Proof of Lemma 1. Let g,,, be the minimum value of g ( x , , x , ) . Consider any (2)). Also, therefore, g(x,*, x i ) = g,,, .
By the definition of the function h, certainly f ( x , , h ( x , > ) s f ( x l , X 2 ) (9) for all (~,,X,)ES, -{ ( x I , x 2 ) : x, = h ( x , ) } (10) (Agreeably this is almost too obvious to state.) By the definition of x ; , for all
(12) Importantly, S, is a subset of S,, and S, is a subset of S since any point is S, has g = g,,, . Combining the fact that S, c S2 and (10) through (12), we have, f(x;,h(x;)) 5 f(x,,h(x,))and f(x,, h(x, 1) 5 f(x, 7 x, 1 (13) for all ( x , , x , )~S , .
So, if we can prove that all optimal solutions of Problem I are contained in S, , the proof of Lemma 1 will be complete as (12) will imply f (~l *~h ( x l * ) )~f ( x , , x , )~( x , , x , )~S .
So, let us prove that all optimal solutions of Problem I are contained in S,.
Proof that there exists no point (TI, Fz ) in S but not in S, for which f ( T l , F z ) < f ( Z l , h ( F l ) ) : Proofby contradiction:
(TI ,Zz) E S) and f ( F l , X z ) < f ( F l , h ( T l ) ) . By the definition of h and the fact that g(Tl,X2)=g,,,, we have g(Tl,h(T,))=g,,,. Also, by the definition of h, we have
So, for Problem I, we need only consider points in S, . Equation (13) states that f(xl*,h(x;))l f(xl,xz) for all points ( x , ,~, ) in this subset S, . This completes the proof of Lemma 1. QED.
Let us now consider the special case of Problem I in which f and g are quadratic functions, and where g is bounded below, and f is bounded below on the set of minimizers of g. We have 1 1
Let us first find the function h. By setting the derivative of g equal to zero, we have Note: Since g is a convex bounded-below function of U for any fixed or given x, the equation that expresses that g, = 0 (equation (14)) is guaranteed to have a solution for any x. Equation (14) represents our constraint on U. The necessary conditions for minimizing f subject to (14) 
Pu + LTx + s + P A = 0
Solving ( 
Problem Statement
The problem is the following equality-constrained optimal control problem, herein denoted by OCP.
N k=l subject to
where xk E R" Vk and uk ER' Vk.
Overview of the Solution Procedure
This section presents an overview of the solution procedure for solving the problem of section 2.
1. Given an initial guess for uk Vk and for Lagrange multpliers associated with imposed constraints.
2.
Calculate a search direction, Auk V k , based on a quadratic/linear approximation of OCP at the current point (U, ,..., u N ) and update Lagrange multipliers, to be used in the next quadratichear sub problem. Perform a line search along the search direction, based on a standard merit function (see Gill et a1 [15]), thereby obtaining uk =ut +ah,, (k=l, ...,N) for
This loop is repeated to convergence.
3.

4.
Go to step 2.
Recursive Solution to the Quadratic Approximation of the Problem
In this section we will present the sub problem details and the details of the recursive solution procedure that is applied to the sub problem. We are given a quadratidlinear approximation of the discrete-time state equation:
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(Note: f,, denotes the ith (of n) component of the n-vector fk. This notation convention will be used throughout.) Also, we have the following linear approximation of the imposed constraints, such as the terminal constraints and path constraints (23) and (24) Let k=N.
2.
Calculate q+I = Rk+l, b,+, = c,+,.
Calculate c+, = E,+lTEk+I, b,+, = -E , + I T~k + I
3.
Calculate H , , pk, L,, q,, and s, via equations (42) through (49).
4.
Calculate H,, i,, i,, <,, and ik via equations (51) through (55).
5.
Calculate G, and e, using the results of steps 3. and 4. and the method described in section 2. (Store Gk and e,.)
6.
Calculate T,, b,, f,, and i, via equations (57) through (60).
7.
Let k = k -1 and go to step 3. The above procedure is repeated until k=l in step 5, at which point we obtain Au, = e , . Then, the values of the Auk and Ax, are obtained via Ax,,, = A,Ax, +BkAuk, n condition is variable and is therefore part of the search variables, we proceed to step 6 with k=l and calculate Axl via the method of section 2, where this is a special case in which there is only one, not two, variables. Then, calculate Au, = GI&, + e , , and then the rest of the Ar, and Auk are calculated just as indicated above.
Before proceeding to the next quadratic approximation of the OCP, we must update the Lagrange multipliers associated with the imposed constraints ( 
.,h')
A least squares solution to equations (67) to (70) can be obtained by a variety of methods, one of which is to form the associated banded-matrix normal equations, which can be solved with a standard banded matrix numerical linear algebra routine.
Numerical Example
This section will present a numerical example, which will show the expected quadratic convergence of the algorithm presented herein.
The dynamic system considered is a three-madthree-spring system, as might be used to approximately model a fixed-free rod in longitudinal vibration. The springs are nonlinear. The spring forces are given by where 6 is the deflection of the spring, F, the spring force, and k and a constants. If we let q1 , q 2 , and q3 denote the positions of the masses, measured from equilibrium positions, and relative to an inertial frame and let each mass value be m and let all three springs be equivalent and let there be control forces uI and u2 on only the first two masses (closest to the fixed end), then the equations of motion are F, = -k6-~6~ (71) and Auk = G,Ax, + e , , (k=l, ...,W. However, if the initial mq, = k ( q , -q , ) + a ( q , -d3 -kq, -q3 + U , (72) m;i2 =~( q , -~, ) + ' ( q 3 -q , ) 3 -
(74) Equations (72)- (74) can be easily brought to a state space form by defining x, = q , , x, = q 2 , x3 = q3, x4 = q , , x5 = q, and x6 3 q 3 . An approximate state transition function f (from equation (22)) was obtained by Euler integration with a fixed step size.
The system is initially at rest with q, (0) = 0.1 and q, ( 0 ) = 0 V i . The optimal control problem is to minimize Cuk'uk subject to q,(t,)=O and q , ( f j ) V i , where t j is the final time.
Numerical results for the case of q, (0) = 0.1 V i , m=l, tr = 2 seconds, a=0.001, k = 0.1, andN=100 time steps were obtained by the algorithm presented herein. 
Conclusion
This work presented a multi-objective differential dynamic programming approach to constrained discretetime optimal control. In the backward sweep of the dynamic programming in the quadratic sub problem, the sub problem input at a stage or time step is solved for in terms of the sub problem state entering that stage so as to minimize the summed immediate and future cost subjecb to minimizing the summed immediate and future constraint violations, for all such entering states. The method differs from previous dynamic programming methods, which used penalty methods, in that the constraints of the sub problem, which may include terminal constraints and path constraints, are solved exactly if they are solvable: otherwise, their total violation is minimized. Again, the resulting solution of the sub problem is an input history that minimizes the quadratic cost function subject to being a minimizer of the total constraint violation. The expected quadratic convergence of the proposed algorithm was demonstrated on a numerical example.
