The cerebral cortex encodes, stores and combines information about the internal and external environment in rhythmic activity of multiple frequency ranges. Neurones of the cortex can be defined, recognized and compared on the comprehensive application of the following measures: (i) brain area-and cell domain-specific distribution of input and output synapses, (ii) expression of molecules involved in cell signalling, (iii) membrane and synaptic properties reflecting the expression of membrane proteins, (iv) temporal structure of firing in vivo, resulting from (i)-(iii). Spatial and temporal measures of neurones in the network reflect an indivisible unity of evolutionary design, i.e. neurones do not have separate structure or function. The blueprint of this design is most easily accessible in the CA1 area of the hippocampus, where a relatively uniform population of pyramidal cells and their inputs follow an instantly recognizable laminated pattern and act within stereotyped network activity patterns. Reviewing the cell types and their spatio-temporal interactions, we suggest that CA1 pyramidal cells are supported by at least 16 distinct types of GABAergic neurone. During a given behaviour-contingent network oscillation, interneurones of a given type exhibit similar firing patterns. During different network oscillations representing two distinct brain states, interneurones of the same class show different firing patterns modulating their postsynaptic target-domain in a brain-state-dependent manner. These results suggest roles for specific interneurone types in structuring the activity of pyramidal cells via their respective target domains, and accurately timing and synchronizing pyramidal cell discharge, rather than providing generalized inhibition. Finally, interneurones belonging to different classes may fire preferentially at distinct time points during a given oscillation. As different interneurones innervate distinct domains of the pyramidal cells, the different compartments will receive GABAergic input differentiated in time. Such a dynamic, spatio-temporal, GABAergic control, which evolves distinct patterns during different brain states, is ideally suited to regulating the input integration of individual pyramidal cells contributing to the formation of cell assemblies and representations in the hippocampus and, probably, throughout the cerebral cortex.
Introduction
The cerebral cortex connects mammals with their environment by collecting data, storing information from previous experience and comparing the incoming information with stored patterns, which are continuously updated and recombined. Neuronal activity in the cerebral cortex, as in many other parts of the brain, shows rhythmic activity in behaviour-dependent frequency ranges (Singer, 1999; Steriade & Timofeev, 2003; Buzsaki & Draguhn, 2004) . Rhythmic activity reflects both subthreshold events and the co-ordinated firing of neurones, which code information in the rate and, at least in some cases, in the phase of action potential discharge in relation to oscillations (O' Keefe & Recce, 1993) . As a consequence of the behavioural context, the frequency of oscillations also depends on the role of the cortical area as exemplified by the occipital alpha rhythm (Berger, 1929) , or the theta rhythm of the hippocampus (see below). Some brain states lead to coherent global oscillatory activity throughout the cortical mantle. For example, slow wave sleep is characterized by a 0.5-2 Hz coherent oscillation (Steriade, 2001) . Notwithstanding some area-specific oscillations, the similarity of frequencies across species and areas implies that rhythmic activity is supported by an underlying similarity in biophysical parameters and synaptic and network organization both in terms of the spatial layout of the cortical circuits and in the temporal structure of their activation.
The cerebral cortex is able to generate rhythmic activity dependent on stimuli from the external and internal environment, and also when the animal is asleep and disconnected from the environment. Some of the interactions between cortex and the thalamus (Steriade, 1997) , and the subcortical inputs modulating cortical activity in awake and sleep states are fairly well understood. Much less is known about the local interactions of the cortical cells, and the specific contribution of the different cell types to the intracortical rhythms is only beginning to emerge. In the present review we focus on the CA1 area of the rat hippocampus, as potentially the simplest area of the cerebral cortex with particularly well-characterized oscillatory activity patterns (Vanderwolf, 1969) , in order to dissect the potential contribution of different cell types to distinct network states.
What constitutes a type of neurone?
There is no agreement on the number and identity of neuronal species in the cerebral cortex. This is partly due to the lack of agreement on criteria of what is necessary to define a cell type, and consequently different authors use partial criteria or sets of non-overlapping data for studying the same or a mixture of several neuronal populations. The lack of adequate definition of cell types mainly results from the small number of cells and cortical areas studied in a comprehensive manner, despite the availability of long established methods of proven value. In other words, relative to the challenge of defining the likely number of cell types that occupy a distinct position in the spatio-temporal structure of the cortex, little effort has been devoted to defining them in a rigorous manner. In addition, some statistical variability is expected within a single population of cells in all measures, which may have profound biological significance (Aradi et al. 2002; Foldy et al. 2003) , but at the same time may make the recognition of individual cells more difficult.
The hypothesis that neurones with different shapes have distinct roles in the cortex was implicit in the earliest studies of Ramon y Cajal and was later elaborated by many, most elegantly by Janos Szentagothai (1975) . Key evidence for neuronal shape being indicative of role came from neurotransmitter identification, e.g. GABA via the immunocytochemical demonstration of glutamate decarboxylase (GAD) in smooth dendritic neurones and its absence from pyramidal cells (Ribak, 1978) . A further useful predictor for distinct roles was found in the differential and highly selective location of output synapses on target neurones (Ramon y Cajal, 1893; Szentagothai, 1975; Somogyi et al. 1998) . The use of biophysical measures, expression patterns of proteins involved in cell signalling, and, more recently, in vivo firing patterns have all proved useful in defining cell types (Freund & Buzsaki, 1996; Kawaguchi & Kubota, 1997; Thomson et al. 2002; Markram et al. 2004) . Probably all neurones of the cortex can be defined, recognized and compared on the comprehensive application of the following measures: (i) brain areaand cell domain-specific distribution of input and output synapses, (ii) expression of proteins involved in cell signalling, (iii) intrinsic membrane properties reflecting the expression of ion channel proteins, and (iv) temporal distribution of firing in vivo. Based on the above range of parameters, each cell will fall into a tight cluster, the cell type, in this multidimensional space. Of course, in most cases only some of the measures will be available in a given experiment, and one of the important current tasks is to establish which partial measures are sufficient for the correct recognition of a class of cell, in one cortical area, across areas and across different species. Initially, progress towards this goal is expected from simple cortical areas such as the CA1 region. Here we attempt to define cell types first on the distribution of input and output synapses coupled with protein expression, then show that at least some cell types defined this way exhibit distinct firing patterns in vivo, placing each interneurone type to a distinct position in a multidimensional space of spatial, molecular and temporal measures.
The hippocampal CA1 area
One of the basic obstacles to explaining why cortical neurones produce action potentials in a particular pattern is the lack of knowledge of the identity and number of input neurones in the required detail. In most cortical areas many populations of input axons and several distinct populations of recipient neurones are mixed in space, making synaptic connections difficult to predict. The cortical area with the least heterogeneous neuronal population and the smallest number of extrinsic inputs is probably the CA1 area, one reason for its popularity for studying the cortical network. The alignment of the somata and dendrites of pyramidal cells into defined layers and the laminar segregation of much of the extrinsic and intrinsic inputs provide the best chance for defining the synaptic relationships of distinct cell types and the basic cortical circuit.
The pyramidal cells are generally considered to form a single population, but there may be at least three distinct groups, which do not necessarily share the same inputs and response properties. Pyramidal cells in the compact layer of stratum pyramidale next to stratum radiatum are weakly immunopositive for calbindin and are smaller than pyramidal cells more loosely arranged towards stratum oriens, which are calbindin immunonegative (Baimbridge & Miller, 1982) . Soma size usually correlates with the size of the axonal arborization, but, to our knowledge, the difference in axonal projections The main lamina specific glutamatergic inputs are indicated on the left. The somata and dendrites of interneurons innervating pyramidal cells are shown in orange, those innervating mainly or exclusively other interneurons are shown in pink. Axons are shown in light green and the main termination zone of GABAergic synapses are shown by yellow symbols. The proposed names of neurons, some of them abbreviated, are under each schematic cell and a minimal list of molecular cell markers is given, which in combination with the axonal patterns help the recognition and characterisation of each class. Note that one molecular cell marker may be expressed by several distinct cell types. Some cells are listed on the basis of limited data from one study and further data may lead to lumping of some classes (see text). Some additional cell types, which have not been reported in sufficient detail, are not indicated. Note the association of the output synapses of different sets of cell types with the perisomatic region, and either the Schaffer collateral, commissural or the entorhinal pathway termination zones, respectively. CB, calbindin; CR, calretinin; LM-PP, lacunosum-moleculare-perforant path; LM-R-PP; lacunosum-moleculare-radiatum-perforant path; m2, muscarinic receptor type 2; NPY, neuropeptide tyrosine; PV, parvalbumin; SM, somatostatin; VGLUT3, vesicular glutamate transporter 3.
between calbindin negative and positive neurones has not been tested. A third population of pyramidal cells is located in stratum radiatum (Maccaferri & McBain, 1996; Gulyas et al. 1998) , some of them being at the border with stratum lacunosum-moleculare. These cells are distinct from the other two populations as they project uniquely to the accessory olfactory bulb (Van Groen & Wyss, 1990) . Unlike the other two populations they may have local axon collaterals also within stratum radiatum, in addition to str. oriens.
There are five known significant glutamatergic inputs to CA1 pyramidal cells ( Fig. 1) : from CA3 pyramidal cells, entorhinal cortical pyramidal cells, the thalamus, CA1 J Physiol 562.1 pyramidal cells and the amygdala. Their spatio-temporal interactions and modulation hold the key to explaining the role of this cortical area. Numerically the largest extrinsic glutamatergic input to the CA1 area is from the ipsi-and contralateral CA3 pyramidal cells terminating in stratum radiatum and oriens, with a sharp cut off at the radiatum-lacunosum-moleculare border. This input has a topographical organization with as yet unknown consequences, as the CA3 pyramids closest to the CA1 area innervate only stratum oriens, whereas those closest to the dentate hilus innervate only stratum radiatum (Ishizuka et al. 1990; Li et al. 1994) . Therefore, the basal and apical dendrites of pyramidal cells and interneurones with dendrites restricted to str. oriens or radiatum receive input from different individual CA3 pyramidal cells.
In stratum lacunosum-moleculare the distal dendritic tufts of pyramidal cells are innervated by glutamatergic input from the entorhinal cortex (Amaral & Witter, 1989) and by thalamic input, mostly from the nucleus reuniens (Dolleman-van der Weel & Witter, 1996) . Both of these pathways also innervate interneurones, but whether they have preference for certain types is unknown. There is a significant entorhinal input to stratum oriens, but it is not known if these axons originate from the same populations of entorhinal cells that innervate mostly str. lacunosum-moleculare. The synaptic targets of the boutons of entorhinal axons outside str. lacunosum-moleculare are also unknown. Some of these fibres turn radially and pass through the pyramidal layer, then join the more numerous axons in str. lacunosum-moleculare. On the way, they make synapses also in str. radiatum.
The fourth glutamatergic input comes from the local axon collaterals of CA1 pyramidal cells, mostly forming boutons in stratum oriens and innervating both pyramidal basal dendrites (Deuchars & Thomson, 1996) and interneurones (Buhl et al. 1994 ). The fifth input, which is likely to be glutamatergic and mostly terminates in stratum oriens, is from the amygdala with as yet unknown synaptic targets (Pikkarainen et al. 1999) .
From the above it follows that each layer contains boutons from several distinct populations of glutamatergic presynaptic cell, even though one input may provide the majority of synapses. For example, stratum radiatum has glutamatergic boutons mostly form CA3 pyramidal cells, but local axon collateral of pyramidal cells located in this layer and entorhinal afferents also contribute. In stratum oriens, boutons of CA3 pyramids, CA1 pyramids, entorhinal and amygdala afferents are mixed, even though most glutamatergic synapses are probably formed by CA3 axons. The minor populations may not be statistically distributed amongst all potential glutamatergic targets, but they may innervate specifically only certain pyramidal cells or interneurones.
Very little data exist on this issue, but one example shows that direct tests are necessary to explain the roles of particular connections. The so called O-LM GABAergic interneurone with dendrites restricted to stratum oriens ( Fig. 1) receives at least 70% of its glutamatergic input from CA1 pyramidal cells (Blasco-Ibanez & Freund, 1995) , although CA3 pyramidal boutons probably form a much larger fraction of synapses in this layer.
The GABAergic interneurones also show well recognizable laminar differences in both their dendritic and axonal arborizations. It is not accidental that Ramon y Cajal (1893) recognized specialized cells, later called basket cells, with short axons arborizing amongst the cell bodies of pyramidal cells in the hippocampus. The basket cell then was the first inhibitory neurone identified in the brain 70 years later. Andersen et al. (1963) exploited the precise laminar organization of the axons in ingenious in vivo field potential and intracellular measurements and, based on Ramon y Cajal's drawings, concluded that the effect of basket cells was hyperpolarizing. Although the identity of the basket cell has not been questioned, the many other cell types described by Ramon y Cajal (1893) and Lorente de No (1934) have either been ignored and all non-pyramidal cells called basket cells, or non-pyramidal cells were named by the laminar location of their soma, or some other simple feature, as if that would define a cell type as outlined above. A rigorous analysis of individual cells with several methods has shown that even basket cells, as defined by terminating on pyramidal somata, belong to several distinct classes (see below), and the laminar location of an interneurone soma does not define it. We survey below the interneurone types that have been reported in the CA1 area and most likely fulfil distinct roles in the CA1 hippocampal network. Homologous cells may have similar roles throughout the cortex.
Diversity of interneurones
We summarize our current view of interneurone classes in an order of termination sites from the axon initial segment to the most distal dendrites of pyramidal cells (Fig. 1) . All non-pyramidal cells will be called interneurones for brevity, irrespective of whether their axon remains in or leaves the CA1 area. Due to space limitation we cannot deal critically with all the controversial data or divergent views (see Parra et al. 1998) . We try to refer to what we consider the most salient and reproducible features, and emphasize some of the missing information needed for unequivocal identification. Additional molecular constituents, which completely overlap with another one that has already been in widespread use for delineating subpopulations of cell, will not be listed for lack of space. We indicate molecular constituents, which have tested negative in a cell type only if they have proved useful for differentiating between classes of cell (e.g. basket cells express either parvalbumin or CCK). With the cited evidence we hope to convince our readers that some frequently used criteria about the identity of interneurones are unsustainable. (i) Somatic location in a layer does not identify an interneurone class, as the same class may have somata in several layers and all layers contain several distinct classes. (ii) Dendritic shape does not necessarily identify an interneurone class, as indistinguishable axonal output can be made by cells having diverse dendritic fields. (iii) A single molecular cell marker, such as a calcium binding protein or a neuropeptide, does not identify an interneurone class on its own, as most molecules have been shown to be expressed in several different cell types with distinct inputs and spatio-temporal outputs. For example, parvalbumin is expressed by at least four distinct classes of interneurone (see below). Currently, we recognize 12 types of interneurone innervating mainly specific domains of pyramidal cells and four types of interneurone innervating mostly other interneurones ( Fig. 1 ).
(1) Axo-axonic cell (parvalbumin (PV) + ). It provides GABAergic synapses exclusively to the axon initial segments of up to 1200 pyramidal cells (Somogyi et al. 1983; Li et al. 1992 ) acting on GABA A receptors (Buhl et al. 1994a ) that include the α1, α2, β2/3 and γ 2 subunits (Nusser et al. 1996; Somogyi et al. 1996) . In most but not all cases, axo-axonic cells can be recognized from the shape of the axon terminal segments; therefore, without electron microscopic examination, in some cases, the cells cannot be distinguished from parvalbumin positive basket cells. The expression of parvalbumin in the soma, dendrites and terminals (Katsumaru et al. 1988) is common with some of the basket cells; no molecular marker has been reported to separate axo-axonic and PV + basket cells. A small number of putative axo-axonic cells were found to innervate axon initial segments, somata and dendrites of pyramidal cells to different degrees (P. Somogyi, unpublished observation), but these unusual cells have only been seen in a few rats bred in laboratory conditions, which represent a deprived environment. The radial dendrites of axo-axonic cells form a more extensive tuft in str. lacunosum-moleculare than the dendrites of basket or bistratified cells (Buhl et al. 1994b) . A few cells with exclusively horizontal dendrites in str. oriens have been reported (Ganter et al. 2004) .
(2) Basket cell (PV + , CCK − ). It provides GABAergic synapses to the somata and proximal dendrites of pyramidal cells as well as to other PV + basket cells and to as yet unidentified interneurones, and forms autapses (Cobb et al. 1997; Pawelzik et al. 2003) . It acts on postsynaptic GABA A receptors (Buhl et al. 1994a; Buhl et al. 1995; Ali et al. 1999; Pawelzik et al. 2002) mainly of the α1 subunit containing type (Thomson et al. 2000; Nyiri et al. 2001; Klausberger et al. 2002) . Fast postsynaptic response kinetics of interconnected PV + basket cells ensure high frequency synchronization (Bartos et al. 2002) probably enhanced by gap junctional coupling (Fukuda & Kosaka, 2000) . The axonal arbour may be restricted to the pyramidal layer or spread to varying degrees to str. oriens and radiatum with consequent shift in the proportion of output synapses on dendrites (Pawelzik et al. 2002) . The consequences, if any, of such differences in the effect and role of the cells are unknown. Those cells terminating exclusively in the pyramidal layer may be misidentified as axo-axonic cells without EM data. The radial dendrites enter str. lacunosum-moleculare, but they rarely branch (Buhl et al. 1994a; Pawelzik et al. 2002) . It provides GABAergic synapses to the somata and proximal dendrites of pyramidal cells as well as to other CCK + cells and to as yet unidentified interneurones (Harris et al. 1985; Nunzi et al. 1985) . It acts on postsynaptic GABA A receptors Thomson et al. 2000; Pawelzik et al. 2002) mainly of the α2-subunit-containing type (Thomson et al. 2000; Nyiri et al. 2001) . The axonal arbour may be restricted to the pyramidal layer or spread to varying degrees to str. oriens and radiatum. Synaptic targets have not been quantitatively reported. The combined expression of VIP and CCK is thought to define the class (Acsady et al. 1996a) , and, because VIP and the VGLUT3 were found to be mutually exclusive in CCK + interneurones , it is likely that two types of CCK + basket cell exist. The radial dendrites enter str. lacunosum-moleculare, but rarely branch (Pawelzik et al. 2002) .
(4) Basket cell (CCK + , VGLUT3 + , VIP − , PV − ). Except for the difference in VGLUT3 and VIP expression, no other property has been differentiated between nos (3) and (4) . Because the presence of a vesicular transporter is likely to have significant consequences for the effect of the cell, we list them separately. As in further cases below, when so little information is available, it cannot be excluded that the expression of VIP and VGLUT3 is dynamically regulated in time and that types (3) and (4) are two states of one cell type. Further data on synaptic connectivity, additional molecular constituents known to occur in cortical CCK + interneurones such as CRF, preprotachikinin B, 5-HT3 receptor, etc., intrinsic membrane properties and in vivo firing patterns are needed to test this possibility. However, VGLUT3 is a protein that seems to be expressed by a single class of GABAergic neurone. Buhl et al. (1994a) , because the axonal arbour matches the distribution in str. oriens and radiatum of the Schaffer collateral, commissural pathway. They act on dendritic GABA A receptors (Buhl et al. 1994a; Pawelzik et al. 1999 Pawelzik et al. , 2002 Maccaferri et al. 2000) likely to include the α5 and γ 2 subunits (Pawelzik et al. 1999) , and also innervate interneurones including basket cells Pawelzik et al. 2003) . We emphasize the plasma membrane expression of the α1 subunit of the GABA A receptor as seen in immunocytochemical preparations outlining at high intensity the soma and dendrites of a subset of interneurones (Gao & Fritschy, 1994) , which includes the bistratified cells (Klausberger et al. 2004) , and the parvalbumin positive basket cells (A. Baude, P. Somogyi & T. Klausberger, unpublished observations). This does not mean that other interneurones do not express the α1 subunit, but only a subset expresses it at high level, in synapses and the extrasynaptic membrane (Nusser et al. 1995; Somogyi et al. 1996) . The radial dendrites rarely enter str. lacunosum-moleculare (Buhl et al. 1994a ). Three cells with horizontal dendrites and innervating pyramidal cells through GABA A receptor-mediated responses were reported as oriens-bistratified (O-Bi) cells (Maccaferri et al. 2000) from in vitro labelling. It remains to be seen if the in vivo firing pattern of such cells is similar to radial bistratified cells or they comprise a separate cell type.
(6) O-LM cell (PV + , somatostatin + , strongly mGluR1α + , presynaptic input mGluR7a decorated). The horizontal dendrites in str. oriens and the axon mostly distributed in str. lacunosum-moleculare make them universally accepted and have given them their name (McBain et al. 1994 ), but they were already described as 'celula de cilindro-eje ascendente' by Ramon y Cajal (1893). They have been reported from other layers with identical axonal output under different name (Oliva et al. 2000) , but whether they received different input from those in str. oriens was not tested. O-LM cells innervate the distal dendrites of pyramidal cells through GABA A receptors (Maccaferri et al. 2000) as well as other interneurones (Katona et al. 1999a) . They express lower levels of PV (Klausberger et al. 2003; Ferraguti et al. 2004 ) than nos (1), (2) and (5), and a uniquely high level of mGluR1α in the extrasynaptic membrane (Baude et al. 1993) combined with a high level of presynaptic mGluR7 both in their glutamatergic (Shigemoto et al. 1996) and GABAergic (Somogyi et al. 2003) input terminals. Other interneurones also express mGluR1α at a distinctly lower level (Ferraguti et al. 2004) and mGluR7 is present at various density in terminals innervating other cell types, including pyramidal cells. Nevertheless, the high level of both mGluRs in combinations is unique to O-LM cells.
(7) Schaffer collateral associated cell (CCK + , calbindin + , somatostatin − , NPY − ) . The name was given to cells with cell body in stratum radiatum and at the border with lacunosum-moleculare, innervating pyramidal cell apical and, to a lesser extent, basal dendrites in conjunction with the Schaffer collateral and commissural pathways (Vida et al. 1998) . They also innervate interneurones (Vida et al. 1998) , which include other Schaffer collateral associated cells (Pawelzik et al. 2002) . The axonal arbour resembles those of bistratified and O-bistratified cells, but the latter cells are immunopositive for somatostatin and parvalmumin. The dendrites are mainly in str. radiatum but can enter all layers including the alveus (Cossart et al. 1998; Vida et al. 1998; Pawelzik et al. 2002) . They activate postsynaptic GABA A receptors in pyramidal cells and interneurones (Vida et al. 1998; Pawelzik et al. 2002) . In addition to CCK (Pawelzik et al. 2002) at least some of them express calbindin (Cope et al. 2002) .
(8) Lacunosum-moleculare-radiatum perforant pathassociated cell. Cell bodies are at the border of str. radiatum and lacunosum-moleculare or in str. radiatum and the cells have a wider dendritic field than no. (9), reaching the alveus and practically covering all layers (Hájos & Mody, 1997; Vida et al. 1998 ). The axon is centred on str. lacunosum-moleculare and may spread significantly into the dentate gyrus and str. radiatum (T. Klausberger, E. Papp, L. Marton & P. Somogyi unpublished observation). It is likely that they express CCK and calbindin, but this remains to be documented. More data are required on all aspects of neurones, particularly on the synaptic targets, to delineate distinct cell types in and close to the str. lacunosum-moleculare. Cell bodies are in str. lacunosum-moleculare or at the border with str. radiatum and the axon associated with the entorhinal input in the CA1 area, sometimes also spreading to the subiculum, presubiculum and crossing the fissure into the dentate gyrus (Hajos & Mody, 1997; Cossart et al. 1998; Vida et al. 1998; Pawelzik et al. 2002) . We list this cell separately based on the apparent difference in synaptic target domains from no. (8), although, due to the scarcity of data, it is not yet clear if they might form a continuum with no. (8). The postsynaptic elements were mainly dendritic shafts and to a lesser extent spines (Vida et al. 1998) ; the innervation of other interneurones has not been reported. Str. radiatum receives little, if any, innervation from this cell type in contrast to no. (8). The dendrites are biased to str. lacunosum-moleculare and enter radiatum only to a limited extent. Cholecystokinin immunoreactivity has been reported in one cell possibly of this type (Pawelzik et al. 2002) .
(10) Neurogliaform cell. Originally described in the isocortex (for references see Tamás et al. 2003) , identified on the basis of a small dense dendritic field and an extremely dense local axonal cloud. Three cells have been documented close to str. lacunosum-moleculare in the CA1 area from in vitro labelling (Khazipov et al. 1995; Vida et al. 1998) , one under a different name (Khazipov et al. 1995) . The axonal arbour, when sufficiently revealed, identifies the cell. The synaptic targets were pyramidal cell dendritic shafts and some spines, and the postsynaptic response in a pyramidal cell was suggested to be mediated by GABA A receptors (Vida et al. 1998) . No molecular markers have been reported in the hippocampus.
(11) Trilaminar cell (m2 receptor + , presynaptic input mGluR8a decorated, calbindin − ). One cell has been reported from in vivo intracellular recording (Sik et al. 1995) . Because of its properties, which appear to be distinct from all other reported cells that we are aware of, and our recent in vivo recording of an identical cell with additional striking properties (T. Klausberger, A. Baude, P. Szucs, L. Marton & P. Somogyi, unpublished observations), we designate it as a separate cell type. The soma and long horizontal dendrites were in str. oriens, and the axon densely innervated str. oriens, pyramidale and radiatum, hence the name (Sik et al. 1995) . The same name has been used for various other cells with axon in at least three laminae (Hajos & Mody, 1997; Pawelzik et al. 2002 ), but we suggest retaining this name for this distinct type of cell. The cell projects to the subiculum and possibly to other brain areas as well. Our immunocytochemical study identified strong immunoreactivity for the m2 receptor in the somato-dendritic domain and intense presynaptic mGluR8a decoration on a trilaminar cell (T. Klausberger, A. Baude, Y. Dalezios, P. Szucs, L. Marton & P. Somogyi unpublished observations), molecules which reveal a distinct population of cell in str. oriens, as reported by Hájos et al. (1998) for m2 receptor positive cells. The cell reported by Sik et al. (1995) was calbindin immunonegative.
(12) Back-projection cell. The cell was named for its widespread axon innervating the CA1 and CA3 areas and the dentate hilus (Sik et al. 1994 (Sik et al. , 1995 . Only two cells have been reported, but the extensive axon is so striking that this cell type probably has little overlap with other interneurones, except possibly with the hippocamposeptal projection cells (see no. (13) below). No molecular cell marker has been directly identified in back-projection cells, but because of the similarity of their axon to intensely NADPH diaphorase positive cells, which probably express high level of neuronal nitric oxide synthase, it was suggested that they are the same cell type (Sik et al. 1994) . The cell bodies of the two in vivo recorded cells were in stratum oriens with horizontal dendrites and an axon running through stratum radiatum and lacunosum-moleculare and freely crossing the hippocampal fissure. The synaptic connections of these cells have not been studied in detail, but they form type 2 synapses on dendrites and somata possibly of pyramidal cells (Sik et al. 1994) . This and the following three interneurone classes have been reported to innervate mainly or exclusively other interneurones (Freund & Buzsaki, 1996; Gulyas et al. 2003) . In the CA1 area these cells are located in str. oriens (Zappone & Sloviter, 2001; Jinno & Kosaka, 2002) having horizontal dendrites and a local axon in str. oriens, pyramidale and radiatum (Gulyas et al. 2003) . Retrograde labelling shows that they project to the septum, and to other areas of the hippocampal formation, and the axon of some of them was traced into the CA3 area. The latter projection may indicate overlap or identity with back-projection cells (see no. (12)). Electron microscopic examination showed that the postsynaptic targets were other interneurones (Gulyas et al. 2003) . Hippocampo-septal cells innervate mainly GABAergic neurones also in the medial septum (Toth et al. 1993) . At least some of them express mGluR1α at a lower level than O-LM cells (see above) and may be decorated by mGluR7a enriched input.
(14) Interneurone specific cell I (IS-I). (calretinin + ) .
The soma may be in str. oriens pyramidale or radiatum with dendrites spanning most layers and the axon innervating mainly calbindin positive and other calretinin positive cells (Acsady et al. 1996b; Gulyas et al. 1996) . The possible expression of VIP by these cells is not known.
(15) Interneurone specific cell II (IS-II), (VIP + ).
The soma was reported mainly in str. radiatum and the border with lacunosum-moleculare and the dendrites biased to the latter layer (Acsady et al. 1996a,b) . The axon innervates mainly CCK/VIP positive basket cells (Acsady et al. 1996b; Gulyas et al. 1996) . The possible expression of calretinin by these cells is not known.
(16) Interneurone specific cell III (IS-III), (VIP + , calretinin + , terminals mGluR7a + ) . The soma was located mainly in str. pyramidale and radiatum with radial dendrites crossing most layers (Acsady et al. 1996a,b) . The axon innervates mainly O-LM cells (Acsady et al. 1996a ; J Physiol 562.1 Ferraguti et al. 2004 ) and the terminals express high level of mGluR7a in the presynaptic active zone (Somogyi et al. 2003) .
We would like to emphasize that on some cells very little information exists and sometimes even that only from one laboratory; but revealing how little we know may facilitate more detailed tests. Undoubtedly, ongoing studies will modify this list, but the number of distinct sources of GABA is unlikely to become smaller. Some of the above listed cell classes may be lumped or split further when sufficient information becomes available on all aspects that define a cell class with our criteria. In particular, the backprojection and septo-hippocampal cells (nos (12) and (13)), the two classes of perforant path-associated cells (nos (8) and (9)) and some of the three classes of interneurone specific cells (nos (14)- (16)) may prove to be members of a single population. We are aware of additional findings of axonal and dendritic patterns which we have not been able to assess in sufficient detail. The coexistence patterns of molecular cell markers predict some clear separations, but also a large as yet unexplained heterogeneity, indicating possible further distinct cell classes. For example, 5-HT3 receptor, CCK and CB1 receptor expression strongly overlaps (Morales & Bloom, 1997 , Morales et al. 2004 Katona et al. 1999b; Tsou et al. 1999 ), but it is not yet clear whether all CCK expressing cells express the receptors or only some of the cell types (nos (3), (4) and (7)- (9)) defined above. Only mapping these molecules to cells with full axonal and dendritic arborizations and revealing their firing patterns can lead to clear cell identification.
Even a minimalist view leads to at least 10 types of distinct interneurone innervating a single pyramidal cell, although whether all pyramidal cells are uniformly innervated remains to be tested. Why are so many types of cell needed in the cortex, presumably releasing GABA independently, when in other regions of the nervous system one or two types innervating all parts of the postsynaptic cell suffice? One can argue that the different domains of the pyramidal cell have distinct roles and need independent modulation. For example, as the axon initial segment is thought to generate the action potential, its GABAergic regulation by the axo-axonic cell must be independent of the distal dendrite innervated by the O-LM cells, due to the different times that GABA is needed there. But even the same domain may receive input from several distinct cell types with similar specialization, as the bistratified and Schaffer collateral-associated cells converging on pyramidal dendrites in stratum radiatum and oriens, or CCK or parvalbumin expressing basket cells converging on pyramidal somata, the domain of integration. Why these inputs to the same postsynaptic domain need to be independent is not understood, but a temporal division of labour is a possibility.
Pyramidal cell activity is synchronized on different time scales (see below). Because the perisomatic region integrates inputs that lead to action potential generation presumably in the axon initial segment, the GABAergic inputs to the soma/proximal dendrites and axon initial segment are well placed to synchronize pyramidal cells. Tests conducted in vitro demonstrate that single basket and axo-axonic cells are able to entrain and synchronize tonically discharging hippocampal pyramidal cells by resetting the phase of intrinsic membrane potential oscillations at the physiologically relevant theta (4-7 Hz) frequency (Fig. 2) . If a single basket cell innervating up to 2000 pyramidal cells (Sik et al. 1995; Halasy et al. 1996) can reset the rhythmic firing of the cells and synchronize them in interaction with intrinsic membrane oscillations, how would the approximately 25 basket cells converging on a single pyramidal cell (Buhl et al. 1994a ) affect firing in different brain states? In attempting to answer this question first we briefly summarize the oscillatory activities of pyramidal cells and then examine how the firing of some of the much less understood interneurones is related to them.
Brain state dependent oscillations and temporal patterns of pyramidal cell discharge
Given the enormous number of neurones in the cerebral cortex a temporally structured synchronous activity might be an organizational necessity for neuronal integration, coincidence detection, discrimination of unlinked information and binding the different aspects of discrete objects or events (Singer, 1999) . Hippocampal network oscillations at various frequencies are reliably correlated with certain behaviours.
Theta oscillations (4-10 Hz) occur during whole body movement, memory tasks and rapid-eye-movement sleep (Grastyan et al. 1959; Vanderwolf, 1969) and a form can also be produced in vitro (Konopacki et al. 1987; Gillies et al. 2002) . During theta oscillations the majority of the pyramidal cells in the CA1 area exhibit a very low firing rate with the highest firing probability during or shortly after the trough of the theta cycles recorded extracellularly in the pyramidal cell layer. This average firing pattern is common in theta oscillations during rapid eye movement sleep , walking (Harris et al. 2002) and also during theta oscillations recorded in anaesthetized animals (Buzsaki et al. 1983; Soltesz & Deschenes, 1993) , as shown in Fig. 5 . However, the mean theta phase distribution is largely the sum of the discharge of those CA1 pyramidal cells, which are so-called place cells during navigation. When the rat enters the place field of a given cell, the cell will start to fire before the positive peak of the theta oscillations recorded extracellularly in the pyramidal cell layer (O'Keefe & Recce, 1993) . As the animal advances through the place field, the place cell fires at earlier phases during consecutive theta cycles resulting in a phase precession of the firing of 180 degrees and more. The theta phase of the action potentials predicts the position of the animal within the place field (O' Keefe & Recce, 1993; Skaggs et al. 1996) . Thus the specific phase of firing of pyramidal cells not only might serve the organization of the network but could additionally encode parts of the information content in itself (O'Keefe & Recce, 1993) .
Sharp wave-associated high frequency ripples (120-200 Hz) of around 100 ms duration occur in Figure 2 . Basket cells phase and synchronize pyramidal cell firing in the CA1 areain vitro A, paired intracellular recording of an electron microscopically defined basket cell (orange traces) and a pyramidal cell (blue traces). When the pyramidal cell was depolarized to fire at low rate, the action potentials following the basket cell-evoked IPSP (onset, orange triangle) fell in a narrow window (top trace), due to the resetting of an intrinsic membrane potential oscillation (superimposition of 12 sweeps). This is apparent in the average of those sweeps in which the pyramidal cell did not fire (middle trace), showing a depolarizing overshoot at the time interval when the pyramidal cell produces rebound spikes. Hyperpolarizing the pyramidal cell by constant current injection eliminates the oscillation (bottom trace). B, a single IPSP of unitary amplitude, evoked by extracellular stimulation close to the pyramidal cell layer (onset, orange triangle), synchronized the firing of two tonically discharging intracellularly recorded pyramidal cells (PC1, PC2) at theta frequency for several cycles due to the resetting of intrinsic membrane oscillations (traces superimposed on the onset of the IPSP). C, when the IPSPs were evoked at theta frequency (triangles), the synchrony became much tighter due to the sequential inhibition and facilitation of firing probability in narrow time windows. Scales in A: A, B refers to two top panels; C, D refers to bottom two panels. Data from Cobb et al. (1995) with permission (http://www.nature.com); panel A was prepared by the late Eberhard Buhl. the CA1 area of the hippocampus during slow-wave sleep and consummatory behaviours (Buzsaki et al. 1983) . During ripples, initiated by the co-ordinated discharge of CA3 pyramidal cells, a CA1 pyramidal cell fires one or a few action potentials phased locked to the trough of the cycles, but not every pyramidal cell will be active during a given sharp wave event. This is consistent with the hypothesis that pyramidal cells forming cell assemblies fire together reinforcing their connections in the network by the high synchrony of discharge within a few milliseconds in each ripple cycle (Buzsaki, 1989) .
J Physiol 562.1 Figure 3 . In vivo firing patterns and visualization of a bistratified cell (T83a) A, reconstruction of the neurobiotin-labelled bistratified cell. The soma and dendrites (orange) are shown complete; the axon (yellow) is shown only from 3 sections of 65 µm thickness for clarity. Note that the axon branches preferentially in stratum radiatum (str. rad.) and stratum oriens (str. or.), but avoids stratum pyramidale (str. pyr.) and stratum lacunosum-moleculare. Reconstruction made by and presented courtesy of Peter Szucs. Scale bar, 100 µm. B, immunofluorescence micrographs showing that the bistratified cell expressed the neuropeptides somatostatin and neuropeptide Y. Scale bar 20 µm. C, in vivo firing patterns of the cell showing the ripples (local field potential filtered 90-140 Hz), local field potential in the pyramidal cell layer (filtered 0.3-200 Hz) and spikes of the labelled cell (filtered 0.8-5 kHz). Note that during the initial theta oscillations (4 Hz) the cell fired rhythmically on the trough of the theta cycles. Subsequently, the local field potential became more irregular and sharp wave-associated ripples appeared, around which the cell strongly increased firing. Scales: 0.5 s; ripples 0.1 mV; local field potential 1 mV; spikes 0.2 mV.
Gamma oscillations are not restricted to a single brain state. They occur during network activity at lower frequencies (Csicsvari et al. 2003) and also simultaneously with theta oscillations, the power of the gamma oscillations being modulated by the phase of the theta cycles. Such a coexistence of two or more oscillations at different frequencies, the power of the faster-frequency oscillation being modulated by the phase of the slower-frequency oscillation might be a general principal of the architecture of the cerebral cortex.
Small irregular activity occurs when an animal is startled out of sleep without moving and during active waking when it abruptly freezes (see Jarosiewicz et al. 2002) . In this network state only a small subset of CA1 pyramidal cells having place fields in the rat's location are active (Jarosiewicz et al. 2002) .
Slow oscillations at 1 Hz or less have not been investigated in detail in the hippocampus and little is known about any regularity in the firing of pyramidal cells or interneurones outside the ripple oscillations during cortical slow oscillations (Penttonen et al. 1999) . In vivo firing patterns of four types of interneurone during two oscillatory network states Action potentials (filtered 0.8-5 kHz) of a parvalbumin immunopositive basket, an axo-axonic, a bistratified and an O-LM cell are shown during theta oscillations (3-6 Hz) and ripple episodes (filtered 90-140 Hz) recorded extracellularly in the pyramidal cell layer. During theta oscillations the PV basket cell fired at the descending phase, the axo-axonic cell around the peak and the bistratified and the O-LM cell discharged mainly at the trough of theta wave. Note the different inter-spike intervals during single theta cycles between bistratified and O-LM cells. During ripple episodes the PV basket cell fired preferentially at the highest amplitude of the ripple, the axo-axomic cell sometimes fired before the ripple but was depressed afterwards, the bistratified cell fired throughout, before and after the ripple episode and the O-LM cell was silent. Scales: ripples, 0.1 mV, 50 ms; spikes, 0.5 mV; theta, 0.2 mV, 0.3 s. (Data modified from Klausberger et al. 2003 Klausberger et al. , 2004 In interaction with the glutamatergic inputs, local GABAergic interneurones sculpt the firing pattern of active pyramidal cells and orchestrate the subthreshold events reflected in the extracellular field potential oscillations. But, considering the multitude of interneurones, can we predict which type(s) are responsible for contributing to the stereotyped pyramidal firing patterns, and do all interneurones participate in all network states?
Network and oscillation phase related discharge of interneurones in vivo
In vivo recordings of putative interneurones indicated that their firing is strongly correlated with various network oscillations (Ranck, 1973; O'Keefe, 1976) . Many, but not all, interneurones receive GABAergic theta modulated input from the medial septum (Toth et al. 1997) and discharge phase locked to theta activity; hence they were named theta cells in single cell recordings from behaving animals. Interestingly, even during one network state several different firing patterns of J Physiol 562.1 Figure 5 . Synaptic connectivity and distinct in vivo firing patterns of pyramidal cells and four types of interneurone embedded in the hippocampal network The schematic drawing summarizes the main synaptic connections in the CA1 area of pyramidal cells (blue), parvalbumin expressing basket, axo-axonic, bistratified and O-LM cells. The cells have differential temporal firing patterns during theta and ripple oscillations (mean of several cells). For clarity two theta cycles are shown in the firing probability histograms. The Y axis of the spike probability plots was constructed by including all events and cycles in the analysed period irrespective of whether the individual recorded cell fired or not. The phase relationship of the extracellularly recorded field potential (schematic white wave) used in the spike alignments and the phase shifted oscillation in the membrane potential oscillation of pyramidal cells reported from intracellular studies (blue waves) is shown schematically. For the ripples, time was normalized to the beginning, highest amplitude and end of ripple episode. The spike probability plots show that during different network oscillations representing two distinct brain states, interneurones of the same connectivity class show different firing activities and therefore modulate their specific postsynaptic target-domain in a brain-state-dependent manner. Interneurones belonging to different connectivity classes fire preferentially at distinct time points during a given oscillation. Because the different interneurones innervate distinct domains of the pyramidal cells, the respective compartments will receive GABAergic input at different time points. This suggests a role for interneurones in the temporal structuring of the activity of pyramidal cells and their inputs via their respective target domain in a co-operative manner, rather than simply providing generalized inhibition. (Firing probability histograms modified from Klausberger et al. 2003 Klausberger et al. , 2004 putative interneurones have been reported. For example, individual unidentified interneurones were found to fire at distinct phases of the theta oscillations (Skaggs et al. 1996) and in different patterns during sharp wave-associated ripple events . These observations raised the possibility that the different firing patterns of interneurones might be correlated with their spatial specificity in innervating distinct domains of pyramidal cells and other interneurones. We have tested this hypothesis by recording the firing patterns of anatomically identified interneurones during network oscillations in anaesthetized rats (Klausberger et al. 2003 (Klausberger et al. , 2004 .
Theta activity. During theta oscillations axo-axonic cells (see no. (1)) exhibited the highest firing probability around the peak of the pyramidal layer extracellular theta, i.e. when the average pyramidal cell is most hyperpolarized (Fig. 4) . Parvalbumin immunopositive basket cells (see no. (2)) fired at the descending phase of the oscillations recorded extracellularly in the pyramidal cell layer. There is considerable variability in the mean theta phase of individual cells. The bistratified cells (see no. (5)) innervating str. radiatum and oriens fired at the trough of the extracellular theta in the pyramidal cell layer (Figs 3-5) . The O-LM cells terminating on the most distal dendrites in conjunction with the entorhinal input also fired at the trough of the field potential (Fig. 5) .
Putting pyramidal cell firing into interneuronal context, it is necessary to consider the complex thetaphase relationship between intracellular compartments, the extracellular field potential and the changes of theta phase as a function of depth between the CA1 pyramidal cell layer and the hippocampal fissure (Buzsaki, 2002) . Briefly (Fig. 5) , the peak of the theta recorded intracellularly in the soma of pyramidal cells lags the trough of the extracellular theta recorded in the pyramidal layer by 0-60 degrees (Soltesz & Deschenes, 1993) . The peak of the intracellular theta recorded in the dendrites of pyramidal cells slightly lags the peak of the extracellular theta in the pyramidal cell layer (Kamondi et al. 1998) . Pyramidal cells fire, on average, at a time when the soma is most depolarized and after the highest firing probability of PV + basket and axo-axonic cells. Therefore, these interneurones might time and synchronize the subthreshold theta oscillations in pyramidal cells similar to in vitro experiments cited above . Because the time course of the activation of pyramidal cells due to the rebound effect may be faster in vivo than in vitro, it is possible that IPSPs evoked by basket cells in pyramidal cells can contribute to phase resetting on intrinsic oscillations and pyramidal cell firing 90 degrees later in vivo. However, pyramidal cells also fire at lower probability at all phases of the oscillation as seen in the shallow theta modulation of their activity. Furthermore, as mentioned above, the theta modulation of phase precessing cells is faster than the frequency of the average theta field potential. Curiously, the highest probability of pyramidal cell firing coincides with maximal O-LM and bistratified cell firing (Klausberger et al. 2003 (Klausberger et al. , 2004 and relative dendritic hyperpolarization (Kamondi et al. 1998) (Fig. 5) . Thus, although GABA release from O-LM and bistratified cells may contribute to the phase shift of the oscillation from the pyramidal layer to str. lacunosum-moleculare, it may make the dendrites paradoxically least excitable at the pyramidal cell highest firing probability, assuming that GABA is inhibitory. Such dendritic inhibition may provide a local threshold effect on inputs with only the strongest inputs leading to pyramidal cell firing. In parallel, GABAergic hyperpolarization of dendrites may contribute to deinactivation of voltage sensitive sodium and low threshold calcium channels and rebound dendritic spikes in those cells receiving the strongest excitatory inputs.
Ripple oscillations. During sharp wave-associated ripple episodes (Fig. 5) parvalbumin-expressing basket cells and bistratified cells increase their discharge frequency, but there are subtle yet significant differences between them (Klausberger et al. 2003 (Klausberger et al. , 2004 . On average, basket cells fired preferentially at the highest amplitude of the ripple and bistratified cells fired with high frequency throughout the whole ripple episodes. Furthermore, unlike basket cells, bistratified cells increased their firing rate even before ripples can be detected in the extracellular field potential. Axo-axonic cells slightly increased their firing activity at the beginning of the ripples, but became silent after the highest amplitude of the ripple episode, and appeared suppressed even after the ripple episodes. In contrast, O-LM cell firing was specifically suppressed for the duration of ripple episodes. The silence of O-LM cells during ripple episodes is surprising because they receive their major glutamatergic input from local CA1 pyramidal cells, which are most active as a population during ripples. The pyramidal input to O-LM cells has a very low resting release probability, which is increased only by repetitive firing (Ali et al. 1999) . Because pyramidal cells rarely fire more than one or two action potentials, this network state is not optimal for O-LM cell activation. However, the specific depression of firing of O-LM cells during ripple episodes cannot be explained by weak excitation alone. Additional mechanisms for silencing must be present in the network. From the major, and apparently independent, GABAergic input of O-LM cells from IS-III cells (see no. (16)), we predict that IS-III cells fire strongly during ripples.
The consequences of the depressed firing of O-LM cells during ripple episodes remain unknown. It can be speculated that the absence of hyperpolarization and shunting could promote action potentials to J Physiol 562.1 back-propagate into the most distal apical dendrites (Magee & Johnston, 1997) , leading to potentiation of the few synapses from the entorhinal cortex that are active during ripple episodes. The biphasic firing of axo-axonic cells might inhibit pyramidal cells from firing at the beginning of the ripple episode, but allow them to discharge at the highest amplitude of the oscillation, focusing highly synchronous firing to a short period.
The high firing frequency of bistratified cells during the ripple episodes seemed rather surprising (Klausberger et al. 2004) , given that they innervate the dendrites of pyramidal cells with GABAergic synapses at the same site, where the strongly activated glutamatergic input from the Schaffer collateral commissural input terminates and initiates the ripples. The analysis of the exact spike timing during single ripple cycles indicated that both bistratified and also parvalbumin expressing basket cells fire at the ascending phase of the ripple cycle Klausberger et al. 2004 ), on average 1-2 ms after the firing of pyramidal cells. This specific spike timing indicates that the role for the interneurones during ripple episodes lies not in the shunting of action potentials, but, more likely, in providing hyperpolarization well-timed to de-inactivate voltage-dependent ion channels and therefore promote subsequent firing of pyramidal cells. In addition, the high firing frequency and specific spike timing of bistratified and parvalbumin positive basket cells indicate their prominent role in generating ripple oscillations in the CA1 area during sharp waves. The synchronized firing of networks of basket and bistratified cells at the ascending phase of the ripple cycles will lead to population IPSCs in pyramidal cells most likely reflected by a subsequent intracellular hyperpolarization and the extracellular positive deflection in the ripple cycle. In particular, the early ripple frequency firing of bistratified cells, before the pyramidal cells, could structure dendritic oscillations in the pyramidal cell dendrites and with the build-up of excitation lead to fast dendritic spikes actively propagating to the soma (Kamondi et al. 1998; Golding & Spruston, 1998) and evoking the phase locked pyramidal cell discharge. Thus, a strong excitation from the CA3 area and rhythmic hyperpolarization (Csicsvari et al. 2000) originating from parvalbumin positive basket and bistratified cells (Klausberger et al. 2004) , together with a possible contribution of axo-axonal gap junctions between pyramidal cells , might produce the CA1-specific phenomenon of sharp wave-associated ripples.
These results indicate that interneurones within a connectivity class (nos (1), (2), (5) and (6) reported so far) exhibit similar firing patterns during a given network oscillation. In addition, during different network oscillations representing two distinct brain states, interneurones of the same connectivity class show different firing activities and therefore modulate their specific postsynaptic target-domain in a brain-state-dependent manner. Interneurone type-specific firing patterns point to a role in structuring the activity of pyramidal cells via their respective target domain and accurately timing and synchronizing pyramidal cell discharge rather than simply providing generalized inhibition. And finally, interneurones belonging to different connectivity classes may fire preferentially at distinct time points during a given oscillation. Because the different interneurones innervate distinct domains of the pyramidal cells, the different compartments will receive differential GABAergic input in time. Such a dynamic spatio-temporal GABAergic control, which evolves distinct patterns during different brain states, is ideally suited to regulating the input integration of individual pyramidal cells and contribute to the formation of cell assemblies and representations in the hippocampus.
Future directions
So far, the in vivo firing patterns of only four distinct classes of interneurone have been reported, although many more types of interneurone exist. In particular, it is apparent that dendrite-targeting O-LM and bistratified cells discharge with highest probability at the trough of the pyramidal layer theta, whereas the basket and axo-axonic cells innervating the perisomatic region of pyramidal cells discharge, on average, at earlier phases of the theta cycle. Does this mean that the postsynaptic target of an interneurone (e.g. the specific subcellular domain of a pyramidal cell) determines the firing patterns of this interneurone? This can be tested by recording additional interneurone classes with target preference similar to those already presented, such as basket cells expressing CCK and innervating the soma similar to PV expressing basket cells, or Schaffer collateral-associated cells innervating the same dendritic domain as the reported bistratified cells.
Another fascinating question is how the different firing patterns of distinct interneurones are generated. The results so far indicate that the in vivo firing of a cell is not simply determined by its main excitatory drive as predicted from the laminar location of the dendrites, but is governed by complex network phenomena (see Freund & Buzsaki, 1996) . Therefore, we need a much better knowledge of which types of cells are connected with GABAergic synapses and gap junctions, what the different sources of excitation and modulation are and how accurately timed input from different sources is integrated into a specific firing output. In other words, a much better spatio-temporal definition of the network is needed to understand the processing of information in the cerebral cortex.
Most of the GABAergic cell types defined in the CA1 area have homologues in the isocortex, which is particularly apparent in the supragranular layers. For example, the somata of supragranular pyramidal cells are innervated by basket cells immunopositive for PV, or CCK, or CCK and VGLUT3 (Kawaguchi & Kubota, 1997; Somogyi et al. 2004) as in the hippocampus, and the axo-axonic cell was discovered in the rat visual cortex. Somatostatin positive bitufted cells with molecular expression profile (Dalezios et al. 2002) and response properties similar to hippocampal O-LM cells innervate the distal dendrites of isocortical pyramidal cells. A full comparison is beyond the scope of this review. The spatial relationships of pre-and postsynaptic cells are more difficult to decipher because several populations of pyramidal cells are present in the same space and they may or may not share a given interneurone (Rockland & Ichinohe, 2004) . A great deal of information is available on interneurones of the isocortex, but a comprehensive picture is only slowly emerging (Kawaguchi & Kubota, 1997; Somogyi et al. 1998; Thomson et al. 2002; Markram et al. 2004 )) due to partial data sets, the lack of directly tested synaptic connections, the inconsistent delineation of cell identity and the limited information on in vivo firing patterns of defined cell types. It will be interesting to see the contribution of the same well-defined interneurone classes to distinct network oscillations and brain states across different cortical areas.
