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In this expository paper we compute Hankel determinants of some sequences whose generating 





Let 1( )k kb   be a non-decreasing sequence of integers such that 2 1k kb b    with initial values 









































The Hankel determinants of the coefficients nf   will be denoted by   , 0( ) det .ni j i jd n f     
Then all non-vanishing Hankel determinants are given by 
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For kb k  or 2k
kb      , i.e. 2 2k kb b    or 2 1k kb b    these are old  results which are intimately 
connected with orthogonal polynomials. For the more general case Paul Barry [2] conjectured that 
( ) 1kd b    if all 1.na    This conjecture led me to investigate this problem.  Afterwards I learned 
that an equivalent result had already earlier been found by Victor I. Buslaev [4] with another proof. 
 
If 1 1k kb b    for some k   the role of  orthogonal polynomials is played by polynomials ( )kr x  
which satisfy the three-term  recurrence 1 2 1 2 2( ) ( ) ( )k k
b b
k k k kr x x r x a r x 

    with initial values 
0( ) 1r x   and 1( ) .r x x  They satisfy  ( ) 0nkr x x   for kn b  and   0 1( ) ,kbk kr x x a a     if 
denotes the linear functional on the vector space of polynomials defined by   .n nx f   
We show that the polynomials ( )kr x  are related to the polynomials   11 , 0( ) det nn i j i j i jp x f x f       






2. Some preliminary results about continued fractions and Hankel determinants 
 
Let us begin with some well-known facts about continued fractions. 
 
If we write 
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then 0 10, 1A A   and 0 1 01,B B c   
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Moreover we get by induction 
 1 1 0 1 1( 1) .
k
k k k k kA B B A a a a       (2.3) 
 
 
Let us assume that 1 1,b    0 0,b   and that nb  is not decreasing with 2 1.n nb b    If 1n nb b b   
for some n  we say that b  occurs with multiplicity 2.  Otherwise it has multiplicity 1.  Since  
2 1n nb b    there are no triplets 1 2.n n nb b b    
If each non-negative integer occurs in the sequence  kb  the above results are intimately connected 
with orthogonal polynomials.  This fact has been generalized by E. Frank [7] to more general cases.  
 
The above choice of  kb  leads to the following facts:   
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with 0( ) 0f x   and 1( ) 1.f x   
 
Here (2.2) reduces to 
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As a generalization of  orthogonal polynomials we define polynomials ( )kr x  by 
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with initial values 0( ) 1r x   and 1( ) .r x x  
 




The polynomials ( )kr x  and ( )kB x  are related by 
 1 1 1( ) .kbk kr x x B x
        (2.8) 
 
Proof 
Let 1 1 1( ) .kbk kU x x B x
         By (2.6) we get  
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with initial values  0( ) 1U x   and 1( ) .U x x  
Therefore  ( ) ( ).k kU x r x  
 
It is clear that deg ( ) deg ( )n nA x B x . By induction we get 
1deg ( ) 1.n nB x b    
More precisely we get 2 2 1deg 1 .n nB b    For  
   2 1 2 32 2 1 2 2 2 1deg ( ) max deg ( ),deg ( ) 1 .n nb bn n n nB x B x x B x b       
If for some m  2 1 2m mb b   then 2 1 2 1 2deg ( ) 1 1m m mB x b b      and for all n m also 
2 1 2deg ( ) 1 .n nB x b    For n m  we have 2 1 2deg ( ) .n nB x b  In this case 2 1(0) 0.nr    
This follows from 
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  satisfy (3.1) and let  
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Observe that by (2.3) 
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since (0) 1kB   for all .k  







 for the first 1k kb b   terms.   






  vanish for  
1 1 2 0 2 1 1k k k kn b b b b b b b b            . 
 
Since 1deg ( )k kA x b   we see that  the coefficients of ( ) ( )kB x f x  vanish for 1 1 .k k kb n b b     
 




B x v x  Then we get 
,0 ,1 1 0k n k nv f v f     for  1 1k k kb n b b     
and 
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Let   denote the linear functional on the polynomials defined by 
 
   .n nx f   (2.11) 
Then 
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The identities (2.12) and (2.13) generalize the concept of orthogonality and (2.7) is an analogue of 
the three-term recurrence of orthogonal polynomials. 
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for 1n   and let 0( ) 1.p x   
 
Note that by elementary row operations ( )np x  can also be expressed as  
 
   11 , 0( ) det .nn i j i j i jp x f x f       (2.15) 
 
 
We will need some generalizations  of 
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Then for 1n   
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In view of our applications we note the following special case: 
 
Corollary 2.1 
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This well-known result follows from 0 1 2 2
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Define 0ns   and   , 0det 1ni j k i jt      for 0.n   Let 0.m   
Then 
  , 0det 0ni j m i js      for n m  and  
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The proof is almost the same as in [1]. I shall illustrate the method (called O-reduction in [1])  for 
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Then we get with elementary column operations  
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I will illustrate the proof for 2.n   
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The last determinant obviously equals 
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Then 
 
     11, 0 , 0det detn nni j i ji j i jf a c      (2.28) 
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Here we have  
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Therefore 
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By induction we get (2.31). 
 






These Propositions lead us to 
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the Hankel determinants satisfy 
  
   , 0det 0   for ni j m i jf n m       (2.33) 
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3. The main results 
 
Theorem 3.1 (V. I. Buslaev [4])  
 
Let   1n nb   be a non-decreasing sequence of integers such that 2 1n nb b    with initial values 








































Then the Hankel determinants 
   , 0( ) det ni j i jd n f    (3.2) 
satisfy 
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We want to prove that 
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if we set  1 1( 2)1 , 0det 1k k nki j b b i jf         for 0.n   
 
This is true for 0.k  In this case it reduces to 
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Now suppose that (3.5) is true for .k  This means that 
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By  Lemma 2.1 we have 
 
   111 1 21 12( 1) ( 2)1 1 1, 0 , 0det ( 1) det .
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Therefore (3.5) is proved. 
 

















































for an arbitrary sequence of positive integers nm  instead of 2.n nb b   This has been attempted in 
[3], where it is claimed that all such Hankel determinants are products of 'na s. But there are simple 
counter examples. 
Let for example    1,2,1,1,1, .nm   Then the Hankel determinants are  
 
               2 3 4 20 1 0 1 2 3 3 4 0 1 2 3 4 5 3 5 3 6 4 61,  0,  ,  ,  , .a a a a a a a a a a a a a a a a a a a a        
 
The general terms will be given in  (3.19). The corresponding sequence  
   0 0,0,2,1,3,2,4,3,5,4,n nb    does not satisfy our assumptions.  
 
If each 1ka   in (3.1) then each non-zero Hankel determinant is also 1.   
Note that  1 1n n nm b b    implies 
1

















   
The set   0n nb   is the set of all n  such that ( ) 0.d n   If 1i ib b  then  ( )kd b  contains the term 
 1 ,k ib bi ia a   i.e. the powers of ja  in ( )d n  have a similar  “pattern” as the sequence   0 .n nb    
 
Let for example     0 0,0,1,2,5,6,6,8,9,10,n nb    i.e.    0 1,1,2,4,4,1,2,3,2,2,2, .n np     
 
Then the sequence of  Hankel determinants is 
 
           
   
2 5 6 8 24 3 5 4 7 6 3
0 1 0 1 2 0 1 2 3 0 1 2 3 4 0 1 2 3 4 5 6
9 38 7 4
0 1 2 3 4 5 6 7
1,  ,  ,  0,  0,  ,  ,  0,  ,
,  .
a a a a a a a a a a a a a a a a a a a a a








Let 1( )k kb   be a non-decreasing sequence of integers such that 2 1k kb b    with initial values 
1 1b    and  0 0b   and let   0n nB  be the elements of the set   1k kb  in  increasing order.  
If 1n kB b   has multiplicity 1 or if 2 1n k kB b b    has multiplicity 2  then 1
( )






P x r x
d B
    





































1 2 2 1
0 1
1 2 1 1
























i j i j
f f f
f f f x
xf f f x
f
f f f x
f f f f
f f f f

































1 1 1 11 2 2 1 1k k k kb b b b
f f f f       




By (2.12) we have 
1, 1
0
kk j b j
j
v f        for .kb  This means that the last column can be reduced to 
the 0  column by elementary column operations. Therefore the determinant vanishes for these .  
For kb  we get by (2.13) 
1, 1 0 1k kk j b j b k
j









0 12 3 2
, 0
1 2 2 1 0 1
0
0
( ) 1 det .0










n i j i j




x a af f f
d B f









   


















 which has degree 1 1kb    and ( )kr x  which is of the 
same degree satisfy   ( ) ( ) 0nkq x r x x    for 0 .kn b   This implies ( ) ( )kq x r x  since the 




1 1 1 1
0 1
1 2 1 1
2 3 2 2








b b b b b
f f f f
f f f f
f f f f




   
 
 
    












To prove the other assertion observe that (2.12) implies that at least one column in (2.14) can be 
reduced to the zero column and therefore ( ) 0mp x   for 11 1.n nB m B      
 

























         















As an example consider    1 1,0,0,3,3,7,8,9,k kb      and therefore 
   01 0,1,4,8,9,10, .n nB     
For 1 1 1B b     we set 0 0( ) ( ) 1p x r x  . 
For 0 0 10B b b    we get 1 2( ) ( ),(0)
p x r x
d
  
for 1 2 33B b b    we get 4 4( ) ( ),(3)
p x r x
d
  
for 2 47B b   we get 8 5( ) ( ),(7)
p x r x
d
  etc. 
 
The remaining polynomials ( )np x  are 2 ( ) 0,p x   
2
3 0 1 2( ) ( ) ,p x a a r   because 23( ) ( )Bp x p x  and 1 0 1B b b  , 
5 6( ) ( ) 0,p x p x   
37
( ) ( )Bp x p x  and since 2 2 3B b b   we have 
   
3
3 3
7 0 1 2 3 4 0 1 2 3 4( ) ( ) ( ) (3) ( )Bp x p x a a a a p x a a a a d r x   , etc. 





0 20 0 0
3 0 12 22 3 4 2
0 0 1 00 0 0 0 1
3 33 4 5 2 3
0 0 1 0 10 0 0 1 0 0 1
1 0 0 11 1
0 0 1 1




a xa a a x
p x a a
a a a x a xa a a a a x
a a a a a xa a a a a a a x
















The special case nb n  and therefore 2nm   gives again (2.21) and therefore 
1 2
0 1 2 1( ) .
n n n
nd n a a a a
 
   
The polynomials ( )kr x have degreedeg kr k and satisfy 1 2 2( ) ( ) ( )k k k kr x xr x a r x     with 
1( ) 0r x   and 0( ) 1.r x  They are orthogonal with respect to  and satisfy ( )( ) ( ).( 1)
k
k k
p xr x P x
d k
    
By (2.14) we get   1 1 1, 0( ) det (0)ni j ki jd k f p     and therefore   1 1( ) (0).( ) kd k rd k   
It is clear that 2 1(0) 0kr    and therefore  1(2 ) 0d n  . 
Furthermore we get 12 2 2 2 2 0 2 2( 1)(0) (0) ( 1) .
k
k k k kr a r a a a

         
This gives  for 0n   
  












f x C x

   In this case ( ) 1d n   for all .n  By this 
property the Catalan numbers are uniquely determined. 
 














     

       by 
1 2( ) ( ) ( )n n nFib x xFib x Fib x    with initial values 0( ) 0Fib x   and 1( ) 1Fib x  , then  
 
    11 1, 0( ) det ( )kk i j i j ki jr x f x f Fib x        (3.7) 
 
if 2n nf C  and 2 1 0.nf    
 




( ) ( 1) 0
k
n j
k k n j
j
k j
Fib x x C
j  
        for n k  and 1  for ,n k  
and to  
 
 2 12 1 1
0
2 1
( ) ( 1) 0
k
n j
k k n j
j
k j
Fib x x C
j

   

































and therefore as in (2.31) 
 
      10 1 2 3 2 2 2 1( ) .n n n nd n a a a a a a     (3.9) 
 
In this case  
      111 0 1 2 3 4 2 1 2( ) .n nn n nd n a a a a a a a    (3.10) 
 
This follows immediately from    1 (1)1 0, 0 , 0det det nn ni j i ji j i jf a f     and (3.9). 
Later we shall need  2 2 , 0( ) det .ni j i jd n f     To compute this determinant we can use the 
condensation formula (cf. [8], (2.16)) 
 
 22 2 1( ) ( ) ( 1) ( 1) ( ) ,d n d n d n d n d n     (3.11) 
 





2 1 0 2 2
1 2 11 1
( ) ( 1) .
( ) ( 1) n
n
n n i i i
i i i i n n
d n d na a a a a a a
d n d n         
      
 
 
Therefore we get 
 










n n i i i
i i i i n n
d n a a a a a a a a a a 
        
 

   (3.12) 
 
 
If (3.8) holds we have 2 2 1k kb b k  and  1.nB n   Thus 2 2 2 11n n nB n b b      and  
2




p xr x P x
d n
   
In this case there is also a simple recursion for ( ).nP x   
We have 1 0( )P x x a   and  2 2 2 3 1 2 4 2 3 2( ) ( ) ( )n n n n n n nP x x a a P x a a P x          for 2.n   
This follows from 
 
2 2 1 2 2 2 2 2 2 2 2 2 2 2 3 2 3
2 2 2 2 2 2 2 3 2 2 2 4 2 4
( ) ( )
( ) ( ) ( ) ( ) .
n n n n n n n n n
n n n n n n n
r x r a r xr x a r a r
xr x a r x a r x a r x
       
      
    














f x f x

  has a representation as a continued fraction of the form (3.8) if and only if  
( ) 0d n   and 1( ) 0d n   for all .n  
 
Proof 
If no determinant vanishes then the numbers na  can be uniquely computed from (3.9) and (3.10). 





d n a a a
d n




d n a a a
d n 








f x C x

   where 1( ) ( ) 1.d n d n   




f x C x

   has a representation of the 























f x q x
   

   has an expansion of the 
form (3.8) with 2 12
n
na q
  and   1 12 1 1 .n nna q q     (A simple proof can also be found in [6], 
(3.3) and (3.6)).  For 1q   we get 2 1na   and 2 1 0na   . So in some sense the continued 








    
 
The Hankel determinants are  2( 1) 12
1
( ) 1 .
n n n n jj
j
d n q q
  

   
 
The polynomials ( )kr x are given by 2
0
( ) ( 1)
k













( ) ( 1)
k






































r x x q q
j
     

        for m k  and 
       22 1 12 2 22
0
( ) ( 1) 1 1 1
k j kk k




r x x q q q q q q
j
           

            
and  
 
  22( 1)2 1
0
( ) ( 1) 0
k j mk




r x x q q
j
      


        for k m  and  
       22 2 1( 1)2 2( 1) 22 1
0
( ) ( 1) 1 1 1 .
k j kk k




r x x q q q q q q
j
             


            
 
It is easy to show these identities directly by using the well-known formula 
     2 1
0





q z z qz q z
j
    

          
 
We get 
    1 1 1 1 12 2 2 2 2 2 1 1
0 0
( 1) ( 1) 1 1 1 .
k j m k m j k mk kkm jm km
j kj j m m k m
j j
k k
q q q q q q q q
j j
                                               
 
                 
 
For m k  the right-hand side vanishes and for m k  get    212 1 1k k kq q q       
For 2 1( )kr x  we get 
 
    
2 2 2
1




2 2 1 1
( 1) ( 1)
1 1 1 .
k j m k m jk kkm jm




m m k m
k k
q q q q
j j
q q q q
                             
 
                
           




For m k  this gives    21 ( 1)2 1 1 .k k kq q q        
 







( ) ( 1) .
( 1)
ki j i j
k





r x q x
jd k
            
 

               
 
 
For 1q   these polynomials  converge to 2 ( ) ( 1)kkr x x   and 2 1( ) ( 1) ,kkr x x x    which are no 
longer  in an analogous relation  to the finite continued fraction 1 .


















x x xf x M x
x
     satisfies  
 2 2( ) 1 ( ) ( )f x xf x x f x    (3.13) 
 
the Hankel determinants are ( ) 1d n   and    1 0( ) 1,0, 1, 1,0,1,1,0, 1, 1,0,1,nd n         which is 
periodic with period 6.  
Since some determinants vanish  there is no representation of the form (3.8). 
 

















     and 21 11 ( ) 1 ( )
x
xf x x f x
   . 
Thus in this case    1 1,0,0,1,2,2,3,4,4,5,6,6,7,n nb      and    0 1,1,2,1,1,2, .n nm     
 
Example 3.2.4 













    

            whose generating function ( , )f x u  
satisfies  2 2( , ) 1 ( , ) ( , )f x u uxf x u x f x u    then the determinants are ( ) 1d n   and 
1 2( ) ( )nd n Fib u  (cf. e.g. [5],Theorem A*). 
The sequence    (1) 0,1,1,0, 1, 1,nFib      is periodic with period 6.  
For 1u   the numbers ( )nM u  converge to the Motzkin numbers .nM  
Therefore for 1u   in some neighborhood of 1  all ( , )f x u  have a representation of the form (3.8). 
 




















  For 1u   we have 0 1,a   1 1,a   




If the sequence   0n nb   contains all non-negative integers then ( ) 0d n   for all .n   In this case the 
above results are special cases of the well-known connection with orthogonal polynomials and 
continued J-fractions (cf. e.g. [8], (2.30) or [5]). Observe also that in this case all {1,2}nm   and 












As in the example with the Motzkin numbers let the power sequence be    0 1,1,2,1,1,2, ,n nm     
i.e.    1 1,0,0,1,2,2,3,4,4,5,6,6,7,n nb      with 3 3 1 2k kb b k   and 3 2 2 1.kb k    
Since 2 3 12 1n nB n b     and 2 1 3 3 12n n nB n b b     we get 
 2 12 3
2
( )






P x r x
d B




2 1 3 2
2 1
( )











   
 
 
The recurrences are 
 2 1 3 1 3 3 3 3 1 3 1 3 3 3 2 3 1 2 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )n n n n n n n n n n n n nP x r x a r x xr x a r x a r x x a P x a P x              
 
and since 3 1 3 2 3 3 3 3( ) ( ) ( )n n n nr x r x a r x      
we get 
 
 2 3 3 1 3 2 3 2 3 1 3 2 3 1 3 3 3 3
3 2 2 1 3 3 3 2 2 2
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ).
n n n n n n n n n n
n n n n n
P x r x xr x a r x xr x a r x a r x
x a P x a a P x
       
    
     
    
 
By Theorem 3.1 the Hankel transform is 
           2 3 4 22 30 1 0 1 2 0 1 2 3 4 0 1 2 3 4 51,  ,  ,  ,  ,a a a a a a a a a a a a a a a a  
or 
       2 2 22 13 3 1 0 1 2 3 4 3 1(2 ) n nnn n nd n d b d b a a a a a a      
and 
       2 1 2 123 2 0 1 2 3 4 3 3 1(2 1) .n nnn n nd n d b a a a a a a a       
Since  2 1 0 0 1 0 1( ) ( )( )P x x a x a a a x x a a        we see that 2 (0) 0P   and therefore 1(1) 0.d   









































Let    1 1,0,0,3,5,5,8,10,10,13,k kb      with 3 3 1 5k kb b k   and 3 2 5 3.kb k    
 
Here we also have 2 3( ) ( )n nP x r x  and 2 1 3 2( ) ( ).n nP x r x   
We get  2 22 1 3 1 3 3 3 3 1 3 1 3 3 3 2 3 1 2 1( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )n n n n n n n n n n n n nP x r x a r x x r x a r x a r x x a P x a P x              
 
and from 3 1 3 2 3 3 3 3( ) ( ) ( )n n n nr x r x a r x      
we get 
 
 3 32 3 3 1 3 2 3 2 3 1 3 2 3 1 3 3 3 3
3
3 2 2 1 3 3 3 2 2 2
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ).
n n n n n n n n n n
n n n n n
P x r x x r x a r x x r x a r x a r x
x a P x a a P x
       
    
     




Let 1nm m   for all .n  This is equivalent with 2kb mk  and 2 1 1.kb mk    
The corresponding polynomials ( )( ) ( )mk kr x P x  are given by 0( ) 1,r x   1( ) ,r x x  
1
2 2 1 2 2 2 2( ) ( ) ( )
m
k k k kr x x r x a r x

     
and  
2 1 2 2 1 2 1( ) ( ) ( ).k k k kr x xr x a r x     
 
Then ( )2deg ( )
m



































































P x u x






















P x u x


















Define linear functionals m  by  mnm nx c   and   0mn jm x    for 0 .j m   
The polynomials ( ) ( )mkP x are uniquely determined by 
  ( )2 ( ) 0m nm kP x x   for  n mk  and  ( )2 0 2 1( )m mkm k kP x x a a     
and  ( )2 1( ) 0m nm kP x x   for  1n mk   and  ( ) 12 1 0 2 2( ) .m mkm k kP x x a a     
 
 







mi mj i j
m k j k j
j j
x u x x u x
 







      if n mk  and 








mk mj k j
m k j k j k
j j
x u x x u x a a 
 
                







P x u x

  . 
The same argument applies in the second case. 
 
 




2 1 ( 1) ( 1) 1 ( 2)
2 0 1 2 3 2 2 2 1
1
2 1 ( 1) ( 1) 1 1
2 1 0 1 2 2 3 2 2
( ) ( 1) ,
( 1) ( 1) .
m
n




nm n m n m m m
n n n
d nm d b a a a a a a
d nm d b a a a a a
        
 
        
  
  





If all ia a we get ( )( ) ,m n n mnm n n
n n




       are the Catalan 
numbers. 
 





1 2( ) ( 1)
, 0
1
2( ) ( 1)
, 0
det ( 1) ,
det ( 1) ,
m
nmnm n mn
i j i j
m
nmnm n mn
i j i j
f a
f a
    
 










i j i j











Under the same assumptions we have 
   21 2( )1 , 0det ( 1) .
m
nmnm mn
i j i j
f a
    




   1 1( ) ( )1 1, 0 , 0det detn nm n mi j i j mi j i jf a f        
we get    1( )1 , 0det 0nmi j i jf      for 0 1n m    and 
     1 1 12( ) ( ) 2 ( )1 1 1, 0 , 0 , 0det det ( 1) det .
m
n m n m nm n m m n m m
i j i j m i ji j i j i j
f a f a f
        
            
 
In general we get with induction 
   21 12 21 1, 0 , 0det ( 1) det .
m
kn km nkn k m
i j i ji j i j
f a f
     
       















































0 1 2 1( ) ( 1) .
m
n m n n
nd m n a a a a
      




Let     0 1,2,2,1,2,2,1,2,2, .n np    This gives 
   0 0,0,2,2,3,4,5,5,7,7,8,9,10,10,12,12,13,14,n nb     with 6 5.n nb b    
 
The Hankel transform is 
 
2 3 4 2 5 3 2
0 1 0 1 2 3 0 1 2 3 4 0 1 2 3 4 5
7 5 4 3 2 8 6 5 4 3 9 7 6 5 4 2
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 10
1,  0,  ( ) ,  ( ) ( ),  ( ) ( ) ,  ( ) ( ) ,  0,
( ) ( ) ( ) ,  ( ) ( ) ( ) ( ),  ( ) ( ) ( ) ( ) , .
a a a a a a a a a a a a a a a a a
a a a a a a a a a a a a a a a a a a a a a a a a a a a a a



























with power sequence  2,1,2,1,2,1, . Then the Hankel transform is  
 
















   
 
 
This implies 2( ) ( ) ( ) 1f x x f x g x   and ( ) ( ) ( ) 1g x xf x g x   and  
 ( ) 1 ( ) 1 .f x x g x    
 
Therefore the coefficients satisfy  
 2 1.n nf g   (3.18) 
 
This gives by Lemma 2.1 
 
         1 2 2 41 1 2, 0 , 0 , 0 , 0 , 0det det det det det .n n n n ni j i j i j i j i ji j i j i j i j i jf g f g f                    
 
 
Using (3.18) we get 
 
       4 4 42 1, 0 , 0 , 0 , 0det det det det .n n n ni j i j i j i ji j i j i j i jf f g f                 
 
Since the initial values are 
 
(0) 1, (1) 1,d d  (2) 0, (3) 1d d    we get (3.17). 
 
For arbitrary coefficients na the first terms of the Hankel transform   0( ) nd n  are 
 
 
3 2 2 4 3 3 5 4 4 2 3 6 5 5 3 3
0 0 1 2 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 5 6 4 7 5 6
7 6 6 4 4 2 2 2 2
0 1 2 3 4 5 6 4 6 5 6 7 8 4 7 8
1, ,0, , , , ,
, .
a a a a a a a a a a a a a a a a a a a a a a a a a
a a a a a a a a a a a a a a a a
    
    





Finally we compute all Hankel determinants for the power sequence    1,2,1,1,1,np    which we 





1 1 1( ) ,    ( ) ,   ( )
1 ( ) 1 ( ) 1 ( )
f x g x h x
a xg x a x h x a xh x
      
where ( )g x  has  power sequence  2,1,1,1,  and (0) ( )h x  and (1) ( )h x have power sequence 
 1,1,1, .  
Then 
    10 1, 0 , 0( ) det detn nni j i ji j i jd n f a g       
Thus (0) 1d   and (1) 0.d   
For 1n   we get 
    11 (0)1 1 1, 0 , 0det det nn ni j i ji j i jg a h       
and 
   1 3(0) 2 (1)1 2 2, 0 , 0det det .n nni j i ji j i jh a h        
 
 
Therefore   20 1(2)d a a   
and by (3.12)  for 0n   
 









n n nn n
n n i i i
i i i i n n
d n a a a a a a a a a a a a a       
        
   

   (3.19) 
 
 
If all 1na   then (0) (1)
0
( ) ( ) .nn
n
h x h x C x

    
Therefore  
     22 (0) (1)1 1 2, 0 , 0 , 0( 3) det det det ( 2).n nni j i j i ji j i j i jd n g h h n                
Thus in this case we get  
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