Heyde proved that a Gaussian distribution on a real line is characterized by the symmetry of the conditional distribution of one linear form given another. The present article is devoted to an analogue of the Heyde theorem in the case when random variables take values in a locally compact Abelian group and the coefficients of the linear forms are integers.
Introduction
In 1953 Skitovich and Darmois proved independently that a Gaussian distribution on a real line is characterized by the independence of two linear forms of n independent random variables ([12, Section 3.1]). In 1970 Heyde proved a similar result where a Gaussian distribution is characterized by the symmetry of the conditional distribution of one linear form given another.
The Heyde theorem ([11] ). Let ξ j , j = 1, 2, . . . , n, n ≥ 2, be independent random variables. Consider the linear forms L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n and L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n , where the coefficients a j , b j are nonzero real numbers such that b i a j + b j a i ̸ = 0 for all i, j. If the conditional distribution of L 2 given L 1 is symmetric, then all random variables ξ j are Gaussian.
The Skitovich-Darmois theorem and the Heyde theorem were proved using the finite difference method.
The Skitovich-Darmois theorem and the Heyde theorem were generalized on locally compact Abelian groups (see, e.g., [4, 5, 8, [14] [15] [16] ). Specifically, in the article [3] , Feldman proved a generalization of the Skitovich-Darmois theorem in the case when random variables take values in a locally compact Abelian group and the coefficients of the linear forms are integers. The main result of this article is a generalization of the Heyde theorem in the case when random variables take values in a locally compact Abelian group and the coefficients of the linear forms are integers (see Section 3) . To obtain this result we use methods, which differ from methods of the article [3] .
In the article [13] , Kagan and Székely introduced a notion of Q-independence of random variables, which generalizes a notion of independence of random variables. In particular, they proved that some classical characterization theorems of mathematical statistics hold true if instead of independence, Q-independence is considered. The article [13] has stimulated a series of studies. Generalizations of some characterization theorems on locally compact Abelian groups for Q-independent random variables were obtained in [7, 17, 18] .
In Section 4 we prove that the results of Section 3 hold true if instead of independence, Q-independence is considered.
To prove the main results of this article, we use the finite difference method.
Notation and definitions
In the article we use standard results on abstract harmonic analysis (see, e.g., [9] ). Let X be a second countable locally compact Abelian group, Y = X * its character group, and (x, y) the value of a character y ∈ Y at an element x ∈ X. Let H be a subgroup of Y. Denote by A(X, H) = {x ∈ X : (x, y) = 1 for all y ∈ H} the annihilator of H. For each integer n, n ̸ = 0, let f n : X → X be the endomorphism f n x = nx. Set X (n) = f n (X), X (n) = Ker f n . Denote by ℤ(n) the finite cyclic group of order n. For a fixed prime p, denote by ℤ(p ∞ ) the set of rational numbers of the form {k/p n : k = 0, 1, . . . , p n − 1, n = 0, 1, . . .} and define the operation in ℤ(p ∞ ) as addition modulo 1. Then ℤ(p ∞ ) is transformed into an Abelian group, which we consider in the discrete topology. Denote by ∆ p the group of p-adic integers (see [9, Section 10.2] ). Note that ∆ * p ≈ ℤ(p ∞ ) (see [9, Section 25.2] ). Let M 1 (X) be the convolution semigroup of probability distributions on X,μ(y) = ∫ X (x, y) dμ(x) the characteristic function of a distribution μ ∈ M 1 (X), and σ(μ) the support of μ. If H is a closed subgroup of Y and
Let x ∈ X. Denote by E x the degenerate distribution concentrated at the point x, and by D(X) the set of all degenerate distributions on X. A distribution λ ∈ M 1 (X) is called Gaussian (see [19, Section 4.6] ) if its characteristic function can be represented in the form
where x ∈ X and φ(y) is a continuous nonnegative function satisfying the equation
Denote by Γ(X) the set of Gaussian distributions on X. We note that, according to this definition, D(X) ⊂ Γ(X). Denote by I(X) the set of shifts of Haar distributions m K of compact subgroups K of the group X. Note that
We note that if a distribution μ ∈ Γ(X) * I(X), i.e., μ = λ * m K , where λ ∈ Γ(X), then μ is invariant with respect to the compact subgroup K ⊂ X and under the natural homomorphism X → X/K μ induces a Gaussian distribution on the factor group X/K. Therefore, the class Γ(X) * I(X) can be considered as a natural analogue of the class Γ(X) on locally compact Abelian groups. Let f(y) be a function on Y, and h ∈ Y. Denote by ∆ h the finite difference operator
.
for some n and for all y, h ∈ Y. An integer a is said to be admissible for a group X if X (a) ̸ = {0}. The admissibility of integers a 1 , . . . , a n when we consider the linear form a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is a group analogue of the condition a j ̸ = 0, j = 1, 2, . . . , n, for the case of X = ℝ.
The Heyde theorem for locally compact Abelian groups
The main result of this section is a full description of locally compact Abelian groups, for which the group analogue of the Heyde theorem takes place in the case when the characteristic functions of considering random variables do not vanish. Theorem 3.1. Let X be a second countable locally compact Abelian group such that X ̸ = X (2) . Then the following statements hold: (I) Let ξ j , j = 1, 2, . . . , n, n ≥ 2, be independent random variables with values in X and distributions μ j with non-vanishing characteristic functions. Consider the linear forms L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n and L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n , where the coefficients a j , b j are admissible integers for X such that b i a j + b j a i are admissible integers for X for all i, j. Assume that the conditional distribution of L 2 given L 1 is symmetric. Then the following statements hold: (i) If X is a torsion-free group, then all μ j ∈ Γ(X).
(ii) If X = X (p) , where p is a prime number (p > 2), then all μ j ∈ D(X). (II) If X is not isomorphic to any of the groups mentioned in (I), then there exist independent random variables ξ j , j = 1, 2, . . . , n, n ≥ 2, with values in X and distributions μ j with non-vanishing characteristic functions, and admissible integers a j , b j such that b i a j + b j a i are admissible integers for X for all i, j, such that the conditional distribution of L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n given L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is symmetric, but all μ j ̸ ∈ Γ(X).
Remark 3.2.
Let X be a locally compact Abelian group such that every element of X different from zero has order p, where p is a fixed prime number. Then X is topologically isomorphic to the group
where m and n are arbitrary cardinal numbers, ℤ(p) m is considered in the product topology, and ℤ(p) n * is considered in the discrete topology [9, Section 25.29 ]. If a group X is of the form (3.1), for p = 2, then there do not exist admissible integers a j , b j such that b i a j + b j a i are admissible integers for all i, j for a group X. If a group X is of the form (3.1) for p = 3, then the set of admissible integers a j , b j such that b i a j + b j a i are admissible integers for all i, j for a group X is either a j = b j = 1 for all j or a j = b j = 2 for all j.
To prove Theorem 3.1 we need some lemmas.
The following lemma was proved earlier for the case when the coefficients of linear forms are topological automorphisms of the group [6, Section 16.1]. In the case when the coefficients are integers, the proof is the same. For completeness of the presentation, we give it in the article. Lemma 3.3. Let ξ j , j = 1, 2, . . . , n, n ≥ 2, be independent random variables with values in a second countable locally compact Abelian group X and with distributions μ j . Let a j , b j be integers. The conditional distribution of the linear form L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n given L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is symmetric if and only if the characteristic functionsμ j (y) satisfy the equation
Proof. Let (Ω, A, P) be a probabilistic space, where the random variables ξ j are defined. The condition of the symmetry of the conditional distribution of L 2 given L 1 is equivalent to the equality
for all Borel sets A, B ⊂ X. This means that the random variables (L 1 , L 2 ) and (L 1 , −L 2 ) are identically distributed. This is equivalent to the equality
We obtain from the form of the linear forms that
Taking into account the independence of the random variables ξ j , we have
Taking into account thatμ j (y) = E[(ξ j , y)], we obtain (3.2).
The following lemma is an analogue of the Cramer theorem on the decomposition of a Gaussian distribution on locally compact Abelian groups.
Lemma 3.4 ([1]
, see also [6, Section 4.6] ). Let X be a second countable locally compact Abelian group. Let
. If X contains no subgroup topologically isomorphic to the circle group , then μ 1 , μ 2 ∈ Γ(X).
The following lemma is an analogue of the Marcinkiewicz theorem on locally compact Abelian groups.
Lemma 3.5 ([2]
, see also [6, Section 5.11] ). Let X be a second countable locally compact Abelian group. Let μ ∈ M 1 (X) and assume that its characteristic function is of the form
where ψ(y) is a continuous polynomial. If X contains no subgroup topologically isomorphic to the circle group , then μ ∈ Γ(X).
Proof of Theorem 3.1. (I) It follows from Lemma 3.3 that the characteristic functionsμ j (y) satisfy equation (3.2). Put ν j = μ j * μ j . Thenν j (y) = |μ j (y)| 2 > 0. Obviously, the characteristic functionsν j (y) also satisfy equation (3.2). If we prove that ν j ∈ Γ(X), then applying Lemma 3.4, we obtain that μ j ∈ Γ(X). Hence, we can assume from the beginning that allμ j (y) > 0.
Set ψ j (y) = − logμ j (y). We conclude from (3.2) that
We use the finite difference method to solve equation (3.4) . Let h n be an arbitrary element of the group Y. Substitute u + b n h n for u and v + a n h n for v in equation (3.4) . Subtracting equation (3.4) from the resulting equation, we obtain
5)
where l nj = a j b n + b j a n , m nj = a j b n − b j a n . Note that the right-hand side of equation (3.5) does not contain the function ψ n .
Let h n−1 be an arbitrary element of the group Y. Substitute u + b n−1 h n−1 for u and v + a n−1 h n−1 for v in equation (3.5) . Subtracting equation (3.5) from the resulting equation, we obtain
The right-hand side of equation (3.6) does not contain the functions ψ n and ψ n−1 . Arguing as above, we get through n steps the equation
where
Let k n be an arbitrary element of the group Y. Substitute u + b n k n for u and v − a n k n for v in equation (3.7). Subtracting equation (3.7) from the resulting equation, we obtain
Note that the left-hand side of equation (3.8) does not contain the function ψ n . Arguing as above, we get through n − 1 steps the equation
Put v = 0 in (3.9). We have
We divide the proof into some steps. First, we prove the theorem, assuming that all integers b i a j − b j a i are admissible for all i ̸ = j for the group X. Then we prove that the case when not all integers b i a j − b j a i are admissible for all i ̸ = j for the group X can be reduced to the case when all integers b i a j − b j a i are admissible for all i ̸ = j for the group X.
Step 1. Let all integers b i a j − b j a i be admissible for all i ̸ = j for the group X. (i) Let X be a torsion-free group, i.e., X (m) = {0} for all m ∈ ℤ, m ̸ = 0. This implies that Y (m) = Y for all integers m, m ̸ = 0 (see [9, Section 24 .41]). Particularly, Y (a j ) = Y, j = 1, 2, . . . , n. Since the integers l ij , m ij are admissible, it means for torsion-free groups that
Taking into account that h j , k j are arbitrary elements of the group Y, (3.10) yields that the function ψ 1 (y) satisfies the equation
So ψ 1 (y) is a continuous polynomial on the group Y. It follows from Lemma 3.5 that μ 1 ∈ Γ(X). Arguing as above, we prove that μ j ∈ Γ(X) (j = 2, . . . , n).
Taking into account that h j , k j are arbitrary elements of Y, it follows from the form of the integers l ij , m ij and (3.10) that the function ψ 1 (y) satisfies equation (3.11) . Arguing as in case (i), we get that all μ j ∈ Γ(X). Since that component of zero of the group X is equal to zero, we have in case (ii) that Γ(X) = D(X).
Step 2. Suppose now that for some i, j, the integers b i a j − b j a i are admissible for X, and for some i, j, the integers b i a j − b j a i are not admissible for X.
(i) Let X be a torsion-free group. In this case, if the integers b i a j − b j a i are not admissible for X, then b i a j − b j a i = 0 for some i, j.
Renumbering random variables, we can assume that
where 1 ≤ r 1 < r 2 < ⋅ ⋅ ⋅ < r k < n, and c i ̸ = c j for all i ̸ = j. Consider the integers 13) and the random variables
Put
Since
it is obvious that the conditional distribution of L 2 given L 1 is also symmetric. It follows from (3.12) and (3.13 ) that the coefficients of the linear forms L 1 and L 2 satisfy the conditions a 1 d 0 ̸ = 0, a r 1 +1 d 1 ̸ = 0, . . . , a r k +1 d k ̸ = 0, a 1 d 0 ± a r j +1 d j ̸ = 0, a r i +1 d i ± a r j +1 d j ̸ = 0. It follows from step 1 (i) that all ζ j have Gaussian distributions. Applying Lemma 3.4, we get that b 1 ξ 1 , . . . , b n ξ n have Gaussian distributions. Since X is a torsion-free group, the endomorphisms f b 1 , . . . , f b n are monomorphisms. Now it is easy to verify that the random variables ξ 1 , . . . , ξ n have Gaussian distributions.
(ii) Let X = X (p) , where p is a prime number (p > 2). Since the integers a j , b j are admissible for X, the endomorphisms f a 1 , . . . , f a n , f b 1 , . . . , f b n are automorphisms. Therefore, we can take into consideration new random variables and assume that all a j = 1 and all b j ∈ {1, 2, . . . , p − 1}. Then we have b i − b j = 0 for some i, j. Arguing as in step 2 (i), we get that all ξ 1 , . . . , ξ n are degenerated.
Step 3. Let all integers b i a j − b j a i be not admissible for X. Then b 1 L 1 = a 1 L 2 . It is obvious that all random variables ξ 1 , . . . , ξ n are degenerated.
(II) Suppose now that X is not isomorphic to any of the groups mentioned in (I). Then X contains an element x 0 of order p, where p is a prime number and X (p) ̸ = {0}. Let M be a subgroup of X generated by the element x 0 . Then M ≅ ℤ(p). Let ξ 1 and ξ 2 be independent identically distributed random variables with values in M and with a distribution
where 0 < a < 1. We consider the distribution μ as a distribution on the group X. Taking into account (2.1), we have thatμ
We consider the linear forms L 1 = pξ 1 − ξ 2 and L 2 = ξ 1 + pξ 2 . Since X (p) ̸ = {0} and X (p) ̸ = {0}, the integers p, p 2 − 1 are admissible for X. By Lemma 3.3, the conditional distribution of L 2 given L 1 is symmetric if and only if the characteristic functionμ(y) satisfies equation (3.2), which takes the form Now we describe locally compact Abelian groups for which the group analogue of the Heyde theorem takes place without the assumption that the characteristic functions of the considering random variables do not vanish. Note that the obtained class of groups is changed (compare with Theorem 3.1).
Theorem 3.6. Let X be a second countable locally compact Abelian group such that X ̸ = X (2) . Then the following statements hold: (I) Let ξ j , j = 1, 2, . . . , n, n ≥ 2, be independent random variables with values in X and distributions μ j . Consider the linear forms L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n and L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n , where the coefficients a j , b j , are admissible integers for X such that b i a j + b j a i are admissible integers for X for all i, j. Assume that the conditional distribution of L 2 given L 1 is symmetric. Then the following statements hold: (i) If X = ℝ n × D, where n ≥ 0 and D is a torsion-free group, then all μ j ∈ Γ(X).
(ii) If X = X (3) , then all μ j ∈ D(X). (II) If X is not isomorphic to any of the groups mentioned in (I), then there exist independent random variables ξ j , j = 1, 2, . . . , n, n ≥ 2, with values in X and distributions μ j , and admissible integers a j , b j such that b i a j + b j a i are admissible integers for X for all i, j, such that the conditional distribution of L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n given L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is symmetric, but all μ j ̸ ∈ Γ(X) * I(X).
Remark 3.7. In Theorem 3.6 we described all groups on which the symmetry of the conditional distribution of one linear form given another implies that all distributions belong to the class Γ(X) * I(X). In fact, if a distribution belongs to the class Γ(X) * I(X), then it belongs to the class Γ(X).
To prove Theorem 3.6, we need some lemmas. 2) to f(ℝ). It follows from the Heyde theorem thatμ j (f(t)) = exp{−λ j t 2 }, where λ j ≥ 0 for t ∈ ℝ.
Let U be a neighborhood of zero of K. Since f is a monomorphism and f(ℝ) = K, there exists a sequence t n → +∞ such that f(t n ) ∈ U for all n. If λ j > 0 for some j, thenμ j (f(t)) = exp{−λ j t 2 } → 0 for t n → +∞, which contradicts the continuity of the functionμ j (y) at zero. We have that all λ j = 0. So,μ j (f(t)) = 1 for t ∈ ℝ. Since f(ℝ) = K, we haveμ j (y) = 1 for y ∈ K. Case 2. K ≈ . In this case, the characteristic functionsμ j (y) are 2π-periodic and satisfy equation (3.2) . It follows from the Heyde theorem thatμ j (y) are the characteristic functions of Gaussian distributions, i.e., μ j (y) = exp{−λ j y 2 }, where λ j ≥ 0. It follows from 2π-periodicity that λ j = 0. So,μ j (y) = 1 for y ∈ K. Lemma 3.9. Let X = ∆ p . Then there exist independent random variables ξ 1 , ξ 2 , with values in X, and distributions μ 1 , μ 2 such that the conditional distribution of L 2 = ξ 1 + pξ 2 given L 1 = pξ 1 − ξ 2 is symmetric and μ 1 , μ 2 ̸ ∈ I(X).
Proof. Since X = ∆ p , we have Y ≈ ℤ(p ∞ ). We can assume without loss of generality that Y = ℤ(p ∞ ). Consider the distribution (3.14) on ℤ(p). Note that Y (p) ≈ ℤ(p). Obviously,
is a characteristic function on the group Y (p) . Consider the function
where 0 < a < 1. It follows from [10, Section 32.43 ] that the function f(y) is positive definite. By the Bochner theorem [10, Section 33.3] , the function f(y) is the characteristic function of a distribution ν on X. Put μ 1 = μ 2 = ν and verify that the conditional distribution of L 2 = ξ 1 + pξ 2 given L 1 = pξ 1 − ξ 2 is symmetric. By Lemma 3.3, it suffices to show that the characteristic function f(y) satisfies equation (3.15) .
, both sides of equation (3.15 ) are equal to zero. Let u, v ̸ ∈ Y (p) . If the left-hand side of equation (3.15) is not equal to zero, then pu + v, −u + pv ∈ Y (p) . We conclude from this that (p 2 + 1)v ∈ Y (p) . Hence, v ∈ Y (p) , contrary to the assumption. Thus, the left-hand side of equation (3.15 ) is equal to zero. Arguing in the same way, we get that the right-hand side of equation (3.15 ) is equal to zero, and the function f(y) satisfies equation (3.15) . It is clear that ν can be chosen so that μ ̸ ∈ I(X). Proof. Since X = ℤ(p), we have Y ≈ ℤ(p). Choose nonzero elements y 1 , y 2 ∈ Ysuch that y 1 ̸ = ±y 2 . Let ν 1 , ν 2 be distributions in X with the densities ρ 1 (x) = 1 + 1 2 Re(x, y 1 ), ρ 2 (x) = 1 + 1 2 Re(x, y 2 ), with respect to the Haar distribution m X , respectively. Then Put μ 1 = μ 3 = ν 1 , μ 2 = μ 4 = ν 2 and verify that the conditional distribution of L 2 = ξ 1 + ξ 2 + 2ξ 3 + 2ξ 4 given L 1 = ξ 1 + ξ 2 + ξ 3 + ξ 4 is symmetric. By Lemma 3.3, it suffices to show that the characteristic functions of distributions μ 1 , μ 2 , μ 3 , μ 4 satisfy equation (3.2), which takes the form
17)
Since y 1 ̸ = ±y 2 , taking into account (2.1), we haveν 1 (y)ν 2 (y) =m X (y). Equation (3.17) is equivalent to the equationm
Obviously, equation (3.18) is satisfied if either u = 0 or v = 0. Let u ̸ = 0, v ̸ = 0. If the left-hand side of equation (3.18) is not equal to zero, then u + v = 0, u + 2v = 0. We conclude from this that v = 0, contrary to the assumption. Thus, the left-hand side of equation (3.18 ) is equal to zero. Arguing in the same way, we get that the right-hand side of equation (3.18 ) is equal to zero, and the functionm X (y) satisfies equation (3.18) . It is clear that ν 1 , ν 2 ̸ ∈ I(X).
Proof of Theorem 3.6. (I) (i) If X = ℝ n × D, then Y ≈ ℝ n × K, where K is a connected compact group. We can assume without loss of generality that Y = ℝ n × K. Lemma 3.3 implies that the characteristic functions of distributions μ j satisfy equation (3.2) . Reasoning as in beginning of the proof of Theorem 3.1, we can assume thatμ j (y) ≥ 0.
Consider the restriction of equation (3.2) to K. It follows from Lemma 3.8 thatμ j (y) = 1 on K. Then σ(μ j ) ⊂ A(X, K) = ℝ n . We consider the restriction of equation (3.2) to each one-dimensional subspace and obtain from the Heyde theorem that all restriction of the characteristic functionsμ j (y) are the characteristic functions of Gaussian distributions. It follows from this that μ j ∈ Γ(X).
(ii) If X = X (3) , then we can assume without loss of generality that a j , b j are equal to ±1. Since all integers b i a j + b j a i are admissible, we have either L 1 = L 2 or L 1 = −L 2 . It easily follows from this that all random variables ξ 1 , . . . , ξ n are degenerated.
(II) By the structure theorem for locally compact Abelian groups, X ≈ ℝ n × G, where G contains an open compact subgroup H (see [9, Section 24 .30]). Suppose that X is a torsion-free group. Since X is not as in case (I), we have H ̸ = {0}. A compact torsion-free group is topologically isomorphic to the group
where Σ * a = ℚ, n, n p are cardinal numbers (see [9, Section 25.8] ). Note that for each prime number p a group Σ a contains a subgroup ∆ p . It follows from the fact that the factor-group ℚ/ℤ contains a subgroup ℤ(p ∞ ) for each prime number p. Then the statement of Theorem 3.6 follows from Lemma 3.9.
Suppose that X contains an element x 0 of order p, where p is a prime number and X ̸ = X (p) . Then the statement of Theorem 3.6 follows from part (II) of Theorem 3.1.
Suppose that X = X (p) , where p > 3. Then the statement of Theorem 3.6 follows from Lemma 3.11.
The Heyde theorem for locally compact Abelian groups for Q-independent random variables
In the article [13] , Kagan and Székely introduced a notion of Q-independence of random variables which generalizes the notion of independence of random variables. Then, in [7] , Feldman in a natural way introduced a notion of Q-independence of random variables taking values in a locally compact Abelian group. He proved that if we consider Q-independence instead of independence, then the group analogue of the Cramér theorem about decomposition of a Gaussian distribution and some group analogues of the Skitovich-Darmois and Heyde theorems hold true for the same classes of groups. These studies were continued in [17] . Some analogues of characterization theorems for Q-independent random variables with values in Banach spaces were studied in [18] . We prove in this section that the results of Section 3 hold true if instead of independence, Q-independence is considered. Let ξ 1 , . . . , ξ n be random variables with values in the group X. We say that the random variables ξ 1 , . . . , ξ n are Q-independent if the characteristic function of the vector (ξ 1 , . . . , ξ n ) can be represented in the form μ (ξ 1 ,...,ξ n ) (y 1 , . . . , y n ) = E[(ξ 1 , y 1 ) ⋅ ⋅ ⋅ (ξ n , y n )] = ( n ∏ j=1μ ξ j (y j )) exp{q(y 1 , . . . , y n )}, y j ∈ Y, where q(y 1 , . . . , y n ) is a continuous polynomial on the group Y n such that q(0, . . . , 0) = 0.
As is well known, any continuous polynomial is equal to the constant on compact elements (see, e.g., [6, Section 5.7] ). If the group Y consists only of compact elements, then the connected component of zero of the group X is equal to zero (see, e.g., [9, Section 24.17] ). Thus, independence and Q-independence of random variables are equivalent on groups X whose connected component of zero is equal to zero.
We prove that Theorem 3.1 remains true if we change the condition of independence of ξ 1 , . . . , ξ n for Q-independence. The following statement holds true. Theorem 4.1. Let X be a second countable locally compact Abelian group such that X ̸ = X (2) . Then the following statements hold: (I) Let ξ j , j = 1, 2, . . . , n, n ≥ 2, be Q-independent random variables with values in X and with distributions μ j with non-vanishing characteristic functions. Consider the linear forms L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n and L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n , where the coefficients a j , b j are admissible integers for X such that b i a j + b j a i are admissible integers for X for all i, j. Assume that the conditional distribution of L 2 given L 1 is symmetric. Then the following statements hold: (i) If X is a torsion-free group, then all μ j ∈ Γ(X).
(ii) If X = X (p) , where p is a prime number (p > 2), then all μ j ∈ D(X). (II) If X is not isomorphic to any of the groups mentioned in (I), then there exist Q-independent random variables ξ j , j = 1, 2, . . . , n, n ≥ 2, with values in X and distributions μ j with non-vanishing characteristic functions, and admissible integers a j , b j such that b i a j + b j a i are admissible integers for X for all i, j, such that the conditional distribution of L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n given L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is symmetric, but all μ j ̸ ∈ Γ(X).
To prove Theorem 4.1 we need the following lemma.
Lemma 4.2. Let ξ j , j = 1, 2, . . . , n, n ≥ 2, be Q-independent random variables with values in a second countable locally compact Abelian group X and with distributions μ j . Let a j , b j be integers. The conditional distribution of the linear form L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n given L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is symmetric if and only if the characteristic functionsμ j (y) satisfy the equation
where q(u, v) is a continuous polynomial on the group Y 2 , q(0, 0) = 0.
Proof. The condition of the symmetry of the conditional distribution of the linear form L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n given L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is equivalent to equation (3.3).
Taking into account the Q-independence of the random variables ξ j , we have
where q 0 (y 1 , . . . , y n ) is a continuous polynomial on the group Y n , q 0 (0, . . . , 0) = 0. Put
Taking into account thatμ j (y) = E[(ξ j , y)], we obtain equation (4.1).
Proof of Theorem 4.1. (I) Lemma 4.2 implies that the characteristic functions of distributions μ j satisfy equation (4.1). Reasoning as in the beginning of the proof of Theorem 3.1, we can assume thatμ j (y) > 0 and the polynomial q(u, v) is real-valued. We will show thatμ j (y) are the characteristic functions of Gaussian distributions. Put ψ j (y) = − logμ j (y). It follows from (4.1) that
We use the finite difference method in the same manner as in Theorem 3.1 to solve equation (4.2). We will retain the notation from the proof of Theorem 3.1. In fact, we add one more step. Instead of equation (3.9), we get through 2n − 1 steps the equation
Since q(u, u) is a polynomial, we have
for some l and arbitrary elements h and k of Y.
We substitute v = 0 in (4.3) and apply the operator ∆ l+1 (h,k) to (4.3). Taking into account (4.4), we obtain ∆ l+1 h ∆ m 11 k 2 ⋅ ⋅ ⋅ ∆ m n1 k n ∆ l 1 ,1 ∆ l 2 ,1 ⋅ ⋅ ⋅ ∆ l n−1,1 ∆ l n1 ψ 1 (a 1 u) = 0, u ∈ Y.
We complete the proof of Theorem 3.6 in the same way as Theorem 3.1.
(II) Since independent random variables are Q-independent, this part of Theorem 4.1 follows from part (II) of Theorem 3.1.
We prove that Theorem 3.6 remains true if we change the condition of independence of ξ 1 , . . . , ξ n for Qindependence. The following statement holds true. Theorem 4.3. Let X be a second countable locally compact Abelian group such that X ̸ = X (2) . Then the following statements hold: (I) Let ξ j , j = 1, 2, . . . , n, n ≥ 2, be Q-independent random variables with values in X and with distributions μ j . Consider the linear forms L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n and L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n , where the coefficients a j , b j are admissible integers for X such that b i a j + b j a i are admissible integers for X for all i, j. Assume that the conditional distribution of L 2 given L 1 is symmetric. Then the following statements hold: (i) If X = ℝ n × D, where n ≥ 0 and D is a torsion-free group, then all μ j ∈ Γ(X).
(ii) If X = X (3) , then all μ j ∈ D(X). (II) If X is not isomorphic to any of the groups mentioned in (I), then there exist Q-independent random variables ξ j , j = 1, 2, . . . , n, n ≥ 2, with values in X and distributions μ j , and admissible integers a j , b j such that b i a j + b j a i are admissible integers for X for all i, j, such that the conditional distribution of L 2 = b 1 ξ 1 + ⋅ ⋅ ⋅ + b n ξ n given L 1 = a 1 ξ 1 + ⋅ ⋅ ⋅ + a n ξ n is symmetric, but all μ j ̸ ∈ Γ(X) * I(X).
Proof. (I) (i) If X = ℝ n × D, then Y ≈ ℝ n × K, where K is a connected compact group. We can assume without loss of generality that Y = ℝ n × K. Lemma 4.2 implies that the characteristic functions of distributions μ j satisfy equation (4.1). Reasoning as in the beginning of the proof of Theorem 3.1, we can assume thatμ j (y) > 0 and the polynomial q(u, v) is real-valued.
Consider the restriction of equation (4.1) to K. Since each continuous polynomial is equal to a constant on compact elements, the restriction of equation (4.1) to K coincides with equation (3.2). It follows from Lemma 3.8 thatμ j (y) = 1 on K. Then σ(μ j ) ⊂ A(X, K) = ℝ n . Thus, we reduced the proof to the consideration of equation (4.1) on ℝ n . It follows from [18] that all μ j ∈ Γ(X).
(ii) If X = X (3) , then the connected component of zero of X is equal to zero. The independence and the Q-independence coincide on such groups. Therefore, the statement of Theorem 4.3 in this case follows from Theorem 3.1.
(II) Since independent random variables are Q-independent, this part of Theorem 4.3 follows from part (II) of Theorem 3.6.
