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2is sampled at uniform known locations. Extensions have been
made in both of these directions, leading to additional sam-
pling results [8]–[10]. For example, on the signal model side,
sampling results have been developed for general-shift invari-
ant spaces and other more complex spaces [11,12]. On the
sampling scheme side, the known uniform sampling positions
have been generalized to the case of a small unknown additive
perturbation as well as non-uniform known locations [13,14].
In SLAM and SfM, we take measurements to land-
marks/features at unknown locations. Therefore, to develop a
sampling theory for these problems, we need to consider the
problem of sampling at unknown locations.
In this case, unsurprisingly, uniqueness is not guaranteed
in general. In fact, in [15], we show that, for polynomial
and bandlimited signals, it is possible to find a valid solution
arbitrarily far from the original signal (we review this result
in Lemma 1 of this paper).
However, despite this result, we know that algorithms exist
that can solve SLAM and SfM; therefore, given the correct
constraints, it is possible to recover the measurement positions
and underlying function from samples at unknown locations.
In this paper, we formulate a set of constraints on the sampling
positions, which both retain applicability to SLAM and SfM
and, at least in some cases, lead to uniqueness.
To see this, consider the toy problem depicted in Fig. 1.
Here we show a surface, which we assume is painted with
an unknown texture, being sampled by a camera at three
positions along an unknown trajectory. We could also remove
the trajectory and view this as three cameras viewing the
same surface. Note that here we assume that we are in
flatland but the general idea extends to higher dimensions.
As the figure shows, the cameras take samples of the texture
at non-uniform locations. Furthermore, these locations are
unknown, since they are governed by the unknown surface
and unknown camera poses. However, if we assume that the
surface and trajectory belong to some known function space,
the sample positions are no longer arbitrary1. In this paper,
we consider problems of this form; that is, functions sampled
at unknown locations but where the locations of the samples
are constrained by another function. As we show in the next
section, this can also be interpreted as a uniform sampling of
a composite of functions.
To emphasize, in this paper, we are proposing sampling
of a composite of functions as a problem with previously
unseen practical relevance. As a first analysis in this direction,
we do not analyze the full SLAM and SfM setups and the
algorithms we propose are not in anyway intended to be
practical algorithms that compete with the state of the art in
these fields. In instead, we study two simple incarnations of
constrained sampling at unknown locations:
1) We show that periodic bandlimited signals can be
efficiently recovered from an unknown linear warping.
2) We show unicity for polynomial signals constrained
by a rational function. This result originally appeared
in [15] but we present it here under the more general
1In the general case depicted in Fig. 1, we need an additional function
enforcing a ‘trajectory’ for the camera’s orientation.
framework we are proposing.
We believe that two incarnations provide a first step towards a
deeper theoretical understanding of the more complex SLAM
and SfM problems.
In relation to prior work, sampling at unknown locations is
a relatively unexplored topic. For the continuous problem that
we consider in this paper, Browning proposed an alternating
least squares algorithm that converges to a local minimum [16]
and Kumar considered the case where the unknown sample
positions are governed by a stochastic model. He was able to
show that the reconstruction error is asymptotically inversely
proportional to the number of samples [17] [18].
In the discrete case, Marziliano et. al. investigated the
recovery of bandlimited signals [19] and there is a connection
to the recent work on unlabelled sensing [20]–[24].
Finally, since we consider a composite of functions, there
is a connection to previous works on sampling time-warped
signals [25]–[29]. In fact, in [30], we used a result from [29]
to show that, for particular warpings of bandlimited signals,
uniqueness can be guaranteed. We also proposed an algorithm
based on local bandwidth to recover the shape of a surface
from an image. Clerc et. al. introduced ‘warplets’ to perform
surface retrieval in a similar spirit [31].
In this paper, we also consider toy examples of surface
retrieval but using the two sampling results we develop for
composites of functions.
The rest of this manuscript is organized as follows. We first
define the problem of sampling at unknown locations and show
that in many cases it is ill-posed. We use this as motivation to
introduce the constraints that lead to a sampling of a composite
of functions. Then, we consider the two incarnations previously
mentioned. Finally, we present simulations results supporting
our theoretical findings and conclude.
II. PROBLEM FORMULATION
In this section, we formalize the problem of recovering a
function from a finite set of samples at unknown locations,
show that the problem is in general ill-posed and show how
additional constraints on the sample positions can be used to
regularized it. In doing so we are effectively transforming the
problem of signal recovery from unknown irregular sample po-
sitions to that of regular sampling of a composite of functions.
Consider the following setup: let F be a linear space of
functions defined over some interval X ⊆ R and let Tx be
a sampling or acquisition device that records the value of a
function, f ∈ F , at the set of locations x = [x0, . . . , xN−1]
with xn ∈ X , n = 0, . . . , N−1. Assume we observe f ∈ F at
N unknown and distinct locations over the interval; that is, we
measure y = Tx f = {f(x0), . . . , f(xN−1)}, where xn 6= xm
for i 6= j. The knowledge on the sampling device is limited. In
the most general case we consider, the only knowledge about
the sampling instants is their linear order, that is x0 < x1 <
· · · < xN−1.
The question is whether we can recover the original f from
the set of observations. Since F is a linear space, recovering
functions is understood as finding the expansion coefficients
of the function f in the space F .
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changed the problem from sampling at arbitrary unknown
locations to sampling a composite of functions (f◦ϕ) at known
uniform locations. We often think about ϕ as a warping of f .
We thus sample a warped version of f and wish to recover
both f and the warping ϕ.
To summarize, let f ∈ F be the signal of interest, and let
ϕ ∈ Φ be a warping function. The problem to solve is
find {f ∈ F , ϕ ∈ Φ}
s. t. h = T{nT :n∈[0,...,N−1]}(f ◦ ϕ).
(1)
As a motivating example of the proposed framework, con-
sider a camera in flatland, i.e. a 2-D world, viewing a linear
surface z(x) painted with an unknown texture f as illustrated
in Fig. 4. We would like to recover both the texture and the
surface from a set of observations. Under this setup we can
distinguish between the following two scenarios:
1) Orthographic projection: In the orthographic projection
case, depicted in Fig. 4a, the sample positions are simply xn =
nT cos θ = ϕ(nT ); i.e., the warping function is a scaling:
ϕ(x) ∈ Φ = {x 7→ bx for b ∈ R}, where in our example b is
the cosine of the unknown surface orientation θ2. Note that,
in this example, the distance d of the surface from the camera
does not affect the measurements and is thus unrecoverable.
To find the corresponding constraint function ψ ∈ Ψ, let
θ be the true surface orientation. The true sample positions,
xn, are related to the sample positions, x˜n, for a surface with
angle θ˜, by xn cos θ = x˜n cos θ˜. Therefore,
x˜n =
xn cos θ
cos θ˜
= ψ(xn);
i.e., the samples are constrained to move according to
ψ(x) ∈ Ψ =
{
x 7→
x cos θ
cos θ˜
for θ ∈ (−pi/2, pi/2)
}
.
2) Perspective projection: Similarly, in the perspective pro-
jection case, depicted in Fig. 4b, we have
xi cos θ
xi sin θ + d
=
iT
v
⇒ xi =
iTd
v cos θ − iT sin θ
= ϕ(iT );
i.e., the warping function is ϕ(x) ∈ Φ, where
Φ =
{
x 7→
dx
v cos θ − x sin θ
for d, v ∈ R+ and
θ ∈ (−pi/2, pi/2)
}
.
Let d and θ be the parameters of the true surface and d˜ and
θ˜ be the parameters of any other surface. Then, since
xi cos θ
xi sin θ + d
=
x˜i cos θ˜
x˜i sin θ˜ + d˜
,
we can find the constraint function from
x˜i =
d˜xi cos θ
d cos θ˜ + xi sin(θ − θ˜)
= ψ(xi);
2Since b = cos θ, b ∈ [−1, 1]. However, for generality, we consider the
case b ∈ R.
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Fig. 4: Orthographic and perspective projections. Examples of
sampling a warped signal, where the warping is define by the
camera. Note that in the orthographic projection the warped
samples are equally spaced, what is not the case for perspecitve
projection.
i.e., the constraint function satisfies ψ ∈ Ψ, where
Ψ =
{
x 7→
d˜x cos θ
d cos θ˜ + x sin(θ − θ˜)
for d, d˜ ∈ R+ and
θ, θ˜ ∈ (−pi/2, pi/2)
}
.
For the majority of this paper, we investigate setups re-
lated to these two examples. However, the framework we are
proposing is very general and incorporates much of the existing
works on sampling at unknown locations. For example, if Φ
is a space of random functions, we align with the probabilistic
framework of Kumar. When Φ is the space of i.i.d. random
variables independent of the input, we have the model analyzed
in [17] and when it is a random process we have the model
analyzed in [18]. The framework can also be used to describe
measurements taken approximately at known positions.
In the following two sections, we consider two simple
cases intimately connected to the previous two examples: first,
we consider periodic-bandlimited signals warped by an affine
function and, second, we consider polynomials with sample
locations constrained to be a rational function of the true
sample positions. In the first case, we show when the function
and sample locations can be retrieved and present an algorithm
that performs this recovery. In the second case, we present a
uniqueness result and an iterative algorithm that attempts to
find this unique solution.
III. PERIODIC BANDLIMITED SIGNALS WARPED BY A
LINEAR FUNCTION
Let f(x) be a τ -periodic and bandlimited signal given by
f(x) =
K∑
k=−K
ak e
j2pikx/τ . (2)
Note that ak corresponds to the Fourier Series (FS) coeffi-
cients of f(x). Instead of f(x) we observe samples of a warped
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h(x) = (f ◦ϕ)(x) = f(bx+c) =
K∑
k=−K
ak e
j2pik(bx+c)/τ , (3)
where ϕ(x) = bx + c, with b 6= 0, c ∈ R is an affine
transformation of the domain of f(x). The signal h(x) is
sampled uniformly with a sampling rate of T = τ/N (e.g.
N samples per period) producing the sequence hn = h(nT ):
hn =
K∑
k=−K
ak e
j2pibkc/τ︸ ︷︷ ︸
âk
ej2pibkn/N . (4)
The goal is then to recover both f(x) and ϕ(x) from the set
of observations. In other words, we would like to find ak, for
reconstructing f(x), and b, c to reconstruct ϕ(x).
If we assume that ak ∈ R, it is easy to recover ak and c
from âk: simple set ak = |âk| and c = τ∠âk/2pibk. In the case
of complex ak’s, there are methods such as Prony’s method
which enables us to retrieve the complex ak and c from âk.
We see immediately that we can only recover ϕ(x) up to
some trivial ambiguities. For instance, both ϕ(x) and ϕ(−x)
would produce the same set of samples hn.
Consider the case of b = 1 (the signal is just shifted by c).
In that case, we can recover the FS coefficients of the signal âk
provided N ≥ 2K + 1 and we observe at least one period. In
fact, we can recover âk from the DFT of hn, n = 0, . . . , N−1.
From âk, we can estimate the offset c by Prony’s method [32],
provided c ≤ τ .
Let us now look at the more interesting case of b 6= 1. In-
tuitively, one should be able to reconstruct the signal provided
N ≥ b(2K+1) and we observe enough samples. We will show
that it is indeed possible to recover the signal in most of the
cases even when aliasing is present. The intuition behind the
method is based on the observation that in the Fourier domain,
the signal f(x) corresponds to a set of Diracs uniformly spaced
in frequency (see Fig. 5). By introducing a linear warping,
we are effectively changing the spacing between those Diracs
while still preserving the uniform (modulo 2pi as a result of
sampling) spacing structure. Depending on the warping we
might have aliasing (e.g. Diracs warp around in the unit circle)
but even in those cases we might be able to recover the signal.
Of course, the first step for recovery is to identify the locations
of the spikes in the unit circle. Note that (4) is a sum of
complex exponentials and that line-spectral estimation methods
[33] can be used to retrieve the angular frequencies (locations)
of the spikes. From this discussion, it is easy to realize that
a necessary condition for perfect recovery requires the set of
spike locations to be uniquely specified. In other words, no two
spikes can lie on top of each other as a result of the warping.
We are now ready to state the main result.
Theorem 2. Let f(x) be a periodic (2K + 1)/τ bandlimited
signal as in (2). Let the affine warping function be ϕ(x) =
bx + c, with
{
c, b | b/c ∈ [−1, 1], b ∈ R − {0}
}
. Consider a
finite sequence of 4K + 2 samples of the following form:
hn = (f ◦ ϕ)(nT ), n = 0, . . . , 4K + 1, (5)
where T = τ/N is the sampling rate. Then, we can uniquely
reconstruct f(x) and find c and b, provided
N ≥
2pib
Y −1
(
sin
(
3pi
2(2K+1)
)−1) , (6)
where Y −1(·) is the inverse of the Dirichlet kernel as per (12).
Furthermore, for smaller values of N if b ∈ (0, N/2], both the
set of non-recoverable cases and the set of non-unique cases
have measure zero.
In order to prove Theorem 2, we start by introducing an
algorithm to unwarp f(x) from samples hn.
A. Unwarping bandlimited signals with DIRACHlet
As it has been already pointed out the Fourier transform of
f(x) corresponds to a set of uniformly spaced Diracs:
F (ω) = F{f(x)} =
K∑
k=−K
akδ
(
ω −
2pik
τ
)
. (7)
Because of (7), the the DTFT of hn has the following form:
H(ejω) =
1
Tb
K∑
k=−K
âkδ
(
ω −
2pibk
N
)
. (8)
Figure 5 shows an example F (ω) and several examples of
H(ejω) for different values of b while keeping c = 0. As can
be seen from the figure, F (ω) consists of 2K+1 Diracs equally
spaced on the interval [−pi, pi]. Similarly, H(ejω) consists of
2K + 1 Diracs in [−pi, pi] but now at locations
θk =
2pibk
N
mod 2pi, k = −K, . . . ,K .
In order to retrieve the warping parameters and the original
signal we proceed as follows:
1) We use Prony’s method [32,34] to find the locations
of the delta Diracs θk from the observations hn. In
order to recover the 2K +1 locations, we need at least
2(2K + 1) = 4K + 2 samples of hn.
2) Then, to remove the effect of periodisation, we calculate
the average phase:
s =
K∑
k=−K
e−jθk . (9)
3) Next, find a solution for
s =
K∑
k=−K
e−jkα = Y (ejα) , (10)
where α = 2pib/N . Note that Y (ejω) =
K∑
k=−K
e−jkω
can be seen as the DTFT of the following sequence:
yn =
{
1, n = −K, . . . ,K
0, otherwise.
(11)
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Fig. 5: An example of the function F (ω) and H(ejω)’s for
different values of b. Here, we define α = 2pibN . In all the
examples, we set K = 3, τ = 2K+1 and N = 14 (T = 0.5).
In the titles we use αbd = Y
−1(sin( 3pi2(2K+1) )
−1). For small
enough values of b, there is no aliasing in the Fourier domain.
However, for large values of b (for example b = 5), we have
aliasing and thus retrieving the value of b is not trivial.
The DTFT has a closed form and is referred to as the
Dirichlet kernel of order K:
Y (ejω) =
sin(ω2 (2K + 1))
sin(ω2 )
. (12)
Therefore, we need to find the values of α such that
s =
sin(α2 (2K + 1))
sin(α2 )
. (13)
Depending on s, (13) might have a different number of
possible solutions, with the maximum being 2K.
4) By just using the average phase to estimate α, we lose
some information. The price is that we can recover
some incorrect α’s that do not warp the Diracs to the
−π 0 π
ω
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Fig. 6: Finding α using DIRAChlet.
Algorithm 1 DIRAChlet algorithm
Input: 2(2K + 1) samples of sequence hn = h(nT ).
Output: All possible values for b, c and ak.
1: Find the position of warped Diracs, θk using Prony’s
method.
2: Calculate s =
K∑
k=−K
e−jθk .
3: Find all values of α satisfying
sin(α2 (2K + 1))
sin(α2 )
= s .
4: Find the position of Diracs corresponding to the values of
α from previous step.
5: Keep the valid α’s that correctly warp the Diracs back to
θk.
6: Find all the valid values of b = Nα2pi .
7: Solve a linear set of equations to find ak and c.
positions observed at the output of Prony’s method.
However, these are easy to detect and remove. The
remaining α’s are all valid. In the following section,
we will explain uniqueness with respect to the number
of possible valid α’s.
5) Once we have estimated the valid α’s, we can find the
corresponding b’s from bˆ = Nαˆ/2pi.
We can use then use these estimates, to find the values
of âk, using a simple linear equation. Estimating c from
âk, is then straightforward, provided that c ≤ τ .
The above procedure is summarized in Algorithm 1.
As an example, Fig. 6 shows the Dirichlet kernel and the
horizontal line s ≃ 1.67, which is the value of s resulting
from K = 3, b = 1.6 and N = 14. To calculate α, we need
to intersect the Dirichlet function with this horizontal line.
In our implementations, we find the intersection points using
bisection methods.
Equivalence classes: Note that in (3), changing the value of
b to −b does not change h(x), i.e., f(c + bx) = f(c − bx).
Therefore, both b and −b are valid solutions. We observe this
symmetry in Fig. 6, as the s-line intersects the Dirichlet kernel
both at α and −α. This shows that the unwarping problem with
this formulation of f(x) has symmetric solutions for b. We will

8form (ppi, qpi), where p, q ∈ Q. This is |Q × Q| = ℵ0, which
is countable. Therefore, the set of non-recoverable cases has
measure zero.
From the proof we can infer the following.
Corollary 1. There is only a finite number of equivalent pairs
α, α̂ on the interval (0, pi].
Proof: Recall from the proof of Theorem 2 that, in
order for α to have an equivalent, it has to have the form
α = 2l/(mm̂ − 1), for m, m̂ ∈ {−K, . . . ,K}. The de-
nominator can have values between −K2 − 1 and K2 − 1,
possibly not all of them. The absolute value of the denominator
P = |mm̂ − 1| defines a set of possible α’s: α = 2npi/P ,
for p ∈ {0, ⌊P/2⌋}. Additionally, α̂ must also be in this set.
This set has ⌊P/2⌋ + 1 elements, and there can be at most
(⌊P/2⌋+ 1)⌊P/2⌋ equivalent pairs (for a given P). Thus, the
total number of pairs is bounded by:
K2+1∑
P=2
(⌊P/2⌋+ 1)⌊P/2⌋ < (K2 + 1)3. (16)
C. Behaviour of the bound in (6)
Theorem 2 provides a bound to guarantee that the DIRACh-
let algorithm results in a unique solution for b. One may
wonder about the tightness of this bound for different values of
K. As K grows, the scale of the Dirichlet kernel also grows.
In fact, the maximum value of the kernel (at ω = 0) is equal to
2K+1. In the following lemma, we show that the gap between
the actual bound, shown in Figure 7 by a black dashed line,
and the bound introduced in Theorem 2 converges to a small
constant factor of the maximum of the kernel.
Lemma 3. Define the gap between the bound introduced in
Theorem 2 and the actual bound shown in Figure 7 as
γ = |Y (ejωt2 )| − Y (ejωm3 ) .
Then,
lim
K→∞
γ
2K + 1
≤
4
15pi
≈ 0.085 .
Proof: We can use the strictly decreasing property of
the envelope to show that the kernel satisfies Y (ejωt3 ) <
Y (ejωm3 ). Thus,
lim
K→∞
γ
2K + 1
≤ lim
K→∞
ξ(ωt2)− ξ(ωt3)
2K + 1
=
4
15pi
.
This lemma is verified experimentally in Figure 8. As the
figure shows, the bound converges quickly to 4/15pi as K
grows.
Fig. 8: The gap between the actual bound and the bound in
Theorem 2. The x axis shows different values of K while the
y axis shows the value of the gap, γ/(2K + 1).
D. Non-unique solutions
In Theorem 2, we showed that non-unique solutions have
measure zero. We have also presented an algorithm that returns
all valid solutions; recall that it actually first returns a set of
candidate solutions and then retains only the valid ones in an
additional step.
In the cases of multiple valid solutions, we have also
considered their structure. Experimentally, we have observed
that there are two cases. When α ≤ pi/K, the valid solutions
only occur when s = −1, 0, 1. It is easy to prove that these
values of s lead to valid solutions, for α ≤ pi/K; however, we
have been unable to prove that they are the only cases. Finally,
when α > pi/K, we have been unable to deduce anything
about the structure of the valid solutions.
IV. POLYNOMIALS AND RATIONAL FUNCTIONS
In this section, we consider polynomials warped such that
the sampling positions are constrained by a rational function.
We give a uniqueness result and propose an iterative algorithm
that aims to find the unique solution.
Let f be a polynomial of degree K:
f(x) =
K∑
k=0
akx
k ,
where the coefficients ak ∈ R are unknown. Next, assume that
we uniformly sample the composite function h = f ◦ ϕ; i.e.,
our measurements are yn = h(nT ) = f(ϕ(nT )). As explained
earlier, as well as thinking of ϕ(x) warping f , we can also
consider ψ = ϕˆ ◦ ϕ−1 constraining the possible sampling
positions.
We now prove that the polynomial exactly fitting the sam-
ples is unique, if ψ is a rational function with the degree of
its denominator not smaller than the degree of its numerator.
In addition, we will propose a simple iterative algorithm,
which attempts to find this unique solution. The algorithm
employs a simple Alternating Least Squares strategy similar
to Browning [16].
The uniqueness result is the following lemma.
Lemma 4. Let F be the space of polynomials of degree at
most K. Let f be the sampled polynomial and let 0 ≤ x0 <
x1 < · · · < xN−1 ≤ T be the original sample positions. Let
9xˆn be any other sample positions satisfying the constraint ψ;
i.e. xˆn = ψ(xn). Let
ψ(xn) =
p(xn)
q(xn)
for all n ∈ [0 . . . N − 1], (17)
where p and q are irreducible polynomials with degrees
satisfying: deg(p) ≤ deg(q). If the number of samples N >
K(deg(q) + 1), then there is no polynomial g ∈ F , f 6≡ g
such that f(xn) = g(xˆn) for all n.
To prove the lemma, we use the fact that the polynomial g
would have to have a higher degree than f in order to match
N > K(deg(q) + 1) samples.
Proof: Let g ∈ F be a polynomial such that
g(xˆn) = g
(
p(xn)
q(xn)
)
= f(xn) for alln ∈ [0 . . . N − 1],
and let Kp = deg(p) and Kq = deg(q). For every xn, the
following equation is satisfied:
K∑
k=0
akx
k
n =
K∑
k=0
bk
(
p(xn)
q(xn)
)k
, (18)
where ak and bk, k = 1, . . . ,K are the coefficients of the
polynomials f and g, respectively. We can rewrite this as
(q(xn))
K
K∑
k=0
akx
k
n =
K∑
k=0
bk(p(xn))
k(q(xn))
K−k. (19)
This equation defines a polynomial with degree at most κ =
max(KqK+K,KpK). But, since Kq ≥ Kp, κ = (Kq+1)K.
If the degree of f is not zero, the left hand side of (19)
cannot be equal to the right hand side everywhere. Therefore,
(18) has at most κ solutions and hence the polynomial f is
unique, provided that n > (Kq + 1)K.
If f is a constant (degree 0), it is possible that both sides
of (19) are equal everywhere but this can only occur if f ≡ g.
Once the solution is unique for a certain constraint ψ,
it is also unique for the corresponding warping function ϕ.
Therefore, theoretically, a non-convex optimization method
can be used to recover the sample positions and warping
parameters.
To begin with, the error we can optimize is the difference
between the true sample values and the re-estimated sample
values. We choose the standard Mean Squared Error (MSE).
In the constrained case, it has the following form:
C(xˆ, aˆ) = ‖V(xˆ)aˆ− y‖2, (20)
where aˆ is an estimated vector of coefficients of f and V is
an interpolation matrix at points xˆ = [xˆ0, . . . , xˆN−1]. In the
polynomial case, V(xˆ) is the Vandermonde matrix consisting
of the powers of xˆ = [xˆ0, . . . , xˆN−1]:
V(xˆ) =

 xˆ0 xˆ1 . . . xˆK

 =


1 xˆ1 . . . xˆ
K
1
1 xˆ2 . . . xˆ
K
2
...
...
. . .
...
1 xˆN−1 . . . xˆ
K
N−1

 .
For simplification from now on we shall use V for V(x).
We wish to find the sample positions xˆ and polynomial
coefficients aˆ that solve the following optimization problem:
xˆ, aˆ = argmin
xˆ,aˆ
C(xˆ, aˆ).
When the conditions of Lemma 4 are met, we have aˆ = a and
xˆn = xn for all n ∈ [0 . . . N − 1].
Unfortunately, (20) is non-convex and thus the problem is
difficult to solve in practice. We utilize an alternating least
squares (ALS) algorithm with the following two steps:
1) Fix the matrix V and solve for the coefficients aˆ using
ordinary least squares (OLS).
2) Fix the vector aˆ and make one step of gradient descent
with respect to xˆ.
The gradient step is the part of the algorithm that depends
on the warping. In the general case, with no constraints but
fixed aˆ, the derivative of C in the direction xn is
∂C
∂xn
= 2
((
Vaˆ
)
n
− fn
)( ∂V
∂xn
aˆ
)
n
,
where (·)n denotes the n-th element in the vector. Therefore,
the gradient can be written as a column vector:
∇xˆC = 2(Vaˆ− f) ◦ (V
′aˆ),
where ◦ is the entrywise (Hadamard) product, and the entries
of V′ are (V′)n,k = kxˆ
k−1
n , counting from 0, so V
′aˆ is
the derivative of the polynomial fˆ evaluated at the points
xˆ0, . . . , xˆN−1.
In order to include the warping function xˆn = ϕ(nT,α),
we use the chain rule to replace the derivative over xn with
the derivative over α–the parameters of the transformation:
∇αC = Φ
′∇xC,
where Φ′ is a matrix of partial derivatives of φ(Tn,α) with
respect to the parameters:(
Φ′)i,n =
∂φ
∂αi
(Tn,α).
The matrix form of the gradient allows fast calculations. The
derivative matrix has to be recomputed every time, but one
expects the number of parameters to be small compared to
the number of samples. The OLS part is generally the most
expensive computationally and most sensitive to numerical
errors.
Naturally, full specification of the (ALS) algorithm requires
details of the step size and stopping criteria. This is described
in Section V with reference to the specific application. A
summary of the final algorithm is given in Algorithm 2.
V. SIMULATION RESULTS
We have presented two main scenarios for sampling at
unknown locations with constrained sampling positions: a
periodic bandlimited signal with an affine warping and a
polynomial with sampling positions constrained by a rational
function.
We now present simulation results for these two cases
separately. The simulation code will be available online.




