Abstract. In any quasi-metric space of homogeneous type, Auscher and Hytönen recently gave a construction of orthonormal wavelets with Hölder-continuity exponent η > 0. However, even in a metric space, their exponent is in general quite small. In this paper, we show that the Hölder-exponent can be taken arbitrarily close to 1 in a metric space. We do so by revisiting and improving the underlying construction of random dyadic cubes, which also has other applications.
Introduction
The representation of functions in terms special orthogonal expansions, like wavelet bases, is one of the central themes and tools in harmonic analysis, approximation theory, and their applications. While many kinds of useful wavelets have long been known in the Euclidean space R d and some other special geometries, the first comprehensive construction of regular orthonormal wavelet bases (and not just frames, which had been known before [4] ) in abstract metric or even quasi-metric spaces was only recently obtained by Auscher and one of us [1] . More precisely, it was shown in [1] that any space of homogeneous type (X, d, µ) in the sense of Coifman and Weiss (i.e., a quasi-metric space equipped with a doubling measure) supports an orthonormal basis ψ That is, ψ k α is localized in a ball B(y k α , δ k ), up to an exponentially decaying tail, and satisfies a Hölder-continuity estimate of exponent η on the scale δ k . The main theme of this paper is the value of the Hölder-exponent η above. The construction of [1] shows that it is some small but strictly positive number, η > 0, and this is essentially the best that one can hope for in a general space of homogeneous type; indeed, it is known that there may only exist non-trivial Hölder-continuous functions for Hölder-exponents below a small threshold.
However, if we restrict ourselves to the most important case of actual metric spaces, the situation changes drastically. Now the distance itself is Lipschitz-continuous in both variables, and an abundance of other Lipschitz-continuous functions may be easily derived from it. Thus it is perfectly reasonable to inquire about the existence of Lipschitz-continuous wavelets (i.e., η = 1 above), but the construction offered in [1] does not seem to capture any substantial benefit from the restriction to an actual metric.
In this paper, we address the problem by offering a different construction of the metric wavelets, which allows us to obtain Hölder-regularity of any exponent η < 1, strictly below but arbitrarily close to one. More precisely, we offer a new construction of the random dyadic cubes that served as the working engine of [1] . In fact, the Hölder-regularity of the wavelets is a direct reflection of the probabilistic boundary regularity of the random dyadic cubes: given a point x ∈ X , its probability of ending up close to the boundary of a random cube Q k α of side-length δ k satisfies (1.1)
The notion of random dyadic cubes has been instrumental for several recent advances in harmonic analysis, both in Euclidean [7, 15, 13, 17] and more abstract spaces [16] ; however, aside from the construction of wavelets, the value of the boundary exponent η in (1.1) seems to be inessential for most of these applications, as long as it is positive. In metric spaces, the construction of these random cubes was first given by Martikainen and one of us [11] , and then simplified and elaborated in [9] and further in [1] . In all these papers, the starting point of the randomization was the well-known deterministic construction due to Christ [2] . The abstract cubes of Christ are determined by two objects: the centre-points z k α , and a partial order ≤, the "parent-child" relation, which determines the inclusion properties between cubes of different generations. When randomizing his construction in [1, 9, 11] , it hence appeared natural to randomize both the choice of the centre-points and that of the parent-child relation. Our present approach differs from these in that we keep the centre-points fixed, and only randomize the parent-child relation, which is actually simpler than the earlier abstract constructions. The reason that this strategy was not discovered before is probably its deviation from the Euclidean intuition: in R d , the cubes of a given generation are determined by their centre-points alone, and the construction of random cubes amounts to randomly shifting these centres. In an abstract space, it was a natural first guess that we do at least the same, and then whatever additional corrections are necessary. Even in such problems, where the exact value of the boundary exponent η is irrelevant, we believe that our new approach may be useful for its simplicity.
We conclude the introduction by shortly discussing some motivation for our problem. Orthonormal wavelets serve as basic building blocks for resolutions of the identity in the style of the Littlewood-Paley theory, or the Calderón reproducing formula. Studying the rates of convergence of such resolutions for different functions naturally leads to function space norms of Besov or Triebel-Lizorkin type:
where s ∈ R is a smoothness index. However, generally speaking such norms are well-behaved (for instance, equivalent under different choices of the wavelet resolution) only if the smoothness index is bounded by the regularity of the wavelets, |s| < η. Our new construction, which provides wavelets of arbitrary Hölder-regularity η < 1, should open the way for the wavelet approach to the metric space theory of function spaces of any smoothness index s ∈ (−1, 1). Pursuing this line of research in detail is, however, left for future investigation. For earlier developments in this direction, but based on other resolutions of the identity than ones arising from wavelets, see e.g. the extensive theory of Besov and Triebel-Lizorkin spaces built by Han, Müller and Yang [5] , and the work of Yang and Zhou [18] on a classical problem of Coifman and Weiss [3] on the characterization of Hardy spaces on spaces of homogeneous type. However, the results of [5, 18] are set up in somewhat more restrictive "reverse doubling" spaces, a condition that was shown to be unnecessary for the metric wavelet theory of [1] , and likewise for its present elaboration. The paper is organized as follows. Section 2 collects the basic background from earlier related papers, Section 3 introduces general tools for handling the boundary regions of sets that we want to estimate, and the two subsequent sections present our new randomization of the dyadic cubes. Indeed, we provide two different randomizations serving different purposes: the aspects common to both versions are treated in Section 4, and the individual features of the two versions in Section 5. Finally, the application to the construction of wavelets is presented in Section 6.
Set-up, dyadic points and cubes
Throughout this paper (X, d) is a metric space that satisfies the following (geometrical) doubling property: there exists a constant M ∈ N := {0, 1, 2, . . .} such that for every x ∈ X and every r > 0, the open ball B(x, r) := {y ∈ X : d(x, z) < r} can be covered by at most M open balls of radius r/2. We call the space (X, d) a doubling metric space and the constant M the doubling constant of X. We need the following well-known properties of doubling metric spaces repeatedly in several proofs.
Lemma 2.1. For any doubling metric space (X, d) with a doubling constant M the following properties hold:
1) Any ball B(x, r) can be covered by at most M δ − log 2 M balls B(x i , δr) for every δ ∈ (0, 1]. 2) Any ball B(x, r) contains at most M δ − log 2 M centres x i of pairwise disjoint balls B(x i , δr) for every δ ∈ (0, 1].
Proof. See e.g. Lemma 2.3 of [6] .
Lemma 2.2. In every doubling metric space (X, d) for any δ > 0 there exists a countable maximal set A δ ⊆ X of δ-separated points:
Proof. Let x 0 ∈ X and r ≥ δ. By Lemma 2.1, a finite maximal δ-separated subset A 1 ⊆ B(x 0 , r) exists. Also by Lemma 2.1, for every k ≥ 2 there exists a finite maximal δ-separated subset
By construction, the set A k is δ-separated, finite and maximal in B(x 0 , kr) and thus, we can set
The minimum in the second condition is attained by the first condition and the doubling property of the space (X, d).
1) If we replace the minimum with infimum and allow the set A δ to be uncountable, the claim of Lemma 2.2 holds for even non-doubling metric spaces. We can prove this claim quite simply by applying Zorn's lemma to the collection of δ-separated subsets of X.
2) In particular, we can choose maximal sets of δ-separated points from any subset of X. If the subset is bounded and the space is doubling, the maximal set is finite.
2.1. Dyadic points. The following theorem gives us sets of so called dyadic points that resemble the centre-points of dyadic cubes in the Euclidean space.
Theorem 2.4. In every doubling metric space (X, d) for any δ ∈ (0, 1/2) there exist sets
where N k = {0, 1, . . . , n k }, if the space (X, d) is bounded, and N k = N otherwise.
If we weaken the property (2.7) to the form
the proof is quite simple when we use of the first part of Lemma 2.1 and induction (see e.g. Lemma 2.1 in [1] ). However, in the stronger form the proof becomes somewhat technical and will be postponed to Appendix A. By the proof and Remark 2.3, the claim of Theorem 2.4 holds for any metric space if we allow the sets A k to be uncountable and weaken the property (2.7) to the form
Next, let us formulate a lemma for the relation between the dyadic points or, more precisely, between the index pairs (k, α), k ∈ Z, α ∈ N k . We formulate the lemma in such a way that the properties of the non-random dyadic cubes in Theorem 2.9 hold also for the random cubes in later sections. For the non-random cubes, a bit simpler formulation would be sufficient (see Lemma 2.10 in [9] ). 
Then there exists a partial order ≤ among the pairs (k, α) such that
. . , l − 1 and for some γ k = α, γ k+1 , . . . , γ l−1 , γ l = β; then (l, β) and (k, α) are called one another's descendant and ancestor, respectively.
Proof. Since the sets A k , k ∈ Z, are indexed by natural numbers, we can talk about the smallest index α of every subset of
This is essential for the partial order we are defining.
Given a pair (k + 1, β), check whether there exists z
From these, we choose the one with the smallest index θ, and decree that (k + 1, β) ≤ (k, θ). In either case, we decree that (k + 1, β) is not related to any other pair (k, ν). We also decree that (k, α) ≤ (k, α) for every k ∈ Z and α ∈ N k and finally extend ≤ by transitivity to obtain a partial ordering.
Let
and thus, (k, α) has at least one child. On the other hand, if
We call r k the inner radius of level k and R k := 4r k the outer radius of level k. In a similar fashion, we call the ball B(z 
The proof of Theorem 2.9 is analoguous to the proof of Proposition 2.11 in [9] . Since we wanted to formulate Lemma 2.8 in a more general way than it was formulated in [9] , our inclusion property (2.13) is a bit weaker than in [9] . This is due to Lemma 3.1 in [9] : our formulation of Lemma 2.8 does not give as sharp a result as its formulation in [9] gives. However, for the results in this paper, this is insignificant.
In [9] it is also shown that in every doubling (quasi)metric space we can construct half-open dyadic cubes that resemble the standard half-open dyadic cubes in R n , but we do not need them in this paper.
ε-boundaries of sets and approximations of cubes
In this section we introduce two new definitions and prove some results related to them. Some results are somewhat technical but we need them in the following sections.
3.1. ε-boundaries of sets. Since we are interested in the boundary regions of cubes, let us define what we mean with boundary regions of sets.
The following properties of ε-boundaries are straightforward consequences of the definition.
For every ε, r > 0 and x ∈ X we have
c) The ε-boundary of a union of sets is a subset of the union of ε-boundaries of those sets:
d) The ε-boundary of an intersection of sets is a subset of the union of ε-boundaries of those sets:
3.2. Approximated dyadic cubes. As we saw in Lemma 3.2, the ε-boundaries of balls and their unions and intersections are fairly easy to handle. Thus, it is convenient for us to prove that the ε-boundary of a dyadic cube is a subset of the union of ε -boundaries of balls for some ε > 0. For this, we need a new definition.
where r k is the inner radius of level k and R k is the outer radius of level k.
By inspecting the proof of Lemma 2.8, we notice that the approximated cubes give us an alternative way to define the children of the pairs (k, α):
The approximated cube is a sort of rough version of the half open dyadic cube Q k α : it gives us some idea of the structure of the actual cube but it does not give us all the details. For example, the approximated cubes partition the space but they cannot be expressed as a union of smaller approximated cubes. Their structure depends highly on the indices α ∈ N k .
Using the basic properties of doubling metric spaces, we can prove the following properties of approximated dyadic cubes.
Lemma 3.7. Every x ∈ X can belong to at most p ε-boundaries of approximated cubes, where 
for some points z k θi ∈ A k and z k θj ∈ A k . In particular, the ε-boundary of an approximated cube is a subset of union of ε-boundaries of at most 2 + 2M 4 balls, 1 + M 4 of which are inner balls and 1 + M 4 of which are outer balls.
we label these θ as θ j , j = 1, 2, . . . , M 4 . Using these observations, Lemma 3.2 and the definition of the approximated cube, the claim follows.
As we mentioned earlier, we want to show that the ε-boundary of a cube is a subset of ε -boundaries of balls and their unions and intersections for some ε > 0. By Lemma 3.8, it suffices to show that the ε-boundary of a cube is a subset of ε -boundary of an approximated cube for some ε > 0. Let us prove this in the next lemma.
Lemma 3.9. For ε > 0 and k ∈ Z we have
for every m ∈ N ∪ {∞}. for some ν = α. By (3.12), we know that d(z , z k+1 γ We can prove the property (3.11) now easily. Since every cube can be expressed as a union of its descendant cubes, using Lemma 3.2 and the property (3.10) gives us
for every i ∈ N. The claim follows from taking the intersection over i = 1, 2, . . . , m.
Randomizing the dyadic system
The structure of the dyadic cubes in Section 2 depends on two things: the dyadic points z k α and the relation ≤ between the pairs (k, α), k ∈ Z, α ∈ N k . If we chose different dyadic points or different indices α for them or defined the relation differently, the structure of the whole system would change. Randomizing the points and the relation on every different level k ∈ Z gives us a system that has the following property: the probability that a fixed point ends up near the boundary of a cube of a fixed generation k is at most Cε η where ε tells us about the size of the boundary region and η is a number from the interval (0, 1) (see Theorem 2.13 in [1] ). We can sharpen this result by taking a different approach: we randomize only the relation. More precisely, we will do this by randomizing the inner and outer radii that we discussed in Section 2.
Since we want the random cubes to have the same properties as the non-random cubes, let us make sure that the assumptions of Section 2 hold. Let δ ∈ (0, 1/60] and A k be the sets of dyadic points as in Theorem 2.4. We will specify the choices of the following objects later but for now, let Ω be a sample space, a k : Ω → {0, 1, 2, . . . 1/δ } a random variable for every k ∈ Z and P a probability measure such that
for every k ∈ Z and T ∈ {0, 1, 2, . . . , 1/δ }. We denote
Then the assumptions of Lemma 2.8 are satisfied and we can use Theorem 2.9 to construct a system of dyadic cubes 
4.1.
A probabilistic lemma. Our main intrests with random dyadic systems are related to two different sample spaces and probability measures. Although the measures are different, some claims hold for both of them. The next lemma is important for the later sections. Lemma 4.2. Let k ∈ Z and m > 0. For ε > 0, a point y ∈ X and a uniformly distributed random variable a : Ω → {0, 1, 2, . . . , 1/δ } we have
Proof. The proof is straightforward. First, we notice that
The length of this open interval is 2ε/mδ
k+1 and thus, at most 2ε/mδ k+1 integers belong to this interval. Since a is uniformly distributed and a(ω) ∈ {0, 1, . . . , 1/δ } for every ω ∈ Ω, we see that
which proves the claim.
Remark 4.4. We will apply Lemma 4.2 for situations where ε ≤ 4δ k+1 and m ∈ {1, 1/4}. For these values we have
Two different random dyadic systems
As the title suggests, in this section our goals are related to two different random dyadic systems. Our first intrest is to introduce the so called independent random dyadic systems and prove their property of small boundary regions with respect to the natural probability measure. After this we construct boundedly many adjacent dyadic systems and prove some of their properties using convenient probabilistic arguments. Both kinds of systems, with somewhat different conditions, were already known from [11] and [9] , respectively. The present approach not only improves but also unifies these constructions, in that both systems are here viewed as special cases of the general randomization procedure introduced above. The proofs related to both of these systems rely on the results of Section 3 and Lemma 4.2.
Independent random dyadic systems.
In an independent random dyadic system we randomize the inner and outer radii independently for every level k ∈ Z. We can do this by using the sample space
with the natural product probability measure P ω that satisfies (4.1) for the random variables a k : Ω → {0, 1, 2, . . . , 1/δ },
We call the collection D δ := {D(ω) : ω ∈ Ω} an independent random dyadic system although it is actually a collection of systems of dyadic cubes.
The following theorem shows us that our independent random dyadic systems satisfy a sharper smallness of boundary condition than the random systems in [1, 9, 11] . Theorem 5.2. Let ε > 0. For an independent random dyadic system with δ ∈ (0, 1/(84M 8 )) we have We call the number η δ the boundary exponent of D δ .
Proof of Theorem 5.2. First, notice that because
Hence, we can assume that ε ≤ δ k+1 . Let L > 0 be the natural number such that
for every m ≤ L and ω ∈ Ω. Thus, we see that
By Lemma 3.7, we know that there are at most M 4 approximated cubes of given level that contain x. Furthermore by Lemma 3.8, we know that every ε-boundary of an approximated cube is a subset of a union of at most 4M 4 ε-boundaries of balls, 2M 4 of which are inner balls of radius r k+m (ω) = (1/4)(δ k+m + ω k+m δ k+m+1 ) and 2M 4 of which are outer balls of radius
Thus, by Remark 4.4, we see that
Since Cδ = δ log(Cδ)/ log δ = δ η δ and η δ ≥ 0, we see that
which is what we wanted.
As a simple corollary of Theorem 5.2 we get the following result.
Corollary 5.5. For every x ∈ X and a dyadic cube Q k α (ω) we have
The corollary holds also for the random dyadic cubes in [9] and [1] (see Theorem 5.6 in [9] and Theorem 2.13 in [1]).
5.2.
Boundedly many adjacent dyadic systems. In R n it is very easy to construct a finite number of adjacent dyadic systems without adding a random element to the systems: one example of these systems is
as in [10] . In general doubling metric spaces it is perhaps easier to think of the similar systems as a special case of the random dyadic systems since this makes it possible to use probabilistic arguments in the proofs.
With an independent random dyadic systems we used an infinite sample space and thus we had an infinite number of different dyadic systems. By taking a finite sample space
the natural probability measure on a finite set and the random variable a : Ω → {0, 1, 2, . . . , 1/δ }, a(ω) = ω, we get only a finite number of systems but at the same time we give up the independence we used previously. In other words, every ω ∈ Ω defines all the radii of all the cubes of every level in the same way. Namely: we have r k (ω) :
The benefit of adjacent dyadic systems is to provide an efficient tool for approximating geometric objects (like arbitrary balls, which are uncountable in number and often require subtle covering lemmas to deal with) by dyadic ones (like dyadic cubes, which are countable in number and have essentially trivial covering properties). Here we show that the adjacent dyadic systems just described have the following approximation property, which strengthens the earlier versions in abstract spaces: Theorem 5.9. Let X be a doubling metric space and δ < 1/(168M 8 ), where M is the doubling constant of X. Let D(ω), ω ∈ Ω, be the adjacent dyadic systems as defined after (5.8). Then for every ball B := B(x, r) ⊆ X and every p ∈ N, there is an ω ∈ Ω and a cube Q ∈ D(ω) such that
is the radius of B and Q (p) is the unique ancestor of Q of generation k − p.
We make a few remarks on the history and applications of this kind of results. Without the last condition (5.12), the analogous theorem is well known in R n for the system (5.7). The extension to metric spaces (still without (5.12)) was obtained in [9] and applied to weighted norm inequalities in [9, 12] . In R n , the analogue of Theorem 5.9 with all conditions was established in [10, Lemma 2.5], again with applications to weighted norm inequalities in the same paper. Motivated by its usefulness, and with potential metric space extensions of [10] in mind, we here extend this stronger version to doubling metric spaces, noting that the previous non-probabilistic construction in [9] does not seem to allow for such a strengthening. Our new construction allows us to use the results of Section 3 and Lemma 4.2, which help us to give a fairly straightforward proof for the theorem.
Proof of Theorem 5.9. Let B(x, r) ⊆ X. Choose k ∈ Z such that δ k+2 < r ≤ δ k+1 . By Lemma 3.7, there are at most M 4 indices α such that x ∈ ∂ δ k+1 A k α and by Lemma 3.8, we know that the ε-boundary of an approximated cube is a subset of at most 4M 4 ε-boundaries of balls. 2M 4 of these balls are inner balls of radius r k (ω) = (1/4) δ k + ωδ k+1 and 2M 4 of these balls are outer balls of radius R k (ω) = 4r k (ω). Thus, we get
and furthermore
Similarly,
and therefore
Thus the complement event has probability 1 − 168M 8 δ > 0. Hence, there exists an ω ∈ Ω such that
We also see that
which completes the proof.
Application: Hölder-continuous splines and wavelets
In this section we indicate the consequences of our new random cubes for the existence of Hölder-continuous spline and wavelet bases in abstract metric measure spaces. As mentioned before, we can essentially just feed our new cubes into the construction of [1] and collect the results. For concreteness, let us nevertheless recall the relevant definitions.
Besides being of independent interest, the spline functions serve as a natural intermediate step between the random cubes and the wavelets. Thus we consider them first. Let (X, d) be a doubling metric space. bounded support:
where {p αβ } β is a finitely nonzero set of nonnegative coefficients with α p k αβ = 1. The indices k and α run respectively over Z and N if X is unbounded, or over {k ∈ Z : k ≥ k 0 } and {0, 1, . . . , n k } for some finite k 0 ∈ Z and n k ∈ N if X is bounded.
We call the splines Hölder-continuous of exponent η if
If η = 1, we call the splines Lipschitz-continuous.
Although the properties (6.2) through (6.5) are already non-trivial, it is not difficult to provide simple systems of functions that satisfy them. For example, we can just take a system of nonrandom half-open dyadic cubes D := {Q Also observe that the refinement (6.5) is the only property that ties the splines of different generations k together. In the absence of this property, it is not difficult to construct systems of function with all other properties, even Lipschitz-continuous. Such systems are well known as partitions of unity. The point of spline functions is to make a sequence of partitions of unity compatible with each other in the sense of the refinement property (6.5) .
In the abstract set-up, this issue was first addressed in [1] , where the following connection with random dyadic cubes was established: (The result is not explicitly formulated in this way in [1] , but it can be easily read from the proof of Theorem 3.1 in [1] .) Theorem 6.6 ([1]). If a doubling metric space supports an independent random dyadic system D of boundary exponent η, then it also supports a system of Hölder-continuous splines with the same exponent η. In fact, such a system can be defined by
. In [1] , this gave the existence of Hölder-continuous splines with some small exponent η > 0; combined with our new Theorem 5.2, it gives the following: Corollary 6.8. In every doubling metric space there exists a system of Hölder-continuous spline functions of every exponent η ∈ [0, 1).
We then proceed to wavelets. The setting is now a doubling metric space (X, d) equipped with a Borel measure µ with the doubling property µ(B(x, 2r)) ≤ Cµ(B(x, r)). 
The indices k and α run over similar sets as in the case of splines. We call the -localized wavelets Hölder-continuous of exponent η if
If η = 1, we call the wavelets Lipschitz-continuous.
Let us notice that on R d or other symmetric spaces, one usually imposes additional self-similarity properties on the wavelets. However, these are hardly meaningful in the generality that we consider, so we insist on this reduced definition.
Two main cases of -localization that we have in mind are:
• perfect localization: = 1 [0,c] for some finite c ∈ (0, ∞).
• exponential localization: (x) = exp(−γx) for some γ > 0. Without the Hölder-continuity requirement, perfect localization is achieved by the Haar functions, which are readily constructed from the indicators of (non-random) dyadic cubes in the generality of abstract spaces (see e.g. [8] ).
The existence of Hölder-continuous wavelets with perfect localization (akin to the celebrated Daubechies wavelets on R d ) remains an interesting open problem in abstract metric spaces. For exponential localization, the following connection with the spline bases was established in [1] : (Once again, this explicit statement is not found in [1] , but it can be readily read from the considerations in [1] , Sections 5 and 6.) Theorem 6.12 ([1]). If a doubling metric space supports a system of Hölder-continuous splines with exponent η, then it also supports a Hölder-continuous wavelet basis of exponential localization, with the same Hölder-exponent η.
In fact, the construction essentially adapts a classical algorithm from [14] , but it is somewhat more complicated than the simple formula (6.7), so we refer to [1] for details. Let us only point out that the wavelets constructed in this way will be localized around points y k α , where
and Z k := {z k α } α is the point set related to the corresponding splines. In [1] , Theorem 6.12 gave the existence of Hölder-continuous wavelets with some small exponent η > 0; combined with our new Theorem 5.2 (and Theorem 6.6) it gives: Corollary 6.13. In every doubling metric space there exists a basis of Hölder-continuous wavelets with exponential localization, for any Hölder-exponent η ∈ [0, 1).
We conclude by summarizing some of the related open problems:
Open problem 6.14. Do the following systems of functions exist in every doubling metric (measure) space:
(1) a system of independent random dyadic cubes with boundary exponent one? (2) a system of Lipschitz-continuous splines? By Theorem 6.6, an affirmative answer to (1) would imply an affirmative answer to (2) , which would in turn imply an affirmative answer to (3) by Theorem 6.12, but potentially there could be other approaches to these problems. The last question (4) appears to be disjoint from these direct chains of implications, but it is nevertheless recorded due to its natural proximity.
Appendix A. Construction of dyadic points
In this appendix, we give a proof of Theorem 2.4 on the existence of systems of dyadic points in an abstract metric space.
For clarity, let us define couple of different types of sets:
Definition. Let S be a set and E be another set, which may or may not contain S.
i) The set S is r-separated if any two distinct points x, y ∈ S satisfy d(x, y) ≥ r.
ii) The set S is maximal r-separated within E if S ∪ {z} is not r-separated for any z ∈ E \ S. iii) A set R is r-separated extension of S within E if S ⊆ R ⊆ S ∪ E and R is also r-separated.
For example, the set {1} is a maximal 1-separated within the interval (0, 1). It is an immediate consequence of Zorn's lemma that if S is r-separated and E is another set, then there exists a maximal r-separated extension of S within E.
Proof of Theorem 2.4. We construct sets C n k , for integers 0 ≤ k < n < ∞, with the following properties:
(1) C n k is increasing in n and decreasing in k; (2) C In the initial step, let C 1 0 ⊆ B(x 0 , ∆ − 1) be a maximal one-separated set that contains x 0 . In the inductive step, we assume that C n k has already been constructed for all (n, k) ≺ (m+1, j), in such a way that all above listed properties (1) through (5) hold, whenever the relevant indices are smaller than (m + 1, j) with respect to ≺. Our task is to construct C m+1 j in such a way that these properties stay valid whenever the relevant indices are smaller than or equal to (m + 1, j). is ∆ i -separated, and we know this for both sets individually, so 
