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ABSTRAK 
 
Backpropagation neural network (BNN) merupakan salah satu metode 
machine learningyang sesuai untuk analisis data kualitatif (data biner). BNN ini 
digunakan untuk mendapatkan akurasi yang tinggi dari hasil analisis. Akurasi yang 
tinggi dapat diperoleh dengan menggunakan algoritma resilient BNN. Oleh karena itu 
penelitian ini akan menerapkan metode resilient BNN untuk mengoptimumkan 
akurasi berdasarkan hasil analisis prediksi financial distress dengan logostic 
regression (LR).Hasilanalisismenunjukkanbahwa akurasi yang dihasilkan dengan 
resilient BNN meningkat 23.81% dari analisis sebelumnya, yaitu menggunakan 
LRdengan akurasi sebesar 66.67%. Akurasi optimum pada resilient BNN ini terjadi 
pada penggunaan 7 hidden layer. 
 
Kata kunci : akurasi, backpropagation neural network, financial distress, logistic 
regression,resilient BNN 
 
 
1. PENDAHULUAN 
Artificial neural network (ANN) adalah salah satu metode machine learning yang 
sering digunakan untuk pemodelan atau prediksi. Pemodelan yang sering 
menggunakan ANN adalah pemodelan data kualitiatif atau analisis data biner. ANN 
ini mampu memecahkan kasus nonlinier pada klasifikasi dan dapat memberikan 
akurasi yang tinggi [1]. Backpropagation neural network (BNN) adalah salah satu 
bagian dari ANN yang paling efektif untuk analisis data biner [2].Namun BNN ini 
cenderung lambat untuk mencapai konvergen dalam mendapatkan akurasi yang 
optimum. Menurut Chen dan Su [3], algoritma resilient adalah salah satu algoritma 
terbaik pada BNN untuk mengatasi konvergensi yang lambat dan mampu 
mendapatkan akurasi yang tinggi. Hal tersebut telah dibuktikan oleh Kişi dan 
Uncuoğlu yang membandingkan algoritma conjugate gradient, Levenberg-Marquardt, 
dan resilient. Hasil analisis menunjukkan bahwa algoritma resilient BNN 
memberikan akurasi yang paling tinggi dari dua algoritma yang lain. 
Berdasarkan uraian di atas, penelitian ini akan menerapkan metode BNN dengan 
algoritma resilient untuk mengoptimumkan akurasi dari prediksi financial distress 
dengan logistic regression (LR). Financial distress adalah suatu kondisi dari sebuah 
perusahaan yang mengalami kesulitan keuangan selama beberapa tahun berturut-
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turut. Financial distress ini merupakan salah satu penyebab terbesar dari bankrutnya 
sebuah perusahaan [4]. Hasil prediksi financial distress dengan LR yang akan 
diperoleh, kemudian akurasi yang dihasilkan akan dioptimumkan dengan 
menggunakan algoritma resilient BNN. 
 
II.METODE PENELITIAN 
 
 Penelitian ini menggunakan data financial distress yang berasal dari bursa efek 
Indonesia dengan respon berupa data biner, yaitu “1” untuk perusahaan yang 
mengalami financial distress dan “0” adalah untuk perusahaan yang tidak mengalami 
financial distress. Prediktor-prediktor yang diduga mempengaruhi terjadinya financial 
distress adalah 1) ukuran komite audit (X1), 2) frekuensi pertemuan audit (X2), 3) 
proporsi komite audit independen (X3), 4) ukuran dewan direksi (X4), 5) ukuran 
dewan komisaris (X5), 6) kepemilikan manajerial (X6), dan 7) kepemilikan 
institusional (X7). 
 Penelitian ini akan menggunakan algoritma resilient BNN untuk mendapatkan 
akurasi yang lebih tinggi dari hasil prediksi financial distress dengan menggunakan 
LR. Resilient BNN merupakan salah satau metode dari ANN. ANN adalah 
metodemachine learing yang menyerupai jaringan syaraf otak yang mempunyai 
bentuk yang fleksibel dan mampu menginterpretasi parameter-parameter yang tidak 
dapat dijelaskan pada model parametrik [5]. BNN merupakan bagian dari ANN yang 
sering disebut sebagai supervised learning. Metode ini merupakan salah satu metode 
yang sangat baik dalam menangani masalah pengenalan pola-pola kompleks. Pada 
jaringan backpropagation, setiap unit yang berada di input layer terhubung dengan 
setiap unit yang ada di hidden layer. Setiap unit yang ada di hidden layer terhubung 
dengan setiap unit yang ada di output layer. Pada jaringan backpropagation terdiri 
dari banyak lapisan (multilayer network) [6]. Jaringan backpropagation pada training 
terdapat tiga tahapan, yaitu: 
1. Tahap feedforward pada input 
2. Tahap perhitungan dan backpropagation dari error 
3. Tahap update bobot dan bias. 
 
JURNAL INSTEK                                                                               VOLUME 2 NOMOR 2 APRIL 2017 
 
 
103 
 
Algoritma dari metode BNN adalah sebagai berikut. 
Langkah 0 : Menentukan pembobot 
Langkah 1 : Selama kondisi konvergen belum dicapai, maka melakukan langkah 2–
9. 
Langkah 2 : Setiap pasang pada data training, melakukan langkah 3-8. 
Tahap feedforward : 
Langkah 3 : Masing-masing unit pada input  , :1,2, ,iX i n  diterima oleh input 
layer iX dan diteruskan pada hidden layer  , :1,2, ,jZ j p . 
Langkah 4 : Masing-masing hidden layer menjumlahkan hasil pembobot pada input 
layer dan ditambahkan dengan bias. 
Langkah 5 : Untuk setiap output layer  , :1,2, ,kY k m  dikalikan dengan bobot dan 
dijumlahkan serta ditambahkan dengan biasnya. 
Backpropagation dari error : 
Langkah 6 : Setiap output layer  , :1,2, ,kY k m menerima pola target yang sesuai 
dengan pola input pada training dan menghitung error  k yang 
digunakan untuk mendapatkan bobot terkoreksi dan bias. 
Langkah 7 : Setiap hidden layer  , :1,2, ,jZ j p meghitung  j  kemudian 
digunakan untuk menghitung bobot terkoreksi dan bias antara input dan 
hidden layer. 
Update pembobot dan bias : 
Langkah 8 : Masing-masing output layer  , :1,2, ,kY k m meng-update nilai 
pembobot dan bias  :1,2, ,j p  dan setiap hidden layer 
 , :1,2, ,jZ j p meng-update pembobot dan bias  :1, 2, ,i n sehingga 
mendapatkan pembobot dan bias yang baru. 
Langkah 9 : Uji kondisi berhenti (sudah konvergen), maka iterasi berakhir 
 Pada tahapan untuk mendapatkan bobot akan menggunakan optimasi dengan 
algoritma resilient, karena konvergensi pada BNN berjalan lambat. Selain mampu 
mengatasi konvergensi yang lambat, resilient BNN mampu menghasilkan akurasi 
prediksi yang tinggi, dan estimasi parameter yang lebih akurat [3]. Model umum dari 
resilient BNN adalah: 
  0
1 1
pJ
j oj ij i
j i
o w w f w w x
 
 
   
 
 x   
dengan : 
0w  : intercept pada output 
0 jw  : intercept pada hidden layer 
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jw  : pembobot dari masing-masing hidden layer ke output 
ijw  : pembobot dari masing-masing input ke hidden layer 
 f z  : fungsi aktivasi 
j : menyatakan banyaknya jumlah hidden layer 
i : menyatakan banyaknya input yang digunakan  
 Pada optimasi ini yang pertama dilakukan adalah melakukan update dan 
mengontrolbobot pada setiap simpul. Dengan perubahan pembobot sebagai berikut: 
 
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 t
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E
w


adalah jumlah nilai informasi gradient dari semua pola. Sebelum mendapatkan 
update pembobot, maka terlebih dahulu mendapatkan nilai update terbaru 
 t
ij
 . Proses 
ini didasarkan pada adaptasi dependen seperti adaptasi pada learning-rate. 
Dengan 
 t
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  sebagai berikut : 
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dimana 0 1     . Algoritma dari optimasi resilient dapat dibagi menjadi dua 
bagian, yaitu bagian pertama tentang step-size seperti pada persamaan di atas. Jika
ij
E
w


memiliki tanda yang sama pada iterasi yang berturut-turut maka step-size 
meningkat. Sedangkan jika ada perubahan tanda, maka step-size menurun. Step-size 
ini dibatasi oleh parameter 
min
  dan 
max
 . Berikut adalah penjelasan kedua dari 
algoritma resilient, yaitu update bobot : 
Langkah pertama : menentukan nilai awal dari , 
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Langkah kedua : mendapatkan update bobot hingga konvergen 
a. Menghitung gradien 
 t
ij
E
w

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b. Menghitung update bobot dan bias dengan cara: 
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   1
0
t t
ij ij
E E
w w
  
     
then 
    
 
 
 
     
   
1
max
1
1
min ,
t t
ij ij
t
t t
ij ij
ij
t t t
ij ij ij
t t
ij ij
E
w sign
w
w w w
E E
w w
 


    
 
      
  
  
 
  
 
else if
   1
0
t t
ij ij
E E
w w
  
     
then
    
   
     
 
1
min
1
1
1
max ,
0
t t
ij ij
t t
ij ij
t t t
ij ij ij
t
ij
w w
w w w
E
w
 



    
  
 
 
 
 
 
else if
   1
0
t t
ij ij
E E
w w
  
     
then
 
 
 
     
   
1
1
t
t t
ij ij
ij
t t t
ij ij ij
t t
ij ij
E
w sign
w
w w w
E E
w w


  
        
 
  
 
  
 
} 
(proses diulang sampai konvergen) [7],[8]. 
 
 
III.HASIL DAN PEMBAHASAN 
Analisis pertama yang dilakukan adalah memprediksi financial distress dengan 
menggunakan LR.Dari 210 jumlah data yang digunakan akan dibagi menjadi data 
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training dan testing dengan perbandingan 3:2. Langkah ini digunakan untuk 
mengetahui prediktor-prediktor yang berpengaruh terhadap terjadinya financial 
distress. Tabel 1 merupakan hasil dari analisis LR pada prediksi financial distress dan 
Tabel 2 merupakan akurasi dari hasil prediksi menggunakan LR. 
 
 
Tabel 1. LRpada Prediksi Financial Distress 
Variabel Koefisien SE Wald P 
Odds 
ratio 
X1 -1,296 0,640 4,104 0,043 0,274 
X2 -0,240 0,072 11,164 0,001 0,786 
X5(1) 0,990 0,450 4,833 0,028 2,690 
X7 2,450 0,953 6,603 0,010 11,588 
Konstan 3,239 2,046 2,506 0,113 25,517 
Tabel 2. Akurasi Pemodelan LR pada Prediksi Financial Distress 
Actual 
Prediction 
Sum 
FD Non FD 
FD 33 9 42 
Non FD 19 23 42 
Accuracy 66,67% 
 Berdasarkan Tabel 1 diketahui bahwa dari 7 prediktor yang diduga 
mempengaruhi kondisi financial distress pada 42 perusahaan di Indonesia hanya ada 
4 yang berpengaruh signifikan, yaitu ukuran komite auditfrekuensi pertemuan audit, 
ukuran dewan komisarisdan kepemilikan institusional (X7). Hal ini ditandai dengan 
iterasi terakhir dari LR menunjukkan bahwa p-value dari keempat prediktor tersebut 
lebih kecil dari alpha sebesar 0.05. Berdasarkan prediktor yang signifikan pada Tabel 
1 dapat terbentuk model LR untuk prediksi financial distress sebagai berikut. 
 
 
 
1 2 5 7
1 2 5 7
exp 3,239 1,296 0.240 0,990 2,450
1 exp 3,239 1,296 0.240 0,990 2,450
i
X X X X
X X X X

   

    
x  
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Tabel 2 menunjukkan hasil akurasi yang diperoleh dari prediksi financial distress 
menggunakan LR adalah sebesar 66.67%. Angka tersebut menunjukkan bahwa hasil 
prediksi kondisi financial distress yang tepat diklasifikasikan pada data aktual adalah 
sebesar 66,67%. Akurasi yang dihasilkan masih rendah, karena ada 33.33% hasil 
prediksi yang tdiak sesuai dengan data aktualnya. Oleh karena itu akan digunakan 
resilient BNN untuk meningkatkan hasil akurasi dari prediksi financial distress agar 
model yang terbentuk dapat merepresentasikan kondisi financial distress. 
Input yang digunakan pada resilient BNN ini berdasarkan hasil prediksi financial 
distress dengan menggunakan LR, yaitu hanya menggunakan empat prediktor 
signifikan. Simulasi ini dilakukan dengan menambahkan 1 hidden layer pada setiap 
kali running. Hasil simulasi resilient BNN untuk mendapatkan akurasi yang optimum 
dapat dilihat pada Tebel 3 dan Gambar 1. 
Tabel 3. Hasil Simulasi pada Resilient BNN 
Jumlah 
hidden 
layer 
Akurasi Error 
Banyak 
Iterasi 
1 56.45% 65.39 6428 
2 58.79% 62.27 10472 
3 62.44% 50.21 8266 
4 74.82% 42.04 21244 
5 79.66% 37.42 41529 
6 80.44% 34.25 88066 
7 90.48% 22.15 45346 
8 98.48% 24.28 52678 
9 90.48% 26.82 50281 
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Gambar 1. Akurasi Prediksi Financial Distress 
 
Simulasi pada resilient BNN untuk mendapatkan akurasi yang optimum 
dilakukan dengan menggunakan fungsi aktivasi log-sigmoid. Fungsi aktivasi ini 
adalah yang paling sesuai, karena bentuk dari persamaan log-sigmoid memiliki 
kesamaan dengan model LR untuk data biner. Simulasi dilakukan dengan 
menambahkan 1 hidden layer untuk setiap kali running. Akurasi yang dihasilkan dari 
penggunaan 1 hidden layer sampai 9 hidden layer terus mengalami peningkatan dan 
error yang dihasilkan semakin menurun. Dengan kata lain, semakin banyak 
penggunaan hidden layer, maka akan menghasilkan akurasi yang lebih tinggi. 
Titik optimum dari akurasi terletak pada penggunaan 7 hidden layer dan error 
yang dihasilkan adalah 22.15 dengan iterasi sebanyak 45346 kali. Akurasi yang 
dihasilkan yaitu sebesar 90.48%, sama seperti akurasi yang diperoleh pada 
penggunaan hidden layer sebanyak 8 dan 9. Namun, error yang dihasilkan pada 
penggunaan 7 hidden layer adalah yang paling rendah dari yang lainnya. Semakin 
kecil error yang dihasilkan, maka akan semaki baik hasil akurasi yang diperoleh. 
Berdasarkan hasil akurasi yang diperoleh diketahui bahwa hasil prediksi yang tidak 
tepat diklasifikasikan pada data aktualnya hanya 8.52%. Akurasi ini meningkat 
sebesar 23.81% dari hasil akurasi prediksi financial distress dengan menggunakan 
LR. 
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IV.PENUTUP 
 
KESIMPULAN 
Kesimpulan yang dapat diambil berdasarkan hasil analisis dari penelitaian yang 
telah dilakukan adalah faktor yang mempengaruhi kondisi financial distress pada 42 
perusahaan adalah ukuran komite audit, frekuensi pertemuan komite audit, ukuran 
dewan komisaris dan kepemilikan institusional. Hasil simulasi akurasi dengan 
menggunakan resilient BNN optimum pada pennggunaan 7 hidden layer  dengan 
hasil akurasi sebesar 90.48%. Akurasi yang dihasilkan meningkat sebesar 23.81% 
dari akurasi yang dihasilkan dengan LR, yaitu sebesar 66.67%. 
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