APPENDIX BAYES METHOD FOR KNOWN NUMBER OF OBJECTS IN EACH CLASS
Consider a set of N objects, consisting of Ni objects originating from population Ai, i = 1,. . . , k, so that N = Zf-, Ni. In order to classify the set of N objects, we measure a variable with pdf A for objects originating from population Ai. Let x1,x2;. .,x, be the measured values of the N objects, which are assumed to be independent. Now consider the N-tuple Gi = (gljt g2j, * * ' 3 Sp ' ' ' , gNj), indicating that the object with measured value xi originates from population A,, with gU E { 1,2,* * f ,k} for i= 1,2,* * a, N. The number of elements in Gj with value I is equal to N, (I = $2, + . . , k). A possible classification of the set of N objects can be represented by the N-tuple C=(C*,C~;~~ ,ci; . * , cN), where ci E { 1,2,. . . , k}, indicating that the object with measured value xi is allocated to class ci (there is no restriction on the number of elements in C with a specific value). We find for the mean number of misallocations, given the measured values x,, x2,. . . ,x,, according to C i=l where A(C, Gj) is the number of misallocations given Gj, N, equals the number of permutations of G, and P( G.) = 1 /N,. Now the classification C has to be chosen such that E(m) is a minimum. After some reduction of (5) that classification criterion becomes: choose C so that (6) is a minimum. Putting A(C, Gj) = CE iS(c,,g& with S(ci,gU) = 0 for ci =gii and S(ci,gO)= 1 for ci#gg, the ci can be chosen independently, so that the classification criterion becomes:
choose ci (i= 1,2,. . . ,k) so that is a minimum. With this latter classification criterion it is possible to allocate objects sequentially. However, the summation has to be done Nt = N!/(N,! N2!. . . ! Nk!) times so that for large values of N and (especially) k, this classification criterion is not currently useful in practice because of its long computation time.
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The author wishes to thank Prof.dr. The nearest neighbor (NN) rule [ l] - [3] assigns an unclassified sample to the same class as the nearest of the N stored labeled samples of the training set. The rule is simple, yet powerful, and with an unlimited number of samples, the risk in making an NN decision is never worse than twice the Bayes risk [l] . But, as all the labeled samples of the training set must be searched to classify a test sample, the NN method imposes large storage and computational requirements.
The condensed nearest neighbor (CNN) rule [4] , [9] retains the basic approach of the NN rule but uses only a subset of the training set of samples. This subset, when used as a stored reference set for the NN decision rule, correctly classifies all the samples belonging to the original training set. As the CNN method chooses samples randomly, internal rather than boundary samples are occasionally retained. Gates [5] has proposed the reduced NN modification of the CNN algorithm. Swonger [6] describes an iterative condensation algorithm for selecting a consistent subset of samples for use in a CNN decision rule. Ritter et al. [7] introduce an algorithm for a selective nearest neighbor decision rule. Tomek [8] presents two modifications of CNN by growing the condensed set using only samples close to the decision boundary. Chidananda Gowda and Krishna [ lo]-[ 121 have introduced the concept of mutual nearest neighborhood and a new similarity measure called the mutual neighborhood value (MNV). A two-stage algorithm of a modified CNN rule, making use of the MNV, will be described in the sequel.
II. CONCEPTS AND DEFINITIONS
We define the mutual neighborhood value between any two samples of a set as the sum of the conventional nearest neighbor ranks of these two samples with respect to each other. On the other hand, if we consider only k-nearest neighbors of each sample point, then if either Xi or Xi, or both, are not found in each other's k-nearest neighborhood, we say that Xi and Xi do not belong to the mutual neighborhood.
III. A MODIFIED CNN ALGORITHM
A two-stage algorithm for selecting a subset of samples for use in a modified condensed nearest neighbor decision rule is described. Here ORDER, STORE, and SIFT are three storage bins. 3) The first sample of ORDER is placed in STORE.
4) The next sample in ORDER is classified by the NN rule, using the samples that are present in s-roan. If the classification is wrong, add that sample to STORE. 5)
Step 4) is repeated till all the samples in ORDER are tested. 6) After one pass through ORDER, apply steps 4) and 5) to the samples retained in ORDER. Repeat this procedure until there are no transfers of samples from ORDER to sronu in a pass. The present contents of STORE constitute the first modified condensed training set.
Stage 2
When the deletion of a sample in the condensed subset produces no change in the classification of any member of the complete training set, the deleted sample may be excluded from the condensed set [5] . This idea is used to make a further 8) All the samples in ORDER are classified by the NN rule using the samples that are now present in STORE. If there is any misclassification, transfer Z back to STORE, else retain it in SIFT. 9) Steps 7) and 8) are repeated for all the samples in STORE. The final contents of STORE constitute the second modified condensed training set.
IV. EXPERIMENTAL RESULTS
An example described by Ritter [7] has been repeated here to bring out the efficacy of the proposed method. A two-class problem consisting of two-dimensional uniform distributions is generated according to the decision boundary (solid lines) shown in Figs. l-4. 400 samples, approximately 200 in each class, are generated from the distributions. In Figs. 1-4 , samples marked 1 or 3 belong to class 1, and samples marked 2 or 4 belong to class 2 in the training set. Samples marked 3 belong to class 1, and samples marked 4 belong to class 2 in the condensed training set.
When the CNN algorithm proposed by Hart [4] is applied to the data, it terminates giving a condensed subset containing 36 samples. The samples belonging to this subset are marked 3 (class 1) and 4 (class 2) in Fig. 1 . It can be observed that some of the samples belonging to the condensed training set are not at all near the decision boundary.
When the second modified CNN algorithm proposed by Tomek [8] is used on the data, the algorithm ends giving a condensed set with 34 samples as shown in Fig. 2 The first stage of the algorithm proposed in this paper yields a condensed set with 33 samples. This is illustrated in Fig. 3 . The application of the second stage of our algorithm further reduces the training set to a subset containing 29 samples. This result is illustrated in Fig. 4 .
For the example considered, the computer time for Hart's algorithm is 83 s, for Tomek's algorithm 560 s, and for the proposed algorithm 951 s. Hart's algorithm is computationally very economical, but its main drawback is that it retains samples' that are not near the decision boundary. The proposed algorithm generates a condensed set, comprising samples near the decision boundary, which is the smallest for the example considered.
In Figs. l-4 , the boundary drawn in solid lines is used to generate 400 samples of the training set belonging to the two classes. Using this training set of samples and the NN rule, the piecewise linear boundary, as shown in dashed lines, is drawn. The piecewise linear boundaries resulting from the condensed training set of each method and the NN rule are drawn in dotted lines. These boundaries indicate, to some extent, the distortions introduced by the different training sets.
CONCLUSION
The concept of mutual nearest neighborhood is used to obtain a modified condensed training set. The proposed method prevents the retention of interior samples in the condensed set by seeking to add samples close to the decision boundary. The efficacy of the procedure is illustrated by an example.
