Abstract. Let be the Gauss measure on R d and L the Ornstein{Uhlenbeck operator, which is self adjoint in L 2 ( ). For every p in (1; 1), p 6 = 2, set p = arcsin j2=p ? 1j, and consider the sector S p = fz 2 C : j arg zj < p g. The main result of this paper is that if M is a bounded holomorphic function on S p whose boundary values on @S p satisfy suitable H ormander type conditions, then the spectral operator M(L) extends to a bounded operator on L p ( ) and hence on L q ( ) for all q such that j1=q ? 1=2j j1=p ? 1=2j. The result is sharp, in the sense that L does not admit a bounded holomorphic functional calculus in a sector smaller than S p .
whose boundary values on @S p satisfy suitable H ormander type conditions, then the spectral operator M(L) extends to a bounded operator on L p ( ) and hence on L q ( ) for all q such that j1=q ? 1=2j j1=p ? 1=2j. The result is sharp, in the sense that L does not admit a bounded holomorphic functional calculus in a sector smaller than S p .
We consider the Gauss measure on R d , i.e., the probability measure with density 2 + x r is essentially self-adjoint in L 2 ( ); we denote by L its self-adjoint extension. The spectrum of L is N = f0; 1; :::g. Let fP n g n2N be the spectral resolution of the identity for which Lf = 1 X n=0 n P n f 8f 2 Dom (L):
It is well known B] that if p is in (1; 1) and n is in N, then P n extends to a bounded operator on L p ( ). Furthermore, if p is in 1; 1), the projection P 0 extends to a nontrivial contraction operator on L p ( ).
For each t > 0, the Ornstein{Uhlenbeck semigroup H t is de ned by H t f = 1 X n=0 e ?tn P n f 8f 2 L 2 ( ):
It is known that fH t g t 0 extends to a markovian semigroup, which has been the object of many studies, both in the nite and in the in nite-dimensional case. A good reference about the Ornstein{Uhlenbeck semigroup is B] (see also Me] ), where additional references can be found. In this paper we shall consider only the nite-dimensional case. Some results involving maximal operators and Riesz transforms associated to this semigroup are described in the survey Sj] . clearly M(L) is bounded on L 2 ( ). We call M(L) the spectral operator associated to the spectral multiplier M.
The purpose of this paper is to develop a functional calculus for L, i.e., to nd su cient conditions on the spectral multiplier M for the spectral operator M(L), initially de ned in L 2 ( ) \ L p ( ), to extend to a bounded operator on L p ( ), for some p in (1; 1).
On the one hand, we show that if p 6 = 2, then there is no reasonable nonholomorphic functional calculus in L p ( ) for L. In particular, we prove that there is no analogue of the classical H ormander multiplier theorem in this context. In fact, for each p 6 = 2 there exists a spectral multiplier M p , such that M p (L) does not extend to a bounded operator on L p ( ), and which is the restriction of a function, also denoted by M p , analytic in a neighbourhood of R then M(L) extends to an operator bounded on L p ( ) for every p in (1; 1). Notice that we do not impose any restriction on M(0). Since P 0 is bounded on L p ( ), the operator M(L) is bounded on L p ( ) if and only if M(L) ? M(0)P 0 is. This has recently been improved by Garc a-Cuerva, Mauceri, Sj ogren and Torrea GMST], who showed that M(L) is also of weak type (1; 1) under the same assumptions.
Furthermore, if we x p in (1; 1), it is interesting to determine the \minimal regularity conditions" on M which imply that M(L) is bounded on L p ( ). These conditions are sometimes best expressed in terms of Banach spaces of holomorphic functions. If 2 (0; ), we denote by S the open sector fz 2 C : j arg zj < g;
and by H 1 (S ) the space of bounded holomorphic functions on S . A consequence of an abstract result of M. Cowling C, Thm 2] The next result shows that in Theorem 1, the size of the region of holomorphy, measured by the aperture of the cone, cannot be reduced.
Theorem 2. Let p and p be as in Theorem 1. If < p , there exists a function M which decays exponentially at in nity and belongs to H 1 (S ; J) for every positive integer J, such that M(L) does not extend to a bounded operator on L p ( ).
We remark that Theorem 1 may be sharpened by means of spaces H 1 (S p ; J) with nonintegral J.
A signi cant feature of Theorem 1 is that the number of derivatives on M required in (i) is independent of the dimension d. However, our estimates depend strongly on d, so that our methods fail to give a multiplier result for the in nite dimensional Ornstein{Uhlenbeck operator. Note that Cowling's result holds in the in nite-dimensional case too. We recall that other important operators related to the Ornstein{Uhlenbeck semigroup, such as the Riesz transforms, have L p ( ) bounds independent of the dimension. The reader is referred to the elegant analytic proof of G. Pisier Pi] .
Theorems 1 and 2 are proved in Section 3. The main ingredient of the proof of Theorem 1 will be an estimate (2) j j j(L + I) iu j j j p C (1 + juj) 5=2 e p juj 8 2 (0; 1] 8u 2 R; where j j j j j j p denotes the operator norm on L p ( ) and C > 0 is a constant. This will be combined with an abstract multiplier result for generators of holomorphic semigroups, which is a variant of an earlier result of Meda M, Thm 4] (see also CM, Thm 2.1]). The abstract multiplier result is proved in Section 2. The estimate (2) will be obtained as an easy consequence of Propositions 3.1 and 3.2, which contain norm estimates concerning two auxiliary operators, J p;iu (L + I) and K p;iu (L + I), introduced at the beginning of Section 3. The norm estimates for J p;iu (L + I), in turn, hinge on pointwise estimates o the diagonal for the distributional kernels of the complex powers of the resolvent operator (L + I) ?1 . This analysis is rather technical and occupies Sections 4 and 5.
One of the main ingredients of our approach is a careful analysis of the complex time Ornstein{Uhlenbeck semigroup. The notation and some preliminary results concerning the Ornstein{Uhlenbeck semigroup are contained in Section 1.
Maximal estimates for the complex Ornstein{Uhlenbeck semigroup will appear in a forthcoming paper.
Notation and preliminary results
We shall consider L p spaces both with respect to Lebesgue measure and Gauss measure, which we denote by L p (R d Positive constants are denoted either by c or by C; these may di er from one occurrence to another. The expression
where D is some subset of the domains of A and of B, means that there exist constants C and C 0 such that C jA(t)j jB(t)j C 0 jA(t)j 8t 2 D:
2. An abstract H ormander type multiplier theorem In this section we prove a result concerning the existence of a bounded holomorphic functional calculus for in nitesimal generators of symmetric contraction semigroups. We shall use this result in Section 3 in our study of the Ornstein{Uhlenbeck operator.
Let X be a -nite measure space and G a positive linear operator on L 2 (X), possibly unbounded, but with dense domain. Let fE g be the spectral resolution of the identity for which and by MM N (t; ) the Mellin transform of M N (t; ). If T is a bounded linear operator on L p (X), we denote by j j jT j j j p its operator norm.
Theorem 2.1. Let G be the in nitesimal generator of a symmetric contraction semigroup and assume that the spectral projection E 0 is trivial. Suppose that 1 < p < 1 and that Theorem 2.2. Let G be the in nitesimal generator of a symmetric contraction semigroup and assume that E 0 = 0. Suppose that 1 < p < 1 and that there exist positive constants C and , and a constant 2 (0; =2) such that j j jG iu j j j p C (1 + juj) exp( juj) 8u 2 R:
If J > + 1 and M 2 H 1 (S ; J), then M(G) extends to a bounded operator on L p (X), and j j jM(G)j j j p C kMk ;J :
Proof. We show that M satis es the hypotheses of Theorem 2.1. ?
The rest of the proof is a trivial modi cation of the proof of M, Thm 4]. We omit the details.
u t
In view of the application to the Ornstein{Uhlenbeck semigroup, we need a version of Theorem 2.2 for generators of symmetric contraction semigroups whose spectral projection E 0 need not be trivial. This is the content of the next corollary. Corollary 2.3. Let G be the generator of the symmetric contraction semigroup fT t g. Proof. It is immediate to check that G + I is the in nitesimal generator of the symmetric contraction semigroup fe ? t T t g t 0 and that its spectrum is contained in ; 1). Therefore, we may apply Theorem 2.2 and deduce that there exists a constant C such that
By spectral theory E 0 f = lim t!1 T t f 8f 2 L 2 (X): Since T t is a contraction on L p (X), it follows that E 0 is contractive on L p (X) for every p in 1; 1). Consequently, I ? E 0 is bounded on L p (X), so that
Observe that for every > 0 We claim that
and that an estimate similar to this holds, with p replaced by its conjugate index p 0 .
Indeed, since fT t g preserves the class of real functions, the same holds for its in nitesimal generator G and for the spectral projections fE g. Therefore E f = E f, whence 
The main result
In this section we prove our main result, Theorem 1, modulo two propositions. Theorem 2 is also proved. The strategy for part (i) The right hand side is analytic in the half plane Re w > ?1. We shall use (8) to de ne J p;w ( ) for ?1 < Re w 0. In particular, J p;w ( ) is de ned for w 2 iR. For every > 0 we de ne the operators J p;w (L+ I) and K p;w (L+ I) by the formulae The rst inequality follows from H older's inequality and the fact that (R d ) = 1, the second is a consequence of spectral theory, the third follows from the hypercontractivity of H t (Proposition 1.1 (ii)) and the fourth from the boundedness of I ? P 0 on L p ( Proof. We assume that x 6 = y, because otherwise the conclusion is obvious. We shall need the integral I(x; y; w; k), k 2 R, de ned by To prove (ii), it su ces to estimate r x r p;w , because r p;w is symmetric. By di erentiating (9) under the integral sign, it is easy to check that r x r p;w (x; y) = x r p;w (x; y) + e (jxj Proof. For notational convenience we write F instead of F a;b and 0 instead of 1= (2 ) during this proof.
We rst prove (i We claim that there exists C such that
Assuming the claim, we immediately get (ii) from (10) and (11).
We now prove the claim, considering the two cases 1=(4 ? 1= ) and < 1=(4 ? 1= ) separately.
Suppose rst that 1=(4 ? 1= )
. We now estimate We have already shown that the last integral is bounded by C (1 + a) Proposition 4.3. Suppose that 1 < p < 2 and that 0 < < 1. Then there exists C such that for every 2 (0; 1] and every u 2 R + the following hold:
(i) for every (x; y) 2 G \ D r p;iu (x; y) To complete the proof of (i), it remains to prove (15). We denote by B(z; r) the Euclidean ball centered at z and with radius r. It is straightforward to check that for every x in R d n f0g the set D x is the ball B We observe that j x (x + r!)j 2 = r 2 j x (!)j 2 , change variables by letting jxj j x (!)j 2 r = v in the inner integral, and obtain for d as required to nish the proof of (15) and of (i).
We now prove (ii). By arguing as in the proof of (i) The right hand side here has an analytic continuation to Re w > ?1. Thus j p;w can be continued to Re w > ?1=2. In particular, h(1 0 )j p;w ; i R 2d tends to the right-hand side of the formula in (ii), as w ! iu; Re w > 0:
The convergence in the strong operator topology from Lemma 5.1 implies that for of the form with ; 2 C 1 0 (R d ), this limit is ? 1 0 j p;iu ;
But two distributions in R d R d which coincide on all tensor products are equal. Now (ii) follows, and the lemma is proved. u t
We now prove Proposition 3.1, which we restate for the reader's convenience. (1 ? ')j p;iu (with respect to the Gauss measure) is bounded on L r ( ) for j1=r ? 1=2j j1=p ? 1=2j, and its operator norm is bounded by C (1 + u) 2 e ? p u j?(iu)j 8 2 (0; 1] 8u 2 R + :
Moreover, J p;iu (L + I) is bounded on L 2 ( ) by spectral theory (Lemma 5.1), and j j jJ p;iu (L + I)j j j 2 C e ? p u j?(1 + iu)j 8 2 
