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Pearson information-based lower bound
on Fisher information
Dave Zachariah and Petre Stoica
Abstract—The Fisher information matrix (FIM) plays an
important role in the analysis of parameter inference and system
design problems. In a number of cases, however, the statistical
data distribution and its associated information matrix are either
unknown or intractable. For this reason, it is of interest to develop
useful lower bounds on the FIM. In this lecture note, we derive
such a bound based on moment constraints. We call this bound
the Pearson information matrix (PIM) and relate it to properties
of a misspecified data distribution. Finally, we show that the
inverse PIM coincides with the asymptotic covariance matrix of
the optimally weighted generalized method of moments.
The Crame´r-Rao bound (CRB) is a useful tool for the analy-
sis of parameter inference problems, benchmarking estimators,
and system design [1]–[4]. Let y = [y1 · · · yN ]⊤ denote the
observed data from a system and let θ ∈ Rn be the parameters
of interest. The CRB exists under certain regularity conditions
and is given by the inverse of the Fisher information matrix
(FIM) J(θ), which is a function of the probability density
p(y; θ). More specifically, the FIM is defined as
J(θ) , E
[
∂ ln p(y; θ)
∂θ
∂ ln p(y; θ)
∂θ
⊤
]
 0, (1)
where the gradient ∂ ln p(y;θ)∂θ is known as the ‘score function’.
Under certain regularity conditions, the score function has zero
mean
E
[
∂ ln p(y; θ)
∂θ
]
= 0. (2)
In many applications, J(θ) may not be obtainable. For
instance, p(y; θ) may be unknown in a practical problem. As
an example, let the observations be modeled as y = f(u),
where f(·) is a nonlinear function and u follows a probability
density function p(u; θ). Then a closed-form expression for
p(y; θ) is not available in general even if p(u; θ) is known.
It is possible, however, to derive tractable lower bounds on
the FIM. If E[y] is a function of θ and Cov[y] is independent
of θ, then using the Gaussian distribution in lieu of p(y; θ)
leads to the minimum FIM JG(θ)  J(θ) (where G stands
for Gaussian) and therefore the ‘worst-case’ inference scenario
[5], [6]. A generalization to θ-dependent Cov[y] was given
in [7]. The minimum FIM can be used for robust system
design and estimator formulations. However, in some cases
the minimum information can be overly conservative.
In this lecture note, we derive a tighter lower bound
0  L(θ)  J(θ) ∈ Rn×n, (3)
based on moment constraints. For this reason we call L(θ)
the Pearson information matrix (PIM) as an homage to the
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inventor of ‘the method of moments’ [8]. As we will see, the
PIM is related to the generalized method of moments [9].
I. RELEVANCE
The PIM is a tractable tool for analyzing parameter esti-
mation and system design problems when the statistical data
distribution is unknown or intractable.
II. PREREQUISITIES
The reader needs basic knowledge about linear algebra,
elementary probability theory, and statistical signal processing.
III. PRELIMINARIES
We begin by constructing a function z(y) that contains M
statistics of y. We assume that z(y) has computable—either
analytically or numerically—mean and covariance
µ(θ) , E[z(y)] ∈ RM ,
Σ(θ) , E[(z(y) − µ) (z(y) − µ)
⊤
] ∈ RM×M ,
(4)
where M ≥ n. For instance, z may be constructed using
powers of the data, that is, its elements are made up of
empirical moments {yi} {yiyj}, {yiyjyk}, etc. We assume
thatΣ(θ) is nonsingular. For notational simplicity, we drop the
argument θ in the next analysis and reinstate it when needed.
We also write pθ = p(y; θ).
IV. PEARSON INFORMATION MATRIX
In Section IV-A, we begin with a step-by-step algebraic
derivation of L in (3) which will define the Pearson in-
formation matrix. As explained there, the PIM generalizes
the results in [5]–[7] and coincides with a bound recently
derived in [10] (by comparison this lecture notes provides
a simple textbook-style derivation of the bound as well as
further connections). In Section IV-B we go on to provide
an information-theoretic connection between the PIM and
misspecified data distributions using the principle of maximum
entropy [11]. Then we study the behaviour of PIM when M
increases in Section IV-C. Finally, in Section V, we establish a
relation between the PIM and generalized method of moments
that is analogous to the relation between the FIM and the
maximum likelihood method. The presented results enable a
tractable analysis of a wider class of data models that satisfy
certain moment constraints.
2A. Algebraic derivation
Consider a linear combination of the centered statistics z−
µ:
W⊤(z− µ),
where W⊤ ∈ Rn×M denotes a linear combiner matrix. This
vector has zero-mean similar to the score function, cf. (2). We
construct the following matrix
E
[
∂ ln pθ
∂θ
W⊤(z − µ)
] [
∂ ln pθ
∂θ
W⊤(z− µ)
]⊤
 0. (5)
Under regularity conditions that allow the interchanging of
integral and derivative operations [2], the following identity
holds:
E
[
∂ ln pθ
∂θ
(z− µ)⊤
]
=
∫
1
pθ
∂pθ
∂θ
(z− µ)⊤pθdy
=
∫ (
∂pθ(z− µ)
⊤
∂θ
+ pθ
∂µ⊤
∂θ
)
dy
=
∂
∂θ
E
[
(z− µ)⊤
]︸ ︷︷ ︸
=0
+
∫
pθ dy︸ ︷︷ ︸
=1
∂µ⊤
∂θ
= D⊤,
(6)
where
D⊤ =
∂µ⊤
∂θ
∈ Rn×M (7)
is the gradient of the mean vector. Using (4) and (6), the matrix
in (5) can be expressed as[
J D⊤W
W⊤D W⊤ΣW
]
 0. (8)
It follows from the Schur complement of the lower-right block
of (8) that
0  D⊤W(W⊤ΣW)−1W⊤D  J, (9)
assuming that W⊤ΣW has full rank [12]. Equation (9) yields
a nonnegative lower bound on the FIM that is dependent on
the choice of the linear combiner W.
The tightest lower bound (9) is found by solving the
problem
max
W
D⊤W(W⊤ΣW)−1W⊤D. (10)
The combiner that produces the tightest bound is W⋆ =
Σ−1D. To show this, begin by constructing the following
positive semidefinite matrix,[
D⊤Σ−1D D⊤W
W⊤D W⊤ΣW
]
=
[
I 0
0 W⊤
] [
D⊤Σ−1D D⊤
D Σ
] [
I 0
0 W
]
=
[
I 0
0 W⊤
] [
D⊤Σ−1/2
Σ1/2
] [
D⊤Σ−1/2
Σ1/2
]⊤ [
I 0
0 W
]
 0.
(11)
Using the Schur complement of the lower-right block of (11)
we obtain the upper bound
D⊤W(W⊤ΣW)−1W⊤D  D⊤Σ−1D, (12)
which is clearly attained at W⋆ = Σ−1D.
In conclusion, using (9) and (12), we have proved the
following theorem.
Theorem 1. The optimal lower bound (in the class of bounds
considered) is
L , D⊤Σ−1D  J, (13)
where Σ and D are either obtained analytically or computed
numerically. We call L  0 the Pearson information matrix
for reasons explained above.
Remark: Suppose y ∼ pθ can be modeled as
y = µ(θ) +w ∈ RN ,
where w is a zero-mean random variable. Let z(y) = y. Then
the corresponding PIM coincides with the FIM bounds in [5],
[6] and in [7], when the covariance matrix is fixed, Σ, and
variable, Σ(θ), respectively. The above algebraic derivation
of the PIM provides, moreover, a simple textbook-like proof
of the optimized FIM bound in [10] (which also contains
an illustrative example consisting of a nonlinear amplification
device).
B. Connection to misspecified data distributions
We now relate L to certain properties of misspecified data
distributions using the principle of maximum entropy. Instead
of the unknown or intractable distribution pθ , we will use
an alternative statistical model, denoted p⋆, along with the
following identity:
ln pθ = ln p⋆ + ln δ⋆,
which holds for any choice of p⋆, where δ⋆ = pθp⋆ .
The uncertainty of the data y is quantified by the (differen-
tial) entropy which can be decomposed as
H(pθ) , −E[ln pθ] = −E[ln p⋆]−∆(pθ||p⋆),
where ∆(pθ||p⋆) = E[ln δ⋆] ≥ 0 is the divergence of p⋆ from
the unknown distribution pθ [13], [14]. We decompose the
score function into
∂ ln pθ
∂θ
=
∂ ln p⋆
∂θ
+
∂ ln δ⋆
∂θ
, (14)
where the terms correspond to a misspecified score and a
divergence score, respectively. The misspecified information
matrix is defined as
J⋆ , E
[
∂ ln p⋆
∂θ
∂ ln p⋆
∂θ
⊤
]
 0, (15)
where the expectation is taken with respect to pθ.
Lemma 1. A general lower bound on J is
J⋆ + J˜  J, (16)
3where
J˜ = E
[
∂ ln δ⋆
∂θ
∂ ln p⋆
∂θ
⊤
]
+ E
[
∂ ln p⋆
∂θ
∂ ln δ⋆
∂θ
⊤
]
. (17)
Proof: Inserting (14) into (1), we obtain the following
decomposition
J = J⋆ + J˜+ E
[
∂ ln δ⋆
∂θ
∂ ln δ⋆
∂θ
⊤
]
(18)
and the result follows immediately.
We are concerned with misspecified data models p⋆ that
satisfy the given constraint E[z] = µ. That is, distributions
that satisfy ∫
zp⋆ dy = µ. (19)
In particular, we let p⋆ correspond to the maximum uncertainty
of y. The distribution with the maximum (differential) entropy
is known to be
p⋆ ≡ argmax
p′∈P
−E′[ln p′] = exp(λ⊤z− λ0),
where P is the set of valid probability distributions for y that
satisfy (19) and λ0,λ are multipliers that are chosen to satisfy
the constraint (assuming that the problem is feasible) [14]. For
completeness, we prove this result by noting that the following
upper bound holds for any p′:
H(p′) = −E′[ln p′]
≤ −E′[ln p⋆]
= −
∫
(λ⊤z− λ0)p
′ dy
= −
∫
(λ⊤z− λ0)p⋆ dy
= H(p⋆).
The equality in the penultimate line follows since both p′
and p⋆ satisfy the constraint (19). The maximum entropy
distribution therefore belongs to the exponential family, that
is,
p⋆(y; θ) = exp
(
λ
⊤(θ)z(y) − λ0(θ)
)
, (20)
where
λ0(θ) = ln
∫
exp
(
λ⊤(θ)z(y)
)
dy
is a normalizing constant.
Lemma 2. Using the maximum entropy distribution (20), the
bound in (16) is given by
J⋆ + J˜ = L−
(
Σ−1D−
∂λ
∂θ
)⊤
Σ
(
Σ−1D−
∂λ
∂θ
)
(21)
Proof: For (20), we have that
∂ ln p⋆
∂θ
=
∂λ⊤
∂θ
z−
∂λ0
∂θ
=
∂λ⊤
∂θ
(z− µ)
(22)
where ∂λ
⊤
∂θ is n×M . The second line follows from the fact
that
∂λ0
∂θ
=
1∫
exp(λ⊤z)dy′
∫
∂ exp(λ⊤z)
∂θ
dy
=
∫
∂λ⊤
∂θ
z
(
exp(λ⊤z)∫
exp(λ⊤z)dy′
)
dy
=
∫
∂λ⊤
∂θ
zp⋆ dy
=
∫
∂λ⊤
∂θ
zpθ dy
=
∂λ⊤
∂θ
µ.
(23)
Next, from the proof of (16) we have that
J− (J⋆ + J˜) = E
[
∂ ln δ⋆
∂θ
∂ ln δ⋆
∂θ
⊤
]
. (24)
Using (14), the divergence score can be written as the sum of
two random vectors,
∂ ln δ⋆
∂θ
=
(
∂ ln pθ
∂θ
−D⊤Σ−1(z− µ)
)
+
(
D⊤Σ−1(z− µ)−
∂ ln p⋆
∂θ
)
.
(25)
For the maximum entropy distribution, these two random
vectors are orthogonal, i.e.,
E
[(∂ ln pθ
∂θ
−D⊤Σ−1(z− µ)
)
×
(
D⊤Σ−1(z− µ)−
∂ ln p⋆
∂θ
)⊤]
=
(
D⊤ −D⊤Σ−1Σ
)(
Σ−1D−
∂λ
∂θ
)
= 0,
where the equality follows from (22) and (6). Finally, by
inserting (25) into (24), the right hand side of (24) equals
J−D⊤Σ−1D+
(
Σ−1D−
∂λ
∂θ
)⊤
Σ
(
Σ−1D−
∂λ
∂θ
)
and result (21) follows.
Theorem 2. The tightest bound (16) is the PIM:
J⋆ + J˜  L  J, (26)
and the corresponding misspecified information matrix is J⋆ =
L.
Proof: It follows from (22) that for maximum entropy
distributions, the misspecified information matrix is
J⋆ =
∂λ⊤
∂θ
Σ
∂λ
∂θ
.
Furthermore, in (21) it is readily seen that the tightest bound
is attained for
∂λ⊤
∂θ
= D⊤Σ−1. (27)
Therefore (27) leads to J⋆ = L and J˜ = 0 in (16).
4C. The PIM increases as M increases
The vector z employs M statistics, and to stress that we
write LM = D⊤MΣ
−1
M DM .
Theorem 3. Including more statistics in z can never worsen
the bound, i.e.,
0  Ln  · · ·  LM  LM+1  J. (28)
Proof: Suppose we extend the vector z with an (M+1)th
statistic so that we can write
ΣM+1 =
[
ΣM c
c⊤ κ
]
and DM+1 =
[
DM
d⊤
]
. (29)
Then calculating Σ−1M+1 using [15, Lemma A.2], we obtain
LM+1 =
[
D⊤M d
] [ΣM c
c⊤ κ
]−1 [
DM
d⊤
]
=
[
D⊤M d
] ([I
0
]
Σ−1M
[
I 0
]
+
1
κ− c⊤Σ−1M c
[
−Σ−1M c
1
] [
−c⊤Σ−1M 1
]) [DM
d⊤
]
= LM +
(d−D⊤Σ−1M c)(d −D
⊤Σ−1M c)
⊤
κ− c⊤Σ−1M c
 LM .
An interesting research problem is to study the limit of LM
as M →∞. Under what conditions will LM converge to J?
V. PIM AND GENERALIZED METHOD OF MOMENTS
An efficient unbiased estimator θ̂ exists if and only if the
following identity holds [3], [4]
∂ ln pθ
∂θ
= J(θ̂ − θ), (30)
which is satisfied only in rare cases. In more general scenarios,
the maximum likelihood estimator
θ̂ = argmin
θ
− ln p(y; θ). (31)
is (asymptotically) unbiased with (asymptotic) covariance ma-
trix Cov[θ̂] = J−1 under certain regularity conditions. It is
thus asymptotically efficient. Given an appropriate initializa-
tion point θ̂0, (31) can be solved iteratively using the Newton-
based scoring method:
θ̂i+1 = θ̂i − J
−1 ∂ − ln pθ
∂θ
∣∣∣
θ=θ̂i
. (32)
When J and ∂ ln pθ∂θ are unknown, we may use instead
the best misspecified information matrix (15) and score (22),
in the sense of Theorem 2. Then the so-obtained scoring
method is related to a method that minimizes a certain class
of cost functions V (θ) which we characterize in what follows.
Consider evaluating the misspecified variables (15) and (22)
obtained using (27) and a consistent estimate Σ̂ instead of Σ.
Then the corresponding scoring method, analogous to (32),
can be expressed as
θ̂i+1 = θ̂i − Ĵ
−1
⋆
∂ − ln p̂⋆
∂θ
∣∣∣
θ=θ̂i
., (33)
where we define (according to the above discussion about (15),
(22) and (27))
∂ ln p̂⋆
∂θ
= D⊤(θ)Σ̂
−1
(z− µ(θ))
Ĵ⋆ = D
⊤(θ)Σ̂
−1
D(θ).
(34)
One can verify that (33) is a scoring method for solving the
following problem
θ̂ = argmin
θ
1
2
(z− µ(θ))⊤Σ̂
−1
(z− µ(θ))︸ ︷︷ ︸
,V (θ)
, (35)
by noting that ∂θV (θ) = −∂ ln p̂⋆∂θ and that Ĵ⋆ is an estimate of
the Hessian ∂2θV (θ). Eq. (35) is recognized as a generalized
method of moments, using an asymptotically optimal weight
matrix Σ̂
−1 [9], [15].
The cost function V (θ) can be characterized around its
minimum, as follows
0 = ∂θV (θ̂) ≃ ∂θV (θ) + ∂
2
θV (θ)(θ̂ − θ), (36)
where the right-hand side is a Taylor expansion. Using proper-
ties of (34) in (36), we can solve for θ̂ and obtain the following
approximation
θ̂ ≃ θ + (D⊤Σ̂
−1
D)−1D⊤Σ̂
−1
(z− µ).
Since the unknown distribution pθ satisfies (19), it follows that
E[θ̂] ≃ θ and
Cov[θ̂] ≃ (D⊤Σ−1D)−1 = L−1  J−1.
The above expressions hold asymptotically as the number of
samples N in y increases [15].
In summary, using a scoring method analogous to (32) leads
to the generalized method of moments (35) with asymptotic
covariance given by the inverse PIM.
VI. CONCLUSIONS
We have provided a direct, algebraic derivation of a tractable
lower bound on the Fisher information matrix which we
called the Pearson information matrix (for reasons explained
above). Furthermore, we presented an information-theoretic
link between the PIM and misspecified data distributions as
well as a connection to the generalized method of moments.
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