Abstract There are not so many pixels on the numbers of car license plate which is obtained by surveillance camera, so the numbers can not be discriminated without endeavor. In this paper, we propose the novel method which discriminate the numbers of car license plate on low resolution by employing the moment characteristics ( skewness , flatness, aspect ratio )
Introduction
There have been many study about discriminating car license plate numbers
1)
The process of discriminating the car license plate number consists of the following three steps 1) : 1) extracting the car license plate region, 2) segmentation of the numbers, 3) discriminating each numbers. Most of the study assumed that the image of the car license plate is taken under the specific illumination, restricted car speed, and stationary background. By the way, the car license plate number in the surveillance video is small, so the pixels at the car license plate numbers are not sufficient to identify. In particular, the target number image has only about 4 × 2 pixels. Therefore, the conventional discrimination method is not able to applied to these low resolution image, because the feature of numbers are weak to be identified. † † † Kyoto Institute of Technology, Graduate School of Science and Technology
(1, Hashigami-cho, Matsugasaki, Sakyo-ku, Kyoto-shi 606-8585, Japan)
Yoshikawa et al. 2) proposed the method for discriminating the car license plate number in low resolution based on fuzzy inference. In their proposed method, it is assumed that the numbers "0", "1", and "8" belong to the same category, because it is difficult to discriminate the numbers "0", "1", and "8" separately. So their proposed method does not fulfill the demand by law-enforcement agencies, whose demand is to show the candidates of car license plate numbers in order of the likelihood. Though it is difficult to discriminate the numbers "0", "1", and "8" from the severe low resolution images, it is demanded to distinguish the numbers "0", "1", and "8" as much as possible.
In this paper, we propose the novel method of discriminating the car license plate number in low resolution based on Bayesian discrimination method for the moment characteristics ( skewness, flatness and horizontal to vertical ratio ). It is assumed that the each number has only about 4 × 2 pixels. Our purpose is not identifying the number as the first candidate, but indicating the posterior probability by Bayesian discrimination method. And we intend to discriminate the car license plate numbers in first, second, or third candidate. Fig. 1 Original Images. 4) , it is usually assumed that the observation model is composed of sampling from the continuous scene, warping ( translation, rotation, etc ), blur ( Optical blur, motion blur, sensor PSF, etc ), and down sampling. But for the surveillance video, we think that down sampling after blur is not valid from our experience, because low resolution sensor Point Spread Function have to be taken into account. Therefore we employ the following observation model.
It is assumed that the observation process for obtaining car license plate image on low resolution is composed of the following two step: the first step is pixelization process which corresponds to the low resolution sensor Point Spread Function 4) , the second step is out-of-focus blur process 5) which represents the blur in the zooming process. It is assumed that the low resolution image {x m,n } is obtained by the following low resolution model from the original image {x m,n }.
where W is the factor about resolution, m, n are respectively the vertical and horizontal coordinate values, m 0 , n 0 are respectively the vertical and horizontal offset value of local averaging in the low resolution process, and M , N are respectively defined as the vertical and horizontal image sizes. The original images are shown in Fig.1 , and the examples of the low resolution images (W = 32,m 0 = n 0 = 0) are shown in Fig.2 . It is assumed that the observed imagex m,n is obtained by zooming the low resolution image. In the zooming process, the out-of-focus process 5) is taken into account. The observation model is defined by the following equation. 
where b(u, v) is the continuous cylindrical function, b k,l is the discrete point spread function for out-of-focus, which is obtained by digitizing the continuous point spread function b(u, v) and r is the radius of the cylindrical function. Fig.3 is the out-of-focus image for the low resolution image ( Fig.2 ) which is obtained by applying Eq.(2).
Feature Values for Discrimination
The geometric feature of car license plate numbers in low resolution is reduced by the observation process. Then the skewness and flatness in horizontal direction and vertical direction, and horizontal to vertical ratio about standard deviation are employed as the feature values for discrimination. The skewness is employed in order to quantify the asymmetric property of the distribution of numbers "5", "6", "7", "9", and the flatness is employed in order to quantify the uniform property of the distribution of numbers "0", "1", "8". The hori-zontal to vertical ratio about standard deviation is employed in order to quantify the thin property of the distribution.
The factor W about low resolution has small effect on these feature values, because these feature values are normalized by the horizontal and/or vertical standard deviations. The skewness and flatness are invariant for scale transform, shift operation and multiplying gray levels by constant value ( Cf. appendix ).
• Skewness
• Flatness
• horizontal to vertical ratio
where μ m , μ n are the centroids of horizontal direction and vertical direction respectively, and σ 2 m , σ 2 n are the variances of horizontal direction and vertical direction respectively.
Furthermore, the above definition of the flatness includes subtracting three from the moment of three degree, because the flatness of Gaussian distribution is three, and the flatness of car license plate numbers in low resolution are close to three. The normalized image {x m,n } in the above definition is defined by the following equation from the observed image {x m,n }.
Bayesian discrimination
The five moment characteristics ( skewness S m ,S n flatness F m ,F n aspect ratio R ) are employed for the feature value for Bayesian discrimination. The pattern vector x for the feature values is defined by the following equation.
The classes {ω l ; l = 0, 1, 2, . . . , 9} correspond to the car license plate numbers {0, 1, 2, . . . , 9} respectively. When the pattern vector x is given, the posterior probability of the class ω l is given by the following equation based on Bayes' theorem.
Furthermore, it is assumed that the probability of the each class P (ω l ) is constant. Then the posterior probability of the class ω l is given by the following equation.
Furthermore, it is assumed that each P (x|ω l ) is Gaussian distribution. i.e.
where μ l is the average, and V l is the autocovariance matrix.
Before discriminating the car license plate numbers, the average μ l and the autocovariance matrix V l are evaluated from the feature values by applying Eq.(5) ∼ Eq.(9) to the sample images of the car license plate number, which are generated by the low resolution model ( Eq. (1) ) and also out-of-focus model ( Eq. (2) ). In the above process, the parameters m 0 and n 0 in Eq.(1) vary from 0 to W −1, so W ×W low resolution images are obtained.
Result of Computer Simulation
In order to evaluate our proposed method, we achieved computer simulation based on two dividing method 3) . In the case that W = 32, we generated 1,024 low resolution images for each number, then the half of the images are used as learning images, and the other half of the images are discriminated. Then after the learning images and the discrimination images are exchanged, we also achieved discrimination. The result of the above computer simulation is shown in Table 1 , 2, 3, in which both the first candidate and the second candidate are shown. In the each row of Table 3 , the number of the objects for discriminating is 1,024, and the number of both the first and second candidates is twice of 1,024. So the first and second candidate discrimination rates are evaluated by dividing the number of correctly discriminating as the first candidate or the second candidate by the number of the objects ( 1,024 ). According to Table 3 , the discrimination rate of the number "1" is worst. There is the tendency that the numbers "1" are incorrectly discriminated as the number "0" or "8". Because the numbers "0", "1" and "8" are similar in low resolution, our proposed method based on the geometric features ( skewness, flatness and aspect ratio ) has a limitation on discrimination.
There are another tendencies that the numbers "5" are incorrectly discriminated as the number "9", the numbers "6" are incorrectly discriminated as the number "4", the numbers "7" are incorrectly discriminated as the number "9" or "5", the numbers "8" are incorrectly discriminated as the number "0", the numbers "9" are incorrectly discriminated as the number "5" or "7". These tendencies are consistent with our intuition.
However, there are unconvinced tendencies that the numbers "0" are incorrectly discriminated as the number "5", the numbers "2" are incorrectly discriminated as the number "1", the numbers "3" are incorrectly discriminated as the number "1", the numbers "4" are incorrectly discriminated as the number "8", the numbers "6" are incorrectly discriminated as the number "0" or "8", the numbers "8" are incorrectly discriminated as the number "2" or "5".
Result of our experiment
The background of the car license plate image is not always white, because the illumination is not uniform. Therefore the moment characteristics of the car license plate number are evaluated with estimation error. Before applying our proposed method to the car license plate image, we remove the flat trend which is defined by the following equation from the observed image {y m,n }. (a)extracted number images "9", "1 ", "7", "3"
(b)out-of-focus blurred images "9","1","7","3"
(c)flat trend removed images "9","1","7","3" 
where d is the distance from the edge of the image, and N (S B ) is the number of pixels in the border region S B . Fig.4 is a car license plate image which is extracted from the image taken by a digital still camera. The each car license plate numbers in Fig.4 is extracted, and blurred by out-of-focus process, then the flat trend is removed ( Fig.5 ) .
1 Sample#1("9173")
The result of discrimination by our proposed method is shown in Table 4 . The first candidate of the the first number "9" is "5" (P (ω 5 |x) = 0.490), and the second candidate is "9" (P (ω 9 |x = 0.380)), so the first number "9" is correctly discriminated as the second candidate. The second number "1" is correctly discriminated as the first candidate (P (ω 1 |x) = 0.616). The third number "7" is correctly discriminated as the first candidate (P (ω 7 |x) = 1.000). The first candidate of the fourth Table 4 Result of discrimination "9","1","7","3". "9" "1" "7" "3" P (ω0|x) 0.072 0.000 0.000 0.000 P (ω1|x) 0.000 0.616 0.000 0.000 P (ω2|x) 0.000 0.367 0.000 0.000 P (ω3|x) 0.020 0.013 0.000 0.005 P (ω4|x) 0.000 0.003 0.000 0.000 P (ω5|x) 0.490 0.000 0.000 0.108 P (ω6|x) 0.000 0.000 0.000 0.000 P (ω7|x) 0.001 0.000 1.000 0.338 P (ω8|x) 0.036 0.000 0.000 0.000 P (ω9|x) 0.380 0.000 0.000 0.548 number "3" is "9" (P (ω 9 |x) = 0.548), the second candidate is "7" (P (ω 7 |x) = 0.338), the third candidate is "5" (P (ω 5 |x) = 0.108)), the fourth candidate is "3" (P (ω 3 |x = 0.005)), so the fourth number "3" is unsatisfactorily discriminated as the fourth candidate. Fig.6 is a car license plate image which is extracted from the image taken by a handy phone's camera. The two pixels of the center horizontal line which correspond Table 5 Result of discrimination "4","6","8","5".
2 Sample#2("4685")
"4" "6" "8" "5" P (ω0|x) 0.014 0.000 0.441 0.113 P (ω1|x) 0.002 0.000 0.007 0.000 P (ω2|x) 0.000 0.000 0.000 0.001 P (ω3|x) 0.000 0.000 0.000 0.007 P (ω4|x) 0.649 0.000 0.000 0.000 P (ω5|x) 0.000 0.000 0.072 0.465 P (ω6|x) 0.335 1.000 0.000 0.000 P (ω7|x) 0.000 0.000 0.000 0.007 P (ω8|x) 0.000 0.000 0.476 0.085 P (ω9|x) 0.000 0.000 0.003 0.322
to "-" are modified by putting the two pixel in the nearest above pixels, because the pixels which correspond to "-" give the negative effect to the discrimination process. The each car license plate numbers in Fig.6 is extracted, and blurred by out-of-focus process, then the flat trend is removed ( Fig.7 ) . The result of discrimination by our proposed method is shown in Table 5 . The first number "4" is correctly discriminated as the first candidate (P (ω 4 |x) = 0.649), (a) extracted images "4","6","8","5" (b) out-of-focus blurred images "4","6","8","5" (c) flat trend removed images "4","6","8","5" Fig. 7 Extracted images "4","6","8","5".
the second number "6" is correctly discriminated as the first candidate (P (ω 6 |x) = 1.000), the third number "8" is correctly discriminated as the first candidate (P (ω 8 |x) = 0.476), the fourth number "5" is correctly discriminated as the first candidate (P (ω 5 |x) = 0.465). The second candidate of the first number "4" is "6" (P (ω 6 |x) = 0.335), the second candidate of the third number "8" is "0" (P (ω 0 |x) = 0.441), the second candidate of the fourth number "5" is "9" (P (ω 9 |x) = 0.322), these results of discrimination is consistent with our intuition.
Conclusion
We proposed the discrimination method for the car license plate number in low resolution, in which the moment characteristics ( skewness, flatness and aspect ratio ) are employed as the feature values for Bayesian discrimination.
In our computer simulation, the worst result of discrimination as the first candidate and the second candidate for the numbers is the result for the number "1" ( 50.7[%] ). On the other hand, the best result of discrimination for the numbers is the result for the number "6" ( 100.0[%] ). The results of discrimination for the images taken by the digital still camera and the handy phone's camera are also shown. Because "1" and "8" are discriminated as the first candidates by our proposed method in our results, by showing the likelihood of the each numbers, our proposed method has possibility to obtain the true number faster than related work, in which it is assumed that the "0", "1" and "8" belong to the same category.
In our future study, we will deal with the image which is not taken in front. S x ,S y ) and fourth order moment characteristics ( flatness F x ,F y ) for the horizontal direction and the vertical direction are defined respectively by the following equations.
The transformed image f (x, y), which is scaled by the constant value a and c, and is shifted by the constant value c and d, then is multiplied by the constant value α for the observed image f (x, y), is defined by the following equation.
Te normalized imageḟ (x, y) for the transformed image f (x, y) is defined by the following equation, then the imageḟ (x, y) is described by the original observed image f (x, y).
In the following section, only the moment characteristics in the x direction is described, because the moment characteristics in the y direction is obtained similarly. The centroid μ x and the variance σ x 2 for the transformed image f (x, y) is defined by the following equation, then the centroid μ x and the variance σ x 2 are described by the centroid μ x and the variance σ x 2 of the original observed image f (x, y).
a 2 (app.14)
The skewness S x and the flatness F x for the transformed image f (x, y) are shown in the following equation.
For the reasons stated above, the moment characteristics ( skewness and flatness ) are invariant for scaling and shifting in coordinate. Similarly, the horizontal to vertical ratio about standard deviation is invariant. 
