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Certain patterns of values of totally multiplicative functions are studied. The 
main theorem is that if h is totally multiplicative and assumes only the values f  1 
then the pattern h(x) = X(x - 1) = A(x - 4) = 1 occurs infinitely often. In 
fact, given S there is a positive B, depending only on S, so that this pattern occurs 
with S < x < S + B, for every choice of h. 
In the early nineteen sixties, in a seminar directed by S. Chowla, it was 
observed that the first pair of consecutive quadratic residues must occur 
before 10. Specifkally, it was proved that for any prime larger than 5, there 
is an x < 10 such that (x 1 p) = (X - 1 1 p) = 1. This observation led to a 
series of papers on the boundedness of kth power residues.l More recently 
the author2 demonstrated that given S and N, there is a B such that for each 
p>S+B, (xIp)=(x+NIp)=l for some XE[S,S+B]. The 
emphasis here is, of course, on the fact that B is independent of the prime p. 
The B quoted above and in the theorem below is analogous to 10 of the 
earlier result. The above theorem asserts that there is, for every prime, a pair 
of consecutive quadratic residues within B of any given point S, where B 
depends only on S and not the prime. The properties of quadratic residues 
that are used to prove the above theorem and the main theorem of this paper 
are contained in the complete multiplicativeness of the Legendre symbol and 
the property that its values are f 1. (We can ignore the 0 values.) Accordingly, 
let L be the set of all completely multiplicative functions whose values are -+ 1. 
The purpose of this paper is to prove 
1 See “References.” 
2 Submitted for publication. 
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THEOREM. Let S > 0 be given. Then there is a constant B depending onIy 
on S such that 
h(u) = A(24 - 1) = A(U - 4) = 1 
is solvabie for u E [S, S + BJ for each h E L. 
(1) 
Thus, for example, if p is a large prime, larger than S + B, there is an x in 
[S, S + B] such that x, x - 1, and x - 4 are all quadratic residues. In 
addition, the Liouville X function, h(n), defined as -1 to the total number of 
prime factors of n, is also a member of L. Thus, there are infinitely many x 
such that X, x - 1, and x - 4 all have values +l under the Liouville X 
function. This result is a bit like a conjecture of Chowla’s about the Liouville 
A function. In [3, p. 951 it was conjectured that if Q = &I for 1 < i < g 
then h(x + m) = E~ (1 < m < g) has infhritely many solutions for x. 
Chowla seems to have felt that this conjecture was hard for m > 3. The 
above theorem gives thus a special case of Chowla’s conjecture with m = 3. 
In addition when an upper bound for B is given in terms of S, a lower bound 
for the frequency of solutions, x, will result. Such estimates could be made 
at the end of this paper. 
The method of proof is totally elementary, involving nothing more than 
high school algebra and enough number theory to obtain the easy properties 
of the Legendre symbol. We use four Lemmas. 
LEMMA I. Ifh(x - 1) = X(x + 1) andh(x - 2) = A(x + 2) then h(xz) = 
A(x2 - 1) = X(x2 - 4) = 1 for X E L. 
Lemma I, of course, follows from the identities x2 - 1 = (x - 1)(x + 1) 
and x2 - 4 = (x - 2)(x + 2) and the defining ‘properties of L. 
LEMMAII. IfA~LandA(x)=A(x+1)=h(x+2)=1then(1~mu.st 
occur with u between x and (4x + 6)2. 
Assume the hypotheses of the theorem Then, using X(4) = 1, A(4x) = 
X(4x + 4) = h(4x + 8) = 1. Thus, if (1) is not true between x and 4x + 8, 
X(4x + 3) = h(4x + 7) = - 1. Next, apply Lemma I with x replaced by 
4x + 6. With x replaced ‘by 4x + 6, X(4x + 6 - 2) = A(4x + 4) = 
A(4x + 8) = X(4.x + 6 4 2). If (1) is not true below (4x + 6)2, then 
A(4x+5) =X(4x+6- 1) #h(4x+6+,1) -h(4x+7) = -1. Thus, 
A(4x + 5) = + 1. Virtually the same. argument using 4x + 2 instead of 
4x + 6 gives h(4x + 1) = 1. Now, however, X(4x + 1) = h(4x + 4) = 
h(4x + 5) = 1 and (1) is true for some value below (4x + 6)2. 
LEMMAIIT. IfAELandh(x)=A(x+l)=h(x+2)=-1, then(l) 
occurs between x and (8x + 22)2. 
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The proof of this lemma is a bit more complex. Assume the hypotheses 
of the lemma and suppose the conclusion is false. First, the possibility that 
X(2) = -1 is eliminated. If h(2) = - 1, then X(2x) = X(2x + 2) = 
X(2x + 4) = 1. Hence, either (1) occurs between x and [4(2x + 2) + 612 = 
(8x + 14)2 or h(2x + 3) = - I by Lemma Il. Similarly, h(2x + 1) = - 1. 
But then, apply Lemma I with x replaced by 2x + 2 to obtain (I) between x 
and (2x + 2)2; namely, at (2x + 2)2. Thus, X(2) = 1. Immediately, 
h(2x) =h(2x+2) =x(2x+4) = -1. 
The remainder of the proof is broken into two mostly symmetric cases. 
The cases are separated by A(2x + 3) = - 1 and h(2x + 3) = + 1. In each 
case, the justification for each step is an application of Lemma I except for 
the next to the last step. If X(2x + 3) = - 1 (case I) apply Lemma I with x 
replaced by 2x + 2 and obtain h(2x + 1) = 1. Then with x replaced by 
2x + 1 to obtain h(2x - 1) = + 1. Then with x replaced by 2x to obtain 
X(2x - 2) = + 1. Then with x replaced by 2x + 3 to obtain X(2x + 5) = - 1. 
Then with x replaced by 2x + 4 to obtain X(2x + 6) = + 1. Now, 
&2x - 2) = A(2x + 6) = + 1 gives X(x - 1) = A(x + 3) = + 1. Lastly, 
Lemma I gives (1) with u = (x + 1)2. In case I, (1) must occur before 
(8x + 22)2. 
In case II, X(2x + 3) = + 1. Apply Lemma I with x replaced by 2x + 2 
to obtain ~(2.~ + 1) = - 1, then with x replaced by 2x + 1 to obtain 
h(2x - 1) = -1, then with x replaced by 2x to obtain h(2x - 2) = fl, 
then with x replaced be 2x + 3 to obtain h(2x + 5) = + 1, then with x 
replaced by 2x + 4 to obtain h(2x + 6) = + 1. Again, h(2x - 2) = 
X(2.x $ 6) and therefore X(x + 1 - 2) = h(x + 1 + 2) and h(x + 1 - 1) = 
X(x + 1 -+ 1) and (I) must occur at u = (x + 1)2. The applications of I give 
(1) between x and (8x + 22)2. 
LEMMA IV. Let X E L and X(x) = h(x + 1) = 1 with x 3 5. Then (1) 
occurs between x - 3 and (16x - 42)“. 
Our first step will be to note that h(x - 1) and X(x + 2) must be -1 or, 
by Lemma II, (1) occurs by (4x + 6)2. Also, if the pattern (1) does not 
occur before x + 1, then X(x - 3) = - 1. Next, by Lemma III, X(x - 2) = 
+ 1. By Lemma I, h(x - 4) = - 1 or (1) occurs at (x - 2)2. 
Next, assume A(2) = 1 then X(2x - 2) = -1. Also, X(2x) = X(2x - 4) = 
+ 1. If (1) does not occur before 2x, then h(2x - 1) I= - 1. Otherwise, 
h(2x) = X(2x - 1) = h(2x - 4) = 1. Next, h(2x - 7) = + 1 or (1) occurs 
before (8(2x - 8) + 22)2 = (16x - 42)2. If x(2x - 3) = 1, then h(2x - 3) = 
h(2x - 4) = h(2x - 7) = 1 and that is the pattern (1) so X(2x - 3) = -1. 
Thus, h(2x - 3) = X(2x - 1) and h(2x - 4) = X(2x) and (1) occurs at 
(2x - 2y. 
Thus, we assume X(2) = - 1. Now, h(2x - 2) = X(2x - 6) = 1, and 
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thus h(2x - 3) = - 1 or (1) occurs with 2x - 2 in place of x. Now, 
h(2x - 4) = - 1, and combining this with h(2x - 3) = - 1 and using 
Lemma III, we conclude )r(2x - 5) = + 1 or (1) occurs before 
(8(2x - 5) + 22)2 = (16x - 18)2. Next, h(2x - 5) = h(2x - 2) = 1 and 
if A(2x - 1) = 1, the pattern (1) occurs. Thus h(2x - 1) = - 1. Now, 
X(2x - 1) = &2x - 3) and X(2x) = A(2x - 4) and Lemma I gives (1) at 
(2x - 2)2 and the lemma has been proved. 
Finally, the proof of the theorem. 
Assume the theorem is false. By Lemma IV, consecutive + l’s do not occur, 
so if h(x) = h(x + 1) = -1 does not occur between S + 3 and S + 7 then, 
it will follow that h(S + 3) = h(5’ + 5) = h(S + 7) and that h(S + 4) = 
A(S’ + 6) since the signs must alternate. Thus, by Lemma I, there is a solution 
of (1) at (S + 5)2. Therefore, there is an x in [S + 3, S + 71 such that 
h(x) = h(x + 1) = - 1. By Lemma III, h(x + 2) = 1 and by Lemma IV 
A(x + 3) = -1 or (1) is true before (16(S + 9) - 42)2 = (16s + 102)2. By 
Lemma I, since h(x + 1) = h(x + 3), h(x + 4) = -X(x) = + 1 or (1) is 
true before (S + 9)2. By Lemma IV, h(x + 5) = -1 or (1) is true before 
(16(S + 11) - 42)2 = (16s + 134)2. Thus, h(x + 2) = h(x + 4) = 1 and 
X(x + 1) = h(x + 5) = -1 and by Lemma I, the theorem is true before 
(S + 10)s. 
Finally, the B in the Theorem is at most (16s + 134)2 - S. 
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