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We prove that under certain conditions, the Lorenz equations support a form of
chaos. The conditions have been verified for a particular set of parameter values,
showing that there is a natural 1:1 correspondence between a set of solutions and
the set of all sequences on countably many symbols. The computing required was
modest.  1996 Academic Press, Inc.
1. Introduction
The system of equations discovered by E. N. Lorenz [11] is found in
computer simulations to have chaotic behavior, by practically any defini-
tion of that term. A survey appears in [15]. However, aside from local
results and various kinds of bifurcation analysis, little had been proved
about these equations until very recently.
Recently, however, several authors have succeeded in giving rigorous
proofs that this system of equations supports some sort of chaotic behavior
[2], [9], [11], [14]. In this paper we prove and expand on the results
announced in [9] and [11]. Our results here are of the form that if cer-
tain conditions are satisfied by a particular set of solutions, then there
is a natural 1:1 correspondence between a set of solutions and a set of
sequences of natural numbers. As corollaries we obtain information about
‘‘sensitivity to initial conditions’’ and about ‘‘kneading theory’’ [3].
Our results are global, in that there is no perturbation analysis, and in
theory our conditions can be checked rigorously in any parameter range.
However, the verification of our hypotheses must be done on a computer,
and in practice, a rigorous proof that these hypotheses hold can only be
done for very small parameter ranges. In [11], it was shown that this
verification can be carried out for an open set of parameter values.
Another recent computer proof of chaos for the Lorenz equations was
carried out by Mischaikow and Mrozek, in [14]. Their work used more
sophisticated topology, and in particular showed that there is a ‘‘horse-
shoe’’ structure embedded in the flow. It may be possible to use their
method to demonstrate the existence of many periodic solutions, whereas
article no. 0060
41
0022-039696 18.00
Copyright  1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
File: 505J 307102 . By:CV . Date:24:05:96 . Time:10:51 LOP8M. V8.0. Page 01:01
Codes: 3036 Signs: 2637 . Length: 45 pic 0 pts, 190 mm
our method says nothing about periodic solutions. (We do obtain solutions
corresponding to periodic sequences, but we don’t know that the solution
itself is periodic.)
Our result implies a degree of sensitivity to initial conditions, described
in Section 4 below. It appears that our result is similar to that implied by
the results in [14] in this respect.
In the examples announced so far it seems that our method takes much
less computation than the result in [14], because they had to solve about
700,000 initial value problems to apply their theorem, while we needed
fewer than 600 such integrations [11].
In a recent paper [10], we proved a result which requires no computer
assistance.1 We show that there is a homoclinic orbit for the Lorenz
system. Homoclinic orbits have long been conjectured to exist, and have
been linked with the appearance of chaos [12], but by itself the existence
of a homoclinic orbit does not establish any sort of chaotic behavior. The
results in this paper, coupled with straightforward numerics, provide an
additional link between homoclinic orbits and chaos. This is explained
more fully below, in Section 6. In [5], interval arithmetic is used to prove
a stronger result about homoclinic orbits, and also to check one of the con-
ditions of this paper, Condition A, for a specific parameter set.
More recently, X. Chen [2] has obtained some very interesting results
with no computer assistance. He has considered the case of large R, and
found, analytically, many homoclinic orbits and chaotic behavior of a type
similar to the kind we find in this paper. In terms of the parameters in
system (1) below, Chen finds chaotic behavior for sufficiently large R when
s is slightly larger than (2q+1)3. His work is a tour de force of analysis
in an area where many previous workers had been unsuccessful. Our results
differ from his in that (i) we obtain a kind of ‘‘kneading theory’’ (see [3]),
which relates an ordering of the initial conditions to the qualitative
behavior of the solutions, and (ii) his results apply to unbounded open sets
of parameter values, which, however, cannot be specified precisely, while
ours have been shown with rigorous numerical analysis to apply in one
particular small open set of parameters. The results of Chen come from
perturbation analysis near R=.
We consider the Lorenz system
x$=s( y&x)
y$=Rx&y&xz (1)
z$=xy&qz
1 After submitting this paper we learned of a prior proof of the existence of homoclinic
orbits, by G. A. Leonov [Differential Equations 24 (1988), 634638]. That proof used pertur-
bation methods and was for sufficiently large R.
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where q, R, and s are positive parameters. For R>1 there are three equi-
librium points, (0, 0, 0) and p\=(\- q(R&1), \- q(R&1), R&1). At
(0, 0, 0) there is a one dimensional unstable manifold #=#+ _ #& _ [(0, 0,
0)], where #& is the reflection of #+ across the z axis and #+ initially
points into the positive octant. There is also a two dimensional stable
manifold. At p\ the stable manifold may be one dimensional or three
dimensional. We will assume that the eigenvalues of the linearized system
around p+ with non-negative real part are complex. This is the case at
parameter values where our other hypotheses appear to be true, including,
in particular, the parameter values for which Theorem 3 below has been
proved to apply [11], which are (q, R, s)=(9, 76, 10). However this
assumption is not essential.
We have two principal hypotheses for our first theorem.
Condition A. (See Figure 1.) If p is a solution of (1) with p(0) # #+,
then x$ has at least 2N+1 sign changes, for some integer N2, and x
changes sign at least once. If {0<{1< } } } <{2N are the first 2N+1 sign
changes of x$ in (&, ), while t1<t2 are the first two zeros of x, then
{0<t1<{1< } } } <{2N<t2 . (If x does not have a second zero, set t2=.)
Our second condition allows us to deal with the possibility that
x$=x"=0 at some t. In order to state this condition, we must describe the
procedure we will use to obtain the complicated solutions. The method,
sometimes called ‘‘shooting’’, is to choose initial conditions p(0) in a certain
line segment in the plane x=y, and give an inductive procedure for varying
p(0) to obtain more and more complex behavior.
To specify this line segment, suppose that condition A is satisfied. (See
Figure 1-a.) Then the branch #+ of # first crosses the plane x=y at some
point p0 , which can be shown to lie in the region zR&1. Our shooting
set is the line segment L connecting p0 with the equilibrium point p+.
Parametrize L by setting p:(0)=:p++(1&:) p0 , for 0:1.
Condition B. Suppose that p is a non-constant solution of (1) such that
x(0)=y(0) and z(0)=R&1. Then at least one of the following is true:
p(t)  L for t<0 (2a)
x$ changes sign at least 2N times in some interval containing
0 in which x{0. (2b)
We emphasize that two different lines are being considered, the line 4 of
points satisfying x=y, z=R&1, and the line containing the line segment
L connecting p+ and p0 . These are almost certainly not the same, although
this is not part of our hypotheses.
(These were not the hypotheses which we checked rigorously in [11].
See Theorem 3 and the remark following its proof in Section 3.)
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Fig. 1. The unstable manifold when condition A is satisfied for N=2. The parameter
values are (q, R, s)=(83, 46, 10). (a) y vs x; (b) x vs t.
Theorem 1. Suppose that conditions (A) and (B) hold for some (q, R, s).
Assume that two of the eigenvalues of the linearization of (1) around p+ are
complex. Moreover, suppose that [_j] is any infinite sequence of odd integers
lying in the interval [1, 2N&1]. Then there is a solution p=(x, y, z) of (1)
such that x has an infinite number of zeros in 0<t<, and if [ti] is the
sequence of consecutive zeros of x in [0, ) and ni is the number of sign
changes of x$ in (ti , ti+1), then ni=_i for 1i<.
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2. Proof of Theorem 1
We first prove the result for N=2. As described earlier, we restrict our
attention to solutions with initial values p:(0)=:p++(1&:) p0 , 0:1.
Thus p:(0) moves along L from p0 to p+ as : increases from 0 to 1. In
Fig. 2, we show the solution when p:(0) is close to the stable manifold at
the origin but not on this stable manifold.
Fig. 2. Solution starting on x=y, coming close to the origin, and then following #& past
the next zero of x. The parameter values are (q, R, s)=(83, 46, 10), (a) y vs x; (b) x vs t.
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The proof proceeds by induction, choosing a sequence of :$s giving more
and more of the prescribed numbers of critical points between zeros of x.
Since two of the eigenvalues of the linearized system around p+ are
complex, it follows that if : is close to 1, then p crosses the plane y=x
in 0<t< before any possible zero of x. On the other hand, for small :,
x decreases monotonically to below 0, after which x$ changes sign at least
four times before x=0 a second time. Therefore, the first positive zero
of x, t1(:), is defined and continuous on some maximal interval of the form
[0, : ), where : <1.
We now assume that [tn] is the sequence, finite or infinite as the case
may be, of consecutive zeros of x: on (0, ). If x: has exactly n zeros, let
tn+1(:)=. Clearly the tn depend on :. Also, if tn is finite, let _n=_n(:)
denote the number of sign changes of x$: in (tn , tn+1). Of course, _n is odd
if tn+1<, and _n could be infinite if tn+1=.
We need a preliminary lemma which shows the importance of Condition
B. First we give an informal statement of the result. We are not assuming
that any of the functions {n, j (:) are continuous functions of :. Always, {n, j
is defined simply as the j th sign change of x$ in [tn , tn+1). It may have
jump discontinuities while remaining finite, or a pair of adjacent {n, i may
coalesce. But condition B insures that if {n, 1 , ..., {n, 4 exist at some : where
tn+1 is finite, then, as : is varied, all four of these continue to exist (distinct
from each other) as long as tn+1 remains bounded. Similarly, if {n, 1 and
{n, 2 exist at some :, then they continue to exist while tn+1 is bounded.
Lemma 3. Assume that Condition B is satisfied. Suppose that for each
: # [0, : ), p: is the solution starting on the line segment L, as described
above. Suppose also that for some n and for some :* # [0, : ), tn+1(:*)<
and _n(:*)4. If tn+1=tn+1(:) is continuous in an interval [:1 , :2]
containing :*, then _n(:)4 for all : # [:1 , :2]. Similarly, if _n(:*)2,
then this is true in any interval containing :* where tn+1 is continuous.
More generally, suppose that for some :* # [0, : ), tn(:*) is finite and
_n(:*)4. (We do not assume that tn+1 is finite.) Then
[: | tn< and _n(:)4]
contains a maximal open interval I around :*. At least one endpoint of I is
contained in (0, : ), and the fourth sign change {n, 4 of x$ in (tn , tn+1) is
unbounded at any endpoint of I which lies in (0, : ). Necessarily, tn+1 is also
unbounded in this interval. A similar statement holds for {n, 2 , when we
consider a maximal open subinterval of [: | tn< and _n(:)2].
Proof. As : Z : , t1   and it follows that as : increases from :*, {4
and {2 must disappear, before :=: . If {4 (or {2) disappears without
becoming unbounded, then it must do so at a point where x$=x"=0,
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which implies that x=y and z=R&1. But Condition B insures that this
does not happen for solutions beginning on L.
Another preliminary result is less subtle.
Lemma 4. If x$ changes sign from positive to negative at some point {
where x>0, then z({)>R&1. If the sign change is from negative to positive,
and x>0, then z({)<R&1. If a sign change of x$ occurs where x<0, then
the signs of these inequalities are reversed.
Proof. This follows from (1) if x$({)=0, x"({){0. If x"({)=0, then
from (1) it is easy computed that x$$${0, unless x is a constant solution,
and in either case x$ does not change sign at {.
Now suppose that I is an open subinterval of (0, : ). We shall say that
I has ‘‘Property Pn’’ if
(i) tn=tn(:) is continous on I
(ii) There is a closed subinterval J/I in which tn+1 is continuous,
_n=1, and _n+14.
(iii) There is a closed subinterval K/I, disjoint from J, in which
_n4.
Note that I1=(0, : ) has property P1 .
Lemma 5. If an open interval I has property Pn for some n0, then
there are open intervals I $ and I", with I $/I and I "/I such that I $ and I"
have property Pn+1 , _n=3 in I $ and _n=1 in I". (Here I denotes the closure
of I.) Further, if, in In , the interval J in (ii) lies to the right of the interval
K in (iii), then I $ lies to the left of I", and in both I $ and I", the intervals
J and K in the definition of property Pn+1 lie in the reverse order, with J to
the left of K. All these relations are reversed if the original J in I lies to the
left of K.
Proof of Lemma 5. For definiteness, assume that x$(tn)<0, and that
in I, J lies to the right of K. This is the case if n=1 and I=(0, : ), for
example. Let K=[a, b] and J=[c, d], so that a<b<c<d.
We claim that {n, 2 is unbounded in [a, c). If not, then Condition B
implies that {n, 2 is defined everwhere in [a, c], and in particular, at c, but
this contradicts the definition of J.
The zeros {n, i (:) of x$ are defined in K, for 1i4. Let
b$=sup[:<c | {n, 2( ) is bounded in [a, :)]
and
a~ =sup[:<c | {n, 4( ) is bounded in [a, :)].
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Lemma 6. a~ <b$.
Proof. Clearly, a~ b$c. By the definition of a~ ,
lim sup
:  a~ &
{n, 4(:)=.
Suppose that a~ =b$. Then
lim sup
:  a~ &
{n, 2(:)=.
That is, {n, 2 and {n, 4 disappear at the same time.
Since tn(:) is bounded in [a, b$], we claim that
lim inf
: Z :~
&p:({n , 2(:))&=0. (2)
Otherwise, lim inf: Z :~ mint nt{ n , 2 &p: (t)&p
&&=0. But in this case, for
some values of : close to :~ , p: stays close to p& for a long time in (tn , {2).
Let 2& denote the curve within the stable manifold at p& corresponding
to the real eigenvalue of the linearized system. (Possibly, 2& is the entire
stable manifold, though in many cases it is not.) We can find a T>0 and
a small neighborhood 7 of p& contained in x<0 such that if $& is the
component of 2& & 7 which contains p&, and if p is any solution with
p(0) # 7 and p(0)  $&, then x$ must change sign at least four times in
(0, T ), while x does not vanish in this interval. We can choose 7 so that
if p(0) # $&, then p(t)  p& without leaving 7 and without any further
zeros of x$. (This is seen by local analysis near p&.) Then for : # (a, b$),
p:(t) does not intersect $& in (tn , {n, 2). But we have seen that if (2) does
not hold, while {n, 2 is unbounded as : Z a~ , then there are :’s close to a~
such that p: # 7 over a subinterval of length at least T of (tn , {n, 2). This
means that x$ must change sign at least four times in this interval,
contradicting the definition of {n, 2 . This proves that (2) holds if {n, 2 is
unbounded as : Z a~ .
Since x({n, 2(:)){0 and x$({n, 2(:))=0, it follows from (2) that for a
sequence of :$s in (a, a~ ) tending to a~ , p: follows #& over longer and longer
segments of #&, in particular, until after #& crosses x=0. But this implies
that x$ changes sign only three times in (tn , tn+1), which is a contradiction
of the definition of a~ . Hence {n, 2(:) is bounded in [0, a~ ), and this implies
that a~ <b$.
The proof of Lemma 6 has a further implication: For : in (a~ , b$) and suf-
ficiently close to b$, so that {n, 2 is sufficiently large, tn+1(:) is finite, and
_n+1(:)=4. On the other hand, tn+1(a~ )=.
Let
a$=inf[:<b$ | tn+1()< in (:, b$)].
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Then for : # (a$, b$) and close to a$, tn+1(:) is finite but large, and this
implies that _n+1=1, _n+24. Hence the interval I $=(a$, b$) has property
Pn+1 , with _n=3.
Next, let b" be some point in (c, d ), where _n=1, _n+14. Also, let
a"=inf[: | tn+1() is continuous on (:, b"]].
For : in (a", b") and close to a", _n(:)=1 and tn+1(:) is large, which
implies that _n+1(:)=1, tn+1(:)<, and _n+2(:)4. Hence we can let
I"=(a", b"). This completes the proof of Lemma 5.
The proof of our theorem for N=2 follows immediately, for suppose
that [ni] is a sequence of 1’s and 3’s. Then we can find a corresponding
sequence [Ij] of open subsets where Ij has property Pj , and in Ij+1 , _j=nj .
Further, I j+1/Ij , so that
,

j=1
I j
is nonempty. A point in this intersection must lie in each Ij . Such a point
could not lie on the stable manifolds at the origin, p+, or p&, because all
the tj must be defined for the solution starting at this point. Note also that
if p is a solution corresponding to a point in this intersection, then
inft0 &p(t)&>0, for otherwise, p would have to follow close to the
unstable manifold over a long interval, implying that some _j is four or
more. This would contradict the definition of the sequence [Ij]. We see,
therefore, that p is a solution satisfying the conditions in the conclusion of
Theorem 1 when N=2.
For N>2 the proof is similar. In the interval Ij we find subintervals
J1 , ..., JN , in either increasing or decreasing order, such that in Ji ,
_j=2i&1. The order of these subintervals will be reversed in Ij+1 .
Finally, we note that there is nothing special about using a line segment
L in the statement of condition B or in the proof of the theorem. Instead,
L can be any curve in [x>0] connecting p+ to p0 , so long as condition B
holds.
This completes the proof of Theorem 1. The reader can consult [6], [7],
and [8] for examples where essentially the same induction process has
been carried out for different equations.
3. Extensions and Special Cases
There are many ways of extending Condition A. Here is one, which
seems to apply to many parameter sets where there is chaos but Condition
A does not hold.
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Condition A$. Let p be a solution with p(0) # #+. Assume that x
changes sign at least once, and let t1 denote the first zero of x. Also, assume
that x$ vanishes exactly once on (&, t1). Further, assume that there are
t2t1 and t3>t2 such that x(t2)=x(t3)=0, x{0 in (t2 , t3), and x$
changes sign at least 2N times in (t2 , t3), where N2.
We can then prove
Theorem 2. Assume that in the hypotheses of Theorem 1, Condition A is
replaced by Condition A$. Let [_i] be a sequence of odd integers between 1
and 2N&1. Then there is a solution p of (1), and an infinite sequence [Jn]
of disjoint intervals on the t axis, such that x vanishes at the endpoints of
these intervals, but not in the interior of these intervals, and such that the
number of sign changes of x$i in Ji is _i . Further, the number of zeros of x
in the intervals separating the intervals Jn , and the pattern of sign changes
of x$ between these intervening zeros of x, is exactly the same as the pattern
of zeros of x and sign changes of x$ on #+, between t1 and t2 . (If t1=t2 , then
Theorem 1 can be applied.)
The proof is similar to the proof of Theorem 1.
Theorems 1 and 2 apply both when the equilibria p\ are stable and
when they are unstable. However in the case where these points are
asymptotically stable equilibria, and where the linearizations around these
points involve matrices with two complex eigenvalues, Condition B can be
altered slightly to give a stronger result. We can replace Condition B with
the following:
Condition B$. Suppose that p is a non-constant solution of (1) such
that x(0)=y(0) and z(0)=R&1. Then at least one of the following is true.
p(t)  L for t<0 (4a)
x(t){0 for t>0. (4b)
We then have
Theorem 3. Suppose, for some set of parameters, that the linearization
of (1) around p+ has two complex eigenvalues with negative real part, and
that Condition B$ holds. Suppose also that on the unstable manifold #+, x
changes sign at least once and the number of zeros of x is finite. Then for any
sequence [_i] of positive odd integers, there is a solution of (1) such that x
has infinitely many zeros on [0, ), and if [ti] is the sequence of successive
zeros of x in [0, ) and ni is the number of sign changes of x$ in (ti&1 , ti),
then ni=_i for all i.
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Proof. To see this we observe that in the case (4-b), either x$ oscillates
infinitely often in [0, ), or else p(t) tends to p+ or p& as t  . In the
latter case, because of the assumed complex roots, either x$ again changes
sign infinitely often, or, this is true for nearby solutions starting on 4.
Similarly, Condition A$ is seen to hold for any N, or else, solutions starting
on L near p0 must eventually tend in an oscillatory fashion to p+ or p&.
Therefore similar arguments to those used above , making use of Theorem
IX.6.2 from [4], cover this case and give the stated conclusion.
The hypotheses of Theorem 3 were verified rigorously using interval
arithmetic, as described in [11], for (q, R, s)=(9, 76, 10).
4. Kneading Theory, Symbolic Dynamics, Sensitivity to
Initial Conditions
It is a consequence of the proofs of these theorems that we obtain infor-
mation relating the order of initial conditions along the segment L to
an ordering of the corresponding sequences. This is commonly called
‘‘kneading theory’’. It seems to be rare that such information has been
found for a differential equation; one previous example is in [7].
Theorem 4. Suppose that the hypotheses of Theorems 1, 2, or 3 hold at
some given set of parameter values, and the set L is parameterized by :, with
:=0 corresponding to p0 . Suppose that s1=[ni] and s2=[mi] are two
sequences with corresponding initial conditions at :=:1 and :2 respectively.
Further suppose that ni=mi for 1ik, and nk+1>mk+1. If k is odd, then
:1>:2 , while if k is even, then :1<:2 .
This is simply a corollary of the proofs of the previous theorems.
In the language of dynamical systems, our theorems come close to the
construction of solutions corresponding to symbolic dynamics on two or
more symbols. However, as stated, the solutions obtained are indexed only
for 1 j<, which does not permit the usual shift operation.
Theorem 5. Under the hypotheses of Theorems 1, 2, or 3, there is a 1:1
correspondence between a set S of initial conditions for (1) and the set of all
doubly infinite sequences [nj]&<j< , where nj is an odd integer between
1 and 2N&1. The set S lies in the plane x=0. If p=(x, y, z) is the solution
corresponding to [nj], then x has consecutive zeros [..., t&2 , t&1 , t0 , t1 ,
t2 , ...] and x$ has nj zeros in (tj , tj+1).
Proof. For each j, let p j=(x j , y j , z j) be a solution found as in Theorem
1, 2, or 3 from the sequence
[nj , nj+1 , nj+2 , ...].
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Then let p&j (t)=((&1) j x j (t+tj), (&1) j y j (t+tj), z j (t+tj )), where tj is
the jth zero of x j in [0, ). Some subsequence of the [ p&j (0)] converges
as j  ; replace the original sequence with this subsequence. Then we
claim that the solution p* with p*(0)=lim j   p&j (0) is a solution corre-
sponding to the original doubly infinite sequence [nj]. The only way this
could fail is if p*(0)=0, p+, or p&. But in any of these cases, for large j,
p&j would either lie in the stable manifold at one of these points, or else
have _i4 for some i. Both of these are impossible for p&j .
The reason one is interested in the correspondence between solutions
and sequences is that this indicates a degree of ‘‘sensitivity to initial condi-
tions.’’ The map ,: p(0)  [nj] is clearly 1:1, onto, and continuous.
Sensitivity to initial conditions means that if a solution p* corresponds to
some sequence, then there are initial conditions arbitrarily close to p*(0)
which correspond to different sequences. This will be true if the inverse map
,&1 : [nj]  p(0) is continuous.
Unfortunately, we cannot prove this result. This is because, in the proof
of Theorem 1, it might be that j=1 I j contains an interval, not just a
point. Then a whole interval of initial condtions could correspond to the
same sequence.
However, this cannot happen for more than a countable number of
initial conditions. Hence, we can assert that there is a countable subset
S$/S such that , |S&S$ is a 1:1 onto continuous map with a continuous
inverse, so on the restricted set of initial conditions S&S$, we do have
sensitivity to initial conditions.
5. Remarks
1. We now explain the relation between our results and the apparent
sudden appearance of chaotic orbits as R crosses a value where there is a
homoclinic orbit. Standard numerical studies show this happening, for
example, when q=83, R=Rhr13.92, s=10 [12, 15]. In this case, Condi-
tion B$ is satisfied for R in some neighborhood of Rh . For R<Rh , Condi-
tion A is not satisfied, because #+ never crosses x=0, and tends to p+ as
t  . For R just above Rh , on the other hand, solutions on #+ do cross
x=0. Indeed, this forms the basis of two recent proofs of the existence of
an Rh where there is a homoclinic orbit [2], [10]. In an interval above Rh
it appears that Theorem 3 applies, since on #+, p seems to cross x=0
exactly once, after which p  p&. This seems difficult to resolve con-
clusively, however. We see, therefore, strong indication that as R crosses
Rh , there is immediately a 1:1 correspondence between a set of solutions
and sequences on infinitely many symbols. We offer this as another
perspective on what has been called a ‘‘homoclinic explosion’’.
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2. There appear to be parameter ranges where the maximum possible
value of N in our theorem is 2, for example, (83, 150, 10). This suggests
that the solution cannot oscillate more than twice in a half space x{0
before crossing to the other side of x=0. This would preclude the existence
of a horseshoe.
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