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Abstract
The set of circulant graphs with pk vertices (k>1; p an odd prime) is decomposed into a
collection of well-specied subsets. The number of these subsets is equal to the kth Catalan
number, and they are in one-to-one correspondence with the monotone underdiagonal walks on
the plane integer (k + 1)  (k + 1) lattice. The counting of non-isomorphic circulant graphs in
each of the subsets is presented as an orbit enumeration problem of Polya type with respect
to a certain Abelian group of multipliers. The descriptions are given in terms of equalities and
congruences between multipliers in accordance with an isomorphism theorem for such circulant
graphs. In this way, explicit uniform counting formulae have been obtained for various types of
circulant graphs with p2 vertices. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 05C25; 05C30
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1. Introduction
A circulant graph (or briey a circulant) is a (di)graph which is invariant with
respect to a complete cyclic permutation of the vertices. From the earliest days of their
study, it became clear that properties of circulants heavily depend on the multiplica-
tive nature of their order (the order of a graph means the number of its vertices).
For a prime order p, the structure and description of circulants are well-known and
rather simple. In particular, there is a simple one-multiplier isomorphism theorem for
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circulants of order p (Theorem 2:6 below). This criterion provides an easy way to count
non-isomorphic circulants by applying the ordinary Polya method with the transitive
cyclic group of degree p−1 (or (p−1)=2 for undirected circulant graphs). Almost all
diverse enumerative results that have been obtained so far for various types of circu-
lants are based upon this theorem and concern only prime orders (see, by chronology,
[12,33,2,6,13,8,3,11,34,31,4]). Moreover, due to a recent progress in the algebraic the-
ory of circulants (cf. [27]), a similar approach can be, in principle, extended to the
square-free orders (although counting formulae for them will be, evidently, less pleas-
ant, see [26]; cf. also [9,7]).
For the other orders (excepting several small values), the above-mentioned one-
multiplier isomorphism theorem is not valid [29]. So that, the counting of circulants
of such orders is a more dicult task. Recently, Klin with the present authors have
succeeded in counting circulants of order p2 [21]. In particular, we have obtained
Polya-type formulae for them (see Section 4 below) relying upon the corresponding
two-multipliers isomorphism theorem proved in [22] (cf. [5]).
In this paper we generalize the same approach to orders pk with arbitrary k and odd
prime p by using the corresponding k-multipliers isomorphism theorem obtained in [23]
(recently, it has also been reproved and strengthened in [28]). Due to combinatorial and
number-theoretic features of the conditions in this theorem, the problem is decomposed
into a certain collection of well-specied orbit enumeration subproblems. Each of them
concerns a subgroup of the direct product of k cyclic groups which act by multiplication
on certain sets of numbers. Every subproblem is of Polya type, i.e. it deals with the
induced element-wise action of a permutation group on the subsets. In principle, all
these enumeration problems can be resolved by the ordinary Polya technique. But their
diversity and setting complexity grow quickly (in fact, exponentially) with k: they prove
to be in a one-to-one correspondence with the monotone walks on the plane integer
(k+1) (k+1) lattice. Accordingly, the overall number of these subproblems is equal
to the kth Catalan number Cat(k) = [1=(k +1)]( 2kk ), so that we obtain 1; 2; 5; 14; 42; : : :
subproblems for k = 1; 2; 3; 4; 5; : : : ; respectively. In these terms, the combinatorics of
the problems that arose is described eectively. In particular, we describe a reduced
collection of equalities and congruences between the multipliers which species the
corresponding group.
For k>3, nding an explicit formula for the number of non-isomorphic circulant
pk -graphs (and, moreover, nding a general solution of the above subproblems as an
explicit function of the specifying lattice walk) still remains an open question.
2. Preliminaries. Isomorphism theorems
2.1. As usual, Z stands for the ring of integers. Let n be a positive integer, Zn := f0; 1;
2; : : : ; n− 1g and Z0n :=Zn n f0g. We denote by Zn the set of numbers in Zn relatively
prime to n.
In the sequel, all arithmetic operations are regarded modulo n unless otherwise stated.
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Zn forms a ring with respect to addition and multiplication. In particular, Zn is an
additive cyclic group of order n and Zn is a multiplicative abelian group.
2.2. A graph will mean a nite directed graph without loops and multiple edges. If
  is a graph, we write   =  (V; E) where V = V ( ) and E = E( ) are the sets of
its vertices and (directed) edges, respectively. An n-graph means a graph of order n.
Usually, for deniteness, the set of vertices is taken to be Zn.
For other graph-theoretic notions we refer to Harary [18].
A circulant graph of order n, or simply a circulant (or an n-circulant) means an
n-graph   on Zn which is invariant with respect to the cyclic permutation (0; 1; : : : ;
n− 1), i.e. we have
(u; v) 2 E( )) (u+ 1; v+ 1) 2 E( ):
Sometimes it is useful to mean by a circulant graph, instead, an n-graph which is in-
variant with respect to an arbitrary n-cyclic permutation. Of course, up to isomorphism,
both denitions are equivalent.
The connection set of a circulant   is the set
X = X ( ) := fv 2 Z0n j (0; v) 2 E( )g
of all vertices adjacent to the vertex 0.
A circulant   is completely specied by its connection set X . In fact,
E( ) = f(u; v) j u; v 2 Zn; v− u 2 X ( )g:
Accordingly, we write   =  (Zn; X ), or, in short,   =  (X ). Obviously,  (X ) is a
regular graph of valency jX j.
The following simple result plays a key role in the theory of circulants.
2.3 Lemma. For an arbitrary n; let X and X 0 be two connection sets such that
mX = X 0 (M1)
for some integer m prime to n where
mX := fmv j v 2 X g: (2.1)
Then the n-circulants  (X ) and  (X 0) are isomorphic.
Proof. In fact, the mapping m : v 7! mv; 8v 2 Zn, is an isomorphism. It is a bijection
from Zn onto itself since m 2 Zn is invertible. Let (u; v) be an edge of  (X ), then, by
denition, v − u 2 X . Now (u; v)m = (mu;mv) is an edge of  (X 0) since mv − mu =
m(v− u) 2 mX = X 0. Hence  (mX )= (X ).
Note that the equality (M1) just describes the induced element-wise action of the
multiplicative group Zn on connection sets, i.e. on subsets of Z0n.
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2.4. One-multiplier equivalence. Two connection sets X and X 0 satisfying the condition
(M1) are called equivalent (more exactly, one-multiplier equivalent with respect to the
multiplier m).
The relation (M1) is often referred to as Adam’ s condition in view that Adam in
[1] conjectured the converse assertion. Namely,
2.5. Adam's conjecture A(n). The connection sets of isomorphic circulant n-graphs are
equivalent.
2.6. Isomorphism theorem for p-circulants (cf. Turner [33]; Elspas and Turner [15];
Faradzev et al. [16]). The conjecture A(n) is valid for all prime n= p.
However, as we pointed out in the Introduction, Adam’s conjecture is false in general.
So that, for non-square-free n, a subtler isomorphism criterion is needed. And such a
criterion has been obtained for n= pk .
2.7. Layers. For composite orders n, in view of Lemma 2.3 it is natural to partition
the elements of X =X ( ) into layers according to their greatest divisors common to n:
such a divisor remains invariable with respect to multiplying by any number m 2 Zn .
Thus, for n=pk (p prime), k layers arise in accordance with the divisibility of the
elements of X by powers of p:
X = X(0) _[X(1) _[    _[X(k−1); (2.2)
where the i-layer is X(i) =X \piZpk−i (the set p−iX(i) can be regarded modulo pk−i).
2.8. Isomorphism theorem for pk-circulants (Klin and Poschel [23, Theorem 2:3], cf.
also Muzychuk and Poschel [28]). Let n=pk (p an odd prime) and let   and  0 be
two pk -circulants with the connection sets X = X ( ) and X 0 = X ( 0), respectively.
Then   and  0 are isomorphic if and only if their respective layers are multiplicatively
equivalent; i.e.
X 0(i) = miX(i); i = 0; 1; : : : ; k − 1; (Mk)
for an arbitrary set of multipliers m0; m1; : : : ; mk−1 which satisfy the following con-
straints: whenever the layer X(i) satises the non-invariance condition
(1 + pk−i−j−1)X(i) 6= X(i) (Rij)
for some i 2 f0; 1; : : : ; k − 2g and j 2 f0; 1; : : : ; k − 2 − ig, the successive multipliers
mi; : : : ; mk−j−1 meet the system of congruences
mi+1  mi (modpk−i−j−1);
mi+2  mi+1 (modpk−i−j−2);
...
mk−j−1  mk−j−2 (modp):
(Eij)
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It is clear that, in principle, this crucial theorem is sucient to split the counting of
pk -circulants into a number of Polya-type problems. But in order to achieve this aim
rigorously, we need to examine thoroughly the restrictions of the theorem and their
interactions. At rst, we introduce some additional denitions (for other combinatorial
notions concerning groups with actions we refer to Kerber [20]).
2.9. Given a group G and an action of it on a set U , we denote this as (G;U ) where
the action, i.e. the corresponding homomorphism from G to the symmetric group S(U )
is implicit. (G;U ) is a permutation group if and only if this action is faithful.
The action of g 2 G on u 2 U is written as ug.
Given two groups G and H acting on disjoint sets U and V , we dene their direct
sum (G;U ) (H; V ) := (G  H;U _[V ). This is the direct product G  H (as abstract
groups) acting on the (disjoint) union U _[V by the following rule:
u(g;h) := ug; v(g;h) := vh
for any u 2 U; v 2 V and (g; h) 2 G  H .
Given a group G with two of its actions (G;U ) and (G; V ) on disjoint sets U and
V , their join (G;U ) __ (G; V ) := (G;U _[V ) means the same group combining the two
actions:
wg :=

ug for w = u 2 U;
vg for w = v 2 V
for any g 2 G and w 2 U _[V .
(G;U ) __(G; V ) is the ‘diagonal’ subgroup of the direct sum (G;U )  (G; V ). This
natural operation is characteristic for combinatorial enumeration.
2.10. We need some multiplicative properties of integer numbers. For n = pk , as is
well-known, Zn is a multiplicative cyclic group of order pk−1(p− 1). Moreover, it is
possible to nd an integer W = W (p) which is a primitive root (i.e. a generator of
Zpk ) for all k and is such that 1<W <p
2 (necessarily pW  1 (modp2)). Instead,
following Hasse [19, p.80] we shall make use of representing this cyclic group as the
direct product of two cyclic groups of orders pk−1 and p − 1, respectively. The rst
group is generated by the number 1 + p (which in fact is of order pk−1 modulo pk).
The second group is generated by an element w=w(p; k) such that w is a primitive root
modulo p (i.e. hwi = Zp (modp)) and satises the congruence wp−1  1 (modpk).
In other words, w is of order p − 1 both modulo p and pk−1. Such an element w
does exist: if W is a primitive root modulo pk , then one can simply take w =Wp
k−1
.
Therefore, every element m 2 Zpk has a unique representation
m= wi(1 + p)j (modpk) (2.3)
for some i 2 f0; 1; : : : ; p− 2g and j 2 f0; 1; : : : ; pk−1 − 1g.
Moreover, the multiplier 1 + pi; i> 0; is of order pk−i modulo pk since
1 + pi  (1 + p)pi−1 : (2.4)
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2.11. The following elementary property is convenient for manipulating congruences
modulo dierent p-power bases.
Let i; j and ‘ be positive integers such that i6j; i6‘, and let h be a number
considered modulo pj. Then the equation
x  h (modp‘) (2.5)
has a unique solution x modpi. It is simply h considered, coarser, modulo pi. In other
words, we may replace congruence (2.5) with the equality
x = h
(and in this form, x just as h is considered modulo pj). Of course, this assertion is
not valid for the greater values of i.
3. Decomposition
3.1. Henceforth, it will be convenient to interchangeably write pairs of parameters
briey as ij or in parentheses separated by commas, so that, for example, (R(i; j))
denotes the same as (Rij).
The conditions in Theorem 2:8 imply a number of properties important for enumer-
ation. Instead of a single multiplier acting on the connection sets by (M1), we have
k multipliers acting on the layers by (Mk). These multipliers form certain ‘partially
diagonal’ subgroups of the direct sum Zpk  Zpk (in fact, of ZpkZpk−1  Zp))
specied by combinations of the congruence sets (Eij). And, moreover, the (induced
setwise) action of such a restricted subgroup is dened exactly on the connection sets
that meet the corresponding non-invariance conditions (Rij).
There are ( k2 ) non-invariance conditions (Rij), and all their combinations together
with the remaining invariance conditions must be considered as separate action con-
straints. But not all of such combinations are, in fact, signicant: due to congruence
(2.4), the implication
(Rij)) (Rij0) (3.1)
holds whenever j0>j. Hence for each i, no more than one condition (Rij) should be
selected and placed into a combination of constraints on connection sets.
This means that we can split (additively) the counting of pk -circulants into k!
‘primary’ subproblems Qf. Every Qf is parametrized by an integer-valued function
f : [0; k−2]! [0; k−2] satisfying the restriction i+f(i)6k−1 for all i. The problem
Qf is specied exactly by the set of the non-invariance conditions
Rf = f(Rij) j i = 0; 1; : : : ; k − 2; j = f(i); j < k − 1− ig (3.2)
and the set of the corresponding congruences
Ef = f(Eij) j i = 0; 1; : : : ; k − 2; j = f(i); j < k − 1− ig: (3.3)
For uniformity we put j=f(i) := k − 1− i whenever for some i, no condition (Rij) is
presented in Rf.
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The exact choice of the set Rf means that it should be complemented by the set of
all invariance conditions
(1 + pk−i−j−1)X(i) = X(i) (Rij)
that do not contradict Rf by implication (3.1). For each i it suces to take (:Rij)
with the maximal possible value of j, i.e. Qf is specied by the set of the additional
conditions
Tf = f(:R(i; j−1)) j i = 0; 1; : : : ; k − 2; j = f(i)> 0g: (3.4)
They are valid for the case when f(i) = k − 1− i as well.
3.2. Now the problem Qf can be formulated as follows:
count the orbits of the group
Gf = (Zpk  Zpk−1      Zp)nEf
acting multiplicatively component-wise on the set Cf (see below) of connection
sets satisfying the restrictions Rf [ Tf as dened by (3.2) and (3.4).
Here nEf denotes taking the subgroup of all multiplier tuples that meet the congru-
ences in Ef (see (3.3)). Gf is considered in its induced setwise action as dened by
formula (2.1).
Cf is the disjoint union
Cf = C(0;f(0)) _[C(1;f(1)) _[    _[C(k−2;f(k−2)) _[Ck−1; (3.5)
where the set C(i;f(i)) consists of all subsets of piZpk−i satisfying the condition (R(i;f(i)))
if f(i)<k − 1 − i and, moreover, satisfying the condition (:R(i;f(i)−1)) if f(i)> 0.
Ck−1 is the set of all subsets of pk−1Zp with no restrictions.
3.3. Reduction (3.1) is a straightforward consequence of Theorem 2:8. But there is a
possibility to reduce the collection of subproblems by joining some of them and, what
is more important, simplifying their settings at the same time.
The idea is to make use of the implication between the congruences
(Eij)) (Ei0j) (3.6)
whenever i0>i; this is immediate from the denition of (Eij). Therefore, if two primary
subproblems Qf and Qf0 dier only in index pairs that are connected by implications
(3.6), then Ef =Ef0 and Gf =Gf0 . Thus, instead of orbits of two groups with actions
(Gf;Cf) and (Gf0 ;Cf0), we may count orbits of their join, i.e. we may replace the
problems Qf and Qf0 by one new combined problem.
As a result, we arrive at the following collection of enlarged enumerative problems
PB which are specied by GB and CB and will be denoted by PB = [GB;CB]. Here B
is an arbitrary (possibly, empty) set of pairs ij which satisfy the inequalities i; j>0
and i + j6k − 2 and are mutually incompatible in the partial order
ij6 i0j0, i6 i0& j6 j0:
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In other words, for no dierent pairs ij and i0j0 in B, the inequalities i6i0 and j6j0
hold simultaneously. Therefore, we can present B as the following ordered sequence
of pairs:
B := fisjs j s= 1; 2; : : :g= fi1j1; i2j2; : : : j i1<i2<: : : ; j1>j2>: : :g: (3.7)
Let also
B1 := fi1; i2; : : :g
denote the sequence of the i-indices of the pairs in B in ascending order. Now
GB = (Zpk  Zpk−1      Zp)nEB (3.8)
where
EB = f(Eisjs) j isjs 2 Bg
and nEB denotes, as above, taking the subgroup of all multiplier tuples that meet the
congruences in EB.
3.4. To specify CB, it is convenient to represent index pairs ij by points of the plane
integer lattice. More exactly, we consider the triangular region k of points with integer
coordinates ij satisfying the inequalities 06i; 06j and i+ j6k. k contains the main
diagonal fij j i+ j= k; i; j>0g and the subdiagonal fij j i+ j= k − 1; i; j>0g while,
by denition, the points isjs of B lie strictly below them. The points in B are called
the base points (of order k), all points below the subdiagonal are called proper and
the points on the main diagonal and subdiagonal are called improper.
Consider the region UB in k consisting of the subdiagonal and all proper points ij
such that i>is and j>js for some isjs 2 B.
In these terms, the problem PB combines the primary subproblems Qf with arbitrary
functions f whose graphs lie in UB and pass through all the base points, i.e. (i; f(i)) 2
UB for any i, and f(is) = js for any is 2 B1 where isjs 2 B.
More explicitly, UB is specied by the set VB of all its lowest points in the columns
together with all its extreme left points in the rows. Let us augment the region UB by
the main diagonal: UB = UB [ fij j i + j = k; i; j>0g. Now take every point ij 2 k
such that both neighbouring points below and to the left of it (i.e. the points (i; j− 1)
and (i− 1; j), respectively) belong to VB. We adjoin all such points to VB and denote
the extended set, thus obtained, by WB. Then, clearly, WB forms a monotone, right-
and downwards, k-walk going from the point 0k to k0 and possessing the property
that B is the set of all proper zigzag points on WB turning it counterclockwise (i.e.
its proper south-west corners). Vice versa, for any monotone k-walk, the set of all
its points together with the points lying over them up to the main diagonal forms the
region UB for some B. See Fig. 1 illustrating these constructions.
It is evident that for any B, there exists a unique monotone walk WB and it can be
constructed according to the following rules:
V. Liskovets, R. Poschel / Discrete Mathematics 214 (2000) 173{191 181
Fig. 1. A 9-walk and its base point set B = f16; 41; 50g.
1. Start with 0k and move down (to the south).
2. Any time after turning to the east (counterclockwise) proceed to move horizontally
until reaching the nearest point situated over a base point or on the main diagonal.
There turn down (clockwise).
3. Any time moving down (including the start) go until reaching the base point,
if any in the column, or otherwise one step only (to the corresponding subdiagonal
point). Here again turn to the east and go on in the same manner until reaching
the point k0.
Note also that clockwise turns are just the points we have added to VB in order to
obtain WB.
In this way we have established a one-to-one correspondence between arbitrary base
point sets and monotone k-walks. The cardinality of the latter is known to be equal to
the kth Catalan number Cat(k)=1=(k+1)( 2kk ) (cf., for example, Stanley [32, Chapter 5]).
Let B(i) denote the row number of the lowest point of the set UB (and WB, by
denition) in the ith column, 06i6k − 1. In particular, B(is) = js if isjs 2 B. In
Fig. 1, the other corresponding points ij 2 WB with j=B(i) are emphasized. In general,
B(i) is a monotone decreasing (‘ladder’) function that can easily be calculated: if i
is such that is6i< is+1 for some s>1 (or i is greater than or equal to the greatest
is 2 B1) and i + js < k, then B(i) = js, otherwise (including the case i< i1 when
i1> 0) B(i) = k − i − 1 (the corresponding subdiagonal point).
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In these terms, the set CB combines the connection sets Cf with all possible functions
j=f(i) taking values j 2 [B(i); k − 1− i] for any i 62 B1. This means that for such i,
no restriction (Rij) is imposed, while we have the following set of the non-invariance
conditions:
RB = f(Risjs) j isjs 2 B; s= 1; 2; : : :g (3.9)
and the following set of the invariance conditions:
TB = f(:R(i;B(i)−1)) j i = 0; 1; : : : ; k − 2; B(i)> 0g: (3.10)
In Fig. 1, the corresponding points (i; B(i)−1), i.e. ones lying directly under the walk,
are depicted as ‘’.
In general, these are much simpler restrictions as compared with Cf (formula (3.5))
especially when the set B consists of points isjs with small coordinates. The most
dramatic reduction takes place for B=f00g: the problem Pf00g covers (k−1)! primary
subproblems Qf, and its connection sets are restricted by the single condition (R00).
Speaking formally, we obtain here the disjoint union
CB = C(0;B(0)) _[ C(1;B(1)) _[    _[ C(k−2;B(k−2)) _[ Ck−1; (3.11)
where C(i;B(i)) = C(i;B(i)) (cf. (3.5)) if i = is 2 B1 for some s (i.e. (i; B(i)) 2 B) and,
otherwise, C(i;B(i)) consists of all subsets of p
iZpk−i satisfying the single condition
(:R(i;B(i)−1)), which is interpreted to be empty if B(i) = 0.
Thus, we have obtained the main result of this paper.
3.5 Theorem. The number of non-isomorphic circulant pk -graphs equals the sum of
the solutions of Cat(k) of orbit enumeration problems PB=[GB;CB] parametrized by
the base point sets B of order k; where the group GB of multipliers is dened by
expression (3:8) and CB is the set of all connection sets satisfying the restrictions
RB [ TB as specied by (3:9) and (3:10).
Each PB is a ‘routine’, though possibly tedious, Polya-type problem. Indeed, due to
representation (2.3) of numbers, PB can be described as dealing with the counting of
all (minimal) invariant subsets of a certain set with respect to the induced action of
the corresponding group.
Of course, the same decomposition takes place for various natural subclasses of
circulant graphs with pk vertices such as undirected graphs or tournaments, etc.
3.6. The description of the group GB can be simplied further due to the follow-
ing idea. The non-invariance condition (Rij) can be rewritten in terms of the set
p−iX(i)Zpk−i . Accordingly, the multipliers mi together with the numbers in this set
can be considered modulo pk−i. Let us consider the system of congruences (Ei0). In
the rst congruence mi+1  mi (modpk−i−1), the left-hand member mi+1 is dened
modulo pk−i−1. Therefore, according to Section 2:11, this congruence may be replaced
by an equality. The same holds for the other congruences, making it possible to rewrite
V. Liskovets, R. Poschel / Discrete Mathematics 214 (2000) 173{191 183
all of them in the form of ‘diagonal’ equalities mk−1 = mk−2 =    = mi+1 = mi. In
particular, the non-invariance relation (R00) implies that all multipliers m0; m1; : : : ; mk−1
coincide. This is just Adam’s condition (M1), the simplest case.
Now let us discuss such questions in general:
Given an arbitrary base point set B, which congruences in EB = f(Eisjs)isjs2Bg are
redundant and which ones can be replaced by equalities?
If (:Rij) 2 TB, then mi and the elements of X(i) are dened up to the factor 1 +
pk−i−j−1 of order pi+j+1. Therefore we may now consider mi modulopk−i−j−1, a
fortiori narrowing the domain of mi and the group GB. Generally speaking, this is
unessential for the count of orbits (cf. Lemma 4.3 below) and we may consider GB
up to such possible renements. But it enables us to transform some congruences into
equalities. In this manner, the number of multipliers generating GB can be reduced.
It is natural to reduce GB as much as possible. Let G0B denote the resulting reduced
group. Then G0B is generated by %(B) independent multipliers (‘the multiplier rank’)
where %(B)=k−(B) and (B) stands for the number of (independent) congruences in
EB which are representable as equalities. In particular, %(B) = 1 means that the group
G0B corresponds to Adam’s condition, i.e. it is generated by a single multiplier.
Observe also that, given mi, the congruence mi+1  mi (modpk−i−j−1); j>0, pro-
vides pj degrees of freedom for selecting a value of mi+1. Then for any such value,
the next congruence mi+2  mi+1 (modpk−i−j−2) provides pj degrees of freedom for
selecting a value of mi+2 and so on.
Now, some simplications in the description of EB follow directly from the fact that
the congruence mi+1  mi (modpv) implies mi+1  mi (modpu) if u6v.
A base point isjs denes k − is − js − 1 congruences mi+1  mi (modpk−js−i−1) for
all i 2 [is; k− js−2]. These segments with growing ends can intersect. Given an index
i, consider all such segments which contain i. If i belongs to several segments, that
is, if the congruences mi+1  mi appear several times, then all these congruences are
absorbed by one of them modulo pk−js−i−1 with the minimal js, i.e. with the maximal
index s. Now it is clear that this ‘absorbing’ exponent js is equal to B(i). If for some
i no such congruence arises, for uniformity we may put formally such an exponent
to be equal to B(i) = k − i − 1: this value corresponds to the vacuous congruence
mi+1  mi (modp0).
Thus, the reduced group G0B is specied by the system of congruences
mi+1  mi (modpk−B(i)−i−1); i = 0; 1; : : : ; k − 2; (3.12)
which, in fact, represent a non-trivial condition if and only if B(i)<k − i − 1.
On the other hand, according to the set of conditions TB (see (3.10)) we know that
the multiplier mi is dened modulo pk−B(i)−i if B(i)> 0. But mi is certainly dened
modulo pk−i, hence mi; i = 0; 1; : : : ; k − 2; are dened modpk−B(i)−i regardless of
whether B(i) = 0 or not.
Now, according to Section 2:11, congruence (3.12) for some index i may be replaced
by the corresponding equality if and only if either k − B(i) − i6k − B(i) − i − 1,
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Fig. 2. The 4-walk with B = f10; 10g.
which is impossible, or k− B(i+1)− (i+1)6k− B(i)− i− 1; i.e. B(i+1)>B(i).
But B(i) is a decreasing function, therefore the last inequality takes place if and only
if B(i + 1) = B(i). In turn, by the description of the function B(i) given in Section
3:4, this is valid if and only if i+ 1 62 B1. Thus, we arrive at the following statement.
3.7 Theorem. The reduced group G0B of the problem PB is specied by the following
set of equalities and congruences:
mi = mi−1 if i 62 B1;
mi  mi−1 (modpk−B(i−1)−i) otherwise; (FB)
which are dened for all i = 1; 2; : : : ; k − 1 satisfying the inequality
B(i − 1)<k − i:
Consider a simple illustrating example for k = 4 and the subproblem specied by
two base points 01 and 10, see Fig. 2. The connection sets satisfy the restrictions
(R01); (R10) and (:R00). By Theorem 2:8 we have four congruences:
m1  m0 (modp2); m2  m1 (modp); m2  m1 (modp2); m3  m2 (modp):
Now the third congruence implies the second one. The multiplier m3 is dened modulo
p, whence the last congruence may be turned into an equality. Likewise, m2 modulo
p2 transforms the third congruence into an equality. The invariance condition (:R00)
implies only that m0 is dened modulo p3. The multiplier m1 has the same domain.
Hence no other reductions are possible, and the nal restrictions are m3 =m2 =m1 and
m1  m0 (modp2). In other words, denoting m1 :=m and m0 :=m + ‘p2 where m is
modulo p2 and ‘ is modulo p, we obtain the group of all multiplier quadruples of the
form (m+ ‘p2; m; m; m) with the element-wise multiplication.
Note (though this is nonessential for enumeration) that in this example the multipliers
m2 and m3 are initially dened modulop2 and p, respectively. But in spite of that, we
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need to consider their common value modulo p3 since they are equal to m1, which is
dened modulo p3.
Similarly, for the problem presented in Fig. 1, by Theorem 3.7, we obtain
m8 = m7 = m6 = m5; m2 = m1 and m5  m4 (modp3):
Several useful properties follow directly from the above reasonings and some evident
properties of the monotone walks.
3.8 Corollary. All reduced groups G0B (and problems PB; respectively) are pairwise
dierent. In all but one of the cases; the set of equalities mi=mi−1 in the system (FB)
specifying G0B is not empty (i.e. %(B)<k) and in all but one of the cases; the number
of these equalities is less than k − 1 (i.e. %(B)> 1). More exactly; the rank %(B) of
G0B is equal to the number of all (proper or improper) counterclockwise zigzag points
of the walk WB.
The two exceptional cases mentioned in this corollary correspond to B = ; and
B= f00g, respectively.
As can be easily seen (cf. [14]), there are (1=k)

k
r

k
r−1

monotone k-walks having
r counterclockwise zigzag points, r = 1; 2; : : : ; k (these are the well-known Narayana
numbers, see [32, Chapter 5]). Due to the last statement of the Corollary, this is the
number of problems PB with the reduced groups G0B of rank r.
The set of congruences in FB specifying PB is empty if and only if the walk WB is
such that all its clockwise zigzag points lie on the main diagonal. Any combinations
are possible, and each of them denes WB. Therefore
3.9 Corollary. There exist exactly 2k−1 subproblems each of which is specied by a
system of ‘diagonal’ equalities mi = mi−1 solely; without congruences.
Let HB denote the number of primary problems Qf covered by the problem PB.
This number can be easily calculated via B(i):
HB =
Y
i 62B1
(k − B(i)− i) :
The results of the case-by-case analysis of the subproblems for k64 are presented
in Table 1.
3.10 Remark. 1. Monotone lattice walks are often depicted to go from the origin 00
to kk in the positive directions over (or, sometimes, under) the diagonal i = j. Of
course, we could ‘normalize’ our descriptions by an appropriate change of variables
in Theorem 2:8. But in the coordinates we use, some expressions obtained look more
convenient.
2. In practice, evidently, it is more suitable to count orbits under restrictions having
the form of equalities (invariance conditions) rather than inequalities (such as (Rij)),
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Table 1
The subproblem list for counting pk -circulants, k64
k B = fijg TB (indices) HB %(B) (FB)
Equalities Congruences
1 ; ; 1 1 | |
2 ; 00 1 2 | |
00 ; 1 1 m1 = m0 |
3 ; 01,10 1 3 | |
00 ; 2 1 m2 = m1 = m0 |
01 00,10 1 2 m1 = m0 |
10 01 1 2 m2 = m1 |
01,10 00 1 2 m2 = m1 m1  m0 (modp)
4 ; 02,11,20 1 4 | |
00 ; 6 1 m3 = m2 = m1 = m0 |
01 00,10,20 2 2 m2 = m1 = m0 |
02 01,11,20 1 3 m1 = m0 |
10 02 2 2 m3 = m2 = m1 |
11 02,10,20 1 3 m2 = m1 |
20 02,11 1 3 m3 = m2 |
01,10 00 2 2 m3 = m2 = m1 m1  m0 (modp2)
01,20 00,10 2 2 m3 = m2; m1 = m0 m2  m1 (modp)
02,10 01 2 2 m3 = m2 = m1 m1  m0 (modp)
02,11 01,10,20 1 3 m2 = m1 m1  m0 (modp)
02,20 01,11 1 2 m3 = m2; m1 = m0 |
11,20 02,10 1 3 m3 = m2 m2  m1 (modp)
02,11,20 01,10 1 3 m3 = m2 m2  m1 (modp);
m1  m0 (modp)
subtracting then the result from the total number. Thus, the subproblems under consid-
eration should be, in turn, separated into intermediate problems, which can be combined
by the inclusion{exclusion principle. In the next Section we shall see this for n= p2.
4. p2-Circulants
We describe briey how the above approach can be applied to the case k=2. This is
the rst successful ‘global’ enumeration when Adam’s condition (M1) does not hold.
The proofs and other details can be found in [21].
4.1. By isomorphism Theorem 2:8, p2-circulants can be counted in the following way.
Here we have two layers and two possible multipliers m0 and m1. Count rst the con-
nection sets up to single-multiplier actions, i.e. assuming m1=m0. Let A(p2) denote the
corresponding number. But this count does not accurately reect the true contribution
from the connection sets with (1 + p)-invariant 0-layers. Let their number calculated
in this way be equal to B(p2). Instead, as we know, in the case when
(1 + p)X(0) = X(0) (:R00)
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is valid, multipliers m0 and m1 are allowed to be independent, i.e. we have here the
group Zp2 Zp2 and its induced layer-wise action on such connection sets. Let D(p2)
denote the number of its orbits, i.e. the number which is to be correctly contributed
instead of B(p2). Let, nally, C(p2) denote the required number of non-isomorphic
circulants (in generic designations). Then
C(p2) = A(p2)− B(p2) + D(p2): (4.1)
The right-hand terms can be found by Polya’s method (cf., for example, [20] or
[24]) applied to the appropriate groups of multipliers. A(p2) corresponds to the join
(Zp2 ;Z
0
p2 ) = (Z

p2 ;Z

p) __ (Zp2 ;Zp2 ); (4.2)
B(p2) corresponds to the join
(Zp2 ;Z

p) __ (Zp2 ;Zp); (4.3)
while D(p2) corresponds to the direct sum
(Zp2 ;Z

p) (Zp2 ;Zp): (4.4)
Notice also that in order to make these operations correct formally as they are
dened in Section 2:9, we must use two disjoint copies of the set Zp on which the
multiplicative group Zp2 acts.
4.2. Given a group G with an action on a nite set U , we denote by I(G;U )=I(G;U )(x)=
I(G;U )(n; x1; x2; : : : ; xn) its cycle index, which is a polynomial of degree n= jU j in the
variables x1; x2; : : : ; xn. Working with cycle indices of groups acting on sets of hetero-
geneous objects it is sometimes convenient to use variables of several dierent types.
In particular, we shall use cycle indices not only in variables x but also in y and even
in xy where x (resp., y) is the generic notation for the sequences x1; x2; : : : ; xn (resp.,
y1; y2; : : : ; yn) of variables and xy denotes all pairwise products x1y1; x2y2; : : : ; xnyn.
Let (G;U ) be a group with an action and (G;U ) the corresponding faithful permu-
tation group. Here G = G=K is the quotient group by K = fk 2 G j 8u 2 U : uk = ug,
and the action of G is induced from that of G on U via ug = ug for g=Kg. Then the
following simple and useful property holds:
4.3 Lemma. I(G;U ) = I(G;U ):
Proof.
I(G;U ) =
1
jGj
X
g2G
Y
i>1
xai(g)i =
1
jGj
X
k2K
X
g2G
Y
i>1
xai(kg)i =
1
jGj
X
g2G
X
k2K
Y
i>1
xai(g)i
=
1
jGj
X
g2G
jK j
Y
i>1
xai(g)i =
1
jGj
X
g2G
Y
i>1
xai(g)i = I(G;U );
where ai(g) = ai(g; U ) stands for the number of disjoint cycles of length i in g.
188 V. Liskovets, R. Poschel / Discrete Mathematics 214 (2000) 173{191
Thus, both polynomials coincide, in spite of the fact that the numbers of their terms
are dierent by denition. Hence the reduction to the faithful action provides no ana-
lytical or computational advantages.
4.4 Lemma. Let (G;U ); (G; V ) and (H; V ) be groups with actions as considered in
Section 2:9; then
I(G;U )(H;V ) = I(G;U )  I(H;V )
and
I(G;U ) __(G;V )(x; y) = I(G;U )(x) __ I(G;V )(y); (4.5)
where
I(G;U )(x) __ I(G;V )(y) := 1jGj
X
g2G
Y
i>1
xai(g;U )i y
ai(g;V )
i :
Proof. The rst formula is well known, see [20, p. 74]. Formula (4.5) is evident by
denition.
4.5. For the regular cyclic permutation group Z(n)=(Zn;Zn) denote In(x) := IZ(n)(x):
In particular for prime n= p, we have
I(Zp ;Zp) =Ip−1(x) =
1
p− 1
X
rjp−1
(r)x(p−1)=rr ; (4.6)
where (n) is the Euler totient function.
Now we can easily nd cycle indices of the groups with actions (4.2){(4.4). After
a few elementary transformations we arrive at the polynomial
C(p2; x; y) := 1pIp−1(x
p+1)− 1pIp−1(xy) +Ip−1(x)Ip−1(y) (4.7)
for directed circulants and the polynomial
C(p2; x; y) := 1pI(p−1)=2(x
p+1)− 1pI(p−1)=2(xy) +I(p−1)=2(x)I(p−1)=2(y) (4.8)
for undirected circulants. In fact, they are also suitable to count several dierent types
of circulant graphs simultaneously. Namely, we consider the following quantities:
Cd(n) the number of non-isomorphic directed circulant n-graphs;
Cu(n) the number of non-isomorphic undirected circulant n-graphs;
Ct(n) the number of non-isomorphic circulant n-tournaments;
Csd(n) and Csu(n) the numbers of non-isomorphic self-complementary directed and
undirected circulant graphs, respectively.
Let also Cd(n; r) and Cu(n; r) denote the corresponding numbers of regular circulant
graphs of valency r and cd(n; t) and cu(n; t) denote their ordinary generating functions
(polynomials in the variable t):
cd(n; t) :=
X
r>0
Cd(n; r)tr and cu(n; t) :=
X
r>0
Cu(n; r)tr :
Clearly, Cd(n) = cd(n; 1) and Cu(n) = cu(n; 1).
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4.6 Theorem. (Klin, Liskovets and Poschel [21]).
cd(p2; t) = C(p2; x; y)jfxr := 1+tr ; yr := 1+tprgr=1;2;::: ;
cu(p2; t) = C(p2; x; y)jfxr := 1+t2r ; yr := 1+t2prgr=1;2;::: ;
Ct(p2) = C(p2; x; y)jfxr := 0; yr := 0gr even ; fx2r := 2; y2r := 2gr odd ;
Csd(p2) = C(p2; x; y)jfxr := 0; yr := 0gr odd ; fxr := 2; yr := 2gr even ;
Csu(p2) = C(p2; x; y)jfxr := 0; yr := 0gr odd ; fxr := 2; yr := 2gr even :
There are some interesting interrelations and consequences of the above formulae,
for which, together with numerical data, we refer to the paper [21].
5. Concluding remarks
1. There exists also an alternative ‘structural’ approach to the enumeration of circulant
graphs. It has been developed in [21]. Instead of isomorphism criteria in terms of
layers and multipliers, it uses the lattice of the automorphism groups of circulants.
For certain orders n (such as p; p2 and other) this lattice can be described eec-
tively. This approach is completely based upon the technique of S-rings (cf. [30])
unlike the present paper, where we use only one result of this theory, Theorem
2:8. The structural approach is closer to the constructive enumeration and results in
dierent formulae even for the circulant graphs of order p.
2. Manipulating with lattice walks, we introduced several simple notions similar or
equivalent to ones used actively in recent researches (cf., for example, [17,25]).
One peculiarity is that we distinguish proper and improper points. In particular, the
empty set B corresponds to the k-walk W; possessing k improper counterclockwise
zigzag points. Instead, in terms of the mentioned papers, up to an appropriate change
of the coordinates, the empty set of south-east corners (turns) would dene another
o-diagonal lattice path from 0k to k0 having only one turn (in kk).
3. The considerations in Section 3 reect an intrinsic splitting of the set of pk -circulants
into Cat(k) subsets in conformity with the isomorphism theorem. The parametriza-
tion of these subsets by lattice walks will be, hopefully, useful in investigating other,
non-enumerative, combinatorial and algebraic properties of pk -circulants.
4. In [28], Muzychuk with one of the present authors obtained some necessary and also
some sucient conditions for two circulant graphs of an arbitrary order to be iso-
morphic. These conditions generalize and strengthen Theorem 2:8 for prime-power
orders and the one-multiplier isomorphism criterion for the square-free orders proved
in [27]. Presumably, these results can be applied to promote the enumeration of cir-
culant graphs of other orders (rst of all, of the form pkq‘; p; q primes).
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6. For further reading
The following reference is also of interest to the reader: [10].
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