ABSTRACT This paper addresses the two centers hybrid flow shop scheduling problem with transportation times. This problem is faced in several real-world applications. The considered objective function to be minimized in this problem is the maximum completion time. This scheduling problem is NP-hard, and most presented research in this scheduling area ignore the transportation times. In order to solve the considered scheduling problem, several lower bounds are developed. In addition, a two phase's heuristic is presented. This heuristic is based on the optimal solution of the parallel machine scheduling problem with release date and delivery time. Furthermore, a branch and bound exact procedure is developed. Finally, extensive numerical experiments are presented in order to asses the performance and the effectiveness of the proposed procedures. Computational results provide evidence that the proposed procedures are very effective in term of producing optimal solutions in a short computational time for large size problems.
I. INTRODUCTION
The Hybrid Flow Shop (HFS) scheduling problem has been intensively studied during the last three decades [5] , [6] , [30] . This scheduling problem models many real industrial systems, especially the production processes. Among these production processes, we find the cable manufacturing [2] , the electronic industry [3] , and textile industry [4] , to quote few. The HFS shops are composed of several production centers in series, where each one includes several identical parallel machines. At least one of these centers should contain more than one machine to be considered as a HFS. These machines are available for treating a set of jobs, successively throughout all the centers in the same order (from the first stage until the last one), in other term the flow of the products within the centers is unidirectional. In each stage a job is processed by only one machine without distinction between them. A machine in a stage can handle at the same time at most one job. Interestingly, the HFS scheduling problem generalizes other important and basic ones: the parallel machine, the single machine, and the flow shop. The makespan (the completion time of the last scheduled job) is considered as the objective to be minimized. In this case the HFS is NP-Hard [1] , which makes it a challenging problem from the theoretical point of view. In order to solve the HFS problem optimally or approximately, a plenty of procedures are provided. These procedures are heuristics, or metaheuristics or exact algorithms as branch and bound. For a general overview of such procedures the reader is referred to these papers [5] , [6] .
In order to reduce the gap between practice and theory, additional characteristics or complex constraints for the HFS have to be considered. In this context, the HFS with multiprocessor tasks, where a job requires at the same time more than one machine in a stage, has been addressed in [16] . The authors studied the complexity of the problem and showed its NP-Hardness. A genetic algorithm based feasible solution was also developed. The HFS with setup times occurs when a machine requires some time to be prepared to process a job. This problem is considered in [17] and solved using a genetic algorithm with random key. In [9] studied a HFS problem with sequence dependent setup times and time lags, where the makespan is the objective to be minimized. A Mixed Integer Program (MIP) and an Immune Algorithm (IA) was proposed to provide a near-optimal solution for the latter scheduling problem. The efficiency of the IA heuristic was assessed throughout an extensive experimental study that showed their effectiveness. Furthermore, a finished processed job in a stage might be not available to be treated in the next stage immediately, this is occurring for example when a job requires some time to be transported from one stage to the next one. This is the HFS with transportation time (HFST). This kind of problem has been investigated in [18] , and the authors developed a Simulated Annealing (SA) based metaheuristic.
In the past, researchers ignored the transportation time between machines/centers when addressing the scheduling problems and this could be justified by two reasons. The first one is the simplicity of the layout of the production system, where the machines/centers are close to each other's. In this case the transportation time is so small compared to the processing time and therefore neglected. The second reason is that when including the transportation time, the studied scheduling problems get more harder and more complex to be solved. The recent technological developments and the customers' needs require more complex production systems and neglecting the transportation time is no longer accepted.
The transportation time is composed of two types. The first type is the job dependent, where the transportation time depends on the job itself, and the second type is the job independent for which the transportation time depends restrictively of the distance separating the machines/centers [19] . Furthermore, the system ensuring the transportation between machines/centers could be a single transporter as the robot, or multi-transporter [20] . In the single transporter, a processed job may wait for the transporter until its returning back in order to be carried to the next machine/stage. In contrast, for the multi-transporter, several transporters (unlimited) are available and a treated job is transported immediately to the next machine/stage. In this work, the job dependent transportation time with unlimited transporters concept in the HFS environment is considered.
In the sequel, a brief literature review of the HFS containing at least the transportation times as an assumption is presented. Naderi et al. [19] studied the flexible flow shop problem with setup times and job dependant transportation time, where the total weighted tardiness is the objective to be minimize. They proposed an electromagnetism algorithm for solving the studied problem. The HFS with setup times and transportation time has been studied in [18] . The authors considered the total completion time and total tardiness as objectives to be minimized, respectively. They presented a SA based algorithm to provide a near-optimal solution for the considered problem.
The flexible flow shop scheduling problem, including the release time and the robotic transportation, with makespan as objective function, has been studied in [21] . For this problem, an ant colony optimization and a genetic algorithms has been proposed and analyzed. In [22] , the two centers HFS scheduling problem with transportation consideration has been addressed. The first center contains one machine and the second one has two machines. The transportation between centers is done by a single transporter with one job as a capacity. The authors proposed for solving this problem a heuristic which has been proofed to be a fast and efficient one. The two centers HFS problem with transportation consideration and batching is investigated in [23] . The treated jobs in the first stage are transported by a set of vehicles to the batching stage. Each one of these vehicles can carry only one job. Processing a batch involves a processing cost and the minimization of the makespan and the processing cost is the objective. Authors present an algorithm with polynomial complexity for the particular case where only one vehicle is available. They also showed that the problem is NP-Hard for the general case. An algorithm with pseudopolynomial complexity is developed to solve the studied problem. In [24] , the HFS problem with blocking and robotic cells is studied. The integrated assumptions are the multiple part types, machine eligibility, multiple robots, and unrelated parallel machines. A solution based on the SA is proposed for the makespan minimization. The efficiency of the proposed procedure is assessed over an experimental study. The two centers HFS robotic problem is investigated in [25] . The first center is composed of a two dedicated machines and the second center contains only one machine. The transportation between the centers is done by a robot. A MIP procedure is proposed to minimize the maximum completion time. Furthermore, an analyze of the complexity for special cases of the studied problem is performed. These special cases are showed to be solved within a polynomial time. Because of the NP-Hardness of the considered problem, two heuristics are developed.
In this paper, the two centers HFS problem with job dependant transportation time and unlimited transporters is considered. The objective to be minimized is the maximum completion time. The purpose is to develop a family tight lower bounds, a heuristic and an exact procedure. The exact procedure is based on the Branch and Bound algorithm.
Besides its theoretical challenging nature (NP-Hard in the strong sense), the addressed problem (the two-center hybrid flow shop scheduling problem with transportation times) is accurately modeling several real-world problems. Among these real-world problems, we can present the following example. In [31] and [32] a real-world two-center industrial workshop, with transportation time, is presented. In this manufacturing system, the first center is composed of 12 identical molds subject to a heating process. The second center, contains a set of identical press cutting machines. In addition, transportation times between the two centers are considered.
At the best of our knowledge, this is the first time a branch and bound exact procedure, solving large size instances, in moderate CPU time, for the studied problem, is proposed. This is due to the newly developed lower bounds and the efficient proposed dominance rules. In addition, a new family of lower bounds exploiting the special case of two centers is presented. Finally, a two phase heuristic is developed. This heuristic is based on solving iteratively and exactly parallel machines scheduling problems. The efficiency of these procedures (lower bounds and heuristic) is tested by measuring the average relative gap and encouraging results are obtained. VOLUME 6, 2018 The remainder of this paper is organized as follows. In Section 2 the studied scheduling problem is formally defined, in addition to some interesting properties. Section 3 is intended to the development of a family of tight lower bounds. In section 4, a two phases efficient heuristic is proposed. In Section 5, the branch and bound exact procedure will be detailed. Section 6 is devoted to an intensive experimental study in order to assess the efficiency of the proposed procedures.
II. PROBLEM DEFINITION AND PROPRIETIES
In this section, the two centers hybrid flow shop scheduling problem with job dependant transportation time is introduced. Firstly, a formal definition of the problem is presented. Then, some interesting proprieties are proposed. These proprieties are useful in the development of tight lower and upper bounds.
A. PROBLEM DEFINITION
The tow centers hybrid flow shop scheduling problem with job dependant transportation time could be defined as follows: A set of two production centers C 1 and C 2 containing m 1 and m 2 identical parallel machines, respectively (max (m 1 , m 2 ) > 1), has to process a set J = {1, . . . , n} of n (n > max (m 1 , m 2 )) jobs as follows. Each job j ∈ J is processed by only one machine from C 1 , once completed, it has to be transported during t j unites of time until reaching the second stage C 2 , where it will be processed by an available machine. If it is not the case and there is no available machine, then the job has to wait in a buffer. The capacity of this buffer is assumed to be infinite. After that, an available machine from C 2 processes job j during p 2j units of time. The machines in stage C 1 (respectively in C 2 ) are denoted M 1,1 , ...., M 1,m 1 (respectively, M 2,1 , ...., M 2,m 2 ). All the jobs are ready to be processed from zero time. Furthermore, all the machines are available to treat the jobs onwards time zero. All the processing times p ij and the transportation times t j (i = 1, 2 and j ∈ J ) are deterministic and integer. A machine treats at the same time only one job and a job is processed at the same time by only one machine. The preemption is not allowed while processing the jobs. The objective is to build a feasible schedule that minimizes the makespan C max or the completion time of the last treated job on C 2 . In other terms, if σ is a feasible schedule, and c ij (σ ) is the completion time of job j in stage i (i = 1, 2 and j ∈ J ) then the corresponding makespan is C max (σ ) = max j ∈J c 2j (σ ). The optimal makespan C * max is defined as C * max = min σ ∈ C max (σ ) where is the set of all the feasible schedules. Following the three-field notation α|β|γ , ( [12] ), the consider problem is noted F 2 P m 1 , P m 2 t j C max . More precisely, F2 is indicating the flow shop with two centers, and P m 1 (respectively, P m 2 ) stands for m 1 parallel and identical machines in center 1 (respectively, m 2 parallel and identical machines in center 2).
Example 1: Consider the instance with n = 5, and m 1 = m 2 = 2. The processing times p ij and the transportation times t j (i = 1, 2 and j ∈ J ) are presented in Table 1 . A feasible schedule corresponding to the latter instance is presented over Fig. 1 . 
B. PROPRIETIES
In this section some interesting proprieties are presented, mainly the symmetry of the under consideration scheduling problem.
1) COMPLEXITY
Beside its practical interest, the two centers hybrid flow shop scheduling problem is a challenging one from theoretical point of view. This is due to the following lemma.
Lemma 1: The F 2 P m 1 , P m 2 t j C max scheduling problem is strongly NP-Hard Proof 1: F 2 P m 1 , P m 2 t j C max is a generalisation of the two centers hybrid flow shop scheduling problem F 2 P m 1 , P m 2 || C max , which is strongly NP-Hard ( [13] ).
2) SYMMETRY
Definition 1: The reverse problem of F 2 P m 1 , P m 2 t j C max is the problem obtained by inverting the roles of the centers. In other terms, starting the scheduling from the second stage C 2 toward the first stage C 1 . The scheduling from C 1 to C 2 is said the forward problem and from C 2 to C 1 is said the backward problem. In addition we adopt the following notations. The first and the second centers for the reverse problem are C R 1 = C 2 and C R 2 = C 1 , respectively. Furthermore, the processing times in C R 1 and C R 2 are p R 1j = p 2j and p R 2j = p 1j , respectively. The inter-stage transportation
The interest of considering the reverse problem lies in the following results.
Proposition 1: The F 2 P m 1 , P m 2 t j C max and its reverse problem are equivalent, i.e. from a schedule S for the forward problem, a schedule S R for the backward problem is construct, with the same makespan.
Proof 2: Let S be a feasible schedule for F 2 P m 1 , P m 2 t j C max , the same assignment of the jobs on the first and second centers is conserved as for S. The scale of the time is inverted, such that the C max time, is the new origin of the new scale. This can be done by considering the linear transformation t R = C max − t, where t is the time in the old scale and t R the time in the new one. The result is a feasible schedule S R for the reverse problem, where the job j ∈ J is processed first in C 2 within the time interval
.j ∈ J ) the completion times for the job j in the center C i regarding to the schedule S. The two schedules S and S R have the same makespan, since there is no modification on the affectation of the jobs, and the critical path's length, which gives the makespan value. This value is invariant by the transformation t = C max − t. Similarly, for a feasible schedule of the reverse problem, a feasible schedule for F 2 P m 1 , P m 2 t j C max , with the same makespan, can be easily deduced, by applying the same procedure as for the construction of S from S. Hence, the two problems are equivalents. The latter proposition yields the following result.
Corollary 1: The Forward and the Backward problems have the same optimal makespan.
Proof 3: Based on the symmetry, a feasible schedule for the Forward problem is also a feasible schedule for the Backward problem (after the transformation t R = C max − t), with same makespan. Conversely, a feasible schedule for the Backward problem is a feasible schedule for the Forward problem, with the same makespan. Particularly, this holds for an optimal schedule.
Remark 1: The reverse problem will be systematically investigated for the proposed procedures: lower bounds, upper bounds, and exact solution, for possible improvements, as a consequence of the latter corollary.
At this stage we define for each job j ∈ J , and each center k (k = 1, 2) a release date r kj and a delivery time q kj that are:
and
respectively.
III. LOWER BOUNDS
In this section, a set of lower bounds for the two centers hybrid flow shop scheduling problem with transportation times is developed and presented. The first lower bound is based on the relaxation of the centers' capacities. In addition, the SPT rule allows estimating the minimum idle time in a center.
This minimum idle time contributes in the development of the second lower bound.
A. A RELAXED CAPACITY BASED LOWER BOUND
Relaxing the capacity constraint in the second center C 2 (assuming that the number of machines in C 2 is unlimited), allows any job to exit C 2 exactly after p 2j unites of time. Thus, the obtained relaxed problem in the first stage C 1 is a parallel machine problem P m 1 r j , q j C max with:
• release date r j = 0,
Therefore, any lower bound for the P m 1 r j , q j C max problem is a lower bound for the
max is the value of an optimal solution for the P m 1 r j , q j C max problem, then
is a valid lower bound for the F 2 P m 1 , P m 2 t j C max problem.
Similarly, relaxing the capacity constraint of the first stage C 1 leads to a parallel machine problem P m 2 r j , q j C max in the second stage C 2 , where:
max is the value of an optimal solution of P m 2 r j , q j C max problem, then
is a valid lower bound for the studied problem.
Remark 2: The presented exact branch and bound algorithm in [26] is used to solve the parallel machine scheduling problem P m r j , q j C max . Since, the P m r j , q j C max problem is NP-Hard it might happen that within a time limit the latter problem is not solved optimally. In this case, the best obtained lower bound while solving the problem is picked instead of C 1 max or(and) C 2 max in the expressions of LB 1 or (and) LB 2 .
B. AN SPT BASED LOWER BOUND
Each job j ∈ J should be processed on the first center C 1 and then transported to the second center C 2 , where it will be processed by an available machine. Consequently, each machine M 2,s (1 ≤ s ≤ m 2 ) of the second center C 2 cannot start processing a job at time zero. Therefore, an idle time I s (J ) (1 ≤ s ≤ m 2 ) appears in each machine M 2,s , which is at least equal to the required duration for the arrival of the first job on it. Clearly, for an optimal schedule if I 2 (J ) is a lower bound of the total idle time in the second center C 2 , then, Proposition 2:
is a valid lower for the F 2 P m 1 , P m 2 t j C max problem. 
proof. An explicit expression of a lower bound of the total idle time in the second center is developed over the following lemma.
Lemma 2: Let Proof 5: For an optimal schedule σ * , the completion time of the job j ∈ J in the first center C 1 is denoted c 1j (σ * ). Observing that the m 2 first processed jobs j 1 , j 2 , . . . , j m 2 in the second center C 2 induce an idle time equal to [14] and [15] ,
Based on the latter proposition and previous lemma an immediate result is:
Corollary 2: A valid lower bound for the studied problem is
According to the symmetry of the problem, one can deduce easily that
is a lower bound for the considered problem.
Clearly we have: Corollary 3: A valid lower bound for the considered problem is given by:
SPT .
IV. HEURISTIC
The proposed heuristic is composed of two phases. The first one consists in developing an initial feasible schedule, while the second phase is intended to the improvement of this initial solution. The pillar of this heuristic is the parallel machine scheduling problem with release date and delivery time P m r j , q j C max , as well as its equivalent problem P m r j , d j L max , which considers the maximum lateness as objective to be minimized. Consequently, this part will start by presenting the two latter problems and the equivalence relationship between them.
Proposition 3:
The P m r j , q j C max problem is equivalent to P m r j , d j L max problem. In other terms, solving one of them is equivalent to solving the other one.
Proof 6: For an instance of the P m r j , q j C max problem an equivalent instance for the P m r j , d j L max problem could be deduced by setting for each job j ∈ J a due date d j = C − q j , where C an upper bound of the optimal makespan. Conversely, for an instance of the
, and s j the starting time of the job j in a feasible schedule. Then,
At this stage, the developed heuristic is introduced over the following algorithm. During the first phase, two consecutive parallel machine scheduling problems P m r j , q j C max are solved optimally. The first one is presented over STEP 1.1 and STEP 1.2, while the second one is described in STEP 1.3, STEP 1.4, and STEP 1.5. Since the jobs are available for processing in center C 2 at time r j = c 1j + t j (STEP 1.4) , then the unidirectional flow constraint is satisfied (i.e. a job is processed firstly in center C 1 , and after that transported to the second center C 2 to be treated). Consequently, a feasible schedule for the studied scheduling problem is obtained by the concatenation of the two feasible schedules from STEP 1.2 and STEP 1.4. Obviously, the value of the makespan of the latter feasible schedule is UB. The improvement phase, is an iterative procedure between the two centers. Each iteration consists in fixing the schedule in a center and trying to reschedule in the other one without deteriorating the existing solution. More precisely, the feasible schedule in the second center C 2 is fixed and the due dates of the jobs, in the first center are set as d j = t 2j − t j (j ∈ J ). Furthermore, in STEP 2.2 the obtained P m 1 r j , d j L max problem is solved and the resulted optimal value is denoted L * max . Because of the choice of d j , the optimal value satisfies L * max ≤ 0 (the existing solution is not deteriorated). Therefore, if L * max < 0 an improvement is detected and the new makespan is updated to UB + L max . After that, the obtained schedule in the first center is fixed by setting r j = c 1j + t j for the second center (STEP 2.5).The obtained P m 2 r j , q j C max problem is solved (STEP 2.6) and the optimal value is denoted C * max .If C * max < UB, then once again the makespan is improved and updated to the value UB := C * max . The improvement phase is stopped the first time reaching L * max = 0. Thanks to the symmetry propriety of the studied problem, the latter heuristic is performed for the reverse problem, where the obtained makespan is denoted UB R . Thus, the selected feasible schedule is the one with value UB := min UB, UB R .
Remark 3: The main components of the latter heuristic is the resolution of the two NP-Hard problems P m r j , q j C max and P m r j , d j L max . This is done by the exact algorithm from [26] . In the case where an optimal solution is not reached within a limit time, the best upper bound (best lateness) and the corresponding feasible schedule substitute C * max (L * max ).
V. BRANCH AND BOUND EXACT PROCEDURE
In order to solve a NP-Hard problem, generally we start out by developing a heuristic and a lower bound for the addressed problem. The advantage of using a heuristic is the low consumed time. If the heuristics value is equal to the lower bound, then the obtained solution is optimal. If the heuristic fails to reach the optimal solution and the latter condition is not satisfied, then two choices have to be considered. The first one is to stop with only a feasible solution even with mediocre value (high value of the relative gap) and this is the disadvantage of using heuristic. The second choice is to use a branch and bound algorithm to find and optimal solution, bounded by the already developed heuristic and the lower bound. Therefore, the heuristic is an input for the branch and bound algorithm. The major disadvantage of the branch and bound algorithm is the high consumed time while solving the problem. However, using the branch and bound carefully by embedding efficient lower bounds and dominance rules could speed up the procedure as it has been done in this paper. In this section, a Branch and Bound (B&B) exact algorithm is developed. Recall that a B&B procedure consists in decomposing the original treated problem into a partition of small and easy solving sub-problems. This procedure results in a searching tree, where each node represents a partial solution and then a solution representation is required. In addition, moving from a node to another one corresponds to the so called branching strategy. Since the size of the searching tree is important, then eliminating dominated nodes (that will not conduct the search to optimal solution) is one of the main keys to speed up the convergence of the B&B. The nodes elimination could be done by computing a lower bound at each node and compare it with an upper bound.
A. SOLUTIONS REPRESENTATION
Firstly, observing that a feasible schedule σ in the first center induces a natural parallel machine scheduling problem P m 2 r j C max in the second center. This scheduling problem is obtained by setting the release dates as r j = c 1j (σ ) + t j and the processing times p j = p 2j for each job j ∈ J , where c 1j (σ ) stands for the completion time of job j in the feasible schedule σ . Clearly, solving the studied scheduling problem (F 2 P m 1 , P m 2 t j C max ) is equivalent to finding a feasible schedule σ * in the first center satisfying __ C (σ * ) = min σ ∈ __ C (σ ), where is the set of all feasible schedules in the first center, and __ C (σ ) the optimal makespan of the P m 2 r j C max problem quoted above. In addition, a feasible schedule σ ∈ is represented throughout a permutation (σ 1 , σ 2 , . . . , σ n ) of n jobs, where the respective starting times s σ i and s σ j of the jobs σ i and σ j , respectively, satisfy s σ i ≤ s σ j for 1 ≤ i < j ≤ n. Thus, a feasible solution of the studied problem is represented by a permutation of the n jobs.
B. BRANCHING STRATEGY
Any node N k at the level k of the search tree is assumed to represent a partial feasible schedule σ (N k ), where k jobs are scheduled in the first center. This partial feasible schedule σ (N k ) could be represented over a partial permutation (σ 1 , σ 2 , . . . , σ k ) of k jobs (1 ≤ k ≤ n). This is done according to the latter subsection, where a feasible schedule is represented over a permutation of the n jobs. The set of unscheduled jobs J US has n − k members, where each one of them is considered as a descendant. Consequently, branching from node N k corresponds to the selection of an unscheduled job j 0 ∈ J US and building a node N k+1 with (σ 1 , σ 2 , . . . , σ k , j 0 ) the corresponding partial permutation. When reaching the level n − 1, a feasible schedule in the first center C 1 is obtained. Therefore, a feasible schedule for the studied problem is obtained by solving the P m 2 r j C max problem as described in the latter subsection (Solutions representation). The depth first strategy is adopted in this B&B.
C. BOUNDING STRATEGY
This part is devoted to the development and the presentation of two lower bounds at the nodes, in addition to a faster upper bound. Prior to that, some definitions and notations are given. Let N be a node in the search tree such that N = N 0 (N 0 is the root node: node at level 0), and denoting the set of already scheduled jobs by J S , then the unscheduled jobs J US = J \ J S . Each job j ∈ J S is already scheduled and then has a completion time denoted c 1j . Moreover, each machine M 1,i (1 ≤ i ≤ m 1 ) of the first center has an availability time u i . The availabilities of these machines are assumed to be sorted in the increasing order : u 1 ≤ u 2 ≤ . . . ≤ u m 1 (without loss of generality).
1) RELAXING CAPACITY BASED LOWER BOUND
Relaxing the capacity of the first center implies that an unscheduled job j is ready to be processed in the second center at time u 1 +p 1,j +t j . In addition, a scheduled job j is available for processing in the second center at time r j = c 1j + t j . Thus, a parallel machine scheduling problem P m 2 r j C max is obtained by setting the release dates r j and the processing times p j as follows.
A first lower bound in node N is depicted throughout the following proposition.
Proposition 4: Let T be a subset of jobs (T ⊆ J ), satisfying |T | ≥ m 2 . Denotingr j (T ) the j th release date sorted in the increasing order in T , then
is valid lower bound for the obtained sub-problem at node N .
Proof 7: Let C * max be the optimal solution for the already defined problem Pm 2 r j C max . In each machine M 2,i (i = 1, 2, ...., m 2 ), of the second center C 2 , the first processed job starts processing at t 2,i . Moreover, each machine presents an idle time I i (T ) and a load time P i (T ). Clearly we have t 2,i (T ) + I i (T ) + P i (T ) ≤ C * max for i = 1....m 2 . Thus, an exploration requires to check up an exponential number subsets, which is out of reach. In the following proposition, it will be shown that a few number of subsets is sufficient. 
, the determination of the job j k is the main task in the computation of f (T k+1 ). This could be done in O(log m 2 ) time. Therefore, the computation of f (T k ) for k = m 2 , . . . , n can be done in O(n log m 2 ) time.
2) AN AVAILABILITY MACHINES BASED LOWER BOUND
In the first center a parallel machine scheduling problem, with availabilities of machines and delivery times P, NC inc q j C max is defined as follows. The availability v i of each machine M 1,i (i = 1, 2, ...., m 2 ) is the completion time of the last scheduled job on it. Let u i be the i th availability sorted in the increasing order in v 1 , v 2 , . . . , v m 1 . The set of the jobs to be considered is J US , the delivery time and the processing time of a job j ∈ J US are q j = t j + p 1,j and p j = p 1,j , respectively. A lower bound of the considered P, NC inc q j C max , which is NP-Hard, is a lower bound for the sub-problem associated with the explored node N . Due to the availabilities constraint, the number of the utilized machines in an optimal schedule could be less than m 1 . In this context, Gharbi and Haouari [28] presented the following proposition. Proposition 6: If UB is an upper bound on the optimal makespan of P, NC inc q j C max problem, then the number of machines m to be utilized satisfies m l (J US ) ≤ m ≤ m u (J US ), where :
At this stage, the second lower bound is presented in the following proposition.
Proposition 7: Assume that the jobs of J US are assigned to exactly m machines of the first center C 1 , then a valid lower bound which is defined for a given subset T ⊆ J US is:
whereq k (T ) is defined as the k th smallest delivery time in the subset T .
Proof 9: Indeed, if C * max is the optimal makespan of the Pm, NC inc q j C max . For each machine M 1,i (i = 1, 2, ...., m 1 ) , the first job starts processing at time t 1,i (T ), the last scheduled job jobs waits at least for w 1,i (T ) to exit the system. Further, let P i (T ) be the total load in M 1,i , then t 1,i (T )
This proofs the latter proposition.
Clearly,
is calculated in O(n log m). Proof 10:
The proof is similar to the one done for proposition 5.
Consequently, Corollary 4: A valid lower bound for the sub-problem at node N is
which can be computed in O(m 1 n log m 1 ). Proof 11: Immediate. Clearly, we have: Corollary 5: a valid lower bound at each node is
3) UPPER BOUNDING STRATEGY
At each non-root node N a priority list based heuristic H is presented. This heuristic schedules the job with largest p 2,j in J US , in the first available machine in the first center C 1 . Once all the jobs are scheduled in the first center, at any time and among the available jobs, the one with largest p 2,j is scheduled in the first available machine in center two. In the sequel the H corresponding algorithm is presented. Sorting the jobs in step 1.1 is the main effort to be provide in H, which is done in O(n log n) time. This sorting is done only one time, thus the computation effort of H at each node is O(n).
D. ADDITIONAL IMPROVEMENTS
In addition to the main components of a B&B procedure, some further enhancements could be performed. These enhancements reduce the search tree size and therefore decrease the total consumed time while running the B&B procedure. In this context, two main improvements will be presented in this section.
1) DOMINANCE RULES
The dominance rules are intended to eliminate some nodes from the search tree. These nodes are dominated by others and consequently there is no need to be explored. These dominance rules contribute in reducing the consumed time while performing the exploration of the search tree. The majority of the proposed dominance rules are retrieved from [29] and adapted for the F 2 P m 1 , P m 2 t j C max . At node N , the set of unscheduled jobs J US is sorted according to the priority to be scheduled and added to the partial schedule σ . In this case J US will be denoted as J US = {j 1 , j 2 , . . . , j K }. Given that, the following rules hold:
If two jobs j k and j k+1 in J US have the same data:
, and p 2, j k = p 2, j k+1 , then exploring the node corresponding to the partial schedule σ j k+1 is not required, since the same partial schedule σ j k is already explored. D 2 If u 1 = u 2 then the partial schedules σ (j k ) (j k+1 ) and σ (j k+1 ) (j k ) are equivalent and the node corresponding to σ (j k+1 ) (j k ) is eliminated. This dominance rule is considering the symmetry of the available machines.
An important propriety of the considered problem is its symmetry, which has been established in the proprieties section. Because of this propriety the reverse problem (backward) is explored systematically in the development of the lower bounds, the upper bound in order to improve their qualities. In the development of the B&B procedure the reverse problem will be explored. In this context, the developed B&B procedure will be solved iteratively for the original (Forward) problem and its reverse version (Backward). A given time limit is set up. If the B&B is not able to find an optimal solution within this time limit for the Forward problem (Backward problem) the Backward problem (Forward problem) is investigated. This cyclic procedure is halted if the optimal solution is not detected or the existing lower and upper bounds are not improved.
2) AN ITERATIVE FORWARD-BACKWARD IMPLEMENTATION
VI. COMPUTATIONAL RESULTS
This section is intended to the evaluation of the proposed algorithms. This evaluation is based on an intensive experimental computation study throughout a set of instances. The details of these instances are presented in the sequel. All the algorithms are coded in C and implemented in a Pentium IV 2.8GHz Personal Computer with 1GBRAM.
A. TEST PROBLEMS
The used test problems are a generalization of the ones proposed in [27] , more specifically:
• The number of jobs n ∈ {10, 20, 30, 40, 50, 100, 150, 200}.
• The couple of the number of machines at each center (m 1 , m 2 ) ∈ (2, 2), (2, 4), (4, 2) , (4, 4) , (3, 3) , (3, 5) , (5, 3) , (5, 5) .
• The transportation times and the processing times t j , p 1,j , and p 2,j (j ∈ J ) are generated using the uniform distribution in the following intervals.
Where a, b, c ∈ {20, 40}. A number of 10 instances is generated, for each combination of n, m 1 , m 2 , a, b, and c. Consequently, a set of 5120 instances is obtained.
B. PERFORMANCE OF THE PROPOSED PROCEDURES
The experimental results are reported in Tables 2-13 . The parameters allowing the evaluation of the performance of the addressed problem in these tables are presented below.
• [a : b : c] : means that the processing times in C 1 , the processing times in C 2 , and the transportation times are generated uniformly from [1, a] , [1, b] ,and [1, c] , respectively.
• SR : number of solved instances at the root node (UB = LB).
• SB : number of solved instances by the B&B.
• %S : percent of solved instances.
• MT : average CPU time (in seconds) for the solved instances.
• MG : is the average relative gap of unsolved instances where the relative gap is rg = UB − LB LB × 100 for each instance.
• MaxG : is the maximum relative gap of the unsolved instances. The overall results are summarized in Table 2 . According to Table 2 , we observe that 55% (2786 out of 5120) of the test problems are solved at the root node, without need to run the B&B algorithm. Consequently, the developed lower bounds and the heuristic are efficient. For the remaining unsolved problems, the B&B procedure provides the optimal solution for 29.1% (1488 out of 5120) of the instances. The average required CPU time to solve the instances is 79s, which is a moderate CPU time. Furthermore, the average relative gap for the unsolved instances is 2.5. All these arguments proof that the proposed procedures are able to solve large size instances(up to 200 jobs) in an acceptable CPU time.
The impact of the number of jobs on the obtained results is exhibited over Table 3 . Table 3 , one can observe that the easiest instances to be solved are those for n = 10 where all of them are solved. Surprisingly, the percentage of the solved problems is almost not varying with respect to n and it ranges between 80% and 84%. Remarkably, the average consumed CPU time to solve problems with n = 20 is the highest one (137.11s). Further, the average relative gap for the unsolved problems is almost decreasing as the number of jobs increases, and it reaches its lowest value for n = 200. Thus the developed procedures are performing well especially for the large size problems (with respect to n).
Based on
A more specific analysis is carried out to study the effect of the number of the machines in the two centers and the results are reported in Table 4 .
The provided results in Table 4 show that the percentage of solved problems is impacted by number of machines. More precisely, the lowest percentage 65.63% is reached for m 1 , m 2 = (5, 5). Moreover, the three smallest percentage of solved problems are 65.63%, 73.59%, 82.97% reached for (5, 5), (4, 4) , and (3, 3) , respectively, where the number of machines in the two centers is equal. Furthermore, the average consumed time, while solving the problems, decreases for m 1 = m 2 as m 1 increases (except m 1 = m 2 = 2). In the cases where m 1 is different from m 2 , the problems become more easier to be solved. Consequently, the developed procedures perform satisfactorily when there is different number of machines in the two centers. In order to have a precise idea about the behavior of the proposed procedures, the Tables 5 and 6 are presented. These tables combines the effect of n, m 1 , and m 2 simultaneously.
The provided results in Tables 5 and 6 confirm the drawn  conclusions from Tables 4 and 3 . In the sequel, the effect of the average load of the centers on the results will be presented. To that aim the following definitions and notations will be introduced. • the average load A i in center C i (i = 1, 2) is defined as:
• the balance rate between centers C 1 and C 2 is r =
(a and c are stated in the section ''Test problems'').
• In the case r = 1 the two centers are balanced. The obtained values of r are 0.25, 0.30, 0.5, 0.6, 0.83, 1, 1.2, 1.67, 23.33, 4, and Table 7 exhibits the obtained results with respect to r.
Based on Table 7 , the proposed procedures performs well in terms of percentage of solved problems, mean CPU time, and the relative gap, the average load in the first center is more important than the one in the second center: r = 2, r = 3.33, r = 4. In addition, from r = 0.83, the percentage of solved problems increases as r = increases.
The effect of the transportation time on the performance of the proposed procedures is reported in Table 8 TABLE 12 . Performance of the proposed procedures for rate [20 : 20 : 40] and n ∈ 10, 20, 30, 40 .
The Table 8 The results reflecting the effects of the rates [a: b: c] on the performance of the proposed procedures is presented throughout the Table 9 .
According to Table 9 , the least performance of the proposed procedures is reached for the rates [20 : 20 : 40] , where the percentage of solved problems is 65.47% (smallest one), the mean time solving problems MT = 117.28s (greatest one) and MG = 4.04 (greatest one). In the sequel, more detailed results for rates [20 : 20 : 20] and [20 : 20 : 40 The presented results in Tables 10 and 13 confirm the conclusions already drawn from previous tables.
VII. CONCLUSION
In this paper, the two-center hybrid flow shop scheduling problem, with transportation times is considered. A set of efficient lower bounds is developed, in addition to a two phases heuristic. These lower and upper bounds rely on the exact solution of the parallel machine scheduling problem with release dates and delivery times. Furthermore, a branch and bound exact procedure is presented. This branch and bound algorithm includes fast and efficient lower bounds, performant heuristic, and dominance rules. In addition, within the exact procedure, the solutions are represented as a permutation of the jobs. Moreover, at the last level of the search tree a parallel machine scheduling problem is solved exactly. We observe that the obtained results are not impacted by the NP-Hardness of this embedded problem in the branch and bound procedure. Extensive experimental results are presented. These results provide strong evidence of the performance of the proposed procedures.
More researches are required to tackle the hybrid flow shop scheduling problem with more than two centers and with transportation times. Moreover, other constraints might be included as the setup times, release dates, delivery times in the future researches. These researches could use the presented procedures in this work as the solution of relaxed problems for the studied ones. In addition, to tackle the existing scheduling problem other technics could be used. Among these technics the well-known hybrid switching control or switching LPV control approach that can be employed in the future to deal with the scheduling issue on basis of the latest work, such as in [33] and [34] .
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