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ABSTRACT 
Let A = M - N E R"" be a splitting. We investigate the spectral properties of the 
iteration matrix M-‘N by considering the relationships of the graphs of A, M, N, and 
M- 'N. We call a splitting au M-splitting if M is a nonsingular M-matrix and N > 0. 
For an M-splitting of an irreducible Zmatrix A we prove that the circuit index of 
M-‘N is the greatest common divisor of certain sets of integers associated with the 
circuits of A. For M-splittings of a reducible singular M-matrix we show that the 
spectral radius of the iteration matrix is 1 and that its multiplicity and index are 
independent of the splitting. These results hold under somewhat weaker assumptions. 
1. INTRODUCTION 
In [18] and [19] Varga introduced the definition of a regular splitting of a 
matrix A = M - N in order to unify and generalize classical procedures in the 
numerical solution of systems of linear equations and more recent correspond- 
ing theorems on matrices; see [19] and Ostrowski [9] for historical comments 
and Varga [20] for a subsequent survey. Many of these results are connected 
with M-matrices, which were defined by Ostrowski [8]. Recently attention has 
been paid to singular systems, particularly those associated with a singular 
M-matrix A; see Plemmons [lo], Meyer and Plemmons [4], Neumann and 
Plemmons [5], [6], Buoni, Neumann and Varga [2], Kaufman [3], Rose [12] 
and Berman and Plemmons [l, Chapters 6,7]. In this paper we shall prove 
*This research is supported in part by the National Science Foundation under grant MPS 
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some theoretical results on singular M-matrices which are motivated by recent 
questions raised in numerical analysis (see the end of this introduction). 
Arguments now recognized as graph-theoretic have been used in the 
theory of nonnegative matrices since its inception (see [17] for some com- 
ments). In this paper we aim to prove results on the spectral properties of the 
iteration matrix M- ’ N which depend on the graphs of M and N. We 
concentrate on singular M-matrices A (or more generally, on Zmatrices; see 
Section 2 for definitions) and on splittings we call M-splittings. Such splittings 
arise naturally, and many examples may be found in the literature. We also 
consider a type of splitting called graph compatible. 
We now describe the results of our paper in greater detail. Our Section 2 
is devoted to the study of the relationship of the colored graph of A (i.e. the 
graph of M colored red and the graph of N colored blue) and the graph of 
M- 'N. We show that the access relations in the two graphs almost coincide 
for an M-splitting of a Z-matrix; see Theorems 2.7 and 2.8. 
For an M-splitting of an irreducible Zmatrix A, we show in Section 3 that 
the circuit index of the iteration matrix is determined by the numbers of blue 
and red arcs in the circuits of A in a simple manner; see Theorem 3.3. 
Theorem 3.5 generalizes Frobenius’ result that the circuit index of an irre- 
ducible nonnegative matrix equals the number of eigenvalues on the spectral 
circle (e.g. [19, p. 381 or [l, p. 321). Several corollaries follow. 
In Section 4 we consider splittings of a reducible singular M-matrix. In the 
case of an M-splitting we show that the multiplicity and index of the 
eigenvalue 1 of the iteration matrix (its spectral radius) equals the multiplicity 
and index of the eigenvalue 0 of A; see Theorem 4.5. In the preceding 
Theorem 4.4 we prove somewhat less for weak regular graph compatible 
splittings. An important ool in this section is Rothblum’s first index theorem 
for a nonnegative matrix [13]. 
Four open questions are stated in Section 5. We also point out that our 
principal results hold under weaker assumptions and for matrices that need 
not be Zmatrices; see Table 1. 
Applications to the convergence of iterations will appear elsewhere. 
We now mention investigations by other mathematicians which motivated 
ours. There is the result by Neumann and Plemmons [5, Corollary 21 
concerning the index of a regular splitting of an M-matrix with property c, a 
result which we have only partly generalized in our Theorem 4.5; see dpen 
Question 5.2. We were also considerably motivated by their question [5, p. 
2731 concerning the relation of the circuit indices of A and M- ' N. Though 
the answer is negative, this question led us to an example which was 
published in [2] and to much of the theory contained in Section 3. We have 
also been influenced by the paper by Rose [12], which contains graph-thee 
retie considerations imilar in spirit to those of our more general ones and 
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whose main result leads to corollaries also proved here; see Sections 3 and 5. 
Last, but no means least, we acknowledge some remarks by R. Plemmons 
which drew our attention to the subjects under discussion. 
2. ACCESSRELATIONS 
A (directed) graph I’ is a pair (V, E) where E G V X V. Unless otherwise 
specified, the vertex set is V = { 1,. . . , n},andinthiscaseweidentifyIwith 
the edge set E. A path j+om i to j of length k is a sequence a = (ia,. . . ,ik) of 
vertices where i, = i and i,= j such that (i,,il),(i,,i,),...,(ik-l,ik) are arcs 
of I’. We consider the empty path 0 to be a path from i to i of length 0 for 
each vertex i. If there is a path from i to j in I, we may say that i ha.s access 
to j in I’. (In particular i has access to itself for all i E V.) The path is called 
closed if i = j. A closed path (iO,...,ik) with i, , . . . , ik_ i pairwise distinct is 
called a circuit. If a=(i,,...,ik) and P=(ik,...,il) are paths in I’, then the 
concatenation path (iO,...,ik,...,il) is denoted by (cw,~). 
If I, and I, are graphs, then the product graph r,I’, is defined by 
(i, j) E r,r, if there is a k E V such that (i, k) E rl and (k, j) E r,. We write 
I2 = !?I, I3 = 12r, etc. By A we denote the diagonal graph A = ai, i): i E 
V }. The reflexive-transitive closure I of a graph I is defined to be I’ = A u r 
ur2u... . Thus (i, j ) E r if and only if i has access to j in I. Suppose that 
I c Ii c T (i.e., the arc set of I is contained in the arc set of Ii, etc.). Then i 
has access to j in I if and only if i has access to j in Ii. 
If AER”” , then the graph of A is defined to be T(A)= {(i, j): aij #O}. 
LEMMA 2.1. 
(a) Let A, BE W”“. Then 
r(cA)cr(A) for c=R, 
r(A+B)ayA)ur(B), 
r(Aqc r(A)r(q. 
(b) Zf A is nonsingular, t&n l?(A-‘)cl-‘(A). 
Proof. (a): Easy. 
(b): The matrix A-’ is a polynomial in A, and the result follows from (a). 
n 
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An example in Section 3 shows that the inclusion (b) may be strict. 
AmatrixPER”” is called rwnnegativeifpij>O, i, j-l ,..., n, and we 
write P > 0. We call P positive if pi j > 0, i, j = 1,. . . , n, and we write P > 0. A 
matrixAER”” iscalkdaZmutixifA=sZ-PforsomesERandP>O, 
and A is called an M-matrix if A is a Zmatrix and s > p(P), the spectral 
radius of P; cf. [l, p. 1321. Since by the Perron-Frobenius theorem p(P) is an 
eigenvahre of P, the M-matrix A is nonsingular if and only if s > p(P). We 
may strengthen Lemma 1 for suitably chosen classes of matrices. 
LEMMA 2.2. 
(a) Let A, B be nonnegative, and let c E R be positive. Then 
I-(CA) = I’(A), 
f’(A + B) = Z’(A)UF(B), 
r(AB)=I’(A)I’(B). 
(b) If A is a nonsingulur M-matrix, then r(A-‘) =r(A). 
Proof. (a): Easy. 
(b): Let A = sZ - P, where P >, 0 and s > p(P). Then it is well known that 
A-’ = s-‘Z + a-2P + a--3Ps + . . . where I’(A)=r(Z)ur(P)uF(P2)u 
... .sin~eby(a),r(P~)=I‘(P)~,k’=1,2,..., itfoIIowsthatI’(A-r)=r(A). 
n 
DEFINITION 2.3. 
(a) Let A E R”“. A pair of matrices (M, N) in R nn is called a splitting of 
A if A = M - N and M is nonsingular. Usually, we refer to the splitting as 
A=M-N. 
(b) A splitting A = M - N is nontrivial if N # 0. 
(c) A splitting is weak regular if M-l 2 0 and M-‘N 2 0. 
(d) A splitting is regular if M-’ z 0 and N z 0. 
(e) A splitting is an M-spZitting if M is an M-matrix and N >, 0. 
(f) A splitting is graph compatible if r(M) c r(A). 
The definitions of regular and weak regular splittings are standard (see [l, 
p. 1381) and are due to Varga [18; 19, p. 881 and Ortega and Rheinboldt [7j 
respectively. Graph compatible splittings and M-splittings have not been 
considered before as such, though in practice the regular splittings used most 
often are M-splittings. We define r(M, N) = r(M)U r(N). 
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LEMMA 2.4. Let A E R”” and let A = M - N be an M-splitting. Then 
(a) A is a Z-matrix. 
(b) T(M, N)=M)uI(N)= I’(A)uA, 
(c) l?(M) C_ I’( A) (graph compatibility), 
(d) M- ’ b 0, N b 0 (regularity), 
(e) l?(M-‘N)=I’(M)I’(N) (graph equality). 
Proof. (a): If i # j, then mii < 0, nij > 0. 
(b): If i # j and a, = 0 then mij = nij = 0. 
(c): Follows imme ct. lately. 
(d): Well known. 
(e): By Lemma 2.2. n 
If A = M - N is a graph compatible splitting, then l?(N) c r(M) u r(A) G 
l7( A). Thus graph compatible splittings are characterized by I( M, N) c I’( A). 
It follows and that every splitting of an irreducible matrix is graph compati- 
ble. Graph compatible splittings are easily described in terms of Frobenius 
normal forms; see Section 4, where such splittings will be applied. 
Let A = M - N be a splitting of A E R”“. To aid intuition, arcs of r(M) 
will be called red, those of I(N) blue. We call the pair (T(M), T(N)) the 
coZored graph of A. Note that arcs of I( M)n l?(N) are both red and blue; 
they will be called red-blue. Arcs of T(N)\r(M) will be called pure blue. 
We now make a simple but fundamental observation relating the graph of 
M- ‘N to the colored graph of A. 
LEMMA 2.5. 
(a) LetA= M- NbeasplittingofA~R”“. Zf (i, j)~l?(M-lN), theni 
has access to j in T(M, N) by means of an initial red path followed by a 
single blue arc. 
(b) Zf there is a rwnempty path j?om i to j in l?(M-‘N), then there is a 
path j%nn i to j in T(M, N) which ends in a blue arc. 
Proof. (a): By Lemma 2.1, T(M-lN)c I’(M-‘)I’(N)cr(M)r(N). Let 
(i, j)Er(M-IN). Then (i,k)Er(M) and (k, j)EI’(N) for some k EV. 
But then there is a path from i to k in T(M) and (a) is proved. 
(b): Follows immediately. n 
COROLLARY 2.6. Let A = M - N be a graph compatible splitting. Zf i has 
access to j in I’(M-IN), then i has access to j in T(A). 
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Proof. Since T(A) G r( M, N) E l?(A), the access relations in r(M, N) 
and r(A) coincide. Now use Lemma 2.5(b). n 
THEOREM 2.7. Let A E Iw”“, and let A = M - N be a M-splitting. Let 
i, j E v. 
(a) The arc (i, j)~ I’(M-‘N) ifand only if there is a path in r(M, N) 
consisting of a red path followed by a single blue arc. 
(b) There is a rwnempty path j&m i to j in r( M-‘N) if and only if there 
is a path j&m i to j in r(M, N) which ends in a blue arc. 
Proof. (a): Let (i, j)~ I’(M-‘N). By Lemma 2.5 there is a path /3 in 
lY( M, N) from i to j consisting of an initial red path followed by a single blue 
ill-C. 
Conversely, suppose i has access to j in T(M, N) by means of an initial 
red path from i to k followed by a blue arc (k, j). .Then (i, k) E r( M), and so 
(i, j) E I’( M)I’(N) = r(M-‘N): see Lemma 2.4(e). 
(b): Suppose there is a nonempty path from i to j in I’( M- ’ N). By (a) it 
follows immediately that there is a path from i to j in r(M, N) whose final 
arc is blue. 
Conversely, suppose there is a path p from i to j in r( M, N) which ends 
inabluearc.Leti,=i,andleti,,..., i, = j be the end points of the blue arcs 
of p. Then fi may be decomposed as (&, . . . ,/I,), where & is a path from i,_ 1 
to ik, k=l,..., p. Then Pk is a path in r( M, N) consisting of initial red arcs 
followed a final blue arc. Hence (i,_,,ik)E r(M-‘N), k = l,..., p, by (a), 
and (b) follows. n 
We cannot replace r(M, N) = T(A)U A by r(A) in Theorem (2.7), for 
consider the splitting [0] = [l] - [l]. Th ere is a nonempty path from 1 to 1 in 
I’(M-‘N) but not in r(A). 
The following example shows we cannot omit “nonempty” in Theorem 
2.7(b). Let 
Then 
. . . 
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Thus there is an (empty) path from 1 to 1 in M-‘N, but there is no blue arc 
ending at 1. 
The above example also shows that the converse of Corollary 2.6 is false 
even for M-splittings of an M-matrix. Note that 1 has access to 3 in r(A) but 
not in T(M-‘N). However, we now prove a partial converse, which will be 
applied heavily in Section 4. 
THEOREM 2.8. Let A = M - iV be an M-splitting of A E 08”“. Let i, j E V, 
and suppose that j i.s a vertex of a rwnempty circuit of r(M-‘N). Then i has 
access to j in r( M- ‘N) if and only if i has access to j in I( A). 
Proof. In view of Corollary 2.6, we need only show that if i has access to 
j in r(A), then the same is true in l?(M-‘N). In this case, there exists a path 
p from i to j in I’(A). Since j lies on a nonempty circuit of T(M-‘N), it 
follows from Theorem 2.7(b) that there is a nonempty path y from j to j in 
P( M, N) which ends in a blue arc. But then (p, y) is a path from i to j in 
l?(M, N) which ends in a blue arc. Hence, by Theorem 2.7(b), i has access to 
j in l?(M-‘N). n 
A stronger form of Theorem 2.8 holds for irreducible A, as will be shown 
in Section 3. 
3. THE CIRCUIT AND SPLITTINGCIRCUIT INDICES 
If ct is a path in P(A), let 1, be the number of arcs in a (the length of a). If 
A = M - N is a splitting and a is a circuit of I( M, N), we denote the number 
of blue arcs of (Y by b, and the number of pure-blue arcs by p,. Thus p, < b,. 
DEFINITION 3.1. Let A E R nn. 
(a) The circuit index c(A) of A is defined by 
c(A)=gcd{Z,:aisacircuitofI(A)}. (3.i) 
(b) If A = M - N is a splitting, the colored-circuit index of A is defined by 
d(M,N)=gcd{p,,p,+l,..., b,: (Y is a circuit of I’( M, N)} . (3.n) 
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To prove (3.iv) note that the gcd involved equals 1 if p, < b, for some circuit 
a and that any integer which divides b, for all circuits cx must also divide bs 
for any closed path p. 
LEMMA 3.2. Let A E R”“, and let A = M - N be a splitting 
(a) Let y be a rwnempty closed path in I’(M-lN). Then there is a closed 
path (Y in I’(M, N) such that p, < I, < b,. 
(b) Further, d(M, N) divides c(M-‘N). 
Proof (a): Let y = (iO,...,ik), where i, = i,. By Lemma 2.5(a) there 
exist paths /3, in T(M, N) from i,_, to i, such that the last arc of ,E$ is blue 
and all other arcs are red, 9=1,..., k. Hence there is a closed path (Y in 
T(M, N) with at most k = Z, pure blue arcs and at least k blue arcs, viz. 
II, < k < b,. 
@I): If c( M-lN) = 0, there is nothing to prove. Otherwise, it is enough to 
show that d( M, N) divides 1 for every nonempty closed path in I( M- ‘N). 
But this follows immediately from (a). n 
In general, we cannot replace “closed path” by “circuit” in Lemma 
3.2(a). 
THEOREM 3.3. Let A = M - N be an M-splitting of A E R”“. 
(a) Let y be a nonempty circuit of T(M, N), and suppose k is an integer 
such that p,, < k 6 b,. Then there exists a circuit (Y in T(M-IN) with 1, = k. 
(b) Further, d(M, N)= c(M-‘N). 
Proof. (a): The circuit y may be decomposed into k consecutive simple 
paths Pi,. . . , pk with a final blue arc and all other arcs red. Suppose the 
chosen blue arcs end at vertices i,, i,, . . . , i, = i,. Then it follows by Theorem 
2.7(a) that (iO,. . . , ik) is a circuit of lY(M-‘N). 
(b): In view of Lemma 3.2 it is enough to prove that c(M-‘N) divides 
d(M, N). For this, it is enough to show that if y is a circuit of r(M, N) and 
pv < k < I,,, then c(M-‘N) divides k. This is a consequence of (a). n 
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Let W,,W,GV= {l,...,n}. If AEIR~“, we denote by A[W,,W,] the 
submatrix whose rows are indexed by W, and columns by W,, each set being 
taken in its natural order. If W, = 0 or W, = 0 then A [ W,, W,] = 0, which 
will be considered to be both zero and nonzero. We normally write A i j = 
A[W,,W.], i, j = 1,2. 
As usual, A E R nn is called irreducible if r(A) is strongly connected. 
LEMMA 3.4. Let A E R nn be irreducible, and let A = M - N be a nontriv 
ial M-splitting. Let W, be the subset of V = { 1,. . . ,n } consisting of those 
j E V for which the jth column of N is nonxro, and let W, = V/W,. 
Let T=M-‘N. Then 
T,,=O and Tzl= 0, (34 
every row of T12 i.s nonzero, 
Tzzi.sa( rwnempty) nonzero irreducible matrix. 
(3.vi) 
(3.4 
Proof. Let i E V and j E W,. Then there is no blue arc ending at j. 
Hence by Theorem 2.7(a), (i, j) is not an arc of I’(M-lN), and (3-v) follows. 
Now let i E V and j E W,, which is nonempty. By assumption there is a 
k E V for which (k, j ) is a blue arc. Since A is irreducible, there is a path from 
i to k in r(A) c I’(M, N). Hence by Theorem 2.7(b), there is a nonempty 
path from i to j in r(M-‘N). It follows that there is an arc (i, k’) in 
I( M-lN) for some k’ E V, and hence no row of T is 0. This proves (3.vi), 
since T,, = 0. Also if both i, j E W,, then i and j have access to each other in 
r(M-‘N), which proves (3.vii). n 
Lemma 3.4 implies that after a similarity transformation by a permutation 
matrix, T = M- ‘N is of form 
0 Tl2 1 1 0 TB’ (3.viii) 
where every row of T12 is nonzero and T, is a square nonzero irreducible 
matrix of order 1 W, 1, the number of elements in W,. Here W, may be empty, 
in which case T = T,. We also remark that (3.~) holds for any splitting 
A=M-N. 
Our next theorem reduces to a well-known result of Frobenius [l, p. 32; 
19, p. 381 when M = I. 
THEOREM 3.5. Let A = M - N be a nontrivial M-splitting of an irreduci- 
ble matrix A. Let p = p(M-‘N) and d = d(M, N). Then p > 0, and the 
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eigenvalues A of M-‘N with IAl = p(M-lN) are pezqik, k = 0,. . . ,d - 1, and 
each is a simple eigenvalue. 
Proof. By Lemma 3.4, T = M-‘N can be put in form (3.viii) by a 
similarity with a permutation matrix, where T, is nonzero irreducible non- 
negative and T,, = 0, T,, = 0. Hence p(TB) = p(T) > 0 and c(T,) = c(T) = 
d(M, N) by Theorem 3.3. Also, if 1X1= p, then A is an eigenvalue of TB if and 
only if it is an eigenvalue of T. The theorem follows from Frobenius’ theorem. 
n 
There exists an irreducible M-matrix A and a regular slitting A = M - N 
for which d(M, N) # c(M-‘N), as is shown by the following example. Let 
M= 
ThenA=M-N, 
2 1 1 
M-l= [ 1 2 0 1 , 
1 0 2 






> 0 4 f. 1 0 
0 1 1 
M-‘N= 0 ; ; . 
[ 1 0 1 0 
Further, c(M-‘N)= 2, while d(M, N)= 1, since I(A) has a circuit (Y = 
(2,3,2) with p, = 0, b, = 2. 
In each of Corollaries 3.6-3.10 (to Theorem 3.3) below we assume that 
A = M - N is a nontrivial M-splitting of an irreducible Zmatrix A. Theorem 
3.5 may then be used to infer that p > 0 is the only eigenvalue on the spectral 
circle and that it is simple. 
COROLLARY 3.6. Suppose there exists a circuit a of r(M, N) with a 
single arc in I’(N)\l?(M). Then c(M-‘N)= 1. 
Proof. p, = 1. 
COROLLARY 3.7. 
Then c(M-lN)= 1. 
Suppose for some i, j E V both mii # 0 and nij z 0. 
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Proof. Since A is irreducible and I(M, N) 2 I(A), it follows that 
QM, N) is strongly connected. Hence (i, j) is a red-blue arc of a circuit a of 
I( M, N). Hence p, < b,. n 
COROLLARY 3.8. Suppose there exist i, j E V such that mij # 0 and 
nji # 0. Then c(M-‘N) = 1. 
Proof. Either Corollary 3.6 or 3.7 applies. n 
COROLLARY 3.9. Suppose there is an arc (i, j) of r(N) such that 
r, = r(M)u{(i, j)} is strongly connected. Then c(M-lN) = 1. 
Proof. The arc (i, j) lies on a circuit of I, G r(M, N). Either (i, j) is 
pure blue, in which case Corollary 3.6 applies, or (i, j) is red-blue and 
Corollary 3.7 applies. n 
COROLLARY 3.10. If M is irreducible then c(M-‘N) = 1. 
Proof. By Corollary 3.9. n 
For the R-splittings defined by him, Rose [5, Corollary 21 has proved a 
result similar to Corollary 3.8. Note also that condition (iv) in the definition of 
R-splitting implies that I( A) has a circuit with p, = 1. 
4. THE INDEX OF THE ITERATION MATRIX 
Let A E Iw”“. By mult A( A) we denote the algebraic multiplicity of A as an 
eigenvalue of A, viz. the number of factors (X - 7) in det( 71 - A), where r is 
an indeterminate. As usual we define the index of X for A E R n” by 
Observe that indA(A) is the size of the largest Jordan block belonging to the 
eigenvalue A. (The index of A should not be confused with the circuit index 
previously defined.) An M-matrix A with ind,( A) 6 1 is sometimes called an 
M-matrix with property c; see [l, p. 1531. 
We require some graph-theoretic definitions, most of which are standard 
(or at any rate, reformulations of standard definitions); see [19, p. 461, [l, p. 
431, or [13]. 
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A ckz.ss of A is the vertex set of a strongly connected component of I’(A). 
It is well known that the classes of A may be ordered Vi,. , . , V, so that i E V, 
has access to j E V,, only if g B h. When ordered thus, we shall call (Vi,. . . , V,) 
a rwrmul partition (of V) for A [or I(A)]. Equivalently, by a similarity with a 
permutation matrix, we may put A into (Frobenius) normal jbrm: 
(4.i) 
where A,, = A[ V,,V,,] is irreducible, g = 1,. . . ,s. (Without loss of generality 
reader may suppose that the matrix denoted by A subsequently is in normal 
form.) 
Let W,,W, be subsets of V= {l,..., n }. We say that W, has access to W, 
in I’(A) if some i E W, has access to some j E W, in l?(A). A sequence of 
classes (Vsl, . . . , V,,) of A is called a chain of classes in T(A) of length t if 
Vp,#Vsh+land Vghhasaccessto Vgh+l,h=l,...,t-l(inwhichcasethe Vg, 
are pair-wise distinct). 
A class V, in a normal partition is called final if it has access to no other 
class. If h is an eigenvalue of Agg, we call V, a X-class. To avoid confusion we 
call Vg a singular class if A,, is singular. If A,, = 0 we call V, a null class 
for A. 
We now make some observations concerning these definitions. First, if 
W, c Vs and W, c V,, then W, has access to W, if and only if every i E W, 
has access to every j E W,. Second, a null class Vs is necessarily a singleton 
{ i }. Third, { i } is a null class if and only if i is not the vertex of a nonempty 
circuit of r(A). Fourth, the splitting A = M - N is graph compatible only if 
Mgh = M[V,, V,] = 0 for g > h (in which case also Ngh = 0 for g > h). Finally, 
if A = M - N is graph compatible, then each class of M (and N) is contained 
in a class of A. 
We may now restate some results from Section 2. Let A = M - N be a 
splittingofA=R”“. Let(W,,..., W,) be a normal partition of M- ‘N. If the 
splitting is graph compatible and Wg has access to W, in I( M-IN), then by 
Corollary 2.6 W, has access to W,, in r(A). Suppose now the splitting is an 
M-splitting and W, is not a null class of M-lN. Then it follows from Theorem 
2.8 and the third observation above that Ws has access to W,, in I’(M-IN) if 
and only if Ws has access to W, in r(A). 
Lemmas 4.1 and 4.2 and Corollary 4.3 below are well known and are 
stated and proved here to emphasize their simple nature. A result stronger 
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than Lemma 4.1 appears in [7, Lemma 2.31, and Lemma 4.2 is part of [5, 
Theorem 61. 
LEMMA 4.1. Let A be a nonsingular M-matrix, and let A = M - N be a 
weak regular splitting. Then B = I - Mp’N is a nonsingular M-matrix. 
Proof. There exists x > 0 such that Ax > 0; see [8], [l, p. 1361. Hence 
(I - M-‘N)x = M-‘Ax > 0, and since M -‘N > 0, it follows that B is a 
nonsingular M-matrix. n 
Suppose A is a singular M-matrix. It was known as early as 1953 that there 
exists an x > 0 such that Ax > 0 if and only if the singular classes of A are 
final, viz. each singular A,, is isolated in its block row; see [ 15, Theorem 41. 
Thus if there exists an x > 0 with Ax > 0, it follows easily that ind,( A) = 1, a 
result also stated in [l, p. 1551. 
LEMMA 4.2. Let A be a singular M-matrix, and let A = M - N be a weak 
regular splitting. If there is an x > 0 such that Ax > 0, then B = I - M- ‘N is 
a singular M-matrix and ind,( B) = 1. 
Proof. Evidently B = M-‘A is singular. We have Bx = M-‘Ax > 0, and 
the result follows, from the preceding remarks. n 
COROLLARY 4.3. Let A be an irreducible singular M-matrix, and let 
A = M - N be a weak regular splitting. Then B = I - M-IN is a singular 
M-matrix and ind,( B) = 1. 
Proof. There exists an x > 0 with Ax >, 0, [8; 1, p. 1561. n 
A weak regular splitting satisfies the conclusion of Lemma 4.2 and 
Corollary 4.3 if and only if p(M-rN) = 1 and ind,(M-rN) = 1. 
The assumption on the existence of the vector x in Lemma 4.2 cannot be 
omitted, as is shown by the following example of a regular splitting due to 
Michael Neumann (private communication). 
Let 
M=[y ;], N=[; ;I. 
Thus 




so that p(M-‘N) = 2. This example motivates our use of the graph-theoretic 
definitions above. 
We now state an important result which we shall apply. 
THEOREM (Rothblum’s index theorem for a nonnegative matrix [13]). Let 
p > 0, and let p = p(P) be the spectral radius of P. Then ind,(P) equuls the 
length of the longest chain of p-clu.sses for P. 
(Rothblum has proved another index theorem for a nonnegative matrix in 
1141.1 
THEOREM 4.4. Let A be a singular M-matrix, and let A = M - N be a 
graph campatibk weak regular splitting. Then 
(a) p(M-‘N) = 1, 
(b) mult,(M-‘N)> m&,(A), 
(c) ind,(M-‘N) 6 ind,(A). 
Proof. (a) and (II): Let (V,, . . . , I$) be a normal partition for A. Let 
T = M-‘N. Since the splitting is graph compatible, M and N are block 
triangular (more precisely, Mgh = Ngh = 0 if g > h). Hence also Tgh = 0 for 
g > h. Let S be the set of g E { 1,. . . ,S} for which A,, is singular, and let 
u = IS]. Since A is singular, we have u > 1, and since multa( A,,) is 0 or 1 
according as g 4 S or g E S, we have m&,(A)= u. By Lemma 4.1 and 
Corollary 4.3, Bpg = I,, - Tgg = I,, - Mi:Npg is a nonsingular M - matrix or 
a singular M-matrix according as g E S or g E S. Hence B is an M-matrix and 
mult,( B) > u. Since u 2 1, it follows that B is singular Conclusions (a) and (b) 
now follow immediately. 
(c): Suppose indr(T) = 7, and let (W,, . . . , W,) be a normal partition for T. 
By Rothblum’s index theorem there is a chain of l-classes Wi,, . . . , Wi7 in 
r( M- ‘N). Since the splitting is graph compatible, Wi, is contained in a single 
class Vi, for A, q = 1,. . . , 7. By the argument in the previous part of this proof, 
each Vi, is a singular class. Since Wi,+ has access to Wi, in r( M- ‘N), 
q=l,..., 7, it follows from Corollary 2.6 that Wiq_l has access to W, in T(A). 
Hence Vi,_ I has access to Vi,, q = 1,. . . , 7, in r(A). 
We shall next show that Vj,_l + Vi,, q = 1,. . . , r, i.e., no two Wi, are 
contained in the same Vi,. For suppose otherwise. Then (Wiq_l, Wiq) is chain 
of l-classes for rjqj,. Hence, by the index theorem (or the special case already 
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found in [16, Theorem 3]), indl(Tjqj ) > 1, contrary to Corollary 4.3. It follows 
that vj,_, f Q and hence (“;,, . . . ,\,) is a chain of singular classes for A. 
Hence ind,( A) > r and the theorem is proved. n 
There is an example [5, p. 2701 which show that when the hypothesis of 
graph compatibility is omitted in Theorem 4.4 the conclusions (a) and (c) may 
be false. For the special case of a regular splitting of A and indo < 1, the 
conclusions (a) and (c) of Theorem 4.4 also follow from [5, Corollary 21. 
However, our theorem does not cover the quoted result; see Open Question 
5.2. 
Note that any splitting of a singular matrix is necessarily nontrivial. 
THEOREM 4.5. Let A be a singular M-matrix, and let A = M - N be an 
M-splitting. Then 
(a) p(M-‘N) = 1, 
(b) muIt,(M-‘N)= m&,(A), 
(c) ind,(M-‘N)= indo( 
Proof. (a): By Theorem 4.4. 
@): Each class for M- ‘N is contained in a class of A. By the argument in 
the proof of Theorem 4.4, each l-class of M- ‘N is contained in a singular 
class of A and each singular class of A contains at least one lclass of M-IN. 
It now follows from Lemma 3.4 that each singular class of A contains 
precisely one lclass of M- ‘N. Thus (b) follows. 
(c): Let ind,( A) = o. By the index theorem there is a chain of singular 
classes Vi,, . . . , 
q=l 
V, for A. Let WjQ be the l-class of M- ‘N contained in yQ, 
, . . . ,o. Every vertex of a l-class of M-IN lies on a circuit of T(M-‘N). 
Hence by Theorem 2.8 (or by a remark preceding Lemma 4.1) Wj,, . . . , Wj, is 
a chain of l-classes for M- ‘N. Hence by the index theorem, ind,( M- ‘N) > o. 
The result now follows from Theorem 4.4(c). n 
REMARK 4.6. In fact, more has been proved than stated in Theorem 4.5. 
Let C(A) be th e singular graph of A as defined by Richman and Schneider 
[ll]. Zf A= M - N is an M-splitting of a (singular) M-matrix A, then 
B = Z - M-‘N is a (singular) M-matrix and C(A) = C(B). As shown in [ll], 
there is a close relationship between the singular graph C(A) of an M-matrix 
A and the Weyr characteristic w,(A) for 0 (or equivalently the degrees of the 
elementary divisors for 0). In some cases, C(A) determines wO(A) completely 
[ll, Theorem 5.61, for example when Z(A) is a rooted forest; see [ll, 
Corollary 5.81. In these cases (in particular when C(A) is a rooted forest) we 
can conclude we(A) = o,,(B), which is stronger than conclusions (b) and (c) of 
Theorem 4.5. 
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5. OPEN QUESTIONS AND GENERALIZATIONS 
OPEN QUESTION 5.1. M. Neumann’s example in Section 4 shows that a 
regular splitting A = M - N of an M-matrix A need not be graph compatible. 
We conjecture that under a mild additional condition a regular splitting of an 
M-matrix must be graph compatible. For example, if all diagonal elements of 
A (or of M) are positive, must the splitting be graph compatible? 
OPEN QUESTION 5.2. Neumann and Plemmons [5] have shown that if A 
is an M-matrix with ind,(A) < 1 and A = M - N is a regular splitting, then 
(without the hypothesis of graph compatibility) conclusions (a) and (c) of 
Theorem 4.4 hold. However, in the general case some additional hypothesis 
(such as graph compatibility) is needed, as is shown by another example due 
to M. Neumann (private communication). For regular splittings is there a 
common generalization of [5, Corollary 21 and Theorem 4.4 or Theorem 4.5? 
OPEN QUESTION 5.3. Neumann’s example of a regular splitting A = M - 
N of a singular M-matrix A and the example on p. 270 of [S] of a weak regular 
splitting both have p(M-‘N)> 1 but ind,(M-‘N)= inda(A). Does the 
inequality ind,(M-‘IV) G ind,(A) hold in some interesting cases even if 
p( M-W) > l? 
OPEN QUESTION 5.4. Does Lemma 3.4 still hold for an irreducible 
M-matrix A when the splitting is assumed to be regular or weakly regular? 
(We have found a counterexample for a Z-matrix A.) If not, it may be possible 
to use a suitable counterexample to find an example for Theorem 4.4 where 
either or both the inequalities in (b) and (c) are strict. 
REMARK 5.5. It should be noted that all of our results on M-splittings 
hold under weaker assumptions. Let A = M - N be a splitting and put 
W: M-'N>O b=ak>, 
WR: M-'20, M-‘N>, 0 (weak regularity), 
GE: T(M-'N)= r(M)r(N) (graph ewab), 
GC: r(M)c I’(A) (graph compatibility). 
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TABLE1 
Lemma, Theorem, etc. Hypotheses used 
2.7,2.8,3.3 GE 
3.4,3X3-3.10 %E, [GC] 
3.5 W, GE, WI 
4.4 WR, GC 
4.5,4.6 WR, GE, GC 
By Lemma 2.4, an M-splitting satisfies W, WR, GE, and GC. In Table 1 
we list the hypotheses for various results which may replace the assumption 
that the splitting is an M-splitting. We write [GC] where GC is implied by 
another hypothesis, viz. irreducibility. 
Suppose A = M - N is a nontrivial regular splitting of an irreducible 
Zmatrix with M- ’ > 0. Then M is irreducible and GE holds. Hence by 
Corollary 3.10 (generalized as above) we have c( M-‘IV) = 1, which is a result 
closely related to that of Rose [12, Theorem 21. 
As we pointed out in Lemma 2.4, only Zmatrices have M-splittings. 
However, it is easy to find an example of a matrix A which is not a &matrix 
and which has a splitting A = M - N satisfying WR, GE, and GC. 
We ackrwwkdge gratefilly the examples due to M. Neumann and helpful 
rem&s by R. I. Plem~ and D. .l. Rose. 
REFERENCES 
A. Berman and It. Plemmons, Nonnegative Matrices in the Mathemutical Sckn- 
ces, Academic, New York, 1979. 
J. J. Buoni, M. Neumann, and R. S. Varga, Theorems of Stem-Rosenberg type. 
III. The singular case, Linear Algebra A&. 42:183-198 (1982). 
L. Kaufman, Matrix methods for queuing problems, SZAMJ. Sci. Statist. Cumput., 
to appear. 
C. D. Meyer and R. J. Plemmons, Convergent powers of a matrix with applica- 
tions to iterative methods for sing&u linear systems, SIAM J. Numer. Anal. 
14699-705 (1977). 
M. Neumann and R. J. Plemmons, Convergent nonnegative matrices and iterative 
methods for consistent linear systems, Numer. Math. 31:265-279 (1978). 
M. Neumann and R. J. Plemmons, Generalized inversepositivity and splittings of 
M-matrices, Linear Algebta Appl. 23:21-35 (1979). 
J. M. Ortega and W. C. Rbeinboldt, Monotone interations for nonlinear equations 
with application to Gauss-Seidel methods, SZAMJ. Numer. Anal. 4, No. 2 (1967). 
8 A. M. Ostrowski, liner die Determinanten mit iiberwiegender Hauptdiagonale, 
Comment. Math. Helv. 10:69-96 (1937). 
9 A. M. Ostrowski, Determinanten mit iiberwiegender Hauptdiagonale und die 
absolute Konvergenz von linearen Iterations Prozessen, Comment Math. Helv. 
30:175-210 (1956). 
10 R. J. Plemmons, M-Matrices leading to semiconvergent splittings, Linear Algebra 
A&. 15:243-252 (1976). 
11 D. J. Richman and H. Schneider, On the singular graph and the Weyr character- 
istic of a singular M-matrix, Aeqwtiones Math. 17:24X?-234 (1978). 
12 D. J. Rose, Convergent regular splittings for sing&r M-matrices, SIAM J. 
Algebraic Discrete Methods, to appear. 
13 U. G. Rothblum, Algebraic eigenspaces of nonnegative matrices, Linear Algebra 
A&. 12:281-292 (1975). 
14 U. G. Rothblum, Spectral circle eigenvalues of a nonnegative matrix, Linear 
Algebra A&. 29445-456 (1980). 
15 H. Schneider, An inequality for the latent roots of a matrix applied to determi- 
nants with dominant principal diagonal, J. London Math. Sot. 28:8-20 (1953). 
16 H. Schneider, The elementary divisors, associated with 0, of a singular M-matrix, 
Proc. Edinburgh Math. Sot. 10:108-122 (1956). 
17 H. Schneider, The concepts of irreducibility and full indecomposability in the 
works of Frobenius, K&rig and Markov, Linear Algebra A&. 18:139-162 (1977). 
18 R. S. Varga, Factorization and normalized iterative methods, in Boundmy Prob 
Zems in Dijjkrential Equatim (R. E. Langer, Ed.), Univ. of Wisconsin Press, 
Madison, 1966. 
19 R. S. Varga, Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, N.J., 
1962. 
20 R. S. Varga, M-matrix theory and recent results in numerical linear algebra, in 
Sparse Matrix Computations, Academic, 1976. 
424 HANS SCHNEIDER 
Received 23 May 1983; revised 1 November 1983 
