To develop better image change detection algorithms, new models able to capture all the spatio-temporal regularities and geometries seen in an image pair are needed. In contrast to the usual pixel-wise methods, we propose a patchbased formulation for modeling semi-local interactions and detecting occlusions and other local or regional changes in an image pair. To this end, the image redundancy property is exploited to detect unusual spatio-temporal patterns in the scene. We first define adaptive detectors of changes between two given image patches and combine locally in space and scale such detectors. The resulting score at a given location is exploited within a discriminant Markov random field (DRF) whose global optimization flags out changes with no optical flow computation. Experimental results on several applications demonstrate that the method performs well at detecting occlusions and meaningful regional changes and is especially robust in the case of low signal-to-noise ratios.
INTRODUCTION
Change detection is of significant interest in a number of applications, such as video-surveillance (e.g. airports, museums, shops, ...), medical diagnosis, cell biology imaging and remote sensing. There has been a substantial amount of work to handle changes in an image pair. For a recent survey of pixel-wise change detection methods, see [1] . The challenge lies in distinguishing between meaningful changes related to unusual scene events and changes corresponding to camera motion, camera noise or atmospheric/lighting conditions, etc. This can be achieved by using adaptive thresholds applied to image differencing. Thresholding is then central in most change detection methods and the problem to be addressed further is how to integrate the spatial (contextual) information from the individual pixels to cope with camera jitter or animated texture in the background. In [2, 3, 4, 5] , the authors considered Markov random fields to capture the spatial correlation among nearby pixels.
In the area of video analysis, a sequence with no moving object is traditionally used to learn the statistics of the static background [6, 7, 8, 9, 10] . In [8] , the authors proposed a mixture of Gaussians to approximate the probability distribution function (pdf) of the background and to test each pixel of the current frame against the learned pdf.
Occlusions generated by object and/or camera mouvements in video sequences (with stereo pairs as a particular case) form a special type of image changes whose handling is critical for motion and disparity estimation. Therefore, several methods have attempted to simultaneously detect motion discontinuities and to compute optical flow (e.g., [11] ), or to detect the violation of motion consistency assumption (e.g., [12, 13] ). They remain however more complex because of their compound nature, and are plagued by a chicken-and-egg problem (motions and disparities are often inaccurately estimated around occlusions when these are not localized beforehand, and localization of them is based on some estimation of displacements).
Our idea for better handling both occlusions and temporal changes is to exploit the abundant redundancy of the two images of the scene of interest, expect at location of changes and occlusions, without establishing explicit correspondences (or, equivalently, with no explicit estimation of displacements). Since computing occlusion is ambiguous, we assume that, at each patch in the first image, corresponds a small set of similar patches in the other image but not necessary an unique one [14, 15] . To detect the occlusions or changes occurring in two images, we propose to collect a set of binary decisions made at individual pixels in a local neighborhood. This amounts to counting the number of neighboring patches in the second image that are similar to the current patch in the first image. This count at a given pixel is used as score to define the unary potential of a DRF [16, 17] . Completed with standard Ising regularization, the global optimization of this DRF via min-cut/max-flow provides a binary mask of image changes. The approach is fully unsupervised and needs no statistical assumption on image and noise. In addition, unlike many subtraction methods [7, 9] which need a series of training images, our algorithm is able to produce satisfying results using an image pair only.
LOCAL CHANGE DETECTION
Unlike previous methods (kernel-based [7, 9, 5] or mixture of Gaussians-based [8, 18, 10] ) which assume a time series of images as input, we consider the scenario where we have in our possession two images, without prior knowledge of the scene as considered in [19] . Background subtraction based on temporal information cannot be performed as described in [7, 8] since we are using two images. Nevertheless, our method can be compared to background subtraction methods based on image pairs [20, 10] .
In order to describe our estimation method, let us first introduce some useful notations. Consider a gray-scale image pair u = (u(x)) x∈Ω and v = (v(x)) x∈Ω defined over a bounded domain Ω ⊂ R 2 . Our study examines the situations where a change occurs in the image pair (u, v). In order to test robustly the similarity between u and v, we focus on image patches as non-local image features able to capture local geometries and spatial regularities. Our idea is to guess a n-dimensional patch u(x) in u from patches v(x i ) taken in the (fixed size) semi-local neighborhood B(x) ⊆ Ω with N = |B(x)| elements observed at point x i in the second image v. For the sake of simplicity, a vectorized image patch ·(x) is defined as the pixels ordered lexicographically in the patch. We assume that u(x) ≡ v(x i ), for some x i ∈ B(x) if no scene change occurs at pixel x.
Given an appropriate patch-similarity measure Φ(., .), we first propose to make individual decisions about the presence/absence of patches v(x i ) in the second image v, similar to u(x) in the first image u. Individual decisions at neighboring points are then combined in a single score. Cooperation among neighboring points tends to enhance the ability to detect meaningful changes; namely, whether a change occurs or not within the search area B(x).
More formally, consider a central patch u(x) in u at location x to be compared to neighboring patches (v(x i )) xi∈B(x) in the second image v. Based on similarity
, where 1(·) is the indicator function, regarding the presence of a similar patch in the semilocal search area. The score is non-negative and the smaller the value of score is, the more similar are the patches. The decision depends on whether the score exceeds a spatiallyvarying threshold τ (x).
The collaborative neighborhood-wise decision for change detection is obtained through a fusion rule. After collecting the set of individual decisions {d 0 (x i ) : x i ∈ B(x)}, the total number of positive decisions S N (x) = xi∈B(x) d 0 (x i ) made by individual pixels is used as the main information at location x: the final system should favor a change flagging at location with large score, and no change detection otherwise. This is mitigated with classic spatial regularization within a compound energy function associated to a conditional (or discriminant) random field.
To compute spatially-varying thresholds τ (x), we propose here to adopt a non-parametric approach to capture the variability sources related to spatial contexts. Our idea is to estimate adaptive detection thresholds for each individual pixel and from one single image, by examining the highest scores in very small neighborhoods b(x) (e.g., 3 × 3 square window). More precisely, we postulate that all positive decisions d 0 (x i ) correspond to scores z(x i ) higher than the highest score τ (x) · = τ u (x) at pixel x computed from a single image u and defined as
The idea is to artificially generate perturbations by examining a local neighborhood and to estimate the minimal thresholds for robust detection. The nearby patches are assumed to be perturbed configurations of the central patch.
Considering only one training image for change detection has been already suggested in [10] but a mixture of Gaussians was necessary to derive a unique decision threshold for the whole image. By introducing a minimal value τ 0 in (1) defined as the average of the lowest scores computed over the image domain Ω, we increase the robustness to low signal-to-noise ratios.
It is also worth noting that the method will not produce the same detection results if we compare u to v and viceversa, mainly because the thresholds are estimated either from u or v. It may be desirable in some applications to get the same answer in both cases. This can be achieved by combining the definitions of thresholds and scores from u and v as follows:
As this stage of system design, several size parameters require our attention: the size N of search window B, the size of window b involved in the computation of locationdependent threshold τ and the size n of the patches.
The size N of the search window depends on the amplitude of the motions (due to camera jittering or residual motion in the background) we do not want to detect. Since, we focus on the change and occlusion detection problem, we set N = 3 × 3 (5 × 5 at most) in the applications with still cameras. This means we are testing similarity in very local neighborhoods. Accordingly, we choose |b(x)| ≡ |B(x)|, which limits the number of the algorithm parameters. Increasing the search window size should produce the same results since the missing or occluded patches are not visible in the second image for any location. Nevertheless, undesirable but similar patterns can be found if the background of second image is cluttered.
As for the size of patches, we chose not to commit to a single one, which would be difficult to select, and consider instead a range of different sizes n = (2 + 1) 2 , = 1 · · · L. This is key to the robustness of the approach. We will denote
where u and v image patches of size n . Intuitively, the number of scales is related to the area of change regions in the image pairs.
GLOBAL COST FUNCTION WITH RESULTS
The sequence of scores S N, (x), = 1 . . . L at pixel x are the key information to derive the unary potential of the global cost function. A change should be more likely to be detected at pixel x when scores at all scales are large (ideally all equal to N ), and more likely to be flagged with no change when these scores are low (ideally all equal to 0).
We define the global cost function of the binary labeling d ∈ {0, 1} Ω , with d(x) = 1 indicating a change at pixel x, as follows:
The first terms tends to label a pixel as an occluded pixel if the number of positive decisions is high for a large number of scales. The second term enforces piecewise spatial smoothness through Ising prior. Balance parameter β > 0 is adjusted by the user by trials, while experimenting the optimization algorithm. This parameter has significant effects on the qualitative properties of the minimizer.
The global minimizer of this cost function, amounting to the MAP estimate of the conditional random field with J as its energy function, is obtained using efficient mincut/max-flow algorithm [21] .
To evaluate our patch-based method, we conducted experiments on a variety of image pairs (including some with illumination changes and motion variations) and applications including video surveillance and blotch detection in old digitized movies. We report a few of them, using the Euclidean distance to define the similarity measure Φ except in the case of illumination changes where patches are first normalized to have zero-mean. We also set B(x) ≡ b(x) as 3 × 3 pixels windows.
detection map difference image entropic thresholding [22] In the first example in Fig. 1, 3 × 3 neighborhoods and 3 × 3 search windows were used (N = 9). Since the background represents a large part of the image, we set L = 11. We also examined the detection maps and the counting values S N, (x) for different and arbitrary patch sizes. Low count numbers are labeled with cold colors and high count numbers are labeled with hot colors (T = N for the highest (hot) value). In Figure 2 , other examples of change detection are shown for video-surveillance scenarios where illumination conditions are unchanged.
In Fig. 3 , the image pair is composed of two consecutive frames of an old movie. We used small patches (L = 3 pixels) to detect all the blotches known to suddenly appear in the image at random locations [23, 24] and considered small neighborhoods (3 × 3 square windows). Blotches are bright or dark small regions caused by dirt or damage processes due to ageing effects and bad film quality. Generally, they have different intensity values from the original im- age contents. In that case, we analyzed the images in both directions. These detected regions can be repaired further by inpainting methods (e.g. [25] ) if successfully detected. Too many alarms is not desirable since repairing and inpainting methods may be fallible. The experiments we presented demonstrate that the patch-based method works well for tested image pairs. We now show a few results on the WallFlower background subtraction benchmark [26] , demonstrating the robustness of the approach in presence of sudden illumination changes, shadows and specularities. On the tested images (with ground truths), the performance of baseline techniques are limited as reported in [26, 27] . The performance of our method shown in Fig. 4 is satisfactory when compared to the state-of-the-art background subtraction methods which can handle illumination changes and moving objects [26, 7, 8, 9, 18, 28, 27, 20] . Our method did the same job using two input images and sometimes outperformed methods [8, 7, 29, 27, 20] which require a long image sequence as input. Nevertheless, background subtraction cannot be used to detect changes between two images only (background model must be learned beforehand). Note that motion in the background makes detecting changes by baseline methods very challenging (see [26] ). Fig.5 focus on the problem of detecting occlusions as in [30, 31, 32] . On the classic "flower garden" sequence, where the large camera pan generates occlusions around the tree in the foreground, our detector extracted most of these occlusions without using color information or motion information. In this scenario, if many patches similar to the first one can be found (at a distance parametrized by B(x)), no change is detected. As shown in examples in Fig. 5 , detected locations can be interpreted as meaningful changes in the scene corresponding to: 1) appearance or disappearance of scene parts; 2) occlusions; 3) motions of amplitude larger than B(x)/2 pixels. If B(x) is large enough, the detector is potentially invariant to a wide range of movements, including those caused by camera displacement, to the extent of only detecting the two first types of events. In this example, the input images are highly redundant. Then, it makes sense to examine the situation with 3 × 3 search windows B(x). A limited number of patch sizes (L = 3) is more suitable since occluded areas are small. Similar textured patches are actually found in the second image because of texture redundancy. larger, several patches along discontinuities may be found in the second image and the set of occluded pixels would be smaller. This phenomena is related to the so-called "aperture problem" which is well known in motion estimation. Another critical issue we did not address in this paper is the capture of the camera motion amplitude. Larger search windows must be considered in that case. An alternative is to compensate the camera motion in a pre-processing step. The remaining detected regions will correspond to occluded regions.
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CONCLUSION
We have described a non-parametric patch-wise change detector. The method robustly detects areas in images where the redundancy property captured by image patches does not hold. Our patch-based approach is robust to many types of variations, such as local appearance change, residual motion and scale variation. In this approach, local and independent decisions "0" or" 1" for nearby patches are first made for different patch sizes, based on an adpative location-dependent threshold. Final change detection map is obtained by minimizing a DRF energy which combines these local detection informations with spatial regularization. This approach is capable of extracting clean occlusion and change masks. An important feature of the approach is that image motion does not have to be computed explicitly. We demonstrated on real and complex image pairs the ability of this unified approach to detect appearance/disappearance of objects, motion occlusions, and blotches in old movies. In all experiments, gray level intensity values are used for matching although color images could be considered in future work. Moreover, we did not address the stereo problem since the displacements are traditionally large. This could investigated in future work.
