This paper discusses the proxy gateway and unicast client of a Scalable Video Delivery system. The aim is to deliver video to heterogeneous clients using only a single video stream. This is possible using a layered wavelet-based codec that allows a video stream to be encoded and ~
Introduction
The growth of the Internet over the past decade has transformed it from a carrier of traditional asynchronous and bulk data, like email and file transfer, into a channel of interactive and multimedia content. These newer applications have put immense pressure on the requirements and performance of the network. One such application is video streaming or delivery.
Video streaming or delivery requires large amounts of bandwidth and high requirements on the amount of loss, latency and jitter experienced by the viewers. However, the Internet is highly heterogeneous. It is an aggregation of networks with connections that differ in terms of bandwidth and loss characteristics. Furthermore, the devices that are connected to the Internet are diverse in terms of processing as well as audio-visual capabilities. Thus, the challenge of video streaming and delivery is to overcome the combined problems of the performance demands required of the network, the disparity of network characteristics and the diversity of the devices that it supports. This paper describes the design and architecture of a video delivery proxy gateway. This proxy gateway is part of an experimental multicast scalable video delivery system, and its role is to translate the video stream that is split and multicast, into a single unicast stream delivered in a customized form to the unicast client. This is done because there are devices that cannot receive multicast, either due to their simple TCP/IP stacks or the presence of a network that does not support multicast along the route from the server. The performance of this proxy gateway is investigated and a brief description of a handheld-based client will be presented in this paper.
SeeWAVE
A scalable video delivery system called SeeWAVE has been developed to deliver video content to heterogeneous computing devices. This heterogeneity is defined as differences in computing power, display capabilities and network bandwidth available to the client devices. As such, this system aims to support client devices ranging from high-powered workstations to home desktop computers, and to mobile computing devices such as laptops and handheld computers. Furthermore, each of these clients is connected to the Internet by links of varying bandwidthfrom slow wireless links to high-speed fiber connections.
The scalable video delivery system employs a layered wavelet-based-based video codec [ 11 to achieve a scalable data stream, which is divided and distributed using multicast [2]. These two components, the codec and multicast, are key to the scalability of SeeWAVE. The codec permits the encoded video stream to be divided into separate layers. These layers are classified into base and enhancement layers. The minimum required layer to reproduce the video is the base layer, while the addition of the enhancement layers improves the quality of the video. Both base and enhancements layers are multicast as different multicast groups. The clients implicitly control the quality of the video by selective subscription of different multicast groups.
In addition, multicast also reduces the number of duplicate packets in the network. In the traditional method of video streaming and delivery, unicast transmission is used. This method requires each client to have its own video feed, separate from the others. As such, a server serving n number of clients sends out n separate transmissions of similar data. This duplication is eliminated in multicast as the intermediate nodes of the network can track the subscribers and duplicate the transmissions according to the number of downstream destinations.
The system is a receiver-driven layered multicast system that is similar to the system proposed and implemented by McCanne, Jacobson and Vetterli [3] . The server and its clients are decoupled in this model. The video multic Video server: capable of capturing live video and encoding the stream into multiple layers before transmitting each of them in separate multicast channels. Multicast video clients: capable of subscribing and receiving the required number of layers on different multicast channels, decoding and displaying the received packets. Proxy gateway (multicast-to-unicast): capable of subscribing to the multicast channels, consolidating the layers and forwarding the consolidated packets to the unicast clients. Unicast video clients: able to communicate with the proxy gateway, and able to decode and display the video stream while using the least possible amount of resources.
The paper focuses on entities (3) and (4), which are encapsulated in the gray box in Figure 1 .
Proxy gateway
Unicast portion of video delivery system is employed as it provides for the time synchronization needs of the video delivery system through information in its header.
Reasons for unicast
Although multicast is an efficient way to implement the scalable video delivery system, there exist classes of devices that are unable to receive multicast data. Such classes include devices that have a TCP/IP stack that does not support multicast, and devices that are connected to parts of the network that does not support multicast between themselves and the multicast video server. In order to support these classes of devices, a copy of the multicast video stream has to be sent in a unicast manner to them. Although this may defeat to some extent the purpose of minimizing network utilization using multicast, it does allow the delivery of video to a more diverse audience.
The possible solutions to support unicast clients are either to modify the server in order to support unicast or to modify the multicast stream by putting a transformation agent in the network. The former is not desirable in this case because of the receiver-driven nature of this system. This leaves the latter solution, which we have proposed and implemented, to extend scalable video delivery to unicast clients. Figure 1 illustrates the scalable video delivery system of See WAVE, which comprises the following: 94
The primary objective of the proxy is to convert the multicast layers transmitted by the server into unicast. Thus, a restriction on the proxy is that it has to be located on a network that is able to receive multicast traffic. The extent that the proxy can be away from the server depends on the range the multicast traffic can travel, which is dictated by the TTL (time-to-live) settings on the packets. In addition, the range also depends on the presence of multicast-enabled routers in the network configuration. Only multicastenabled routers may route multicast traffic. Such routers normally support IGMP [5] for receiver tracking, and one or more of the following multicast routing protocols, viz.,
The proxy should be as close as possible to the unicast clients that it is serving. The number of duplicate unicast data transmission streams increases with the number of clients. Hence, the close proximity of the proxy to the clients will reduce the load on the network. In summary, the proxy should be placed as close as possible to the clients, yet still remain on the segment of the network that is multicast-enabled.
The secondary objective of the proxy is to preprocesses the packets of each layer. The pre-processing is to seduce the processing load and memory requirements required by clients. This is done because the majority of unicast clients, which will be served by this video delivery system, are expected to be on handheld devices with limited processing power and memory capacity. The pre-processing that is done in the proxy is to buffer incoming packets and wait for other packets of the same frame and to search for required packets and consolidate them into a single packet that is sent to the client It should be noted that the encoded video is not being 'The consolidation process simply rejoins the packets that have been previously split into multiple layers at the video server.
Requirements
From the objectives of the proxy, the requirements of the proxy can be drawn up. The proxy is required to have the following attributes: 1. ability to query the video server, and to subscribe/unsubscribe to multiple layers of video 2 . capability to service multiple unicast clients, with different quality requirements 3. ability to selectively consolidate packets from the various layers delivered via different multicast channels facility to lower the frame rate of the video capacity to buffer the incoming video packets and to quickly look up related packets of the same frame 4.
5.
Attribute 1 is required so that the proxy can first determine the characteristics of the video sent by the server. The ability to subscribe or unsubscribe to the multiple layers means that the proxy can adjust its layer subscription as and when the maximum required quality changes.
Attribute 2 will allow the proxy to service diverse clients and to scale. Although the current target is for the proxy is to service processor-challenged handheld-based clients, Moore's Law dictates that such devices will increase in processing capabilities very quickly. The provision of the ability to scale upwards in quality allows the clients to fully exploit the capabilities of the newer devices.
Attribute 3 is required to enable the proxy to accommodate to the video quality requested by the unicast client. Based on the clients' requirements, the proxy must be able to select the relevant layers and to consolidate them before sending. It has to know the hierarchy of the layers and the dependence between them. In our testbed, the video server splits the data in a linear hierarchy in which each succeeding layer is dependent on the previous one.
Attribute 4 is especially important, as it would allow a video stream to be reconditioned to the maximum playback rate of a palmtop device. In a normal situation, the video stream will be transmitted at a very high rate. A handheld device will have difficulty decoding at such rates, even when only one layer is being received. The proxy will have to be able to reduce the frame rate of the video to a suitable rate for the handheld device.
Attribute 5 is required to reduce the processing load and the memory requirement of the handheld-based clients. The requirements of processing and memory are moved from the client to the proxy. Furthermore, the ability to look up the related packets in the same frame quickly will reduce the latency that the client will experience.
Design
Altogether, there are four main objects in the proxy. They are the multicast receiver, data preprocessor, unicast component is based on a multicast desktop-based client that had been developed previously. Its tasks are: 1. to query the video server for details on the video stream 2. to subscribe to the necessary multicast groups via the creation of "session managers" 3. to transfer the received data to the data pre-processor Before the proxy can subscribe to any multicast channel, the information on the number of video layers, base multicast address and port number must be first obtained. This is done via out-of-band signalling between the proxy and the video server.
At the same time, the multicast receiver continually checks for the highest level of requirements needed by the clients. Any detected change will cause a change in the level of subscription causing a corresponding subscription or un-subscription.
Data pre-processor.
The data pre-processor component performs its functions with the help of a hash bufferwhich is essentially a buffer that uses a hashing function for access. A hash buffer is used because the speed of searching such a buffer is higha requirement of the proxy.
The data pre-processor is charged with the following tasks: 1. storing all the incoming packets into the hash buffer 2. consolidating the packets into a single packet as required by the client. 3. performing garbage collection periodically and removing buffered packets that are considered out-ofdate
The data pre-processor stores the received packets by accessing the hash buffer using the RTP timestamp of each packet as the index. This is possible because RTP stipulates that the each packet encoded from the same frame have similar timestamps. Each stored record has a timestamp, which identifies the record. In each record there are three arrays, each of size N , which is the maximum number of layers the proxy can currently accommodate. The first array holds the pointers to the packets' data. The corresponding elements in the second array hold the packets' length. The final array indicates if a particular combination of a consolidated packet has already been sent to the unicast sender.
As each newly arrived packet is stored, the availability of other packets of the same frame is checked. Starting from the availability of the base layer and moving to the next layer in the hierarchy. Due to the linear hierarchy of the testbed, the availability check stops when an empty layer is detected. When the availability check indicates that there are layers ready to be sent, the data pre-processor will consolidate the relevant layers. The enhancement layers are appended to the base layer according to the linear hierarchy.
At the same time, the RTP header of each packet is removed. The only information that is preserved is the timestamp, which is the same for packets from all the layers of the same frame. This information is then truncated from its initial 32 bits to 16 bitsstill in NNTP format. The timestamp field that is 16 bits long wraps around in the order of tens of minutes.
The consolidated packet is then marked by the number of layers it contains and is passed to the unicast sender for transmission to the clients.
Unicast sender.
The unicast sender component of the proxy is used to send the consolidated packets to the relevant clients. As the unicast sender receives a consolidated packet from the data pre-processor, accesses a list of unicast clients that require the quality level given by the packet. A collection of linked lists is used to store the relevant information of each unicast clientgrouped by similar requirements.
The unicast sender is also tasked with the frame rate controlrequired to reduce the frame rate of the video stream for less capable clients. This is possible because the wavelet-based codec that is currently being used supports only intra-frame coding. Therefore, the reduction of frame rate merely requires the suppression of certain frames. The decision to suppress frames is based on the required delay between framesindicated by the clients' required frame rates. Within the linked list, a send-off time is stored for each client, which is a time that is projected into the future representing the threshold for transmitting subsequent packets to the clients. The send-off time is updated whenever the client is served.
Client manager.
The client manager, as the name implies, manages the proxy's clients and is the interface between the clients and the other components/objects that drive the proxy.
The client manager performs the following duties: maintains the list of clients the proxy is serving listens for and accepts new clients processes quality change requests from the client computes the number of layers required based on the clients' requirements It is the client manager that maintains the lists of clients that are used by the unicast sender component for its delivery duty. The client manager creates a listening socket for clients to connect. Upon connection and acceptance, the client will announce its required video quality. The video quality can be described in terms of color bit depth, frame rate and bit rate. The number of layers required to fulfill the client's requirements is computed from this information.
The lists of clients are stored as linked listsgrouped together by the quality requirements of the clients. Thus, the mechanism of mapping a client to the number of layers it requires is quite simple. The client manager changes the video quality of its clients by moving the clients' information data structure from one linked list to another.
Unicast client
The unicast client is designed primarily for simplicity because handheld devices are its target implementation devices. In this case, the unicast client was first implemented on a Windows CE Palm-sized PC PDA, and then on desktop Windows 9X/NT machines.
The client can be divided into the following components:
network component, which includes a TCP port for communication with the proxy (control channel), and a UDP port for receiving video packets from the Proxy decoder component renderer component The proxy communications part of the network component is used for connecting and handshaking with the proxy. The address of the proxy is known a priori and it can be entered into the client if it changes. As soon as connection is established, the client's video quality requirements are sent to the proxy. The proxy will determine if it can support the requested quality and a response is generated.
The decoder implemented in the handheld-based client is the same as that used in desktop clients. The waveletbased decoder is fed with data that is received by the network component in order to decompress the video frame. The decoded video frame is initially in YUV format.
Before displaying, the renderer component has to convert the YUV format into RGB. Figure 3 is a screenshot of the client rendering a video frame.
Testing the proxy & the client
In order to test the implementation of the video proxy and the unicast client, a testbed was configured. The specifications of the computers and devices used are as follows: It should be noted that the tests on the handheld unicast client were carried out on the Cassiopeia using 3 different network connections: lOBaseT Ethemet (using a Socket Communications Compact Flash low-power Ethernet adapter), 56K modem via PPP (using a Pretec 56K Compact Flash modem), and 9.6K GSM data via PPP (using a Nokia 8810 mobile phone with IrDA).
In this setup the video server was transmitting the video stream in the following configuration. layer configuration:
3 layers (1 base layer, 2 enhancement layers) layer 1: monochrome, 1.1KB per packet layer 2: monochrome, 1.1KB per packet layer 3: color, 1.1KB per packet video capture frame rate: 10 frames per second Using the testbed described, a loading test for the proxy gateway and a performance test for the client were performed.
Proxy-loading test
The objective of the proxy-loading test is to investigate the proxy's performance as the number of clients increases. The performance of the proxy is measured by the average time a packet spends in the proxy before being transmitted to the unicast clients. The time spent in the proxy can be viewed as an additional increase to the transmission delay of the packets from the server to the clients. An efficient proxy should add only a little to the transmission delay.
It should be noted that all the subscribed to the same level of qualitycolor and 1 frame per secondwhich requires 3 layers and frame rate modification down from the server's rate of 10 frames per second.
Handheld client performance test
The handheld client performance test was done on the handheld-based unicast client to ascertain the performance of its decoder and renderer. More importantly, the performance impact of having different connection links and quality levels was investigated. The performance measure for this test is the average times taken for decoding and rendering. The average times were obtained from instantaneous recordings of both measurements.
The test was performed with the client requesting for a video stream of 1 frame per second and following conditions: The results of the loading test on the proxy gateway are illustrated in Figure 4 . It can be noted that the variation of the average packet delay with the number of unicast clients is almost linear. The average packet delay is minimum at approximately 4 ms when only one client is being served. The average delay increases to just over 20 ms with 10 clients and doubles to 40 m with 20 clients.
The results were much better than anticipated as at 10 clients, the proxy is transmitting a total of about 33 KBps (or 264 Kbps) to unicast destinations. With 20 clients, the bit rate would be doubled and it can be seen that the performance of the proxy does not deteriorate significantly.
client

Performance of the handheld-based unicast
The performance graph of the handheld-based unicast client is shown in Figure 5 . The graph illustrates the differences in the average decoding and rendering times of the client under different conditions. As expected, the video decoding time increased when better video quality was requested. This is due to an increase in the number of video layers that need to be decoded. On the other hand, the average rendering time remained similar. This shows that the performance of the renderer is not dependent on the level of video quality.
However, when the connection link was changed, the performance of the client changed as well. The average decoding time increased to the extent that for a 56K modem connection requiring all 3 layers, the average decoding time exceeded 1 second (the frame rate was 1 frame per second). Similarly, the average rendering time also increased. However, the rendering times for a particular connection type remain the same regardless of the number of layers that needed to be decoded.
The fluctuations in the average decoding times are most probably caused by additional overheads that were imposed upon the handheld device's processor. When the 56K modem was used, a PPP protocol stack had to be created in addition to the TCP/IP stack. When the 9.6K GSM modem in the Nokia 8810 mobile phone was used, an IrDA stack had to be created for infra-red communication, in addition to the PPP and T C P m stacks. The additional stacks and processing required by them lowered the client's performance.
6., Conclusion
The proxy gateway approach seems to be a viable method of extending the See WA VE scalable video delivery system from multicast networks to unicast clients. The performance of the proxy is stable up to 20 clients, as shlown in the results.
However, the handheld-based unicast client performs rather poorly. From the performance measures, the maximum frame rate of the client is limited to between 1 to 2 fps, despite using a device with a high-speed processor; this is in comparison to the 12 f p s rate achievable on desktop computers. This is level of performance is probably due to the nature of the decoder, which was targeted for a desktop computer. A version of the decoder optimized for a handheld device may very likely improve performance. In addition, we also expect the performance to improve with the introduction of newer devices and faster operating systems.
