In the Internet of Things (IoT), the online performance of many online services is determined by their distribution resources, which are connected to many different devices. The expected performance of a resource service primarily depends on the optimal use of the service in satisfying end-to-end quality requirements to support its successful execution. Therefore, the performance of a resource service is dynamic and should be discovered as a benchmark to detect a performance anomaly online. A performance anomaly is referred to as a business anomaly because it depends on its usage. The performance is measured by the quality of service (QoS) that is possessed by a resource service. In this paper, an approach based on the resource service QoS is proposed to detect a business anomaly via mining business process data in collaborative tasks in the IoT. First, a resource-service chain (RSC) is considered to be an analysis object because resource services are employed as a ''service flow'' by a business process. The similarity between any two RSCs is measured according to the QoS indicator values of resource services. Based on the similarity, a clustering algorithm is presented to resolve clustering centers that are considered to be QoS benchmarks. Second, according to the QoS benchmarks of RSCs, the thresholds of QoS indicators of a business anomaly are determined. Third, an algorithm is presented to detect anomalies of the business process. Finally, the proposed approach is illustrated by a simulation experiment. The experimental results show that the approach can be used to effectively detect a business anomaly online.
I. INTRODUCTION
The Internet of Things (IoT) provides a new way for a wide range of manufacturing resources to optimize management and dynamic scheduling [1] . Collaborative manufacturing is a traditional application domain of the IoT. By merging manufacturing and service, decentralized manufacturing resources are integrated to ensure that business processes, in collaboration with different enterprises, are more competitive than ever [2] . A manufacturing resource, as an object that is directly applied to enterprise collaboration, provides
The associate editor coordinating the review of this manuscript and approving it for publication was Chun-Wei Tsai . service to a business process, which renders it is an important approach to interoperations among different enterprises. Supported by new information technologies, such as cloud computing, the IoT, CPSs, and big data, resource services that are extensively distributed in enterprises are integrated and scheduled via a workflow management system on a collaboration platform [3] . For example, to fulfill an order for electrical appliance manufacturing, a business process is implemented by a product design company, a software company, two manufacturing factories, and a final assembly factory, as shown in Fig. 1 .
For a business process in a certain field, the service level and service capacity of a resource will be gradually VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ stabilizing. However, from a long-term perspective, the stabilization is not absolute because it will be volatile within a complex and changing market environment. We suggest that the business trend is changed. If the service capacity is greatly changed in a short time due to by various uncertainties internal or external to enterprises, a business anomaly occurs. For example, business stagnation or failure will occur due to an increased service cost, delayed service time or reduced yield rate. The key importance of detecting a business anomaly is attributed to the fact that bottlenecks of resource services occur over time and are eliminated by readjusting and optimizing the resource services. Thus, enterprises can collaborate more efficiently than ever. The service capacity of a resource can be measured by the QoS (Quality of Service) [4] . For a whole business process, resource services are utilized as ''flow''. If some resource services are employed in a certain sequence, they form a chain of resource services-the Resource-Service Chain (RSC) [5] . Therefore, the service capacity of an RSC should be measured by a sequence of resource service QoSs instead of an individual resource service QoS. Consequently, evaluating the QoS of an RSC can benefit by grasping the service capacity of an entire business process. To detect a business anomaly, a typical business should be detected and identified, that is, benchmarks for an RSC should be established. However, accurately defining a dynamic realtime QoS benchmark of a resource service is difficult because it depends on too many changing factors, such as the type of business activity that a resource service provides and the dynamic market environment. Therefore, from this perspective, at least one benchmark exists for a given RSC. Currently, mining the QoS benchmark of an RSC by analyzing business data and then detecting a business anomaly should be further investigated. We refer to this problem as the DBARSC (Detecting Business Anomaly of Resource Service Chain).
In this paper, the detecting method that we propose is referred to as the DBAQoSB (Detecting Business Anomaly method of RSC based on QoS Benchmark). The DBAQoSB consists of a clustering algorithm to resolve the QoS benchmark of an RSC and a detecting algorithm to identify a business anomaly. Supported by the DBAQoSB, business decision makers in enterprises can readjust resource services as soon as possible to improve the resource utilization.
The contributions of the proposed method in this paper are as follows.
(1) A global perspective is proposed to detect business anomaly for collaborative tasks in the IoT. In collaborative environment, anomaly of an inter-organizational business process is difficult to be detected as resource services are used by each organization independently. In our method, an interorganizational resource service sequence is considered to build benchmarks for anomaly detection. Also, the precision of detection is improved through global similarity between executing business data and QoS benchmarks of RSCs from historical data.
(2) The proposed method can be widely used to detect anomalies for various resource services in different fields, not limiting to some specific resource services, such as net resource services and storage resource services, etc.
The remainder of the paper is organized as follows: In Section 2, we present a survey of related studies and discuss different related approaches. In Section 3, we describe the characteristics of the DBARSC and its formulation. Section 4 presents an algorithm for clustering the QoS benchmark of an RSC. Section 5 presents another algorithm for detecting a business anomaly. The evaluation criteria, the design of the experiments and the results are presented in Section 6. In Section 7, we present a summary and discuss future research.
II. RELATED WORK
IoT technologies can be applied to various application domains because the uncertainty of the physical world can be ideally controlled using cyber technology [6] . The existing research interests include intelligent manufacturing [7] , [8] , energy management [9] , traffic volume management, and healthcare systems [10] . The IoT, as a network infrastructure, enables the interoperability of these devices [11] . In a collaborative task system, efforts are made to overcome drawbacks that are caused by cross-domain communications and resource management [12] , because system models are located far from the point of data generation.
In a collaborative task, more than one enterprise cooperates with each other to accomplish a common business process. A sequence of resource services, characterizing a temporal relation [2] - [5] , provides a global perspective for measuring the attributes of resource services [13] , [14] . A variety of methods for the evaluation of a resource service using QoS have recently been proposed. Most of the methods establish QoS evaluating models of resource or service for resource management [15] or service composition [16] . Others present mathematic models for the optimal composition of resource services [17] or optimize multiple metrics of QoS to satisfy the constraint of resource services [18] . Based on the QoS model, a two-sided matching model that is based on QoS is proposed to avoid dishonest evaluation [19] . Even though these methods have been shown to be effective, they are not used for a sequence of resource services.
A resource-service chain (RSC) is a sequence of resource services that is used by activities with the execution of a business process. Generally, an RSC can be obtained from a workflow model [3] - [5] . An RSC generally serves the purpose of selecting or compositing resources for business processes. In [3] and [5] , composition methods of a resource-service chain, which are based on the use frequency of an RSC but not the QoS, are presented. In [2] , features of resource services in an RSC, as a QoS indicator, are selected to identify key RSCs. In [20] , a similar QoS evaluation model is used to resolve the optimal compositions of resource services within a business process. In [16] , the service features in various service domains are defined, and their influences on the QoS of service composition are described.
A QoS benchmark is usually employed to describe the criteria of service, including the resource service. The optimal solution for the execution time or throughput QoS criteria can be determined in polynomial time; however, optimality is not guaranteed in polynomial time for the QoS criteria [21] . In [22] , based on the QoS, an approach is presented to enable rapid, optimized deployment of software in a cloud environment by substantially reducing the number of required benchmarks. In [23] , an application for monitoring and benchmarking individual application components is developed. In [24] , a QoS-aware method is presented to monitor the QoS and estimate the cluster capacity that is required to satisfy the QoS benchmarks. In addition, clustering methods [25] - [27] can be used to mine QoS benchmarks. In [28] , the QoS benchmark is described in APIs in a QoS-oriented modeling framework for automated cloud resource allocation and optimization.
Anomaly detection is an important problem that has been researched within diverse research areas and application domains. Anomaly detection involves identifying items, events, or observations that do not conform to an expected pattern or a model of normal behavior [29] . The application fields of anomaly detection include network intrusion detection [30] , financial fraud detection, medical sensor detection, and fault detection in industrial systems [31] . Three categories of research exist: methods based on threshold features, methods based on statistical model features and methods based on performance features. In [32] , a waveletbased method is presented to detect an anomaly using discrete wavelet transforms to decompose real-time workload traces into multiple curves with different frequencies. Statistical analysis is also applied to decomposed traces. Currently, most studies focus on the performance anomaly. In [33] , a dynamic threshold-based dynamic resource allocation method is presented to optimize the resource utilization and time. In [34] , a virtualized platform is developed to predict the performance anomaly. In [35] , an underlying temporal property of the stream via adaptive learning is estimated, and robust control charts are applied to recognize deviations. In [36] , a hybrid deep-learning-based anomaly detection scheme for suspicious flow detection in the context of social multimedia is proposed to satisfy strict QoS requirements. For business process, detecting the anomaly of a data model can be solved by a data-process graph model [37] . In [8] , dynamic QoS anomaly prediction to predict network anomalies, such as latency and backlog, is discussed; however, it is not applied to predict business anomalies. Though in these methods, the QoSs of single resource service are usually used to detect various anomalies, multiple QoS-based sequence of resource services are rarely not considered. The QoS benchmarks of RSCs could be built as a criterion for anomaly detection.
As previously described, current research on the detection of anomalies are primarily based on QoS evaluation models. However, methods for the sequence of resource services that consider a self-adapting threshold are rare.
III. PROBLEM FORMULATION
Generally, disperse resource services are scheduled via workflow technology in a collaborative task system. In addition, the order of business activities and resource services required by business activities are defined in a workflow model, as shown in Fig. 1 . The workflow can be defined as follows.
Definition 1 (Workflow): The workflow is defined as a 4-tuple, Wf = (id, Activity, ≺, R), where id is a unique identifier of the workflow; Activity is a set of business activities that are executed; ≺ is a specification of an order between activities for which any activities A i , A j ∈ Activity, 1 ≤ i, j ≤ n, n is the number of business activities; A i ≺ A j indicates that A i is executed before A j , i.e., A i precedes A j in a workflow instance; and R is a set of resource services.
Definition 2 (RSC): For any workflow Wf, a resource service chain is denoted as RSC = {<RS 1 , RS 2 , . . . , RS n > |n ≤ |Activity|}, where RS 1 , RS 2 , . . . , RS n are the sets of resource services used by activities.
An RSC is a sequence of resource services. Given a workflow model, as shown in Fig. 2 , two possible RSCs, which are denoted as <RS 1 , RS 2 , {RS 3 , RS 4 }> and <RS 1 , RS 3 , {RS 3 , RS 4 }>, exist.
Definition 3 (QoS Benchmark of RSC):
The QoS Benchmark of RSC is denoted as QoSB = {<Index 1 , Index 2 ,. . . ,Index n > |n ≤ |Activity|}, where Index n is the QoS indicator values set of RS n in an RSC, which represents the QoS benchmark of the resource service RS n .
The QoS indicator value is usually referred to as a QoS value. The QoS benchmark of an RSC is a set of QoS values, which represents the service capacity of a resource service sequence. We are interested in determining the QoS benchmark of an RSC via analyzing business data. The resource services, QoS values of resource services and their timestamps must be recorded in business data. Business data can be defined as follows:
Definition 4 Business Data. Business data is denoted as BD = {aid, rsid, RS, Index, TimeStamp}, where aid is a unique identifier of business activity, rsid is a unique identifier of resource service instance, RS is a set of resource service instances, Index = {V (q 1 ), V (q 2 ), . . . , V (q n )},V (q i ) is a value set of QoS indicator q i , and TimeStamp is a set of times when a resource service RS is used by activities.
Definition 5 Business Anomaly (BA). Business anomaly is denoted as BA = {aid, rsid, R, Threshold, AbnormalIndex}; aid is a unique identifier of business activity; rsid is a unique identifier of resource service instance; R is a set of resource service categories; Threshold = {threshold i |i = 1, . . . , n, n = |R|}; Threshold i = {δ ai1 , . . . , δ aik , δ ai1 , . . . , δ aik , ai }, k is the number of QoS indicators for rs i }, where δ aij and δ aij are the threshold lower bound and threshold upper bound, respectively, of the j-th QoS indicator q j ; ai is the threshold of the QoS benchmark; and AbnormalIndex is a set of abnormal QoS indicators.
For any index i in AbnormalIndex, let δ aik and δ aik be the threshold of index i , then δ aik >index i and δ aik <index i .
For the workflow Wf and a set of resource service R, we want to resolve the QoS benchmark of an RSC QoSB by analyzing business data DB and then resolve the set of business anomalies AbnormalIndex.
IV. ESTABLISHING QOS BENCHMARK OF RSC A. EVALUATING QOS INDICATOR OF RESOURCE SERVICE
In contrast to a general web service, resource services that use collaborative tasks vary in different fields. Even in the business process in the same field, the categories of resource services differ. Therefore, QoS indicators differ. For example, in the manufacturing field, depending on the different roles of resource services, resource services can be divided into eight categories: equipment, material, human resource, field, computing, knowledge, software and other resource services [5] . In this classification, QoS indicators of equipment focus on the utilization rate, availability and working hour, whereas QoS indicators of human resource focus on the service cost, service qualification, and service reputation.
Both quantitative QoS indicators and qualitative QoS indicators should be considered to evaluate a resource service. Qualitative QoS indicators such as qualification, reputation and security need to be measured by grading and quantifying. Because QoS indicators have different units and ranges of values, their direct use will have a considerable influence on the calculation results. Therefore, the QoS values should be scaled to eliminate these influences. Assume that q ij is the value of the j-th QoS indicator for the resource service rs i and V (q ij ) is the QoS value after being scaled. The QoS value can be scaled in the following two categories.
(1) Positive indicator. A positive indicator with a higher value is better. Examples of positive indicators include security, technology level, and reputation. The following formula is used to measure the scaled values of the positive indicator.
(2) Negative indicator. A negative indicator with a lower value is better. Examples of negative indicators include service time and service cost. For easy calculation, the following formula is used to measure the scaled values of the negative indicator. After being scaled, a higher QoS value is better.
B. SIMILARITY COMPARISON OF RSCs
A comparison of the similarity between QoS indicators in the same category is meaningful because QoS indicators from different categories of resource services have different semantics. Assume that k is the number of QoS indicators for a category of resource services; and V (q aj ) and V (q bj ) are the j-th QoS values of the resource service rs a and rs b , respectively. The following formula is used to measure the distance between the resource services rs a and rs b .
Based on (3), the distance between two RSCs can be considered as a merged distances each of which is determined via a pair of resource services in two RSCs. In addition to the pair of the resource services at the corresponding position of the two RSCs, the resource services at different positions of two RSCs should also be measured if they are used by different business activities, such as resource service RS 3 in Fig. 2 . Therefore, to calculate the distance between RSCs, both local and global distance should be reflected. The following formula is given as follows to calculate the distance between two RSCs. for each c i in c do E i = ( disrsc (o i , rsc j )|rsc j ∈ c i ); //calculate the distance difference between center and sum of other RSCs in current cluster.
4:
Select o temp (o temp = o i ) randomly from c i ; 5:
if(E temp < E i ) then o i = o temp ; //update the cluster center 7: end while 8: return O, C;
In (4), rsc n and rsc m are two RSCs, l is the length of the RSCs, rs nj and rs mj are two resource services in the two RSCs. According to (3) and (4), rsc n and rsc m are more similar if both the sum and the maximum value of the distance between two resource services at corresponding position of the two RSCs are smaller.
C. MINNING ALGORITHM OF QOS BENCHMARK FOR RSC
Similar QoS values of a resource service manifest a similar service capacity. Even for the same resource service, its QoS value may differ among different business activities or processes. Therefore, a clustering algorithm would be suitable for mining the QoS benchmark. The algorithm CluQBRSC, which is based on k-means, is presented to obtain all QoS benchmarks for RSCs.
In algorithm 1, initial k cluster centers are selected. Assigning RSC = {rsc 1 , . . . , rsc n } to the most similar clusters, repeat and update until all cluster centers do not change. A major factor that affects algorithm performance is the number of elements in the set RSC, which is denoted as |RSC|, and the number of clusters k. The algorithmic complexity is O (|RSC|).
The final result of algorithm 1 is k cluster centers. Each cluster center represents a QoS benchmark of RSCs. These QoS benchmarks provide support for selecting a resource service for various requirements of a business process.
V. DETECTING BUSINESS ANOMALY A. DETERMINING THRESHOLD OF BUSINESS ANOMALY DETECTION
During a normal business process, the QoS values of the selected resource services should fall within a reasonable range. If one or more indicators deviate from the range, some activities are abnormal and may influence the following activities, such as far-exceeding the service time and service cost. In addition to the resource service, the QoS values of RSCs should also fall within a reasonable range. Otherwise, an abnormal business process may influence the collaboration with other business processes. Therefore, QoS values of resource services and distances from the corresponding QoS benchmark should be determined.
(1) The threshold of the QoS indicator. If activity a selects resource service rs i , and the j-th QoS indicator of rs i has the lower bound δ ij and the upper bound δ ij , where rs i is the instance of resource service RS i , let V (q ij ) be the QoS value after scaling. The lower bound and upper bound can be measured by the following formula.
(2) The threshold of distance with the QoS benchmark. If activity a selects resource service rs i , let Index ij be the benchmark of the j-th QoS indicator, and let ij be the threshold of distance with the QoS benchmark Index ij . ij can be measured by the following formula.
B
. DYNAMIC CALIBRATION OF THRESHOLD
The requirement would be dynamically adapted with a changing market. For example, an increased service cost due to rising prices of raw materials, and a shortened service time caused by an improved technology. The threshold for detecting a business anomaly should be dynamically calibrated to ensure that the accuracy of detection can be guaranteed. The dynamic calibration of threshold should follow two methods.
(1) The dynamic calibration based on the feedback of detection. If the QoS values of the business anomaly cannot be accepted after manual confirmation, the threshold of the anomaly should be calibrated to the correct threshold. For example, the QoS value V (q ij ) is less than δ ij , or the difference between V (q ij ) and Index ij is more than ij . If this value is not a business anomaly after manual confirmation, the threshold of the QoS anomaly should be calibrated as
(2) The dynamic calibration based on available time span. In business data, all resource services are recorded by timestamps. However, larger historical data does not mean better detection. Only the data in recent period achieves a bestvalue for current business. Therefore, the reasonable time span should be established according to a business scenario. The time-expired data will gradually lose value for the current business and even disturb the accuracy of the algorithm, so that it should be discarded. The threshold should be recalculated according to formulas (5), (6) and (7) and periodically updated to ensure that it can be dynamically calibrated.
Algorithm 2 DBARQoSB (Detecting Business Anomaly of RSC Based on QoS Benchmark)
Input: BD, business data set RS, a category of resource service, where RS ∈ R V (q ij ), j-th QoS value of resource service rs i , rs i is an instance of RS Index ij , benchmark of V (q j ) Output: q, QoS value of resource service there is business anomaly, if null, no business anomaly 1: flag = true; q = null; 2: for each rs i ∈ BD 3:
if(rs i ∈ instanceof(RS)) 4:
end for 10: end if 11: end for 12: After determining the threshold of business anomaly detection, algorithm 2 is presented to detect the business process online.
The main cost of algorithm 2 is to determine the threshold of detecting a business anomaly, depending on the data size and the number of QoS indications. The algorithmic complexity is O(|BD| * len(rs i )), where |BD| is the number of records indexed by activities, V(rs) is the number of QoS indications in the resource service set rs, rs i ∈ instanceof(RS), and RS ∈ R.
VI. PERFORMANCE EVALUATION A. EXPERIMENTAL SETUP
We consider the collaborative design and manufacturing processes of electrical apparatuses as a case to analyze our method, as shown in Fig 1. This case is a typical case in design and manufacturing of industrial products. Four business processes cooperate with each other: general designing, software design and hardware manufacturing, machining design and manufacturing, and product assembling. All resources that are required in the processes are listed in Table 1 .
According to the workflow model, as shown in Fig. 1 , and different resource service categories of the activities, three possible RSCs exists at runtime: chain 1 =<RS 1 , RS 2 , Due to limited space, RSC chain1 is selected for the analysis of the QoS benchmark. The simulation experiment has three steps: 1) preparing data; 2) resolving the QoS benchmark of the RSC; and 3) resolving the business anomaly.
Step 1) Preparing data. In manufacturing, a standard data set of resource services that is open and accepted by most researchers does not exist. In current studies on resource service selection, simulation data are primarily employed. In our study, the production of high, medium and low end products is considered as an example to simulate the collaborative design and manufacturing processes. In our experiment, 500 RSCs, as a data set, are generated. Nine QoS indicators are used altogether, including service cost, service time, availability, service qualification, service reputation, yield rate, precision, technology level and safety. In these QoS indicators, service cost and service time are negative indicators. The minimum values for the same category of resource services are selected and then scaled by (2) . For the other positive QoS indicators, the maximum values for the same category of resource service are selected and then scaled by (1) . The segment of the preprocessed data set is shown in Table 2 .
Step 2) Resolving QoS benchmark of the RSC. According to algorithm 1, clustering centers are resolved. The number of clusters k is set to 3 because three product grades exist. Note that different values of k can be selected based on factors that influence the QoS of RSC. After clustering, three clustering centers are generated, as shown in Table 3 .
From the results in Table 3 , the QoSs vary in different clusters even for the same resource service due to the difference in business requirements. Therefore, the benchmarks of an RSC also differ. Step 3) Resolving the business anomaly. We consider the business activity a 1 as an example, which is in the business processes for high end products. The resource service RS 1 is used by the business activity a 1 . The segment of preprocessed data is shown in Table 4 . According to the benchmark of RSC, the benchmarks of RS 1 include Service Cost (SC) = 0.259, Service Time (ST) = 0.760, Availability (Avb) = 0.968 and Service Qualification (SQ) = 0.918.
To eliminate the deviation for the thresholds caused by the time-expired data, for which the timestamp is greater than 1507601400. Note that different thresholds depend on different segment of business data. Manual confirmation is necessary. According to (5) and (6), δ aij and δ aij are calculated, as shown in Table 5 .
Based on Table 5 and according to (5) , ij can be calculated. ij = 0.2755. To detect a business anomaly, a segment of the data set is listed in Table 6 . Two anomalies exist in resource services that are numbered 002 and 004, because the Service Cost (SC) is 0.586 > δ ij where δ ij = 0.458, and the distance to the QoS benchmark is 0.2876 > i , where ai = 0.2755. Therefore, business anomalies exist in business activity a 1 when it executes at timestamp 1510329600 and 1510502400. 
B. RESULTS AND DISCUSSIONS
The majority of similar research studies apply two categories of methods. The first method is based on QoS indicators of a single resource service. In this method, QoS indicators of a single resource service (named ISRS-QoS) are only used to detect a business anomaly, instead of the temporal relation between resource services in an RSC. The second method is based on a fixed threshold and is named FixedTh. In FixedTh, the threshold of the QoS benchmark cannot be dynamically calibrated.
Considering the process of electrical appliance collaborative design and manufacturing as an example, as shown in Fig. 1 , we make comparisons of precision for detecting business anomalies among ISRS-QoS, FixedTh and our method DBAQoSB, as shown in Fig. 3 .
Because different business activities interoperate in a collaborative task, resource services are not employed in isolation. In ISRS-QoS, the resource services used by an individual activity are detected, which keeps the precision of detection at a relatively low level, as shown in Fig. 3 . In FixedTh, a business anomaly is detected from the perspective of the QoS indicator. However, the precision is low without dynamic calibration of the threshold, because the business requirement would change in a long time window. Although the initial precision is high, a decreased trend is observed during the entire course. In addition to the advantage of FixedTh, our method DBAQoSB maintains high precision with dynamic calibration of the threshold. Therefore, our method is reliable.
C. EVALUATION USING ERP DATA
The collaborative business process of cement industry is taken as a case to analyze our method. The dataset is taken from a cement group company in Henan province of China, who undertakes the business of purchasing, inventory, manufacturing, logistics, and sale. In collaborative environment, the state of manufacturing equipment is collected via the IoT devices by the manufacturing factory, and the state of logistics vehicles is collected via the IoT devices by the logistics company. Analyzing the data from ERP, decision-makers are in a position to make more actionable decisions about their resources, their assets, their employees, their suppliers, and their customers [38] .
The five business steps, including purchasing, inventory, manufacturing, logistics, and sale are taken as activities that compose a core business process. The resource services used by these activities include raw materials, purchasers and suppliers for purchasing activity, warehouses for inventory activity, equipment for manufacturing activity, vehicles for logistics activity and cement products for sale activity. In all possible RSCs, an RSC is selected that is followed in the order by raw materials, warehouses, equipment, vehicles and cement products. In the RSC, the QoSs of each resource service, including cost, amount, energy consumed, shipment accuracy, duration, qualification, and price are taken into consideration in part or whole.
In our method, the QoS values are used to discover the benchmarks of the RSC. Using the DBAQoSB method, a comparison is developed to check the precision of anomaly detection. To serve the purpose, three sizes of dataset, 2 months, 4 months and 6 months of historical data are respectively used to resolve the benchmarks. A detected object is also required to act as a business anomaly. For this purpose, a same RSC with aforementioned in the recent business process is selected. The precisions between the recent QoS values and the three benchmarks are compared for the five business activities, as shown in Fig. 4 .
The overall trend shows that the benchmark resolved using the two months of data has the highest precision to detect anomaly of the recent business process. This is because that the precision has a great relation with the size of dataset for a given period of time. Specifically, it is suitable to detect business anomalies using the benchmark analyzed by the most recent data in the period.
An abnormal precision is shown in activity 4, i.e. the logistics, where 73.01% and 75.5% are for the benchmarks resolved through the 4 months of dataset and the 6 months of dataset respectively, as shown in Fig. 4 . This is because that some QoS values were constantly changing either up or down during the recent 6 months period, as shown in Fig. 5 . To resolve the benchmark, the size of 6 months of dataset is too bigger than that of the 4 months dataset. This shows that the result of the DBAQoSB method is consistent with practical business.
D. APPLICATION MODE
A collaborative manufacturing (CMfg) platform for small and medium-sized enterprises is developed by us in 2012. VOLUME 7, 2019 On CMfg, dispersed and diverse manufacturing resources from different enterprises are accessed via IoT devices and integrated together to fulfill business through workflow system. In recent years, the DBAQoSB method is added into CMfg. The architecture of CMfg is shown in Fig. 6 . The application mode of DBAQoSB is introduced as follows.
Before starting a workflow, manufacturing resource services are selected from virtual resource pool, in which all resource services are published by actual enterprises. According to workflow model and RSC instances generated by its continuous execution, DBAQoSB is applied to resolve the benchmarks. All these benchmarks are used to detect anomalies in each workflow. In addition, to keep a high precision, the benchmarks should be updated periodically by selecting a suitable size of history dataset and dynamically calibrating the thresholds of QoS indicators.
VII. CONCLUSION
A method for detecting a business anomaly based on the QoS benchmark DBAQoSB is presented for a collaborative task in the IoT environments in this paper. The method serves the purpose of establishing a QoS benchmark of an RSC, detecting and identifying the business anomalies of a business process. DBAQoSB is a practical method because the global information of similarity between the current resource service and QoS benchmarks of RSCs are considered. Therefore, DBAQoSB can guarantee that collaborative enterprises will identify business trends and business anomalies, which enables business decision makers to readjust resource services as soon as possible.
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