Abstract In a service-oriented environment business processes flexibly build on software services provided by systems in a network. A key design challenge is the semantic matchmaking of business processes and software services in two steps: 1. Find for one business process the software services that meet or exceed the BP requirements; 2. Find for all business processes the software services that can be implemented within the capability constraints of the underlying network, which poses a major problem since even for small scenarios the solution space is typically very large. In this chapter we analyze requirements from mission-critical business processes in the Air Traffic Management (ATM) domain and introduce an approach for semi-automatic semantic matchmaking for software services, the "System-Wide Information Sharing" (SWIS) business process integration framework. A tool-supported semantic matchmaking process like SWIS can provide system designers and integrators with a set of promising software service candidates and therefore strongly reduces the human matching effort by focusing on a much smaller space of matchmaking candidates. We evaluate the feasibility of the SWIS approach in an industry use case from the ATM domain.
Introduction
Safety-critical systems and business processes, e.g., in the Air Traffic Management (ATM) domain, have to become more flexible to implement changes due to new business environments (e.g., mergers and acquisitions), new standards and regulations. Typical examples for such business processes are the life-cycle support of flights, consisting of a variety of completely different acitivies such as air surveil-lance while the flight is airborne as well as the supply of catering goods. A promising approach follows the service-oriented architecture (SOA) paradigm that builds flexible new systems for business processes based on a set of software services provided by system nodes in a network. A key design challenge is the matchmaking of business processes and software services, i.e., finding the software services that a) best meet the requirements of the business processes under consideration and b) can be implemented with the available network capabilities. The solution space is typically large even for small problems and a general semantic solution to enable comprehensive tool support seems infeasible.
To provide a SOA solution for a set of business processes, meaning to identify suitable software services for business processes, designers and system integrators need to overcome 3 integration challenges that build on each other:
1. Technical integration connects networked systems that use heterogeneous technologies, i.e., different protocols, operational platforms, etc. Current technical integration approaches like Enterprise Service Bus (ESB) [6] or Service Oriented Architecture (SOA) [31] need manual configuration on the technical detail level and tool support is typically focused on a single technology or vendor. 2. Semantic integration translates data content and format between systems that use heterogeneous semantics, i.e., different terminologies for service names, data formats, etc. For semantic integration, there is no standard or framework available, making the semantic transformations between multiple services inefficient and expensive. 3. Business process support builds on technically and semantically integrated systems that provide software services the business process needs to fulfil its goal. The system integrator has to select software services that really match the requirements of the business process, and check whether the infrastructure capabilities can support the communication requirements of the chosen solution.
Large business process and software service integration networks consist of hundreds of integration nodes; changes of software service properties and network capabilities make the correct and efficient identification of feasible business process and software service pairs a recurring complex and error-prone task. Current service matchmaking approaches focus on either technical or semantic integration issues [48] , while business process support is, to our knowledge, missing. Tool support for matchmaking of business processes and software services need to make the requirements of business processes and software services as well as the capabilities of software services and the underlying infrastructure understandable for machines.
In previous work, we introduced a systems integration approach, the "systemwide information sharing" (SWIS) approach (see Figure 6 .1). The SWIS framework explicitly models the semantics of integration requirements and capabilities using a machine-understandable notation (semantic integration) [35] ; and the connectors and transformations between heterogeneous legacy systems (technical integration) to simplify systems integration (business process support) [34] .
In this chapter, we describe the semantic matchmaking of business processes and software services and the optimization of the integration solution with re- Derivation and Selection
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Step 1: Legacy System Description SME SME' SME' .. Step 6: Config. QA spect to available network capabilities. Semantic matchmaking uses the machineunderstandable SWIS models to describe business process and software service requirements and software service and network capabilities to derive 2 results: 1. Provide sets of possible software services for each business process; 2. Optimize the set of selected software services with multiple objectives (e.g., costs, delay) while observing the capabilities of the underlying network infrastructure, a variation of the knapsack problem [27] . We evaluate the feasibility of the SWIS approach in a use case from the ATM domain. The remainder of this chapter is structured as follows: Section 6.2 summarizes related work, Section 6.3 motivates the research issues, while Section 6.4 describes the use case. Section 6.5 elaborates the semantic service matchmaking approach and the optimization of the integration solution. Section 6.6 evaluates the approach using a case study and discusses the results with regard to the research issues. Finally, Section 6.7 concludes and identifies further work.
Related Work
This section summarizes related work on technical integration, semantic integration with semantic web services, and service matchmaking with multi-objective optimization.
Technical Integration
Technical system integration is the task to combine networked systems that use heterogeneous technologies to appear as one big system. There are several levels at which system integration could be performed [2] , but there is so far no standardized integration process that explains how to integrate systems in general.
System integration can require changes [21] in the actual business policy of a company not only due to the emerging communication needs between multiple computer systems but also due to the communication requirements which have to be established between business units. Therefore, integration can have strong implications on the company as improper integration solutions can lead to considerable inefficiency. Another integration challenge is to keep sufficient control over the involved applications as in most cases integration developers have only limited control over these applications, e.g., legacy systems.
Typical integration solutions focus only on either the semantic heterogeneity (i.e., heterogeneity on service level, e.g., heterogeneous service descriptions, message data fields or service policies) or technical heterogeneity (i.e., heterogeneity on network level, e.g., different technologies or protocols). There is, to our knowledge, no existing approach or concept that takes into consideration both technical and semantic heterogeneities at the same time. In order to cope with technological het-erogeneity on service level a homogeneous middleware technology approach [16] could be used for syntactical transformation between services, while the semantic heterogeneity of services could be addressed by means of a common data schema [19] . Heterogeneity on network level may be addressed by using so called adapters transforming messages between each used combination of middleware technologies. However, in order to provide an effective continuous integration solution in this environment, both integration levels (i.e. service and network level) need to be addressed in a mutual way.
The derived limitations for such kinds of integration approaches are on the one hand the need for a common data schema [19] , which is often a hard and time consuming procedure, if not even impossible in integration scenarios with several different stakeholders. On the other hand, the need for integration over heterogeneous middleware technologies with different APIs, transportation capabilities, or network architecture styles implies the development of static and therefore inflexible wrappers between each combination of middleware technologies, and thus increases the complexity of communication. Traditional approaches for integration of business services can be categorized [6] into: Hub and spoke (EAI brokers) vs. distributed integration, and coupled vs. separated application and integration logic. In the following, using current technology concepts for each category a brief discussion about their advantages and disadvantages with respect to the described scenario is given.
Application servers [16] are capable of interoperating through standardized protocols, however tind to tightly couple together integration logic and application logic. Additionally, as the name suggests a server based architecture style is used for integration and as such has proven to be inconvenient for the scenario. Traditional EAI brokers [6] , some of them built upon application servers, use a hub-and-spoke architecture. This approach on the one hand has the benefit of centralized functions such as the management of business rules or routing knowledge, but on the other hand does not scale well across business unit or departmental boundaries, although it offers clear separations between application, integration and routing logic. Message-oriented Middleware [41] is capable of connecting application in a loosely coupled manner but requires low-level application coding intertwining integration and application logic. The resulting effort and complexity of implementing an integration platform with the support for any kind of existing middleware technologies and protocols therefore is considerably high. To enable transparent service integration, the Enterprise Service Bus (ESB) provides the infrastructure services for message exchange and routing as the infrastructure for Service Oriented Architecture (SOA) [31] . It provides a distributed integration platform and clear separation of business logic and integration logic. It offers routing services to navigate the requests to the relevant service provider based on a routing path specification. Routing may be [6] itinerary-based, content-based, conditional-based defined manually [45] or dynamic [51] . In both cases the drawback is the minimal support for considering all functional and non-functional requirements of all service connections in the system. Dynamic configuration focuses mainly on creating a route for a special business case. Using manual configuration, a system integrator has to rely on his expertise, thus the high number of service interactions may get complex and the configuration error-prone. This may lead to routes that are configured in a way in which their influence on other business interactions is not fully known. As a consequence, business interactions may mutually violate their non-functional business requirements, such as message delivery within a specific time frame otherwise the message may be still useful but not up-to-date any more. Additionally, dynamic configuration may not cope with e.g. node failures fast enough due to missing routing alternatives, therefore possibly violating the same type of non-functional business service requirements.
Semantic Integration with Semantic Web Services
Semantic Integration is defined as the solving of problems originating from the intent to share data across disparate and semantically heterogeneous data [19] . These problems include the matching of ontologies or schemas, the detection of duplicate entries, the reconciliation of inconsistencies, and the modelling of complex relations in different sources [38] . Over the last years, semantic integration became increasingly crucial to a variety of information-processing applications and has received much attention in the web, database, data-mining and AI communities. One of the most important and most actively studied problems in semantic integration is establishing semantic correspondences (also called mappings) between vocabularies of different data sources [11] . Doan and Halevy [10] summarize the research on semantic integration in the database community. There, the matching of two database schemas requires deciding if any two elements of both schemas match, meaning that they refer to the same real-world concept. Typical challenges include the efficient extraction of semantic information, unreliable clues for matching schema elements (e.g., element names, types, data values, schema structures and integrity constraints), incomplete schema and data clues, and subjective matching depending on the application. Rule-based matching techniques use hand-crafted and/or probabilistic rules to exploit schema information for the identification of mappings. Rule-based matching techniques are relatively inexpensive and fairly fast since the typically operate only on schemas and not on data instances. But this is also their main drawback, as they cannot exploit data instances effectively, even though the instances can encode a wealth of information. Additionally, in many cases effective matching rules are simply too difficult to hand craft. Learning-based matching techniques consider a variety of machine learning techniques to exploit both schema and data information. There is also a growing realization that schema-and data-related evidence in two schemas being matched often is inadequate for the matching process, leading to the inclusion of external evidences beyond the two current schemas to the matching process. The key idea here is that a matching tool must be able to learn from past matches. Goh [18] identified three main categories of semantic conflicts in the context of data integration that can appear: confounding conflicts, scaling conflicts, and naming conflicts. The use of ontologies as a solution option to semantic integration and interoperabil-ity problems has been studied over the last 10 years. Wache et al. [49] reviewed a set of ontology-based approaches and architectures that have been proposed in the context of data integration and interoperability.
Noy [37] identified three major dimensions of the application of ontologies for supporting semantic integration: the task of finding mappings (semi-)automatically, the declarative formal representation of these mappings, and reasoning using these mappings. There exist two major architectures for mapping discovery between ontologies. On the one hand, the vision is a general upper ontology which is agreed upon by developers of different applications. Two of the ontologies that are built specifically with the purpose of being formal top-level ontologies are the Suggested Upper Merged Ontology (SUMO) [36] and DOLCE [17] . On the other hand, there are approaches comprising heuristics-based or machine learning techniques that use various characteristics of ontologies (e.g., structure, concepts, instances) to find mappings. These approaches are similar to approaches for mapping XML schemas or other structured data [5] , [9] . The declarative formal representation of mappings is facilitated by the higher expressive power of ontology languages which provide the opportunity to represent mappings themselves in more expressive terms. There exists a large spectrum of how mappings are represented. Bridging axioms relate classes and properties of the two source ontologies and can be seen as translation rules referring to the concepts of source ontologies and e.g., specifying how to express a class in one ontology by collecting information from classes in another ontology. Another mapping representation is the declarative representation of mappings as instances in an ontology. This ontology can then be used by tools to perform the needed transformations. Then a mapping between two ontologies constitutes a set of instances of classes in the mapping ontology and can be used by applications to translate data from the source ontology to the target. Naturally, defining the mappings between ontologies, either automatically, semi-automatically, or interactively, is not a goal in itself. The resulting mappings are used for various integration tasks: data transformation, query answering, or web-service composition, to name a few. Given that ontologies are often used for reasoning, it is only natural that many of these integration tasks involve reasoning over the source ontologies and the mappings.
Rosenthal et al. [44] extend the concept of semantic integration to semantics management, which has the goals of easing data sharing for both new and old systems, of ensuring that needed data is actually collected, and of maximizing over time the business value of an enterprise's information systems. To reach these goals, new areas of useful semantic agreements need to be produced proactively, helping enterprises to satisfy new requirements and also reducing costs by reducing unneeded semantic and representation diversities. Additionally, not only the needs of technology-savvy system integrators need to be considered, but also other roles (e.g., enterprise owners, architects, end users and developers) need assistance to have a greater shared understanding of what the data means. Finally, the definition of "semantics" need to be broadened, to describe what data instances are collected and desired (as in publish/subscribe systems), not just concept definitions and relationships.
Uschold and Gruninger [47] identified four main categories of ontology application to provide a shared and common understanding of a domain that can be communicated between people and application systems [14] : Given the vast number of non-interoperable tools and formats, a given company or organization can benefit greatly by developing their own neutral ontology for authoring, and then developing translators from this ontology to the terminology required by the various target systems. To ensure no loss in translation, the neutral ontology must include only those features that are supported in all of the target systems. The trade-off here is loss of functionality of some of the tools; since certain special features may not be usable. While it is safe to assume there will not be global ontologies and formats agreed by one and all, it is nevertheless possible to create an ontology to be used as a neutral interchange format for translating among various formats. This avoids the need to create and maintain O(N2) translators and it makes it easier for new systems and formats to be introduced into an existing environment. In practical terms, this can result in dramatic savings in maintenance costs -it has been estimated that 95% of the costs of enterprise integration projects is maintenance [42] .
There is a growing interest in the idea of Ontology-Driven Software Engineering, in which an ontology of a given domain is created and used as a basis for specification and development of some software. The benefits of ontology-based specification are best seen when there is a formal link between the ontology and the software. This is the approach of Model-Driven Architecture (MDA) [32] created and promoted by the Object Modeling Group (OMG) as well as ontology software which automatically creates Java classes and Java Documents from an ontology. A large variety of applications may use the access functions of the ontology. Not only does this ensure greater interoperation, but it also offers significant cost reduction for software evolution and maintenance. A suite of software tools all based on a single core ontology are semantically integrated for free, eliminating the need to develop translators. To facilitate search, an ontology is used as a structuring device for an information repository (e.g., documents, web pages, names of experts); this supports the organization and classification of repositories of information at a higher level of abstraction than is commonly used today Using ontologies to structure information repositories also entails the use of semantic indexing techniques, or adding semantic annotations to the documents themselves. If different repositories are indexed to different ontologies, then a semantically integrated information access system could deploy mappings between different ontologies and retrieve answers from multiple repositories.
The promise of Web Services and the need for widely accepted standards enabling them are by now well recognized, and considerable efforts are underway to define and evolve such standards in the commercial realm. In particular, the Web Services Description Language (WSDL) [8] is already well established as an essential building block in the evolving stack of Web Service technologies, allowing the specification of the syntax of the input and output messages of a basic service, as well as of other details needed for the invocation of the service. WSDL does not, however, support the specification of workflows composed of basic services. In this area, the Business Process Execution Language for Web Services (BPEL4WS) [22] , has the most prominent status. With respect to registering Web services, for purposes of advertising and discovery, Universal Description, Discovery and Integration (UDDI) [4] has received the most attention to date.
At the same time, recognition is growing of the need for richer semantic specifications of Web Services, so as to enable fuller, more flexible automation of service provision and use, support the construction of more powerful tools and methodologies, and promote the use of semantically well-founded reasoning about services. Because a rich representation language permits a more comprehensive specification of so many different aspects of services, they can provide a better foundation for a broad range of activities, across the Web service lifecycle. Furthermore, richer semantics can help to provide fuller automation of activities as verification, simulation, configuration, supply chain management, contracting, and negotiation of services [29] .
To meet this need, researchers have been developing languages, architectures and related approaches for so called Semantic Web services [30] . The Ontology Web Language for Services (OWL-S) [28] , which seeks to provide the building blocks for encoding rich semantic service descriptions in a way that builds naturally upon OWL [3] , the Semantic Web language, supplies Web Service providers with a core set of markup language constructs for describing the properties and capabilities of their Web Services in unambiguous, computer-interpretable form. OWL-S markup of Web Services facilitates the automation of Web Service tasks, including automated Web Service discovery, execution, composition and interoperation.
WSDL-S [33] is another approach for annotating current Web Service standards with semantic descriptions. In WSDL-S, the expressivity of WSDL is enriched with semantics by employing concepts similar to those in OWL-S while being agnostic to the semantic representation language. The advantage of this approach to adding semantics to WSDL is multi-fold. First, users can, in an upwardly compatible way, describe both the semantics and operation level details in WSDL-a language that the developer community is familiar with. Second, by externalizing the semantic domain models, a language-agnostic approach to ontology representation is taken. This allows Web service developers to annotate their Web services with their choice of modelling language (such as OWL, or legacy models developed in UML or other knowledge representation languages). This is significant because the ability to reuse existing domain models expressed in modelling languages like UML can greatly alleviate the need to separately model semantics. Finally, it is relatively easy to update the existing tooling around WSDL specification to accommodate our incremental approach. Moreover, the externalization of the semantic domain models still allows for richer representations of domain concepts and relationships in languages such as OWL, thereby bringing together the best of both worlds. Use of expressive mapping representation and techniques can further enable this approach to deal with significant types of syntactic, structural, representational and semantic heterogeneity [1] .
The Web Service Modeling Ontology (WSMO) [25] is a framework for Semantic Web Services which refines and extends the Web Service Modeling Framework (WSMF) [15] to a meta-ontology for Semantic Web services. WSMF defines a rich conceptual model for the development and the description of Web Services based on two main requirements: maximal decoupling and strong mediation. WSMO is accompanied by a formal language, the Web Service Modeling Language (WSML) that allows annotating Web Services according to the conceptual model. Also an execution environment (WSMX) [20] for the dynamic discovery, selection, mediation, invocation, and inter-operation of Semantic Web services based on the WSMO specification is included [13] .
All three approaches, OWL-S, WSDL-S and WSMO, provide mechanism for semantically describing Web Services, with the major goal of allowing generic description of service functionality as well adding semantics to general service descriptions like provided/consumed messages or service bindings. This ambitious goal seems very useful for generic service descriptions; however its usage is limited in specific domains like in the ATM domain, since too specific features would complicate a generic approach too much. Therefore, we defined our own ontology-based architecture for describing the properties and features of the ATM services [34] .
Service Matchmaking Approaches
Semantic matchmaking can be seen as major feature of semantic integration which supports designers and system integrators by providing sets of possible integration partners regarding both structural and semantic attributes. However, the relevant semantic concepts are hard to define unambiguously for general domains, thus the focus on a well-defined domain like ATM provides semantic clarity. Software components discovery and Web Service discovery can be classified into two categories: signature matching and semantic matching.
Purtilo and Atlee [43] propose a signature-matching approach by specifying the invocation parameters. Zaremski and Wing [52] describe exact and relaxed signature matching as a means for retrieving functions and modules from a software library. Wang and Stroulia [50] provide a structure-matching-based signature matching for Web Service discovery. Signature matching is an efficient means for software components retrieval, but two software components with similar signatures may have completely different behaviors.
Semantic matching addresses this problem by comparing software components based on formal descriptions of the semantics of their behaviors. Zaremski and Wing [53] extend their signature-matching work with a specification-matching scheme. Cho et al. [7] use a protocol to specify interoperability of objects. Semantic matching identifies suitable services more precisely than signature-matching methods, but the cost of formally defining provided and required services is considerable. Paolucci et al. [40] propose a DAML-S based approach for a declarative description of web services outside the representation capabilities of UDDI and WSDL. They provide an upper-level ontology of service profiles consisting of service actors, functional service attributes, and function service descriptions. Trastour et al. [46] define a set of requirements needed for service matchmaking based on Semantic Web techniques and evaluate a set of standard approaches (e.g., UDDI, ebXML) using these requirements. The potential complexity of the service descriptions, like attribute-value pairs or nested tree/graph style structures, requires a flexible and expressive metadata model. In order to support under-specified data structures like incomplete service advertisements, an approach needs to be able to express semistructured data. Additionally, support for types and subsumption is needed to be able to work at different levels of generality. Finally, constraints need to be expressed to define and check the acceptable instances for service invocation.
Li and Horrocks [26] investigate how Semantic and Web Services technologies can be used to support service advertisement and discovery in e-Commerce. They describe the design and implementation of a service matchmaking prototype which uses a DAML-S based ontology and a Description Logic reasoner to compare ontology based service descriptions. By representing the semantics of service descriptions, the matchmaker enables to locate suitable web services automatically. The approach is evaluated using a realistic agent based e-commerce scenario. Although the initial classification of large numbers of service descriptions could be quite time consuming, subsequent matching of queries could be performed very efficiently.
Kolovski et al. [23] provide a mapping of WS-Policy to OWL. WS-Policy provides a general purpose model and syntax to describe the policies of a Web service. It specifies a base set of constructs that can be used and extended by other Web service specifications to describe a broad range of service requirements and capabilities. The main advantage of representing Web Service policies using OWL is that OWL is much more expressive than WS-Policy and thus provides a framework for exploring richer policy languages. Verma et al. [48] present an approach for matching the non-functional properties of Web Services represented using WS-Policy. Oldham et al. [39] present a framework for the matching of providers and consumers based on WS-Agreements. The WS-Agreement specification defines a language and protocol for capturing relationships with agreements between two parties.
Both WS-Policy and WS-Agreement define a generic framework for the representation of standard Web Service policies, however both frameworks seem too generic to be effectively used in a concrete scenario from a specialized domain like the ATM domain is. Therefore, we used the concept of describing Service policies using a knowledge representation language like OWL, but defined our own extendable policy representation language which is better suitable for the ATM domain [34] .
Research Issues
Recent projects with industry partners from the ATM domain raised the need for semi-automated business process integration support in technology-driven integration environments. Recently, we developed a data-driven approach [16] that explicitly models the semantics of the problem space, i.e., business process integration requirements and network infrastructure capabilities [17] ; the solution space, i.e., the connectors, and data transformations between software services. Finally, in this chapter we provide a process to bridge problem and solution spaces, i.e., identify feasible business process and software services pairs while fulfilling business requirements and optimizing the chosen integration solution according to multiple objectives. Figure 6 .2 provides an overview on the integration layers, data flows between the integration layers, and the steps of the semantic service matchmaking process:
• SM1: For each business process, identify the suitable software services sets, which fulfil all business process service and data requirements. From these possible business process and software services sets, the system integrators choose the most promising sets, the so-called collaboration sets.
• SM2: The selected collaboration sets are then optimized regarding the original infrastructure requirements of both the business processs and the software services, as well as the available limited capabilities of the infrastructure's nodes and links. The outcome of SM2 is an optimized configuration of the integration solution, consisting of the selected collaboration sets as well as their grounding to the underlying integration network infrastructure.
Based on this, we derive the following research issues:
RI-1: Semantic Matchmaking of software service candidates for one business process (SM1). Provide machine-understandable descriptions for business process and software services requirements as well as software service and network capabilities to provide tool support for SM1 to make the search space reduction effective (low number of false negatives and false positives) and efficient (less human effort required) compared to the current human-based approach.
RI-2: Resource Feasibility Check and Optimization for all Collaborations (SM2).
Provide a framework to enable a) checking the validity of a set of business processs and software services with the infra-structure capability constraints and b) ranking valid solutions by multiple optimization criteria like network cost and service delay.
ATM Scenario Description
This section describes the integration scenario from the ATM domain used throughout this chapter. The ATM use case (see Figure 6. 3) represents information that is typically extracted from customers/participants in workshops on requirements and capabilities elicitation for information systems in the aviation domain. In safetycritical domains like ATM business process integration solutions have to pass certifications before deployment, which typical dynamic SOA solutions [6] [31] cannot fulfill regarding the current rigid integration network in the ATM domain designed to guarantee integration requirements even in case of partial failure. In the ATM domain semantic matchmaking is an effort for scarce human experts who have to cope with a huge search space and often miss better solutions due to their simple heuristic search strategies. Tool-supported semantic matchmaking provides designers and system integrators with a set of promising integration partner candidates and therefore strongly reduces the human matching effort by focusing on a much smaller space of feasible matchmaking candidates that can be rated according to relevant optimization criteria.
As shown in Figure 6 .3, the integration network consists of business services connected to integration network nodes. Between these nodes, there may exist different kinds of network links using different transmission technologies (e.g., radio or wired transmission) as well as different middleware technologies for communication purposes. The capabilities of nodes and links, like throughput, availability, reliability, or security are explicitly modeled in order to be capable of selecting suitable communication paths for particular service requirements, e.g., the communication link between the red ATMIS Node and the red Node 12 represents a reliable and secured communication path which may be requested by e.g., the ATMIS business service.
In the Air Traffic Management domain complex information systems need to cooperate to provide data analysis and planning services, which consist in the core of safety-critical Air Traffic Management services and also added-value services for related businesses. Air Traffic Management is a relevant and dynamic business segment with changing business processes that need to be reflected in the integration of the underlying information and technical systems.
A major integration challenge is to explicitly model the knowledge embedded in systems and Air Traffic Management experts to provide a machine-understandable knowledge model for integration requirements between a set of complex information systems. Complex information systems consist of a large number of heterogeneous subsystems. Each of these subsystems may have different data types as well as heterogeneous system architectures. In addition, complex information systems typically have significant quality-of-service demands, e.g., regarding security, reliability, timing, and availability. Many of today's Air Traffic Management complex information systems were developed independently for targeted business needs, but when the business needs changed, these systems needed to be integrated into other parts of the organization [19] . Most of the system knowledge is still represented implicitly, either known by experts or described in human-only-readable sources, resulting in very limited tool support for systems integration. The process of adapting the cooperation the business system is traditionally a human-intensive approach of experts from the Air Traffic Management and technology domains).
Making the implicit expert knowledge explicit (see Figure 6 .4) and understandable for machines can greatly facilitate tool support for systems integrators and engineers by providing automation for technical integration steps and automatic validation of integration solution candidates. Consequently, we employ the EKB framework as a data-driven approach that explicitly models the semantics of the problem space, i.e., integration requirements and capabilities; the solution space, i.e., the connectors, and data transformations between heterogeneous legacy systems; and finally provide a process to bridge problem and solution spaces, i.e., find out whether there are feasible solutions and minimize the cost of integration.
Semantic Service Matchmaking Approach
This section describes the semantic service matchmaking approach as well as the multi-objective optimization of the chosen integration services candidates.
Identification of Possible Collaboration Candidate Sets
The identification of possible collaboration candidate sets is implemented as a heuristic algorithm. Step by step, the possible collaboration candidate sets are reduced by applying the rules described to the possible collaboration candidate sets. The heuristic rules that are applied during the source/sink matching are described in the following paragraphs.
Message mapping. During the description of the software service messages, each software service message segment was mapped to a domain concept, which has been specified in the common domain ontology. Therefore, for all segments of the message required by a certain business process, it is searched for messages of the software services that contain segments, which are mapped to the same domain concept, and if possible, to the same message format.
Service Policies. In addition, software services can define requirements (policies) regarding preferred or unwanted software service partners, as well as other non-functional requirements, e.g., QoS requirements regarding the underlying integration network. A policy is a restriction or a condition for a single collaboration or a set of collaborations, in order to allow the communication via the underlying integration network. In SWIS-based applications, there are two kinds of policies. On the one hand, there are policies which are valid for all collaborations. They specify global conditions that need to be fulfilled by all collaborations, e.g., a maximum time for the delivery of messages. On the other hand, there are policies which are required only for a specific subset of collaborations. These policies specify conditions that need to be fulfilled by the collaborations containing particular software services, e.g., the communication has to use only secure links, or only a specified set of other software services is allowed to participate in the collaboration. The software service policies that regard other software services are evaluated by checking whether the attributes and tags of every software service of the particular collabora- tion candidate meet the service policies defined by the business process.
Format Translation. If a message segment is mapped to the same domain concept as the required message segment, but the formats of the two segments differ, check whether there is a converter defined for the two formats. A converter is used to convert the format of message segments from one basic data type to a different one. An explicit identifier is defined to allow the search for the converter at runtime (e.g., by using Java Reflection).
External Service Transformation. If the message segments differ in the domain concept they are mapped to, check if a service exists that consumes a segment mapped to the same domain concept as the segment of the message of the software service and provides a message with a segment mapped to the same domain concept of the segment of the message of the business process.
Route Deduction. As last rule it is checked whether there is an existing route between the nodes connecting the software services and the node connecting the business process.
If all the rules mentioned above are successfully applied to a set of one or more software services and a business process, then the particular set is accepted as collaboration candidate. If any of the rules cannot be met, the particular set is discarded as collaboration candidate.
Validity-Check and Optimization of Collaborations
Once all collaborations have been specified a Scenario is derived. A Scenario contains beside all collaborations a specification detailing how to configure the network infrastructure, so that the integration solution is optimized according to the given objectives. In the following the process steps needed to optimize the scenario is explained.
Preliminary Checks. The process step checks whether there is at least one single network route for each collaboration satisfying all global and collaboration specific policies. If this step cannot be completely satisfied the process raises an exception. The system integrator either updates or removes the collaborations which cannot be mapped to a network route, and restart the process step, or adapts the semantic infrastructure model, by adding additional nodes and links.
Route Derivation. Once it has been verified that each collaboration can be mapped to at least one route in the network, the process step derives every possible route for each collaboration. The only restrictions are that no node is allowed to appear twice within the same route and all policies have to be satisfied. The valid ones are retained; the ones violating the restrictions are removed. At the end of this process step, each collaboration will have either a single route or a set of valid routes to choose from.
Creating Scenarios. The processing step combines each route of each collaboration with each other. This means that a scenario consists of a set of collaborations where each collaboration represents exactly one route. The more scenarios are created, the higher the probability to find a scenario that is well suited for achieving the stated optimization objectives.
Evaluation. The process iterates through all scenarios and calculates their fitness according to the optimization objectives. The fitness of a scenario is the fitness of all its containing collaborations, and represents the real values (e.g. the time a message needs and the costs along the chosen route) of the objectives. The fitness represents the trade-off of the configuration, the routes of each collaboration predetermine. The set of fitness values is then analyzed according to the Pareto Front approach [12] . The Pareto Front contains either a single Scenario or a set of Scenarios. In the latter case there may be several "nearly equivalent" configurations as integration solutions. Thus, the system integrator has to decide which one to pick for practical deployment.
Multi-Objective Optimization. We have accomplished the process of optimizing collaborations by implementing a Java version of the mPOEMS approach into the SWIS framework. mPoems is an evolutionary algorithm using the concept of dominance for multi-objective optimization. The results and explanations of the approach can be found at [24] .
Case Study
In this section, we evaluate the SWIS framework using a clear and comprehensible example to show the principles of our approach. In addition, we discuss the results with regard to the identified research issues.
An example for semantic service matchmaking in the SWIS framework is shown in Figure 6 .5. There are three services of provided by legacy systems, two provider services (ATMIS and SFDP) and one consumer service (PFIP). The consumer service needs information that can be obtained from the provider services, i.e. FlightID, Departure, Destination and FlightStatus. This needed information is provided separately by the two provider services, so the system has to find the suitable information that match with the consumer service's needs. Additionally, the service AT-MIS TransReqs defines a policy for the underlying integration network, stating that only secure network links may be used for the communication.
From the domain knowledge description, we know that Flight ID is a synonym for Flight Number, that Departure and Arrival are combinations of the airport code and country code of departure/arrival, and that the FlightStatus arrived or departed, can be derived by checking the occurrence of either TimeOfArrival or TimeOfDeparture.
Next, we calculate the network resources needed for sending messages from the SFDP Node to the PFIP Node with less capacity. From the integration network description, we can see several nodes connected by links. Each link contains information regarding source node and target node, support for secure transmissions and the transmission delay. The communication between ATMIS to PFIP needs to be done using secure connections only. There are two possible connections, either via Node Y or via Node Z. The system will choose connection via Node Y because it has less delay (6) than connection via Node Z (7).
Discussion
The example shows that even for small problems the solution space is typically large. However, large business process and software service integration networks consist of hundreds of integration nodes; and changes of software service properties and network capabilities make the correct and efficient identification of feasible business process and software service pairs a recurring complex and error-prone task. By providing only sets of feasible/promising service provider and consumer candidates, semantic matchmaking supports designers and system integrators by providing sets of possible integration partners regarding both structural and semantic attributes. However, the relevant semantic concepts are hard to define unambiguously for general domains, thus the focus on a well-defined domain like ATM provides semantic clarity.
We used the concept of describing Service policies using a knowledge representation language like OWL, but defined our own extendable policy representation language which is better suitable for the ATM domain. We do not use standardized Web Service description frameworks because, since the strengths of Web Service description frameworks lies in the generality of the approach, however their weakness is that it may become complicated to describe domain-specific issues. For specific domains, it may be useful to use the principles of web service descriptions but tailor them to the domain. Additionally, we defined our own ontology-based architecture for describing the properties and features of the ATM services.
We have developed a data-driven approach [34] that explicitly models the semantics of the problem space, i.e., business process integration requirements and network infrastructure capabilities [35] ; the solution space, i.e., the connectors, and data transformations between software services. In this chapter, we described a process to bridge problem and solution spaces, i.e., identify feasible business process and software services pairs while fulfilling business requirements and optimizing the chosen integration solution according to multiple objectives. In order to evaluate the proposed process, we have derived two major research issues that will be discussed in the following paragraphs. Semantic Matchmaking of software service candidates for one business process. Current service matchmaking approaches focus on either technical or semantic integration issues [48] , while business process support is, to our knowledge, missing. In the SWIS framework, we presented a combined service matchmaking approach that performs matching based on the data of the services and available service policies regarding other services. The SWIS framework's semantic service matchmaking enables an effective search space reduction and poses lower risk and effort compared to the current human-based approaches.
Resource Feasibility Check and Optimization for all Collaborations. The optimization process steps allow using existing resources efficiently. Out of all possible collaborations for a single business process which are creatable by means of the proposed semantic matchmaking approach, only those are desirable to be deployed in the integration solution which fulfills certain criteria. Those criteria are set up by the integration expert so that existing collaborations use the underlying integration network infrastructure with its limited resources as efficient as possible.
Conclusion
In this chapter we presented an approach for semi-automatic semantic matchmaking for software services, the "System-Wide Information Sharing" (SWIS) Business Process integration framework. The SWIS Business Process integration frameworks uses the machine-understandable SWIS models to describe business process and software service requirements as well as software service and network capabilities to provide sets of possible software services for each business process. Out of these possible sets, the system integrators choose the wanted sets. These wanted sets are then optimized with multiple objectives (e.g., costs, delay) while observing the capabilities of the underlying network infrastructure.
We evaluated the feasibility of the SWIS approach in an industry use case from the Air Traffic Management (ATM) domain. The example shows that even for small problems the solution space is typically large, and even bigger for large business process and software service integration networks consisting of hundreds of integration nodes. A tool-supported semantic matchmaking process like SWIS can provide system designers and integrators with a set of promising Software Service candidates and therefore strongly reduces the human matching effort by focusing on a much smaller space of matchmaking candidates.
Major contributions of this chapter are
• Large Business Process and Software Service integration networks consist of hundreds of integration nodes; and changes of Software Service properties and network capabilities make the correct and efficient identification of feasible Business Process and Software Service pairs a recurring complex and error-prone task. By providing only sets of feasible/promising service provider and consumer candidates, semantic matchmaking supports designers and system integrators by providing sets of possible integration partners regarding both structural and semantic attributes. However, the relevant semantic concepts are hard to define unambiguously for general domains, thus the focus on a well-defined domain like ATM provides semantic clarity.
• We used the concept of describing Service policies using a knowledge representation language like OWL, but defined our own extendable policy representation language which is better suitable for the ATM domain. We do not use standardized Web Service description frameworks because, since the strengths of Web Service description frameworks lies in the generality of the approach, however their weakness is that it may become complicated to describe domain-specific issues. For specific domains, it may be useful to use the principles of web service descriptions but tailor them to the domain. Additionally, we defined our own ontology-based architecture for describing the properties and features of the ATM services.
• Current service matchmaking approaches focus on either technical or semantic integration issues, while business process support is, to our knowledge, missing.
In this chapter, we presented a combined service matchmaking approach that performs matching based on the data of the services and available service policies regarding other services. Semantic service matchmaking enables an effective search space reduction and poses lower risk and effort compared to the current human-based approaches.
• The optimization process steps allow using existing resources efficiently. Out of all possible collaborations for a single Business Process which are creatable by means of the proposed semantic matchmaking approach, only those are desirable to be deployed in the integration solution which fulfills certain criteria. Those criteria are set up by the integration expert so that existing collaborations use the underlying integration network infrastructure with its limited resources as efficient as possible
Further Work. Further work will include a detailed description of the semantic design to translate between matched services and an evaluation measuring the effectiveness and efficiency of deriving the semantic transformation with tool-support compared to a manual approach.
