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Abstract 
 
The monograph proposes a suitable process application for a 
knowledge discovery process in industry databases. The entire process was 
divided into distinct stages. In Stage 1 the subject matter to be resolved by 
employing the knowledge discovery process was identified. Then the basic 
problems encountered in using the knowledge discovery process application 
in industry databases were identified. In Stage 2 the data of the production 
system is analysed using the STATISTICA Data Miner KDD tool. Several 
mining models, in which various methods and techniques of data mining in 
dependence on analyzed data and subject matter investigated, were 
developed. In order to examine how interesting and useful the knowledge 
discovered was, it was applied to a production system, whose data operated 
as input data to the process of knowledge discovery in databases. The 
knowledge discovered was applied to a simulation model of the production 
system. Then the application of the knowledge discovered was compared to 
the results achieved by the production system before the knowledge 
application was conducted. The results achieved proved that the knowledge 
discovered was useful and a modified simulation model achieved the 
predicted behaviour. 
Finally, the proposal of the process application methodology of 
knowledge discovery in industry databases is discussed. This methodology 
describes the particular steps of implementing the process of knowledge 
discovery in databases. The proposed methodology can help identify 
specific requirements and potential problems in the process stages that 
might be encountered in the course of its application in the industry. 
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The main contributions of the monograph can be summarized as 
follows: 
 The identification of basic resolvable issues via knowledge discovery in 
industry databases. 
 The application of the process of knowledge discovery in databases to 
production processes and new knowledge discovery in the process 
analyzed, and the evaluation and verification of the knowledge discovered 
and its subsequent application to the production process. 
 The proposal of data mining process methodology in industry to improve 
its control. 
 
Key words 
 
Knowledge Discovery in Databases, Data Mining, Relational Database, 
Data Warehouse, Production System, Simulation model 
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INTRODUCTION 
As information technology is applied to more and more aspects of 
human life, produced and saved data grows proportionally. In the day-to-
day operation of state administrations, offices, schools, hospitals, retail 
outlets, data is generated and saved. Similarly, industrial organizations 
increasingly save customer and supplier data. They administer orders, 
receipt cards, invoices and attempt to save as much data on the production 
process as is possible. Most organizations store data in their databases. 
However, they need access to useful information. The idea of an 
information society, or at the very least, the utilization of its strategic power 
found in data sources, requires not only new tools but also new way of 
thinking. The subject matter lies not only in the elaboration of new models. 
It is also about the acquisition of information on objects, their behaviour, 
needs, covered relations, etc. 
Market analysis, company analyses, risk management and uncovering 
fraud, are other examples of the fields of control that necessitate complete 
knowledge of the people carrying out the activities. Of relevance here is 
knowledge control or about knowledge systems control and the process 
whereby responsible individuals become knowledge operators. The process 
of knowledge discovery in databases, often referred to as data mining, 
represents the first important step in knowledge control technology. 
Company data operation can be divided into several fields that are also 
related to the possibility of specific technology utilization. In Stage 1 it is 
necessary to manage the administration of company data, as well as the 
efficiency and speed of its processing. Then it is necessary to convert the 
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data into a useable format for analyses and presentations, i.e. gather a lot of 
information, clean and transform it. Of importance is here is the decision of 
the location of the data and whether we have to prepare, for example, a data 
warehouse. The final layer needs to make the data available through 
developing derived information. In this layer, called data mining, data 
analysis occurs and the information is presented in the most suitable format 
for the end user. 
The discovery of Keppler’s laws– the laws of planetary motion – is 
a classical example of utilizing the process of knowledge discovery in data. 
Johannes Keppler processed data on planets motion collected for years into 
a simple model that defined their orbits and thus, he derived the laws of 
planetary motion (16).  
This monograph deals with potential applications of knowledge 
discovery in databases within a production process. It firstly contains a 
proposal of a production line and relational database designed to save 
production process data. Secondly it discusses the application of the process 
of knowledge discovery in databases to the aforementioned proposed 
production process. Next, it focuses on the production system problems and 
their solution via the data mining and data analysis that was obtained from 
the proposed production system via a selected KDD (Knowledge Discovery 
in Databases) tool, and on the application of discovered knowledge to the 
proposed production system. Subsequently, the knowledge is generalized to 
a methodology that provides a complex description of data mining 
application in industry. 
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1. OVERVIEW OF CURRENT STATE IN THE FIELD 
1.1 Knowledge Discovery in Databases 
Nowadays, powerful hardware combined with database systems 
permits the saving a lot of data. These systems themselves provide no 
means to describe the data. Common relational databases assume an ad hoc 
approach to acquiring information in databases, and therefore, they are not 
suitable for the analysis of large amounts of automatically obtained data. It 
is not possible to process such accumulated data by analytical methods like 
selection query or table processors. Statistical programs can provide a 
general overview of the database content but only with small scale 
information, e.g. medium values, variances, linear relations among variables 
(linear regression), etc. 
Information saved in database systems can be classified in two 
categories. The first category comprises the information for which the 
database has been constructed and operated. Useful information is found in 
the specific values of attributes and their combinations because of the 
connections determined by the database arrangement. The user manipulates 
the queries via query language, e.g. via SQL. The query results in a set of 
database cases, each of which is a representation of a real case from the 
external world. If the database is a true representation of reality, then the 
query results are true. Through these deductive approach methods to 
databases it is only possible to derive the logical consequences of 
information saved in a specific database. The second category describes the 
information that initially is not obvious from its attribute values or from the 
database structure. The information is concealed in a large amount of 
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database records and can be discovered using the method of inductive 
derivation from the attribute’s values. There are searchable regularities in 
databases, i.e. values combinations of certain attributes that are common 
and typical for the subsets (classes) of facts saved in the database. The 
results are mostly presented in the form of logical formulations that express 
the decomposition conditions of saved data into particular classes. The 
information does not only have a descriptive character, it also expresses 
specific knowledge in related domains and can comprise elements of 
prognosis. The results obtained from current data can only predict 
something about future data by being entered into the database. Derived 
knowledge is not necessarily true in the real world. Indeed, each result 
formulation has a probability of mostly less than 1 (32). 
Methods of deductive database utilization are an aspect of every 
database control system. In contrast, the producers of database control 
systems do not supply the means for inductive operations with data. There 
are exceptions to this, e.g. Oracle and Microsoft SQL Server. 
With respect to the requisite knowledge, in cases the following triangle 
scheme is introduced. Data are understood as random groups of simple facts 
or events with more complex facts originating in the aggregation of simple 
factual knowledge that represents the information. The knowledge is the 
result of our perception processes and it is organized so that the conclusions 
can be derived from them. Common sense or good judgements are generally 
accepted as wisdom (50). 
The need to find all relevant information in a database and the 
insufficiency of existing methods led in late 1980s to the development of 
a brand new discipline – knowledge discovery in databases. Besides this 
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terminology, several other terms are used: information harvesting, data 
archaeology, knowledge extraction or data mining (13), (31). 
 
Fig. 1 From data to wisdom 
The term knowledge discovery in databases (KDD) was first used at 
the 1st Conference on KDD in 1989 to emphasize that knowledge is the final 
product. In cases we can use the term data mining (DM) as a synonym. In 
compliance with the 1st International Conference on KDD in Montreal in 
1995 it is recommended that the term is only used in the stage of discovery 
within the knowledge discovery in databases (8). 
The term data mining originated in the database community and 
indicates for the most part, the techniques of discovering various patterns in 
databases, whereas KDD was developed in the field of artificial 
intelligence. It is thus a more general term that includes the following: 
preparation stages of data selection and pre-processing; data mining itself; 
and the final stage of describing the results of data mining algorithms, as 
well as information representation. 
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The author utilizes English abbreviations in this monograph, i.e. KDD 
for knowledge discovery in databases and DM for data mining. 
1.2 Process of Knowledge discovery in databases 
The process of knowledge discovery in databases is the nontrivial 
process of identifying valid, novel, potentially useful, and ultimately 
understandable patterns in data (13). 
Data is understood as the set of arranged facts (e.g. cases in a 
database) and knowledge is understood in terms of some language 
describing the sub-set of data or the model applicable to the sub-set. 
Therefore, the term knowledge discovery can be also understood as the 
proposal and specification of a researched reality model, so that it can 
efficiently describe the data, search for data structure description, and 
finally, prepare data description on a higher level (meta-knowledge). 
KDD is defined as a broad-ranging process that comprises a series of 
specific steps including data preparation, searches for regularities, 
verification, testing and the refinement of discovered knowledge, where 
everything is repeated in numerous iterations. Non-triviality requires that 
the aforementioned steps include further partial tasks. It is not the direct 
calculation of advance known quantities. Legitimacy considers some rate of 
certainty and is not considered an absolute. The novelty and usefulness of 
the process relates to the user. It is aimed at mined data contributions and 
their possible transformation into knowledge. Comprehensibility often lacks 
and is subject to further processing, e.g. via data visualization. The 
usefulness relates directly to interest and is taken as a total rate of pattern 
value combining its legitimacy, novelty, usefulness and simplicity. 
 
 
14
Functions of usefulness can be defined explicitly, or as the patterns that 
produce the answer to the requirements arranged due to the interest directed 
by KDD system. 
The entire process is commonly divided into the following stages: 
1. Problem definition – determination of the problem to be dealt with via 
KDD process. 
2. Data selection – data are selected or segmented due to some criterion to 
choose a relevant data set for further use. For some DM algorithms it is 
enough to choose only data samples and it is not necessary to take out all 
of the data of relational databases or data warehouse. 
3. Data cleaning and pre-processing – i.e. format modification and data 
cleaning, when some data are eliminated, since they are not necessary or 
they could prevent an efficient query evaluation. Data format 
modification is part of data cleaning, e.g. code of sex is unified to 
a binary attribute with values 0 and 1, etc. 
4. Data transformation – the transformation of modified and cleaned data 
which can be enhanced by other attributes, for example, from external 
sources, and hence extend the usability not only of data but of results 
obtained as well. 
5. Data mining – the search for interesting patterns, whose form depends on 
the selected DM method and can also be from classification rules, 
decision trees, function dependences, logical rules, etc. The results of this 
step significantly depend on the previous steps. 
6. Interpretation and reporting – the patterns identified by the system are 
described as knowledge applicable for decision support (of human, 
program, etc.). The tasks related to prediction and classification for 
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deciding how the database content is summarized or the monitored 
phenomena are explained. 
7. Discovered knowledge application – the application of discovered 
knowledge to the problem resolved  (11), (13), (25), (28), (30), (50). 
 
Fig. 2 Process of Knowledge discovery in databases 
 
The process of knowledge discovery in databases is not the process in 
which its particular stages are executed in stated order from the beginning to 
the end. In the course of a random stage in the process it can result in the 
modifications of some of its setups. It can also result in the modification or 
change of the initial problem. The set of processed data can change 
transformation rules and can be modified, etc. When these changes occur, it 
is possible to go back in the process by the necessary number of stages and 
hence, suitably modify the necessary stage so that the process can meet the 
new requirements. 
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It frequently occurs that the achieved results do not correspond to the 
anticipated results, or another interesting result is achieved. This commonly 
leads to new iterations of the process in order to verify or extend the results 
achieved, so that the anomalies, which can occur e.g. by incorrect data set 
selection or by an unsuitable selected DM method, are eliminated. 
1.3 Data mining 
In relation to the subject matter there are two key perspectives on data 
mining: 
Within the term of data mining we can associate all „more complex“ 
activities over the database, or possibly data warehouse. Precisely, we can 
determine data mining as a specific process of acquiring in advance 
unknown information. Here advanced tools prepared by specialists have to 
be available and the end user is in a better position, when he/she obtains 
new and often in advance unknown information. 
There are many definitions of data mining. The following are some of 
the key definitions: 
Fayyad: „Data mining is a single step in the process of knowledge 
discovery in databases that involves finding patterns in the data.” (12) 
John: „Data mining is a specific process of data acquisition from quite 
large data warehouses via the extraction of relevant in advance of unknown 
information.“ (26) 
Aaron Zornes, The META Group: „Data mining is the process of 
knowledge discovery via discovering in advance unknown action 
information in very large databases.“ (56) 
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Business definition: „Data mining is a process of selection, search and 
modelling in large bulks of data that allows for the revealing in advance 
unknown relations among data to win the business advantage.“ (26) 
Statsoft: „Data mining is an analytical process proposed to search 
large bulks of data in order to find and verify consistent signs or systematic 
relations among variables.“ (57) 
Gartner Group: „Data mining is a process of discovering meaningful 
new correlations, structures and trends by intrusion of an amount of saved 
data using the model recognition technologies that employ statistical and 
mathematical techniques.“ (26) 
As seen, there are several different data analysis technologies 
definitions that are called data mining. Most of them include the approach 
of the search and discovery of useful relations within large databases. 
Similarly, as personal computers have become efficient and user friendly, 
new tools for data mining have been developed to gain an advantage from 
the growth of computer technology. Approaches in data mining developed 
as an answer to the new and more demanding requirements of making 
managerial decisions. Some definitions of data mining are anchored in 
specific analytical approaches such as neural networks, genetic algorithms, 
etc. Yet other definitions of data mining are sometimes changed by 
definitions concerning data saving in data warehouses. The preparation of 
data warehouses and data mining are complementary. The data warehouse 
provides data saving; however, it does not provide the transformation of 
data into information. Data mining changes data to information and 
information to knowledge (13), (17), (32). 
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The process of data mining is divided into three stages: 
 data investigation, 
 finding patterns or dependencies, 
 verification of assembled model. 
In an ideal case, the approach iteratively repeats until a sufficiently 
robust model is found. The final model is usually the result of previous 
knowledge combinations and newly discovered information. In practice the 
means for verification of the model are commonly limited. Therefore, in 
many cases it is necessary to use the heuristically derived results as well. 
Data mining uses data to develop models of the real world. The 
description of patterns and relations in data are the result of the model. 
Models can be divided into two basic types: 
 models based on theory, 
 models based on data. 
Modelling based in theory, often called hypothesis testing, tries to 
prove or disprove initial ideas. User based modelling is a specific model 
founded mostly on prior knowledge that is further tested to learn whether 
the model is a correct one. On the other hand, data generated modelling 
tools automatically develop a model based on schemes found in data. It is 
also necessary to test such models until we can claim it a correct one. 
The aims of the data mining process come out of their assumed use. 
There are two types of aims: 
 verification, 
 exploration. 
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In verification the system has to verify the user hypothesis and in 
exploration the system automatically looks for new knowledge. 
The aims of exploration can be further classified as follows: 
 prediction activity – the system acquires knowledge to predict behaviour 
of some entity, 
 description – the system acquires knowledge to present results to the user 
in a transparent and comprehensible form. 
1.4 Basic methods and data mining techniques 
In the subject matter investigated several types of methods and data 
mining techniques were proposed. However, it is not easy to find a specific 
approach in this mixture of methods and techniques. According to the 
theoretical literature, the methods can be divided into two large groups: 
 statistical, 
 logical. 
The literature also argues that the methods can be divided into: 
 summarization and generalization, 
 search for dependencies, 
 classification and segmentation, 
 statistical analysis (mainly regression), 
 detection of changes and deviations, 
 search for similarities in time, or time-space databases, etc. 
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From the many methods of data mining used in practice we can 
introduce the following: 
 classification, 
 regression, 
 segmentation, 
 summarization and generalization, 
 modelling of associations, 
 detection of changes and deviations, 
 methods based on examples, 
 prediction according to time orders, 
 symbolic methods, 
 discovery of sequences, 
 search for similarities. 
The methods stated are based on the techniques derived from statistics 
and inductive learning, e.g.: 
 decision trees, 
 association rules, 
 neural networks, 
 genetic algorithms, 
 segmentation analysis, 
 regression analysis. 
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A detailed description of basic methods and techniques, as well as 
other data mining methods and techniques, can found in the following 
references  (4), (6), (11), (13), (15), (28), (32), (51), (66). 
1.5 Problems with the application of Knowledge discovery                             
in databases in practice 
There can be problems in the utilization of knowledge discovery in 
database processes. Criteria for setting KDD, e.g. in industry or by scientific 
data analysis, can be classified according to practical and technical 
categories. Practical criteria for KDD projects are similar to other 
applications of advanced information technologies and have a potential 
influence on further applications. In their implementation it is necessary to 
consider the possible absence of simpler alternative solutions and to ensure 
strong organizational support for the use of the technology proposed. 
When considering the technical criteria for using KDD methods in 
practice, it is essential to take into account the existence and applicability of 
appropriate data. In general, the data included both a large amount of items 
and a large amount of complex knowledge. The more complex data 
structure and the more complex dependencies they comprise, the larger 
amount of data is needed for the efficient application of data mining 
methods, e.g. a quality set of initial knowledge can significantly reduce 
necessary cases. 
The other issue refers to the relevance or significance of the attributes. 
It is crucial to have data attributes that are significant for the given task. 
Data exploration based on attributes that do not comprise necessary 
information will not be successful, regardless of the amount of data used. 
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A low noise level is also very important, since high noise can impede 
knowledge identification. The quality of the initial background is another 
important aspect. The background details a given problem field – what the 
important items are, what the probabilistic relations are, what the user 
functionality will be, what knowledge is already known, etc. (13), (18), 
(21), (26), (32), (47), (68). 
The main problems of applying the process of knowledge discovery in 
databases in practice are (13), (32): 
1. Databases increase: Databases with thousands of attributes, sub tables 
with millions of records and sizes in terms of gigabytes or terabytes 
occur more frequently. Therefore, the methods for operating with large 
data volumes should comprise very efficient algorithms for sampling, 
approximation and massive parallel processing. 
2. Bulkiness: It is not only about the large amount of records in the 
database, but also about the large amount of attributes or parameters, or 
the issue of dimensionality. Bulky data causes problems in the case of the 
increasing size of the searched state space for deriving the model 
according to combinatory explosion principles. Then the chance that DM 
algorithms find false knowledge, that is not further applicable, increases. 
The approach to this problem comprises the methods for efficient 
dimensionality reduction and the use of previous knowledge to identify 
the irrelevant variables. 
3. Over-fitting: This concerns algorithm searches for the best parameters for 
one particular model based on a limited set of data. Hence, it can model 
not only general knowledge in data, but also any noise specific to the 
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particular data set, which causes poor performance and reduces the 
quality of the method employed. 
4. Stating the statistical significance: The issue occurs (similarly as over-
fitting), when the system tests the amount of acceptable possible models. 
For instance, if the system tests the models at the level of 0.001 
significance on average, with pure random data, then N/1,000 models are 
considered to be important. This consideration is commonly missing in 
many initial experiments with KDD. One way to solve the issue, is to 
employ methods that utilize random testing or to adjust the statistical test 
as a function of searching. 
5. Transformability of data and knowledge: Thanks to quickly changing 
non-stationary data, the previously discovered knowledge can be 
rendered invalid. The cases taken from a given application database can 
also be modified, deleted or they can change size for a certain time. To 
solve this we can use incrementation methods to update knowledge, 
regarding the current data change and then analyze the previous 
knowledge and compare them to the newly measured results. 
6. Missing or noised data: This problem often occurs in business or 
company databases, e.g., the data from the US nose count shows an error 
of the scale of more than 20%. If the database is not considered for 
knowledge discovery in the future, some important attributes can be 
missing. A possible solution lies in a sophisticated statistical strategy to 
identify the covered variables and dependences. 
7. Complex relations between items: Hierarchically structured attributes or 
values, relations between attributes and very complex ways of expressing 
the knowledge in the context of the entire database content require 
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algorithms, which can utilize such information efficiently. Historically, 
the data mining algorithms have been developed for simple record’s 
attributes-value, and therefore it is still necessary to develop new 
methods to derive the relationships between variables. 
8. Comprehensibility and simple clarity of discovered knowledge: It is 
important that the discovered knowledge is clear in the applications. 
Graphical representations, structured representations, structured rules, 
generating of a natural language and method for data and knowledge 
visualization are useful here. The implicit or explicit redundancy of 
discovered knowledge is a problem as well. In this case it is necessary to 
apply various strategies of „cleaning“ the acquired rules, which leads to 
redundancy elimination, and hence an increase in the base transparency. 
9. Interaction of a user and previous knowledge: Current KDD tools and 
methods are not interactive enough and they cannot implement previous 
knowledge on the issue in the model (base) in any simple way. The use 
of domain (particular) knowledge is, however, very important in all KDD 
process steps. Bayesian’s approach uses, for example, the previous 
conditioned probabilities as one of the forms of previous knowledge 
expression. Other advantages of using previous knowledge lie in the 
approach of searching the model or database state space model correctly. 
10.Interaction with other systems: An independent knowledge system does 
not have to be very useful. Typical integration problems are, for 
example, integration with the base control system (e.g. via query 
interface), integration with table calculators and visualization tools or 
ensuring the reading from sensors in real time. 
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It is not possible to eliminate many of these problems in the course of 
knowledge discovery in databases application process completely. 
Therefore, it is necessary to be aware of them and try maximize the effort to 
eliminate them. 
1.6 KDD process use in practical applications 
Fields with a high added value of knowledge discovery in databases 
application process include the banking sector, telecommunications, 
insurance, marketing, heavy engineering, state administration, health care, 
astronomy, direct marketing, electronic businesses, criminal justice and the 
fight against terrorism. However, it is also used for political and pre-
election campaigns and „micro-targeting“. 
In banking it chiefly includes the archiving of banking transactions, 
applications for credit, bank repayments, revealing fraud in bank transfers 
and credit cards. In telecommunications it mainly includes information on 
telephone operations and payments, and in the case of mobile phones, the 
information on location etc. (46). 
In the millions of insurance incidents, income tax returns, applications 
for grants there are relatively few incidents of fraud; yet, they can result in 
high losses. Therefore, the possibility of defining a so-called fraud model to 
serve to classify particular cases into homogenous groups is utilized so as to 
reveal fraud. Cases not falling into any of the large groups are suspicious 
thus there is a high probability that they represent the frauds (46), (70). 
In supermarkets or in electronic businesses where this the purchasing 
of thousands of products, it is a distinct advantage to know which products 
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are usually purchased together, so that it is possible to assist clients in their 
selection. The Market Basket Analysis is commonly utilized for analyzing 
the clients’ previous purchases and searches for purchasing patterns. These 
patterns are then utilized for targeted offers in the form of personal or 
telephone offers, by sending an offer via post or e-mail, or possibly by the 
automated display in a browser of the website of the shop. They can also be 
utilized for the optimization of goods arrangement in the shop  (1), (46), 
(48), (67), (69). 
In health care large volumes of data are collected and saved (sex, age, 
temperature, blood pressure, check-up results, X-ray, and patient 
statements) which, however, are not sufficiently utilized in deciding upon 
treatment. The diagnostic model allows fast and precise diagnosis that uses 
all the relevant information available. Similarly, it is possible to identify 
those patients in the database, whose health conditions could worsen in the 
future  (5). 
Via telescopes we can obtain a lot of different data, which cannot be 
manually processed. For example, within the Palomar Observatory Sky 
Survey Project 3 TB of image data comprising approximately two billions 
of astronomically relevant objects have been obtained. The SKICAT 
System (Sky Image Cataloguing and Analysis Tool) first segments the 
images and then determines 40 different attributes for each object found. 
The objects are next automatically classified into groups via a decision tree 
(e.g. various star types or galaxies), which is the basis for further (manual) 
analysis. On the one hand, the SKICAT System is much faster than manual 
classification. On the other hand, it allows classifying of very distant 
objects, which are not possible to manually classify  (12), (14). 
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The process of knowledge discovery in databases is also being 
gradually utilized in industry, e.g. in the detection of defects during the 
production process, then for quality control of the production process, and 
for production planning, etc. (10), (29), (40). 
From the many other incidences of utilizing the process of knowledge 
discovery in databases we can introduce one more interesting example. 
Barack Obama, the US President, used these process possibilities in his 
election campaign to search for indecisive voters and sponsors (38). 
1.7 KDD tools 
Tools appropriate for the operation with knowledge discovery in 
databases can be classified according to different criteria. They can be 
firstly divided according to the numbers of provided methods and 
techniques for mining. Secondly, according to the means of achieved result 
presentations and according to interactivity in the course of data mining, 
etc. The criterion of the tool availability or the means of its distribution can 
be included in the criteria. As a consequence they are divided into 
commercial and non-commercial tools. 
1.7.1 Commercial tools 
 
Oracle Data Mining 
The Oracle Company includes in its database server a complementary 
application determined for data mining. It is based on Oracle Data Mining 
SQL and Java API and ensures the possibility of data mining execution 
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across company databases in real time. Because the tool is primarily 
designed to operate with Oracle databases, the time and system means 
necessary to transfer data from databases and transform them into a format 
determined for data mining are minimized. Due to the fact that the data 
remains saved in an Oracle database, it is possible to include them in the 
security policy provided by the database. The tool also operates within 
standard relational database as well as within the data warehouse (19). 
Models from Oracle Data Mining can be transferred into standard SQL 
language and transposed to business intelligence applications for further 
analysis. 
Oracle Data Mining provides a rich graphical user environment, in 
which it is possible to set up specific parameters of data mining and employ 
these parameters even further when needs be. It is possible to utilize more 
methods and techniques, such as regression analysis, cluster analysis, 
classification methods, association rules, anomalies detection, patterns 
extraction, etc. and resolve a wider scope of tasks via them. Oracle Data 
Mining comprises rich possibilities in the visualization of results and their 
further analysis  (35), (44). 
SAS Enterprise Miner 
The SAS Enterprise Miner simplifies the process of knowledge 
discovery in databases and allows the development of highly accurate, 
predictive and descriptive models based on the large amount of company 
data. It is suitable for fraud discovery, credit risk minimization, the 
estimation of source dependency. It also increases answer probability rate in 
the targeted marketing campaigns and can predicts customer behaviour, etc. 
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The tool provides a well-arranged graphical user interface in which it 
is possible to interactively set-up specific parameters of the process of 
knowledge discovery in databases. It incorporates various methods and 
techniques of data mining, e.g. cluster analysis, self-organizing maps, linear 
and logical regressions, decision trees, neural networks, etc. It is possible to 
integrate the tool with other SAS Institute Company products  (7), (42), 
(53). 
STATISTICA Data Miner 
The STATISTICA Data Miner represents one of the most extensive 
tools for data mining based on a very simple and well-arranged user 
environment. It provides a large selection of integrated, immediately usable 
solutions systems to specific data mining issues. They can also be modified 
to solve non-typical problems. The techniques of data mining are based on 
efficient tools that are included in five modules, which can be used 
interactively or for building, testing and implementing new solution tools. 
One of the modules is called STATISTICA QC Miner and it is used 
for company purposes, process monitoring, identifying the problems related 
to check and increase quality as well as for preventing such problems. It 
comprises functions for quality control, regulation diagrams, process 
qualification analysis, experiment proposal procedures and Six Sigma 
methodology implementation that is connected with advanced exploration 
and support data mining procedures. 
It also includes other modules for operation with neural networks, 
statistical data evaluation, Text Mining and Web Mining. 
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The tool permits connection to various types of relational databases 
(e.g. Oracle, Microsoft SQL Server, MySQL, etc.), as well as various data 
warehouses  (57), (58). 
Microsoft SQL Server 2008 Data Mining 
The Microsoft SQL Server 2008 allows for the execution of qualified 
decisions and predictive analyses via intuitive data mining that is perfectly 
integrated in the Microsoft Business Intelligence platforms in company 
applications. 
It affords the user the possibility to examine market basket analysis, a 
customer’s susceptibility to leave and the reasons for this, market analyses 
and prediction of customer’s behaviour or the process monitored. 
Furthermore, the user can predict process weaknesses, construct 
environment analyses so as to conduct targeted marketing campaigns, etc. 
The tool includes modules for Web Mining and Text Mining as well. 
It also provides the user with a graphical interface in which he/she can 
define particular steps of the process of knowledge discovery in databases, 
or utilize the DM Wizard to help with processes of definition. 
It can connect to standard programs in the Microsoft Office 2007 
package. This allows cooperation between Microsoft SQL Server 2008 
and Microsoft Excel 2007 program, or Microsoft Visio 2007 during the 
whole process of knowledge discovery in databases (33), (39), (43), (62). 
IBM InfoSphere Warehouse 
The IBM InfoShare Warehouse provides a primary solution for the 
development and administration of a data warehouse. It includes a module 
for data mining. The module allows simple data mining within company 
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data warehouses. It is mainly used for fraud detections, exposure of a 
customer’s susceptibility to leave, identifying customer segmentation and 
simple analysis of a market basket, etc. The tool’s structure allows the 
integration of the module of data mining to existing systems. This provides 
wide flexibility and highly efficient and prediction analyses without the 
necessity of transferring them into their own special database. 
It also provides basic methods such as cluster analysis, associations, 
classification and prediction and uses them in a graphical Design Studio. 
The models developed can be transformed into the industrial standard 
Predictive Model Markup Language (PMML), thus allowing for easier 
portability among various applications. Models for data mining can be 
activated in the production environment so as to carry out data analyses in 
real time. The tool also provides rich visual presentations of results  (13). 
PASW Modeller 
This tool is a derivation of the well-known tool called Clementine. It 
comprises a well-arranged graphical user interface in which it is possible to 
define precisely the particular steps of the process of knowledge discovery 
in databases. Some parts of the process can be carried out automatically 
since the PASW Modeller includes tools such as automated data 
modification and transformation. It is also possible to incorporate data from 
the databases developed by various producers (e.g. IBM, MySQL, Oracle, 
Sybase IQ, etc.). 
The PASW Modeller comprises various modules for the execution of 
specific analyses, e.g. cluster and regression analyses, a module for 
dependences analysis, a module for operations with neural networks, etc. 
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The tool also comprises special modules for Web Mining and Text 
Mining (56). 
1.7.2 Non-commercial tools 
Weka 
The Weka System (Waikato Environment for Knowledge Analysis) 
was developed and implemented at University of Waikato, Hamilton, New 
Zealand. It uses the Java language, and therefore it is possible to easily 
install and use in MS Windows and Linux operation systems. Weka is 
continuously being developed and enhanced by including new algorithms of 
machine learning and data mining methods and by incorporating some 
support tools for data preparation and results processing. Achieving the best 
possible applicability is a key aim and therefore it is not (in contrast to 
many commercial systems) only oriented towards special data formats and 
assumed utilization. Sample data files are in a text format making it easy to 
try the many possibilities of Weka system tools during installation. It then 
includes its own text data editor and a conversion function for some 
commonly used text and binary formats. 
Even if it is a non-commercial, freely distributed program, in many 
respects it can be compared to commercial systems. Weka is an 
experimental system that offers a wide scope of algorithms for learning and 
pre-processing that are known by academics. It further provides the 
possibilities of utilizing the regression and linear analyses, classification, 
time oriented models, decision trees, neural networks, etc. Finally, it has 
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rich possibilities for result visualization and means for proposed model 
combination at its disposal (65). 
LISp–Miner 
Since 1996 at the University of Economics in Prague (VŠE), Faculty 
of Informatics and Statistics have been developing an open academic 
project LISp–Miner that is designed for research and teaching the process of 
knowledge discovery in databases. It is used mainly for teaching students, 
however, it can be used also for small or medium-sized KDD projects. 
The project provides algorithms for searching for interesting 
relationships in data (it thus follows the General Unary Hypotheses 
Automation (GUHA) method), as well as algorithms for decision rules 
development. The core is produced by several GUHA procedures. GUHA is 
an original Czech-Slovak method of data exploration analysis. Its 
development began in the Czech-Slovak Academy of Sciences in the 1960s. 
The LISp–Miner project is developed by the module for data 
preparation and pre-processing and seven analytical procedures: 4FT-Miner 
(the latest implementation of the original GUHA procedure ASSOC 
enhanced by several new elements), KL-Miner, CF-Miner, SD4FT-Miner, 
SDKLMiner, SDCF-Miner and KEX. With the exception of the KEX 
procedure determined to develop the decision rules, and hence for the task 
of classifying type, all other procedures are focused on searching for 
different types of rules for describing the given data (in compliance with 
GUHA method called hypotheses). All of these procedures are the result of 
author’s team of VŠE. The project utilizes the original technique of bit 
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chains in generating and testing. This significantly increases the speed of 
the calculation. Several student software projects follow in LISp–Miner. 
LISp–Miner was applied, for example, on the data analysis of risks 
factors of atherosclerosis in middle-aged men (within the EuroMISE 
research centre), on data analysis of reasons for traffic accidents in the 
Great Britain (within European research project Sol-Eu-Net), on data 
analysis of Prague residents’ opinions of the quality of life, and on the 
analysis of event descriptions of football matches (within European research 
project K-Space) (5), (37). 
Ferda Data Miner 
The Ferda Data Miner continues on from the LISp–Miner project, and 
serves as a reliable basis for the utilization of GUHA methods for data 
mining. Ferda has been developed since 2004 and was first introduced in 
2005. The first version of Ferda system still used LISp–Miner modules, 
nevertheless, the newer versions 2.xx onwards are independent. The new 
versions bring improved process setup and possibilities for its adjustment. 
Via new system modules it is now possible to implement knowledge 
domains directly into the process. It represents a highly modular system, 
which can utilize various complementary modules programmed in five 
programming languages and also provides its own partially recursive 
programming language. 
It comprises seven relational GUHA methods, two multi-relational 
procedures, new  quantifiers, supports ontology, user deciding, etc. (75). 
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TANAGRA 
TANAGRA is another project developed for academic and research 
purposes. It utilizes several methods of data mining resulting from data 
analysis, statistical learning, machine learning and database processing. 
The project continues in the SIPINA Project that is primarily based on 
the utilization of various machine-learning algorithms, especially on the 
interactive and visual construction of decision trees (55). TANAGRA 
enhances the possibilities of its predecessor in the field of supported 
methods; it comprises several controlled learning, cluster and factorial 
analyses, parametric and non-parametric statistical methods, association 
rules, etc. TANAGRA is a freely distributed project together with the 
source application code, which in compliance with the license contract 
allows the user to add their own algorithms in the project. 
The main project objective is to provide researchers and students with 
a simple and well-arranged tool for data mining that corresponds with 
current standards for software development in the field (chiefly by the 
proposal of a graphical user interface and its utilization) and allows for the 
analysis of real or synthetic data. 
The second TANAGRA objective is to provide a tool, which can be 
complemented by its own methods of data mining and hence compare the 
achieved results. Tanagra also acts as an experimental platform that allows 
the user to examine new methods of data mining without the necessity to 
program the tool for their implementation. 
The third and last project objective is to provide the beginner 
programmer with the possibility of knowledge enhancement in the field of 
the proposal and programming of data mining applications. There is free 
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access to the source application codes that provide information on project 
structure analysis, its particular libraries and functional parts. Therefore, 
TANAGRA can be considered to be a pedagogical sound means for 
teaching programming techniques as well. 
TANAGRA in its current version includes direct access to data 
warehouses and to databases of various producers, data pre-processing and 
cleaning, higher process interactivity, etc., which are typically a strength of 
commercial products (52), (61). 
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2. IDENTIFICATION OF PRODUCTION SYSTEM PROBLEMS 
RESOLVABLE VIA DATA MINING 
An industrial company with an implemented Computer Integrated 
Manufacturing system (CIM) is the suitable environment for data mining 
application. In such a company there is an integrated information system 
called information and control system. The following figure shows its 
standard structure (28), (59), (60). 
 
Fig. 3 Structure of information and control system in industrial company 
MRP (Manufacturing Resource Planning) 
Managerial level – functions of non-operation business (investments, 
financial and personnel planning, development strategy processing, etc.). 
Knowledge discovered in databases on this level can be used in the 
evaluation and analysis of demand, purchase, costs and customers 
behaviour in terms of consumption and production of the company 
concerned. 
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MES (Manufacturing Execution System) 
Management of production operation – this refers to functions of 
technical control management (production process monitoring, power 
balancing, quality assurance) and disposal functions (maintenance, 
connection of manufacturing operation to its surroundings and 
environment). Knowledge discovered in databases at this level can be 
utilized in proposing and controlling the human-machine interaction, 
decision making in critical situations, etc. 
SCADA (Supervisor Control and Data Acquisition) 
Block level – collection and processing of process information 
(measurement, control and regulation) as well as service and monitoring of 
technological processes. Knowledge discovered in databases on this level 
can be used for current state description, prediction of emergency situations, 
production anomalies and quality control. 
Direct control 
Process level – this refers to effect on processes and information 
acquisition from processes. Knowledge discovered in databases at this level 
can be used for behaviour prediction of manufacturing devices and also 
their control. 
In the production process a sufficient amount of data collected and 
processed at block level (SCADA) origins, and the data are further utilized 
at higher levels. It is appropriate to apply the data mining process to this 
kind discovered data. On the basis of previous information the data can 
predict potential malfunctions and states that endanger manufacturing 
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process continuity on the manufacturing process, progress of production 
batches, production devices setup, sequence of operations, etc. This 
knowledge can further help production quality management. 
The following problems typically arise in the process of knowledge 
discovery in databases for industries: 
 identification of production parameters influence on production process, 
 identification of defective cases in production, 
 identification of production time series, 
 detection of deviations during the course of production, 
 detection of defective states of production devices, 
 production quality assurance, 
 optimization of the production process, 
 optimization of production device arrangement, 
 optimization of warehouse administration, 
 prediction of preventive checks for production devices, 
 prediction of defects in the production process, 
 prediction of customers’ behaviour, 
 prediction of defects in assembly. 
In the production process there are many problems that can be 
resolved by the process of knowledge discovery in databases. Correct 
problem identification and a corresponding solution are important. The 
process of knowledge discovery in databases provides sufficient means to 
deal with the problems that arise in the field of production systems. 
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3. PRODUCTION SYSTEM SIMULATION MODEL PROPOSAL 
AND RELATIONAL DATABASE STRUCTURE 
3.1 Production system simulation model proposal 
The Witness software tool developed by Lanner Group Ltd was used 
for the production system proposal (22), (36), (49). This tool is one of the 
most commonly used software for the simulation and optimization of 
production, service and logistical systems. It permits the development of the 
production system simulation model from required production objects (73). 
All of the production system objects can have their parameters set up and 
then it is possible to monitor how these parameters change in the course of 
the production process. In Witness models the material or system 
customer’s motions, states of the particular objects, operations carried out, 
the current utilization of resources are displayed dynamically. 
Simultaneously, all events occurring in the production process are recorded 
(71). The data can be collected and used for more detailed analyses of the 
proposed production process model. The Witness software tool is supported 
by direct cooperation with selected database systems, table editors and other 
programs using ActiveX or ODBC standard (72), (74). 
The proposed model of the production system represents the 
production line that will produce of three types of technologically similar 
products. The products are sent into the production process in individual 
production batches with a dynamically changing size – from one to six 
products in one the production batch. 
The production line consists of ten individual production devices and 
each device can carry out more production operations. Amongst the various 
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production operations on one production device it is necessary to execute 
the arrangement of the device. The time of the arrangement is defined 
individually for each of the devices as well as for each specific operation to 
be carried out. 
 
Fig. 4 Production system model in Witness software tool 
The P\production process of specific products is carried out on various 
production devices: 
Production batch of the Product 1 comes through Machine_01 → 
Machine_03 → Machine_04 → Machine_07 → Machine_09. After 
operations end on the machine No. 9 the production batch of Product 1 
leaves the production system. 
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Production batch of the Product 2 comes through Machine_01 → 
Machine_02 → Machine_05 → Machine_06 → Machine_08 → 
Machine_10. After the operation ends on the machine No. 10 the production 
batch leaves the production. 
Production batch of the Product 3 comes through Machine_02 → 
Machine_03 → Machine_04 → Machine_06 → Machine_07 → 
Machine_08 → Machine_10. After operations end on the machine No. 10 
the production batch leaves the production. 
 
Fig. 5 Material flow in production system  
Individual production batches entering the production system have 
variable input times as well as variable production batch sizes. 
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Production devices are connected to one another on a closed transport 
system of three conveyor belts. The transport capacity corresponds to the 
maximum size of one production batch, i.e. for the transport of the entire 
production batch one transport device is sufficient. Each production device 
comprises its own manipulation spot that is determined for the loading and 
unloading of production batches. 
Data generated by the production system in the course of simulation is 
saved in the proposed information system. The following are the examples 
of data saved in the information system: production batch identification of 
particular products, the number of products in one production batch, the 
production device employed, the start and end of production operation, the 
production operation type, the production device condition, etc. 
 
Fig. 6 Example of function definition for database operation 
Production devices have a defined probability of device failure as well 
as the necessary time for its elimination. If the device fails, it is not possible 
to carry out the production operations and the production batches coming 
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through the device are stopped. The time of origin and removal of the 
device failure as well as the identification of the failed production device 
are recorded in the proposed information system. 
The simulation time was set to 2 592 000 seconds or 30 days. The 
simulation time converted to data and time starts at 0:00:00 on 1 Jan 2012 
and ends at 0:00:00 on 31 Jan 2012. In the course of the simulation 23,726 
database records of the production process were generated. 
3.2 Proposal of relational database structure 
During the simulation the proposed model of production system 
generates data. It is necessary to appropriately collect and save this for 
further analysis. An information system with a relational database was 
chosen for production process data saving. Relational databases allow the 
saving of generated data in the course of a production process simulation 
and at the same time it provides data availability for analysis 9. 
Database server Oracle 10g release 2 was used as RDBMS. Oracle 
provided sufficient tools for the operation and administration of the 
proposed relational database and the database server in question can be used 
as an input data source for further analysis in STATISTICA Data Miner. 
3.2.1 Development of UML information system model 
The UML methodology was employed for the proposal of the 
information system (2), (3), (27), (45), (54), (63), (64). For the proposed 
model of information system we utilized the development tool IBM 
Rational Software Architect 7.0. This allowed the modelling of the static 
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and dynamic structure of the proposed model. It is thus possible to build 
a physical database model in it and generate SQL script for its development 
with respect to the selected database server. 
In Stage 1 of the production information system proposal the catalogue 
of user requirements was elaborated. The catalogue comprises the basic 
requirements for the information system proposed. 
Further, the particular participants and their actions in the proposed 
information system were identified. 
To utilize the process of knowledge discovery in databases it is crucial 
that all the necessary data is saved in the database. This refers to the data 
related to the production devices and the production process itself. The 
participant „DM Analyst“ will carry out all the activities related to data 
mining in the system. This actor will administer the production devices, he 
will be able to add them, modify their particular parameters, or if not used, 
delete them from the production process. The other task of the DM Analyst 
is to administer the production process. He will be able to set particular 
parameters of the production process, such as production process sequence, 
production batches size, possible production alternatives, etc. 
However, data administration for data mining analyses will be the 
main task of DM Analyst. He will be able to define the data utilized in the 
production process and define its type, amount and format. 
The DM Analyst can also define the production process. The 
production process definition will serve as a source for data mining analyses 
and is always specified for only one product type. The production process 
can include several production devices, while in the course of the 
production process these production devices can carry out more production 
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operations. For one production operation more alternative devices can be 
determined. 
3.2.2 Development of relational database data model 
Regarding the UML system model proposed in the previous stage it is 
possible to propose a data model. The data model was developed by 
mapping the classes in the class diagram into database tables. Oracle 10g 
Release 2 was selected as the database server and a SQL script was also 
generated for it. The relational database in RDBMS Oracle was developed 
via the generated SQL script. 
Then in the Oracle 10g database server an independent tablespace was 
developed for the proposed information system and the new users who can 
operate it. The DM Analyst user determined for data mining operations was 
assigned access rights to log in and access to specific database tables of the 
information system. This permitted the DM Analyst user to log into the 
database also via the STATISTICA Data Miner Program. 
To access the production system simulation model a user ProdSystem 
was developed. The user had access rights to log into the database to only 
record in the tables in which the data generated by the production system 
simulation model are recorded. 
The rest of the proposed information system users (Administrator, 
Seller, etc.) are assigned access rights to log into the database and to access 
particular database tables with respect to their assigned functionality in the 
information system proposed. 
The resulting data model is illustrated in the following figure. 
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Fig. 7 Data model of the proposed relational database 
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4. ANALYSIS OF ACQUIRED PRODUCTION SYSTEM DATA 
For the production system data analysis STATISTICA Data Miner 
version 9.1, the tool produced by StatSoft Company was used. The tool 
allows the application of the process of knowledge discovery in databases 
from data acquisition, through their transformation and modification, and 
data mining in evaluation of the achieved results. All process steps can be 
conducted via a graphical application interface, or it is possible to specify 
the particular process parts by the related source code assignment, e.g. SQL 
script for the specific input data selection or by the modification of 
particular parameters in the source code of employed methods and data 
mining techniques. 
Analysis of the data acquired in the proposed production system was 
divided into a few steps. The following figure shows the procedure analysis. 
 
Fig. 8 Analysis of acquired production system data 
4.1 Definition of data mining objectives 
There are several problems (objectives), which should be solved by the 
application of the process of knowledge discovery in databases: 
 analysis of production process influences on production device utilization, 
 analysis of production process influences on the flow time of production 
batches, 
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 analysis of production process parameters on the number of manufactured 
products. 
The production process has a precisely determined production route 
for particular products types. The route represents a precise sequence of 
individual production batches according to the production plan specified. 
Therefore, change cannot be considered in the production system 
arrangement. The main parameters influencing the specified objectives are 
as follows: sizes of individual production batches, production devices 
utilization, average production time, number of the products manufactured, 
and intervals of individual production batches inputs. In the simulation 
model the production batch size was set as a variable value increasing in the 
simulation process the values of the interval from one product in the 
production batch up to six products in a production batch. The interval of 
the individual production batch input is set in the simulation model as 
a variable. Other production process parameters change in dependence on 
the production process operating. 
4.2 Data selection from the database 
Considering that the proposed simulation model generates the data, not 
all of the records saved in the information system were selected for the 
analysis set of data. To prevent undue influence on the results achieved, the 
data from the first six hours of the production process will be omitted. It 
represents the time when the production system is gradually „filled up“. In 
general, the first production batch will have a shorter production time, since 
they are passing through an empty production system and they do not have 
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to wait in front of the particular production devices, until the production 
operation of the previous production batch is finished. Therefore, the 
utilization of particular production devices is significantly less as well. The 
selected time of six hours is enough to fill up the production system 
sufficiently and avoid influencing the results achieved. 
The connection of the STATISTICA Data Miner application to the 
database server was developed via the STATISTICA Query tool, that 
allows the definition of the connection to the supported database servers. 
The connection is utilized via the Oracle 10g Release 2 database server. 
 
Fig. 9 Number of records saved in information system 
After connecting to the selected database server, the STATISTICA 
Query tool provides in its graphical mode the possibility to select the 
required database tables, for which the required attributes can be determined 
and hence used in subsequent analyses. It also includes the possibility to 
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define the basic criteria for the connection of individual database tables and 
other requirements related to the connection. 
 
Fig. 10 STATISTICA Query – graphical mode 
 
In the graphical mode it is not possible to define more complex 
selection queries comprising, for example, the definition of the submerged 
selection query, the replacement of the „null“ attributes, the use of 
aggregation functions, etc. Therefore, the selection query was developed in 
the text mode. 
This was also the case for the selection queries for other input sets of 
data regarding the subject matter investigated. For instance, it was necessary 
to apply the functions for the acquisition of the production batch flow time 
and the selection of complementary data for the input data analysis, etc. 
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Fig. 11 STATISTICA Query – text mode 
After defining the selection query (either in graphical or text modes) 
and switching to the STATISTICA Data Miner tool, database data was 
recorded into the internal table (in the application called Spreadsheet). The 
internal table lines correspond with individual lines obtained from the 
selected query and the columns (in the application called variables) 
represent the specific query attributes. This recorded data can be the 
modified according to the format required; the user can modify the names 
representing the particular variables, order them, etc. 
If a portion of the data will not be used in subsequent analyses, mean 
independent lines or whole table columns (variables), it can be deleted from 
the internal tables without redefining the selection query. If it is necessary 
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to add new database columns or read the modified data, the selection query 
has to be modified and read again via the STATISTICA Query tool. 
The STATISTICA Data Miner permits adding a new column – a 
variable, which comprises not the data read from the database, but the 
calculated value of the specified expression. This possibility was utilized, 
for example, for the calculation of the flow time of one production batch in 
terms of the following variables „Time_in” and „Time_out“, read from the 
database. 
 
Fig. 12 Read data in STATISTICA Data Miner Program 
Calculated and read data thus produces the input set for progress in the 
process of knowledge discovery in databases. 
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4.3 Data modification and transformation 
The modification and transformation of data generated by the 
simulation model in the course of simulation was the next step in applying 
the process of knowledge discovery in databases for the proposed 
production system simulation model. The basic parameters necessary for the 
analysis were as follows: individual production batch sizes, production 
system input intervals, production device utilization, and flow time when 
the production batch remained in the production system. All of these 
parameters, except flow time, are recorded directly from the production 
system. Since the production process data is saved after one specific 
operation execution, it is possible to calculate the flow time of this data. The 
continuous time is the difference between the end of the last production 
operation time and the beginning of the first production operation time on 
the specific production batch. To calculate the value, we utilized the 
possibility of complementing one variable directly in the STATISTICA 
Data Miner application table, where the function for continuous time of the 
production calculation was defined. Since the database server RDBMS 
Oracle 10g was used for the proposed database, a database trigger was 
developed for automatically calculating the flow time of individual 
production batches and saving it directly into the database table called 
„Production_batchs“. The trigger eases data preparation for subsequent 
analyses using production batch „Flow_time“ parameter. 
The format of the data saved in the database was in the required 
format, and therefore no further modification was needed. 
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The next step was to determine whether the set of data did not 
comprise data whose values significantly differ from the other data 
(outliers). It was necessary to find not only whether the set of data 
comprised such data but also the cause of their existence. They might be 
random data, whose extreme value was, for example, caused by a mistake in 
assigning. However, it could also concern significant values. Therefore, it 
was necessary to correctly identify the origin of the values and decide 
whether the values would be included or eliminated in the set of data used. 
To identify the significantly different data a Frequency table was used. 
The table was used to identify all input parameters. All parameters, except 
the „Flow_time“ parameter, comprised the assumed extent of data and 
showed no symptoms of data of different values. 
 
Fig. 13 Identification of significantly different data – Frequency table 
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Data in the parameter called „Flow_time“ comprised a small group of 
data, approximately 1.5% of data from the entire set, with significantly 
higher times. They were subject to further investigation showing that they 
originated when in the simulation model a malfunction of a production 
device occurred. Considering the non-standard time of origin of quite a 
small amount of data, this data was eliminated from the set of data 
determined for the analysis. 
The set of data was then subjected to investigation as to whether it 
comprised the missing or noised data in some of its parameters. There was 
no data of the kind in the set of data examined. 
This modified set of data produces the input set of data for further 
progress in the process of knowledge discovery in databases. 
4.4 Data mining 
Preparations for this specific analysis were finished. The next step in 
the process of knowledge discovery in databases is data mining. 
After data modification and transformation an overview of the data 
analyzed was obtained. The STATISTICA Data Miner provides an 
„Interactive Drill Down Tool“, which produced this overview. It allows the 
development of simple 2D histograms of particular attributes and even 3D 
histograms for the simultaneous projection of an analyzed attributes couple, 
and then the basic information on the data analyzed, e.g. maximum and 
minimum values of particular attributes, average values, standard deviation, 
etc. The Interactive Drill Down Tool provides access to lower submerged 
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levels, and hence the user can obtain a better overview of the particular data 
analyzed. 
 
Fig. 14 Interactive Drill Down Tool 
This possibility was utilized in order to develop the first view of the 
data analyzed. At this level, the values arrangement for the particular 
attributes analyzed were found, e.g. their minimum and maximum values, 
dispersion of values, etc. This facilitated the advancement of the 
investigation. 
To identify the data influencing the particular parameters monitored, 
„Feature selection and Variable screening“ model was utilized. This can 
identify and project the dependence of the particular parameters analyzed. 
Considering the results achieved for the particular parameters 
analyzed, the parameters having the most significant influence on the 
parameters in question were identified. The size of individual production 
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batches have always had the most influence on the three parameters 
analyzed. The following analysis is dealing with these parameters. 
 
Fig. 15  Identification of dependences – Feature selection and Variable 
screening 
The STATISTICA Data Miner application in version 9.1 provides two 
basic possibilities to develop a data-mining model, i.e. the use of Data 
Miner Recipes or Data Miner Workspace. 
Data Miner Recipes provides the development of a data-mining model 
via a graphical guide. It also provides means to prepare the analyzed data, 
which can be further analyzed via the five basic mining models used by 
Classification and Regression Trees, Random Forest, Boosted Trees, Neural 
Networks and SVM (Support Vector Machines). It is possible to modify the 
particular model’s parameters, and hence adjust them to the specific subject 
matter researched. Data Miner Recipes provide the projection of results 
obtained from the particular models in graphical, text or numerical modes. 
 
 
59
The Data Miner Workspace affords the analyst even more possibilities 
in the mining model development. The analyst can select from more data 
resources, and then precisely specify the modification, cleaning and 
transformation of input data. The user can also select from a range of data 
mining methods and techniques, and other possibilities in the visualization 
and analysis of the achieved results. It is useful to utilize Data Miner 
Workspace for deeper and more complex data analyses. The variety of the 
possibilities in data mining model development offered provides the analyst 
with more data analysis possibilities as well as with more obtained results 
analysis. 
In both cases the models developed can be saved and used again for 
the analysis of another data set. The selection depends on the type of the 
investigated problem and the proposed solution methods. 
In this case both possibilities for the analysis were utilized. 
Analysis of production process parameters influence on production 
devices utilization 
For the analysis of the production process parameters influence the 
Data Miner Recipes tool was first utilized. The use of the tool is suitable 
also for the less experienced users if the STATISTICA Data Miner 
application, since it provides a rich graphical interface that contains the 
basic components of the data mining process. It also helps the user to keep 
the sequence of the process steps (selection of input data set, modification, 
cleaning and transformation of the data set, data mining and verification of 
the model developed as well as the overview of the achieved results). At the 
same time, it provides the user with all necessary information on the 
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specific activities needed in each process phase. It is appropriate to use the 
tool as a first step before the development of the complex data-mining 
model, so as to verify the suitability of using the provided models for the 
input data set. 
A modified data set recorded from the information system database 
was used as the input data set, and it was complemented by the calculated 
flow times of individual production batches. It was not necessary to modify 
such a modified data set any further, and the definition of data mining 
process could be directly advanced to. 
 
Fig. 16 Data Miner Recipes – Production devices utilization 
All standard data mining models, provided by the Data Miner Recipes 
tool, were used for the input data analysis. Each model was modified 
according to the specific requirements of the analyzed problem and all other 
essential parameters of the data mining process were also determined. 
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After the data mining process ended, the Data Miner Recipes tool 
provided the results independently for all of the selected mining models. 
The results achieved were saved in a new „Workbook – Results” file for 
future detailed analyses. However, the Data Miner Recipes tool provides 
only a limited amount of output results of the mining process. The overview 
of the results achieved can be seen in the following figure. 
 
Fig. 17 Results from Data Miner Recipes tool 
The use of Data Miner Recipes does not provide a larger amount of 
more detailed results of the mining process, nor does it provide the 
definition of particular mining models. To conduct a more detailed and 
precise analysis Data Miner Workspace tool was utilized. 
The proposed data-mining model in Data Miner Workspace tool was 
executed in the following three steps: 
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 data set selection serving as an input data set for the data mining process, 
 modification and transformation of the selected data set, 
 selection, definition and modification of the necessary parameters of 
particular data mining methods and techniques. 
For the selection of the data set the modified and transformed set 
modified previously in the process was considered. The proposed model 
also utilized the possibilities provided by the model and the data was tested 
for missing values, values arrangement. A search for extreme values in the 
data was conducted and then the modification, arrangement and final 
transformation were completed. This modified and transformed data set 
served as the input data set for the data mining process. 
 
Fig. 18 Proposed model in Data Miner tool 
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The selection of data mining methods and techniques was the next step 
in the development of the data-mining model. The following data mining 
methods and techniques were included in the proposed model: 
 STATISTICA Automated Neural Network Regression – Custom Neural 
Network, 
 STATISTICA Automated Neural Network Regression – Automated 
Network Search, 
 Generalized K-Means Cluster Analysis, 
 MARSplines, 
 SVM (Support Vector Machines). 
The capacity to modify the individually used methods is an advantage 
of using the Data Miner tool. To define the model’s particular parts 
STATISTICA Data Miner application utilizes STATISTICA Visual Basic 
programming language, which is a modification of Microsoft Visual Basic 
programming language. This capacity was used by several methods where it 
was not possible to set some of the specific properties via the graphical 
interface, and it was necessary to directly intervene in the resource code of 
the method used. This modified method was saved in user methods and later 
on used for other analyze issues. 
The particular parts of the data-mining model were connected to 
functional units. To make a functional model, it was necessary to connect 
the input data resource to individual modules determined for the processing 
and modification of the set of data. Each module developed a modified data 
set. Data connected with the following module was determined for the data 
set modification. The resulting modified data set was connected to 
 
 
64
individual data-mining methods. This prepared and modified data-mining 
model was set for further activities. 
 
Fig. 19 Fragment of used neural network resource code  
After the data-mining model development the process of data mining 
began. After the initiation of the process the outcome reports for every 
employed data-mining method or technique were created. The reports were 
saved in the Workbook for subsequent detailed analyses. Individual reports 
consisted of text or numerical outcomes in the form of summary 
information on the executed process in the particular method, or of partial 
information on specific parts of the model or graphical outcome in graphs, 
e.g. histograms, mean graphs, Box and Whisker Graphs, etc. The format 
and type of individual outcome reports depended on the specific data 
mining method or technique. 
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Fig. 20 Histogram of production devices utilization in dependence on the 
production batch size 
 
Fig. 21 Relation of production batch size and production devices utilization 
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Fig. 22 Results of proposed neural network 
 
Fig. 23 Results of proposed data mining model for production devices 
utilization 
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Similarly, new data-mining models for other defined objectives were 
developed – the analysis of production process parameter influence on 
production batch flow times, as well as the analysis of the production 
process parameters influence on the number of manufactured products. All 
of the reports for each data-mining model were again independently saved 
in the Workbook. Once this work was completed, the analysis of the 
achieved results began. 
4.5 Evaluation of discovered knowledge 
The results were evaluated with respect to the data-mining outcome 
reports on particular data-mining methods and techniques. The evaluation 
was carried out independently of defined objectives. The results are 
discussed below. 
Analysis of production process parameters influence on production 
devices utilization 
The following knowledge is based on the results of the data mining 
model developed for the analysis. To ensure the increase of production 
device utilization it was necessary to select the following sizes of individual 
production batches: 
 production batch size of Product 1 is six products in one production batch, 
 production batch size of Product 2 is four products in a production batch, 
 production batch size of Product 3 is five products in a production batch. 
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Analysis of production process parameters influence on flow times                      
of production batches 
The following knowledge is based on the results of the other data 
mining model developed for the analysis. To ensure the reduction of flow 
time the following production batch sizes are suitable: 
 production batch size of Product 1 is one product in one production batch, 
 production batch size of Product 2 is two products in a production batch, 
 production batch size of Product 3 is two products in a production batch. 
Analysis of production process parameters influence on number                         
of manufactured products 
The third data-mining model focused on the production process 
parameters and produced the following knowledge. To ensure the increase 
of the quantity of manufactured products, it is necessary to set up the sizes 
of the production batches as follows: 
 production batch size of Product 1 is four products in a production batch, 
 production batch size of Product 2 is five products in a production batch, 
 production batch size of Product 3 is three products in a production batch. 
To verify whether the discovered knowledge ensured the defined 
objectives, it is necessary to verify their correctness on the proposed 
simulation model of the production system. 
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5. DISCOVERED KNOWLEDGE APPLICATION                             
IN THE PRODUCTION SYSTEM 
To verify the discovered knowledge in applying the process of 
knowledge discovery in databases to the achieved results in the production 
system simulation model, the discovered knowledge in the proposed 
simulation model was applied. The objective was the acquisition of results 
from the modified production process and to compare them with the 
knowledge acquired in previous stages of the process. 
In all cases the production process parameters were modified 
according to the knowledge obtained. The length of production process 
simulation was 30 days as was also the case in the previous simulation. 
Analysis of production process parameters influence on production 
devices utilization 
The sizes of production batches were set as follows: 
 production batch size of Product 1 – 6 products in a production batch, 
 production batch size of Product 2 – 4 products in a production batch, 
 production batch size of Product 3 – 5 products in a production batch. 
By modifying the production batch sizes it resulted in the change of 
the parameter required – production device utilization. The overall 
utilization of production devices rose from the original 73.31% to a new 
value of 90.37%. The discovered knowledge in the data-mining model was 
verified and by changing production batches sizes the utilization of 
production devices was increased. 
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The results acquired in the simulation were processed and are 
illustrated in the following figure. 
 
Fig. 24 Results of simulation model in 1st analysis 
At the same time, two other production process parameters changed. 
The number of manufactured products decreased and the average flow time 
increased. In contrast to the aforementioned improvement in the production 
devices utilization, the result of the change of these two parameters is 
a negative since both parameters worsened. 
Analysis of production process parameters influence on flow times                   
of production batches 
The sizes of production batches were set as follows: 
 production batch size of Product 1 – one product in a production batch, 
 production batch size of Product 2 – two products in a production batch, 
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 production batch size of Product 3 – two products in a production batch. 
The results acquired in the simulation were processed and are 
illustrated in the following figure. 
 
Fig. 25 Results achieved in 2nd analysis simulation model  
By applying new production batches sizes the improvement of the 
monitored parameter – average flow time was achieved. The average flow 
time shortened from the original 1329 seconds to 1078 seconds. This case 
proved that the discovered knowledge in the data-mining model contributed 
to the improvement of the analyzed parameter. 
As in the first case, in this case the change of other production process 
parameters occurred. The overall number of manufactured products 
decreased by 5% and the production devices utilization fell by more than 
6%. 
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Analysis of production process parameters influence on number                       
of manufactured products 
The sizes of production batches were set as follows: 
 production batch size of Product 1 – four products in a production batch, 
 production batch size of Product 2 – five products in a production batch, 
 production batch size of Product 3 – three products in a production batch, 
The results acquired in the simulation were processed and are 
illustrated in the following figure. 
 
Fig. 26 Results achieved in 3rd analysis simulation model 
By changing production batch sizes the improvement of the monitored 
parameter – the number of manufactured products was observed. The 
number of manufactured products rose from original 8746 pieces to 9891 
pieces. As in previous cases, this case proved that the discovered knowledge 
in the data  mining model contributed to the improvement of the production 
process parameter analyzed. 
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Similarly, it also led to the change of two other monitored parameters. 
The average flow time rose from original flow time and the utilization of 
production devices decreased as well. Both parameters worsened. 
Discovered knowledge evaluation 
The verification of knowledge discovered in previous analyses 
resulted in proving their accuracy. In all three cases to the improvement of 
the production process parameter occurred. 
At the same time, in all cases the worsening of the other monitored 
production process parameters was observed. Regarding the achieved 
results in particular analyses, another analysis was carried out. This analysis 
focused on the influence of particular production batch sizes on all three 
simultaneously monitored parameters – total flow time, number of 
manufactured products and production devices utilization. 
Therefore a new data-mining model was proposed. The input set of 
data was the same as in the previous analyses. However, given the 
objective, the data mining model structure was changed. The selection of 
data mining methods and techniques corresponded to the methods and 
techniques verified in data mining models of the previous analyses. The 
proposed model included the following data mining methods and 
techniques: 
 STATISTICA Automated Neural Network Regression – Custom Neural 
Network, 
 STATISTICA Automated Neural Network Regression – Automated 
Network Search, 
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 STATISTICA Automated Neural Network Classification – Custom 
Neural Network, 
 Generalized K-Means Cluster Analysis, 
 Generalized EM Cluster Analysis, 
 Generalized Additive Models, 
 Standard Regression Trees (Classification and Regression Tree), 
 Standard Regression CHAID, 
 MARSplines, 
 SVM (Support Vector Machines). 
 
Fig. 27 Proposed model in Data Miner tool 
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The achieved results produced the following knowledge. To be able to 
modify the production process so that it does not result in the improvement 
of only one parameter and in the worsening of other production process 
parameters, it is necessary to select the following sizes of production 
batches for the particular products: 
 production batch size of Product 1 is four products, 
 production batch size of Product 2 is three products, 
 production batch size of Product 3 is five products. 
With respect to the knowledge discovered, the sizes of individual 
production batches in the simulation model were modified and another 
simulation was conducted so as to verify the findings. The results acquired 
in the simulation were processed and are illustrated in the following figure. 
 
Fig. 28 Results achieved in 4th analysis simulation model 
With respect to the results achieved in the simulation model the 
improvement of all three production process parameters was observed. In 
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comparison to the results obtained in the analysis of individual production 
parameters, the improvement is not very significant. Nevertheless, the other 
monitored production process parameters did not worsen. Similarly, and as 
in previous cases, the analysis proved that the discovered knowledge 
contributed to the improvement of the analyzed production process 
parameters. 
Discovered knowledge led to production process improvement and via 
their help the defined objectives were achieved. In some cases, the 
worsening of other production process parameters occurred. Therefore, it is 
necessary to determine the priorities of the particular objectives and with 
these in mind decide how the process of knowledge discovery in databases 
will be applied to the production process and which of the production 
process parameters will be monitored and processed. 
Considering the fact that it is not possible to determine generally valid 
priorities for the particular objectives of the production process analysis, it 
is necessary to individually approach each specific case. If, for instance, it is 
necessary to produce a larger amount of products in a short time interval, it 
is necessary to assign this parameter a higher priority in the analysis. As a 
result this the discovery of knowledge is ensured and based on this the 
production process is modified so that the number of manufactured products 
is increased, even if this means that some of the other production process 
parameters worsen at the same time. 
The determination of priorities in production process analyses is a very 
important component. It influences specific steps of the process of 
knowledge discovery in databases and hence also the knowledge 
discovered. 
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6. METHODOLOGY PROPOSAL OF A DATA MINING 
PROCESS IN INDUSTRY TO IMPROVE CONTROL 
The methodology is generally determined and facilitates the processes 
in the specific environment, while at the same time it also determines the 
rules, conditions and factors for decisions. In this Chapter we evaluate the 
knowledge acquired so far, experience from previous research and propose 
a methodology that describes the data mining application in industry in 
detail. 
 
Fig. 29 Application methodology of data mining in industry 
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Problem definition 
The defining of the problem is the important first step in the 
implementation of data mining. In the beginning it is necessary to determine 
the basic objective as well as partial objectives to be solved by the process 
of knowledge discovery in databases. These can be problems such as 
making the production process more efficient, the discovery of new 
knowledge in the production process, the identification of possible problems 
of the production process, making the production devices utilization more 
efficient, the reduction of production costs, etc. Some of the objectives can 
be contradictory, e.g. maximization of production device utilization and 
minimization in process production. It is therefore essential to define the 
priorities of the particular objectives. With respect to the objectives and 
priorities it is possible to elaborate further procedure. 
To enhance the discovered knowledge in the production process data 
can be included, which is not directly acquired from the production system 
in the process. If the company has its own company information system, 
comprising, for example, data on employees, suppliers, customers and their 
orders, monitoring of customers’ and suppliers’ liabilities, production 
process planning, etc., it can use this data. From the data saved in the 
company information system it is possible to discover new behavioral 
knowledge and hence better prediction of future behaviours, e.g. trends 
development in products ordering, etc. 
The defined objectives determine the subsequent steps – selecting 
a suitable tool for data mining and modifying the production system 
appropriately so that it can collect the necessary data and so on. 
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Selection of suitable data mining tool 
Tool selection will reflect the defined data mining objectives. Their 
determination is based in the basic requirements of the „mining“ tool. 
Particular tools differ from one another in parameters, offered data mining 
methods and techniques, ways of discovered knowledge display and last but 
not least, the means of proliferation of the tool. 
Some tools are quite narrowly specialized so as to solve a smaller set 
of problems and comprise a limited set of data mining methods and 
techniques. They can be used when the objectives determined and their 
investigation is more tools oriented and can cover the whole subject matter 
under analysis. It is also possible to utilize the combination of more tools to 
solve the partial problems. However, it is more demanding in terms of tool 
operation and input data format and modification because the input data 
formats for a particular tool can differ (e.g. various data unification forms, 
incapacity to cooperate with a data warehouse, inability to access the data in 
specific RDBMS types, etc.). 
Price availability of the tool is another important criterion in tool 
selection. It is possible to obtain without monetary cost downloadable tools 
such as Weka  (65) or TANAGRA  (61) that contain many data mining 
methods and techniques, etc. Nevertheless, the majority of non-commercial 
tools are oriented to the solution of a smaller number of specific problems, 
and therefore they include a limited number of basic data mining methods 
and techniques. The other possibility is to utilize the commercially available 
tools providing a larger number of data mining methods and techniques than 
the non-commercial tools. They can be integrated with the widely used 
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RDBMS, or even possibly with data warehouses. They also provide the 
tools for data pre-preparation and transformation, results visualization, etc. 
At this stage of the tool selection it is necessary to consider the subject 
matter under investigation, its extent, as well as the further possible 
utilization of the mining tool for other company problems. 
After the results of this stage are considered, it is possible to change 
the production process and data modification so that they can be collected 
and analyzed. 
Production system modification for required data collection 
In order to work with the production system data, the production 
system must be able to produce, save and in a suitable format and make the 
data on its activities available. These properties are not suitable to all 
commonly used production devices. If the production device does not allow 
production data collection, a module for collecting the production data and 
ensuring that it is saved can be added to the production device. More 
straightforward devices are capable of acquiring and processes at a 
minimum basic data, such as bar code readers, industrial cameras or optical 
sensor gates. To ensure that the scanning and saving of a larger amount of 
data can be used e.g. intelligent conveyor belts or palettes, RFID (Radio 
Frequency Identification) codes readers, PLC (Programmable Logic 
Controller) devices, etc. can be employed. 
For some production devices it is not possible to apply the 
complementary device for production data collection and saving. It is thus 
necessary to ensure the production data is recorded, for example, by an 
employee operating the production device. 
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Newer production devices, such as NC (Numerical Control) and CNC 
(Computer Numerical Controlled) devices, service robots and manipulators, 
devices with OPC (OLE for Process Control) architecture and so on, already 
have their own modules for production data collection and saving. In this 
case it should only what data and in which format will be collected and how 
they will be made available in the production database should be modified. 
Modification of data acquired in company database 
Data acquired in company database should be appropriately modified. 
If all of the necessary data is found in one database, then the modifications 
are simple and only result in the modification of a format, the changing of 
some definitions, the unification of some parameter values, or the 
aggregation of some values can be carried out. 
If the data is taken from multiple data sources, such as relational or file 
databases, text files, etc., then besides basic modifications other 
modifications have to be executed as well. Common elements in different 
data sources have to unambiguously identified, their names unified and the 
exact rules for their valid identification defined. 
Noised and inconsistent data then have to be removed and data 
significantly different from others in their value identified, etc. 
Identification of significantly different data (so called outliers) must be 
properly investigated. It can be random data, whose extreme value was 
caused, for example, by a mistake in setting. However, it can be important 
values caused, for example, by an over-standard order. Therefore, the origin 
of these values has to be identified and whether or not they will be included 
in the used data set or eliminated must be decided upon. 
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The result of this step directly influences the quality of further steps. 
Modification of data acquired in production system 
As in the case of the modification of data acquired from company 
information system, the data acquired from a production system has to be 
properly modified. The modification is similar as in the previous case. 
There can be issues with the missing data. This could be due to the 
connection failure between the production device and database, or missing 
data in the production devices where the data cannot be collected, etc. It is 
necessary to deal with this issue – the missing data from temporary 
connection failure between the production device and database due to a 
collection system failure, or network connection failure caused, etc. can be 
complemented via the generation of similar data. Some data mining tools 
include a module that considers the data produced in the course of operation 
can generate missing data as well. They also respect the same production 
device and production process setups. The addition of medium values, or 
the most probable value, constant, or possibly a smaller amount of manually 
missing data represents another possibility. 
If it is not possible to sufficiently complement the missing data with 
suitable data, then the issue in data mining and especially in the evaluation 
of the results achieved has to be considered. 
Data transformation 
In this process stage the data acquired in the production process and 
the data acquired in the company information system was merged. Their 
formats, names, etc. need to be unified in previous stages. If unification did 
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not occur in the previous stage then it needs to be carried out now. It is 
essential from the perspective of accurate identification not only in the 
course of the data mining process itself, but also for the unambiguous 
identification in the evaluation of discovered knowledge. Then redundant 
data in the production system and company database has to be eliminated. 
If the data mining method or proposed technique does not have to 
operate within the entire set of data, it is now possible to select a suitable 
subset of data to be used in the process. The used set of data with respect to 
the time interval can also be limited e.g. to the data of the last week, month, 
year, etc. 
This transformation should be conducted with respect to the defined 
objectives and assumed methods and techniques that will be utilized in the 
process as well as with respect to the data-mining tool employed. 
Building data warehouse 
In practice one case often occurs – the specific data is saved in 
multiple databases. They can be independent databases administered by the 
same RDBMS, however, in many cases these databases are controlled by 
different RDBMS, or possibly the necessary data is in other forms, e.g. text 
files, MS Excel Program files, etc. In such cases, the process of data 
modification is much more complex. As a result there has to be a proposed 
mutual connection of independent data resources, which identify proper 
data, modify the format, unify data types of particular attributes, etc. 
For the most part, the process leads to the construction of a new data 
depository in which the modified data will be saved. Typically it is a data 
warehouse representing a suitable place for data placing and saving. Data 
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warehouses allow the accumulation and consolidation of analyzed data from 
relational databases of various RDBMS as well as from other resources, 
such as file databases, text files, etc. A retained history of saved data as well 
as their transparency and simple availability when operating with saved data 
is an advantage of using the data warehouses  (20), (24), (34), (41). 
Data can be suitably modified before being saved in the data 
warehouse. It is possible to modify the formats, unify the names, modify the 
same data aggregated from various resources, etc. Such modified data can 
be utilized in further applications of the process of knowledge discovery in 
databases. 
The organization can utilize the data warehouse not only in applying 
the process of knowledge discovery in databases but also for other 
operational needs, or analyses of decisions as well as of a part of managerial 
systems, etc. 
Data mining 
Data mining represents the key step of the process. Regarding the 
objectives defined it is possible to build a model and apply relevant data 
mining methods and techniques to the model to acquire patterns of analyzed 
data. 
Some methods and techniques require training and the verification of 
data set serving for learning, e.g. training and verification of a neural 
network and then apply this learned and verified neural network to selected 
data. 
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Data mining methods and techniques used are selected according to 
their application. Subsequently, the patterns achieved will be analyzed in 
detail. 
Interpretation of discovered knowledge 
Patterns achieved in the previous stages have to be analyzed and 
evaluated. Considering the objectives defined, not all the results achieved 
need to represent interesting and useful knowledge. Their correct evaluation 
is essential so that the analyst evaluating them has experience not only in 
the application and evaluation of the process, but also in the analyzed 
production system and activities running in related organization. 
If the knowledge discovered is not interesting or useful enough, or 
when the discovered knowledge is unexpectedly useful, it is possible to 
return to previous steps and conduct process iteration. By returning to data 
mining it is possible to modify the data mining parameters or utilize another 
data mining method or technique. Also, it is possible return to the data 
transformation and modify this aspect of the process. Sometimes it is even 
necessary to return to the data selection and to modify the input data. These 
steps can lead to the discovery of new, interesting and useful knowledge or 
possibly a better comprehension of knowledge acquired in previous process 
iterations. Iterations can be carried out until the analyst is satisfied with the 
discovered knowledge in respect to the defined objectives. 
The task of the analyst is to transform the discovered knowledge into 
specific solutions applicable to the production system. 
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Application of discovered knowledge in simulation model 
The application of discovered knowledge in the real process is 
frequently accompanied b a certain risk. The risk means that the knowledge 
discovered is always connected with a certain level of probability. 
Therefore, if possible, it is useful to verify the executed modifications and 
changes on a simulated model of a production process. In contrast to using 
it in a real process, the use of a production process simulation model also 
brings another advantage – significant time factor elimination. To verify 
some new solutions the specific time in which the proposed new solution 
appears is needed and the use of the simulation model can shorten the time 
significantly. 
Nowadays, there are many simulation tools that allow the construction 
of a simulation model and the evaluation of the results achieved, e.g. 
Witness by Lanner Group Company, Inc., Arena by Optimization 
Technologies Company, Inc., Simul8 by Visual Thinking International 
Company, Ltd., AutoMod by AutoSimulations Company, Inc., ProModel by 
ProModel Company Corp., etc. (71). 
Firstly, the proposed simulation model has to be verified via the 
original production system setup. These results can be compared to the 
results produced by a real production system and thus discover to what 
extent the simulation model proposed corresponds with a real production 
system. Only then it is possible to apply the changes based on the 
discovered knowledge and proposed solutions. 
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Evaluation of results acquired from simulation model 
Results acquired from simulation model can be compared to the results 
assumed with respect to the discovered knowledge. Based on these 
analyzes, it is possible to see how the changes are reflected and that they 
met defined objectives. If the results achieved do not correspond with the 
anticipated results, it is possible to execute certain changes in previous steps 
so as to improve the whole process. If the results achieved correspond with 
the anticipated results and meet the determined objectives, they can be 
applied in a real production system. 
In the analysis of the achieved results it is necessary to take into 
account that the results are achieved from a simulation model extent to 
which the model corresponds with a real production system. 
Application of knowledge discovered in production system 
The application of acquired knowledge or proposed solutions in the 
production system is the last step in the application of data mining. The 
implementation of this stage can be carried out when the analyst is 
sufficiently satisfied with discovered knowledge, especially with respect to 
the defined objectives, and he is confident that the discovered knowledge 
and proposed solutions could be suitably applied to a real production 
system. 
Evaluation of results acquired in production system 
In contrast to the application of knowledge and solutions to the 
simulation model, in the application a longer time interval is required in the 
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production system, so that the real contribution of the solution acquired can 
be evaluated. 
The results can be compared to assumed results. With respect to these 
analyses it is possible to discover how the executed changes have appeared 
and whether the determined objectives have been met. If the results 
achieved do not correspond with the anticipated results, it is possible to 
implement certain changes in the previous steps so as to improve the 
process or to discover new knowledge in the production system. 
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7. CONCLUSION 
This scientific monograph aims at proposing a suitable application 
process of knowledge discovery in databases in industry. The entire process 
was divided into several distinct stages. 
In first stage the problems to be solved via the knowledge discovery in 
databases were identified (Chapter 2). The problems specifically depend on 
the field the process is applied in. There the most frequent problems 
encountered in the application of the process of knowledge discovery in 
databases in industry are also identified. 
The next stage concerns the analysis of production process data 
(Chapter 4). In this Chapter it was argued that it should be based on defined 
objectives. Regarding the defined objectives the selection of a suitable KDD 
tool, methods and techniques helpful in the investigation are also 
mentioned. Data acquired in the proposed simulation model of production 
system (Chapter 3.1) and placed in the proposed relational database 
(Chapter 3.2) were analyzed via STATISTICA Data Miner, KDD tool. It 
was utilized since it sufficiently covers the entire process of knowledge 
discovery in databases from the access to data sources, through their 
modification, the data mining itself and right up to the visualization of the 
results achieved. Several data mining models were developed in which the 
data mining methods and techniques were applied in conjunction with 
analyzed input data and the subject matter investigated. The discovered 
knowledge was applied in the next stage. 
To be able to discern to what extent the knowledge is interesting and 
useful, it was applied to the production system whose data served as input 
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data to the process of knowledge discovery in databases. In this stage the 
discovered knowledge to the proposed simulation model of production 
system are applied (Chapter 5). The proposed simulation model was 
modified on the basis of discovered knowledge. After the application the 
achieved results were compared to the achieved results by the production 
system before the application of knowledge concerned. The achieved results 
proved that the discovered knowledge is useful and the modified simulation 
model had the assumed behaviour. 
The proposal of the methodology of the process of knowledge 
discovery in databases in industry was the final stage of the monograph 
(Chapter 6). The proposed methodology provides particular steps of this 
processes’ implementation. The methodology can help identify individual 
requirements and potential problems in the process, which can occur in the 
course of its application in industry. 
7.1 Monograph contributions 
The main contributions of the monograph can be summarized as 
follows: 
 The identification of basic problems resolvable via the process of 
knowledge discovery in databases in industry, 
 The application of the process of knowledge discovery in databases to the 
production process and new knowledge discovery on the process 
analyzes, evaluation of discovered knowledge and their subsequent 
application to the production process to verify the knowledge discovered, 
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 A methodology proposal of the process of knowledge discovery in 
databases in industry to improve control. 
The application of the process of knowledge discovery in databases 
can help in the identification of the influence of production parameters on 
the production process and subsequent production process optimization. It 
was utilized in the expectation of malfunctions, emergencies or states, 
which can negatively influence the production process, and hence to 
discover knowledge helpful in the control of the process concerned. In the 
field of prediction, it was used also for the prediction of preventive 
checkups of production devices, or for production process costs, 
organization customers’ behaviour, etc. 
In the implementation of the process of knowledge discovery in 
databases into the production systems control can be improved through the 
following: inserting knowledge in the production system, better 
understanding the controlled system, and obtaining new and interesting 
knowledge predicting future behaviour of the production system. 
Newly discovered knowledge can help managers in their decisions. 
7.2 Future development prospects 
The monograph mainly dealt with the data typically produced by the 
common production systems. Currently it is increasingly possible to deal 
with the integration of production databases with databases, which contain 
mainly business data organization. The data acquired in the production and 
business databases can provide new sources of potential knowledge. They 
can help understand the analyzed subject matter better as well as provide 
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new knowledge. The proposed model can be enhanced, for example, by the 
prediction of and organization of customer behaviour. With respect to the 
data saved in the company information system, it is possible to obtain new 
knowledge about their behaviour and permit further prediction of the 
development of behaviours such as trends development in products 
ordering, etc. 
If the sources of data are built by various data sources such 
as relational databases, file databases, or possibly text files, it is possible to 
utilize data warehouses in the process of knowledge discovery in databases. 
The data warehouse allows the integration of the data from various sources 
into one place. Before saving in the data warehouse, the data can be suitably 
modified, e.g. by the unification of attribute values, transformation and 
modification of data formats, etc. This provides further advantages in 
applying the process of knowledge discovery in databases for such 
a modified set of input data. 
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