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Recent Developments in Multidimensional 
Multirate Systems 
Tsuhan Chen, Stude,qt Member, IEEE, and P .  P .  Vaidyanathan, Fellow, IEEE 
Abstract-Multidimensional (MD) multirake systems, which 
find applications in the coding and compression of image and 
video data, have recently attracted much attention. The basic 
building blocks in an MD multirate system itre the decimation 
matrix M, the expansion matrix L, and MD digital filters. With 
D denoting the number of dimensions, M :and L are D X D 
nonsingular integer matrices. When these matrices are diagonal, 
most of the one-dimensional (1-D) multirate results can be 
extended automatically, using separable approaches (i.e., sepa- 
rable operations in each dimension). Separable approaches are 
commonly used in practice due to their low complexity in imple- 
mentation. However, nonseparable operations, with respect to 
nondiagonal decimation and expansion matrices, often provide 
more flexibility and better performance. Several applications, 
such as the conversion between progressive and interlaced video 
signals, actually require the use of nonseparable operations. For 
the nonseparable case, extensions of 1-D results to the MD case 
are nontrivial. Some of these extensions, e.g., polyphase decom- 
position and maximally decimated perfect reconstruction sys- 
tems, have already been successfully accomplished by some 
authors. However, there exist several 1-D results in multirate 
processing for which the MD extensions are even more difficult. 
In this paper, we will introduce some recent developments in 
these extensions. Some important results are: the design of 
nonseparable MD decimation / interpolation filters derived from 
1-D filters, the generalized pseudocirculant property of alias-free 
maximally decimated filter banks, the commutativity of MD 
decimators and expanders, and applications in the efficient 
polyphase implementation of MD rational decimation systems. 
We will also introduce several other results of theoretical impor- 
tance. 
I. INTRODUCTION 
OR the one-dimensional (1-D) case, multirate tech- F niques allow the sampling rate in a system to vary 
from point to point. The basic building blocks are decima- 
tors and expanders (also referred to as downsamplers and 
upsamplers, respectively) [ 11-[31. A typical application of 
1-D multirate systems is the subband coding of speech [4], 
[5] and music [6]. For a recent review of 1-D multirate 
signal processing, see 131. 
Recently, these multirate ideas have been extended to 
two- and higher-dimensional systems by a number of 
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authors [7]-[43]. Multidimensional (MD) multirate sys- 
tems find applications in the coding and compression of 
image and video data [81, [lo], [121, [201, [301, [351, in 
sampling format conversions between various video stan- 
dards [7], [9], high-definition television (HDTV) systems 
[21], [241, [441, and so on. Central to these systems is the 
idea of lattices [45], [46], which is closely related to the 
concepts of MD generalized sampling [47], decimation, 
and expansion. 
An excellent review of MD multirate systems, including 
key notations and concepts, is given in [26]. Appendix I 
also provides a summary of these. The key building blocks 
in MD multirate systems are the decimation matrix M and 
the expansion matrix L. With D denoting the number of 
dimensions, these are D X D nonsingular integer matri- 
ces. When these matrices are diagonal, most of the 1-D 
results can be automatically extended by performing oper- 
ations in each dimension separately. However, for the 
nondiagonal case, these extensions are nontrivial and re- 
quire more complicated notations and matrix operations. 
Some of these extensions, e.g., polyphase decomposition 
and maximally decimated perfect-reconstruction (PR) sys- 
tems, have already been successfully made by some au- 
thors [SI, [ll],  [131-[15], [HI, [23], [26]. A summary of 
these results can be found in [40, ch. 121. In particular, 
[19] and [37] used the McClellan transform to derive MD 
analysis/synthesis filter banks starting from 1-D linear- 
phase filter banks. Also, [34] extended the relation be- 
tween multirate filter banks and the discrete wavelet 
transform to the MD case. However, there still exist 
several 1-D results in multirate processing for which the 
multidimensional extensions are even more difficult. In 
this paper, we will introduce some recent developments in 
these extensions. 
A. Advantages of Nonseparable Operations 
In practice, separable operations are mostly used be- 
cause of their low implementation complexity. However, 
nonseparable operations with respect to nondiagonal dec- 
imation/expansion matrices are also very important from 
both theoretical and practical points of view. Nonsepara- 
ble operations, which include separable operations as a 
special case, offer more flexibility and better performance 
and are required in some applications. 
As an example, consider the subband coding scheme, 
where we want to separate a signal into a number of 
subbands, with each subband corresponding to signal 
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components in a certain frequency band. These subband 
signals are then decimated and quantized. Consider the 
case where we want to separate a two-dimensional (2-D) 
image into two parts, the “low”-frequency band and the 
“high”-frequency band. Suppose only separable opera- 
tions (separable filtering) are allowed. We can split the 
signal into two bands with respect to either the horizontal 
frequency wo or the vertical frequency w l ,  as shown in 
Fig. l(a) and (b). However, if nonseparable operations 
(nonseparable filters) are used, we can split the image as 
in Fig. l(c), where the center square represents the low- 
frequency band and the rest represents the high-frequency 
band. We see that the low-frequency band in Fig. l(c) is 
more desirable for this purpose, while those in Fig. l(a) 
and (b) are elongated either in wo or wl. This shows 
the flexibility offered by nonseparable operations. To get 
more “regular” subband supports (i.e., supports un- 
changed when wo and w1 are interchanged) when only 
separable filtering is allowed, we need to use the four-band 
splitting shown in Fig. l(d). 
For some applications, e.g., multiresolution signal de- 
composition [48], the frequency splitting is performed 
repeatedly on the low-frequency band, such that at each 
step the “resolution” of the resulting low-band signal is 
decreased by some factor. For example, if we start from 
Fig. l(c) (nonseparable) and repeatedly split the low-band 
signal using the same splitting, we get the frequency 
splitting in Fig. 2(a). On the other hand, if we start from 
Fig. l(a) and (b) (separable), we get the frequency split- 
ting in Fig. 3(a). Although both nonseparable and separa- 
ble approaches provide a resolution reduction factor of 
one half at each step, we see that Fig. 3(a) is less desirable 
because the subband supports are not as regular as those 
in Fig. 2(a). Of course, we can start from the separable 
four-band splitting in Fig. l(d) to get more regular sub- 
band supports, but in this case the resolution reduction 
factor at each step is one quarter, instead of one half. 
Nonseparable operations give better performance, too. 
Consider the application of subband coding again. With 
nonseparable operations, we can split an image in the 
frequency domain into nine subband signals (Fig. 2(a)). 
Since these subband signals are bandlimited, they can be 
decimated (see Section IX for more details) to keep the 
total number of samples unchanged. We then quantize 
these decimated signals according to their energy. (In 
practice, perceptual properties of the human visual system 
are also taken into account.) For example, since the 
energy of most real-world images tends to concentrate in 
the low-frequency region, we usually assign a larger num- 
ber of bits to a lower frequency band. By doing this, we 
reduce the data rate of images. These signals are then 
recombined to reconstruct the origina.1 image. Fig. 2(b) 
shows the reconstructed image of Lena, which has been 
quantized to 0.2021 bit/pixel. On the other hand, by using 
only separable filtering, we can obtain the splitting as in 
Fig. 3(a). For this case, the reconstruc1:ed image of Lena 
(quantized with the same bit rate, 0.2021 bit/pixel) is 








Fig. 1. Various splitting of 2-D signals: (a) and (b) are associated with 
separable operations, (c) is nonseparable, and (d) is separable four-band 
splitting. 
obtained by using nonseparable operations in this exam- 
ple. 
Remark: The purpose of the above example is only to 
compare the performance of separable operations and 
nonseparable operations. By using more complicated cod- 
ing schemes on the subband signals, e.g. vector quantiza- 
tion, adaptive bit allocation, etc., coded images with higher 
quality and lower bit rate can be obtained [241, [301, [381. 
However, those are not the main points of this example. 
For some applications, nonseparable operations are re- 
quired. The conversion between progressive and inter- 
laced video signals is one example [9], [21]. Progressive 
signals are obtained by sampling video signals on a rectan- 
gular lattice in the time-spatial(vertica1) domain, as shown 
in Fig. 4(a). On the other hand, interlaced signals are 
obtained by sampling on a nonseparable lattice shown in 
Fig. 4(b), which is also called the quincunx lattice. The 
conversion between these two kinds of signals can be 
achieved by expansion, filtering, and decimation. All of 
these require nonseparable operations. Another example 
is directional subband coding, where nondiagonal decima- 
tors and nonseparable filters are used to extract image 
components in different directions [35]. 
B. Notations 
Capital and lowercase boldfaced letters denote matrices 
and vectors, respectively. The symbol I, denotes the k X k 
identity matrix (with subscript often omitted). The nota- 
tions A’, A-’, and A-’ denote the transpose, the inverse, 
and the inverse transpose of A, respectively. The row and 
column indices typically begin at zero. With D denoting 
the number of dimensions, n = [no n,  ... is the 
“time”-domain index of MD discrete signals. For example, 
x(n) in the 2-D case represents an image. Note that all 
n,’s are integers. The symbol N denotes the set of all 
D X 1 integer vectors, so that n EN. The real vector 
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(b) (b) 
Nonseparable subband coding of the Lena image. (a) Frequency 
splitting. (b) The reconstructed image at 0 2021 bit/pixel. 
Fig. 3. Separable subband coding of the Lena image. (a) Frequency 
splitting. (b) The reconstructed image at 0.2021 bit/pixel. 
."lj ; : : ; .T$)! ! : ! of MD signals. For example, X , ( w )  represents the Fourier transform of x(n) and is defined as . . . .  . . . .  . 
(1) time time x,(o) = C x(n)e-j''rn 
(a) (b) o v Y  
if the summation converges. By definition, the Fourier 
transform of an MD signal has periodicity matrix 2n-I (an 
MD function f(x) is said to be periodic with periodicity 
matrix P if f(x + Pk) = f(x), Vk EN). The inverse Fourier 
transform is given by 
where [ a ,  b)D denotes the set of D X 1 real vectors x with 
components xi in the range a 5 x i  -: b. The complex 
vector z = [z,,  z1 z ~ _ ~ ] ~  is the variable of the z 
transform of MD signals. For example, the z transform of 
Fig. 4. Sampling lattices in the time-spatial domain for (a) progressive 
signals and (b) interlaced signals. 
x(n), where it converges, is given by 
X ( Z )  = x ( n ) z - " .  (3) 
n u  
A vector raised to a vector power, as in z -n  above, gives a 
scalar defined as 
(4) z n  A z0"u 2;' ... zpz{. 
Note that the subscript F is used to distinguish the 
Fourier transform from the z transform. It is clear that 
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X,(W) can be obtained by evaluating X(z) at zi = eJoi for 
i = O,..., D - 1, if it exists. 
C. Basic Building Blocks of MD Multirate Systems 
Decimation: The M-fold decimated version of x(n) is 
defined as y(n) = x(Mn), where M is a nonsingular inte- 
ger matrix called the decimation matrix. In the frequency 
domain, the relation is 
1 
YF(W) = - X,(M-‘(o - 27rk)) (5) 
J(M) k€4‘IMT) 
whereAMT) is the set of all integer vectors of the form 
MTx, x E [O, OD. Also, J(M) denotes ldet MI (absolute 
determinant of M), which is also equal to the number of 
elements in A M T )  or A M ) .  The z domain relation of 
decimation requires more involved notations [26]. Fortu- 
nately, for the theoretic derivations of MD multirate 
results, the frequency-domain relation shown above is 
usually enough. 
Expansion: For a nonsingular integer matrix L, the L- 
fold expanded version of x(n) is defined as 
In the above equation, LAT(L) (the lartice generated by L 
[91, [451, [461) denotes the set of all vectors of the form 
Lm, m EN. Clearly, the condition n E LAT(L) above is 
equivalent to L-’n EN. The matrix L is called the expan- 
sion matrix. The corresponding z domain relation of ex- 
pansion is 
Y ( z )  = X(z“). (7) 
The notation of a vector raised to a matrix power, as in zL 
above, is a D x 1 vector defined as 
(8) zp [zPO zPI ... ~ p D - 1 1 ~  
where pi is the ith column of P. In the frequency domain, 
the relation becomes 
YF(W) =xF(LTo). (9) 
Remark: In this paper, unless specified otherwise, M 
and L always denote D X D nonsingular integer matrices, 
with the above meanings. 
D. Scope and Outline 
The purpose of this paper is to review some of the 
fundamental and present some of the recent results in a 
comprehensive manner. Some of results reported here are 
new (Sections 111, IX, X) while some others have ap- 
peared in previous papers (Sections 11, IV-VIII). 
1) MD Multirate Filters Derived from I-D Filters (Section 
ZI): For the 1-D case, the input to a decimator is usually 
prefiltered by a so-called “decimation filter” to avoid 
aliasing. On the other hand, the expander is usually 
followed by an “interpolation filter” to isuppress the image 
components due to the expander. These are shown in Fig. 
5. For M-fold decimation/expansion, the decimation/in- 
~ 
119 
4 H ( 2 )  J u  + 
(a) 
(3) 
Fig. 5. One-dimensional (a) decimation system and (b) interpolation 
system. 
terpolation filter typically has passband in the range o E 
[ - T / M ,  7r /M)  [3]. For MD decimation and expansion 
such filters are also necessary, as indicated in Fig. 6. With 
M denoting the decimation/expansion matrix, these fil- 
ters typically have passband in the region 
w = T M - ~ x  x E [  -1, l )D.  (10) 
In the vector space of W, such region forms a paral- 
lelepiped. In the 2-D case, this region becomes a parallel- 
ogram defined by 
where Mi,’s are the elements of the 2 x 2 matrix M (as in 
[ll], [13], [22], [351). Fig. 7 shows this region for the case 
M = [ :  -:I. 
Clearly, when M is not diagonal, these filters are not 
separable. 
Both the design and implementation of nonseparable 
filters are more complex than those of separable filters 
[49]. In fact, the complexity grows exponentially with the 
number of dimensions D. Some authors have proposed 
efficient techniques for the design of some 2-D special 
filters, e.g., fan filters, diamond-shaped filters, and direc- 
tional filters, by starting from 1-D prototype filters [ill, 
[131, [161, [22], [35], [50]. Recently, a general method that 
works for an arbitrary number of dimensions and arbi- 
trary M has been presented in [25] and [41]. With this 
method, every filter having a parallelepiped-shaped pass- 
band region can be obtained by first designing an appro- 
priate 1-D prototype filter and then performing a simple 
transformation. MD filter analysis/synthesis filter banks 
can be designed, too. Hence, the design as well as imple- 
mentation complexity only grows linearly with the number 
of dimensions. In Section 11, we will outline this method. 
2) MD Maximally Decimated Filter Banks (Section HI): 
Fig. 8(a) shows a 1-D analysis/synthesis filter-bank sys- 
tem. Since the number of channels is equal to the decima- 
tion ratio M ,  this is also called the maximally decimated 
filter bank. Using polyphase decomposition and Noble 
identities [3], we can redraw this system as in Fig. 8(b). 
The elements in Uz) and R(z), denoted as E l , i ( ~ )  and 
Ri,,(z) ,  are the polyphase components of the analysis and 
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scale factor and/or a delay, i.e., y ( n )  = c o x ( n  - no)  for 
some integer no. The condition P(z) = I, although com- 
monly used, is not necessary for PR. The necessary and 
sufficient condition for PR is that P(z) should have the 
P(z) = c o i m o [  ' ( M - r )  ' ir] 
(a) 
(b) form 
0 Fig. 6. MD (a) decimation system and (b) interpolation system. 
(16) 
for some co # 0, some integer m,, and some 0 I r I M 
The concept of MD maximally decimated filter bank 
has been proposed by many authors 1113, [131-[151, [181, 
- 1 [52]. 
1231, [26]. Using MD polyphase decomposition, we can 
obtain the corresponding Hz) of an MD maximally deci- 
mated filter bank. When the decimation/expansion ma- 
is diagonal, it has been shown that the filter-bank 
system is alias-free if and only if the corresponding P(z> is 
-z WO 
Fig. 7. Typical passband of decimation/interpolation filters. trix 
(b) 
Fig. 8. One-dimensional maximally decimated filter bank. 
synthesis filters, respectively. More specifically 
M- 1 
H,(Z) = Z - i E l , i ( 2 M ) ,  I = o,..., M - 1 
i = O  
(Type 1 polyphase) (13) 
and 
M -  1 
F ~ ( z )  1 z i R i , l ( z M ) ,  1 = O;.., h l  - 1 
i = O  
(Type 2 polyphase). ( 14) 
Define P(z) = R(z)E(z). It is shown in [51] that the 
necessary and sufficient condition for the system in Fig. 8 
to be free from aliasing is that P(z) has the pseudocircu- 
lant property, i.e., P(z) has the form 
multidimensionalpseudocirculant [ 151. For the nondiagonal 
case, conditions for freedom from aliasing have been 
given in [14], [18], [26] in terms of eigenvectors and eigen- 
values of Nz). In Section 111, we shall derive the so-called 
generalized pseudocirculant property of P(z) and show that 
this property is necessary and sufficient for a filter-bank 
system to be alias-free. This adds more insight about the 
structure of P(z) of alias-free filter-bank systems. 
3) Smith Form of Integer Matrix and Applications (Section 
N): Most of the difficulties in extending l-D multirate 
results to the MD case come from the fact that the 
decimation/expansion matrices may not be diagonal. It is 
well-known that any integer matrix can be diagonalized by 
using the Smith form [53]. Therefore, the Smith form is 
very useful for diagonalizing and thus simplifies many MD 
multirate problems [281, [29], [32] as we will explain in 
Section IV. 
4) Least Common Multiples of Integer Matrices and the 
Applications (Sections V- KlII): The greatest common divi- 
sor (gcd), least common multiple (lcm), and coprimeness 
of integers are well-known and very often appear in the 
contexts of 1-D multirate systems. Here are some exam- 
ples: 
1) An M-fold decimator and an L-fold expander can 
be interchanged (i.e., the system in Fig. 9(a) is equiv- 
alent to the system in Fig. 9(b)) if and only if M and 
L are relatively prime (coprime) [31. 
2) Rational decimation systems, as shown in Fig. 10(a), 
play a very important role in audio systems. This 
scheme permits us to alter the sampling rate of a 
sequence by a rational number M / L .  The filter 
P o ( z )  ZPM-,(Z) - * .  zP*(z)  H ( z )  is used to suppress image components gener- 
ated by the L-fold expander and to eliminate alias- 
ing due to the M-fold decimator. Using polyphase 
technique, we can implement Fig. 1Na) more effi- 
ciently, as in Fig. 1Nb) (for the case M = 3 and, 
L = 2). It turns out that we can improve the effi- 
ciency even further by using the technique intro- 
duced in [54]. We shall refer to this technique as the 
rational polyphase implementation (RPI). Fig. 11 
. (15) 
P M -  1(z) P M - Z ( Z )  ... PO(2) 
When P(z) is the identity matrix I, it can be verified 
that y ( n )  = x ( n ) .  We say that the filter-bank system 
achieves PR if the output is same as the input up to a 







Fig. 9. Interchange of a l-D decimator and a l-D expander. 
(b) 
Fig. 10. (a) One-dimensional rational decimztion system and (b) the 
polyphase implementaticn. 
( 4  
Fig. 11. Successive redrawing of polyphase irnplementations of a l-D 
rational decimation system. 
shows the development of the RPI technique by 
successively redrawing the rational decimation cir- 
cuit. Starting from Fig. 10(b), we replace z-’ by 
~ ~ 2 - ~  and z 2  by z42f6, so we get Fig. ll(a). With 
the help of Noble identities [31, Fig. ll(a) can be 
redrawn as Fig. ll(b). Next, we can interchange the 
expanders and decimators when M and L are co- 
prime and obtain Fig. ll(c). Finally, we can perform 
Type 2 polyphase decomposition on Ei(z)’s with 
respect to L,  and get Fig. ll(d). In summary, Fig. 
ll(d) is equivalent to Fig. 10(a), but now each arith- 
metic operation is performed at its lowest rate. Note 
that the RPI technique works if and only if M and L 
are coprime. 
3) It is easily verified that the system in Fig. 12 is a PR 
system, i.e., ;(n) = x(n) .  This system is fundamental 
to many l-D maximally decimated PR filter banks 
[3]. We can generalize this by replacing every z with 
z L  and obtain the so-called delay-chain system in 
Fig. 13. This system is a PR system if and only if L 
and M are coprime [55, lemma A.21. The case where 
L # 1 is required in some applications where pairs 
of analysis filters are constrained by symmetry condi- 
tions [55]. 
4) When a periodic signal x ( n )  with period L is deci- 
mated by a factor of M to obtain y ( n )  = x(Mn),  the 
period of y ( n )  is L/gcd(M, L )  = lcm(M, L ) / M .  
Also, when a cyclo-wide-sense-sfafiona~ (CWSS) ran- 
dom sequence x ( n )  with period L is decimated by 
M ,  the resulting sequence is still CWSS and has 
period L/gcd(M, L )  = lcm(M, L ) / M  [561. 
In Sections V-VIII, we shall extend all these ideas to 
the MD case. To do so, we need the concepts of gcd, lcm, 
and coprimeness for matrices. For polynomial matrices, 
the greatest common left/right divisors (gcld/gcrd), 
right/left coprimeness, matrix-fraction descriptions, the 
Smith form, the Smith-McMillan form, and so on, are 
well-known in the system-theory area [571, [581, [591. In 
fact, these properties can also be applied to the integer- 
matrix case.’ In Section V, we will introduce the concepts 
of least common right multiples (lcrm) and least common 
left multiples (lclm) and several properties of them. By 
using all these tools, we can extend the above-mentioned 
four issues to the MD case. The following’ results, which 
appeared in [31], [36], [39], can be obtained: 
An M-fold decimator and an L-fold expander are 
interchangeable if and only if M and L commute 
(i.e., ML = LM) and are coprime (to be explained in 
Section VI). In general, we have to distinguish right 
coprimeness and left coprimeness for the matrix 
case. However, we will show that when ML = LM, 
right coprimeness and left coprimeness are equiva- 
lent. This interchangeability problem was first ad- 
dressed in [27] for upper triangular M and L in the 
2-D case. 
An MD decimation system with rational decimation 
ratio (in this case, a matrix) H = L-’M finds appli- 
cations in the conversion of images or video data 
between different sampling standards. MD rational 
decimation systems can be implemented efficiently 
by using the so-called MD RPI technique whenever 
M and L are left coprime (Section VI). 
An MD delay-chain system (which is an extension of 
Fig. 13, to be defined later) is a PR system if LM is 
an lcrm of M and L (Section VII). However, the 
necessary condition for this is still an open problem. 
One potential application of MD delay-chain sys- 
More generally, these properties can be applied to matrices with 
elements from a so-called “principle ideal domain” (pid) [461, [591, 1601, 
[61]. The set of integers and the set of polynomials with coefficients 
belonging to a field are two examples of pid’s. 
- 
1 




Fig. 12. A 1-D perfect reconstruction system. 
-7r 
Fig. 13. One-dimensional delay-chain system. 
tems is to design MD filter banks where the analysis 
and synthesis filters have a certain symmetry. The 
research on this is under progress. 
4) When an MD periodic signal x(n) with periodicity 
matrix L is decimated by a factor of M, the periodic- 
ity matrix of the resulting sequence is M-’ 
lcrm(M,L), where lcrm(M,L) denotes an lcrm of M 
and L (Section VIII). A similar result holds for the 
random-signal case. 
5) Conditions for Alias-Free Decimation (Section IX): 
For the 1-D case, a decimation filter H,(<u) preceding an 
M-fold decimator to avoid aliasing typically has the pass- 
band in the range w E [.rr/M, .rr/M). However, this is not 
the only choice. For example, consider the filters in Fig. 
14. It can be verified that any of these can precede a 
three-fold decimator to avoid aliasing. All of these filters 
have one common property, i.e., the support (the region 
where the frequency response is nonzero) of any of these 
filters does not overlap under the “modulo-(2.rr/M)” op- 
eration (in this case M = 3). The arrows in Fig. 14 show 
the “modulo-(2.rr/3Y’ operation graphically. Basically, ev- 
ery component in the support is translated by some proper 
multiple of 2n/M so that all components are “folded” 
into the region [0,2.rr/M). It has been shiawn in [56] that 
“no overlap under modulo-(2.rr/M) operation” is both 
necessary and sufficient for a decimation filter to elimi- 
nate aliasing due to an M-fold decimator. In Section IX, 
we will extend this result to the MD case. We will show 
that the necessary and sufficient conditicm for alias-free 
M-fold decimation is that the support of the decimation 
filter HF(o) does not overlap under “modul0-2.rrM-~ ”
operation (to be defined later). 
6) Multistage Design of Multirate Systems (Section X): In 
the 1-D case, multistage design has been used to imple- 
ment decimation systems with large decimation ratios [l,  
sec. 5.11. Fig. M a )  shows a two-stage decimation system 
with overall decimation ratio M = M,M2. Using Noble 
identities [3], this can be redrawn as in Fig. 15(b), where 
the filter H ( z )  = H1(z)H2(zM1) belongs 1:o the so-called 
interpolated finite-impulse-response (IFIR) filters [62]. 
IFIR structure has the advantage that narrowband FIR 
Fig. 14. 
w w 
0 27r -7r 0 2 ,  
3 3 
Several possible decimation filters for the threefold deci- 
mation. 
filters can be designed efficiently and implemented with 
significant savings in the number of arithmetic operations, 
compared with conventional direct methods. The same 
multistage idea can be extended to the MD case if we 
decompose the decimation matrix as M = M,M2 prop- 
erly. In Section X, we will mention the details and point 
out some subtle issues that do not have a 1-D counter- 
part. 
This paper concludes with some remarks on open prob- 
lems in this area. In Appendix I, a list of important 
notations and basic concepts of MD multirate signal pro- 
cessing is provided for quick reference. 
II. MD FILTERS DERIVED FROM I-D FILTERS 
In MD multirate signal processing, filters with paral- 
lelepiped-shaped passband support are commonly used as 
decimation/interpolation filters. Since transfer functions 
with such supports are in general nonseparable, both the 
design and implementation of these filters have complex- 
ity that grows exponentially with the number of dimen- 
sions D [48]. Some authors have proposed efficient tech- 
niques for the design of some special cases of 2-D filters 
by starting from 1-D prototype filters ill],  [131, [161, [22l, 
[351, [50]. In this section, we will outline a general method 
with which all filters with passband in the region 
o = T M - ~ x ,  x E [ - 1 , l f  (17) 
can be designed starting from an appropriate 1-D proto- 
type filter [25], [41]. So, the design as well as the imple- 
mentation complexity of these filters only grows linearly 
with the number of dimensions. This method works for 
arbitrary number of dimensions and arbitrary M. Further 
advantages and properties of this method will be summa- 
rized at the end of this section. 
We shall use the notation SPD(V) (symmetric parul- 
lelepiped generated by V) to denote the set of all real 
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vectors of the form Vx, for x E [ - 1, 1ID. Clearly, we can 
then rewrite (17) as o E S P D ( T M - ~ ) .  
Remark: By definition, the Fourier transform of an 
MD signal has periodicity matrix 2771. To be more pre- 
cise, we should use 
S P D ( T M - ~ )  + 2 ~ m ,  m E M  (18) 
to express the passband support of these parallelepiped- 
shaped filters. That is, the region S P D ( T M - ~ )  should be 
repeated every 2~ in each dimension to give the whole 
support of the passband. However, for simplicity, we do 
not show the term 27rm explicitly. 
A. Impulse Response of an Ideal Low-Puss Filter 
To explain our method, we first derive the impulse 
response h(n) of an ideal low-pass filter H,(w)  with 
SPD(T M-T)  as the passband. This expression will reveal 
a fundamental relation to 1-D low-pass filters and enable 
us to design H F ( o )  starting from a 1-1) prototype. Let 
(19) 
1, if o E S P D ( T M - ~ )  
0, otherwise. H F ( 0 )  = 
Using the inverse-Fourier-transform relation in (2), we 
can obtain 
t lX ,  e jrr x ‘M n 
1 - 
- ZimL [ - l , l  P 
(o = T M - ~ x )  
1 D-1 sin(.rrmi) n - - J(M) i = o  n m i  
where mi are the components of the D X 1 vector 
with M 4 J(M) . M-’ = k [adjugate (adjoint) of MI. Sinc_e 
the adjugate of an integer matrix is an integer matrix, M 
must be an integer matrix. 
B. Relationship to 1-D Filters 
Consider a 1-D ideal filter with frequency response 
PF( w )  as shown in Fig. 16. Its impulse response is given by 
J ( M )  J ( M )  
Fig. 16. Frequency response of an ideal 1-D low-pass filter. 
Starting from this prototype filter PF( w),  suppose we 
define the MD filter 
H g ) ( o )  = PF( wo)PF(  wl) ... PF( ~ ~ - 1 ) .  (23) 
This is a separable low-pass filter, with passband support 
SPD(T I/J(M)). Its impulse response, also separable, is 
(24) 
Now consider the quantity h(’)(Mn), yhich is the MI-fold 
decimated version of h%). Since Mn = J(M)M-’n = 
J(M)m, we get 
1 D-1 sin(.rrmi) n (25) --  
J(M)D i = o  Tmi ‘ 
Comparing (25) with (201, we obtain !he following very 
simple relation between h(n) and h(’)(Mn) 
h(n) = ch(”)(iin) (26) 
where c = [J(M)ID- = AM). In other words, h(n) is 
obtained simply by M-fold decimation of the separable 
sequence h(”(n), followed by scaling with c! 
C. Design Procedure and Example 
Motivated by the above conclusion, we can design an 
MD filter with the passband support S P D ( T M - ~ )  as 
follows: 
Step 1) Design a 1-D low-pass prototype filter PF(w), 
Step 2) Construct the separable MD filter h(’)(n) from 
Step 3) Decimate h(”(n) by M and scale by c to obtain 
We now present a design example for the case 
which approximates the response of Fig. 16. 
p(n) ,  as in (24). 
h(n), as in (26). 
We use linear programming [63, sec. 3.191 to design the 
prototype filter P F ( w ) ,  an FIR filter with length N = 59, 
passband ripple 6, = 0.01994, and stopband ripple 6, = 
0.00888 ( - 41.03 dB), shown in Fig. 17(a). Following the 
steps described above, we obtain H p ) ( o )  and H F ( o ) ,  as 
shown in Fig. 17(b) and (c). The resulting H F ( w )  has 
passband ripple 6; = 0.03931 and stopband ripple 6; = 
0.01778 ( - 35.00 dB). 







in dB I A L l  
Fig. 17. Frequency response of the design example. (a) P,(w),  (b) 
Hp(w) ,  (c) H,(w). 
D. Further Comments About the Method 
More details about this method can Ibe found in [25] 
and [41]. Some of them are summarized :here: 
1) Suppose the prototype filter P,(w) has passband 
ripple 6, and stopband ripple 6,. It can be shown that the 
peak passband and stopband ripples of the resulting filter 
H,(o) are upper bounded by 
s^, = (J(M) - 1)6, + D6,, s^ , := J(M)6,. (28) 
2) An MD filter having purely real frequency response 
is called a zero-phase filter [49, p. 1131. Zero-phase filters 
introduce no phase distortion, which is important in many 
MD applications, especially in image processing. On the 
other hand, an MD filter with impulse response h(n) 
satisfying h(Mn) = 0 for n # 0 is also called a Nyquist 
filter or Mth-band filter [16]. When used as interpolation 
filters in M-fold interpolation, Mth-band Nyquist filters 
have the advantage that the values of existing samples can 
be preserved (i.e., no intersymbol interference). It can be 
proved that both the zero-phase property and Nyquist 
(Mth-band) property are preserved under the proposed 
transformation. More specifically, if we want H F ( o )  to be 
a zero-phase filter, we can achieve this by designing the 
l-D filter P, (o>  to have zero phase. Also, if we want 
H,(w) to be an Mth-band Nyquist filter, we can achieve 
this by designing the l-D filter P,(w) to be a J(M)th-band 
Nyquist filter. Moreover, stability is also preserved. That 
is, if we begin with a stable IIR prototype filter P F ( o ) ,  the 
resulting H,(o) is also guaranteed to be stable. 
3) Because of the separability of H f ) ( w ) ,  the proposed 
method is efficient not only in the design, but also in the 
implementation. Suppose the prototype p ( n )  has N co- 
efficients. Therefore, h(”(n! has N D  coefficients and h(n) 
has approximately ND/J(M) coefficients. Hence, to iy -  
plement h(n) directly requires approximately ND/J(M) 
arithmetic operations per computed output pixel (OPP’s). 
Instead of direct implementation, we can schematically 
represent H,(o) in terms of H g ) ( o )  as in Fig. 18. 
Because is separable, this implementatio; re- 
quires only !(MI - DN OPP’s, where the factor J(M) is 
due to the M-fold expander. Hence we have reduced the 
complexity from @ ( P I  to 
4) In addition to filter design, the design and imple- 
mentation of MD filter banks can also be simplified by 
using the proposed approach. More specifically, we can 
start from a l-D J(M)-channel uniform discrete Fourier 
transform (DFT) filter bank to derive an MD uniform-DFT 
filter bank [41]. As an example, a 2-D two-channel PR 
filter bank, where the filters have more than 35 dB stop- 
band attenuation using only two multiplications per input 
pixel, can be found in [41]. 
5 )  Note that S P D ( T M - ~ )  does not represent all paral- 
lelepipeds, because elements of M are restricted to be 
integers. To represent all possible parallelepipeds, we 
need to use S P D ( T H - ~ )  where H is a matrix with ratio- 
nal elements. (The irrational case can be approximated by 
rational matrices.) To design a filter having passband 
support SPD(TH-~) ,  we proceed as follows. Given the 
nonsingular rational matrix H, we can write it as H = 
L- M, the so-called matrix fraction description (MFD) 
[%I, [59]. We first design h(n) with passband support 
S P D ( T M - ~ )  as before. Then, we decimate h(n) by L to 
obtain g(n). It is shown in [41] that the passband support 
of g(n) is exactly SPD(TH-~> .  
6) In (23), if we choose different l-D filters in different 
dimensions, more flexibility in the transition bandwidth 
and stopband attenuation of the resulting filter can be 
obtained. 
111. MD MAXIMALLY DECIMATED FILTER BANKS 
An MD analysis/synthesis filter bank with 
decimation/expansion matrix M is shown in Fig. 19(a). 
When the number of channels is equal to J(M), this is 
called a maximally decimated filter bank. To analyze this 
system, we use the MD polyphase decomposition [231,[261 
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T M  f f i ' ) ( w ) B f i  
Fig. 18. Efficient implementation of an MD filter. 
(C) 
Fig. 19. MD maximally decimated filter bank. 
defined as follows: 
of x(n) with respect to a given M are defined as 
Polyphase Decomposition: The polyphase components 
e,(n) = x(Mn + k , )  (Type 1) 
or 
r,(n) =x(Mn - k , )  (Type2) (29) 
where k, E ~ M ) .  The vector k ,  can take on AM) differ- 
ent values, which are ordered as k,, k,;.. ,  k,(M)- ,. In the 
z-domain, the polyphase decomposition of X ( z )  can be 
expressed as 
X ( z )  = Z - ~ ~ E , ( Z ~ )  (Typel) 
k , V Y ( M )  
or 
X ( z )  = z k ~ R , ( z M ) .  (Type2) (30) 
k , M M )  
In the frequency domain, these become 
X,(o) = e - lWrk~EF,z (MTe , )  (Type 1) 
k , V Y ( M )  
or 
X,(o) = e J W T k ~ R F , , ( M T o ) .  (Type2) (31) 
Note that zk (or eloTk) is a shift operator, which shifts 
(advances) a? MD signal by a vector amount k Similarly, 
z - ~  (or e-''" k, shifts an MD signal by - k, i.e., "delays" it 
by k. 
Using the polyphase decomposition, we can represent 
k , M M )  
each analysis filter and synthesis filter in the form 
H/(Z) = Z-k,E/,,(ZM), 1 = 0,*.. > J ( M )  - 1 
k , M M )  
( 32) 
and 
F,(z)  = z k , R , , [ ( z M ) ,  1 = O ; * * , J ( M )  - 1. 
k, M M )  
(33) 
Note that the vectors in A M )  are ordered as 
k,, k , , . . . ,  kJ(M)- and k, is usually chosen to be the zero 
vector 0. Then, we can redraw this system as in Fig. 19(b). 
The J(M) x J(M) matrices EXz) and R(z) with elements 
E , , ( z )  and R,, , (z)  are called the polyphase matrices for 
the analysis bank and the synthesis bank, respectively. 
MD Noble identities (shown in Fig. 20) allow us to 
move the decimators and expanders across E ( z M )  and 
R(zM) ,  respectively, and obtain Fig. 19(c). Define 
P ( z )  = R(z )E(z )  (34) 
The goal is to find the necessary and sufficient conditions 
on P(z) such that the system is free from aliasing. When 
this is true, the filter bank becomes a linear time-invariant 
(LTI) system with a certain transfer function T(z).  After 
the aliasing has been canceled, we want to find the con- 
ditions such that T(z )  = coz-"".  In this case, y(n) = 
c,x(n - no) and we say the system achieves PR. 
Remark: It is obvious that when P(z) = I, the filter 
bank achieves PR and, in fact, y(n) = x(n>. 
Recall that in the 1-D case, the maximally decimated 
filter bank is alias-free if and only if P(z) is pseudocircu- 
lant [51] and achieves PR if and only if P(z) has the form 
in (16) [52]. We now extend these ideas to the MD case. 
Theorem 1 and Corollary 1 give the main results. The 
reader can scan them at this time. The rest of this section 
is devoted to their derivation. 
Consider the filter-bank system in Fig. 19(c). It can be 
verified that this is a linear periodic-time-varying system 
with periodicity matrix M (denoted as (LPTV),). That is, 
with y(n) denoting the output of such a linear system for 
a certain input x(n), y(n + Mk) will be the out for x(n + 
Mk) for every k EN. We also know that the system is 
alias-free if and only if it is indeed LTI. That is, y(n + k) 
is the output for the input x(n + k) for all k EH. There- 
fore, to check if a ( L P W ) ,  system is free from aliasing, 
we only have to check if y(n + k) is the output for the 
input x(n + k) for every nonzero k € A M ) .  
Let the input to the system be an impulse function at 
the origin, i.e., x(n) = 6(n) so X ( z )  = 1. Consider the 
input signals to the transfer matrix Nz):  x,(n), 1 = 
O,..., J ( M )  - 1 as indicated in Fig. 19(c). We obtain 
1 = 0  
xdz) = { t: otherwise. (35) 
Then, it is easily verified that the output Y(z) is 
Y ( z )  = Z " i P , , , ( Z " )  (36) 
k ,  W M )  
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Fig. 20. MD Noble identities. 
where P,Jz) is the ( j ,  i)th element of Ptz). Now, let the 
input to the system be x(n) = 6(n + k i )  for some k i  in 
A M ) .  For such input, we obtain 
l = i  
x’(z) = { :: otherwise. 
For this case, the output Y’(z) is 
(37) 
Y’(z) = zk’P‘*;(ZM). (38) 
For this system to be LTI, we must have 
Vi = l;..,J(M) - 1 (39) 
to ensure that the filter-bank system is LTI. The above 
equation can be written as 
Zk,+kJq,O(ZM) = c Zk‘P,,;(ZM), 
k, M M )  k / M M )  
V i  = l ,-*.,J‘(M) - 1. (40) 
This leads to 
9( I )p  ,&) = Pf(I,I),,(z)9 V i =  1,..-, J(M) - 1, 
V j  = O;..,J(M) - 1. (43) 
Polynomial matrices satisfying the above relation will be 
called generalized-pseudocirculant matrices with respect to 
M (for a specific ordering of k , ’ ~  in AM)).  Note that for 
generalized-pseudocirculant matrices, after the first col- 
umn is known, the other AM) - 1 columns are completed 
determined by (43). In particular, the function f ( i ,  j )  
decides how to put the elements of the first column in the 
other J(M) - 1 columns, and the function g ( i , j )  decides 
the quantity to be multiplied for each element. 
For example, let 
M = [ - :  :I. 
We order the elements in H M )  as follows 
(44) 
Then, the generalized-pseudocirculant property in (43) 
implies that Hz) has the form 
1 [ PZ(Z) ZOPl(Z) Po(z) Po(z) 2 0  21 PZ(Z) zo 21 Pl(Z) P(z) = Pi(Z) Po(Z) zif‘2(Z) . (46) 
We have proved the following theorem: 
Theorem I :  The MD J(M)-channel maximally deci- 
mated filter bank is free from aliasing if and only if Hz) is 
generalized pseudocirculant. More specifically, when Hz) 
is generalized pseudocirculant, the filter bank is equiva- 
lent to an LTI system with overall transfer function 
T ( z )  = zk~,P,, ,<zM). 
k , M M )  
(47) 
The division theorem [48, sec. 2.4.21 says that every 
1) The relation in (43) reduces to the 1-D pseudocircu- 
lant property nicely. For M = M ,  We order the elements 
in A M )  in the conventional way, i.e., {0,1,---, M - l}, so 
that 
f ( i , j )  = ( ( i  +j)),,, and g ( i , j )  = g ( i , j )  = ~ 
integer vector n can be uniquely expressed as n = Mn, + 
k for Some k € A M )  and no EN. With Inodulo notation, 
the ‘‘remainder” k can be expressed as = mod M, or 
k = ((n)), (please see Appendix I1 for tht: computation of 
((n)),). Therefore, we can express the term ki + kj in the 




ki  + kj  = M g ( i , j )  + kfci,j, (41) 
where g( i ,  j )  €.Nand kf(,,,) € A M ) .  In other words, g( i ,  j )  
is the “quotient” of k,  + k, with respect to M and kfcr,,, 
is the “remainder,” i.e., kfcl,,, = ((k, + I c , ) ) ~ .  Note that 
both g ( i , j )  and f ( i , j )  are functions of i and j for i ,  j = 
O , . . . ,  J(M) - 1. Also note that g( i ,  j )  and f ( i ,  j )  are deter- 
mined by the matrix M and the ordering of k,’s in A M ) .  
Using these two functions g ( i , j )  and f ( i , j ) ,  we can 
rewrite (40) as 
where 1x1 denotes the largest integer less than or equal to 
x .  Then, (43) becomes 
p, ,o(z)  = P,+,,L(47 j < M - i  
zP,,,,(z) = P I + I - M , r ( ~ ) ,  j 2 M - i 
V i  = l;.., M - 1 (49) 
which implies that Hz) has the form in (15). 
2) When M is diagonal, it has been shown that the 
necessary and sufficient condition for an alias-free filter 
bank is that Hz) should be multidimensional pseudocircu- 
lant [151. When M is diagonal and the vectors in A M )  are 
put in the lexicographic order, the relations in (43) are 
i 
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verified to be equivalent to the multidimensional-pseudo- 
circulant property. 
After aliasing has been removed, we can consider the 
conditions for PR. Using (47), we can obtain the following 
corollary: 
Corollary I :  The MD filter bank achieves PR if and 
only if Hz) is generalized pseudocirculant and all ~ , , ( Z ) ' S  
are zero except that one P,,,(z) is equal to a delay. More 
specifically, if 
Iv .  SMITH FORM OF INTEGER M4TRICES 
AND APPLICATIONS 
When the decimation/expansion matrices are diagonal, 
most of the l-D multirate techniques can be easily ex- 
tended to the MD case simply by using separable ap- 
proaches. When these matrices are not diagonal, these 
extensions are nontrivial. Therefore, the Smith form, which 
diagonalizes integer matrices, is very important for MD 
multirate signal processing. The Smith form for integer 
matrices has been known for over 100 years [53]. Its 
polynomial version finds many applications in system the- 
ory [57]-[59]. The Smith form for integer matrices has 
also been applied in the context of MD signal processing 
in [28], [29], 1321, and [64]. The Smith form provides many 
valuable insights and is a useful tool to establish theoreti- 
cal results in MD multirate signal processing, but this 
does not solve all design problems. 
Smith Fom l.531; Any nonsingular integer matrix M 
can always be decomposed as M = UAV, where U and V 
are unimodular integer matrices (matrices with determi- 
nant kl), and A is a diagonal matrix with positive-in- 
teger elements on the diagonal. Also, the diagonal ele- 
ments Ai's of A satisfy Ail Ai+ 1, i.e., Ai is a factor of Ai+ 1. 
Under these conditions, A is unique for a given M, but U 
and V are not (and are, in general, infinitely many). For 
example 
- ---A 
M U A V 
The Smith form brings many MD issues much closer to 
the separable case. The first observatiori we make is that 
an M-fold decimator can be redrawn as. in Fig. 21. Since 
the decimation by a unimodular matrix is only a permuta- 
tion of samples of x(n> (no actual decimation involved), 
the M-fold decimator can be interpreted as: 1) a permuta- 
tion of samples of x(n) by U, 2) a decimation in the ith 
dimension by a factor of Ai separately in each dimension, 
and 3) a permutation by V. Another application is that, by 
factorizing the elements Ai's into their prime factors, we 
can identify all nontrivial multistage implementations of a 
given decimator. 
Fig. 21. Smith-form decomposition of an M-fold decimator. 
The Smith form can also be applied to the design of 
decimation filters, as shown in Fig. 22(a). Using Noble 
identities and the fact that the decimation by unimodular 
U is equal to expansion by U-', the decimation system in 
Fig. 22(a) can be redrawn as in Fig. 22(b), with G(z) = 
H(z"-'). Because decimation by a unimodular matrix does 
not introduce aliasing at all, only the A-fold decimator 
may cause aliasing. For the diagonal A ,  we can design 
G(z) to be separable, i.e., G(z) = G,(z,)  - 0 .  Go- l ( ~ D -  l).  
We let Gi(zi) have support [-.rr/hi,?r/hi) and hence 
prevent aliasing in the overall system. In this case, 
the equivalent decimation filter H(z)  has support SPD 
( d U A ) F T )  rather than SPD(TM-~). 
As another application, the Smith form gives us a way 
to characterize all decimation matrices of a given decima- 
tion ratio. Let us choose J(M) = 4 as an example. For the 
2-D case, A has only two possible forms 
A =  [i and A =  [i i]. (52) 
Therefore, all of the 2-D decimation matrices with ratio 4 
can be characterized by either one of the above two forms 
premultiplied and postmultiplied by unimodular matrices. 
The Smith-form decomposition also applies to maxi- 
mally decimated filter-bank systems. Consider the filter- 
bank system in Fig. 19(a). Using M = UAV, we can 
redraw each branch as in Fig. 23(a). Note that the uni- 
modular matrix V cancels off. We then use Noble identi- 
ties to rearrange this as in Fig. 23(b) where 
Gi(z )  = Hi(zU-') and Qi(z )  = Fi( zu- ' ) .  (53) 
In other words, we have redrawn the original filter-bank 
system YM in terms of a new filter-bank system PA as in 
Fig. 24. Since the decimators and expanders in the system 
PA are diagonal, the theory developed for the l -D  case 
can now be easily extended to the MD case. The relation 
between these two systems is summarized as follows: 
1) The original system PM is alias-free if and only if 
PA is alias-free. In the alias-free case, the overall 
2) 
transfer functions of these two systems, T M ( d  and 
TAM are related as T M ( d  = TA(zU). As mentioned 
earlier, YA with diagonal decimators and expanders 
is alias-free if and only if the corresponding 
polyphase matrix P,(z) is multidimensionalpseudocir- 
culant [15]. This also gives a necessary and sufficient 
condition for the original system YM to be free 
from aliasing. 
Under alias-free conditions, 
a) PM is free from amplitude distortion if and only 
b) YM is free from phase distortion if and only if 
c) YM achieves PR if and only if YA does. 
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(b) 
Fig. 22. Decimation filter with Smith-form decomposition. 
(b) 
Fig. 23. One branch of an analysis/synthesis filter-bank system. 
.Iu SA Tu - 
s, 
Fig. 24. Equivalent filter-bank system. 
The Smith form also helps to find the generalized MD 
discrete-Fourier-transform (DFT) matrix W(g) for a given 
M. This matrix, with elements defined as 
[wk)],,, = e-~2rmfM-' kJ , 
m, EN(MT) ,  k, EM(M) (54) 
is used in computing the discrete F ~ ~ r i e r  transform of 
MD signals [49, sec. 2.4.11 and in the design and imple- 
mentation of MD-uniform DTF filter banks [23]. Let 
M = UAV and let WA, be the traditional A, x A, DFT 
matrix, i.e., [wA,Im,k = e-J2*mk/Ai. It can be shown that 
W(g) is a Kronecker product of all the WA,'s, i.e. 
where P, and P2 are appropriate permutation matrices 
depending on U, V, and the ordering of the k,'s and mi's 
in (54). The Kronecker product of two matrices is defined 
as 
. (56) 
u,,,B 0 . .  % , I -  ,B  
[ aK:l,oB ... aK-LJ-1B 
The Smith form can also be used to design a computer 
algorithm for finding all elements in AIM) [32]. In gen- 
eral, elements in H M )  can be found by searching through 
all integer vectors n and checking if ((n):), = n, until all 
J(M) elements are found.' For a real noiisingular matrix 
'Since A M )  forms a group under addition modulo M, the coset 
decomposition [65, sec. 2.2) of A M )  helps to expedite such searching. 
V, we define the jiindamental parallelepiped generated by 
V (denoted by FPD(V)) as the set of all real vectors of the 
form Vx, where x E [0, 1ID. The set A M )  is therefore the 
set of all integer vectors in FPD(M). Hence we can reduce 
the searching range for A M )  to the rectangular that 
circumscribes FPD(M). For example, Fig. 25 shows such 
circumscribing rectangular for the M given in (27). This 
searching range can be expressed as the set of all n with 
elements n,  satisfying 
D -  1 D - 1  
d,=Oor l  min j = o  C ~ , , d ,  I n j  I d,=Oor max 1 , = o  (57) 
or 
D - 1  D - 1  
M r J  ' n L  ' M i J  (58 )  
J = o  J = o  
M, ,  < 0 M,,>O 
where Mil denotes the (i, j)th element of M. However, for 
some M, this searching range may be very large even 
though J(M) is small. As proposed in [32], the Smith form 
of M can solve this problem. Let M = UAV be a Smith 
form of M. We first compute all integer vectors b in 
A A ) .  This is straightforward because we simply list all b 
with integer elements 0 s b, I A, - 1. We then compute 
all ((Ub)), to obtain elements in A M ) ,  i.e. 
JZr(M) = {((Ub))Mlb A)} .  (59) 
Since ((Ub)), belongs to A M )  and AM) = J( A ), we only 
need to show that all ((Ub)), are distinct to prove (59). 
This proof is given in Appendix 111. 
V. PROPERTIES OF INTEGER MATRICES 
The concepts of coprimeness, greatest common divisor 
(gcd), and least common multiple (lcm) of integers, very 
often appear in the contexts of 1-D multirate systems [3], 
1551, [56]. To extend these results to the MD case, we need 
similar concepts for the case of integer matrices because 
of the important roles played by the decimation/expan- 
sion matrices (which are integer matrices). In system 
theory, many of these concepts have been derived for 
polynomial matrices. Some examples are: the greatest 
common left/right divisors (gcld/gcrd), right/left co- 
primeness, irreducible right/left matrix fraction descrip- 
tions (MFD), the Smith form, and the Smith-McMillan 
form [57]-[59]. For the integer-matrix case, these con- 
cepts, including least common right/left multiples (!crm/ 
Iclm), have been discussed in [46], [59]-[61]. The purpose 
of this section is to introduce some other properties of 
integer matrices, which will be applied in deriving many 
results in the following sections. We first give the defini- 
tions of lcrm/lc!m, which are slightly different from those 
given in [60], but more proper for our discussions: 
Definitions: 
1) R is a common right multiple of M and L (denoted 
as crm(M,L)) if R = MP = LQ for some integer 
matrices P and Q. 
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Fig. 25. Circumscribing rectangular of FPD(M). 
2) R, is a least common right multiple of M and L 
(denoted as Icrm(M, L)) if 
a) R, is a nonsingular crm(M,L). 
b) If R is another nonsingular crm(M,L), then R = 
R,S for some integer matrix S. 
Remark: The common left multiple (clm) and least 
common left multiple (Iclm) are defined similarly. 
From the above definitions, it can be verified that an 
lcrm is a nonsingular crm with the smallest absolute 
determinant; however, in general it is not unique. In 
particular, it can be shown that the Icnn(M,L) is unique 
up to postmultiplication by a unimodular matrix. We can 
also prove the following results [311, [361. [391: 
Theorem 2: Let R be a nonsingular crm(M,L), i.e., 
R = MP = LQ. Then, R is an lcrm(M,L) if and only if P 
Theorem 3: When ML = LM, any lcrm(M,L) and any 
gcrd(M, L) can be related as Icrm(M, L) U - gcrd(M, L) = 
ML for some unimodular U. Also, when ML = LM, the 
following four statements are equivalent: 
and Q are right coprime. 
1) ML is an Icrm(M,L). 
2) M and L are right coprime. 
3) M and L are left coprime. 
4) ML is an Iclm(M, L). 
Remark: For the 1-D case, this nicely reduces to 
“lcm(M, L )  = M L  if and only if M and L are coprime,” 
which is a well-known fact. 
Computation of lcrm/lclm Using the Matnx Fraction 
Description (MFD) 
The right/left irreducible MFD’s [58], [591 enable us to 
compute an Icrm/lclm of two matrices (which gives a 
constructive way of proving the existence of a nonsingular 
Icrm/lclm of two nonsingular matrices). To compute an 
lcrm of nonsingular M and L, we let H == M-’L (which is 
also nonsingular) and compute one irreducible right MFD 
of H, so we have M-’L = P,Qy1, where PI and Q, are 
right coprime. Therefore, MP, = LQ,. Denote this as R. 
Using Theorem 2, we can conclude that R is an Icrm(M, L). 
Similarly, if we let H = LM-’ and compute one irre- 
ducible left MFD, H’ = Qi1P2,  then R’ = P2M = Q2L is 
an lclm(M, L). 
Using the concepts presented in this section, various 
MD multirate problems can be resolved. In Sections 
VI-VI11 we will outline some of these issues. Interested 
readers can see [311, [361, and [391 for more details. 
VI. COMMUTATIVITY OF DECIMATORS AND EXPANDERS, 
AND APPLICATION TO RATIONAL 
DECIMATION SYSTEMS 
For the 1-D case, an M-fold decimator and an L-fold 
expander can be interchanged without changing the input- 
output relation if and only if M and L are relatively 
prime [3]. Conditions for such interchangeability in the 
2-D case were first addressed in [27] for upper triangular 
M and L. Since then, several other research groups have 
been trying to improve the results in [27] and to extend 
them to the MD case. Conditions with different degree of 
usefulness were found in [311-[331, [391, [421, [431, and [661. 
For a summary of these results, please read [39, sec. VIII]. 
In this section, we shall present the conditions given in 
[31] and [39], which are explicit and easy to test. The 
conditions we shall derive work for any M, L, and any 
number of dimensions. 
Consider y,(n) and y2(n) in Fig. 26(a) and (b). From the 
definitions of M-fold decimator and L-fold expander, we 
have 
x(ML-In), n E LAT(L) ( 60) otherwise 
and 
For y,(n) to be identical to y,(n), we should in particular 
have x(ML-’n) = x(L-’Mn) for n E LAT(L). Because 
x(n) is arbitrary, we should have 
ML-’n = L-’Mn, Vn E LAT(L). (62) 
This implies ML-’ = L-’M, i.e., LM = ML. 
In order for yl(n) = y2(n), we also need 
n E LAT(L) if and only if Mn E LAT(L). (63) 
Let k = Mn. It is easily verified that n E LAT(L) if and 
only if k E LAT(ML). For the right-hand side, since k = 
Mn is also in LAT(M),  we can see Mn E LAT(L) if and 
only if k E LAT(L) n LAT(M). It has been shown that 
LAT(L) n LAT(M) = LAT(lcrm(M, L)) [39, appendix]. 
Therefore, the condition in (63) is equivalent to 
k E LAT(ML) if and only if k E LAT(lcrm(M,L)) 
(64) 
which implies that ML is an lcrm(M, L). 
Combining the above discussion and Theorem 3, we can 
conclude the following: 
Theorem 4: The L-fold expander and the M-fold deci- 
mator can be interchanged if and only if 1) ML = LM and 
w 
Remark: Note that in general we have to distinguish 
right coprimeness with left coprimeness for the matrix 
case. However, Theorem 3 ensures that when ML = LM, 
right coprimeness and left coprimeness imply each other. 
2) M and L are coprime. 




Fig. 26. Interchange of an MD decimator and an MD expander. 
A similar, but more relaxed, commutativity has also 
been considered 1331, [431. This is shown in Fig. 26(b) and 
(c). In [431, it was shown that when M and L are left 
coprime, there exist M’ and L’, which are right coprime, 
such that the system in Fig. 2Nb) is equivalent to the one 
in Fig. 26(c). Inspired by this, we came up with the 
following result, which can be called the relaxed commu- 
tativity [39]: 
Theorem 4.1: Given the matrices M and L in Fig. 26(b), 
we can always find M and L‘ in Fig. 26(c) such that these 
two systems are equivalent by comput~ng an irreducible 
right MFD of L-’M, i.e., L-’M = M’L’-’ and M and L’ 
are right coprime. Conversely, given right-coprime matri- 
ces M’ and L’ in Fig. 26(c), we can always find M and L in 
Fig. 26(b) such that these two systems are equivalent by 
computing a left MFD (not necessarily irreducible) of 
A. Rational Decimation Systems 
Next, we shall apply the commutativity of decimators 
and expanders to the implementation of MD rational 
decimation systems. An MD decimation system with ratio- 
nal decimation ratio (in this case, a matrix) H = L-’M is 
shown in Fig. 27. As in the l-D case, the MD filter H(z)  in 
Fig. 27 is used to suppress image components generated 
by the L-fold expander and eliminate aliasing due to the 
M-fold decimator. We usually assume that M and L are 
left coprime. In fact, if they were not ,eft coprime, any 
common left divisor of them could be canceled without 
changing the overall decimation ratio H. Rational decima- 
tion systems find applications in the conversion of images 
or video data between different sampling standards. As an 
example, if 
, i.e., M’K‘ = L - ~ M .  MLt-1 
2 0  
L = [ o  11 M = [ :  -:I 
we can convert rectangularly sampled images to hexago- 
nally sampled ones, as shown in [7, fig. 61. Rational deci- 
mation systems can also be used to redwe the data rate 
of bandlimited signals [67]. 
Remark: We often want a rational decimation system 
to preserve the values of existing samples, in the input. In 
other words, in Fig. 27 we want y(n) =: x(m) whenever 
Mn = Lm. It can be shown that this is true if and only if 
H(z)  is an Lth-band Nyquist filter, whether M and L are 
left coprime or not. It turns out that the hl-fold decimator 
is not significant here. 
x(n) -I tL 
Fig. 27. MD rational decimation system. 
Recall that a l-D sampling-rate alteration system with 
decimation ratio M / L  can be implemented efficiently by 
using RPI when M and L are coprime [54J. We now 
extend this idea to the MD case. We first use the MD 
polyphase decomposition to implement the system of Fig. 
27 as in Fig. 28 (figures only show the case where J(L) = 2 
and J ( M )  = 3). Next, we shall derive the so-called MD 
RPI technique to improve the efficiency further. Fig. 29 
shows this by successively redrawing the circuit of Fig. 28. 
Starting from Fig. 28, suppose it is possible to replace 
every k i  in A M )  with Mki, + Lki2, where ki, and ki2 
are some integer vectors. This is indeed true if M and L 
are left coprime [39]. Hence we get Fig. 29(a). With the 
help of Noble identities, Fig. 29(a) can be redrawn as Fig. 
29(b). Next, by using Theorem 4.1, we can interchange the 
expanders and decimators and replace them with M‘ and 
L’, where M and L’ form an irreducible right MFD of 
L-’M. Hence we obtain Fig. 29(c). We can then perform 
Type 2 polyphase decomposition on Ei(zYs with respect to 
E, and get Fig. 29(d). It can be verified that Ei, j(zYs are 
the ME-fold (or LM’-fold) polyphase components of H b ) ,  
so the total number of arithmetic operations in Ei, j(zYs is 
the same as the number in H(z).  However, each arith- 
metic operation in Fig. 29(d) is now performed at its 
lowest rate, which is l/J(M)J(L) times the rate of H(z)  
in Fig. 27. 
B. An Altemative 
We now present an alternative to the MD polyphase 
technique mentioned above. Suppose we need to deci- 
mate an MD signal by a rational nonsingular matrix H. 
Using the Smith-McMillan form [SS], [59], we obtain 
H = UAV where U and V are unimodular integer matri- 
ces and A = diag[h,,---, A,-,]. The hi’s are nonzero ra- 
tional numbers, i.e., ratios of integers. We represent all 
hi’s in their irreducible forms, i.e., hi = ai/& where ai 
and pi are coprime integers. Let A, = diada,;.., (Yg-11 
and A, = diag[ Po; . . ,  so that 
H = UAp’A,V. (65) 
Instead of using the system in Fig. 27, the rational deci- 
mation can be accomplished using the system in Fig. 30. 
Now, since A, and Ap are both diagonal, the filter H(z)  
can be designed separately in each dimension, i.e., H(z)  
= Ho(zo) HD-l(~D-l). (Note that because H(z)  is re- 
stricted to be separable, some flexibility is lost by using 
this approach.) In the ith dimension, Hi(zi) s chosen to 
suppress images due to the pi-fold expansion and elimi- 
nate aliasing owing to the ai-fold decimation. Hence, the 
overall system will be free from aliasing and no images 
exist. Finally, we can use the l-D rational polyphase 
technique described in [54] to implement each Hi(z i )  
efficiently because ai and pi are coprime. 





Fig. 29. Successive redrawing of polyphase impkmentations of an MD 
rational decimation system. 
Fig. 30. MD rational decimation system using Smith-McMillan form. 
VII. MD DELAY-CHAIN SYSTEMS 
A 1-D delay-chain system as shown in Fig. 13 is a PR 
system, i.e., i ( n )  =x(n), if and only if M and L are 
coprime. This was proved in [SI ,  and a.pplications of this 
PR system in the design of filter-bank systems can also be 
found therein. We shall now extend this concept to the 
MD case. One potential application of MD delay-chain 
systems is to design MD filter banks wirh the analysis and 
synthesis filters having a certain symmetry. 
An MD delay-chain system is shown in Fig. 31. (The 
case of L = I is most commonly used and is a PR filter 
bank.) We can see that this is a very special case of MD 
maximally decimated filter banks with J(M) channels, 
where the analysis and synthesis filters are only shift 
operators (sometimes called “delays”) defined as 
H,(z)  = ~ - ~ ~ i  and Fi(z) = z L k ~ ,  fork,  EN(M).  
(66) 
Using the definitions of decimation and expansion, we 
can write the signals v,(n) in Fig. 31 as follows: 
ui(n) = (;:n), 
n + Lki E: U T ( M )  
(67) otherwise. 
Since i (n)  = Ck,EN(M,ui(n), so i (n)  = x(n) if and only if 
U (nln + Lki E U T ( M ) }  =N. (68) 
k ,  E/Y(M) 
It can be verified that the above condition is true if and 
only if 
( ( Lk I ) M Ik i E N( =N( (69) . , 
9 
Because of the modulo notation, all the elements in 9 
are also in A M ) .  Therefore, (69) is true if and only if all 
((Lki))M7s (for k, € A M ) )  are distinct. The following the- 
orem [39] gives the sufficient condition for this: 
Theorem 5: If LM is an lcrm(L,M), then Y = A M ) .  
This is not a necessary condition, though. The problem 
of finding the necessary and sufficient conditions for PR 
delay-chain systems is still open. However, if we assume 
ML = LM, we can show the following [391: 
Theorem 6: If ML = LM, then the condition that LM is 
an lcrm(L, M) becomes necessary and sufficient for the 
Hence, the MD delay chain is PR. 
delay-chain system in Fig. 31 to achieve PR. 
VIII. PERIODICITY MATRICES OF DECIMATED 
SIGNALS 
It is well-known that in the 1-D case, a signal with 
period P is also periodic with period PS where S is any 
nonzero integer. In MD, a similar fact is true. Let x(n) 
have periodicity matrix P. If Q = PS for some integer 
matrix S, then Q is also a periodicity matrix of x(n) [49, p. 
121. Since the periodicity matrix of an MD signal is not 
unique, we are usually interested in those with the small- 
est absolute determinant. (We exclude the case of singu- 
lar periodicity matrices.) 
It is well-known that when a 1-D periodic signal x(n) 
with period L is decimated by a factor of M to obtain 
y(n) =x(Mn), the period of y(n) is L/gcd(M, L )  = 
lcm(M, L ) / M .  We now consider the following question: 
When an MD signal x(n) with periodicity matrix L is 
decimated by M, is the output y(n) = x(Mn) periodic? If 
yes, what is the periodicity matrix? In other words, given 
x(n + Lk) = x(n), Vk EN, we want to find P such that 
y(n + Pk) = y(n), Vk EN. Since y(n + Pk) = x(Mn + 
MPk), we can see that y(n + Pk) = y(n) if MPk = Lq for 
some q EN. Therefore, P is a periodicity matrix of y(n) if 
VkEJtr, 3q EN, such that M P k =  Lq. (70) 
It can be verified that this condition is equivalent to 
MP = LQ for some integer matrix Q (71) 
i.e., MP = LQ is a crm(M,L). Thus, P is a periodicity 
matrix of y(n) if P = M-’crm(M, L). Clearly, P is not 
unique. Moreover, using the notation of lcrm, we can 
conclude that the nonsingular P that satisfies (71) with the 
I 
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smallest absolute determinant is P =. M- ’ lcrm(M, L). 
Note that this is a suficient condition for P to be a 
periodicity matrix of y(n). If further Iu-~owledge about 
x(n) is available, a periodicity matrix with even smaller 
absolute determinant can be found. 
A. Case of Cyclo- Wide-Sense-Stationa y Signals 
The result for the statistical case is similar. We shall 
first define the cyclo-wide-sense-stationary (CWSS) p rop  
erty for MD statistical processes (random signals) as fol- 
lows: 
Definition: Let RJn, m) = E[x(n)x*(n - m)] denote 
the autocorrelation function of an MI) process, where 
E [ - ]  is the statistical mean. The process x(n) is said to be 
CWSS with periodicity matrix L (denoted as (CWSS),) if 
1) E[x(n)] = E[x(n + Lk)], Vk EN, i.e., E[x(n) ]  is pe- 
riodic with periodicity matrix L. 
2) R,,(n, m) = R,,(n + Lk, m), Yk, m E N ,  i.e., 
R,,(n,m) is periodic in n with periodicity matrix L. 
Now, given that x(n) is (CWSS),, let y(n) = x(Mn). 
What can we say about the cyclo-stationarity of y(n)? We 
know E[y(n)l = E[x(Mn)] and R,,(n, m) = E[y(n)y* 
(n - m)] = E[x(Mn)x*(Mn - Mm)] = R,,(Mn, Mm). 
That is, E[y(n)] can be obtained by M-fold decimating 
E[x(n)], and R,,(n, m) can be obtained by M-fold deci- 
mating RJn, m) with respect to both n and m. Using the 
result we obtained for the deterministic case, we can 
conclude that E[y(n)] has periodicity matrix P = 
M-’ lcrm(M, L), and R,,(n, m) also has the same periodic- 
ity matrix with respect to n. (Note that the decimation 
with respect to the second argument m is not signifi- 
cant here.) Therefore, y(n) is (CWSS), with P = M-’ 
lcrm(M, L). 
The above results are summarized in Fig. 32. Note that 
for the 1-D case, these nicely reduce to E.’ = lcm(M, L ) / M  
[W. 
B. Fundamental Periodicity Matrices 
As mentioned earlier, the periodicity matrix of an MD 
signal is not unique and we are usually interested in those 
with the smallest absolute determinant For this reason, 
one defines the fundamental periodicity matrix as follows: 




Po is a periodicity matrix of x(n). 
Any other periodicity matrix of x h ) ,  say P, can be 
written as P = PoS for some integer matrix S. That 
is, Po is a left divisor of all the periodicity matrices of 
x(n). 
r(n):  periodic with L -++ y(n): periodic with P = M - ~ ~ ( M . L )  
x(n): (CWSS), ++ y(n): (CWSS),. P = M - * I ~ ~ ( M , L )  
Fig. 32. Decimation of MD signals. 
From this definition, a fundamental periodicity matrix 
of an MD signal is indeed a periodicity matrix with the 
smallest absolute determinant (with singular periodicity 
matrices excluded). 
IX. ALIAS-FREE D CIMATION 
As in the 1-D case, the MD decimation creates aliasing 
if the input signal is not “properly bandlimited.” There- 
fore, a decimation filter H,(o) is usually used to prefilter 
the input signals, as in Fig. 6(a). For the 1-D case, it has 
been shown that the aliasing is completely avoided if and 
only if the support of the decimation filter H,(o) does 
not overlap under the modulo-2r/M operation [561. As in 
the 1-D case, we can define the MD modulo-V operation 
as “folding the support (in the range [ - T ,  T ) ~ )  of a filter 
into the region FPD(V) by translating each component of 
the support by Vk for some integer vector k.” 
Using the frequency-domain relation of decimation (5), 
we can obtain the following condition of alias-free deci- 
mation: 
Fact 1: The decimation system in Fig. 6(a) is alias free 
if and only if the support of the decimation filter H , ( o )  
does not overlap under the m o d u l o - 2 ~ M - ~  operation. W 
Remark: A weaker condition has been addressed in 
[22]. The condition given above is more explicit and gives 
a more systematic method to test the alias-free property 
of a given decimation filter. 
For example, when 
Fig. 33 shows some admissible supports of the decima- 
tion filter. The arrows show the m o d u l o - 2 ~ M - ~  opera- 
tion. Note that in each case, the passband support fits into 
the region F P D ( ~ T M - ~ )  with no overlap. Clearly, 
FPD(2rMPT) itself is an alias-free support. The follow- 
ing relation between SPD(.) and FPD(.) can be verified 
SPD(V) = FPD(2V) - V[1 * * .  l]? (73) 
The expression on the right-hand side means that all 
elements in FPD(2V) are subtracted by v[1 1IT. In 
other words, SPD(V) can be obtained by fist scaling 
FPD(V) up by 2 in each dimension and then shifting it by 
-v[1 - 0 .  1IT. It is easily verified that any shifted version 
of an alias-free support is also alias-free. Therefore, we 
conclude that SPD(rMPT is also an alias-free support. 
Fig. 33(b) shows exactly this region for the above chosen 
M. In practical applications, although there are an infinite 
number of alias-free supports for the decimation filter, 
S P D ( T M - ~ )  is the typical choice. 
T I  
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Fig. 33. Alias-free passband supports for the decimation matrix in (72). 
Remark: Since expansion introduces image compo- 
nents, an interpolation filter is required to suppress these 
images, as in Fig. 6(b). From (9) we see that in the L-fold 
expansion, the input spectrum in the range [ - .rr, .rr)D 
(i.e., SPD(.rrI)) is mapped to SPD(TL-~). Any other 
components outside SPD(.rrLPT are images. Therefore, a 
typical choice for the interpolation filtei- is SPD(.rrLPT 1. 
x. MULTISTAGE DESIGN OF MULTIRATE SYSTEMS 
As mentioned earlier, interpolated finite-impulse- 
response (IFIR) filters [62] are closely related to multi- 
stage decimation systems for the 1-D case [l, sec. 5.11. The 
same multistage idea can be extended to the MD case. It 
has been shown that by factorizing a matrix M into 
triangular factors TIT, TK, we can get all the multi- 
stage implementations of an M-fold decimator [68]. Fig. 
34(a) shows an MD multistage decimation system, which 
results in the overall decimation by M = M,M,. The 
associated filtering is accomplished in two stages. The 
filters H,(z) and H2(z) are required to ensure that x,(n) 
and x,(n) are appropriately bandlimitecl to avoid aliasing. 
We can reai-range the structure using Noble identities as 
shown in Fig. 34(b). The overall decimation filter is there- 
fore H,(z)H,(zM1), or HF, , ( o ) H F ,  (M;~.L)). 
As a specific example, let 
M = [ ;  - ; I=  [ t  - ' I [ '  2 0  -:I. (74) --- 
MI M2 
If we make the typical choice SPD(lrMTT) and SPD 
(.rrMiT) as sketched in Fig. 35(a) for the passband sup- 
ports of H F , * ( w )  and H F , , ( o ) ,  it can be verified that the 
overall filter HF(o) = HF, (o)HF,,(MTo) has the sup- 
port as in Fig. 35(b). This is exactly SPD(.rrMpT), so the 
decimation by M does not cause aliasing. 
Subtle Things About Multistage Decimation 
We now consider a different example: of decomposition 
of M, bringing up a situation that does not happen in the 
Fig. 34. MD multistage decimation system. 
H 




Fig. 35. Passband supports of an MD multistage decimation system: 
1-D case. Let the decimation matrix be 
M = [ t  -;I= [ t  - ' I [ '  2 0  -;I. (75) --
M, M2 
Fig. 36(a) shows the region S P D ( T M - ~ ) ,  which is typi- 
cally taken to be the support of the decimation filter. 
Suppose we wish to achieve this by multistage design as in 
Fig. 34 and take the support of HFq(w) as usual, i.e., 
SPD(.rrMrT).  We see that SPD(.rrM- ) does not even fit 
inside SPD(.rrM; 1. Therefore, the resulting overall filter 
HF,,(o)HF,,(M~w) (the shaded area in Fig. 36(b)) leaves 
out part of desired support S P D ( T M - ~ )  and lets in some 
band outside SPD(TM-~).  (However, there is still no 
aliasing even though the support of the overall filter 
HF(o) is not SPD(TM-~).)  Recall that this situation 
never happens in the 1-D case because of the fact M > MI. 
From the above examples, we can see that the problem 
of the inconsistent overall filter passband arises whenever 
SPD(.rrMPT) is not contained in SPD(.rrMYT). The fol- 
lowing fact can be verified easily: 
Fact 2: The inconsistent-support problem does not exist 
if and only if SPD(MTT) is contained within the range 
Hence, to avoid this problem, we have to either choose 
the decomposition M = M,M, properly, or we have to 
choose some other support instead of SPD(.rrM, T ,  for 
HF, (U). For example, we can choose M, to be a diagonal 
matrix (with each diagonal element being a common fac- 
tor of the corresponding column in M), then such M, is 
guaranteed to satisfy the condition of Fact 2. 
XI. CONCLUDING REMARKS 
In this paper, we have reviewed the fundamentals of 
MD multirate signal processing and presented some re- 
cent as well as new developments in MD multirate 
systems. We presented a method to derive all parallele- 
piped-shaped filters in MD multirate applications from an 
appropriate 1-D filter. We showed that the generalized- 
[ - 1, O D .  
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(a) (b) 
second example. 
Fig. 36. Passband supports of an MD multistage decimation system: 
pseudocirculant property is necessary and sufficient for an 
MD maximally decimated filter-bank system to be free 
from aliasing. We showed how the Smith form, Smith- 
McMillan form, and the least common multiples of inte- 
ger matrices can resolve many nonseparable MD multi- 
rate problems. We also mentioned the cclndition for alias- 
free decimation and the multistage design of decimation 
systems. 
There are still many open problems of considerable 
interest in MD multirate signal processing that remain to 
be resolved. For example, the problem (of designing MD 
perfect-reconstruction filter banks has not been com- 
pletely solved. The necessary and sufficient condition for 
MD delay-chain systems to achieve perfect reconstruction 
and the applications require further res'carch. A system- 
atic approach to find all possible factorizations of an 
integer matrix as M = M,M, 1.. M, that are proper for 
the multistage decimation, i.e., without inconsistent sup- 
port problems (Section XI, is yet to be found. 
APPENDIX I 
The notations and some basics for MD multirate signal 




[ a ,  b)D 
n = [ n ,  n,  n D P l l T  
ZP 
Number of dimensions. 
Set of all D X 1 integer 
vectors. 
Set of D >: 1 real vectors x 
with components xi in the 
range a s x ,  < b. 
"Time"-domain index of 
MD discrete signals. Note 
that n EA: 
Frequency-domain variable 
of MD signals. 
The Fourier transform of 
x(n), defined as X,(O) = 
E, ,,x(n)c:-jmTn. 
z-domain variable of MD 
signals. 
The z-transform of x(n), 
g i v e n  b y  X ( z )  = 
C n E J Y x ( n ) f n ,  where z" A 
~ ~ 0 ~ ~ 1  ... - , n D - I  
' D - 1 .  














Discrete Fourier transform. 
Linear time invariant. 
Matrix fraction description. 
Perfect reconstruction 
Rational polyphase imple- 
mentation. 
For nonsingular real matrix V :  
1) LAT(V) (lattice generated by V):  set of all vectors of 
the form Vn, n EN. 
2) FPD(V) (fundamental parallelepiped generated by V):  
set of all real vectors of the form Vx, x E [O, OD. 
3) SPD(V) (symmetric parallelepiped generated by V):  
set of all real vectors of the form Vx, x E [ - 1, 1ID. 
It can be verified that SPD(V) = FPD(2V) - 
41 * * -  1IT. 
For nonsingular integer matrix M: 
1) A M ) :  set of all integer vectors of the form Mx, 
2) J(M) A ldet MI: absolute determinant of M. This is 
$so equal to the number of elements in A M ) .  
3 )  M A J ( M )  M-' = *[adjugate (adjoint) of MI, 
which is also an integer matrix. 
x E [O, OD. 
Basic Concepts 
1) Periodicity matrix: An MD function f ( x )  is said to 
be periodic with periodicity matrix P if f(x + Pk) 
= f(~), Vk E N .  
2) The support of a filter H , ( o )  is the region of o 
where H,(o) is nonzero. 
3 )  Zero-phase filters: A filter having purely real fre- 
quency response is called a zero-phase filter. 
4 )  Nyquist filters: A Nyquist filter has impulse re- 
sponse h(n) satisfying h(Mn) = 0, for n # 0. This 
is also called a Mth-band filter. 
5 )  Polyphase decomposition: The polyphase compo- 
nents of x(n) with respect to a given M are defined 
as 
e , (n)  =x(Mn + k , )  (Type 1) 
or 
r,(n) =x(Mn - k,) (Type2) 
where k ,  € A M ) .  So k ,  can take on J(M) different 
values, which are ordered as k,, k l , -* . ,  kJ(Ml- '. 
Also, in the z-domain, the polyphase decomposi- 
tion of X(z) can be expressed as 
X(z) = Z - ~ ~ E , ( Z ~ )  (Typel) 
k ,  M M )  
or 
X(z) = zk~R,(zM).  (Type2) 
k,ENIM) 
CHEN AND VAIDYANATHAN: RECENT DE\IELOPMENTS IN MULTIDIMENSIONAL MULTlRATE SYSTEMS 135 
In the frequency domain, these become 
X,(o) = e-J”‘kLEF,,(MTco) (Type 1) 
k , E / M M )  
or 
X,(o) = elWTkiRF,r(MTco).  (Type 2) 
k,E/Y(M) 
6) Noble identities: These are rules that permit us to 
move decimators and expanders across transfer 
functions. Figure 20 shows these rules. 
7) A linear system is (LPTV) ,  ( h e a r  periodic-time- 
varying with periodicity matrix M) if, given that 
y(n) is the output for a certain input x(n),y(n + 
Mk) is the output for x(n + Mk) for every k EN. 
8) Division theorem for integer vectors: For a given 
nonsingular integer matrix M, every integer vector 
n can be uniquely expressed as n = Mn, + k for 
some k E ~ M )  and no EN. We denote the “re- 
mainder” k as k = n mod M, or k = ((n)),. 
9) An integer matrix U is called unimodular if [det U] 
= *l,  i.e., J(U) = 1. For a unimodular matrix U, 
U-’ = [adjugate of U]/[det U] = *[adjugate of 
U] is also a unimodular integer matrix. 
10) An MD random signal x(n) is said to be cycfo- 
wide-sense-stationary with periodicity matrix L (de- 
noted as (CWSS),) if both E[n:(n>] (the statistical 
mean) and R,,(n, m) (the autocmrelation function) 
are periodic in n with periodicity matrix L. 
APPENDIX I1 
We can compute ((n)), as follows: 
((n)), = n - M[M-’n] (B1) 
where the floor operation is performed on every element 
of the vector argument [32]. Because M-’ is in general a 
matrix with rational elements, it is subject to round-off 
error due to the finite precision of computers. The floor 
operation [M-’n] is very sensitive to this noise, so the 
above approach is not appropriate for computation. The 
following expression gives an alternative: 
((n)), = M([adjugate of M]nmod[det M])/[det MI 
(B2) 
where the modulo operation is performed on every ele- 
ment of [adjugate of Mln. This approach is not subject to 
round-off error because all arithmetic operations are per- 
formed on integers. 
APPENDIX I11 
Let M = UAV be a Smith form of M.We want to show 
that for all b in &A), ((Ub)), are distinct. Suppose there 
exist b, and b, in A A )  such that ((TJb1)), = ((Ub2)),. 
In other words, there exist two real vectors x, and x2 in 
[O,  OD such that (WAXl)), = ((UAx2)),. This implies 
UAx, = UAx, + Mn, where no  is an integer vector. Let 
x = x, - x2 so x E (- 1, l )D .  We then have x = Vn,, 
which implies that x = 0. We conclude that b, and b, are 
identical, and hence ((Ub)), are distinct. 
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