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Abstract
In this paper, we will present a method to construct a spatially inhomogeneous process on
the p-adic number eld. Secondly, we will modify the denition of the derivative of real-valued
function on the eld, hinted by the Fourier transformation. As a result, we can introduce a
class of spatially inhomogeneous modied stable processes, which cannot be obtained by the
transformation by multiplicative functional. Lastly, recurrence and transience criteria for the
non-local Dirichlet spaces will be presented. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
After Evans (1989) suggested the signicance of stochastic processes on the p-adic
number eld Qp, Albeverio and Karwowski (1994) made a rst major progress on
the subject. In their paper, an intuitively acceptable class of stochastic processes is
introduced, the transition density function is derived and the corresponding Dirichlet
space is described. In fact, by introducing any sequence A= fa(m)g1m=−1 satisfying
a(m)>a(m+ 1) and lim
m!1 a(m) = 0;
they construct a symmetric Hunt process associated with the regular Dirichlet form
(E;F) on L2(Qp; ) determined by
E(1B1 ; 1B2 ) =−2J (B1; B2)
=−p
K+L−m+1
p− 1 (a(m− 1)− a(m));
where B1 and B2 stand for balls with radii pK and pL, respectively, dist(B1; B2) = pm
and  stands for the Haar measure on Qp.
0304-4149/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
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Yasuda (1996) derived a sucient and necessary condition for the recurrence of the
symmetric Markov process, directly from the explicit expression for the semi-group
given by Albeverio and Karwowski (1994):
Theorem (Yasuda; 1996). The symmetric Markov process corresponding to
A= fa(m)g1m=−1 is recurrent; if and only if
P1
m=0 1=p
ma(m) =1.
The author (Kaneko, 1998) indicated an alternative method to obtain this criterion
purely based on Dirichlet space theory.
On the other hand, the -stable process is characterized as the case that the Fourier
transformation of the transition density pt is given by exp(−t k x kp). Thanks to the
additive characters p, the -order derivative Du of locally constant function (for the
denition, see e.g. Vladimirov et al. (1993)) u is describable by pseudo-dierential
operator and explicitly written as
Du(x) =
Z
Qp
k  kp u^()p(−x)(d) =
p − 1
1− p−−1
Z
Qp
u(x)− u(y)
k x − y k+1p
(dy);
where u^() stands for the Fourier transformation
R
Qp p(x)u(x)(dx) of the function
u and > 0.
It is rather easy to see that if we choose
R
Qp D
=2u(x)D=2v(x)(dx) (> 0) as
a Dirichlet form, then it generates Albeverio{Karwowski’s symmetric Hunt process
corresponding to the sequence A = fc(p; )p−mg1m=−1 with a constant c(p; ) de-
pending only on p and , whose generator is exactly a constant times of the one of
the -stable process. However, we see that even though we simply choose a positive
bounded function  on Qp, the bilinear form
R
Qp D
u(x)Dv(x)(x)(dx) is no longer
Markovian in general. Karwowski and Vilela-Mendes (1994) introduced a class of spa-
tially inhomogeneous stochastic process on Qp. A necessary and sucient condition
for the recurrence of the spatially inhomogeneous stochastic processes has been given
by Albeverio et al. (1999). Nonetheless, any relation between the global behavior of
inhomogeneous stochastic process on Qp and the Fourier transformation has not been
pointed out yet.
In Section 2, we will establish a method which provides us with a class of spa-
tially inhomogeneous Hunt processes other than the one considered by Karwowski and
Vilela-Mendes (1994), in the sense that the function  controlling inhomogeneity is in-
troduced in a dierent fashion. We propose a class of Dirichlet forms corresponding to
spatially inhomogeneous processes which covers a family of Dirichlet forms described
by modied derivatives similarly to the case of the -stable process described by the
=2-order derivative. For example, by introducing a modied -order derivative
D;u(x) =
p − 1
1− p−−1
Z
Qp
u(x)− u(y)
k x − y k+1p
(y)(dy);
we will see that E;(u; v) =
R
Qp D
;u(x)D;v(x)(x)(dx) gives rise to a regular
Dirichlet form which generates a spatially inhomogeneous process on Qp. However,
it cannot be obtained by the transformation by multiplicative functional presented by
Fukushima et al. (1994).
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In Section 4, we investigate recurrence and transience criteria for the Dirichlet
form E(=2;)(u; v) introduced in Section 2 in comparison with the -stable
processes.
2. A class of Dirichlet spaces on p-adic number eld
Let p stand for a prime number. A p-adic number x can be dened through the
formal power series
x =
1X
i=M
ipi;
where M is an integer and i = 0; 1; : : : or p − 1. With addition and multiplication
dened in the natural way for formal power series, Qp becomes a eld. Let x be
given by x=
P1
i=M ip
i and ix be the smallest number among i with i 6= 0. Then we
dene
k x kp =p−ix :
It is easy to see that the map x !k x kp denes norm in Qp, which enjoys non-
Archimedian triangle inequality
k x + y kp 6maxfk x kp; k y kpg:
In what follows, we denote the distance k x − y kp between x and y by dist(x; y)
and the ball fz 2 Qp j dist(z; x)6pg with radius p centered at x by B(x; p). Qp is
a locally compact separable metric space which admits the Haar measure  (see, e.g.
Vladimirov et al. (1993), Chapter IV).
Let fc(m)g1m=−1 denote a sequence satisfying
(A:1) c(m)>c(m+ 1)
and
(A:2) lim
m!1 c(m) = 0; limm!−1 c(m)> 0 or =1;
introduce a locally integrable non-negative function  satisfying
(A:3)
1P
m=0
c(m)
R
fz2Qpj kzkp=pmg (z)(dz)<1:
Suppose that f0(x; m) is a non-negative measurable function dened on Qp  Z
satisfying
(C:1) f0(x; logp k y − x kp) = f0(y; logp k x − y kp) for any x; y 2 Qp
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(C:2) f0(x; m)6Cx;Kc(m) for any m>K for some positive constant Cx;K ;
then denoting f(x; x) j x 2 Qpg by  and the family of locally constant functions with
compact support by D0, we can introduce the bilinear form
E(u; v) =
Z
(QpQp)n
(u(x)− u(y))(v(x)− v(y))J (dx; dy); u; v 2 D0 (2.1)
with a symmetric measure J on (Qp Qp)n dened by J (dx; dy) = (x)(y)f0(x;
logp k y − x kp)(dx)(dy). In fact, introducing notations
bx;K =
Z
B(x;pK )
(z)(dz);
by;L =
Z
B(y;pL)
(z)(dz);
bx; =
Z
fz2Qp j dist(z; x)=pg
(z)(dz); (>K);
we present the following basic facts to which the niteness of the right-hand side of
(2.1) is reduced:
Lemma 2.1. (i) B(x; pK) \ B(y; pL) = ; ) E(1B(x;pK ); 1B(y;pL)) = − by;L bx;Kf0
(x; logp k y − x kp),
(ii) B(y; pL)B(x; pK)) 06E(1B(x;pK ); 1B(y;pL))6 by;LCx;K
P1
=K+1 c()bx;.
Proof. (i) follows from the fact that the function f0(x; logp k z − x kp) is constant in
z on B(y; pL) as long as dist(x; y)>pL. We can deduce the estimate in (ii) from the
following inequalities:
06E(1B(y;pL); 1B(x;pK ))
= by;L
1X
=K+1
Z
fz2Qp j dist(z; x)=pg
f0(z; logp k y − z kp)(z)(dz)
= by;L
1X
=K+1
Z
fz2Qp j dist(z; x)=pg
f0(z; logp k x − z kp)(z)(dz)
= by;L
1X
=K+1
Z
fz2Qp j dist(z; x)=pg
f0(x; logp k z − x kp)(z)(dz)
6 by;LCx;K
1X
=K+1
Z
fz2Qp j dist(z; x)=pg
c(logp k z − x kp)(z)(dz):
Assumption (A:3) ensures the niteness of the right-hand side.
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Lemma 2.2. E(u; v) is closable in L2(Qp; ).
Proof. We will show that the convergence un ! 0 in L2(Qp; ) implies limn!1 E(un;
1B(x;pK )) = 0 for any ball B(x; pK). We may restrict ourselves the case that supp[un]\
B(x; pK) = ; for all n and the case that supp[un]B(x; pK) for all n.
We begin by the case that supp[un]\ B(x; pK) = ; for all n. From the expression in
Lemma 2.1(i), we have
0>E(1B(x;pK ); 1B(y;pL))
= − by;L bx;Kf0(x; logp k y − x kp)
>− by;L bx;KCx;Kc(logp k y − x kp)
>− bx;KCx;K
Z
B(y;pL)
(z)c(logp k z − x kp)(dz):
Accordingly, it turns out that
E(1B(x;pK ); un)>− bx;KCx;K
Z
Qp nB(x;pK )
un(z)c(logp k z − x kp)(dz)
>− bx;KCx;K k un kL2(Qp;)
sZ
Qp nB(x;pK )
(z)c(logp kz − xkp)2(dz)
>− bx;KCx;K kunkL2(Qp;)
vuutc(K + 1) 1X
=K+1
c()
Z
B(x;p)
(z)(dz):
Therefore, un ! 0 in L2(Qp; ) implies limn!1 E(un; 1B(x;pK )) = 0 provided that
supp[un] \ B(x; pK) = ; for all n.
Lastly, if supp[un]B(x; pK) for all n, we can derive that un ! 0 in L2(Qp; )
implies limn!1E(un; 1B(x;pK ))=0, from inequalities (ii) in Lemma 2.1. In fact, we see
the following estimate simply by applying Schwarz’ inequality:
06E(1B(x;pK ); un)6 k un kL2(Qp;)k 1B(x;pK ) kL2(Qp;) Cx;K
1X
=K+1
c()bx;:
We denote the smallest closed extension of E in L2(Qp; ) again by E and the
domain associated with E by F.
Theorem 2.1. The pair (E;F) of the bilinear form E and its domain F is a regular
Dirichlet form on L2(Qp; ). Accordingly; there exists a Hunt process corresponding
to (E;F).
Proof. The Stone{Weierstrass theorem and Lemma 2 in Chapter VI in the monograph
written by Vladimirov et al. (1993) assure that the family of locally constant functions
on any ball is dense in the family of continuous functions on the ball. Accordingly,
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the pre-Dirichlet form (E;F) dened by (2.1) is C0-regular. The stability under the
normal truncation of the form (E;F) follows from expression (2.1).
Corollary 2.1. There exists a Hunt process corresponding to the Dirichlet form (E;F)
on L2(Qp; ) dened as the smallest extension of E satisfying
E(u; v) =
Z
(QpQp)n
(u(x)− u(y))(v(x)− v(y))J (dx; dy) u; v 2 D0
with a symmetric measure J on (QpQp)n given by J (dx; dy)= (x)(y)(c(logp
k y − x kp −1)− c(logp k y − x kp))(dx)(dy).
Proof. The Dirichlet form in the statement is obtained by choosing the function f0(x;
logp k y − x kp) as c(logp k y − x kp −1) − c(logp k y − x kp). Since this function
satises conditions (C.1) and (C.2). The assertion follows from Theorem 2.1.
Remark 2.1. Albeverio et al. (1999) constructed inhomogeneous processes by starting
with the same assumptions as ours including an equivalent of our assumption (A.3).
Therefore, the corollary shows that our method covers the family of their random
walks. In fact, it turns out from Denition (2:1) that
E(1B(x;pK ); 1B(y;pL)) =− by;L bx;Kfc(logp k y − x kp −1)− c(logp k y − x kp)g
for any disjoint balls B(x; pK) and B(y; pL).
In the remainder part of this section, we will present a family of inhomogeneous
processes which is not obtained by means of the transformation by multiplicative func-
tional. To this end, let us consider a dierential operator D(fcg;)u(x) =
R
Qp(u(x) −
u(y))c(logp k x − y kp)(y)(dy) for function u of D0 and introduce the bilinear
form
E(fcg;)(u; v) =
Z
Qp
D(fcg;)u(x)D(fcg;)v(x)(x)(dx); u; v 2 D0:
Lemma 2.3. The bilinear form E(fcg;) admits the representation
E(fcg;)(u; v) =
Z
(QpQp)n
(u(x)− u(y))(v(x)− v(y))J (dx; dy) u; v 2 D0;
with a symmetric measure J (dx; dy) = (x)(y)
P1
=m+1 bx;c()(2c(m)− c())+
bx;mc(m)2
}
(dx)(dy) on (Qp Qp)n, where m stands for the integer satisfying
dist(x; y)=pm; bx;m=
R
B(x;pm) (z)(dz) and bx;=
R
fz2Qp j dist(z; x)=pg (z)(dz) (>m).
Proof. We may assume that u and v are the indicator functions of two balls B(x; pK);
B(y; pL), respectively. It suces to verify the expression in the case B(x; pK)\B(y; pL)=
; and in the case B(x; pK)B(x; pL).
We begin by the former case. By taking the integer m satisfying dist(B(x; pK),
B(y; pL)) = pm (m>K; L), recalling the notations
bx;K =
Z
B(x;pK )
(z)(dz);
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by;L =
Z
B(y;pL)
(z)(dz);
bx; =
Z
fz2Qp j dist(z; x)=pg
(z)(dz) (>K)
and introducing some more notations
by; =
Z
fz2Qp j dist(z; x)=pg
(z)(dz) (>L);
bx;y;m =
Z
fz2Qp j dist(z; x)=dist(z;y)=pmg
(z)(dz);
b = bx; = by; (>m);
one obtains the expressions
D(fcg;)1B(x;pK )(z) =
8>><
>>:
mX
=K+1
bx;c() +
1X
=m+1
bc() if z 2 B(x; pK);
− bx;Kc(x) if k z − x kp =px
and
D(fcg;)1B(y;pL)(z) =
8><
>:
mX
=L+1
by;c() +
1X
=m+1
bc() if z 2 B(y; pL);
− by;Lc(y) if k z − x kp =py :
Therefore, from the expression
D(fcg;)1B(x;pK )(z)D(fcg;)1B(y;pL)(z)
=
8>>>>>>>>>>>><
>>>>>>>>>>>>:
−
 
mX
=K+1
bx;c() +
1X
=m+1
bc()
!
by;Lc(m) if z 2 B(x; pK);
−
 
mX
=L+1
by;c() +
1X
=m+1
bc()
!
bx;Kc(m) if z 2 B(y; pL);
bx;K by;Lc(x)c(y) if k z − x kp =px ;
k z − y kp =py ;
one can get
E(fcg;)(1B(x;pK ); 1B(y;pL)) =−
(
mX
=K+1
bx;c() +
1X
=m+1
bc()
)
by;L bx;Kc(m)
−
(
mX
=L+1
by;c() +
1X
=m+1
bc()
)
bx;K by;Lc(m)
+
m−1X
=L+1
bx;K by;Lc(m)by;c()
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+
m−1X
=K+1
bx;K by;Lc(m)bx;c()
+ bx;K by;Lc(m)2bx;y;m +
1X
=m+1
bx;K by;Lbc()2:
Since we have
bx;m + by;m − bx;y;m =
Z
B(x;pm)nB(x;pm−1)
(z)(dz) +
Z
B(y;pm)nB(y;pm−1)
(z)(dz)
−
Z
(B(x;pm)nB(x;pm−1))\(B(y;pm)nB(y;pm−1))
(z)(dz)
=
Z
(B(x;pm)nB(x;pm−1))[(B(y;pm)nB(y;pm−1))
(z)(dz)
=
Z
B(x;pm)
(z)(dz)
= bx;m;
we obtain
E(fcg;)(1B(x;pK ); 1B(y;pL))
=− by;L bx;K
( 1X
=m+1
bc()(2c(m)− c()) + bx;mc(m)2
)
=− by;L bx;K
( 1X
=m+1
bx;c()(2c(m)− c()) + bx;mc(m)2
)
:
On the other hand, in the case that two balls B(x; pK), B(x; pL) (L>K) are given,
noting the following identity:
J (B(x; pK); B(x; pL+1)nB(x; pL))
= bx;Kbx;L+1
(
c(L+ 1)
 
2
1X
L+2
bx;c() + bx;Lc(L+ 1) + bx;L+1c(L+ 1)
!
−
1X
L+2
bx;c()2
)
= bx;K
( 1X
=L+1
bx;c()
1X
=L+1
bx;c() +
1X
=L+1
bx; bx;Lc()2
−
 1X
=L+2
bx;c()
1X
=L+2
bx;c() +
1X
=L+2
bx; bx;L+1c()2
!)
;
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we have
E(fcg;)(1B(x;pK ); 1B(x;pL)) =
 1X
=L+1
bx;c()
1X
=L+1
bx;c()+
1X
=L+1
bx; bx;Lc()2
!
bx;K
= 2J (B(x; pK); B(x; pL)c)
=
Z
(QpQp)n
(1B(x;pK )(z)− 1B(x;pK )(y))
(1B(x;pL)(z)− 1B(x;pL)(y))J (;)(dz; dy):
Therefore, the representation formula has been legitimized.
We denote the smallest closed extension of E(fcg;) in L2(Qp; ) again by E(fcg;)
and the domain associated with E(fcg;) by F(fcg;).
Theorem 2.2. The pair (E(fcg;);F(fcg;)) of the bilinear form E(fcg;) and its domain
F(fcg;) is a regular Dirichlet form on L2(Qp; ). Accordingly; there exists a Hunt
process corresponding to (E(fcg;);F(fcg;)).
Proof. The function f0 involved in the Dirichlet form E(fcg;) is given by f0(x; m) =P1
=m+1 bx;c()(2c(m)− c())+ bx;mc(m)2. It is easy to see that f0 satises condition
(C.1). Condition (C.2) follows from the estimate f0(x; m)6c(m)(2
P1
=K+1 bx;c() +
bx;Kc(K)) (m>K). Consequently, the assertion is reduced to Theorem 2.1.
Remark 2.2. In the case that the sequence fc(m)g and the function  are positive,
it is not dicult to see that f0(x; m) =
P1
=m+1 bx;c()(2c(m) − c()) + bx;mc(m)2 is
decreasing in m for each point x of Qp.
If the sequence fc(m)g is given by c(m)=p−(=2+1)m (m 2 Z), then one may choose
the function  as the one which admits the estimate j(x)j6C k x kp (8x 2 Qp)
for some constants <=2 and C> 0 so that one can discuss under the
assumption (A.3).
Example 2.1. Suppose that a non-negative function satises j(x)j6C kxkp (8x2Qp)
for some constants <=2 and C> 0. Then, the dierential operator
D(=2;)u(x) =
p=2 − 1
1− p−=2−1
Z
Qp
u(x)− u(y)
k x − y k=2+1p
(y)m(dy)
dened for function u of D0 provides us with a regular Dirichlet form E(=2;)(u; v) =R
Qp D
(=2;)u(x) D(=2;)v(x)(x)(dx) on L2(Qp; ).
3. Symmetric Hunt processes of jump type
In this section, we start with a locally compact Hausdro metric space X with a
continuous exhaustion function  and consider a regular Dirichlet space (E;F) on
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L2(X ;m) which has a representation
E(u; v) =
Z
XX
(u(x)− u(y))(v(x)− v(y))J (dx; dy)
with the symmetric non-negative Radon measure J on X  X satisfying J (f(x; y)jx =
yg) = 0.
Since there is no Qp-valued continuous function on any real interval except constant
(see, e.g. Vladimirov et al., 1993, Remark in Chapter XVI), all symmetric Hunt pro-
cesses on Qp are completely covered by the Dirichlet forms with this expression. As
for the recurrence and transience of symmetric jump processes on Qp, we have already
obtained recurrence and transience criteria as corollaries in the author’s previous paper
(Kaneko, 1998) where the decomposition J (B(x; pK); B(x; pL)c) = f(pK)g(pL) using
sequences f(pK) and g(pL) has been assumed. However, the ‘=’ in the decomposi-
tion can be replaced by ‘6’ in deriving the recurrence and by ‘>’ in deriving the
transience. For reader’s convenience, we will detail all procedures to prove slightly
improved assertions.
Assumption. We assume that there exists a continuous exhaustion function  such that
(A.4) inf = 0 and sup> 1,
(A.5) 1B(s) 2F for 8B(s) = fz j(z)<sg.
Then, we can set
j(r; s) = E(1B(r); 1B(s)) = 2J (B(r); B(s)c)<1 for s>r:
We will consider functions depending only on . Let us introduce a notation  for
a division  : 1 = 0<1<   <N = R of the interval [1; R] and notation  for a
positive sequence =fngNn=0 so that the parameters of radial functions are in control.
Let Cap(B(1);B(R)) denote the 0-order capacity (for the denition, see e.g., O^kura,
1995) between the compact set B(1) and the open set B(R). For the denition of the
recurrence for Dirichlet space, see e.g., Fukushima (1984=1985).
Theorem 3.1. If for any division  of the interval [1; R] there exist sequences
ff(n)gNn=0 and fg(n)gNn=0 such that j(n; m)6f(n)g(m) (n; m=0; : : : ; N ) and if
sup
R
sup

N−1X
k=0
1
g(k)

1
f(k)
− 1
f(k + 1)

=1;
then (E;F) is recurrent.
Proof. Take a positive sequence fngNn=0 dened by
1
n
=
8>><
>>:
1
g(n)

1
f(n)
− 1
f(n+ 1)

; n= 0; : : : ; N − 1;
1
f(N )g(N )
; n= N:
Since we have
1
f(k)
=
NX
‘=k
g(‘)
‘
(n= 0; 1; : : : ; N );
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by setting
C =
1
0
+
1
1
+   + 1
N
; pn =
1
Cn
and U =
NX
k=0
pk1B(k );
we obtain
E(U;U ) =
NX
k=0
p2kE(1B(k ); 1B(k )) + 2
NX
k=0
pk
NX
‘=k+1
p‘E(1B(k ); 1B(‘))
6 2
NX
k=0
pk
NX
‘=k
p‘j(k ; ‘)
6
2
C2
NX
k=0
1
k
NX
‘=k
1
‘
f(k)g(‘)
6
2
C2
NX
k=0
1
k
=
2
C
:
This shows that
inf
R>1
Cap(B(1);B(R)) = inf
R>1
inf
; with N=R
E(U;U ) = 0:
The recurrence follows from the result by O^kura (1995, Theorem 1:1).
In the remainder part of this section, suppose that there exist countable -level sets
f= akg1k=−1 whose union
S1
k=−1f= akg covers underlying space X .
Theorem 3.2. Suppose that there exists a decreasing function fR taking 1 on B(1)
such that
Cap(B(1);B(R)) = E(fR(); fR())
for any R> 1. If for any division  of the interval [1; R] there exist sequences
ff(n)gNn=0 and fg(n)gNn=0 such that j(n; m)>f(n)g(m) (n; m= 0; : : : ; N ) and
sup
R
sup

NX
n=0
1
g(n)f(n)
<1;
then (E;F) is transient.
Proof. For  = fngNn=0 and  = fngNn=0, dene the function U =
PN
k=0 pk1B(k ) by
setting
C =
1
0
+
1
1
+   + 1
N
and pn =
1
Cn
:
The assumption on the existence of the functions fR implies
Cap(B(1);B(R)) = inf
; with N=R
E(U;U ):
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To obtain the lower bound of the right-hand side, we can utilize the increasing
function F(t) = E(U ^ t; U ^ t) in variable t 2 (0; 1). In fact, since one can derive an
estimate
F
 
NX
k=n
pk
!
− F
 
NX
k=n+1
pk
!
>
NX
k=n
pkpnj(k ; n)
from
F
 
NX
k=n
pk
!
=
NX
k;k0=n
pkpk0E(1B(k ); 1B(k0 ));
inequality (ii) in Section 1 in the author’s paper (Kaneko, 1998) originally for the
Hellinger integral implies
1
E(U;U )
6
1
F(1)
6
N−1X
n=0
p2n
F(
PN
k=n pk)− F(
PN
k=n+1 pk)
6
N−1X
n=0
1PN−1
k=n (pk=pn)j(n; k)
6
N−1X
n=0
1PN−1
k=n (n=k)j(n; k)
6
NX
n=0
1
j(n; n)
6
NX
n=0
1
g(n)f(n)
<1:
Consequently, we can conclude that (E;F) is transient from the result by O^kura,
(1995, Theorem 1:1).
4. Recurrence and transience of the spatially inhomogeneous
symmetric process on Q p
In this section, we discuss the recurrence and transience criteria for the Dirichlet
space (E(=2;);F(=2;)) on L2(Qp; ) in Example 2.1. Before showing these global
properties, we assert a lemma on the equilibrium of the 0-order capacity, by which we
can state transience criterion without superuous assumption. We return to the same
situation as in Section 2 for a while.
Lemma 4.1. Suppose that the function f0(0; m) is decreasing in m and that there
exists a function fpN dened on the set fpk j k 2 Zg which takes 1 on fpk j k61; k 2
Zg; vanishes on fpk j k>N + 1; k 2 Zg and satises Cap(B(0; p);B(0; pN )) = E(fpN
(k x kp); fpN (k x kp)). Then fpN is decreasing in the sense fpN (p2)>fpN (p3)>   >
fpN (Pn).
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Proof. It suces to determine positive coecients fpngNn=1 so that fpN (k x kp) =PN
k=1 pk1B(0;pk ) is satised. We note, similarly to the proof of Lemma 2:2:1 in the
monograph written by Fukushima et al. (1994), that the function fpN is characterized
as the unique non-negative function dened on fpk j k 2 Zg satisfying fpN (k x kp)=0
outside B(0; pN ), fpN (k x kp) = 1 on B(0; p) and E(=2;)(fpN (k x kp); v) = 0 for any
function v 2 F with supp[v]B(0; pN )nB(0; p). Therefore, the coecients fpngNn=1
are determined by the equations
E(fpN (k x kp); 1B(p‘;p)) = E
 
NX
k=1
pk1B(0;pk ); 1B(p‘;p)
!
= 0 (‘ = 2; : : : ; N ): (4.1)
We can prove the positivity of each pn inductively. In fact, the identity in the proof
of Lemma 2.1(ii) shows
E(1B(p‘;p); 1B(0;pk ))
= bp‘;1
1X
=k+1
Z
fz2Qpjdist(z;0)=pg
f0(0; logp k z kp)(z)(dz)
for any pair of integers k and ‘ with ‘6k and the other assertion of Lemma 2.1 shows
E(1B(0;pk ); 1B(p‘;p)) =− bp‘;1 b0; kf0(0; ‘)
for any integers k and ‘ with ‘>k. Therefore, one can inductively prove that p‘+1
is positive by the positivity of p1; : : : ; p‘ and the relation f0(0; 2)>   >f0(0; ‘)>
f0(0; ‘ + 1), comparing both sides of the ‘-th equation of (4.1) and those of the
(‘ + 1)-th equation multiplied by bp‘;1= bp‘+1 ;1.
Theorem 4.1. Suppose that  is a positive constant and  is a positive function sat-
isfying j(x)j6C k x kp (8x 2 Qp) for some constants <=2 and C> 0. Then;
we have
(i) >1 and  is bounded ) (E(=2;);F(=2;)) is recurrent;
(ii) < 1 and there exists a positive constant  such that > on Qp
) (E(=2;);F(=2;)) is transient.
Proof. Thanks to the last equality in the proof of Lemma 2.3, we easily see the
following identity:
E(=2;)(1B(x;pK ); 1B(x;pL)) =C
2
p;=2
 1X
=L+1
bx;
p(=2+1)
1X
=L+1
bx;
p(=2+1)
+
1X
=L+1
bx;
p2(=2+1)
bx;L
!
bx;K for L>K; (4.2)
where Cp;=2=(p=2−1)=(1−p−=2−1). If  is bounded, there exists a positive constant
(p; ) such that (p; )pKp−L dominates the right-hand side. The recurrence of the
Dirichlet form E(=2;) follows from Theorem 3.1 and the assumption >1.
On the other hand, if there exists a positive constant  such that (x)>, the
right-hand side admits a lower bound (p; )pKp−L with some positive constant
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(p; ). Owing to Lemma 4.1 and Remark 2.2, it turns out that the function fpN
involved in the equilibrium fpN (k x kp) for the 0-capacity Cap(B(0; p);B(0; pN )) =
E(fpN (k x kp); fpN (k x kp)) is decreasing. Consequently, we can derive the transience
from Theorem 3.2.
5. For further reading
The following references are also of interest to the reader: Biroli and Mosco, 1995;
Figa-Talamanca, 1994; Fukushima, 1988; Hahn, 1912; Oshima, 1992; O^kura, 1996;
Silverstein, 1974.
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