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Abstract
We present new results on hyperinterpolation for spherical vector fields. Especially we consider the
operator Ln , which may be described as an approximation to the L2 orthogonal projection Pn . In detail, we
prove that Pn is the projection with the least uniform norm and that Ln has the optimal value for its norm in
the C → L2 setting. These results are already known for the scalar case. In the continuous space setting, we
could prove only a sub-optimal bound for the Lebesgue constant of the vector hyperinterpolation operator.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The concept of hyperinterpolation was first described by Sloan [13] in 1995. In general, the
problem is to approximate a continuous scalar function on the unit sphere Sr−1 ⊂ Rr by a
spherical polynomial from the space Pn of all spherical polynomials of degree ≤ n. A scalar
hyperinterpolation operator Ln was introduced in [13] by replacing the Fourier integrals in the
L2 orthogonal projection Pn (onto the space Pn) by a quadrature rule that integrates spherical
polynomials of degree 2n exactly. In particular, the main focus of [12,13,15] was on obtaining
bounds for the norm of Ln under various settings. The difference between interpolation and
hyperinterpolation is, that in the latter case the number of quadrature points exceeds the degree
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of freedom. There are many results on scalar hyperinterpolation, especially for r = 3 [12–16],
e.g. under C → L2 setting, ‖Ln‖C→L2 =
√
4pi [13].
Further it is known that the projection with range Pn and least value for its uniform norm is
the L2 orthogonal projection Pn , that is, ‖Pn‖∞ ≤ ‖Ω‖∞ for all projections Ω with range Pn .
This was proved by Berman [1] for r = 2 and Daugavet [2] for r ≥ 3. Gronwall [8] showed
limn→∞ n−1/2‖Pn‖∞ = 2√2/pi for r = 3, that is, ‖Pn‖∞  n1/2, which is the same result as
for the hyperinterpolation operator Ln . Thus the bound for Lebesgue constant ‖Ln‖∞ in [12,15]
is optimal.
In this paper we consider the vector case, that is we want to approximate a continuous vector
field on the sphere S2 ⊂ R3. Scalar spherical harmonics form a common basis of Pn . Their
vector analogon are vector spherical harmonics (see Freeden, Gervens and Schreiner [3]). Hence
we use the space of all vector spherical harmonics with degree ≤ n as ansatz space for our
approximation. Similar to the scalar case we can define the vector hyperinterpolation operator
Ln as an approximation to the vector L2 orthogonal projection Pn . Nestel [9] proved a bound for
the norm of Ln in a Sobolev space setting. The main result of our paper is a sub-optimal O(n)
bound for ‖Ln‖∞.
In addition to its theoretical interest, the proof for the sub-optimal bound in this paper may
play a future role in proving the conjecture in [6] that ‖Ln‖∞ can be bounded byO(nα), for some
0.5 ≤ α < 1. As described in [6], once this conjecture is proved, a complete proof for spectral
convergence of the electromagnetic scattering algorithm follows from the analysis in [5]. Numer-
ical results suggest that the conjecture holds for practical values of n (of the order of a few hun-
dreds). The operator Ln was also used in [4,10] for related electromagnetic scattering algorithms.
The plan of this paper is as follows. In Section 2, we recall vector spherical harmonics from [3]
and a tensor-product quadrature rule. Further we define the operators Pn and Ln . Then in Sec-
tion 3 we show that as in the scalar case the projection with the smallest value for its uniform
norm is the orthogonal projection. In the next sections we prove norm estimates for the hyperin-
terpolation operator Ln , first in the C → L2 setting and then in the continuous space setting.
2. Preliminaries
Before we start with a short introduction to vector spherical harmonics, we explain our
notation: Capital letters symbolize scalar functions and the corresponding spaces. Vector fields
and their spaces are denoted by small letters, e.g. C(S2) denotes the space of all continuous scalar
functions on the unit sphere, whereas c(S2) is the analog vector space. The only exception is the
use of L2 in both the scalar and vector case, to avoid confusion with square summable sequences.
For operators acting on scalar functions we use calligraphic letters and for operators acting on
vector fields we use bold face.
To introduce vector spherical harmonics, we follow Freeden, Gervens and Schreiner [3] and
define the operators
o(1)F(ξ) := ξF(ξ), o(2)F(ξ) := ∇F(ξ) and o(3)F(ξ) := ξ ×∇F(ξ) (1)
on C(S2) and C1(S2), respectively.
Theorem 1. Let {Y`,k}, ` ≥ 0, |k| ≤ ` be an orthonormal system of scalar spherical harmonics.
Then
y(1)`,k := o(1)Y`,k and y(i)`,k :=
1√
`(`+ 1)o
(i)Y`,k, i = 2, 3, (2)
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form a complete orthonormal system of L2(S2), the space of all square integrable spherical
vector fields.
Definition 2. Let Yn be a scalar spherical harmonic with degree n ≥ 0. Then o(i)Yn is called a
vector spherical harmonic with degree n and type i = 1, 2, 3. Further by x (i)n we denote the space
of all vector spherical harmonics with order n and type i = 1, 2, 3. Finally we define
x0 := x (1)0 and xn :=
3⊕
i=1
x (i)n , n ≥ 1. (3)
The following relation between scalar and vector spherical harmonics is important [3]: Each
component y(i)n · e j is a linear combination of scalar spherical harmonics with degree n − 1 and
n + 1 if i = 1, 2 and degree n if i = 3. Here e j , j = 1, 2, 3, denotes the canonical basis of R3.
We proceed with the vector addition theorem [3]. For this we have to extend the operators o(i)
to vector fields.
Definition 3. Let f : S2 → C3 be a sufficiently smooth vector field with
f (ξ) :=
3∑
j=1
F j (ξ)e j .
Then we define o(i) f (ξ) := ∑3j=1(o(i)F j (ξ)) ⊗ e j , i = 1, 2, 3, where ⊗ stands for the usual
dyadic product in R3.
Theorem 4. Let {y(i)`,k} be the orthonormal system (2). Then∑
|k|≤`
y(i)`,k(ξ)⊗ y(i)`,k(η) =
2`+ 1
4pi
p(i)` (ξ, η), i = 1, 2, 3 (4)
where p(i)` : S2 × S2 → R3 ⊗ R3 is the Legendre tensor field of degree ` and type i given by
p(1)` (ξ, η) := o(1)ξ o(1)η P`(ξ · η) (5)
p(i)` (ξ, η) :=
1
`(`+ 1)o
(i)
ξ o
(i)
η P`(ξ · η), i = 2, 3. (6)
As in the scalar addition theorem P` denotes the Legendre polynomial of degree `.
2.1. The Gauss rectangular quadrature rule
In order to define the hyperinterpolation operator we have to approximate the Fourier
coefficients by a quadrature rule. For motivation, we first consider the scalar case and use polar
coordinates
p(θ, φ) := (sin(θ) cos(φ), sin(θ) sin(φ), cos(θ))T
to transform∫
S2
F(η)ds(η) =
∫ 2pi
0
∫ pi
0
(F ◦ p)(θ, φ) sin θdθdφ =
∫ 2pi
0
∫ 1
−1
(F ◦ p)(cos−1 t, φ)dtdφ.
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Now for the t integration we apply the n + 1 point Gauss rule with weights νs and quadrature
points θs = cos−1 ts , where the ts are the zeros of the Legendre polynomial of degree n + 1.
For the φ integration we use the 2(n + 1) point rectangular rule with the weights and quadrature
points given by µr := pi/(n + 1) and φr := rpi/(n + 1). Combining these two quadratures leads
to the Gauss rectangular rule∫
S2
F(η)ds(η) ≈
2n+1∑
r=0
n+1∑
s=1
µrνs(F ◦ p)(θs, φr ). (7)
On occasion we will use pr,s := p(θs, φr ) as abbreviation for the quadrature points.
Theorem 5. The Gauss rectangular rule is exact for spherical polynomials with degree≤ 2n+1.
Proof. We have to show that the Gauss rectangular rule is exact for all spherical harmonics
Y`,k(θ, φ) = ck` P |k|` (cos θ)eikφ, ` = 0, . . . 2n + 1, |k| ≤ `.
The rectangular rule is exact for all trigonometric polynomials of degree ≤ 2n + 1. Since the
azimuthal integrals vanish for k 6= 0 the Gauss rectangular rule is exact for ` = 0, . . . , 2n + 1
and k 6= 0. As P0` is a Legendre polynomial of degree ` ≤ 2n + 1, the statement for k = 0
follows from the exactness of the n + 1 point Gauss rule. 
With this quadrature rule we define a discrete inner product by
(F,G)n :=
2n+1∑
r=0
n+1∑
s=1
µrνs(F ◦ p)(θs, φr )(G ◦ p)(θs, φr ). (8)
Corollary 6. Let {Y`,k} with ` = 0, 1, . . . , n and |k| ≤ ` be an orthonormal system of scalar
spherical harmonics. Then
(Y`,k, Y`′,k′)n = δ`,`′δk,k′ .
Now we extend the Gauss rectangular rule to spherical vector fields by approximating∫
S2
f (η)ds(η) ≈
2n+1∑
r=0
n+1∑
s=1
µrνs f (p(θs, φr ))
and introduce the discrete inner product
( f, g)n :=
2n+1∑
r=0
n+1∑
s=1
µrνs f (p(θs, φr )) · g(p(θs, φr )). (9)
Theorem 7. The Gauss rectangular rule is exact for vector spherical harmonics with degree
≤ 2n.
Proof. As for ` ≤ 2n and j = 1, 2, 3 each component y` · e j ∈ P2n+1 the statement follows
from Theorem 5. 
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Theorem 8. Let {y(i)`,k} be the orthonormal system (2) with l, l ′ ≤ n and |k|, |k′| ≤ l. Then
(y(i)`,k, y
(i ′)
`′,k′)n = δ`,`′δk,k′δi,i ′ .
Proof. For i = 1 from Corollary 6 we find
(y(1)`,k , y
(1)
`′,k′)n = (Y`,k, Y`′,k′)n = δ`,`′δk,k′ .
The quadrature rule integrates y(3)`,k · y(3)`′,k′ exactly because y(3)`,k · y(3)`′,k′ ∈ P2n . Further on we have
y(2)`,k · y(2)`′,k′ = y(3)`,k · y(3)`′,k′ , which gives
(y(2)`,k , y
(2)
`′,k′)n = (y(3)`,k , y(3)`′,k′)n .
The statement for the mixed cases follows from y(2)`,k · y(3)`′,k′ ∈ P2n+1 and the fact that y(i)`,k is
normal for i = 1 and tangential for i = 2, 3. 
Remark 9. In the scalar case, usually it is sufficient that the quadrature rule is exact for
polynomials of degree ≤ 2n. In the vector case the exactness of the Gauss rectangular rule
for polynomials of degree ≤ 2n + 1 is required (Theorems 7 and 8).
2.2. The projection operators
Truncating the Laplace series with respect to the spherical vector harmonics of Theorem 1
leads to the orthogonal projection
Pn f :=
3∑
i=1
n∑
`=0
∑
|k|≤`
( f, y(i)`,k)y
(i)
`,k . (10)
From this, in turn, discretizing the inner product by the Gauss rectangular rule we obtain the
hyperinterpolation operator
Ln f :=
3∑
i=1
n∑
`=0
∑
|k|≤`
( f, y(i)`,k)n y
(i)
`,k . (11)
Lemma 10. The operator Ln is a projection Ln : c(S2)→⊕nν=0 xν .
Proof. Obviously the range of Ln is
⊕n
ν=0 xν and from Theorem 8 it follows immediately that
Ln(Ln f ) = Ln f . 
Simple calculations establish the following connection between the Gauss rectangular rule and
vector spherical harmonics.
Lemma 11. Let f ∈ c(S2) be a continuous spherical vector field. Then∫
S2
(Ln f )(η)ds(η) =
2n+1∑
r=0
n+1∑
s=1
µrνs f (pr,s). (12)
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Finally from the vector addition theorem we obtain
(Ln f )(ξ) =
2n+1∑
r=0
n+1∑
s=1
µrνs
(
3∑
i=1
n∑
`=0
2`+ 1
4pi
p(i)` (ξ, pr,s) f (pr,s)
)
(13)
as additional expression for Ln .
3. The orthogonal projection
Theorem 12. The orthogonal projection Pn is the projection with least uniform norm among all
projections  with range
⊕n
ν=0 xν , that is ‖Pn‖∞ ≤ ‖‖∞.
Proof. In the first step we introduce transformations on C(S2) and c(S2) by
EA F(·) := F(A·), F ∈ C(S2), (14)
EA f (·) := AT f (A·), f ∈ c(S2), (15)
where A ∈ SO(3). It is easy to verify the following properties (see e.g. [3,7]):
• ‖EA‖∞ = 1 and ‖EA‖∞ = 1.
• o(i)ξ EA F(ξ) = EAo(i)ξ F(ξ) for i = 1, 2, 3.• The spaces of scalar and vector spherical harmonics are orthogonally invariant with respect to
the transformations EA and EA, respectively.
In the next step, for an arbitrary projection  with range
⊕n
ν=0 xν , we define the so-called
Berman operator by
(B f )(·) :=
∫
SO(3)
EAEAT f (·)dA
/∫
SO(3)
dA. (16)
We immediately observe ‖B‖∞ ≤ ‖‖∞ because ‖EA‖∞ = 1. Hence the statement of
Theorem 12 is proven, if we are able to establish that B = Pn . As the space of all vector spherical
harmonics is dense in c(S2), it suffices to show that By(i)`,k = Pn y(i)`,k for all ` ≥ 0 and i = 1, 2, 3.
By the orthogonal invariance of the space
⊕n
ν=0 x
(i)
ν we have By
(i)
`,k = y(i)`,k for i = 1, 2, 3 and
0 ≤ ` ≤ n, that is, in this case we find B = Pn .
Now we consider ` > n. From [7], Lemma 27, we know that each vector spherical harmonic
can be expressed as a linear combination of Legendre tensor fields multiplied by suitable vectors
a j ∈ R3. Therefore it suffices to show that B(p(i)` (·, η)a) = Pn(p(i)` (·, η)a) for ` > n, i = 1, 2, 3
and arbitrary η ∈ S2 and a ∈ R3. We start with evaluating the right-hand side. Since p(i)` (·, η)a
is a vector spherical harmonic of order ` > n and type i = 1, 2, 3, we find that
Pn(p
(i)
` (·, η)a) =
3∑
j=1
n∑
˜`=0
∑
|k|≤ ˜`
(p(i)` (·, η)a, y( j)˜`,k )L2︸ ︷︷ ︸
=0
y( j)˜`,k = 0.
Now we investigate the left-hand side. From [3], Lemma 12.7.3(ii), and [7], p. 32, we know that
we can write p(i)` (ξ, η)a = Co(i)ξ P`(ξ · η) with the Legendre polynomial P` and some constant
C > 0 (compare [3], Section 3.3). From the above commutation relation for EA we obtain that
EAp
(i)
` (ξ, η)a = CEAo(i)ξ P`(ξ · η) = Co(i)ξ EA P`(ξ · η). (17)
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Next we introduce a scalar projection operator Ω that is closely related to the vector projection
 and commutates with the operators o(i). Let F ∈ C1(S2) and i = 1, 2, 3 be fixed and define
f := o(i)F . If we apply  we get  f = ∑n`=0∑|k|≤` α(i)`,k y(i)`,k with suitable coefficients α(i)`,k .
By definition of f , we only have vector spherical harmonics of type i in this expression. Now
we define the scalar projection by
ΩF :=
n∑
`=0
∑
|k|≤`
α˜
(i)
`,kY`,k with α˜
(i)
`,k :=

α
(i)
`,k i = 1
α
(i)
`,k√
`(`+ 1) i = 2, 3.
(18)
By a denseness argument, we can extend this definition of Ω to C(S2). For ` ≤ n we find
ΩY`,k = Y`,k , so Ω is in fact a scalar projection to the space Pn . Especially for vector fields of
the form f = o(i)F we observe that
 f =
∑
`,k
α
(i)
`,k y
(i)
`,k =
∑
`,k
α˜
(i)
`,ko
(i)
ξ Y`,k = o(i)ξ
∑
`,k
α˜
(i)
`,kY`,k = o(i)ξ ΩF. (19)
Using this and again the commutation relation of EA from (17) we finally obtain
EAEAT p
(i)
` (ξ, η)a = Co(i)ξ EAΩEAT P`(ξ · η)
and this implies∫
SO(3)
EAEATp
(i)
` (ξ, η)adA = Co(i)ξ
∫
SO(3)
EAΩEAT P`(ξ · η)dA.
With the aid of scalar Berman operator B (see e.g. [11], (12.5)), we now have Bp(i)` (ξ, η)a =
Co(i)ξ B P`(ξ · η). From Reimer’s proof ([11], Thm. 12.1) we know that B P`(ξ · η) vanishes
for all ` > n. From this we finally obtain Bp(i)` (ξ, η)a = 0 and consequently Bp(i)` (ξ, η)a =
Pnp
(i)
` (ξ, η)a, which concludes the proof of Theorem 12.
4. The operator Ln as map c(S2)→ L2(S2)
Similar to [13], in this section, we consider Ln as a map from c(S2) to L2(S2).
Theorem 13. Let f ∈ c(S2). Then ‖Ln f ‖L2 ≤
√
4pi‖ f ‖∞ and ‖Ln f − f ‖L2 → 0 as n→∞.
The proof is based on the following lemma.
Lemma 14. For the discrete L2 inner product and f ∈ c(S2) we have that
(1) ( f − Ln f, y)n = 0 for all y ∈⊕nν=0 xν
(2) (Ln f,Ln f )n + ( f − Ln f, f − Ln f )n = ( f, f )n
(3) (Ln f,Ln f )n ≤ ( f, f )n
(4) (Ln f,Ln f ) = (Ln f,Ln f )n .
(5) ( f − Ln f, f − Ln f )n = miny∈⊕nν=0 xν ( f − y, f − y)n .
Proof. (1) This follows immediately from the definition of Ln and Theorem 8.
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(2) From (1) with y = Ln f we get (Ln f,Ln f )n = ( f,Ln f )n . This yields ( f,Ln f )n ∈ R and
( f, f )n = ( f, f )n + 2 {(Ln f,Ln f )n − ( f,Ln f )n}︸ ︷︷ ︸
=0
= ( f, f )n + 2(Ln f,Ln f )n − ( f,Ln f )n − (Ln f, f )n
= (Ln f,Ln f )n + ( f − Ln f, f − Ln f )n .
(3) We have ( f − Ln f, f − Ln f )n ≥ 0 and therefore (3) follows from (2).
(4) This is a consequence of Theorem 1, 8 and the definition of Ln .
(5) Replacing f by f − y in (2), with y ∈⊕nν=0 xν we have
( f − y, f − y)n = ( f − Ln f, f − Ln f )n + (Ln f − y,Ln f − y)n
from which the statement follows. 
As in the scalar case part (5) allows an interpretation of Ln f as the best discrete least squares
approximation (weighted by the quadrature weights) of f at the quadrature points.
Proof of Theorem 13. From the preceding lemma, part (3) and (4) we obtain that
‖Ln f ‖2L2 = (Ln f,Ln f ) = (Ln f,Ln f )n ≤ ( f, f )n
=
2n+1∑
r=0
n+1∑
s=1
µrνs f (pr,s) · f (pr,s) ≤
2n+1∑
r=0
n+1∑
s=1
µrνs‖ f ‖2∞ = 4pi‖ f ‖2∞.
Further, for an arbitrary y ∈⊕nν=0 xν we can estimate
‖Ln f − f ‖L2 = ‖(Ln − I)( f − y)‖L2 ≤ 2
√
4pi‖ f − y‖L2 .
Form this and the fact that
⊕n
ν=0 xν is a dense subspace of L2(S2) we observe that ‖Ln f −
f ‖L2 → 0 as n→∞.
5. The operator Ln on c(S2)
Now we consider Ln as an operator from c(S2) → c(S2). We begin with stating the main
result and outlining its proof. The details will follow at the end of this section.
Theorem 15. There exists a constant C > 0 such that ‖Ln‖∞ ≤ Cn for all n ∈ N.
Proof. We use (13), the abbreviation
A(ξ, pr,s) :=
3∑
i=1
n∑
`=0
2`+ 1
4pi
p(i)` (ξ, pr,s) (20)
and the Cauchy–Schwarz inequality to estimate
‖Ln‖∞ ≤ sup
ξ∈S2
2n+1∑
r=0
n+1∑
s=1
µrνs‖A(ξ, pr,s)‖2
≤
(
2n+1∑
r=0
n+1∑
s=1
µrνs
)1/2
sup
ξ∈S2
(
2n+1∑
r=0
n+1∑
s=1
µrνs‖A(ξ, pr,s)‖22
)1/2
.
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From Theorem 5 we have that
(∑2n+1
r=0
∑n+1
s=1 µrνs
)1/2 = √4pi . For the Euclidian matrix norm
we have the inequality
‖Ln‖∞ ≤
√
4pi sup
ξ∈S2
(
2n+1∑
r=0
n+1∑
s=1
µrνs trace(A(ξ, pr,s)TA(ξ, pr,s))
)1/2
.
Let us now assume that the supremum is attained at ξ0 ∈ S2. From Lemma 16 we deduce that
trace(A(ξ0, η)TA(ξ0, η))
=
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)
{
2P ′′` (ξ0 · η)P ′′˜` (ξ0 · η)(1− (ξ0 · η)2)2
+ 2(P ′`(ξ0 · η)P ′˜`(ξ0 · η))′((ξ0 · η)2 − 1)((ξ0 · η)+ 1)
}
+
n∑
`, ˜`=0
(2`+ 1)(2 ˜` + 1)
16pi2
P`(ξ0 · η)P ˜`(ξ0 · η). (21)
The right-hand side, obviously, is a scalar spherical polynomial of degree≤ 2n in η and therefore
integrated exactly by the Gauss rectangular rule. This leads to
‖Ln‖∞ ≤
√
4pi
(∫
S2
trace(A(ξ0, η)TA(ξ0, η))ds(η)
)1/2
. (22)
As the trace of the symmetric positive semidefinite matrix ATA is nonnegative, we get∫
S2
trace(A(ξ0, η)TA(ξ0, η))ds(η) =
∣∣∣∣∫
S2
trace(A(ξ0, η)TA(ξ0, η))ds(η)
∣∣∣∣ .
Hence it suffices to investigate the expressions
I1 =
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)4pi
∣∣∣∣∣
∫ 1
−1
P ′′` (t)P ′′˜` (t)(1− t2)2dt
∣∣∣∣∣ (23)
I2 =
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)4pi
∣∣∣∣∣
∫ 1
−1
(P ′`(t)P ′˜`(t))
′(t2 − 1)(t + 1)dt
∣∣∣∣∣ (24)
I3 =
n∑
`, ˜`=0
(2`+ 1)(2 ˜` + 1)
16pi2
2pi
∣∣∣∣∣
∫ 1
−1
P`(t)P ˜`(t)dt
∣∣∣∣∣ . (25)
Then from Lemmas 17–19 we obtain that ‖Ln‖∞ ≤ Cn for some constant C > 0 that is
independent of n. 
Now we provide the proofs of the technical details as used above.
Lemma 16. We have
trace(A(ξ, η)TA(ξ, η))
=
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)
{
2P ′′` (ξ · η)P ′′˜` (ξ · η)(1− (ξ · η)2)2
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+ 2(P ′`(ξ · η)P ′˜`(ξ · η))′((ξ · η)2 − 1)((ξ · η)+ 1)
}
+
n∑
`, ˜`=0
(2`+ 1)(2 ˜` + 1)
16pi2
P`(ξ · η)P ˜`(ξ · η).
Proof. For the matrix product ATA we find
A(ξ, η)TA(ξ, η) =
3∑
i,i˜=1
n∑
`, ˜`=0
2`+ 1
4pi
2 ˜` + 1
4pi
p(i)` (ξ, η)
Tp(i˜)˜` (ξ, η).
Since the trace is linear, it suffices to investigate the products p(i)` (ξ, η)
Tp(i˜)˜` (ξ, η). Using
Theorem 12.6.3 from [3] we obtain that
p(1)` (ξ, η)
Tp(1)˜` (ξ, η) = P`(ξ · η)P ˜`(ξ · η)(η ⊗ η)
p(2)` (ξ, η)
Tp(2)˜` (ξ, η) =
1
`(`+ 1) ˜`( ˜` + 1)
(
P ′′` (ξ · η)P ′′˜` (ξ · η)(1− (ξ · η)2)(
ξ ⊗ ξ − (ξ · η)ξ ⊗ η − (ξ · η)η ⊗ ξ + (ξ · η)2η ⊗ η
)
+ P ′′` (ξ · η)P ′˜`(ξ · η)
(
(ξ · η)2ξ ⊗ η − (ξ · η)ξ ⊗ ξ
− (ξ · η)3η ⊗ η + (ξ · η)2η ⊗ ξ
)
+ P ′`(ξ · η)P ′′˜` (ξ · η)(
(ξ · η)2η ⊗ ξ − (ξ · η)3η ⊗ η − (ξ · η)ξ ⊗ ξ
+ (ξ · η)2ξ ⊗ η
)
+ P ′`(ξ · η)P ′˜`(ξ · η)
(
I− ξ ⊗ ξ − η ⊗ η
+ (ξ · η)ξ ⊗ η + (ξ · η)η ⊗ ξ − (ξ · η)2η ⊗ η
))
p(3)` (ξ, η)
Tp(3)˜` (ξ, η) =
1
`(`+ 1) ˜`( ˜` + 1)
(
(1− (ξ · η)2)(η × ξ)⊗ (η × ξ)
+ P ′′` (ξ · η)P ′˜`(ξ · η)(ξ · η)(η × ξ)⊗ (ξ × η)
+ P ′`(ξ · η)P ′′˜` (ξ · η)(ξ · η)(ξ × η)⊗ (η × ξ)
+ P ′`(ξ · η)P ′˜`(ξ · η)
(
(ξ · η)2I− (ξ · η)η ⊗ ξ
− (ξ · η)ξ ⊗ η + ξ ⊗ ξ
))
p(2)` (ξ, η)
Tp(3)˜` (ξ, η) =
1
`(`+ 1) ˜`( ˜` + 1)
(
P ′′` (ξ · η)P ′˜`(ξ · η)((ξ · η)ξ ⊗ η
− (ξ · η)2η ⊗ η − ξ ⊗ ξ + (ξ · η)η ⊗ ξ)
+ P ′`(ξ · η)P ′′˜` (ξ · η)(ξ × η)⊗ (η × ξ)
+ P ′`(ξ · η)P ′˜`(ξ · η)(ξ · η)(I− η ⊗ η)
)
.
The mixed products with i = 1 and i˜ = 2, 3 vanish, because of the normal and tangential nature
of the corresponding vector spherical harmonics. From the last expression we observe that
p(3)` (ξ, η)
Tp(2)˜` (ξ, η) =
(
p(2)˜` (ξ, η)
Tp(3)` (ξ, η)
)T
,
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and therefore the traces of the two products coincide. Using
trace(ξ ⊗ ξ) = ‖ξ‖22 = 1
trace(ξ ⊗ η) = trace(η ⊗ ξ) = ξ · η
trace((ξ × η)⊗ (η × ξ)) = (ξ · η)2 − 1
trace((ξ × η)⊗ (ξ × η)) = 1− (ξ · η)2
we now can calculate the traces
trace(p(1)` (ξ, η j )
Tp(1)˜` (ξ, η j )) = P`(ξ · η)P ˜`(ξ · η)
trace(p(2)` (ξ, η j )
Tp(2)˜` (ξ, η j ))
= 1
`(`+ 1) ˜`( ˜` + 1)
(
P ′′` (ξ · η j )P ′′˜` (ξ · η j )(1− (ξ · η j )2)2
+ (P ′`(ξ · η j )P ′˜`(ξ · η j ))′(ξ · η j )((ξ · η j )2 − 1)
+ P ′`(ξ · η j )P ′˜`(ξ · η j )((ξ · η j )2 − 1)
)
trace(p(3)` (ξ, η j )
Tp(3)˜` (ξ, η j ))
= 1
`(`+ 1) ˜`( ˜` + 1)
(
P ′′` (ξ · η j )P ′′˜` (ξ · η j )(1− (ξ · η j )2)2
+ (P ′`(ξ · η j )P ′˜`(ξ · η j ))′(ξ · η j )((ξ · η j )2 − 1)+ P ′`(ξ · η j )P ′˜`(ξ · η j )(1− (ξ · η j )2)
)
trace(p(2)` (ξ, η j )
Tp(3)˜` (ξ, η j )) = trace(p(2)˜` (ξ, η j )Tp(3)` (ξ, η j ))
= 1
`(`+ 1) ˜`( ˜` + 1) (P
′`(ξ · η j )P ′˜`(ξ · η j ))′((ξ · η j )2 − 1).
Combining these expressions provides the statement. 
Lemma 17. We have
n∑
`, ˜`=0
(2`+ 1)(2 ˜` + 1)
16pi2
2pi
∫ 1
−1
P`(t)P ˜`(t)dt = 14pi (n + 1)
2.
Proof. Using the orthogonality of the Legendre polynomials and∫ 1
−1
[P`(t)]2dt = 22`+ 1 , ` = 0, 1, 2 . . . , (26)
we obtain that
n∑
`, ˜`=0
(2`+ 1)(2 ˜` + 1)
16pi2
2pi
∫ 1
−1
P`(t)P ˜`(t)dt = 14pi
n∑
`=0
(2`+ 1)
and the result follows by elementary evaluation of the sum. 
Lemma 18. We have
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)
∣∣∣∣∣4pi
∫ 1
−1
(P ′`(t)P ′˜`(t))
′(t2 − 1)(t + 1)dt
∣∣∣∣∣ ≤ 98pi n2.
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Proof. Two integrations by parts yield∫ 1
−1
(P ′`(t)P ′˜`(t))
′(t2 − 1)(t + 1)dt
= −4P`(1)P ′˜`(1)+
∫ 1
−1
P`(t)
(
P ′˜`(t)(3t
2 + 2t − 1)
)′
dt. (27)
We denote the coefficient of t` in P`(t) by a`. Then, for ˜` ≤ `, from the orthogonality of the
Legendre polynomials and (26) we deduce that∫ 1
−1
P`(t)
(
P ′˜`(t)(3t
2 + 2t − 1)
)′
dt
= 3 ˜`( ˜` + 1)a ˜`
∫ 1
−1
P`(t)t
˜`
dt = 3 ˜`( ˜` + 1)
∫ 1
−1
P`(t)P ˜`(t)dt = 6`(`+ 1)2`+ 1 δ` ˜`.
Inserting this and
P`(1) = 1 and P ′`(1) = `(`+ 1)2
into (27) we obtain that∫ 1
−1
(P ′`(t)P ′˜`(t))
′(t2 − 1)(t + 1)dt = −2 ˜`( ˜` + 1)+ 6`(`+ 1)
2`+ 1 δ` ˜`
and consequently∣∣∣∣∣
∫ 1
−1
(P ′`(t)P ′˜`(t))
′(t2 − 1)(t + 1)dt
∣∣∣∣∣ ≤ 2 ˜`( ˜` + 1)
for ˜` ≤ `. By symmetry we have an analogous result for ˜` ≥ ` and combining the two cases
finally adds up to
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)
∣∣∣∣∣4pi
∫ 1
−1
(P ′`(t)P ′˜`(t))
′(t2 − 1)(t + 1)dt
∣∣∣∣∣
≤ 1
4pi
n∑
`=1

∑`
˜`=1
(2`+ 1)(2 ˜` + 1)
`(`+ 1)︸ ︷︷ ︸
≤ 92
+
n∑
˜`=`+1
(2`+ 1)(2 ˜` + 1)
˜`( ˜` + 1)︸ ︷︷ ︸
≤ 92
 = 98pi n2
and the lemma is proven. 
Lemma 19. We have
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)
∣∣∣∣∣4pi
∫ 1
−1
P ′′` (t)P ′′˜` (t)(1− t2)2dt
∣∣∣∣∣ ≤ n(n + 2)2pi .
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Proof. Two integrations by parts yield∫ 1
−1
P ′′` (t)P ′′˜` (t)(1− t2)2dt =
∫ 1
−1
P`(t)
(
P ′′˜` (t)(1− t2)2
)′′
dt. (28)
The second factor in the integral on the right-hand side is a polynomial of degree ˜`. Therefore,
by orthogonality the integral vanishes if ˜` < `. For ˜` = ` we recall that a` denotes the coefficient
of t` in P`(t) and use again orthogonality to transform∫ 1
−1
P`(t)
(
P ′′` (t)(1− t2)2
)′′
dt = `(`− 1)(`+ 2)(`+ 1)a`
∫ 1
−1
P`(t)t
`dt
= `(`− 1)(`+ 2)(`+ 1)
∫ 1
−1
[P`(t)]2dt = 2`(`− 1)(`+ 2)(`+ 1)2`+ 1
and consequently∫ 1
−1
P ′′` (t)P ′′˜` (t)(1− t2)2dt =
2`(`− 1)(`+ 2)(`+ 1)
2`+ 1 δ` ˜`.
From this, using the inequality (`− 1)(`+ 2) ≤ `(`+ 1) we obtain
n∑
`, ˜`=1
(2`+ 1)(2 ˜` + 1)
16pi2`(`+ 1) ˜`( ˜` + 1)
∣∣∣∣∣4pi
∫ 1
−1
P ′′` (t)P ′′˜` (t)(1− t2)2dt
∣∣∣∣∣ ≤ 12pi
n∑
`=1
(2`+ 1)
and the lemma follows from evaluating the sum. 
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