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Abstract
Large-scale network modeling using the Macroscopic Fundamental Diagram (MFD) is widely based on the single-
reservoir model, where the variation of the accumulation of circulating vehicles in the reservoir equals inflow minus
outflow. However, inconsistent lags for information propagation between boundaries may be observed with this
single accumulation-based model. For example, outflow is reacting too fast when inflow varies rapidly, whereas this
information should be carried by vehicles that are never driving faster than the free-flow speed. To overcome this
limitation, a trip-based model has been recently proposed, but whose solution cannot be obtained analytically.
In this paper we compare both models under piecewise linear MFD and a piecewise constant demand. These
assumptions allow to establish the exact solution of the accumulation-based model, and continuous approximations
of the trip-based model at any order using Taylor series. Moreover, a flexible event-based simulation framework is
implemented to solve the latter model, making it a promising tool to account for heterogeneity in distance traveled.
Thanks to these resolution schemes we are able to measure the inaccuracy of the accumulation-based approach when
the demand varies rapidly, and propose a validity domain for this model. Other applications with different trip lengths
and supply limitations are also discussed.
c© 2017. The authors. This manuscript version is made available under the CC-BY-NC-ND 4.0 license
http://creativecommons.org/licenses/by-nc-nd/4.0/
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1. Introduction
Large-scale network modeling based on the Macroscopic Fundamental Diagram (MFD) has advanced significantly
in recent years. It appears as a viable option for congestion management applications such as perimeter control (see
e.g. Haddad and Geroliminis, 2012; Aboudolas and Geroliminis, 2013; Ramezani et al., 2015; Haddad, 2017) and
for modeling large cities based on the multi-reservoir framework presented in Hajiahmadi et al. (2013); Knoop and
Hoogendoorn (2014); Yildirimoglu et al. (2015); Kouvelas et al. (2017). The theoretical foundations of all these ap-
proaches have been established in Daganzo (2007); Geroliminis and Daganzo (2007), where the dynamics of a single
reservoir is represented by a conservation equation where outflow is determined by the MFD function. This approach
will be referred to as the “accumulation-based MFD model”. Though it has proved to be an attractive description
of large urban areas, this approach still relies on strong hypotheses, which may have non negligible impacts. For
example, Xue et al. (2016) show that simplifying an urban system by two reservoirs may lead to a different optimal
perimeter-control strategy than when the system is described using classical traffic flow theory. Also, it has been
shown in Leclercq et al. (2015) that the accumulation-based model suffers from significant numerical viscosity even
when the time step is small. Outflow (respectively inflow) may then overreact to sudden demand surge (respectively
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supply drop) leading to inconsistent propagation of information between opposite perimeter boundaries. The simplest
illustration is an empty reservoir and a demand that starts increasing. The outflow instantaneously also increases cre-
ating an immediate reaction that may be interpreted as information that propagates from one boundary to the other at
an infinite speed.
Another crucial point concerns the representation of vehicle trip length within the reservoir. It is often assumed
constant for all vehicles for the sake of simplicity (see e.g. Haddad and Geroliminis, 2012; Aboudolas and Geroliminis,
2013; Hajiahmadi et al., 2013), but this is not consistent with what is observed when the local dynamics are taken
into account (Leclercq et al., 2015). Trip lengths not only depend on the OD (Origin-Destination) matrix but also
on the traffic conditions within the reservoir. Yildirimoglu and Geroliminis (2014) first highlight the error made in
simulation when using the standard formulation of Daganzo (2007) in comparison with an improved description taking
into account the variability of the trip length with respect to OD pairs. Such a description requires that the original
single conservation equation that describes the behavior of the reservoir must be split into different vehicle classes,
for example per OD pairs, with constant travel distances. The influence of the trip length for the accumulation-based
MFD model is thoroughly investigated in Mariotte and Leclercq (2016). Leclercq et al. (2015) propose an alternative
modeling framework to Yildirimoglu and Geroliminis (2014) to consider different trip lengths by defining macroscopic
routes and jointly solving the related system of conservation equations. Based on an idea of Arnott (2013) and
Fosgerau (2015), Daganzo and Lehe (2015) and then Lamotte and Geroliminis (2016) elaborate a simple and elegant
reformulation of the single-reservoir dynamics to address the question of variable trip lengths. This reformulation will
be further referred to as “trip-based MFD model” since the main idea is to guaranty that all vehicles cover their travel
distance within the reservoir by adjusting their instantaneous speed to the current reservoir mean speed defined by the
MFD.
In this paper, we compare the accumulation-based and the trip-based MFD models by investigating their analytical
and numerical solutions for a piecewise linear MFD and piecewise constant inflows. The analytical solutions of
the accumulation-based MFD model can be determined piece by piece while the trip-based MFD model require a
continuous approximation based on the entering vehicle discretization. A major insight of our analytical developments
is that the accumulation-based has no memory while the trip-based approach accounts for a reaction time. The
comparison of the solutions on simple test cases will permit to further analyze the different model properties. In
all cases, the trip-based approach appears superior as it better represents wave propagation and travel time evolution
within the reservoir. On the other hand, an attempt to define a validity domain for the accumulation-based model
application has been proposed. Numerical schemes are also derived for both approaches. Notably, we propose here
an event-based solution method for the trip-based model that provides the exact solution when the inflow cumulative
curve is kept as a step-function related to the entry of each individual vehicles. This solution method can be easily
extended to account for different trip lengths for each driver, which is a significant improvement compared to the
accumulation-based model. This means that the trip-based MFD model would be even easier to implement with
multiple reservoirs.
The layout of this paper is as follows: we first present the analytical and numerical resolution of the accumulation-
based reservoir model. Then we introduce the numerical resolution of the trip-based model and compare its properties
with the original model. The event-based numerical scheme for the trip-based approach is also presented there.
Finally, we compare the results with the previous method and the accumulation-based model on three case studies: a
typical peak-hour demand profile, a supply restriction at the reservoir exit, and a peak demand case with various trip
lengths inside the reservoir.
2. Accumulation-based approach
We present in this section the seminal accumulation-based approach for describing the dynamics of a single-
reservoir system.
2.1. The single-reservoir dynamics
The single-reservoir system dynamics has been extensively presented in Daganzo (2007); Geroliminis and Da-
ganzo (2007). The basic principle is that an urban network can be described in an aggregate manner with a reservoir
characterized by its accumulation n(t), the number of circulating vehicles at time t (in [veh]). The traffic state within
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the reservoir is given by a well-defined relationship between the travel production P (in [veh.m/s]) and the accu-
mulation n(t). Note that the mean speed V of travelers (in [m/s]) is given by V(n(t)) = P(n(t))/n(t) at every time t
(Geroliminis and Daganzo, 2007). As in Lamotte and Geroliminis (2016), P(n) will be referred to as the “production-
MFD”, and V(n) as the “speed-MFD”. According to Geroliminis and Daganzo (2007), the trip length L is the same
for all travelers and satisfies the following equation:
O(n) =
P(n)
L
(1)
where O(n) is the reservoir outflow (in [veh/s]). It may represent either trips ending in the reservoir or trips exiting
the area. This equation can be viewed as the application of Little’s formula at the reservoir scale (Little, 1961). In
this paper, we first add some further but non restrictive assumptions in order to facilitate analytical calculations. The
initial state of the reservoir is free-flow so that the outflow is not restricted by the supply at the network exits. The
total demand λ(t) for internal or passing-by trips is always below the network capacity and therefore not limited by
the reservoir entrance or supply function. With these hypotheses the evolution of the accumulation n(t) is given by:
dn
dt
= λ(t) − O(n(t)) (2)
Moreover we choose a piecewise linear shape for P(n), in which each branch Pi of P(n) is defined by equation 3:
Pi(n) = wi(n − ηi) (3)
where wi is the slope of the branch Pi (in [m/s]) and ηi the n-intercept (in [veh]), see figure 1(c). This choice is
motivated by the analytical method in Leclercq et al. (2014). This assumption is not restrictive as any MFD can be
approximated by such a family of linear envelope curves. Our analytical solution also considers that the demand λ(t)
is piecewise constant and thus the cumulative demand count curve is piecewise linear.
2.2. Analytical solution
Here we focus on the accumulation n(t) and the experienced travel time T (t), see figure 1(b). While accumulation
evolves on the same branch Pi(n) of the production-MFD and the demand remains constant, λ(t) = λ0, the conservation
equation 2 becomes:
dn
dt
= λ0 −
wi
L
· (n(t) − ηi) (4)
which corresponds to a first-order linear differential equation with constant coefficients. With the initial condition
n(t0) = n0 at a given time t0, the solution of n(t) is:
n(t) = (n0 − n∞)e−(t−t0)/τ + n∞ (5)
where τ = L/wi is the characteristic time of the system, and n∞ = τλ0 + ηi is the asymptotic value of n(t) when
t → +∞.
In this study T (t) is the travel time experienced by the vehicle that exits the reservoir at time t. It corresponds to
the time spent by the vehicle in the reservoir. The travel time evolution results from the model dynamics and can be
determined from the integration of the outflow function, see figure 1(b).
The accumulation can be written as n(t) = Nin(t)−Nout(t), where Nin(t) and Nout(t) are the cumulative count curves
for entering and exiting vehicles respectively. Knowing that under FIFO Nout(t) equals to Nin(t − T (t)) by definition,
this gives directly n(t) =
∫ t
t−T (t) λ(s)ds = λ0T (t); see figure 1(b). Therefore the travel time is directly obtained by
dividing equation 5 by λ0:
T (t) = (T0 − T∞)e−(t−t0)/τ + T∞ (6)
where T0 = n0/λ0 is the initial travel time at t = t0 and T∞ = n∞/λ0 is the asymptotic value of T (t) when t → +∞.
Note that this equation is only valid if the demand remains constant during T (t) at least, otherwise the general relation
n(t) =
∫ t
t−T (t) λ(s)ds must be used. The application of such a formula is straightforward as λ(t) is piecewise constant.
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Figure 1: (a) Schematic representation of the single-reservoir dynamics, (b) entering and exiting curves with the definition of n(t) and T (t), (c)
piecewise linear production-MFD P(n), and (d) example of two successive applications of our analytical formula with a given demand λ0 (transition
from the MFD branch P j to Pi)
2.3. Step-by-step analytical resolution in the general case
Because our initial condition in accumulation might take any value, for a given problem implying more than one
branch of the piecewise production-MFD and different levels of demand evolving with time, a complete solution can
be obtained by successive applications of the previous formulas in equations 5 and 6. Note that our method can adapt
to any demand variations since these are represented by step functions, and that this scheme does not require steady
state to be reached before the next change in demand. Its principle is the following:
1. Initialize t0 = 0, n0 = nini (the initial accumulation for the whole problem)
2. Save the current level of demand λ0 and directly calculate the entering vehicle curve Nin(t) until the next change
in demand
3. Determine the current branch of the production-MFD (wi, ηi)
4. Update n(t) and T (t) using equations 5 and 6 until the minimum tmin between the time td of the next change in
demand and the time ti at which there is a change in the production-MFD branch. The latter can be determined
by: ti = τ · ln
(
n0−n∞
ni−n∞
)
+ t0, where ni is the accumulation at the branch change defined in the production-MFD.
Note that just after a change in demand the expression of T (t) must be calculated using the general relationship
n(t) =
∫ t
t−T (t) λ(s)ds as mentioned before.
5. Update the initial condition: t0 = tmin, n0 = n(tmin). If tmin = ti, a change in MFD branch happens, go to 3. Else
if tmin = td, a change in demand happens, go to 2.
It is worth mentioning that during the warm-up period, i.e. when Nout(t) < nini at the beginning of the simulation,
we need additional hypotheses to define properly the travel time—in particular we need to know the previous demand
level λini at t = 0, see point 4 of the process. To this end we suppose that the system is in a steady state before t = 0
characterized by the initial accumulation nini. For t < 0 we have then nini = λiniTini where Tini is the initial travel time
equal to L/V(nini). This yields the demand level that should be defined for t < 0: λini = niniV(nini)/L.
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With our step-by-step process any part of the global solution can be obtained at any precision. This resolution
scheme provides by construction the exact solution of the accumulation-based model under our hypotheses.
2.4. Application to a simple demand step case
Figures 2(a) and (b) show a simple case of a one-staircase demand profile and a six-branch piecewise MFD,
describing a 5-km network. The trip length is set to L = 2.5 km, the free-flow speed to u = 15 m/s, and the maximum
production to Pc = 3000 veh.m/s. The initial number of vehicles nini has been chosen to correspond to the initial value
of demand, so that the system is in steady state at t = 0. These numerical values as well as the chosen MFD shape
will be the same for all the numerical applications in this paper. Although the instantaneous increase in demand at
time td1 = 700 s is rather unrealistic, this simple profile reveals a first drawback of the accumulation-based model: the
analytical solution for the travel time exhibits a drop of T (t) right when the demand increases. This phenomenon has
also been noticed by Lamotte and Geroliminis (2016). The accumulation-based formulation in equation 2 does not
include any features that bound or more precisely delay outflow variations when demand changes are observed. Hence
an increase of the inflow leads to an instantaneous modification (increase) of the outflow, see figure 2(e). It means that
information (changes of the flow between the reservoir entry and exit perimeter) is traveling between boundaries at a
much higher speed than the maximal vehicle speed, and this information speed is even infinite at the time when the
inflow changes. Travel time has to adapt to this immediate variation of the outflow to guaranty vehicle conservation.
That means some vehicles have to drive faster to sustain the outflow rate, which explains the decrease of the travel
time function at time td1.
Figure 3 presents the evolution of accumulation and travel time for different initial conditions nini and different
levels of demand λ0. Here the system is in steady state defined by nini for t < 0, and directly enters in transient
state at t = 0 because λ0 , λini. The same non-intuitive drops in travel time are encountered. They are all the result
of too fast propagation of the information between the reservoir boundaries. Figure 2(f) illustrates this problem by
exhibiting wave propagation within the reservoir. Waves are here defined similarly as kinematic waves in link traffic
flow theory, i.e. as locus in the (x, t) plane where identical flow (or speed) values may be observed. Such kinematic
waves represent the propagation of information in traffic stream as a change in flow value at one particular location will
then propagate following such curves. Classically information is propagating forward in free-flow (positive kinematic
wave speed) and backward in congestion. For reservoir models, there is no explicit representation of the x-axis but
we can define wave by analogy to the link traffic flow theory by connecting identical flow values observed as inflow
and outflow, i.e. between the two boundaries of the reservoir that define the starting and ending locations of trips.
This permits to investigate how information is propagating inside the reservoir. Figure 2(f) clearly shows that some
waves are faster than the vehicle speed (and even tends towards infinity when time tends towards t = td1), because the
outflow starts being modified before the first vehicle experiencing the demand surge joins the exit. This does not mean
that some vehicles experience zero travel time because we are speaking here about the propagation of information.
More precisely, only an infinitesimal small quantity of vehicles will indeed carry such a super-fast (and even infinite)
information propagation. However, these inconsistent waves and output modifications induce the drop in travel times.
This is why it is currently admitted in link traffic flow theory that waves should not travel faster than vehicle speeds.
We believe that such a requirement is also important for reservoir models and we will show that the trip-based model
in section 3 overcomes this problem.
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Figure 2: (a) One-staircase demand profile λ(t), (b) outflow-MFD with the particular accumulation values ni, 1≤i≤5 indicating the branch intersec-
tions and with the levels of demand, (c) evolution of accumulation n(t) and (d) evolution of travel time T (t) where the time td1 corresponds to a
change in demand, and ti1 to a change in MFD branch. (e) Evolution of outflow µ(t) and (f) representation of wave propagation in the reservoir,
a wave being defined as a curve connecting an inflow value at upstream to the same outflow value at downstream. The space axis represents the
distance to travel along a trip. Here the maximum vehicle speed is the free-flow speed
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2.5. Congestion case and full numerical resolution
In congestion when the outflow is restricted to a given supply value µ0, equation 2 transforms to dn/dt =
I(n(t)) − µ0, where I(n(t)) is the reservoir inflow. In this case I(n(t)) may indeed depend on n(t) because for high
values of accumulation the demand is limited by the reservoir entrance function. The expression of I(n(t)) is assumed
to be equal to the reservoir capacity in free-flow and to correspond to the congested branch of the MFD in congestion
(Geroliminis and Daganzo, 2007). This means this differential equation will lead to a quite similar solution as pre-
sented in equation 5 in switching the role of inflow and outflow. This shows that our approach is relevant to examine
congested situations too, though not presented here. With this shape of I(n), intermediate situations where both inflow
and outflow depend on n(t) lead automatically to equilibrium, as I(n) = O(n) on the congested part. Figure 3(e)
illustrates the reservoir dynamics in the (λ0, n, t) space. We clearly see that the free-flow part of the outflow-MFD is
attractive, whereas the congested part is repulsive: once an initial condition (λ0, nini) is below the congested branches
the solution will automatically converge to the corresponding point on the free-flow branches. Our choice here for
I(n) makes the solutions with (λ0, nini) above the congested branches stable and not converging to gridlock, because
inflow is instantaneously restricted by I(n) equal to outflow O(n) in congestion.
In order to ease the implementation of the accumulation-based model, a full numerical resolution method can be
used. To illustrate, we used a first-order Euler-type finite difference method, where the evolution of accumulation is
obtained by the following iterative process:
n(t + δt) = n(t) + δt ·
(
min[λ(t), I(n(t))] −min[µ0,O(n(t))]
)
(7)
where δt is the time step, and µ0 (in [veh/s]) is a given supply value at the reservoir exit, which may eventually depend
on time. Note that if the inflow is restricted, i.e. min[λ(t), I(n(t))] = I(n(t)), the vehicles waiting at the reservoir entry
must be taken into account in case of demand evolution. In terms of computational time, the semi-analytical method
is about ten times faster than the full numerical one if only a few branches are needed to define the MFD and if the
demand scenario has only a few different levels. But the fully numerical method becomes the fastest one in case of
any given shape for the MFD and continuous variations of demand. In that case the semi-analytical process will need
numerous calculation loops to approximate both the shape of the MFD and the demand evolution. The influence of
the number of MFD branches and demand steps for the semi-analytical method, and the time step choice for the full
numerical resolution is analyzed in Appendix B. Results show that 8 MFD branches and a 40-step demand profile are
sufficient to get accurate approximations of the exact solution. For the full numerical method, a time step equal to
10 % of the reservoir free-flow travel time is small enough to get acceptable numerical errors. The exact solution used
to make these comparisons has been obtained in Mathematica R©, as further discussed in Laval et al. (2017).
2.6. Validity domain of the accumulation-based model
Based on the first limitations highlighted in this section for the accumulation-based model, a validity domain can
be established regarding the travel time drop phenomenon. Our hypothesis is that this undesirable artifact is due to the
demand curve varying too fast. Daganzo (2007) already conjectured that the accumulation-based model is suitable for
slow varying boundary conditions only. What we propose here is to characterize the demand change rate threshold
below which the model can be considered accurate. For this purpose we perform numerous simulations with a logistic
“S-shaped” demand defined by two parameters: the demand gap ∆λ and the gap duration ∆t. The demand variation
rate is described by Qλ = ∆λ/∆t. We observe then the evolution of the travel time drop height h0 and its duration d0
as presented in figures 4(a) and (b). If we compare the blue curve (∆t = 0.2 s) with the yellow one (∆t = 800 s), we
see that the faster the demand varies, the higher the travel time drop h0 is, but the shorter its duration d0 is. Therefore
we could expect h0 and d0 evolving in opposite directions as Qλ increases. That is exactly what figures 4(c) and (d)
show, where h0 and d0 are plotted in the (∆t,∆λ) plane. White lines represent the iso-Qλ curves. Both effects of the
drop height and drop duration can be visualized in figure 4(e) where the product h0 · d0 is plotted.
These graphs point out that the relationship between the travel time drop phenomenon and the demand variation
rate is not obvious, and only considering the value of Qλ to define an acceptable validity domain of the model may be
too restrictive. Considering the global effect, i.e. the product h0 · d0, it seems that the demand gap ∆λ alone is relevant
for the characterization of the validity domain. For example we could claim that a demand increase below 0.1 veh/s
ensures the accumulation-based model accuracy in travel time description, whatever the time it takes. However, using
only the indicator h0 · d0 makes these two situations equivalent: h0 = 60 s during d0 = 1000 s, and h0 = 6 s during
8
d0 = 10,000 s, which may not be appropriate for cases when very small differences in travel time are considered
negligible. So if we suppose the drop height is more prejudicial than its duration, only the indicator h0 should be used.
In that case, the validity domain would be ∆λ < 0.1 veh/s or Qλ < 10−4 veh/s2. Note that these values are completely
dependent on our numerical application. An attempt to provide a validity domain applicable for any single reservoir
problem is presented in Appendix B.
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Figure 4: Influence of the demand variation rate on the accumulation-based model accuracy for travel time. This accuracy is defined regarding the
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3. Trip-based approach
3.1. Theoretical basis
The general principle of the trip-based approach is to derive the inflow and outflow curves noting that the travel
distance L by a driver entering at time t − T (t) should satisfy:
L =
∫ t
t−T (t)
V(n(s))ds (8)
This definition is mentioned in the 11th footnote of Arnott (2013) first, and used in the studies of Fosgerau (2015)
and Lamotte and Geroliminis (2016) then. Daganzo and Lehe (2015) also made use of such an approach, but without
explicitly mentioning equation 8. Note that equation 8 also resort on the notion of MFD to define the common speed
of vehicles within the reservoir at time t. Note also that this formulation focuses on the distance L traveled by the
vehicle entering at t − T (t) and exiting at T (t), which is defined as the integration of the reservoir speed during the
vehicle traveling period. The evolution of the accumulation n(t) is then only defined in an implicit way, i.e. it results
from vehicles entering and exiting the reservoir. With this formulation of the reservoir system, it appears clearly that
the definition of the individual trip length is no longer a problem as it becomes part of the input parameters. In this
section, we will first consider that L is the same for all travelers. This assumption allows us to develop a proper
resolution scheme, and ensures the validity of the comparisons we will make with the accumulation-based model.
This hypothesis will be relaxed in section 3.4 when presenting our event-based numerical resolution method.
To see the fundamental difference between the trip- and the accumulation-based models, we rewrite the definition
of L for the latter. If we use the formulation of the travel time based on outflow, namely n(t−T (t)) = Nout(t)−Nout(t−
T (t)) =
∫ t
t−T (t) O(n(s))ds, and combine it with equation 1 we find: n(t − T (t)) =
∫ t
t−T (t)
P(n(s))
L ds. As a consequence, we
get the following expression for L in the accumulation-based model framework:
L =
1
n(t − T (t))
∫ t
t−T (t)
P(n(s))ds (accumulation-based) (9)
This has to be compared with equation 8 for the trip-based model, in which V(n(s)) is replaced by P(n(s))/n(s):
L =
∫ t
t−T (t)
P(n(s))
n(s)
ds (trip-based) (10)
It becomes apparent that the accumulation-based model considers the accumulation n(s) (s ∈ [t − T (t), t]) constant
and equal to n(t − T (t)) during the travel duration [t − T (t), t] of the vehicle exiting at t for the trip length calculation.
On the other hand, the trip-based model takes the accumulation evolution into account during the same period, which
is more realistic. In particular, this comparison shows that the two approaches are equivalent in steady state, or when
the accumulation varies slowly which is consistent with slow demand variations. In other cases, e.g. as in peak-hour
periods, we expect the accumulation-based model to be inaccurate during transition phases.
While being the first to introduce the trip-based model formulation, Arnott (2013) mentioned that its analytical
resolution is almost impossible considering the current advances in mathematics. So, he adopted the accumulation-
based framework in the following of his paper. Fosgerau (2015) proposed some analytical developments of equation 8
but defined the departure time rate as a function of the trip length (two users sharing the same trip distance have
necessarily the same departure time), which seems too restrictive for us. Daganzo and Lehe (2015) and then Lamotte
and Geroliminis (2016) presented an interesting resolution method for the trip-based model that consists in assigning
to each user a trip length and let him/her travels at the global mean speed V(n(t)) until he/she completes his/her trip and
exits the reservoir. As the departure rate is considered as an input of the simulation, this method provides the arrival
rate, i.e. the outflow of the system. Here, we propose an elegant way to get numerical solutions from the trip length
equation 8 while controlling the accuracy of the approximation by using Taylor developments. This confirms that
the methods originally proposed by Daganzo and Lehe (2015) and Lamotte and Geroliminis (2016) provide accurate
results when discretizing the entry flow in small vehicle fractions. Our numerical approximation is presented in the
following sections 3.2 and 3.3. Finally, it appears that Daganzo and Lehe (2015) are using a time step to perform the
simulation. We will show in section 3.4 that like in Lamotte and Geroliminis (2016) we can get rid of time steps to
achieve a full event-based simulation process when discretizing the entry flow in units of vehicles.
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3.2. Numerical approximation
In a first time, we solve the problem under free-flow conditions. The congested case will be studied latter. In
a free-flow situation, i.e. when inflow and outflow are not restricted, the behavior of the system is governed by the
demand and solving the problem consists in determining the outflow µ(t). Here the basic idea is to use equation 8
to express the latter. From the definition of the experienced travel time T (t) we know that Nout(t) = Nin(t − T (t)) for
the cumulative count curves Nin(t) and Nout(t), see figure 1(b). The derivative of Nout(t) with respect to time leads to:
µ(t) = (1− dT/dt)λ(t − T (t)). On the other hand, as L is considered constant here, the time derivative of equation 8 is:
0 = V(n(t)) − (1 − dT/dt)V(n(t − T (t))). Combining these two relationships gives an explicit expression of µ(t):
µ(t) = λ(t − T (t)) ·
V(n(t))
V
(
n(t − T (t))
) (11)
This result has already been mentioned by Arnott (2013) as an equivalent problem to equation 8. Introducing this
expression into the state equation 2 still remains an intractable mathematical problem because it corresponds to a
differential equation with endogenous delay. However this expression can be transformed into an efficient numerical
approximation by discretizing vehicles into fractions δN.
Let us assume that all the reservoir states are known until a given time t1: the demand λ(t), the outflow µ(t), the
accumulation n(t) and the travel time T (t). We then want to solve the reservoir dynamics for t > t1. The vehicle exiting
at t1 is denoted by the continuous index N, its entering and exiting times are written tinN = t0 and t
out
N = t1 respectively.
The following vehicle is denoted by the index N +δN and its entering and exiting times are tinN+δN and t
out
N+δN . Physically
speaking δN should be equal to 1 and represents one vehicle. However, we deal here with a continuous model, so we
can fix δN to very small values to investigate numerical accuracy. Since we are in free-flow conditions the entering
vehicle time is determined by the demand, thus we have also tinN+δN = t
in
N + δN/λ(t
in
N ). Solving the problem for this
vehicle is to determine its exit time toutN+δN = t1 + δt, that is to say, to determine the time increment δt after the last exit,
see figure 5(a). With these notations equation 11 can be approximated by:
δN
δt
= λ(tinN ) ·
V(n(toutN ))
V(n(tinN ))
(12)
which gives directly an estimation for δt. Actually this corresponds to a first-order approximation on the exiting
vehicle curve as the slope µ(t) is estimated by δN/δt. However we have found an interesting way to perform the
calculation of δt at higher orders. This method is detailed in Appendix A, results show that in fact the estimation of δt
at first order is largely sufficient if δN is small enough (around 0.1 veh).
Nin(t)
Nout(t)?
n0
#veh
t
λ1
t1 t1 + δt
N
N + δN
tinN tinN+δN
toutN toutN+δN
δN
δt
λ0
µ0t0
µ(t)?
n1
Nin(t)
Nout(t)?
nini
#veh
t
λ1
λini
µini = λini
µ(t)?nini = n(0)
Tini = T (0)
0
(a) (b)t
Figure 5: (a) Representation of our resolution scheme on the cumulative count curves, the system evolution is supposed known until t1 = toutN , (b)
explanation for the first step of the resolution process, the system is supposed to be in a steady state before t = 0 determined by the choice of initial
accumulation nini
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3.3. Step-by-step numerical resolution in the general case
We present now the complete algorithm to solve any problem that complies with our study hypotheses stated in
section 2. It is based on the method previously described and summarized in figure 5(a). Given a choice of a vehicle
increment δN, we estimate the exiting vehicle curve by calculating the time step δt after which the next vehicle
N + δN will exit. Since all the travelers have the same trip length L, this method is consistent with the First-In, First-
Out (FIFO) rule which ensures the validity of this process. Note that unlike the accumulation-based model which
has no memory, solving the system dynamics at any time t1 for the trip-based model requires the knowledge of the
past of the system. This may be highlighted as another fundamental difference between the two modeling approaches.
In practice, this will be a problem for the simulation initialization, when the first vehicles start to exit the reservoir
without knowing their entering times. This issue is tackled by simply considering that the system is in a steady state
completely defined by the choice of the initial accumulation nini for t < 0. This is illustrated in figure 5(b), the demand
in the steady state before t = 0 is given by λini = niniV(nini)/L. In fact, the same consideration was also observed with
the accumulation-based model to define properly the travel time evolution during the warm-up period. Hence for the
simulation initialization the two modeling approaches are consistent with each other.
The numerical resolution process of the trip-based model is then summarized below:
1. Choose a vehicle increment δN
2. Initialize t1 = 0, n1 = nini, V1 = V(n1), T1 = L/V1 and for the past of the system t0 = −T1, n0 = n1, V0 = V1,
λ0 = n0V0/L, µ0 = λ0
3. Save the current level of demand λ1
4. if t0 > 0, update at t = t0: n0 = n(t0), V0 = V(n0), λ0 = λ(t0), µ0 = µ(t0)
5. Determine the current branch of the production-MFD (wi, ηi)
6. Update the mean speed V1 = V(n1)
7. Calculate the next time step δt at the chosen order, using equation A.6 for order 1 or equation A.7 for order 2
8. Update at t = t1: t1 = t1 + δt, Nin = Nin + λ1δt, Nout = Nout + δN, µ = δN/δt, n1 = Nin − Nout, t0 = t0 + δN/λ0,
T1 = t1 − t0
9. If t1 has not reached the next change in demand yet, go to 4. Else go to 3.
The application of this process is illustrated on the simple one-staircase demand profile that we used in section 2.4.
The calculation of δt is computed at order 1 with δN = 0.1 veh. Figures 6(a) and 7(b) show the accumulation and
travel time evolution in solid line, the dashed lines represent the previous solutions obtained with the accumulation-
based model. This example immediately points out the benefit of the trip-based approach, as the results for the travel
time are now consistent. In this case, the absence of drop in travel time may be explained by the fact that the trip-
based model keeps the memory of the past of the system, and thus provides more reliable results when the boundary
conditions are changing. Moreover we notice that this model is more reactive than the accumulation-based one, the
latter suffers indeed from intrinsic viscosity phenomenon due to the form of equation 4. Figure 6(d) shows the wave
pattern associated to the trip-based model. This pattern has been constructed similarly as the one for the accumulation-
based model in figure 2(f). It appears that now no wave is traveling faster than the vehicles, and thus that travel times
are properly reproduced by the trip-based approach. Finally, it should be mentioned that the trip-based model may
exhibit local inconsistencies with respect to the outflow curve, see figure 6(c). When the demand surge is observed
at time td1 the outflow is constant as expected, but then slightly decreases before the surge in outflow is observed.
The reason is that the trip-based model, while providing a much better description of vehicle trips, still resorts to
an homogeneous speed for all the vehicles within the reservoir. Therefore, even the vehicles that enter the reservoir
before the demand surge are slow down by the increase of accumulation resulting from this event.
Figure 7 presents, similarly as in figure 3, the evolution of accumulation and travel time for different initial condi-
tions nini and different levels of demand λ0. Again because λ0 , λini, the system enters the transient phase at t = 0. The
same conclusions are observed, namely the trip-based model gives more realistic travel times in transient phases, and
is also more reactive than the accumulation-based one. In particular we can notice the very bad description of T (t) in
the accumulation-based framework compared with the trip-based one when the gap of demand is high. For example
in figures 7(b) or (d) for nini = 10 veh (which corresponds to λini = 0.06 veh/s), and for λ0 = 0.8 veh/s, the travel time
described by the accumulation-based model exhibits a high drop during the whole transition period of the travel time
provided by the trip-based model. On the other hand when the value of λ0 is close to the initial state λini, the effect
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Figure 6: Comparison between accumulation-based and trip-based models, the latter is performed with δN = 0.1 veh. (a) Evolution of accumulation
n(t) and (b) evolution of travel time T (t) where the time td1 corresponds to a change in demand, and ti1 to a change in MFD branch, also indicated
by the change in color (“br” stands for “branch”). (c) Evolution of outflow µ(t) and (d) representation of wave propagation in the reservoir for
the trip-based model, a wave being defined as a curve connecting an inflow value at upstream to the same outflow value at downstream. The
maximum vehicle speed is the free-flow speed. (e) Comparison for the trip-based model with two values of δN, evolution of accumulation n(t) and
(f) evolution of travel time T (t)
of the travel time drop is minimized. An example is the case nini = 110 veh (which corresponds to λini = 0.66 veh/s)
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with λ0 = 0.8 veh/s in figure 7(b). In this situation the solutions for T (t) are quite similar in both approaches. This
corroborates our analysis on the validity domain of the accumulation-based model in section 2.6, for which we notice
that the height of the demand gap ∆λ seem to have the most influence on the travel time drop, in comparison with the
gap duration ∆t.
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3.4. The event-based resolution method
This solver uses the same discretization of entering vehicles into vehicle units like in Daganzo and Lehe (2015)
and Lamotte and Geroliminis (2016): we create the vehicles entering the system in accordance with a given demand
level, and assign them a chosen trip length, which may be eventually different for each vehicle. The users travel at
the current global mean speed V(n(t)) given by the speed-MFD of the reservoir for the current accumulation n(t),
and exit the reservoir once they complete their assigned trip length. This principle is illustrated in figure 8. Like in
Lamotte and Geroliminis (2016), our event-based simulator does not update the system on a regular time basis, but
each time a vehicle enters or exits the network. Our method takes advantage of the fact that the mean speed is the
same for all travelers, so that the update of V(n) is only needed when the accumulation n changes, i.e. at a vehicle
entry or exit. This speeds up computation as the resulting method is fully event-based without any variable update
on a fixed basis (no need for time step). Our resolution scheme adapts by itself to the evolution of the system and is
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always numerically accurate by construction. When the trip length is the same for all users this approach corresponds
precisely to the discretization of the trip-based model, and is similar to the previous resolution method computed at
order 1 with δN = 1. Comparisons between δN = 0.1 and δN = 1 for the previous method show similar results in
figures 6(c) and (d).
The main structure of the event-based method is detailed below:
1. Entry of the initial vehicles in the reservoir with the same trip lengths. Like the previous resolution methods, a
steady state characterized by this initial accumulation is considered before t = 0. The traveled distance of these
vehicles is then updated at t = 0 in accordance with this hypothesis.
2. Determine the next event which is the minimum between the next vehicle entry (according to the current demand
level), and the next vehicle exit. This gives the next time step δt.
3. Update the traveled distance for all the circulating vehicles—i.e. which have not finished their trip yet—during
δt using the mean speed V(n). Actually this update can be done one for all for the next exiting vehicles by
storing the speed evolution, because all the users travel at the same speed within the reservoir. This can speed
up calculations.
4. If the next event is a vehicle entry, create a new vehicle in the reservoir and assign it a given trip length. Else if
it is a vehicle exit, remove the corresponding vehicle from the reservoir. Update the accumulation n.
5. Update the speed of all the circulating vehicles, evaluated at V(n).
6. Go to 2.
The procedure stops when the simulation time reaches a given simulation duration.
In closing, it is important to point out that under congested conditions the two resolution schemes proposed for
the trip-based model apply with minimal changes. We propose a three-step procedure, where (i) the problem is solved
assuming no supply restriction, (ii) the outflow is reduced according to the supply profile, and (iii) Newell’s minimum
principle (Newell, 1993) is applied to take the congestion wave impact on inflow into account.
Nin(t)
Nout(t)
# veh
t
λ1
N
N + 1
tinN tinN+1
toutN toutN+1
λ0
Figure 8: Representation of the event-based resolution method in case of a unique trip length for all travelers (FIFO process)
16
4. Comparison between the accumulation-based and the trip-based models on three case studies
4.1. Typical peak-hour demand profile
We apply now the event-based method on a peak-hour demand case. We compare the results with the resolution
scheme of the trip-based model established in the previous section and the accumulation-based model. Two simu-
lations are performed: the first one is considering a slow-varying demand with a simulation duration of 10,000 s,
whereas the second one is characterized by much faster demand variations as the whole simulation lasts only 2000 s.
The two demand profiles are shown in figures 9(a) and 9(e), they are identical in shape and reach the same levels. The
continuous aspect of these profiles is actually approximated by successive small stairs to comply with the piecewise
constant hypothesis.
Figures 9(b)-(d) present the results for the first simulation, and figures 9(f)-(h) the results for the second simulation.
It appears clearly that the accumulation-based model is more suitable for slow-varying demand situations, as already
mentioned in Daganzo (2007). In case of fast variations in demand, the slow reaction time of this model, already
highlighted in section 3, makes it underestimate the accumulation peak in figure 9(f). The drop phenomenon in travel
time is also noticed in both simulations, but the estimation of T (t) is clearly worse in the second case. For the latter
the drop size could have been forecasted thanks to our study in section 2.6. Given an increase of 1 veh/s over 500 s
for the demand brings us to a drop of 90 s during 500 s. This is indeed what is observed in figure 9(g), although
the drop height is a bit overestimated. Another phenomenon worth mentioning is the counter-clockwise hysteresis
loop occurring for the trip-based model when displaying the traffic states in the (accumulation, outflow) plane, see
figures 9(d) and 9(h). The same phenomenon has been also observed by Lamotte and Geroliminis (2016). On the other
hand, experimental (e.g. Buisson and Ladier, 2009; Geroliminis and Sun, 2011), theoretical (e.g. Gayah and Daganzo,
2011) and simulation (e.g. Mahmassani et al., 2013) studies suggested that clockwise hysteresis loops are more likely
to occur in the production-MFD. These authors gave useful insights on heterogeneity in traffic density being one
of the causes of hysteresis loops. For instance, Gayah and Daganzo (2011) highlighted hysteresis in a simplistic
two-bin system due to density heterogeneity between the two bins, their modeling approach being grounded on the
accumulation-based model. Some authors like Daganzo (2011) explained these phenomena by a growing effect of
instabilities in the network responsible for internal capacity drops during the recovery of congestion. In our framework
this effect is not modeled, nor potential internal heterogeneity in density. The counter-clockwise loop we observe in
the trip-based approach has a completely different explanation, and to the authors’ best knowledge, this has never been
exhibited in previous works on hysteresis in MFD, on the notable exception of Lamotte and Geroliminis (2016). This
phenomenon is a direct consequence of the delay between the evolution of accumulation and the one of outflow which
is reproduced by the trip-based model. This generates traffic states which are below the outflow-MFD during the onset
of congestion (accumulation varies faster than outflow due to the time needed for inflow information to travel from
upstream to downstream), and then traffic states that are above the outflow-MFD during the offset of congestion (the
reduction of accumulation is faster than the one of outflow for the same reason). It should be also noticed that our
observations apply to the outflow-MFD and not to the production-MFD. This is another major difference compared
with the above-mentioned studies, which either make observation on the production-MFD or consider that outflow-
and production-MFD are simply proportional (use of the accumulation-based model). More data and especially
reliable outflow data are required to have a complete picture of which effects are the most significant. All effects can
also be combined for real observations.
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Figure 9: Comparison between models on two simulations. Simulation 1 with a slow-varying demand over 10,000 s: (a) peak demand profile, (b)
outflow vs accumulation at each time, (c) evolution of accumulation and (d) evolution of travel time. Simulation 2 with a fast-varying demand over
2000 s: (e) peak demand profile, (f) outflow vs accumulation at each time, (g) evolution of accumulation and (h) evolution of travel time.
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4.2. Temporary supply restriction at exits
This case study aims to analyze the effect of a temporary supply restriction at the reservoir exit. This supply restric-
tion is followed by a demand decrease to retrieve an equilibrium in free-flow conditions. Two scenarios described in
figures 10(a) and (e) are compared. The first one concerns a short supply reduction, and we see that the accumulation-
based and the trip-based models are almost equivalent in these conditions, see figures 10(a)-(d). The second one is
about a longer supply reduction, and results show very different conclusions depending on the hypotheses made for
the accumulation-based model in congestion.
In figures 10(f)-(h), the green curves (“model 1”) correspond to our basic assumption of an entrance function I(n)
equal to the outflow-MFD in congestion, which is consistent with a CTM-based approach for inflow management.
In this case the accumulation-based model reaches an equilibrium point on the congested part of the outflow-MFD
and remains here even when the boundary conditions become more favorable after 5000 s. With this approach the
system is very sensitive to a supply reduction: if it is short enough the reservoir will return to a free-flow state after
the demand has decreased like in figures 10(a)-(d), but if it is longer than a critical value, i.e. the time required to
reach the congested part of the outflow-MFD, then the system state is permanently degraded. This situation may
be even worse if no inflow limitation I(n) is taken into account. The results in that case are represented by the
red curves (“model 2”), after hitting the congested branch the accumulation-based model immediately converges to
global gridlock. The last option corresponds to the yellow curves (“model 3”), it assumes an outflow-MFD which
is not restricted in congestion, i.e. O(n) is constant equal to the outflow capacity for high values of accumulation.
This hypothesis allows a quasi-perfect matching between the accumulation-based and the trip-based models. In fact,
the way we implemented congestion management in the trip-based approach in using Newell’s method makes our
reservoir behaving like a freeway in congestion. Then it is no surprise that its equivalent for the accumulation-based
model is a CTM-like modeling approach.
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Figure 10: Comparison between models on two simulations. Simulation 1 with supply reduction over 1000 s: (a) demand and supply profiles,
(b) outflow vs accumulation at each time, (c) evolution of accumulation and (d) evolution of travel time. Simulation 2 with supply reduction over
3000 s, three cases for the accumulation-based model: 1, CTM-like I(n), 2, no I(n) and 3, CTM-like I(n) and O(n). (e) Demand and supply profiles,
(f) outflow vs accumulation at each time, (g) evolution of accumulation and (h) evolution of travel time.
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4.3. Case of different trip lengths
This last case study is taking advantage of the event-based resolution method for the trip-based model to account
for different groups of travelers having their own trip length. This is compared with an approach proposed by Geroli-
minis (2015) to include different trip length classes in the accumulation-based framework. This author considers N
classes of travelers, each class having a current accumulation ni(t) and a trip length Li, 1 ≤ i ≤ N. The total accumula-
tion is n =
∑N
i=1 ni. A distinction is made for the outflow of each class, which means the system dynamics is described
by the following equations in free-flow conditions:
∀i ∈ {1, . . . ,N},
dni
dt
= λi(t) − Oi(ni(t)) (13)
where λi(t) and Oi(ni(t)) are respectively the demand and the outflow for class i. We suppose the sum of all demands
is below the global outflow capacity and no supply at exit is limiting the sum of all outflows. Otherwise a merge
function has to be employed to manage inflows and outflows.
To calculate the average trip length L, note that it satisfies L = nV(n)/O(n) and that O(n) =
∑N
i=1 Oi(ni), where
each outflow function Oi(ni) is determined by applying Little’s formula (Little, 1961): Oi(ni) = niV(n)/Li. Combining
these equations, gives:
L(t) =
n(t)∑N
i=1
ni(t)
Li
(14)
which is time-dependent since ni = ni(t). An alternative definition can be obtained by noting that
∑N
i=1 OiLi = nV(n)
and therefore:
L(t) =
∑N
i=1 Oi(ni(t))Li
O(n(t))
(15)
which means that the average trip length is also the arithmetic mean of all Li weighted by their corresponding outflow
Oi.
Figures 11(a)-(d) present a situation with two classes: L1 = 1000 m and L2 = 2000 m with the same initial
demand. A peak for the first class occurs at t = 500 s. For the trip-based model the evolution of the average trip length
is calculated by successive means of individual trip lengths over a given time period. It is the discretized version
of L(t), seen as the mean of all Li weighted by outflows. We expect a temporary drop in the evolution of L(t), due
to the demand peak for the smallest trip distance L1. This should result in a higher outflow for this class, and thus
a greater impact in the mean calculation for L(t) compared to those traveling a longer distance L2. On the whole
the two modeling approaches reproduce this effect quite well, although the accumulation-based model emphasizes it
more than the trip-based one, see figure 11(b). As regards the accumulation and travel time evolution, there is a clear
overestimation of the demand peak for the accumulation-based model.
This study has been compared to a demand peak case with a unique trip length presented in figures 11(e)-(h).
The demand profile λ(t) is exactly the global demand of the previous case: λ(t) = λ1(t) + λ2(t). Two situations are
examined, one considers a constant trip length L0 = 1500 m equal to the mean of L1 and L2 in steady state, whereas
the other concentrates on a time-varying trip length L(t) which corresponds to the instantaneous mean of L1 and L2 at
each time, i.e. L(t) = (λ1(t)L1 + λ2(t)L2)/λ(t).
We observe in figure 11(f) that L(t) reproduces almost the same evolution as the previous one in figure 11(b).
However, the behavior of accumulation and travel time is completely different in this case. As seen in figures 11(g)
and (h), using either a constant or dynamic trip length L(t) leads to an underestimation of the demand peak for the
accumulation-based model as it was already noticed in section 4.1. However, if we assume that the most accurate
modeling for this two-class problem is the trip-based approach with L1 and L2, then the accumulation-based model
paradoxically gives better results in accumulation with L0 or L(t) than with L1 and L2. In this case, we have to
compare the evolution of total n(t) in figure 11(c) with n(t) in figure 11(g). We observe that the overestimation of the
accumulation peak given by the accumulation-based model is lower in figure 11(g) than in figure 11(c).
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Figure 11: Comparison between models on two simulations. Simulation 1 with traveler trip lengths separated by class: (a) demand profile for each
class, (b) evolution of the average trip length, (c) evolution of accumulation and (d) travel time for each class. Simulation 2 with a unique trip
length varying or not through time: (e) demand profile, (f) evolution of the trip length, (g) evolution of accumulation and (h) travel time.
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5. Discussion and conclusion
In this paper we proposed different resolution schemes for the accumulation-based and the trip-based models.
For the first one, exact solutions have been established with piecewise linear functions thanks to the semi-analytical
method, although this process may be limited when changes in demand are numerous. The full numerical scheme
proved to have acceptable numeric errors as well, and is more flexible than the semi-analytical method. Its basic
formulation has also been extended to solve the approach of Geroliminis (2015) integrating multiple trip lengths. As
for the trip-based framework, in comparison with Arnott (2013); Fosgerau (2015); Daganzo and Lehe (2015); Lamotte
and Geroliminis (2016) we developed a numerical resolution method that can approximate the model solution in an
efficient way, and can offer some theoretical support to our second resolution scheme. While having some similarities
with the methods presented by the previous authors, the latter is event-based like in Lamotte and Geroliminis (2016),
and does not introduce any numerical bias by the choice of a time step. With encouraging applications and results,
it proved to be a very simple and convenient way to account for varying trip lengths among travelers, and thus may
be considered as a promising tool for further applications like multi-reservoir modeling, studies including on-street
parking search, or integration with route choice problems.
Apart from these consideration about resolution methods, this paper made a large comparison between the trip-
based model and the accumulation-based one, which is still widely used for the development of more complex appli-
cations like multi-reservoir simulation and dynamic control. Our literature review allows to draw a synthesis about
the hypothesis history of both approaches. Their differences are then clearly stated: unlike the trip-based model the
accumulation-based one (i) mostly ignores traveled distances, (ii) has no memory of the past of the system, and (iii)
considers that accumulation remains constant when a user travels in the reservoir. These assumptions are responsi-
ble for the incoherence in the model results during transient phases: drop in travel time when the demand increases
and slow response of the system in fast-varying conditions are notably observed. In steady state however, the two
models give the same results. Regarding the travel time drop phenomenon, we have then proposed a validity domain
of the accumulation-based model with respect to the demand variation rate. We have also provided error estimation
depending on the size of the demand variations. It should be noted that such errors correspond to simulation where the
demand is determined from the beginning. Control applications for which the accumulation-based model is widely
used introduce a feedback on this demand with respect to the reservoir state. Such feedback loop may certainly help
to correct the mistakes of the accumulation-based model and then reduce the inaccuracies. On the other hand, multi-
reservoir simulation grounded on the accumulation-based framework may be more obviously affected by the artifacts
we highlighted.
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Appendix A. Trip-based model resolution at higher orders
We use here the notations described in section 3.1 and on figure 5. As the vehicle N and the vehicle N + δN have
the same trip length L, the definition in equation 8 allows us to write:∫ toutN
tinN
V(n(t))dt = L =
∫ toutN+δN
tinN+δN
V(n(t))dt (A.1)
Splitting the integral limits on the left side of this equation in [tinN , t
in
N+δN] = [t0, t0 + δN/λ(t0)] and [t
in
N+δN , t
out
N ], and
these on the right side in [tinN+δN , t
out
N ] and [t
out
N , t
out
N+δN] = [t1, t1 + δt] simplifies the equation to:∫ t0+δN/λ(t0)
t0
V(n(t))dt =
∫ t1+δt
t1
V(n(t))dt (A.2)
where V(n) is given by the branch Pi of the production-MFD, V(n) = Pi(n)/n = wi(1 − ηi/n) on the interval [t0, t0 +
δN/λ(t0)]; and by the branch P j, V(n) = P j(n)/n = w j(1 − η j/n) on the interval [t1, t1 + δt]. In order to solve
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equation A.2 in δt, we choose to approximate V(n(t)) by its Taylor polynomial at a given order. Then the resolution
of the integrals should give polynomial expressions in δt. Let us start with order 2, if δN is small enough we have for
t ∈ [t0, t0 + δN/λ(t0)] the following approximation:
V(n(t)) ≈ V(n0) +
∂V
∂n
(n0) · (n(t) − n0) +
∂2V
∂n2
(n0) ·
(n(t) − n0)2
2
(A.3)
where n0 = n(t0). For δt small enough, which should be the case if δN is small, a similar approximation of V(n(t))
can be written for t ∈ [t1, t1 + δt] in replacing t0 by t1 and n0 by n1 = n(t1). The differences in accumulation (n(t)− n0)
and (n(t) − n1) can be expressed in assuming a linear variation of accumulation on each interval. With the simplified
notations λ0 = λ(t0), µ0 = µ(t0) and λ1 = λ(t1) we can write:
n(t) =
n0 + (λ0 − µ0) (t − t0) for t ∈ [t0, t0 + δN/λ0]n1 + (λ1 − δNδt ) (t − t1) for t ∈ [t1, t1 + δt] (A.4)
which gives the two approximations of V(n(t)) on the two intervals:
V(n(t)) =
V0 +
wi−V0
n0
(λ0 − µ0) (t − t0) −
wi−V0
n20
(λ0 − µ0)2 (t − t0)2 t ∈ [t0, t0 + δN/λ0]
V1 +
w j−V1
n1
(
λ1 −
δN
δt
)
(t − t1) −
w j−V1
n21
(
λ1 −
δN
δt
)2
(t − t1)2 t ∈ [t1, t1 + δt]
(A.5)
where V0 = V(n0) and V1 = V(n1). At order 0 for V(n(t)) the latter expressions simplify to the constant terms, and in
this case the solution in δt after integrating on both intervals is straightforward (order 1 for δt):
δt =
V0
V1
·
δN
λ0
(A.6)
At order 1 for V(n(t)) the approximations of V(n(t)) are reduced to the constant terms and the terms in t, which gives
after integration a second-order polynomial in δt to solve (order 2 for δt):
λ1(V1 − w j) · δt2 −
(
2n1V1 + (V1 − w j)δN
)
· δt + 2n1
(
V0
δN
λ0
−
V0 − wi
2n0
(
1 −
µ0
λ0
)
δN2
λ0
)
= 0 (A.7)
Note that when V0 = wi and V1 = w j, which is possible only if wi = w j is the free-flow speed (i.e. i = j = 1, we are on
the first branch of the MFD), equation A.7 reduces to equation A.6. In a similar way, order 2 for V(n(t)) will provide
a third-order polynomial in δt which is not mentioned here.
Comparisons between the calculations of δt at different orders are presented in figures A.12(a)-(c). These cal-
culations have been carried on with different values for the accumulation n1 at time t1 (from 30 to 800 veh) and for
the demand ratio λ1/λ0 (from 0.5 to 2). In each case we have chosen n1 − n0 = 20 veh and λ1 = 0.5 veh/s. Slight
differences between the choices of order are only noticed for a high value of δN (10 veh). This means for a reasonable
value of δN (e.g. 0.1 veh), the order 0 (i.e. the order 1 for δt) is largely sufficient for our resolution scheme.
Appendix B. Numerical investigations for a parabolic MFD with dimensionless parameters
We provide here some insights about a possible generalization of some of our conclusions about the accumulation-
based model. For this purpose, we use a parabolic (Greenshield) MFD and the following dimensionless variables:
• n∗ = n/n j: the accumulation n to the maximum jam accumulation n j ratio
• t∗ = t/tfree: the time to the reservoir free-flow travel time tfree = L/u ratio, where u is the free-flow speed.
• λ∗ = λ/µc: the demand to the outflow-MFD capacity µc = Pc/L (maximum outflow) ratio, where Pc is the
production-MFD capacity
We use also two dimensionless parameters:
• ρ = λ0/µc: the initial demand to the outflow-MFD capacity µc ratio
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Figure A.12: Values of the time step δt calculated at different orders for V(n(t)) and for different accumulation n1 and ratio of demand level λ1/λ0.
The difference n1 − n0 is equal to 20 veh in each case and λ1 = 0.5 veh/s. (a) Case of a vehicle increment of δN = 0.1 veh, (b) δN = 1 veh, and (c)
δN = 10 veh
• β = tdem/tfree: the demand relaxation time tdem to the MFD free-flow travel time tfree ratio
Laval and Castrillon (2015); Laval and Chilukuri (2016) showed that under linear transformation of flow, accumu-
lation, space and time, delays and other performance indicators are invariant. This allows the simplification of any
problem to a symmetric MFD shape case. That is why we choose here a simple parabolic MFD, which characteristic
parameters are normalized by the transformations mentioned above. Hence the results presented in this appendix are
intending to be universally applicable.
Figure B.13 illustrates the influence of the number of steps used to approximate a continuous demand profile. We
choose here an exponential function:
λ(t) = λ0 + (µc − λ0) ·
(
1 − e−t/tdem
)
(B.1)
which in dimensionless form reads:
λ∗(t∗) = ρ + (1 − ρ) ·
(
1 − e−t
∗/β
)
(B.2)
Here the parameter ρ is chosen equal to 0.1 and β equal to 1.5. The solutions provided by our semi-analytical process
are compared with a full analytical solution obtained with Mathematica R© for this kind of demand. The detailed
analytical expression can be found in Laval et al. (2017). Results show that if the number of demand steps is high
enough for our semi-analytical resolution (e.g. more than 40), the solution we get is very close to the exact solution.
On the other hand a few branches (around 8) are sufficient to get good approximation of the MFD shape.
Figure B.14 also illustrates the influence of the time step δt choice for the full numerical resolution, in comparison
with the full analytical one from Mathematica R© for the same demand case. It is observed that a timestep small enough
leads to acceptable approximation of the exact solution too, namely δt should be less than 10 % of the free-flow travel
time tfree.
Figure B.15 presents our analysis in section 2.6 about the definition of a validity domain for the accumulation-
based model applied to this dimensionless study. The demand profile is a logistic “S-shaped” function that is also
characterized by the parameters ρ and β in dimensionless form. The demand gap ∆λ is normalized by the initial
demand λ0, and the travel time drop height h0 and duration d0 are normalized by the free-flow travel time. Hence the
dimensionless demand variation rate Q∗λ is obtained from the actual variation rate Qλ with: Q
∗
λ = Qλ · tfree/λ0. If we
focus only on the drop height artifact, a demand variation rate Q∗λ < 0.1 should ensure a drop height effect below 10 %
of the free-flow travel time, according to figure B.15(c). In fact these charts cannot be used for any demand profile
case, as these results are still dependent on ρ (or λ0). Here we choose ρ = 0.1, but we have verified that the drop height
h0 seems to be independent of ρ. This work is currently under research.
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Figure B.13: Convergence test for the semi-analytical method. (a) Exponential demand profile discretization, (b) parabolic MFD discretization, (c)
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Figure B.15: Influence of the demand variation rate on the accumulation-based model accuracy for travel time. This accuracy is defined regarding
the size of the travel time drop artifact. (a) Demand profiles with different variation rates, (b) resulting travel time profiles with the normalized drop
height h0/tfree and drop duration d0/tfree, (c) drop height value in the (∆t∗,∆λ∗) space, (d) drop duration value, and (e) the product height-duration
value in the same plane
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Appendix C. Notation glossary
Table C.1: General notations
Notation Definition [units]
t Current time [s]
n(t), n Accumulation = number of vehicles circulating in the network at time t [veh]
T (t) Experienced travel time = time spent in the reservoir by the vehicle exiting at time t [s]
Nin(t) Cumulative count curve for entering vehicles [veh]
Nout(t) Cumulative count curve for exiting vehicles [veh]
P(n) Production-MFD = travel production [veh.m/s]
V(n) Speed-MFD = vehicle mean speed in the reservoir = P(n)/n [m/s]
O(n) Outflow-MFD = outflow demand from the reservoir = P(n)/L [veh/s]
I(n) CTM-like entrance or supply function for inflow restriction at the reservoir entry [veh/s]
L Reservoir average trip length (accumulation-based) or vehicle trip length (trip-based) [m]
u Free-flow speed [m/s]
tfree Reservoir free-flow travel time = L/u [s]
n j Reservoir maximum (jam) accumulation [veh]
Pc Production-MFD capacity = maximum production [veh.m/s]
µc Outflow-MFD capacity = maximum outflow = Pc/L [veh/s]
λ(t) Inflow into the reservoir = inflow demand in free-flow [veh/s]
µ(t) Outflow from the reservoir [veh/s]
Pi(n) ith branch of the piecewise linear production-MFD (linear function) [veh.m/s]
wi Slope of the ith branch Pi(n) [m/s]
ηi n-intercept of the ith branch Pi(n) [veh]
ni Accumulation value at the intercept of the ith and the (i + 1)th branches of P(n) [veh]
ti Time at which there is a change in MFD branch during the evolution of n(t) or T (t) [s]
td Time at which there is a change in demand value [s]
nini Initial accumulation at t = 0 [veh]
Tini Initial travel time at t = 0 [s]
λini Initial demand at t = 0 [veh/s]
n0 n(t0) = Accumulation at time t0 [veh]
T0 T (t0) = Travel time at time t0 [s]
λ0 Constant demand value, or λ(t0) = inflow at time t0 [veh/s]
µ0 Constant supply value, or µ(t0) = outflow at time t0 [veh/s]
δt Time step for the Euler-type finite difference resolution method [s]
∆λ Inflow gap in the evolution of the demand λ(t) [veh/s]
∆t Duration of the inflow gap in the evolution of the demand λ(t) [s]
Qλ Demand variation rate = ratio of ∆λ over ∆t [veh/s2]
h0 Height of the travel time drop in the evolution of T (t) [s]
d0 Duration of the travel time drop in the evolution of T (t) [s]
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Table C.2: Additional notations from section 3
Notation Definition [units]
N Vehicle index [veh]
δN Vehicle fraction or increment (may be below 1) = discretization step of the vehicle index [veh]
t0 = tinN Entering time of vehicle N [s]
t1 = toutN Exiting time of vehicle N [s]
tinN+δN Entering time of vehicle N + δN [s]
toutN+δN Exiting time of vehicle N + δN [s]
δt Elapsed time between the exits of vehicles N and N + δN = toutN+δN − t
out
N [s]
n0, T0, λ0, µ0, V0 Respectively accumulation [veh], travel time [s], inflow [veh/s], outflow [veh/s]
and mean speed [m/s] at time t0 [veh]
n1, T1, λ1, µ1, V1 Respectively accumulation [veh], travel time [s], inflow [veh/s], outflow [veh/s]
and mean speed [m/s] at time t1 [veh]
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