Let H be a Hopf algebra with invertible antipode. Two different actions of the braid group B n on H ⊗n are described. These are representations of the braid group associated to solutions of the Yang-Baxter equation. By passing to a submodule for one action and to a quotient module for the other, we obtain two actions of B n on H ⊗n−1 . In this way we recover the actions described by the author in [Comm. Algebra 29 (2001) 
INTRODUCTION
Let H be a commutative or cocommutative Hopf algebra over a ground field k. Tensor products over k will be denoted simply by ⊗. Two different actions of the braid group B n on H ⊗n−1 were described in [10] . One of these actions passes to an action of the symmetric group n when H is commutative; the other passes to n when H is cocommutative. In the case n = 2, the action of the generator is simply given by the conjugation (antipode) of H. Therefore the actions may be thought of as "higher conjugations." These actions arise naturally in stable homotopy theory. In this paper we recover the actions as reduced versions of actions on H ⊗n arising from solutions of the Yang-Baxter equation.
In the first section we begin from homomorphisms of B n and of n into Aut F n , where F n is the free group on n generators. For the symmetric group this is the obvious map by permutation of generators and for B n this is the Artin representation; see, for example, [2] . We show how to obtain 914 0021-8693/02 $35.00 homomorphisms of B n and n to Aut F n−1 , the automorphism group of the free group on n − 1 generators.
In the second section we describe two different actions of B n on H ⊗n , for H any Hopf algebra with invertible antipode. This is done by providing solutions c H ⊗ H → H ⊗ H of the Yang-Baxter equation. These actions essentially come from the homomorphisms into Aut F n of Section 1. As we explain, this works automatically in the case of H commutative, because of a close relationship between the category of finitely generated free groups and the category of commutative Hopf algebras. We show that it can be made to work without assuming H to be commutative. When H is commutative one of the actions passes from the braid group to the symmetric group.
In the third section we describe two B n actions on H ⊗n−1 . They essentially come from the homomorphisms to Aut F n−1 of Section 1 and in this way we recover the actions described in [10] . We show how these B nmodules may be viewed as reduced versions of those in Section 2, that is as a submodule in one case and as a quotient module in the other.
BRAID GROUPS, SYMMETRIC GROUPS, AND AUTOMORPHISMS OF FREE GROUPS
Let B n denote the braid group on n strings. We use the standard presentation
Let F n denote the free group on n generators, x 1 x n and let Aut F n denote the group of automorphisms of F n . The Artin representation is a faithful representation β B n → Aut F n ; see, for example, [2] . Writing β i for β σ i , this representation is determined by
All elements of Im β fix the product x 1 x 2 · · · x n of the generators of F n and one may use this fact to produce a representation of B n on the automorphism group of the free group on n − 1 generators. 
where, lettingβ i denoteβ σ i ∈ Aut F n−1 β is determined bȳ
Proof. Let N denote the normal subgroup of F n generated by the element x 1 x 2 · · · x n ∈ F n . Let p 1 Im β → Aut F n /N be given by p f w = f w , for f ∈ Im β and w ∈ F n . It is easily checked that this is a welldefined group homomorphism. There is an isomorphism θ F n /N → F n−1 determined by
Therefore there is an isomorphismθ Aut F n /N → Aut F n−1 , given bȳ θ f = θfθ −1 . Set p =θp 1 Im β → Aut F n−1 . Then it is straightforward to check thatβ = pβ.
In the following proposition we note thatβ is not injective. This is an analogue of [10, 1.6] . Proof. Let λ i = σ i σ i+1 · · · σ n−1 ∈ B n . Recall that the centre of B n is generated by λ n 1 = λ n−1 λ n−2 · · · λ 2 λ 1 2 . By downward induction on i, we haveβ
Then a further induction, on k, gives for 1 ≤ k ≤ n − 2,
Finally, we find that
for all j and this is clearly of order two.
Let n denote the nth symmetric group. We use the standard presentation
Let γ n → Aut F n be the obvious homomorphism given by the action of the symmetric group n on F n by permuting the generators. where, lettingγ i denoteγ s i ∈ Aut F n−1 γ is determined bȳ
and for 2 ≤ i ≤ n − 2,
Proof. Consider the subgroup of F n generated by y i = x i x −1 i+1 for 1 ≤ i ≤ n − 1. This is a free group on n − 1 generators and it is easy to check that this subgroup is invariant under the symmetric group action, and the action is as claimed.
B N -ACTIONS ON H

⊗N
There is a well-known relationship between homomorphisms of free groups and linear maps on tensor products of a commutative Hopf algebra. Any linear map H ⊗n → H ⊗m constructed using the structural data of a commutative Hopf algebra H is encoded in the category of finitely generated free groups.
To be more precise, we recall that a PROP, A , is a permutative category whose set of objects is indexed by (or identified with) the set of natural numbers and whose monoidal structure is given on objects by addition [4] . Let Vect denote the tensor category of vector spaces over k. An A-algebra is a strict symmetric monoidal functor from A to Vect. Many types of algebras can be described as algebras over PROPs. For example, commutative algebras are precisely F-algebras, where F is the PROP of finite sets with respect to disjoint union. Now let Gr denote the category of finitely generated free groups. This may be thought of as a PROP with nth object the free group on n generators, F n , and monoidal structure given by coproduct. Commutative Hopf algebras are exactly Gr-algebras.
Explicitly, if H = H µ η S is a commutative Hopf algebra, there is a functor χ H Gr → Vect which assigns H ⊗n to F n . It assigns the product µ to the map F 2 → F 1 x 1 x 2 → x 1 , the coproduct to the map F 1 → F 2 , x 1 → x 1 x 2 , and the antipode S to
1 . The action of χ H on more complicated morphisms can be calculated from the above.
Thus, for a commutative Hopf algebra H, we can immediately translate the results of Section 1 to give actions of the braid group B n and the symmetric group n on H ⊗n and H ⊗n−1 . In fact, in this section we show that, with suitable choices, the braid group actions on H ⊗n can be made to work without the hypothesis of commutativity. The actions on H ⊗n−1 will be discussed in the next section.
For V a vector space over k, we write 1 V → V for the identity map. A linear map c V ⊗ V → V ⊗ V is a solution of the Yang-Baxter equation if
Any invertible solution, c, of the Yang-Baxter equation gives rise to a representation of the braid group ρ
We let the symmetric group n act on the left of V ⊗n by
We use the notation a = a 1 ⊗ a 2 for the coproduct.
Then c is a solution of the Yang-Baxter equation. If the antipode S of H is invertible then c is invertible.
Proof. The map c is a solution of the Yang-Baxter equation by a direct calculation. It turns out that c ⊗ 1 1 ⊗ c c ⊗ 1 and 1 ⊗ c c ⊗ 1 1 ⊗ c are both given by
If the antipode S of H is invertible, the map c is an automorphism of H ⊗ H with inverse given by
Remarks. 1. The braid group representation ρ c n B n → Aut H ⊗n associated to this Yang-Baxter solution comes from the Artin representation β B n → Aut F n in the following sense. As explained above, the relationship between commutative Hopf algebras and free groups means that the Artin representation of B n gives rise to an action of B n on Aut H ⊗n , for H a commutative Hopf algebra. Furthermore, given the form of the Artin representation, it is clear that this representation on H ⊗n is a representation associated to a Yang-Baxter solution. This Yang-Baxter solution is a map
For H commutative, this map is uniquely determined. For general H, there are, a priori, six different possible formulae, corresponding to the six possible orders of the three terms in the product that appears in the formula for c. However, by direct checking, we find that the only choice that actually gives a Yang-Baxter solution for general H is c as in 2.1.
2. Let P be the PROP for (not necessarily commutative or cocommutative) Hopf algebras with invertible antipode. Such a PROP certainly exists since it may be described by generators and relations; see [5] . Let P n denote the nth object of this PROP. The above remark amounts to the statement that the Artin representation β B n → Aut F n lifts uniquely to β B n → Aut P n . However, it seems that at present no good conceptual description for P n is known. (See [6] for some related work.) 3. The theorem gives a representation B n → Aut H ⊗n for any finite dimensional Hopf algebra H, since the antipode of a finite dimensional Hopf algebra is of finite order; in particular it is invertible [7] . This can fail for infinite dimensional Hopf algebras: there exist examples in which the antipode S is not bijective [9] . 4 . If H is cocommutative, c is simply the flip map and the braid group representation passes to the usual permutation representation of the symmetric group n . We recall that the dual H * = Hom H k of a finite dimensional Hopf algebra is also a Hopf algebra, H * = H * * * µ * η * S * . The following Yang-Baxter solution is dual to that of 2.1.
Proof. Both c ⊗ 1 1 ⊗ c c ⊗ 1 and 1 ⊗ c c ⊗ 1 1 ⊗ c are given by
Remarks. 1. The braid group representation ρ c n B n → Aut H ⊗n associated to this Yang-Baxter solution is closely related to the permutation action γ of Proposition 1.3. In fact, by abuse of notation, let us regard γ as defined on the braid group rather than the symmetric group, γ B n → Aut F n . Then ρ c n corresponds to a lift γ B n → Aut P n , where P n is again the nth object of the PROP, P , for Hopf algebras. When H is commutative, c is simply the flip map and the braid group representation passes to the usual permutation representation of the symmetric group.
2. Versions of Propositions 1.1 and 1.3 could be formulated in terms of maps B n → Aut P n . In passing from Hopf algebras to commutative Hopf algebras, P n is replaced by F n and we would recover Propositions 1.1 and 1.3.
Similarly, one could pass from Hopf algebras to cocommutative Hopf algebras. We recall that the opposite of a PROP is still a PROP with the same monoidal structure. The PROP for cocommutative Hopf algebras is Gr op . Using this PROP one would obtain a version of 1.1 with the symmetric group n and a version of 1.3 with the braid group B n .
The asymmetry between 1.1 and 1.3 is thus seen to be a result of formulating the statements in terms of free groups, that is, in terms of the PROP for commutative Hopf algebras. It disappears if the statements are formulated in terms of the self-dual PROP, P .
The Yang-Baxter solutions of Theorems 2.1 and 2.2 are closely related to solutions of the quantum Yang-Baxter equation studied by Lambe, Radford, and Yetter [3, 8, 11] . We give the details of this relationship for 2.2; there is a similar statement for 2.1. Let H be a bialgebra over k. We recall that M = M · ρ is said to be a left quantum Yang-Baxter H-module if M · is a left H-module and M ρ is a right H-comodule with the structures related by In this section we give two actions of B n on H ⊗n−1 and explain how they may be obtained from the actions on H ⊗n of the previous section. First we set up a general framework in which to describe these actions. Definition 3.1. Let V be a vector space over a field k. Let α ∈ Aut V ⊗3 and let α l α r ∈ Aut V ⊗2 . We say that α l α α r is a braided triple on V if six relations are satisfied,
As before 1 denotes the identity map V → V and the equations are required to hold in Aut V ⊗m for m = 3 4 5 as appropriate. 
Proof. It is easy to check that the relations of the braid group hold among the images of the σ i 's, using the conditions on the automorphisms α l α, and α r .
Just as in the Yang-Baxter situation one can obtain new solutions to the equations of 3.1 from any given solution. , and α l α α r , where
Proof. The first two cases use 1 
Then α l α α r is a braided triple on H.
Proof. The given maps are automorphisms of the appropriate tensor power of H; their inverses are given by
The relations may be easily checked directly. (Compare [10, 1.4] ; the hypothesis of cocommutativity assumed there is not necessary.) For example, for the second relation, it is a routine exercise to show that both sides are given by
Remark. It may be readily checked that the representation ρ α n B n → H ⊗n−1 associated to the braided triple of 3.3 corresponds to (a lift of) the representationβ B n → Aut F n−1 of 1.1.
We can dualize to obtain another braided triple. 
Remarks. 1. We note that in the two main examples the maps α l and α r are "degenerate versions" of α. For example, in 3.4,
There is a parallel here with the classical Burau representation of the braid group. Indeed one may easily replace tensor products by direct sums in Definition 3.1, so that a braided triple then gives a representation of B n on V ⊕n−1 . In the case V = Z t ±1 ,
we retrieve the reduced Burau representation from Proposition 3.1.
3. In [10] it was shown that the representation associated to 3.3 (resp. 3.4) passes to the symmetric group if H is cocommutative (resp. commutative). The symmetric group actions were called higher conjugations, since they may be viewed as generalizing the action of 2 on H by conjugation (antipode). Some further information about higher conjugations may be found in [1] .
It was also shown in [10] that everything works for A H a Hopf algebroid. Indeed the n -action of 3.4 in the commutative case arises naturally for Hopf algebroids in stable homotopy theory. For E a sufficiently nice ring spectrum, π * E ∧n ∼ = E * E ⊗n−1 , where the tensor product is over the coefficients π * E . The action induced in homotopy by the obvious permutation action of n on the n-fold smash product is given by 3.4.
We now explain how to obtain the actions of 3.3 and 3.4 from the actions of Section 2. Proof. To show that φ is a B n -module homomorphism, one checks by direct calculation that φσ i = σ i φ for the generators σ i 1 ≤ i ≤ n − 1, of B n . (In fact, one only needs to do the calculations for α l α, and α r .)
Consider ψ H ⊗n−1 → H ⊗n given by ψ a 1 ⊗ · · · ⊗ a n−1 = S −1 a 1 ⊗ 1 ⊗ a ⊗ · · · ⊗ a n−2 2 a n−3 3 · · · a 3 n−3 a 2 n−2 a n−1 (This is not a B n -module map.) Then φψ = Id H ⊗n−1 and so φ is surjective.
This shows how to obtain 3.3 from 2.1: the B n -module H ⊗n−1 with the action associated to 3.3 is isomorphic to the quotient module H ⊗n /Ker φ of the B n -module H ⊗n with the action associated to Theorem 2.1. We also have the dual result. is that associated to 3.4 and the action on H ⊗n is that associated to 2.2.
Proof. Again one checks directly that θσ i = σ i θ for 1 ≤ i ≤ n − 1. The map θ is injective since one can construct ω H ⊗n → H ⊗n−1 such that ωθ = Id H ⊗n−1 . This shows how to obtain 3.4 from 2.2: the B n -module H ⊗n−1 with the action associated to 3.4 is isomorphic to the submodule Im θ of the B nmodule H ⊗n with the action associated to 2.2. When H is cocommutative (resp. commutative) the representation of the symmetric group, n → Aut H ⊗n−1 , associated to 3.3 (resp. 3.4) is thus seen to be a reduced version of the usual permutation action on H ⊗n .
