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Abstract. This work concerns a type of coupled McKean-Vlasov stochastic differential
equations (MVSDEs in short) with jumps. First, we prove superposition principles for
these coupled MVSDEs with jumps and non-local space-distribution dependent Fokker-
Planck equations. Since superposition principles are related to the well-posedness of
weak solutions for coupled MVSDEs with jumps, then we give some conditions to assure
it. After this, we construct space-distribution valued Markov processes associated with
these coupled MVSDEs with jumps. Finally, the ergodicity of these coupled MVSDEs
with jumps are investigated. As a by-product, we show the exponential ergodicity for a
type of MVSDEs with jumps.
1. Introduction
McKean-Vlasov (distribution-dependent or mean-field) stochastic differential equations
describe stochastic systems whose evolution is determined by both the microcosmic posi-
tion and the macrocosmic distribution. Since the seminal work [15, 16], there have been
substantial interests to study McKean-Vlasov stochastic differential equations (MVSDEs
in short). Nowadays, there are many results about MVSDEs. We mention some works
related with our results below.
It is well-known that Itoˆ SDEs are closely associated with a type of linear Fokker-Planck
equations (FPEs in short) or Kolmogorov equations. More precisely, the distributions of
solutions to SDEs at certain times solve FPEs in the weak sense. Figalli [8] and Trevisan
[27] gave the converse result. The relationship between Itoˆ SDEs and linear FPEs is
usually called as the superposition principle (c.f. [10, 19, 24, 29]). Moreover, MVSDEs and
a type of nonlinear FPEs also have the same relationship. In [1, 2, 3], Barbu and Ro¨ckner
made use of it to study the uniqueness and existence of weak solutions to MVSDEs and
nonlinear FPEs. Huang, Ro¨ckner and Wang [13] applied this relationship to nonlinear
FPEs on path space and path-distribution dependent SDEs. Besides, Ding and Qiao
[6, 7] investigated the well-posedness and stability of weak solutions for MVSDEs under
non-Lipschitz conditions. Wang [28] established the exponential ergodicity of MVSDEs.
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For MVSDEs with jumps, there are also a few results. Hao and Li [11] proved the
well-posedness of strong solutions for MVSDEs with jumps under Lipschitz conditions.
In addition, they represented the solutions of nonlocal integral-PDEs by the expectation
of strong solutions for MVSDEs with jumps when the coefficients are regular enough.
Song [26] observed the exponential ergodicity of MVSDEs with jumps. Qiao and Wu [20]
demonstrated the path independence of additive functionals for MVSDEs with jumps.
In the paper, we study a type of coupled MVSDEs with jumps. Let us explain this
in detail. Let (U,U ) be a measurable space. Let P(Rd) be the space of probability
measures on B(Rd). Let ν1, ν2 be two σ-finite measures defined on (U,U ). We fix U1,U2
with ν1(U1) <∞, ν2(U2) <∞. For any t > 0, µ ∈ P(R
d) and φ ∈ C2c (R
d), set
Lt,µφ(x) := 〈b(t, x, µ), ∂xφ(x)〉+
1
2
tr
(
(σσ∗)(t, x, µ)∂2xφ(x)
)
+
∫
U1
[
φ
(
x+ f(t, x, µ, u)
)
− φ(x)
]
ν1(du),
where b : [0,∞) × Rd × P(Rd) 7→ Rd, σ : [0,∞) × Rd × P(Rd) 7→ Rd × Rm and f :
[0,∞)× Rd × P(Rd)× U1 7→ R
d are Borel measurable. Consider the following FPE:
∂tµt = L
∗
t,µtµt, (1)
where L∗t,µt is the adjoint operator of Lt,µt , and (µt)t∈[0,∞) is a family of probability mea-
sures on B(Rd). The well-posedness of weak solutions to Eq.(1) is defined in Definition
2.1.
Besides, let (Bˆt)t>0 be anm-dimensional Brownian motion. Let Nˆ(dt, du) be an integer-
valued Poisson random measure with the intensity dtν2(du). Denote
˜ˆ
N(dt, du) := Nˆ(dt, du)− dtν2(du),
that is,
˜ˆ
N(dt, du) stands for the compensated martingale measure of Nˆ(dt, du). We
consider the following MVSDE with jumps:
dXˆt = bˆ(t, Xˆt, µt)dt + σˆ(t, Xˆt, µt)dBˆt +
∫
U2
fˆ(t, Xˆt−, µt, u)Nˆ(dtdu), (2)
where bˆ : [0,∞)×Rd×P(Rd) 7→ Rd, σˆ : [0,∞)×Rd×P(Rd) 7→ Rd×Rm, fˆ : [0,∞)×Rd×
P(Rd)×U2 7→ R
d are Borel measurable and (µt)t∈[0,∞) is a family of probability measures
in P(Rd). Note that (µt)t∈[0,∞) are not the distributions of the solutions (Xˆt)t∈[0,∞) to
Eq.(2). The well-posedness of weak solutions to Eq.(2) is introduced in Definition 2.2.
Next, we combine Eq.(1) with Eq.(2) and obtain the following equation

∂tµ
ξ
s,t = L
∗
t,µξs,t
µξs,t, µ
ξ
s,s = ξ, 0 6 s 6 t, ξ ∈ P(R
d),
dXˆξ,θs,t = bˆ(t, Xˆ
ξ,θ
s,t , µ
ξ
s,t)dt+ σˆ(t, Xˆ
ξ,θ
s,t , µ
ξ
s,t)dBˆt +
∫
U2
fˆ(t, Xˆξ,θs,t−, µ
ξ
s,t, u)Nˆ(dtdu),
LXˆξ,θs,s
= θ,
(3)
where LXˆξ,θs,t
denotes the distribution of Xˆξ,θs,t . Here, Eq.(3) is called as a coupled MVSDE
with jumps. We study the well-posedness of weak solutions for Eq.(3), construct a space-
distribution valued Markov process associated with Eq.(3) and prove the ergodicity of
Eq.(3).
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In the following, we define a non-local space-distribution dependent operator Lt :=
L
(1)
t + L
(2)
t on C (See the definition in Subsection 3.1) as follows: for any Φ ∈ C , y ∈
R
d, ζ ∈ P2(R
d), where P2(R
d) denotes the space of probability measures on B(Rd) with
finite second moments,
L
(1)
t Φ(y, ζ) :=
∫
Rd
〈b(t, z, ζ), (∂ζΦ)(y, ζ)(z)〉ζ(dz)
+
∫
U1
∫
Rd
〈f(t, z, ζ, u), (∂ζΦ)(y, ζ)(z)〉ζ(dz)ν1(du)
+
1
2
∫
Rd
tr
(
(σσ∗)(t, z, ζ)∂z∂ζΦ(y, ζ)(z)
)
ζ(dz)
+
∫
U1
∫ 1
0
∫
Rd
〈
∂ζΦ(y, ζ)
(
z + ηf(t, z, ζ, u)
)
− ∂ζΦ(y, ζ)(z),
f(t, z, ζ, u)
〉
ζ(dz)dην1(du),
L
(2)
t Φ(y, ζ) := 〈bˆ(t, y, ζ), ∂yΦ(y, ζ)〉+
1
2
tr
(
(σˆσˆ∗)(t, y, ζ)∂2yΦ(y, ζ)
)
+
∫
U2
[
Φ
(
y + fˆ(t, y, ζ, u), ζ
)
− Φ(y, ζ)
]
ν2(du).
Consider the following non-local space-distribution dependent FPE:
∂tΛt = L
∗
tΛt, (4)
where (Λt)t>0 is a family of probability measures on B(R
d×P2(R
d)). We solve Eq.(4) in
the weak sense when the coefficients b, σ, f, bˆ, σˆ, fˆ are rough.
Here is a summary of our results. First, we set up the superposition principle between
coupled MVSDEs with jumps and non-local space-distribution dependent FPEs (See The-
orem 3.6). This generalizes [21, Theorem 4.1] and [11, Theorem 7.3]. Second, we establish
the well-posedness of strong solutions for MVSDEs with jumps under one-side Lipschitz
conditions (See Theorem 4.1). The result is more general than [28, Theorem 2.1], [11,
Theorem 3.1] and [6, Theorem 3.1] in some sense. Third, we prove the exponential er-
godicity of MVSDEs with jumps (See Theorem 6.2). Here we don’t require that σ is
non-degenerate as in [26, Theorem 1.5] and [17, Theorem 1.3]. But we only obtain the
exponential ergodicity under the Wasserstein distance.
In Section 2, we introduce the definitions of weak solutions for coupled MVSDEs
with jumps, superposition principles for MVSDEs with jumps and non-local FPEs, L-
derivatives for functions on P2(R
d) and space-distribution valued Markov processes. Then
we prove superposition principles for coupled MVSDEs with jumps and non-local space-
distribution dependent FPEs in Section 3. In Section 4, we establish the well-posedness
of weak solutions for coupled MVSDEs with jumps. After this, we construct space-
distribution valued Markov processes associated with these coupled MVSDEs with jumps.
Finally, the ergodicity of these coupled MVSDEs with jumps are proved in Section 6.
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants whose values may change from one place to another.
3
2. Preliminary
In the section, we introduce the definitions of weak solutions for coupled MVSDEs
with jumps, superposition principles for MVSDEs with jumps and non-local FPEs, L-
derivatives for functions on P2(R
d) and space-distribution valued Markov processes.
2.1. Notation. In this subsection, we introduce some notation used in the sequel.
For convenience, we shall use | · | and ‖ · ‖ for norms of vectors and matrices, re-
spectively. Furthermore, let 〈· , ·〉 denote the scalar product in Rd. Let A∗ denote the
transpose of the matrix A.
Let B(Rd) be the Borel σ-field on Rd. Let Bb(R
d) denote the set of all real-valued
uniformly bounded B(Rd)-measurable functions on Rd. C2(Rd) stands for the space of
continuous functions on Rd which have continuous partial derivatives of order up to 2, and
C2b (R
d) stands for the subspace of C2(Rd), consisting of functions whose derivatives up
to order 2 are bounded. C2c (R
d) is the collection of all functions in C2(Rd) with compact
support and C∞c (R
n) denotes the collection of all real-valued C∞ functions of compact
support.
For µ ∈ P2(R
d), set
‖µ‖22 :=
∫
Rd
|x|2µ(dx) <∞.
And the distance of µ, ν ∈ P2(R
d) is defined as
W
2
2(µ, ν) := inf
pi∈C (µ1,µ2)
∫
Rd×Rd
|x− y|2pi(dx, dy),
where C (µ1, µ2) denotes the set of all the probability measures whose marginal distribu-
tions are µ1, µ2, respectively. Thus, (P2(R
d),W2) is a Polish space.
2.2. Coupled MVSDEs with jumps. In the subsection, we introduce coupled MVS-
DEs with jumps. First of all, weak solutions of Eq.(1) are defined as follows. (c.f. [19,
Definition 2.4])
Definition 2.1. For s > 0. A measurable family (µt)t∈[s,∞) of probability measures on
B(Rd) is called a weak solution of the non-local FPE (1) if for any R > 0 and t ∈ [s,∞),∫ t
s
∫
Rd
IBR(x)
(
|b(r, x, µr)|+ ‖σσ
∗(r, x, µr)‖+
∫
U1
|f(r, x, µr, u)|ν1(du)
)
µr(dx)dr <∞, (5)
where BR := {x ∈ R
d : |x| 6 R}, and for all φ ∈ C2c (R
d) and t ∈ [s,∞),
µt(φ) = µs(φ) +
∫ t
s
µr(Lr,µrφ)dr. (6)
The uniqueness of the weak solutions to Eq.(1) means that, if (µt)t∈[s,∞) and (µ˜t)t∈[s,∞)
are two weak solutions to Eq.(1) with µs = µ˜s, then µt = µ˜t for any t ∈ [s,∞).
Now, we recall the definition of weak solutions to Eq.(2). (c.f. [19, Definition 2.1])
Definition 2.2. (Weak solutions) For any s > 0. By a weak solution to Eq.(2), we
mean a septet {(Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[s,∞)), (Bˆ, Nˆ , Xˆ)}, where (Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[s,∞)) is a com-
plete filtered probability space, (Bˆt) is an (Fˆt)-adapted Brownian motion, Nˆ(dt, du) is an
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(Fˆt)-adapted Poisson random measure, independent of (Bt), with the intensity dtν2(du),
and (Xˆt) is an (Fˆt)-adapted process such that for all t ∈ [s,∞),
Pˆ
(∫ t
s
(
|bˆ(r, Xˆr, µr)|+ ‖σˆσˆ
∗(r, Xˆr, µr)‖+
∫
U2
|fˆ(r, Xˆr, µr, u)|ν2(du)
)
dr <∞
)
= 1,
and
Xˆt = Xˆs +
∫ t
s
bˆ(r, Xˆr, µr)dr +
∫ t
s
σˆ(r, Xˆr, µr)dBˆr +
∫ t
s
∫
U2
fˆ(r, Xˆr−, µr, u)Nˆ(dr, du), a.s.P.
If any two weak solutions to Eq.(2) with the same initial distribution have the same law,
then we say the uniqueness in law holds for Eq.(2).
A weak solution (Xˆξ,θs,· , µ
ξ
s,·) of Eq.(3) means that µ
ξ
s,· is a weak solution of Eq.(1) with
µξs,s = ξ in the sense of Definition 2.1, and there exists a septet {(Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[s,∞)), (Bˆ, Nˆ , Xˆ
ξ,θ
s,· )}
such that Xˆξ,θs,t satisfies Eq.(2) where µt is replaced by µ
ξ
s,t and LXˆξ,θs,s = θ. The uniqueness
of weak solutions (Xˆξ,θs,· , µ
ξ
s,·) for Eq.(3) means that µ
ξ
s,· is a unique weak solution of Eq.(1)
and weak solutions of Eq.(2) are unique in law.
2.3. Superposition principles for MVSDEs with jumps and non-local FPEs.
In this subsection, we state two superposition principles for MVSDEs with jumps and
non-local FPEs.
Consider the following MVSDE with jumps on Rd:
dXt = b(t, Xt,LXt)dt + σ(t, Xt,LXt)dBt +
∫
U1
f(t, Xt−,LXt , u)N(dt, du), (7)
where (Bt)t>0 is a m-dimensional Brownian motion, N(dt, du) be an integer-valued Pois-
son random measure with the intensity dtν1(du), N˜(dt, du) := N(dt, du)− dtν1(du), and
LXt denotes the distribution of the solutions (Xt) to Eq.(7) at the time t. To indicate
the relationship between weak solutions of Eq.(1) and that of Eq.(7), we assume:
(H1b,σ) There is a constant C1 > 0 such that for all (t, x, µ) ∈ [s,∞)× R
d × P2(R
d),
|b(t, x, µ)|2 + ‖σ(t, x, µ)‖2 6 C1(1 + |x|
2 + ‖µ‖22).
(H1f) There is a constant C2 > 0 such that for all (t, x, µ) ∈ [s,∞)× R
d ×P2(R
d),∫
U1
|f(t, x, µ, u)|2ν1(du) 6 C2(1 + |x|
2 + ‖µ‖22).
If X· is a weak solution of Eq.(7), by the Itoˆ formula, we know that (LXt) is a weak
solution of Eq.(1). And then [10, Theorem 1.4] admits us to obtain the converse result.
We detail the relationship between weak solutions of Eq.(1) and that of Eq.(7) in the
following proposition (c.f. [19, Proposition 2.6]).
Proposition 2.3. For any s > 0, ξ ∈ P2(R
d). Suppose that (H1b,σ) and (H
1
f) hold.
(i) The existence of a weak solution µξs,· to Eq.(1) starting from ξ at s is equivalent to
the existence of a weak solution Xξs,· to Eq.(7) with LXξs,s = ξ. Moreover, µ
ξ
s,t = LXξs,t
for
any t ∈ [s,∞).
(ii) The uniqueness of the weak solutions µξs,· to Eq.(1) starting from ξ at s is equivalent
to the uniqueness in law of the weak solutions Xξs,· to Eq.(7) with LXξs,s = ξ.
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Next, assume that for any s > 0, (µξs,t)t∈[s,∞) is a family of probability measures in
P2(R
d) starting from ξ at the time s. Consider the following FPE:
∂tµˆ
ξ,θ
s,t = Lˆ
∗
t,µξs,t
µˆξ,θs,t , µˆ
ξ,θ
s,s = θ, (8)
where µˆξ,θs,· is a family of probability measures on B(R
d), and for any φ ∈ C2c (R
d)
Lˆt,µξs,t
φ(x) := 〈bˆ(t, x, µξs,t), ∂xφ(x)〉+
1
2
tr
(
(σˆσˆ∗)(t, x, µξs,t)∂
2
xφ(x)
)
+
∫
U2
[
φ
(
x+ fˆ(t, x, µξs,t, u)
)
− φ(x)
]
ν2(du).
And then we assume:
(H1
bˆ,σˆ
) There is a constant Cˆ1 > 0 such that for all (t, x, µ) ∈ [s,∞)× R
d × P2(R
d),
|bˆ(t, x, µ)|2 + ‖σˆ(t, x, µ)‖2 6 Cˆ1(1 + |x|
2 + ‖µ‖22).
(H1
fˆ
) There is a constant Cˆ2 > 0 such that for all (t, x, µ) ∈ [s,∞)× R
d ×P2(R
d),∫
U2
|fˆ(t, x, µ, u)|2ν2(du) 6 Cˆ2(1 + |x|
2 + ‖µ‖22).
The following result comes from [19, Proposition 2.6].
Proposition 2.4. For any s > 0, θ ∈ P2(R
d). Suppose that (H1
bˆ,σˆ
) and (H1
fˆ
) hold.
(i) The existence of a weak solution Xˆξ,θs,· to Eq.(2) where µt is replaced by µ
ξ
s,t with
LXˆξ,θs,s
= θ is equivalent to the existence of a weak solution µˆξ,θs,· to Eq.(8) starting from θ.
Moreover, LXˆξ,θs,t
= µˆξ,θs,t for any t ∈ [s,∞).
(ii) The uniqueness in law of the weak solutions Xˆξ,θs,· to Eq.(2) where µt is replaced by
µξs,t with LXˆξ,θs,s = θ is equivalent to the uniqueness of the weak solutions µˆ
ξ,θ
s,· to Eq.(8)
starting from θ.
2.4. L-derivatives for functions on P2(R
d). In the subsection we recall the definition
of L-derivatives for functions on P2(R
d).
The definition of L-derivatives was first introduced by Lions [4]. Moreover, he used
some abstract probability spaces to describe the L-derivatives. Here, for the convenience
to understand the definition, we apply a straight way to state it ([22]). Let I be the
identity map on Rd. For µ ∈ P2(R
d) and φ ∈ L2(Rd,B(Rd), µ;Rd), µ(φ) :=
∫
Rd
φ(x)µ(dx).
Moreover, by simple calculation, it holds that µ ◦ (I + φ)−1 ∈ P2(R
d).
Definition 2.5. (i) A function H : P2(R
d) 7→ R is called L-differentiable at µ ∈ P2(R
d),
if the functional
L2(Rd,B(Rd), µ;Rd) ∋ φ 7→ H(µ ◦ (I + φ)−1)
is Fre´chet differentiable at 0 ∈ L2(Rd,B(Rd), µ;Rd); that is, there exists a unique γ ∈
L2(Rd,B(Rd), µ;Rd) such that
lim
µ(|φ|2)→0
H(µ ◦ (I + φ)−1)−H(µ)− µ(〈γ, φ〉)√
µ(|φ|2)
= 0.
In the case, we denote ∂µH(µ) := γ and call it the L-derivative of H at µ.
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(ii) A function H : P2(R
d) 7→ R is called L-differentiable on P2(R
d) if the L-derivative
∂µH(µ) exists for all µ ∈ P2(R
d).
(iii) By the same way, ∂2µH(µ)(y, y
′) for y, y′ ∈ Rd can be defined.
Next, we give an example to explain how to compute the L-derivatives for cylindrical
functions on P2(R
d). For example, H(µ) := g
(
µ(φ1), µ(φ2), · · · , µ(φn)
)
, n ∈ N, g ∈
C2b (R
n), µ ∈ P2(R
d), φ1, · · · , φn ∈ C
2
c (R
d). And then by simple calculation, we know that
for y, y′ ∈ Rd
∂µH(µ)(y) =
n∑
i=1
∂ig
(
µ(φ1), µ(φ2), · · · , µ(φn)
)
∂yφi(y),
∂y∂µH(µ)(y) =
n∑
i=1
∂ig
(
µ(φ1), µ(φ2), · · · , µ(φn)
)
∂2yφi(y),
∂2µH(µ)(y, y
′) =
n∑
i,j=1
∂i∂jg
(
µ(φ1), µ(φ2), · · · , µ(φn)
)
∂yφi(y)∂y′φj(y
′). (9)
2.5. Space-distribution valued Markov processes. In the subsection, we introduce
space-distribution valued Markov processes and related definitions.
First of all, we define transition probabilities and transition functions on Rd × P(Rd).
Definition 2.6. For any 0 6 s 6 v 6 t. A transition probability Pv,t on R
d × P(Rd) is
a map from Rd ×P(Rd)×B(Rd × P(Rd)) into [0, 1] such that
(i) for any A ∈ B(Rd × P(Rd)), (x, µ) 7→ Pv,t(x, µ;A) is B(R
d ×P(Rd))-measurable;
(ii) for any (x, µ) ∈ Rd × P(Rd), A 7→ Pv,t(x, µ;A) is a probability measure.
Definition 2.7. A transition function on
(
R
d × P(Rd),B(Rd × P(Rd))
)
is a family
{Pv,t(x, µ; ·) : s 6 v 6 t, (x, µ) ∈ R
d ×P(Rd)}
of transition probabilities on Rd × P(Rd) such that for any v > s, Pv,v(x, µ; ·) = δ(x,µ),
where δ(x,µ) is the Dirac measure at (x, µ), and for any s 6 v < r < t and (x, µ) ∈
R
d ×P(Rd),
Pv,t(x, µ; ·) =
∫
Rd×P(Rd)
Pr,t(y, ν; ·)Pv,r(x, µ; dy, dν).
The transition function is said to be homogeneous if Pv,t only depends on t− v.
For a transition function {Pv,t(x, µ; ·) : s 6 v 6 t, (x, µ) ∈ R
d ×P(Rd)}, set
(Pv,tΦ)(x, µ) :=
∫
Rd×P(Rd)
Φ(y, ν)Pv,t(x, µ; dy, dν), Φ ∈ Bb(R
d × P(Rd)),
where Bb(R
d×P(Rd)) denotes the set of all real-valued uniformly bounded B(Rd×P(Rd))-
measurable functions on Rd × P(Rd), and then by Definition 2.7, it holds that Pv,v = I
and Pv,t = Pr,tPv,r, that is, {Pv,t, s 6 v 6 t} is a semigroup. We call it as a transition
semigroup.
Now, we introduce space-distribution valued Markov processes.
Definition 2.8. Let (Ω,F , (Ft),P) be a filtered probability space. An (Ft)-adapted R
d×
P(Rd)-valued process (Xs,t, µs,t) is called a space-distribution valued Markov process with
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the transition function {Pv,t(x, µ; ·) : s 6 v 6 t, (x, µ) ∈ R
d × P(Rd)}, if for any positive
measurable function Φ and any s 6 v 6 t,
E[Φ(Xs,t, µs,t)|Fv] = Pv,tΦ(Xs,v, µs,v).
3. Superposition principles for coupled MVSDEs with jumps and
non-local space-distribution dependent FPEs
In the section, we introduce a type of non-local space-distribution dependent FPEs
associated with Eq.(3) and prove superposition principles between these FPEs and Eq.(3).
3.1. The non-local space-distribution dependent FPEs associated with Eq.(3).
In the subsection, we introduce non-local space-distribution dependent FPEs associated
with Eq.(3).
To do this, we introduce the following function class C on Rd ×P2(R
d):
C := {(y, ζ) 7→ φ0(y)g (ζ(φ1), · · · , ζ(φn)) : n ∈ N, g ∈ C
2
b (R
n), φ0, φ1, · · · , φn ∈ C
2
c (R
d)}.
And then for any Φ(y, ζ) = φ0(y)g(ζ(φ1), · · · , ζ(φn)) ∈ C , by (9) it holds that for y ∈
R
d, ζ ∈ P2(R
d),
(∂ζΦ)(y, ζ)(z) = φ0(y)
n∑
i=1
∂ig(ζ(φ1), · · · , ζ(φn))∂zφi(z),
(∂z∂ζΦ)(y, ζ)(z) = φ0(y)
n∑
i=1
∂ig(ζ(φ1), · · · , ζ(φn))∂
2
zφi(z),
∂yΦ(y, ζ) = ∂yφ0(y) · g (ζ(φ1), · · · , ζ(φn)) ,
∂2yΦ(y, ζ) = ∂
2
yφ0(y) · g (ζ(φ1), · · · , ζ(φn)) .
By this, it is easy to see that (∂ζΦ)(y, ζ), (∂z∂ζΦ)(y, ζ), ∂yΦ(y, ζ) and ∂
2
yΦ(y, ζ) have com-
pact supports with respect to y, z.
Next, weak solutions of the non-local space-distribution dependent FPE (4) are defined
as follows.
Definition 3.1. For s > 0. A measurable family (Λt)t∈[s,∞) of probability measures on
B(Rd × P2(R
d)) is called a weak solution of the non-local space-distribution dependent
FPE (4) if for any 0 6 s 6 t and R,L > 0,∫ t
s
∫
Rd×P2(Rd)
IBR(y)
[∫
Rd
(
IBL(z)
(
|b(r, z, ζ)|+
∫
U1
|f(r, z, ζ, u)|ν1(du) + ‖σσ
∗(r, z, ζ)‖
)
+
∫
U1
|f(r, z, ζ, u)|2ν1(du)
)
ζ(dz)
]
Λr(dy, dζ)dr <∞, (10)
∫ t
s
∫
Rd×P2(Rd)
IBR(y)
(
|bˆ(r, y, ζ)|+ ‖σˆσˆ∗(r, y, ζ)‖+
∫
U2
|fˆ(r, y, ζ, u)|ν2(du)
)
×Λr(dy, dζ)dr <∞, (11)
and for Φ ∈ C ,∫
Rd×P2(Rd)
Φ(y, ζ)Λt(dy, dζ) =
∫
Rd×P2(Rd)
Φ(y, ζ)Λs(dy, dζ)
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+∫ t
s
∫
Rd×P2(Rd)
LrΦ(y, ζ)Λr(dy, dζ)dr. (12)
The uniqueness of the weak solutions to Eq.(4) means that, if (Λt)t∈[s,∞) and (Λ˜t)t∈[s,∞)
are two weak solutions to Eq.(4) with Λs = Λ˜s, then Λt = Λ˜t for any t ∈ [s,∞).
Remark 3.2. It is easy to see that under the conditions (10) (11) the integral on the
right side of (12) makes sense. Indeed, note that∫ t
s
∫
Rd×P2(Rd)
|LrΦ(y, ζ)|Λr(dy, dζ)dr 6
∫ t
s
∫
Rd×P2(Rd)
|L(1)r Φ(y, ζ)|Λr(dy, dζ)dr
+
∫ t
s
∫
Rd×P2(Rd)
|L(2)r Φ(y, ζ)|Λr(dy, dζ)dr
=: I1 + I2.
Thus, for I1, we compute |L
(1)
r Φ(y, ζ)|. By the mean value theorem, it holds that
|L(1)r Φ(y, ζ)| 6
∫
Rd
|b(r, z, ζ)| |(∂ζΦ)(y, ζ)(z)| ζ(dz)
+
∫
U1
∫
Rd
|f(r, z, ζ, u)| |(∂ζΦ)(y, ζ)(z)| ζ(dz)ν1(du)
+
1
2
∫
Rd
‖(σσ∗)(r, z, ζ)‖ ‖∂z∂ζΦ(y, ζ)(z)‖ ζ(dz)
+
∫
U1
∫ 1
0
∫
Rd
∥∥∥∂z∂ζΦ(y, ζ)(z + θηf(r, z, ζ, u))∥∥∥
×|f(r, z, ζ, u)|2ζ(dz)dην1(du)
6 IBR(y)C
[∫
Rd
(
IBL(z)
(
|b(r, z, ζ)|+
∫
U1
|f(r, z, ζ, u)|ν1(du)
+‖σσ∗(r, z, ζ)‖
)
+
∫
U1
|f(r, z, ζ, u)|2ν1(du)
)
ζ(dz)
]
,
where supp(φ0) ⊂ BR, supp(φi) ⊂ BL, i = 1, 2, · · · , n and θ ∈ [0, 1]. And then by (10), we
know that I1 <∞.
For I2, it follows from the mean value theorem that
|L(2)r Φ(y, ζ)| 6 |bˆ(r, y, ζ)||∂yΦ(y, ζ)|+
1
2
‖σˆσˆ∗(r, y, ζ)‖
∥∥∂2yΦ(y, ζ)∥∥
+
∫
U2
∣∣∣Φ(y + fˆ(r, y, ζ, u), ζ)− Φ(y, ζ)∣∣∣ ν2(du)
6 IBR(y)C
(
|bˆ(r, y, ζ)|+ ‖σˆσˆ∗(r, y, ζ)‖+
∫
U2
|fˆ(r, y, ζ, u)|ν2(du)
)
+IBc
R
(y)Cν2(U2).
So, by (11) we have that I2 <∞.
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In conclusion, we know that∫ t
s
∫
Rd×P2(Rd)
|LrΦ(y, ζ)|Λr(dy, dζ)dr <∞.
3.2. A superposition principle between Eq.(3) and Eq.(4). In the subsection, we
state and prove a superposition principle between Eq.(3) and Eq.(4).
First of all, let (Xˆξ,θs,· , µ
ξ
s,·) be a weak solution for Eq.(3) with LXˆξ,θs,s = θ, µ
ξ
s,s = ξ. That
is, µξs,· is a weak solution of Eq.(1) with µ
ξ
s,s = ξ in the sense of Definition 2.1, and there
exists a septet {(Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[s,∞)), (Bˆ, Nˆ , Xˆ
ξ,θ
s,· )} such that (Xˆ
ξ,θ
s,t ) satisfies Eq.(2) where
µt is replaced by µ
ξ
s,t and LXˆξ,θs,s = θ. And then we prepare the following result.
Lemma 3.3. Assume that b, σ, f satisfy (H1b,σ) (H
1
f) and ξ ∈ P2(R
d). Then it holds that
for F (ζ) = g (ζ(φ1), · · · , ζ(φn)) , g ∈ C
2
b (R
n), ζ ∈ P2(R
d), φi ∈ C
2
c (R
d), i = 1, 2, · · · , n,
dF (µξs,r) =
∫
Rd
〈b(r, z, µξs,r), (∂µξs,rF )(µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)dr
+
∫
U1
∫
Rd
〈f(r, z, µξs,r, u), (∂µξs,rF )(µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)ν1(du)dr
+
1
2
∫
Rd
tr
(
(σσ∗)(r, z, µξs,r)∂z∂µξs,rF (µ
ξ
s,r)(z)
)
µξs,r(dz)dr
+
∫
U1
∫ 1
0
∫
Rd
〈
∂µξs,rF (µ
ξ
s,r)
(
z + ηf(r, z, µξs,r, u)
)
− ∂µξs,rF (µ
ξ
s,r)(z),
f(r, z, µξs,r, u)
〉
µξs,r(dz)dην1(du)dr. (13)
Proof. By Proposition 2.3, we know that µξs,t = LXξs,t
for any t ∈ [s,∞), where Xξs,· is a
weak solution of Eq.(7) with LXξs,s = ξ. That is, there is a septet {(Ω,F ,P; (Ft)t∈[s,∞)),
(B,N,Xξs,·)} such that X
ξ
s,· satisfies Eq.(7). And then we deduce dF (LXξs,t
) for any
t ∈ [s,∞).
For any positive integer K, set
x1, x2, · · · , xK ∈ Rd, FK(x1, x2, · · · , xK) := F
( 1
K
K∑
l=1
δxl
)
, (14)
and then FK(x1, x2, · · · , xK) is a function on Rd×K . Moreover, by [5, Proposition 3.1,
Page 15], it holds that FK is C2 on Rd×K and
∂xiF
K(x1, x2, · · · , xK) =
1
K
∂µF
( 1
K
K∑
l=1
δxl
)
(xi),
∂2xixjF
K(x1, x2, · · · , xK) =
1
K
∂x∂µF
( 1
K
K∑
l=1
δxl
)
(xi)Ii=j +
1
K2
∂2µF
( 1
K
K∑
l=1
δxl
)
(xi, xj),
i, j = 1, 2, · · · , K. (15)
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Besides, we take K independent copies Xξ,ls,t , l = 1, 2, · · · , K of X
ξ
s,t. That is,
dXξ,ls,t = b(t, X
ξ,l
s,t ,LXξ,ls,t
)dt +
∫
U1
f(t, Xξ,ls,t ,LXξ,ls,t
, u)ν1(du)dt+ σ(t, X
ξ,l
s,t ,LXξ,ls,t
)dBlt
+
∫
U1
f(t, Xξ,ls,t−,LXξ,ls,t
, u)N˜ l(dt, du), l = 1, 2, · · · , K,
where Bl, N l, l = 1, 2, · · · , K are mutually independent and have the same distributions to
that of B,N , respectively. And then applying the Itoˆ formula to FK(Xξ,1s,t , X
ξ,2
s,t , · · · , X
ξ,K
s,t )
and taking the expectation with respect to P on both sides, we obtain that for 0 6 t < t+v
EFK(Xξ,1s,t+v, X
ξ,2
s,t+v, · · · , X
ξ,K
s,t+v)
= EFK(Xξ,1s,t , X
ξ,2
s,t , · · · , X
ξ,K
s,t ) +
K∑
i=1
∫ t+v
t
E∂xiF
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )b(r,X
ξ,i
s,r,LXξ,is,r)dr
+
K∑
i=1
∫ t+v
t
∫
U1
E∂xiF
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )f(r,X
ξ,i
s,r,LXξ,is,r , u)ν1(du)dr
+
1
2
K∑
i=1
∫ t+v
t
E∂2xixiF
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )σσ
∗(r,Xξ,is,r,LXξ,is,r)dr
+
∫ t+v
t
∫
U1
E
[
FK
(
Xξ,1s,r + f(r,X
ξ,1
s,r ,LXξ,1s,r , u), X
ξ,2
s,r , · · · , X
ξ,K
s,r
)
−FK(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )− ∂x1F
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )f(r,X
ξ,1
s,r ,LXξ,1s,r , u)
]
ν1(du)dr
+ · · ·
+
∫ t+v
t
∫
U1
E
[
FK
(
Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r + f(r,X
ξ,K
s,r ,LXξ,Ks,r , u)
)
−FK(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )− ∂xKF
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )f(r,X
ξ,K
s,r ,LXξ,Ks,r , u)
]
ν1(du)dr
= EFK(Xξ,1s,t , X
ξ,2
s,t , · · · , X
ξ,K
s,t ) +K
∫ t+v
t
E∂x1F
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )b(r,X
ξ,1
s,r ,LXξ,1s,r )dr
+K
∫ t+v
t
∫
U1
E∂x1F
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )f(r,X
ξ,1
s,r ,LXξ,1s,r , u)ν1(du)dr
+
K
2
∫ t+v
t
E∂2x1x1F
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )σσ
∗(r,Xξ,1s,r ,LXξ,1s,r )dr
+K
∫ t+v
t
∫
U1
∫ 1
0
E
[(
∂x1F
K(Xξ,1s,r + ηf(r,X
ξ,1
s,r ,LXξ,1s,r , u), X
ξ,2
s,r , · · · , X
ξ,K
s,r )
−∂x1F
K(Xξ,1s,r , X
ξ,2
s,r , · · · , X
ξ,K
s,r )
)
f(r,Xξ,1s,r ,LXξ,1s,r , u)
]
dην1(du)dr,
where the property of the same distributions for Xξ,ls,t , l = 1, 2, · · · , K is used in the second
equality. Inserting (14) (15) in the above equality, we get that
EF
( 1
K
K∑
l=1
δXξ,ls,t+v
)
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= EF
( 1
K
K∑
l=1
δXξ,ls,t
)
+
∫ t+v
t
E∂µF
( 1
K
K∑
l=1
δXξ,ls,r
)
(Xξ,1s,r )b(r,X
ξ,1
s,r ,LXξ,1s,r )dr
+
∫ t+v
t
∫
U1
E∂µF
( 1
K
K∑
l=1
δXξ,ls,r
)
(Xξ,1s,r )f(r,X
ξ,1
s,r ,LXξ,1s,r , u)ν1(du)dr
+
1
2
∫ t+v
t
E∂x∂µF
( 1
K
K∑
l=1
δXξ,ls,r
)
(Xξ,1s,r )σσ
∗(r,Xξ,1s,r ,LXξ,1s,r )dr
+
1
2K
∫ t+v
t
E∂2µF
( 1
K
K∑
l=1
δXξ,ls,r
)
(Xξ,1s,r )σσ
∗(r,Xξ,1s,r ,LXξ,1s,r )dr
+
∫ t+v
t
∫
U1
∫ 1
0
E
[(
∂µF
( 1
K
δXξ,1s,r+ηf(r,Xξ,1s,r ,L
X
ξ,1
s,r
,u) +
1
K
K∑
l=2
δXξ,ls,r
)
◦(Xξ,1s,r + ηf(r,X
ξ,1
s,r ,LXξ,1s,r , u))− ∂µF
( 1
K
K∑
l=1
δXξ,ls,r
)
(Xξ,1s,r )
)
f(r,Xξ,1s,r ,LXξ,1s,r , u)
]
dην1(du)dr.
Next, we take the limit on both sides of the above equality. Note that
lim
K→∞
E
[
W
2
2
(
1
K
K∑
l=1
δXξ,ls,t
, µξs,t
)]
= 0,
which comes from [12, Section 5]. And then as K → ∞, by the continuity and bound-
edness of F, ∂µF, ∂x∂µF , the compact supports of ∂µF, ∂x∂µF and (H
1
b,σ) (H
1
f), it follows
from the dominated convergence theorem that
F (µξs,t+v) = F (µ
ξ
s,t) +
∫ t+v
t
E∂µξs,rF
(
µξs,r
)
(Xξ,1s,r )b(r,X
ξ,1
s,r ,LXξ,1s,r )dr
+
∫ t+v
t
∫
U1
E∂µξs,rF
(
µξs,r
)
(Xξ,1s,r )f(r,X
ξ,1
s,r ,LXξ,1s,r , u)ν1(du)dr
+
1
2
∫ t+v
t
E∂x∂µξs,rF
(
µξs,r
)
(Xξ,1s,r )σσ
∗(r,Xξ,1s,r ,LXξ,1s,r )dr
+
∫ t+v
t
∫
U1
∫ 1
0
E
[(
∂µξs,rF (µ
ξ
s,r)
(
Xξ,1s,r + ηf(r,X
ξ,1
s,r ,LXξ,1s,r , u)
)
−∂µξs,rF
(
µξs,r
)
(Xξ,1s,r )
)
f(r,Xξ,1s,r ,LXξ,1s,r , u)
]
dην1(du)ds.
Thus, by simple calculation we obtain (13). The proof is complete. 
Set
Λt := LXˆξ,θs,t
× δµξs,t
, t ∈ [s,∞), (16)
and then Λs = θ × δξ. Moreover, we have the following conclusion.
Proposition 3.4. Suppose that (H1b,σ) (H
1
f) (H
1
bˆ,σˆ
) (H1
fˆ
) hold and θ, ξ ∈ P2(R
d). Then
(Λt) is a weak solution of Eq.(4).
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Proof. Step 1. We justify (10) (11).
First of all, under (H1b,σ) (H
1
f) (H
1
bˆ,σˆ
) (H1
fˆ
), it holds that for any θ, ξ ∈ P2(R
d),
µξs,t,LXˆξ,θs,t
∈ P2(R
d). And then in terms of (H1b,σ) (H
1
f), we have∫ t
s
∫
Rd×P2(Rd)
IBR(y)
[∫
Rd
(
IBL(z)
(
|b(r, z, ζ)|+
∫
U1
|f(r, z, ζ, u)|ν1(du) + ‖σσ
∗(r, z, ζ)‖
)
+
∫
U1
|f(r, z, ζ, u)|2ν1(du)
)
ζ(dz)
]
Λr(dy, dζ)dr
(16)
=
∫ t
s
∫
Rd
IBR(y)
[∫
Rd
(
IBL(z)
(
|b(r, z, µξs,r)|+
∫
U1
|f(r, z, µξs,r, u)|ν1(du)
+‖σσ∗(r, z, µξs,r)‖
)
+
∫
U1
|f(r, z, µξs,r, u)|
2ν1(du)
)
µξs,r(dz)
]
LXˆξ,θs,r
(dy)dr
< ∞.
Next, it follows from (H1
bˆ,σˆ
) (H1
fˆ
) that∫ t
s
∫
Rd×P2(Rd)
IBR(y)
(
|bˆ(r, y, ζ)|+ ‖σˆσˆ∗(r, y, ζ)‖+
∫
U2
|fˆ(r, y, ζ, u)|ν2(du)
)
×Λr(dy, dζ)dr
(16)
=
∫ t
s
∫
Rd
IBR(y)
(
|bˆ(r, y, µξs,r)|+ ‖σˆσˆ
∗(r, y, µξs,r)‖+
∫
U2
|fˆ(r, y, µξs,r, u)|ν2(du)
)
×LXˆξ,θs,r (dy)dr
< ∞.
Step 2. We prove that (12) holds.
Note that
dΦ(Xˆξ,θs,r , µ
ξ
s,r) = dΦ(y, µ
ξ
s,r)|y=Xˆξ,θs,r + dΦ(Xˆ
ξ,θ
s,r , ζ)|ζ=µξs,r =: J1 + J2. (17)
For J1, by Lemma 3.3, it holds that
dΦ(y, µξs,r) =
∫
Rd
〈b(r, z, µξs,r), (∂µξs,rΦ)(y, µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)dr
+
∫
U1
∫
Rd
〈f(r, z, µξs,r, u), (∂µξs,rΦ)(y, µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)ν1(du)dr
+
1
2
∫
Rd
tr
(
(σσ∗)(r, z, µξs,r)∂z∂µξs,rΦ(y, µ
ξ
s,r)(z)
)
µξs,r(dz)dr
+
∫
U1
∫ 1
0
∫
Rd
〈
∂µξs,rΦ(y, µ
ξ
s,r)
(
z + ηf(r, z, µξs,r, u)
)
− ∂µξs,rΦ(y, µ
ξ
s,r)(z),
f(r, z, µξs,r, u)
〉
µξs,r(dz)dην1(du)dr,
and then
J1 =
∫
Rd
〈b(r, z, µξs,r), (∂µξs,rΦ)(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)dr
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+∫
U1
∫
Rd
〈f(r, z, µξs,r, u), (∂µξs,rΦ)(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)ν1(du)dr
+
1
2
∫
Rd
tr
(
(σσ∗)(r, z, µξs,r)∂z∂µξs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z)
)
µξs,r(dz)dr
+
∫
U1
∫ 1
0
∫
Rd
〈
∂µξs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)
(
z + ηf(r, z, µξs,r, u)
)
− ∂µξs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z),
f(r, z, µξs,r, u)
〉
µξs,r(dz)dην1(du)dr. (18)
For J2, since Xˆ
ξ,θ
s,r satisfies Eq.(2), we apply the classical Itoˆ formula to Φ(Xˆ
ξ,θ
s,r , ζ) to
obtain that
dΦ(Xˆξ,θs,r , ζ) =
[
〈bˆ(r, Xˆξ,θs,r , ζ), ∂Xˆξ,θs,rΦ(Xˆ
ξ,θ
s,r , ζ)〉+
1
2
tr
(
(σˆσˆ∗)(r, Xˆξ,θs,r , ζ)∂
2
Xˆξ,θs,r
Φ(Xˆξ,θs,r , ζ)
)]
dr
+
∫
U2
[
Φ
(
Xˆξ,θs,r + fˆ(r, Xˆ
ξ,θ
s,r , ζ, u), ζ
)
− Φ(Xˆξ,θs,r , ζ)
]
Nˆ(drdu)
+〈∂Xˆξ,θs,rΦ(Xˆ
ξ,θ
s,r , ζ), σˆ(r, Xˆ
ξ,θ
s,r , ζ)dBˆr〉,
and furthermore
J2 =
[
〈bˆ(r, Xˆξ,θs,r , µ
ξ
s,r), ∂Xˆξ,θs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)〉+
1
2
tr
(
(σˆσˆ∗)(r, Xˆξ,θs,r , µ
ξ
s,r)∂
2
Xˆξ,θs,r
Φ(Xˆξ,θs,r , µ
ξ
s,r)
)]
dr
+
∫
U2
[
Φ
(
Xˆξ,θs,r + fˆ(r, Xˆ
ξ,θ
s,r , µ
ξ
s,r, u), µ
ξ
s,r
)
− Φ(Xˆξ,θs,r , µ
ξ
s,r)
]
Nˆ(drdu)
+〈∂Xˆξ,θs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r), σˆ(r, Xˆ
ξ,θ
s,r , µ
ξ
s,r)dBˆr〉. (19)
Next, integrating the equality (17) from s to t and combining (17) with (18) (19), we
obtain that
Φ(Xˆξ,θs,t , µ
ξ
s,t) = Φ(Xˆ
ξ,θ
s,s , ξ) +
∫ t
s
∫
Rd
〈b(r, z, µξs,r), (∂µξs,rΦ)(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)dr
+
∫ t
s
∫
U1
∫
Rd
〈f(r, z, µξs,r, u), (∂µξs,rΦ)(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z)〉µ
ξ
s,r(dz)ν1(du)dr
+
1
2
∫ t
s
∫
Rd
tr
(
(σσ∗)(r, z, µξs,r)∂z∂µξs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z)
)
µξs,r(dz)dr
+
∫ t
s
∫
U1
∫ 1
0
∫
Rd
〈
∂µξs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)
(
z + ηf(r, z, µξs,r, u)
)
−∂µξs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)(z), f(r, z, µ
ξ
s,r, u)
〉
µξs,r(dz)dην1(du)dr
+
∫ t
s
〈bˆ(r, Xˆξ,θs,r , µ
ξ
s,r), ∂Xˆξ,θs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r)〉dr
+
1
2
∫ t
s
tr
(
(σˆσˆ∗)(r, Xˆξ,θs,r , µ
ξ
s,r)∂
2
Xˆξ,θs,r
Φ(Xˆξ,θs,r , µ
ξ
s,r)
)
dr
+
∫ t
s
∫
U2
[
Φ
(
Xˆξ,θs,r + fˆ(r, Xˆ
ξ,θ
s,r , µ
ξ
s,r, u), µ
ξ
s,r
)
− Φ(Xˆξ,θs,r , µ
ξ
s,r)
]
Nˆ(drdu)
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+∫ t
s
〈∂Xˆξ,θs,rΦ(Xˆ
ξ,θ
s,r , µ
ξ
s,r), σˆ(r, Xˆ
ξ,θ
s,r , µ
ξ
s,r)dBˆr〉.
Taking the expectation on two sides of the above equality under the probability measure
Pˆ, one can get that∫
Rd×P2(Rd)
Φ(y, ζ)Λt(dy, dζ) =
∫
Rd×P2(Rd)
Φ(y, ζ)Λs(dy, dζ)
+
∫ t
s
∫
Rd×P2(Rd)
LrΦ(y, ζ)Λr(dy, dζ)dr.
The proof is complete. 
Let (Λt)t>s be a weak solution of Eq.(4) with Λs = θ×δξ for any θ, ξ ∈ P2(R
d). Assume
that Λt(R
d, ·) is a Dirac measure on B(P2(R
d)). Set
µt(·) :=
∫
P2(Rd)
ζ(·)Λt(R
d, dζ), µˆt(·) := Λt(·, {µt}),
and then
Λt(R
d, dζ) = δµt(dζ), Λt(dy,P2(R
d)) = µˆt(dy), Λt(dy, dζ) = µˆt(dy)δµt(dζ). (20)
Moreover, µt ∈ P2(R
d), µˆt ∈ P(R
d) for any t > s and µs = ξ, µˆs = θ. For (µt), (µˆt), we
have the following result.
Proposition 3.5. (i) (µt) is a weak solution of Eq.(1) with µs = ξ,
(ii) There exists a septet {(Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[s,∞)), (Bˆ, Nˆ , Xˆ
ξ,θ
s,· )} such that Xˆ
ξ,θ
s,t satisfies
Eq.(2) where (µt) is here defined with LXˆξ,θs,s = θ and LXˆξ,θs,t
= µˆt.
Proof. Step 1. We prove (i).
First of all, we take Φ1(y, ζ) = ζ(φ1) for any φ1 ∈ C
2
c (R
d). And then Φ1 ∈ C and
∂yΦ1(y, ζ) = ∂
2
yΦ1(y, ζ) = 0, ∂ζΦ1(y, ζ)(z) = ∂zφ1(z), ∂z∂ζΦ1(y, ζ)(z) = ∂
2
zφ1(z).
From this, it follows that
LtΦ1(y, ζ) =
∫
Rd
〈b(t, z, ζ), ∂zφ1(z)〉ζ(dz) +
∫
U1
∫
Rd
〈f(t, z, ζ, u), ∂zφ1(z)〉ζ(dz)ν1(du)
+
∫
U1
∫ 1
0
∫
Rd
〈
∂zφ1
(
z + ηf(t, z, ζ, u)
)
− ∂zφ1(z), f(t, z, ζ, u)
〉
ζ(dz)dην1(du)
+
1
2
∫
Rd
tr
(
(σσ∗)(t, z, ζ)∂2zφ1(z)
)
ζ(dz).
Since (Λt)t>s is a weak solution of Eq.(4) with Λs = θ × δξ, by (12) we know that∫
Rd×P2(Rd)
Φ1(y, ζ)Λt(dy, dζ) =
∫
Rd×P2(Rd)
Φ1(y, ζ)Λs(dy, dζ)
+
∫ t
s
∫
Rd×P2(Rd)
LrΦ1(y, ζ)Λr(dy, dζ)dr. (21)
Note that∫
Rd×P2(Rd)
Φ1(y, ζ)Λt(dy, dζ) =
∫
Rd×P2(Rd)
ζ(φ1)Λt(dy, dζ) =
∫
P2(Rd)
ζ(φ1)Λt(R
d, dζ)
(20)
= µt(φ1),
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and ∫ t
s
∫
Rd×P2(Rd)
LrΦ1(y, ζ)Λr(dy, dζ)dr
=
∫ t
s
∫
P2(Rd)
[ ∫
Rd
〈b(r, z, ζ), ∂zφ1(z)〉ζ(dz) +
∫
U1
∫
Rd
〈f(r, z, ζ, u), ∂zφ1(z)〉ζ(dz)ν1(du)
+
∫
U1
∫ 1
0
∫
Rd
〈
∂zφ1
(
z + ηf(r, z, ζ, u)
)
− ∂zφ1(z), f(r, z, ζ, u)
〉
ζ(dz)dην1(du)
+
1
2
∫
Rd
tr
(
(σσ∗)(r, z, ζ)∂2zφ1(z)
)
ζ(dz)
]
Λr(R
d, dζ)dr
(20)
=
∫ t
s
[ ∫
Rd
〈b(r, z, µr), ∂zφ1(z)〉µr(dz) +
∫
U1
∫
Rd
〈f(r, z, µr, u), ∂zφ1(z)〉µr(dz)ν1(du)
+
∫
U1
∫ 1
0
∫
Rd
〈
∂zφ1
(
z + ηf(r, z, µr, u)
)
− ∂zφ1(z), f(r, z, µr, u)
〉
µr(dz)dην1(du)
+
1
2
∫
Rd
tr
(
(σσ∗)(r, z, µr)∂
2
zφ1(z)
)
µr(dz)
]
dr
=
∫ t
s
∫
Rd
Lr,µrφ1(z)µr(dz)dr =
∫ t
s
µr(Lr,µrφ1)dr.
Thus, Eq.(21) becomes
µt(φ1) = µs(φ1) +
∫ t
s
µr(Lr,µrφ1)dr.
This is just right (6). And (10) assures the condition (5). Therefore, we conclude that
(µt) is a weak solution of Eq.(1) with µs = ξ.
Step 2. We prove (ii).
Let us take Φ2(y, ζ) = φ0(y) for any φ0 ∈ C
2
c (R
d). From this, it follows that Φ2 ∈ C ,
∂yΦ2(y, ζ) = ∂yφ0(y), ∂
2
yΦ2(y, ζ) = ∂
2
yφ0(y),
∂ζΦ2(y, ζ)(z) = ∂z∂ζΦ2(y, ζ)(z) = 0,
and furthermore
LtΦ2(y, ζ) = 〈bˆ(t, y, ζ), ∂yφ0(y)〉+
1
2
tr
(
(σˆσˆ∗)(t, y, ζ)∂2yφ0(y)
)
+
∫
U2
[
φ0
(
y + fˆ(t, y, ζ, u)
)
− φ0(y)
]
ν2(du).
Thus, we compute the integral
∫ t
s
∫
Rd×P2(Rd)
LrΦ2(y, ζ)Λr(dy, dζ)dr to obtain that∫ t
s
∫
Rd×P2(Rd)
LrΦ2(y, ζ)Λr(dy, dζ)dr
(20)
=
∫ t
s
∫
Rd×P2(Rd)
[
〈bˆ(r, y, ζ), ∂yφ0(y)〉+
1
2
tr
(
(σˆσˆ∗)(r, y, ζ)∂2yφ0(y)
)
+
∫
U2
[
φ0
(
y + fˆ(r, y, ζ, u)
)
− φ0(y)
]
ν2(du)
]
µˆr(dy)δµr(dζ)dr
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=∫ t
s
∫
Rd
[
〈bˆ(r, y, µr), ∂yφ0(y)〉+
1
2
tr
(
(σˆσˆ∗)(r, y, µr)∂
2
yφ0(y)
)
+
∫
U2
[
φ0
(
y + fˆ(r, y, µr, u)
)
− φ0(y)
]
ν2(du)
]
µˆr(dy)dr
=
∫ t
s
∫
Rd
Lˆr,µrφ0(y)µˆr(dy)dr =
∫ t
s
µˆr(Lˆr,µrφ0)dr. (22)
Besides, note that∫
Rd×P2(Rd)
Φ2(y, ζ)Λt(dy, dζ) =
∫
Rd×P2(Rd)
φ0(y)Λt(dy, dζ)
(20)
=
∫
Rd
φ0(y)µˆt(dy) = µˆt(φ0).(23)
By inserting (22)-(23) in (12) one can get that
µˆt(φ0) = µˆs(φ0) +
∫ t
s
µˆr(Lˆr,µrφ0)dr.
This together with (11) yields that (µˆt)t>s is a weak solution of Eq.(8). Therefore, Propo-
sition 2.4 admits us to have that there exists a septet {(Ωˆ, Fˆ , Pˆ; (Fˆt)t∈[s,∞)), (Bˆ, Nˆ , Xˆ
ξ,θ
s,· )}
such that (Xˆξ,θs,t ) satisfies Eq.(2) where (µt) is here defined with LXˆξ,θs,s = θ and LXˆξ,θs,t
= µˆt.
The proof is over. 
Now, we are ready to state and prove the main result in the section.
Theorem 3.6. (The superposition principle)
Suppose that (H1b,σ) (H
1
f) (H
1
bˆ,σˆ
) (H1
fˆ
) hold and θ, ξ ∈ P2(R
d).
(i) The existence of weak solutions (Xˆξ,θs,· , µ
ξ
s,·) for Eq.(3) implies the existence of weak
solutions (Λt)t>s for Eq.(4). Moreover, Λt = LXˆξ,θs,t
× δµξs,t
.
(ii) If the projection measures (Λt(R
d, ·))t>s of weak solutions (Λt)t>s for Eq.(4) on
P2(R
d) are Dirac measures, then the existence of weak solutions (Λt)t>s for Eq.(4) implies
the existence of weak solutions for Eq.(3). Moreover, weak solutions for Eq.(3) are given
by (20).
(iii) If the projection measures (Λt(R
d, ·))t>s of weak solutions (Λt)t>s for Eq.(4) on
P2(R
d) are Dirac measures, the uniqueness of weak solutions for Eq.(3) implies the unique-
ness of weak solutions for Eq.(4).
(iv) The uniqueness of weak solutions (Λt)t>s for Eq.(4) implies the uniqueness of weak
solutions (Xˆξ,θs,· , µ
ξ
s,·) for Eq.(3).
Proof. By Proposition 3.4 and 3.5, one can obtain (i) (ii). And then the definition for the
uniqueness of weak solutions to Eq.(3) and Definition 3.1 admit us to get (iii) (iv). Thus,
the proof is over. 
4. The well-posedness of weak solutions for coupled MVSDEs with
jumps
In the section, we study the existence and uniqueness of weak solutions for Eq.(3).
Given the filtered probability space (Ω,F , {Ft}t>s,P). Let (Bt)t>s and (Bˆt)t>s be two
m-dimensional Brownian motions on it. Let N(dt, du) and Nˆ(dt, du) be two integer-
valued Poisson random measures with the intensities dtν1(du) and dtν2(du) defined on
(Ω,F , {Ft}t>s,P), respectively. And then we assume:
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(H2b,σ) The function b(t, x, µ) is continuous in (x, µ), and b, σ satisfy for t ∈ [s,∞), (x1, µ1),
(x2, µ2) ∈ R
d ×P2(R
d),
2〈x1 − x2, b(t, x1, µ1)− b(t, x2, µ2)〉+ ‖ σ(t, x1, µ1)− σ(t, x2, µ2) ‖
2
6 C3
(
|x1 − x2|
2 +W22(µ1, µ2)
)
,
where C3 > 0 is a constant.
(H1
′
f ) There exists a constant C4 > 0 such that for t ∈ [s,∞), (x1, µ1), (x2, µ2) ∈ R
d ×
P2(R
d), u ∈ U1,
|f(t, x1, µ1, u)− f(t, x2, µ2, u)|
2 6 C4
(
|x1 − x2|
2 +W22(µ1, µ2)
)
,
and for t ∈ [s,∞), (x, µ) ∈ Rd ×P2(R
d), u ∈ U1,
|f(t, x, µ, u)|2 6 C4
(
1 + |x|2 + ‖µ‖22
)
.
It is easy to see that the condition (H1
′
f ) is stronger than (H
1
f). And then we have the
following conclusion.
Theorem 4.1. Under (H1b,σ)-(H
2
b,σ) (H
1′
f ), it holds that for any ξ ∈ P2(R
d), Eq.(7) has
a unique strong solution (Xξs,t) with LXξs,s = ξ and LXξs,t
∈ P2(R
d).
Proof. Without loss of generality, we only prove the case for s = 0.
First of all, consider the following approximate sequence:

X
(0)
t = X
ξ
0 , µ
(0)
t := LX(0)t
= LXξ0
= ξ, t > 0,
dX
(n)
t = b(t, X
(n)
t , µ
(n−1)
t )dt+ σ(t, X
(n)
t , µ
(n−1)
t )dBt
+
∫
U1
f(t, X
(n)
t− , µ
(n−1)
t , u)N(dt, du),
X
(n)
0 = X
ξ
0 , µ
(n−1)
t := LX(n−1)t
, n ∈ N.
(24)
Step 1. We prove that Eq.(24) has a unique strong solution (X
(n)
t ) with µ
(n)
t ∈ P2(R
d).
For n = 1, under (H1b,σ)-(H
2
b,σ) (H
1′
f ), [25, Theorem 170, P.140] admits us to obtain
that Eq.(24) has a unique strong solution X
(1)
· . It remains to prove that µ
(1)
t ∈ P2(R
d).
By the Itoˆ formula, it holds that
|X
(1)
t |
2 = |X
(1)
0 |
2 + 2
∫ t
0
〈X(1)r , b(r,X
(1)
r , µ
(0)
r )〉dr + 2
∫ t
0
〈X(1)r , σ(r,X
(1)
r , µ
(0)
r )dBr〉
+
∫ t
0
∫
U1
[
|X
(1)
r− + f(r,X
(1)
r− , µ
(0)
r , u)|
2 − |X
(1)
r− |
2
]
N(dr, du)
+
∫ t
0
‖σ(r,X(1)r , µ
(0)
r )‖
2dr.
Set τN := inf{t > 0 : |X
(1)
t | > N}, and then it follows from (H
1
b,σ) (H
1′
f ) and the mean
value theorem that
E sup
s∈[0,t∧τN ]
|X(1)s |
2 6 E|X
(1)
0 |
2 + 2C
1/2
1 E
∫ t∧τN
0
|X(1)r |(1 + |X
(1)
r |+ ‖µ
(0)
r ‖2)dr
+2CE
(∫ t∧τN
0
|X(1)r |
2(1 + |X(1)r |
2 + ‖µ(0)r ‖
2
2)dr
)1/2
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+2E
∫ t∧τN
0
∫
U1
|X(1)r + θf(r,X
(1)
r , µ
(0)
r , u)||f(r,X
(1)
r , µ
(0)
r , u)|ν1(du)dr
+C1E
∫ t∧τN
0
(1 + |X(1)r |
2 + ‖µ(0)r ‖
2
2)dr
6 E|X
(1)
0 |
2 +
1
2
E sup
s∈[0,t∧τN ]
|X(1)s |
2 + CE
∫ t∧τN
0
|X(1)r |
2dr
+CE
∫ t∧τN
0
(1 + |X(1)r |
2 + ‖µ(0)r ‖
2
2)dr,
where θ ∈ [0, 1]. Therefore,
E sup
s∈[0,t∧τN ]
|X(1)s |
2 6 2E|X
(1)
0 |
2 + Ct
(
1 + sup
s∈[0,t]
‖µ(0)s ‖
2
2
)
+ CE
∫ t
0
|X
(1)
r∧τN |
2dr.
The Gronwall inequality together with X
(1)
0 = X
ξ
0 , µ
(0)
s = ξ yields that
E sup
s∈[0,t∧τN ]
|X(1)s |
2 6
(
2‖ξ‖22 + Ct
(
1 + ‖ξ‖22
))
eCt.
Letting N →∞, we have that
E sup
s∈[0,t]
|X(1)s |
2
6
(
2‖ξ‖22 + Ct
(
1 + ‖ξ‖22
))
eCt. (25)
Assume that the case of n = k is right. And then for n = k+1, replacing X
(1)
t , X
(0)
t , µ
(0)
t
by X
(k+1)
t , X
(k)
t , µ
(k)
t , one can follow up the similar line to that for n = 1 to get that Eq.(24)
has a unique strong solution (X
(n)
t ) with µ
(n)
t ∈ P2(R
d).
Step 2. We estimate E sup
s∈[0,t]
|X
(n+1)
s −X
(n)
s |2 for n ∈ N.
Note that
d(X
(n+1)
t −X
(n)
t ) =
(
b(t, X
(n+1)
t , µ
(n)
t )− b(t, X
(n)
t , µ
(n−1)
t )
)
dt
+
(
σ(t, X
(n+1)
t , µ
(n)
t )− σ(t, X
(n)
t , µ
(n−1)
t )
)
dBt
+
∫
U1
(
f(t, X
(n+1)
t− , µ
(n)
t , u)− f(t, X
(n)
t− , µ
(n−1)
t , u)
)
N(dt, du).
Thus, the Itoˆ formula and the mean value theorem admit us to obtain that
|X
(n+1)
t −X
(n)
t |
2
= 2
∫ t
0
〈X(n+1)r −X
(n)
r , b(r,X
(n+1)
r , µ
(n)
t )− b(r,X
(n)
r , µ
(n−1)
r )〉dr
+2
∫ t
0
〈
X(n+1)r −X
(n)
r ,
(
σ(r,X(n+1)r , µ
(n)
r )− σ(r,X
(n)
r , µ
(n−1)
r )
)
dBr
〉
+
∫ t
0
‖σ(r,X(n+1)r , µ
(n)
r )− σ(r,X
(n)
r , µ
(n−1)
r )‖
2dr
+
∫ t
0
∫
U1
[
|X
(n+1)
r− −X
(n)
r− + f(r,X
(n+1)
r− , µ
(n)
r , u)− f(r,X
(n)
r− , µ
(n−1)
r , u)|
2
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−|X
(n+1)
r− −X
(n)
r− |
2
]
N(dr, du)
(H2
b,σ
)
6 C3
∫ t
0
(
|X(n+1)r −X
(n)
r |
2 +W22(µ
(n)
r , µ
(n−1)
r )
)
dr
+2
∫ t
0
〈
X(n+1)r −X
(n)
r ,
(
σ(r,X(n+1)r , µ
(n)
r )− σ(r,X
(n)
r , µ
(n−1)
r )
)
dBr
〉
+2
∫ t
0
∫
U1
|X
(n+1)
r− −X
(n)
r− + θ
∗(f(r,X
(n+1)
r− , µ
(n)
r , u)− f(r,X
(n)
r− , µ
(n−1)
r , u))|
×|f(r,X
(n+1)
r− , µ
(n)
r , u)− f(r,X
(n)
r− , µ
(n−1)
r , u)|N(dr, du),
where θ∗ ∈ [0, 1]. Moreover, by the BDG inequality and (H1
′
f ), it holds that
E sup
s∈[0,t]
|X(n+1)s −X
(n)
s |
2
6 C3
∫ t
0
(
E|X(n+1)r −X
(n)
r |
2 +W22(µ
(n)
r , µ
(n−1)
r )
)
dr + ν1(U1)E
∫ t
0
|X(n+1)r −X
(n)
r |
2dr
+2E
(∫ t
0
|X(n+1)r −X
(n)
r |
2‖σ(r,X(n+1)r , µ
(n)
r )− σ(r,X
(n)
r , µ
(n−1)
r )‖
2dr
)1/2
+3ν1(U1)C4
∫ t
0
(
E|X(n+1)r −X
(n)
r |
2 +W22(µ
(n)
r , µ
(n−1)
r )
)
dr
6
1
2
E sup
s∈[0,t]
|X(n+1)s −X
(n)
s |
2 + C
∫ t
0
E sup
s∈[0,r]
|X(n+1)s −X
(n)
s |
2dr
+Ct sup
s∈[0,t]
W
2
2(µ
(n)
s , µ
(n−1)
s ). (26)
The Gronwall inequality gives the following result
E sup
s∈[0,t]
|X(n+1)s −X
(n)
s |
2 6 CteCt sup
s∈[0,t]
W
2
2(µ
(n)
s , µ
(n−1)
s ).
Taking t0 > 0 with Ct0e
Ct0 < 1
2
, one can obtain that
E sup
s∈[0,t0]
|X(n+1)s −X
(n)
s |
2
6
1
2
E sup
s∈[0,t0]
|X(n)s −X
(n−1)
s |
2,
and furthermore
E sup
s∈[0,t0]
|X(n+1)s −X
(n)
s |
2
6 · · · 6
1
2n
E sup
s∈[0,t0]
|X(1)s −X
(0)
s |
2 6
1
2n
2
(
E sup
s∈[0,t0]
|X(1)s |
2 + ‖ξ‖22
)
(25)
6
1
2n
2
((
2‖ξ‖22 + Ct0
(
1 + ‖ξ‖22
) )
eCt0 + ‖ξ‖22
)
. (27)
Step 3. We prove that the limit Xξ· of {X
(n)
· } is a weak solution of Eq.(7).
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By (27), we know that there exists a {Ft}t∈[0,t0]-adapted ca`dla`g process X
ξ
· such that
lim
n→∞
sup
s∈[0,t0]
W
2
2(µ
(n)
s , µ
ξ
s) 6 lim
n→∞
E sup
s∈[0,t0]
|X(n)s −X
ξ
s |
2 = 0,
where µξs := LXξs . And then we rewrite Eq.(24) as
X
(n)
t =
∫ t
0
b(s,X(n)s , µ
(n−1)
s )ds+
∫ t
0
σ(s,X(n)s , µ
(n−1)
s )dBs
+
∫ t
0
∫
U1
f(s,X
(n)
s− , µ
(n−1)
s , u)N(ds, du).
As n→∞, it follows from (H2b,σ) (H
1′
f ) and the dominated convergence theorem that
Xξt =
∫ t
0
b(s,Xξs , µ
ξ
s)ds+
∫ t
0
σ(s,Xξs , µ
ξ
s)dBs +
∫ t
0
∫
U1
f(s,Xξs−, µ
ξ
s, u)N(ds, du).
That is, (Xξt )t∈[0,t0] is a weak solution of Eq.(7) with (µ
ξ
t )t∈[0,t0] ⊂ P2(R
d). Since t0
is independent of Xξ0 , we can conclude that (X
ξ
t )t>0 is a weak solution of Eq.(7) with
(µξt )t>0 ⊂ P2(R
d).
Step 4. We prove that weak solutions of Eq.(7) have the pathwise uniqueness.
Assume that Xξ· , Y
ξ
· are two weak solutions of Eq.(7) with X
ξ
0 = Y
ξ
0 . And then by the
similar deduction to that of (31), it holds that for any t > 0
E sup
s∈[0,t]
|Xξs − Y
ξ
s |
2
6 C3
∫ t
0
(
E|Xξr − Y
ξ
r |
2 +W22(µ
ξ
r,LY ξr )
)
dr + ν1(U1)E
∫ t
0
|Xξr − Y
ξ
r |
2dr
+2E
(∫ t
0
|Xξr − Y
ξ
r |
2‖σ(r,Xξr , µ
ξ
r)− σ(r, Y
ξ
r ,LY ξr )‖
2dr
)1/2
+3ν1(U1)C4
∫ t
0
(
E|Xξr − Y
ξ
r |
2 +W22(µ
ξ
r,LY ξr )
)
dr
6
1
2
E sup
s∈[0,t]
|Xξs − Y
ξ
s |
2 + C
∫ t
0
E sup
s∈[0,r]
|Xξs − Y
ξ
s |
2dr,
where LY ξr is the distribution of Y
ξ
r under the probability measure P and the factW
2
2(µ
ξ
r,LY ξr ) 6
E|Xξr − Y
ξ
r |
2 is used. Thus, the Gronwall inequality together with the ca`dla`g property of
their paths admits us to obtain that
Xξt = Y
ξ
t , t > 0, a.s.P.
The proof is complete. 
Next, to study the well-posedness of weak solutions for Eq.(3), we assume more:
(H2
bˆ,σˆ
) The function bˆ(t, x, µ) is continuous in (x, µ), and bˆ, σˆ satisfy for t ∈ [s,∞), (x1, µ1),
(x2, µ2) ∈ R
d ×P2(R
d)
2〈x1 − x2, bˆ(t, x1, µ1)− bˆ(t, x2, µ2)〉+ ‖ σˆ(t, x1, µ1)− σˆ(t, x2, µ2) ‖
2
6 Cˆ3
(
|x1 − x2|
2 +W22(µ1, µ2)
)
,
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where Cˆ3 > 0 is a constant.
(H1
′
fˆ
) There exists a constant Cˆ4 > 0 such that for t ∈ [s,∞), (x1, µ1), (x2, µ2) ∈ R
d ×
P2(R
d), u ∈ U1,
|fˆ(t, x1, µ1, u)− fˆ(t, x2, µ2, u)|
2 6 Cˆ4
(
|x1 − x2|
2 +W22(µ1, µ2)
)
,
and for t ∈ [s,∞), (x, µ) ∈ Rd ×P2(R
d), u ∈ U1,
|fˆ(t, x, µ, u)|2 6 Cˆ4
(
1 + |x|2 + ‖µ‖22
)
.
Theorem 4.2. Suppose that (H1b,σ)-(H
2
b,σ) (H
1′
f ) (H
1
bˆ,σˆ
)-(H2
bˆ,σˆ
) (H1
′
fˆ
) hold and ξ, θ ∈
P2(R
d). Then Eq.(3) has a unique weak solution.
Proof. We deal with the first equation in Eq.(3). And then by Proposition 2.3, we only
need to prove the well-posedness of weak solutions for Eq.(7), i.e.{
dXξs,t = b(t, X
ξ
s,t,LXξs,t
)dt + σ(t, Xξs,t,LXξs,t
)dBt +
∫
U1
f(t, Xξs,t−,LXξs,t
, u)N(dt, du),
LXξs,s
= ξ.
So, Theorem 4.1 admits us to obtain Eq.(7) has a unique strong solution (Xξs,t) with
LXξs,t
∈ P2(R
d). And then (Xξs,t) is also a unique weak solution of Eq.(7).
In the following, we observe the second equation in Eq.(3). One can rewrite the equation
as follows:

dXˆξ,θs,t =
(
bˆ(t, Xˆξ,θs,t , µ
ξ
s,t) +
∫
U2
fˆ(t, Xˆξ,θs,t , µ
ξ
s,t, u)ν2(du)
)
dt + σˆ(t, Xˆξ,θs,t , µ
ξ
s,t)dBˆt
+
∫
U2
fˆ(t, Xˆξ,θs,t−, µ
ξ
s,t, u)
˜ˆ
N(dtdu),
LXˆξ,θs,s
= θ.
By [25, Theorem 170, P.140], it holds that the above equation has a unique strong solution
(Xˆξ,θs,t ) with LXˆξ,θs,s = θ and LXˆξ,θs,t
∈ P2(R
d). Thus, (Xˆξ,θs,t ) is also a unique weak solution
of the above equation. The proof is complete. 
Combining Theorem 3.6 with Theorem 4.2, we can obtain the following corollary.
Corollary 4.3. Suppose that (H1b,σ)-(H
2
b,σ) (H
1′
f ) (H
1
bˆ,σˆ
)-(H2
bˆ,σˆ
) (H1
′
fˆ
) hold and ξ, θ ∈
P2(R
d). Then the FPE (4) has a unique weak solution.
5. Space-distribution valued Markov processes associated with coupled
MVSDEs with jumps
In the section, we assume that (H1b,σ)-(H
2
b,σ) (H
1′
f ) (H
1
bˆ,σˆ
)-(H2
bˆ,σˆ
) (H1
′
fˆ
) hold and θ, ξ ∈
P2(R
d). From Theorem 4.2, it follows that Eq.(3) has a unique weak solution (Xˆξ,θs,· , µ
ξ
s,·)
with LXˆξ,θs,s = θ, µ
ξ
s,s = ξ. And then we make use of (Xˆ
ξ,θ
s,· , µ
ξ
s,·) to construct a space-
distribution valued Markov process.
First of all, we take θ = δx for x ∈ R
d and Xˆξ,xs,· := Xˆ
ξ,δx
s,· . And then set
Pv,t(x, ξ; ·) := LXˆξ,xv,t
(·)× δµξv,t
(·), s 6 v 6 t,
and then Pv,t(x, ξ; ·) is a transition probability. Moreover, we have the following result.
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Lemma 5.1. {Pv,t(x, ξ; ·) : s 6 v 6 t, (x, ξ) ∈ R
d × P2(R
d)} is a transition function on
R
d ×P2(R
d).
Proof. By the definition of Pv,t(x, ξ; ·), we know that
Pv,v(x, ξ; ·) = LXˆξ,xv,v (·)× δµξv,v(·) = δx(·)× δξ(·) = δ(x,ξ)(·),
and for s 6 v < r < t, (x, ξ) ∈ Rd × P2(R
d),∫
Rd×P2(Rd)
Pr,t(y, ζ ; ·)Pv,r(x, ξ; dy, dζ) =
∫
Rd×P2(Rd)
LXˆζ,yr,t
(·)× δµζr,t
(·)LXˆξ,xv,r (dy)δµξv,r(dζ)
=
∫
Rd
LXˆξ,xv,r
(dy)
(∫
P2(Rd)
LXˆζ,yr,t
(·)δµζr,t
(·)δµξv,r(dζ)
)
=
∫
Rd
L
Xˆ
µ
ξ
v,r ,y
r,t
(·)δ
µ
µ
ξ
v,r
r,t
(·)LXˆξ,xv,r (dy)
= L
Xˆ
µ
ξ
v,r,Xˆ
ξ,x
v,r
r,t
(·)δ
µ
µ
ξ
v,r
r,t
(·) = LXˆξ,xv,t
(·)× δµξv,t
(·)
= Pv,t(x, ξ; ·),
where we use the uniqueness of weak solutions to Eq.(3). Therefore, {Pv,t(x, ξ; ·) : s 6 v 6
t, (x, ξ) ∈ Rd×P2(R
d)} is a transition function on Rd×P2(R
d). The proof is complete. 
For the transition function {Pv,t(x, ξ; ·) : s 6 v 6 t, (x, ξ) ∈ R
d × P2(R
d)}, set
(Pv,tΦ)(x, ξ) :=
∫
Rd×P2(Rd)
Φ(y, ζ)Pv,t(x, ξ; dy, dζ), Φ ∈ Bb(R
d × P2(R
d)),
and then {Pv,t, s 6 v 6 t} is the transition semigroup associated with the transition
function {Pv,t(x, ξ; ·) : s 6 v 6 t, (x, ξ) ∈ R
d ×P2(R
d)}.
Remark 5.2. Here, we recall that since (Xˆξ,xs,· , µ
ξ
s,·) is the unique weak solution for Eq.(3),
the measurability of (Xˆξ,xs,· , µ
ξ
s,·) is not sufficient to guarantee that (Xˆ
ξ,x
s,· , µ
ξ
s,·) is a space-
distribution valued Markov process with respect to (Fˆt).
For the transition function {Pv,t(x, ξ; ·) : s 6 v 6 t, (x, ξ) ∈ R
d×P2(R
d)}, we construct
a space-distribution valued Markov process. Let D([s,∞),Rd) be the collection of ca`dla`g
functions from [s,∞) to Rd. We equip D([s,∞),Rd) with the Skororhod topology and
then D([s,∞),Rd) is a Polish space. Let C([s,∞),P2(R
d)) be the set of all continuous
functions from [s,∞) to P2(R
d). And then it equipped with the compact uniform topology
is also a Polish space. Set
Ω˜ := D([s,∞),Rd)× C([s,∞),P2(R
d)),
F˜ = B
(
D([s,∞),Rd)
)
×B
(
C
(
[s,∞),P2(R
d)
) )
,
F˜t = σ(Ms,r, s 6 r 6 t), t > s,
where Ms,· is the coordinate process. So, for the transition function {Pv,t(x, ξ; ·) : s 6
v 6 t, (x, ξ) ∈ Rd × P2(R
d)}, we have the following result.
Theorem 5.3. For the transition function {Pv,t(x, ξ; ·) : s 6 v 6 t, (x, ξ) ∈ R
d×P2(R
d)}
and θ ∈ P2(R
d), there is a unique probability measure P˜θ,ξ on (Ω˜, F˜ ) such that Ms,· is a
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space-distribution valued Markov process with respect to (F˜t) with the transition function
{Pv,t(x, ξ; ·) : s 6 v 6 t, (x, ξ) ∈ R
d ×P2(R
d)} and LMs,s = θ × δξ.
Proof. Without loss of generality, we only prove the case for s = 0.
For 0 < t1 < t2 < · · · < tn and A0, A1, · · · , An ∈ B(R
d × P2(R
d)), set
P˜
θ,ξ
t1,··· ,tn(A0 ×A1 × · · · × An)
=
∫
A0
θ × δξ(dy0, dζ0)
∫
A1
P0,t1(y0, ζ0; dy1, dζ1) · · ·
∫
An
Ptn−1,tn(yn−1, ζn−1; dyn, dζn).
And then {P˜θ,ξt1,··· ,tn : 0 < t1 < t2 < · · · < tn, n ∈ N} is consistent. Thus, by the Kolmogorov
extension theorem, it holds that there exists a unique probability measure P˜θ,ξ on (Ω˜, F˜ )
such that
P˜
θ,ξ
(
A0 × A1 × · · · × An × Π[0,∞)\{0,t1,t2,··· ,tn}(R
d × P2(R
d))
)
= P˜θ,ξt1,··· ,tn(A0×A1×· · ·×An).
It remains to prove that under the probability measure P˜θ,ξ, M· is a space-distribution
valued Markov process with respect to (F˜t).
Note that for 0 = t0 < t1 < t2 < · · · < tn, n ∈ N,
P˜
θ,ξ (Mt0 ∈ A0,Mt1 ∈ A1, · · · ,Mtn ∈ An) = P˜
θ,ξ
t1,··· ,tn(A0 ×A1 × · · · × An).
Thus, for positive measurable functions Ψi on R
d×P2(R
d), i = 0, 1, 2, · · · , n, it holds that
E˜ [Πni=0Ψi(Mti)] =
∫
Rd×P2(Rd)
Ψ0(y0, ζ0)θ × δξ(dy0, dζ0)
∫
Rd×P2(Rd)
Ψ1(y1, ζ1)P0,t1(y0, ζ0; dy1, dζ1)
· · ·
∫
Rd×P2(Rd)
Ψn(yn, ζn)Ptn−1,tn(yn−1, ζn−1; dyn, dζn),
where E˜ denotes the expectation under the probability measure P˜θ,ξ. From this, it follows
that for 0 = t0 < t1 < t2 < · · · < tn 6 v < t and Ψ(y, ζ) ≡ 1
E˜ [Πni=0Ψi(Mti)Φ(Mt)] = E˜ [Π
n
i=0Ψi(Mti)Ψ(Mv)Φ(Mt)]
=
∫
Rd×P2(Rd)
Ψ0(y0, ζ0)θ × δξ(dy0, dζ0)
∫
Rd×P2(Rd)
Ψ1(y1, ζ1)P0,t1(y0, ζ0; dy1, dζ1)
· · ·
∫
Rd×P2(Rd)
Ψn(yn, ζn)Ptn−1,tn(yn−1, ζn−1; dyn, dζn)
∫
Rd×P2(Rd)
Ptn,v(yn, ζn; dyv, dζv)
×
∫
Rd×P2(Rd)
Φ(yt, ζt)Pv,t(yv, ζv; dyt, dζt)
=
∫
Rd×P2(Rd)
Ψ0(y0, ζ0)θ × δξ(dy0, dζ0)
∫
Rd×P2(Rd)
Ψ1(y1, ζ1)P0,t1(y0, ζ0; dy1, dζ1)
· · ·
∫
Rd×P2(Rd)
Ψn(yn, ζn)Ptn−1,tn(yn−1, ζn−1; dyn, dζn)
×
∫
Rd×P2(Rd)
Pv,tΦ(yv, ζv)Ptn,v(yn, ζn; dyv, dζv)
= E˜ [Πni=0Ψi(Mti)Pv,tΦ(Mv)] .
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The monotone class theorem gives the following result
E˜
[
Φ(Mt)|F˜v
]
= Pv,tΦ(Mv).
By Definition 2.8, we know that M· is a space-distribution valued Markov process with
respect to (F˜t) with the transition function {Pv,t(x, ξ; ·) : 0 6 v 6 t, (x, ξ) ∈ R
d×P2(R
d)}
and LM0 = θ × δξ. The proof is over. 
By the above theorem, we know that
LMs,t := P˜
θ,ξ ◦M−1s,t =
∫
Rd×P2(Rd)
Ps,t(x, ξ; ·)θ × δξ(dx, dξ) = LXˆξ,θs,t
× δµξs,t
. (28)
Moreover, if b, σ, f, bˆ, σˆ, fˆ are independent of t, {Pv,t, s 6 v 6 t} is homogeneous and then
Ms,. is a homogeneous space-distribution valued Markov process. Thus, we can consider
the ergodicity of Ms,., that is, the ergodicity of (Xˆ
ξ,θ
s,· , µ
ξ
s,·). This is the content of the next
section.
6. The ergodicity of coupled MVSDEs with jumps
In the section, we study the ergodicity of coupled MVSDEs with jumps when b, σ, f, bˆ, σˆ, fˆ
are independent of t.
To the convenience of describing some results, we prepare a probability space and some
processes on it. Given the filtered probability space (Ω,F , {Ft}t>0,P). Let (Bt)t>0 and
(Bˆt)t>0 be two m-dimensional Brownian motions on it. Let N(dt, du) and Nˆ(dt, du) be
two integer-valued Poisson random measures with the intensities dtν1(du) and dtν2(du)
defined on (Ω,F , {Ft}t>0,P), respectively. And then we assume that (H
1
b,σ)-(H
2
b,σ) (H
1′
f )
(H1
bˆ,σˆ
)-(H2
bˆ,σˆ
) (H1
′
fˆ
) hold. Thus, by Theorem 4.2, it holds that for any s > 0 and θ =
δx, ξ ∈ P2(R
d), Eq.(3) has a unique weak solution (Xˆξ,x· , µ
ξ
· ) with Xˆ
ξ,x
s = x, µ
ξ
s = ξ.
Moreover, Theorem 4.1 and Proposition 2.3 admit us to obtain that Eq.(2) has a unique
strong solution Xξt such that LXξt
= µξt .
In the following, we define
Pt(x, ξ; ·) := LXˆξ,xt
× δµξt
, t > s, (29)
PtΦ(x, ξ) :=
∫
Rd×P2(Rd)
Φ(y, ζ)Pt(x, ξ; dy, dζ), Φ ∈ Bb(R
d × P2(R
d)), (30)
and then {Pt : t > s} is a transition semigroup on Bb(R
d × P2(R
d)). A probability
measure Λ∞ on R
d×P2(R
d) is said to be invariant with respect to the transition semigroup
{Pt : t > s} if P
∗
tΛ∞ = Λ∞ for any t > s. And then if there exists a probability measure
Λ∞ on R
d × P2(R
d) such that for any (x, ξ) ∈ Rd ×P2(R
d)
lim
t→∞
Pt(x, ξ; ·) = Λ∞, weakly,
we call (Xˆξ,x· , µ
ξ
· ) or the transition semigroup {Pt : t > s} ergodic. It is easy to see that
the ergodicity implies that Λ∞ is a unique invariant probability measure with respect
to the transition semigroup {Pt : t > s}. Moreover, we have the following equivalent
characterization.
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Proposition 6.1. Suppose that b, σ, f, bˆ, σˆ, fˆ satisfy (H1b,σ)-(H
2
b,σ) (H
1′
f ) (H
1
bˆ,σˆ
)-(H2
bˆ,σˆ
)
(H1
′
fˆ
). Then the following statements are equivalent:
(i) The transition semigroup {Pt : t > s} is ergodic.
(ii) There exist µˆ∞, µ∞ ∈ P2(R
d) such that for any (x, ξ) ∈ Rd × P2(R
d)
LXˆξ,xt
→ µˆ∞, µ
ξ
t → µ∞, weakly as t→∞.
Proof. If (i) holds, there exists a probability measure Λ∞ on R
d × P2(R
d) such that for
any (x, ξ) ∈ Rd × P2(R
d)
Pt(x, ξ; ·)→ Λ∞, weakly as t→∞.
By (29), this implies that
LXˆξ,xt
→ Λ∞(·,P2(R
d)), δµξt
→ Λ∞(R
d, ·), weakly as t→∞.
Now, we take µˆ∞ := Λ∞(·,P2(R
d)). It remains to show that Λ∞(R
d, ·) is the Dirac
measure.
Put
µ∞ :=
∫
P2(Rd)
ζΛ∞(R
d, dζ),
and then µ∞ ∈ P2(R
d). Moreover, µξt weakly converges to µ∞ as t → ∞. Indeed,
we take any φ ∈ Cb(R
d) and then define F (ζ) = ζ(φ) for any ζ ∈ P2(R
d). And then
F ∈ Cb(P2(R
d)). From this, it follows that
lim
t→∞
µξt (φ) = lim
t→∞
∫
P2(Rd)
ζ(φ)δµξt
(dζ) = lim
t→∞
∫
P2(Rd)
F (ζ)δµξt
(dζ)
=
∫
P2(Rd)
F (ζ)Λ∞(R
d, dζ) =
∫
P2(Rd)
ζ(φ)Λ∞(R
d, dζ) = µ∞(φ).
By the definition of the weak convergence for probability measures on B(Rd), we obtain
the weak convergence for µξt to µ∞ as t→∞.
If (ii) holds, we take Λ∞ := µˆ∞ × δµ∞ . And then Λ∞ is a probability measure on
R
d×P2(R
d) and Pt(x, ξ; ·) weakly converges to Λ∞ as t→∞. The proof is complete. 
Next, we first study the weak limits of µξt . And then we assume:
(H2
′
b,σ) The function b(x, µ) is continuous in (x, µ), and b, σ satisfy for (x1, µ1), (x2, µ2) ∈
R
d × P2(R
d),
2〈x1 − x2, b(x1, µ1)− b(x2, µ2)〉+ ‖ σ(x1, µ1)− σ(x2, µ2) ‖
2
6 C ′3W
2
2(µ1, µ2)− C
′
4|x1 − x2|
2,
where C ′3, C
′
4 > 0 are two constants.
It is easy to see that (H2
′
b,σ) is stronger than (H
2
b,σ). And then we get the following
conclusion.
Theorem 6.2. Assume that (H1b,σ)-(H
2′
b,σ) (H
1′
f ) hold and λ := C
′
4−C
′
3−(6C4+1)ν1(U1) >
4C1. Then there exists a probability measure µ∞ ∈ P2(R
d) such that for any ξ ∈ P2(R
d)
W
2
2(µ
ξ
t , µ∞) 6 2(‖ξ‖
2
2 + ‖µ∞‖
2
2)e
−λt, t > s. (31)
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Proof. Without loss of generality, we only prove the case for s = 0.
Step 1. For ξ, ζ ∈ P2(R
d), let Xξt , X
ζ
t be two solutions of Eq.(2) such that LXξ0
=
ξ,LXζ0
= ζ and W22(ξ, ζ) = E|X
ξ
0 −X
ζ
0 |
2. We prove that
E|Xξt −X
ζ
t |
2
6W
2
2(ξ, ζ)e
−λt. (32)
By the Itoˆ formula and Eq.(2), it holds that
|Xξt −X
ζ
t |
2eλt = |Xξ0 −X
ζ
0 |
2 + 2
∫ t
0
eλs〈Xξs −X
ζ
s , b(X
ξ
s ,LXξs )− b(X
ζ
s ,LXζs )〉ds
+
∫ t
0
∫
U1
eλs[|Xξs− −X
ζ
s− + f(X
ξ
s−,LXξs , u)− f(X
ζ
s−,LXζs , u)|
2
−|Xξs− −X
ζ
s−|
2]N(dsdu)
+2
∫ t
0
eλs〈Xξs −X
ζ
s ,
(
σ(Xξs ,LXξs )− σ(X
ζ
s ,LXζs )
)
dBs〉
+
∫ t
0
eλs‖σ(Xξs ,LXξs )− σ(X
ζ
s ,LXζs )‖
2ds+
∫ t
0
λeλs|Xξs −X
ζ
s |
2ds.
Taking the expectation on two sides, by (H2
′
b,σ) (H
1′
f ) and the mean value theorem we have
that
E|Xξt −X
ζ
t |
2eλt 6 E|Xξ0 −X
ζ
0 |
2 +
∫ t
0
eλs
[
C ′3W
2
2(LXξs ,LXζs )− C
′
4E|X
ξ
s −X
ζ
s |
2
]
ds
+2E
∫ t
0
∫
U1
eλs|Xξs −X
ζ
s ||f(X
ξ
s ,LXξs , u)− f(X
ζ
s ,LXζs , u)|ν1(du)ds
+2E
∫ t
0
∫
U1
eλs|f(Xξs ,LXξs , u)− f(X
ζ
s ,LXζs , u)|
2ν1(du)ds
+
∫ t
0
λeλsE|Xξs −X
ζ
s |
2ds
6 E|Xξ0 −X
ζ
0 |
2 +
∫ t
0
eλs
[
C ′3W
2
2(LXξs ,LXζs )− (C
′
4 − ν1(U1))E|X
ξ
s −X
ζ
s |
2
]
ds
+3ν1(U1)
∫ t
0
eλs
[
C4W
2
2(LXξs ,LXζs ) + C4E|X
ξ
s −X
ζ
s |
2
]
ds
+
∫ t
0
λeλsE|Xξs −X
ζ
s |
2ds
6 E|Xξ0 −X
ζ
0 |
2 +
∫ t
0
(−λ)eλsE|Xξs −X
ζ
s |
2ds +
∫ t
0
λeλsE|Xξs −X
ζ
s |
2ds,
where we use the fact that W22(LXξs ,LXζs ) 6 E|X
ξ
s −X
ζ
s |
2. Therefore, (32) holds.
Step 2. Set ξ = δ0 and X
δ0
t = X
0
t , and then we prove that there exists a probability
measure µ∞ ∈ P2(R
d) such that
lim
t→∞
W
2
2(LX0t , µ∞) = 0. (33)
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First of all, by the uniqueness in law of weak solutions for Eq.(2), it holds that
LX0t+s
= L
X
X0s
t
. (34)
Thus, (32) admits us to obtain that
lim
t→∞
sup
s>0
W
2
2(LX0t ,LX0t+s) = limt→∞
sup
s>0
W
2
2(LX0t ,LXX
0
s
t
) 6 lim
t→∞
sup
s>0
E|X0s |
2e−λt.
We claim that
sup
s>0
E|X0s |
2 <∞. (35)
So, {LX0t : t > 0} is a Cauchy sequence in (P2(R
d),W2) and then there exists a probability
measure µ∞ ∈ P2(R
d) satisfying (33).
Here we justify the claim (35). Note that (H1b,σ)-(H
2′
b,σ) give the following inequality
2〈x, b(x, µ)〉+ ‖σ(x, µ)‖2 6
(
2λ|b(0, δ0)|
2 + C1
)
+
(
C ′3 + C1
)
‖µ‖22 −
(
C ′4 − C1 − λ/2
)
|x|2.
Thus, applying the Itoˆ formula to |X0s |
2 and taking the expectation on two sides, by (H1
′
f )
and the mean value theorem we get that
E|X0s |
2e(λ/2−2C1)s
= E
∫ s
0
e(λ/2−2C1)r
[
2〈X0r , b(X
0
r ,LX0r )〉+ ‖σ(X
0
r ,LX0r )‖
2
]
dr
+E
∫ s
0
∫
U1
e(λ/2−2C1)r
[
|X0r− + f(X
0
r−,LX0r , u)|
2 − |X0r−|
2
]
N(drdu)
+E
∫ s
0
(λ/2− 2C1)e
(λ/2−2C1)r|X0r |
2dr
6
(
2λ|b(0, δ0)|
2 + C1
)e(λ/2−2C1)s − 1
λ/2− 2C1
+ E
∫ s
0
(λ/2− 2C1)e
(λ/2−2C1)r|X0r |
2dr
+(3C4 + 1)ν1(U1)
∫ s
0
e(λ/2−2C1)rE|X0r |
2dr + 3C4ν1(U1)
∫ s
0
e(λ/2−2C1)r‖LX0r ‖
2
2dr
+
∫ s
0
e(λ/2−2C1)r
[(
C ′3 + C1
)
‖LX0r‖
2
2 −
(
C ′4 − C1 − λ/2
)
E|X0r |
2
]
dr
6
(
2λ|b(0, δ0)|
2 + C1
)e(λ/2−2C1)s − 1
λ/2− 2C1
+ E
∫ s
0
(λ/2− 2C1)e
(λ/2−2C1)r|X0r |
2dr
+
∫ s
0
−(λ/2− 2C1)e
(λ/2−2C1)rE|X0r |
2dr
=
(
2λ|b(0, δ0)|
2 + C1
)e(λ/2−2C1)s − 1
λ/2− 2C1
.
That is, (35) is right.
Step 3. We prove (31).
Note that for any s > 0
W2(LXµ∞s , µ∞) 6 W2(LXµ∞s ,LXX
0
t
s
) +W2(L
X
X0
t
s
,LX0t ) +W2(LX0t , µ∞)
(32)
6 W2(µ∞,LX0t )e
−λs/2 +W2(LX0s , δ0)e
−λt/2 +W2(LX0t , µ∞).
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So, this together with (33) yields that LXµ∞s = µ∞ and
W
2
2(µ
ξ
t , µ∞) = W
2
2(µ
ξ
t ,LXµ∞t )
(32)
6 E|Xξ0 −X
µ∞
0 |
2e−λt 6 2(‖ξ‖22 + ‖µ∞‖
2
2)e
−λt.
The proof is over. 
Here, we study the ergodicity of the transition semigroup {Pt : t > s}. And then we
assume on bˆ, σˆ:
(H2
′
bˆ,σˆ
) The function bˆ(x, µ) is continuous in (x, µ), and bˆ, σˆ satisfy for (x1, µ1), (x2, µ2) ∈
R
d × P2(R
d)
2〈x1 − x2, bˆ(x1, µ1)− bˆ(x2, µ2)〉+ ‖ σˆ(x1, µ1)− σˆ(x2, µ2) ‖
2
6 Cˆ ′3W
2
2(µ1, µ2)− Cˆ
′
4|x1 − x2|
2,
where Cˆ ′3, Cˆ
′
4 > 0 are two constants.
Now, it is the position to state and prove the main result in the section.
Theorem 6.3. Suppose that (H1b,σ)-(H
2′
b,σ) (H
1′
f ) (H
1
bˆ,σˆ
)-(H2
′
bˆ,σˆ
) (H1
′
fˆ
) hold and λ := C ′4−
C ′3 − (6C4 + 1)ν1(U1) > 4C1, λˆ := Cˆ
′
4 − (3Cˆ4 + 1)ν2(U2) > 2Cˆ1. Then the transition
semigroup {Pt : t > s} is ergodic.
Proof. Without loss of generality, we only prove the case for s = 0.
Step 1. We prove that there exists a probability measure µˆ∞ ∈ P2(R
d) such that for
any x ∈ Rd and λˆ = λ
W
2
2(LXˆξ,xt
, µˆ∞) 6 2(|x|
2 + ‖µˆ∞‖
2
2)e
−λˆt +
[
Cˆ ′3 + 3Cˆ4ν2(U2)
]
2(‖ξ‖22 + ‖µ∞‖
2
2)te
−λˆt, (36)
and for λˆ 6= λ
W
2
2(LXˆξ,xt
, µˆ∞) 6 2(|x|
2 + ‖µˆ∞‖
2
2)e
−λˆt +
[
Cˆ ′3 + 3Cˆ4ν2(U2)
]
2(‖ξ‖22 + ‖µ∞‖
2
2)
e−λt − e−λˆt
λˆ− λ
.(37)
First of all, set ξ = µ∞ and then µ
µ∞
s = LXµ∞s = µ∞. So, we construct the following
SDE with jumps on Rd:{
dXˇt = bˆ(Xˇt, µ∞)dt+ σˆ(Xˇt, µ∞)dBˆt +
∫
U2
fˆ(Xˇt−, µ∞, u)Nˆ(dudt),
LXˇ0 = θˇ ∈ P2(R
d).
(38)
From Theorem 4.1, it follows that Eq.(38) has a unique strong solution Xˇ θˇt . Moreover,
by the similar deduction to that in Theorem 6.2, we know that there exists a probability
measure µˆ∞ ∈ P2(R
d) satisfying
LXˇµˆ∞t
= µˆ∞.
Next, we compute E|Xˆξ,xt − Xˇ
µˆ∞
t |
2. Applying the Itoˆ formula to |Xˆξ,xt − Xˇ
µˆ∞
t |
2eλˆt and
taking the expectation on two sides, one can obtain that
E|Xˆξ,xt − Xˇ
µˆ∞
t |
2eλˆt
= E|Xˆξ,x0 − Xˇ
µˆ∞
0 |
2 + 2E
∫ t
0
eλˆs〈Xˆξ,xs − Xˇ
µˆ∞
s , bˆ(Xˆ
ξ,x
s , µ
ξ
s)− bˆ(Xˇ
µˆ∞
s , µ∞)〉ds
+E
∫ t
0
∫
U2
eλˆs
[
|Xˆξ,xs− − Xˇ
µˆ∞
s− + fˆ(Xˆ
ξ,x
s− , µ
ξ
s, u)− fˆ(Xˇ
µˆ∞
s− , µ∞, u)|
2
29
−|Xˆξ,xs− − Xˇ
µˆ∞
s− |
2
]
Nˆ(duds)
+E
∫ t
0
eλˆs‖σˆ(Xˆξ,xs , µ
ξ
s)− σˆ(Xˇ
µˆ∞
s , µ∞)‖
2ds
+E
∫ t
0
λˆeλˆs|Xˆξ,xs − Xˇ
µˆ∞
s |
2ds
6 E|Xˆξ,x0 − Xˇ
µˆ∞
0 |
2 +
[
Cˆ ′3 + 3Cˆ4ν2(U2)
] ∫ t
0
eλˆsW22(µ
ξ
s, µ∞)ds
−λˆ
∫ t
0
eλˆsE|Xˆξ,xs − Xˇ
µˆ∞
s |
2ds + λˆ
∫ t
0
eλˆsE|Xˆξ,xs − Xˇ
µˆ∞
s |
2ds
(31)
6 E|Xˆξ,x0 − Xˇ
µˆ∞
0 |
2 +
[
Cˆ ′3 + 3Cˆ4ν2(U2)
]
2(‖ξ‖22 + ‖µ∞‖
2
2)
∫ t
0
e(λˆ−λ)sds,
where (H2
′
bˆ,σˆ
) (H1
′
fˆ
) and the mean value theorem are used. Thus, by the simple calculation,
we have that for λˆ = λ,
E|Xˆξ,xt − Xˇ
µˆ∞
t |
2
6 E|x− Xˇ µˆ∞0 |
2e−λˆt +
[
Cˆ ′3 + 3Cˆ4ν2(U2)
]
2(‖ξ‖22 + ‖µ∞‖
2
2)te
−λˆt,
and for λˆ 6= λ
E|Xˆξ,xt − Xˇ
µˆ∞
t |
2 6 E|x− Xˇ µˆ∞0 |
2e−λˆt +
[
Cˆ ′3 + 3Cˆ4ν2(U2)
]
2(‖ξ‖22 + ‖µ∞‖
2
2)
e−λt − e−λˆt
λˆ− λ
.
Note that W22(LXˆξ,xt
, µˆ∞) 6 E|Xˆ
ξ,x
t − Xˇ
µˆ∞
t |
2 and
E|x− Xˇ µˆ∞0 |
2 =
∫
Rd
|x− y|2µˆ∞(dy) 6 2(|x|
2 + ‖µˆ∞‖
2
2).
From this, (36)-(37) follow.
Step 2. We prove that the transition semigroup {Pt : t > s} is ergodic.
By (36)-(37), we know that
LXˆξ,xt
→ µˆ∞, weakly t→∞.
Thus, by Theorem 6.2 and Proposition 6.1, it holds that the transition semigroup {Pt :
t > s} is ergodic. Thus, the proof is over. 
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