We consider perturbations of normally hyperbolic invariant manifolds, under which they can lose their hyperbolic properties. We show that if the perturbed map which drives the dynamical system exhibits some topological properties, then the manifold is perturbed to an invariant set. The main feature is that our results do not require the rate conditions to hold after the perturbation. In this case the manifold can be perturbed to an invariant set, which is not a topological manifold. Our method is not perturbative. It can be applied to establish invariant sets within a prescribed neighbourhood also in the absence of a normally hyperbolic invariant manifold prior to perturbation. The work is in the setting of nonorientable Banach vector bundles, without needing to assume invertibility of the map.
Introduction
We will be investigating the persistence under perturbations of invariant sets that are associated with normally hyperbolic invariant manifolds (NHIMs). These perturbations will be such that the manifolds lose their hyperbolic properties.
To be more precise, a manifold Λ is said to be a NHIM if it is invariant for a dynamical system and there is a splitting of the state space into three invariant subbundles. One is the tangent bundle to Λ, the second is the unstable bundle and the third is the stable bundle. The dynamics on the stable bundle is contracting and on the unstable bundle -expanding. The key feature for Λ to be normally hyperbolic is that the dynamics on the bundle tangent to Λ is weaker than the dynamics on the stable and the unstable bundles. The property of the dominance of the dynamics on the stable/unstable bundles over the tangent bundle is formulated in terms the rate conditions, introduced by Fenichel [7, 8, 9, 10] The main property of NHIMs is that they persist under perturbations. As long as the rate conditions hold, the manifold is present. There are examples though [15, 16, 19, 24] for which in the absence of rate conditions an invariant manifold can be destroyed to a set which is not even a topological manifold. However, this does not mean that the manifold vanishes or that it is completely destroyed.
This problem has been studied by Floer in [11, 12] . He has introduced a method, which allows for the continuation of NHIMs to invariant sets which preserve the cohomology ring of the perturbed manifold. We take a different approach, which is based on good topological alignment expressed by homotopy conditions. We establish existence of an invariant set whose projection onto the base manifold Λ is equal to the whole Λ. The advantage of our method is that it does not need to assume the existence of a normally hyperbolic manifold and to use perturbation theory. Moreover, we prove a continuation theorem for invariant sets of continuous one-parameter families of maps under the assumption of correct toplogical alignment. To be more precise, we show that if we extend the system to include the parameter, then in such an extended phase space there exists a compact connected component which links the invariant sets for maps with different parameters.
Our result does not contradict the work of Mañé [22] . He shows that if a manifold is persistent, then it has to be normally hyperbolic. What we establish though is not persistence of manifolds, but persistence of sets. There can be persistence of sets, even if the persistent object is not a manifold. In fact, we do not need the normally hyperbolic invariant manifold to exist. If we have a family of maps that satisfy our topological assumptions, then we will have persistence of the family of their invariant sets.
The main features of our results are the following. Our work is written in the context of Banach vector bundles, without any orientability assumptions. We establish the existence of invariant sets with non-empty intersection with each fiber of the vector bundle. We do not need to assume that our map is invertible. We do not need a normally hyperbolic manifold prior to perturbation; our method can be used to establish the existence of the invariant sets with 'topologically normally hyperbolic' properties. If the assumptions of our theorems are validated, then we obtain the existence of the invariant sets within their specific, explicitly given neighborhood. The validation can be done using rigorous, interval arithmetic numerics, leading to computer assisted proofs. Our results are written in the context of discrete dynamical systems, but they can also be applied to ODEs by considering a time-shift map.
Our approach is based on the method of covering relations [14, 28] . The following results can be thought of as its generalization to vector bundles. Covering relations have proven to be a useful tool that, combined with cone conditions, leads to geometric proofs of normally hyperbolic invariant manifold theorems [4, 5] . These results, however, rely also on a form of rate conditions, expressed in terms of cone conditions. Another result in this flavour is [2] , which contains another geometric version of the normally 2 hyperbolic invariant manifold theorem. Although again, it relies on rate conditions and on perturbative methods. Our work is closely related to [3] , which can also be applied in the absence of rate conditions. The difference is that in [3] only the case of trivial vector bundles and invertible maps was considered. This paper can be thought of as a generalization of [3] to the setting of general, possibly nonoriantable vector bundles, without the assumption on invertibility of the map. Moreover, in the present work we obtain a continuation result, which states that in the state space extended to include the parameter, the invariant sets for a family of maps contain a connected component which links them together. We believe that our results will have an impact on the study of Arnold diffusion. Since Arnold introduced his example [1] , the standard approach was to prove existence of diffusion by means of establishing splittings of separatrices of NHIMs and investigating the change of energy along orbits that shadow them. There recently has been a development, which provides a topological mechanism for establishing Arnold diffusion [13] . This method relies though on the existence of NHIMs and on the computation of the changes of action by means of the scattering map theory [6] . We believe that when combined with our method, this approach could lead to purely topological techniques for proving diffusion. We would then be able to obtain results by means of purely topological tools, that have until now been only accessible by means of analysis or variational methods. This will be the direction that we intend to take in our future work.
The paper is organized as follows. Section 2 contains preliminaries. There we set up our notations used for vector bundles and introduce the notion of an intersection number. The intersection number is a standard tool in differential topology, which allows for establishing intersections of manifolds based on their homotopy properties. Section 3 contains our main results, which are formulated in Theorems 7, 12, 13 and 14. It also gives an example of application. Sections 5, 6, 7 and 8 contain the proofs of the four theorems. Section 9 contains acknowledgements. To keep the paper self-contained and also since our approach to the intersection number is slightly non-standard (we allow our manifolds to have boundaries), we add the construction of the intersection number in Appendix A.
Preliminaries

Notations
For a set A we use ∂A to denote its boundary, A its closure, intA to denote its interior, and #A to denote the number of elements in A.
For a compact connected manifold Λ and a continuous map f : Λ → Λ we shall use deg 2 f to denote the degree modulo 2 of f (see [18] for details).
For two sets A, B ⊂ R n we shall use dist(A, B) to denote the distance between them. We will use the notation B R n (x, r) to stand for an open ball centered at x of radius r in R n .
Banach vector bundles
In this section we set up some notations for Banach vector bundles, which will be used throughout the paper.
Let Λ be a topological space. We recall that a vector bundle of rank k over Λ is a topological space E together with a surjective continuous map π : E → Λ satisfying the following conditions:
1. for all θ ∈ Λ, the fiber E θ := π −1 (θ) over θ is a k-dimensional vector space. 2. for every θ ∈ Λ there exists an open neighborhood U θ of θ in Λ and a homeomorphism
• for every λ ∈ U θ the restriction of Φ θ to the fiber E λ
is a vector space isomorphism. The set U θ is called the base of the local trivialization Φ θ .
The space E is called the total space of the bundle, Λ is called its base, and π is its projection. In our paper we will be dealing with smooth vector bundles, meaning that Λ and E will be smooth manifolds and the projection will be a smooth map.
When
is called a transition function between local trivializations. If we are given a vector bundle π : E → Λ with a fixed collection of local trivializations
form an open cover U = {U θ } of Λ, then we call it a Banach vector bundle provided that all transition functions between local trivializations with overlapping bases are isometries.
Henceforth we shall assume that every vector bundle we work with is a Banach vector bundle even if it is not explicitly pronounced.
For Banach vector bundles we are able to introduce a meaningful notion of a norm on fibers as follows. For every v ∈ E such that π(v) ∈ U θ , where U θ is trivialized by Φ θ , we define
where · Eucl is the Euclidean norm on R k . Since all transition functions between local trivializations with overlapping bases are isometries, we see that v does not depend on the choice of Φ θ . Remark 1. For v ∈ E the notation v should be understood as the norm on the fiber E π(v) . (It makes no sense to talk of a norm on E, since it is not a vector space.)
Whitney sum of Banach vector bundles
Consider a smooth manifold Λ, a rank-u smooth Banach vector bundle π u : E u → Λ with a fixed collection of local trivializations
inducing a Banach space structure on the fibers of the total space E u and a rank-s smooth Banach vector bundle π s : E s → Λ with fixed
inducing a Banach space structure on the fibers of E s . We combine the two vector bundles in what is called a Whitney sum to produce a new vector bundle E = E u ⊕ E s of rank u + s over Λ, defined as Definition 3. We shall say that f : X → Y is admissible if it is continuous and
Definition 4. We shall say that a homotopy Figure 1 )
The modulo 2 intersection number for an admissible map f : X → Y and Z ⊂ Y is defined as a number
which satisfies the following properties:
• (Intersection number for transversal maps) If f | X is smooth and transversal to Z then
• (Homotopy property) If f, g are homotopic through an admissible homotopy, then
• (Intersection property) If I 2 (f, X, Z) = 1 then f (X) ∩ Z is nonempty.
•
In Figure 1 we find the intuition behind the definition. There, while passing through an admissible homotopy, we encounter a tangential intersection, but the number of transversal intersections is either 1 or 3, so the mod 2 intersection number is 1. On the picture the f (∂X) and g(∂X) are indicated by dots. These need to be disjoint from Z throughout the admissible homotopy. The ∂Z is denoted by squares. It needs to be disjoint from the image of X throughout the homotopy. 6
In the standard approach X is assumed to be a compact boundaryless manifold and Z is assumed to be a closed boundaryless submanifold of Y . Here we allow for X and Z to have boundaries, since this will be convenient in our application. We deal with the boundary by restricting to admissible maps and admissible homotopies, which rule out the intersection for points from the boundaries. In such a case the existence and properties of the intersection number follow in the same way as the construction for manifolds without boundary [17, 18] .
To keep the paper self-contained, and since allowing X and Z to have a boundary is slightly nonstandard, we have added the construction of the intersection number in Appendix A.
Remark 5. In this section we have allowed the manifolds X and Z to have boundaries by restricting to admissible maps and homotopies. This leads to a well posed definition of the mod 2 intersection number. In the same way we can also allow X and Z to have boundaries in the case of the oriented intersection number. (See [17, 18] for the definition of the oriented intersection number.)
Main results
Assume that Λ is a compact smooth c-dimensional manifold without boundary, E u , E s are smooth Banach vector bundles over Λ, and that E = E u ⊕ E s . We define the following sets (below and through the reminder of the paper we use the convention from Notation 2)
For θ ∈ Λ and U ⊂ Λ we define the following subsets of E:
We will also use the following notation for a closed unit ball in a fiber E u θ
if the following conditions are satisfied:
1. There exists a homotopy h θ : [0, 1] × D θ → E such that the following hold true 2.a If u > 0, then there exists a Θ ∈ Λ (which can depend on θ) and a linear map
2.b If u = 0, then there exists a point Θ ∈ Λ (which can depend on θ), such that
(In the above line we have omitted x from the notation (θ; x, y) since E u is of dimension zero.)
The intuition behind Definition 6 is depicted in Figure 2 . There we consider Λ to be a circle, and E u and E s to be trivial bundles over Λ with real one dimensional fibers; in short, we consider E = S 1 × R × R. On the plot, the front and the back sides (i.e. D θ=0 and D θ=2π ) of the set D are identified to be the same. For the conditions of Definition 6 to hold we need to have topological expansion on the x coordinate. This means that the 'exit set' D − θ will be mapped outside of D. In addition, we also need topological contraction on the coordinate y. This ensures that f (D θ ) will not intersect with D + . We impose quite mild conditions on the dynamics on θ. It is enough that the correct topological alignment can be pulled by a homotopy to a fiber E Θ .
We now formulate our first main result. 
The proof is given in section 5. Theorem 7 establishes the existence of points that remain in D for all iterates of a map when going forwards in time. Now we turn to what happens also backwards in time. For this we make an additional assumption that Λ is a connected manifold. 1. There exists a homotopy h : [0, 1] × D → E such that the following hold true
2. There exists a continuous map η : Λ → Λ for which
moreover,
. (In the above line we have omitted x from the notation (θ; x, y) since E u is of dimension zero.)
The intuition behind Definition 8 is similar to what we discussed for Definition 6. We need to have topological expansion in x and topological contraction in y. In addition, we assume that the dynamics on θ is homotopic to some map with nonzero degree. Such property is visualized in Figure 3 .
We make a couple of remarks before we formulate our second main result. In such setting, if the time shift along the flow used to define the map is small enough, then it is possible to find a homotopy to η chosen to be the identity on Λ. 9
Remark 11. In (2) we use the degree modulo two of a map. This is because we do not impose any orientability assumptions. If considered manifolds Λ, E u , E s and E are orientable, one could use the Brouwer degree instead. Condition (2) can also be replaced by requiring that the degree computed at every point in Λ is nonzero (Brouwer degree computed at every point in Λ is nonzero, for the orientable case); for which we do not need Λ to be connected. (These possible modifications are highlighted in a footnote on page 23 during the proof of Theorem 12.)
We now formulate our second main result: 
The proof is given in section 6. We also have the following results for families of maps, which satisfy the covering condition:
Theorem 13. Assume that we have a family of maps f α :
The proof is given in section 7. 
The proof is given in section 8. Theorems 13, 14 can be applied in the context of perturbed normally hyperbolic invariant manifolds. Sufficiently close to the normally hyperbolic manifold we can choose the set D so that the covering will hold (see [27, Theorem 14] ). Then, as long as the covering holds after perturbation, the invariant manifold 'continues' to an invariant set of points that remain in D. This continuation is in the sense that Theorems 13, 14 ensure that the sets for different parameters are linked on each fiber by the compact connected component.
Remark 15. We can not require that C from Theorems 13, 14 is path connected. We can see this if we take f α : R → R with f α (x) = x + α x − of f 0 with x α . Nevertheless, we see that
Remark 16. In the definition of the set D we fixed the norms to be less than or equal to one. This does not make it less general, since our results will hold in any setting that is homeomorphic to the above.
Example of application.
Let Λ be a one dimensional circle, parameterized by θ ∈ [0, 2π). Let E u be a trivial bundle over Λ (i.e., E u = Λ×R), let E s be a Möbius bundle over Λ, and let E = E u ⊕E s . Take µ ∈ R, |µ| < 1 2 , and two maps f 0 , f 1 : E → E defined as f 0 (θ; x, y) = (3θ mod 2π; 4x, µy) ,
The maps f 0 and f 1 expand the Möbius strip along θ, wrapping it around itself three times, and squeeze it along the y coordinate (see Figure 6 ). On the x coordinate we have decoupled dynamics. In this example we will discuss invariant sets for a family of maps f β : E → E, defined as For β = 0 the set {x = y = 0} is invariant, and on it the rate conditions hold; i.e. the dynamics in the hyperbolic directions x, y is stronger than on θ. As we increase β, the expansion along x becomes weaker than the expansion along θ. This means that the classical tools can not ensure that the manifold survives. If we take though
consider a homotopy
h (α, (θ; x, y)) = (1 − α) f β (θ; x, y) + α (3θ mod 2π; 2x, 0) , and η(θ) = 3θ mod 2π, then it is a simple exercise to verify that
The reason why (4) holds boils down to the fact that on the y coordinate we have contraction and the cubic terms on the coordinate x ensure expansion away from zero. Since η (θ) = 3θ mod 2π, we see that deg 2 (η) = 1. Theorem 12 ensures that for any β ∈ [0, 1] there is an invariant set in D, with trajectories in D passing through each θ ∈ [0, 2π). Theorem 12 does not claim that the invariant set is a manifold. In fact it is not a manifold, which we can see if we look at the projections from Figures 5 and 6 . In Figure 5 we plot the invariant set of
(The dynamics of f β on x is decoupled from other variables, so the set is independent from the choice of θ, y.) We see that for β close to one our set will be chaotic. This is because the function passes through logistic type bifurcations as we increase β. In Figure 6 we take the parameter µ = We see that if we were to consider f k β (D) for higher k, then we would see the emergence of a Cantor structure of our invariant set. Theorem 14 states that the resulting invariant set for different β 'continues' together with the parameter, which we see is the case in our example.
The main feature of this example is that we have started with a manifold which satisfied the rate conditions, and perturbed the system into the parameter range where the rate conditions fail. Nevertheless, our method establishes the existence of the invariant set for all parameters.
In our example the dynamics on x is decoupled from the dynamics on the Möbius bundle. We have done this for simplicity. The assumptions of Theorems 12, 14 are robust under small perturbations, so we will also obtain the results for any map that is appropriately close to f β , for one of the β ∈ [0, 1] .
In our example we were able to verify (2) because f β on coordinate θ were taken as 3θ mod 2π. If we were to take kθ mod 2π with an even number k, then we would get deg (η) = 0, and we would not be able to apply Theorem 12. We finish by observing that in such setting we can still use Theorem 7 to obtain an invariant set of points that stay in D for all (forward) iterations.
The above was just a toy example. Similar features though can be found for instance in the Kuznetsov system (see [20, 26] ), where we have a hyperbolic invariant set in R 3 , which has a Cantor set structure.
Embedding into reals
In this section we shall embed E in R N . We will then extend the map f so that it is defined on a set with nonempty interior in R N . (The reason why such embedding is useful for us is discussed in Remark 19 at the end of this section.)
The vector bundle E is an n-dimensional smooth manifold, n = c + u + s. By the Whitney embedding theorem there exists a smooth embedding ω : E → R 2n . Let N w (ω (E)) ⊂R 2n stand for the normal space to the manifold ω (E) in R 2n at w ∈ ω (E). (Since ω (E) is a manifold of dimension n, the dimension of N w (ω (E)) is n.) We consider the tubular neighborhood of ω (E)
where δ : ω (E) → R + is continuous. Let us abuse the notation slightly by introducing a number δ ∈ R defined as δ := min
Since D is compact δ > 0 is well defined.
Notation 17. For v ∈ E we shall write a pair (v, z) to represent a point ω (v) + z ∈ T . In this convention writing the pair (v, z) implies that z ∈ N ω(v) (ω (E)) . In the same way by writing (θ; x, y, z) we mean the point ω (θ; x, y) + z ∈ T , and imply that z ∈ N ω(θ;x,y) (ω (E)) .
Using Notation 17 we define the following subsets of R
We define a map f : D → R 2n , D) ). This means that the normal direction is treated as an additional contracting coordinate.
where the zero on the right hand side is on the z-coordinate. (In other words, f (ω (v) + z) = ω (f (v)); see Figure 7 .) If we need to include more detail, using also the convention of Notation 17, we can write
where the zero on the right hand side is on the z-coordinate. Observe that directly from the definition of f we have the following:
Since T is a tubular neighborhood of ω (E), each point in T is represented in a unique way as ω (v)+z. This means that ω (f (v 1 )) = ω (v 2 ) + z 2 implies that z 2 = 0 and ω (f (v 1 )) = ω (v 2 ) , which in turn gives f (v 1 ) = v 2 , as required.
Remark 19.
The reason for us to consider the above discussed embedding is that when we will be looking for two points v 1 , v 2 ∈ D such that v 2 = f (v 1 ), by Lemma 18 we can instead solve
(In (9) we are subtracting two vectors in R 2n .) Searching for zeros in R 2n will be much more convenient for us than finding two points on a vector bundle that map one into the other.
Proof of Theorem 7
Proof. Let us fix θ = Θ 0 ∈ Λ. Our objective will be to find a trajectory starting from D Θ0 , which remains in D for all forward iterates. We start by finding trajectories of length k.
Let 0
2n denote zero in R 2n . For fixed k ∈ N we consider the following sets (recall that D was defined in (7))
We consider X as a subset of E u Θ0 × T × . . . × T , so
Note that since Λ is compact so is X. Y is a manifold without boundary and Z is its submanifold, with
The manifolds X and Z are of complementary dimension with respect to Y :
To show the existence of an orbit of length k in D we consider a map
which is defined as follows. For
we define (recall that f was defined in (8))
Our objective will be to prove that there exists an x ∈X, such that
Observe that by Lemma 18, (17) establishes the existence of a trajectory of f : D → E, that starts in v = (Θ 0 ; x 0 , 0) and remains in D for k iterates of f :
Our plan is to establish (17) by showing that the intersection number I 2 (F, X, Z) = 1; then (17) will follow from the intersection property.
The first thing to show is that F is admissible (in the sense of Definition 3). We shall consider an x of the form (15) which lies in the boundary ∂X and show that F (x) / ∈ Z. There are several possibilities how x can lie on ∂X, which we will consider one by one below. In the following argument we make use of the fact that f (θ; x, y) = h θ (0, (θ; x, y)), which means that all properties of h θ from Definition 6 hold for f .
The first possibility how x can lie on ∂X is that x 0 u = 1. In this case, (Θ 0 ; x 0 , 0) ∈ D − Θ0 , and by the first condition from Definition 6 we know that f (Θ 0 ;
The second way that x can lie on ∂X is that x i u = 1 for some i ∈ {1, . . . , k − 1}. Then (θ i ; x i , y i ) ∈ D − θi , and also from condition one of Definition 6 we have f (θ i ;
θi and from Definition 6 we see that
Another possibility for x to be in ∂X is to have y i s = 1 for some i ∈ {1, . . . , k}. From Definition 6 it follows that f (D) ∩ D + = ∅. We see that since y i s = 1 we have
∈ Z. The last possibility for x to be on ∂X is that z i R 2n = δ for some i ∈ {1, . . . , k}, then
We now need to show that
If y ∈ ∂Z, then y = (0, . . . , 0, (θ; 0, y)) for some θ ∈ Λ, and y s = 1.
Since F k+1 (x) := f (θ k ; x k , y k ) and from Definition 6 it follows that f (D) ∩ D + = ∅, we see that F k+1 (x) = y. We have shown (19) , thus F is admissible.
Our objective will now be to construct an admissible (in the sense of Definition 4) homotopy from F to some map that is transversal to Z. We will do this in a number of steps, by constructing several admissible homotopies and then gluing them together. A less patient reader might want to take a peek to (35), where we write out the map we make the homotopy to. Looking at (35) will give an idea of our final objective.
Our first homotopy will be denoted as
we can take the homotopy h Θ0 from Definition 6, and for x of the form (15) we can define
Our homotopy is such that
and for some Θ 1 ∈ Λ and linear A 0 : E u Θ0 → E u Θ1 (Θ 1 and A 0 follow from Definition 6)
We need to show that H (1) is admissible. This will follow from an analogous argument to the one used to prove (18) (19) . We first need to show that
We have already established (18) and we know that for i = 1, by definition, H
i (α, x) = F i (x). This means that to check (21) it is enough to consider three cases. The first is that x ∈ ∂X is such that x 0 u = 1. The second case y 1 s = 1. The third is (21) follows from (18) .) In the first case
hence
we also see that (22) holds. We have thus established (21) . The fact that
follows from (19) . (This is because H
(1) k+1 = F k+1 , and F k+1 was used to establish (19) .) This means that we have established that H (1) is admissible. Since H (1) is admissible and H (1) (0, ·) = F , from the homotopy property of the intersection number we obtain
Before specifying the next homotopy we shall make use of the excision property. For this we take a closed set U Θ1 ⊂ Λ such that intU Θ1 = ∅ and Θ 1 ∈ intU Θ1 . We can take U Θ1 small enough so that it is in the domain of some trivialization of E and so that it is contractible to the point Θ 1 . Let us denote such a continuous contraction by
We see that
We will use the excision property to restrict H (1) (1, ·) from X to X (1) . For this we first need to show that
If we take some x ∈X \ X (1) of the form (15), then θ 1 / ∈ intU Θ1 , so in particular θ 1 = Θ 1 . This means that
which implies (25) . To use the excision property we also need to check that
If x ∈∂X (1) ∩ ∂X, then (26) follows from (21) . If x ∈∂X (1) \ ∂X, then θ 1 ∈ ∂U Θ1 and
1 (1, x) = 0, which implies (26) . We can now apply the excision property. From the excision property it follows that
We are ready to define our second homotopy. We consider
To show that G (1) is an admissible homotopy we first need that
It is enough to show that for x with (θ 1 ; x 1 , y 1 , z 1 ) ∈ ∂D UΘ 1 we have G (1) (α, x) / ∈ Z. (We do not need to consider other x ∈ ∂X
(1) since we have (28) and (21) .) If (θ 1 ; x 1 , y 1 , z 1 ) ∈ ∂D UΘ 1 then we have three possibilities which we consider below.
The first possibility is that
The second possibility is that y 1 s = 1 or z 1 R 2n = δ. Then x ∈∂X and by (21) we obtain that G
The third and last possibility is that θ 1 ∈ ∂U Θ1 , but then θ 1 = Θ 1 , so
We also need to show that
This follows from (19) since
We have thus shown that G (1) is an admissible homotopy, so from the homotopy property we obtain that
Combining (29) with (24) and (27) gives
Observe that
What is important for us is that we have the fixed Θ 1 on the right hand side of the above expression. This means that we can use the homotopy
Showing that H (2) is an admissible homotopy follows from mirror steps to establishing that H (1) was admissible. Thus
hence by (30) we have
where Θ 2 and
result from the homotopy h Θ1 from Definition 6. This means that we can take an excision to
where U Θ2 ⊂ Λ is a closure of some small enough open set around Θ 2 , which is contractible to the point Θ 2 via a homotopy g Θ2 (α, θ). Using the same arguments to those that lead to (27) we obtain
and by (32)
We can now iterate the above construction step by step by taking, for j = 2, . . . k, the sets
and admissible homotopies
defined as (compare with (28) and (31))
We sum up what we have achieved so far:
We finally consider the last homotopy
Showing that H (k+1) is admissible follows from analogous argument to showing that H
is admissible. We therefore have
(34) What is important for us is that at the end of our construction we have achieved:
.
This means that
From the intersection property we therefore obtain an x ∈ X for which we have (17) . By establishing (17) we have shown that for any k ∈ N there exists a trajectory starting from some v k ∈ D Θ0 for which f i (v k ) ∈ D for i = 1, . . . , k. Since D Θ0 is compact, the claim of our theorem now simply follows by passing to a limit v * ∈ D θ of a convergent subsequence of {v k } k∈N . For such a v * , by continuity of f , we will have f i (v * ) ∈ D for all i ∈ N, as required.
Proof of Theorem 12
The proof is similar to the one from the previous section. The difference is that we will also keep track ow what is happening backwards in time while setting up our maps and homotopies.
Proof. Let us fix Θ 0 ∈ Λ. We start by showing that for a fixed k ∈ N we have a sequence
We define the sets
We see that dim X = (c + u) + 2kn + (u + s + n) + 2kn = (2k + 1)2n + u,
therefore X and Z are manifolds of complementary dimensions with respect to Y . Y is a boundaryless manifold and Z is its submanifold with Z and ∂Z of the form (13) (14) . We define
as follows. For
we define
If we find a point x ∈ X for which F (x) ∈ Z, then, by Lemma 18, we will obtain a finite trajectory (of length 2k + 1) of f which remains in D. The way in which we have chosen F 0 and F 1 has a special role. The condition that F 0 = 0 ensures that the trajectory of f reaches D Θ0 . In F 1 we also find Θ 0 ; this ensures that the trajectory that reached D Θ0 (because of F 0 = 0) will now exits D Θ0 in the next iterate.
Our objective is to show that F (X) ∩ Z = ∅. We will show this by proving that I 2 (F, X, Z) = 1. For this we construct a sequence of admissible homotopies to a map for which it is easy to compute the intersection number directly. 
We see that H intersects transversely with Z at H (x) for points of the form
where
The number of the points of the form (40) is equal to # η
, which is odd, and so I 2 H, X (k) , Z, = 1. Since
this implies that I 2 (F, X, Z) = 1. Since I 2 (F, X, Z) = 1, we have established the existence of a trajectory {v i } k i=−k in D, for which v 0 ∈ D Θ0 . Because this holds for any k ∈ N, we obtain a sequence of such v 0 's lying in D Θ0 which depend on k. Our claim now follows by passing to a limit of a convergent subsequence, by the virtue of compactness of D Θ0 , to obtain a point v * 0 ∈ D Θ0 for which the full trajectory is contained in D.
Proof of Theorem 13
Before we proceed with the proof, we shall need two auxiliary results. The first is a classical lemma: 
Proof. Phe proof follows from mirror arguments to the proof of the homotopy property of the intersection number (see Lemma 23 in Appendix A). The intuition behind the proof is given in Figure 8 .
By performing an arbitrarily small modification of H we can obtain H for which H (0, ·) and H (1, ·) are transversal to Z and that H| V is smooth and transversal to Z. We can make the modification small enough so that for β ∈ [0, 1],
This in particular implies that for d = 0, 1, H (d, ·) and H (d, ·) are homotopic through an admissible homotopy, so
Since H| V is transversal to Z, we have that H −1 (Z) is a 1-dimensional submanifold with boundary of V , the boundary being (see Figure 8 )
By the classification of 1-manifolds [17] , ∂ H −1 (Z) consists of an even number of points, hence
This by the intersection property for transversal maps means that
which combined with (41) concludes our proof. The proof of Theorem 13 is based on the classical ideas that stem from the LeraySchauder continuation theorem [21] . This is a standard technique (see [23] for an overview of related results). We adopt it to be combined with the intersection number in our particular setting.
Proof of Theorem 13. Let us fix θ = Θ 0 . We will look for a connected component C in the set [0, 1] × E Θ0 . In fact it will turn out that we can find C in 
Since the family f α is continuous and D is closed, if we take a convergent sequence (α j , x j ) ∈ K, then lim j→∞ f (Here we in fact used the fact that in the proof we have established that we can take the v from the statement of Theorem 7 to be from E u Θ0 ⊕ {0} s ∩ D.) By Lemma 20 we have two possibilities. The first ensures our claim, so we need to rule out the second one, which will conclude our proof.
Suppose that we have two disjoint compact sets K 0 and K 1 such that K = K 0 ∪ K 1 and K i ⊂ K i for i = 0, 1. Let us take small ε so that
Because of (43), we can take ε > 0 small enough so that in addition to (44) we have Clearly K 0 ⊂ U and also by (44) we see that K 1 ∩ U = ∅. We shall use the notation U α = {x| (α, x) ∈ U }, so we can rewrite the previous statement as L 0 ⊂ U 0 and
by taking sufficiently large k we will have
and since ∂U ∩ K = ∅, we can also choose k large enough so that . An important feature is that due to the admissibility of the homotopy these curves cannot pass through [0, 1] × ∂X, which is represented by the dotted lines.
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Proof. The intuition behind the proof is given in Figure A For any admissible map f we can find an admissible map g, arbitrarily close to f , for which g| X is smooth, and such that f and g are homotopic through an admissible homotopy. If g| X is not transversal to Z, then we can again perform an arbitrarily small modification to obtain transversality of g| X to Z . We can therefore define
We can find a g arbitrarily close to f , homotopic through an admissible homotopy (admissible both for X and V ) so that g| X is smooth. If g| X is not transversal to Z, then we can make an arbitrarily small modification of g| X to make it transversal. We can take g close enough to f so that g (X) ∩ Z = g (V ) ∩ Z. Since g| X is transversal to Z, g| V is also transversal to Z. From (A.1-A.2) I 2 (f, X, Z) = I 2 (g, X, Z) = #g −1 (Z) mod 2 = I 2 (g| V , V, Z) = I 2 (f | V , V, Z) , as required.
