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ABSTRACT 
When D is a regular moment functional, we consider T := 0 + X16@ - a,) + Xzb(x - az), where 
X1, X2 E C, aI, a2 E I?.. and al # a?. We first find a necessary and sufficient condition for T to be reg- 
ular (or positive-definite when 0 is positive-definite) and then express orthogonal polynomials 
{R,(x)}zzo relative to T in terms of orthogonal polynomials {P,,(x)}~=~ relative to 0. When both 
0 and 7 are positive-definite, we investigate the relations between zeros of {Pn(x-)},“=, and 
{R,(x)},“_,. Finally, when 0 is semi-classical, we show that 7 is also semi-classical and give the 
structure relation, second-order differential equation satisfied by the semi-classical orthogonal 
polynomials { R,,(.x)}~~~, and the class number of T. 
1. INTRODUCTION 
Ever since Bochner [l] classified classical orthogonal polynomials satisfying 
second order differential equations of hypergeometric type, many attempts (cf. 
[7, 8, 10, 11, 12, 131) have been made to find new orthogonal polynomials satis- 
fying higher order differential equations of spectral type. 
These nonclassical orthogonal polynomials have at least one thing in com- 
mon: their orthogonalizing weights are classical weight functions plus one or 
two point masses (i.e., Dirac delta function) at the end points of the interval of 
orthogonality. Later, Koornwinder [9] (see also [7, 81) introduced generalized 
Jacobi polynomials which are orthogonal with respect to the Jacobi weight plus 
two positive point masses at the points *l. Generalizing these examples, we 
consider a regular moment functional CJ and its perturbation by two point 
masses: 
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(1.1) 7 := u + X16(x - al) + X26(x - a2): 
where Xi, X2 E C, al, a2 E ‘R, and ai # a2. 
Drai’di and Maroni [5] found a necessary and sufficient condition for r to be 
regular using quasi-orthogonality and three term recurrence relations for or- 
thogonal polynomials relative to 7. (The authors thank the referee for directing 
their attention to [5].) We first derive (see Theorem 3.1) this necessary and 
sufficient condition by a method different from the one in [5] and which might 
be more natural and simple, and then express orthogonal polynomials 
{R,(x)}~=~ relative to T in terms of orthogonal polynomials {P,(x)}~=~ rel- 
ative to 0. When cr is positive-definite and 7 is real, we investigate the relations 
between the zeros of {P,,(x)},“=~ and {R,(x)}~!~. When D is semi-classical, we 
show that 7 is also semi-classical and find the relations between the class num- 
bers of (T and r and the structure relations for {P,(x)},“_, and {R,(x)}~=s. 
These results generalize those by Chihara [4], who handled the case when 0 is 
positive-definite, Xi, X2 2 0, and ai, u2 are the end points of the interval of or- 
thogonality, as well as those by Marcellan and Maroni [14], who handled the 
case when X2 = 0. See also [2,6, 181 for some other related works. 
2. PRELIMINARIES 
Let P be the space of all polynomials in one variable with complex coeffi- 
cients and deg($) the degree of any 4(x) in P with the convention that deg(0) = 
- 1. By a polynomial system (PS), we mean a sequence of polynomials 
{P,(x)}~=~ with deg(P,) = 12, n L 0. 
We call any linear functional 0 on P a moment functional and denote its ac- 
tion on a polynomial r(x) by (a,rr). We say that a moment functional 0 is 
regular (respectively, positive-definite) if its moments a,, := (0, x”) satisfy the 
Hamburger condition 
(2.1) n,(g) := det[gi+j]yj=o # 0 (respectively, A,(c) > O), n = O,l,. . . . 
Definition 2.1. A PS {P,(x)},“_, is called an orthogonal polynomial system 
(OPS) (respectively, a positive-definite OPS) if there is a moment functional 0 
such that 
(2.4 (a,P,P,)=K,6,,, n,m=O,l,..., 
where K, # 0 (respectively, K,, > 0), n 2 0, are constants. In this case, we call 
{P,(x)},“_, an OPS relative to 0. 
It is well known (see Theorem 3.1, Chapter 1 in [3]) that a moment functional 
c7 is regular if and only if there is an OPS { P,(x)},“=~ relative to U. Moreover, in 
this case, each P,(x) is uniquely determined by 0 up to a non-zero constant 
factor. 
For a moment functional (T and a polynomial rr(x), we let (T’ and rru be the 
moment functionals defined by 
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(CT’, P) = -(CT, P’) and (7KJ)P) = (0,7rP), P E P. 
We now recall the celebrated Favard theorem saying that a manic PS 
{P,(,x)},Y_~ is an OPS (respectively, a positive-definite OPS) if and only if the 
polynomials satisfy three term recurrence relations: 
(2.3) P,+1(x) = (x - &)P,(x) - Gz-l(X). n 2 0, 
where Ppl (.Y) z 0 and c, # 0 (respectively, c, > 0) for n 2 1. 
Definition 2.2 (Maroni [15]). A moment functional 0 is called semi-classical if 
g is regular and satisfies a Pearson type functional equation 
(2.4) (aa)’ - pa = 0 
for some polynomials Q(X) and /3(x) with deg(a) 2 0 and deg( P) > 1. 
For a semi-classical moment functional 0, we call 
s := minmax(deg(a) - 2, deg(P) - 1) 
the class number of c, where the minimum is taken over all pairs (cy, /3) # (0,O) 
of polynomials satisfying (2.4). In fact, the class number of a semi-classical 
moment functional cr is obtained from (a, p) when deg(a) is the minimum over 
all pairs (a, p) # (0,O) of polynomials satisfying (2.4). We call an OPS relative 
to a semi-classical moment functional 0 of class s a semi-classical OPS 
(SCOPS) of class s. 
3. NECESSARY AND SUFFICIENT CONDITION 
From now on, we always assume that 0 is regular and {P,(x)}~=~ is the 
manic OPS relative to c and we let T be the moment functional as in (1.1). Let 
be the reproducing kernel of order n associated to the OPS {P,(x)},“_ “, 
Theorem 3.1, The moment fztnctional r is regular if and only ifd,, # 0, n 2 0, 
where 
(3.1) d, := 
1 + Xi&(al,al) &KJai,a2) 
J+l&(ai. a2) 1 + XzK,(az,az) . 
II 2 0. 
When r is regular, the corresponding manic OPS { R,(x)}rzo can he expressed us 
(3.2) 
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where K-1 (x, y) E 0 and d-1 = 1. Moreover 
Proof. Assume that the moment functional T is regular and let {R,(x)}~~s be 
the manic OPS relative to T. Then we can write R,(x) as 
n-1 
R,(x) = P,(x) + c Ci”Pj(X), n 2 1, 
j=O 
where the Cj” are the constants given by 
cp = l”l CR,) = -xlPj(al)R,(al) - XzPj(az)&(az) 
J (0, pi’, (0, pj’, 
, O<j<n-1. 
So, we obtain 
(3.4) R,(x) = P,(x) - hR,(al)K-l(x,al) - hRn(a2)K-l(x,a2), n 2 0. 
By setting x = al and a2 in (3.4) we have the following system of equations 
( 
( 
1 +hK-l(al,al) X2Ll(al,a2) 
(3.5) hKp~(a~,a2) 1 +A2Ll(a2,a2) > (:;z:;) = (ig>. 
n 2 0. 
We now show d,, # 0 by induction on n L 0. For n = 0, 
do = l+ (iy) + (t21) = (a, 1) - - h!l1)f. 
Assume that d,, # 0 for 0 < n < m for some integer m > 0. Then the system (3.5) 
is uniquely solvable for R,(aj), j = 1,2 and 0 I n I m + 1 as 
(3.6) (:$:;) = & (‘:;&$:;P;’ l$~;l:;:;::!)) (;;:;;). 
Substituting R,(aj), j = 1,2, obtained from (3.6) into (3.4) we obtain the equa- 
tion (3.2) for 0 5 n 5 m + 1. We have from (3.4) and (a, Pk(x)K,- 1(x, aj)) = 
Pk(aj)(l_Skn),j=1,2andO<kIn,that 
i 
(r,P&) = (7,pk[pn(x) -A K - ( 1 ,, 1 x,al)R,(al)-/\2K,-1(x,a2)R,(a2)1) 
(3.7) 
= (a,pkpn) + hPk(al)&(al)~kk, + A2Pk(a2)Rn(a2)hkk, 
=$ (@,f)~kn, O<kln<m+l 
since 
A, = d,-t+XlP,(at) 
P,(al)(l+X2K,-l(a2,a2))-XzP,(a2)K,-l(al,a?) 
(0, P,‘, 
+ X2Pn(a2) 
P,(az)(l f&K-l(al,al)) - kP,(al)K-l(at,az) 
(0, P,‘) 
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In particular, &+I = d,(r,Ri+,)(O,Pi+,)-l # 0. 
Conversely, we assume that d,, # 0, n > 0 and define R,(x) by (3.2). Then 
{R,(x)}~~s is a manic PS and (3.4) holds. Then the equation (3.7) implies that 
{R,(x)}~=~ is the manic OPS relative to r so that r is regular. [7 
Remark. Theorem 3.1 was first proved in [5, Theorem 41 using quasi-orthogo- 
nal polynomials relative to (x - ai)(x - ~2) 0. The formula (3.2) was also given 
in [5, Remark 41. It contains minor typos. 
Corollary 3.2 (Marcellan and Maroni [14]). The moment functional 1’ = 0 + 
X1 6(.x - al ) is regular ifand only if 
(3.8) e, := 1 + XlK,(Ul,ai) # 0, n 2 0. 
When 11 is regular, the manic OPS {Qn(x)},“=, relative to ‘11 is given b> 
(3.9) QJx) = P,(x) - X, F K,_I(.X,U,). n > 0 
n 
und 
(u> Qz) = -% (c, P,‘), n > 0, 
en-l 
where K- 1 (x, y) E 0 and e-1 = 1. 
Proof. This is precisely the assertion of Theorem 3.1 when AZ = 0. 0 
In passing, we note that Theorem 3.1 is not just a repetition of Corollary 3.2 
since 7 may be regular even though ‘u is not regular. 
Example. Let {P,(x)}:= 0 be the manic OPS relative to a positive-definite mo- 
ment functional (T with (a, 1) = 1. Define two moment functionals I; and 7 by 
1,= 0 - S(x) and T = ‘L’ + X6(x - 1) = 0 - S(x) + Xb(.u - 1). 
Then tl is not regular since (2): 1) = 0. On the other hand, 
(I,, = (1 - K,,(O,O))(l + XK,(l, 1)) + XK,(O, 1)2 
= A[(1 - K,(O,O))K,(l, 1) + K,(O, l)“] + 1 - K,(O,O) 
-_A,X+B,,, n>O, 
where A, := (1 - K,(O,O))K,(l, 1) + K,(O, 1)‘. n 2 0 and B,, := 1 - K,(O,O) = 
-(x7= 1 (Pj(0)2/(~7P~)))(1 - 6on).n 2 0. 
Hence A,’ + B,” > 0 for every n > 0 since every P,(x) is a real polynomial and 
Au = 1, B. = 0, B, < 0,n > l.ThereforeforanyX $Z {-(&/A,,) /A, # 0,n > 0}, 
T is regular by Theorem 3.1. 
Corollary 3.3. Let c be positive-dqfinite. Then r is also positive-definite $und 
only ifd,, > 0, n 2 0. 
83 
Proof. This follows immediately from (3.3). q 
However, T may be positive-definite even if (T is regular but not positive- 
definite. 
From now on, we always assume that d, # 0, n 2 0, so that 7 is also regular. 
Let 
(3.10) 7r(x) = 7r(x; A; a) = (x - aI) S!NI I (x _ a*)m/~21~ 
Thendeg(r)=0,1,2ifXl =X2=O,(X1I+(X2(#OandX1X2=0,andXlX2#0, 
respectively and 
(3.11) 7r(x)7 = 7r(x)a. 
Theorem 3.4 (Quasi-orthogonality of R,(x)). Let deg(r) = t (t = 0, 1,2). The 
polynomials {Rn(x)}pxO satisfy the following recurrence relations. 
n+t 
(3.12) 7+)&(x) = C m,jPj(x), 
j=n-t 
where r,,,+r = 1, r,,.-, = (~,R,f)/(a,Pi_~) # 0,n > t,andr,,j = 0, j < 0. 
Proof. Write 
n+r 
4X)&(X) = C rn,jPj(x), n 2 0. 
j=O 
Then we have by (3.11) 
and 
= (7,7(x) P,R,) = 0, 0 < m 5 n - t, 
Hence, we have the results. 0 
Now, we give the three term recurrence relations for {R,(x)}~=~. 
Theorem 3.5 (See [5, Remark 41). The manic OPS {R,(x)}~=~ relative to r sat- 
isjies the three term recurrence relations: 
(3.13) R,+l(x) = (x- A)R&) - rnRn-l(x), n 2 0 (m # O), 
where 
A = b,+, +r,,.+t-l - rn+l,n+t, n 2 0 (if t = 0, r,,,-1 = r,+l.,,), 
d,-zd, 
“In = ~ dn2_1 cnr n L 1, 
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and b,, c,, are the coeficients of the three term recurrence relations for {P,(x)}:= 0 
as in (2.3). 
Proof. Multiplying both sides of (3.13) by n(x) and using (3.12), we have for 
n>O 
n+l+t nit n- Itt 
(3.14) c m+l.jPj(x) = (X-A) C m>jPj(x) -“in C rb,-I,,Pj(.~). 
;=n+lLt n-1 n-lLr 
Multiplying (3.14) by P,+ t(x) and applying g, we have 
r,+I.n+r(~rp,2+J = r,,,+t(fl,xPn2+t) - P~rnY,,n+t(~,p,2+t) 
+r,,.+,-l(a,xP,+,-,P,+,), 
which can be simplified to 
r,+h+l = 
(01 xc+ J + r 
(~,P,2+r) n,n+l-l -Pn=bn+l+rn.n+,-~ -A. 
We also 
A moment 
if(i) X2 = al = 0 or (ii) X1 = a2 = 0 or (iii) XI = X2 # 0 and 
al -t a2 = 0. 
Proof. Assume that T is symmetric. Then 
(~,.x) = Alal + &al = 0; 
(T,.x~) = Ala: + X2a: = 0. 
If X2 = 0 (or X1 = 0), then al = 0 (or a2 = 0). We now assume that XI # 0 and 
X2 # 0. Then, a2 = -(X1/X2)al and so 
If al = 0, then a2 = 0, which is a contradiction to al # a2. Thus we must have 
Xi - xf = 0, that is, either X1 = X2 or X1 = -X2. But if XI = -X2, then al = a?, 
which is a contradiction. Hence, XI = X2 and a2 = -al. Conversely, if any 
one of the above three conditions holds, it is easy to see that (7, x2”+‘) = 0, 
n>O. 0 
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4. ZEROS OF R,,(x) 
We now assume that 0 is positive-definite and let [[I, q] be the true interval of 
orthogonality of a, that is, the smallest closed interval containing all zeros of 
P,(x) (see Chapter 1 in [3]). Assume that Xi, XI E R and d,, # 0, n 2 0, so that 
all moments of r are real and {R,(x)}~=s is the real OPS relative to r. It is well 
known that the zeros of P,(x) are all real, simple and belong to (Et, 71). To in- 
vestigate the zeros of R,(x), we first need a lemma. 
Lemma 4.1. If 4(x) = CJzm CjPj(X), w h ere the Cj’s are real constants with 
C,“=, Icjl # 0, then 4(x) h as at least m nodal zeros (that is, zeros of odd multi- 
plicities) in (51, ~1). 
Proof. Let xi < x2 < . . . < XI be nodal zeros of 4(x) in (<I, ~1) and define 
h/(x) = n:= 1 (X - Xi). Th en either hi(x) qS(x) > 0 on [<I, q] or h/(x)$(x) 5 0 on 
[Ii, 711. Hence, we have 
n 
(a,h4) = C C’(g,h/Pj) # 0. 
j=m 
Thus, we have I > m so that 4(x) has at least m nodal zeros in (<I, 71). q 
Theorem 4.2, The polynomial R,(x) has at least n - 2t (0 5 t s02) nodal zeros 
in (<I, 71). More precisely, using the notations Z = [[I, 711 and Z = (rl, q), we 
have: 
(i) If Xi #,O, X2 # 0 and both al and a2 # !, then R,(x) has at least n - 2 
nodal zeros in I; I 4 
(ii) If Xi # ,O, X2 # 0 and only one of al, a2 E j, then R,(x) has at least n - 3 
nodal zeros in I; 
(iii) Zf Xi #,O, A2 # 0 and both al and a2 E IO, then R,(x) has at least n - 4 
nodal zeros in I; 
(iv) Zf X1 # 0, X2 = 0 and al # 3, then R,,(x) has at least n - 1 nodal zeros in 4 
(v) ZfAl # 0, X2 = 0 and al E I, then R,(x) has at least n - 2 nodal zeros in I. 
Proof. By Lemma 4.1 and the recurrence relations (3.12), rr(x) R,(x) has at 
least n - t nodal zeros in I. 
(i) If 61 # 0, X2 # 0, then r(x)R,(x) has n - 2 nodal zeros in r”. Since 
al, 9 6 Z and al, a2 are nodal zeros of r(x), R,(x) has at least n - 2 nodal zeros 
in I. The rest of the proof runs the same as in (i). 0 
Corollary 4.3. Zf X1 # 0,;~ = Oand al @ f, then R,,(x) has n simple realzeros, of 
whichatleastn- llieinZandR,(al) #O,n2 1. 
Proof. Since X2 = 0, we have by (3.4) 
(1 +xlK,-l(al,al))R,(al) = PAal), n 2 1. 
86 
But P,(at) # 0, n 2 1 since at @I”. Hence &(a,) # 0, n > 1 since 1 + 
XlK-l(al,ul) #O,nk 1. 0 
Remark. By Corollary 4.3 and (3.4). we see the following facts. 
(i) If Xt # 0, X2 = 0 and &(a,) = 0 for some n 2 1, then at E I”; 
(ii) If X1 # 0, X2 # 0 and &(a,) = &(a~) = 0 for some n > 1. then ~1. u2 E I”. 
When T is positive-definite, we let [<l. fill be the true interval of orthogonality 
of {&(~));I@ 
Definition 4.1 (Chihara [3]). Let E c (-co, M). A moment functional 0 is said 
to be positive-definite on E if and only if (a, n) > 0 for every real polynomial 
n(x) which is non-negative on E and does not vanish identically on E. 
Proposition 4.4. Zf o is positive-definite and A, >_ 0. XI 2 0, then T is positive- 
definite on [<I. 7711 u { a~, ~2). Iffurthermore ul! u2 E [<I, VI], then [El, 611 C [EI, VI]. 
Proof. For any n(x) with T(X) > 0 on [Et, r/r] u {al! a~} and rr(x) $0 on 
[El,rlll u {al,az>, 
(714 = (0, r) + X17r(u,) + X27r(u2) > 0. 
Hence, T is positive-definite on [Et 3 q] U {al, uz} from which the second state- 
ment also follows. •i 
Lemma 4.5. Assume that u = o + X16(x - al) is regular and let { Qn(x)}Tz=, be 
themonic OPSrelutive to v. Then P,,(ul) = e,_lQ,,(q),n 2 1. 
Proof. This follows immediately from (3.8) and (3.9). 0 
Theorem 4.6. Assume X1 > 0 so that u is also positive-definite. Let x,, 1 < x,, 2 < 
... <x,,, be zeros of P,(x), n 2 1. Ifat 2 771 (or al 5 <I), then en(x) has n dis- 
tinct reulzerosy,,1 < y,,~ < ... < ~~~~~ in ([,,a~) (or (ul,ql))und 
Proof. Assume at 2 711. (When ut < <t the proof is similar.) Then at 61 I”. By 
Corollary 4.3, en(x) h as n distinct real zeros in ([I, al ). We let 
Then deg(-ir,,k) = 2n - 1. By the Gauss quadrature formula based on the zeros 
of P,,(x), there are positive numbers Aaj, n > 1 and 1 < j 5 n such that 
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pn (xl = 0, Q&l ~ 
x - xn,k > 
= ( p* (xl ~-~,~(x-~l),Qn(x, X--X 4 > 
= -hQn(a) 
P,(m) 
al - &,k 
by Lemma 4.5. 
= --Xl 
Pn(a1)2 
en-l(al - &,k) 
Since sgnPi(x,,k) = (-l)“-k, 1 5 k 5 n and e, > 0, 12 > 0, sgnQ,(x,,k) = 
(_l)n-k+‘, for 1 < k I n so that en(x) has at least one zero in each 
(&,k,x,,k+l) for 1 < k I n - 1. Finally, since Qn(xn,n) and Qn(at) have the 
opposite sign, en(x) has at least one zero in (x~,~, at). Hence, the conclusion 
follows. 0 
Corollary 4.7. Assume X1 > 0 and let [&, ijl] be the true interval of orthogonality 
for V. Zfal > 71 (or al < [I), then 
51 <[I <VI 5% La1 (oral I& <II <ii1 1771). 
Proof. The result follows immediately from Theorem 4.6 since it = 
lim, + o. yn, I and 61 = lim,,, y,,,. III 
5. SEMI-CLASSICAL CASE 
In this section, we always assume that 0 is a semi-classical moment func- 
tional satisfying the equation (2.4) and we let 
s := max(deg(cr) - 2, deg(P) - 1). 
Lemma 5.1 (Maroni [ 15, 171). The semi-classical momentfunctional u is of class s 
ifand only if, for any zero c of a(x), 
(5.1) I4 + I(o, qC(x))l # 0, 
where G(X) = (x - c)a,(x) and a,(x) - ,0(x) = (x - c)q,(x) + rC. 
Proof. See Proposition 3.5 in [17]. q 
From now on, we also assume that 0 is of class s, that is, the condition (5.1) is 
satisfied and d, # 0, n 2 0, so that 7 is regular. Let f (x) be any non-zero poly- 
nomial such that 
(5.2) Aja(LZj) f (aj) = AjCX(Uj) f ‘(Uj) = Aj,B(Uj) f (Uj) = 0, j = 1,2 
or equivalently 
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(5.3) fW = f‘(y(T, j-‘ffr=f’Cxu, f pr = f’j3cJ. 
For example, we may takef(x) = rr(x)* with r(x) = (x - al )sgn’X”(~ - a~)~~“““. 
Then 
(5.4) (fOT)’ = (fafl)’ = f’aa + f(cU)’ = f’UT + fPC7 = (f’a +J‘/3) 7 
so that r is also semi-classical of class Sand 
S < s + deg(f) 
since max(deg(fcr) - 2, deg(f’cl +fj’J) - 1) = s + deg(f). More precisely we 
have: 
Theorem 5.2. Let f(x) = (x - a~)~‘(x - ~2)~~ (0 < tl, t? < 2) be pol_vnomial 
of minimum degree satisfying (5.2). Then r is also a semi-classical moment func- 
tional of class S satisfying 
(5.5) (fa4’= (f’a+fP)7 
and 
(5.6) s-2t<S<s+deg(f) (<s+2t), 
where t = deg(n), r(x) = (x - CZ~)~~~‘~“(X - a?)sgn’Xz’. Moreover, if IQ(u;)\ + 
I/J(q)/ # 0 when Aj # 0 (j = 1,2), then 
(5.7) s=s+deg(f). 
Proof. We have seen (5.5) and S 5 s + deg(f) so that S < s + 2t since deg(f) 5 
2t. Exchanging the roles of 0 and 7, we have s 5 S + 2t. Hence, we have (5.6). 
For the last statement, we need to consider the following six types (here, we 
assume X1 # 0): 
x2 44) 4a2) Pbl) G2) f C-4 s 
0 0 #O 0 - al i s = .v + 1 
i: 
#O (.x - al)' s = s + 2 
0 
i"o 
#O #O (x - ai )(u ~ ~22) i-v+2 
f:: 
0 #O (.Y - L1,)(Y - a?)z s = .F + 3 
#O 
z: 
#O (.x - a,)2(s ~ 02) .T = s + 3 
#O #O (z - al )'(x - a~)> s=.v+4 
For any zero c of (Y(x), we set 
G(x) = f (-X)Q(X), 
G(x) = (x - C)&(X), 
and 
PC4 = f ‘(-44.4 + f(x) P(x) 
tqxj -P(X) = (x- ~)g(~)+r, 
NC c) = l(T, 4&))l + lrc,l’ 
By Lemma 5.1, it is enough to show that N(7; c) # 0 for any zero c of G(x). 
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Case 1. f(c) = 0, i.e., c = al or a2. 
Thenf(x) = (x - c)fc(x) so that C&(X) =fc(x)cr(x) and 
k(x) -P(x) = -(x - c)[f,‘(x)44 +fc(x)P(x)I. 
Hence, ?, = 0 and C&.(X) = -f,‘(x)a(x) -&(X)/~(X), so that 
N(? c) = l(T> @C(X)) I 
= I~l[f,‘(al)~(a~)+fc(al)P(a~)l+~2[f,’(a2)~(a2)+f,(a2)P(a2)ll 
al, a2. Then o(c) = 0 so that 
(5.8) &C(X) - P(x) =f(x)[&) - P(x)1 -f’(x)44 
and 
(5.9) 7, = C&(C) - P(c) =f(c)[cG(c) - P(c)1 = f(c)r,. 
Case 2. f(c) # 0 and rc # 0. 
Then F, # 0 from (5.9) so that N(T; c) # 0. 
Case 3. f(c) # 0 and r, = 0. 
Then FC = 0, (a,q,(x)) # 0, and 
(5.10) &4x) =f(x)qc(x) -f’(44x). 
Hence N(q c) = I(Q-, &(x))l = [(a, ~Jx)) + Xl&(al) + Xz&(az)I. It is now easy 
to see that Ajq,(aj) = 0, j = 1,2 in all six types in the table. Hence, N(T; c) = 
[(IT, qC(x))l and we only need to show (CT, qC(x)) # 0. We shall prove this only 
for the last one in the table. The proofs of all the other cases are similar to 
this one. Set al = c + cl, a2 = c + c-2 (cl, # 0, c2 # 0). Then using f(x) = 
(x - c - c,)~(x - c - CZ)~, Q(X) = (x - c)cr,(x), and qc(x) = a,(x) - P(x), we 
can write Gc(x) in (5.10) as 
k(x) = +:%(x) - g’(x)o(x) - g(x)P(x) 
whereg(x)=(x-~)~-2(cr+c2)(~-~)~+(~~+4 c1c2+c~)(x-c)-2c1c2(c,+c2). 
Therefore, (0, GC(x)) = c+~(fl,q,(x)) # 0 since CI # 0, ~2 # 0, b,4&)) # 0 
and (c,g’a + gp) = (,h - (m)‘,g) = 0. 0 
Example. Let ~7 be the orthogonalizing moment functional for Legendre poly- 
nomials. Then, c satisfies [( 1 - x2)a] ’ = -2xa and is of class 0. Consider a 
regular moment functional 
7 = 0 + XrS(x - Ul) + X26(x -Q). 
Then the class number S of 7 is: 
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S= 
i 
1 if At #0,X2 = O,ai = -1 
2 if Xi # 0, X2 = 0, al # *I 
2 if Xi #0,X2 #O:at = -l,u? = 1 
3 if Xi #0,X2 # O.ai = -1,a~ # fl 
4 if Xi #0,X2 # O.al # il,u? # &l. 
Remark. In order to see how the class number can be reduced, let us consider 
the Legendre weight function plus two mass points different from 1 and - 1. 
Then the corresponding class number is 4. If we subtract the same masses. then 
we obtain the initial Legendre weight function. which is of class 0. 
Let {P,(x)},W=~ be the manic SCOPS relative to (T. Then the structure rela- 
tions for {P,(x)}rzO can be written as 
(5.11) (Y(x,P,:+,(x) =;(c~+,(.x) - Co(x))P,+1(x) -&+l(x)Pn(x). YZ20 
for some polynomials {C,,(X)}~=~, {&(x)}~~~ (see [15, 161). The structure 
relations for {R,(x)}~zo are 
(5.12) G(x)RA+,(x) =; &+1(x) - do(x))&+,(x) - &+l(-$&(x), n 2 0, 
where 
; (En+,(x) - Co(x)) = -7r’(x)f(x)+) + k,+r(x)E(x) 
- -$&(x)F(s), 
-&+1(X) = &+i(X)E(X) + (k,(x) + ?2,‘(.~ - &))F(.u), 
and 
i;(x) = f(x) o!(x) = f(x) r(x) a(x) 1 
fl+r 
n(X)&(x) = C rn, j I - P(r) :=A,(x)P,(x) +B,(x)P,_,(x), 
j=n-t 
?l+t 
7r(x)P,(x) = c r n,jRj(.X) := A,(X)R,(-X) + Bn(X)Rn-l(X). 
j=n-t 
E(x) :=; 42+1(x)(G+l(-~) - Co(x)) +A,:+,(444 
+ c,‘&+l(mn(x), 
F(x) :=; Bn+l(X)(Cn(-x) - Co(x)) + q+,(x)+) - Al+l(~~)a,+l(.~) 
- Crl -‘B n+l(X)&(.X)(X - bn). 
Remark (Maroni [15, 161). Since {R,(x)}~~~ is an SCOPS relative to 7 satisfy- 
ing (6~)’ = Pr, (R,(x)}~=~ satisfies a second order differential equation of the 
form 
Jl(x,n)R;+,(x) +K(x,n)R,:+i(x) +i(x,n)R,+l(x) = 0, n 10, 
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where J(x, n), k(x, n), and i(x, n) are given by 
J(V) = qx>al+l(x), 
@v) = P(x)hl+1(x) - ~(~)~;+1(x), 
L(v) = W(C;,.l(X) - G(x),al+1(x)) - &+1y$ y 
J 
and W(f, g) is the Wronskian off and g. 
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