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Abstract 
In recent years there have been significant advances in the acquisition and 
processing of crosshole seismic reflection data, and the method has been shown 
to be a high resolution imaging technique. However, the fidehty of the final 
images produced by this technique needs to be considered carefully to avoid 
incorrect interpretation. This thesis concerns the imaging capability of crosshole 
surveys, as well as advances made in processing techniques for application to 
crosshole seismic reflection surveys. 
In a migrated seismic section, a meaningful image is only obtained if a range of 
dips around the local structural dip is sampled at each image point. For 
crosshole seismic reflection surveys, the distribution of dips sampled at an 
image point is controlled principally by the survey geometry, including source 
and receiver array lengths and their element spacings. By considering the dips 
sampled, the imaging capability of crosshole reflection surveying is discussed, 
with suggestions as to how to ensure optimal imaging of the target zone. 
To overcome problems encountered in applying standard processing procedures, 
two new processing techniques are presented which enhance the imaging 
potential of crosshole reflection seismics. Generalised Berryhill migration has 
been developed as a full generalised Kirchhoff migration to include the near-field 
term, with the aim of improving image accuracy close to the source and receiver 
arrays. 3-D f-k-k filtering is an improved method of wavefield separation for 
crosshole seismic data. 
Finally, the results of processing three types of dataset are presented. One is 
from a site in the Groningen gas field, another was acquired through a model 
interrogated at ultrasonic frequencies in a water tank, and the third type was 
acquired using coal exploration boreholes in Yorkshire. The results demonstrate 
the imaging capability of the crosshole reflection method, and the success of the 
two new processing schemes. 
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Chapter I 
Introduction 
1.1 Synopsis 
This thesis concerns advances made in processing techniques for application to 
crosshole seismic reflection surveys. The work presented in this thesis is part of 
the ongoing research into borehole seismic methods at the University of 
Durham. My own work reported here is partly refinement of methods previously 
established by other members of the research group, and partly development of 
new processing techniques to enhance the quality of the final image. 
Chapter I gives a review of the research performed at the University of Durham, 
and elsewhere, into the use of borehole seismics as an imaging tool, and 
discusses some developments in crosshole acquisition. The acquisition of the 
datasets used in this study is described in Chapter I I ; the basic processing 
scheme, as previously developed by Findlay (1991) and Findlay et al. (1991), 
and processing tools devised by other researchers are discussed in Chapter I I I . 
In Chapter IV, I present a critique of the imaging capability of crosshole 
reflection surveying, with suggestions as to how to ensure optimal imaging of 
the target zone. Chapter V contains two new processing techniques devised to 
overcome problems encountered in applying basic processing procedures and to 
enhance the imaging potential of crosshole reflection seismics. 
The results of processing three different datasets are presented in Chapters V I , 
V I I and V I I I , and a critical discussion is given in each case. Conclusions are 
drawn, and suggestions for future work are made, in Chapter IX. 
1.2 Borehole seismic methods 
1.2.1 Check-shot and VSP 
The first borehole seismic method to be developed in the oil industry was the 
check-shot survey for the purpose of calibrating velocity measurements obtained 
from borehole sonic logs. A receiver is clamped down the hole at several 
locations, and a shot set off adjacent to the top of the hole. The traveltimes of 
the direct arrivals provide corrections for the drift of the sonic curves. An 
extension of this is Vertical Seismic Profiling (VSP) (e.g. Cassell 1984). Again 
a downhole receiver is clamped and a surface air-gun positioned away from the 
rig so that no transmission occurs down the casing. In the land case, a vibrator 
or a source (water-gun or air-gun) in a mud-pit is used. Zero-offset VSP is 
principally used for identifying the primary and multiple reflections on surface 
seismic sections passing through the borehole and for designing deconvolution 
operators for surface seismics. Although zero-offset VSP does provide some 
imaging of structure around the borehole, the development of Offset VSP (e.g. 
Dillon and Thomson 1984) greatly increased the imaging potential of the method 
with coverage extending out from the borehole up to half the lateral separation 
of the source and borehole. The imaging potential has been further increased 
with walkaway, or multi-offset VSP surveys. Jackson et al. (1989), Kragh 
(1990) and Kragh et al. (1991) have developed the Reverse Multi-Offset VSP 
method (source in the borehole - line of geophones at multiple offsets at the 
surface) for shallow exploration, and the technique has been extended to 3-D by 
using an areal spread of geophones (Jackson et al. 1989). Present developments 
include novel acquisition geometry such as would be required for horizontal 
wells and the use of the drill bit energy as a seismic source for imaging (Rector 
and Marion 1991). 
VSP surveys provide greater resolution of the subsurface than conventional 
surface seismic surveys, since the arrivals have to pass only once through the 
highly attenuating near-surface layers which absorb relatively more of the higher 
frequencies. 
1.2.2 Crosshole tomography and continuity logging 
Many of the recent advances in crosshole techniques have been due to the 
development of non-destructive sources (§1.3.1) and have been driven by the 
need for enhanced definition of oil producing reservoirs. Crosshole tomography, 
the best known crosshole technique, has found uses in monitoring enhanced oil 
recovery processes such as steam and CO2 flooding (Macrides et al. 1988, 
Justice et al. 1989, Justice et al. 1993), fissure detection in granite (Wong et al. 
1983) and has been used also in an attempt to delineate coal strata (Goulty et al. 
1990). Both traveltime and amplitude information (Leggett 1992, Leggett et al. 
1993) have been used to tomographically reconstruct the interborehole velocity 
function and the differential attenuation, respectively. Goulty (1993) gives an 
excellent review of applications of tomography in mining and engineering. 
A further use of crosshole surveys is continuity logging of the interborehole 
stratigraphy (Zhong and Worthington 1992). In this, tube wave interaction at 
geological interfaces (Albright and Johnson 1990) causes conversion to 
horizontally travelling P-waves which, upon arrival at the receiver borehole, 
convert back to tube waves. Should the geological strata be broken by a fault, 
the path of communication between the two boreholes will be cut and therefore 
the analysis of tube waves can be used to provide a simple crosshole continuity 
log. 
1.2.3 Crosshole reflection imaging 
In addition to using the information carried by the direct arrivals, the reflected 
wavefield has been used for imaging (e.g. Findlay et al. 1991, Lazaratos et al. 
1992). The obvious advantage of crosshole seismic reflection processing over 
tomography is that the coverage is not restricted to zones above the base of the 
source and receiver arrays through which the direct arrivals pass. Also, 
tomography fails to resolve discontinuities in the velocity field, and provides an 
estimate of only the low frequency components of the velocity distribution. 
Crosshole reflections must be used for imaging discontinuities in the velocity 
field, and for imaging at or below the base of the holes. Crosshole tomography 
and reflection imaging therefore provide complementary images. 
Crosshole reflection surveys provide yet higher resolution than VSP surveys, as 
the transmitted energy does not have to pass through the attenuating near-
surface layers at all. Compared with conventional surface seismics, the higher 
resolution of the subsurface structure achievable is of the order of 1 metre as 
opposed to ~ 10-20 metres (Harris et al. 1992). Resolution on this scale is 
critical for the mapping of thin beds, for site investigations involving the location 
and definition of faults or old mine workings, and for assessing the homogeneity 
of rock type. A second advantage over surface seismics is that crosshole seismic 
data contain a wealth of multiple angle and multiple direction (from above and 
below) views on target reflectors compared to the surface seismics normal-
incidence interrogation of beds from above only. 
1.2.4 Crosshole reflection processing 
The processing of crosshole data for reflection imaging can be very similar to the 
standard VSP processing sequence, consisting of wavefield separation, 
deconvolution and mapping (Hardage 1985), though some serious differences 
exist (§3.4.1). Also of note is the difference in spatial imaging coverage for both 
types of survey (§4.1). 
Several workers have discussed the peculiarities of the crosshole processing 
scheme. In the pre-imaging stage, Pratt and Goulty (1991), Stewart and 
Marchisio (1991) and Rector et al. (1992a) have advocated the use of resorting 
of the data into alternative domains to facilitate the separation of the reflected 
wavefield by multichannel filtering. 
For imaging, several schemes have been suggested. One of the first methods to 
be used was the VSP-CDP mapping algorithm (Wyatt and Wyatt 1984), so 
called because it transforms the data from VSP coordinates (depth of source or 
receiver, traveltime) to surface seismic coordinates (lateral position and depth or 
vertical traveltime). The method involves raytracing to find the reflection point 
locus of each source and receiver pair (§4.1), and assigning to each point the 
amplitude on the recorded trace at the corresponding traveltime. The process is 
therefore not a migration method and will not collapse Fresnel zones. 
Limited aperture Kirchhoff depth migration schemes, such as the one used in this 
work (§3.5, §5.1), have been developed for crosshole reflection imaging 
(Findlay et al. 1991), allowing a range of dips to be considered at each image 
point (§4.2) centred around the local expected dip of strata. Finite difference 
methods are also common (e.g. Balch et al. 1991). A joint migration/inversion 
scheme has been advocated by Beydoun et al. (1989) to produce the first 
published crosshole migrated images. The first operation in this scheme is 
similar to a Kirchhoff depth migration, with inversion consisting of applying a 
damped correction to the intermediate images to optimally deconvolve source-
receiver effects and decouple parameters. 
Frequency domain wave-equation imaging methods, whereby the time-reversed 
wavefields are propagated through the section, combined with traveltime 
tomography has been implemented for crosshole processing (Pratt and Goulty 
1991). By only using a limited number of frequency components, the computing 
expense of these methods is reduced. This is appropriate since there is 
theoretical data redundancy in wide-aperture crosshole surveys that allows 
useful images to be formed from a single frequency component (Pratt and 
Worthington 1990). 
1.3 Developments in crosshole acquisition 
1.3.1 Borehole sources 
A comparison of various candidate borehole sources for crosshole seismology 
and reversed vertical seismic profiling (RVSP) has been performed by Chen, 
Eriksen and Miller (1990). The sources were explosive charges, a perforating 
gun, an air gun, and a water gun. Although no visible damage was produced by 
the sources, some deterioration of the cement bond between the formation and 
the casing was indicated. Winbow (1991) has performed theoretical modelling 
to compare the performance of downhole seismic sources. 
For the Coal Measures surveys performed by the Research Group at the 
University of Durham, single detonators were used, sometimes boosted by 25g 
of gelignite (Findlay et al. 1991). These were found to give good shot 
repeatabihty and an adequate bandwidth (100-700Hz) for the purposes of the 
surveys (borehole separation ~ 30-60m). Detonators have also been used by 
other workers from Imperial College (Zhong and Worthington 1992, Williamson 
et al. 1993, Sams et al. 1993), giving a major frequency content above IkHz for 
borehole separation of 25m. Other larger scale surveys have been performed 
with explosive sources (e.g. Macrides et al. 1988, Chen, Zimmerman and 
Tugnait 1990). Crosshole seismology research has proliferated in recent years, 
but Geyer (1993) has described a survey performed in 1961 using a 
Schlumberger 48-gun casing-perforator tool as seismic source. Acquisition time 
is slow using explosive sources since the source assembly has to be raised to the 
surface between each shot for priming, and there is the possibility of damage to 
the borehole walls, even though none has been reported in the literature. 
Another source type developed is the sparker source (e.g. Baria et al. 1989). Its 
main advantages are described as reliability, repeatability, and the production of 
an impulse wavelet of short duration which is free of bubble oscillation. 
Successive shots can be fired without having to bring the sparker to the surface, 
a distinct advantage over explosive sources in terms of acquisition time. 
A weight-drop source has been used to produce a significant level of shear 
waves (Beydoun et al. 1989). The source is reported to generate fewer tube 
waves than those from a sparker source, it has a shot repeatability of two shots 
per minute, and probably does not harm the borehole. 
The source that has found widest acceptance within the geophysical community 
in recent years is the piezo-electric cylindrical bender system (Wong et al. 1983, 
Balogh et al. 1988). In a similar vein, a magnetostrictive transducer has also 
been used (Albright and Johnson 1990). The piezo-electric transducer can be 
used as either a seismic source or a seismic detector, and is described in more 
detail in §2.1.1. The source produces signals of bandwidth 100-2000kHz over 
borehole separation of 330 feet at 1000 feet depth. The system has been 
developed to record 'on-the-fly', i.e. with source moving continuously at 
approximately 500 feet per hour, and receiving trigger signals from the control 
systems at regular depth intervals. The advantage of this mode of operation is 
the speed with which extremely large datasets can be acquired (e.g. 37 000 
traces acquired in 40 hours as described by Harris et al. (1992)). The source has 
proved to be rehable in the most exacting of field conditions (depths > 10 000 
feet), and of high enough frequency to allow high-resolution reflection imaging. 
1.3.2 Borehole receivers 
Hydrophones have been the standard receivers for shallow boreholes. They are 
ideally suited for detecting the pressure variations caused in the fluid-filled 
boreholes by the arriving energy packets. Their reliability has been enhanced by 
many years of use in the marine seismic environment, and hence their 
characteristics are well documented. 
Three component borehole geophones have also been tested (Beydoun et al. 
1989, Beattie 1990, Emeleus 1993). Their potential for separating out P and S-
wave arrivals makes them an attractive receiver, although the necessity of 
aligning them and clamping them against the borehole wall greatly increases the 
acquisition time. The cylindrical piezo-electric bender transducer used as a 
source (§1.3.1) is also used as a detector. 
Cliapler I I 
Three types of crosshole seismic datasets liave been used in this study. The 
acquisition of each will be discussed separately. 
2.1 GroEmgen 
Data were acquired by Seres a/s of Trondheim using two wells at the 
Scheemderzwaag site in the Groningen gas field in the north of the Netherlands 
over the period 19-24 November 1990 (Vaage and Ziolkowski 1992). This site 
normally produces gas, but gas production had been temporarily stopped in 
order to carry out routine maintenance work on the wells. Measurements made 
were: 
©Logging of the wells by Schlumberger, using the array sonic tool. 
©Crosshole measurements using the Stanford University piezo-electric bender 
source and hydrophone receiver array. 
o Crosshole measurements using the READ Well Services mud-gun source and 
three-component geophone array. 
The crosshole data acquired using the piezoelectric cylindrical bender system of 
Stanford University, deployed by Jerry Harris of Stanford, were made available 
for this project. 
2.1.1 The Stanford crosshole seismic acquisition system 
The Stanford piezoelectric system has been fully documented in the literature 
(Balogh et al. 1988, Harris et al. 1992). A schematic outline of the system is 
shown in Figure 2.1. The system comprises a three-element piezoelectric 
downhole source, a nine-level hydrophone and two logging trucks with 
associated surface equipment and instruments to control the downhole tools. 
The source consists of three active elements, symmetrically placed into the 
downhole tool to form a mass balanced downhole source. Two banks of power 
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Figure 2.1 Schematic outline of the Stanford University piezo-electric borehole 
seismic acquisition system (from Harris et al. 1992). 
transformers are mounted above and below the active transducers for symmetry. 
The balance is intended to reduce spurious modes of structural vibration, thus 
creating more radiation from the desired monopole mode. The elements may be 
driven as three independent sources or as a single unit for increased coherent 
output. This design is a slight modification on the original version built for 
Standard Oil in 1985-86. The far-field wavelet radiated by this source is 
proportional to the current drawn. Source signatures are generated by three 12-
bit D-to-A phase-coherent waveform generators. Arbitrarily defined waveforms 
including sweeps, pulses and pulse sequences can be used. For this experiment 
data were recorded in both sweep and pulse mode. All data gathered with 
sweeps were recorded uncorrected, correlation being performed after the 
completion of the experiment. The source is powered by a three-channel 24kVA 
linear power amplifier. The power is delivered via 12 000 feet of 7-conductor 
armoured wireline. 
The receiver system consists of a nine-level array of OAS deep ocean 
hydrophones, arranged at 3m intervals for this experiment. Each level is 
independently digitised downhole to sixteen bits of resolution. Unfortunately, 
only four of the nine channels were functional at the site surface. After lowering 
into the well, two further channels ceased to function. The two remaining 
channels, spaced 3m apart, were operational for the duration of the experiment. 
A surface computer, located in the source truck, provides control of recording 
parameters - sampling rate, downhole analogue and digital gain, vertical stacking 
depth, and high and low pass filter settings. The hydrophones are interfaced to 
the surface via a telemetry sonde that controls communications and data transfer. 
Data are stacked downhole in order to reduce transmission throughput. Though 
only four conductors are required, the entire system is run on 17 000 feet of 
standard seven-conductor wireline. Recording parameters, including both 
downhole source and receiver wireline depths which are electronically 
monitored, are recorded to the SEG-Y header along with the trace data. 
2.1.2 The Scheemderzwaag experiment 
The wells selected for the experiment deviated away from each other, giving a 
separation of 140m at the surface to 298m at 2350m depth, the deepest 
accessible point in the source well. The lateral position of each receiver relative 
to the source position at 2350m depth was calculated from x,y,i data provided 
for both wells at 25m depth intervals over the zone of interest (Appendix A). 2-
D geometry was assumed since the deviations in x and y of the receiver well 
were approximately linear over the depth range of the gather. 
In all, over 600 records were obtained. These included pulse tests, an 
experiment to determine the transmission characteristics as a function of the 
formation parameters by positioning the source and one of the hydrophones at 
the same depth, an experiment to study the variation of amplitude with distance. 
and six common source and common receiver gathers. These gathers had the 
following parameters: 
Source Receiver Spatial No. of 
depth depth interval Records 
2330-2350m 2453m Im 21 
2330-2350m 2456m Im 21 
2331-2350m 2503m Im 20 
2331-2350m 2506m Im 20 
2350m 2507-2538m Im 32 
2350m 2233-2606m 3m 125* 
Of these, the surveys with Im spacing were found to have limited coverage, and 
to be affected by tube waves. In consequence, the common source gather with 
125 records from 2350m depth was used for crosshole seismic reflection imaging 
(§6.3). For a sketch of the positions of the source and receivers relative to the 
geological cross section see Figure 6.1. 
Following completion of the processing, I was informed that cable stretch had 
occurred during the course of the experiment. The shot gather used for imaging 
(§6.3) was the penultimate experiment carried out before the equipment was 
retrieved, and the adjustments needed were therefore the total stretching in the 
cables, 3m and 6m for the source and receiver positions, respectively. However, 
these corrections were considered to be of little value within the context of the 
aim of demonstrating the crosshole reflection imaging technique on a high 
frequency dataset from a producing field and have not been applied. 
Some irregular spacing occurred in the middle of this gather i.e. receivers at 
.2416m, 2419m, 2423m, 2426m,... depth. 
2.2 Physical Model 
Physical model datasets designed to represent 'pre-flood' and 'post-flood' stages 
in an EOR process were acquired in 1989 by N.R. Goulty using Durham 
University's physical modelling system (Sharp et al. 1985). The models were 
made of seven layers of epoxy resin, representing strata of different densities and 
seismic velocities. A channel feature and a fault have been modelled by shaping 
the interfaces between the layers (Figure 2.2). 
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Figure 2.2 Acquisition geometry and velocities of the epoxy resin layers for 
post-flood. Pre-flood is identical except for absence of low velocity flood zone. 
Piezo-electric transducers were used as source and receiver, and were positioned 
at intervals of 2.5mm over a distance of 125mm down the sides of the model, 
which was 46.5mm wide. The received signal had a bandwidth of 150-700kHz. 
Upon scaling all dimensions by a factor of 1000 to represent the case for real 
data (i.e. mm to m, ms to s), this corresponds to a 150-700Hz bandwidth with a 
borehole separation of approximately 50m. The reader is referred to Leggett et 
al. (1993) for a complementary description of the acquisition of these data. 
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2.2,1 The model 
The models were comprised of seven layers made of five different epoxy resin 
mixtures. In keeping with geological realism, there is an overall increase in 
velocity with depth (although low velocity zones are present), the deepest 
interface is faulted, and one layer contains a channel feature. To ensure that the 
pre-flood and post-flood models were identical apart from the flood zone, they 
were made together in one solid block in the same mould. After the pouring of 
each layer, the upper surface was machined off before pouring the next layer. 
The models can therefore be regarded as identical to within 0.025mm, the 
tolerance of the milling machine. After the reservoir layer had been poured and 
set, it was machined to cut out the 'flood zone' over the half of the block which 
was to form the post-flood model, but left intact for the other half. A different 
epoxy mixture was then poured in to represent the flood, and two further layers 
added on top across both halves of the block. The complete block was then cut 
in two, separating the pre-flood and post-flood models. 
2.2.2 The source and receiver 
The source and receiver used were piezo-electric transducers. Sketches of their 
dimensions and nominal positions relative to the model edges are shown in 
Figure 2.3. 
transducer sheath 
model 
(a) 
7.0mm I I 
9.5mm 'ry'i 
1.25mm 
transducer 
model 
active 
element 
(b) 1.0mm - 1.0mm 
Figure 2.3 Geometry of the (a) source and (b) receiver transducers. 
From this figure, it can be seen that the source signal is generated on a 
cylindrical surface of radius 3.5mm. Assuming that the radiation pattern from 
the source has cylindrical symmetry, it can be regarded as a 2-D point source in 
the centre of the transducer. For this assumption it is necessary to make a static 
shift to the data equivalent to the time taken to travel 3.5mm in water, since at 
time zero the wavefront is on the surface of the transducer. This shift amounted 
12 
to 9.54 samples in the pre-flood case where the velocity of water was found to 
be 1467m/s and 9.52 samples for the post-flood with a water velocity of 
1477m/s (Leggett 1992). The transducer was enclosed within a sheath of 
thickness 1.25mm, and the clearance between the sheath and the model was 
1.25mm, the centre of the transducer being 6mm from the model. 
The tip of the receiver probe was about 1mm from the model and the active area 
of the receiver transducer was guessed to be 1mm below the surface of the 
transducer, making a static correction for the receiver of 2mm. Assuming a 
point source, the total offset from the model of source and receiver was 
therefore 8 mm. To shift the source and receiver perpendicularly so as to be 
touching the model would require a reduction in traveltime by 21.81/21.66 
samples (pre/post-flood), giving a total static shift (including the point source 
shift) of 12.27/12.14 samples. Static shifts are discussed further in §7.5.1. 
The positions of the transducers relative to the model could be in error by up to 
1mm, as could their positions relative to each other. The receiver transducer 
was moved manually between runs (accuracy within 0.5mm) and for each 
receiver position the source was moved automatically with a nominal accuracy 
of 0.01mm. 
2.2.3 The data 
The data were recorded in February 1989 onto two SEG-Y format, 1600 bpi 
half-inch tapes. There were 2048 samples per trace with a sample interval of 
0.25 us, and all the data were acquired with 16-fold vertical stack. 
Tape TNK903 contains data from the pre-flood model. There are 55 sets (ids) 
of 51 traces. 
• Ids I and 2 are in water only with the receiver in the middle of the array (depth 
62.5mm) and the source moving from depths -62.5^62.5mm and 62.5-> 
187.5mm, respectively. 
• Ids 3-53 are 51 common receiver gathers with the model in place. Position 1 of 
both sources and receivers was at depth 125.0nim, with position 51 at 0.0mm. 
• Ids 54 and 55 are in water only with the receiver at either end, and the 
identical source positions as for ids 3-53. 
Tape TNK904 contains data from the post-flood model. There are 56 ids of 51 
traces. 
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• Ids 1 and 2 are identical to ids 54 and 55 on the pre-flood model tape (though 
note that the tapes were recorded on different days and thus the water velocity 
will have altered). 
• Ids 3-53 are 51 common receiver gathers with the model in place. 
• Id 54 is with water only and the receiver 25.5 mm from the centre (recorded 
inadvertently). 
• Ids 55 and 56 are identical to ids 1 and 2 on the pre-flood model tape (though 
again note the change in water velocity). 
2.3 Coal Measures 
Both Coal Measures datasets used in this study were acquired and originally 
processed by M.J. Findlay; hence full details of the acquisition of these data can 
be found in Findlay (1991). Both datasets are from the Lowther South opencast 
exploration site in Yorkshire, between boreholes 3438-3437 and 3500-3496 
(sources in first named borehole). Findlay refers to these as surveys C (between 
boreholes I I I and II ) and E (between boreholes IV and V). The separation of 
boreholes 3438-3437 was 37.1m, and that of 3500-3496 was 32.0m. 
shot box 
trigger line 
r 
10.28-52.28m 
(10-52m) 
-4 i 
seismograph 
Water table - 8m 
2m 
sources receivers 
37.1m (32.0m) 
12-56m 
(9.79-53.79m) 
Figure 2.4 Geometry of surveys 3438-3437 and 3500-3496. 
Dimensions in brackets are for survey 3500-3496. 
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The depth range occupied by both sources and receivers was restricted by the 
water table at 8m, and by blockages in the uncased boreholes close to the 
worked coal seam at 50m depth. Single electrical (no. 8 type) detonators were 
used as sources, spaced 2m apart at 22 locations in boreholes 3438/3500. 
Findlay (1991) noted that there was no noticeable change in the frequency 
content of data recorded using a dynamite source compared with that of data 
recorded using a detonator alone, suggesting that the conditions required for the 
charge scaling law proposed by Ziolkowski et al. (1980) do not hold for small-
sized charges fired in boreholes. A wire was taped around the end of the 
detonator and attached to the trigger line; the breaking of this wire on 
detonation triggered the recording system. The charge was positioned at the 
end of a 4cm diameter hollow steel tube (a section of scaffolding pole) which 
was 40cm long. The main purpose of this tubing was protection of the firing 
and triggering leads, and to provide sufficient weight to allow the charge to be 
raised and lowered easily. 
Hydrophone receivers, also 2m apart, were deployed at 23 locations in boreholes 
3437/3496. The data were recorded using an EG&G Geometries ES2401 
seismograph. The seismic signals had a bandwidth of 100-700Hz with a peak at 
about 200Hz. 
Boreholes 3438 and 3437 were two of three collinear boreholes. In addition to 
crosshole surveying, reverse vertical seismic profiles (RVSPs - hole-to-surface) 
were shot in each borehole to give continuous coverage (Kragh 1990, Kragh et 
al. 1991). These RVSPs were shot using explosive charges downhole and a line 
of 24 geophones at the surface in the plane of the section. Hole-to-surface 
surveys were not performed in boreholes 3500 and 3496 due to borehole 
collapse following acquisition of the crosshole data. 
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Chapter I I I 
Basic Processing 
The processing tools described in this chapter are established methods for 
processing crosshole data, devised by Findlay et al. (1991) and other researchers 
(Kragh et al. 1991, Pratt and Goulty 1991). Their effectiveness is discussed in 
relation to the datasets used in this study in Chapters V I , V I I and V I I I . 
3.1 Introduction 
In processing crosshole data, we can extract several branches of information 
about the physical properties of the earth's subsurface, such as velocity, 
attenuation and reflectivity. By considering what information is required, we 
can design an optimum processing scheme to enhance the result. 
For crosshole seismic reflection processing, there are advantages in changing the 
shape of the effective wavelet in the data. The recorded reflected seismograms 
can be thought of as the convolution of the source signature with the impulse 
response of the subsurface and recording system. The first onset of each 
reflected arrival therefore corresponds to the traveltime along the reflected 
raypath. For reflection imaging, it would therefore be desirable to shape the 
resident wavelet to zero phase, with peak amplitude at the onset time of each 
arrival. 
Crosshole reflection imaging will also require the removal of all non-primary 
reflected arrival modes, whether P or S direct wave, mode conversions, head 
waves, tube waves or multiples. The high energy P direct arrivals can be muted, 
whereas methods such as median filtering or velocity (f-k) filtering are necessary 
for other arrivals. Separation between up and downgoing reflections is also 
necessary. 
Since a depth section (i.e. a physical cross section of horizontal distance versus 
depth) is easier to interpret than the recorded section of receiver position against 
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time, a scheme to migrate the reflected wavefield is then utilised. These will be 
the main requirements of a crosshole reflection processing scheme -
waveshaping deconvolution, direct arrival suppression, wavefield separation and 
migration (Figure 3.1). These were discussed by Findlay et al. (1991), and as 
this study follows on from his work, the basic processing steps are similar. 
These steps are also interchangeable in some respects - some of the criteria 
governing the order are discussed in §3.6. 
Waveshaping Deconvolution 
Direct Arrival Suppression 
Wavefield Separation 
Figure 3.1 The basic crosshole reflection processing sequence. 
3»2 Waveslhapiinig DeconvoMtioini 
Most of the following methods use the same philosophy of designing a Wiener-
shaping deconvolution filter (Robinson and Treitel 1985) with an estimate of the 
resident wavelet as the input wavelet and a zero-phase Butterworth wavelet (e.g. 
Sheriff and Geldart 1983) as a desired output. The output wavelet is specified in 
the frequency domain to correspond to the useful signal bandwidth with tapering 
at the limits. It can be thought of as a band-limited Dirac delta function. 
Alternatively, the zero-phase output wavelet can be specified with the same 
amplitude spectrum as the input wavelet. 
3.2.1 Wavelet estimate by assumption of minimum phase wavelet 
This method was used by Kragh et al. (1991) and Findlay et al. (1991) for 
borehole reflection processing. An estimate of the source wavelet is obtained by 
taking the autocorrelation function of the wavelet to be the sum of the 
autocorrelation functions of all the traces (or a selection of traces). This 
assumes that the reflectivity is white and stationary. The minimum phase 
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assumption is then used to obtain a minimum phase input wavelet (Robinson and 
Treitel 1985). 
3.2.2 Wavelet estimate by aligning direct arrivals 
The direct arrivals at the receivers can be used to design a deconvolution filter 
for the reflected arrivals (Kragh et al. 1991). A single direct arrival is estimated 
by aligning the direct arrival energy of all traces (or several traces, depending on 
data quality) and stacking the traces. Alternatively a single-trace direct arrival 
can be used. 
3.2.3 Amplitude spectrum of zero-phase output wavelet = input wavelet 
Should the previous two methods not produce the desired shaping of the data 
because of peculiarities in the input wavelet amplitude spectrum, the amplitude 
spectrum of the desired output wavelet can be equated to that of the input 
wavelet. However, the output waveform will not be as tidy as for the 
Butterworth wavelet, as its amplitude spectrum will be further from the ideal of 
the Dirac delta function. This method was used by Leggett et al. (1993) for 
deconvolving the direct arrivals through the physical model, prior to picking 
traveltimes for tomography. One situation where this method might be 
necessary is where there is a notch in the amplitude spectrum of the input 
wavelet (see §7.3.1). The standard method to deal with this problem would be 
to add white noise (Hatton et al. 1988). 
3.2.4 Common ray angle gather 
An alternative scheme for deconvolution has been proposed by Pratt and Goulty 
(1991), working on the physical model dataset. This method as applied to the 
data in this study is discussed fully in §7.3.3. The data are regathered into 
common ray angle gathers, this reorganisation of the data allowing scattered (i.e. 
reflected) and direct arrivals to be discriminated on the basis of time moveout. 
For each trace that was to be operated on, 11 common ray-angle gathers were 
selected. These were the gathers from the given ray angle and from the five 
adjacent ray angles on either side. From each of these gathers, five traces were 
selected: the traces from the given receiver location and two traces on either 
side. Thus a total of 55 input traces were used for each output trace (except at 
the edges of the survey). The direct arrival first breaks were aligned and 
averaged by means of a running mean filter. This then gave an estimate of the 
direct wavefield for all 2601 traces. This process could also be performed using 
S wave arrival times to estimate the S-wave direct wavefield. 
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This direct wavefield estimate provides a robust method of deconvolution 
(Figure 3.2). A Wiener shaping filter was computed from the estimated direct 
arrival wavelet on each trace, and applied to the corresponding recorded trace. 
The desired output was a minimum phase wavelet with the same amplitude 
spectrum as the input wavelet. 
DECON 
raw data j ^ Deconvolved data 
CRAG 
input traces for designing 
CRAG data ] Wiener shaping filters 
/ 
Figure 3.2 The common ray angle gather processing scheme. 
Findlay (1991) observed, and it is my experience, that this method is unsuitable 
for the Coal Measures datasets, which have fewer sources and receivers than the 
physical model dataset, because of the end effects on the averaging process for 
the shallowest and deepest source and receiver positions. Also, trace-to-trace 
variations in the direct arrival waveforms are greater, possibly due to peg-leg 
multiples. 
3.3 Direcit Arr ival Soppressiosi 
3.3.1 Mut ing 
For reflection imaging, it would be desirable to remove direct arrivals, which are 
of higher amplitude than the reflected arrivals. Hu and McMechan (1987) and 
Findlay et al. (1991) advocate the use of first break (transmitted) energy muting. 
Note that this will not remove slower S-wave direct arrivals, nor direct P-waves 
where the first arrivals are head waves. Also note that it is preferable to perform 
direct arrival suppression after waveshaping deconvolution. The direct arrival 
has then been compressed into a narrower wavelet, so the muting may be 
constrained to a narrower window, therefore corrupting less of the reflected 
arrivals. 
The inherent problem with muting of the direct arrival is that, because the 
traveltime of the up/downgoing reflected arrival just above/below a reflecting 
interface is only slightly greater than the traveltime of the direct arrival, reflected 
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energy will also be removed. This means that reflector coverage will be lost 
near the source and receiver boreholes. 
3.3.2 First break estimation 
To be able to mute, it is first necessary to estimate the direct arrival times at 
each receiver position. Findlay's automatic first break picking program within 
the xhr package (Appendix B) is an efficient way of doing this. First breaks are 
picked on a statistical basis, by locating the time sample where the recorded 
signal amplitude rises sufficiently above the rms amplitude of the background 
noise. Leggett et al. (1993) used a method of deconvolving the direct arrival to 
a zero-phase peak, and then picking the maximum amplitude in a window around 
the first arrival. 
3.3.3 Median filtering 
Any coherent arrival can be eliminated from seismic data by use of multichannel 
filters (Ozdemir and Saatfilar 1990). Median filters work by aligning the arrival 
to be enhanced or removed, and performing a median filter across the traces 
whereby the median value of a time sample over an odd number of traces is 
placed at the time sample of the middle trace. Aligned events will be enhanced 
at the expense of dipping events. The estimate of the aligned arrival can then be 
subtracted from the original data. To prevent too much destruction of useful 
signal, the filter should be applied only within a time window specified about the 
arrival to be suppressed. High cut filtering follows median filtering to reduce the 
high frequency noise ('jitter') introduced by the filtering. 
Although median filtering has been used in crosshole reflection processing 
(Rector et al. 1992a, Cai and Schuster 1993), the smaller number of source and 
receiver positions used (i.e. less data redundancy), and trace-to-trace variations 
(§3.2.4) in the datasets used in this study mean that the level of noise introduced 
by median filtering is unacceptable. 
3.3.4 Common ray angle gather 
An alternative scheme for direct arrival removal uses the CRAG method (§3.2.4) 
of Pratt and Goulty (1991). The CRAG gives an estimate of the direct wavefield 
for all 2601 traces. Following trace-by-trace deconvolution of the wavefield, the 
deconvolved total wavefield was used in exactly the same process 
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raw data DECON 
CRAG 
T 
CRAG data 
Deconvolved data 
CRAG SUBTRACT^ Reflected data 
CRAG deconvolved data 
Figure 3.3 Scheme for direct wavefield removal using common ray angle 
gathers. 
of estimating the direct wavefield described earlier. Once this new direct 
deconvolved wavefield was computed, it was subtracted from the deconvolved 
total wavefield to produce an estimate of the scattered wavefield (Figure 3.3). 
It was reahsed that this scheme involving a second CRAG would tend to smooth 
out traces by involving more than 55 traces in producing a single trace, since 
each trace input to the second CRAG would already be influenced by 55 traces 
input to the initial CRAG. It was also unnecessarily cumbersome, in that an 
estimate of the deconvolved direct wavefield could be obtained by applying the 
same filters to the direct wavefield estimate as had been applied to the total raw 
wavefield (Figure 3.4). This dramatically reduced the computation time for this 
method since deconvolution is less CPU intensive than the CRAG method. 
raw data DECON 
CRAG 
Deconvolved data 
SUBTRACT^ Reflected data 
CRAG data 
DECON 
Deconvolved CRAG data 
Figure 3.4 Improved scheme for direct wavefield removal using common ray 
angle gathers. 
The reason for performing deconvolution before subtraction was so that any 
high frequency noise introduced due to slight mis-match would be within a 
compressed window. The method was significantly more successful at removing 
the direct wave arrival than the methods described above, and in doing so 
avoided all use of muting which had proven a problem in removing the desired 
reflected arrivals in previous methods. However, the caveats mentioned in 
§3.2.4 of end effects and trace-to-trace variations are pertinent again. A further 
advantage of this method is that it can be used to mute direct S-waves also, by 
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repeating the CRAG with the traveltime picks of the S-waves instead. The 
success of this second CRAG will be dependent on the ease of S-wave arrival 
traveltime picking, since the arrival will be masked by P-wave reflections, and 
will vary in amplitude with angle of trajectory. 
3.4 Wavefield Separation in the f-k domain 
Both f-k velocity filtering and median filtering have been used in crosshole 
seismic wavefield separation. The first method is the one used by Kragh et al. 
(1991) and Findlay et al. (1991). The median filter and its associated problems 
have already been discussed with regard to direct arrival suppression (§3.2.4). 
The two-dimensional Fourier transform (2-D FT) and its applications to seismic 
reflection data processing are well known (Embree et al. 1963, March and Bailey 
1983). The computational use oi f-k techniques has been greatly facilitated by 
the Fast Fourier Transform (FFT) (Cooley and Tukey 1965), which reduces 
dramatically the number of calculations necessary for transforming. For our 
purposes, the most interesting application of the 2-D FT is that of velocity 
filtering (Christie et al. 1983). Often referred to as pie-slice or f-k filtering, the 
technique has found wide application in VSP processing (Hardage 1985). 
3.4.1 Differences between VSP and crosshole 
Both crosshole gathers and VSP gathers contain several arrival modes which 
often intersect in the z-t domain, and are therefore difficult to separate using 
time domain filters. In the f-k domain, these arriving energy packets transform 
to events radiating from the origin. The slope of an event is equal to the 
apparent velocity with which the arrival passes the receiving array, and it can be 
deduced that intersecting arrivals in z-t have different apparent velocities and 
will plot along different hnes in f-k. Attributing positive velocities to upgoing 
events it can be seen that upgoing and downgoing events will be separated into 
the right hand and left hand sides of the f-k plot in Figure 3.5, respectively. 
Filtering in the f-k domain, by putting to zero a wedge or pie slice of the 
spectrum, can therefore be used to discriminate between intersecting arrivals, 
and between up- and downgoing events. 
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Figure 3.5 F-k plot showing the separation of upgoing and downgoing events, 
and a filter for passing only upgoing events. 
For a particular interface, a wave arriving at it from above would 'see' it as the 
opposite polarity to that 'seen' by one from below, i.e. the impedance contrast 
would be positive for a downgoing wave and negative for an upgoing wave or 
vice versa. Therefore the reflected signals from above an interface (upgoing 
reflections) would be of opposite polarity to those below (downgoing). 
Separation of wavefields is a necessary pre-migration processing step since 
unless the up and downgoing events are migrated separately, there would be a 
net cancellation effect from combining their respective reflectivity amplitudes. 
One important difference between VSP and crosshole wavefields is that, in the 
crosswell situation, many reflection events overlay the direct arrivals in/- / : space 
(Figure 3.6), and wavefield separation by f-k filtering is difficult (Hardage 1992). 
For a VSP wavefield, the direct and reflected events fall into opposite half 
spaces of the f-k domain, and effective f-k filters can be designed to suppress 
either the direct or the reflected wavefields. Note how it is not possible to 
perform a simple pass filter to separate direct and reflected arrivals for crosshole 
data in the f-k domain. As discussed previously (§3.3.1), this could be avoided 
by muting the direct arrival either pre- or post- wavefield separation. 
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Figure 3.6 (a) VSP data in the z-t domain and (b) in the f-k domain, 
(c) Crosshole data in the z-t domain and (d) in the f-k domain. 
3.4.2 Data preparation for f-k filtering 
Data processing prior to transformation to the f-k domain and the design of the 
f-k filter are crucial for minimising the artefacts of the transform and filtering 
processes. March and Bailey (1983) have covered most of these factors; here 
attention will be brought to those which are of particular interest in crosshole 
processing. 
One problem with digitally sampled data is that of undersampling and thus non-
unique definition, especially in discrete Fourier space. I f the temporal and 
spatial (i.e. source or receiver spacing) sampling intervals for the data are At and 
Az, the temporal and spatial Nyquist frequencies are defined as 
f = 
J NYO NYQ 2 At 
(3.1a); kuYQ 2Az 
(3.1b) 
Before transforming the data to the f-k domain, the gather must be normalised so 
that each trace has equal energy. Large differences between adjacent trace 
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amphtudes would cause ringing in the f-k spectra, hence degrading the wavefield 
separation process. The importance of this step is of course highly data 
dependent. Coal Measures data are affected by the different source coupling 
factors (Kragh et al. 1991, Findlay et al. 1991), and may also be affected by 
variable receiver coupling. The physical model data (§2.2.2) on the other hand 
have near constant source/receiver coupling, though some slight variation should 
still be corrected by normalisation. 
The FFT algorithm requires that the data consist of 2" samples, where n is an 
integer, in both space and time dimensions. Padding out the number of samples 
with zeroes up to the next integer power of 2 is a simple matter in the time 
direction. Where the number of traces are not an integer power of 2, padding 
out with zero traces up to the next power of 2 is performed. In fact these 
padding traces are highly advantageous for preventing wrap-around and so it is 
often desirable to pad out with zeroes by a further power of 2. 
Prior to the f-k transformation, the data must be spatially and temporally 
tapered. The 2-D FT assumes that the dataset repeats to infinity along both z 
and / axes. This assumed periodicity is not a great problem in time, since both 
the start and tail of the traces can be tapered without loss of desired data. 
However, a greater problem exists in the spatial direction, where a large 
discontinuity exists between a data trace and a zero (padding) trace. As 
mentioned above, this will cause ringing in f-k unless a spatial taper is applied to 
reduce the amplitudes of the edge traces down to zero over three or four traces. 
It should also be noted that the same tapering requirement exists when 
transforming back from/-A: space to z-t. With the data used in this project, the 
ampHtude tapers off to zero before the temporal Nyquist frequency. However, 
sharp cut-offs exist at the positive and negative Nyquist wavenumber, and it is 
necessary to apply a taper to zero over the edge wavenumber values. 
3.4.3 Filter design 
The arrivals to be passed and those to be rejected must be identified in the data 
in both the z-t and f-k domains. The apparent velocities of the arrivals can then 
be calculated. Should these arrivals be low amplitude, some intuition in 
apparent velocity estimation is required on the part of the processor, based on 
knowledge of the formation velocities. A pie-slice filter is then designed with 
pass slope velocities around that of the useful arrival (Figure 3.5). For example, 
P-wave arrivals will have apparent velocities of between 1800m/s (a wave 
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travelling vertically through a formation of velocity 1800m/s) and infinity (a 
wave travelling horizontally and therefore hitting all sources/receivers 
simultaneously). Depending on the geometry of the borehole seismic 
acquisition, the range of useful angles of reflected arrivals can be calculated. 
The pie slice filter must not have sharp edges, since this would introduce an 
event at the velocity of the cut-off upon transforming back into z-t. A cosine 
taper is used by the xhr package (Appendix B) to smooth the edges of the pie-
slice from the value of unity at the slope velocity down to zero at a velocity 
input by the user (Figure 3.5). For the same reason, it is prudent to select the 
edges of the velocity filter to lie along low amplitude channels in the data. 
3.5 Migration 
The migration process relocates reflection events to their true subsurface 
positions, and collapses diffractions to a point. Surface seismic surveys may be 
migrated post-stack on the assumption that the stack may be treated as a zero-
offset section. However, this assumption is not valid for strong lateral velocity 
variations or for strong multiples and conflicting dips, for which the hyperbolic 
moveout assumption for stacking no longer holds (Yilmaz 1987). Full pre-stack 
migration, although preferable for overcoming the above problems, is less 
frequently employed because of the huge volumes of data and hence computing 
cost and time involved. Instead, pre-stack partial migration (synonymous with 
dip moveout, D M 0 ) has been developed (Deregowski and Rocca 1981). In 
contrast, crosshole migration must be performed pre-stack as the source/receiver 
acquisition geometry precludes the equivalent of forming CMP gathers. Pre-
stack migration is feasible for the small crosshole datasets used in this work, and 
stacking is performed post-migration when required. 
Three mainstream migration methods have been developed, based on solutions 
to the scalar wave equation:- Kirchhoff diffraction stack, finite difference and f-k 
migration (Hood 1981, Yilmaz 1987). The first pre-computer technique used 
was semicircle superposition. Diffraction summation (diffraction stack) 
(Hagedoorn 1954) was the first migration scheme commercially available on a 
computer. A progression from this was Kirchhoff summation, whereby 
Kirchhoff integral theory, rather than the ray approximation used previously, 
was employed to make the summation consistent with the wave equation. This 
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then included the effects of spherical spreading, obliquity and amplitude and 
phase corrections inherent in the depiction of the reflector as a series of closely 
spaced Huygens' secondary sources. Finite difference solutions to the scalar 
wave equation based on wavefield extrapolation and an imaging condition have 
been pioneered by Claerbout (e.g. Claerbout 1970, Claerbout 1971, Claerbout 
and Johnson 1971). A further set of methods are the frequency-wavenumber (/"-
k) methods such as those of Stolt (1978) and the phase shift method of Gazdag 
(1978). These methods were based originally on a constant velocity medium, 
and their use in heterogeneous media is not free from problems. 
3.5.1 WhyKirchhoff? 
Findlay (1991) has made a comparison between several migration algorithms for 
application to crosshole processing. One conclusion from this was that 
Kirchhoff methods were preferable to finite difference methods because they 
were faster and because of the extra control of image quality available during the 
migration process through the use of an imaging aperture. He also concluded 
that the diffraction stack technique did not give theoretically correct amplitudes 
or phases in the migrated section, the finite difference technique (as coded up 
from Sun and McMechan 1986) produced reverberations due to grid dispersion 
effects and the Kirchhoff algorithm was unsuitable as it implied that the 
reflectivity response depended on the image point position between the source 
and receiver boreholes (§3.5.3). He therefore recommended and employed the 
Generalised Kirchhoff migration (Dillon 1990), although he noted the similarity 
to the Generalised Radon Transform (Miller et al. 1987). 
3.5.2 Development of Kirchhoff migration 
Claerbout's (1971) imaging principle states that reflectors exist at points in the 
subsurface where the first arrival of the downgoing wave is time-coincident with 
the upgoing wave. This principle forms the basis of all migration schemes. In 
wave-equation migration, the scattered wavefield at the geophone array is 
extrapolated (in reverse time) back along its path of propagation. An image is 
formed where the extrapolated wavefield meets the direct arrival. 
As previously mentioned, diffraction stack migration was originally based on ray 
tracing concepts and on the scalar diffraction theory of Huygens and Fresnel. 
French (1975) and Schneider (1978) introduced to the diffraction stack process 
the Kirchhoff integral solution to the wave equation. When used in conjunction 
with an imaging condition this becomes Kirchhoff wave-equation migration. 
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Schneider's form of the 3D Kirchhoff integral formula (Schneider's equation 5) 
was derived in terms of the free surface Green's function for the wave equation: 
X 1 f r cosa 
Pir,t) = — clA-— 
27f'-' IRIc 
3 c 
— P{ro,to) +—Piro,to) 
d t IRI 
(3.2) 
In surface seismic applications, this relates the wavefield P{r,t) observed on the 
plane z = 0 to its value at a point P(ro,/o) 'n the earth's subsurface at an earlier 
time. IRI is the distance from Tq to r, c is the velocity of the medium through 
which the wave has travelled and cosa is the obliquity term. When thinking of 
crosshole applications, however, these definitions are inappropriate and instead 
we consider the observed wavefield at a position vector r related to its value at a 
position vector at an earlier time. 
As they stand, the first and second terms in the square brackets can be 
considered as the far-field and near-field terms, respectively. The near-field term 
is frequently dropped in seismic applications, giving the Rayleigh-Sommerfield 
diffraction formula of optics (Goodman 1968). The far-field term is also known 
as the high frequency approximation, since a higher frequency will mean a 
greater number of wavelengths in a set distance. Dropping the near-field term 
gives: 
P{T,t) = - L f f J A ^ | - P ( r o , / o ) (3.3) 
2TC-'"' IRIc dt 
The operations implied by equation (3.3) are simply weighting, scaling and phase 
shifting of data on a hyperboloid. Note that for surface seismics this hyperboloid 
will be symmetrical about a vertical line whereas for crosshole configurations the 
symmetry will be about the normal to the plane through the source and receiver 
positions. The term cosa represents a directivity term which falls off from unit 
value at the apex of the hyperboloid down its flanks. By considering a reflecting 
surface as a series of closely spaced Huygens' secondary sources, and by analogy 
with the geometrical optical case of point apertures, the necessity of this term to 
deal with angular dependent amplitudes becomes apparent (Sheriff and Geldart 
1983). The factor ] ^ represents a true amplitude scaling factor and can be 
thought of as compensating for spherical spreading. Differentiation of the 
pressure function with respect to time, when examined in the frequency domain, 
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represents a f phase shift together with a linear high-frequency boost. This is 
commonly known as the Newman (1990) filter. 
For 2-D this equation can be adapted by reducing the area integration to a line 
integral (Devey 1978), and thus cylindrical symmetry. This results in: 
P ( r , t ) ^ U ^ ^ ^Piro,to) (3.4) 
The square root differentiation is not defined, except in the frequency domain 
where it represents a f phase shift and a non-linear high frequency boost (f"^). It 
can be rewritten as: 
^P{ro,to)= rdTF(T)Piro,to) (3.5a) 
where F(f) is the half differential operator such that 
F(0 = — - ^ f o r t > 0 . (3.5b) 
dt V/ 
Dillon (1988) has applied this integral to the VSP configuration with non-
collinear source and receiver positions. 
Using the quantities defined in Figure 3.7, the integral becomes: 
P^r,t)={dL^ S^rdTFiT)p(ro,T^^-^^] (3.6) 
To convert the integral from 2-D (line-source and receiver, structure invariant 
perpendicular to the plane containing the boreholes) to 2.5-D (point-source and 
receiver, structure invariant perpendicular to the plane containing the boreholes), 
the integral is muhiplied by the amplitude correction factor {^R^ + ). A 
further correction factor of i-yjR^) is needed since we are using an imaging 
condition, and so must allow for the fact that the image points in crosshole are 
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scatterers and their illumination (i.e. intensity of incident wavefield from source) 
depends on their distance from the source. The integral becomes: 
P{r,t) = jdL^ cos Q^j 
cR 
M ror (3.7a) 
c J 
where M 
f 
ro 
V 
^ = dTF{T)P r o , r + 
c j Jo V c ) 
(3.7b) 
Apart from scalar terms, this is equivalent to Dillon's (1990) equation (4), which 
forms the basis of his further comparison between Kirchhoff migration and 
acoustic generalized Radon transform (GRT) migration (Miller et al. 1987). 
Dip angle 
Tangent 
Figure 3.7 Elliptical isochron for the traveltime from a source at s to a 
scattering point x and on to a receiver at r. 
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Equation (3.7) may be approximated by a summation over the receiver array L^. 
Resetting the equation in terms of reflectivity and dropping scalar terms (Dillon 
1990 equation 5): 
C(x) = l A L . . ^ . 4 K ^ r M \ r : - ^ ^ J (3.8) 
In replacing the integration by a discrete summation, we have introduced the 
possibility of error if AL^ is not small compared with R^. However, since the far-
field approximation has already been made, this should not be a limitation. Note 
again that the summation in equation (3.8) is similar to a diffraction stack with 
an obliquity factor, a wavefront spreading term and the amplitude and phase 
corrections of the Newman filter being incorporated. 
3.5.3 Generalised Kirchhoff migration 
Findlay (1991) argued that equation (3.8) was clearly inadequate for the 
crosshole geometry, since the reflectivity would be larger where R^ > R^ i.e. 
nearer the receiver borehole. An expression which was symmetrical with respect 
to an exchange of source and receiver arrays (i.e. the reciprocity principle) 
would be preferable. 
Dillon's inspiration for his 1990 paper came from a desire to correctly image 
deviated well VSPs, where the source is maintained vertically above the down-
hole geophone at each well station. However, correct wavefield extrapolation 
requires that the boundary conditions at the array of geophones satisfy the wave 
equation. Although a sufficient condition is to perform the survey with a single 
stationary source, a moving source deviated-well VSP fails to provide the 
boundary conditions for wave-equation migration. Dillon thus derives a 
generalized Kirchhoff (GK) migration algorithm from the exploding reflector 
model and compares this to the GRT migration scheme which was developed to 
handle any configuration of sources and geophones. 
The 2D form of Dillon's (1990) GK migration summation operator is: 
C(x) = X jj^cos +AL, JEcos e /?, V R, 
.jRTR;Mis,r,t^+t^) (3.9) 
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The theory behind this operator does not satisfy the wave equation, and it is 
necessary to remember this when considering the images produced by the 
operator. There is also an error term which is proportional to cos^^ - coscf)^  (the 
angles made by the incident and reflected rays to the normal to the surface at x), 
though this is very small if the zone of illumination extends beyond a few 
wavelengths from x, and the geophone array and source array are extensive 
enough to capture most of the scattered energy. The 2-D form of GRT migation 
is given as equation (3.10), and the only difference with GK migration is the 
half-angle weighting term. This would tend to discriminate against high angles 
of incidence. 
C(x) = ^ AL, jocose, +AL jocose, cos'%V^,+7?, M(s,r,/,-H/J 
(3.10) 
3.5.4 Implementation of migration 
The program liirchmig was written by Findlay (1991) to carry out diffraction 
stack, Kirchhoff summation (equation (3.8)), GK summation (equation (3.9)) 
and GRT migration (equation (3.10)). This program has formed the basis of 
subsequent developments (§5.1). The program's raytracing is performed 
through a horizontal layered velocity model; different horizontal and vertical 
velocities can be defined to model anisotropic media. The migration plane is 
covered by a user-defined grid of image points. Each image point is considered 
in turn, and raytracing from each source position to the point and from each 
receiver position provides a total travel time and distance travelled for each 
source-receiver combination, together with the angles of take-off from source 
and receiver and incidence at the image point. 
For the processing of the tank data, a second raytracing method was adapted 
from the method used by Leggett et al. (1993) for tomography. The program to 
perform this was modified from Cassel's (1982) curved-raytacing algorithm. A 
grid of cells ('boxels') is defined, each with an associated velocity. Refraction 
calculations using Snell's law therefore are performed at each cell boundary. As 
above, a grid of image points is considered in turn, and raytracing provides 
traveltime, distance travelled and angles. This method is discussed further in 
§7.5.4. 
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3.5.5 Estimation of the velocity model 
To estimate the velocity field for the raytracing, one can use tomographic 
methods, velocities estimated from horizontal raypaths, and sonic logs and 
uphole shots. The method used for each of the three datasets is different (§6.3, 
§7.5.5, §8.1.2). 
3.6 Factors influencing the order of the processing scheme 
3.6.1 Source or receiver directivity 
Should either the source or receiver display directivity, it would be preferable to 
wavefield separate the data into up or downgoing wavefields prior to the 
extraction of a minimum phase wavelet from the data (§3.2.1). In this way a 
separate filter can be designed for the up and for the downgoing wavefields. 
3.6.2 Source and receiver depths 
Where the source and receiver are at very different depths, the direct wavefield 
will be downgoing in the CSG or CRG whereas the reflected arrival will be 
upgoing or vice versa. In this case it would be better to suppress the direct 
arrival after wavefield separation, so as to preserve as much of the reflected 
wavefield as possible. In fact, f-k filtering will be an effective tool for direct 
arrival suppression, and further suppression may be unnecessary. When the 
source and receiver are at similar depths, however, the inclusion of the direct 
arrival can lead to ringing problems on application of f-k filters. A further 
salient point is that direct arrivals will contain higher frequencies than reflected 
arrivals which have travelled through more of the subsurface which preferentially 
attenuates higher frequencies. 
3.6.3 Area to be imaged 
Following on from the point above (§3.6.2) about/-/: filtering being an effective 
tool for direct arrival suppression, this is especially true where reflections from 
the area of interest are upgoing on the receivers when the direct arrival is 
downgoing and vice versa. It is interesting to consider which parts of the 
section this is true for. For the area of secfion close to the upper half of the 
receiver array, the primary reflections from deeper sources are downgoing at 
the receivers whereas the direct waves are upgoing. Thus these wavefields 
could be separated in f-k space for each CSG. For the area close to the lower 
half of the receiver array, the reflections are upgoing whereas the direct waves 
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are downgoing, and f-k filtering in CSGs is effective here too (see §7.4.2). By 
reciprocity, for imaging the section close to the source array, f-k filtering needs 
to be carried out in common receiver gathers (CRGs). Thus, f-k filtering is good 
for removing the direct wave on seismograms where source and receiver are at 
very different depths. 
3.6.4 Direct arrival suppression before or after deconvolution 
It has been mentioned already that it is better to perform direct arrival 
suppression after waveshaping deconvolution (§3.3.1) since the direct energy 
has been compressed into a narrower window and therefore less reflected energy 
will be removed. This is indeed true for any method of direct wavefield 
suppression. However, should the direct waveform be substantially different 
from the reflected arrival, possibly due to the attenuation of higher frequencies 
along the longer reflected raypaths, it may be prudent to remove the direct 
wavefield prior to the design of the deconvolution filter, or to ensure that the 
design of the filter is not influenced by the direct wavefield. 
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Chapter IV 
Imaging Capability of Crosshole Seismic Reflection 
Surveying 
In a crosshole survey between vertical boreholes, we would hope to image at 
least that part of the section between source and receiver arrays, as well as 
tapering zones above and below this area. However, we will see that the range 
of dips sampled over some of the section is inadequate for satisfactory imaging. 
4.1 Introduction 
4.1.1 Coverage of crosshole surveys 
The coverage of crosshole surveys can be explained by first considering the 
reflection point locus for horizontal layers with one shot and receiver 
combination. Here we are only considering upgoing reflections. This is 
analogous to the CMP in traditional surface seismics (Figure 4.1). 
(a) 
Source Receiver 
\ \ Common / / 
Mid Point 
/ / 
/ / \ \ 
\ 
/ 
(b) 
Source 
Receiver 
Reflection 
Point Locus 
Figure 4.1 The reflection point locus for a single shot and receiver in an 
isotropic medium, (a) Surface Seismic i.e. CMP and (b) Crosshole. 
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By considering the reflection point loci for all source and receiver positions 
(Figure 4.2), and by considering loci for the downgoing wave as well, which 
would be Figure 4.2 inverted, the expected crosshole coverage is as shown in 
Figure 4.3. Also shown is the coverage for hole-to-surface surveys which 
extends out laterally from the borehole to half the distance to the furthest offset 
geophone. It is possible therefore to build up continuous coverage of the 
subsurface along lines of boreholes with either crosshole or hole-to-surface 
surveying. 
50 metres • 
20 metres 
100 metres 
Figure 4.2 Upgoing reflection point loci for a crosshole survey in an isotropic 
medium (from Findlay et al. 1991). 
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Sources/receivers 
Crosshole coverage Hole-to-surface coverage 
Figure 4.3 Zones of coverage of crosshole and hole-to-surface surveys. 
4.1.2 Image quality and dips sampled 
When migrating seismic reflection data, image quality depends on the 
distribution of dips sampled at each image point. To obtain an optimally 
focused migrated image, our experience is that the migration aperture should 
include dips of ±15° relative to the local structural dip. I f the local structural 
dip does not lie within the sampled range, then the image is smeared into the 
familiar, characteristic migration 'smiles' (Carrion et al. 1991). For crosshole 
seismic reflection surveys, the distribution of dips sampled at each image point 
is controlled principally by the survey geometry, including source and receiver 
array lengths and their element spacings. Here it is shown how the survey 
geometry can limit imaging capability close to the boreholes and even in the 
middle of the section between the boreholes. It is important to be aware of 
these limitations in planning surveys and in interpreting crosshole seismic 
reflection sections. An example of how the image quality of a crosshole 
reflection survey from coal exploration boreholes relates to the survey 
geometry is included in §8.1. 
We consider here the geometric factors which govern image quality, and hence 
the spatial extent of useful coverage in crosshole seismic reflection surveys. 
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We shall principally discuss the range of dips sampled at image points and the 
effect of the discrete element spacing in source and receiver arrays on the 
distribution of dips within the sampled range. Related issues such as the 
elimination of direct waves (§3.3) and the choice of migration scheme (§3.5, 
§5.1) are discussed elsewhere. These factors are all critical for imaging near to 
the boreholes. I f the lengths of the source and receiver arrays are comparable 
with (or less than) the borehole separation, then the range of dips sampled will 
also be too narrow for satisfactory imaging in the middle of the section between 
the boreholes. 
4.2 Dip sampling at image points 
For a single source and receiver in a constant velocity medium, an isolated 
primary arrival might have been scattered from any point on an ellipsoid with 
source and receiver positions at the foci. The cross-section in the vertical plane 
through source and receiver is an ellipse (Figure 4.4), which may be called an 
isochron because the sum of the traveltimes along raypaths from s to x and 
from X to r is a constant for any position x on the ellipse. The tangent to the 
ellipse at x defines the dip angle of a planar reflector through x which would 
give rise to a specular reflection. 
Dip angle 
Tangent 
Figure 4.4 Elliptical isochron for the traveltime from a source at s to a 
scattering point x and on to a receiver at r. (This Fig. is identical to Fig. 3.7) 
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To perform Kirchhoff migration, rays are traced through a layered velocity 
model from each image point to each source and receiver location to calculate 
the traveltimes (see §3.5.4). From the angles with the vertical made by the 
raypaths at each image point x, the dip angle sampled by that source-receiver 
combination can readily be found. 
Figure 4.5 shows the distribution of dips sampled by the upgoing wavefield for 
part of the section in the example survey from the Lowther South site 
(boreholes 3438-3437; see §8.1). 
Distance from source borehole (m) 
32 28 24 20 
V 
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Depth (m) 
60 
Figure 4.5 Rose diagram showing the distribution of dips sampled at particular 
image points for the upgoing reflected wavefield. The diagram is plotted for 
half of the interborehole space over the depth range 40-60 m. Shot depths 10-
52m, receiver depths 12-56m, shot and receiver spacing 2m. 
For this figure, both source and receiver arrays are assumed to be continuous; 
the effect of discrete element spacing in each array is considered in the next 
section. The GB migration scheme (§5.1) of equation (5.3) is equivalent to a 
stack of migrated CSGs and CRGs, as are the GRT and GK migration schemes, 
and in every migrated gather the same uniform weighting applies across the 
range of dips sampled. In forming the rose diagram, therefore, the lengths of 
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the diametrical lines through the centre of each rose are directly proportional to 
the number of gathers which sample the corresponding dip angle. It can be 
seen that the weighting tapers off naturally towards each end of the total range 
of sampled dips. 
Another consideration which affects the range of dips sampled at image points 
is whether any restriction should be placed on the maximum allowed value of 
the angle 6 between the incident and scattered raypaths (see Figure 4.4). As 0 
increases, the location of the isochron surface on the depth section becomes 
extremely sensitive to errors in the velocity field. Given that sedimentary rocks 
are anisotropic, it is virtually impossible to find the velocity field exactly. To 
prevent the quality of the image being degraded by velocity errors, one could 
specify a maximum allowed value of 0; we have found it convenient instead to 
specify a maximum angle which the raypaths can make with the vertical at the 
image point. This limits the amount of raytracing which has to be done and is 
consistent with the use of f-k filters for direct wave removal. A value of 60° 
has been found to be suitable to avoid degradation of the image. 
The resulting reduction in the ranges of dips sampled by the upgoing wavefield 
is shown in Figure 4.6. The dip sampling, and therefore the imaging capability, 
is optimum in the middle of the section around the level of the deepest source 
and receiver elements. This bodes well for imaging a hydrocarbon reservoir by 
means of a crosshole reflection survey between two wells which terminate at 
the base of the reservoir. In such circumstances, traveltime tomography would 
not be able to image the reservoir because the angular coverage of the raypaths 
would be much too limited. 
At the fault location (see §8.1), near the bottom of the receiver array, the range 
of dips sampled is from -1-28° to -7°. Generally, for image points close to the 
receiver array, the range is limited by the spatial extent of the source array, and 
vice versa. Towards the centroid of source and receiver arrays (top right-hand 
corner of Figure 4.6), the range of dips sampled becomes extremely narrow, 
and the image wil l become similar to that which would be obtained by 
reflection point mapping. This is due to the limited vertical extent of source 
and receiver arrays, which are only slightly longer than the borehole separation. 
We can thus see it is desirable that the ratio of source/receiver array length to 
borehole separation should be 2:1 or greater for adequate imaging in this part of 
the section. 
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Figure 4.6 Rose diagram showing the distribution of dips sampled at the same 
image points as Figure 4.5 with the additional restriction that raypaths must be 
within 60° of the vertical at each image point. 
For image points beyond the boreholes, no specular reflections can be received 
from horizontal interfaces. Even so, there is some imaging capability there i f 
the local structural dip lies within the sampled range, although that would not 
commonly be the case. 
In Figures 4.5 and 4.6 we have only considered dips sampled at image points by 
the upgoing reflected wavefield. However, it is obvious that similar rose 
diagrams may be produced for that part of the section which is sampled by the 
downgoing reflected wavefield. Because of the limited vertical extent of source 
and receiver arrays, there is little overlap between the areas which can be 
imaged by the upgoing and downgoing reflected wavefields in this example 
survey. 
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4.3 Effect of source and receiver spacing 
In the preceding section, we examined the distribution of dips at each image 
point assuming continuous source and receiver arrays, and we ignored the 
effect of the spatial sampling interval. In our example survey, the source and 
receiver positions were spaced at intervals of 2m within their respective arrays. 
The rose diagram of Figure 4.6 is modified to take account of this in Figures 
4.7 and 4.8. As before, the maximum allowed angle between the raypaths and 
the vertical at each image point is 60°. 
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Figure 4.7 Rose diagram showing the effect of discrete spatial sampling on the 
distribution of dips sampled at the same image points as in Figure 4.6 for the 
upgoing reflected wavefield. 
Towards the middle of the section there are no gaps in the distribution of dips. 
However, close to the boreholes there are gaps within the range of dips 
sampled. This is shown in Figure 4.8, plotted on a larger scale, around the 
suspected fault location adjacent to the receiver borehole. Roses are spaced 0.2 
m apart vertically at distances of 1, 2 and 3m from the receiver borehole. The 
gaps in the range of dips sampled at an image point are dependent on its 
position relative to the nearest receivers above it. They could be infilled by 
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reducing the receiver spacing in the nearby borehole. Note that reducing the 
source spacing would only increase the sampling density where dips are already 
adequately sampled; the gaps in the dip distribution would remain. However, a 
smaller source spacing would be required in order to improve the image close 
to the source borehole. 
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Figure 4.8 Similar rose diagram for image points spaced 0.2 m apart vertically 
over a 2 m interval at distances of 1-3 m from the receiver borehole. 
For image points close to either the source or receiver array, it is the 
combination of spatial sampling in the near borehole and the extent of the array 
in the far borehole which govern the ability to form an accurate image. Rose 
diagrams such as those in Figures 4.7 and 4.8 clearly show where spatial 
sampling and array lengths are adequate over the section. Where they are 
inadequate, the image wil l inevitably be smeared, whatever is done in 
processing. 
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Chapter V 
Advanced Processing 
Two processing techniques are described here which have been developed to 
enhance the image quahty of migrated sections. Generalised Berryhill migration 
has been developed as a full generalised Kirchhoff migration to include the near-
field term, with the aim of improving image accuracy close to the source and 
receiver arrays. 3-D f-k-k filtering is an improved method of wavefield 
separation for crosshole seismic data. 
5.1 Generalised Berryhill Migration 
Both GK and GRT migration (equations 3.9 and 3.10) methods are far-field 
approximations, resulting from dropping the near-field term in the Kirchhoff 
integral, which might be important for imaging close to the boreholes. 
Accordingly, Rowbotham and Goulty (1993a) have adapted Berryhill's (1979) 
method for wave-equation datuming to the crosshole survey geometry to yield a 
generalised Berryhill (GB) migration scheme, which takes into account both the 
near-field and far-field terms. This should improve the ability to image close to 
source and receiver arrays, provided that the element spacing in the nearby 
array is small enough. 
5.1.1 A generalised Berryhill migration scheme 
Starting from Kirchhoffs integral theorem, Berryhill (1979) derived the 
following expression for forward extrapolation of a wavefield in two 
dimensions from one datum to another through a medium of constant velocity: 
(/„„,(r) = - X A L , cose, (5.1) 
where the summation is over traces on the input datum, 
AL, is the trace spacing on the input datum, 
6; is the angle between the normal to the input datum and the raypath from 
the input datum to the output datum. 
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r, and R. are the traveltime and distance, respectively, along the raypath, and 
Q{t-t.) is obtained by convolving the trace on the input datum with the 
function — dr 
for t>t:. 
The expression (5.1) retains the contributions from both the near-field term and 
the far-field term in the Kirchhoff integral. For migrating crosshole data in a 
CSG, we extrapolate backwards in time and use the imaging principle that the 
forward extrapolated wavefield from the source must be time-coincident with 
the backward extrapolated wavefield from the receivers at each image point x. 
To convert from 2-D to 2.5-D (§3.5.2), the summation is multiplied by the 
amplitude correction factor (y[R~+R^). A further correction factor of {^[R^) is 
needed to allow for the fact that illumination of image points depends on their 
distance from the source (§3.5.2). Thus we rewrite (5.1) for a CSG in the real 
survey to give the following expression for the reflectivity estimate: 
(5.2) C,{x) = U„M = - Y ^ r cos 0, J^^R^(R^+R^)Q(s,r,t^+tJ 
where the subscript r refers to the receiver array, is the traveltime from the 
source at s to image point x, and is the traveltime from x to a receiver at r. 
Q(s,r,t^+t^) is obtained by convolving the trace recorded at receiver r from 
source s with the function —7 
dr 
output trace at / = + . 
for t>t^, and taking the value of the 
As discussed by Dillon (1990), reciprocity demands that both source and 
receiver arrays are taken into account symmetrically in forming the reflectivity 
estimate (§3.5.3). This is achieved by summing the reflectivity estimates for 
all CSGs and CRGs together. Ignoring the scalar multiplier, this gives for 
generalised Berryhill migration (where the summation is over all traces): 
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C(x) = YI^AL^ cos 0, -^^RJR^TR^ Q(s,r,t^ + ) 
+ AL^cos e,^V/?,(/?,+/?,)e(r,s,r,-hrjl (5.3) 
Note that for each input trace there are two different functions Q which have to 
be evaluated independently. In the case of Q{x,s,t^ +t^), the recorded trace has 
j2 
to be convolved with the function —7 
at 
for t>t.. The calculation of 
these functions represents the additional computational load over GK 
migration, but this is not heavy because the operator to be convolved with the 
input trace in each case may be truncated after relatively few terms without 
introducing significant error (Berryhill 1979). 
As for GK migration, GB migration is derived for constant velocity, with 
reflectivity due to density contrasts in an acoustic medium. The reflection 
coefficients in these circumstances are independent of incident angle. I f 
desired, a factor cos^(0/2) could be introduced into the summation as for GRT 
migration, where reflectivity is due to velocity contrasts in an acoustic medium 
of constant density. Dropping the terms — and — , corresponding to the 
reciprocal of velocity along the raypath, introduces neglible error as these only 
fractionally change the weighting across the range of dips sampled. As for 
GRT and GK migration, GB migration is symmetrical with respect to source 
and receiver arrays, and actually amounts to a combined stack of individual 
migrated CSGs plus individual migrated CRGs. 
Comparisons between the results obtained using GK and GB migration are 
made in §7.5.6 (tank dataset - Figure 7.33) and §8.1.3 (coal exploration dataset 
- Figure 8.3). The migration program berrymig, which evolved from Findlay's 
kirchmlg program (§3.5.4), is included as Appendix E. 
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5.2 3-D f-k-k wavefield separation 
In processing crosshole seismic reflection data, it is necessary to separate the 
upgoing and downgoing primary reflected wavefields from each other and from 
the direct wavefield. The problems of achieving this satisfactorily are addressed 
earlier (§3.4.1). Here the use of 3-D f-k-k filters is proposed for separating the 
wavefields (Rowbotham and Goulty 1993b). The complete dataset is treated as 
a data volume, with each sample defined by the three coordinates of source 
depth, receiver depth and time. 
5.2.1 Why is it necessary? 
I address the following two problems. The first is that direct arrival energy 
remains in the wavefield separated gather and is imaged as coherent noise in the 
migrated section (§3.4.1). One remedy for this would be to mute the direct 
arrival (§3.3.1), either before or after wavefield separation; however, this step 
will also remove some of the reflected energy required for imaging. Pratt and 
Goulty (1991), Stewart and Marchisio (1991) and Rector et al. (1992b) have 
used what they described as "common ray angle" (§3.3.4), "common interval" 
and "common offset" gathers, respectively (all equating to a constant difference 
between source and receiver depths), to accentuate the differential time moveout 
between the direct and reflected waves. The direct arrival is then removed by 
some type of multichannel filter designed to attenuate arrivals with zero 
moveout. However, these methods are not ideal for the smaller datasets used in 
this study (§3.2.4). 
The second problem is that, although wavefield separated CSGs appear to 
contain coherent reflected events, the coherency is much lower if the same traces 
are viewed in CRGs. Similarly, if wavefield separation is carried out in CRGs, 
then the CSGs are much less coherent. This may be due to the presence of 
multiples, direct shear arrivals and mode-converted events. Rector et al. (1992a, 
1992b) overcame this second problem by filtering in multiple domains. 
Following the removal of the direct wavefield in common offset space, two 
copies of the data were made; one was retained in CSGs and the other was 
sorted into CRGs. The two sets of gathers were processed to attenuate 
reflections from horizontal locations near the common variable well, prior to 2-
D f-k filtering for wavefield separation. The final stacked section (Lazaratos et 
al. 1992) was then a combination of the two datasets, with CSGs imaging the 
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half of the interborehole space near the receiver borehole and CRGs imaging the 
half near the source borehole. 
5.2.2 The method 
I take the next logical step by applying a one-pass f-k-k wavefield separation 
filter to the whole dataset from a crosshole seismic survey. In effect, the method 
is almost equivalent to two-pass 2-D f-k filtering, in both CSGs and CRGs. 
However, visualization of the dataset as a 3-D volume provides a valuable 
insight and, as a practical matter, transformation into f-k-k space allows the filter 
tapers to be selected optimally. 
Previously, f-k-k methods have only been used for conventional geometries, i.e. 
two orthogonal spatial axes and a time axis (e.g. Peardon and Bacon 1992). 
However, there is no reason why the f-k-k technique cannot be extended to the 
crosshole geometry with source depth and receiver depth as the independent 
spatial variables (indeed, stacking diagrams utilize this concept in plotting source 
and receiver positions along different axes, even though they are collinear). In 
the crosshole case, where the arrays are parallel, we may envisage the data as a 
volume with the source depth {s) and receiver depth (r) axes as being orthogonal 
to each other and to the time {t) axis. Upon 3-D Fourier transformation, the 
data are transformed from s-r-t space to f-k^-k^ space, where / is temporal 
ft-equency, k^ is wavenumber corresponding to the 5-axis, and k^ wavenumber 
corresponding to the r-axis. We can then select any volume of the data in f-k-k 
space in a one-pass filtering operation. 
5.2.3 Viewing the wavefields in 3-D 
Let us fu-st consider the direct wavefield and the upgoing reflected wavefield 
from a single horizontal interface between two vertical boreholes, within a 
medium of constant velocity V (Figure 5.1). In s-r-t space (Figure 5.2), a slice 
at constant source depth will give a CSG, and one at constant receiver depth will 
give a CRG. The direct and reflected waves can be graphically represented as 
the surfaces in Figure 5.2. The surfaces meet where the source or receiver is 
positioned at the reflector, i.e., where source or receiver depth is 30m, since 
direct and reflected traveltime will be equal. 
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Direct 
Reflected 
3 0 * 
Figure 5.1 Direct and upgoing reflected raypaths from a horizontal interface 
between two vertical boreholes, within a medium of constant velocity V. 
« 10-1 
Direct 
Reflected 
Figure 5.2 The direct and upgoing reflected wavefields from the simple case of 
Figure 5.1 can be graphically represented as surfaces in s-r-t space. 
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A plane wave in s-r-t space will be represented in f-k-k space by a vector 
through the origin with slope equal to the apparent velocity of the arrival. For 
the simple circumstances under consideration, the direct wavefield transforms 
into the plane k^=-k^ in f-k-k space (Figure 5.3). The upgoing reflected 
wavefield lies in the plane ^ =k^, in one quadrant of the f-k-k domain. Likewise 
a downgoing reflection will lie in the same plane but in the opposite quadrant. 
For a dipping reflector, the reflected wavefield would lie to one side of the 
.^v - plane, but still in the same quadrant. Head waves will also lie in these 
quadrants, having similar moveout characteristics to reflected arrivals. 
1000 
Downgoing 
Reflected 
Upgoing 
Reflected Direct 
1000 
0.0 
Figure 5.3 The direct wavefield transforms into the plane k^ - -k^ in f-k-k 
space. The upgoing reflected wavefield lies in the plane k^ = k^, in one quadrant 
of the f-k-k domain. Likewise a downgoing reflection will lie in the same plane 
but in the opposite quadrant. 
Raypaths for the strongest multiples in crosshole data undergo two reflections. 
They will be either up or downgoing at both source and receiver, and so will lie 
in the same quadrants as the direct waves, around the k^ = -k^ plane. Clearly, 
direct shear waves will also lie in the same two quadrants. 
5.2.4 Filter design 
The traveltime minimum of the reflected wavefield surface occurs when both the 
source and receiver are at the interface depth. Here both the direct and reflected 
raypaths are horizontal, corresponding to k^ =k^=0 (infinite apparent velocity). 
However, for depth migration we have found it convenient to specify a 
maximum angle which raypaths can make to the vertical at the image point. This 
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is because the calculated location of the reflecting point is extremely sensitive to 
velocity errors for large values of incident angle; hence, if such raypaths are 
included, the quality of the migrated image is liable to be degraded (Rowbotham 
and Goulty 1993a, Qin and Schuster 1993). A maximum angle to the vertical of 
60 degrees has been found to be suitable for this purpose. The minimum 
possible value of k^ and k^ for any frequency / is then f/2V, with the maximum 
value being f/V, corresponding to vertical raypaths across the source and 
receiver arrays, respectively, 
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Figure 5.4 (a) Full-pass region of the filter for the upgoing primary reflected 
events (tapers not shown for clarity), (b) Frequency slice of the filter pass 
region at 250Hz plotted with a linear amplitude scale (i.e. constant contour 
interval). 
Thus in 3-D f-k-k space, the part of the upgoing wavefield which we wish to use 
for imaging is defined by k^ = k^ values lying between f/V and f/2V. Following 
the advice of Stewart (1989) and Peardon and Bacon (1992), one-pass filtering 
in f-k-k space is preferred over two-pass filtering with successive fan-shaped 
filters in f-k^ and f-k^ space. Although in practical terms the difference is 
minimal, a smoother pass volume is defined, especially in the tapered zones at 
the corner of the volume. As in 2-D filtering, tapers are necessary to prevent 
ringing upon transformation back into s-r-t space. The full-pass region of the 
filter for the upgoing primary of the reflected wavefield is shown in Figure 5.4a 
(tapers not shown for clarity) and a frequency slice at 250Hz is shown in Figure 
5.4b (tapers shown). The reject region contains the primary downgoing 
52 
wavefield, both compressional and shear direct waves, and the strongest 
multiples. 
The program xhr3 (Appendix D) was written to perform/-A-/: filtering. Figure 
5.5 shows an example data volume pre- and post-filtering. Notice that it is 
dominated by the direct energy along the k^ = -k^ axis. This has been muted in 
the filtering. The f-k-k technique has been used for filtering the physical model 
and one of the Coal Measures datasets used in this study, and the results are 
presented in §7.4.3 and §8.2. They show that the use of 3D f-k-k filtering has 
made the muting of direct arrivals in the time domain superfluous, since the 
separation of direct and reflected wavefields and of up and downgoing 
reflections is achieved in one operation. 
HZ 
,00": 
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Figure 5.5 The data volume transformed into the/-A'-A' domain, and depicted as 
/-slice plots with a linear amplitude scale: (a) before filtering, and (b) after 3-D 
f-k-k filtering. 
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Chapter VI 
Groningen 
This chapter covers the imaging of a common source gather from a crosswell 
survey in the Groningen gas field. 
6.1 Introduction 
A crosswell survey in the Groningen gas field was acquired by Seres a/s of 
Trondheim (Vaage and ZioUcowski 1992). A schematic cross section between 
the deviated wells used in the experiment is included as Figure 6.1. 
Depth(m) 
1500+ 
Chalk 
2000+ 
Source 
2500+ 
200m 
A 
ceiv 
V 
Re ers 
Figure 6.1 Source and receiver positions with the interpretation of the inter-
well geology based on Schlumberger logs and knowledge of the general 
geological setting of the area. 
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The source was at 2350m depth with receivers in Triassic and Zechstein strata 
from 2233-2606m depth. The wells deviated away from each other over this gather 
from approximately 300m well separation at the top receiver, to 330m at the bottom 
receiver position. 
6.2 Data examples 
As explained in §2.1.2, six common source and receiver gathers were acquired 
during this experiment, of which only one common source gather of 125 records 
provided decent coverage. For completeness, the four CRGs are included as 
Figures 6.2(a)-(d). 
Tiawl l iaB n aiUissconds 
2338 n 
ZMO , 
Tfsvel ! • « f t BKMConds 
2333 n 
SanptoNunbst SAMpiaNuabw 
Figure 6.2 CRGs at depths (a) 2453m. (b) 2456m. (c) 2503m. (d) 2506m. 
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6.2.1 Arrivals in the smaller gathers 
The common source gather from 2350m depth with Im receiver spacing (Figure 
6.3) provides detail of the wavefield as the receiver passes through the anhydrite 
at 2519m depth (Figure 6.1), although this is of limited use for imaging. 
However, it does make apparent the receiver cable stretch of 6m (§2.1.2), such 
that the interface appears instead at 2513m receiver depth. Head waves can be 
seen as the first arrivals above this top anhydrite interface, and there is some 
indication of reflected energy from the interface. 
Travel time in milliseconds 
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2523 t 
h 
2525 
Sample Number 
Figure 6.3 CSG from 2350m depth. 
Tube wave energy is of high amplitude in these gathers, although it arrives at a 
later time to that displayed in Figures 6.2 and 6.3, suggesting that a temporal 
mute can be applied without risk of attenuating the earlier reflected energy. The 
tube wave can be seen by plotting the traces from the CRG at 2453m depth 
(Figure 6.2a) on a longer time-scale (Figure 6.4a). On the f-k spectrum of the 
gather (Figure 6.4b), the tube wave energy is seen to be aliased with an apparent 
velocity of about 1600m/s. 
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Figure 6.4 (a) CRG from 2453m depth. 
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Figure 6.4 (b) F-k spectrum of this CRG, showing tube wave energy, with an 
apparent velocity of 1600m/s, aliased above 800Hz. 
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6.2.2 Arrivals in the gather used for imaging 
The 125-trace CSG is displayed in Figure 6.5. The received signal had a broad 
bandwidth of 300-1500Hz, with a pronounced peak around 960Hz (Figure 6.6). 
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Figure 6.5 CSG from 2350m depth. 
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Figure 6.6 Amplitude spectrum of traces 1 (upper trace) and 63 (lower trace) 
from the CSG at 2350m depth. 
To show more detail of the earlier arrivals, this has also been plotted on shorter 
time-scales as two separate CSGs of 63 and 62 records (2233-2419m, 2423-
2606m depth) (Figures 6.7 and 6.8), the separation being where irregular 
spacing occurred within the gather. 
Several arrivals are observed in these data, leading to some interesting 
observations about the physical properties of the media being travelled through. 
Firstly, two reflections are prominent with a frequency content around IkHz, 
coming from the anhydrite layer at 2519m depth and from a thin layer near the 
Top Zechstein (2429m), which corresponds to an increase on the density log. 
There are also weaker reflections from another interface within the Zechstein at 
around 2471m depth, and possibly from Top Zechstein at 2390m depth. The 
reason why a prominent reflection is not expected from the Top Zechstein 
interface (Triassic Bunter Sandstone passing to Permian Halite) is that the 
density of the halite is less than that of the sandstone even though the velocity 
may be higher. The anhydrite layers within the Zechstein have a strong 
impedance contrast with the surrounding halite as both their density and acoustic 
velocity are greater. 
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Figure 6.7 CSG from 2350m depth with receivers at depths 2233-2419m. 
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Figure 6.8 CSG from 2350m depth with receivers at depths 2423-2606m. 
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No strong reflected trough is seen from the base of the larger anhydrite layer to 
match the large amplitude peak from the top, even though the impedance 
contrasts should be similar but of opposite sign. However, this is consistent 
with the large refractive effects expected at the top of a high velocity layer and 
with the post-criticality at the upper surface of the anhydrite (Figure 6.13). 
Raytracing modelling of this CSG has been performed by Vaage (personal 
communication) and from these a reflection from the top of the Rotliegend 
reservoir (depth ~2700m) is interpreted as arriving on traces from depths 2554-
2606m between sample 700 on the lowest trace to sample 740 at the base of the 
anhydrite (Figure 6.5). Processing to migrate this energy has been attempted, 
though this proved unsuccessful because of the lack of constraints available, 
such as knowledge of the velocities lower down in the section and lack of 
effective coverage provided by just one CSG. 
The direct and reflected arrivals are low amplitude in a zone in the depth range 
2341-2395m (Figures 6.5 and 6.7), and normalisation of the traces does not 
amplify them because of the later tube waves. For processing this data it is a 
simple matter to mute the tube waves before reapplying normalisation, as the 
tube waves do not interfere with the reflected arrivals in z-t space. As the pre-
first-break noise levels of these traces are comparable to others in the gather, it 
is not thought that the amplitudes have been altered significantly prior to the 
data arriving in Durham. 
It is suggested that the shadow zone occurs at depths within the Bunter 
Sandstone, whereas the amplitudes recover lower down once the receivers pass 
into the salt. This agrees with the interpreted reflection from 2390m at the Top 
Zechstein boundary. It is not known what causes this shadow zone, though it 
could be due to poor coupling between the borehole casing and the formation. 
However, the cement bond log on the Schlumberger Array Sonic tool showed 
the receiver well to be well cemented, and it is interesting to note that the tube 
wave amplitudes have not been affected at this depth. 
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Figure 6.9 CSG from 2350m depth with receivers at depths 2395-2456m. 
Anhydrite layer interpreted to be at 2429m depth. 
The anhydrite layer at 2429m depth has been interpreted as being 5m thick from 
gamma ray and density logs run in the receiver borehole. Since refraction in the 
lower anhydrite layer generates head waves (§6.2.1; Figures 6.3 and 6.8), the 
possibility of channelling by this shallower thin layer exists. Traces around the 
layer have been plotted in Figure 6.9. Although not at first apparent, the high-
frequency low-amplitude arrival ahead of the direct arrival at traveliime 78ms 
(391 samples) on traces at depths 2426m and 2429m is thought to be channelled 
energy. This energy is not spiked successfully by the waveshaping method used 
in §6.3. However, thin layers will preferentially channel energy of higher 
frequency than the direct arrival, since lower frequencies will 'see' the thin layer 
as thinner than the high frequencies. The layer will 'leak' head waves, hence the 
low amplitude. 
It is interesting to note that the moveout of the direct arrivals is slightly less 
steep below this thin anhydrite layer than above it (Figure 6.5), implying a 
velocity inversion, with the halite above the layer having a higher velocity than 
that below. This behaviour implies that the anhydrite layer is continuous and 
locally extensive enough to form a barrier to communication between the two 
halite layers. 
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6.3 Processing and Results 
A standard crosshole reflection processing scheme was applied to these data -
waveshaping deconvolution, wavefield separation and migration (see Chapter 2). 
A single direct arrival was extracted from those traces where the direct arrival was 
discernible by aligning the direct arrival energy and stacking the traces. Using this 
wavelet as input (§3.2.2), an optimum Wiener shaping filter was designed, with a 
zero-phase Butterworth wavelet as the desired output, with a signal bandwidth of 
300-1500 Hz, and applied to the data. 
As transformation into the f-k domain requires regular trace spacing, the data 
were transformed in the two separate gathers before being migrated together. 
The later arriving tube waves were removed by tapering the traces. To prevent 
ringing in the f-k spectra upon transformation, a spatial taper was applied to the 
deepest and shallowest traces of both halves of the gather to smooth the steps in 
amplitude at the edge traces. Of primary interest was the upgoing wavefield, since 
the target interfaces were located below the shot depth. The downgoing migrated 
image (not shown) displayed little coherent reflectance. 
Several processing sequences were performed on the data prior to migration to 
compare their merits in the final depth migrated sections. It was found that applying 
an AGC to the data after wavefield separation and before migration improved the 
migrated section, especially above the Top Zechstein reflector where the first arrivals 
were weak. The deconvolved upgoing wavefield was then migrated using the 
GK migration algorithm (§3.5.3) to produce Figure 6.10. It should be noted that 
GK migration reduces to Kirchhoff wave-equation migration for a single CSG - an 
experiment that obeys the wave equation. A simple two-layer velocity model was 
constructed by integrating information provided on the interpreted geological 
cross section (Figure 6.1), the direct arrival traveltimes and receiver positions, 
and by knowledge of the expected depth of the reflectors from the CSG. 
The migrated depth section (Figures 6.10 and 6.11) shows good imaging of the 
strong reflections from the sloping thin anhydrite layer and from the anhydrite 
layer at 2519m depth', and of the weaker Top Zechstein (2390m) and sloping 
reflection (trough) at 2471m. The two anhydrite reflected arrivals in the CSG both 
had sharp cut-offs, producing good coherent reflectors over about half the 
theoretical ray-traced coverage. 
'No correction has been applied for cable stretch - see §2.1.2. 
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Figure 6.10 Migrated depth section of the CSG from 2350m depth. Migration 
velocity field also displayed. Trace spacing - 5m. SEG reverse polarity 
i.e. peak = compression. 
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Figure 6.11 Partial migrated depth section of the CSG from 2350m depth. 
Migration velocity field also displayed. Trace spacing - 2m. 
The anhydrite layer is known to have a normal fault with a throw of around 20m 
located between the two wells. The termination of the top anhydrite reflector at 
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2519m provides a lower limit for how close the fault could be to the receiver 
well (Figure 6.12). 
Source 
Receivers 
Anhydrite 
Anhydrite 
Fault located to ^ , ^  Top anhydrite 
left of termination v~7 imaged 
Figure 6.12 A simple ray diagram to show how the termination of the top 
anhydrite reflector provides a lower limit to how close the fault can be to the 
receiver borehole. 
By raytracing, it has also been found that this termination may mark the 
transition from high amplitude post-critical reflections to lower amplitude pre-
critical reflections (Tooley et al. 1965) (Figure 6.13). 
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Post-critical Sub-critical 
Figure 6.13 A simple ray diagram to show how the termination of the top 
anhydrite reflector could be due to the transition from post-critical to sub-critical 
reflections. 
To confirm which of these is the cause of the termination, and of the termination 
of the reflector above, it would be necessary to acquire several common-shot 
gathers from widely spaced source locations in the left hand well. 
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Chapter VII 
Physical Model Data 
A crosshole survey with 51 source and 51 receiver positions was performed 
through a model using Durham University's physical modelling system. Here the 
datasets are described, and the successes and failures of various processing 
schemes discussed. 
The acquisition of this dataset is described in §2.2. To recap, the model is made 
of seven layers of epoxy resin, it is 46.5mm wide, and the pre- and post-flood 
models were identical except for the inclusion of a low velocity flood zone in the 
'reservoir' layer. Source and receiver spacing was 2.5mm, and the sampling 
interval was 250p.s. All dimensions were scaled by a factor of 1000 to represent 
the case for real data (i.e. mm to m, ms to s). 
7.1 Previous Work using these Datasets 
These datasets have been subjected to full waveform inversion schemes, such as 
diffraction stack migration and frequency-domain acoustic and elastic wave 
equation imaging (Pratt and Goulty 1991, Pratt et al. 1991). The data have also 
been subjected to GRT imaging (Li and Worthington 1990). Traveltime 
tomography was used to provide the initial velocity field to be used for both 
imaging methods. However, to prevent errors in the tomographic stage feeding 
through to the later stages of processing, the known geometry and velocities 
were used to raytrace through. 
Both traveltime and amplitude tomography have been performed on these data 
(Leggett 1992, Leggett et al. 1993); in that work, an initial estimate of the pre-
flood velocity model was derived as if calibrated sonic logs had been run in both 
wells, this being a more realistic simulation of a real crosshole experiment. It 
was found that the velocity tomograms imaged the flood zone quite accurately, 
whereas amplitude tomography imaged the flood zone less precisely as an area 
of higher absorption. 
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7.2 Arrivals in the Wavefield 
Figure 7.1 shows CRG 19 (depth 45m) from the post-flood model as a 
deconvolved gather with an age of window length 50 samples applied to enhance 
the later arrivals. Figure 7.2 is an expanded view of the traces around the flood 
zone. Arrivals are labelled with letters. The characteristics of the arrivals are 
largely in accordance with those observed in datasets acquired at a West Texas 
carbonate reservoir (Van Schaack et al. 1992) and at the Devine test site in 
Texas (Smith et al. 1993). 
7.2.1 P-wave Direct (Pd) 
This is a high amplitude arrival, and its characteristics can be noted from the 
source signature approximation derived for deconvolution purposes (e.g. Figure 
7.7). As noted by Leggett (1992), multi-pathing of the direct arrival around 
sharp corners of the flood zone occurs, and is not compensated for by the 
raytracing program. This effect is not clearly observed in CRG 19. 
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Figure 7.1 Post-flood CRG 19 deconvolved to zero-phase with arrivals marked 
(age applied with window length of 50 samples). Position of R19 marked. 
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Figure 7.2 Expanded view of Figure 7.1. Position of Rl 9 marked. 
7.2.2 S-wave Direct (Sd) 
This arrival is visible at low amplitude in the raw gather, but is greatly amplified 
by the AGC post-deconvolution as it lies outside the 50 sample window around 
the direct arrival. It interferes with the P-wave reflected arrivals on certain 
gathers, and will therefore be seen as noise in migrated images if not removed 
(see §7.4.1). The S-wave reflected arrivals could also be used for reflection 
imaging, though it was not considered worthwhile for such low amplitude 
arrivals. 
7.2.3 P-wave Reflected 
These arrivals are only noticeable in the raw data by paying attention to the 
variations in waveform of the direct arrival from trace to trace caused by 
interference with reflected arrivals. In the deconvolved data, the reflected 
events can be discerned by comparing moveouts with the direct arrival 
moveouts. They are seen much more clearly after wavefield separation when the 
direct wave has been removed (§7.4). 
7.2.4 P-S converted wave (PS) 
An arrival with S-wave velocity originates from the intersection of the P direct 
arrival with the top of the flood zone at 37.5m depth (Figure 7.2). It is 
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interesting to note that this arrival would be passed in 2-D f-k filtering 
performed in CRGs (§7.4.1) since the arrival would have the moveout of a P-
wave, whereas in CSGs it would lie outside the pass fan with the S-wave 
velocity. In 3-D f-k-k filtering (§7.4.3), the arrival would be muted. 
7.2.5 P Head wave (Ph) 
These can be seen arriving ahead of the high amplitude direct arrival which has 
travelled through the low-velocity flood zone. A sketch of the interpreted 
arrivals and raypaths is given in Figure 7.3. This interpretation can be checked 
by calculating the traveltime differentials of the raypaths. As first arrivals, these 
will cause problems i f picked as direct arrivals for tomography, and in fact it is 
thought that the images obtained by Leggett et al. (1993) suffered from this. 
Head waves will tend to produce exaggerated tomographic estimates of velocity 
and attenuation locally since they have earlier traveltimes and lower amplitudes 
than the following direct arrivals. 
mmmx 
Figure 7.3 Sketch of interpreted direct and head wave raypaths in the region of 
the flood zone (FZ). 
7.3 Processing - Removal of the direct wavefield 
In many respects, the tank data proved more difficult to process than the field 
data, despite the advantages of having a known geometry and no anisotropy. 
The first and foremost reason for this was the relatively high amplitude and 
length of the direct arrival, which prevented any reflected arrivals being 
identified in the raw data. The reason for the predominance of the direct 
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wavefield over the reflected wavefield was the weaker impedance contrasts of 
the interfaces in the epoxy resin models than in the real geological strata. The 
first task of processing was then the removal of the direct wavefield, to leave the 
reflected (scattered) wavefield. Several schemes have been tried. 
7.3.1 Shaping and muting 
The first method used was the basic one of shaping the source signature to zero 
phase and then muting it. For shaping, the simplest method involved using an 
averaged direct arrival through water, i.e. no model present, as input for 
designing an optimum Wiener shaping filter. The desired output was a zero-
phase Butterworth wavelet with a signal bandwidth of 150-600Hz (Figure 7.4). 
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Figure 7.4 From top: source signature obtained by aligning and stacking wave 
through water, desired Butterworth output, deconvolution filter, actual output. 
Choosing the desired output to be a zero-phase wavelet with the same amplitude 
spectrum as the source signature was also tried (Figure 7.5) to counter the 
ringing effects of a notch at 250Hz in the amplitude spectrum of the data. This 
was the method used by Leggett et al. (1993) for shaping the direct arrivals to a 
peak prior to first break picking for traveltime tomography. 
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Figure 7.5 From top: source signature obtained by aligning and stacking wave 
through water, desired output with same amplitude spectrum as input spectrum, 
deconvolution filter, actual output. 
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Figure 7.6 Amplitude spectra of the averaged direct arrival through water (top 
spectrum) and through the model (bottom spectrum). 
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These methods were found to be unsuitable for deconvolving the data because 
the arrivals passing through the model were of different shape to those passing 
through water alone, due to preferential attenuation of higher frequencies during 
passage through the model (Figure 7.6). By comparing the averaged direct 
arrival through water with the averaged direct arrival through the model (Figure 
7.7), it is apparent that the relative amphtudes of the distinctive triplet of peaks 
has been changed by passage through the model. As a test, the filter designed 
with the water wavelet as input (Figure 7.4) has been applied to the wavelet 
through the model to produce the bottom trace in Figure 7.7. The filter has 
failed to bring all the energy of trailing peaks into the initial peak, and the peak 
is delayed behind the first break (sample 60). This is as expected since 
attenuation of the higher frequencies would cause a pulse to broaden and 
attenuation is causal. Applying the filter to the raw data can be seen to produce 
the same effects (Figure 7.8), with the initial peak behind the first break (marked 
with a dot), and later energy mimicking the moveout of the first arrival. 
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Figure 7.7 Input wavelet from aligning and stacking direct arrival through 
water (top), through model (middle), result of applying filter (bottom), designed 
with water wavelet (Figure 7.4), to model wavelet. 
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Figure 7.8 CRG 9 deconvolved using the filter in Figure 7.4. 
Instead, an input wavelet was obtained by aligning and stacking the direct 
arrivals over a range of take-off angles through the model. Since stacking tends 
to attenuate high frequencies, the number of traces stacked was kept to the 
minimum necessary to give a good representative wavelet. This wavelet had a 
larger notch at 250Hz than the water wavelet and so both methods of defining an 
output wavelet used above (Butterworth wavelet and input ampHtude spectrum 
= output amplitude spectrum) were tried (Figures 7.9 and 7.10). 
It is evident that the 250Hz ringing due to the amplitude spectrum notch is more 
of a problem for this second input wavelet (compare Figures 7.4 and 7.9). The 
designed filter has had to inject more response at this frequency to achieve the 
desired output, resulting in ringing in the output wavelet at this frequency and 
hence difficulty in applying a mute to the direct arrival. The remedy suggested 
by Hatton et al. (1988) of adding in more white noise (the previous spectra 
having 2% white noise added) did not remove the ringing completely. 
After each of the above shaping schemes, the direct arrival energy was muted 
out by applying a tapered mute after the picked first breaks. However, this 
muting scheme was limited in its usefulness because of the zero-phase wavelets:-
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Figure 7.9 From top: input wavelet from aligning and stacking direct arrival 
through model, desired Butterworth output, deconvolution filter, actual output. 
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Figure 7.10 From top: input wavelet from aligning and stacking direct arrival 
through model, desired output with same amplitude spectrum as input spectrum, 
deconvolution filter, actual output. 
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• the filters designed using the arrivals through the water (Figures 7.4 and 7.5) 
left secondary peaks in the data. 
• where the output amplitude spectrum was equated to the input spectrum 
(Figures 7.5 and 7.10), the output wavelet comprises a central peak with two 
prominent side lobes on each side. 
• using a Butterworth as output (Figure 7.4 and 7.9) produced ringing at 250Hz, 
this being worse for the input trace derived through the model. 
As a consequence, merely muting past the first break will prove inadequate for 
removing the direct arrival, unless a large mute past the first arrival is used to 
capture the two side lobes or the ringing also. This will also mute the reflected 
arrivals to an unacceptable degree. An alternative method of direct arrival 
removal was necessary. 
7.3.2 Shaping to maximum phase, muting and inverse maximum phasing. 
A novel method of maximum phasing before mute was tried, but proved 
unsatisfactory. Using the aligned direct arrival as a known wavelet in the 
seismogram, and making the minimum phase assumption, the spiking 
deconvolution filter for this wavelet was calculated. As this is the exact inverse 
of the minimum delay wavelet, it was inverted to give the minimum delay 
wavelet. By subtracting the phase spectra of the known wavelet and the 
minimum delay wavelet from that of the seismogram (Figure 7.11), the known 
wavelet was turned into a maximum phase wavelet in the seismogram (Figure 
7.12). Note that if the phase spectrum of the minimum phase wavelet had been 
added instead of subtracted, the result would have been a minimum phase 
wavelet in the seismogram (Figure 7.11). 
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Figure 7.11 Flow chart of the maximum phasing philosophy. 
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Figure 7.12 Maximum phasing. From bottom: minimum phase source wavelet, 
source wavelet from aligning and stacking direct wave, example raw trace -
source 25 receiver 9, example trace following maximum phasing. 
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Figure 7.13 Inverse maximum phasing. From bottom: minimum phase source 
wavelet, source wavelet from aligning and stacking direct wave, example max-
phased trace following muting, muted trace following inverse max-phasing. 
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The advantages of the maximum phase wavelet are clear. With the energy being 
greatest towards the end of the arrival with a low energy tail preceding it, it 
should be possible to mute just past the peak of the direct arrival, so removing 
the direct arrival energy and catching only the low energy tail of the reflected 
arrival. The inverse of the maximum phasing process was then performed 
(Figures 7.13 and 7.14), i.e. the phase spectra of the known wavelet and of the 
minimum-delay wavelet were added to the phase spectrum of the muted 
maximum-phased seismogram. It is also possible to zero phase the data by 
removing the influence of the phase spectrum of the minimum phase wavelet. 
max Dhase 
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Figure 7.14 Scheme for direct wave removal by maximum phasing. 
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Figure 7.15 Raw data - example CRG from receiver 9 at depth 20m. 
The results of max-phasing, muting and inverse max-phasing are illustrated with 
an example CRG from receiver 9 (depth 20m) in Figures 7.15 and 7.16. At first 
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sight, the process has done a good job of removing the direct wave. However, 
several problems have arisen:-
• Upon closer inspection of the top two traces in Figure 7.12, it can be seen that 
residual direct energy has been left to the right of the first break upon max-
phasing. It has therefore been necessary to mute past the first break to remove 
all the direct energy, and, as before, this will result in some reflected energy 
being removed. This is evidently the case in Figure 7.16, where the effect of the 
mute in removing energy past the first break is clearly seen. 
• Several events can still be seen with the same moveout as the first breaks, e.g. 
a peak arriving 11.25ms (45 samples) after the first break, and high amplitudes 
on traces 1-10 arriving 3.75ms (15 samples) later. 
• The process has introduced high frequency noise. 
• A further problem is that the max-phasing technique cannot be employed for 
removing the shear wave arrivals, which have become prominent following the 
removal of the direct P-waves (Figure 7.16). 
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Figure 7.16 CRG 9 following max-phasing, muting and inverse max-phasing. 
7.3.3 Common Ray Angle Gather 
The method used by Pratt and Gouity (1991), processing the same dataset, was 
then tested. This method has been discussed in detail in §3.2.4 and §3.3.4. In 
order to estimate the direct wavefield, they regathered the data into common ray 
angle gathers (CRAGs), this reorganisation of the data allowing scattered (i.e. 
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reflected) and direct arrivals to be discriminated on the basis of time moveout. 
For each trace that was to be operated on, 11 common ray-angle gathers were 
selected (Figure 7.17). 
Given trace Given trace 
Figure 7.17 Traces contributing to the common ray angle gather - (a) Given ray 
trace and ten adjacent traces with same ray angle, (b) Given ray trace and four 
adjacent traces from same gather. These five traces are included from each 
gather in (a). 
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Figure 7.18 CRG 9 - direct wavefield estimate from CRAG (compare with 
Figure 7.15). 
79 
These were the gathers containing the given trace and the five adjacent ones on 
either side. From each of these gathers, five traces were selected: the traces 
with the same ray angle as the given trace, and the two traces on either side. 
Thus a total of 55 input traces were used for each output trace (except at the 
edges of the survey). The direct arrival first breaks were aligned and averaged 
by means of a running mean filter. This then gave an estimate of the direct 
wavefield for all 2601 traces (Figure 7.18). 
This direct wave estimate provided a robust way of deconvolving the data. A 
Wiener shaping filter was computed and applied for each trace in the raw 
wavefield by using the equivalent estimate of the direct arrival as input (see 
§3.2.4). The desired output was a zero phase wavelet with the same amplitude 
spectrum as the input wave. The deconvolved data are shown in Figure 7.19. 
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Figure 7.19 CRG 9 - trace-by-trace zero-phase deconvolved using direct 
wavefield estimate in Figure 7.18 as input. 
Having deconvolved the data, two schemes for removing the direct wavefield 
were tried. These have been discussed in §3.3.4 and are illustrated in Figures 
3.3 and 3.4. The second of these schemes produced the gather in Figure 7.20. 
The CRAG method was a great improvement on the methods for direct 
wavefield removal discussed previously, especially as it avoided all use of muting 
which had removed the desired reflected arrivals in previous methods. However, 
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Figure 7.20 CRG 9 - zero-phase reflected wavefield obtained by subtracting 
zero-phase CRAG wavefield from zero-phase total wavefield (see Figure 3.4). 
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Figure 7.21 CRG 9 for the post-flood - trace-by-trace zero-phase deconvolved 
using pre-flood direct wavefield estimate in Figure 7.18 as input. 
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high-cut filtering and a short mute may be considered necessary for removing the 
high frequency noise and the noise around the first break where the direct 
wavefield has not been perfectly removed in Figure 7.20. 
The CRAG method is less successful for the post-flood data because of the 
inconsistency of adjacent traces around the flood zone. This is partly due to 
high attenuation and partly due to multipathing of the direct arrival. This 
propagates through the processing sequence to produce ringing when the shot or 
receiver is located in the proximity of the flood zone. The situation is greatly 
improved by using the pre-flood CRAG data for deconvolving the post-flood 
data (Figure 7.21). The effect of multipathing in the flood zone could be 
removed by applying a severe mute before migration for sources positioned 
adjacent to the flood zone. This will mean that the reflector segments adjacent 
to the source array and bounding the flood zone will not be imaged from within 
the zone. However, these segments will be imaged from above/below the zone. 
7.3.4 Deconvolution only (Direct removed by Wavefield Separation) 
This was the preferred method of deconvolution. It is noted that the CRAG 
trace-by-trace deconvolution scheme above, is ray angle specific to rays 
travelling in a straight line between source and receiver, and hence inappropriate 
for scattered arrivals which could arrive at the receiver at any angle. Instead, a 
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Figure 7.22 Zero-phase deconvolved CRG 9. Compare with the raw 
Figure 7.15. 
gather in 
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deconvolution filter was designed for the measured source signature through the 
model averaged over a range of take-off angles (as done in §7.3.1), as the 
transducers did not display much directivity. However, directivity effects could 
also be accounted for by applying a directional deconvolution filter in the f-k 
domain (Hubbard et al. 1984), or in the f-k^-k^ domain. The desired output was 
a 150-500HZ Butterworth wavelet. The direct arrival was removed by wavefield 
separation (§7.4.3). A deconvolved pre-flood gather is shown as Figure 7.22. 
7.4 Processing - Wavefie ld separation 
7.4.1 2-D/-it filtering 
The basic method for wavefield separation described in §3.4 was the first to be 
tested. The data were transformed in CRGs to the f-k domain, following spatial 
tapering of the edge traces. Pie slice filters were applied to extract the upgoing 
and downgoing wavefields. Before transformation back to the x-t domain, edge 
wavenumbers were tapered. Time and frequency tapers were unnecessary (see 
§3.4.2). 
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Figure 7.23 CRG 9 following wavefield separation by 2-D/-/c filtering of zero-
phase reflected wavefield in CRGs (Figure 7.22). 
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Several problems were encountered with this method. 2-D f-k filtering is a non-
reciprocal process. Simply put, f-k filtering in CSGs is not equivalent to f-k 
filtering in CRGs. The effect of this is to produce non-symmetry of image 
quality in the final migrated sections. The upgoing wavefield (Figure 7.23), 
separated in CRGs, is re-sorted into CSGs, where the non-reciprocity becomes 
apparent (Figure 7.24), and reflected arrivals are much less clear. The migrated 
image will therefore be better resolved on the shot array side of the image which 
is imaged by the CRGs, whereas the receiver array side of the image, imaged by 
the CSGs, shows poor imaging. 
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Figure 7.24 CSG 9 following wavefield separation of zero-phase reflected 
wavefield in CRGs (compare with Figure 7.23). 
Performing f-k filtering in CRGs followed by resorting and f-k filtering in CSGs 
may be thought to be the solution to this problem. Alternatively, processing in 
CRGs to image the shot side of the image, and in CSGs to image the receiver 
side could be considered (§7.4.2). However, 3-D f-k-k filtering is presented as a 
more satisfactory solution (§7.4.3). 
A further problem with 2-D f-k filtering has been highlighted when the separated 
CRGs are displayed in CSGs. In Figure 7.24, the S-wave arrival has become 
more apparent, and by comparing back to Figure 7.23, it is clear that S-wave 
direct arrivals have been caught up in the f-k filter and are interfering with the 
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reflections from about 60-70m depth (see §5.2.1 for discussion of why 
downgoing waves are seen in the CSGs). It would not be possible to remove the 
S-waves by raising the low-cut velocity of the pass region as the S arrivals have 
a range of apparent velocities up to infinity in the crosshole case. The S-waves 
will appear as curving noise on the migrated depth sections at depths 50-60m 
below the receiver location, and on the receiver side of the section. The noise is 
curving since the S-wave has a lower apparent velocity than the reflection at the 
same position in x-t space. This is shown in Figure 7.25 where only the top ten 
CRGs (depths 0-22.5m) have been migrated. 
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Figure 7.25 Migrated depth section of the top 10 CRGs (depths 0-22.5m) 
following 2-Df-k filtering in CRGs. Note the curved noise to the left of the 
section below 60m depth. Linear ramp with depth applied. 
To remove the shear arrivals, Pratt and Goulty (1991) have suggested using the 
CRAG method with shear wave first arrival times. However, the accurate 
picking of S-wave first arrivals is not an easy task, especially for sub-horizontal 
raypaths (see for example. Figure 7.16). Pratt et al. (1991) and Li and 
Worthington (1990) suggest the use of recursive dip filtering (Hale and 
Claerbout 1983) to remove the direct, scattered or mode-converted S-wave 
energy. Also considered was the muting to zero of all energy past the S-wave 
arrival for all traces, but this was deemed to be somewhat brutal as it removed 
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reflected arrivals also. Instead, the use of 3-D f-k-k filtering (see §7.4.3) is 
advocated for S-wave removal. 
7.4.2 2-D/-A: filtering in CSGs and CRGs for imaging different sides 
To address the problem of poorer image quality on the receiver side of the 
migrated section following wavefield separation in CRGs, the data were f-k 
filtered separately in both CSGs and CRGs to produce two datasets each for the 
upgoing and downgoing wavefields. The migration program was therefore 
adapted to read in data from the CSG separated dataset for image points in the 
receiver borehole half of the migrated section, and from the CRG separated 
dataset for image points in the source borehole half. This method is similar to 
that used by Lazaratos et al (1992). The migrated images (Figure 7.26) are still 
affected by the S-wave noise problem, and 3-D f-k-k filtering (§7.4.3) is 
preferred. 
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Figure 7.26 Migrated depth section following 2-D f-k filtering in CSGs (left 
half of section) and in CRGs (right half). Traces normalised - linear depth ramp. 
7.4.3 3-D/-^-^ filtering 
This method has been described fully in §5.2. Here comparisons with the above 
methods and the specific advantages of the technique as applied to the tank 
dataset are discussed. 
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One main advantage of this method is that not only does it separate the upgoing 
and downgoing reflections, but also discriminates between reflected and direct 
arrivals (both P and S) as they lie in different k^-k^ quadrants of f-k^-k^ space 
(see §5.2.3) . A mute o f the high amplitude direct arrival, which would also 
remove reflected energy lying close behind the direct arrival, is therefore 
unnecessary. Examples of the data quality following zero-phase deconvolution 
(§7.3.4) and selection o f the upgoing reflected wavefield by 3-D f-k-k filtering 
are given as CRG 9 (Figure 7.27) and CSG 9 (Figure 7.28) for comparison with 
Figures 7.23 and 7.24, respectively. Notice how the two gathers are now of 
similar data quality, how the S direct arrival has been removed f rom the data, 
and how the reflected arrivals reach the first break, not having been caught in a 
direct arrival mute. 
An advantage of 3-D f-k-k filtering over two-pass 2-D f-k filtering (f-k filter in 
CRGs, then in CSGs) is that the wavefleld separation is performed in one pass, 
requiring transformation into and out o f the f-k domain, and hence edge 
tapering, only once. 
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Figure 7.27 CRG 9 following wavefield separation by 3-D f-k-k filtering of 
zero-phase wavefield in Figure 7.22 (compare with Figure 7.23). 
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Figure 7.28 CSG 9 fol lowing wavefield separation by 3-D f-k-k filtering of 
zero-phase wavefield in Figure 7.22 (compare with Figure 7.24). 
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Figure 7.29 CRG 9 fol lowing wavefield separation by 3-D f-k-k filtering of 
post-flood zero-phase wavefield. 
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7.4.4 3-D f-k-k filtering with muting for the post-flood wavefield 
Head waves existed in the post-flood dataset (see §7.2.5). These have the same 
moveout characteristics as reflected arrivals: i.e. downgoing on receiver array, 
upgoing on source array and vice versa. They wi l l therefore still be present in 
the wavefield separated datasets (energy on traces 20-25 at sample numbers 
105-115 in Figure 7.29), and appear as noise on the migrated sections (Figure 
7.30). In order to reduce this problem, muting of the source and receiver traces 
level with the flood zone was performed, with muting past the first arrivals 
performed for traces above and below. 
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Figure 7.30 Up and downgoing migrated depth section following 3-D f-k-k 
filtering of post-flood data (Figure 7.29). Notice the large amplitude noise 
below 50m depth on the upgoing and above 40m depth on the downgoing 
section. Linear ramp with depth applied. 
7 . 5 Processing - Migration 
Both GK and GB migration (§5.1) , which are Kirchhoff integral migration 
methods, have been performed on the wavefield separated datasets. In addition, 
two raytracing methods have been used for obtaining traveltimes and distances 
f rom image points to sources and receivers. 
89 
7.5.1 Static corrections 
As discussed in §2.2.2 , the source signal was generated on a cylindrical source, 
and to regard this as a point source would require a static shift increasing 
traveltimes by 9.54/9.52 samples (pre/post-flood). A further static shift is 
required for the first raytracing method (§7.5.3) , since the source and receiver 
positions are assumed to be at the edge of the model. This static shift reduces 
the traveltime of the rays by the time taken for the rays to travel f rom the active 
elements o f the piezoelectric elements to the side o f the model through the 
water. Again f rom §2.2.2 , this would amount to 21.81/21.66 samples (pre/post-
flood), giving a combined reduction of traveltime 12.27/12.14 samples. 
7.5.2 Positioning errors of the source and receiver arrays 
By considering the traveltimes of the arrivals through the water with the model 
removed, it was determined that the source and receiver arrays were not exactly 
parallel (Leggett 1992). The deviation calculated was f rom 54.1m horizontal 
separation of source and receiver at the top of the model to 55.1m separation at 
the bottom, wi th the source array being 1 m lower than that of the receiver array. 
By inspection o f the data shot through the model, it was also calculated that the 
model was placed 1.5m higher than intended with respect to the arrays. The 
deviation was applied to the source array for ease of raytracing, making the end 
coordinates o f the receiver and source arrays (0.0,1.5)^(0.0,126.5) and 
(54.1,2.5)->(55.1,127.5), respectively, where the top of the model was at 0.0m 
depth. These positioning errors are not surprising when it is noted that the 
deviation amounts to a 1mm error over a distance of 125mm in the tank. 
7.5.3 Raytracing - Horizontal layers 
The first method of raytracing was that used for the Coal Measures and 
Groningen datasets in this study. A horizontal layered velocity model is defined; 
different horizontal and vertical velocities can be defined to model anisotropic 
media, though since the epoxy resin layers were uniform, isotropic layers were 
assumed. The migration plane is covered by a user-defined grid o f image points. 
Each image point is considered in turn, and raytracing f rom each receiver 
position to the point and f rom each source position provides a total travel time 
and distance travelled for each source-receiver combination, together with the 
angles o f take-off f rom source and receiver and incidence at the image point. 
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7.5.4 Raytracing - Boxel method 
This second method was adapted f rom the raytracing method used by Leggett et 
al. (1993) for tomography. A grid of 'boxels' is defined, each with an associated 
velocity. Refraction calculations using Snell's law therefore are performed at 
each cell boundary. As above, a grid o f image points is considered in turn, and 
raytracing provides traveltime, distance travelled and angles. I t was found 
necessary to use this second more complex method of raytracing because of the 
geometry o f the experiment (Figure 2.3). A simple static correction to 
reposition the source and receiver at the edge of the model wi l l fail because:-
(a) the static correction w i l l vary between rays, since rays leave the source and 
receiver at different angles for different image points and hence travel different 
distances through the water. 
(b) the entry points into the model (i.e. the positions to which ideally the static 
shift wi l l move the source to) w i l l depend on the ray angle. The boxel raytracing 
method overcomes these problems as it is possible to define a thin water layer 
velocity down the sides of the model to raytrace through. 
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Figure 7.31 Upgoing depth sections migrated through (left) a boxel velocity 
model and (right) a layered velocity model. Linear ramp with depth applied. 
A comparison between migrated images produced by identical processing 
schemes except for the method of raytracing (Figure 7.31), emphasises the 
advantages of the second method of raytracing. The boxel raytracing image 
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shows a much better resolution implying that the rays have more precise travel 
path parameters. 
On a practical note, the adaptations to the raytracing program used by Leggett 
et al. (1993) were as follows:-
(a) Tomography requires shooting f rom source to receiver, hence the program 
was written to shoot only f rom left to right i.e. increasing in the horizontal 
coordinate. For reflection imaging, it was therefore necessary to call the 
program once for the source positions, reverse the receiver and image point 
horizontal coordinate about the vertical bisector of the model, and call the 
program again for the receiver-image point ray. Angles would obviously need to 
be flipped by nil for this receiver ray. 
(b) The ray capture criterion specified in the tomography program is for the 
ray to pass within a certain vertical distance of the receiver position. By default, 
this criterion would therefore be relative to the image point. However, i f we 
consider a typical raypath, it is realised that the rays are more horizontal in the 
water layer in the vicinity o f the source and receiver than after being refracted 
into the model. To assist capture o f the rays therefore, shooting was performed 
f r o m image points to source and receivers, and angles adapted accordingly. 
7.5.5 Estimation of the velocity field 
Several methods were used in conjunction to estimate the velocity field to 
raytrace through. For the pre-flood data, Leggett's work (Leggett et al. 1993) 
was followed closely. I t was a simple matter to assume a 1-D velocity field 
within the model, except for the sloping boundary which was assumed linear, 
wi th layers of constant velocities derived f rom the tomogram and from 
horizontally travelling raypaths. Of course this method would not account for 
either the fault on the dipping interface, or the layer containing the channel 
feature, which is seen as a thin low-velocity layer at the boreholes. The raw 
tomogram data was not used directly to raytrace through because of the 
possibility o f the existence of artefacts within the tomogram and because it was 
sensible to constrain the velocity field with all the known information, namely 
the hypothetical 'sonic log' run in each 'borehole'. In a field environment, the 
obvious information to use would have been the sonic log data together with 
uphole shots, though this would have proved too difficult to collect for the tank 
model, bearing in mind the static problems of the source and receiver. 
92 
The post-flood model proved more o f a problem to create a velocity model for. 
I f a sonic log had been run down the sides o f the model, the same velocity field 
as for the pre-flood would have been created except for the anomalous velocity 
detected adjacent to the flood zone. The reservoir layer could then be modelled 
in several ways:-
(i) A homogeneous layer of the average velocity of the flooded and non-
flooded reservoir. 
(ii) As two rectangular blocks o f the extreme velocities with a vertical 
interface in the middle of the model. 
( i i i ) As two blocks o f the extreme velocities with the correct sloping interface 
in the middle o f the model. 
( iv) A gradational velocity change f rom the two extreme velocities measured at 
the sides of the model. 
(v) As obtained f rom direct arrival traveltime tomography. 
However, it should be borne in mind that sonic logs were not run, and so it was 
necessary to estimate the velocities of the media f rom the tomography results 
and f rom the horizontal raypaths. The tomography of Leggett was found to be 
in error as the earlier arrival times of head wave arrivals (§7.2.5) had been 
picked and inverted instead o f the direct arrivals. This would cause the 
tomogram to overestimate the velocity of the flood zone. The actual flood zone 
velocity was estimated by correctly picking the direct arrival through the flood 
zone, and taking account o f refraction at all interfaces when considering the sub-
horizontal raypaths. The tomography was rerun with improved picks (§7.2.5), 
using the starting models ( i i ) , ( i i i ) and (iv) mentioned above. Note that these 
velocity models have also been compared in the migration scheme (§7.6.2) . The 
resultant tomograms (Figure 7.32) are displayed after 20 iterations, and no 
smoothing (Krajewski et al. 1989) has been applied between iterations. For 
details of the tomography programs used, refer to Leggett (1992). 
Several points are raised by the tomography results. Firstly, the difference 
between the tomograms obtained with the corrected picks and that of Leggett's 
(1992) is very clear, wi th the flood zone velocity for the corrected picks being 
lower. The second point is that the choice o f initial velocity model can be 
crucial to the results. This is evident in Figure 7.32, where the expression of the 
initial velocity model has been kept in the final tomogram. 
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Figure 7.32 Velocity tomograms obtained with improved traveltime picks using 
initial velocity models ( i i ) , ( i i i ) , ( iv ) . 
By using the pre-flood model as the initial velocity field, the velocity of the flood 
zone is greatly overestimated. This has major implications i f tomography alone 
is used for estimating the velocity field without the use of sonic logs. For both 
the block models as initial velocity estimates, the shape and velocity of the flood 
zone has been largely unaffected by the tomographic process. One reason for 
this is that the sloping interface of the flood zone has been inadequately 
modelled by the cell raytracing approach in both cases so that non-physical rays 
have been traced, such as a horizontally travelling ray which should be refracted 
by the sloping boundary but passes undeviated through a vertical interface. 
Using the gradational velocity model as the initial estimate, the shape and 
velocity o f the flood zone has developed most clearly, though the remnant 
gradational nature is still present in the tomogram. 
The preceding paragraph emphasises the need to be wary of tomography results, 
and to use common sense in creating the initial velocity field. The geometry of 
the flood zone can be obtained f rom the tomograms, and the velocity estimated 
f rom near horizontal raypaths with refraction effects at the sloping interface 
taken into account. Of course the reflection imaging should also be used as a 
feedback process for updating the velocity models, since the stacking of 
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reflected arrivals can be checked, and their depth are known f rom their 
intersection with the direct arrivals. 
7.5.6 G K or G B algorithm? 
This question has been ful ly covered in §5 .1 . One o f the salient points relating 
to the tank dataset is how large the near-field is considered to be. With a signal 
bandwidth o f 50-500kHz, a model velocity o f 1750-3000m/s, the borehole 
separation of approximately 50mm is equivalent to 1-15 wavelengths. Assuming 
the near-field to be within one wavelength, it is noted that the sides of the model 
are in the near-field for some frequencies. The GB algorithm which includes the 
near-field term is therefore favoured. A comparison of the effect of the two 
algorithms is shown in Figure 7.33, where migrated images have been produced 
by identical processing routes apart f rom the algorithm used. As can be seen, 
the two images display only slight differences, although side traces should be 
truer wi th the GB image. 
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Figure 7.33 Upgoing migrated depth sections using (left) GB and (right) GK. 
Linear ramp with depth applied. 
7.5.7 Aperture 
The dipping faulted reflector has a dip of about 11°, the fault dips at 90° and the 
channel feature w i l l have dips f rom 0-90° . Following the recommendations of 
95 
Findlay (1991), an aperture o f 45° (±22.5° about the horizontal) was utilised. 
For comparison, an aperture o f 4° (±2°) was also tested (§7.6 .1) . 
7 . 6 The Migrated Results 
7.6.1 Pre-nood 
Reflected events in the pre-flood images of Figure 7.34 correlate well with the 
interfaces in the model (SEG reverse polarity, i.e. peak = compression. Linear 
ramp wi th depth applied); inadequate dip aperture appears to cause 
discrepancies over certain zones of the image. The bottom of the channel has 
been imaged by both up and downgoing wavefields, though its flanks are dipping 
too steeply to be sampled by the crosshole geometry. These images have been 
obtained by using a migration aperture which includes dips o f ±22.5° , which 
experience shows w i l l produce an optimally focused migrated image. When a 
narrow aperture of ±4° is used (almost in the l imi t of reflection point mapping), 
the image quality deteriorates (Figure 7.35). As expected, this affects the 
dipping interface and channel feature most, wi th the channel displaying some 
'bow tie' characteristics on the upgoing image. 
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Figure 7.34 Pre-flood up and downgoing migrated depth sections. 
Aperture ±22 .5° . 
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Figure 7.35 Pre-flood up and downgoing migrated depth sections. Aperture ±4*= 
0 10 20 30 40 
Figure 7.36 Pre-flood upgoing migrated depth section for 21 source and 
21 receiver positions. Aperture ±22 .5° . Linear ramp with depth applied. 
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In a production environment, it is likely that wells w i l l bottom out in the 
reservoir layer. To model the corresponding crosshole experiment, only those 
21 source and 21 receiver positions above the bottom of the reservoir layer have 
been used to produce the image shown in Figure 7.36. Of course it is necessary 
to repeat the 3-D f-k-k wavefield separation process for the 21 source and 21 
receiver positions to prevent information f rom the lower traces contaminating 
the data. Again the migration aperture used is ±22 .5° . The migrated image is 
st i l l clear, although without the corresponding downgoing reflected image, it is 
d i f f i c u l t to interpret the channel feature. In comparison to the image using all 
51 source and receiver positions (Figure 7.34), the lower reflectors are seen to 
be less well focused and to display smiling towards the side of the image. 
However, tomography in this case would only provide an image down to the 
level of the bottom source and receiver position. 
7.6.2 Post-Hood 
To demonstrate the effects that the velocity model can have, the post-flood 
results are displayed in Figures 7.37 and 7.38 following raytracing through 
velocity models (i i) ( two rectangular blocks) and (iv) (gradational) fi-om §7.5.5, 
respectively. Velocity model ( i i i ) (2 blocks with correct sloping boundary) is not 
shown as results are similar to model ( i i ) . The images in Figure 7.37 show 
disruption around the sharp vertical boundary, where rays have been lost. One 
would expect the rays passing through the reservoir layer in model (iv) to be 
travelling too slowly on the left hand side of the model and too fast on the right 
hand side. The upper surface of a horizontal reflector illuminated solely by rays 
passing through the reservoir then would be imaged lower on the left and higher 
on the right than its physical position, and vice versa for the downgoing image. 
This effect is seen quite clearly on both the up and downgoing images in Figure 
7.38. For this reason, velocity model (ii) is preferred, because, although major 
disruption has occurred, the depth section is nearer to reality. 
The post-flood images (Figure 7.37 and 7.38) demonstrate the expected changes 
in reflectivity due to the flood zone. Of most note is the amplitude of the top 
and bottom o f the flood zone on the up and downgoing images respectively. 
These plots, together wi th traveltime and amplitude tomography (Leggett et al. 
1993) could be used to trace the progress of the flood front, using time-lapse 
repeated surveys. 
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Figure 7.37 Post-flood up and downgoing migrated depth sections. Velocity 
model ( i i ) . Aperture ±22.5° . Linear ramp with depth applied. 
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Figure 7.38 Post-flood up and downgoing migrated depth sections. Velocity 
model ( iv) . Aperture ±22.5° . Linear ramp with depth applied. 
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Chapter VIII 
Coal Measures 
The two surveys presented here, surveys 3438-3437 and 3500-3496 from the 
Lowther South site, have both been processed by Findlay (Findlay et al. 1991) 
and their acquisition is described in §2 .3 . They have been reprocessed in this 
study for different reasons. 
• Survey 3438-3437 should have revealed a small fault close to borehole 3437, 
detected by an RVSP survey in the hole (Kragh et al. 1991), but Findlay's 
processing failed to image i t . A n investigation into why this was so, including 
some reprocessing, has been performed, and it is shown how survey geometry 
can l imi t imaging capability close to the boreholes and even in the middle of 
the section between the boreholes. 
• Drillers' reports and wireline log information indicated that a normal fault zone 
passed between the two boreholes 3500 and 3496. Findlay's processing, 
including f-k f i l ter ing in CSGs, imaged the fault. The dataset has been 
reprocessed wi th 3D f-k-k f i l ter ing to compare the results of this advanced 
processing technique. 
8.1 Survey 3438-3437 - Imaging capability of crosshole surveys 
8.1.1 Background 
The starting point for this study was a comparison between two different types 
of seismic reflection depth section generated along the same line of three 
boreholes (Figure 8.1a) at the Lowther South opencast coal exploration site in 
Yorkshire. These boreholes were 3436 ( A ) , 3437 (B) and 3438 (C). The first 
section was produced by processing reverse verfical seismic profiles (RVSPs) 
shot in each borehole to give continuous coverage (Kragh et al. 1991). These 
RVSPs were shot using explosive charges downhole and a line of 24 geophones 
at the surface in the plane of the section. They showed two small faults cutting 
the coal seam at 50m depth, just to the right of boreholes B and C (Figure 
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Figure 8.1 (a) Coal seam stratigraphy proved in boreholes A, B and C. (b) 
Hole-to-surface migrated depth section ( f rom Kragh et al. 1991). (c) Crosshole 
migrated depth section with velocity f ie ld (m/s) used for migration ( f rom 
Findlay et al. 1991). Sections plotted SEG normal polarity (peak=rarefaction). 
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8.1b). The second section was produced by processing crosshole seismic 
reflection surveys shot f rom the boreholes A and C into the central borehole B 
(Findlay et al. 1991). Single detonators were used as sources and hydrophones 
as receivers. The crosshole survey between boreholes C and B should have 
revealed the small fault just to the right of borehole B at 50 m depth, but it 
failed to do so (Figure 8.1c). 
Before investigafing why the crosshole processing had failed to image the fault, 
i t was necessary to consider whether the fault imaged on the RVSP section 
f rom borehole B really exists, and whether it is accurately located. As 
described by Kragh et al. (1991), great care was taken in calculating static 
corrections for the surface geophones. No particularly anomalous values were 
found. Af te r wavefield separation and deconvoludon, each common source 
gather (CSG) was migrated separately, so that the resulting images could be 
examined before stacking. The fault appeared at the same location on each 
prestack image, which would not have been the case i f the discontinuity in the 
reflector had been caused by inaccurate static corrections. Confidence in the 
integrity o f the processing scheme has been enhanced by successful results of 
RVSP profiles f rom other lines of boreholes (Kragh et al. 1992). The 
possibility o f significant error in lateral positioning o f the RVSP image was 
also ruled out, since a verticality survey in borehole B showed a deviation of 
less than 0.5m at 50m depth in the plane of the survey. 
Having concluded that the fault is real, why had the crosshole survey failed to 
image it? The spatial variation of image quality in crosshole reflection surveys 
has been explained in Chapter I V . Here the discussion of image quality 
concentrates on this particular crosshole reflection survey, and some general 
conclusions for all such surveys are drawn. 
8.1.2 Initial processing 
A typical CSG f rom the dataset is shown in Figure 8.2. The seismic signals had 
a bandwidth of 100-700Hz with a peak at about 200Hz. In the initial 
processing o f these data to generate the section o f Figure 8.1c, both uphole and 
crosshole direct-arrival traveltimes were used to make a first estimate of the 
velocity f i e ld . This was adjusted by a process of trial and error. The velocity 
f ie ld found by a tomographic inversion of the crosshole direct-wave traveltimes 
was unsatisfactory because of anisotropy. 
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Figure 8.2 Raw data - the common source gather from 10m depth. 
The direct arrivals were muted out and up- and downgoing wavefields were 
separated by filtering CSGs in the f-k domain. A wavelet was estimated from 
the data by averaging the autocorrelation functions of all 23 traces and making 
the minimum-phase assumption. Then a Wiener shaping filter was designed to 
shape the estimated wavelet into a zero-phase Butterworth wavelet of 
bandwidth 150-700Hz, and applied to the data. The GK migration scheme was 
used to migrate both up and downgoing wavefields, the polarity of the migrated 
downgoing wavefield was reversed, and the two migrated wavefields were 
merged together. 
8.1.3 Reprocessing 
A limited amount of reprocessing was undertaken to try to image the small 
fault, but did not result in significant improvement. 
Muting was avoided in the reprocessing scheme because it will remove 
reflected events arriving shortly after the direct waves in real, band-limited 
datasets. The known location of the fault is close to the receiver borehole B 
(3437) and towards the bottom of the receiver array. The seismograms which 
contribute most to the image in this vicinity are those recorded by receivers just 
above the fault from the shallowest sources. The direct waves are downgoing 
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at the receivers on these seismograms, whereas the primary reflections required 
for imaging are upgoing. Thus these wavefields could be separated in f-k space 
for each CSG (§3.6.3). 
The GK migration method used in the initial processing is a far-field 
approximation, resulting from dropping the near-field term in the Kirchhoff 
integral, which might be important for imaging close to the boreholes. 
Accordingly, the GB migration scheme (§5.1) has been used in the reprocessing 
scheme. The difference between the results of using GK and GB migration is 
illustrated in Figure 8.3, where only the region around the small fault (expected 
location 50m depth, 34m offset), close to the receiver borehole, has been 
imaged. 
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Figure 8.3 GK (top) and GB (bottom) migrated depth sections obtained from 
region around the small fault near the bottom of receiver array in borehole B. 
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There is better continuity of reflection character in the GB image, which is 
preferred as being in better accord with the stratigraphy, but it is still quite 
impossible to identify a fault. 
8.1.4 Dip sampling at image points - shot and receiver spacing 
At this point it was concluded that there was nothing further that could be done 
in processing to resolve the small fault. Instead the effects of the restricted 
lengths of source and receiver arrays and the element spacing in each array 
were considered (§4.2 and §4.3). By comparing the rose diagram in Figure 4.8 
(reproduced here as Figure 8.4) with the depth migrated sections in Figure 8.3, 
it is plain to see that gaps exist within the range of dips sampled around the 
fault zone due to the coarse receiver spacing. 
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Figure 8.4 Rose diagram showing the effect of discrete spatial sampling on the 
distribution of dips sampled at image points spaced 0.2 m apart vertically over 
a 2 m interval at distances of 1-3 m from the receiver borehole. (This Fig. is 
identical to Fig. 4.8) 
For image points close to either the source or receiver array, it is the 
combination of spatial sampling in the near borehole (§4.3) and the extent of 
the array in the far borehole (§4.2) which govern the ability to form an accurate 
image. Rose diagrams such as in Figure 8.4 clearly show where spatial 
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sampling and array lengths are adequate over the section. Where they are 
inadequate, the image will inevitably be smeared, whatever is done in 
processing. It is believed that this is the cause of the failure to image the small 
fault close to borehole B in the crosshole survey between boreholes C and B. 
In order to image this small fault, which should appear as a step in reflecting 
horizons, dips should have been sampled smoothly around the horizontal on 
both sides of the fault. 
8.2 Survey 3500-3496 -f-k \ersusf-k-k 
As a demonstration of the f-k-k technique (§5.2), survey 3500-3496 has been 
reprocessed using two processing routes, identical except for performing 
wavefield separation by f-k-k rather than f-k filtering. 
These data were previously presented by Findlay et al. (1991) with wavefield 
separation carried out by f-k filtering of common shot gathers. The boreholes 
used in this survey were 32m apart. Drillers' reports and wireline log 
information indicated that a normal fault zone passed between the two boreholes 
with a vertical throw of some 22m. Shots were fired at 2m intervals from 10m 
to 52m depth in one borehole, and receivers were deployed at 2m spacing from 
9.79m to 53.79m depth in the other (Figure 2.4). 
Wavefield Separation by f-k-k filtering 
(Waveshaping Deconvolution 
GB Migration 
Up and downgoing images merged 
Figure 8.5 The crosshole reflection processing sequence used to produce 
Figure 8.7b. Compare this with Figure 3.1. 
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In reprocessing these data, wavefield separation was performed by 3-D f-k-k 
filtering (§5.2). Figure 8.6 shows the data volume depicted before and after 3-D 
f-k-k filtering as /-slice contour plots in the f-k-k domain. Following wavefield 
separation, deconvolution and Kirchhoff migration using the Generalised 
Berryhill algorithm (§5.1) were performed (Figure 8.5). Up and downgoing 
wavefields were migrated separately, the polarity of the downgoing reflections 
reversed, and the images merged (Figure 8.7b). Results obtained by a 
processing scheme involving 2-D f-k filtering in common shot gathers, which 
differed only in the wavefield separation step, are shown as Figure 8.7a for 
comparison. An AGC over 30m has been applied to both images. 
0 O High 
Low 
Figure 8.6 The data volume transformed into l\\t f-k-k domain, and depicted as 
/-slice plots with a linear amplitude scale: (a) before filtering, and (b) after 3-D 
f-k-k filtering. 
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Figure 8.7 Migrated depth sections following (a) 2-Df-k wavefield separation, 
and (b) 3-D f-k-k wavefield separation. 
Both processing schemes have clearly imaged the fault. The reflection from coal 
seam Z is continuous across the section from the borehole on the right, so there 
must be a fault with 7m throw at this horizon very close to the left borehole. A 
larger fault, of some 15m vertical throw, cuts the left borehole between seams Z 
and Y. The truncations of reflections, from seam Y to the right and from seam 
X to the left, locate the fault zone in the body of the data. The most striking 
difference between Figures 8.7a and 8.7b is the nature of the migrated image on 
the left side of the section. The continuity of reflectors is poorer in the section 
with 2-D wavefield separation, especially near the source borehole, and the level 
of coherent noise is higher. With the improved image produced by the 3-D f-k-k 
processing a more confident interpretation of the location of the fault can be 
made. 
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Chapter IX 
Conclusions and suggestions for future work 
9.1 Conclusions 
Crosshole seismic reflection imaging has been shown to be a high resolution 
imaging technique. Major hmitations of the method have been discussed, and 
advice given on how the produced depth sections should be interpreted. New 
processing techniques have been developed and implemented to overcome 
specific problems with previous processing schemes, and their success has been 
clearly demonstrated using example datasets. Finally, three types of dataset 
have been processed and the results discussed in terms of the limitations of the 
method, of the processing techniques developed, of the acquisition geometry 
used, and of the quality of image. 
9.1.1 Imaging capability 
Effective imaging in any seismic survey is restricted to that part of the 
subsurface section where the image is not smeared. Image quality depends on 
the range of dips sampled around the local structural dip and on the distribution 
of dip angles within that range. For image points close to either array, the 
distribution of dips sampled within the range can contain gaps if the element 
spacing in that array is too coarse. The overall range of dips sampled depends 
on the lengths of source and receiver arrays, which should be comparable with 
the borehole separation in order to image a horizon at the base of the arrays. It 
follows that in order to image a horizon level with the centres of the source and 
receiver arrays, the array lengths need to be twice the borehole separation. 
As regards improving the imaging capability of crosshole reflection surveys, the 
Generalised Berryhill algorithm and the use of 3-D f-k-k filtering are 
recommended. Close to the boreholes, provided that the spatial sampling 
interval is small enough to give a smooth distribution of dips, it is believed that 
GB migration will have better imaging capability than GRT or GK migration 
because it includes the near-field term in the Kirchhoff integral. Coherency 
problems in CRGs (or CSGs) have been shown to be produced by performing 
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wavefield separation on CSGs (or CRGs) by conventional 2-Df-k filtering. This 
migrates to coherent noise on the source (or receiver) array side of the depth 
section. Addressing this problem, f-k-k filtering has been shown to be the most 
satisfactory solution, such that both sides of the migrated section have equal 
image quality and fidelity. 
9.1.2 Results 
It has been shown that a restricted survey involving a single common shot gather 
from the Groningen experiment can generate an image between wells 300m apart 
with a signal bandwidth of over IkHz. The potential for high resolution imaging 
of a more extensive survey from a producing field is evident. 
We have shown an innovative processing scheme for crosshole seismic reflection 
imaging. The use of 3-D f-k-k filtering has made the muting of direct arrivals in 
the time domain superfluous, since the separation of direct and reflected 
wavefields and of up and downgoing reflections is achieved in one operation. 
The migrated images produced are of high resolution and can be used to monitor 
the progress of the flood front during EOR. 
Conventional 2-D f-k filtering for wavefield separation of common shot gathers 
in crosshole reflection data has been problematical, primarily because of the 
direct and reflected wavefields overlying each other in the f-k domain, and 
because of poor coherency of the separated wavefields when viewed in common 
receiver gathers. Coherent noise has resulted, and we have demonstrated with 
real data that this may be reduced through use of a one-pass 3-D f-k-k filter for 
wavefield separation. Such filters can reject both compressional and shear direct 
waves and also the strongest multiple arrivals in crosshole data, but not head 
waves. 
9.2 Future work 
9.2.1 Further comparison of standard and novel processing techniques 
Further research is required into the applicability of the processing techniques 
presented in this thesis, and this is only possible with the acquisition of more 
good datasets, either from the Coal Measures or from producing fields. It 
would thereafter be possible to provide more comprehensive guidelines on the 
conditions governing the suitability of each scheme. 
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9.2.2 Quantification of the quality of images 
Thus far it has not been possible to provide a measure of the quality of an image, 
and therefore the success of a processing scheme, beyond a simple statement of 
how well the migrated image qualitatively matches the assumed geological cross 
section, or the known model geometry in the case of the tank data. Work is 
needed then in providing a technique for quantification of images, possibly by 
some sort of correlation philosophy, in order to state categorically whether one 
image is a better representation of the section than another. 
9.2.3 Detailed amplitude interpretation of crosshole reflection images 
Following on from the point above (§9.2.2), special attention should be given to 
the preservation of amplitude values during recording and processing of 
crosshole data in order to maintain amplitude information in the migrated 
sections. Non-linear practices such as normalising the data and performing AGC 
should be avoided wherever possible. Future work could then involve the study 
of reflector strength for lithology analysis (§9.2.10). 
9.2.4 Resolution of raytracing problem 
One problem still requiring attention is the limitation of the boxel raytracing, 
especially when sloping boundaries are required. The proposed solution is a 
raytracing program based on triangular velocity cells, as these would be able to 
cope with any velocity polygon. 
9.2.5 Integration of amplitude tomography into raytracing 
Leggett et al. (1993) demonstrated the possibilities of amplitude tomography. It 
would be possible to integrate the results of an amplitude tomogram into the 
raytracing for crosshole reflection imaging, by calculating the total attenuation 
along each reflected raypath. This would then give an amplitude correction 
factor for each source-receiver-image point combination to compensate for the 
attenuation through the media. 
9.2.6 Further comparison of G R T and GB migration 
Recent publications have described the extension of the scalar inversion problem 
of reconstructing a velocity perturbation in a constant density acoustic medium 
to a solution of the vector inversion problem of material parameters. Beylkin 
and Burridge (1990) have developed an algorithm for multi-parameter inversion 
of surface seismic reflection data based on the inverse Generalized Radon 
Transform. Miller and Burridge (1992) have recast this algorithm in terms of a 
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GRT-based dip-moveout operator. The removal of the constant density 
restriction of GRT imaging is of interest to this work, and some thought should 
be given to the implications of the above two publications to the work presented 
in this thesis, possibly by comparing the results of the physical model dataset 
using GB, GRT and multi-parameter GRT imaging. 
9.2.7 Novel acquisition geometries 
Proposed future experiments include acquiring data with shots and receivers in 
the same borehole, either vertical or with a 45° trajectory. Major consideration 
will have to be given to acquisition problems such as the damping of tube waves. 
However, it is hoped that this technique will be attractive for hydrocarbon 
reservoir definition with inclined or horizontal boreholes. 
9.2.8 One-pass total processing 
Possibly mere speculation, though on purely aesthetic grounds, a one pass total 
processing philosophy for crosshole seismic reflection processing could be a 
final goal. Since conceiving the idea of 3-D wavefield separation in thef-k^-k^ 
domain, other processing steps have presented themselves as being suitable for 
apphcation in f-k^-k^, such as directional deconvolution with respect to source 
and receiver and trace interpolation. What could be considered then is:-
Transfomation into f-k-k domain 
Wavefield Separation by f-k-k filtering 
Waveshaping Deconvolution in f-k-k domain 
Migration in f-k-k domain 
Transfomation oui of f-k-k domain 
Figure 9.1 Speculative one-pass crosshole reflection processing sequence. 
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9.2.9 Imaging of all modes 
Previous workers have only mapped P-P (e.g. this study) and/or S-S modes 
(Lazaratos et al. 1992, Becquey et al. 1992), though four modes are always 
available. The first arrival P-P reflections are the obvious first choice for 
imaging, since they are uncontaminated by other reflection arrivals. What has 
not been tried on real data so far (although Balch et al. (1991) have migrated 
different wave modes in laboratory model data) is the development of an 
imaging scheme for integrating the information ft-om up and downgoing images 
for both P-P and S-S reflected wavefields, as well as mode-converted arrivals 
such as P-S and S-P. For this, a dataset of the highest quality would be 
required. Once cross-sectional images had been produced, the initial approach 
could be that of inverting each image (P-P, S-S, P-S, S-P) separately. Note that 
once P-P and S-S images had been produced, it would be a simple matter to 
construct the images for mode-converted P-S or S-P waves, as the raypaths to 
the image points would have already been computed. The images produced 
would be compared and updated accordingly in an iterative process. The four 
reflectivity images could then be inverted together to obtain P and S velocity 
images, provided some assumption is made about density. 
By this scheme, quantitative information (lithology derived from reflection 
amplitude) would be extracted to complement the previous quahtative crosshole 
images of bed geometry. Once a target reflector (thin bed, faulted interface, 
reservoir rock) had been identified, the nature and continuity of reflectivity along 
it could be traced to assess small-scale changes in rock character. The success 
of these schemes could be rigorously tested by comparing the results with 
known properties derived from well logs in the field. 
Since the image amplitudes are critical to the success of the inversion process, 
considerable attention will be given to the validity of the image amplitudes in 
each imaging technique used, to the dependence of amplitude on angular 
coverage of the reflecting interface and to any possible source directivity. 
9.2.10 Integration of high-resolution seismic data into inversion schemes 
for deriving reservoir properties. 
Seismic data have been of insufficient resolution to delineate porosity and 
permeability heterogeneities on the scale required by reservoir engineers for 
modelling fluid flow. However, the recent improvements in 3D seismic data 
quality and the development of crosshole seismic and VSP methods suggest an 
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investigation of the detail that can be obtained by integrating this higher 
resolution seismic data in an inversion scheme with wireline log and core data 
from wells. The crosshole and VSP data act as a node of reference between the 
two extremes of the areal extent of the 3-D seismic and the vertical resolution of 
the core and wireline data. The inversion would start with known properties at 
one well, and proceed through the seismic data volume to an adjacent well. The 
success of an inversion scheme would be rigorously tested by comparing the 
seismic inversion results with the known reservoir properties in the second well. 
114 
References 
Albright, J.N. and Johnson, P.A. 1990. The use of vertical seismic profiles in 
seismic investigations of the earth. Geophysical Prospecting 38, 607-620. 
Balch, A.H., Chang, H., Hofland, G.S., Ranzinger, K.A., and Erdemir, C. 1991. 
The use of vertical seismic profiles in seismic investigations of the earth. 
Geophysical Prospecting 39, 887-913. 
Balogh, W.T., Owen, T.E., and Harris, J.M. 1988. New piezoelectric transducer 
for hole-to-hole seismic applications. 58th Meeting, SEG, Expanded Abstracts, 
155-157. 
Baria, R., Jackson, P.D., and McCann, D.M. 1989. Further development of a 
high-frequency seismic source for use in boreholes. Geophysical Prospecting 37, 
31-52. 
Beattie, K.E. 1990. A comparison of receiver types in crosshole seismics. 
Unpublished MSc dissertation. University of Durham. 
Becquey, M., Bemet-Rollande, J.O., Laurent, J., and Noual, G. 1992. Imaging 
reservoirs - a crosswell seismic experiment. First Break 10(9), 337-344. 
Berryhill, J.R. 1979. Wave-equation datuming. Geop/z>'5/c5 44, 1329-1344. 
Beydoun, W.B., Delvaux, J., Mendes, M. , Noual, G., and Tarantola, A. 1989. 
Practical aspects of an elastic migration/inversion of crosshole data for reservoir 
characterization: A Paris basin example. Geophysics 54, 1587-1595. 
Beylkin, G. and Burridge, R. 1990. Linearized inverse scattering problem of 
acoustics-and elasticity. Wave motion 12, 15-52. 
Cai, W. and Schuster, G.T. 1993. Processing crosswell seismic data for reflection 
imaging. 55th Meeting, EAEG, Stavanger, Expanded Abstracts, C006. 
Carrion, P.M., Sato, H.K. and Buono, A.V.D. 1991. Wavefront sets analysis of 
limited aperture migration sections. Geophysics 56, 778-784. 
115 
Cassel, B.R. 1982. Seismograms in laterally varying media. Geophysical J. R. 
astr. Soc. 69, 339-354. 
Cassel, B.R. 1984. Vertical seismic profiles - an introduction. First Break 
2(11), 9-19. 
Chen, S.T., Zimmerman, L.J., and Tugnait, J.K. 1990. Subsurface imaging using 
vertical seismic profiling abd crosshole tomographic methods. Geophysics 55, 1478-
1487. 
Chen, S.T., Eriksen, E.A., and Miller, M.A. 1990. Experimental studies on 
downhole seismic sources. Geophysics 55, 1645-1651. 
Christie, P.A.F, Hughes, V.J., and Kennett, B.L.N. 1983. Velocity filtering of 
seismic reflection data. First Break 1(3), 9-24. 
Claerbout, J.F. 1970. Coarse grid calculations of waves in inhomogeneous media 
with application to delineation of complicated seismic structure. Geophysics 35, 
407-418. 
Claerbout, J.F. 1971. Toward a unified theory of reflector mapping. Geophysics 
36, 467-481. 
Claerbout, J.F. and Johnson, A.G. 1971. Extrapolation of time dependent 
waveforms along their path of propagation. Geophysical Journal of the Royal 
Astronomical Society 26, 285-293. 
Cooley, J.W. and Tukey, J.W. 1965. An algorithm for the machine calculation 
of complex Fourier series. Maths computations 19, 297-301. 
Deregowski, S. and Rocca, F. 1981. Geometrical optics and wave theory for 
constant-offset sections in layered media. Geophysical Prospecting 29, 374-387. 
Devey, M.G. 1978. Derivation of the migration integral. Technical Note TN451, BP 
Company Ltd, Exploration and Production Department. 
Dillon, P.B. and Thomson, R.C. 1984. Offset source VSP surveys and their image 
reconstruction. Geophysical Prospecting 32, 790-811. 
Dillon, P.B. 1988. Vertical seismic profile migration using the Kirchhoff integral. 
Geophysics 53, 786-789. 
116 
Dillon, P.B. 1990. A comparison between Kirchhoff and GRT migration on VSP 
data. Geophysical Prospecting 38, 757-777. 
Embree, P., Burg, J.P., and Backus, M.M- 1963. Wide-band velocity filtering - the 
pie-slice process. Geophysics 28, 948-974. 
Emeleus, K. 1993. A comparison of receiver types in crosshole seismic 
investigations. Unpublished MSc dissertation. University of Durham. 
Findlay, M.J. 1991. Cross-hole seismic reflection surveying in Coal Measures. 
Unpublished Ph.D. dissertation, University of Durham. 
Findlay, M.J., Goulty, N.R., and Kragh, J.E. 1991. The crosshole seismic reflection 
method in opencast coal exploration. First Break 9(11), 509-514. 
French, W.S. 1975. Computer migration of oblique seismic reflection profiles. 
Geophysics 40, 961-980. 
Gazdag, J. 1978. Wave equation migration with the phase-shift method. 
Geophysics 1342-1351. 
Geyer, R.L. 1993. Spindletop cross-borehole survey. The Leading Edge 12(1), 
26-31. 
Goodman, J.W. 1968. An introduction to Fourier optics. McGraw-Hill, San 
Francisco. 
Goulty, N.R. 1993. Controlled-source tomography for mining and engineering 
applications, in Seismic Tomography. H.M. Iyer and K. Hirahira (eds). Vol. 1, 
797-813. Chapman & Hall, London. 
Goulty, N.R., Thatcher, J.S., Findlay, M.J., Kragh, J.E., and Jackson, P.D. 1990. 
Experimental investigation of crosshole seismic techniques for shallow coal 
exploration. Quarterly Journal of Engineering Geology 23, 217-228. 
Hagedoorn, J.G. 1954. A process of seismic reflection interpretation. 
Geophysical Prospecting 2, 85-127. 
Hale, D. and Claerbout, J.F. 1983. Butterworth dip filters. Geophysics 48, 
1033-1038. 
Hardage B.A. 1985. Vertical seismic profiling. Part A: Principles. 2nd edition, 
Pergammon Press. 
117 
Hardage, B.A. 1992. Crosswell seismology and reverse VSP. (Seismic 
Applications Series, Vol. 1). Geophysical Press, London. 
Harris, J.M., Nolen-Hoeksema, R., Rector, J.W., Lazaratos, S.K., and Van Shaack, 
M . 1992. High resolution cross-well imaging of a West Texas carbonate reservoir: 
Part 1. Data acquisition and project overview. 62nd Meeting SEG, Expanded 
Abstracts, 35-39. 
Hatton, L., Worthington, M.H., and Makin, J. 1988. Seismic Data Processing. 
Blackwell Scientific Publications Ltd, Oxford. 
Hood, P. 1981. Migration, in Developments in geophysical exploration 
methods. A.A. Fitch (ed). Vol. 2, 151-230. Applied Science Publishers Ltd., 
London. 
Hu, L.-Z. and McMechan, G.A. 1987. Wave-field transformations of vertical 
seismic profiles. Geophysics 52,307-321. 
Hubbard, T.P., Sugrue, M.J., Sandham, W.A., and Booth, E.A. 1984. Marine 
source and receiver deghosting and array inversion in F-K space. 46th EAEG 
Meeting, Abstracts volume, p26. 
Jackson, P.J., Onions, K.R., and Westerman, A.J. 1989. Use of inverted VSP to 
enhance the exploration value of boreholes. First Break 7(6), 223-246. 
Justice, J.H., Vassilou, A.A., Singh, S., Logel, J.D., Hansen, P.A., Hall, B.R., 
Hutt, P.R., and Solanki, J.J. 1989. Acoustic tomography for monitoring 
enhanced oil recovery. The Leading Edge 8, 12-19. 
Justice, J.H., Mathisen, M.E., Vassilou, A.A., Shiao, B.R., Alameddine, B.R., 
and Guinzy, N.J. 1993. Crosswell seismic tomography in improved oil recovery. 
First Break 11(6), 229-239. 
Kragh, J.E. 1990. Borehole seismic methods for opencast coal exploration. 
Unpublished PhD dissertation. University of Durham. 
Kragh, J.E., Goulty, N.R., and Findlay, M.J. 1991. Hole-to-surface seismic 
reflection surveys for shallow coal exploration. First Break 9(7), 335-344. 
Kragh, J.E., Goulty, N.R., and Brabham, P.J. 1992. Surface and hole-to-surface 
seismic reflection profiles in shallow Coal Measures. Quarterly Journal of 
Engineering Geology 25, 217-266. 
118 
Krajewski, C , Dresen, L., and Gelbke, C. 1989. Iterative tomographic methods. 
Geophysical Prospecting 37, 717-751. 
Lazaratos, S.K., Rector, J.W., Harris, J.M., and Van Shaack, M. 1992. High 
resolution cross-well imaging of a West Texas carbonate reservoir: Part 4. 
Reflection imaging. 62nd Meeting SEG, Expanded Abstracts, 49-53. 
Leggett, M. 1992. Crosshole seismic processing of physical model and Coal 
Measures data. Unpublished PhD dissertation, University of Durham. 
Leggett, M. , Goulty, N.R., and Kragh, J.E. 1993. Study of traveltime and amplitude 
time-lapse tomography using physical model data. Geophysical Prospecting 41, 
599-619. 
L i , Q. and Worthington, M.H. 1990. Crosshole GRT imaging: an experiment with 
ultrasonic model data. 60th Meeting, SEG, Expanded Abstracts, 156-159. 
Macrides, G.G., Kanasewich, E.R., and Bharatha, S. 1988. Multiborehole 
seismic imaging in steam injection heavy oil recovery projects. Geophysics 53, 
65-75. 
March, D.W. and Bailey, A.D. 1983. A review of the two dimensional 
transform and its use in signal processing. First Break 1(1), 9-21. 
Miller, D., Oristaglio, M. , and Beylkin, G. 1987. A new slant on seismic 
imaging: migration and integral geometry. Geophysics 52, 943-964. 
Miller, D. and Burridge, R. 1992. Multiparameter inversion, dip-moveout, and 
the generalized radon transform, in Geophysical Inversion. J.B. Bednar, L.R. 
Lines, R.H. Stolt, and A.B. Weglein (eds), 46-58. Society for Industrial and 
Applied Mathematics, Philadelphia. 
Newman, P. 1990. Amplitude and phase properties of a digital migration 
process. First Break 8(11), 397-403. 
Ozdemir, H. and Saatgilar, R. 1990. Efficient multichannel filtering of seismic data. 
Geophysical Prospecting 38, 1-22. 
Peardon, L.G. and Bacon, C.W.M. 1992. An introduction to FXK techniques. First 
Break 10(4), 113-123. 
119 
Pratt, R.G. and Worthington, M.H. 1990. Acoustic wave equation inverse 
theory applied to multi-source crosshole tomography, Part I : Acoustic wave-
equation method. Geophysical Prospecting 38, 287-310. 
Pratt, R.G. and Goulty, N.R. 1991. Combining wave-equation imaging with 
traveltime tomography to form high-resolution images from cross-hole data. 
Geophysics 56, 208-224. 
Pratt, R.G., L i , Q., Dyer, B.C., Goulty, N.R., and Worthington, M.H. 1991. 
Algorithms for EOR imaging: an experiment with scale model data. 
Geoexploration 28, 193-220. 
Qin, F. and Schuster, G.T. 1993. Crosswell reflection migration by a constrained 
Kirchhoff integral method. 55th Meeting, EAEG, Stavanger, Expanded Abstracts, 
C008. 
Rector, J.W. and Marion, B.P. 1991. Use of drill bit energy as a downhole seismic 
source. Geophysics 56, 628-634. 
Rector, J.W., Lazaratos, S.K., Harris, J.M., and Van Shaack, M. 1992a. High 
resolution cross-well imaging of a West Texas carbonate reservoir: Part 3. 
Wavefield separation: 62nd Meeting SEG, Expanded Abstracts, 45-48. 
Rector, J.W., Lazaratos, S.K., Harris, J.M., and Van Shaack, M. 1992b. Extraction 
of reflections from cross-well wavefields: 62nd Meeting SEG, Expanded Abstracts, 
54-57. 
Robinson, E.A. and Treitel, S. 1985. Geophysical Signal Analysis. Prentice-
Hall, New Jersey. 
Rowbotham, P.S. and Goulty, N.R. 1993a. (In press), hnaging capability of 
crosshole seismic reflection surveys. Geophysical Prospecting. 
Rowbotham, P.S. and Goulty, N.R. 1993b. (submitted). Wavefield separation by 3D 
filtering in crosshole seismic reflection processing. Geophysics. 
Sams, M.S., Worthington, M.H., King, M.S., and Shams Khanshir, M. 1993. A 
comparison of laboratory and field measurements of P-wave anisotropy. 
Geophysical Prospecting 41, 189-206. 
Schneider, W.A. 1978. Integral formulation for migration in two and three 
dimensions. Geophysics 43, 49-76. 
120 
Sharp, R.J., Peacock, J.H., and Goulty, N.R. 1985. Ultrasonic seismic modelling 
system. 47th EAEG Meeting, Abstracts volume, p37. 
Sheriff, R.E and Geldart, L.P. 1983. Exploration Seismology, Vol. 1. Cambridge 
University Press. 
Smith, B.A., Gallagher, J.G., Hoover, G.M., and Hufford, J.M. 1993. 
Characteristics of crosswell wave propagation at varying well offsets. 55th Meeting, 
EAEG, Stavanger, Expanded Abstracts, C007. 
Stewart, R.R. 1989. 3-D F-K filtering. 59th Meeting SEG, Expanded Abstracts, 
1123-1124. 
Stewart, R.R. and Marchisio, G. 1991. Cross-well seismic imaging using reflections. 
61st Meeting SEG, Expanded Abstracts, 375-378. 
Stolt, R.H. 1978. Migration by Fourier transform. Geophysics 43, 23-48. 
Sun, R. and McMechan, G.A. 1986. Pre-stack reverse-time migration for eastic 
waves with application to synthetic offset vertical seismic profiles. Proc, Inst. 
Electr. Electron. Eng. 74, 457-465. 
Tooley, R.D., Spencer, T.W., and Sagoci, H.F. 1965. Reflection and 
transmission of plane compressional waves. Geophysics 30, 552-570. 
Vaage, S. and Ziolkowski, A. 1992. Cross-Hole Seismic Survey in the Groningen 
Gas Field. 54th EAEG Meeting, Paris, Expanded Abstracts, 578-579. 
Van Shaack, M. , Harris, J.M., Rector, J.W., and Lazaratos, S.K. 1992. High 
resolution cross-well imaging of a West Texas carbonate reservoir: Part 2. 
Wavefield modeling and imaging: 62nd Mtg SEG, Expanded Abstracts, 40-44. 
WilHamson, P.R., Sams, M.S., and Worthington, M.H.. 1993. Crosshole imaging in 
anisotropic media. The Leading Edge 12(1), 19-23. 
Winbow, G.A. 1991. Seismic sources in open and cased boreholes. Geophysics 
56, 1040-1050. 
Wong, J., Hurley, P., and West, G.F. 1983. Cross-hole seismology and seismic 
imaging in crystalline rock. Geophysics Research Letters 10, 686-689. 
121 
Wyatt, K.D. and Wyatt, S.B., 1984. Determining subsurface structure using the 
vertical seismic profiling. In Vertical Seismic Profiling: Advanced Concepts. M.N. 
Toksoz and R.R. Stewart (eds). Geophysical Press. 
Yilmaz, O. 1987 Seismic Data Processing. Series: Investigations in Geophysics, 
Volume 2. Society of Exploration Geophysicists, Tulsa. 
Zhong, L. and Worthington, M.H. 1992. Crosswell continuity logging using 
Stoneley waves. Journal of Seismic Exploration 1, 293-308. 
Ziolkowski, A .M. , Lerwill, W.E., March, D.W., and Peardon, L.G. 1980. 
Wavelet deconvolution using a source scaling law. Geophysical Prospecting 28, 
872-901. 
122 
A p p e n d i x A 
D e v i a t i o n s o f t h e G r o n i n g e n b o r e h o l e s 
The deviation reports of the Scheemderzwaag boreholes are in the form of x,y,z 
deviations from the wellhead positions for the depths of interest. A 2-D 
deviation was assumed for the crosshole survey used in this study as x and y of 
the receiver well varied approximately linearly over the depth range 2225m-
2600m. 
A l 
RECEIVER WELL 
Wellhead position (m): 
SOURCE WELL 
Wellhead position (m): 
X y z X y z 
1553.60 133.12 0.0 551.55 273.09 0.0 
Deviations (m): Deviations (m): 
X y z X y z 
1.39 -13.52 1550.0 22.69 -19.40 1550.0 
0.90 -15.62 1575.0 21.15 -16.40 1575.0 
0.06 -19.93 1625.0 17.40 -10.93 1625.0 
-0.35 -22,12 1650.0 15.10 -6.91 1650.0 
-0.76 -24,33 1675.0 12.49 -3.63 1675.0 
-1.15 -26.57 1700.0 9.60 -0.35 1700.0 
-1.56 -28.89 1725.0 6.55 2.94 1725.0 
-2.02 -31.36 1750.0 3.47 6.13 1750.0 
-2.53 -33.96 1775.0 0.47 9.08 1775.0 
-3.07 -36.64 1800.0 -2.39 11.79 1800.0 
-3.65 -39.37 1825.0 -5.13 14.37 1825.0 
-4.47 -42.23 1850.0 -7.76 16.86 1850.0 
-5.70 -45.35 1875.0 -10.38 19.15 1875.0 
-7.29 -48.80 1900.0 -13.10 21.17 1900.0 
-9.26 -52.59 1925.0 -15.91 22.92 1925.0 
-11.40 -56.59 1950.0 -18.75 24.30 1950.0 
-13.55 -60.65 1975.0 -21.61 25.66 1975.0 
-15.80 -64.76 2000.0 -24.36 26.81 2000.0 
-18.04 -68.94 2025.0 -26.89 27.85 2025.0 
-20.14 -73.20 2050.0 -29.39 28.87 2050.0 
-22.21 -77.56 2075.0 -31.95 29.85 2075.0 
-24.38 -81.92 2100.0 -34.51 30.75 2100.0 
-26.63 -86.22 2125.0 -37.10 31.57 2125.0 
-28.91 -90.51 2150.0 -39.79 32.24 2150.0 
-31.35 -94.80 2200.0 -42.58 32.77 2175.0 
-33.72 -99.01 2200.0 -45.45 33.22 2200.0 
-36.06 -103.14 2225.0 -48.37 33.59 2225.0 
-38.59 -107.26 2250.0 -51.33 33.84 2250.0 
-41.40 -111.46 2275.0 -54.27 33.96 2275.0 
-44.49 -115.80 2300.0 -57.18 34.00 2300.0 
-47.82 -120.29 2325.0 -60.07 34.01 2325.0 
-51.29 -124.87 2350.0 -62.98 33.96 2350.0 
-54.78 -129.45 2375.0 
-58.27 -133.93 2400.0 
-61.79 -138.31 2425.0 
-65.29 -142.61 2450.0 
-68.76 -146.72 2475.0 
-72.20 -150.58 2500.0 
-77.68 -154.23 2525.0 
-79.17 -157.61 2550.0 
-82.71 -160.70 2575.0 
-86.42 -163.60 2600.0 
-90.31 -166.31 2625.0 
A2 
This program was originally written by M.J. Findlay. However, it has evolved 
significantly during the course of this study, and it is therefore appropriate to 
include the main program and subroutines in this thesis. Subroutines not 
included here are either in libxhr.a or libtsa.a in the dgl3psr user area on the 
University of Durham Geological Sciences Department's SUN system. See also 
the appendix in Findlay (1991). 
Plotting routines have not been included as similar programs can be found in 
UNIRAS manuals, e.g. SEISPLOT, CONTOUR. 
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Given here are four example xhrp.dfaultl files required by the xhr l program. 
They are for the four surveys in this study, i.e. Groningen, Physical Model, 
Lowther South 3437-3436, Lowther South 3500-3496. 
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This program was adapted from x h r l to perform 3-D f-k-k filtering and plotting. 
Also given is an example of the xhrS.dfoIt file required by the program. All 
subroutines, including plotting, are given. Subroutines are in libxh3.a in the 
dgBpsr user area on the University of Durham Geological Sciences Department's 
SUN system. Plotting routines use UNIRAS. 
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Appendix E 
berrymig 
This program was adapted from kirchmig and performs GK, GB and GRT 
migration, raytracing by the layer and boxel method, and image point dip 
calculations. Also given are raytra.f (layer raytracing) and raytM.f (boxel 
raytracing). The results are plotted with nscap.f (not given), which uses 
UNIRAS. Subroutines are in libkir.a in the dgBpsr user area on the University 
of Durham Geological Sciences Department's SUN system. 
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