Time plays an important role in the analysis of moving object data. For many applications it is not sufficient to only compare objects at exactly the same times, or to consider only the geometry of their trajectories. We show how to leverage between these two approaches by extending a tool from curve analysis, namely the free space diagram. Our approach also allows us to take further attributes of the objects like speed or direction into account. We demonstrate the usefulness of the new tool by applying it to the problem of detecting single file movement. A single file is a set of moving entities, which are following each other, one behind the other. Our algorithm is the first one developed for detecting such movement patterns. For this application, we analyse and demonstrate the performance of our tool both theoretically and experimentally.
Introduction
Due to technological advances in location-aware devices, trajectory data are becoming more and more available. With this, the need for automatically analysing trajectory data is also increasing. Recent work in the area of movement analysis has focused on detecting movement patterns among trajectories, for example flocks (Laube et al. 2004 , Benkert et al. 2008 , convoys (Jeung et al. 2008) , leaderships (Andersson et al. 2008 ) and popular places (Verhein and Chawla 2006, Benkert et al. 2007) . In this article, we will present a more general tool that can be used to analyse trajectories with various attributes and restrictions.
Previous work on trajectory analysis has focused on two types of analysis. The first only considers the geometry of the path, that is, it ignores the temporal aspects. Much research has been done on this topic, suggesting numerous metrics to measure the distance between two paths, in particular the Hausdorff distance and the Fréchet distance (Alt and Godau 1995) . More distance measures have been considered, such as the longest common subsequence model (Vlachos et al. 2002) , a combination of parallel distance, perpendicular distance and angle distance (Lee et al. 2007) , the count of common subsequences of length 2 (Agrawal et al. 1995) and the domain-dependent extraction of a single representative value for the whole series (Kalpakis et al. 2001) . The second type of trajectory analysis focuses on the moving entities but at the same point in time. Several papers consider the average distance at equal times as a similarity measure (Nanni and Pedreschi 2006 , Trajcevski et al. 2007 , Buchin et al. 2009b ). Furthermore, extensive research has been done on detecting moving clusters (or flocks) (Laube et al. 2004 , Kalnis et al. 2005 , Gudmundsson et al. 2007 , Jensen et al. 2007 , Benkert et al. 2008 , Jeung et al. 2008 , where two entities are in a cluster if they are close to each other during the whole time interval.
We will present a structure that leverages between the temporal and non-temporal approach, which we call a constrained free space diagram. Alt and Godau (1995) introduced the free space diagram of two curves as a data structure to compute the Fréchet distance between them. The Fréchet distance is a distance measure for continuous shapes such as curves and surfaces, and is defined using parameterizations of shapes. Since it takes the continuity of shapes into account, it is generally regarded as a more appropriate distance measure than the Hausdorff distance for curves (Alt and Guibas 1999 , Veltkamp and Hagedoorn 2001 , Alt et al. 2004 . We denote the Fréchet distance between two curves f and g by F (f, g). For completeness, we include its formal definition here.
Definition 1.1: Let f : I ¼ ½l I ; r I ! R c and g : J ¼ ½l J ; r J ! R c be two curves, and let |Á| denote the Euclidean norm 1 in R c . Then the Fréchet distance F (f, g) is defined as F ðf; gÞ ¼ inf a : ½0; 1 ! I b : ½0; 1 ! J max t 2 ½0; 1 jf ðaðtÞÞ À gðbðtÞÞj;
where a and b range over continuous and increasing functions with a(0) = l I , a(1) = r I , b(0) = l J and b(1) = r J .
Intuitively, the Fréchet distance can be described as follows: Imagine a man walking on one of the curves and his dog on the other curve. The man has the dog on a leash. Both may choose their speed independently but not walk backwards. Then the Fréchet distance of the two curves is the shortest leash length that allows the man and his dog to walk on their respective curves from start to end.
Now, let f be a polygonal curve with n vertices p 1 , . . ., p n . We use f f to denote the following natural parameterization of f. The map f f : ½1; n ! R c maps i P {1, . . ., n} to p i and interpolates linearly in between vertices, where c is any dimension. Thus, for a trajectory, f f gives the position of the moving object at time t. The free space diagram of two polygonal curves f and g, with n and m vertices, respectively, is the set F d ðf; gÞ ¼ fðs; tÞ 2 ½1; n · ½1; m : jf f ðsÞ; f g ðtÞj dg which describes all tuples (s, t) such that the points f f (s) and f g (t) have the Euclidean distance at the most as d. Thus, in F d (f, g) the two axes correspond to the two curves, and a tuple (s, t) in the diagram is in free space if the distance between the corresponding two points f f (s) and f g (t) on the curves is smaller than the given distance threshold d. See Figure 1 for an example of a free space diagram, where free space is drawn in white and nonfree space is drawn in grey. Now, if there exists an x-and y-monotone path in the free space, then the Fréchet distance between f and g is less than d, because such a path corresponds to suitable re-parameterizations a and b. Furthermore, the Fréchet distance between f and g is the smallest value d such that for all . d such a path exists in the free space diagram with distance value .
In this article, we propose the constrained free space diagram as an effective tool for analysing trajectories by taking several different constraints into consideration. We use the following natural generalization of the free space diagram. F C ðf; gÞ ¼ fðs; tÞ 2 ½1; n · ½1; mjCððf f ðsÞ; A f ðsÞÞ; ðf g ðtÞ; A g ðtÞÞÞg;
where C is a Boolean relation given by a set of constraints and A f (s) is a set of attributes for the parameterized trajectory f at time s. For instance, C may include constraints on the direction or speed of the points. Again, if there is a monotone path in the free space then there exist suitable re-parameterizations of f and g that fulfil constraint C. More details will be given in the next section.
For solving analysis tasks, we study the structure of constrained free space diagrams. As a simple example, consider the following question: Did the corresponding objects travel together? For this we can use the constrained free space diagram of a small geographic distance and test whether certain point pairs for the same time, or consecutive times, are in the constrained free space diagram. More examples and details will be given in Section 3.
We demonstrate the usefulness of constrained free space diagrams by applying them to the specific analysis tasks of detecting following-behind behaviour and single file movement. A single file is a movement pattern where several entities are following each other, one behind the other. This movement pattern occurs frequently among humans, animals and vehicles. It is a more specific pattern than a flock or herd, and because it does not have a fixed layout, it is challenging to compute. Our algorithm, using constrained free space diagram, is, to the best of our knowledge, the first algorithm for this problem. A related pattern is the leadership pattern (Andersson et al. 2008) . We give a more detailed comparison of the leadership, single file and flock-type movement patterns in Section 4.3.
Overview. In Section 2 we define the constrained free space diagram more formally and discuss the standard constraints for trajectory analysis. Further, in Section 3 we give examples of applications and in Section 4 we specifically study the task of detecting following-behind behaviour. In Section 5 we give algorithms for detecting single file movement based on the constrained free space diagram, and we analyse these algorithms both theoretically and experimentally. 1
Constrained free space diagrams
Next we define constrained free space diagrams in more detail and then, in Section 2.2, we state several useful examples of constraints for trajectory analysis.
Definition
Let a spatio-temporal trajectory f of a moving entity a be given by n time-space positions ((t 1 , p 1 ), . . ., (t n , p n )), where p i are the coordinates of a at time t i . For simplicity we assume
Two parameterized trajectories f and g together with their free space diagram with respect to the distance threshold e. The white area indicates free space. that in between two consecutive time stamps t i and t i + 1 the entity a moves along a straight line from p i to p i + 1 for i = 1, . . ., n. We could use any other model (Tremblay et al. 2006 ) that would allow for an efficient computation of the Fréchet distance, e.g., Bézier, hermite and cubic splines. Now, let f and g be two trajectories. A free space diagram of f and g is defined as described in the introduction. We will also use the natural parameterizations described in the introduction. That is, for a trajectory f over the time interval [t 1 , t n ], we use the parameterization f f : ½t 1 ; t n ! R c where f f (t) gives the position of the moving entity at time t. We use parameterizations because they capture the movement of the entity in the flow of time. That is, by varying t from t 1 to t n , the point f f (t) moves along the trajectory from the start point to the end point. For polygonal curves the free space diagram consists of n 1 · n 2 cells where n 1 and n 2 are the complexity of f and g, respectively. A single cell is the free space diagram of two line segments and the free space inside a cell is convex (Alt and Godau 1995) ; see Figure 1 . It therefore usually suffices to compute the cell boundaries of the free space diagram, which can be computed in constant time. As noted above, a monotone path in the free space diagram corresponds to re-parameterizations a and b of the trajectories f and g. More explicitly, the monotone path can be described as the function r : ½0; 1 ! ½t 1 ; t n · ½t 0 1 ; t 0 m with r(t) = (a(t), b(t)). We can also interpret this as a matching between the points a(t) and b(t) on the two curves.
In contrast to the case of curves, for trajectories the parameterizations correspond to an important parameter, namely time. As a consequence many additional constraints may be of interest to add to the analysis. Sometimes additional attributes like the direction of movement or acceleration are relevant. If further attributes are used in the analysis, we denote the list of attributes for trajectory f at a given time t by A f (t). As stated above, the constrained free space diagram can now be defined as F C ðf; gÞ ¼ fðs; tÞ 2 ½1; n · ½1; mjCððf f ðsÞ; A f ðsÞÞ; ðf g ðtÞ; A g ðtÞÞÞg;
where C is a binary relation given by a set of constraints.
Constraints for trajectory analysis
We distinguish between two types of constraints, which concern the matching between the points on the two curves: (1) properties of the matched points (local constraint) and (2) properties of the matching (global constraint). Multiple constraints, of the same or different type, can be combined.
Constraints on matched points. For many applications on curves, matched points should be close in space. For trajectories the points should often also be close in time, or have some other kind of temporal relation. Examples of this type of constraints are l temporal constraints (e.g., similar or consecutive times), l distance constraints (e.g., Euclidean distance), l directional constraints (e.g., similar directions of movement), and l attributive constraints (e.g., similar size).
An attributive constraint allows us to match only points where certain attributes of the entities at these points (along these segments) fulfil some relation. For example, assume we know the type of underlying terrain. Then we can require that only points may be matched where the entities are moving over the same type of terrain. Or, more generally, for any numerical attribute, e.g., size or temperature, we may require that the difference in this attribute is small (bounded by some threshold).
Constraints on matching. All the previous constraints make restrictions on the free space. Constraints on matching restrict how the path passes through the free space. The most such important constraint is that the path should be monotone. When this constraint is dropped, the path no longer corresponds to a one-to-one re-parameterization. Nonetheless, there might be situations where one might want to drop this constraint, and indeed the corresponding variant of the Fréchet distance, the weak Fréchet distance, is well known (Alt and Godau 1995) .
Two general and useful constraints of this type are l bound on the slope of the path in free space and l bound on the length of the path in free space.
The effect of these constraints depends on the parameterization of the free space diagram, i.e. the parameterization of the curves defining the free space. Two natural choices are parameterizing by time or distance, i.e., scaling the free space such that it is uniform either for time or distance of the curves. Parameterizing by time, or distance, affects the ratio of time, or distance, travelled. Bounding the slope restricts these ratios locally, whereas bounding the length restricts the ratios globally. For instance, if we parameterize by distance and bound the slope, this results in a bound on the distance ratio (everywhere). In contrast, if we parameterise by distance and bound the Euclidean length of the path, then we locally allow a large distance ratio, but overall the distance ratio does not deviate too much.
The length of the path can be measured in metrics other than Euclidean length. For instance, we can use the min-link distance, i.e., we count the number of segments of a polygonal path. This measures how often we have to cut the trajectories such that the pieces can be matched by a simple scaling of the time axes. We can also compare paths based on the difference of a quantitative attribute at matched points, e.g., based on the average distance between the entities. For this, it is useful to take the average with respect to the L 1 path length, because all monotone paths then have the same length. Thus, using L 1 path length the average cannot be manipulated by for instance zig-zagging to increase the length in areas of small difference in the attribute.
In a free space diagram all parameters are threshold, and if there is at least one monotone path in it, there are typically infinitely many. In practice, it will often be relevant to select one path, which gives a concrete matching of the curves. For this, we can employ path lengths. Instead of simply bounding the path length, we now optimize a criteria on the path length. For instance, we can select the path with the smallest Euclidean length or the smallest average distance between the entities at matched points.
Computing constrained free space diagrams
Recall from the work of Alt and Godau (1995) that the free space diagram can be computed cell by cell. For the Fréchet distance, the free space is convex inside cells and only cell boundaries need to be computed. Furthermore, instead of explicitly searching for a path in the free space, its existence can be determined by computing the reachable free space diagram, i.e. the free space reachable by a monotone path. Most constraints on matched points result in convex cells. In this case, we can compute the reachable free space in the same manner and incorporate further constraints. Constraints that do not result in convex cells are for instance the geodesic distance or visibility. For these cases, other techniques have been developed Wenk 2008a, 2008b) . All the constraints we consider from now on generate convex cells.
The computation and time complexity for incorporating constraints on matched points (local constraints) depend on the complexity of the (constraining) Boolean function of the attributes. In particular, it depends on whether the values of the Boolean function can be automatically extracted from the vertices (cell boundaries in the free space) to the points along the edges (interior of free space cells). For example, this is the case for the Fréchet distance, which uses a distance constraint. Therefore, a cell in the free space diagram of the Fréchet distance can be computed in constant time (Alt and Godau 1995) . The computation of attributional constraints per cell depends on the interpolation of the attribute from the vertices to the segments. For instance, if attribute values are measured on an interval scale and are interpolated linearly, the constraint can be incorporated in a similar way as distance. For nominal data the attribute of one of the vertices can be used. Thus, for a cell in the free space diagram, the constraint is fulfilled either for the whole cell or for none of the cell, since the attribute is constant on the corresponding segments of the trajectory. Similarly, directional constraints are easy to integrate since the direction of movement is constant on segments.
Linear temporal constraints of the form t -t min ! s t + t max can be realized by intersecting the free space with the two half-planes st ! -t min and st t max . Such a constraint signifies that the time difference between the trajectories is at least t min and at most t max . This cuts out a diagonal 'strip' of the free space, as will be discussed in more detail in Section 4, where we give an example of this. See also Figure 6 . Note that if t max -t min is constant, which it typically is, then such a temporal constraint reduces the complexity of the remaining strip of the free space to linear, in contrast to the quadratic complexity of the whole free space diagram. We can use the low complexity of the free space diagram to reduce the running time and the space requirement of the algorithm (see Section 5.1.1). For this, we simply look only at actually reachable cells and store only cells of which the neighbors have not yet been processed. This technique is generally useful for constraints on the matched points, since they are likely to reduce the complexity of the free space diagram.
Constraints on matching (global constraints) concern the path in free space, e.g. its slope and length. They can be incorporated in the reachability of free space. A slope constraint is applied to each cell of the free space, when computing the reachable free space. For example, Figure 2c shows the free space (boundaries) in a cell that is reachable by a path of slope at most a from the bold bottom segment. Here, bold segments indicate the boundaries of the free space. For a length constraint, we add a shortest path map construction to the reachable free space. Note that this increases the complexity of a cell to linear, and thus the complexity of the whole free space diagram to cubic. A shortest path map construction can also be used when bounding the average value of an attribute (Buchin et al. 2009a) . Note that some constraints may be costly to incorporate. In the following, we will consider example applications of the constrained free space diagram and discuss how to incorporate the constraints for these applications efficiently.
Applications and constraints
Constrained free space diagrams can be applied to different trajectory analysis tasks. The most natural application of constrained free space diagrams is determining the trajectory similarity, which in turn can be used for trajectory simplification (Section 3.1). In Section 3.2, we briefly discuss two types of constraints to bound the difference in speed between two moving entities. Constrained free space diagrams can also be used to detect specific movement patterns. We will illustrate this by the example of single file and following-behind movements (Section 3.4).
Trajectory similarity and simplification
For similarity tasks the constraints depend on the definition of 'trajectory similarity'. We may want to assess the similarity of two trajectories taking into account a combination of their differences in time, speed, direction or distance. For this, we simply apply those constraints to the free space diagram and run the known algorithm (Alt and Godau 1995) . The algorithm computes the reachable free space cell by cell, in an order that respects monotonicity, e.g. left to right and bottom to top. If the upper left corner is reachable, the algorithm answers 'yes', else it answers 'no'. Without a time constraint, this algorithm runs in quadratic time, and with a time constraint it runs in time proportional to the number of cells of the free space diagram within the diagonal strip shown in Figure 6 , which is typically linear. More explicitly, let k be the horizontal width of the diagonal strip. The algorithm then runs in O(kn) time. The value k is given by the time constraint and will typically be constant, which then results in a linear run time.
We can use trajectory similarity with constraints for trajectory simplification, i.e. to compute for a given trajectory, a trajectory with fewer vertices which capture the essential properties of the original trajectory could be chosen. For a given application, the constrained free space diagram gives the flexibility to maintain the properties essential to the application; for example, if speed is important we add a speed constraint. A fast algorithm for trajectory simplification that can be easily adapted to work with the constrained free space diagram is the near-linear time algorithm by Agarwal et al. (2005) .
Bounding the speed difference
For trajectories an important property is speed. For bounding the difference in speed using constrained free space diagrams, we have two options from which we choose according to the application. We can locally bound the speed ratio before re-parameterizing using an attributional constraint. Alternatively, we can bound the ratio of travel distances after reparameterization, i.e. bound the ratio d 1 /d 2 where d 1 and d 2 are distances travelled on the trajectories after parameterization. This bound may be interpreted as difference in speed after the re-parameterization by matching. For an illustration of these two options, consider the trajectories in Figure 2a . Both trajectories travel with equal constant speed a similar route, but first, one ''detours'', and then the other. If we consider speed as a fixed attribute, then we can match these two trajectories with a speed ratio of 1 and a distance constraint (shown in the figure). In this matching, a distance of 0.5 on one trajectory is matched to a distance of 1 on the other trajectory, which results in a ratio 2 of the travel distances. The path in the free space diagram in Figure 2b corresponds to such a matching. If on the other hand, we want to bound the ratio of travel distances, we restrict to paths of slope close to 45 in the free space.
Different distance constraints
When using a distance constraint on matched points, distances other than the Euclidean distance might be relevant, e.g. geodesic distance (i.e. taking into account the obstacles), network distance or visibility (as 0-1-distance). Figure 3 shows an example of a constrained free space diagram where F C is 1 if the moving objects are mutually visible and 0 otherwise. Processing the constrained free space diagram for these distance measures requires different techniques than for the Fréchet distance. Recent progress has been made for geodesic distance (Cook IV and Wenk 2008a) and visibility constraints (Cook IV and Wenk 2008b) .
Single file and following-behind movement
A single file and following-behind behaviour are frequently occurring movement patterns. One entity is considered to be following another if it moves along a similar track but later in time. A single file consists of a group of moving entities where one entity is leading the group and all others are following one behind the other. This pattern can be found among animals (e.g. ducks), humans (e.g. hikers) and vehicles (e.g. bikes). Reasons for this moving pattern are energy efficiency, road conditions, orientation and security. An overview of studies on the energy efficiency of single files is given by Fish (1999) .
The layout of a single file is not fixed, but changes over time, i.e. it differs at different time stamps; see Figure 4 . At each time stamp, a relation between every pair of entities in the sequence needs to be maintained. This makes detecting a single file pattern challenging to compute. In the remainder of this article, we present models and algorithms for single file and following-behind behaviour as a case study for the use of constrained free space diagrams. First, we give definitions for following behind in Section 4, and then, based on these definitions, we give algorithms for detecting single files in Section 5.
Before we give our algorithms, we would like to note that a single file cannot be detected in a straightforward manner using most existing approaches for other movement patterns. We briefly discuss existing definitions of movement patterns and their connection to the f g f g Figure 3 . Two parameterized trajectories f and g and the constrained free space diagram F C , which is 1 if the points are mutually visible and 0 otherwise. single file movement pattern. One of the first movement patterns studied (Kalnis et al. 2005 , Jensen et al. 2007 , Jeung et al. 2008 ) was moving clusters. A moving cluster is sometimes also called a variable subset flock (Gudmundsson and van Kreveld 2006) . Closely related to moving clusters is the flock pattern, or fixed subset flock. This problem has been studied in several papers (Laube et al. 2004 , Gudmundsson et al. 2007 , Benkert et al. 2008 . Even though different papers use different definitions, the main idea is that a flock consists of a fixed or variable set of entities moving together as a cluster at all times. Note that the definition of a cluster only requires all the entities to be close to the centre of the cluster; thus a flock can be detected without calculating a relationship between every pair of entities. The authors have attempted to modify existing flock definitions to the single file application, but we have not been able to see any simple restrictions that would allow similar arguments to be used for the single file. This seems to be mainly due to the strong relation between pairs of entities that needs to be maintained for a single file.
More recently, further movement patterns have been studied. Jeung et al. (2008) modified the definition of a flock to what they call a convoy, using the notion of density connection (Ester et al. 1996) . Intuitively, two entities in a group are density connected if a sequence of objects exists that connects the two objects and the distance between consecutive objects does not exceed a given constant. This would detect a convoy but also many other patterns; for example, a flock would in most cases also be a convoy using this definition. Again, it is not obvious how this definition could be used to detect single file patterns.
A movement pattern that is closely related to a single file is the leadership pattern, where a set of entities is following a leader. Andersson et al. (2008) give algorithms for detecting leadership patterns, which are also based on following-behind behaviour. However, the definition they give for following behind is weaker and different in spirit than ours, as we will argue in Section 4.3 after describing both the definitions.
A model for following-behind behaviour
Intuitively, it is clear what is meant by one entity following another. However, it is not obvious how to formalize this notion. We now give a definition for this, formalizing the notion of following the track of a leader within a certain time frame.
Definition
For defining following-behind behaviour, we will use the following notation: a denotes a moving entity and f its parameterized trajectory. For positions in space we use p, q and for points in time s, t. For a time interval we use T. In case of multiple objects, we index all these variables.
For the definition of following behind, we fix three parameters t min , t max and 2 R with t min , t max . The parameters t min and t max specify minimum and maximum offsets in time and specifies a maximum offset in space. In the definition of following behind, we re-parameterize one trajectory by a varying time difference in [t min , t max ], such that the trajectories are 'similar' in the sense that at all times (except at the very beginning and end), the spatial positions of the two trajectories differ by at the most. The parameters t min , t max and shall be chosen depending on the application and exactness of the input and are discussed in more detail in Section 5.3. Our definition of following behind is illustrated by the two trajectories in Figure 5 . Assume that entity a i is given by the parameterized trajectory f i over the time interval [s 1 , t 2 ]. Let p i be the position of entity a i at time s i and q i the position of entity a i at time t i , respectively, for i = 1,2, where s 1 , s 2 , t 1 , t 2 . Furthermore, let s 2 P [s 1 + t min , s 1 + t max ] and t 2 P [t 1 + t min , t 1 + t max ]. Assume that the distances d(p 1 , p 2 ) and d(q 1 , q 2 ) are small and that a 1 , a 2 are moving with a similar (e.g. constant) speed in between p 1 , p 2 and q 1 , q 2 . Then we have that at every point in time s P [s 2 , t 1 ] entity a 2 is at a position which is -close to the position of a 1 at an earlier point in time s 0 P [s -t max , s -t min ].
Formally, we define the notion of following behind as follows. t 2 ] such that s(s 1 ) = s 2 and "t 2 ½s 1 ; t 1 : sðtÞ 2 ½t À t max ; t À t min ^dðf 1 ðsðtÞÞ; f 2 ðtÞÞ :
As distance measure d(Á,Á) in R c we use the Euclidean distance. We can reformulate this definition using a constrained free space diagram with a time and a distance constraint. F C ðf 1 ; f 2 Þ ¼ fðs; tÞjdðf 1 ðsÞ; f 2 ðtÞÞ ^t À s 2 ½t min ; t max g:
Observation 4.1: Entity a 2 is following behind a 1 in the time interval [s 2 , t 1 ] if the constrained free space diagram Figure 5 . Trajectories of two entities moving in single file.
contains a monotone path from (s 1 , s 2 ) to (t 1 , t 2 ). See Figure 6 for an illustration. In the following, we always use F C to denote this specific constrained free space diagram.
The time constraint ts P [t min , t max ] restricts us to what we call the [t min , t max ]-strip of the free space, see again Figure 6 . Since we only need to consider the [t min , t max ]-strip of the free space diagram, our algorithms would have a running time that is linear in the number of cells within the strip, which for reasonable parameters is linear in n, in contrast to the quadratic complexity of the entire free space diagram.
Our definition of following behind does not give a strict order on the entities; that is, it may be by this definition that both a 1 is following a 2 and a 2 is following a 1 . This can have two reasons. First, it may be that the parameters t min , t max , are chosen inadequately, i.e. t min is too small or is too big, which allows too large an offset. Or it may be that it is indeed not clear which entity is following which. For instance, imagine two entities standing still or moving back and forth along the same line. Also, consider the situations depicted in Figure 7 . Figure 7a clearly shows one entity following behind another and Figure 7b shows two entities moving beside each other. However, where does this change, i.e., what about Figure 7c ?
We therefore consider the following strict order.
Definition 4.2: Entity a 2 is strictly following behind a 1 if a 2 is following behind a 1 but a 1 is not following behind a 2 .
Thus, we only consider two entities to be following each other, if this holds only in one direction. This guarantees that two (or more) entities moving together as a group (or a flock) will not be considered to move as a single file. Figure 6 . Two parameterized trajectories f 1 and f 2 over the time interval [s 1 , t 2 ], a value . 0, and the constrained free space diagram F C . 
Travel condition
To see that it is reasonable to consider only strict following behaviour, we give Lemma 4.1, which states the conditions under which two entities cannot follow each other. In particular, these conditions hold for the natural cases of following, e.g., for two trajectories which follow the same simple curve with a time shift in [t min , t max ]. In this case, the value in the lemma can be set to zero. Intuitively, the travel condition says that an entity travels a distance of at least 2 in a time interval of length 2t min and that it does not come close to a previous location before a time interval of length 2t max has elapsed. Note that the factor 2 in the definition is there only for technical reasons.
Lemma 4.1: If entity a 1 or entity a 2 fulfils the travel condition, then they cannot both follow each other for a time interval of length t max .
Proof: Assume the opposite, i.e., there exists t P T such that a 1 , a 2 both follow each other for the time interval [t, t + t max ] and a 1 (or a 2 ) fulfils the travel condition. Then
For the first line, we use that a 1 is following behind a 2 at time (t + t max ). For the second line, we use that a 2 is following behind a 1 in the time interval [t -t max , t + t max -2t min ]. In the third line, we get a contradiction to the travel condition of a 1 .
Additional tests
In practice, we may detect that a 2 is following a 1 as well as a 1 is following a 2 . In this case, we might get a strict order by choosing a larger value for t min or a smaller value for . Or we may conclude that based on the input data we cannot decide if one is following the other. A further alternative is to use additional tests to check whether a 1 is front of a 2 at equal times. Consider for instance the following model for behind and in front of. The line through a 2 orthogonal to its travel direction divides the plane into two half-spaces. We say a 1 is in front of a 2 , if a 1 is in the half-space in front of a 2 . Likewise, we say that a 1 is behind a 2 if it is in the other half-space. Thus, to prevent false positives in the case that the travel condition does not hold, we can additionally test whether a 1 is in front of a 2 at equal times, or alternatively whether a 2 is behind a 1 , or both. We do not include these tests in our general definition, because they fail in sharp turns. In our experiments, we will test the effect of adding these constraints.
Comparison of definitions
An alternative definition for one entity following another was given in Andersson et al. (2008) . There, the goal is to detect leadership patterns, i.e. one entity leading a group of entities. Thus, a leadership pattern consists of a set of entities where all entities follow the leader, whereas a single file consists of a set of entities where one entity follows the next. However, both patterns are based on the notion of one entity following another.
The notion of following is formalized differently in this article and in Andersson et al. (2008) . Intuitively, in Andersson et al. (2008) , following is defined as moving behind while heading towards the leader, whereas we understand it as tracking the leader. More exactly, in Andersson et al. (2008) , entity a 2 is said to follow entity a 1 if a 1 is in the wedge with apex at a 2 , length r and angle a, and their directions of movement differ by at most b. See the illustration in Figure 8a and see Andersson et al. (2008) for more details. In contrast, in our definition, entity a 2 follows entity a 1 if it visits the -neighbourhood of the position of a 1 at time t at a later time t + t; see Figure 8b .
These definitions are similar in most situations. However, when the leader makes a turn, the formalization in Andersson et al. (2008) may fail to detect the following behaviour. More specifically, for any fixed parameters r, a and b their definition fails in case of a sufficiently sharp or fast turn. See Figure 8c for an example. Our formalization correctly identifies such a following behavior. Also, direction typically depends more on the granularity of the data than location does. In particular, we expect that our location-based approach is more robust to low-level noise in the data. Furthermore, any following behaviour detected by the definition in Andersson et al. (2008) is also detected by our definition when choosing r = and t min = 0. Thus, we argue that our definition is more generic. Further alternative definitions for following-behind behaviour might use other definitions for the similarity of the re-parameterized trajectories in Definition 4.1. In particular, other distance measures in R c may be used for d(), e.g. a different L r -metric. A difficulty in modelling the notion of following behind is the potential overlap of the offsets in time and space.
Algorithms for single file movement
In this section we give algorithms for detecting single file behaviour using the constrained free space diagram that we defined for the following behind behaviour. Recall that a single file is a set of entities a 1 ,. . ., a m where a i is following a i + 1 for i = 1,. . ., m -1 during a time interval [t 1 , t n ]. The problem of detecting a single file behaviour can be considered for several variants based on the following parameters: l fixed or variable time interval, l fixed or variable subset of entities and For fixed time, subset and order, we ask the question: Are the entities a 1 ,. . .,a m moving in single file during the given time interval [t 1 , t n ] in the given order 1,. . .,m? In the case of a variable time interval, we are searching for subintervals of [t 1 , t n ] such that the entities are moving in single file during this subinterval. In the case of a variable subset of entities we are searching for the subsets of the entities a 1 , . . ., a m that are moving in single file. In the case of a variable order, we are searching for a permutation p of 1, . . ., m such that the entities a p(1) , . . ., a p(m) that are moving in single file in the order p(1),. . .,p(m). We will give algorithms for all these variants. First, we give algorithms for the variants for two and then for several trajectories. The algorithms we give detect the (non-strict) following behaviour. If the travelling condition holds for the given trajectories, then this coincides with strict following. Otherwise, the same algorithm can be run twice with swapped input trajectories to detect strict following.
Algorithms for two trajectories
We first give an algorithm for detecting the following-behind behaviour of two trajectories for a fixed time interval and then generalize this algorithm for non-fixed time intervals.
An algorithm for fixed time
According to Observation 4.2 we can detect whether one trajectory is following behind another during a fixed time interval by searching for a monotone path in the constrained free space diagram F C ( f 1 , f 2 ) of the trajectories. This is illustrated in Figure 6 , which shows two trajectories f 1 , f 2 and the constrained free space diagram F C (f 1 , f 2 ) (here t min = 1, t max = 2). A monotone path in this strip corresponds to the re-parameterization s in our definition of following. More explicitly, the path is the graph of s, i.e. it consists of the points (t, s(t)). Let a 1 , a 2 be entities with trajectories f 1 , f 2 over the time intervals [s 1 , t 1 ] and [s 2 , t 2 ] as in Definition 4.1. We compute the reachable free space in the constrained free space diagram, i.e. all free space that is reachable by a monotone path from the point (s 2 , s 1 ). We do this in the same manner as Alt and Godau (1995) , which we briefly review here.
The constrained free space diagram can be computed column by column, and each column can be computed cell by cell from bottom to top. We call the reachable upper and right cell boundaries the outgoing boundaries of the cell, and the reachable lower and left cell boundaries its ingoing boundaries. We process only cells with non-empty ingoing boundary. At the beginning all ingoing boundaries are empty. For the lower-left cell we set the ingoing boundary to be the point (s 2 ,s 1 ), if this point lies in free space. If (s 2 ,s 1 ) is not in free space, the whole reachable free space is empty and the algorithm terminates. Then we compute for each reachable cell its upper and right cell boundary of reachable free space based on the previously computed lower and left cell boundary of reachable free space. For computing the outgoing boundaries, we first compute the free space boundaries. These can then be easily modified to the reachable cell boundaries as follows (cf. Figure 9 ).
We do not process a cell, if both ingoing boundaries are empty, because then so are the outgoing boundaries (Figure 9a ). Now assume that the reachable bottom cell boundary is empty and the reachable left cell boundary is non-empty. Then the whole top cell boundary is reachable and the right cell boundary is reachable upwards from the starting point of the left cell boundary (Figure 9c) . The case where the reachable bottom cell boundary is non-empty and the reachable left boundary is empty is analogous. If the two ingoing boundaries are both non-empty, then the outgoing boundaries equal the free space boundaries (Figure 9b ). We maintain an initially empty queue of cells that need to be processed. Now, if a cell has a right non-empty outgoing boundary, we add the cell to the right of it to the queue of cells that need to be processed. If a cell has an upper non-empty outgoing boundary, we process the cell above it next. We also check the queue for this cell and possibly remove it. If the upper outgoing boundary is empty, we process the next cell in the queue. At any time the queue only stores cells from two neighboring rows. For cells which are on the boundary of the [t min , t max ]-strip and therefore not completely contained in the strip, we also intersect the outgoing boundaries with the line t -t min or t -t max , respectively. After computing the reachable free space in the [t min , t max ]-strip in this way, we see if the point (t 1 , t 2 ) is reachable.
This algorithm can be modified slightly to handle the case where only the start time for either f 1 or f 2 and the end time for either f 1 or f 2 is given. For instance, if both trajectories f 1 , f 2 are given over the same time interval [s 1 , t 2 ], the algorithm can be modified to determine whether s 2 , t 1 exist such that a 2 is following a 1 in the time interval [s 2 , t 1 ]. For this, the algorithm would check whether the free space reachable from [s 1 + t min , s 1 + t max ] · s 1 contains any point in t 2 · [t 2 -t max , t 2 -t min ].
The time and space requirements of the algorithm depend on the number of non-empty cells of the constrained free space diagram. In the following we use k avg and k max to denote the average and maximum number of cells intersected by the [t min , t max ]-strip per column of the constrained free space diagram. In the case of uniform time sampling k avg and k max are at most ðdt max À t min e þ iÞ with i P {1, 2}.
Theorem 5.1: For two entities with trajectories of complexity n each, we can determine in O(nk avg ) time using O(nk max ) space whether one entity is following behind the other in a fixed time interval.
Proof: The correctness of the algorithm follows directly from Observation 4.2. The running time is linear in the number of non-empty cells in the [t min , t max ]-strip of the free space diagram that we need to compute. The space needed corresponds to the maximum size of the queue. Since the queue never stores cells from more than two columns this is in O(k max ). &
An algorithm for variable time
For a variable time interval, we again search for monotone paths in the constrained free space diagram. Now, however, we are searching for paths that do not necessarily span the whole strip. An example is shown in Figure 10 . For this, we sweep the [t min , t max ]-strip with a similar approach as Buchin et al. (2008b) . As a sweep line we use a vertical line which moves along the vertices of f 1 , i.e. it moves from column boundary to column boundary. We again compute the free space in the [t min , t max ]-strip column by column, and in each column cell by cell from bottom to top. In contrast to the previous algorithm, we compute the entire free space in the [t min , t max ]-strip and not only the free space reachable from a certain point or interval. Furthermore, we label all cell boundaries of the free space with the smallest x-value from where the interval is reachable by a monotone path in the [t min , t max ]-strip. We propagate this information cell by cell. At each event of the sweep, i.e. for each column, we check whether a maximal monotone path ends in this column. The duration of the path is stored in the edge label. Next we describe how to compute the labelled cell boundaries and then how to check which maximal paths end in a column.
In each cell, we need to compute the labelled upper and right cell boundary based on the previously computed labelled lower and left cell boundary. For the first column, the bottommost and all left cell boundaries are empty except for the point (s 2 , s 1 ), which is labelled s 1 . In the case where only the start point s 1 of f 1 is given, all non-empty left cell boundaries are labelled with s 1 . Similarly, if only the start point s 2 of f 2 is given, then all left cell boundaries of the first column are empty, but we add the non-empty horizontal cell boundaries in [s 2 + t min , s 2 + t max ], which are labelled by their respective starting points.
Similar to the previous algorithm, we call the labelled bottom and left cell boundaries of a cell its ingoing boundaries and the labelled upper and right cell boundary its outgoing Figure 10 . Two parameterized trajectories f 1 , f 2 over the time interval [s 1 , t 2 ], a value . 0, and the free space diagram F (f 1 , f 2 ) with [t min , t max ]-strip. Here, the two entities are following each other only for a part of [t min , t max ]-strip.
(a) start (d) continue (c) end
or start
min(x 1 , x 2 ) Figure 11 . Examples for free space (a) starting, (b) continuing, or (c) ending in a cell. This may also occur mixed as in (d).
boundaries. In each cell the free space may start, continue, or end. Typical situations for these three cases are shown in Figure 11a -c. If a cell has empty ingoing and non-empty outgoing cell boundaries, then free space starts in this cell (Figure 11a ). Analogously, if the ingoing boundaries are non-empty and the outgoing boundaries are empty, then free space ends in this cell (Figure 11c ). If both the in-and outgoing boundaries are non-empty, free space continues (Figure 11b) . Also, free space may start or end as well as continue in a cell (Figure 11d) . The outgoing boundaries are the free space boundaries with labels based on the ingoing boundaries. The labels are illustrated in Figure 11 . For each cell we compute its free space boundaries and then label the boundaries based on the ingoing boundaries. If free space starts or ends, then we also compute the maximal or minimal x-value in the free space of that cell, e.g., x 1 in Figure 11a and x 3 in Figure 11c . If free space continues and both ingoing boundaries are non-empty, we propagate the smaller x-value of the ingoing edges, as in Figure 11c . In a cell where free space starts or continues, we may have to split an interval once, as in Figure 11a , to give it two distinct labels. The splits propagate to the right in the same column. However, since we only add one split per cell, we get at most 2k max subintervals per cell.
While computing a column, we maintain the longest maximal path continuing or ending in this column. We do this by maintaining the starting x-value of this path and the information whether it is an ending or continuing path. These values are initiated in the first cell of the column containing continuing or ending free space. In later cells with continuing or ending free space we update these values if the new starting x-value is smaller. After computing a column, we output the maximal path found if this is a path ending in this column.
Theorem 5.2: For two trajectories of complexity n each, we can determine in Oðnk 2 avg Þ time using Oðn þ k 2 max Þ space during which time intervals one trajectory is following behind the other.
Proof: The correctness follows again from Observation 4.2. The running time is linear in the number of event points of the sweep, since the cost at each event point is constant. &
Algorithms for several trajectories
We now give algorithms for detecting single file behaviour in a set of trajectories.
An algorithm for fixed time, number and order
For fixed time and ordered sequence of trajectories, we can simply check each incident pair in the sequence using the algorithm for two trajectories and fixed time interval. For Theorem 5.1 we get the following corollary.
Corollary 5.1: For m trajectories of complexity n each, we can check in O(mnk avg ) time using O(nm + k max ) space whether they are moving in single file for a given order and time.
An algorithm for fixed time, variable order and subset
For each pair of trajectories, we can check whether they are moving in single file using the algorithm for two trajectories over a fixed time interval. We represent this information as a directed acyclic graph, as shown in Figure 12a . That is, we build the graph G = (V,E) of vertices V = {a 1 ,. . .,a m } and directed edges E = {(a i , a j )|a i is following a j , i, j P {1,. . .,m})}. Each maximal directed path in this graph corresponds to a maximal single file. In particular, the single file consisting of the most entities corresponds to the longest path in the graph. We can find all these paths in the graph in time linear in the size of the graph, i.e. O(m 2 ), using for instance depth-first search.
Theorem 5.3: For m trajectories of complexity n each, we can detect in O(m 2 nk avg ) time using O(nm + m 2 + k max ) space all single file behaviours for a given time interval.
Proof: The correctness follows from the correctness of the algorithm for two trajectories, i.e. Theorem 5.1, and by the definition of the graph G. The time needed to construct G is m 2 times the time needed for the algorithm to handle two trajectories, which is O(m 2 nk avg ). & If we want to report all maximal directed paths in the graph, this can be done in O(m 2 ) time.
An algorithm for variable time, order and subset
For each pair of trajectories, we determine during which time intervals they are following each other using the corresponding algorithm for two trajectories. We represent this as a directed, labelled graph, where each edge is labelled by the corresponding time intervals; see Figure 12b . That is, we have the directed edge (a i , a j ) in the graph if a i is following a j during some time interval. This edge is labelled with all time intervals during which a i is following a j . Thus, the space requirement of the graph is now O(m 2 n), since each edge may be labelled with up to n time intervals. For any given time interval, we can search for paths in the corresponding subgraph; that is, we use only the edges labelled with this time interval. Note that the full graph may be cyclic, but for each fixed time interval it is acyclic for the strict following behaviour or assuming that all entities fulfil the travel condition.
Based on the graph G we can answer several different single file queries. It therefore makes sense to split these two steps of the algorithm: computing G and searching for paths in G. In fact, G gives a compact representation of all single file behaviours and we can use it as a data structure for answering single file queries in time linear in the size of G, which is O(m 2 ).
If we want to report all single file behaviours that occur, we can do this (naïvely) by searching the graph for all O(n 2 ) possible time intervals.
Theorem 5.4. For m trajectories of complexity n each, we can construct in Oðm 2 nk 2 avg Þ time using O(m 2 n + k max ) space a data structure which can answer single file queries for an arbitrary time interval in O(m 2 ) time. Figure 12. (a) The path a 4 a 2 a 5 a 3 a 1 a 6 in G corresponds to a single file with these entities. (b) In the variable time case the graph G represents all single file patterns, e.g., entities a 4 a 1 a 3 a 2 form a single in the time interval [8, 11] and entities a 4 a 1 a 2 form a single file in the time interval [2, 5] .
Proof: As in the previous proof, the correctness and running time follow from the correctness and running time of the algorithm for two trajectories and graph searching. & If we want to search for all single file behaviours at variable times in a set of trajectories, we have to query O(n 3 ) possible starting times, since each of the O(n 2 ) pairs of trajectories has O(n) possible starting times for the following-behind behaviour. In practice, a more efficient approach is to query only for O(n) uniformly sampled starting points over the whole time interval. The error of this approach is only twice the length of the uniform time interval.
Experiments
We tested the effectiveness of our model and the efficiency of our algorithms for detecting single file movement on a set of real and generated data. The running times and effectiveness of all our algorithms are directly based on the running times and effectiveness of the algorithms for two trajectories. We therefore performed most of the tests on the two trajectories.
For variable time intervals we implemented and tested a simplified algorithm. Instead of sweeping the constrained free space diagram, as described in Section 5.1, we loop over possible starting points. We begin with the first possible start point. For each start point, we traverse the [t min , t max ]-strip for the longest monotone path starting at the current start point. We report this as single file behaviour if the duration is larger than a chosen threshold and the entities move at least a chosen distance from the current start point. If it is reported, we continue by using the next time stamp after the end point of the path as the new starting point. Otherwise we use the next time stamp after the current start point as the new start point. This simplified algorithm does not find all maximal monotone paths as the algorithm in Section 5.1 does, i.e. the simplified algorithm does not find a monotone path overlapping in time with an already reported path. It does, however, sweep the whole [t min , t max ] strip and gives a classification of each time interval in following or not following. We use this classification for testing the effectiveness of our model.
We tested the effectiveness of our model using a small set of real data. For testing the efficiency of the algorithms we generated a larger set of artificial data. The time measurements of the experiments were performed on an Intel Ò Pentium Ò 3 CPU 3.00 GHz CPU with 1 GB RAM using the Visual C++ 2008 compiler.
Test on real data
The set of real data was generated by two cyclists carrying data loggers. The data loggers used an MTK chipset with 32-channel tracking. In our experiments, errors of up to 30 m occurred. Time-space positions were logged every second while the cyclists moved with an average speed of about 3-4 ms -1 . The average time difference between the cyclists was about 2-4 s. This relatively large distance was chosen because of large errors in the logged data. For higher accuracy, the data was manually post-processed so that it contained only errors of up to approximately 15 m. We note that in the future, and already now in many applications, trajectory data with higher accuracy will be available. For example in sports, trajectory data with errors less than half a meter is used. This enables better results in detecting single file behaviour. The set of real data consisted of five tests, each consisting of two tracks with between 690 and 990 data points each. The tests contained intervals of following and non-following behaviour.
To test the effectiveness of the model, the cyclists set extra waypoints while generating the tracks, which indicated starting and ending points of all following behaviours. Figure 13 shows an example of a following behaviour in one of the tests. The trajectories start in the lower right corner. The dots all lie on the followers trajectory. The first white dot marks the signal of the leader for beginning the following behaviour. The next black dot marks the signal of the follower that the following behaviour has been established. The circled dot in between marks the start of the detected following behaviour. At the end of the follower behaviour, again first the leader signalled the ending, which was confirmed by the follower. The circled dot marks the end of the detected following behaviour, which in this case is slightly too late.
The results for real data are shown in Table 1 . We here set t max to 10 m, the minimum duration for a following pattern to 20 s, and the minimum distance to be travelled during that time to 40 m. Note that the exact choice of these values had little effect on the detection rate. For different values of and t min , the percentage of correctly detected following and non- Figure 13 . A following behaviour in the test on real data for t min = 4 and = 12. The white/black dots indicate extra waypoints set by the leader/follower indicating start and end of the following behaviour. The circled dot shows the detected following behaviour. following behaviour is shown. For each (, t min ) pair, the top value gives the percentage of time intervals in which a following behaviour was correctly detected. The bottom value gives the percentage of time intervals in which a non-following behaviour was correctly detected. The correctness was based on the waypoints set by the cyclists. For this, all time intervals between the leader and the follower signal for the start and end of a following behaviour were not classified and did not contribute to the percentages of correctly detected intervals. For instance, in Figure 13 , all time intervals of following were correctly identified, and a few intervals of non-following were incorrectly identified as following.
In Table 1 the bold values indicate for each value the smallest value of t min for which the travel condition is likely to be fulfilled. For instance for = 12 meters and assuming a velocity of 3 ms -1 , the trajectory is expected to leave the -neighbourhood of a point after approximately 4 s. Note that for values of and t min where the travel condition is likely to be fulfilled, the percentage of correctly identified non-following behaviours is large.
In cases where the travel condition does not hold, the percentage of correctly recognized non-following behaviour drops considerably. The reason for this is that in such a case following behaviour might be detected for an entity, if it is not even behind the other entity, but beside it. As discussed in Section 4, we can in such a situation additionally test whether for the duration of the possible pattern the leader is in front of the follower. Recall that the three discussed models were that (1) B is in the half-plane in front of A, (2) A is in the halfplane behind B and (3) both (1) and (2) hold. For instance, then for t min = 2 and = 12 the percentages for the three models are 90.9/80.9,90.2/80.3 and 89.7/81.8. Thus all three models prevent false positives in this situation. In a case where the travel condition is fulfilled, such as t min = 2 and = 6, the models do not influence the detection rate much; the percentages are 80.1/93.4, 78.5/93.1 and 78.5/93.5.
Comparison with another model
We also tested the model by Andersson et al. (2008) on our data. It performed well for suitable choices of the parameters. Recall that the model has three parameters: the radius r and angle a of the cone and the maximum angle b between the directions. We set the cone radius to r = 24, since typically the distance between the cyclists should be no more than 16 m plus the measurement error. For values of r smaller than 20 m, the detection rate for following behaviour was considerably lower. As cone angle a we took 30 , 60 and 90 . If we interpret the width of the cone as distance in our model this roughly corresponds to = 6, 12, 17. We set b = a, because in our experiments choosing smaller b had a negative effect on the detection rate. The percentage of correctly classified following/non-following behaviour was 24.4/100, 60.7/97.4 and 71.7/92.0.
Test on generated data
The artificial data were generated by first generating a leader track and based on this the follower tracks. The leader track was generated as a constrained random walk (Turchin 1998) . It moves from a given starting point for n time stamps. In each step, the next point is generated randomly using given bounds on the velocity, acceleration and turning angle. The follower track is generated from the leader track by offsetting the leader track by a given time difference t. Also, all distances are offset at random by at most a given distance /2. An example is shown in Figure 14 .
For the time measurements we generated follower/leader tracks of up to 10 million data points. Figure 15 shows the time measurements in dependency on the number of data points for different values of k avg . Since the trajectories were uniformly sampled we have k avg = t max -t min . As expected, the running times are linear in the number of data points. The dependency of the running time on k avg is better than the worst case linear bound, as for a large k avg only a small part of the [t min , t max ]-strip is non-empty. Figure 16 . (a) Only the single file a 1 a 2 a 3 a 4 is detected. (b) Further following behaviours, e.g., a 4 ! a 2 , are detected.
Choosing the parameters
As our experiments confirm, choosing the values of , t min , and t max is crucial. Choosing or t max too small or t min too large increases the number of unrecognized following behaviours. And choosing or t max too large or t min too small increases the number of incorrectly identified following behaviours. Choosing a large t max in a single file of k . 2 entities leads to the situation illustrated in Figure 16b . Not only the correct following-behind behaviours a i + 1 ! a i are detected (i = 1, . . ., m) but also several following-behind patterns a i ! a j for 1 i , j m. Although these are correct following-behind behaviours, these are typically not of interest, in particular as they are implied by the following-behind behaviours a i + 1 ! a i for i = 1, . . ., m.
Conclusion
The main contribution of this article is the introduction of the constrained free space diagram, an extension of the geometric free space diagram (Alt and Godau 1995) , which has been used extensively in curve analysis. We show that the constrained free space diagram can be used to model many common constraints such as distance, difference in time, speed or direction. The constrained free space diagram is a general tool and can be used for many applications without much modification. However, to make it effective requires expert domain knowledge, and to make it efficient requires a good understanding of the constrained free space diagram.
To make it effective, it is crucial to choose the right constraints. Furthermore, it is important that the parameters are set appropriately, otherwise one would either detect too many false positives, or no patterns at all. In our experiments we determined suitable parameters based on knowledge about the trajectories and adjusted them empirically. A possible approach is to evaluate the interestingness of the pattern for various settings of the parameters on synthetic data (Laube and Purves 2006) .
To make the algorithm efficient, one needs to consider the structure in more detail. In general the time and space complexity for a free space diagram is n 2 times the complexity of one cell, which can be very large for big instances. In the constrained case this can in many cases be improved upon by taking the constraints into consideration when building the constrained free space diagram. For example, for following behind the number of cells considered by our algorithm is O(nk avg ), where k avg is the average number of ''active'' cells, which in many applications is very small compared to n, where n denotes the complexity of the trajectories.
We illustrated the utility of this structure by giving several examples, the most prominently among them being the the single file pattern. We give the first ever algorithms, to the best of our knowledge, for detecting the single file pattern. The initial experiments are promising, and we believe that the experiments prove the usefulness of the constrained free space diagram for this application. However, the experiments also show that other approaches might be suitable for detecting single file movements. During this research, we tried several other approaches, mainly focusing on modifying existing definitions of flocks, convoys and leadership patterns. All of these approaches assume that entities follow each other closely in time and space. In contrast, our approach can easily handle time gaps.
In specific applications further information may be available, which we can use to speed up the algorithm. For example, if the leader or other positions in the order are known, then this limits the number of single file behaviours, which in turn decreases the computation time. We define the single file pattern as a sequence of following-behind patterns, which requires checking every pair of trajectories. Is this necessary or is there a reasonable definition of a single file pattern for which checking a linear number of pairs would suffice?
