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Introduction
Polymers are intriguing physical systems whose complex properties are at the
heart of how viscoelastic substances, materials which under strain manifest a be-
havior which is intermediate between a liquid and a solid, work. Understanding the
properties of these materials is the main goal of the theoretical and computational
tools of Polymer Physics.
A particularly important, yet not fully understood, class of polymer materials is
represented by concentrated solutions and melts of unknotted and unconcatenated
ring polymers: in fact, at odds with the more familiar case of linear polymers which
tend to become highly mixed and mutually penetrating, the presence of mutual
avoidance and topological constraints (entanglements) between ring polymers force
these chains to remain “territorial”, i.e. each chain is virtually unmixed from the
rest of the others. Because of this feature, solutions of ring polymers display unique
material properties, in particular single chains tend to crumple into highly branched
conformations and feature marked corrugated surfaces.
Recently, it has been suggested that the spatial configurations of ring polymers
in solution can be used as model systems for the organization of chromosome confor-
mations during interphase, i.e. inside the nuclei of eukaryotic cells. This surprising
analogy is built upon the claim that chromosomes undergo slow relaxation inside the
nucleus which results in the spontaneous formation of so-called territories, regions
of the nucleus which have a profound impact on crucial cellular functions such as
gene expression and gene regulation.
In this Thesis, we explore the analogy between ring polymers in solution, their
large-scale crumpled 3d structure and interphase chromosomes by employing a com-
bination of the theory of polymer solutions and numerical simulations.
In more detail, we investigate primarily the following aspects:
• The formation of ordered domains on a simple Ising-like toy model for crum-
pled polymers.
• The analysis of the viscoelastic properties of model chromosome conformations
whose stochastic motion is restricted by the presence of external constraints.
• The discussion of the viscoelastic properties of solutions of active vs. non-
active rings, where ”active” means that polymers are driven out-of-equilibrium
by pumping energy inside the system.
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The Thesis is then organized as follows:
• In Chapter 1, we present a concise introduction to the fundamental concepts
in Polymer Physics, starting from the statistics and scaling behavior of single
polymer chains to the behavior of concentrated solutions and melts of linear
and ring polymers.
• In Chapter 2, we introduce the relevant phenomenology of eukaryotic genomes.
In particular we focus on their marked hierarchical organization, from the so-
called topologically-associating domains (TAD’s) to chromosome territories.
Then we reconnect these aspects to the previous chapter, by highlighting in
particular how salient features of chromosome conformations can be under-
stood at the light of generic polymer models.
• In Chapter 3, inspired by previous theoretical and numerical efforts to model
the formation of epigenetic patterns, we investigate the physics of a minimal
polymer model where polymer conformations feature the presence of classical
spins on each monomer and where local ordering is enforced by the standard
Ising nearest-neighbor coupling.
• In Chapter 4, we introduce the principles of microrheology, a powerful exper-
imental methodology to estimate viscoelastic properties of complex fluids. In
particular, we discuss how microrheology can be employed in order to under-
stand the dynamic behavior of entangled polymer solutions and melts.
• In Chapter 5, we apply microrheology in the context of the nuclei of the
eukaryotic cells. In particular, we introduce a generic polymer model which
takes into account the interactions between the chromatin fibers and the extra-
chromosome structure known as the nucleoskeleton.
• In Chapter 6, we focus on a more general problem: namely we discuss an ap-
plication of microrheology to investigate the viscoelastic properties of polymer
melts constituted by a mixture of active (i.e., out-of-equilibrium) and non-
active chains. To make the chapter self-consistent, we also provide a brief
introduction to the topic of active matter by highlighting in particular its
importance in the context of present-day Soft Matter Physics.
Finally, we finish the work by presenting the conclusions and highlighting per-
spectives for future work.
Chapter 1
General Principles of Polymer
Physics
In this Chapter, we will present a concise introduction to Polymer Physics. To
start with, we will introduce (section 1.1) fundamental concepts and related notation
in order to describe the physics of polymers. Then, we will discuss the statistics and
scaling behavior of single polymer chains and the behavior of concentrated solutions
and melts of linear and ring polymers. To this purpose, we will mostly follow popular
textbooks as [1, 2].
1.1 Introduction to Polymer Physics
1.1.1 Language and Notation
A polymer is a complex structure composed by many simple units, called monomers.
Each monomer is connected to its neighbors by a bond. Here, we will consider a
simple polymer chain of N + 1 monomers with positions ~ri, i ∈ [0, N ] and relative
distances ~bi = ~ri − ~ri−1. The main features of a polymer chain can be described
using several parameters which we are going to define.
• The contour length, Lc, is defined as the distance along the chain from one
end to the other.
• The mean-square end-to-end distance, 〈~Ree〉, measures the average size and
compactness of the polymer :
〈~R2ee〉 = 〈(~rN − ~r0)2〉 = 〈(
N∑
i=1
~bi)
2〉 =
N∑
i=1
N∑
j=1
〈~bi ·~bj〉.
• The Kuhn length, lK , is a measure for the chain rigidity. It can be described
as the shortest segment along the polymer backbone above which thermal
fluctuations start bending the polymer significantly. Mathematically, it is
1
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Figure 1.1: A schematic illustration of basic concepts of polymers. A chain is
composed by N + 1 monomers with positions ~ri, i ∈ [0, N ] connected by rigid joints
of constant length b. The contour length is Lc = b N while the end-to-end vector is
Ree = ~rN+1 − ~r0 The bond vectors are defined as ~bi = ~ri − ~ri−1.
defined from the end-to-end vector:
lK = lim
Lc→∞
〈R2ee(Lc)〉
Lc
. (1.1)
• The mean-square radius of gyration, 〈R2g〉, is another measure of the polymer
size which accounts for the average (square) distance of each monomer from
the polymer center of mass:
〈R2g(N)〉 =
1
N + 1
N∑
i=0
〈(~ri − ~Rcm)2〉
where ~Rcm is the center of mass ~Rcm =
1
N+1
∑N
i=0 ~ri.
• The persistence length, lp gives a measure of the rigidity of a semi-flexible
polymer chain. It corresponds to the typical length-scale of the orientation
correlation along the polymer contour. Typically, the orientation correlation
function decays exponentially along the chain [2] :
〈~t(s) · ~t(s′)〉 = e−
|s−s′|
lp (1.2)
where ~t(s) is the tangent vector to the chain at contour length distance s.
1.1.2 Neglecting Excluded Volume: Ideal Polymers
There are different models describing the conformation of an ideal polymer. The
simple model that can be imagined is the freely-jointed chain model (FJC), whose
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configurations are realizations of a random walk. FJC assumes the absence of in-
teractions between monomers with the exception of the bonding potential between
neighbors. In this case, the distances, ~bi, have with fixed length b and the contour
length Lc is simple their sum: Lc = N b. Since the relative orientations of monomers
are uncorrelated, the mean square end-to-end vector is 〈R2ee〉 = Nb2 = Lc b. Accord-
ingly, the probability distribution function of the end-to-end vector is a Gaussian
distribution with zero mean and variance Nb2:
pN(~Ree) =
(
3
2piNb2
) 3
2
exp
(
− 3R
2
ee
2Nb2
)
. (1.3)
Using equation 1.1, we find the Kuhn length lK for a FJC:
lK = lim
Lc→∞
〈R2ee(Lc)〉
Lc
= lim
Lc→∞
Lc b
Lc
= b.
The fixed-bond constraint of the FJC model is overcome in the Gaussian Chain
(GC) model, where a polymer chain is represented as a sequence of beads connected
by harmonic springs. Consequently, the distance between two neighboring monomers
is a Gaussian variable of zero mean and standard deviation b. The bond orientation
is still uncorrelated from the other bonds: the resulting average mean-square end-
to-end distance of a GC is the same obtained for a FJC, 〈R2ee〉 = Nb2.
Ideal chain models, like FJC or the Gaussian model do not take into account the
correlation between neighboring monomers. On the contrary, the correlation has
been introduced in the worm-like chain (WLC) model: it describes a semi-flexible
polymer chain as a continuous string of constant bending elasticity [3, 4]. The
orientation correlation function decays exponentially along the chain as in equation
1.2 whose length-scale is the persistence length, lp. For sufficiently long chains
Lc  lp, persistence length and Kuhn length are equivalent lK = 2lp. The mean
square end-to-end vector for WLCs is
〈R2ee(Lc)〉 = 2lp Lc
[
1− lp
Lc
(
1− e−Lclp
)]
. (1.4)
According to this relation, worm-like chain behaves as a rigid rod over short length
scales (〈R2ee(Lc  lp)〉 ≈ L2c) and as ideal chains at large length scales (〈R2ee(Lc 
lp)〉 ≈ 2lpLc).
1.1.3 Introducing Excluded Volume: Flory Theory
In real polymers, monomers occupy mutually avoiding, non-overlapping spatial
positions. The physical consequences of self-avoidance between different monomers
is that the polymer chain has an average size which turns to be much larger compared
to the value estimated by using the theory for ideal chains (section 1.1.2). The
inclusion of excluded volume effects in polymer models make them complicate from
the mathematical point of view. For these reasons, here we resort to the mean-
field-like Flory theory [2, 5, 6, 7] which, although approximate, provide remarkably
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accurate predictions for the typical scaling behavior of the average size of polymers
with excluded volume effects.
The equilibrium size of a real chain is the result of the balance between the
effective excluded volume which tends to swell the chain, and a entropy loss for
this variation. Flory theory considers a polymer chain with N monomers in a good
solvent with typical size R: the monomers are uniformly distributed within a volume
of size Rd, where d is the space dimensionality. For the seek of generality, we
treat the problem for any d > 0. Correlations between monomers positions are
neglected. Given a monomer, the probability of another monomer to be within its
excluded volume v is product of the excluded volume v and the number density of
the monomers in the initial volume. Consequently, its energetic cost is kBTv/R
d per
monomer. Considering the entire chain composed by N monomers, the interaction
free energy is
Fint ≈ kBTvN
2
Rd
.
The theory considers the entropy computed to stretch an ideal chain to end-to-end
distance R (see equation 1.3) [2].
Fentropy ≈ kBT R
2
Nl2k
.
Then, the resulting free energy of a real chain in the Flory theory is is the sum of
its energetic interaction and its entropic free energy:
F = Fint + Fentropy ≈ kBT
(
v
N2
Rd
+
R2
Nl2k
)
.
The minimum of the energy, set by the condition ∂F/∂R = 0, corresponds to the
typical size of the real chain R = RF according to Flory theory:
Rd+2F ≈
d
2
vl2kN
3.
The Flory theory leads to the a fundamental result: the typical size RF has an
universal power law dependence on the number of monomer N :
RF ∼ N ν
where ν = 3
d+2
is the Flory scaling exponent which characterizes polymer conforma-
tions. When d = 3, the scaling exponent is ν = 3/5 for real chains while for ideal
chains is ν = 1. Comparing the last two cases and using the size of ideal chains
R0 = lkN
1/2, the size RF for a real chain in d = 3 results much larger:
RF
R0
≈
(
v
l3k
N
1
2
)1/5
.
The predictions of the Flory theory are in good agreement with other theories (e.g.
renormalization group theory), experiments and simulations [8].
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Figure 1.2: A schematic illustration of the concept of primitive path in the context
of the Edwards tube model. Reproduced from reference [2].
1.1.4 Polymer Solutions of Linear Chains: Entanglements
So far, we have considered only the structural properties of single, isolated chains
in good solvent conditions. A polymer solution is a system consisting of many poly-
mer chains dissolved within the same solvent. If the concentration of the polymers
is so high that the concentration of the solvent is negligible, then we have a so-called
polymer melt. In both cases, the average volume spanned by a single chain is, in
general, penetrated by the surrounding chains.
A theoretical description of polymer solutions or melts requires the contribution
of many-body effects. Yet, as realized a long ago by Flory [2], intra-chain excluded
volume interactions are effectively screened because of the presence of the other
chains and single-chain statistics is well described as a random-walk with mean
end-to-end distance Ree ∼ N1/2.
Two chains that share the same volume are subject to topological constraints:
the two chains cannot cross each other and their movements are severely restricted.
These topological constraints are called entanglements. Edwards [1] showed that
entanglements effects can be quantitatively described by assuming that chain dy-
namics is effectively constrained within a tube-like region which arises as due to
the presence of the other chains (see figure 1.2). The center-line of the tube is the
so-called primitive path of the chain: indeed, the chain is constrained to lie within
a tube-like region whose center is the primitive path. Monomers can fluctuate in
the direction perpendicular to the primitive path driven by the thermal energy kBT .
The balance between the constraints and thermal fluctuations sets the width of the
confining tube, which is called tube diameter dT . The tube diameter can be consid-
ered as the end-to-end distance of entanglement strand composed by Ne monomers
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with a ideal chain statistics (since the excluded volume interactions are screened):
dT ≈ lpN1/2e . (1.5)
From this tube model, De Gennes [9] introduced the reptation model. According to
his model, an entangled linear chain with N monomers can diffuse along their tube,
analogously to the motion of a worm, which is characterized by a Rouse friction
coefficient Nγ. In particular, a chain composed by Ne monomers moves a distance
of order of its own size R in a typical time
τe ≈
γl2p
kBT
N2e (1.6)
with a diffusion coefficient:
Drep ≈ kBT
γ
Ne
N
(1.7)
1.1.5 Polymer Solutions of Unconcatenated and Unknotted
Ring Polymers: the Physics of Crumpling
As seen so far, linear polymers in entangled solutions follow ideal statistics be-
cause of the screening of excluded volume at large scales [1, 10]. The effect of
constraints on linear polymers is limited to slow down their dynamics and is a tran-
sient: polymer chains cannot cross through each other, they have to slowly slide
past each other. The mechanism is different for melts of nonconcatenated unknot-
ted ring polymers. Indeed, chain conformations have to respect global constraints
requiring that all chains remain permanently unlinked and unknotted at the expense
of entropic loss [11].
How physical quantities of a ring polymer, like its size, are affected by topo-
logical constraints is definitely nontrivial. When two rings interact, they will in-
creasingly tend to repulse each other. The consequence is an entropic repulsion
between the rings since the available conformations of the system decreases. Conse-
quently, topological constraints between close-by rings induce chain conformations
to fold into compact (i.e., “territorial” [12]) structures which are reminiscent of the
“crumpled” (or “fractal” [13]) globule [14, 15, 16, 17]. Recent numerical work of
topologically constrained unconcatenated ring polymers in concentrated solutions
and melts [18, 19, 20] has confirmed this feature and, thus, demonstrated that the
typical end-to-end mean-square spatial distance between chain monomers with con-
tour separation Lc is given by:
〈R2ee(Lc)〉 ≈

L2c , Lc . `K
`KLc , `K . Lc . Le
`KLe
(
Lc
Le
)2/3
, Lc & Le
. (1.8)
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Figure 1.3: Schematic illustration of a two-dimensional ring (orange) in a matrix
of impenetrable fixed obstacles (black dots). Ring reaches a transiently branched
shape (a) to maximize the conformational entropy. It can be mapped in a lattice
tree polymer (b) with annealed connectivity. Reproduced from reference [23].
`K is the Kuhn length of the polymer describing chain stiffness [2]. Le, which depends
on `K and solution density ρ [21, 22], is the so-called entanglement length marking
the onset of entanglement effects. The corresponding end-to-end spatial distance
between entanglement strands dT ≈ (`KLe)1/2 (the “entanglement distance”) is also
called the “tube diameter” by analogy to systems of linear chains [1].
Among their noticeable features and in spite of compactness, rings do not expel
close-by rings: on average in fact their surface remains “rough” and shares many
contacts with neighbors [17, 20, 24, 25]. Indeed, rings interpenetrate as “threading”
conformations [26, 27] similar to interacting “branched structures” [18] with long-
range (loose) loops [28, 29]. This scenario has been largely investigated in the
case of a ring polymer diffusing in a regular lattice of obstacles. In this situation,
ring tents to maximize the entropy preserving its topological constraints despite the
presence of obstacles. The ring forms self-similar randomly branched conformations
of double-folded loops, which preserve its topology, and can be mapped in a lattice
tree without loops [28, 30, 31], see figure 1.3.
Random tree models have been historically studied [32, 33] but exact results
have been achieved only for the ideal case, non-interacting trees, where R ∼ N1/4.
In particular, they are more compact if compared with ideal linear polymers, where
R ∼ N1/2. As for the linear chain, random tree models including excluded volume
interactions have not a simple solution. Only the self-avoiding tree model in d = 3
has been solved exactly [34] and the scaling exponent for the average tree size of
R ∼ N ν is ν = 1/2.
In general, random tree models have been investigated with several approaches,
including scaling argument [35] and Flory theory [6, 8, 23]. The Flory theory ap-
proach has given useful insights [8], both for annealed, whose topology can change,
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Figure 1.4: Schematic illustration of the two independent forms for interacting
trees (a). (b) Quenched connectivity: the topology of the polymer is fixed. (c)
With annealed connectivity: branching polymers can also modify their connectivity.
Reproduce from reference [8].
and quenched, whose topology is fixed (see figure 1.4). The predictions of Flory
theory have proved to be in agreement with the numerical investigations [23]. In
particular, the asymptotic scaling of the average tree size, R ∼ N ν , results ν = 1/d,
suggesting that the trees behave as compact, territorial fractals. Moreover, these
results, compared to ideal trees, suggest that excluded volume interactions are only
partially screened in melts of annealed trees [23].
Along this Thesis, we will investigate complex systems where the polymer mod-
els, which we have described in this chapter, can give interesting insights. In partic-
ular, we will focus on models developed for DNA arrangement and dynamics within
the nuclei of eukariotic cells. Then, we will consider polymeric system in the context
of active matter.
Chapter 2
Genome Organization:
phenomenology and modeling
In this Chapter we provide an introduction to genome organization in the nucleus
of eukaryotic cell: we will refer constantly to it in the course of this Thesis when we
will compare theoretical models to experimental observations.
Firstly, we will begin by introducing the fundamental aspects of DNA. Then, we
will focus on its local structure and on the hierarchical compartmentalization which
have been observed within the nucleus during interphase [36, 37, 38, 39, 40, 41].
2.1 Nuclear Organization and Chromatin in Eu-
karyotic Cells
The cells of eukaryotes are partitioned into distinct compartments (see figure 2.1);
each of them is dedicated to well-defined functions, and delimited by a single or
double lipid layer membrane. The nucleus is one of these compartments: it consists
of a roughly spherical region confined by a lipid bilayer, the nuclear envelope, which is
externally connected to the cytoplasm, while its internal layer connects to the nuclear
lamina. Importantly, the structure of the envelope helps the nucleus to sustain its
shape. A fundamental role of the nucleus is to isolate the DNA double-helix from
the rest of the cell and to protect it from physical and/or chemical damage.
Inside the nucleus, the genetic information carried by DNA is decoded and then
post-processed to fulfill the cellular processes. In particular, the genome is organized
into discrete functional units called chromosomes. Each chromosome consists of a
single and long filament of double helix DNA associated with proteins devoted to
fold and pack it into a more compact structure. In addition to the proteins involved
in packaging the DNA, chromosomes are also associated with many proteins involved
in the processes of gene expression, DNA replication, and DNA repair. The complex
of DNA and proteins is called chromatin [42].
Traditionally, chromosomes are used to be depicted in the familiar X-shaped
dense structure [43]. This peculiar configuration occurs only during the mitosis:
indeed, a compact form is more suitable for transport inside the cytoplasm during
9
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A B
Figure 2.1: (A) Schematic representation of a typical eukaryotic cell organized in
physically separated compartments. The nucleus, containing the DNA (the black
rope), is localized in the cell’s center. (B) Detailed representation of the nucleus:
in its inside there exist regions void of chromatin (“interchromatin” compartments)
and chromosomes condense into ”territories”. Moreover, a large collection of sub-
structures is present including the nuclear lamina, nucleoli, PML and Cajal bodies,
and nuclear speckles, and various components for transcription or repression are
non-homogeneous distributed in the nucleoplasm. Reproduced from reference [36].
the duplication process. In contrast, the scenario changes significantly during the
interphase, the longest stage in the eukaryotic cell cycle, when DNA needs to be
locally accessible for transcription, replication or recombination: during this phase,
in fact, chromosomes decondense from the compact mitotic form and swell inside the
nucleus. However, an accurate understanding of the spatial organization of DNA in
the nucleus during interphase is still lacking.
2.1.1 Genome Organization during Interphase
The correct expression of the genetic information encoded in the linear sequence
of DNA is the result of appropriate folding of the double-helix inside the nucleus in
order to accomplish their functional role [42]. In a typical human nucleus, about
two meters (corresponding to ≈ 6 × 109 basepairs (bp)) of DNA are packed into
distinct chromosomes, where each chromosome is made of a unique filament of chro-
matin fiber. Chromatin results from the association of the double-helix to specific
protein complexes, called nucleosomes. A simple nucleosome is constituted of ap-
proximately 147bp of DNA wraped around the histone complex (an octamer protein
complex made of two copies of each of the four core proteins, H2A, H2B, H3, H4)
which extends in width for about 10nm and in thickness for about 6nm [46] (see fig-
ure 2.2, panel A). Consecutive nucleosomes are linearly connected into the so-called
“10nm” fiber by ≈ 50bp of “linker” DNA [44]. Thereby, the typical distance be-
tween the centers of neighboring nucleosomes is the order of ≈ 25nm. The contour
length density of the 10nm fiber is hence “200bp/(25nm) = 8bp/nm” which is ≈ 3
times more compact than bare DNA. In spite of the considerable experimental work
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Figure 2.2: (A) Schematic illustration of DNA and chromatin fiber structure in
nuclei of eukaryotic cells. The chromatin fiber originates from the wrapping of
DNA around the nucleosome complex which produces the necklace-like structure
known as the 10nm fiber, and the folding of 10nm fibers into 30nm fibers. The
nature and very existence of the latter remains highly debated. (B) Hierarchical
organization of chromatin structure, from the multi-megabase scale (Chromosome
Territories, Lamina Associated Domains) to the kilobase scale (gene-enhancer loops
and epigenetic clusters). Reproduced from reference [44] (panel A) and reference [45]
(panel B).
of the last decades, there is little consensus concerning how chromatin folds above
the 10nm fiber. In general, in-vitro studies of reconstituted nucleosomal arrays have
pointed out the role of nucleosome-nucleosome interactions in mediating the forma-
tion of helical-like structures with diameter in the range 30 − 40nm and a contour
length density of ≈ 100bp/nm, i.e. ≈ 30× more compact than bare DNA [44].
This so-called “30nm” fiber has been proposed as an essential element of the three-
dimensional structures of interphase and mitotic chromosomes in-vivo. Yet, its true
existence remains highly controversial.
In fact, recent experimental studies by Maeshima and coworkers based on small-
angle X-ray scattering (SAXS) on HeLa cells [47] in combination with computational
modeling essentially detected no structural features beyond the 10nm fiber. Based
on these results, the same authors proposed [48] then an alternative model where
chromosomes in interphase nuclei look like an interdigitated polymer melt of nucleo-
some fibers lacking the 30nm chromatin structure. Very recently, these results have
been substantially confirmed by chromEMT [49], a novel high-resolution experimen-
tal technique combining electron microscopy tomography (EMT) with a labeling
method (ChromEM) that selectivity enhances the contrast of DNA. ChromEMT
supports the picture where chromatin fibers form disordered structures packed to-
gether at different concentrations in the nucleus. Interestingly, although chromatin
compaction is locally changing in time, measurements of density fluctuations at high-
resolution reveal that nuclear chromatin behaves like a compact and dynamically
“stable” fractal medium [50].
During the observation of living cells, chromatin conformation is highly vari-
able between different cells, but it is not randomly organized. Indeed, ordered
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Figure 2.3: Chromosomes during interphase are compartmentalized into discrete
domains called chromosome territories, firstly observed using “fluorescence in-situ
hybridization” (FISH) [43]. Their averaged positions within the nucleus is non-
random: gene poor/rich chromosomes have been observed systematically closer to
the nuclear envelope/center [51]. Reproduced from reference [43]
three dimensional structures manifests themselves at various scales, from the multi-
megabase (Mb) scale to the kilobase scale, suggesting the presence of underlying
functional organization along the nucleus (see figure 2.2, panel B).
On the nuclear scale, chromosomes do not mix during interphase, but instead
they are compartmentalized into discrete domains. These regions, firstly observed
using “fluorescence in-situ hybridization” (FISH), are called chromosome territories
(see figure 2.3) [43]. The spatial arrangement of territories is probabilistic, describing
the tendency of the chromosome to occupy a definite average position inside the
nucleus of a cell population: however, the location of a single chromosome can vary
greatly from cell to cell. Also the two copies of the same chromosome can have
different positions and even different neighbours [37, 52].
In general, neighboring chromosome territories can overlap to establish enhanced
functional interactions between mixing loci located on different chromosomes [38].
The presence of these same functional interactions are observed also in the daughter
cells despite the physical separation of chromosomes during cell division: this feature
suggests the presence of some molecular mechanism that establishes and maintains
the chromosomes’ positions [37].
Moreover, the spatial distance of each territory from the nuclear envelope is
non-random, with gene poor/rich chromosomes being systematically closer to the
nuclear envelope/center [51], suggesting a correlation between the location of loci
in the nucleus and the gene expression. However, inside chromosome territories,
chromatin is not uniform: transcriptionally inactive segments tend to condensate
and to localize at the nuclear periphery, around nucleoli or at subnuclear structures
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Figure 2.4: HiC maps show an extensive network of chromatin-chromatin con-
tacts within the genome. These interactions can be represented in the form of
matrices showing a characteristic patterning into tissue-specific macro-domains
(& 1 megabasepairs (Mbp)) of active/inactive (A/B) chromatin [13], and tissue-
independent micro-domains (. 1 Mbp) termed TADs [53]. DNA interact more
frequently intra-TAD than inter-TAD. Reproduced from reference [38].
such as Polycomb bodies (e.g. Drosophila melanogaster) [38].
The introduction first of Chromosome Conformation Capture (3C) in 2002 [54],
and then the development of its high-throughput version Hi-C [13], which allows to
detect all pair-wise interactions through genomes, gives the possibility to explore
deeply the intricate relationship between genome structure and function within the
nucleus, providing more and more accurate data for chromosome interactions. In-
deed, chromatin-chromatin contacts detected by Hi-C have shown an additional level
of genome organization within chromosome territories [13]: a preferential interaction
between chromosome sequences alternating along the chromosomes, with a typical
size of a few megabasepairs (Mbp), called A/B compartments, has been observed
(see figure 2.4). These compartments can be identified in each chromosome by using
principal component analysis on the interaction map [13]. The Hi-C data indicate
that regions tend be closer in space if they belong to the same compartment than
if they do not. Assigning the A or B label to a compartment is not simply an
arbitrary or exchangeable state but is correlates with indicators of transcriptional
activity, such as DNA accessibility, gene density, replication timing, GC content
and several histone marks [38]. Indeed, A/B compartments correlate with (tissue-
dependent) active/inactive chromatin: sequences in A compartments are gene rich,
more accessible and with higher expression than B sequences [55].
In addition, at the scale of . 1 Mbp, chromosomes result partitioned into
topologically-associating domains (TADs, see figure 2.4), built-up from chromatin
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Figure 2.5: Experimental data for interphase chromosomes (symbols) compared
to polymer models (solid lines). (A) Mean-square internal distances, 〈R2(Nbp)〉,
between two loci at a genomic distance Nbp Mbp along the chromatin fiber. Exper-
imental data: interphase yeast [59] and human chromosomes [60, 61] are obtained
using FISH (symbols). Data have been compared with WLC model (black line) and
the crumpled ring model (red line) [18]. (B) Average probability of contact Pc(Nbp)
between two loci at a distance Nbp. Experimental data for human and mouse chro-
mosomes in different cell lines have been measured using HiC [53, 13] (symbols).
Data are compared with the WLC model and the crumpled ring model (solid lines).
(C) Overlap parameters corresponding to the data shown in (A). Reproduced from
reference [62]
itself and characterized by highly enriched intra-domain interactions [13, 53]. TADs
constitute regulatory regions where loci and their associated regulatory elements
interact frequently with each other and are isolated from the rest of the genome.
Remarkably, TADs appear well conserved across tissues within the same species [56]
and even between different species [57]. Moreover, the correct establishment of TAD
structure prevents the formation of inappropriate gene-enhancer contacts and its
disruption can induce carcinogenesis [58].
To conclude, the phenomenology described can be so summarized: nuclear chro-
matin fibers form an intricate polymer-like network at small chromatin scales, with
“vague” echoes of ordered structures starting from intermediate to large spatial
scales (TADs → A/B-compartments → territories).
2.2 Chromatin Fiber Entanglement
In the previous Chapter 1, we have introduced general features of Polymer
Physics while along this Chapter we have seen experimental evidences for the polymer-
like nature of chromatin within the nucleus of eukariotic cells. It arises naturally
to wonder which kind of polymer model can describe how meters of DNA can be
packed inside the 5−µm diameter nucleus of a cell and which kind of DNA structures
emerge [63, 62].
Chromatin can be described, within an approximated picture, as a homopolymer
formed by DNA wrapped into nucleosomes, where monomers are all identical, with
the same size, excluded volume and other interactions, chains have constant density
and flexibility along the chain. Other kinds of models include heterogeneity (in
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density, interactions, dimensions) using heteropolymer [64, 65, 66].
We have seen that polymer model characterizes chains by their contour length,
Lc and their Kuhn length, lK , as a measure of the chain stiffness. Using experimental
data, we can evaluate that for 30 − nm chromatin fibers, the contour length Lc =
0.01 Nbp nm and Kuhn length lK = 300 nm (Bystricky et al., 2004), where Nbp is
the number of basepairs. The same evaluation is possible for 10 − nm chromatin
fibers, Lc = 0.125 Nbp nm and lK ≈ 25 nm (Bystricky et al., 2004).
In this context it is interesting to consider some general features:
• the mean-square spatial distance 〈R2(Nbp)〉 between two loci at a genomic dis-
tance Nbp Mbp along the chain (measured using fluorescent in situ hybridiza-
tion, FISH), plotted in figure 2.5, panel A;
• the probability of contact Pc(Nbp) between two loci at a distance Nbp (calcu-
lated from the chromatin capture data), plotted in figure 2.5, panel B;
• the overlap parameter, Ω(Nbp) ≡ ρbpNbp 〈R2(Nbp)〉
3
2 , to evaluate Ne for entangled
chains when reaches a characteristic threshold, Ω = 20 [21, 18, 67], plotted in
figure 2.5, panel C.
The models for 10− nm and 30− nm chromatin fibers is in agreement with the
random walk regime as the mean-square internal distances 〈R2(Nbp〉 ≈ 3Nbpnm2
[68]. Moreover, the WLC model (black lines in figure 2.5) can be used to describe
sequence-, cell-type, and species-averaged experimental data for genomic distances
up to ≈ 100 kbp and even the equilibrated telomeric regions up to the Mbp scale
[69]. The effects of topological constraints can be seen beyond the entanglement
length, Ne (which can be evaluated from the overlap function Ω(Nbp), panel C).
In particular, considering a typical nuclear densities of ρbp = 0.011bp/nm
3, the
entanglement length for genomic DNA is of the order of Ne = 1.2× 105bp for both
chromatin fiber models [69]. In details, the effect of entanglements emerges clearly
from the experimental data. Indeed, comparing panels A and B in figure 2.5, the
deviations from the WLC behavior correspond to the cases in panel C where the
overlap parameter exceeds the entanglement threshold of 20.
2.2.1 “Topological” Origin of Chromosome Territories
In spite of their intrinsic complexity, the general behavior of interphase chromo-
somes is remarkably well described by generic polymer physics [62, 39, 55, 61, 63,
70, 71, 72, 73].
Under these conditions and supported by experimental observations on the polymer-
like nature of the chromatin fiber (section 2.1.1, the theory of semi-dilute polymer
solutions [2] represents a good starting point for a quantitative description of chro-
mosome organization inside the nucleus.
At the beginning of interphase, each chromosome evolves from its initial, compact
mitotic conformation and starts swelling inside the nucleus (figure 2.6, panel A).
Rosa and Everaers [69] argued that the time to reach the complete mixing of all
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Figure 2.6: “Topological” model for chromosome territories. (A) At the beginning
of interphase, condensed mitotic chromosomes start swelling. The path to full relax-
ation and complete mixing cannot take place on natural time scales due to “slow”
relaxation of the topological degrees of freedom [69]. Chromosome structures thus
remain effectively quenched into separated territories which retain “memory” of the
initial conformations. (B) Numerical implementation of the model by Molecular
Dynamics (MD) computer simulations [69]. Model chromosomes are initially pre-
pared into non-overlapping mitotic-like structures. MD simulations show the rapid
relaxation of polymer length scales up to the tube diameter dT , while larger length
scales fold into a crumpled structure resembling the behavior of ring polymers. Each
color corresponds to a single model chromosome. Reproduced from reference [69].
(C) The analogy between solutions of ring polymers and chromosome territories can
be systematically exploited owing to an efficient coarse-grain protocol [18] which
allows to obtain hundreds of independent model conformations of mammalian-sized
chromosomes. The model can be mapped to real time and length scales (see bars)
with no free parameter [69, 18]. The snapshot here provides a typical view for a
model human nucleus. Reproduced from reference [18].
Chromatin Fiber Entanglement 17
Physical parameters of the “bead-spring”
polymer model by Rosa and Everaers [69, 18].
ρDNA 0.012bp/nm
3
ρ30nm 1.2 · 10−4/nm2
`K (30nm fiber) 300nm = 30kbp
ξ 90nm
Le
`K
=
(
20
ρ30nm `2K
)2
4`K = 1200nm = 0.12Mbp
dT =
√
`KLe
6
245nm
τe 32s
Table 2.1: ρDNA, DNA density calculated for an “average” human nucleus of 5µm ra-
dius; ρ30nm, 30nm chromatin fiber density assuming fiber compaction of 100bp/nm
(section 2.1.1); `K , Kuhn length of the 30nm fiber [59]; ξ, average distance from
a monomer on one chain to the nearest monomer on another chain (“correlation
length” [2]); Le, entanglement length obtained from the condition of “optimal pack-
ing” of 20 chains per entanglement volume by Kavassalis and Noolandi [21]; dT ,
average spatial distance between entanglements (“tube diameter” [2]); τe, time scale
marking the onset of entanglement effects.
chromosomes starting from the fully unmixed state can be estimated by assuming
ordinary reptation dynamics [1, 2] for linear polymers in concentrated solutions:
τmix ≈ τe
(
Lc
Le
)3
where τe ≈ 32 seconds and Le ≈ 0.12 megabasepairs (Mbp) are,
respectively, the entanglement time and entanglement length of the chromatin fibers
solution (Table 2.1). With typical mammalian chromosomes of total contour length
Lc of the order of 10
2 Mbp, τmix is exceeding by orders of magnitude the typical cell
life time. As a consequence, the spatial structures of chromosomes remain effectively
stuck into territorial-like conformations retaining the topological “memory” of the
initial mitotic state.
These considerations were adapted into a generic bead-spring polymer model [69]
taking into account the density, stiffness and local topology conservation of the chro-
matin fiber (Table 2.1). Extensive Molecular Dynamics computer simulations then
showed that the swelling of model mitotic-like chromosomes (figure 2.6, panel B)
leads to compact territories with physical properties akin to crumpled conformations
of ring polymers in entangled solutions. The analogy between chromosome territories
and ring polymers motivated the formulation of the efficient multi-scale algorithm
described in [18] which is capable of generating hundreds of putative chromosome
conformations (see figure 2.6, panel C for a single example) in negligible computer
time. The polymer model was shown to reproduce the experimentally observed be-
havior of (sequence-averaged [62]) properties of interphase chromosomes: these in-
clude chromosomes spatial positions measured by FISH, chromatin-chromatin inter-
action data and time mean-square displacements of chromosome loci [69, 74, 68, 62].
For illustration purposes, the single chromosome structure is described through
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Figure 2.7: Predicted spatial structure of model mammalian chromosomes [69, 18].
(A) Structure factor S(~q) vs. the norm of the wave vector q ≡ |~q|. The two regimes
q−1 (rod-like) and q−3 (compact-like) are for spatial scales, respectively, below and
above the tube diameter, dT ≈ 245nm, of the chromatin fiber. The wavy behavior
at large q is an artifact due to the discrete bead-spring nature of the model. (B)
Average DNA density at spatial distance r from the chromosome center of mass:
ρselfDNA(r), self-density contribution from the given chromosome; ρ
ext
DNA(r), external
contribution from the surrounding chromosomes. The sum of the two equals the
average DNA density = 0.012bp/nm3 (Table 2.1). For reference, the dashed line
corresponds to the predicted average size of a single chromosome territory.
the structure factor [2] S(q) ≡ 〈ei~q·(~ri−~rj)〉 as a function of the norm of the wave
vector q ≡ |~q| (figure 2.7(A)). ~ri are the spatial positions of chromosome loci and
average is taken over all chromosome conformations. For wave vectors q . 2pi
dT
where
dT ≈ 245nm is the tube diameter of the chromatin fiber [69, 74] S(q) ∼ q−3, which
corresponds to the expected result for a compact, scale-free polymer.
While S(q) provides information on single-chain properties, it is instructive to
look at the spatial relationship between different territories. To this purpose, we
consider the average DNA density at spatial distance r from the chromosome centre
of mass and its two components (figure 2.7, panel B): the self-density contribution
from the given chromosome (ρselfDNA(r)) and the external contribution from the sur-
rounding chromosomes (ρextDNA(r)). The plots demonstrate that chromosomes are
rather “soft”: as for common polymer systems [75], the core of each chromosome
contains a significant amount of DNA protruding from close-by chains. In summary
territoriality is not a preclusion for chromosome strands to intermingle with each
other, in agreement with cryo-FISH experiments [76].
2.3 Epigenetics
As described in the previous section, the three-dimensional genome structure has
been recognized to regulate gene expression and ordered structures emerge at various
scales suggesting a functional arrangement of the nuclear space. The nonrandom or-
Epigenetics 19
Euchromatin
Heterochromatin
Figure 2.8: Chromatin is organized into epigenomic domains which contains only
a specific chromatin type and isolated from other domains. The most frequent are
called euchromatin, composed by active genes and which appears less condensed,
and heterochromatin, which contains inactive genes, late replicating and inhibitory
to transcriptional machinery and typically appears highly condensed. Reproduced
from the Yale Histology Gallery (link).
ganization appears also with local compartmentalization: active and inactive genome
regions are separated from each other, enhancing the efficiency of gene expression
or repression. Such compartmentalization might also give a concrete contribution
to bring co-regulated genes into physical proximity to coordinate their activities.
Indeed, the ability of organisms to precisely regulate gene expression is central to
their development, requiring the activation of transcription during the appropriate
developmental stage. In facts, all cells have the same genome but in each cell only
a subset of genes is expressed: depending on the specific environment, cells can
differentiate into a variety of cell types. The cell type is inherited by the daughter
cells. How heritable phenotype is functionally relevant without any alteration of the
genomic sequence is the core of epigenetics [77, 78].
The local organization and the gene activity of the genome is strictly related
to its genotype. Indeed, the chromatin state depends on local conditions, like the
nucleosome density and positioning, the covalent modifications of DNA and histones
tails and the insertion of histone variants. Moreover, statistical analysis of epige-
nomic patters across the genome of eukaryotic cell have shown that chromatin is
organized in epigenomic domains (domains with a typical size which can vary fror
kilobases to few megabases,) containing only a specific chromatin type and isolated
from other domains. In particular, several kinds of domains have been observed, the
most frequent are euchromatin, which contains high density of early replicating and
active genes and appears less condensed, and heterochromatin, which contains inac-
tive genes, late replicating and inhibitory to transcriptional machinery and typically
appears highly condensed (see figure 2.8).
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In many higher eukaryotes, also other chromatin types has been identified, the
constitutive HP1-like heterochromatin, the facultative (developmentally regulated)
Polycomb-like heterochromatin and ultra-repressive heterochromatin enriched in
genes that are expressed in very few tissues, the so-called void or black chromatin
[79, 78].
There are several mechanisms which can be involved in the transmission of epi-
genetic information like DNA methylation, histones post-translational modifications
(PTMs), chromosome coating with noncoding RNAs as in X inactivation, messenger
RNA silencing by interaction with micro RNAs, or the coupling between epigenetics
and supercoiling [77]
Historically speaking, the first stable epigenetic mark which has been recognized
is the DNA methylation. DNA methylation is the substitution of a methyl (−CH3)
group to the carbon atom in position 5 at the cytosine base. The patterns of DNA
methylation in the genome are established in early stages of development and then
inherited through mitosis without modification in the sequence [80]. The biological
role of DNA methylation is not completely understood and depends on the context
in which it may be found [81, 82]. DNA methylation is directly involved in gene
silencing [83, 84], in X-chromosome inactivation [85, 86], and gene imprinting [87].
At the same time, it has been also related to active gene bodies [88]. Moreover,
also the structure of nucleosomes is affected by methylation [89]: methylation leads
to an enhanced rigidity of DNA around the histones and to more compact and
closed nucleosomes [90]. Also histone PTMs are fundamental in the transmission of
epigenetic information. In the previous section, we have introduced the nucleosomes,
composed by a DNA segment wrapped around an histone complex. In particular,
histone tails have a crucial role in the structure of nucleosome arrays and are the
main target of post-translational modifications on histones. Epigenetic marks are
deposited on or removed from histone tails by dedicated enzymes, so-called “writers”
and “erasers”, devoted to lysine methylation or lysine acetylation of histones tails
[91, 77]. These two mechanism can affect the chromatin architecture and state
of activity: acetylation directly affects nucleosome-nucleosome interactions and is
associated to loss of a positive charges while methylation affects indirectly chromatin
recruiting additional architectural proteins [77].
Chapter 3
Epigenetics-Inspired Physics: the
Ising Model in Branched Lattice
Polymers
The content of this Chapter1 focuses on the properties of the classical Ising model
with nearest-neighbor interaction for spins located at the monomers of long polymer
chains in 2 and 3 dimensions. There are two main motivations for carrying such a
study:
• As shown in Chapter 1, chromosomes can be modelled by means of generic
polymer physics. In particular, the large scale behavior of chromosome confor-
mations is well accounted for by the same Physics which describes the folding
of branched crumpled polymers in dense solutions.
• Second, several (polymer) models [64, 65, 66] employ the (local) epigenetic
state of chromatin as an internal degree of freedom with local nearest-neighbor
interactions.
Moving from these considerations, in this Chapter we introduce and study by
classical mean-field techniques and systematic computer simulations a minimal poly-
mer model with classical spins located on monomers’ spatial positions and where
local ordering is enforced by standard Ising coupling.
To compare the effects of polymer conformations vs. Ising interactions, we will
compare results for two ensembles of polymers with very different single chain prop-
erties: (1) swollen, self-avoiding linear polymer chains in good solvent conditions
and (2) compact, space-filling randomly branching polymers in melt. Thus, we will
show that swollen polymers can not sustain an ordered phase. On the contrary, com-
pact polymers may produce an observable phase transition. Finally, we will briefly
consider the statistical properties of the ordered phase by comparing polymer chains
within the same universality class but characterized by very different shapes.
1The material described in this Chapter has been published in: Papale A., Rosa A., European
Physical Journal E. 41: 144 (2018) [92]
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Figure 3.1: (A) Chromatin has been modeled as a block copolymer on a triangular
lattice. (B) Each block contains consecutive monomers with an identical chromatin
state. (C) The interaction takes into account excluded volume and an attractive
short-range interactions between monomers of the same state. Various phases has
been observed tuning the strength of state-dependent interaction, from microphase
separation (attractive interactions, monomers with the same state occupied separate
spatial regions) to a coil phase (no interactions, unstructured phase). Reproduced
from reference [65] (panel A), from reference [64] (panel B) and from reference [62]
(panel C).
3.1 Epigenetics and Ising Model
Lately, experimental data based on chromosome conformation capture techniques
have shown the presence of functional structures of nuclear organization of chromatin
depending on the epigenetic state.
As described in section 2.3, the epigenetic state of chromatin regulates not only
the local gene activity but also its spatial organization: A/B compartments are cor-
related with the inhomogeneous local activity of chromatin. Preferential interaction
emerge within active regions (A compartment, gene rich and more accessible regions,
correlates with high density of euchromatin) and region with inactive or repressive
hererochromatin (B compartment) [93].
According to these observations, the correlation between the 1D chromatin epi-
genetic states and the 3D chromatin spatical organization is the starting point for
several model based on heteropolymer where couplings depend explicitly on the local
states of chromatin [64, 65, 66, 78, 94]. These kind of model assumes an effective spe-
cific short-range interactions between genomic loci mediated by chromatin-binding
proteins with sequence- or epigenetic-specific affinities [62].
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Just as an example, a recent model developed by Jost and co-workers [65] con-
cerning heteropolymer with epigenetic-dependent interaction has shown the emer-
gence of domains like the TADs inside chromosome territories (see figure 3.1).
Chromatin is modeled as a block copolymer lying on a triangular lattice where
each block corresponds to consecutive monomers with an identical chromatin state
(see figure 3.1, panel B). The dynamics is defined considering thermal fluctuations,
excluded volume and an attractive short-range interactions between monomers of
the same state. The block copolymer model has characterized by various phases
(see figure 3.1, panel C) tuning the strength of state-dependent interaction. A mi-
crophase separation appears with strong attractive interactions, monomers with the
same state occupied separate spatial regions, like a checker-board arrangement. On
the contrary, with weak interactions there is a phase characterized by unstructured,
coils. The intermediate regime is more dynamical: the system exhibits a continuous
crossover between the coil and the microphase regimes. Firstly blocks collapse in
TAD-like domains and then a weak long-range interactions between TADs of the
same state emerges. Clearly the phase diagram is strongly dependent on the initial
arrangements of the blocks of chromatin states on the copolymer. Moreover, the
numerical results have been also compared with experimental data relative to the
Drosophila melanogaster genome [65]. The intermediate regime where chromatin
blocks have partially collapsed into TADs and where blocks of the same state tran-
siently merge together are compatible with the experimental HiC data [62].
3.2 The Ising Model
The Ising model, introduced in the early ’20’s [95, 96] of the XX century as
a generic toy model for understanding the para-/ferro-magnetic phase transition
in terms of the cooperativity of a lattice arrangement of molecules with nearest-
neighbor interactions, has become since then a cornerstone of Statistical Physics [97,
98]. On top of that, owing to its simplicity it has become of fundamental impor-
tance for the generic description of cooperative phenomena in other fields, including
disorderd systems [99], neuroscience [100] and econophysics [101].
The model is formulated in terms of V = Rd binary spin-like variables s ≡
(s1, s2, ..., sV ) with si = ±1, located at the nodes of a d-dimensional hyper-cubic
lattice of linear size R with short-range interactions. The Hamiltonian of the Ising
model in the presence of an external field h is defined by:
H(h; s) = −J
2
V∑
i,j=1
si ∆i,j sj − h
V∑
i=1
si , (3.1)
∆i,j = 1 if sites i and j are nearest neighbors on the lattice and zero otherwise. The
fist term represents the interaction energies which favours an ordered ferromagnetic
state (if J > 0). The second term describes the interaction between the applied
external field h and the spin system, for paramagnetic systems.
24 Epigenetics-Inspired Physics: the Ising Model in Branched Lattice Polymers
In the canonical ensemble the partition function can be easily written as
ZN =
∑
{s}
e−βH(h;s) (3.2)
where the sum is over all the possible configurations of spin variables. Then, the
magnetic free energy per site in the thermodynamic limit is:
F (β, h) = lim
N→∞
(
1
N
ln ZN
)
(3.3)
.
In dimension d = 1, it is possible to obtain an analytical expression for the
free energy, for example using the technique of the transfer matrices [102]. This
case is peculiar: the energy turns out to be an analytic function of temperature T
and external field h (except at the trivial point t = h = 0) and there is no phase
transition or spontaneous magnetization (see Yang-Lee theorem, reference [103]).
The transfer matrices technique can be written also in higher dimensions but an
analytical solution was obtained by Lars Onsager [104] for the 2-dimensional case
on a square lattice, with nearest neighbor interactions and in the absence of an
external field. He demonstrated the existence of a phase transition at a critical tem-
perature κBTc/J = 2/ln
(
1 +
√
2
)
. For dimension d > 2, the ferromagnetic phase
has been characterized by a large number of approximated (mean-field) and exact
(renormalization group) techniques as well as numerical methods (Monte Carlo).
3.3 The Ising Model in Swollen and Compact Poly-
mers
While the Ising model on the regular hyper-cubic lattice is well characterized [98],
it is an interesting and non-trivial question to ask if and how its properties change
in lattices with more complex geometries and architectures. In the past, there
has been a lot of work in this direction for the case where the spin variables are
located on the monomers of a single isolated polymer chain with excluded volume
interactions [105, 106, 107, 108, 109]. Spin-spin interactions add up whenever pairs
of corresponding chain monomers are close in space either because they are close
along the polymer sequence or, more generally, as a consequence of chain folding
in the embedding space. As the average number of neighbors per polymer site is
larger than two, these systems are considered as in between the one-dimensional
linear chain (for which no ordered phase at zero external field exists [98]) and the
expected [98] critical Ising behavior in d > 1 dimensions.
Here, we take one step further in this direction and we consider the case where the
binary Ising variables reside on the nodes of randomly branching polymers (modelled
as lattice trees [23]) in two- and three-dimensional melts.
There are several reasons behind our motivations to extend the Ising model
to this particular class of polymers: (i) Randomly branching polymers were intro-
duced back in the ’80-’90’s [14, 30, 110] for describing the large-scale folding and
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dynamics of a single ring polymer in an array of uncrossable point obstacles. More
recently [17, 18, 23], they have aroused new interest because they provide a good
quantitative model to understand the fractal-like, space-filling folding of mutually
interacting unknotted and untangled ring polymers in melts and the “territorial”
behavior of DNA and chromosomes inside the nuclei of eukaryotic cells [18, 69, 111].
(ii) To remain on the ground of the spatial behavior of chromosomal DNA, Ising-
like models have been recently employed to characterize one-dimensional long-range
correlations of nucleotides in the human DNA sequence [112], as well as to de-
scribe the appearance of local ordered phases (micro-phases) inside the nuclei of
the cells [64, 65, 78] (see section 3.1). To date though, there is no comprehensive
study addressing the properties of the Ising model on branched, complex polymer
architectures, as the ones which are expected to emerge in the context of DNA and
chromosomes biology.
In the following section, we will show a systematic analysis on the physics of the
Ising model in melts of randomly branching polymers, and we compare the results
to corresponding ones obtained for the “classical” [105, 106, 107, 108, 113] case of
ordinary self-avoiding linear polymers.
We study the statistical properties of the Ising model separately for each of the
ensembles considered (self-avoiding linear vs. melts of randomly branched poly-
mers). In other words, Ising nearest-neighbor interactions are completely defined
according to the statistics of the given polymer ensemble: this is then different from
the model presented in reference [109] where polymer folding is “driven” by the Ising
coupling.
The work is organized in two main directions: first we consider an analytical
yet approximate mean-field-like approach, and then we compare and generalize the
obtained results by employing Monte Carlo computer simulations for the Ising model
in lattice polymer chains in 2 and 3 spatial dimensions.
3.3.1 Mean-Field Approach
Our mean-field approach is mainly based on the work by Garel et al. [109].
However, at odds with this publication, here we restrict the statistics of polymer
conformations under the assumption that they belong to a given, well-defined en-
semble. Of course, the opposite case where polymer configurations change according
to the Ising nearest-neighbor interactions is equally interesting and worth of future
investigations.
A mean-field approach to the Ising model in polymer chains made of N monomers
and confined in a volume V starts from the partition function ZN defined by [109]:
ZN =
∑
w∈walks
∑w
{si=±1}
exp
(
βJ
2
V∑
i,j=1
σwi ∆i,j σ
w
j + β
V∑
i=1
hi σ
w
i
)
, (3.4)
where: (a) the first sum goes through all possible polymer conformations or walks,
and (b) the second sum goes over all possible spin configurations for the given
polymer (walk) conformation. β = 1/κBT is the usual Boltzmann factor and T is
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the temperature. For time being and for the sake of generality, the magnetic field
is assumed to be also a function of the spatial position on the lattice.
By expressing the variables σwi (i = 1, ..., V ) in terms of the product σ
w
i =
si θ
w
i where si takes binary values ±1 and θwi = 1 if lattice site i is occupied by a
monomer and = 0 otherwise and performing standard Hubbard-Stratonovich [114]
transformation, ZN can be written in terms of generic field variables φi as:
ZN =
√
(1/2piβJ)V
det∆
∫ V∏
i=1
dφi e
− 1
2βJ
∑
i,j φi(∆
−1)i,jφj ×
∑
w∈walks
∑w
{si=±1}
V∏
i=1
e(βhi+φi)σ
w
i
=
√
(2/piβJ)V
det∆
∫ V∏
i=1
dφi e
− 1
2βJ
∑
i,j φi (∆
−1)i,j φj ×
∑
w∈walks
V∏
i=1
cosh ((βhi + φi) θ
w
i )
≡
√
(2/piβJ)V
det∆
∫ V∏
i=1
dφi exp(−βL({φ, h})) ,
(3.5)
where
L = 1
2β2J
∑
i,j
φi (∆
−1)i,j φj − 1
β
log
∑
w∈walks
V∏
i=1
cosh ((βhi + φi) θ
w
i ) .
Then [114], the mean-field theory can be derived by looking for the saddle point
approximation of the integral in Eq. 3.5. This is obtained by imposing ∂L
∂φk
∣∣∣
φk=φ¯k
= 0,
∀k:
0 =
1
β2J
∑
i
(∆−1)k,i φ¯i
− 1
β
∑
w∈walks
θwk sin
(
(βhk + φ¯k) θ
w
k
) V∏i 6=k
i=1
cosh
(
(βhi + φ¯i) θ
w
i
)
∑
w∈walks
V∏
i=1
cosh
(
(βhi + φ¯i) θwi
) .
(3.6)
Consequently, the corresponding magnetization at lattice site k, Mk, is given by:
Mk ≡ −∂L({φ¯, h})
∂hk
=
∑
w∈walks
θwk sin
(
(βhk + φ¯k) θ
w
k
) V∏i 6=k
i=1
cosh
(
(βhi + φ¯i) θ
w
i
)
∑
w∈walks
V∏
i=1
cosh
(
(βhi + φ¯i) θwi
)
=
1
βJ
∑
i
(∆−1)k,i φ¯i . (3.7)
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With hk = h constant on the lattice and assuming translational invariance, θ
w
k
is equal to the average polymer occupancy ρ ≡ N
V
and we can substitute the site-
dependent quantities with their corresponding averages: φ¯k = 〈φ〉, Mk = 〈M〉.
Thus, the polymer-dependent term in both Eqs. 3.6 and 3.7 simplifies, and we get
the following simple equations:
〈φ〉 = βJqρ tanh (ρ(βh+ 〈φ〉)) (3.8)
〈M〉 = 1
βJq
〈φ〉 (3.9)
where q is the coordination number of lattice (q = 2d for a cubic lattice in d-
dimensions). Eqs. 3.8 and 3.9 can be combined into a single self-consistent expression
for the average magnetization per monomer, m = M/ρ:
〈m〉 = tanh (βρ (h+ Jqρ 〈m〉)) . (3.10)
Since polymer size R increases as a power law [2] of the number of monomers
N , R ∼ N ν , the average polymer occupancy in d dimensions ρ = N/V goes as
∼ N−(dν−1). Thus, according to Eq. 3.10, for any ν > 1/d and zero external field
h we should expect no spontaneous magnetization (i.e., 〈m〉 6= 0 at some finite
T = Tc > 0) in the thermodynamic limit. In particular, this is true for linear
polymer chains in good solvent conditions where [2] ν ≈ 3/(d + 2) > 1/d for 1 <
d ≤ 4. In spite of the simplicity of the mean-field method, this result agrees with
more rigorous (and more complicate) renormalization-group arguments [107, 108]
indicating a vanishing Tc → 0 for this particular class of polymers. Conversely
space-filling compact polymers, having ν = 1/d, are expected to sustain a finite
magnetization at some T = Tc.
Eq. 3.10 deserves a few comments. First the formula is different from the original
result Eq. 13 presented in reference [109]. In fact, in the latter publication the
argument in the “tanh”-term does not contain the ρ factor. On the other hand, this
has interesting consequence: In fact, the behavior of the “critical” temperature in the
N →∞ thermodynamical limit is T = T (N) ≡ Jqρ2, i.e. it depends quadratically
on ρ. This expression is particularly attractive as it displays the same functional
behavior of the “classical” two-body interaction term per unit volume of the Flory
theory [2, 8], which is known to describe excluded volume effects in polymers.
In the next section, we challenge the mean-field approach by employing Monte
Carlo computer simulations of the Ising model in 2d and 3d swollen vs. space-
filling (or compact) polymers. For the former case, we consider self-avoiding walks
describing linear polymers with excluded volume interactions [2]: they represent the
“classical” polymers which were extensively examined in the past [105, 106, 107, 108,
109]. For the latter, we employ melts of randomly branching polymers, an entirely
novel [17, 23, 115] class of polymers who have been shown relevant to model the
large-scale behavior of ring polymers in topologically constrained environments [18,
17, 116] and chromosome territories in eukaryotes [69, 111]. Notably, these polymers
segregate owing to purely topological interactions between polymer strands and not
because of a change in the quality of the solvent as in the classical coil-globule
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transition [2]. The present work then extends the Ising model to an “unusual”
polymer ensemble.
3.3.2 MonteCarlo Computer Simulations
In this section we focus on the statistical properties of the Ising model separately
for each of the ensembles considered, self-avoiding linear walks (SAW) and melts of
randomly branched polymers (RPS), with the help of a numerical approach based
on Monte Carlo simulation.
As described in appendix A.1.1, the average linear size or gyration radius of
self-avoiding linear walks (SAW’s) with excluded volume interactions (good solvent
conditions [2]) in d dimensions increases with the number of monomers N as Rg ∼
N ν with ν = 3/(d + 2) and, hence, single polymer conformations are not space-
filling. Spatial conformations of single SAW’s in 2 and 3 dimensions were generated
according to the dynamical Metropolis Monte Carlo algorithm known as the pivot
algorithm, see for details reference [117]. By applying repeatedly the described
algorithm, we have generated ensembles of 104 statistically independent self-avoiding
polymer chains made of 16 ≤ N ≤ 4096 bonds.
At the same time, the average gyration radius of randomly branching polymers
(RBP’s) in melt conditions increases with the number of monomers N as Rg ∼ N ν
with ν = 1/d [17, 18, 23], thus they constitute typical examples of compact, space-
filling polymers (see appendix A.1.2)
Spatial conformations of RBP’s made of N+1 monomers in 2d and 3d melts com-
posed of M chains were generated according to the lattice tree model as described in
references [23, 118, 115]. Here, we consider 2d and 3d trees in melt with Kuhn den-
sity ρK l
d
K = 2. We have considered polymer chains made of 10 ≤ N ≤ 900 bonds,
with a total number of chains in the range 32 ≤M ≤ 384 and 100 independent melt
configurations. For each single polymer chain of the different simulated ensembles,
we have generated equilibrated configurations of Ising spin variables at temperature
T and null external applied field h by employing the Wolff algorithm [119, 120] (for
further details see appendix A.2) which is known to be especially efficient at low
temperatures. The nearest-neighbor interactions of the Ising model, Eq. 3.4, are
computed between monomer sites whose spatial distance is ≤ the lattice spacing.
As we are interested to the connection between single-chain structure and the mag-
netic properties of the polymer, spin-spin interactions in branched polymers in melt
are calculated only between spins on monomers of the same chain. Finally, the to-
tal number of spin configurations per single polymer chain is 104 for computations
of averages on the corresponding full polymer ensemble (section 3.3.4) and 106 for
averages taken on selected single polymer conformations (section 3.3.5).
3.3.3 Results and Discussion
In this section, we discuss our results for the Ising model in randomly branching
polymers in 2d and 3d melts and illustrate how the magnetic properties of these
polymers differ from self-avoiding walks.
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Figure 3.2: Average magnetization per monomer, 〈m〉 = 〈m(T )〉, as a function of
temperature T , see definition Eq. 3.11, for self-avoiding walks (SAW’s, top panels)
and melt of randomly branching polymers (RBP melt, bottom panels). Temperature
values have been chosen by sampling uniformly along the shown intervals.
We divide the analysis in two parts: We first consider ensemble-average prop-
erties (section 3.3.4), where we discuss the temperature behavior of typical observ-
ables [98] like the average magnetization (〈m〉 = 〈m(T )〉) and the average suscepti-
bility (〈χ〉 = 〈χ(T )〉). Each observable is averaged first on distinct Ising configura-
tions at fixed polymer conformation, and then we combine together the results from
different conformations, see definitions Eqs. 3.11 and 3.12 below. In section 3.3.5,
we discuss statistical fluctuations of these observables between single chain con-
formations within the same universality class but characterized by very different
shapes. For the sake of the notation, in this second section we employ the symbols
mw(T ) and χw(T ) for, respectively, the magnetization and susceptibility calculated
on specific polymer walks.
3.3.4 Ensemble-Average Properties
For h = 0, the system is invariant under symmetry σwi → −σwi (see Eq. 3.4).
Then, the average magnetization per monomer, m, is computed as [120]:
〈m〉 = 1
N
∑
w∈walks
∑w
{si=±1}
|
V∑
i=1
σwi | e
βJ
2
∑V
i,j=1 σ
w
i ∆i,j σ
w
j
ZN(h = 0) . (3.11)
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Figure 3.3: Probability distribution functions of magnetization per spin, m, and
different temperature T . We notice the different behavior between SAW’s and ran-
domly branching polymers in melt. The arrows indicate the position of the “trivial”
maxima for m = 1 at low temperatures. These curves were calculated for the largest
polymer sizes available for each ensemble.
Results for 〈m〉 as a function of temperature T and for the different systems are
shown in figure 3.2. Qualitatively, they appear consistent with the predictions of
the mean-field theory: at increasing N , the range of temperatures where 〈m〉 6= 0
becomes steadily narrower for self-avoiding walks, with little differences between 2d
and 3d systems. Melt of trees, instead, display the opposite trend: this is particu-
larly evident for the 2d case where excluded-volume effects are stronger and, then,
single chain compact behavior is more pronounced [23] than in the 3d case. Then,
for consistency, we have calculated the probability distribution functions for m (fig-
ure 3.3). As expected, curves for SAW’s are not consistent with the possibility of
a phase transition having the maximum at m = 0 steadily decreasing. Conversely,
curves for compact trees show the characteristic shape observed for (second-order)
phase transitions [98], in particular the appearance of a non-trivial stationary point
at low-enough temperatures.
Then, we have studied the scaling behavior of the critical temperature, Tmax =
Tmax(N), which is defined in correspondence of the maximum, 〈χmax〉 = 〈χmax(N)〉 ≡
〈χ(Tmax(N))〉, of the susceptibility per monomer, 〈χ〉 = 〈χ(T )〉:
〈χ〉 = 1
N
∑
w∈walks
∑w
σi=±1
(
|
N∑
i=1
σi|−N〈m〉
)2
e
βJ
2
∑V
i,j=1 σ
w
i ∆i,j σ
w
j
ZN(h = 0) . (3.12)
Typical curves for 〈χ〉 on the same ranges of temperatures as in figure 3.2 are
displayed in figure 3.4, while plots for Tmax(N) and 〈χmax(N)〉 are given in fig-
ure 3.5. Qualitatively, the temperatures (panel A) show the general trend predicted
from the mean-field theory: while self-avoiding walks decay as ∼ N−0.143±0.007 and
∼ N−0.155±0.002 for 2d and 3d systems respectively, dense branched polymers seem
to point towards a non-zero value of the critical temperature when N → ∞, with
Tc(d = 2) > Tc(d = 3) as expected based on the larger number of contacts per
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Figure 3.4: Average susceptibility per monomer, 〈χ〉 = 〈χ(T )〉, as a function of
temperature T , see definition Eq. 3.12. Symbols and color code are as in figure 3.2.
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Figure 3.5: (a) N -dependence of temperatures, Tmax(N), at which the magnetic
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Figure 3.6: Examples of polymer conformations in 2d, sorted according to minimal
(green), close-to-average (blue) and maximal (red) gyration radius Rg. (Left) Self-
avoiding linear walks (N = 4096). (Right) Randomly branching polymers in melt
(N = 900).
monomer [115] displayed by 2d systems. Unfortunately, the quality of the data
(especially for 3d systems) does not allow a reliable extrapolation of the critical
temperature for the infinite system. This is probably due to the limited size of
the polymers which can be simulated (N . 900). In the future then, it would be
interesting to extend the present analysis to much bigger systems. Then (panel B),
we have considered the scaling properties of 〈χmax(N)〉 vs. N : our analysis shows
markedly different behavior of self-avoiding polymers (χmax(N)2d ∼ N1.148±0.005 and
χmax(N)3d ∼ N1.161±0.008) in comparison to compact trees (χmax(N)2d ∼ N0.71±0.01
and χmax(N)3d ∼ N0.60±0.02). Curiously, the properties of the Ising model within
the same class of polymers result to be only mildly affected by the dimension of the
embedding space, for instance results for 2d and 3d SAW’s are practically indistin-
guishable. This suggests that the local details of chain connectivity play a more
crucial role in establishing whether a given polymer ensemble underlies a critical
Ising transition.
3.3.5 Fluctuations
Notoriously [121], polymers are physical objects with fluctuating shapes. As
the Ising model is constructed on the spatial vicinity of monomers, it is a relevant
question asking how its properties change with respect to polymers belonging to the
same ensemble but with very different shapes and/or linear sizes. Typical examples
of 2d polymer conformations for SAW’s and randomly branching polymers in melt
are illustrated in figure 3.6, where we have considered the particularly instructive
cases of chains with largest (max, red), closest-to-average (avg, blue) and smallest
(min, green) gyration radius, Rg ≡
√
1/(N + 1)
∑N+1
i=1 (~ri − ~Rcm)2 where ~Rcm =
1/(N + 1)
∑N+1
i=1 ~ri is the center of mass of the chain whose monomers have spatial
coordinates ~ri. Unless otherwise specified, we are going to discuss results for the
largest polymers available, namely N = 4096 for SAW’s and N = 900 for melt of
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Figure 3.7: Average magnetization per monomer, mw = mw(T ), as a function of
te perature T for polymer conformations with different gyration radii (color code
is as in figure 3.6). The dashed black curve corresponds to the polymer ensemble
average, 〈m(T )〉. The curves for SAW’s show no (2d) or very little differences
(3d), while the curves for melt of randomly branching polymers exhibit much larger
fluctuations.
trees, and, for any given ensemble, we are going to consider the Ising model for the
three conformations illustrated in figure 3.6.
Magnetization and susceptibility – Figures 3.7 and 3.8 show the magnetization
(mw(T )) and susceptibility (χw(T )) curves (red, green, blue) for the selected poly-
mer conformations as in figure 3.6 and the corresponding averages (m(T ) and χ(T ))
for the full polymer ensembles. We report none or only very little differences be-
tween these curves for the case of self-avoiding walks. As self-avoiding walks can
be quite elongated and then almost one-dimensional (see figure 3.6), again this re-
sult points against the possibility of an ordinary phase transition taking place in
these systems. Conversely, melts of randomly branching polymers exhibit much
larger fluctuations: this is particularly evident for χw(T ) where the ratio between
the values corresponding to the peaks of the curves may even exceed one order of
magnitude.
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Figure 3.8: Average susceptibility per monomer, χw = χw(T ), as a function of
temperature T for polymer conformations with different gyration radii (color code
and symbols are as in figure 3.7). Curves for melts of randomly branching polymers
exhibit large differences, the heights of the corresponding peaks being separated by
more than one order of magnitude.
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Figure 3.9: Probability distribution functions, p(Tmax), of temperatures Tmax de-
fined in correspondence of the largest values of χw(T ).
Accordingly to figure 3.9, corresponding distribution functions, p(Tmax), of tem-
peratures at which the different χ(T )’s attain the maximum value appear very dif-
ferent for the different ensembles. For 2d and 3d SAW’s, distributions are strongly
peaked with the value in correspondence of the peak shifting towards smaller values.
This is in agreement with the results presented in section 3.3.4. Results for branched
polymers display, instead, a more complex pattern: 2d systems also display peaked
distribution, but now, and again in agreement with the results of section 3.3.4, the
value of the maximum shifts towards larger Tmax’s. For 3d systems, the shape of
p(Tmax) tends to become rather flat for the largest simulated systems: this makes
extrapolation of the critical temperature for N →∞ difficult (see related results in
figure 3.5). Again, the reason behind no clear trend is likely due to the limited size
(up to N = 900) of polymer chains.
Statistics of spins clusters – Finally, we concentrate briefly on the statistical
properties of clusters of spins. Here, a cluster is defined in terms of the spatial
proximity of monomers whose spins have the same sign (either + or −). Starting
from a monomer of each polymer chain, nearest-neighbor spins are assigned to the
same cluster if they have the same sign of the initial monomer. The process is
repeated on the new monomers assigned to the cluster and stops when no further
monomers can be added. Then, the monomers not belonging to the cluster are used
as seeds for the construction of new clusters and so on.
To analyse the properties of the clusters, we study the following two quantities:
the distribution function, p(n∗), for cluster size, n∗ = n+ or n∗ = n−, and the
distribution function of the total number of clusters, p(ncl), per polymer chain. To fix
the ideas, we have studied this quantity by fixing the temperature T = T1/2 for which
the ensemble-average magnetization per monomer 〈m(T = T1/2)〉 = 1/2. Again, we
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Figure 3.10: Characterization of clusters of spins with equal sign on single polymer
conformations with different gyration radii Rg and at temperature T1/2 for which
the ensemble-average magnetization per monomer 〈m(T = T1/2)〉 = 1/2: results for
2d and 3d SAW’s. p(n∗) is the distribution function for cluster sizes, n∗ = n+ or
n∗ = n−. p(ncl) is the distribution function for the number of clusters, ncl, here
compared to the Gaussian distribution (black solid line).
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Figure 3.11: Characterization of clusters of spins with equal sign on single polymer
conformations with different gyration radii Rg and at temperature T1/2 for which
the ensemble-average magnetization per monomer 〈m(T = T1/2)〉 = 1/2: results for
2d and 3d randomly branching polymers in melt. Notation and symbols are as in
figure 3.10.
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have carried out separate analysis for polymer conformations with different gyration
radii.
Figures 3.10 and 3.11 display our results for SAW’s and randomly branching
polymers in melt, respectively. In the former case, p(n∗) converges to an almost-flat
distribution in all three cases studied, while p(ncl) is cut at small ncl and very differ-
ent from the Gaussian distribution (black line). Conversely, for branched polymers
p(n∗) ∼ n−γ∗ with 1 < γ . 2 and p(ncl) overlaps with the Gaussian distribution.
3.4 Conclusions
In this Chapter we have considered the problem of the classical Ising model on
a lattice polymer chain in d dimensions, with nearest-neighbor interactions between
spins being ruled by both polymer internal connectivity and chain folding in the
embedding space.
The problem has been studied by first employing a mean-field analytical approach
(section 3.3.1). This calculation shows that for typical polymers whose fractal di-
mension = 1/ν is larger than the space dimension d, the polymer can not sustain the
transition to ferromagnetic behavior. The opposite is true for compact polymers,
where 1/ν = d.
In order to validate the predictions of the mean-field theory, we have performed
Monte Carlo computer simulations of the Ising model in single polymer chains in
d = 2, 3 dimensions: as typical examples of swollen polymers (1/ν > d) we have con-
sidered ordinary self-avoiding walks, while the recently introduced randomly branch-
ing polymers in melts provide the test case for compact statistics (1/ν = d).
In general agreement with the predictions of the mean-field theory (section 3.3.4,
figures. 3.2 to 3.5), we confirm that SAW’s do not display the traditional signatures
of a ferro-magnetic transition. Conversely, the Ising model in compact polymers
displays a marked different behavior compatible with the onset of a phase transition.
To complete the picture, we have then carried out a detailed analysis of the
ordered phase on single chain conformations (section 3.3.5). In particular, we un-
derscore that there exist no or only very modest variations for the same observables
calculated on SAW’s of very distinct shapes (figures. 3.7 and 3.8, top panels), while
differences between randomly branching polymers in melt appear much sharper (fig-
ures. 3.7 and 3.8, bottom panels).
Chapter 4
General Principles of
Microrheology
In this Chapter1 we will review the principles of microrheology [41, 122, 123, 124,
125, 126] a powerful tool for characterizing the viscoelastic properties of complex
fluids. First, we will summarize the main theoretical ideas, afterwards we will con-
centrate on the scaling theory, developed firstly by Brochard-Wyart and de Gennes
[127] for polymer melts and then extended by Rubinstein and co-workers [128, 129].
4.1 Single Particle Tracking
Particle tracking microrheology is a powerful technique for the measurement
of viscoelastic properties of complex fluids which can not be investigated with
macrorheology and gives information about spatial heterogeneity at a microscale.
Microrheology (MR) is based on the tracking of the Brownian motion of fluores-
cent nanoprobes (an example where the MR methodology has been applied to living
cells is reported in figure 4.1) injected inside the sample volume as a proxy for the
viscoelastic properties of the embedding medium. Compared to standard (bulk)
rheology, microrheology grants systematic screening over wide ranges of length and
time scales for the feasibility of designing trackable nanoprobes of linear sizes ranging
from only a few nanometers [130] to hundreds of nanometers [123] and microns [131].
Microrheology is nowadays especially suitable for studies of biological materials [126]
since, being minimally invasive, it allows to perform experiments in vivo and with
very small samples [124].
Experimental data for microrheology can be obtained by various means, such as
dynamic light scattering (DLS) [132]. More commonly, the motion of the probe in
the form of its spatial coordinates can be recorded through direct imaging and trans-
formed into the time mean-square displacement (MSD) of the probe, 〈∆x2(τ)〉 ≡
1
T −τ
∫ T −τ
0
(~x(t + τ) − ~x(t))2dt, where T is the measurement time and τ the lag-
1Part of the material described in this Chapter has been published as a Chapter “Structure and
Microrheology of Genome Organization: From Experiments to Physical Modeling” in the book
Modeling the 3D Conformation of Genomes, CRC Press (2019) [41]
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Figure 4.1: Sequential steps in microrheology: (A) After the initial preparation
of the sub-micron fluorescent probes, (B) the beads are spread on a grid and (C)
ballistically injected inside the cytoplasm where they rapidly disperse. (D) The
cells are then placed under a fluorescence microscope and the random motion of
the probes is monitored with high spatial and temporal resolutions. Examples of
three trajectories are shown in red (1), blue (2), green (3). (E) The recorded time-
dependent coordinates, ~x(t), of the probes are transformed into time-lag mean-
square displacements (MSDs). (F) Finally, the MSDs of the probes are used to
derive the local values of the frequency-dependent storage, Gˆ′(ω), and loss, Gˆ′′(ω),
moduli of the cytoplasm and/or the nucleoplasm. Reproduced from reference [122].
time [133]. In fact, the MSD constitutes an important source of information con-
cerning the nature of the environment [133]. For instance, in a thermally fluctuating,
purely viscous medium, nanoprobe motion is described by standard diffusion with
〈x2(τ)〉 ∼ Dτ where D is the diffusion coefficient. Instead, in complex and disor-
dered media [133, 134, 135], nanoprobes can behave quite differently: in general,
〈x2(τ)〉 ∼ Dατα with α 6= 1 and Dα is the “generalized” diffusion coefficient.
Then, the viscoelasticity of the embedding medium and nanoprobe motion are
connected by the following mathematical relation [136]:
Gˆ(ω) = −i 2κBT
pidω 〈∆xˆ2(ω)〉 . (4.1)
the demonstration of which is given in the Appendix A.3.1.
Here: i =
√−1 is the imaginary unit; κB is the Boltzmann constant; T is the
absolute temperature; d is the nanoprobe diameter; 〈∆xˆ2(ω)〉 is the Laplace-Fourier
(LF) transform1 of 〈∆x2(τ)〉 (ω is the frequency). Gˆ(ω) ≡ Gˆ′(ω) + iGˆ′′(ω) is the
complex shear modulus of the medium: its real (Gˆ′(ω)) and imaginary (Gˆ′′(ω)) parts
correspond to the storage (elastic) and loss (viscous) moduli [2], respectively.
To illustrate the method, we consider the general situation where nanoprobe
diffusion is power-law-like [134]: 〈∆x2(τ)〉 = 6Dα τα, where Dα is the (generalized)
1 The Laplace-Fourier (LF) transform of a generic time-dependent function f = f(t) is defined
as fˆ(ω) ≡ ∫∞
0
e−stf(t)|s=iω where i =
√−1.
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diffusion coefficient (0 ≤ α ≤ 1) and τ is the lag-time. With the corresponding
LF-transform given by 〈∆xˆ2(ω)〉 = 6Dα Γ(α + 1) (iω)−(α+1), Gˆ′(ω) and Gˆ′′(ω) are
expressed by the simple formulas:
Gˆ′(ω) =
κBT
3pid
cos(piα/2)
Dα Γ(α + 1)
ωα , Gˆ′′(ω) =
κBT
3pid
sin(piα/2)
Dα Γ(α + 1)
ωα . (4.2)
The two “special” limits of α = 0 and α = 1 correspond, respectively, to the well-
known cases of Gˆ(ω) = Gˆ′(ω) = const = κBT
3pidD0
and Gˆ(ω) = iGˆ′′(ω) = i κBT
3pidD1
ω ≡
iηω. In the former case the medium responds as an elastic (Hookean) solid, while
in the latter its behavior is as of a classical fluid with “bulk” viscosity = η. In
the intermediate case of 0 < α < 1 both, Gˆ′(ω) and Gˆ′′(ω), are non-zero and the
medium displays intermediate (solid/liquid) properties. The last case is particularly
relevant to the cellular context. In fact, a growing number of experimental studies
employing single-particle tracking of fluorescently-labeled chromatin loci [137, 138]
has demonstrated that loci dynamics is typically subdiffusive [139] and, at least in
some cases, ATP-dependent [140, 141]. From the physical point of view, subdiffusion
can be ascribed either to the macromolecular crowding of the nucleus [142, 143]
which obstructs free chromatin motion or to the polymer-like nature of the chromatin
fiber [144], or, most likely, to a combination of both.
4.2 A case study: Scaling Theory for Microrheol-
ogy in Entangled Polymer Solutions
Along this Chapter we have described the peculiarities of microrheology as a
powerful tool capable of detecting a wide range of phenomenology. In particular,
this framework can be also employed to investigate the viscoelastic properties of
polymeric fluids. In this section we will review a theoretical description of the
dynamics of nanoprobes embedded in a polymer solution based on the scaling theory
which has been developed firstly by Brochard-Wyart and de Gennes [127] for the
case of polymer melts and then extended by Rubinstein and co-workers [128, 129].
Similarly to the experimental set up, nanoparticles are dispersed in a polymer so-
lution: the dynamics of the system is affected by the topological constraints (TCs) of
the polymer chains themselves, which prevent single chains to cross each other, and,
consequently, also by their long relaxation times. Indeed, the mobility of nanoparti-
cles is strongly coupled to the relaxation dynamics of the surrounding polymers and
exhibits a non-trivial scaling behavior which depends on various factors.
Consequently, the scaling theory is founded on the premise that the mobility of
the nanoparticles of size d diffusing through the crowding of the polymer liquid with
volume fraction φ depends on two important length scales:
(a) the correlation length, ξ, defined as the average distance between a monomer on
one chain to the nearest monomer on another chain;
(b) the tube diameter, dT (or equivalently the entanglement length), for the definition
see section 1.1.4.
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Figure 4.2: (A) Schematic illustration of nanoprobes embedded in a solution
of entangled linear polymers. (B) Time mean-square displacement 〈∆x2(τ)〉lin of
nanoprobes in solutions of entangled linear polymers , in log-log scales.
In addition, also the specific chain architecture of the surrounding polymers has
a crucial effect on the nanoparticles dynamics [10, 145, 146]. In this section we will
review the scaling theory focusing on two different cases of study, entangled solu-
tions of linear chains vs. unknotted and unconcatenated ring chains whose different
behaviours have a role in the dynamics of nanoparticles. As we have already seen
in section 1.1.5, there are relevant differences, entangled unconcatenated ring poly-
mers adopt self-similar, compact conformations and do not perform reptation unlike
the entangled linear polymers with almost Gaussian random-walk conformations.
Indeed, it has been shown that nanoparticles with sizes larger than the mesh size
of the solution move faster in solutions of rings than in solutions of linear chains
[10, 145, 146].
4.2.1 Nanoparticle Diffusion in Entangled Linear Polymer
Solution
So far we have pointed out that the averaged time (τ) dependent mean square
displacement (MSD) 〈∆x2(τ)〉 is crucial to capture the physics behind the browian
motion of nanoparticles. In this section we focus on the diffusion of nanoparticles
in solution of entangled linear polymer. Depending on nanoprobe diameter three
regimes (figure 4.2, panel (B)) can be distinguished [128, 129, 145, 146]:
I) Small nanoparticles, d < ξ.
If the diameter is smaller than the solution correlation length’ ξ, nanoparticles in-
teract only with the solvent, and their motion remains diffusive:
〈∆x2(τ)〉 ∼ Ds τ ∼ κBT
ηs d
τ . (4.3)
Ds is the diffusion coefficient and ηs is the viscosity of the solvent.
A case study: Scaling Theory for Microrheology in Entangled Polymer Solutions41
II) Intermediate nanoparticles, ξ . d . dT . If the diameter is larger than
the correlation length but smaller than the tube diameter dT , nanoparticles motion
is now affected by the polymers, showing three different regimes:
〈∆x2(τ)〉lin ∼

Ds τ, τ < τξ ∼ ηsξ3κBT (II.a)
Dsτξ
(
τ
τξ
)1/2
, τξ < τ < τd ∼ τξ
(
d
ξ
)4
(II.b)
Ds
(
ξ
d
)2
τ, τ > τd (II.c)
(4.4)
In (II.a), nanoparticles motion is driven only by random collisions with the sol-
vent, as for small nanoparticles. This regime stops at τξ, which corresponds to the
relaxation time of a polymer strand of spatial size ξ. Then (II.b), the nanoprobe ex-
periences a time-dependent viscosity η(τ) ∼ ηs nstr(τ) ≡ ηs (τ/τξ)1/2, where nstr(τ)
is the number of strands which have relaxed at time τ . This regime stops at time
τd, the relaxation time of a larger polymer strand of spatial size d = ξ
√
nstr(τd).
Above τd (II.c), nanoparticles dynamics becomes diffusive again with effective vis-
cosity ∼ ηs nstr(τd), which is ∼ (d/ξ)2 times larger than the value in pure solvent.
III) Large nanoparticles, d & dT .
Even for nanoparticles with diameter larger than the tube diameter, equation (II.a)
holds, while the regime described by equation (II.b) stops at τd=dT = τξ (dT/ξ)
4.
Above τdT , entanglements affect nanoparticles motion which results to be trapped
and their MSD exhibits a plateau: 〈∆x2(τ)〉lin = 〈∆x2(τdT )〉lin ≈ Ds
(
ξ
dT
)2
τdT ≈
ξ
d
dT which depends on all three relevant time scales of the system. Neglecting
hopping between close-by entanglements, this regime holds until the complete chain
reptation at time τ ∼ τrep ∼ τe
(
Lc
Le
)3
. The entanglement time τe corresponds to
the relaxation time scale of a polymer chain with contour length Le. In contrast, at
larger times, nanoparticles dynamics becomes diffusive again, and it MSD is:
〈∆x2(τ)〉lin ≈ κBT
ηbulkd
τ ≈ ξ
d
d2T
(
Lc
Le
)−3
τ
τe
. (4.5)
4.2.2 Nanoparticle Diffusion in Unknotted and Unconcate-
nated Ring Polymer Solution
Nanoparticles dynamics in solution of entangled unconcatenated ring polymers
exhibit some differences if compared with the ones in linear chains. Since ring
and linear polymers have a similar behaviour on length scales smaller than the tube
diameter dT , the dynamics of nanoparticles with small and intermediate sizes d < dT
can be described by the same equations 4.3 and 4.4 developed for the previous case
of nanoparticles embedded in linear chains.
The scenario is different in the case of large nanoparticles, d & dT : the dynamics
at time scales greater than τdT reflects the different spatial organization of rings
compared to linear polymers (see figure 4.3).
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Figure 4.3: (A) Schematic illustration of nanoprobes embedded in a dense solution
of ring polymers. (B) Time mean-square displacement 〈∆x2(τ)〉ring of nanoprobes
in solutions of ring polymers, in log-log scales.
In this case, by scaling arguments [2], the time-dependent friction η = η(τ) ≈
τG(τ) where: G(τ) ∼ κBT
ν2/3L(τ)
is the stress relaxation modulus, ν is the monomer
volume and L(τ) ∼ Le (τ/τe)1/γ (γ = 2.33-2.57, as reported in references [28, 147,
148]) is the contour length of the polymer strand with relaxation time τ . Therefore,
〈∆x2(τ)〉ring ∼ κBT
η(L(τ))d
τ ∼ ν
2/3Le
d
(
τ
τe
)1/γ
, (4.6)
and nanoprobe diffusion is anomalous with exponent 1/γ = 0.39-0.43. This regime
breaks down at τ ′d ∼ τe (d2/(`KLe))3γ/2 = τe (d2/(`KLe))3.50−3.86, the relaxation time
of a ring strand of spatial extension ≈ d in the compact regime. For τ > τ ′d,
nanoprobe diffusion is normal with 〈∆x2(τ)〉ring ∼ κBTη(L(τ ′d))d τ .
In the following Chapters we will discuss the application of microrheology to the
dynamics of nanoprobes injected in cell nuclei, and to the case of theoretical models
for out-of-equilibrium polymeric systems.
Chapter 5
A Model for the Microrheology of
the Nucleus
As explained in Chapter 2, the interior of the nucleus constitutes a complex
environment, filled by chromatin and other constituents. Inside this environment,
proteins and other bodies move and interact with the different parts of the nuclear
regions. In order to quantify how these molecules spread in time, several experi-
mental assays have been developed. Notably, microrheology (described in Chapter
4) appears a promising tool to characterize the response of the bodies immersed in
the nucleus.
The content of this Chapter1 focuses on a possible extension of the study pro-
posed by Valet and Rosa [150] where microrheology has been applied to the polymer
model refined by Rosa and Everaers [69], introduced in section 2.2.1 for the descrip-
tion of chromosome territories.
First, we will introduce the major experimental applications of microrheology to
the nuclei of eukaryotic cells, then we will review the main results from reference
[150], where the viscoelastic properties of the nucleus have been compared to the
dynamic behavior of nanoprobes immersed in a ring polymers solution. Although
this model is in good quantitative agreement with theoretical expectations and in
qualitative agreement with available experiments for nuclear microrheology, it has
some limitations, such as, for example, the absence of the typical cage-and-escape
dynamics.
To overcome some of these limitations, we will introduce a simple polymer model
which takes into account the stable interactions between the chromatin fibers within
the interior of the nucleus of the cell and the nucleoskeleton, an ensemble of “extra-
chromatin” structures which help ensuring genome stability. Although the role of
these interactions appears crucial to the correct behavior of the cell, their impact
on chromatin structure and dynamics remains to be elucidated. This model will
1 The material described in the first part of the current Chapter has been published inside the
Chapter “Structure and Microrheology of Genome Organization: From Experiments to Physical
Modeling” in the book Modeling the 3D Conformation of Genomes, CRC Press (2019) [41]. The
results reported in last sections of the present Chapter has been published in: Papale A., Rosa A.,
Physical Biology, vol 16, p 066002 (2019) [149].
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Figure 5.1: Microrheology of mammalian cells (Swiss 3T3 fibroblasts (mouse)).
(A,B) Spatial localization of injected spherical nanoprobes (in red, nanosphere diam-
eter = 100nm) within the cell. DAPI-stained DNA appears in blue and identifies the
nucleus. The rest of the cell appears in gray. (1-3) and (a-c) are nanoprobes within
the nucleus and the cytoplasm, respectively. (C-E) Typical trajectories (left) and
corresponding mean-square displacements (right) for nanoprobes within the nucleus
(C,D) and the cytoplasm (E). Different colors correspond to different nanospheres.
(F) Corresponding storage (Gˆ′(ω), filled symbols) and loss (Gˆ′′(ω), empty symbols)
moduli (see section 4.1 for definitions). Reproduced from reference [123].
consider the two generic properties of chain-vs-chain mutual uncrossability and the
presence of stable binding interactions to an extra-chromatin nuclear matrix.
5.1 Microrheology of the Nucleus
In general, the nucleus of eukaryotic cells is crowded with chromatin, proteins
and other complexes: while the former is typically confined to specific regions of
the nucleus, the latter are mostly mobile so to target selected chromatin sequences.
How proteins or complexes diffuse inside the nucleus is enormously important. Mi-
crorheology can give an important contribution clarify this phenomenon.
To our knowledge, the first microrheological studies in living cells are ascribable
to Tseng et al. [123, 151] (see figure 5.1) who measured the viscoelastic properties
of the cytoplasm and the intranuclear region of mouse cells (Swiss 3T3 fibroblasts).
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Yellow-green fluorescent spherical nanoprobes of 100nm diameter were microinjected
within the cytoplasm and their trajectories tracked inside the nucleus and the per-
inuclear region of the cytoplasm, see figure 5.1 panels A and B. There are important
differences in the two situations. Nanospheres fluctuating in the crowded nuclear
region have trajectories which do not overlap, (see figure 5.1 panels C and D, left),
showing caged-and-escape motion. On the contrary, (see figure 5.1 panel E, left),
nanospheres moving inside the cytoplasm show extensive overlap. The correspond-
ing mean square displacements (MSDs) reflect these differences (see figure 5.1 panels
C-E, right): MSD of nanoprobes diffusing inside the nucleus grows with τ on short
time scales ([0− 0.1] seconds), then shows a plateau ([0.1− 1] s), and finally grows
again at large lag-times, in agreement with the “caged-and-escape” motion between
confining domains of average linear size ≈ 290nm. Conversely, the plateau dis-
played by cytoplasmic nanospheres takes a higher value and reflects the restricted
motion inside the cell. Finally, MSDs were used to calculate the complex shear
modulus (figure 5.1 panel F) using 4.2. whose real (G′(ω), full symbols) and imag-
inary (G′′(ω), open symbols) parts correspond to the storage and loss moduli of
the medium embedding the nanoprobes. Qualitatively, the curves for the cytoplasm
and the nucleoplasm have similar shapes. Quantitatively, by comparing the plateau
values for G′(ω) the nucleoplasm is ≈ 2× stiffer under shear than the cytoplasm.
Moreover, the low viscosity of the cytoplasm compared to the nucleus should facili-
tate the transport of proteins and molecules from and to the nucleus. At the same
time, nuclear viscosity, higher if compared to cytoplasm, might play an active role
in chromosome reorganization during interphase.
While the work by Tseng et al. focuses on passive diffusion within the cy-
toplasm or the nucleus, the motion of a large number of macromolecular nuclear
bodies and subnuclear organelles like transcription compartments (TCs), promyelo-
cytic leukemia (PML) nuclear bodies or Cajal bodies (CBs) which are involved in
transcriptional regulation or RNA processing results from the combination of both,
passive and active (i.e., energy-consuming) processes [152, 153, 154]. Moreover, re-
cent work in bacteria [140] suggests that consumption of ATP increases the mobility
of cellular bodies and chromatin more steeply with temperature in untreated cells
than in ATP-depleted cells.
In order to understand the role of active processes on nuclear dynamics and
the motion of nuclear bodies, Hameed et al. [131] compared the passive motion
of nanoprobes to the driven motion of transcription compartments (TCs). TCs
are chromatin domains with an open chromatin structure which partially colocalize
to active “transcription factories”. During this process and at physiological tem-
peratures (37◦C), they undergo directed movements which are influenced by ATP-
dependent chromatin remodeling processes [155], and which are suppressed at lower,
non-physiological temperatures.
To characterize the motion of TCs, Hameed et al. tracked nanoprobes of linear
size = 1µm microinjected within the nuclei of HeLa cells at 25◦C by using a protocol
similar to the one by Tseng et al. (figure 5.2 panel A). The results are in quantitative
agreement with those reported in the former work, in particular nanoprobe motion
is caged within domains of linear size ≈ 250nm (figure 5.2 panel B), a value remark-
46 A Model for the Microrheology of the Nucleus
Passive	nanoprobe	dynamics	 Active	nanoprobe	dynamics	
A	 B	
C	 D	
E	 F	
G H
I	 J
K L
Figure 5.2: Microrheology of mammalian nuclei (live HeLa cells (human)): passive
(A-F) vs. active (G-L) dynamics. (A) Schematic illustration of the experimental
setup used for single-particle tracking. (B) Typical trajectory of a nanoprobe at
25◦C showing diffusion in a confined cage. Inset: Histogram of cage sizes lc. (C,D)
Time mean-square displacements (MSDs) for different nanoprobes, displaying be-
havior I (C, plateauing at large times) and II (D, monotonically increasing). (E)
Mean effective exponents αeff (MSD(τ) ∼ ταeff ) as a function of inverse time for
trajectories I and II and their combination. (F) Storage and loss moduli, G′(ω)
and G′′(ω) as functions of frequency ω. At low ω’s the nucleus is elastic (G′ > G′′)
while becoming increasingly viscous at higher ω’s. (G) Typical trajectory of a tran-
scription compartment (TC) at 25◦C showing diffusion in a confined cage as for
microinjected beads. Inset: Histogram of cage sizes lc. (H) Time MSDs for different
TCs at 25◦C. (I) Typical trajectory of a TC at 37◦C showing diffusion in confined
cages intermitted with jumps even across long distances. (J) Time MSDs for differ-
ent TCs at 37◦C. (K) Mean effective exponents αeff as functions of inverse time for
the two temperatures. (L) Storage and loss moduli, G′(ω) and G′′(ω), as functions
of frequency ω for the two temperatures. Reproduced from reference [131].
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A	
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Figure 5.3: Diffusion of Cajal bodies
(CBs) through the nuclear interchro-
matin space is an APT-dependent
process. (A) Examples of consecutive
temporal frames of nuclei of HeLa live
cells: a healthy (control) nucleus (left)
vs. an ATP-depleted nucleus (right).
CBs are stained green, while chromo-
somal DNA is stained red. Consecu-
tive positions of CBs are indicated by
the white arrowheads. CBs in ATP-
depleted nuclei show higher mobility
and they are no longer associated with
dense chromatin regions. Scale bar
= 10µm. (B) Reconstructed trajecto-
ries of individual CBs. Different col-
ors correspond to different CBs. Re-
produced from reference [153].
ably close to the one (≈ 290nm) measured by Tseng et al. in murine fibroblasts.
Furthermore, single trajectories can be clustered into two groups according to the
long-time behaviors of corresponding MSDs: in the first group, MSDs are plateauing
at large times while in the second they steadily increase (figure 5.2 panels C-E). The
analysis is finally completed by computing the storage and loss moduli, G′(ω) and
G′′(ω) (figure 5.2 panel F): the nucleus behaves like a “power-law” solid (G′ > G′′)
at low frequencies (again, in qualitative agreement with the experiments by Tseng
et al.) crossing to viscous-like behavior at large frequencies. The procedure was
then repeated at 37◦C with analogous results.
Next, passive nanoprobe motion was compared to the motion of TCs at the
same two temperatures. As anticipated above, at the non-physiological tempera-
ture of 25◦C, TC motion loses directionality and becomes similar to passive motion
of nanoprobes with analogous confinement and dispersion of MSD curves (figure 5.2
panels G and H). Conversely, trajectories taken at 37◦C display “mixed” behavior
of confined motion and jumps between close-by cages (figure 5.2 panels I and J),
analogous to the results for passive nanoprobes in murine fibroblasts discussed be-
fore and significantly larger mobility (figure 5.2 panel K). Accordingly (figure 5.2
panel L), curves for storage and loss moduli at 25◦C are qualitatively similar to the
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ones for passive nanoprobes, while at the higher temperature they show a drastic
change with the nuclear environment becoming sensibly much softer to TC motion.
The temperature dependent behavior is dramatically affected by ATP-depletion and
perturbations to chromatin remodeling processes [131], suggesting that TC motion
is partially stimulated by an active component.
Interestingly, the dynamic behavior of TCs constrasts analogous results [153] for
the motion of Cajal bodies (CBs) in healthy (normal) and ATP-depleted nuclei.
CBs are dynamic structures implicated in RNA-related metabolic processes. They
can diffuse inside the nucleus, merge or split to form larger or smaller CBs and even
associate/dissociate with/from specific genomic loci [153]. These processes were
investigated in normal cells and in ATP-depleted cells in order to quantify the role of
ATP in CB dynamics (see figure 5.3). Typically, CBs show anomalous diffusion while
moving within interchromatin nuclear compartment. Quite unexpectedly, upon ATP
depletion CBs tend to diffuse faster and they are no longer associated with dense
chromatin regions. In conclusion, the association between CB and chromatin is an
active process needing ATP.
To summarize, these results illustrate the prominent role of microrheology in
the characterization of nuclear organization and how this influences the motion of
nuclear bodies which participate to the correct functioning of cellular processes.
5.2 A Model for the Microrheology of the Nucleus
As we have reviewed so far, microrheology has given essential information for the
comprehension of nucleus. In particular, Tseng et al. [123] and Hameed et al. [131],
separately, reported a consistent value of 250 − 290nm value for nanoprobe-caging
domains within nuclei of different types of cells and organisms (see section 5.1),
suggesting a common origin for the domains. As pointed out by Valet and Rosa [150],
this value is also surprisingly close to the nominal tube diameter, dT ≈ 245nm,
predicted by the “topological” polymer model describing chromosome territories
(see section 2.2.1).
Moreover, as we discussed in section 4.2, topological constraints by polymer
fibers are likely to induce confinement of dispersed nanoprobes of diameter d if d &
dT [128, 129, 145]. Motivated by this phenomenon, Valet and Rosa [150] employed
large-scale numerical simulations to study the effect of polymer entanglement on the
diffusion of nanoprobes of diameter d, and therefore obtain quantitative information
for the viscoelastic properties of the nucleoplasm approximated by a semi-dilute
solution of chromatin fibers. Different nanoprobes were considered, with d ranging
from 30nm (the fiber diameter) to 300nm (slightly above dT ).
Theoretical considerations and numerical simulations [12, 69, 71] suggest that
the microscopic state of interphase chromosomes resemble the one of unconcate-
nated ring polymers in dense solutions. They had taken advantage of the recent
multi-scale method [18] which combines efficiently Monte Carlo and Molecular Dy-
namics and construct a single, giant ring polymer which maps to a whole mammalian
chromosome (≈ 108bps). It is important to remark that the construction is devised
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Figure 5.4: Viscoelasticity of model interphase chromosomes analysed by microrhe-
ology. (A) Time mean-square displacement, ∆x2(τ), of nanoprobes with varying
diameter d. Vertical dashed lines mark the position of chromatin entanglement time
τe ≈ 32 seconds [69]. (B) Asymptotic diffusion coefficient (), D∞ ≡ D(τ → ∞),
and particle viscosity (◦), η∞ ≡ η(τ → ∞), as functions of nanoprobe diameter, d.
Solid lines are for theoretical predictions in the non-entangled regime, see section
4.2. Polymer-mediated effects start at nanoprobe diameter d ≈ ξ ≈ 90nm. The
largest nanoprobe diameter is of the order of the tube diameter, dT ≈ 245nm, of the
chromatin solution. Reproduced from reference [150].
to model polymers in bulk [18] through the implementation of periodic boundary
conditions and that no explicit confinement is imposed on the polymer.
The main results have been reported in figure 5.4: panel (A) contains the
nanoprobe time mean-square displacement, 〈∆x2(τ)〉 while in panel (B) the asymp-
totic diffusion coefficient (D∞ ≡ D(τ → ∞)) and viscosity (η∞ ≡ η(τ → ∞)) vs.
nanoprobe diameter are plotted.
The data demonstrate that for d smaller than the polymer correlation length
ξ ≈ 90nm and neglecting the short-time ballistic regime (〈∆x2(τ)〉 ∼ τ 2), nanoprobe
motion is not or only weakly coupled to chromosome dynamics, implying 〈∆x2(τ)〉 ≡
6D∞τ with “standard” behaviors D∞ ∼ d−1 and η∞ ∼ d0. Viceversa, for d >
ξ coupling to chromosome dynamics induces nanoprobe subdiffusion (〈∆x2(τ)〉 ∼
τ 1/2) at small τ and consequent “anomalous” behaviors D∞ ∼ d−3 and η∞ ∼ d2, in
agreement with the theoretical results summarized in section 4.2.
The analysis focuses also on some peculiarities which are reported in figure 5.5:
the distribution functions for D∞ (see panels A and B) and, even more interesting,
the distribution functions for particle displacements ∆x(τ) ≡ |x(τ ′ + τ)− x(τ ′)| at
different lag-times τ (see panels C-D). In general, D∞ and ∆x(τ) appear Gaussian-
distributed (black lines). With one notable exception: for τ  τe and large
nanoprobes, P (∆x(τ)) appears significantly different from the Gaussian function.
This follows from the presence of surrounding polymers exerting constraints and
inducing spatial correlations [150] on nanoprobe displacement.
Finally, by using the fundamental relation of microrheology connecting the com-
plex shear modulus to nanoprobe mean-square displacement (equation. 4.1), theo-
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Figure 5.5: (A,B) Distribution functions for the asymptotic diffusion coefficients,
D∞. The shape of the distributions compares well to the Gaussian function (black
line). (C,D,E) Distribution functions for one-dimensional nanoprobe displacements,
∆x(τ) ≡ |x(t + τ) − x(t)|, at different lag-times τ . The x-axis have been rescaled
according to the corresponding standard deviations
√〈∆x2(τ)〉 and the curves
compared to the normal form of the Gaussian function describing ordinary diffu-
sion [156]. At τ  τe, P (∆x(τ)) shifts from Gaussian to non-Gaussian behavior at
increasing nanoprobe diameters. Universal Gaussian behavior is recovered at all d’s
at τ  τe. Color code is as in figure 5.4.
retical predictions for the storage and loss moduli at frequency ω can be extracted
and then compared to available experimental results, see Table 5.1. In spite of its
simplicity, the polymer model is in reasonable agreement with experiments. The
main difference is that experiments predict nuclei with Gˆ′ > Gˆ′′ (i.e. more solid-
than liquid-like), while the polymer model predicts the opposite. Since nanoprobes
with diameters larger than dT should experience a more solid-like behavior, this dif-
ference can be ascribed to the size of the simulated nanoprobes which is just about
dT . It would be interesting to test then if larger nanoprobes would go more towards
the observed experimental behavior.
At the same time, other factors which have not been taken into account because of
the initial intention to keep the polymer model as simple as possible could contribute
as well to explain deviations from experiments.
Obviously, due to the complexity of the genome and the simplicity of the model,
it is no surprise that there is still much work ahead which remains to be done in order
to arrive to a satisfactory picture of genome organization in terms of polymer physics.
An evident inconsistency between the outcome of microrheology experiments and
the results of polymer model developed by Valet and Rosa is in the latter showing no
sign of a plateau in the time MSD or the storage modulus G′(ω) in spite of the very
similar sizes of nanoprobes used. It can be clearly observed comparing figure 4.1
(from reference [123]) to figure 5.4,
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0.1 Hz 1 Hz 10 Hz
d [nm] D∞ [×10−3µm2 · s−1] η∞ [Pa · s] Gˆ′ [Pa] Gˆ′′ [Pa] Gˆ′ [Pa] Gˆ′′ [Pa] Gˆ′ [Pa] Gˆ′′ [Pa]
30 50.0 0.21 − 0.0214 − 0.2045 − 2.0651
60 28.0 0.25 0.0004 0.0238 0.0079 0.2532 − 2.2061
120 10.0 0.42 − 0.0423 0.0712 0.3948 0.7009 2.3778
180 3.3 0.92 0.0086 0.0882 0.2260 0.6865 1.6126 2.8336
240 1.3 1.81 0.0349 0.1469 0.4959 1.0163 2.6690 3.5608
300 0.5 3.86 0.0747 0.2972 0.8674 1.4476 3.7901 4.5105
Microrheology of the nucleus: theoretical predictions from reference [150]
d [nm] Organism Frequency [Hz] Gˆ′ [Pa] Gˆ′′ [Pa]
100 Swiss 3T3 fibroblasts (mouse) [123] 1− 10 ≈ 10 ≈ 3− 10
1000 HeLa cells (human) [131] 1 ≈ 0.1 ≈ 0.05
Microrheology of the nucleus: experiments
Table 5.1: Microrheology of the nucleus: theoretical modeling (top) vs. experiments
(bottom). Asymptotic diffusion coefficients (D∞), viscosities (η∞) and selected val-
ues for storage (Gˆ′(ω)) and loss (Gˆ′′(ω)) moduli. The symbol “−” means no data
are available.
Indeed, this model describes simply the diffusion of the chromatin fibers within
the interior of the nucleus of the cell. The interactions between chromatin fibers
and the various structures within the nucleus also cover an important role and their
inclusion could make the model more coherent with experimental data.. This point
will be extensively discussed in details in the following sections.
5.3 Biophysical Motivation: the Nucleoskeleton
In next section we will introduce a simple extension of the polymer model by
Valet and Rosa for chromatin fibers in interphase which can overtake some limita-
tions of the model which has been described in the last section. We took inspiration
from the interactions observed between the chromatin fibers within the interior of
the nucleus of the cell with the nucleoskeleton.
The so-called “nucleoskeleton” [157, 158] has been variously described as an en-
semble of extensive, “extra-chromatin” structures percolating through the nucleus
and constraining the position of chromatin in space. Although a more rigorous defi-
nition of the nucleoskeleton is still elusive (to some extent, even its existence has been
questioned several times [157, 158] due to the often harsh conditions used in experi-
ments aiming at detecting its presence) a certain number of structures with an active
role in it have been identified so far. In particular, “C”-techniques [13, 159] have de-
tected systematic interactions between chromatin fibers and the nuclear envelope at
complex protein networks called nuclear lamina [160, 161] (see figure 5.6, panel A).
At the same time, high-resolution confocal imaging of nascent RNA transcripts are
compatible with a model where chromatin is locally bound to immobile structures
called transcription factories [162] (see figure 5.6, panel B). Then, by a combina-
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Figure 5.6: (A, B) Schematic picture illustrating two common situations where chro-
matin fibers have been reported to bound to extra-chromatin sub-nuclear structures
taking part in the “nucleoskeleton”: respectively, the internal wall of the nuclear
envelope through the nuclear lamina [160, 161, 164] and the so-called transcription
factories within which the transcription machinery is believed to be allocated [162].
(C) Illustration of the bead-spring polymer model introduced in this work with the
purpose of understanding how such mechanical constraints may turn to affect the
internal chromosome structure: big green circles are for chromatin monomer parti-
cles, small grey circles are for fixed attachment points, the wavy lines are for the
harmonic potential modeling the strength of the interaction.
tion of molecular and imaging approaches a significant amount of nuclear RNA
is reported to bind to chromatin-scaffold proteins. These “hybrid” protein/RNA
structures form a nuclear mesh which plays a crucial role in regulation of chromatin
structure during interphase [163].
Taken together, these results point towards a picture where chromatin is far from
being free, its motion being restricted by local interactions to specific sub-nuclear
structures. Importantly, based on increasing evidence showing that any deviation
from this architecture produces serious if not lethal consequences on the whole or-
ganism, these interactions underpin fundamental biological roles: as an example,
laminopathies are a particular class of genetic diseases displaying the disruption of
contacts between certain chromatin loci and the nuclear lamina [165] which turn to
affect the normal course of chromosomal conformations.
As we discussed in Chapter 2, the intrinsic local folding and mechanical proper-
ties of the chromatin fiber are known [160, 166, 167] to influence genome function: ar-
guably, these properties are not only the direct consequence of the physico-chemical
properties of the fiber itself but they also follow from the detailed pattern of in-
teractions between the chromatin and the sub-nuclear structures which constitute
the nucleoskeleton. How all this is mutually connected and, most importantly, what
are the relative biological implications is not clear yet: motivated by that, here in
the following section we will present a theoretical framework aiming at the under-
standing of how interactions of tunable strength turn to affect the local organization
and dynamics of chromatin fibers. More specifically, we will focus on the discus-
sion of the physical consequences of restricting chromatin motion without altering
significantly its large-scale folding.
In the model described in section 5.2, the authors, Valet and Rosa, have made
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the hypotesis that nanoprobes are temporarily slowed down by topological con-
straints (or, entanglements [1, 2]) arising from the mutual structural interplay of
the polymer-like chromatin fibers filling [42] the nucleus. This hypotesis seems par-
tially in agreement with experimental works where, in spite of the different cell types
and nanoprobe sizes effectively employed, nanoprobe motion appears to be invari-
ably “caged” at a characteristic length-scale of about 250−290nm [123, 131, 151], a
peculiarity which is not present in the model. In the next section, we will move from
this premise and consider the more general situation where chromatin fibers move
under the constraint of being subject to (more or less) loose spatial constraints: the
purpose is to provide a physically-motivated picture aiming at elucidating the role
of such spatial constraints on nanoprobe diffusion within the nucleus and, hence,
the overall chromatin viscoelastic properties.
5.4 The Model
The numerical model for the chromatin fibers and the nanoprobes employed
here has been adapted with a few minimal variations from the computational set-up
described in detail in previous publications, see [18, 68, 69, 74, 150].
We have already described how chromatin-chromatin interactions are modeled
according to the generalized Kremer-Grest-like [168] bead-spring model for semi-
dilute polymer solutions introduced by Rosa and Everaers in section 2.2.1 (see
Refs. [18, 69, 74] for the original work and reference [68] for a generalized imple-
mentation of the model). The model takes into account linear connectivity, stiffness
and local topology conservation of the chromatin fiber (for further details on the
model see appendix A.4). In the model, the energy scale is set by the thermal en-
ergy  = κBT with T = 300 K, the fundamental length-scale by the fiber diameter
σ = 30 nm = 3000 basepairs (bps) and the chromatin stiffness is given by the fiber
Kuhn length [2] `K = 300 nm. The overall density of the system is = 0.012 bp/nm
3.
As in reference [150], our system is made of a single model chromosome made of
N = 39154 chromatin monomers of diameter σ, which corresponds to a total contour
length of ≈ 108 bps, i.e. the size of a mammalian chromosome [42].
The spatial constraints arising from dynamic interactions between the chromatin
fiber and the nuclear bodies forming the “nucleoskeleton” are phenomenologically
taken into account simply by forcing the dynamic motion of the i-th bead (i =
1, ..., N) of spatial coordinate ~ri to remain bound to an equilibrium position ~r
eq
i
whose coordinates are fixed in space, see figure. 5.6, panel C. This is implemented
by the following harmonic potential:
Ub =
kb
2
(~ri − ~r eqi )2 . (5.1)
This choice has been made in order to keep our working hypotheses as sim-
ple as possible since the nature of the “nucleoskeleton” remains still under debate.
Notice that we have chosen the same coupling constant kb for all monomers. We
have considered the three different values of the elastic binding constant kb σ
2/ =
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0.2, 2.0, 20.0 or, in real units, kb = 8.9 ·10−4, 8.9 ·10−3, 8.9 ·10−2 pN/nm. Generaliza-
tions to situations where each monomer is characterized by its own kb are straight-
forward: qualitatively, we expect to obtain results in line with those reported here.
For reference, we have compared the obtained results to those obtained in the origi-
nal model, reported in refence [150] and corresponding to the unconstrained case of
kb σ
2/ = 0.
Then, the viscoelastic properties of the different chromatin systems have been
explored by monitoring the diffusion of Nnp = 100 non-sticky, athermal (i.e., purely
repulsive) nanoprobe particles with increasing diameters d/σ = 1, 2, 4, 6, 8, 10 corre-
sponding to 30, 60, 120, 180, 240, 300 nm respectively. We stress that even the largest
nanoprobes remain significantly smaller than the estimated linear size (2− 3 µm) of
a single territory, thus the adopted protocol is compatible with our goal of modeling
the “bulk” of the nucleus.
5.4.1 Molecular Dynamics Simulations
The static and kinetic properties of chains and nanoprobes are studied using
fixed-volume and constant-temperature Molecular Dynamics (MD) simulations with
implicit solvent and periodic boundary conditions. MD simulations are performed
using the LAMMPS package [169]. The equations of motion are integrated using
a velocity Verlet algorithm, in which all beads are weakly coupled to a Langevin
heat bath with a local damping constant Γ = 0.5τ−1MD where τMD = σ(m/)
1/2 is
the Lennard-Jones time and m = 1 is the conventional mass unit for monomer
and colloidal probes. After mapping to real time units τMD ≈ 0.02 seconds, see
reference [69] for details. The integration time step is set to ∆t = 0.012 τMD and the
length of each MD run is equal to 2.4× 107τMD or ≈ 6 days in real time.
The initial configuration has been prepared coherently with the procedure re-
ported in refence [150], so that we can make an accurate comparison. Then, the
equilibrium positions ~r eqi (i = 1, ..., N) of equation (5.1) correspond to the initial
positions of the monomers at the end of the numerical algorithm leading to the
construction of the ring: this guarantees that during the run the whole chromosome
always fluctuates around its “equilibrium” position. We remark that as the process
of constructing the ring is stochastic and unbiased, the set of positions ~r eqi appear
to be distributed uniformly inside the simulation box.
Finally, we complete the system by adding Nnp = 100 nanoprobes. This was
achieved by inserting them at random positions within the simulation box, and
using a gentle insertion procedure [150] which guarantees that the system is only
minimally perturbed. The details of the numerical implementation of the chromatin-
nanoprobe and nanoprobe-nanoprobe interactions are the same as in reference [150].
5.4.2 Results and Discussion
Chromosome folding during interphase is surprisingly well described in terms of a
polymer-like solution of chromatin fibers in semi-dilute conditions [39, 68, 69, 73, 74,
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Figure 5.7: Lag-time dependence of nanoprobe mean-square displacement 〈∆x2(τ)〉
(see equation 5.5) for different nanoprobe diameters (d) and spring strengths (kb,
in units of /σ2 = 4.4 · 10−3pN/nm) modeling spatial constraints on the chromatin
fiber (see equation 5.1). Horizontal lines correspond to the stationary mean-square
spatial fluctuations of chromatin monomers. (Insets) Corresponding time-dependent
diffusion coefficient, D(τ) ≡ 〈∆x2(τ)〉/6τ .
170, 171, 172]. Here, we adopt this view with the addiction of permanently restrain-
ing the motion to chromatin fibers through tunable harmonic interactions to fixed
nuclear locations, see equation 5.1: these interactions have never been considered
before and are meant to describe (in a simplified way) the action of extra-chromatin
constraints imposed by the nucleoskeleton (see the Introduction). Thus, the motion
of single chromatin fibers is not only restricted by the presence of the surrounding
chromatin chains but, obviously, it is hindered further due to the presence of these
“external” interactions.
The Mean-Square Displacement
To characterize nanoprobe motion, we consider the time mean-square displace-
ment for the np-th nanoprobe defined as:
∆x2np(T ; τ) ≡
1
T − τ
∫ T−τ
0
(~xnp(t+ τ)− ~xnp(t))2 dt (5.2)
where τ is the lag-time and T is the total measurement or observation time. Separate
time and ensemble averages of expression are, respectively, defined as:
〈∆x2np(τ)〉 ≡ lim
T→∞
∆x2np(T ; τ) , (5.3)
〈∆x2(T ; τ)〉 ≡ 1
Nnp
Nnp∑
np=1
∆x2np(T ; τ) . (5.4)
Accordingly, simultaneous time- and ensemble-average is given by:
〈∆x2(τ)〉 ≡ lim
T→∞
1
Nnp
Nnp∑
np=1
∆x2np(T ; τ) . (5.5)
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Figure 5.8: Storage (Gˆ′ (ω)) and loss (Gˆ′′ (ω)) moduli (in Pascal ([Pa]) units) as
a function of frequency ω computed according to the numerical method by Mason,
see Appendix A.3.2. A simple smoothing procedure has been carried on to reduce
the effect of the noise of the data. Color code is the same as in figure 5.7.
Obviously, in equations (5.3) and (5.5) it is implicitly assumed that the trajectories
are long enough such that the “T →∞”-limit is a reasonable approximation.
The displacements for the different set-up’s considered in this work are showed
in figure 5.7, while the insets display the corresponding time-dependent diffusion
coefficient D(τ) ≡ 〈∆x2(τ)〉/6τ . The motion of the two smallest nanoprobes con-
sidered here (d = 30nm and d = 60nm) is mostly reflecting the interaction with the
solvent [150], consequently any restriction on chromatin dynamics does have limited
influence on those. Conversely, larger nanoprobes appear remarkably slower if not
completely caged (see the case of the largest nanoprobes with d = 300nm). The
transition to nanoprobe “slowdown” induced by restricting or blocking chromatin
activity appears on the same length-scale (≈ 100nm) of chromatin stiffness [69] or the
chromatin correlation length [41], i.e. where polymer effects as opposed to solvent
effects start [150] dominating nanoprobe motion. Nonetheless, nanoprobes of inter-
mediate diameters are still able to diffuse in spite of the fact that the mean-square
spatial fluctuations (〈(~ri − 〈~ri〉)2〉) of chromatin monomers are sensibly suppressed
(see horizontal lines in the different panels of figure 5.7).
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Figure 5.9: Probability distribution function of one-dimensional nanoprobes dis-
placements, P (τ ; ∆x) (equation. 5.6) at the three representative lag-times τ =
3.2, 32, 320 seconds and for different nanoprobe diameters (d). Different colors cor-
respond to the different spring strengths (kb, in units of /σ
2 = 4.4 · 10−3pN/nm)
modeling spatial constraints on the chromatin fiber (see equation. 5.1). Black solid
lines correspond to the Gaussian distribution function typical of normally-diffusive
processes.
Shear Modulus
By employing the method developed by Mason in reference [173] (for technical
details see Appendix A.3.2), we have computed the storage (Gˆ′(ω)) and loss (Gˆ′′(ω))
moduli in the frequency domain, see figure 5.8. Obviously, the behavior of the two
functions reflects the corresponding 〈∆x2(τ)〉: with the exception of the case where
chromatin is unconstrained (kb = 0) or for small nanoprobes (d ≤ 60nm), the
elastic component of chromatin invariably dominates over its viscous counterpart
(i.e., Gˆ′(ω) > Gˆ′′(ω)) and the nucleus behavior is akin to behave solid-like.
Correlation Functions
A more insightful view into nanoprobe motion is given by the probability distri-
bution function of one-dimensional displacements ∆x at the given lag-time τ , which
corresponds to the self-part of so-called van-Hove function [174]. This is defined as:
P (τ ; ∆x) ≡ 〈(∆x− (x(t+ τ)− x(t)))〉 . (5.6)
Inspired by previous work [146] and also to provide an immediate intuition on its
behavior in time, we have calculated P (τ ; ∆x) for the three representative cases of
τ = 3.2, 32, 320 seconds.
In particular, the different cases considered in this work, in comparison to the
Gaussian distribution (black solid lines) have been plotted in figure 5.9. For small
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Figure 5.10: Probability distribution functions P (τ ; θ) for the angle θ between pairs
of oriented, τ -lagged nanoprobe spatial displacements taken consecutively along the
trajectory. Color code and notation are as in figure 5.9. Black solid lines are for the
curve P (τ ; θ) = sin θ/2 for randomly orientated vectors.
nanoprobes with d ≤ 60nm at any kb and for larger nanoprobes at kb = 0, we see
that P (τ ; ∆x) is Gaussian at all times. Conversely, blocking chromatin activity
deforms the distributions for thicker nanoprobes (d > 60nm) by inducing heavy-tail
correlations.
The physical origin of these correlations stems from nanoprobe being trapped
within the polymer matrix. A simple way [146, 150] to show it is by considering
the probability distribution functions for the angle θ between oriented nanoprobe
spatial displacements separated by lag-time τ , which is defined as:
P (τ ; θ) ≡
〈
θ − cos−1
(
~x(t+ 2τ)− ~x(t+ τ)
||~x(t+ 2τ)− ~x(t+ τ)|| ·
~x(t+ τ)− ~x(t)
||~x(t+ τ)− ~x(t)||
)〉
. (5.7)
Finnally, figure 5.10 summarizes our results for P (τ ; θ) for the different set-up’s and
the same lag-times used in figure 5.9 in comparison to the “random” distribution
P (θ) = sin θ/2 (black solid lines). As expected, while non-trapped nanoprobes dis-
play randomly-correlated displacements semi- and completely trapped nanoprobes
show pronounced correlations. Clearly these correlations mirror the behaviors of cor-
responding P (τ ; ∆x)’s (see figure 5.9), in particular they emerge whenever nanoprobe
size is larger than chromatin stiffness. In this respect, for moderate chromatin an-
choring (kb = 0.2 /σ
2) nanoprobes of intermediate sizes (d = 120nm and d =
180nm) display a (slow) drift to uncorrelated motion, although much longer trajec-
tories seem to be required in order to reach the asymptotic regime.
The presence of heavy-tail correlations in the van-Hove function is in general
associated to heterogeneous single-particle dynamics in glassy and jammed sys-
tems [146, 174, 175]. To check for spatial heterogeneity, we consider the curves
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Figure 5.11: Spatial heterogeneity of mean-square displacements
∆x2np(T ; τ)/〈∆x2(τ)〉 vs. the measurement time T at representative lag-times
τ , for the different nanoprobe diameters (d) and spring strengths (kb) modeling
spatial constraints on the chromatin fiber (see equation (5.1)).
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Figure 5.12: Ergodicity breaking parameter, EB(T ) (see Eq. (5.8)), vs. the mea-
surement time T at representative lag-times τ , for the different nanoprobe diameters
(d) and spring strengths (kb) modeling spatial constraints on the chromatin fiber (see
Eq. (5.1)). Color code is as in figure 5.7.
∆x2np(T ; τ)/〈∆x2(τ)〉 as functions of the measurement time T for the entire set of
Nnp nanoprobes. For ergodic systems, at any chosen lag-time τ we expect that the
different curves should all narrow towards ≈ 1 in the limit of large measurement
time T , while heterogeneity arising from nanoprobe trapping should manifest in the
spread of the different curves around the mean value. Figure 5.11 shows that this
is indeed the case, in particular we report consistent spread between the different
curves which remain stably separated whenever chromatin motion is hampered.
Finally, to better quantify regression to equilibrium and ergodicity breaking, we
introduce the so-called ergodicity breaking parameter [146, 175, 176]:
EB(T ; τ) ≡
〈
(∆x2(T ; τ))
2
〉
〈∆x2(T ; τ)〉2 − 1 . (5.8)
For standard diffusive processes, EB(T ; τ) decays as ∼ T−1, whereas in nonergodic
systems EB(T ; τ) ∼ T 0. Figure 5.12 shows that, in general, this is indeed the
case: in particular, because of the caging induced by restrained chromatin motion
nanoprobes with diameters larger than the chromatin Kuhn length display dynamic
behavior consistent with theoretical expectations.
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5.5 Conclusions
In this Chapter, we have described a simple polymeric model to model the vis-
coelastic properties of nuclei of eukaryotic cells. In particular, we reported the main
results obtained carrying out a systematic numerical study. We have reconsidered
the parameter-free polymer model outlined in 5.2 [68, 69, 74] which describes the
crumpled structure of chromatin fibers inside a chromosome territory. The main
difference is that the motion of each chromatin filament is constrained by means
of two different mechanisms: the nearby fibers and the additional contribution of
external, restraining forces. In particular, this last “ingredient” is motivated by the
experimentally demonstrated situations where chromatin motion is restricted due
to its binding to the nucleoskeleton.
In the framework of microrheology, we showed that chromatin stiffness (or Kuhn
length, `K) sets the length-scale above which nanoprobe motion becomes a reliable
sensor for detecting spatial constraints on the chromatin fiber. In particular, due to
restrictions on chromatin behavior, motion of nanoprobes of diameter larger than
`K becomes manifestly obstructed (figures 5.7 and 5.8). This phenomenon brings
with it two important consequences:
1. distribution functions of spatial displacements show heavy-tail behavior (see
figure 5.9) and non-random directional correlations (see figure 5.10);
2. nanoprobe motion is no longer ergodic and manifests some distinctive features
which typically arise in glassy systems, such as heterogeneous behavior (see
figure 5.11) and ergodicity breaking (see figure 5.12).
We stress that these results depend uniquely on the particular microscopic state as-
sociated to the bulk of interphase chromosomes and on the presence of constraints on
the fiber, otherwise they should be independent on the fine details of the chromosome
model: in fact, adopting a model for chromatin of finer resolution (10nm-fiber [177]
instead of 30nm-fiber as chosen in this work) has poor impact on the average prop-
erties of the simulated chromosome conformations [68]. In the biophysical context,
experimental works measuring the viscoelastic properties of the nucleus are in very
limited number, owing to the fact that introducing nanoprobes inside the nucleus is
an invasive procedure which, not infrequently, leads to cell death [131]. Yet, there
have been reported cases [122, 131] of successful insertion of passive nanoprobes
in the intranuclear medium. Interestingly, these studies suggest that the nucleus
behaves like a viscoelastic medium with Gˆ′(ω) in the range of a few pascal and sig-
nificantly larger than Gˆ′′(ω) for frequencies up to ≈ 10 sec−1. The results showed in
this Chapter demonstrate that a polymer model of chromatin fibers which takes into
account the presence of extra bonds to an immobile nuclear matrix is able to capture
remarkably well these experimental observations. These observations suggest then,
that the presence of a certain amount of bonds to an extra-chromatin matrix may
help maintaining the three-dimensional folding of chromosomes in-vivo.

Chapter 6
Microrheology in
out-of-equilibrium polymer melts
The content of this Chapter1 focuses on the application of microrheology to inves-
tigate the viscoelastic properties of out-of-equilibrium polymeric solutions composed
of a mixture of polymers coupled to different Langevin thermostats, a well-known
case of study in the context of Active Matter. In particular, we will explore the ef-
fects that polymers with different topologies produce on the diffusion of nanoprobes:
to fix the ideas, based on the work by Nahali and Rosa [146] and the theoretical
analysis reported in section 4.2, we will concentrate on melts of linear vs. ring
chains.
The Chapter is organized as follows: in section 6.1 we will provide a short in-
troduction to the concept of Active Matter and the out-of-equilibrium dynamics
which emerges in mixtures of active and passive particles [178, 179, 180, 181]. Then,
in section 6.3 we will review some results for models describing the dynamics of
entangled, active polymers and related applications the field of biological systems
[182, 183, 184].
Finally, in section 6.4, we present the preliminary analysis of our results.
6.1 An introduction to Active Matter
Active Matter is a rapidly growing field in Theoretical Physics and has found
particularly interesting applications in the fields of collective behaviours the out-
of-equilibrium statistical physics of biological systems [185, 186, 187]. In general,
the constituents of active systems are self-driven units which consume or dissipate
energy to move or to perform mechanical work. In living matter, the source of
energy is, typically, the hydrolysis of nucleoside tri-phosphate (NTP, such as ATP
or GTP) molecule into its di-phosphate form.
The interaction of active particles among themselves and with the environment
that surrounds them affect their dynamics and originate collective motions. Active
1 The material described in the present Chapter is based on the preliminary results of an ongoing
project.
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systems exhibit a range of different and intriguing phenomena, including pattern
formation, out-of-equilibrium order-disorder transitions, emergent structures due
to collective behavior, peculiar probability distributions or unexpected rheological
properties. The complexity of such phenomena represents an obstacle to develop a
theoretical description of generic active systems since thermal equilibrium concepts
could be ill defined, and, in a large number of cases, requires the development of
ad-hoc theories.
From the theoretical point of view, two classes of models have been considered
within the context of active matter:
• the vectorial class, particles dynamics is described by a direction that ran-
domizes through various mechanisms (examples are the Viscsek model [188],
Active Brownian particles [189] and Run and Thumble [190]);
• the class regarding models with scalar activity: active particles are associated
to enhanced thermal-like fluctuations moving within passive particles [178,
179, 180].
Here, we will focus on the second category of models, in particular we discuss
models which are constituted by a mixture of active/passive particles and poly-
mers. This kind of out-of-equilibrium models has been studied both theoretically,
by Grosberg and Joanny in the dilute regime [178] and with a field theory approach
by Wittkowski et al.[180], and numerically by Weber et al.[179]
6.2 Mixtures of Particles with Different Diffusiv-
ities
As simplest case, we consider a general model consisting of a mixture of two par-
ticle types which differs for their diffusion constants, interacting by a pure repulsive
potential. By definition, a homogeneous system of gas-like particles at equilibrium
is characterized by the fact that the particles have all the same temperature. In con-
trast, according to this model, active (or “hot”) particles are associated to a fictitious
thermostat with temperature Thot and diffuse within passive (or “cold”) particles as-
sociated to a fictitious thermostat reference temperature Tcold. This system, even
in the dilute regime, is out-of-equilibrium: a local current of energy arises from the
hotter to the colder reservoir through the local interactions between particles, vi-
olating the detailed balance. This flow vanishes only when the two temperatures
are equal and the system falls in equilibrium again. As pointed out by Weber et al.
[179], the difference in the diffusivity leads the system to a dynamical phase separa-
tion: the mixture of particles, when the difference in the diffusion constants is large
enough, spontaneously segregates from a random initial condition into a solid-like
phase composed by the particles with the lower diffusion constant (cold particles)
surrounded by a gas-like phase of mainly hot particles.
In details, Weber et al. considered a 2-dimensional model with only an har-
monic repulsive potential which, in principle, allows overlaps between particles and
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(A) (B)
(C)
Figure 6.1: (A) Snapshots of particle configurations in a binary mixture of 500 hot
particles (orange, light gray) and 500 cold particles (blue, dark gray) at early times
(a) and when the cluster dynamics reaches dynamical stability (b). The diffusion
constant ratio is D = Dcold/Dhot = 10
−3. (B) Fraction of cold particles belonging
to the largest cluster of the system, M∞/Ncold, which have been averaged after
saturation, as a function of the diffusion constant ratio D. The graph is relative
to a system with Ncold = Nhot = 300 particles. (C) Diffusion constant Dcl for a
saturated cluster of cold particles in units of Dhot as a function of the number of
cold particles Ncold. The graph reports the results for various packing fractions φ
indicated Moreover, three straight lines guide to reading the power law scalings
Dcl/Dhot ∼ N−kcold: k = 1.5 (dashed), k = 1.0 (solid), k = 0.5 (dotted). Reproduced
from reference [179]
enhances the depletion effect of cold particles. Indeed, the particle dynamics is de-
termined by its intrinsic diffusion and by particle collisions and lead to an effective
diffusivity and to a dynamical phase separation (see figure 6.1, panel A). However,
the phase separation occurs only under a critical value of the ratio between the
diffusion constants D = Dcold/Dhot: even for dilute systems with low density, the
observed critical ratio implies differences of temperature of various orders of magni-
tude which is almost impossible to be realized experimentally. For the right value of
D, from a mixed and random initial configuration, cold particles build up small clus-
ters, which grow and/or merge until almost all cold particles converge in the largest
cluster (see figure 6.1, panel B). In any case, the space of parameters for this model
is very complex, indeed this behavior obviously depends on several parameters, like
the shape of interaction, the diffusivities or the packing fraction φ.
In the work by Weber et al., the saturation of the size of the cluster is an artifact
arising from the finite size of computer simulations: for larger systems, multiple
clusters of cold particles would keep growing and then merge in bigger clusters
or coalesce during their collective diffusion. It is interesting to underline that the
diffusion constant of saturated clusters results to be inversely proportional to the
number of cold particles Ncold which constitute it (see figure 6.1, panel C).
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6.3 Activity-Based Segregation in Polymers Mix-
tures
There are many examples of systems at the interface between polymer physics
and active matter and various models and approaches have been developed to anal-
yse them [187, 191]. In particular, in this section we focus on the general properties
of polymeric systems composed of a mixture of polymers with different thermal
activities [182, 183, 184, 192, 193]. Indeed, while the critical ratio of diffusion con-
stants D = Dcold/Dhot is necessarily low for simple particles to observe a clear phase
separation (as seen in figure 6.1), in the case of polymers, the ordered phase may be
experimentally realized, as the critical ratio decreases with their length [192].
Smrek and Kremer [192] generalized the previous model to polymeric systems
composed of a mixture of polymers with different thermal activities through a rig-
orous theoretical approach to entangled polymer solutions. Along the line of the
previous section, they showed that two sets of chains which have different temper-
atures undergo out-of-equilibrium phase separation similarly to classical equilibrium
phase separation observed in polymer mixtures [2].
In particular, Smrek and Kremer proposed to consider only a small activity
difference and they showed that the critical ratio D = Dcold/Dhot decreases with
the length of polymers, analogously to the Flory-Huggins theory for equilibrium
phase separation of polymer mixtures [2]. The critical Flory interaction parameter
χ has been defined to quantify the asymmetry of the interaction between the two
polymer species and it drives their segregation. For polymer mixtures, the parameter
results inversely proportional to the polymer length N . The competition between
the interaction, which tends to separate polymers is proportional to MN , and the
entropy, which favors the mixing is proportional to number of chains M , implies
a resulting 1/N dependence of the critical interaction parameter found in Flory-
(A) (B)
Figure 6.2: (A) The order parameter |Φ¯| averaged over time and space as function of
the hot temperature Th. Various polymer sizes N are showed. Semiflexible (squares)
and fully flexible (circles) chains have been compared: transition temperature is
smaller for semi-flexible polymers. (B) Order parameter |Φ| as function of time for
fully flexible chains in the case N = 40 for different Th. Snapshots of the phase
separated (top) and mixed (bottom) cases are showed in the insets. Hot (cold)
particles are black (yellow). Reproduced from reference[192]
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Figure 6.3: (A) Schematic of the activity-base coarse-grained model [182]: each
monomer can be active and inactive, according to its gene density (mapped form
experimental data). (B) and (C) The surface configuration of monomers, each chro-
mosome has a different color: a snapshot of the model without permanent loops is
plotted in (B) whereas the configurations in (C) is a snapshot of the model com-
bining loops and activity. The simple active mechanism is not enough to achieve a
spatial segregation(B); including the random loops, chromosome territories emerge
(C). Reproduced from reference [182]
Huggins theory.
To generalize this argument to polymeric system with thermal activity, Smrek
and Kremer [192] investigated numerically polymer melts of standard fully flexible
and weakly semiflexible bead spring systems [168] with density ρ = 0.85σ−3 interact-
ing with hard-core repulsive potential. In particular, they considered linear chains
with increasing lengths, from N = 10, up to N = 200. “Cold” chains have been
coupled with a Langevin thermostat with temperature Tc = 1.0 (Lennard-Jones
units), while “hot” polymers to a Langevin thermostat with temperature Th > Tc.
According to this model a single chain can be only completely hot or cold.
Analogously to the work on simple particles by Weber et al. which has been
showed in the previous section, they observed a phase separation between cold and
active polymers. The phase separation has been characterized using the order pa-
rameter Φ based on the normalized number difference of the hot and the cold beads,
whose dependency on polymer lengths and active temperatures is plotted in figure
6.2, panel A. In particular, they showed a decreasing of the critical temperature
above which the segregation is stabilized related to the increase of the polymers
length. Moreover, they compared the semi- and fully flexible systems showing that
the stiffness affects the critical temperature ratio. Again, the hot polymers presents
an effective interaction which leads to an enhanced excluded volume effect and to
higher pressure. The resulting effect is a limitation of dynamics of the passive and
more compact polymers.
A few recent studies [131, 140] have demonstrated that chromosome activity and
chromosome dynamics consist of the subtle interplay between passive thermal dif-
fusion and active, ATP-dependent motion triggered by chromatin remodeling and
transcription complexes. Stimulated by active processes, chromatin dynamics influ-
ences also the motion of dispersed nanoprobes [131]. Taken together, these results
suggest that the standard picture adopted so far where chromatin is modeled as a
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Figure 6.4: (A) Time-averaged local monomer activity distributions: the thermal
equilibrium cases with uniform temperatures Troom in (i) and Ta = 20 Troom in
(ii); the non-uniform activity case in (iii). (B) The activity-based segregation has
been quantified studying the functions Si(R) = 4piR
2Pi(|~R|) where Pi(|~R|) is the
probability of finding a monomer of chromosome i at a radial vector ~R from the
origin. (i)–(iii) data for the chromosome pairs 18 (red-filled squares) and 19 (blue-
filled circles); (iv)–(vi) data for the chromosome pairs 12 (red-filled symbols) and
20 (blue-filled symbols). As in panel A, the first columns are with uniform temper-
atures Troom and Ta while panels (iii) and (vi) show these distributions in the case
where activity is non-uniform, illustrating that these distributions are non-trivially
structured, being enhanced toward the nuclear interior in the case of the more active
chromosome. Reproduced from reference [182]
passive polymer is an oversimplification.
The first attempt to include activity in a numerical polymer model for eukary-
otic chromosomes was due to Ganai et al. [182] who argued that the emergence
of chromosome territories and the non-random chromosome distribution within the
nucleus is the result of differences in non-equilibrium activity across chromosomes
originating in the local energy consuming due to the inhomogeneous distribution of
ATP-dependent chromatin remodeling and transcription machinery on each chro-
mosome (see figure 6.3, panel A).
In this model, unlike the work by Smrek and Kremer, a single chain is no more
completely hot or cold: each monomer represents 1Mb domain and has been associ-
ated to its own activity. They computed the number of genes in each 1 Mb monomer
unit from experimental data: single monomers containing a number of genes greater
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than a certain cutoff are active, whereas the others are passive. Active and passive
monomers have been associated to a local effective temperature: cold monomers are
associated to the room temperature Troom, while hot monomers to a temperature Ta.
Since the hydrolysis of a single ATP molecule liberates an energy of approximately
20kBTroom, with kB the Boltzmann constant, the active temperature Ta has been
chosen between Troom and 20 Troom. However, Smrek and Kremer argued that this
assumption for the effective temperature Ta could be questioned: the hydrolysis of a
single molecule of ATP releases energy of about 20kBTroom which is not completely
converted in an enhanced kinetic energy of the DNA. Moreover, this level of activity
implies an activity temperature Ta which is greater than 10
4K, beyond a biologically
relevant scale.
Ganai et al. consider the spherical chromatin domain (SCD) model [194], a
generalization of the bead and springs model which includes confinement in a hard
sphere and a small number of permanent loops connecting randomly chosen pairs of
monomers (see figure 6.3, panel C). The introduction of random loops is necessary
for the compact form of chromosomes while their inhomogeneous activity leads to
the spatial segregation and to the territorial organization according to their overall
activity (see figure 6.4).
6.4 Microrheology in Polymers Mixtures
As in the afore mentioned case of transcription or in the recently proposed loop-
ing extrusion mechanism [195], active processes play a fundamental role in chromo-
some organization. It would be interesting, then, to explore to which extent the
viscoelastic properties of polymeric systems are changed by the presence of out-of-
equilibrium mechanisms. Indeed, Microrheology, as we have already seen in the
previous Chapters 4 and 5, is a powerful tool to investigate the viscoelastic proper-
ties of complex fluids. In this section, we will apply the microrheology framework
to out-of-equilibrium polymeric systems, in continuity with the methodology used
in the previous Chapter.
In particular, we will present a numerical analysis of the diffusion of nanoprobes
in polymer solutions with special emphasis on the role played by the topology of
polymers. To this purpose, we will compare solutions of linear vs. ring polymers in
analogy to the work by Nahali and Rosa [146] and referring to the theoretical works
[196, 128].
Analougsly to the work by Smrek and Kremer [192, 193], we consider out-of-
equilibrium systems composed by a mixture of active and passive polymers. In that
work, the mixture of active passive polymers have been investigated at high density
(ρ = 0.85σ−3) while we decided to restrict our analysis in the case where ρ = 0.3σ−3.
The motivations for this choice arise from the considerations by Nahali and Rosa
[146] where the nanoprobe diffusion has been investigated in entangled polymer
solutions of linear and unconcatenated ring chains. The dynamics of linear and ring
shows substantial differences and, according to their results, the nanoprobe diffusion
is definitely affected by chain architecture. More important, at density ρ = 0.3σ−3,
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Figure 6.5: Mean-square displacements as functions of lag-time τ for nanoprobes
of diameters d/σ = 2.5, 5.0, 7.5. Solid (dashed) lines indicate entangled solutions of
linear polymers (unconcatenated ring polymers). In the insets the ratios between
MSD of ring and linear polymers are plotted: nanobrobes in the rings systems diffuse
faster when their diameter d is larger than the tube diameter dT of the corresponding
polymer solution. Reproduced from reference [146]
the various regimes can be clearly observed increasing the size of nanoprobes, as
can be seen in figure 6.5. In particular, nanobrobes in systems composed by ring
polymers diffuse faster when their diameter d is larger than the tube diameter dT of
the polymer solution itself.
As in the previous section, we will refer to the polymers coupled with the ther-
mostat with higher temperature as hot polymers, and the polymers with the tem-
perature of reference Tcold = 1.0 (Lennard-Jones units) as cold polymers.
6.4.1 Model and Simulation Details
We investigate entangled polymer solutions constituted by a mixture of active
and inactive polymers performing Molecular Dynamics simulations. We focus on
the dependency of the viscoelastic properties on the activity and on the nanoprobes
sizes. We consider two class of systems charaterized by two different polymer topolo-
gies, linear and unconcatenated ring chains. For reference, we will compare the
obtained results to those obtained for the same systems at equilibrium, reported in
refence [146].
As in the work by Smrek and Kremer [192], we consider a generalized Kremer-
Grest-like [168] bead-spring model which has been described in appendix A.4. The
model includes excluded volume interactions between beads (inter- and intra-chain)
described by a shifted and truncated Lennard-Jones (LJ) potential while the chain
connectivity (both ring and linear chains) is obtained with a FENE bond poten-
tial. Indeed, in the model, the energy scale is set by the thermal energy  = κBT
and the length scale is set by σ both of which are set to unity in our simulations.
Consequently, all quantities are reported in reduced LJ units for consistency.
As motivated in the previous section, the overall density of the systems is ρ = 0.3
σ−3 which corresponds to the Kuhn segment density ρK l3K = 30.
The potential describing the nanoprobe-nanoprobe and nanoprobe-monomer in-
teractions is described by the model potentials introduced by Everaers and Ejtehadi
[197], as in the models described in Chapter 5.
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The static and kinetic properties of chains and nanoprobes are studied using
fixed-volume and constant-temperature Molecular Dynamics (MD) simulations with
implicit solvent and periodic boundary conditions. MD simulations are performed
using the LAMMPS package [169]. The equations of motion are integrated using
a velocity Verlet algorithm, in which all beads are weakly coupled to a Langevin
heat bath with a local damping constant Γ = 0.5τ−1MD where τMD = σ(m/)
1/2 is
the Lennard-Jones time and m = 1 is the conventional mass unit for monomer and
colloidal probes. The integration time step is set to ∆t = 0.006τMD. The length of
each MD run is equal to 2.4× 107τMD plus 5× 106 equilibration steps.
Then, the viscoelastic properties of the different chromatin systems have been ex-
plored by monitoring the diffusion of nanoprobe particles with increasing diameters
d/σ = 2.5, 5.0, 7.5, comparable with the tube diameter dT = 4.3σ.
The initial configurations for entangled linear polymers and unconcatenated ring
polymers are obtained from the equilibrated configurations computed in reference
[146] where the properties of the homogeneous systems have been extensively anal-
ysed: in particular the entanglement time τe ≈ 490τMD, the correlation length
ξ ≈ 1.3σ and the tube diameter dT = 4.3σ. Our systems are composed by Npol = 80
ring or linear chains of Nmon = 500 monomers of diameter σ; Npol/2 hot polymers
are associated to the thermostat corresponding to the higher temperature Thot while
the reaming Npol/2 cold polymers to the thermostat at the reference temperature
Tcold = 1.0. In particular, we consider several cases with a normalized difference of
temperature between the two thermostat ∆T = (Thot − Tcold)/Tcold = 0.0, 0.5, 1.0.
6.4.2 Results and Discussion
The status of out-of-equilibrium of the system is a consequence of two causes,
the thermal activity and the polymeric nature of the system. The thermal activity
generates a permanent current exchanging energy from the hot polymers to cold
ones which pushes the system towards a dynamical phase separation. The second
cause is also related to thermal activity: the initial configurations are obtained at
equilibrium and then led out-of-equilibrium by the thermal activity which affects
their slow relaxation dynamics. As we will show in this section, the effective dy-
namics of polymers depends on their topologies and affects the diffusive dynamics of
nanoprobes embedded in the mixture. We begin our investigation with the analysis
of the static and dynamical properties of polymers, comparing entangled polymer
solutions of linear and unconcatenated ring chains. Then, we will consider the
nanoprobes properties.
Polymers Properties
In order to study the influence of the activity on the averaged and static prop-
erties of polymers, we consider various observables.
The mean-square gyration radius 〈R2g〉 at various active temperatures gives a
measure of the effective spatial occupation of each type of polymer. Indeed, the
mean-square gyration radius, normalized with the value of the same system at equi-
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Figure 6.6: Ratio between the value of the mean-square gyration radius 〈R2g (∆T )〉
of hot (cold) polymers diffusing in the mixtures with ∆T and the value corresponding
to the uniform system with ∆T = 0. Continuous lines refer to cold polymers and
dashed lines to hot polymers. The error bars are computed averaging on single
configuration before, and then over time.
librium, exhibits a different dependence on the normalized difference of temperature
between the two thermostat ∆T for the two chain architectures. The results are
plotted in figure 6.6: continuous lines refer to cold polymers while dashed lines to
hot polymers. Increasing ∆T , passive polymers show a strong tendency to became
more compact independently of the polymer type. Instead, active polymers have an
opposite behavior: they also tend to compact with a smaller extent in the case of
linear chains ( see figure 6.6, panel A) while in the case of the ring chains the radius
of active polymers grows substantially as the temperature difference ∆T increases
(see figure 6.6, panel B).
Then, we consider the pair correlation functions of monomers, gcold,cold(x), ghot,hot(x)
and gcold,hot(x), where x is the distance between two monomers, to quantify how the
density varies as a function of distance relating polymers of the same (or different)
type. The various graphs reported in figure 6.7 show small differences by varying
∆T . Only the function ghot,cold(x) is slightly reduced when the activity of polymers
increases and indicates a small tendency of the system to demix, in particular in a
more marked way for the linear chains.
In addition, we consider the overlap functions qcold,cold(Lc), qhot,hot(Lc) and qcold,hot(Lc)
of polymers which is defined as a normalized local density: for each chain, the dis-
tance x between two monomers separated by a given contour length Lc is computed;
the overlap function is defined as the overall monomer density within a sphere with
center in the first monomer and radius x (a schematic representation is depicted in
figure 6.9). This observable can quantify if chains with the same (or different) tem-
perature are mixed together. In figure 6.8, we can observe the overlap functions in
the various cases. As suggested by the pair correlation functions, overlap functions
do not change substantially. We note that only the systems containing the largest
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Figure 6.7: Pair correlation functions of monomers gcold,cold(x), ghot,hot(x) and
gcold,hot(x) computed for each type of polymer where x is the distance between
two monomers. We compare different values normalized difference of temperature
∆T = 0.0, 0.5, 1.0. Various diameters values of nanoprobe diameter have been con-
sidered d/σ = 2.5, 5.0, 7.5.
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of temperature ∆T = 0.0, 0.5, 1.0. Various diameters values of nanoprobe diameter
have been considered d/σ = 2.5, 5.0, 7.5.
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Figure 6.9: Schematic representation of the overlap functions. Given two monomers
separated by a given contour length Lc and a spatial distance x, the overlap function
is defined as the overall monomer density within the sphere with center in the first
monomer and radius x.
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Figure 6.10: Polymers mean-square displacement g1(τ), g2(τ) and g3(τ) v.s. time.
We compare different values normalized difference of temperature ∆T = 0.0, 0.5, 1.0.
For each value of ∆T two curves are plotted, referring to hot and cold polymers.
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the same range.
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Figure 6.11: (A), (B) and (C): Lag-time dependence of mean-square displacements
〈∆r2np(τ)〉 of nanoprobes for different diameters (d/σ = 2.5, 5.0, 7.5, indicated respec-
tively with triangles, circles and squares). Data refers to entangled linear polymers
(blank points) and unconcatenated ring polymers (full points) for various differences
of temperature ∆T . Insets contain the ratios 〈∆r2(τ)〉lin/〈∆r2(τ)〉ring. The diffu-
sion of nanoprobes with diameter greater than the tube diameter is affected more
clearly by the difference of temperature. (D): Ratios between diffusion coefficient
Dnp(∆T ) of nanoprobes in a system with a given different of temperature ∆T and
the diffusion coefficient of nanoprobes in an homogeneous system.
size nanoprobes, d = 7.5σ, exhibits a peculiar behaviour, we will analyse deeper in
the following discussion on the nanoprobes dynamics.
Now, we discuss the dynamical properties of polymers for each set of parame-
ters. We compare the mean square displacement (MSD) of both cold and active
polymers, performing time and ensemble averages. We compute the mean-square
displacement of monomers in the global center of mass reference system g1(τ), in
the single polymer center of mass reference system g2(τ) and the mean-square dis-
placement of the centers of mass of polymers g3(τ). The functions are plotted in
figure 6.10. In general, the differences are marginal. The curves show that systems
with higher global effective temperatures exhibit greater diffusion, as the equilib-
rium cases would suggest, and in the same way, hot polymers diffuse more than
cold polymers. Moreover, even chain architectures have a small effect. The g3(τ)
functions are more interesting to highlight the differences in the dynamical behavior
of the polymer systems, particularly in the case of ring chains: counter-intuitively,
the diffusive motion of polymers (both cold and hot) slows down when the activity
is increased despite the higher temperature of overall systems would suggest the
opposite tendency.
Nanoprobes Properties
To characterize nanoprobe motion, we consider the time and ensemble averages
of the mean-square displacement for nanoprobes as defined in equation 5.5. The dis-
placements for the different set-up’s considered in this work are showed in figure 6.11,
while the insets display the corresponding ratio between displacements computed for
ring and linear chains 〈∆x2(τ)〉ring/〈∆x2(τ)〉lin which grows with the nanoprobes
size. The motion of the two smallest nanoprobes considered d/σ = 2.5, 5.0 are in
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Figure 6.12: Pair correlation functions of nanoprobes gnp,np(x), gnp,cold(x) and
gnp,hot(x), where x is the distance between two nanoprobes or a nanoprobe and
a monomer. The plots are scaled using the tube diameter dT as typical length
scale of the system. We compare different values normalized difference of tempera-
ture ∆T = 0.0, 0.5, 1.0. Various diameters values of nanoprobe diameter have been
considered d/σ = 2.5, 5.0, 7.5.
good agreement with the results obtained by Nahali and Rosa [146]. For d = 7.5σ,
the behavior is unexpected and surprising. In the case of linear polymers melt,
the diffusion coefficient of nanoprobes increase with the temperature, as expected
considering the corresponding rise in the effective temperature of the full system.
On the contrary, the nanoprobes diffusing in the melt of ring polymers have the
opposite behavior: their diffusion slows down when the temperature is increased
despite the injection of energy due to the thermal energy of polymers with a greater
temperature. The diffusion coefficients computed are summarized in figure 6.11,
panel D.
Then, we consider the pair correlation functions of nanoprobes, gnp,np(x), gnp,cold(x)
and gnp,hot(x), which have been plotted in figure 6.12. According to gnp,cold(x) and
gnp,hot(x), nanoprobes are mainly attached to cold polymers and this tendency in-
crease with the normalized difference of temperature ∆T . The opposite behavior can
be observed for hot polymers. Moreover, this effect is more enhanced for solutions
of ring polymers and for bigger nanoprobes.
A more insightful view into nanoprobe motion is given by the self-part of so-called
van-Hove function [174], defined with equation 5.6. We have calculated P (τ ; ∆x)
for the three representative cases τ/τe = 10
−3, 1, 103 and compared them to to
the Gaussian distribution (black solid lines). As we can see in figure 6.14, the
van-Hove function exhibits a sort of shape transition: for small nanoprobes with
d = 2.5, 5.0σ with any ∆T and for any chain architecture, the van-Hove function
is a Gaussian. Instead, in the case d = 7.5σ, the scenario changes: for melts of
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Figure 6.13: Probability distribution function of one-dimensional nanoprobes dis-
placements, P (τ ; ∆x) (equation. 5.6) at the three representative lag-times τ/τe =
10−3, 1, 103 and for different nanoprobe diameters (d). Black solid lines correspond to
the Gaussian distribution function typical of normally-diffusive processes. Different
colors correspond to the various differences of temperature ∆T = 0.0, 0.5, 1.0.
linear chains, for short time P (τ ; ∆x) is still Gaussian while for τ = τe or 10
3τe the
distributions exhibit heavy-tail correlations even in the case ∆T = 0. In the melts of
ring polymers, the case ∆T = 0 shows a Gaussian distribution for any time, while
for τ = τe or 10
3τe, even a small activity affects ∆T > 0, P (τ ; ∆x) which deviates
from the Gaussian distribution showing heavy-tail correlations.
A simple way to have more information is by considering the probability distri-
bution functions for the angle θ between oriented nanoprobe spatial displacements
separated by lag-time τ , which has been already defined as equation 5.7. The distri-
bution P (τ ; θ) for the different set-up’s and the same lag-times used in figure 6.13
are plotted in figure 6.14. The distributions are compared with the “random” dis-
tribution P (θ) = sin θ/2 (black solid lines). Clearly these correlations mirror the
behaviors of corresponding P (τ ; ∆x)’s (see figure 6.11), in particular they emerge
whenever nanoprobe size is larger than the tube diameter dT .
The presence of heavy-tail correlations in the van-Hove function is in general
associated to heterogeneous single-particle dynamics in glassy and jammed sys-
tems [146, 149, 174, 175]. To check for spatial heterogeneity, we consider the curves
∆x2np(T ; τ)/〈∆x2(τ)〉 as functions of the measurement time T for the entire set of
Nnp nanoprobes. For ergodic systems, at any chosen lag-time τ we expect that the
different curves should all narrow towards ≈ 1 in the limit of large measurement
time T , while heterogeneity arising from nanoprobe trapping should manifest in the
spread of the different curves around the mean value. Figure. 6.15 shows that for
small nanoprobe size, the ergodicity is not affected by the thermal activity. On the
contrary, for d = 7.5σ, the different curves which remain stably separated since the
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Figure 6.14: Probability distribution functions P (τ ; θ) for the angle θ between pairs
of oriented, τ -lagged nanoprobe spatial displacements at the three representative lag-
times τ/τe = 10
−3, 1, 103 taken consecutively along the trajectory. Black solid lines
are for the curve P (τ ; θ) = sin θ/2 for randomly orientated vectors. Different colors
correspond to the various differences of temperature ∆T = 0.0, 0.5, 1.0.
nanoprobe size is bigger than the tube diameter dT of the solution, independently
of the activity.
6.5 Conclusions
In this Chapter, we have described the viscoelastic properties of a minimal nu-
merical model for polymer solutions composed by mixture of active/passive poly-
mers. The numerical approach to microrheology is similar to the one described in
Chapter 5, while the polymer model was inspired by the work [146] where the den-
sity of the solution is considerably high and, thus, excluded volume and topological
constraints between the different chains can be simulated more effectively.
We observed that, even with small activity, active and passive polymers have
a certain tendency to demix although this effect remains small. In spite of this,
the nanoprobe dynamics is affected and displays non trivial effects related to the
topology of the polymer chains.
The more surprising phenomenon regards how nanonoprobes diffuse: in the case
of linear polymers melt, the diffusion coefficient of nanoprobes increase with the
difference of temperature while in the melt of ring polymers it has the opposite
behavior and nanoprobes diffusion slows down (see figure 6.11). This aspect seems
to be coherent with the pair correlation functions (see figure 6.12), which indicate
that the dynamics of nanobres is more coupled with cold polymers in the case of
ring polymers.
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Figure 6.15: Spatial heterogeneity of mean-square displacements
∆x2np(T ; τ)/〈∆x2(τ)〉 vs. the measurement time T at the three representative
lag-times τ/τe = 10
−3, 1, 10, for the different nanoprobe diameters (d) and different
activities ∆T . Different colors correspond to the various differences of temperature
∆T = 0.0, 0.5, 1.0.
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We showed that the tube diameter dT sets the length-scale above which nanoprobe
motion becomes more affected by the dynamics of polymers due to difference of
temperature which lead the system out-of-equilibrium. In particular, distribution
functions of spatial displacements show heavy-tail behavior (see figure 6.13) and
non-random directional correlations (see figure 6.14) and the nanoprobe motion is
no longer ergodic and manifests some distinctive features which typically arise in
glassy systems, such as heterogeneous behavior (see figure 6.15).
Chapter 7
Conclusions
In this Thesis, we have investigated the physical properties of certain particular
realizations of melts of entangled polymers. Although the motivation behind these
studies has to be found in our interest to understand the generic features of chro-
mosome organization during interphase, we employ tools and methodologies which
are fully general and, so, they go beyond this specific biological problem.
Specifically, we have studied the following problems:
1. In Chapter 3 and inspired by previous work on the relationship between chro-
mosome structure and epigenetic domains, we have introduced and analyzed
physical properties of the classical Ising model with nearest-neighbor interac-
tion for spins located at the monomers of long linear and branched polymer
chains in dilute solutions and melts in 2 and 3 dimensions. The reasons that
motivated us to study this problem were the following: the analogy between the
large scale behavior of chromosome conformations and the folding of branched
crumpled polymers in dense solutions (see Chapter 1) and recent works on
polymer models for chromatin where epigenetic states are treated as internal
degrees of freedom coupled through local nearest-neighbor interactions (see
Chapter 3). We have compared results for two ensembles of polymers with very
different single chain properties: swollen, self-avoiding linear polymer chains in
good solvent conditions and compact, space-filling randomly branching poly-
mers in melt. By employing a mean-field approach and Monte Carlo computer
simulations, we show that swollen polymers cannot sustain an ordered phase.
On the contrary, compact polymers may indeed produce an observable phase
transition. Finally, we briefly consider the statistical properties of the ordered
phase by comparing polymer chains within the same universality class but
characterized by very different shapes.
2. In the second part of the Thesis, we have reviewed (Chapter 5) recent litera-
ture concerning the applications of microrheology for exploring the viscoelastic
properties of the nuclei of the eukaryotic cells.
Motivated by this phenomenology, we have performed numerical simulations
of a generic polymer model for chromatin fibers in interphase which includes
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the presence of stable binding interactions to an extra-chromatin nuclear ma-
trix. To study how these constraints affect chromatin structure from small to
large scales, we employ extensive molecular dynamics computer simulations
and we monitor the motion of nanoprobes of different sizes embedded within
the polymer medium. Our results demonstrate that nanoprobes undergo ham-
pered motion whenever their linear size becomes larger than chromatin stiff-
ness. This transition is also displaying certain features which typically belong
to the realm of glassy systems, namely long-tail correlations in the distribu-
tion functions of nanoprobe spatial displacements and heterogeneous behavior
accompanied by ergodicity breaking.
3. Finally, in Chapter 6, we have applied microrheology to study the internal
structure of out-of-equilibrium entangled polymer solutions. More specifically,
in our approach we have considered mixtures of active and passive polymers
originating by the coupling to different Langevin thermostats in molecular
dynamics computer simulations. By tracking the motion of nanoprobes em-
bedded in the solution we show that nanoprobe dynamics depends upon the
topology of the polymer chains considered. In fact, while the diffusion of
nanoprobes increases in a mixture of linear chains as the difference of temper-
ature grows, it surprisingly slows down when nanoprobes are embedded in a
ring polymers melt.
To conclude, we have obtained novel results on a number of different projects
which are deeply related to the physics of entangled polymer solutions and the
physics of chromosome structure. Of course, our models contains a certain number
of approximation and additional research work is necessary to improve and generalize
our results.
Appendix A
Methods
A.1 Self-Avoiding Walks and Randomly Branch-
ing Polymers in Melts
In this section we report the main features for Self-avoiding walks (SAW) and
Randomly branching polymers (RBP) in melts which has been used in chapter 3.
Examples have been plotted in figure 3.6.
A.1.1 Self-Avoiding Walks
The average linear size or gyration radius of self-avoiding linear walks (SAW’s)
with excluded volume interactions (good solvent conditions [2]) in d dimensions
increases with the number of monomers N as Rg ∼ Nν with ν = 3/(d + 2) and,
hence, single polymer conformations are not space-filling.
Spatial conformations of single SAW’s in 2 and 3 dimensions were generated
according to the dynamical Metropolis Monte Carlo algorithm known as the pivot
algorithm, see for details reference [117]. Briefly, a single polymer chain made of
N + 1 monomers (= N bonds) is initially arranged along a straight line on the 2d
or 3d cubic lattices. Then, one of the monomers of the chain is chosen randomly
and the shortest of the two sub-chains centered on the selected monomer reoriented
along a randomly chosen direction. If the move causes an overlap between any of the
possible N(N + 1)/2 pairs of monomers it is rejected, otherwise the conformation
is accepted and the algorithm applied again. The route to equilibrium is monitored
by calculating the auto-correlation time [117] of the gyration radius. By applying
repeatedly the described algorithm, we have generated ensembles of 104 statistically
independent self-avoiding polymer chains made of 16 ≤ N ≤ 4096 bonds.
A.1.2 Randomly Branching Polymers in Melts
At odds with SAW’s, the average gyration radius of randomly branching poly-
mers (RBP’s) in melt conditions increases with the number of monomers N as
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Rg ∼ N ν with ν = 1/d [18, 17, 23], thus they constitute typical examples of com-
pact, space-filling polymers.
Spatial conformations of RBP’s made of N + 1 monomers in 2d and 3d melts
composed of M chains were generated according to the lattice tree model as de-
scribed in references [23, 115, 118]. In detail, we have simulated RBP’s with volume
interactions by employing a slightly modified version of the “amoeba” Monte Carlo
algorithm [198] for trees on the cubic lattice with periodic boundary conditions. In
the model, connected nodes occupy adjacent lattice sites. As there is no bending
energy term, the lattice constant equals the Kuhn length, lK , of linear paths across
ideal trees. The functionality of nodes is restricted to the values f = 1 (a leaf or
branch tip), f = 2 (linear chain section) and f = 3 (branch point). Here, we con-
sider 2d and 3d trees in melt with Kuhn density ρK l
d
K = 2. We have considered
polymer chains made of 10 ≤ N ≤ 900 bonds, with a total number of chains in the
range 32 ≤M ≤ 384 and 100 independent melt configurations. For more details on
the polymer model and the quantitative analysis of chains statistics, the interested
reader is invited to look into former works, references [23, 115, 118].
A.2 MonteCarlo Algorithm for Ising Model: the
Wolff Algorithm
Here, we report the Wolff Algorithm [119], used for performing Monte Carlo
simulations in Chapter 3, which is a cluster algorithm more efficient if compared
with standard single-spin-flip algorithms.
In general, we consider a lattice composed by N sites with spin variables σi ∈
{+1,−1}. Choosing a random initial spin σ(0), we construct a cluster by adding,
with probability p, neighboring spins σ
(1)
i which have the same orientation of σ
(0).
Recursively, we include in the cluster, with the same probability p, also the spins
σ
(2)
i , first-neighbors of σ
(1)
i and with its same orientation. When this procedure
is interrupted, the spins which belong to the cluster are flipped. This procedure
changes the configuration (A) to the configuration (B), as depicted in figure A.1.
The probability to include a spin p is a parameter chosen in order to respect the
detailed balance between the configurations (A) and (B).
For the configurations (A) and (B), the a priori construction probabilities are
Θ(A→ B) and Θ(B → A), the acceptance probabilities P (A→ B) and P (B → A),
and the Boltzmann weights pi(A) and pi(B). All together have to respect the detailed
balance condition:
pi(A) ·Θ(A→ B) · P (A→ B) = pi(B) ·Θ(B → A) · P (B → A).
The a priori probability Θ(A → B) corresponds to the probability of building
a cluster up to a certain level instead of continuing with the process by including
more spins. Indeed, the a priori probability is the product of probability to build
the interior cluster, times the stopping probability at the boundary. Indeed, the
boundary of the cluster ∂C, has n1 edge connections between neighboring spins
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A B
Figure A.1: Example of flipping of a cluster using Wolff algorithm. Reproduced
from reference [120] with modifications.
with the same sign (++ or −−) and n2 with opposite sign (+− or −+). As a
result, the a priori probability is Θ(A → B) = Θin · (1 − p)n1 , where (1 − p) is
the probability of the n1 spins to not be included in the cluster. For the opposite
procedure Θ(A → B) = Θin · (1 − p)n2 since, n2 are the opportunities to grow the
cluster which has not been accepted.
Then the detailed balance condition results:
e−β(n2−n1) · (1− p)n1 · P (A→ B) = e−β(n1−n2) · (1− p)n2 · P (B → A).
Consequently, the acceptance probability is
P (A→ B) = min
[
1,
e−β(n1−n2) · (1− p)n2
e−β(n2−n1) · (1− p)n1
]
= min
[
1,
(
e−2β
1− p
)n1
·
(
1− p
e−2β
)n2]
.
This general algorithm recovers the Wolff Algorithm when the acceptance probability
is chosen appropriately as p = 1−e−2β: the resulting acceptance probability P (A→
B) is then equal to one. In this way, the recursive process involves only the construct
a cluster, which is automatically flipped.
A.3 Microrheology
Microrheology [136] is a technique used to compute the complex shear modulus
G˜ (ω) = G′ (ω) + iG′′ (ω) of a medium tracking the diffusive thermal motion of
nanoprobes injected in such medium. In this Appendix we report some theoretical
considerations which can be useful to clarify some aspects analyzed along this Thesis.
A.3.1 Shear Modulus
Here we demonstrate the equation 4.1 for the computation of the complex shear
modulus G˜ (ω). Firstly, we consider he diffusive thermal diffusion of nanoprobes
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injected in the medium. The motion of each of these particles can be described
through a generalized Langevin equation:
M
dv (t)
dt
= −
∫ t
0
γ (t− τ) v (τ) dτ + η (t) (A.1)
where M is the mass of the particle, v its velocity and η(t) is the stochastic force
describing the interaction with the surrounding medium. The function γ(t) rep-
resents the (time-dependent) memory kernel. By using the fluctuation-dissipation
relation
〈η (t) · η (t′)〉 = 6kBTγ (t− t′)
and the Laplace transform of equation A.1, we get:
Msv˜ (s)−Mv (0) = −γ˜ (s) v˜ (s) + η˜ (s)
v˜ (s) =
Mv (0) + η˜ (s)
Ms+ γ˜ (s)
.
Then, we use the equipartition theorem, which sets the relation between average
square velocity and thermal energy,
M〈v (t) v (t)〉 = 3kBT ∀t
where κBT is the Boltzmann factor at absolute temperature T , Finally, taking the
thermal average, we get
〈v˜ (s) · v (0)〉 = M〈v (0)
2〉+ 〈η˜ (s) · v (0)〉
Ms+ γ˜ (s)
=
3kBT
Ms+ γ˜ (s)
where 〈η˜ (s) · v (0)〉) = 0. The motion of the nanoprobes in the medium can be
described through the mean-square displacement 〈∆x2(τ)〉 ≡ 〈(x (t+ τ)− x (t))2〉
or 〈∆x2(τ)〉 = 2 ∫ τ
0
(τ − t) 〈v (t) · v (0)〉dt.
The Laplace transform of the memory kernel γ˜ (s) can be expressed as a function
of the Laplace transform of the mean-square displacement 〈∆x˜2(s)〉 = 2
s2
〈v˜ (s) ·
v (0)〉:
γ˜ (s) =
6kBT
s2δx˜2 (s)
−Ms.
We further assume that the memory kernel γ˜ (s) is proportional to the bulk
frequency-dependent viscosity of the fluid, η˜ (s):
η˜ (s) =
γ˜ (s)
νpia
where the parameter ν is related to the boundary condition at the particle sur-
face (ν = 2 slip boundary condition, ν = 3 slip boundary condition) and a is the
nanoprobe diameter. Finally the Laplace transform of the shear modulus G˜ (s) =
s · η˜ (s) is:
G˜ (s) =
s
νpia
[
6kBT
s2〈∆x˜2(s)〉 −Ms
]
≈ 6kBT
νpias〈∆x˜2(s)〉 ,
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where, in the second expression, the inertia term is neglected. The complex shear
modulus Gˆ (ω) defined in the Fourier-frequency space ω is obtained from G˜ (s) by
analytical continuation and substituting the variable s with iω:
Gˆ (ω) = −i 6kBT
νpiaω〈∆x˜2(s = iω)〉
which is called Laplace-Fourier (LF) transform. Gˆ(ω) connects the strain induced
in the material by an externally applied stress with time periodicity = 2pi/ω. In
particular,
Gˆ(ω) ≡ Gˆ′(ω) + iGˆ′′(ω) , (A.2)
where Gˆ′(ω) and Gˆ′′(ω) are, respectively, the storage (elastic) and loss (viscous)
moduli [2].
Equations (A.3.1) and (A.2) are best illustrated by a practical example. We
consider the minimalistic model of a nanoprobe diffusing with diffusion coefficient
D = κBT
3piηd
(η is the macroscopic viscosity of the medium) in a confined spherical
domain of linear size ∆. In this case,
〈∆x2 (τ)〉 = ∆2
(
1− e−6Dτ/∆2
)
=
{
∆2 , τ →∞
6Dτ , τ → 0 (A.3)
and the Laplace transform is:
〈∆x˜2(ω)〉 = − 6D
ω(ω − i 6D/∆2) . (A.4)
Thus, according to equations. (A.3.1) and (A.2) we get:
Gˆ′(ω) =
2κBT
pid∆2
,
Gˆ′′(ω) = η ω . (A.5)
As expected, the functional forms of Gˆ′(ω) and Gˆ′′(ω) mirror the intuitive fact that
at low (respectively, high) frequency the medium behaves as a classical solid (resp.,
liquid) [122].
A.3.2 Numerical Computation of the Shear Modulus
According to the fundamental relation of microrheology, Eq. (A.3.1), the Laplace-
Fourier (LF) transform of the nanoprobe mean-square displacement, 〈∆xˆ2(ω)〉, de-
termines completely the complex shear modulus. Computing this quantity with good
accuracy is not straightforward. Here we adopt the numerical method described by
Mason [173]. This approach is the same used by Rubinstain et al. in reference [196]
to compare the stress relaxation function G(t) computed with the Green-Kubo for-
mula with the effective stress relaxation function compute using the Stokes-Einstein
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relation from the mean square displacement of diffusing nanoparticles. According to
his approach, the storage and loss moduli are given by the (approximate) equations:
Gˆ′ (ω) = |Gˆ (ω) |cos (piα (ω) /2) (A.6)
Gˆ′′ (ω) = |Gˆ (ω) |sin (piα (ω) /2) (A.7)
with
|Gˆ (ω) | = 2κBT
pid 〈∆x2(τ)〉Γ (1 + α(ω))
∣∣∣∣
τ=1/ω
(A.8)
α(ω) =
d log〈∆x2(τ)〉
d log τ
∣∣∣∣
τ=1/ω
. (A.9)
Γ = Γ(x) is the ordinary Euler’s gamma function.
With the purpose of clarity it is important to specify the notation that will
be used: G˜ (s) = sL{Gr (τ)} where L denotes the unilateral Laplace transform:
L{Gr (τ)} ≡ G˜r (s) ≡
∫∞
0
dτGr (τ) e
−sτ , which implies that, in general, Gr (τ) 6=
G (τ).
The procedure to estimate equation A.6 and A.7 involves several steps:
1. Given the mean square displacement 〈∆x2 (τ)〉, we compute logarithmic deriva-
tive:
α (s) ≡ d ln〈∆x
2 (τ)〉
d ln τ
∣∣∣
τ=s
. (A.10)
α can assume a values between zero (elastic confinement) and one (viscous
diffusion) for thermally driven particles; it will be 2 in the ballistic regime.
2. Evaluation of the Laplace transform of the mean square displacement:
s〈∆x˜2 (τ)〉 ≈ 〈∆x2 (1/s)〉Γ [1 + α (s)] (A.11)
where Γ is the gamma function, α function has been computed in the previous
step.
3. Computation of the Laplace transform of the shear modulus G˜ (s) using equa-
tion A.3.1:
G˜ (s) ≈ kBT
pia〈∆x2 (τ)〉Γ [1 + d ln〈∆x2 (t)〉/d ln τ ]
∣∣∣
τ=s
. (A.12)
4. Computation of the Fourier transform of the shear modulus using equations
A.6 and A.7:
G′ (ω) =|G∗ (ω) |cos (piα (ω) /2) (A.13)
G′′ (ω) =|G∗ (ω) |sin (piα (ω) /2) (A.14)
|G∗ (ω) |≈ kBT
pia〈∆r2 (ω)〉Γ [1 + α (ω)] (A.15)
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5. Computation of the logarithmic derivative of the shear modulus G˜ (s):
β (τ) ≡ d ln〈G˜ (s)〉
d ln s
∣∣∣
s=1/τ
(A.16)
.
6. Computation of the inverse transform of G˜ (s) /s:
Gr (τ) ≈ G˜ (1/τ) /Γ [1− β (τ)] (A.17)
which is valid when β < 1.
A.4 Molecular Dynamics Simulation: the Kremer-
Grest Polymer Model
Kremer and Grest introduced a bead-spring model [168] which has been adopted
as a standard model for studying generic polymer properties using Molecular Dy-
namics simulations. According to this model, a polymer chain composed by N beads
connected by N−1 bonds with a suitable bending rigidity. The interaction between
beads is described by:
HINT = 1
2
N∑
i
N∑
j 6=i
ULG(ri j) +
N−1∑
i∈pol
UFENE(ri i+1) +
∑
i
UKP (θi)
The potential describing the excluded volume interactions between beads, avoid-
ing overlaps, is the shifted and truncated Lennard-Jones (LJ) potential, or Weeks-
Chandler-Andersen potential (WCA):
ULJ(r) =
{
4
[(
σ
r
)12 − (σ
r
)6
+ 1
4
]
r ≤ rc
0 r > rc
where r is the distance between two monomers, rc = 2
1/6σ is the cutoff distance,
corresponding to the minimum, in order to have only the repulsive contribution and
 is the interaction strength. The energy scale is  = κBT and the length scale is σ.
The bonding potential between monomers which are nearest-neighbors along the
same polymer chain is the finitely extensible non-linear elastic potential (FENE):
UFENE(r) =
{
−0.5κR20ln
(
1− (r/R0)2
)
r ≤ rc
∞ r > rc
where κ = 30/σ2 is the spring constant and R0 = 1.5σ is the maximum extension
of the elastic FENE bond.
The triplets of consecutive beads are involved in the Kratky-Porod potential
(KP), which controls polymer stiffness of the chain:
UKP (θ) = κθ (1− cosθ)
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where θ is the angle defined by adjacent bonds and κθ = 5κBT is the bending
constant.
In Chapters 5 and 6 we have considered the diffusion of nanoprobes embed-
ded in a solution of polymers. These nanoprobes have been modeled as colloids.
In analogy with the work by Valet and Rosa [150], the potential accounting the
nanoprobe-nanoprobe and nanoprobe-monomer interactions is described by the po-
tentials introduced by Everaers and Ejtehadi [197] . The nanoprobe-nanoprobe is:{
Ucc(r) = U
A
cc(r) + U
R
cc(r) r ≤ rcc
0 r > rcc
where UAcc(r) and U
B
cc(r) are respectively the attractive and the repulsive contribu-
tions:
UAcc(r) = −
Acc
6
[
2a2
r2 − 4a2 +
2a2
r2
+ ln
(
r2 − 4a2
r2
)]
UBcc(r) =
Acc
37800
σ6
r
[
r2 − 14ar + 54a2
(r − 2a)7 +
r2 + 14ar + 54a2
(r + 2a)7
− 2r
2 − 30a2
r7
]
where Acc = 39.478κBT , considering non-sticky, athermal probe particles with di-
ameters d/σ = 2.5, 5.0, 7.5 (corresponding to rcc/σ = 3.08, 5.60, 8.08).
Finally, the nanoprobe-monomer potential is:{
UBmc(r) =
2a3σ3Amc
9(a2−r2)3
[
1− 5a6+45a4r2+63a2r4+15r6
15(a−r)6(a+r)6
]
r ≤ rmc
0 r > rmc
where Amc = 75.358κBT , rmc/σ = 2.11, 3.36, 4.61.
The time evolution of polymer dynamics according the Kremer-Grest polymer
model is performed by numerical integration of the Newton equations of motion of
the Langevin dynamics. For each particle i, the dynamics of its position ~xi evolves
according the equation:
m
d2~xi
dt2
= −∇HINT − γ d~xi
dt
+ ~ηi(t)
where m is the mass, γ is the friction and the ~ηi(t) is the thermal noise. In partic-
ular, the thermal noise ~ηi(t) describes the stochastic collisions of particle i with the
surrounding fluid and is a Gaussian variable such that:
〈ηi,α(t)〉 = 0
which holds ∀t and where α is the axis orientation, α = x, y, z. Moreover
〈ηi,α(t) · ηj,β(t′)〉 = 2kBTγδijδαβδ (t− t′) .
In the Molecular Dynamics simulation which we have performed in Chapters 5
and 6, the Langevin equation is integrated numerically using LAMMPS [169] with
the standard velocity Verlet algorithm.
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