The triple-correlation technique of speckle imaging has been investigated in the low-light-level regime. Three practical methods for digital triple-correlation processing have been developed. Each of these methods has successfully reconstructed images from computer-simulated speckle interferograms. In this paper we describe and compare the three algorithms.
INTRODUCTION
The angular resolution of large ground-based telescopes is severely limited by atmospheric turbulence. In order to overcome this limitation some form of speckle interferometry technique may be used. These techniques rely on taking a series of measurements with sufficiently short exposure times to freeze the effects of atmospheric turbulence. The resulting data are then processed to obtain the required diffraction-limited information.
Using the traditional interferometry technique, as suggested by Labeyrie,1" 2 we may obtain Fourier modulus information on the object of interest. However, with the advent of reasonably cheap digital computing, it is now becoming possible to use more-complex methods such as the triple- With these techniques we can obtain the Fourier phase as well as the modulus and thus reconstruct an image of the object.
TRIPLE-CORRELATION PROCESSING
The TC i(3)(x 1 , x 2 ) and its Fourier transform, the bispectrum I(3)(u, v), are defined as follows:
i'
3 )(xI, x 2 ) = J i*(x)i(x + xl)i(x + x2)dx, 
where i(x) represents the signal and I(u) its Fourier transform.
The basic methodologies of TC and autocorrelation processing are similar. In both cases we sum the correlation functions of each frame over the complete data set. From Eq. (1) it is apparent that the TC of a two-dimensional signal is a four-dimensional function, which leads to difficulties in computation and manipulation of the TC. In practice we therefore process only a small subset of the TC or bispec-
trum.
In what follows we address specifically the case of photonlimited interferograms, in particular the regime of less than one photon, on average, per speckle. In this regime data are most conveniently represented as a series of time-tagged photon coordinates. Each photoevent is thus represented by a delta function in x, y, t space, i.e.,
6(X -Xk)6(t -tk).
Integrating over a small time interval, we obtain a time frame containing, say, N photons, which is represented as
where the product UXk represents the dot product of the two vectors (u -Xk). In Eqs. (3) and (4) Xk is the location of the kth photoevent.
Most current imaging photon-counting detectors are time-framed devices in which typically the light signal is preamplified by an image intensifier and then integrated for a time frame of several tens of milliseconds on a film or a charge-coupled device. Because of the limited frame rate achievable by such detectors, temporal resolution is relatively poor. To gain a maximum signal-to-noise ratio (SNR) the frame rate must be adjusted, at recording time, to a rate dependent on the coherence time of the atmospheric turbulence.
Future generations of imaging photon counters, for example, the imaging photon detector 8 and the precision analog photon-address detector, 9 ' 1 0 will be of the time-tagging type.
With these devices, individual photoevents are recorded with a temporal resolution typically of the order of a few microseconds. This gain in temporal resolution allows us to make better use of the limited number of photoevents from a faint source. For instance, the processing frame rate could be dynamically varied during data processing in an attempt to obtain the optimum trade-off between speckle contrast and signal intensity. Probably the most important advantage of using timeframed data is that, instead of dividing the data stream into time frames, we can look at it through a moving time window. We find that when using the photon-differencing al- gorithm in a moving time window it is possible to compute three times as many differences or bivectors than is possible when the data are processed in frames; see Appendix A and Fig. 1 . The SNR of the bispectrum along its axes, at the low photon levels of interest, scales roughly as N, the mean number of photons per frame." Equivalently, we could say that the SNR scales as Nb' 13 The processing steps are the following:
1. Using traditional speckle interferometry techniques, estimate the modulus of the object.
2. Decide which bispectrum values are to be calculated.
For maximum flexibility the coordinates of the bispectrum points to be calculated are formed into a list.
3. Calculate the Fourier transform of each frame. From the Fourier transforms calculate the mean value of each of the listed bispectrum points, over the data set. 
RECONSTRUCTION FROM THE BISPECTRUM
The reconstruction algorithms used in the following sections are based on a recursive technique.' 2 "1 3 The phase of the bispectrum representation given in Eq. (2) is
where 3(3)(.) is the phase of the bispectrum and f(.) the phase of the signal transform.
In the case of a one-dimensional signal, if we put v = 1 we get the following equations:
for u = 2 A(3) = A(1) + A(2) -3(')(1, 2),
for u = 3
We are free to choose the first two phase values, since the phase at zero frequency is irrelevant and the first frequency phase merely determines the position of the object. Arbitrarily setting the phase at the first frequency /(1) to zero, we are thus able to compute the phase at /(2), using Eq. (6). Similarly, Eqs. (7)- (9) allow us to compute all remaining phase values. An estimate of the SNR of each phase value, obtained from the bispectrum"l and the noise on previous phase estimates, is used to form a weighted average of the phase at each point in the reconstruction. This reconstruction technique leaves much scope for improvement, since because of its recursive nature it is fairly sensitive to noise.
Unfortunately, a least-squares solution' 4 suffers from the fact that the bispectrum phase is determined only modulo 2-7r. When noise is present this can lead to 27r mismatches in the multiple phase estimates for each frequency. We avoid this problem in the recursive algorithm by multiplying and dividing complex exponentials rather than adding and subtracting phases.
Since we are calculating only a limited subset of the total bispectrum, we obviously wish to select those parts with the maximum SNR. Even given a knowledge of the object spectrum, calculation of the bispectrum SNR, allowing for atmospheric and Poisson noise, is difficult." In general, however, we can say that, given bispectrum terms of the following form:
then terms for which Av is less than Fried's coherence parameter ro/X will have the highest SNR.
With photon-limited data, because of poor SNR, we do not expect to be able to reconstruct the object transform right out to the diffraction limit of the telescope. In order to conserve computation resources, we estimate the likely frequency cutoff of the phase reconstruction and compute bispectrum points only out to this limit. 
Radon Transform
The central-slice or projection-slice theorem states that if we form a one-dimensional projection of a two-dimensional function, then the Fourier transform of that projection is a central slice (i.e., passing through the origin) of the Fourier transform of the object. We can make use of this theorem to reduce the processing of a two-dimensional function to the processing of a number of one-dimensional functions. We find that with the relatively simple objects that we have studied, a fairly small number of projection angles (e.g., 36) is sufficient for a reasonable reconstruction.
The steps in processing are the following:
1. Project the two-dimensional data onto a number of one-dimensional lines at various angles. This is done by rotating the coordinate system by an angle a using the rotation matrix
Ignoring the y coordinate effects the projection.
2. For each angle of projection, compute the average TC or bispectrum over the data set. At this step we may use a photon-differencing algorithm to compute the TC (Fig. 2) . 3. From the mean bispectrum at each angle, reconstruct the phase of the corresponding central slice of the object Fourier transform. In this case the whole of the nonredundant bispectrum is used, various estimates of the same phase being combined by using a weighted average. 4 . Combine the various central slices into an estimate of the object Fourier transform, thus arriving at an estimate for the object. If possible, object-domain constraints such as positivity should be included in this step.
In practice the object modulus is computed separately, using the standard speckle interferometry techniques. The various projection TC's can be computed numerically, possibly by dividing the calculations among several machines. Alternatively, since we are working with one-dimensional functions, a hybrid optoelectronic processor' 6 could be used to conipute the correlations. It should be noted that when reconstructing from the bispectrum one is free to choose the values of the transform phase at the zeroth and first frequencies. To first order this is equivalent to being free to specify the phase gradient at the origin. Since the Fourier transform of the object is analytic, it follows that the phase gradient at any point must be independent of direction. Thus, provided that we make appropriate choices for the first two frequencies of each reconstruction (e.g., both zero), we can guarantee that there will be no phase errors between the slices. In the image domain this is equivalent to making the centers of gravity of all projections coincident.
Subplane Calculation
In both of the previous methods, the bispectrum is integrated over the data frames. It is of course possible to integrate the TC directly. At low light levels this is most conveniently done by using a photon-differencing algorithm.
To see how the photon-differencing algorithm is formulated, substitute Eq. (3) 
Using Eqs. (12) and (13) The vector corresponding to 3[x(xtXk)I is shown pointing from photon k to photon l, as is the vector corresponding to 6[x(xm -xijJ. These two vectors would be catenated to form a four-vector corresponding to a TC element.
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element TC, which would require -1 Gbyte of storage, or 170
Mbytes if we made full use of the symmetry of the TC.
Fortunately, at the cost of increasing the computational burden (3 integer operations -8 floating point operations), we can compute a single two-dimensional subplane of the bispectrum, using a modified photon-differencing technique. Essentially we do this by computing two dimensions, of the four-dimensional Fourier transform that transforms the TC to the bispectrum, for some constant Fourier vector V. As we have already pointed out, the regions closest to the axes of the bispectrum in general have the highest SNR. If we compute these high-SNR regions by the photon-differencing subplane method, the algorithm turns out to be similar to the photon-differencing method of generating the Knox-Thompson transform." By using Eq. (14), the bispectrum may be written as (15) where, to aid clarity, we have omitted the conditions that eliminate the photon bias.
If we now put v equal to a constant, say, v = V, we may carry out the x 2 integration forthwith.
Since x 2 is nonzero only at x 2 = (xm -Xk),
When we separate out the summation over m,
When the photon-noise bias terms are excluded this be-
(
where 6kI is the Kronecker delta function.
The quantity inside the second set of braces can be calculated by using a photon-differencing technique in which each vector is given a complex weighting exp[27ri(Vxh)]
Zexp[-27ri(Vxm)]. After the mean value of this quantity over the data set is found, the integration over xl (Fourier transform) is carried out, yielding the bispectrum subplane
We could of course put u and v equal to a constant; this would generate a single bispectrum value. It is, however, more efficient to generate a whole plane at a time, thus replacing two complex multiplications per bivector per point with a final Fourier transform after the averaging is complete. For a two-dimensional signal the minimum requirement for reconstructing an image-is to have calculated the two bispectrum subplanes V = (0, 1) and V = (1, 0). In this minimal configuration the method is closely related to the Knox-Thompson method.
RESULTS
The above algorithms were tested on computer-simulated data. The simulated frames contained 128 X 128 pixels and were for a 2-m telescope, ro -18 cm, and X = 0.5 Aim.
Examples of an object reconstructed by all three techniques are shown in Figs. 4-7 . Each of the reconstructions represents roughly the same amount of computing time, taking about 12 sec per data frame on a Sun 3/160 work station (Motorola 68020 + 68881 at 16.7 MHz, C language). The direct method clearly produces the best reconstruction.
However, unlike in the other two cases, the program implementing this method makes use of an array processor, which gives an approximately sixfold increase in floating point speed. The relatively poor performance of the Radon transform can probably be put down to insufficient numbers of slices and to a poor recombination routine. If one is fortunate enough to be using time-tagged data, then the method of choice would clearly be a photon-differencing method; this method permits full use of the factor-ofReconstructed Object With conventional time-framed data the direct method, which is applicable in both low-and high-light-level regimes, would seem to be most appropriate. However, of all three algorithms the Radon transform method is the simplest to code and needs minimal amounts of memory. It would probably be appropriate for a network of small computers. Furthermore, it can be implemented as a series of photondifferencing processes and thus benefit from the time-tagging SNR improvement. t; tt 0 Q ;; if i; ;f : 0 00000 t; }l T; i00X,;X; t:00 ' iT' ' iSi00' ail . j jWjE00"' t: '; j00Xi 0 iC; .. E . ;; iXi; :; through a moving boxcar window is significantly improved over that obtainable by using a set of discrete time windows.
The photon-differencing spatial autocorrelation algorithm specifies that we form a histogram of all the spatialvector coordinate differences among all permutations of two nonidentical photons from a data frame. The analogous procedure for the triple correlation is to form a histogram of all spatial-bivector (see Fig. 3 ) differences among all permutations of three nonidentical photons from a data frame. Using a moving window approach, we select each photon in frame 2 in turn and difference it with the photons in the preceding period of length T. In the case of the autocorrelation, we would get (N -1) independent difference vectors per additional photon, giving a total contribution of N(N -1) independent difference vectors from the frame. For triple correlation we get N(N -1) (N -2)/2 independent bivectors, and in the case of a kth-order correlation we get N!/(N -k)!(k -1)! independent (k -1)th-order difference vectors. Thus for the autocorrelation we get twice as many difference vectors, for the triple correlation three times as many bivectors, and for a kth-order correlation k times as many difference vectors. A basic property of a uniform Poisson process is that its statistics are independent of the time at which we choose to i W 4 start measuring the process. Thus if we measure the number of photons in a time window of length T, the distribution observed will be independent of the positions of the windows, provided that they are uniformly distributed throughout time. In particular, we may choose to observe the process through windows whose start time is itself a Poisson process.
Using the time-window approach on a Poisson process, we move our window along the time axis until its leading edge is * X coincident with a photon. The resulting set of time frames will be Poisson distributed in time, and, as pointed out above, this will not affect the observed photon statistics. Thus the expectation value of the number of photons in each frame, not including the photon on the leading edge, is sim- The SNR in the power spectrum at low photon levels scales as N, and, similarly, the SNR of those portions of the bispectrum close to the axes (close to the power-spectrum terms), where the SNR is highest, also scales as N. ' 1 Assuming that an analogous result holds for higher-order spectra, the SNR of a kth spectrum scales as Vkhlk, where Vk is the number of kth-order difference vectors per observed photon.
Since calculating a kth-order correlation using a continuous time window gives us k times more difference vectors, we can say that the SNR improvement in the kth-order spectrum is of the order of k1/ 11 . This improvement in SNR is j2 for the autocorrelation and 3¾3/ for the triple correlation.
