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時間システムの到達可能性解析の並列手法と評価実験 
Reachability Analysis for Timed Systems using Parallel Processing 
 and its  Experimental Results 
田中 俊彰†    長岡 武志†    岡野 浩三†    楠本 真二† 
Toshiaki  Tanaka  Takeshi  Nagaoka        Kozo Okano           Shinji Kusumoto 
 
あらまし 時間オートマトンの CEGAR を用いた到達可能性解析を行う手法についての検証を行う．本稿では，著者らが
提案している手法に対して，複数の特性の異なるモデルを用いて評価実験を行う．提案されている手法では，ループ初期
に反例抽出を平列に行うことで，反例による洗練結果を統合することで高速化を目指している．実験では，モデルの複雑
度，反例抽出時に行われる反例探索戦略の変更によって，提案されている手法の優位性や問題点についての評価，考察を
行う． 
 
1 ． まえがき 
本稿では，時間オートマトンに対してクロック変数を
除去した抽象洗練手法[15]に対する高速化を目的とした手
法について，実験による提案手法の特性と問題点の評価
を行う．文献 [15]では Clarke らの Counter-Example 
Guided Abstraction Refinement[1]の枠組みを利用し，時
間オートマトンのモデル検査を行う．さらに，文献[16]で
は手法の高速化を目指し，反例抽出処理を並列で行う手
法を提案し，簡単な実験を行っている． 
本稿では，文献[16]の手法に対して，複数のモデルでの
実験を行い，提案されている手法の有用性と問題点の考
察を行う．また，反例出力のための反例選択戦略の変更
がどのように手法に影響を与えるかについても言及する． 
以下，2．では，まずモデルとして利用される時間オー
トマトンについて述べる．また，本稿で利用する CEGAR
アルゴリズムについて簡潔に述べる．次の 3．では，実験
の対象となる文献[16]で提案されている手法について説明
する．4．では手法について評価実験を行い，本手法の特
性や問題点について考察を行い，5．でまとめる． 
2 ． 準備 
本節では，時間オートマトンの定義とその意味，そし
て一般的な CEGAR のアルゴリズムについて述べる． 
 
2 .1 時間オートマトン 
定義 2.1(C上の差分不等式)．クロックの有限集合C
上の差分不等式 E の構文と意味を以下のように与える．
,~|~:: axayxE 　 ここで aCyx ,,  は実数定
数リテラル },,,{~  ≧≦ ．差分不等式の意味は通
常の不等式と同じである． 
 
定義 2.2(Cのクロック制約式)．クロックの有限集合
C上のクロック制約式 )(Cc を以下のように与える．
クロックの有限集合C上の差分方程式すべてからなる
集合 )(Cc とする．ある要素 1in と 2in が )(Cc の要素
であるとき， 21 inin  も同様に )(Cc の要素である． 
 
定義 2.3(時間オートマトン)．時間オートマトン Α は 
 
 
図 1 一般的な CEGAR アルゴリズム 
Fig.1  General CEGAR Algorithm 
 
),,,,,( 0 TIClLA という以下の 6 個の要素からなる 
 A：アクションの有限集合 
 L：ロケーションの有限集合 
 0l ：初期ロケーション 
 C ：クロックの有限集合 
  )(CcLI 　 ：クロック制約式をロケーション
に写像したもので，ロケーションインバリアントと呼ば
れる 
 LCcALT  R)( ，ここで )(Cc はクロッ
ク制約式であり，ガードと呼ぶ．
C2R  ：リセットク
ロック集合． 
 
定義 2.4(時間オートマトンの意味)．時間オートマトン
),,,,,( 0 TIClLAΑ に対して Α の状態集合を
NLS  とする． Α の初期状態は Sl c )0,( 0 で与
えられる．状態遷移 )(2
,,
1 Tll
rga
 に対して，次の二つ
の遷移が定義される．前者をイベント遷移，後者を時間
遷移と呼ぶ． 
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図 2 並列環境を利用した CEGAR アルゴリズム 
Fig. 2 Our CEGAR Algorithm 
 
定義 2.5(時間オートマトンの意味モデル)．時間オートマ
トン ),,,,,( 0 TIClLAΑ について，初期状態から開
始するモデルである Α の意味に従って，無限の遷移を
持ったシステムであると定義される．
),,()( 0  sSΑT は Α の意味上のモデルであること
を示す． 
 本論文では，あるロケーション l上の状態とは， lの
インバリアントを満たす vの任意の意味上の状態 ),( vl
を意味する． 
2.2 CEGAR アルゴリズム 
モデル抽象化は時に実際のモデルの過度な抽象化を行う
ことがある．これにより，実際のモデルでは存在しない，
誤った反例を生成する可能性がある．文献[1]は CEGAR
 (Counterexample-Guided Abstraction Refinement)と
呼ばれるアルゴリズムを提案している(図 1)． 
アルゴリズムにおいて，第一段階として実際のモデルを
過度に抽象化する(これを初期抽象化と呼ぶ)．次に，生
成された抽象モデルに対してモデル検査を行う．この段
階で，抽象モデルが与えられた性質を満たすのであれば，
実際のモデルでも性質を満たすと結論付けることができ
る．これは，抽象モデルが実際のモデルの over-approx-
imation であるためである．もしモデル検査器がモデル
は性質を満たさないという結果を返してきた場合，検出
された反例が本来実行可能でない反例(偽反例と呼ぶ)で
あるか否かを検証する段階に入る(これをシミュレーシ
ョンと呼ぶ)．シミュレーションで，もし反例が実際の
モデルでも存在するものであるのならば，ループを終了
する．そうでないのならば，間違った反例をなくすよう
な抽象モデルの洗練を行う．これらの段階を繰り返し，
正しい出力を得る． 
3．提案手法 
本章では，文献[16]で提案した時間オートマトンの抽象
化洗練手法について述べる．この抽象化洗練手法では，
著者らが文献[15]で提案した時間オートマトンの抽象洗
練手法を利用し，さらに高速化のために反例抽出を並
列に行っている(図 2)． 
（1） 入力として与えられたモデルと満たすべき性質
に対して，時間抽象による初期抽象化を行う． 
（2） 初期抽象化したモデルをそれぞれのワーカ計算
機に配布する．このとき，配布されるモデルは同一のも
のである． 
（3） 抽象モデルを受け取ったワーカ計算機は，モデ
ル検査を行う．この時，性質を満たすのであれば True を，
満たさないのであれば反例を出力する． 
（4） 反例が出力された場合，反例を基にシミュレー
ションが行われる．シミュレーションによって，抽象化
していない元のモデルでも成立する反例であるのならば
False を，元モデルでは存在しない反例ならばシミュレー
ション結果を返す． 
（5） 各ワーカ計算機で求められたシミュレーショ結
果を，マスター計算機で統合する． 
（6） マスター計算機で統合されたシミュレーション
結果をもとに，抽象モデルを洗練する． 
以下，文献[16]の各操作について詳細を述べる． 
3.1 初期抽象化 
初期抽象化では，文献[15]と同様に，クロック変数に関す
る制約を全て除去することで，over-approximation を満
たすように抽象化を行う． 
 
定義 3.1 (抽象化関数 h )．時間オートマトン Α とその意
味上のモデル ),,()( 0  sSΑT について，抽象化を行
う関数 SSh ˆ:  を以下のように定義する． 
 
         .)),(( lvlh   
 
その逆関数
SSh 2ˆ:1  は hを用いて以下のように定義
する． ls ˆ である抽象モデルに対して ),.()ˆ( )(
1
lIDlsh 

 
 
定義 3.2 (抽象モデル)．時間オートマトン
)Α TIClL(A ,,,,, 0 から求められる抽象モデル
)ˆ,ˆ,ˆ(ˆ 0  sSM とその意味上のモデル
),,()( 0  sSΑT は以下のように定義される． 
 ・ ,ˆ LS   
 ・ ),(ˆ 00 shs   
 ・ )}.|)(,),({(ˆ 2121 ssshash
a
 　　  
3.2 抽象モデルの配布 
初期抽象化した抽象モデルを，各ワーカ計算機に配布す
る．このとき，配布される抽象モデルは同一のものであ
る． 
3.3 モデル検査 
モデル検査は，文献[15]と同様に行う． 
 
定義 3.3(抽象モデル上の反例)．抽象モデル
)ˆ,ˆ,ˆ(ˆ 0  sSM 上の反例は Sˆ の連続する状態と遷移の
系列である．ある長さ nの抽象モデルの反例 ˆ は以下の
  
ように表される． 
 
   n
a
n
aaaa
sssss
nn
ˆˆˆˆˆˆ
1210
1321
 

  
 
このとき，到達度解析を行うアルゴリズムの探索戦略を
各ワーカ計算機において変化させることで，抽象モデル
上で性質を満たさないと判定された場合に出力される反
例が異なることが期待できる． 
3.4 シミュレーション 
シミュレーションでは，文献[15]で提案されているシミュ
レーションアルゴリズムに従って，各ワーカ計算機上で
DBM の演算によって到達可能かどうかを判定する． 
3.5 シミュレーション結果の統合 
各ワーカ計算機上で計算されたシミュレーション結果を，
マスター計算機に送り統合する．このとき，モデル検査
やシミュレーションでの終了判定も行う． 
3.6 抽象モデルの洗練 
抽象モデルの洗練は，文献[15]で述べられている手法を用
いる． 
3.6.1 洗練時に行われる処理 
抽象モデルを洗練するとき，以下の 3 つの処理が行われ
ている． 
 ・状態を複製する 
 ・状態間の遷移を追加する 
 ・状態間の遷移を除去する 
このとき，状態の複製，遷移の複製，除去に関しての条
件は文献[15]において定義されている(図 3：アルゴリズ
ム 1)． 
ここで示されているアルゴリズム 1 を，提案手法に体応
させるために以下のように変更したアルゴリズム 1’(図 
4)を与える． 
ある反例の集合 ˆに対して，順にアルゴリズム 1 を実行
する．その結果を時間オートマトン Α に反映する．もし
仮に，反例の badstate を解消できない場合は，アルゴリ
ズム 1 を適用せず， ˆの次の反例に対して処理を行う． 
3.6.2 反例の重複 
抽象モデルを洗練するときに問題となるのは，複数の反
例を抽象モデルの洗練に適応した際，反例の選択順序に
より誤った洗練を行わないことを保証することである． 
まず，反例の重複について，定義 3.4 で与える． 
 
定義 3.4 (反例の重複)．ある反例 1ˆ と 2ˆ が重複してい
るということは， 1ˆ と 2ˆ が共有する 1 つ以上の初期状
態以外の状態 sˆを保持していることである．反例の集合
が重複していないとは，その集合のどの 2 つをとっても
重複していないことを意味する． 
定義 3.5 (badstate)．ある反例 ˆ に含まれる遷移におい
て，時間制約を満たさない最初の抽象モデル上の状態の
ことを badstate とする． 
 
 
図 3 アルゴリズム 1：洗練アルゴリズム 
Fig.3  Algorithm 1 : Refinement Algorithm 
 
定義 3.6．ある抽象モデル Mˆ と，与えられた反例の集合
ˆに対して，大域的に正しい洗練M ˆ とは， ˆが 1ˆ ，
2ˆ に分割でき， 1ˆ に含まれる反例に対しては badstate
が解消され， 2ˆ の中の反例はM 
ˆ で実行不能な洗練のこ
とである． 
 
これより定理を示す．なお，定理の証明については論文
[16]で行っている． 
 
定理 3.1．到達可能性解析においては反例集合の反例をど
のような順番でアルゴリズム 1’を適用しても大域的に正
しい洗練である． 
 
定理 3.2．重複のない反例集合に対して，到達可能性解析
においては反例集合の反例をどのような順番でアルゴリ
ズム 1’に適用しても大域的に正しい洗練になる． 
 
定理 3.3．重複のある反例集合に対して，到達可能性解析
においては反例集合の反例をどのような順番でアルゴリ
ズム 1’に適用しても大域的に正しい洗練になる． 
 
なお，反例の適用順序により一般に得られる抽象モデル
は異なりうる可能性がある．また，逆に適用順に関わら
ず同一の結果を生み出すこともある． 
 
  
 
図 4  アルゴリズム 1'：洗練アルゴリズム（複数パス） 
Fig.4  Algorithm 1’ : Refinement Algorithm of CEs 
4．評価実験 
本章では提案手法について評価実験を行う． 
4.1 実験環境 
提案手法を実行する並列計算環境を以下に示す． 
 マスター計算機 
  CPU：Intel(R) CoreTM 2 Duo CPU L7700 1.80GHz 
  メモリ：2.00GB  OS：Ubuntu 10.0.4 
 
 ワーカ計算機（14 台） 
  CPU：Dual Core AMD OpteronTM  
                                    Processor 2210 HE 1.80GHz 
  メモリ：6.00GB  OS：CentOS 5.4 
また，マスター・ワーカ間の通信には Java の RMI フレ
ームワークを利用した． 
4.2 モデル検査ツール 
モデル検査は，モデル検査ツール UPPAAL[7]のモデル検
査モジュールを利用する．反例の探索戦略は深さ優先の
最適化探索とし，出力する反例はランダムに設定する．
このことで今回の目的としている複数種類の反例を出力
させる． 
モデル検査による反例抽出処理がランダムで行われるた
め，出力を均一化するために 1 つの事象につき 5 回ずつ
実験を行い，その平均を実験結果として用いる． 
4.3 対象とした例題 
Fischer の相互排除プロトコル[9]と Gear Controller[14]
をそれぞれ利用する． 
4.3.1 Fischer の相互排除プロトコル 
Fischer の相互排除プロトコルは， n個のプロセス間で 1
つしかない資源の使用を管理するプロトコルである．1 つ
のプロセスが 4 つのロケーションしか持たないため，比
較的複雑度の低いモデルであるといえる．また，各プロ
セスがシンメトリな構造を持つため，出力される反例が
複数あることが期待できる．そのため，文献[16]の手法に
適していると判断した． 
4.3.2 Gear Controller 
Gear Controller モデルは自動車などの乗り物に用いられ
るギアの操作をモデル化したものである．このモデルは 5
つの異なる構造をしたプロセスから構成される．そのた
め，システム全体の複雑度が高く，ロケーション数も多
い．Fischer の相互排除プロトコルとは対象的であり，反
例出力が複数ない可能性があるため，文献[16]の手法の性
能評価に適していると判断した． 
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図 5 ループ回数：Fischer 
Fig.5  Number of Iterations : Fischer 
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図 6 ループ回数：Gear Controller 
Fig.6  Number of Iterations : Gear Controller 
 
モデルの生成については，UPPAAL のモジュールが行う． 
4.4 探索戦略について 
今回の実験では，出力される反例の性質の違いに対して
も効果が表れるかどうかについて実験を行った．反例の
探索戦略としては，探索された反例の中で最も早く発見
された反例を返す Fastest Trace と，発見された反例の中
で長さが最短の反例を返す Shortest Trace の 2 つについ
て評価実験を行った． 
4.5. 実験結果 
4.5.1 ループ回数 
まず，ワーカ計算機を増やした際のループ回数に対する
台数効果について調べる．ここで，ループ回数とは提案
手法の処理が行われた回数を示している．図 5，6 は，ル
ープ回数に対する台数効果を表している．Fischer の相互
排除プロトコルや Gear Controller の Fastest Trace では
ワーカ計算機の台数に応じてループ数が減少しているが，
  
0
50000
100000
150000
200000
250000
1 2 3 4 5 6 7 8 9 10 11 12 13 14
ti
m
e
(m
s)
computer node
Fischer : Shortest Trace
Fischer : Fastest Trace
 
図 7 実行時間：Fischer 
Fig.7  Excute time : Fischer 
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図 8 実行時間：Gear Controller 
Fig.8  Excute time : Gear Controller 
 
Gear Controller の Shortest Trace のみ，途中からワーカ
計算機の台数を増やしてもループ回数が減少していない
ことがわかる． 
4.5.2 実行時間 
次に，実行時間の台数効果について調べる． 
 図 7，8 では，実行時間に対する台数効果を表している．
Fi-scher の相互排除プロトコルはどちらも途中から実行時
間が横ばいになる傾向が見られた．一方，Gear Controll-
er は Fastest Trace では実行時間が途中から横ばいになる
が，Shortest Trace では４台から増加傾向になることがわ
かる． 
4.5.3 生成状態数 
最後に，生成状態数の増加量について調べる． 
図 9，10 は，生成状態数に対する台数効果を表している．
状態は洗練時に複製されるため，生成状態数が増加する
ことは抽象モデルに対して不必要な洗練が行われ，結果
実行時間の増加に繋がるということを示している． 
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図 9 状態生成数：Fischer 
Fig.9  Number of States : Fischer 
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図 10 状態生成数：Gear Controller 
Fig. 10  Number of States : Gear Controller 
 
図 9，10 から，Fischer の相互排除プロトコルや Gear 
Controller の Fastest Trace では緩やかな増加傾向が見ら
れたが，Gear Controller の Shortest Trace では強い比例
の関係が見られた． 
4.5 実験結果の考察 
実験結果に対する考察を行う． 
まず，Fischer の相互排除プロトコルについてであるが，
ループ回数は台数効果が出ていることがわかる．これは，
抽象モデルでの反例が複数出力されていることが期待で
きる．しかしながら，図 7，9 から，状態数が緩やかに増
加しており，また実行時間も低下していない．これは，1
回のループにかかる時間が増加し，結果実行時間が横ば
いになるということが考えられる． 
次に，Gear Controller についてであるがこちらは Faste-
st Trace と Shortest Trace で結果が大きく異なった．Fa-
stest Trace では Fischer の相互排除プロトコルとほぼ同
等の傾向が表れていたが，Shortest Trace では実行時間の
増加などが傾向として現れた．これは，モデルの複雑度
  
が高く，長さを最短のものと制限した場合に出力される
反例が Fischer の相互排除プロトコルよりも少なかったの
ではないかと推測される．ループ数の削減もほとんど起
きていないため，同一の反例を複数のワーカ計算機が返
す結果となり，処理の冗長化を招き実行時間が増大した
と考えられる．実際，Fastest Trace の場合はある程度 F
ischer の相互排除プロトコルと同じ傾向のグラフが表れ
たため，反例の長さに制約を加えなければ、複数の反例
が出力されることが期待できる． 
実験では，モデル検査の処理がランダム性に依存するた
め，詳しい解析ができなかった．今後，実行時間の短縮
のためには反例抽出時に反例の有用性についての議論を
行う必要がある．また，本稿で評価した手法ではシミュ
レーション結果の同期をとって取得しているため，ワー
カ計算機を増やした際に発生するマスター・ワーカ間の
通信オーバーヘッドについても今後解消すべき課題であ
る． 
5．おわりに 
本稿では，時間オートマトンに対する時間抽象化を用い
た洗練手法の並列化について，評価実験を行った． 
今後の課題としては，今回の評価実験で得られた，実行
時間に対する台数効果の阻害要因を調べるために，k-最
短路探索手法による到達度解析を行い，抽出された反例
の評価を行う．また，マスター・ワーカ間の通信を非同
期にするなど，並列に実行できる部分について速度向上
について改良していきたい． 
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