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Abstract Tensor analysis (also called as numerical multilinear algebra) mainly in-
cludes tensor decomposition, tensor eigenvalue theory and relevant algorithms. Polynomi-
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with polynomial objects functions under polynomial constrains. This survey covers the
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Üþ´êâ«ü§mnÜþ§´ Ù¥eI´m§z
ICz´l1n, ùpm, nÑ´ê. w,§m1Ú2§¤L«Üþ
©O´nþÚn
. A´Üþ§±PA = (ai1···im), ùpij = 1, · · · , n§j =
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nÜþA±m"nþ	È§K¡ù	È´
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	§Ý
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Üþ§3°ÝN^e§U¬~
Üþ;!DÑ!©Ûóþ. ÚÝ
/ØÓ´§ùCPZ%C¯K¬
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¨Þ§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q.
3Üþ©)ÚZ$%C¥§Ìküa{µa´{§ùa{Ì/Ï
Ý
nØ¥®k(ØÚ{§'uÜþ©)(Ø§XpÛÉ©) (HOSVD)¶
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2005c§Qi[6]ÚLim[7]©OÕáJÑ
ÜþAAþVg§§±w
¤´Ý
AAþí2. ±`§ÜþA!AþÐJÑ§Ì
´lêÆÝÑuéÝ
A!Aþg,uÐÚí2§Üþ©)uÐµ
ÚÄÅkéØÓ. QiÚLimÑ´ÄÜþ´é¡9A!Aþ¢/.  
5§Chang[8]Ñ
ÜþA!Aþ½Â.  ÜþAnØ9A^

¯uÐ.
1.2 ÜþAnØ9{¡
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ÜþAAþ½ÂÌkXeü«µ
Axm−1 = λx[m−1]
Ú
Axm−1 = λx, ‖x‖2 = 1,
ùpAxm−1L«nþ§Ù1i©þ½Â
(Axm−1)i =
n∑
i=1
ai1i2···imxi2 · · ·xim , i = 1, · · · , n.
§m = 2§ö´. 3¢ê¥§¡1«½Â¥λ, x©OéA
uÜþAH-AÚH-Aþ§1«½Â¥λ, xéAZ-AÚZ-A
þ. XJò1«½Â¥2-êU1-ê§ù§λ, x©O¡Z1-AÚZ1-A
þ[9]. Ý
/aq§±éÜþ½ÂÛÉÚAAþ.
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nØ¡§|^Aõª¦)Ý
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{. aq/§|^
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ù±?ÚïÄÜþA9Ù'¯KJø7nØÄ:Ú#g´. ®k
'¤J[10].
Qi[6, 11]?Ø
H-Aê9¤kAÚ!È!­ê!A3Ce
ØC5!O(J§¿|^(ªnØïÄ
àgÜþAê. Qi[12, 13]
Ñ
ÜþA3óêÜþ5O!Æã!þfÅ!5åÆÚ
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Lim[7]|^C©{ÚÑ
ÜþA!ÛÉ½Â¿½Â
ÜþØ59
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Ng, QiÚZhou[24]ÄkòÝ
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H-A
¯K§Chang[25]3Üþ´^ey²
{Âñ5§ZhangÚQi[26]3Üþ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Ñ
«¦)ÜþÌ»{§¿y²
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Zhou[29] ¦^ù«dC§2â'¯KA:§¦^à`ztµEâ§JÑ
¦
)KØÜþÌ»{.
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¯K. éùa¯K¦)8cÌkna{µa´æ^å`z¥®k{½
â¯KA:·Cz¦)¶,a´æ^aqu¦H-A{ª¦)¶
138 oúw§' §¨Þ§ 18 ò
ka´æ^¦)àg5y¯K½lÑ`zÛ`uÐå5½5yt
µEâ§Ù{´ò¦à`z¯K`O3«mS§«müà
ÏL¦)¯Kaàtµ`z¯K§2ÏL,«ÅEâ)¤Cq). Kolda
[30]æ^1«{JÑ
«¦ () Z-A{§
ÑKofidis[31]J
Ñ{UØÂñ":§38I¼ê\
 £§±yÙ¥ëê¿©½¿©
§8I¼ê´à½]§, 2¦^{. ù«{Ã{y¦Z-A
. Qi, WangÚWang[27]é$$AÏ/§Ñ
¦)A!Aþ
{. ±`§cü«{þÃ{y¦½Z-A.1n«¦)Eâ±
B\õªÛ`z¦){¥. Hu, HuangÚQi[32]ò¦)Üþ (9) Z-
A¯K=z¦)X½5y¯K§Ù¥¦^Ì{´õª`z¥²
Ú (SOS) {. 3eÜ©òéé¡Üþ½Z-A½õª`z¯
K){9k'(J[Øã.
1.3 ?ÚuÐª³Ú¯K
(1)8cÜþ^uÚãnØk'ïÄ®
k(J ([33-36]) . 2013c5
34²Æðm
ãÌnØÆâ¬Æ.Üþ{®'ßêâ!Ø a!ÀªE
â!Ý
z¯KïÄ¥. 3ù
¯KïÄ¥§^ ÜþOÝ
´ÙÌCz.
ù«í2ko`:§9ïÄ#.#¯K§Ñ´IïÄ.
(2) Üþ©)!%C9 () Z-A½Ù¦a.AO¬5õ/
¦^õª`z!5©Û¥(ØÚ{§AO´ùp5`z¯K
Û`)O§áuõª`z¥IïÄ­¯K. ?ÚuÐª³9¯K
ëe¡õª`zÜ©.
(3) ÜþkÐA«½Â§ùA«½Â´ØÓ§ù´ÚÝ
/k­
«O/.z«½Â¹ÂÚA:§*dm'X§OÚO´I?
ÚïÄ¯K.
(4) ?ÚïÄ¦)õA{. 3
äN¯K¥, A¹Âk?
ÚïÄ.
2 õª`z¥
#?Ð
2.1 ïÄ+Vã
õª`z´8I¼êÚå¼êþõªaAÏ55y¯K§d
uõª`z¯KKKT^E,õªXÚ§Ïd§õª`z¯KïÄ
)õª§|¯K. e¡{lõª`z¯KêÆ.!A^Úê{
¡§éÙuÐ{¤!yGcµ0.
õª`zïÄ{¤JHilbertu1900c3niðm13ISêÆ[
¬þJÑ117¯K,=Kõªknõª (=üõª')²Ú (SOS)
d5?Ø[37]. §Hilbertß:?Û¢KõªÑUL«¤knõª
²Ú. 1927cArtin[38]y²Tß¤á. ïá¢Kõªknõª²
ÚLª§Delzell[39]Ñ
aE5{.
õª`zØ=355y¯K¥kÄ:5A^ (XSg5y{!&6
{f¯K)§
·Üê5y=z¤õª`z.§²L!+n!Ï!
Ï&Úó§¥þ¢S¯KÑ±^õª`z5ï (X[40—50]). Ïd, õ
ª`z¯KïÄØáÚ
Nõ`zïÄÆö,, Úå
1l¯êÆ
ïÄÆö5¿. ¦©OlnØ©ÛÚêOÝéT¯KÐmïÄ,
X
­ïÄ¤J. Ù¥§dug`zAÏ/ §ÙïÄ{¤caÈ!¤¤Jc
´L ([37, 50-54]).
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,	§lþfåÆÚÆ¤¥JõÑõª`z¯KáuaAÏàgõ
ª`z¯K. Äuàg (AO´pgàg) õª`zÜþOm'X§<
éùaõª`z¯K?1
XÚïÄ§éõk¿Â(J§XÜþ$%CÚ
©)[27, 31, 43, 55−57].
õª`z¯K´à. Ïd3õê¹e´NP-J[58]§$3ü ¥þ
àgõª4¯K´Xd[59]. ¤±§õª`z.Û`)´
~(J. éuõª`z¯K, @Ïó[51, 60]õ´ÄuêÆGrobnerÄÚ(ª
(Resultant) nØ5Ï¦õª`z¯K¤k.: (critical points)§l¥Ï¦¯
K`). ùa{"´Oþ, §·^uDÕÚ$¯K. éuãÌ
nØ!pênÚO!E,äO!õ¬7KÝ]¥õª`z.§du¤9
õª  ­ê½gêp§¯ K5§Ïdù«GrobnerÄÚ(ª{J±
1.
õª`z¯K­59Ù3nØÚ{Oþ(J¤íÄõª`zïÄ
ØäuÐÄå. 5`zAÏ/§O¦)ÙÛ`) (Cq) {¤
`zïÄöÌ?Ö. AO´§(Ü¢SµJÑ.(AÏ.ïÄÛ`
5^¿OkCq{¤õª`zïÄÌSN.
2.2 AaäNõª`zïÄ?Ð
õª`zïÄ©ëY.ÚlÑ.üa§kâ¢S¯KIq¹©
lÑ·Ü.õª`z.. ØØ´ëY.´lÑ.g5y§duÙ355y
¥ÕA/ Ú3Nõ¢S+2A^ÉAO'5. Cc5§pgõª`z
¯KAO´äkAÏ(àgõª`z¯KnØÚ{ïÄ­?Ð§àg
pg.¤õª`z+ïÄ9:.
éuõª`z¯K§ég,{´¦^®k55y{¦). d
uõª`z¯KAÏ5§AO´¯K5  ~§^ù
{5¦)
Çé$. õª`z¯K,){´/Ï`5^òÙ=z
5§|¯K[61]§, O¦){[62−65]. 3¯K5é§ùa{Oþ
"BàwÑ5.
ü ¥¡ (±3ØÓê¿Âe) åàgõª`z.´aAÏõ
ª`z¯K§d.¥õª8I¼êgêUép. ùa.3áÆ!Ú
OÆ¥k2A^§´pÜþAAþVg`z.2y§XcÜ
©¤`§pÜþ$%C©)¯K±L«ü ¥¡åàgõª`z
.. éù«AÏ(õª`z¯K§Qi[27]ÏLÚ\ÜþAÑ
Ì4
?¦){.
éuly Ý]|Ü¯KJÑaàõª`z¯K§Rustem[66, 67]JÑ

a*Ñ¦){. éuõªê5y¯K§'kEâ´òÙ=z
¥Õá8¯K[68, 69].
éuëY.õª`z¯K§'61Eâ´òÙtµ¤±3õª
mS (Cq)¦)à`z.§X55y (LP)!½5y (SDP)!Ýéótµ.
duSDP¯KkNõaqu55yA5§XSDP.äk(`ûéó/
ª§3·å5 (XSlaterå5)e§réó½n¤á. ù
5¤O«¦
)SDP.k{nØÄ:. 20­V90c§Alizadeh[70]!NesterovÚNemirovskii[71]©
OÕá/JÑ
¦)SDP.S:{§ùõª`z¯K¦)Jø
B.
SDPS:{Ø=¦SDP.3nØþ­, ¢SA^2. duSDP
.3nØþõªm)§k
k{§U±d^5Nõê5yÚ
Û`z¥J¯K;%C§¤±3Ø!´O!Daä½ ÚÌ¤©©ÛN
õ+k2A^§ÓCq¦)õª5yAO´àg5yNP-J¯KJ
ø
4kå».
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õª`z¯K,«~Eâ´ÄuKõªÚõª²Úm'X
ïáSOS{. T{ÌÏLéõª`z¯K?1tµS½5y¯
K¦Ù`üNÂñu¯K`.lnØþù§SOS{±¦)?Ûõª`
z¯K¿¤¦O°Ý. éuõª`z¯K§Nesterov[72]y²SOS{3
õªmS±¯K`). T(ØÓ·^uÃå±L«¤SOS/ª
õgõªÚogõª`z¯K.
éuõª`z¯K, Shor[37]ÏL,«=òÙ=z8I¼êÚ
å¼êþgõª`z¯K, , ÏLtµEâ2òT¯K=zIO/ª
eà5Ý
Øª¯K (LMI). |^y¤{±3ámS¯K
`e.. ¦e.C¯K`, I3¥m= (
g) õª`z¯K¥O\gå¼ê. Ta{ 5ÏL(Ü²Ú (SOS) {
Parrilo[54, 73]?ÚU?.
¦+¿¤kKõªÑUL«¤õª²Ú, ùa{3¢SOL
§¥~k. SOS{½5y¯K'§ÙC«, Lasserre[53, 74]ÏLÝ
(moment) Ý
ïá
õª`z¯K½5y¯K=z/ª, ¿ÏL½5y¯K
`S5.½¯K`§±¤°Ý. SOS{I¦)½5y
¯K§¤±3¯K5ÿ§T{CØ2¢^.
^Ý-SOS{k3kÚSõª`zÛ`§k'Ðn
Ø5ÚêJ. du¦)L§¥IO½5y¯K5'u¯K¥
CþêÚõªpgê¤Cqê¼ê§ÏdU^5O5½äkA
Ï/ª (Xé¡!DÕ) 5õª`z¯K, ¯K`)kI
é¥m¯KO\#å­#O, lOþÍO[53, 54, 73]. ù¤õ
ª`zuÐ´¶.
éuÜþ/ªõª`z§du{OþÜþê¥êO§~
zSÚOþ§<¦^O`z{½© Eâ¦)[31, 55]. éuóàgõª
`z¯K§Ú?²£Eâ3¹eïá{ÛÂñ5[75]§T{O
ÇkJp.
Äuþã©Û§<l,	ÝéT¯KÐmïÄµÏ¦õª`z¯KC
q). é (Max-Cut) ¯K¥g5y.§GoemansÚWilliamson[76]¦^t
µ{¯K0.878Cq'{.  §ù­gUNõÆöí2
g5y/ ([26, 77—81]). AO/§éu/1,−10åe½gõª`z
¯K§Nesterov[82]0.636 Cq'{. ù
Cq{´î8k{. éu
½Â3õý¥8þg5y¯K§Nemirovski[78]JÑ
Ω( 1lnm ) Cq
{§T. 5Luo [77, 83]í2.
3±þ¤9Cq{¥§8I¼êþ´g. éugêpõª`z
¯K§ÙCq{ïÄE?uåÚã. éäk{üåAÏ/ªpgõª`
z¯K§De Klerk[84]Ñ
ÄõªmCqY (PTAS).  §Barvinok[85] í
2
T{§é½Â3ü ¥¡þõª`z¯K§Ñ
a#Cq{. é½Â
3õý¥8þogõª`z¯K§LuoÚZhang[86]òÙtµ¤g½5y¯
K§¿?ÚÏL5z{ïá
k{. Xc¤ã§é¡Üþ½ é¡Üþ
 () Z-A (ÛÉ)±8(ü ¥þàgÜþ¼êÛ`¯K. Ling[56]J
Ñ
Vgàg¼ê3ü¥¡åe`z.§ÏLòÙtµV5½5y
.Ñ
Cq{§ÙCq'[86]¥(J. Yang[87]Ä
.§í
2
®k(J.,	§Úàg5y½tµØÓ´§Vg½ogÜþ¼ê
½tµ§`z¯KE,´à`z¯K§«Eâ´2æ^gtµ§±B
±Oà`z¯K[22, 88]. Ling[57]ÚZhang[89]ÏLV5½5yÄ

gåVgõª`z¯K§Ñ
õªmCq{. d	§Zhang[90]
Ä
ü ¥¡þngàgõª`z¯K§¿Ñ
CqÝO. éu?¿gàgõ
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ª`z3õgåeCq{â»5guHe[91]ó§¦ÄgJÑ
Ü
þtµ{§ÏLòàgõªtµõ­5¼ê¿ïáÙ¥xù5?n
àgõª§Ñ
ACq{.  5§He[92]qé½Â3?¿4à8þàg
õª`z¯KÑ
õªmCq{§ù´8cõª`zCq{ïÄ¥
U?n?¿gàgõªïÄ(J. d §So[93]qæOAÛÜþtµ(
Ü{§é¥¡åeàgõª`z¯KJÑ
#Cq{§Jp
Cq'.d
	§He[94]Ä
êõª`z¯KÚ·Üõª`z¯K. k'õª`z¯K
Cq{#uÐ§ëLi[95]C;Í.
C5§léóÝéõª`z¯K`.ïÄÅì,å§Ù¥)De K-
lerk[96]ÚNie[97]¤ÐÚó. Cq{ØÓ§ùa{UÑ¯Kþ
. (½ö¯Ke.)§ØUCq). ¤^{Ñ´ÄuSOStµ©Û.l
¢^Ý5w§XJéu,AÏõª`z¯K~f§daOTÐUCq
{.§Òué
d¯K`).
Ø
ëY.õª`z.§ûüCþ=lÑõª`z.´a
2A^ÚïÄõª`z¯K.ùaõª`z.Ø=3ãØ3 ²ä!
èÅïÄ+k2A^. lÑûüCþg5yÚV5.®2ïÄ§c
Ù´lÑûüCþg5y.§duÙ«ãy©¯K'\ïÄ.g
,/§lÑûüCþpgàgõª`zÚõ­5`z.Ñ´ïÄ¯K[55].
¦)õª`z¯K^8cé§@Ï^kGloptipoly[98]§SOSTOOLS[99]
ÚÄuDÕ(õª`z¯K^SparsePOP[100]. ù
^ÑÄuSOStµ
{¿/Ï½5y¦){?¤§ÏdU)û5õª`z.. 
´§XOÅ!päØäuÐ¿1OEâØämu§¦)5AOD
ÕSDP.¤U[101, 102].
2.3 ïÄuÐª³'Æ¯K
õª`z¯K´aAÏêÆ5y¯K.¡§§ëY`z!lÑ`zÚà
`zêÆ5yÙ¦©|KÜ¶,¡§§3nØþqêAÛ!
êÚÝnØXêÆ+kXéX§SN2.·òlnØ!{A^n
¡{QãT+8 uÐeZª³Ú­¯K.
(1) nØ¡ ÄuÝnØSOS{?ÚïÄÚõªI5©Ûò¤'
ïÄ¯K.
a. 8c§ÄuLasserre?©)[53]SOS{3õª`znØïÄ¥ÓkÌ/
 §ùò´õª`znØïÄ­uÐ§ÙÌSN)µLasserre
?kÂñ©Û§Nie[103, 104]éd®

ÐÚó¶,
AÏõª`z¯K
SOS{é¡5ïÄ§~XRiener[105]ïÄ¶_õª`z¯K[106].
b. 5I`zAO´½5y3Nõ+¥A^®~wÍ. glBurer[107]y²
aà (¹ëYÚlÑCþ)g5y¯K±d=VI5y (copositive
programming) §éuVIïÄ®Úå­'5§?ÚÚu
é
/JI0
ïÄ. Jiang[82]ïÄ
Kog.I§¿y²aogàgõª¯K½d
=5og.I5y¯K.Kg.I (½Ý
I)ØÓ§Kog.
IïÄSN'g.I´L. 8c§'ïÄ=?uÐ©ã. C§Ahmadi[108]y
²
Oogõª]à5´rNP-J. ù
ÐÚïÄL²§éupgõªI
nØïÄ~­§§ò´íÄõª`znØuÐ­K.
c. &Û/ª½äk¢SµAÏ(õª`z¯KÛ`)(
5Ú½OK.¿©|^õª¼êAÏ5ïá`5^§N¦)
AÏ
õª`z¯K (XÜþZ-A¯K)Jø#å». ®k
ïÄ ([109])§
ùa¯KïÄ(JEØ´éõ§§´õªÛ`z­SN.
(2) {¡ õª`z¯KÛ`{O´qJ?Ö. 8c§k
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NõØÓa.{§oN5`ÿØ. ?Úk{ïÄò´8 õª
`zïÄÌ!?Ö. 8c§{OïÄ9:)µ¢^¯
{O!pCq'{O±9ÄuSOSAÏ( (pg) õª`z{ïÄ
.
a. 8c®k{OïÄõ´SOS{ÚCq{§öÑkØv. ~X§yk
Cq{nØþUyOJEkJpm. 3OÜþAõ
ª`z¯K¥§O¦{ (alternating least square)[1]Ú©¬U?{ (maxi-
mum block improvement)[110]~k. C§Uschmajew[111]y²O¦{^uÜ
þ©)äk5Âñ5§ù`²ùa{~­.XÛâ.Ak(§Ï¦¯
k{½öÛÜU?{ò´8 õª`z{O­ïÄ.
b. SOS{,kÙÛ5§XÛ3¿©|^¤Ä.é¡5ÚDÕ5Ä
:þ§SOS{(Ü§O?15O{,´kF"uÐ§'
XWaki[100]muSparsePOP. ,	§XÛÄuSOSA­tµ ('XLasserretµ) 
{ïÄ¤Ä¯K`.´SOS{CAcïÄ9:. d{±@´C
q{pÖ§§ÚCq{¤¼Cq©O¤
¯K`þe.. 8c§
ù¡ÐÚó[96, 97].
c. Cq{´õª`z{ïÄ9:. Äk§ykCq{¤ïÄ.
å^Ñ{ü½äk,«é¡( ('Xý!ü ¥¡!lÑê:). X
Ûéõª`z¯KOCq{§´ äk]Ô5K.Ùg§ykCq{
¤¼Cq'EØÐ. ,3¢SO¥,
{LyÑ'ÙnØCq'Ð
J§XÛU?¤O{Cq'Eò´Cq{OïÄ¥­¯K. 
C§He[91] U?
aàgõª`z¯KCq{Cq'§´vUâ»
Ø%¯K´¶. {ü/`§Ò´ü ¥¡åengàgõªz¯KCq
'UØULΩ[( lnnn )
0.5]. ù9,	8c3Cq{ïÄ¥vU¼â»
JK§=ØCq%C(J§ù¯K§k?ÚïÄ.
(3) A^¡ Xc¤ã§õª`zïÄlØmÙA^µ. ,õª`znØ
ïÄ¡é(J§XÛÄuAÏ(ÚAÏêâA^.§ék{¦)¿
©Û.§´ õª`zïÄuÐ{¤¥­À¯K.c§ÉAO'5
­A^kµÆ¤!Üþ©)ÜþO!&Ò?n!)ÔÚO¡. ,	§Äu
,
AÏ(õª`z¯K§½ökAÏA^µõª`z¯K;^^
mu§´­À¯K.
3  (
Üþ©ÛÚõª`z¹´LïÄSN§8c?u¯uÐã. ©
öé
)
KÚ(J?1
nã§½´Ø
¡. éïÄ+k,
Öö§±ÏLk'©z§é,
KÚSN?Ú[
).
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