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Abstract
For a particular case of a branching random walk with lattice support,
namely the Yule branching random walk, we prove that the distribution
of the centred maximum oscillates around a distribution corresponding
to a critical travelling wave in the following sense: there exist continuous
functions t 7→ at and x 7→ φ(x) such that:
lim
t→+∞
sup
x∈R
|P(X(t) ≤ at + x)− φ(x− {at + x})| = 0,
where {x} = x−⌊x⌋ and X(t) is the height of the Yule tree. We also shows
that similar oscillations occur for E
(
f(X(t)− at)
)
, when f is in a large
class of functions. This process is classically related to the binary search
tree, thus yielding analogous results for the height and for the saturation
level of the binary search tree.
1 Introduction
We denote by N the set {0, 1, 2...} and by N∗ the set N \ {0}. The binary search
tree (Tn)n∈N∗ is a discrete time Markov process on the space of binary trees that
can be constructed as follows: T1 is a tree made of a single leaf. Given Tn, the
next state Tn+1 is obtained by uniformly choosing a leaf of Tn which we change
into an internal node with two leaves attached. The binary search tree is a
natural structure to store data and is related with the Quicksort algorithm. For
a general reference on the binary search tree, see for instance the monograph of
Mahmoud [30].
One can easily transform (Tn)n∈N∗ into a continuous time Markov process
simply by Poissonizing the jump times. More precisely, let (Nt)t∈R+ be a pure
birth process independent of (Tn)n∈N∗ which jumps from state n to state n+ 1
at rate n. Then
(T ct )t∈R+ := (TNt)t∈R+ (1)
is called the Yule tree process. It is also a model of a random growing binary
tree and is clearly a Markov process. Observe that we can give the following
alternative description of the Yule tree process. At time 0, the tree is reduced
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to a leaf. Each leaf lives for a random time with exponential distribution with
parameter 1 independent of the other leaves. When it dies, it is replaced by an
internal node with two leaves. For more details and other constructions see e.g.
[11, 34].
Note that Nt is the cardinal of Nt, the set of leaves alive at time t, and that
if we introduce the stopping time
τn = inf{t > 0, Nt = n}, (2)
Equation (1) yields:
(Tn)n∈N =
(T cτn)n∈N (3)
so one can go from one model to the other.
From the Yule tree process we can make a branching random walk in the
following way: for a leaf u ∈ Nt, let Xu(t) be its height in the tree (or its
generation). Define (X(t))t∈R+ , the measure valued process by:
X(t) :=
∑
u∈Nt
δXu(t), ∀t ∈ R+. (4)
X is then simply a branching random walk in continuous time with lattice-
integer support which we call the Yule branching random walk (sometimes it is
called the Yule-time process as in [12]). Each particle lives for an exponential(1)
time and is then replaced by two daughter particles situated one unit of distance
further. Fix 0 ≤ t0 ≤ t1 ≤ t2. As usual, for u ∈ Nt1 , we set Xu(t0) = Xv(t0),
where v is the unique ancestor of u in Nt0 . Furthermore, for convenient we set
Xu(t2) = Xu(t1), even if u is not alive at time t2. We will also write v < u
when v is the an ancestor of u.
The main focus of the present work is the study of the asymptotic behaviour,
of the height (i.e. the highest generation of a leaf) and of the saturation level
(i.e. the maximal level l such that there are no leaves for all levels up to l) of
the Yule tree and the binary search tree. We point out that for the branching
random walks we will talk about maximum and minimum rather than height
and saturation level which are reserved to trees.
Our paper is organized as follows. In Section 2, we state the main results.
In Section 3, we review the relevant literature and discuss our results. Section
4 is dedicated to the proofs of results concerning the Yule branching random
walk and Section 5 to the application of these results to the binary search tree.
2 Main results
Let us define X(t) := maxu∈Nt Xu(t) and X(t) := minu∈Nt Xu(t).
For (x, t) ∈ R× R+, set:{
h(x, t) := P(X(t) ≤ x) = P(X(t) ≤ ⌊x⌋)
h(x, t) := P(X(t) ≥ x) = P(X(t) ≥ ⌈x⌉) . (5)
Proposition 2.1. h and h solve the equation:
∂th(x, t) = h
2(x− 1, t)− h(x, t), (x, t) ∈ R× R+. (6)
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The connection between the Yule branching random walk and Equation (6)
is analogue to that between the branching Brownian motion and the F-KPP
equation described in next section. We say that x 7→ φ(x) is a travelling-wave
solution of (6) with speed c ∈ R if (x, t) 7→ φ(x − ct) is a solution of (6). One
can easily check that φ is a travelling-wave solution of (6) with speed c ∈ R if
and only if it solves the differential equation:
cφ′(x) =
(
φ(x) − φ2(x − 1)) , x ∈ R. (7)
We will see in the next section that in the case of the branching Brownian
motion and the F-KPP equation, the key result proved by Kolmogorov et al. in
[24] is that t 7→ P(X(t) ≤ x +mt) (where mt is an appropriate centring term)
converges uniformly in x to ω∗, the critical traveling wave.
In the case of the Yule branching random walk, the functions h and h de-
fined in (5) are continuous in t but piecewise constant in x, which implies that
whatever the centring is, the distribution cannot converge. However, we see
in the following theorem that the asymptotic distributions oscillate around the
critical travelling-waves.
For θ ∈ R∗, introduce
cθ :=
(2eθ − 1)
θ
. (8)
We denote by θ+ (respectively by θ−) the largest (resp. the smallest) solution
of cθ = 2eθ. We also set c+ := cθ+ and c− := cθ− . Numerically, [17] we have:

c+ = 4.311...
θ+ = 0.768...


c− = 0.373...
θ− = −1.678... .
Theorem 2.2. Let at = c
+t − 3 log(t)2θ+ , bt = c−t − 3 log(t)2θ− (recall that θ− < 0)
and {x} = x− ⌊x⌋.
There exist a monotone travelling-wave solution φ at speed c+ and a monotone
travelling-wave solution φ at speed c− of (6) such that:
lim
t→+∞
sup
x∈R
|P(X(t) ≤ at + x)− φ(x− {at + x})| = 0 (9)
and:
lim
t→+∞
sup
x∈R
|P(X(t) ≥ bt + x) − φ(x− {bt + x})| = 0. (10)
Observe that (9) is equivalent to:
lim
t→+∞
sup
x∈R
|P(X(t) ≤ x)− φ(⌊x⌋ − at)| = 0 (11)
and a similar formulation holds for (10). We will now extend Theorem 2.2. For
each piecewise continuous function f we define Gf , Pf and rf by:

Gf (t) := E
[
f
(
X(t)− at
)]
, t > 0,
Pf (s) :=
∑
k∈Z f(k − s)
(
φ (k − s)− φ (k − 1− s)) , s ∈ R,
rf (t) := Pf (at), t > 0,
(12)
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when these functions are well-defined. Note that Pf is clearly 1-periodic. Before
stating the theorem, let us give some notations. We denote by f (i) the ith
derivative of a function f ∈ Ci(R). For two real functions f and g, we write:
f(x) = ox (g(x)) ,
when there exists a function ǫ such that limx→+∞ ǫ(x) = 0 and such that f(x) =
ǫ(x)g(x) and
f(x) = o
x→±∞
(g(x)) ,
when the function ǫ also satisfies limx→−∞ ǫ(x) = 0.
Theorem 2.3. There exists δ > 0 such that for each piecewise continuous
function f which satisfies f(x) = o
x→±∞
(eδ|x|) Gf , Pf and rf are well-defined
and we have:
lim
t→+∞
|Gf (t)− rf (t)| = 0. (13)
Furthermore, if f ∈ Ck(R) satisfies f (i)(x) = o
x→±∞
(eδ|x|), for 0 ≤ i ≤ k, we
have that Gf , Pf , rf ∈ Ck(R+) and:
lim
t→+∞
|G(k)f (t)− r(k)f (t)| = limt→+∞|G
(k)
f (t)− (c+)kP (k)f (at)| = 0. (14)
Similar results for the minimum also hold. Observe that by taking, for x
fixed, f defined by f(y) = 1{y≤x} in Theorem 2.3 we find the result of Theorem
2.2 (if we omit the uniformity of the convergence).
It is interesting to see what Theorem 2.3 means in some particular cases.
Set
F˜t := Card{u ∈ Nt, Xu(t) = X(t)}. (15)
F˜t is the so-called "fringe" which has been studied by Roberts in [35] and by
Drmota in [17] (see next section for more details). Applying Theorem 2.3 with
power functions yields the following corollary.
Corollary 2.4. There exist three 1-periodic smooth functions Q1,Q2 and Q3
such that:
E(X(t)) = at +Q1(at) + ot(1), (16)
Var(X(t)) = Q2(at) + ot(1), (17)
E(F˜t) = Q3(at) + ot(1). (18)
To prove Equation (18), we use the following lemma:
Lemma 2.5. Let w(t) := E
(
X(t)
)
, ∀t ≥ 0. w is a smooth function whose
derivative is:
w′(t) = E
(
F˜t
)
, ∀t ≥ 0. (19)
Let us now turn to the binary search tree. Using (1) we show that Theorem
2.2 translates into an analogous oscillation result for the asymptotic distribu-
tions of the height (i.e. the highest generation of a leaf) and the saturation
level (i.e. the maximal level l such that there are no leaves for all levels up to
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l) of a binary search tree. We call ∂Z+∞ and ∂Z
−
∞ the limit of the derivative
martingales of the binary search tree defined in (141), and for K > 0:

ψ+K(x) := E
[
exp
(
−Ke−θ+x∂Z+∞
)]
ψ−K(x) := E
[
exp
(
−Ke−θ−x∂Z−∞
)] . (20)
Let Hn be the height of a random binary search tree with n nodes and ln its
saturation level.
Theorem 2.6. There exist K+,K− > 0 such that:
lim
n→+∞
sup
x∈R
|P(Hn ≤ ⌊alog(n) + x⌋)− ψ+K+(x− {alog(n) + x})| = 0, (21)
and:
lim
n→+∞
sup
x∈R
|P(ln ≥ ⌈blog(n) + x⌉)− ψ−K−(x− {blog(n) + x})| = 0. (22)
We will further see in next section that Theorem 2.6 and results by Drmota
allow us to obtain an analogue of Corollary 2.4. Let Fn be the number of
particles at the highest position for a binary search tree with n leaves. Note
that Fn is linked to F˜t by the relation F˜t = FNt .
Corollary 2.7. There exist three 1-periodic functions R1, R2 and R3 such that:
E(Hn) = alogn +R1(alogn) + on(1), (23)
Var(Hn) = R2(alog n) + on(1), (24)
E(Fn) = R3(alog n) + on(1). (25)
3 Previous results and discussion
3.1 Extremal particles in a branching process
The position of the extremal particles in a branching process has been studied in-
tensively. The case of the branching Brownian motion is the prototypical exam-
ple. In that setting, it is then well known [31] that p(x, t) = P
(
X(t) ≤ x), where
X(t) is the position of the maximum at time t, solves the Fisher-Kolmogorov-
Petrovskii-Piskunov (F-KPP) equation:
∂tp(x, t) =
1
2
∂xxp(x, t) +
(
p2(x, t)− p(x, t)) . (26)
Kolmogorov, Petrovskii and Piskunov [24] show that, for a good centring term
mt,
lim
t→+∞
p(x+mt, t) = ω
∗(x), (27)
where ω∗ ∈ C2(R) is the unique function (up to a shift) such that p˜(x, t) :=
ω∗(x−√2t), ∀(x, t) ∈ R×R+ is a solution of (26). One possible choice for mt is
the median mt = inf{x ∈ R : p(t, x) = 1/2}. Bramson [7] later shows famously
that any valid centring term must be of the form
mt =
√
2t− 3
2
√
2
log t+ C + o(1). (28)
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The study of the minimum (or equivalently of the maximum) of a branching
random walk also has a long story. Let us mention some remarkable results
on Mn, the minimum of a branching random walk. For simplicity, we consider
a branching random walk satisfying suitable assumptions and which survives
almost surely. Hammersley [20] shows that (Mn/n) converges almost surely to
a constant γ1. The almost sure behaviour of the minimum is refined by Hu and
Shi [22] who show that there exists a constant γ2 > 0 such that:
lim inf
n→+∞
Mn − nγ1
logn
=
γ2
2
a.s. , lim sup
n→+∞
Mn − nγ1
logn
=
3γ2
2
a.s. . (29)
As far as the average of the minimum is concerned, Addario-Berry and Reed [1]
show that:
E(Mn) = γ1n+
3γ2
2
logn+On(1). (30)
They also show that the minimum centred around its mean is tight and that its
distribution has exponential tails, that is there exist C, δ > 0 such that:
P(|Mn − E(Mn)| ≥ x) ≤ Ce−δx, ∀x ≥ 0. (31)
Aïdékon [2] proves a result similar to (27) for a large class of branching random
walks in the non-lattice case. He shows that there exists K > 0 such that for
all x ∈ R:
lim
n→+∞
P
(
Mn ≥ γ1n+ 3γ2
2
logn+ x
)
= E
(
exp
(
−Ke−x/γ2D∞
))
, (32)
where D∞ is the limit of the derivative martingale whose definition is given in
(149). The results of Addario-Berry and Reed (31) and of Aïdékon (32) will be
useful for some proofs. They are therefore stated in more details in Appendix
B.
Bramson, Ding and Zeitouni [8] give an alternative proof of Aïdékon’s The-
orem in a slightly less general case. In particular, they assume that the dis-
placements of each offspring of a particle are independent. Furthermore, the
authors claim that their method works in the lattice case. Note that, even if we
consider a discretized version of the Yule branching random walk, since the dis-
placements of the particles after a split are not independent in our framework,
we cannot expect to use directly the method of [8].
Let us now mention a work in the lattice case. Lifshits considers the follow-
ing branching random walk in [26]. At time n = 0, a particle is at 0. At each
time n ∈ N, every particle produces two particles which are translated by 1 from
their parents with probability 0 < p < 1 and by −1 with probability 1− p. He
proves that when p > 12 , the distribution of the centred maximum converges,
but when p = 12 , oscillations as in (9) exist except that the centring term is not
explicit (it involves the median).
In that context, Theorem 2.2 provides an example of oscillations of the
centred distribution of the maximum of a lattice branching random walk around
a function (the critical travelling-wave) with an explicit centring term. We have
already mentioned Aïdékon’s result which shows that this kind of oscillations
does not appears in the non-lattice case. It is interesting to see in Theorem 2.3
how this phenomena of oscillations extends to a large set of functions applied
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to X(t)− at. Indeed, Theorem 2.2 only yields (13) for very restrictive classes of
functions, for instance the class of continuous functions with compact support.
Nevertheless, we point out that for a given function f , we cannot be sure, in
general, that we have real oscillations in the sense that Pf defined in (12) can
be constant. In some specific cases, we can determinate whether Pf is constant
or not.
For instance, if f is defined by f(x) = 1x≤y, then Pf (x) = φ(y − {y − x}),
and thus we have non-constant oscillations. Similarly, if we assume that f is a
non-constant 1-periodic function, then we have Pf (x) = f(−x) and thus Pf is
also non-constant. However, for f(x) = φ(x) + φ(x− 1), we have that:
Pf (x) =
∑
k∈Z
φ
2
(k − x)− φ2(k − x− 1).
Since Pf is a telescoping sum, we have that Pf (x) = 1, ∀x ∈ R.
These examples are quite anecdotal but show that there is no trivial general
answer to that issue. The examples of Corollary 2.4 seem more interesting.
Whether E(X(t) − at), Var(X(t)) and E(F˜t) converge or not to a constant is
still an open problem. The proof of Corollary 2.4 shows that Q3 = c+ + c+Q′1
which implies that E(X(t)−at) converges to a constant if and only if E(F˜t) also
converges to a constant. Indeed, since Q1 is 1-periodic, Q1 is constant if and
only if Q′1 is constant.
Furthermore, the asymptotic behaviour of E(F˜t) is especially interesting be-
cause it is related to a more general question, namely the convergence of the ex-
tremal point process. In the case of the branching Brownian motion, it has been
shown independently by Aïdékon, Berestycki, Brunet and Shi [3] and Arguin,
Bovier and Kistler [5] that the extremal point process of branching Brownian
motion converges and Madaule [29] proved the analogous result for branching
random walks with non-lattice support. The lattice case has not been dealt
with and the behaviour of E(F˜t) could shed a first light on this case.
Analogous questions for the binary search tree will also be discussed in a
next section.
3.2 Yule generation process
One of the key step in studying the Yule branching random walk is to switch
our point of view by swapping the role of space and time. We thus introduce the
Yule-generation process defined as follows. Let Mn be the set of the particles
of the nth generation. For n ∈ N and for u ∈Mn define
Tu(n) = inf{t > 0, Xu(t) = n} and T (n) =
∑
u∈Mn
δTu(n). (33)
Observe that T (n) is itself a branching random walk with discrete time and
continuous spatial position with the following branching mechanism.
At time n = 0, a particle is at 0. At time n = 1, the particle dies and gives
birth to the point process: ξ := 2δE where E is distributed as an exponential
variable with parameter 1. We interpret ξ as two particles, both in position E.
At each time n, the particles of the previous generation die and give birth to
particles whose displacements from the parents are given by i.i.d. copies of ξ.
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This connection was established by Chauvin and Rouault [12] and allowed
them to prove the existence and uniqueness of travelling-waves.
The proof of Theorem 2.2 relies on the correspondence between the Yule
branching random walk and the Yule generation process defined in (33). An ad-
vantage of such a change of point of view is that, as already mentioned, the non-
lattice case is better understood. In particular, if we call T (n) = inf{Tu(n), u ∈
Mn}, Aïdékon’s result can be transposed from the non-lattice case to our case
thanks to the relation:
P(T (n) ≤ t) = P(X(t) ≥ n). (34)
Indeed, the event {T (n) ≤ t} means that before t there exists a particle whose
generation is n, which is equivalent to the fact that the maximal generation of a
particle at time t is greater than n. To avoid confusions later on, we emphasize
that if we take the complementaries of these events, (34) yields:
P(T (n+ 1) ≥ t) = P(X(t) ≤ n). (35)
An illustration of this correspondence is given below. The generation of the
particle u (the big circle) at time t = 4 is 2 and the reaching time of the second
generation for u is Tu(2).
1 2 3 4
1
2
3
0
Tu(2)
Xu(4)
T (3)
X(4)
Generation
Time
Figure 1: Correspondence between the Yule branching random walk and the
Yule generation process
3.3 Binary search tree
The average and the variance of the height and of the saturation level have been
studied by many authors. Initially, Robson [36, 37] proved that (E(Hn)/ logn)
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converges to a constant between 3.6 and c+ and in 1995, Devroye and Reed
[15] showed that Var(Hn) = On((log logn)2). These asymptotics have been
improved [13, 14, 16, 32] until Reed [34] and Drmota [17] independently proved
that
E(Hn) = alog(n) +On(1) and Var(Hn) = On(1), (36)
where we recall that at = c+t− 3 log(t)2θ+ , ∀t ≥ 0. Moreover for n ∈ N, let Υn be
the generating function of (P(Hk ≤ n))k∈N, that is:
Υn(x) :=
+∞∑
k=0
P(Hk ≤ n)xk, ∀x ∈ R. (37)
Drmota proves the convergence of the distribution of the height in the following
sense.
Theorem (Drmota [17]). There exists a decreasing function Ψ : R+ → (0, 1]
with Ψ(0) = 1 and limx→+∞Ψ(x) = 0 satisfying the integral equation
yΨ(y/e(1/c
+)) =
∫ y
0
Ψ(z)Ψ(y − z)dz (38)
such that
lim
k→+∞
sup
n∈N
∣∣∣∣P(Hk ≤ n)−Ψ
(
k
Υn(1)
)∣∣∣∣ = 0. (39)
See also Drmota [19] and Chauvin and Drmota [10]. Moreover, Chauvin and
Rouault [12] show that there exists a connection between Ψ, the function defined
in Drmota’s Theorem, and the derivative martingale of the binary search tree
∂Z+∞ defined in (141). Indeed, there exists K > 0 such that
Ψ(x) = E
[
exp
(
−Kxc+−1∂Z+∞
)]
. (40)
Observe that (40) tells us that that ψ+K(x) = Ψ(e
− x
c+ ), ψ+K being defined in
(20).
The main difference between Drmota’s Theorem and Theorem 2.6 is that
Υn(1) defined in (37) is implicit while alogn is explicit. However, Drmota pro-
vides a good approximation of Υn(1) by showing that:
Υn(1) = e
n
c+
+ 3 logn
2(c+−1)
+κn+on(1), (41)
where (κn) is a bounded sequence such that κn+1 − κn → 0. He also proves
that if there exists κ∞ ∈ R such that the better asymptotic
Υn(1) = e
n
c+
+ 3 log n
2(c+−1)
+κ∞+on(1), (42)
holds then Corollary 2.7 also holds. By comparing Drmota’s Theorem and The-
orem 2.2 we can give an equivalent to Υn(1) and show that (42) holds thus
yielding Corollary 2.7.
Drmota also gives more details about Fn. He shows in [18] that the os-
cillations of (E(Fn)) around c+ are at most of order 10−4. Moreover, in the
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same paper, he tells us that (E(Fn)) is increasing until n = 100000. If (E(Fn))
were increasing on N we could easily prove that (E(Fn)) converges. Whether or
not (E(Fn)) is increasing and whether or not (E(Fn)) converges are still open
questions.
The issue of the almost sure behaviour of the height and of the saturation
level for the binary search tree has been dealt with by Roberts in [35], where he
shows, relying on [22], that:
1
2θ+
= lim inf
n→+∞
c+ log(n)−Hn
log log(n)
< lim sup
n→+∞
c+ log(n)−Hn
log log(n)
=
3
2θ+
, (43)
and the analogous result for the saturation level. Roberts’ result yields a similar
behaviour for the maximum and minimum of the Yule branching random walk.
As far as the almost sure behaviour of Fn is concerned, Roberts shows [35]
that:
lim sup
n→+∞
Fn = +∞. (44)
4 Results on the Yule branching random walk
4.1 Proof of Proposition 2.1
This is a simple transposition of McKean’s proof for the branching Brownian
motion [31].
Proof of Proposition 2.1. We recall that the first division time τ2 defined in (2)
has an exponential law with parameter 1. Consider k ∈ Z and t ≥ 0.
• If k < 0 then h(k, t) = P (X(t) ≤ k) = 0, ∀t ≥ 0 and thus Equation (6) is
satisfied when k < 0.
• If k = 0, h(0, t) = P (X(t) ≤ 0) = P (τ2 ≥ t) = e−t. Therefore
∂th(0, t) = −e−t = −h(0, t) = h2(−1, t)− h(0, t).
• If k > 0, we decompose the event {X(t) ≤ k} in two parts depending on
whether τ2 ≤ t or not. Since the event {τ2 > t} is included in {X(t) ≤ k},
we have:
P
(
X(t) ≤ k) = P (τ2 > t) + P ({X(t) ≤ k} ∩ {τ2 ≤ t})
= e−t + P
({X(t) ≤ k} ∩ {τ2 ≤ t}) .
By strong Markov property, the event {X(t) ≤ k} ∩ {τ2 ≤ t} is equal to
{X(1)(t − τ2) ≤ k − 1} ∩ {X(2)(t − τ2) ≤ k − 1} ∩ {τ2 ≤ t}, where X(1)
and X
(2)
are two independent copies of X which are also independent of
τ2. Therefore,
P
(
X(t) ≤ k) = e−t + ∫ t
0
e−sP
(
X(t− s) ≤ k − 1)2 ds
= e−t +
∫ t
0
e−(t−s)P
(
X(s) ≤ k − 1)2 ds
⇒ etP (X(t) ≤ k) = 1 + ∫ t
0
esP
(
X(s) ≤ k − 1)2 ds.
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By differentiating with respect to t, we obtain:
et(∂th(k, t) + h(k, t)) = e
th
2
(k − 1, t)
∂th(k, t) = h
2
(k − 1, t)− h(k, t),
which is Equation (6).
We thus have proved that Equation (6) holds for k ∈ Z. Since h(x, t) = h(⌊x⌋, t),
we have also proved that this equation holds for x ∈ R.
4.2 Proof of Theorem 2.2
Since the proof of (9) is analogous to that of (10), we will just prove (9). We
know that the critical travelling-waves are of the form φK,θ+ (see (134)), where
K > 0. In order to simplify the notations, we will write φK instead of φK,θ+
from now on. We thus want to prove that there exists K > 0 such that:
lim
t→+∞
sup
x∈R
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)| = 0, (45)
where at = c+t− 3 log(t)2θ+ .
Furthermore, remember that the branching random walk (T (n)) is obtained
by switching time and space in the process (X(t)) (see (33)). The advantage of
such a change of point of view is that (T (n)) is non-lattice and therefore, after
some renormalizations, we can apply Aïdékon’s Theorem (Appendix B.2) and
finally use the relation (34) to prove (45).
Proof of Theorem 2.2. Consider T ′ defined by:
T ′(n) =
∑
u∈Mn
δ(c+−1)Tu(n)−θ+n, ∀n ∈ N. (46)
T ′ is a branching random walk which can also be described as follows. At time
n = 0, a particle is at 0. For every n ∈ N, each particle alive at time n splits
into two particles at time n+1. The displacement of the two new particles with
respect to their parent is given by two independent random variables which have
the same law as (c+−1)E−θ+, where E is an exponentially distributed random
variable with parameter 1.
We will first ensure that T ′ satisfies Aïdékon’s assumptions. Since the proofs
of (147) and (148) are very close to that of Assumption (146), we will omit them.
The first part of Assumption (146) is obvious since there is two particles at each
division. Now consider E an exponentially distributed random variable with
parameter 1. We recall that the Laplace transform of E is given by:
E
(
e−λE
)
=
1
1 + λ
. (47)
The term of the second part of Assumption (146) is:
E
( ∑
u∈M1
e−T
′
u(1)
)
= 2E
(
e−[(c
+−1)E−θ+)]
)
= 2eθ
+ 1
1 + (c+ − 1) = 2e
θ+ 1
c+
.
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By definition of c+ and θ+, we have c+ = 2eθ
+
. Therefore:
E
( ∑
u∈M1
e−T
′
u(1)
)
= 1 (48)
and thus the second part of (146) is proved. By differentiating (47) with respect
to λ, we get:
E
(
Ee−λE
)
=
1
(1 + λ)2
. (49)
This yields:
E
( ∑
u∈M1
T ′u(1)e
−T ′u(1)
)
= 2E
([(
c+ − 1)E − θ+)] e−[(c+−1)E−θ+)])
= 2eθ
+ c+ − 1
(c+)
2 − θ+.
Using the fact that c+ = 2eθ
+
and c+ = (2eθ
+ − 1)/θ+, we get:
E
( ∑
u∈M1
T ′u(1)e
−T ′u(1)
)
=
2eθ
+ − 1
c+
− θ+
= 0.
Hence, T ′ satisfies the assumptions of Aïdékon’s Theorem. Now consider the
derivative martingale (Dn) defined in (149) in the particular case of the branch-
ing random walk (T ′(n)):
Dn =
∑
u∈Mn
T ′u(n)e
−T ′u(n)
=
∑
u∈Mn
((c+ − 1)Tu(n)− θ+n)e−[(c+−1)Tu(n)−θ+n]
= θ+∂WGENn (θ
+),
where ∂WGENn (θ
+) is defined in (136). Furthermore, the relation (138) yields:
D∞ = θ
+∂W∞(θ
+). (50)
For n ∈ N and x ∈ R, we define:
tn =
n
c+
+
3 log(n)
2c+θ+
and dn(x) = P
(
T (n) ≥ tn − x
c+
)
. (51)
After straightforward computations, we can show that
dn(x) = P
(
T ′(n) ≥ 3
2
log n+ x
)
,
where T ′(n) = min{T ′u(n), u ∈Mn}. Aïdékon’s result (150) and Equation (50)
yield that there exists K > 0 such that:
lim
n→+∞
dn(x) = φK(x), ∀x ∈ R. (52)
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Moreover, for each n ∈ N, the fact that dn is a cumulative distribution function
and the form of φK (134) ensure that (dn) and φK satisfy the assumptions of
Theorem C.1. Therefore:
lim
n→+∞
sup
x∈R
|dn(x)− φK(x)| = 0. (53)
We will now use (35) to prove (45). We start by proving that there exists K > 0
such that for all x ∈ R:
lim
t→+∞
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)| = 0. (54)
We first rewrite P(X(t) ≤ ⌊at + x⌋) by using (35):
P(X (t) ≤ ⌊at + x⌋) = P (T (⌊at + x⌋+ 1) ≥ t)
= P
(
T (⌊at + x⌋+ 1) ≥ t⌊at+x⌋+1 + t− t⌊at+x⌋+1
)
= P
(
T (⌊at + x⌋+ 1) ≥ t⌊at+x⌋+1 −
c+(t⌊at+x⌋+1 − t)
c+
)
= d⌊at+x⌋+1
(
c+
(
t⌊at+x⌋+1 − t
))
. (55)
A straightforward computation gives:
c+(t⌊at+x⌋+1 − t) = ⌊at + x⌋ − at + 1 +
3 log(c+)
2θ+
+ ot(1),
where ot(1) = 32c+θ+ log
(
⌊at+x⌋+1
at+x+1
)
. By the triangle inequality:
∣∣∣∣d⌊at+x⌋+1(c+(t⌊at+x⌋+1 − t))− φK
(
⌊at + x⌋ − at + 1 + 3 log(c
+)
2θ+
)∣∣∣∣
≤ ∣∣d⌊at+x⌋+1(c+(t⌊at+x⌋+1 − t))− φK (c+(t⌊at+x⌋+1 − t))∣∣
+
∣∣∣∣φK (c+(t⌊at+x⌋+1 − t))− φK
(
⌊at + x⌋ − at + 1 + 3 log(c
+)
2θ+
)∣∣∣∣ ,
where K is fixed by (52). The first term on the right hand side goes to 0
by uniform convergence of (dn) to φK , see (53), and the second goes to 0 by
uniform continuity of φK (by (134) it is a continuous function with finite limits
as x→ ±∞).
We thus have proved that for all x ∈ R:
lim
t→+∞
∣∣∣∣P(X(t) ≤ ⌊at + x⌋)− φK
(
⌊at + x⌋ − at + 1 + 3 log(c
+)
2θ+
)∣∣∣∣ = 0,
which is (54) (since the travelling-wave is defined up to an additive translation
in the argument, we can incorporate 1 + 3 log(c
+)
2θ+ into K).
With the help of (54), we will now prove (45). For that purpose, we start
by proving that there exist t0, x0, x1 ∈ R, x0 < x1 such that:
sup
x∈]−∞,x0]∪[x1,+∞[
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)| < ǫ, ∀t > t0. (56)
First observe that:
x ≤ ⌊at + x⌋ − at < x+ 1, ∀x ∈ R, ∀t > 0.
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Furthermore, φK is increasing and tends to 0 when x goes to −∞. Therefore,
for ǫ > 0, there exists x0 ∈ R such that:
0 < φK(⌊at + x⌋ − at) < ǫ/3, ∀t > 0, ∀x ≤ x0. (57)
Equation (54) yields the existence of t1 > 0 such that:
|P(X(t) ≤ ⌊at + x0⌋)− φK(⌊at + x0⌋ − at)| < ǫ/3, ∀t > t1. (58)
The functions x 7→ P(X(t) ≤ ⌊at+ x⌋) is non-decreasing and tends to 0 when x
goes to −∞. Therefore, Equations (57) and (58) yield
|P(X(t) ≤ ⌊at + x⌋)| < 2ǫ/3, ∀x ≤ x0, ∀t > t1. (59)
Moreover, using the triangle inequality and with the help of (57) and (59), we
get:
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)| < ǫ, ∀x ≤ x0, ∀t > t1. (60)
We can prove in a similar way that there exists t2 > 0 and x1 > x0 such that:
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)| < ǫ, ∀x ≥ x1, ∀t > t2. (61)
By taking t0 = max{t1, t2}, we thus have (56). Moreover, since [x0, x1] ∩ Z is
finite, we have that:
lim
t→+∞
sup
x∈[x0,x1]∩Z
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)| = 0. (62)
For fixed t, x 7→ |P(X(t) ≤ ⌊at + x⌋) − φK(⌊at + x⌋ − at)| is constant on each
interval of the form: [⌊at⌋ − at + k, ⌊at⌋ − at + k + 1[, and then for fixed t
sup
x∈[x0,x1]∩Z
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)|
= sup
x∈[x0,x1]
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)|. (63)
Combining (56), (62) and (63) we obtain:
lim
t→+∞
sup
x∈R
|P(X(t) ≤ ⌊at + x⌋)− φK(⌊at + x⌋ − at)| = 0. (64)
4.3 Proof of Theorem 2.3
To prove Theorem 2.3, we first need to establish estimates on the tails of the
distribution of the maximum to determine a class of functions f sufficiently large
for which Gf and Pf (12) are well defined. Again, we will work with the Yule
generation process. More precisely, we rely on a result due to Addario-Berry
and Reed [1] (see Appendix B.1) which shows that the maximum of a branching
random walk with i.i.d. displacements has exponential tails.
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Proof of Theorem 2.3. Although the process T does not have independent dis-
placements, it is very easy to modify it to fit the hypothesis of Addario-Berry
and Reed’s Theorem (see Appendix B.1). We can consider (T (2)(n)) defined by:
T (2)(n) =
1
2
∑
u∈Mn+1
δTu(n+1)−τ2 , ∀n ≥ 0, (65)
where τ2 is defined in (2). Note that (T (2)(n)) is just a translation of (T (n))
where we remove one element of each couple of particles. The branching random
walk (T (2)(n)) can also be described as in Appendix B.1 by taking B = 2
and Y = E, where E is an exponential random variable with parameter 1.
Furthermore, (T (2)(n)) satisfies the assumptions of Addario-Berry and Reed’s
Theorem. Indeed, Assumptions 1,2 and 3 are clearly satisfied. By taking λ1 =
−c+θ+, we can also show, after straightforward computations, that Assumption
4 is satisfied.
Let T (2) = min{T (2)u (n), u ∈ Mn} and recall that tn is defined by (51).
Since the branching random walk T (2) almost surely survives, Addario-Berry
and Reed’s Theorem yields that there exists a bounded sequence ρ such that:
E
(
T (2)(n)
)
= tn + ρn, ∀n ≥ 1 (66)
and that there exist C,α > 0 such that for all n ≥ 1 and x ∈ R+:
P
(
|T (2)(n)− tn − ρn| ≥ x
)
≤ Ce−αx. (67)
Since for each x ∈ R+, α 7→ e−αx is non-increasing we can suppose that α < 1.
Furthermore, the relation (65) clearly implies:
T (n) = T (2)(n− 1) + τ2 (68)
and that τ2 is independent of T (2). Therefore, for n ≥ 2 and x ∈ R we get by
the triangular inequality:
P
(∣∣∣T (2)(n− 1)− tn−1 − ρn−1∣∣∣ ≥ x− τ2∣∣∣ τ2) ≤ Ce−α(x−τ2)
⇒ P
(∣∣∣T (2)(n− 1)− tn−1 − ρn−1∣∣∣+ τ2 ≥ x∣∣∣ τ2) ≤ Ceατ2e−αx
⇒ P
(∣∣∣T (2)(n− 1) + τ2 − tn−1 − ρn−1∣∣∣ ≥ x∣∣∣ τ2) ≤ Ceατ2e−αx
⇒ P ( |T (n)− tn + tn − tn−1 − ρn−1| ≥ x| τ2) ≤ Ceατ2e−αx.
The sequence (|tn− tn−1−ρn−1|) is bounded, therefore there exists M > 0 such
that:
P (|T (n)− tn| −M ≥ x|τ2) ≤ Ceατ2e−αx
⇒ P (|T (n)− tn| ≥ x|τ2) ≤ CeαMeατ2e−αx.
We have assumed that α < 1 and thus E (eατ2) < +∞. This yields that there
exists C2 > 0 such that:
P (|T (n)− tn| ≥ x) ≤ C2e−αx. (69)
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Fix η > 0. Since a is not bounded in the neighbourhood of 0, we will now choose
our times t in the set [η,+∞). With the help of (34) and (69), we now want to
obtain that there exist C3 > 0 and α′ > 0 such that for all t ≥ η and all k ∈ N
P
(|X(t)− ⌊at⌋| ≥ k) ≤ C3e−α′k. (70)
For that purpose, it suffices to prove that there exist C4, C5 > 0 such that:
P
(
X(t)− ⌊at⌋ ≥ k
) ≤ C4e−α′k and P (X(t)− ⌊at⌋ ≤ −k) ≤ C5e−α′k. (71)
Let us prove the first part of (71). By taking n = ⌊at⌋+ k in (69), we get:
P
(|T (⌊at⌋+ k)− t⌊at⌋+k| ≥ x) ≤ C2e−αx
⇒ P (T (⌊at⌋+ k) ≤ t⌊at⌋+k − x) ≤ C2e−αx.
Equation (34) yields:
P
(
X
(
t⌊at⌋+k − x
) ≥ ⌊at⌋+ k) ≤ C2e−αx.
By taking x = t⌊at⌋+k − t, we obtain:
P
(
X(t)− ⌊at⌋ ≥ k
) ≤ C2e−α(t⌊at⌋+k−t).
A straightforward computation shows that:
t⌊at⌋+k − t =
1
c+
[
k + ⌊at⌋ − at + 3
2θ+
log(c+)
]
+ ot(1),
and thus the first part of (71) follows. Since the proofs of the two parts of (71)
are similar, we omit the second. Equation (70) shows that the distribution of
the centred maximum has exponentially bounded asymptotics. Moreover, we
precisely know the asymptotics of φ by [12] and (130):
1− φ(x) ∼
x→+∞
xe−θx and φ(x) ∼
x→−∞
e
x
c+ . (72)
Using these facts we will prove (13). Let δ > 0, such that δ < min
(
θ, 1c+ , α
′
)
.
Let f be a piecewise continuous function, such that f(x) = o
x→±∞
(eδ|x|) and for
k ∈ Z, let gk and pk be defined by:
gk(t) = f(k − at) P
(
X(t) = k
)
= f(k − at)
[
h(k, t)− h(k − 1, t)] , ∀t > 0 (73)
and
pk(s) = f(k − s)
[
φ (k − s)− φ (k − 1− s)] , ∀s ∈ R. (74)
We will first show that Gf and Pf are well-defined. For k ∈ Z and t ≥ η, we
have:
P
(
X(t) = k + ⌊at⌋
) ≤ P (∣∣X(t)− ⌊at⌋∣∣ = |k|)
≤ P (∣∣X(t)− ⌊at⌋∣∣ ≥ |k|)
≤ C3e−α′|k|, (75)
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where (75) is a direct consequence of (70). Furthermore, the assumptions on f
and (75) imply that there exists C6 > 0 such that:
gk+⌊at⌋(t) ≤ C6e−(α
′−δ)|k|, ∀k ∈ Z, ∀t ≥ η. (76)
Similarly the asymptotics in (72) and the assumptions on f yield that there
exists (δ′, C7) ∈ (R∗)2 such that:
pk+⌊at⌋(at) ≤ C7e−δ
′|k|, ∀k ∈ Z, ∀t ≥ η. (77)
We see that the sums Pf and Gf defined in (12) are invariant by translation
by an integer. Thus:
Gf (t) =
∑
k∈Z
gk+⌊at⌋(t) and rf (t) = Pf (at) =
∑
k∈Z
pk+⌊at⌋(at). (78)
The upper bounds (76) and (77) ensure that Gf and rf are well-defined on
[η,+∞), for each η > 0. Therefore, Gf and rf are well-defined on R∗+. We
can also observe that if we further suppose that f is continuous on R, since
(76) and (77) yields the normal convergence of the series in (78), Gf and rf are
continuous and by a simple change of variables it is also the case for Pf . Let
us now prove (13). The upper bounds (76) and (77) yield that for ǫ > 0, there
exist k0 ∈ Z− and k1 ∈ N such that for all t ≥ η:
k0∑
k=−∞
gk+⌊at⌋(t) +
+∞∑
k=k1
gk+⌊at⌋(t) < ǫ, (79)
and
k0∑
k=−∞
pk+⌊at⌋(at) +
+∞∑
k=k1
pk+⌊at⌋(at) < ǫ. (80)
Furthermore, since there is a finite number of integers between k0 and k1, The-
orem 2.2 ensures that :
lim
t→+∞
k=k1∑
k=k0
|gk+⌊at⌋(t)− pk+⌊at⌋(at)| = 0. (81)
Equations (79), (80) and (81) thus yield that for all ǫ > 0; there exists t0 > 0
such that for all t > t0
+∞∑
k=−∞
|gk+⌊at⌋(t)− pk+⌊at⌋(at)| < 3ǫ, (82)
which is equivalent to (13).
We have yet to deal with (14). For m ∈ N, let f ∈ Cm(R) with:
f (i)(x) = o
x→±∞
(eδ|x|), ∀ 0 ≤ i ≤ m. (83)
The fact that f ∈ Cm(R) obviously implies that: t 7→ pk(at) and gk belong
to Cm(R∗+). We want to prove that Gf and Pf belong to Cm(R∗+). For that
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purpose, we will prove that, for each i ∈ {1, ...,m}, the series
(∑
g
(i)
k
)
and(∑
p
(i)
k
)
converge uniformly on every compact subset of R∗+.
For k ∈ Z, define f˜k by:
f˜k(t) = f(k − at), ∀t > 0. (84)
By an induction, we can show that for each i ∈ {1, ...,m}, there exists a sequence
of i− 1 polynomial functions (Rj,i)j∈{1,...,i−1} with i variables such that:
f˜
(i)
k (t) =
i−1∑
j=1
Rj,i
(
a′t, ...a
(i)
t
)
f (j)(k − at) + (−a′t)if (i)(k − at) (85)
and
Rj,i
(
a′t, ...a
(i)
t
)
= ot(1), ∀j ∈ {1, ..., i− 1}. (86)
Equation (86) is simply a consequence of the fact that a′t = c
+ + ot(1) and
a
(j)
t = ot(1), ∀j ≥ 2. We can also observe that the derivatives of a are bounded
on [η,+∞). Therefore the hypothesis (83) on f and Equation (85) give us the
existence of C˜i > 0 such that we have:∣∣∣f˜ (i)k (t)∣∣∣ ≤ C˜ieδ|k−at|, ∀t ≥ η. (87)
We now want to give by induction an upper bound to ∂(i)t h(k, t). First suppose
that i = 1 and that k ≥ ⌊at⌋. Since ∂th(k, t) is negative Equation (6) yields for
k ∈ Z and t ≥ η:
∣∣∂th(k, t)∣∣ = h(k, t)− h2(k − 1, t)
≤ h(k, t)
≤ P (X(t) ≤ (k − ⌊at⌋) + ⌊at⌋)
≤ C4e−α′(k−⌊at⌋), (88)
where the last inequality comes from (71). Similarly, if we now suppose that
k ≤ ⌊at⌋, we get:∣∣∂th(k, t)∣∣ = 1− P (X(t) ≥ k)− (1− P (X(t) ≥ k − 1))2
≤ 2P (X(t) ≥ k − 1)
≤ 2e−α′C5e−α′(⌊at⌋−k), (89)
where C5 is defined in (71). Therefore, Equations (88) and (89) and the fact
that at − ⌊at⌋ ≤ 1 yield that there exists C8 > 0 such that:∣∣∂th(k, t)∣∣ ≤ C8e−α′|k−at|. (90)
Fix i ≥ 2 and suppose now that for each j ∈ {1, ..., i − 1}, there exists C˜′j > 0
such that for every k ∈ Z and t ≥ η:∣∣∣∂(j)t h(k, t)∣∣∣ ≤ C˜′je−α′|k−at|. (91)
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If we differentiate i − 1 times with respect to t Equation (6) we get for k ∈ Z
and t > 0:
∂
(i)
t h(k, t) =
i−1∑
j=0
(
i− 1
j
)
∂
(j)
t h(k − 1, t)∂(i−j−1)t h(k − 1, t)− ∂(i−1)t h(k, t). (92)
Since
∣∣h∣∣ ≤ 1 and using the upper bounds (91) into (92), we get that there
exists C˜′i > 0 such that (91) holds with j = i. We thus have proved by induction
that (91) holds for all j ∈ {1, ...,m}.
Fix i ∈ {1, ...,m}. By differentiating i times gk defined in (73), we get:
g
(i)
k (t) =
i∑
j=0
(
i
j
)
f˜
(j)
k (t)
(
∂
(i−j)
t h(k, t)− ∂(i−j)t h(k − 1, t)
)
, ∀t > 0. (93)
By introducing the upper bounds (87) and (91) into (93), we obtain that there
exists C˜(2)i > 0 such that:∣∣∣g(i)k (t)∣∣∣ ≤ C˜(2)i e−(α′−δ)|k−at|, ∀t ≥ η. (94)
Since a is smooth on R∗+, it is bounded on every compact subset of R
∗
+. Hence,
(94) implies that the series
(∑
g
(i)
k
)
converges uniformly on every compact sub-
set of R∗+ for each i ∈ {1, ...,m}. We have already proved that it is also the case
for i = 0. Therefore, Gf ∈ Cm(R∗+). With the same approach, we can show
that Pf ∈ Cm(R).
Let us now prove (14). Recall the definition of rf in (12). As for f˜ , a
induction yields for each i ∈ {1, ...,m}, the existence of a sequence of i − 1
polynomial functions (R˜j,i)j∈{1,...,i−1} with i variables such that:
r
(i)
f (t) = a
(i)
t P
(i)
f (at) +
i−1∑
j=0
R˜j,i
(
a′t, ..., a
(i−1)
t
)
P
(j)
f (at) (95)
and
R˜j,i
(
a′t, ..., a
(i−1)
t
)
= ot(1), ∀j ∈ {1, ..., i− 1}. (96)
Since the derivatives of Pf are periodic, they are bounded. Therefore (95) and
(96) yield:
r
(i)
f (t) = a
(i)
t P
(i)
f (at) + ot(1) = (c
+)
i
P
(i)
f (at) + ot(1). (97)
We recall that Pf andGf are invariant by a translation by an integer. Therefore:
r
(i)
f (t)−G(i)f (t) =
+∞∑
k=−∞
[
(c+)
i
p
(i)
k (at)− g(i)k (t)
]
+ ot(1)
=
+∞∑
k=−∞
[
(c+)
i
p
(i)
k+⌊at⌋
(at)− g(i)k+⌊at⌋(t)
]
+ ot(1). (98)
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where
(c+)
i
p
(i)
k+⌊at⌋
(at) =
i∑
j=0
[(
i
j
)
f (j)(k − {at})(−c+)i×
(
φ
(i−j)
(k − {at})− φ(i−j)(k − 1− {at})
)]
(99)
and
g
(i)
k+⌊at⌋
(t) =
i∑
j=0
[(
i
j
)
f (j)(k − {at})(−c+)j×
(
∂
(i−j)
t h(k + ⌊at⌋, t)− ∂(i−j)t h(k + ⌊at⌋ − 1, t)
)]
+ ot(1).
(100)
To prove the final part of the Theorem, we can again cut the sum in (98) in three
terms and proceed as for the proof of (13). We will simply show by induction
that:
lim
t→+∞
sup
k∈Z
∣∣∣∂(i)t h(k + ⌊at⌋, t)− (−c+)iφ(i)(k − {at})∣∣∣ = 0. (101)
The base case i = 0 is Theorem 2.2. If we assume that the result holds for the
rank i− 1, we can rewrite (92):
∂
(i)
t h(k, t)
(−c+)i−1 =
i−1∑
j=0
(
i− 1
j
)
φ
(j)
(k − 1− {at})φ(j−i−1)(k − 1− {at})
− φ(i−1)(k − {at}) + ot(1), (102)
where ot(1) is uniform in k. Differentiating i − 1 times Equation (7) and com-
bining the result with (102), we obtain (101).
The end of the proof is identical as for the proof of (13).
For the minimum the proof is the same except that one of the asymptotics of
φ (72) is different from those of φ. Indeed, φ is decreasing and thus (7) implies
that for all x ∈ R, φ(x) ≤ φ2(x − 1). Consequently, there is 0 < A < 1 such
that:
φ(x) ≤ A2x , ∀x > 0.
4.4 Proof of Corollary 2.4
We just prove Lemma 2.5. Indeed, if we suppose that Lemma 2.5 holds, and if
we define f and g by f(x) = x and g(x) = x2, Theorem 2.3 yields:

E
(
X(t)− at
)
= Gf (t)
Var
(
X(t)
)
= Var
(
X(t)− at
)
= Gg(t)−G2f (t)
E
(
F˜t
)
= G′f (t) + a
′
t = G
′
f (t) + c
+ + ot(1)
and Corollary 2.4 immediately follows.
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Proof of Lemma 2.5. Let t ≥ 0 and h > 0. We first recall that Theorem 2.3
applied to the identity ensures that w : t 7→ E (X(t)) is well-defined and dif-
ferentiable. We will show that w′(t) = E
(
F˜t
)
. For this purpose, we divide
X(t+ h)−X(t) into three parts depending on the number Jt,h of jump of (Nt)
between t and t+ h. When a particle dies, it gives birth to 2 particles and thus
Jt,h = Nt+h −Nt.
First consider ν0(t, h) :=
(
X(t+ h)−X(t)) 1{Nt+h−Nt=0}. If there is no di-
vision between t and t+ h, X(t+ h) = X(t). Therefore, ν0(t, h) = 0.
Now set ν1(t, h) :=
(
X(t+ h)−X(t))1{Nt+h−Nt=1}. By construction of the
Yule tree process, when there is a division, the particle which splits is chosen
uniformly and independently of the number of particles. Furthermore, X in-
creases by 1 after a split if and only the split occurs for a particle situated at
the maximal position. Therefore,
E(ν1(t, h)|Ft) = F˜t
Nt
P (Nt+h −Nt = 1|Ft) . (103)
Since (Nt) is a pure birth process, we have:
P (Nt+h −Nt = 1|Ft) = Nth+ oh(h), uniformly for all t. (104)
Consequently,
E(ν1(t, h)) = hE(F˜t) + oh(h). (105)
Finally, consider ν2(t, h) =
(
X(t+ h)−X(t)) 1{Nt+h−Nt≥2}. Since at each split
(Nt) increases by one and X increases at most by one, we have
ν2(t, h) ≤ (Nt+h −Nt)1{Nt+h−Nt≥2} (106)
By replacing 1{Nt+h−Nt≥2} by 1− 1{Nt+h−Nt=1} − 1{Nt+h−Nt=0}, we obtain
(Nt+h −Nt)1{Nt+h−Nt≥2} = Nt+h −Nt − 1{Nt+h−Nt=1}. (107)
By taking the expectation of the terms of Equation (107), we get:
E
(
(Nt+h −Nt)1{Nt+h−Nt≥2}
)
= et+h − et − het + oh(h)
= oh(h).
Therefore,
E(ν2(t, h)) = oh(h). (108)
By grouping ν0, ν1 and ν2, we get:
E(X(t+ h)−X(t)) = hE(F˜t) + oh(h), (109)
which concludes the proof.
5 Application to the binary search tree
We recall that by (3) the binary search tree is embedded into the Yule tree.
Consequently, if Hn is the height of a random binary search tree and if τn is
defined as in (2), we have:
Hn = X(τn). (110)
Drawing our inspiration from Lalley and Selke [25] and with the help of Theorem
2.2, we will prove Theorem 2.6.
21
Proof of Theorem 2.6. For x ∈ R, recall that {x} := x − ⌊x⌋. Our proof is
divided into two steps.
Step 1: First, we will show that:
∃K > 0 : ∀ǫ > 0 ∃s0 > 0 : ∀s > s0 ∃ts > 0 : ∀t > ts :∣∣∣∣P (X (t+ s− log(Ws)) ≤ ⌊at+s + x⌋)
− E
(
exp
(
−Ke−θ(⌊at+s+x⌋−at+s)∂Z+∞
)) ∣∣∣∣ < ǫ3 , (111)
where Ws = Ws(0). By Markov property, we have for t, s > 0 and x ∈ R that:
P
(
X (t+ s− log(Ws)) ≤ at+s + x
∣∣Fs)
=
∏
u∈Ns
P
(
X
u
(t− log(Ws)) ≤ at+s + x−Xu(s)
)
=
∏
u∈Ns
P
(
X
u
(t− log(Ws)) ≤ at−logWs + at+s + x−Xu(s)− at−logWs
)
,
(112)
where the processes X
u
, defined by X
u
(t) = max{Xv(t + s), v ∈ Nt+s, u < v},
∀t > 0, ∀u ∈ Ns are independent of Fs and identically distributed. For a fixed
s, we have by Theorem 2.2 that almost surely:
lim
t→+∞
∣∣∣∣P (X (t+ s− log(Ws)) ≤ at+s + x∣∣Fs)
−
∏
u∈Ns
φK(⌊at+s + x⌋ − at−logWs −Xu(s))
∣∣∣∣ = 0, (113)
where φK(x) = E
(
exp
(
−Ke−θ+x∂W∞(θ+)
))
= φ(x). Observe that the argu-
ment of φK can be rewritten as:
⌊at+s + x⌋ − at−logWs −Xu(s) = at+s + x− {at+s + x} − at−log(Ws) −Xu(s)
= c+s+ c+ logWs +Rx,s,t + Ss,t −Xu(s),
where
Rx,s,t = x− {at+s + x} and Ss,t =
3 log( t−logWst+s )
2θ+
.
Moreover, Ss,t goes to 0 when t goes to infinity. φK is continuous and bounded
by 1, and therefore by dominated convergence:
lim
t→+∞
∣∣∣∣P (X (t+ s− log(Ws)) ≤ at+s + x)
− E
( ∏
u∈Ns
φK
(
c+s+ c+ logWs +Rx,s,t −Xu(s)
))∣∣∣∣∣ = 0. (114)
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We will now rewrite the product of the terms from (114):∏
u∈Ns
φK(c
+s+ c+ logWs +Rx,s,t −Xu(s)) (115)
=
∏
u∈Ns
E
(
exp
(
−Ke−θ(c+s+c+ logWs+Rx,s,t−Xu(s))∂W∞,u(θ+)
)∣∣∣Fs) (116)
= E
(
exp
(
−Ke−θ(c+ logWs+Rx,s,t)
∑
u∈Ns
eθ(Xu(s)−c
+s)∂W∞,u(θ
+)
)∣∣∣∣∣Fs
)
,
(117)
where ∂W∞,u(θ+) are independent copies of ∂W∞(θ+) and independent of Fs.
Moreover we know ([12] and (142)) that:
∑
u∈Ns
eθ(Xu(s)−c
+s)∂W∞,u(θ
+) = ∂W∞(θ
+) =
W∞(0)
c++1
Γ(c+)
∂Z+∞. (118)
The definition of c+ means that c+θ+ = c+ + 1 and thus:∏
u∈Ns
φK(c
+s−Xu(s) + c+ logWs +Rx,s,t)
= E
(
exp
(
−Ke−θ+(c+ logWs+Rx,s,t)W∞(0)
c++1
Γ(c+)
∂Z+∞
)∣∣∣∣∣Fs
)
= E
(
exp
(
−K ′e−θ+Rx,s,t
(
W∞(0)
Ws(0)
)c++1
∂Z+∞
)∣∣∣∣∣Fs
)
, (119)
with K ′ = KΓ(c+) . Let µK′(R, s) = E
(
exp
(
−K ′e−θ+R
(
W∞(0)
Ws(0)
)c++1
∂Z+∞
))
.
By dominated convergence:
lim
s→+∞
µK′(R, s) = ψ(R).
Moreover for fixed s, µ(., s) is increasing and
lim
x→+∞
µ(x, s) = 1 and lim
x→−∞
µ(x, s) = 0.
Thus by Theorem C.1:
lim
s→+∞
sup
R∈R
|µK′(R, s)− ψ(R)| = 0.
We then have:
lim
s→+∞
sup
t>0
∣∣∣∣E
( ∏
u∈Ns
φK(c
+s−Xu(s) + c+ logWs +Rx,s,t)
)
−ψK′(Rx,s,t)
∣∣∣∣ = 0.
(120)
So from Equations (114) and (120) we deduce (111).
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Step 2: Noticing that log(n)− log(Wτn(0)) = τn, we have by (110):
P(Hn ≤ ⌊alog(n) + x⌋) = P(X(τn) ≤ ⌊alog(n) + x⌋)
= P(X(log(n)− log(Wτn(0))) ≤ ⌊alog(n) + x⌋). (121)
For every K > 0, ψK is uniformly continuous and hence for ǫ > 0 there is η > 0
such that for all (x, y) ∈ R such that |x− y| < η,
|ψK(x)− ψK(y)| < ǫ
3
. (122)
For η′ > 0, we may choose s1 > s0 (where s0 is defined in (111)) such that for
every s > s1 :
P
(
| log(Ws(0))− log(W∞(0))| > η
′
2
)
<
ǫ
6
. (123)
by the almost sure convergence of Ws(0) to a positive random variable. In the
same way, there exists n1 ∈ N such that: log(n1) > ts1 + s1 and such that for
all n ≥ n1:
P
(
| log(Wτn(0))− log(W∞(0))| >
η′
2
)
<
ǫ
6
. (124)
Introducing the approximations (123) and (124) in Equation (121) and using
the monotonicity of ψK′ (where K ′ is defined in (119)) we obtain for n ≥ n1:
P(Hn ≤ ⌊alog(n) + x⌋) ≤ P(X(log(n)− log(Ws1 (0))− η′) ≤ ⌊alog(n) + x⌋) +
ǫ
3
≤ ψK′(⌊alog(n) + x⌋ − alog(n)−η′) + 2ǫ
3
, (125)
where Equation (125) is a consequence of (111). So, taking η′ > 0 such that for
all n ≥ n1, |alog(n)−η′ − alog(n)| < η, we obtain:
P(Hn ≤ ⌊alog(n) + x⌋) ≤ ψK′(⌊alog(n) + x⌋ − alog(n) + η) + 2ǫ
3
≤ ψK′(⌊alog(n) + x⌋ − alog(n)) + ǫ, (126)
by (122). Similarly, we obtain:
ψK′(⌊alog(n) + x⌋ − alog(n))− ǫ ≤ P(Hn ≤ ⌊alog(n) + x⌋), (127)
and then for x ∈ R,
lim
n→+∞
|P(Hn ≤ ⌊alog(n) + x⌋)− ψK′(⌊alog(n) + x⌋ − alog(n))| = 0.
By the same arguments as in the proof of Theorem 2.2, we have, in fact, that:
lim
n→+∞
sup
x∈R
|P(Hn ≤ ⌊alog(n) + x⌋) − ψK′(⌊alog(n) + x⌋ − alog(n))| = 0. (128)
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Appendices
A Travelling-waves and martingales
A.1 Travelling-waves and martingales of the Yule branch-
ing random walk
It is well-known that travelling waves and some martingales play a key role
in the study of the extremal particles of the branching random walk. In this
appendix we define the relevant objects in our context and recall the pertinent
results.
Theorem (Chauvin, Rouault [12]). Equation (7) has monotone and bounded
travelling-wave solutions at speed c, in C1(R) if and only if c ≤ c− or c ≥ c+.
Moreover, uniqueness holds for each such c 6= 0 (up to an additive constant in
the argument). For c = 0, the whole set of solutions is:
{x 7→ P (x)2x | P is 1-periodic and nonnegative}. (129)
It is easy to see that we can find more than one monotone bounded solution
in the set (129).
Remark 1. Let us point out that this result is stated in a slightly different form
in [12]. Indeed, Chauvin and Rouault proved uniqueness for this equation up to a
decreasing change of variables and in the class of Laplace transforms. The key to
their proof was an application of Liu [27, 28]. More recently, Alsmeyer, Biggins
and Meiners [4] showed that there is uniqueness among decreasing functions in
[0, 1]. We observe that the set of monotone bounded solutions of (7) is in fact
the set of monotone solutions in [0, 1]. The proof that no travelling wave exist
for c ∈ (c−, c+) can be lifted as is from Harris[21] for the branching Brownian
motion.
Since it is useful for our proofs, let us mention that the method used in [12]
also allows us to determine the left tail of the travelling-waves φ with speed
c ≥ c+ of (7):
φ(x) ∼
x→−∞
e
x
c . (130)
We now define the derivative martingale and the additive martingale. For
that purpose, let us consider the natural filtration (Ft)t≥0 defined by Ft :=
σ{Xu(s), u ∈ T cs , 0 ≤ s ≤ t}, ∀t ≥ 0. We also fix sgn(x) = 1, when x ≥ 0 and
sgn(x) = −1 when x < 0.
Theorem (Chauvin, Klein, Marckert and Rouault [11]). For θ ∈ R, the
process (Wt(θ))t≥0 defined by
Wt(θ) =
∑
u∈Nt
eθ(Xu(t)−cθt) (131)
is a (Ft)-martingale called the additive martingale. Moreover, this martin-
gale converges to an almost surely positive random variable W∞(θ) when θ ∈
(θ−, θ+). In particular, the limit of the martingale is an exponential random
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variable with parameter 1 when θ = 0.
Similarly, the process (∂Wt(θ))t≥0 defined by
∂Wt(θ) = sgn(θ)
∑
u∈Nt
(2eθt−Xu(t))eθ(Xu(t)−cθt) (132)
is a (Ft)-martingale called the derivative martingale. Moreover, for θ ∈ {θ−, θ+},
the limit ∂W∞(θ) of the derivative martingale exists and is almost surely posi-
tive.
Note that the derivative martingale of the Yule tree (132) is the derivative
with respect to θ (up to a change of sign for θ < 0) of the additive martingale.
We now recall the link between travelling waves and these martingales.
Theorem (Chauvin, and Drmota [10]). For θ ∈ (θ−, θ+), the travelling-
wave at speed cθ has the following representation:
φK,θ(x) = E
(
exp
(−Ke−θxW∞(θ))) , (133)
where K > 0 fixes the choice of the travelling wave.
For θ ∈ {θ−, θ+}, the travelling-wave at speed cθ has the following representa-
tion:
φK,θ(x) = E
(
exp
(−Ke−θx∂W∞(θ))) , (134)
where K > 0 fixes the choice of the travelling wave.
A.2 Martingales of the Yule generation process
We now define the additive and derivative martingales for the Yule generation
process. First consider the filtration (FGENn ) defined by FGENn = σ{Tu(k), u ∈
Mk, k ≤ n}. For θ ∈ R, let (WGENn (θ)) be defined by:
WGENn (θ) = e
θn
∑
u∈Mn
e−θcθTu(n), ∀n ∈ N. (135)
Similarly, define (∂WGENn (θ)) by:
∂WGENn (θ) = sgn(θ)e
θn
∑
u∈Mn
(2eθTu(n)− n)e−θcθTu(n), ∀n ∈ N. (136)
The following theorem groups together several results from [12]. We recall that
W∞(θ) and ∂W∞(θ) are the limits of the additive and derivative martingales
defined in (131) and in (132).
Theorem (Chauvin, Rouault [12]). For θ ∈ R, the process (WGENn (θ))
is a (FGENn )-martingale called the additive martingale of the Yule generation
process. Similarly, (∂WGENn (θ)) is a (FGENn )-martingale called the derivative
martingale of the Yule generation process.
Furthermore, for θ ∈ (θ−, θ+):
lim
n→+∞
WGENn (θ) =W∞(θ) a.s. (137)
and for θ ∈ {θ−, θ+}:
lim
n→+∞
∂WGENn (θ) = ∂W∞(θ) a.s. . (138)
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For the sake of brevity, we refrain from mentioning the idea of stopping
lines in this article, we simply mention that the additive and the derivative
martingales of the Yule generation process are the additive and the derivative
martingales of the Yule branching random walk stopped on the sequence of
stopping lines Mn which partially explains Equations (137) and (138). For
more references about stopping lines see for instance [9].
A.3 Martingales of the binary search tree
Let us first define the additive martingale and the derivative martingale for the
binary search tree. Let Ln be the set of leaves of Tn and define FBSTn = σ({u ∈
Ti}, i ≤ n, u ∈ T ) where T is the complete binary tree. For u ∈ Ln, we denote
by |u| the height of u. For z ∈ R \ −N2 , we fix:
U0(z) = 1 and Un(z) =
n−1∏
k=0
k + 2z
k + 1
. (139)
Then, the process (Zn(z)) introduced by Jabbour [23] and defined by
Zn(z) =
1
Un(z)
∑
u∈Ln
z|u|, (140)
is a (FBSTn )-martingale, which we will call the additive martingale of the binary
search tree. The derivative martingale of the binary search tree is then simply
defined by
∂Zn(z) =
dZn(z)
dz
. (141)
The following theorem due to Chauvin and Rouault illuminates the connection
between the Yule process and the derivative martingale (141).
Theorem (Chauvin, Rouault [12]). The martingale (∂Zn(z)) converges as
n → +∞ to a positive random variable ∂Z+∞ for z = eθ
+
(resp. to ∂Z−∞ for
z = eθ
−
). Moreover, by embedding the binary search tree into the Yule process,
we have:
∂W∞(θ
+) =
e−θ
+
W∞(0)
c++1
Γ(c+)
∂Z+∞ (142)
and:
∂W∞(θ
−) =
e−θ
−
W∞(0)
c−+1
Γ(c−)
∂Z−∞, (143)
where the limit of the additive martingale W∞(0) has a random exponential 1
law and is independent of ∂Z+∞ and ∂Z
+
∞.
B Results on the maximum of a branching ran-
dom walk
Since Addario-Berry and Reed’s result [1] and Aïdékon’s result [2] are central
to our argument, we here state them in more details than in Section 3.
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B.1 Addario-Berry and Reed’s result
Consider a branching random walk defined as follows. A particle is at 0 at time
0. This particle dies at time 1 and give birth to a random number of particles
B ∈ N whose displacements are independent copies of a random variable Y .
Then, for each n ∈ N, each particle u of the nth generation gives birth to Bu
particles, where Bu is an independent copy of B, and the displacement of each
new particle with respect to its parent is a copy of Y independent of the others.
We also define Λ by Λ(λ) := log
(
E
(
eλY
))
and
◦
DΛ the interior of the set of
value for which Λ(λ) is finite. Finally, we fix Mn the minimum of the branching
random walk and S the survival event.
Theorem (Addario-Berry and Reed [1]). Consider a branching random
walk satisfying the following assumptions:
1. E(B) > 1,
2. there exists d ≥ 2, such that P (B ≤ d) = 1,
3. there exists λ0 > 0, such that E
(
eλ0Y
)
< +∞,
4. there exists λ1 ∈
◦
DΛ ∩R∗−, such that λ1Λ′(λ1)− Λ(λ1) = log (E(B)).
Then
E(Mn|S) = Λ(λ1)n− 3
2λ1
logn+On(1). (144)
Furthermore, there exist C, δ > 0 such that:
P(|Mn − E(Mn|S)| ≥ x|S) ≤ Ce−δx, ∀x ≥ 0. (145)
B.2 Aïdékon’s result
The class of branching random walks in Aïdékon’s article is slightly different.
As before, a particle is at 0 at time 0. This particle dies at time 1 and give birth
this time to a non-lattice point process L. Then, for each n ∈ N, the particles of
generation n give birth to independent copies of L, translated to their position.
We call T the genealogical tree of the process and for each u ∈ T, we denote
by |u| its generation and by V (u) its position on the real line. We conserve the
other notations of Addario-Berry and Reed’s result.
Aïdékon considers the boundary case, which is quite general after some
renormalizations, and which corresponds to the following assumptions:
E

∑
|u|=1
1

 > 1, E

∑
|u|=1
e−V (u)

 = 1, E

∑
|u|=1
V (u)e−V (u)

 = 0. (146)
Furthermore, if we set E1 :=
∑
|u|=1 e
−V (u) and E2 :=
∑
|u|=1 V (u)+e
−V (u),
where y+ = max(0, y), the suppositions that:
E

∑
|u|=1
V (u)2e−V (u)

 < +∞ (147)
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and
E
(
E1
(
log+E1
)2)
<∞, E (E2 log+E2) <∞ (148)
are made. We now introduce the derivative martingale:
Dn :=
∑
|u|=n
V (u)e−V (u), ∀n ∈ N. (149)
It is know [6] that (Dn) converges to a positive limit D∞. Finally, still writing
Mn for the minimum of the branching random walk. Aïdékon shows under
Assumptions (146), (147) and (148) the following theorem:
Theorem (Aïdékon [2]). There exists C > 0 such that:
lim
n→+∞
P
(
Mn ≥ 3
2
log(n) + x
)
= E
(
e−Ce
xD∞
)
. (150)
C A theorem of uniform convergence
Theorem C.1. Let (fn) be a sequence of non-decreasing functions from R to
[0, 1], such that:
lim
x→−∞
fn(x) = 0 and lim
x→+∞
fn(x) = 1.
If (fn) converges pointwise to a continuous function f such that for all n ∈ N:
lim
x→−∞
f(x) = 0 and lim
x→+∞
f(x) = 1,
then the convergence is uniform.
This theorem is a simple extension of the following result (Problem 127 of
[33]).
Theorem C.2. Fix a, b ∈ R such that a < b. Let (fn) be a sequence of non-
decreasing functions from [a, b] to R. If (fn) converges pointwise to a continuous
function f , then the convergence is uniform.
Proof of Theorem C.1. Let (fn) and f be defined as in the statement of Theo-
rem C.1. Fix ǫ > 0. By hypothesis, there exists x0 ∈ R such that 0 ≤ f(x0) <
ǫ/6. By pointwise convergence of (fn) to f there exists n0 such that for all
n ≥ n0:
|fn(x0)− f(x0)| < ǫ/6. (151)
The choice of x0 and Equation (151) imply that for all n ≥ n0,
0 ≤ fn(x0) < ǫ/3. (152)
Since (fn) is a sequence of non-decreasing functions and since the limit of such
a sequence is itself non-decreasing, we get that for all n ≥ n0 and x ≤ x0:
0 ≤ fn(x) < ǫ/3 and 0 ≤ f(x) ≤ ǫ/6. (153)
This yields:
|fn(x)− f(x)| < ǫ, ∀x ≤ x0, ∀n ≥ n0. (154)
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Similarly, we can show that there exists x1 > x0 and n1 ∈ N such that:
|fn(x)− f(x)| < ǫ, ∀x ≥ x1, ∀n ≥ n1. (155)
We can directly apply Theorem C.1 to the sequence (fn) restricted to [x0, x1],
which gives the existence of n2 ∈ N, such that:
|fn(x)− f(x)| < ǫ, ∀x ∈ [x0, x1], ∀n ≥ n2. (156)
By taking n3 = max{n0, n1, n2}, and combining (154), (155) (156) we get:
|fn(x)− f(x)| < ǫ, ∀x ∈ R, ∀n ≥ n3, (157)
which concludes the proof.
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