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である kaggle 上にあった 4 つのデータセットを統合して用いた。 
1 つ目のデータセットは[4]から入手したもので緑内障 460 枚、非緑内障 511 枚であった。 
2 つ目のデータセットは[5]から入手したもので、5000 人の患者の左右の目からのカラー眼底画像と
医師がつけた診断キーワード（緑内障疑い、正常 など）が紐づけられたものである。正常、糖尿病、
緑内障、白内障、AMD、高血圧、近視、その他の疾患、の 8 つのラベルがつけられていた。 
3 つ目のデータセットは[6]から入手したもので緑内障 1711 枚、非緑内障 3143 枚であった。 
4 つ目のデータセットは[7]から入手したもので緑内障 188 枚、非緑内障 420 枚であった。 
 
2 つ目のデータセットは、全データに対する緑内障画像の割合が低いためランダムにサンプリング
したものを用いた。これによりデータの極端な不均衡性の是正を図り、緑内障 168 枚、非緑内障 482
枚とした。これによりサンプリングした 2 つ目のデータセットと残り 3 つのデータセットを統合した




データを Stratify K-fold(k=4)によって 4 分割した。test データと train/validation データの緑内障：
非緑内障の割合は等しくなるようにした。validation データに対する精度の改善の有無をみながら各
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るものを用いた。全て imagenet 用いたモデルは EfficientNetb0/b2/b6, ResNeXt50_32x4d, 
ResNeSt50d, deit_base_patch16_224 であり、ハイパーパラメーターの探索にはモデルのパラメータ
ー数が少なく高速に作動する EfficientNetb0 を使用した。 











ViT(Vision Transfomer)は 2020 年に発表されたモデルで、図のように画像を分割したのち分割した
それぞれを固定長のベクトルにして attention 機構を備えた Transofomer に各ベクトルを入力する
というものである。従来モデルとの違いとして畳み込みを主な演算に使用していない点が挙げられ
る。deit_base_patch16_224 は図のように既存の ViT より高速に作動する。 
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変えたが主には上下反転、左右反転、Augmix を用いた。Augmix[12]は 2020 年に発表された手法で
















(train/validation)に加える psuedo_labeling を試行した。このとき test データに対する予測が 0.98
以上ないし 0.02 以下のもののみを使用することで訓練用データにノイズが入らないようにした。今
回は疑似ラベルは 0 か 1 の hard_label を用いた。また、test 画像に上下反転、左右反転などの摂動
を加えたものを学習済みモデルに入力し、出力として得た各予測値を平均してオリジナルの test 画






図 5 にて、validation データに対する評価指標の値を AUC(CV)、test データに対する評価指標の値
を AUC(inner_test)と表記している。以下ではこの表記に倣う。全体的に、AUC(CV)と
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AUC(inner_test)は相関関係にあると言える。よって、AUC(CV)が改善していくように各種パラメー
ターを探索していくものとした。 
実験 000 をベースラインとし、まずは 1 条件ずつ変化させていった。実験 001,002,003 より、
label_smoothing を使用するとαの値によっては AUC(CV)が改善した。実験 004,005 より Augmix
の摂動の度合いを大きくしていくと AUC(CV)は改善しなかった。実験 006 より psuedo_labeling を
すれば AUC(CV)が改善した。実験 010 より、batch_size を 16 から 64 にすると AUC(CV)がわずか
に下がった。しかし、１回の試行にかかる時間は 5/6 になったので可能であればこれ以降の実験では
batch_size=64 としている。モデル間の比較として、実験 015~017,027,028 より EfficientNetb6 が
最も AUC(CV)が高かった。しかし、AUC(inner_test)は ResNeSt50d の方が deit_base_patch16_224
は精度を犠牲にせず高速に作動した。最終的なモデルとしては AUC(CV)と速度の両方を考慮して
resnest50d とした(実験 029)。それ以外の focal_loss,学習率の scheduler、中央での crop は AUC
（CV）の改善に寄与しなかった。 
実験 0p0~0p6 では test データの全体に対する割合を 0.3 ではなく 0.9 としているが、これらの結果
を見ると psuedo_labeling を複数回繰り返すことによって AUC(CV)は段階的に改善していった。し
かし、実験 0p6 をみると、test データに対する精度が低くなったとき（実験 0p5）の予測値を疑似ラ
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