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Abstract
The existence and multiplicity of positive solutions are established for the multi-point boundary
value problem{−(p(t)u′(t))′ + F(t, u(t)) = 0, 0 < t < 1,
u(0) =∑mj=1 aj u(xj ), w(1) =∑mj=1 bjw(xj ),
where w(t) := p(t)u′(t), aj , bj ∈ [0,+∞) with 0 <
∑m
j=1 aj < 1 and
∑m
j=1 bj < 1, xj ∈ (0,1)
with 0 < x1 < x2 < · · · < xm < 1, under certain conditions on p and F. The arguments are based
upon the positivity of the Green’s function and the Krasnosel’skii fixed point theorem.
 2004 Elsevier Inc. All rights reserved.
1. Introduction and main results
During the last two decades, multi-point boundary value problems have been exten-
sively studied and many excellent results have been established. For detail, see, for exam-
ple, [1,3–16] and references therein. There are two papers [13,16] that are closely related
to the present paper.
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Z. Zhang, J. Wang / J. Math. Anal. Appl. 295 (2004) 502–512 503In the paper [13], Gupta studied the generalized multi-point boundary value problem{
u′′(t) = f (t, u(t), u′(t))+ e(t), 0 < t < 1,
u(0) =∑mj=1 aju(xj ), u′(1) =∑ni=1 biu′(yi),
where xj , yi ∈ (0,1) with 0 < x1 < x2 < · · · < xm < 1, 0 < y1 < y2 < · · · < yn < 1,
aj , bi ∈ R with (1 −∑mj=1 aj )(1 −∑ni=1 bi) = 0, and f : (0,1) × R2 → R is a function
satisfying Carathéodory conditions, and obtained the existence of a solution by applying
the Leray–Schauder continuation theorem.
In another paper [16], the multi-point boundary value problem{
u′′(t) + q(t)f (u) = 0, 0 < t < 1,
u′(0) =∑mi=1 biu′(xi), u(1) =∑mi=1 aiu(xi),
was proved to have at least one positive solution, by Ma and Castaneda, where xi ∈ (0,1)
with 0 < x1 < x2 < · · · < xm < 1, ai, bi ∈ [0,+∞) with 0 <∑mi=1 ai < 1 and ∑mi=1 bi
< 1, and the continuous function f : [0,+∞) → [0,+∞) is to be either superlinear or
sublinear at both u = 0 and u = +∞. The arguments are based on the concavity of positive
solutions and the following Krasnosel’skii fixed point theorem.
Krasnosel’skii fixed point theorem (see [2,7]). Let E be a Banach space and let K be
a cone in E. Assume that Ω1 and Ω2 are two bounded open subsets of E with 0 ∈ Ω1,
Ω¯1 ⊂ Ω2, and let Φ :K ∩ (Ω¯2\Ω1) → K be a completely continuous operator such that
either
(i) ‖Φu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1, and ‖Φu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2; or
(ii) ‖Φu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1, and ‖Φu‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2.
Then, Φ has a fixed point in K ∩ (Ω¯2\Ω1).
Motivated by the two papers above-mentioned, we consider in this paper a multi-point
boundary value problem of the form{−(p(t)u′(t))′ = F(t, u(t)), 0 < t < 1,
u(0) =∑mj=1 aju(xj ), w(1) =∑mj=1 bjw(xj ), (1.1)
where w(t) := p(t)u′(t), and make the following hypotheses:
(H1) xj ∈ (0,1) with 0 < x1 < x2 < · · · < xm < 1, and aj , bj ∈ [0,+∞) with 0 <∑m
j=1 aj < 1, 0
∑m
j=1 bj < 1.
(H2) p(t) is a nonnegative measurable function defined on (0,1] such that the function
Q(t) :=
t∫
0
ds
p(s)
is absolutely continuous on [0,1].
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i.e.,
(i) for each fixed u ∈ (0,+∞), the function t ∈ (0,1) → F(t, u) ∈ [0,+∞) is mea-
surable on (0,1) and
0 <
1∫
0
Q(s)F (s,u) ds < +∞,
(ii) for a.e. t ∈ (0,1), the function u ∈ (0,+∞) → F(t, u) is continuous on
(0,+∞).
(H4) There exist nonnegative measurable functions A(t),B(t) defined on (0,1) with
0 <
1∫
0
Q(s)A(s) ds,
1∫
0
Q(s)B(s) ds < +∞,
and nonnegative-valued functions ξ(u), η(u) ∈ C(0,+∞) such that
0 F(t, u)A(t)ξ(u) +B(t)η(u) for a.e. (t, u) ∈ (0,1)× (0,+∞) (1.2)
and
sup
u∈(0,+∞)
{
u
(
∫ 1
0 G(1, s)A(s) ds ξ(u)/η(u)+
∫ 1
0 G(1, s)B(s) ds)η(δu)
}
> 1,
(1.3)
where η(u) is nonincreasing and ξ(u)/η(u) is nondecreasing on (0,+∞), G(t, s) is
the Green’s function for problem (1.1) whose explicit representation will be given in
Section 2, and
δ := inf
{
G(0, s)
G(1, s)
, 0 < s  1
}
∈ (0,1).
(H5) lim inf
y→0+
min{∫ 10 G(0, s)F (s, u) ds; δy  u y}
y
> 1.
(H6) lim inf
y→+∞
min{∫ 10 G(0, s)F (s, u) ds; δy  u y}
y
> 1.
Example. The function
F(t, u) = λ√
tQ(t)
(
u3 + 1
u
)
, λ > 0,
satisfies (H3)–(H6), provided that the positive parameter λ is small enough.
Remark 1. Our assumptions allow F(t, u) to be singular at t = 0 and u = 0.
The main result of this paper is stated as follows.
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exist two positive numbers α and β such that problem (1.1) has a positive solution u1(t)
with
0 < α < ‖u1‖ < β.
If F(t, u) satisfies (H4) and (H6), then there exist two positive numbers β and γ such that
problem (1.1) has a positive solution u2(t) with
0 < β < ‖u2‖ < γ.
If (H4)–(H6) are all fulfilled, then there exist three positive numbers α, β and γ such that
problem (1.1) has two positive solutions u1(t) and u2(t) with
0 < α < ‖u1‖ < β < ‖u2‖ < γ.
Here a function u(t) ∈ AC[0,1] is said to be a positive solution to problem (1.1) if
(i) u(x) > 0 for all t ∈ [0,1], u(0)=∑mi=1 aiu(xi),
(ii) w(t) := p(t)u′(t) is absolutely continuous function defined on (0,1] which satisfies
w(1) =∑mi=1 biw(xi), and
(iii) w′(t) = −F(t, u(t)) for a.e. t ∈ (0,1).
Our arguments are based upon the positivity of the Green’s function G(t, s) and the
Krasnosel’skii fixed point theorem.
2. Three lemmas
In this section, we prove three lemmas which will be used in Section 3.
Lemma 2.1. Let
Q(t) :=
t∫
0
ds
p(s)
, 0 t  1, and y(t) := Q(t)
1∫
t
∣∣h(s)∣∣ds, 0 < t  1,
where the function p(t) satisfies (H2) and the function h(t) is measurable on (0,1) and
satisfies
0 <
1∫
0
Q(s)
∣∣h(s)∣∣ds < +∞.
Then y(0) := limt→0+ y(t) = 0.
Proof. If
∫ 1
0 |h(s)|ds < +∞, then the lemma is obviously true. We now assume that∫ 1 |h(s)|ds = +∞. In this case, the function y(t) can be written in the form0
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1∫
t
Q(s)
∣∣h(s)∣∣ds −
1∫
t
(
Q(s) −Q(t))∣∣h(s)∣∣ds
=
1∫
0
H(s − t)Q(s)∣∣h(s)∣∣ds −
1∫
0
H(s − t)(Q(s)−Q(t))∣∣h(s)∣∣ds
for all 0 < t  1, where H(t) is the Heaviside function, i.e., H(s) = 1 for s  0 and
H(s) = 0 for s < 0.
Assume that {tn} is arbitrary strictly decreasing sequence that approaches 0 as n → ∞.
Let
fn(s) = H(s − tn)Q(s)
∣∣h(s)∣∣, gn(s) = H(s − tn)(Q(s) −Q(tn))∣∣h(s)∣∣,
0 < s < 1.
Then
0 fn(s) fn+1(s)Q(s)
∣∣h(s)∣∣, 0 gn(s) gn+1(s)Q(s)∣∣h(s)∣∣
for all s ∈ (0,1), and
lim
n→∞fn(s) = limn→∞gn(s) = Q(s)
∣∣h(s)∣∣, 0 < t < 1.
Applying the Levi monotone convergence theorem or the Lebesgue dominated conver-
gence theorem, we obtain
y(0)= lim
n→∞ y(tn) = limn→∞
1∫
0
fn(s) ds − lim
n→∞
1∫
0
gn(s) ds
=
1∫
0
Q(s)
∣∣h(s)∣∣ds −
1∫
0
Q(s)
∣∣h(s)∣∣ds = 0.
This is the conclusion of Lemma 2.1. 
Lemma 2.2. Let aj , bj ∈ R with (1−∑mj=1 aj )(1−∑mj=1 bj ) = 0 and let the assumptions
of Lemma 2.1 be satisfied. Then the multi-point boundary value problem{−(p(t)u′(t))′ = h(t), 0 < t < 1,
u(0) =∑mj=1 aju(xj ), w(1) =∑mj=1 bjw(xj ), (2.1)
where 0 < x1 < x2 < · · · < xm < 1, has a unique solution given by
u(t) =
1∫
0
G(t, s)h(s) ds, 0 t  1. (2.2)
Here the Green’s function defined by
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m∑
j=1
AjD(xj , s)
+
(
m∑
j=1
AjQ(xj )+Q(t)
)(
m∑
j=1
BjH(s − xj )
)
, (2.3)
where H(s) is the Heaviside function and
D(t, s) := min{Q(t),Q(s)}, Aj := aj1 −∑mj=1 aj , Bj :=
bj
1 −∑mj=1 bj . (2.4)
Proof. We first assume that M and N are arbitrary constants. Let
u(t) :=
t∫
0
Q(s)h(s) ds +
1∫
t
Q(t)h(s) ds +MQ(t) +N
=
1∫
0
D(t, s)h(s) ds +MQ(t) +N, 0 t  1. (2.5)
Then we have
u′(t) = 1
p(t)
1∫
t
h(s) ds + M
p(t)
for a.e. t ∈ (0,1), (2.6)
w(t) := p(t)u′(t) =
1∫
t
h(s) ds +M =
1∫
0
H(s − t)h(s) ds +M, 0 < t  1, (2.7)
is absolutely continuous on (0,1], and hence
−w′(t) = h(t) for a.e. t ∈ (0,1), (2.8)
which shows that the function u(t) defined by (2.5) is a general solution of Eq. (2.8).
In what follows, we are going to find a solution to problem (2.1). From (2.7) and the
second boundary condition, we obtain
M =
m∑
j=1
bj
{ 1∫
0
H(s − xj )h(s) ds +M
}
,
i.e.,
M =
1∫ { m∑
j=1
BjH(s − xj )
}
h(s) ds. (2.9)0
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N =
m∑
j=1
aj
( 1∫
0
D(xj , s)h(s) ds +MQ(xj )+N
)
,
i.e.,
N =
1∫
0
{
m∑
j=1
AjD(xj , s) +
(
m∑
j=1
AjQ(xj )
)(
m∑
j=1
BjH(s − xj )
)}
h(s) ds. (2.10)
Clearly, the constants M and N are uniquely determined by the boundary conditions.
Substituting (2.9) and (2.10) into (2.5) gives (2.2). 
Lemma 2.3. Let (H1) and (H2) hold. Then for each given function h(s) that is nonnegative
measurable on (0,1) and satisfies
0 <
1∫
0
Q(s)h(s) ds < +∞,
then problem (2.1) has a unique positive solution u(t) with
u(1) u(t) u(0) δu(1) on [0,1], (2.11)
where δ := inf{G(0, s)/G(1, s); 0 < s  1}> 0.
Proof. From all the assumptions of Lemma 2.3, we know that G(t, s) > 0 on (0,1]×(0,1]
and
u′(t) = 1
p(t)
1∫
t
h(s) ds + M
p(t)
> 0 for a.e. t ∈ (0,1),
which means that u(0) u(t) u(1) on [0,1].
We are now going to prove the fact δ > 0. Note that
G(0, s) =
m∑
j=1
AjD(xj , s) +
(
m∑
j=1
AjQ(xj )
)(
m∑
j=1
BjH(s − xj )
)

m∑
j=1
AjQ(xj )Q(s)/Q(1)
and
G(1, s) = Q(s) +
m∑
j=1
AjD(xj , s)
+
(
m∑
AjQ(xj )+Q(1)
)(
m∑
BjH(s − xj )
)j=1 j=1
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{
1 +
m∑
j=1
Aj +
(
m∑
j=1
AjQ(xj )+Q(1)
)(
m∑
j=1
Bj/Q(xj )
)}
.
Consequently, we have
G(0, s)
G(1, s)

[
m∑
j=1
AjQ(xj )
Q(1)
]
×
{
1 +
m∑
j=1
Aj +
[
m∑
j=1
AjQ(xj )+Q(1)
][
m∑
j=1
Bj/Q(xj )
]}−1
,
which means that δ > 0. Here we have used the condition that 0 <
∑m
j=1 aj < 1. This
completes the proof. 
Remark 2. Lemma 1 in [16] is a special case of our Lemma 2.2. Yet the Green’s function
has not been constructed in [16]. Moreover, our Lemma 2.3 implies Lemmas 2–4 in [16].
3. Proof of main results
Let E = C[0,1] be a Banach space equipped with the sup norm and let
K := {u ∈ E; u(t) δ‖u‖},
where the positive number δ is determined by Lemma 2.3. Then K is a cone in E.
For any given r > 0, we defined Ωr := {u ∈ E; ‖u‖ < r}. It is obvious that Ωr is a
bounded open subset in E.
To prove Theorem 1.1, we define a mapping Φ :K → K by setting
(Φu)(t) =
1∫
0
G(t, s)F ∗
(
s, u(s)
)
ds, ∀u ∈ K,
where
F ∗(t, u) :=
{
F(t, u), if u > δα,
F(t, δα), if u δα.
Here α is a small positive number to be determined.
From the definition of Φ and Lemma 2.3, we have for each fixed u ∈ K ,
‖Φu‖ = (Φu)(1) =
1∫
0
G(1, s)F ∗
(
s, u(s)
)
ds
and
(Φu)(t) (Φu)(0) =
1∫
G(0, s)F ∗
(
s, u(s)
)
ds  δ‖Φu‖ on [0,1],0
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continuous mapping from K into itself.
First, we assume that (H4) and (H5) are satisfied.
From (H4), we can choose β > 0 such that
β
(
∫ 1
0 G(1, s)A(s) ds ξ(β)/η(β)+
∫ 1
0 G(1, s)B(s) ds)η(δβ)
> 1. (3.1)
It follows from (H5) that there exists a positive number α < β such that
1∫
0
G(0, s)F (s, u) ds > α for all u ∈ [δα,α]. (3.2)
For each fixed u ∈ K ∩ ∂Ωα , we have δα  u(t) α on [0,1], and, by (3.2),
(Φu)(0) =
1∫
0
G(0, s)F
(
s, u(s)
)
ds > α = ‖u‖,
which means that
‖Φu‖ > ‖u‖, ∀u ∈ K ∩ ∂Ωα. (3.3)
Let u ∈ K ∩ ∂Ωβ. Then δβ  u(t) β on [0,1]. It follows from (3.1) that
‖Φu‖ =
1∫
0
G(1, s)F
(
s, u(s)
)
ds

1∫
0
G(1, s)
(
A(s)ξ
(
u(s)
)+B(s)η(u(s)))ds
=
1∫
0
G(1, s)η
(
u(s)
)(
A(s)ξ
(
u(s)
)
/η
(
u(s)
)+B(s)) ds

1∫
0
G(1, s)η(δβ)
(
A(s)ξ(β)/η(β)+B(s)) ds < β = ‖u‖,
i.e.,
‖Φu‖ < ‖u‖, ∀u ∈ K ∩ ∂Ωβ. (3.4)
Therefore, by the second part of the Krasnosel’skii fixed point theorem, it follows that
Φ has a fixed point u1 ∈ K ∩ (Ω¯β\Ωα) such that
α < ‖u1‖ < β.
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u1(t) = (Φu1)(t) =
1∫
0
G(t, s)F ∗
(
s, u1(s)
)
ds =
1∫
0
G(t, s)F
(
s, u1(s)
)
ds,
which shows that u1(t) is a positive solution to problem (1.1).
Next, we assume that (H4) and (H6) hold. In this case we can let α to be equal to β and
have (3.4).
From (H6), we can choose γ > β such that
1∫
0
G(0, s)F (s, u) ds > γ for all u ∈ [δγ, γ ]. (3.5)
For each given u ∈ K ∩ ∂Ωγ , we have δγ  u(t) γ on [0,1], and, by (3.5),
(Φu)(0) =
1∫
0
G(0,1)F
(
s, u(s)
)
ds > γ = ‖u‖,
which implies that
‖Φu‖ > ‖u‖, ∀u ∈ K ∩ ∂Ωγ . (3.6)
From (3.4), (3.6) and the first part of the Krasnosel’skii fixed point theorem, we know
that Φ has a fixed point u2 ∈ K ∩ (Ω¯γ \Ωβ) with
β < ‖u2‖ < γ.
The function u2(t) is a positive solution to problem (1.1), of course.
Finally, we assume that (H4)–(H6) are all fulfilled. Repeating the above arguments, we
can lead to the conclusion that Φ has a fixed point u1 ∈ K ∩ (Ω¯β\Ωα) and a second fixed
point u2 ∈ K ∩ (Ω¯γ \Ωβ) with
0 < α < ‖u1‖ < β < ‖u2‖ < γ.
Undoubtedly, the two function u1(t) and u2(t) are positive solutions to problem (1.1).
Theorem 1.1 is thus proved. 
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