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Abstract
We study stochastic particle systems with stationary product mea-
sures that exhibit a condensation transition due to particle interactions
or spatial inhomogeneities. We review previous work on the stationary
behaviour and put it in the context of the equivalence of ensembles,
providing a general characterization of the condensation transition for
homogeneous and inhomogeneous systems in the thermodynamic limit.
This leads to strengthened results on weak convergence for subcritical
systems, and establishes the equivalence of ensembles for spatially inho-
mogeneous systems under very general conditions, extending previous
results which focused on attractive and finite systems. We use relative
entropy techniques which provide simple proofs, making use of general
versions of local limit theorems for independent random variables. This
paper is dedicated to Herbert Spohn in honour of his 65th birthday.
1 Introduction
Stochastic particle systems are simple models of non-equilibrium statistical
mechanics, describing basic reactions and transport of particles on discrete
geometries. In different applications the particles can represent various dis-
crete or discretized degrees of freedom. In contrast to models of equilibrium
statistical mechanics, they are defined by dynamical rules and in general
exhibit a family of stationary measures which cannot be characterized by
an energy function. We focus on stochastic lattice gas models of pure trans-
port where the number of particles is conserved. Several basic examples
have been introduced to the mathematical literature in [1], including mod-
els with and without exclusion interactions. Classical questions that have
been studied include characterization of stationary measures, phase tran-
sitions and equivalence of ensembles, large scale dynamical properties and
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hydrodynamic limits which are summarized in several monographs including
[2, 3, 4, 5].
We focus on systems with discrete, unbounded local state space N =
{0, 1, . . .}, i.e. without restriction on the number of particles per site. Such
models include zero-range processes [1, 6, 7] and misanthrope processes [8],
which are a large class of systems including the recently studied inclusion
process [9, 10] and a generalized version [11]. There are various results on
such models with open boundaries, but this paper is entirely focused on
closed systems. We do not consider creation or annihilation of particles due
to boundary reservoirs, and on finite lattices the number of particles is a
conserved quantity. For certain geometries and particle interactions these
models can exhibit a condensation phenomenon. In this case, when the
particle density exceeds a critical value the system phase separates into a
condensed and a homogeneous or fluid phase. The fluid phase is distributed
according to the maximal invariant measure with critical density and the
excess mass concentrates on a subextensive part of the lattice, constituting
the condensed phase.
Condensation can result from spatial inhomogeneities or particle inter-
actions in spatially homogeneous systems and so far has mostly been studied
for systems with stationary product measures. The first regime is addressed
in [12, 13, 14, 15, 16] in the context of zero-range and exclusion models with
disorder, [17] covers a more general class of systems and a comprehensive re-
view of related results on disordered systems. All rigorous results within the
above references are based on coupling techniques and require attractivity
of the process, whereas [18] covers general inhomogeneities without the use
of attractivity restricted to finite lattices. In these systems the condensed
phase is localized on specific sites determined by geometric effects, such as
slow exit rates or large incoming rates for particles. Building on first re-
sults in [19, 20], condensation in homogeneous systems has attracted major
research interest over the last years in the context of zero-range processes
and related models. In contrast to inhomogeneous systems the condensed
phase is delocalized, i.e. its location is uniformly distributed on the lattice
due to symmetry and therefore not accessible in the thermodynamic limit
under the usual local notions of convergence. Studying the maximum as
a global observable, it has been established rigorously in a series of papers
[21, 22, 23, 24, 25] that the condensed phase in fact concentrates on a sin-
gle lattice site, covering a relatively large class of systems with stationary
product measures.
The combination of inhomogeneities and interaction driven condensa-
tion has been studied in [26] for a system with a single defect site and more
genererally in [27, 28, 29], the latter also providing a very good account of
the literature related to both cases. Results on homogeneous mass transport
models with continuous state space can be found in [30, 31, 9] and references
therein, and on related systems with pair-factorised stationary measures that
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give rise to a spatially extended condensates in [32] and [33] (see also refer-
ences therein). There are many further studies of applications or variations
of zero-range processes and related models which we do not address here,
see [34, 35, 36, 29] for complementary reviews of the literature.
The purpose of this paper is two-fold. Firstly, we review rigorous results
on condensation in closed stochastic particle systems with stationary prod-
uct measures from a thermodynamic point of view, formulating them in the
context of the classical approach of the equivalence of ensembles [37]. A
general information theoretic approach [38] provides simple proofs in terms
of convergence in relative entropy. Secondly, we use this approach to de-
rive new results on weak convergence with respect to (unbounded) local test
functions for homogeneous systems. These are important to capture the na-
ture of the condensation transition, extending classical results on bounded
functions or functions with exponential moments [39] which are only suffi-
cient for models with bounded local state space such as spin systems. We
further establish the equivalence of ensembles for spatially inhomogeneous
models in the thermodynamic limit extending recent results in [18] for finite
lattices, and provide a detailed discussion of possible localization and de-
localization of the condensed phase. These results hold under very general
assumptions, in particular without requiring attractivity, and can be proved
with minimal effort at the expense of providing weaker conclusions than the
work cited above.
The paper is organized as follows. In Section 2 we give a general re-
sult (Theorem 2.1) on sufficient conditions for stationary product mea-
sures, which basically summerizes various previous work in that direction
[8, 40, 30, 35] in a relatively coherent framework. We focus on particle jump
rates between sites x and y depending on the occupation numbers ηx, ηy ∈ N
on departure and target site in a factorized form. We close this section with
a general characterization of condensation for homogeneous or inhomoge-
neous systems in the thermodynamic limit, and provide a connection to
conepts of phase transitions in classical statistical mechanics. Section 3 is
devoted to spatially homogeneous systems, including a detailed discussion of
static and dynamic properties of basic examples. This section contains new
results on a strengthened form of weak convergence, in particular Theorem
3.4 for subcritical systems. In Section 4 we address systems with general
spatial inhomogeneities. After reviewing previous work on finite systems and
discussing various examples, we present our most significant new results in
Theorems 4.2 to 4.4 on the equivalence of ensembles in the thermodynamic
limit. Attempting to give a fairly complete picture of rigorous results on
condensation in closed stochastic particle systems, we give a short account
of further work in the discussion in Section 5, including refined scaling lim-
its at the critical density, systems with size-dependent parameters and the
dynamics of condensation.
3
2 Models and notation
In this section we introduce notation and summarize previous results on
stationary product measures, the equivalence of ensembles and connections
to condensation.
2.1 Definition of the dynamics
We consider a family of lattice gases, which are continuous-time Markov
process with state space XΛ = N
Λ, where Λ, called the lattice, can be any
finite or countably infinite set. Configurations are denoted by η = (ηx :
x ∈ Λ), where ηx ∈ N is the number of particles at site x ∈ Λ. We focus
on closed system in which particles are not created or annihilated and their
number is locally conserved. The dynamics are given by the generator
Lf(η) =
∑
x,y∈Λ
p(x, y)ux(ηx) vy(ηy)
(
f(ηxy)− f(η)) , (1)
with the usual notation ηxyz := ηz − δz,x+ δz,y for a configuration where one
particle has moved from site x to y. The purely spatial part of the jump
rates, p(x, y) ≥ 0 are transition rates of a single random walker on Λ with
p(x, x) = 0, which we assume to be irreducible to avoid hidden conservation
laws. The interaction part of the jump rates is given by functions ux, vx :
N→ [0,∞) for each x ∈ Λ, which should satisfy
ux(n) = 0 if and only if n = 0 ,
vx(n) > 0 for all n ≥ 0 and vx(0) = 1 , (2)
for all x ∈ Λ. Positivity ensures that there are no degeneracies or absorbing
states, and the normalization of vx(0) is just a convenient choice and no
restriction, since it can be absorbed in rescaling the rates ux(n).
With these assumptions the number of particles is the only conserved
quantitiy and for finite lattices of size |Λ| = L the process is irreducible on
the subsets
XΛ,N =
{
η ∈ X : ΣΛ(η) = N
}
for each N ∈ N , (3)
where we use the shorthand ΣΛ(η) =
∑
x∈Λ ηx. On XΛ,N the process is
a finite state, irreducible Markov chain, and is therefore ergodic with a
unique stationary measure πΛ,N . In this case the generator is defined for
all continuous functions f ∈ C(XΛ,N ). Examples of processes with such
dynamics include
• zero-range processes (ZRP) [1]: ux arbitrary , vx ≡ 1 ;
• target process (TP) [40]: ux(n) = 1− δn,0 , vx(n) = v(n) arbitrary ;
• inclusion processes (IP) [9, 10]: ux(n) = n , vx(n) = d+ n , d > 0 ;
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• explosive condensation model (ECP) [11]:
ux(n) = v(n)− v(0) , vx(n) = v(n) = (d+ n)γ , d, γ > 0 .
In the ZRP particles exhibit only an on-site, zero-range interaction, while in
the IP and ECP particles can be attracted by a large occupation number on
the target site, which is also true for the TP for increasing v(n). In addition
to this interaction, particles perform independent random walks with rate
d p(x, y) in the IP, whereas in the ECP jump rates depend superlinearly on
the occupation on departure sites leading to a repulsive interaction if γ > 1,
which is the interesting case for this model. For γ = 1 the ECP is equivalent
to the IP. Note that the rates in their original form as given above do not
obey the normalization vx(0) = 1 for TP, IP and ECP, but this can easily
be achieved by rescaling ux by vx(0), d and d
γ , respectively.
The family of processes (1) has some overlap with misanthrope processes
[8], which were originally defined with translation invariant lattices and jump
rates p(x, y) = q(y − x), and a more general interaction part of the jump
rates given by a function g(ηx, ηy). The processes are known to exhibit
stationary product measures if the rates fulfill
g(n,m)
g(m+ 1, n − 1) =
g(n, 0) g(1,m)
g(m+ 1, 0) g(1, n − 1) for all n ≥ 1, m ≥ 0 ,
and, in addition, either q(z) = q(−z) for all z ∈ Λ or g(n,m) − g(m,n) =
g(n, 0) − g(m, 0) for all n,m ≥ 0. All translation invariant examples we
will consider are in fact special misanthrope models, but we are explicitly
also interested in spatially inhomogeneous cases. Models of type (1) are
attractive, i.e. they preserve stochastic order in time, if and only if ux are
increasing and vx are decreasing functions. This is analogous to well known
results for misanthrope models [8, 41]. Here we are particularly interested in
condensation phenomena, which for homogeneous systems so far have only
been observed if this condition is violated and the model is not attractive.
It is an interesting open question whether non-attractiveness is in fact a
necessary condition for condensation in homogeneous systems.
To construct the dynamics on infinite lattices, such as Λ = Z, further
assumptions are necessary [6]. Since the local state space N and therefore
also X is non-compact, the usual construction using Feller semigroups and
continuous cylinder functions f to define the generator (see [2], Chapter I)
does not apply. In [7] a construction is given for a spatially homogeneous
ZRP (ux ≡ u) using Lipschitz functions f on a restricted state space to
limit the growth of ηx as |x| → ∞, under the additional assumptions that
p is of finite range and the jump rates g(n) are uniformly bounded by a
linear function. This has recently been generalized in [42] to superlinear
growth rates for attractive systems. In this paper we are not interested
in infinite lattices directly, but take the statistical mechanics approach and
study observables of large, finite systems as their size tends to infinity.
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2.2 Stationary product measures
In the following we will give sufficient conditions for processes (1) to exhibit
stationary product measures, which we write as
νΛφ [dη] =
∏
x∈Λ
ν¯xφ(ηx)dη (4)
defined by product densities w.r.t. the product counting measure dη on XΛ.
The marginals turn out to have the form
νxφ [ηx = n] = ν¯
x
φ(n) =
1
zx(φ)
wx(n) (λxφ)
n (5)
with normalization (or partition function)
zx(φ) =
∞∑
n=0
wx(n) (λxφ)
n . (6)
Here (λx : x ∈ Λ) is a harmonic function∑
x∈Λ
(
λx p(x, y)− λyp(y, x)
)
= 0 for all y ∈ Λ , (7)
corresponding to a (not necessarily normalized) stationary distribution of a
single random walker with transition rates p(x, y). Since we assume p(x, y)
to be irreducible, on finite lattices Λ this is in fact unique up to normalization
and strictly positive. The weights wx are given by
wx(n) =
n∏
k=1
vx(k − 1)
ux(k)
, x ∈ Λ , (8)
encoding the interaction of the particles provided through the functional
forms of ux and vx.
Since the number of particles is a conserved quantity, the measures are
indexed by a fugacity parameter φ ≥ 0 controling the average number of
particles per site
Rx(φ) = ν
x
φ(ηx) =
1
zx(φ)
∞∑
n=0
nwx(n) (λxφ)
n , (9)
which is a strictly increasing function with Rx(0) = 0. Here and in the
following we use the standard notation µ(f) to denote the expectation of a
function f under a measure µ. Since the normalization zx(φ) is a generat-
ing function, the density can also be computed as Rx(φ) = φ∂φ log zx(φ).
Existence of the product measure (4) obviously requires zx(φ) < ∞ for all
x ∈ Λ, and we denote by
DΛφ =
{
φ ≥ 0 : zx(φ) <∞ for all x ∈ Λ
}
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the domain of definition. Since zx(φ) is a power series in φ, the domain of
each marginal νxφ is actually of the form D
Λ
φ = [0, φ
x
c ) or [0, φ
x
c ] where
φxc =
(
λx lim sup
n→∞
wx(n)
1/n
)−1
is the radius of convergence of zx(φ). The domain of the product measure
is then
DΛφ = [0, φ
Λ
c ) or [0, φ
Λ
c ] where φ
Λ
c = inf
x∈Λ
φxc . (10)
Whether or not the right boundary is part of the domain depends on the
particular example and is related to the condensation phenomenon which is
discussed later in detail. For non-empty DΛφ we need φ
Λ
c > 0. A sufficient
condition is for example that for all x ∈ Λ
1
n
logwx(n) =
1
n
n∑
k=1
log
vx(k − 1)
ux(k)
→ αx ∈ [−∞,∞) (11)
as n→∞, and
λx, αx ≤ C are uniformly bounded above for all x , (12)
leading to φxc = e
−αx/λx ≥ e−C/C. Uniform boundedness is clear on fixed
lattices but a non-trivial condition in the thermodynamic limit, and (11)
obiously holds whenever vx(n−1)/ux(n) has a finite limit for all x as n→∞.
Theorem 2.1. Stationary product measures
The processes with generator (1) have stationary product measures νΛφ of the
form (4), provided that one of the following conditions holds:
1. vx(n) ≡ 1 for all x ∈ Λ, n ≥ 0 (zero-range dynamics).
2. The harmonic function λx (7) fulfilles the detailed balance relation
λxp(x, y) = λyp(y, x) for all x, y ∈ Λ . (13)
In this case the measure is in fact reversible for the dynamics (1).
3. Incoming and outgoing rates p are the same for each site, i.e.∑
y∈Λ
p(x, y) =
∑
y∈Λ
p(y, x) for all x ∈ Λ , (14)
and vx = v, ux = u are independent of x and fulfill
u(n) v(m) − u(m) v(n) = u(n)− u(m) for all n,m ≥ 0 . (15)
In this case the measure is homogeneous with x-independent marginals.
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Cases 1 and 3 are known from the literature of zero-range models [1, 7, 4]
and misanthrope models [8] in a slight reformulation. Case 2 is a straightfor-
ward extension to a proof for inclusion processes given in [18] including one
of the authors, which is based on a classical result on the exclusion process
[2, Theorem VIII.2.1]. Cases 2 and 3 have also been discussed in [40] in
the context of the target process. Another recent model covered by case 3
is the explosive condensation model studied in [11] for totally asymmetric
dynamics on a one-dimensional torus, and the theorem also holds for other
geometries. For completeness we give a short summary of the main steps in
the proof.
Proof. We have to show for expected values w.r.t. νφ that
νΛφ (Lf) =
∑
η∈Ω
∑
x,y∈Λ
p(x, y)ux(ηx)vy(ηy)(f(η
x,y)− f(η))ν¯Λφ (η) = 0 (16)
for all local functions f . For fixed x, y we get after a change of variable∑
η∈Ω
ux(ηx)vy(ηy)f(η
x,y)ν¯Λφ (η) =
∑
η∈Ω
ux(ηx+1)vy(ηy−1)f(η)ν¯Λφ (ηy,x) .
The form (5) and (8) of the marginals implies that for all x, y ∈ Λ and n ≥ 0,
k ≥ 1
ν¯xφ(n+1) ν¯
y
φ(k−1)ux(n+1) vy(k−1) = ν¯xφ(n) ν¯yφ(k)uy(k) vx(n)
λx
λy
. (17)
It is easy to check that boundary terms in the sums vanish consistently, and
we do not consider them in the following. Plugging this into (16) we get for
the right-hand side∑
η∈Ω
f(η)ν¯Λφ (η)
∑
x,y∈Λ
p(x, y)
(
uy(ηy)vx(ηx)
λx
λy
− ux(ηx)vy(ηy)
)
, (18)
and exchanging the summation variables x↔ y in the first part of the sum
leads to
νΛφ (Lf) =
∑
η∈Ω
f(η)ν¯φ(η)
∑
x∈Λ
ux(ηx)
λx
∑
y∈Λ
vy(ηy)
(
p(y, x)λy−p(x, y)λx
)
.
This clearly vanishes in the first two cases and analogously to the above
argument one can show that in the second case detailed balance implies
νΛφ (fLg) = ν
Λ
φ (gLf) for local functions f, g ,
i.e. νΛφ is reversible.
For the homogeneous case 3, we can use λx ≡ 1 and (15) in (18) to get
νΛφ (Lf) =
∑
η∈Ω
f(η)ν¯φ(η)
∑
x∈Λ
ux(ηx)
∑
y∈Λ
(
p(y, x)− p(x, y)) ,
which vanishes due to (14).
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Remarks.
• Note that in many instances the above measures can be extended to
infinite lattices in a generic way, even if existence of the dynamics of the
process is not guaranteed. If the the dynamics exist the measures are
stationary for the limiting dynamics, and since the harmonic functions
are no longer unique, there might even be a larger family of stationary
product measures for a given process.
• The above result also applies if vx(k) = 0 for all k ≥ K, x ∈ Λ for some
K ∈ N, i.e. for exclusion processes [2] or K-exclusion type models with
restricted state space {0, . . . ,K}Λ (cf. [3, Section II.2.4] and references
therein).
• For systems with open boundaries the theorem can be generalized
directly to special cases, where each boundary can be described con-
sistently by a single auxiliary external site. Precisely, let ∆ be the set
of external sites e, then in addition to the bulk dynamics given in (1)
the generator has the additional terms∑
e∈∆
∑
y∈Λ
p(e, y)αevy(ηy)
(
f(η+y)− f(η))+
∑
x∈Λ
∑
e∈∆
p(x, e)βeux(ηx)
(
f(η−x)− f(η)) (19)
for creation and annihilation of particles, with the obvious notation
η±xz = ηz ± δz,x. Consistency means, that there exists a fugacity
φ∗ ∈ Dφ such that the total system including the auxiliary sites is
a closed boundary system with a product measure νΛ∪∆φ∗ and a partic-
ular harmonic function (λx : x ∈ Λ∪∆). The creation and annihilation
rates then have to be expectations w.r.t. marginals on external sites,
i.e.
αe = ν
Λ∪∆
φ∗ (ue) and βe = ν
Λ∪∆
φ∗ (ve) . (20)
This is in general not restrictive in the reversible case (2) and for
zero-range dynamics (1) since the functions ue and ve can be chosen
essentially arbitrarily, but imposes restrictions in the homogeneous
case (3). If we assume irreducibility of p(x, y) on the extended finite
lattice the scaled harmonic function φλx is unique and there is at most
one product measure for such open boundary systems.
• If the above consistency relations are not fulfilled the stationary mea-
sures are in general not of product form, as is well known e.g. for the
one-dimensional simple exclusion process where the correlation struc-
ture can be described using a matrix product formulation following
9
work in [43]. It is an interesting open question whether this technique
also applies to other models mentioned in Section 2.1 such as the IP or
ECP, and if there is a connection with condensation in open boundary
systems which has so far only been studied for the ZRP in [44],
2.3 Condensation and equivalence of ensembles
Although the result on stationary product measures applies in more gen-
erality, for the rest of this paper we are interested in closed finite systems
and their scaling limits, where the number of particles is the only conserved
quantity and there is no restriction on the number of particles per site. We
will mostly be interested in stationary properties, which reduces to a study
of L = |Λ| independent random variables ηx with distribution νΛφ (4) and
marginals (5)
νΛφ [ηx = n] = ν¯
x
φ(n) =
1
zx(φ)
wx(n) (λxφ)
n .
In the following we will further assume that the weights wx(n) > 0 are
sub-exponential in the sense that
wx(n+ 1)
wx(n)
=
vx(n)
ux(n− 1) → 1 as n→∞ . (21)
This is not a restriction, since any exponential part can be absorbed in a
redefinition of λx, the harmonic nature of which (7) is no longer important
at this stage. The only case not covered is if the weights wx have super-
exponential decay, but then φxc =∞ for such sites and they do not contribute
to condensation, so we do not consider this case. The most important aspect
remaining from the dynamical origin of these measures is the fugacity φ, the
dual parameter to the conserved quantitity, which indexes the family of
product measures.
While (21) is sufficient on finite lattices, we need to impose some uni-
formity in x to get sufficient control on inhomogeneous systems in the ther-
modynamic limit. We assume that there exist functions w− and w+ such
that
w−(n) ≤ wx(n) ≤ w+(n) for all n ≥ 0, x = 1, 2, . . . and
w+(n+ 1)
w+(n)
,
w−(n+ 1)
w−(n)
→ 1 as n→∞ , (22)
Together with the assumption that
λx ≤ C uniformly for all x = 1, 2, . . . , (23)
this implies and replaces earlier conditions (11) and (12), and ensures a
non-empty domain of definition as we discuss below. We note that (22) is a
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relatively weak assumption, w− could be a decreasing and w+ an increasing
function with sub-exponential tails, which are otherwise arbitrary.
The product measures also provide explicit formulas for the canoni-
cal measures πΛ,N on the irreducible subsets XΛ,N . Since the number of
particles ΣΛ is conserved under the dynamics, the conditional measures
νΛφ
(
dη
∣∣XΛ,N) are also stationary, and since the process is ergodic on XΛ,N
these conditional measures are equal to πΛ,N and independent of the fugacity
φ. Choosing φ = 1 for simplicity we can write
πΛ,N [dη] = ν
Λ
1
[
dη
∣∣XΛ,N] = 1
ZΛ,N
∏
x∈Λ
wx(ηx)λ
ηx
x dη (24)
with ZΛ,N = ν
Λ
1 [XΛ,N ] as normalization.
As usual (see [2], Proposition I.1.8), the set of all stationary measures of
the models (1) is a convex subset of measures on XΛ. On finite lattices Λ the
canonical measures πΛ,N are the extreme points for this set, and the (grand-
canonical) product measures νΛφ can be written as convex combinations
νΛφ =
∑
N∈N
νΛφ [XΛ,N ]πΛ,N , (25)
and are therefore not extremal. On finite lattices there are no other extremal
measures than the canonical ones, and the full set of stationary distributions
is given by their convex hull. On infinite lattices the situation is more com-
plicated. In spatially homogeneous systems the grand-canonical measures
are extremal, but there may be more non-homogeneous extremal measures
analogous to the so-called blocking measures for exclusion processes (see e.g.
[2, Chapter VIII]).
In the thermodynamic limit
L = |Λ|, N →∞ such that N/L→ ρ ≥ 0 (26)
the grand-canonical measures (with simple product structure) are usually
expected to provide a good approximation to the sequence of canonical mea-
sures, which is called the equivalence of ensembles in statistical mechanics.
One convenient way of quantifying the distance between the two distribu-
tions is relative entropy (see e.g. [38], Chapter I.3). For two measures µ1, µ2
on a countable space Ω it is defined as
H(µ1;µ2) =
{∑
ω∈Ω µ1(ω) log
µ1(ω)
µ2(ω)
, if µ1 ≪ µ2
∞ , otherwise , (27)
where we use the convention 0 log 0 = 0. It only takes finite values if µ1 is
absolutely continuous w.r.t. µ2, which means that for all measurable events
A, µ2(A) = 0 implies that µ1(A) = 0. In this case the Radon-Nikodym
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derivative h(ω) = dµ1dµ2 (ω) =
µ1(ω)
µ2(ω)
exists (taking a simple form in the discrete
case), and the relative entropy can be written as
H(µ1;µ2) =
∑
ω∈Ω
µ2(ω)h(ω) log h(ω) = µ2
(
h log h
)
. (28)
Note that the relative entropy is not symmetric and therefore not a metric,
but if µ1 and µ2 are probability measures it is non-negative and vanishes if
and only if µ1 = µ2.
In our case, since the canonical measures are conditioned versions of the
grand-canonical ones (24), it is easy to see (cf. [38, 22]) that the specific
relative entropy normalized by the system size can be written as
1
L
H(πΛ,N ; ν
Λ
φ ) = −
1
L
log νΛφ
(
ΣΛ = N
)
(29)
=
1
L
log zΛ(φ)− N
L
log φ− 1
L
logZΛ,N . (30)
The first line provides a formulation in terms of typical or large deviations
for the product measure νΛφ , which we will use in the following to show that
the quantity vanishes in the thermodynamic limit. The second form provides
a connection to thermodynamics which is not essential for our approach but
we discuss it briefly for completeness, for further details and references see
e.g. [45]. In the thermodynamic limit the first term is the pressure p(φ) of
the grand-canonical system (sometimes also called Gibbs free energy), and
the last term is the entropy density s(ρ) of the canonical system,
p(φ) = lim
L→∞
1
L
log zΛ(φ) = lim
L→∞
1
L
∑
x∈Λ
log zx(φ) , (31)
s(ρ) = lim
L→∞
1
L
logZΛ,N . (32)
The grand-canonical entropy sgc(ρ) is given by the Legendre transform of
the pressure, and taking the infimum over φ we get in the thermodynamic
limit
inf
φ∈Dφ
(
p(φ)− ρ log φ)︸ ︷︷ ︸
:=sgc(ρ)
−s(ρ) = inf
φ∈Dφ
lim
L→∞
1
L
H(πΛ,N ; ν
Λ
φ ) . (33)
So if the specific relative entropy vanishes in the limit under the optimal
choice of φ on the domain Dφ, which we discuss below, we have equivalence
of ensembles in the sense of thermodynamic functions sgc(ρ) = s(ρ). The
grand-canonical entropy density sgc(ρ) is always concave by definition, and
it turns out that it is also strictly concave for ρ < ρc. By general argu-
ments, equivalence certainly holds when the grand-canonical entropy sgc(ρ)
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Figure 1: Sketch of the pressure p(φ) (left) and its Legendre transform, the
grand-canonical entropy sgc(ρ) (right) for a condensed system with ρc <∞.
p(φ) is convex and therefore Lipschitz on the interior of its domain, but not
necessarily left-continuous at φc. By (34), ρc = limφրφc φp
′(φ) and simply
ρc = φc p
′(φc) in case Dφ = [0, φc] as depicted in this example. In both cases
the finite (limiting) slope at φc leads to a linear part in s(ρ) for ρ ≥ ρc.
is strictly concave, which can therefore be understood directly from the pres-
sure as is shown in [60, 61] by one of the authors. The connection to particle
density is explained in more detial below and illustrated in Figure 1.
For the family of grand-canonical measures νΛφ we define the limiting
particle density
R(φ) := lim
L→∞
1
L
∑
x∈Λ
Rx(φ) = φp
′(φ) , (34)
which can be written in terms of the pressure since this is a moment gen-
erating function. In the following we consider Dφ to be the domain of this
function rather than the pressure, both domains are again intervals of the
form [0, φc) or [0, φc] and can disagree only at their right boundary. In fact
φc = lim
L→∞
φΛc > 0 , (35)
is simply given by the limit of finite systems (10), which is a consequence of
the uniformity assumption (22) without which φc might be striclty smaller
than the limit. φc > 0 follows from condition (23). As a limit of convex func-
tions p is convex, non-negative and p(0) = 0, and therefore R is monotone
increasing with R(0) = 0. We further assume that
p is strictly convex , R is strictly monotone, continuous on Dφ . (36)
This excludes systems that become degenerate in the thermodynamic limit,
for example inhomogeneous systems with λx → 0 as x→∞ for which p and
R would vanish due to (22). Also condensation in the homogeneous SIP
with system size dependent parameters studied in [18] is excluded, where
13
the pressure and the density vanish on Dφ as well. A simple condition to
ensure (36) would be to assume λx ≥ C to be bounded from below, but this
is far from necessary. In explicit examples (36) is usually easy to check and
often holds, unless in special cases.
Definition 2.1. The critical density ρc ∈ [0,∞] is defined as
ρc := lim
φրφc
R(φ) with R(φ) as in (34) , (37)
and the system exhibits condensation if ρc <∞.
As is illustrated in Figure 1, ρc/φc is the slope of the pressure p as
φ → φc and ρc < ∞ leads to a linear part in the Legendre transform,
confirming that the density is the appropriate observable to characterize the
condensation transition. It is clear that φc <∞ is a necessary condition for
condensation, see e.g. [4, Lemma II.3.3] for a proof in a special case. For
example, if the stationary weights had super-exponential decay, as is e.g.
the case for independent random walkers where the ηx are i.i.d. Poisson
random variables, we have φc = ∞ and necessarily ρc = ∞ and there is no
condensation.
The above characterization of condensation works well in the thermo-
dynamic limit for homogeneous and inhomogeneous systems, which will be
explored in more detail in the next two sections. It also works for systems
with size-dependent parameters, which we shortly discuss in Section 5.1.
For other scaling limits, such as N → ∞ on a fixed lattice Λ, the above
definition has to be adapted and we discuss previous results in this case
in Proposition 4.1 for inhomogeneous and in Section 5.1 for homogeneous
systems.
3 Condensation in homogeneous systems
In this section we explain connections between condensation and stationary
currents for models with bounded and unbounded rates, review previous
results on the equivalence of ensembles based on work by one of the au-
thors [22], and state one of our main new results on strong equivalence for
subcritical systems.
3.1 General remarks
For a spatially homogeneous system under the grand-canonical measures
the occupation numbers ηx are i.i.d. random variables taking values in
N = {0, 1, . . .}, each with distribution
ν1φ[ηx = n] =
1
z(φ)
w(n)φn with z(φ) =
∞∑
n=0
w(n)φn , (38)
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for all x = 1, 2, . . .. Connecting to our previous notation we have λx ≡ 1
and therefore φc = φ
x
c = 1 with (23). We have simply Rx(φ) = R(φ) for all
x ∈ Λ and the critical density (37) is given by
ρc = R(1) =
1
z(1)
∞∑
n=0
nw(n) ∈ (0,∞] . (39)
It can be shown that z(1) =∞ implies ρc =∞ (see e.g. [4, Lemma II.3.3]).
Therefore, the system exhibits condensation with ρc < ∞ if and only if
nw(n) is summable, i.e. w(n) has to decay fast enough like a power law or
another sub-exponential distribution. In that case the measures are defined
for all φ ∈ [0, 1] = Dφ and the range of densities is given by R(Dφ) = [0, ρc].
So for ρc <∞ the range of densities attainable by grand-canonical mea-
sures is a strict subset of [0,∞). For typical stationary configurations under
the canonical distribution πΛ,N with N/L = ρ > ρc the system phase sepa-
rates into a condensed and a fluid phase. As we will review in the following
subsections, it can be shown with a general thermodynamic approach and
simple relative entropy techniques that the bulk phase is distributed as the
product measure ν1 at the critical density ρc, and that the condensed phase
concentrates on a vanishing fraction of the lattice containing a macroscopic
amount of order (ρ − ρc)L of particles. This is in general analogous to
classical results on phase separation in the Ising model with spin-exchange
(Kawasaki) dynamics (see e.g. [2], Chapter 4), the main difference being
that the local state space of our models is unbounded and the condensed
phase contributes only subextensively to the total free energy (or entropy)
of the system. Therefore various classical results on weak convergence of
local observables have to be improved and we will discuss this in detail in
the following subsections which include new results in this direction. For
the special cases of w(n) having power law or stretched exponential tails it
has been shown that the condensed phase consists in fact of a single site in
a series of papers [21, 23, 24] and [22, 25] involving one of the authors. This
information is not accessible by our thermodynamic treatment, which in
principle can also be applied to more general models with non-product sta-
tionary measures, that can exhibit a non-trivial structure of the condensed
phase (see [32] and [33] and references therein).
For zero-range processes, the weights in fact uniquely determine the dy-
namics (cf. Section 2.1) via u(n) = w(n− 1)/w(n), and a standard example
is given by
u(n) = 1 +
b
nγ
for all n ≥ 1 and u(0) = 0 , (40)
which has first been studied in [20]. The parameters are non-negative, and
if γ ∈ (0, 1) or γ = 1 and b > 2 the weights show a stretched exponential
or power law decay, respectively, which leads to ρc < ∞ (see e.g. [20,
15
22] for details). Heuristically, the dynamic mechanism of condensation in
these models is an effective attraction between particles on sites with high
occupation numbers, resulting from the asymptotic decay of the jump rates
u(n). As a result large clusters of particles become essentially immobile,
and receive roughly as many particles from their neighbouring sites as they
eject leading to a current balance between condensed and fluid phase. In
general lattice gases, the stationary current is defined as the expected net
number of particles crossing a bond in a (specified) positive direction per
unit of time. The full current depends strongly on the lattice geometry
and vanishes for reversible systems, in which case one has to consider the
diffusivity. The crucial quantity for our interest is the interaction part of
both quantities which is given by the average jump rate of a particle per
connecting bond. We will simply call this the current in the following for
ease of presentation, having in mind totally asymmetric nearest neighbour
systems in one dimension as typical examples. Note that under condition
(15) the dynamics in fact fulfill the gradient condition (see e.g. [3], Section
II.2.4) which leads to a simplified expression for the diffusivity justifying
this simplification also for reversible systems.
Since νΛφ is a homogeneous product measure, the grand-canonical current
can be defined for an arbitrary pair of sites x 6= y ∈ Λ and is given by
jgc := ν
Λ
φ
(
u(ηx) v(ηy)
)
= ν1φ(u) ν
1
φ(v) = φ ν
1
φ(v)
2 , (41)
where for the last representation we have used the recursive property (17)
of the stationary measures. Similarly, we define the canonical current
jΛ,N := πΛ,N
(
u(ηx) v(ηy)
)
(42)
which does not factorize, but is still independent of the actual choice of
x 6= y ∈ Λ since for homogeneous systems the canonical measures are per-
mutation invariant. The thermodynamic limit of the canonical current
j(ρ) = lim
L,N→∞
jΛ,N for all ρ ≥ 0 , (43)
is also called current-density relation or the fundamental diagram of the
process. To compare both currents it is often convenient to also view the
grand-canonical one as a function of the density using the one-to-one relation
ρ = R(φ) in (41), and in this case we write jgc(ρ) which exists only for
densities in [0, ρc].
For zero-range processes with v ≡ 1 (41) implies simply jgc = φ, and
therefore jgc(ρ) is given by the inverse of the function R(φ), which is illus-
trated in Figure 2. Since the rates (40) are bounded functions, convergence
results in the next subsections apply also for supercritical densities so that
the fundamental diagram is equal to jgc(ρ) = jgc(ρc) = 1 for all ρ ≥ ρc.
This is consistent with the heuristics that the condensed phase in zero-
range models is static. From the point of view of conservation laws in the
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Figure 2: Sketch of the density R(φ) (left) and the fundamental diagram j(ρ)
(right) for the zero-range process (blue-dashed) and the explosive condensa-
tion model (red-solid). While stationary densities (34) look similar, the sys-
tems show very different dynamics and current-density relations (43), where
the mobility of the condensed phase vanishes (ZRP) or diverges (ECM).
hydrodynamic limit [4] this means that the characteristic or group velocity
j′(ρ) vanishes for ρ > ρc, which is consistent with heuristic results in [46].
Another interesting example is given by the explosive condensation model
(ECM), recently introduced in [11], with rates given by
u(n) = (d+ n)γ − dγ , v(n) = (d+ n)γ with d, γ > 0 . (44)
The stationary weights for this model have leading order asymptotic decay
w(n) =
n∏
k=1
(k − 1 + d)γ
(k + d)γ − dγ ∼ n
−γ (45)
for all d > 0, so the system exhibits condensation for γ > 2. The function
R(φ) is also shown in Figure 2 and looks very similar to the ZRP as do typical
stationary configurations. However, the grand-canonical current (41) in the
ECM can be written as
jgc = φ
(
ν1φ(v)
)2
=
φ
z(1)2
(∑
n≥0
w(n)v(n)φn
)2
→∞ as φր 1 , (46)
since w(n)v(n) ∼ n−γ(d + n)γ = O(1) as n → ∞. As opposed to the ZRP
with rates (40) discussed above, the rates are now unbounded functions
and their expectation is in fact a higher order moment with power γ which
diverges as ρ ր ρc. Intuitively, this leads to a very high mobility of large
clusters when the critical density is approached, which in fact diverges in
the thermodynamic limit. For supercritical densities the stationary current
is dominated by the condensate contribution and diverges as Lγ−1. In the
totally asymmetric one-dimensional system studied in [11] the condensate
will move ballistically across the lattice with diverging speed. This effect
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is strong enough that the equilibration time of supercritical systems in fact
vanishes in the limit L → ∞ (hence the name ‘explosive condensation’).
The dynamics of the model is clearly not well defined in the thermodynamic
limit at least for supercritical densities, while this is expected to be the case
for the ZRP with bounded rates (40), even though this is not proven to our
knowledge.
Note that in contrast to the strikingly different dynamics, which is en-
coded in the different asymptotic behaviour of the jump rates, the static
stationary behaviour for both models is in fact identical. Further details
on recent rigorous results on the dynamics of condensation will be given in
Section 5.2, in the following we focus on a detailed study of the equivalence
of canonical and grand-canonical measures.
3.2 General results
In the following we present results on the equivalence of ensembles between
canonical and grand-canonical measures which hold under very general con-
ditions. Building on the following simple theorem for relative entropy den-
sities published previously in [22] involving one of the authors, we discuss
general consequences for the convergence of observables or test functions,
and present new results on how they can be extended in sub- and supercrit-
ical cases.
Proposition 3.1. As L,N →∞ such that N/L→ ρ we have
1
L
H(πΛ,N ; ν
Λ
φ )→ 0 , (47)
provided that φ ∈ [0, 1] is chosen such that R(φ) = ρ for ρ < ρc or φ = φc = 1
for ρ ≥ ρc.
For ρ ≤ ρc, this also holds with a prefactor 1/aL for any aL ≫ logL, and
for ρ > ρc we need aL ≫ logL ∨ tL, where tL := − log ν¯11(L) encodes the
sub-exponential tail of the critical marginals ν11 .
Proof. We use the representation (29)
1
L
H(πΛ,N ; ν
Λ
φ ) = −
1
L
log νΛφ
[
ΣΛ = N
]
, (48)
and for ρ < ρc the marginals ν
1
φ with R(φ) = ρ have exponential tails and
the standard local limit theorem [47] (see also appendix) provides an upper
bound of order logL/L. For ρ = ρc the sub-exponential tails of ν
1
1 can lead
to diverging second moments, but in any case the local limit theorem for
non-normal limit distributions (see e.g. [48]) provides a lower bound of order
νΛφ
[
ΣΛ = N
] ≥ 1/L which leads to the same conclusion. For ρ > ρc this is
a large deviation probability, and a simple lower bound is given by putting
all excess mass in the first site,
νΛ1
[
ΣΛ = N
] ≥ ν¯11(N − [ρcL]) νΛ\11 [ΣΛ\1 = [ρcL]] . (49)
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Since ν¯11(n) = w(n) it has sub-exponential tails in the strong form (21) which
implies that 1L log ν¯
1
1
(
N − [ρcL]
)
vanishes with a speed tL/L depending on
the actual tail, and the second term vanishes analogously to the above.
Following a classical result of Pinsker ([49], or [50, Lemma 5.2.8]), relative
entropy provides an upper bound for the total variation distance dTV of two
measures µ1 ≪ µ2. This can be written as (see e.g. [51], Section 4.1)
dTV (µ1, µ2) =
1
2
∑
ω∈Ω
∣∣h(ω)− 1∣∣µ2(ω) = 1
2
µ2
(|h− 1|) , (50)
where h is the Radon-Nikodym derivative.
Lemma 3.2. (Pinsker) The total variational distance of two measures
µ1, µ2 is bounded above by the relative entropy as
dTV (µ1, µ2) ≤
√
2H(µ1;µ2) . (51)
We use this together with sub-additivity of relative entropy [38] to formu-
late general implications of the above theorem on convergence of local test
functions. Since πΛ,N ≪ νΛφ the Radon-Nikodym derivative hΛ = πΛ,N/νΛφ
exists, and since πΛ,N = ν
Λ
φ [.|ΣΛ = N ] it is given by
hΛ(η) =
1
νΛφ [ΣΛ = N ]
1ΣΛ=N (η) . (52)
The derivative of the marginal distributions on a subset ∆ ⊂ Λ is given by
h∆Λ (η
∆) =
ν
Λ\∆
φ
[
ΣΛ\∆ = N − |η∆|
]
νΛφ [ΣΛ = N ]
1Σ∆≤N (η
∆) . (53)
Corollary 3.3. As L,N → ∞ such that N/L → ρ we have for all finite
∆ ⊂ N
dTV
(
π∆Λ,N , ν
∆
φ
)
= ν∆φ
(|h∆Λ − 1|)→ 0 , (54)
provided that φ ∈ [0, 1] is chosen such that R(φ) = ρ for ρ < ρc or φ = φc = 1
for ρ ≥ ρc. This is equivalent to local weak convergence, i.e. for all bounded
cylinder functions f ∈ Cb0(X) we have
πΛ,N (f)→ νφ(f) . (55)
Proof. By subadditivity of relative entropy (see e.g. [52]) we get from Propo-
sition 3.1
H(π∆Λ,N ; ν
∆
φ ) ≤ C
|∆|
L
H(πΛ,N ; ν
Λ
φ )→ 0 as L→∞ , (56)
and the first claim follows immediately from Pinsker’s inequality. For f ∈
Cb0(X) we pick ∆ large enough to include its support and get∣∣πΛ,N (f)− νφ(f)∣∣ ≤ ν∆φ (|f(h∆Λ − 1)|) ≤ ‖f‖∞ν∆φ (|h∆Λ − 1|)→ 0 (57)
as L→∞, which implies the second statement since f is bounded.
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This result was previously published involving one of the authors in
[22]. By general compactness arguments on the limiting statespace X = NN
(which is itself non-compact) presented e.g. in [4, Lemma II.1.2], conver-
gence of bounded cylinder test functions implies (global) weak convergence,
i.e. convergence of expectations of all bounded functions f ∈ Cb(X). To
formulate this precisely, one has to extend the definition of the canonical
measures to the limiting state space on the infinite lattice, which is usually
done by periodic extensions. In a similar fashion, explicit upper bounds on
the relative entropy density can be used to derive total variation convergence
of marginals on subextensive volumes ∆ with |∆|/L→ 0 fast enough.
Corollary 3.3 contains classical implications of relative entropy conver-
gence which have been derived for spin systems and are satisfactory in this
context, but in our case of systems with non-compact local state space con-
vergence of bounded test functions is a very weak statement. In fact, not
even the density on a site (given by f(η) = ηx) is bounded, and in general
also does not converge due to the condensation phenomenon. It is therefore
desirable to strengthen the above result which is discussed in the following.
3.3 Subcritical systems
The main new result of this section gives a strong version of weak con-
vergence for integrable test functions, using extra regularity of the Radon-
Nikodym derivatives h (53) in subcritical systems. It provides an elegant
extension of a result in [4, Appendix 2], for L2-functions with a rather com-
plicated proof involving the Cramer expansion.
Theorem 3.4. For ρ ≤ ρc and R(φ) = ρ we have lim supL→∞ ‖h∆Λ ‖∞ <∞
for every finite subset ∆ ⊂ Λ. Furthermore,∣∣πΛ,N (f)− νφ(f)∣∣→ 0 for all f ∈ L1+ǫ(νφ) ∩C0(X) (58)
for some ǫ > 0 in the thermodynamic limit.
Proof. By the local limit theorem the supremum of h∆Λ for large enough L
is obtained for |η∆| ∼ ρ|∆| and we have with an L-independent constant Cρ
‖h∆Λ ‖∞ ≤ Cρ
ν
Λ\∆
φ [ΣΛ\∆ = N − ρ|∆|]
νΛφ [ΣΛ = N ]
. (59)
Again by the local limit theorem both terms are of the same order in L, and
for convergence to a Gaussian law we have for all L large enough
‖h∆Λ ‖∞ ≤ C ′ρ
1/
√
L− |∆|
1/
√
L
=
C ′ρ√
1− |∆|/L <∞ . (60)
For convergence to other stable laws an analogous estimate holds with pow-
ers different from 1/2 for which the argument still works.
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Now fix ǫ > 0 and a cylinder function f ∈ L1+ǫ(νφ). Then picking ∆ large
enough to contain the support, we can use Ho¨lder’s inequality to get∣∣πΛ,N (f)− νφ(f)∣∣ ≤ C∥∥f(h∆Λ − 1)∥∥1 ≤ C‖f‖1+ǫ‖h∆Λ − 1‖1+1/ǫ , (61)
where norms are w.r.t. the measure νφ. This bound vanishes as L → ∞,
since
‖h∆Λ − 1‖1+1/ǫ ≤
((
1 + ‖h∆Λ ‖∞
)‖h∆Λ − 1‖1)ǫ/(1+ǫ) → 0 , (62)
which finishes the proof.
For subcritical systems with ρ < ρc this result includes in particular con-
vergence for all polynomial moments and also some exponential moments.
Furthermore, in the proof of the first statement it suffices to take ∆ ⊂ Λ
such that lim supL→∞ |∆|/L < 1. Thus, as long as one measures only on a
fraction of the volume the canonical measure is conditioned on, it is asymp-
totically equivalent to the product measure with respect to a much larger
class of L1+ǫ integrable test functions for any ǫ > 0. Again we do not
state this explicitly to avoid the technical issue of extending the canonical
measures which does not provide much insight.
3.4 Supercritical systems
For supercritical, phase separated systems we cannot expect to improve the
general results of Corollary 3.3, unless we restrict attention to the fluid
phase. This may seem simple since the condensed phase only covers a van-
ishing volume fraction and is delocalized in the thermodynamic limit, how-
ever, it carries a finite fraction of the mass and therefore contributes when
measuring the particle density or higher moments. Since the contribution of
the condensed phase to averages concentrates on high occupation numbers
which diverge in the limit, the simplest way to restrict to the fluid phase
is to consider a sequence of bounded functions via cut-off, for which the
general weak convergence results can be directly applied.
Corollary 3.5. For any integrable cylinder test function f ∈ L1(ν1)∩C0(X)
we have in the thermodynamic limit with N/L→ ρ > ρc
lim
K→∞
lim
L→∞
πΛ,N
(
f ∧K) = ν1(f) . (63)
Proof. We use the obvious upper bound of
∣∣πΛ,N(f ∧K)− ν1(f)∣∣∣∣πΛ,N(f ∧K)− ν1(f ∧K)∣∣+ ∣∣ν1(f ∧K)− ν1(f)∣∣ , (64)
and the first part vanishes due to weak convergence (Corollary 3.3) in the
limit L → ∞ for every fixed K. The second L-independent part then van-
ishes as K →∞ by dominated convergence.
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If f itself is unbounded the limits do in general not commute, for example
πΛ,N(ηx) → ρ, whereas πΛ,N(ηx ∧K)→ ρc for all K ≥ 0. From the results
in Section 3.2 we have explicit bounds on the first term in (64),
|..| ≤ K
√
logL ∨ tL
L
where tL = − log ν¯11 (L) . (65)
So certain joint limits with K = KL are possible in (63) depending on the
sub-exponential tail of the critical measure encoded in tL ≪ L.
Another more involved approach is to ‘localize’ the condensed phase
which also gives additional information about its spatial extension. Since
the grand-canonical measures are of product form, it turns out that the
condensed phase in fact consists of a single lattice site and can therefore be
identified with the maximum. This has been established in [24] for power-
law and stretched exponential tails of ν11 , with complementing results also in
[21, 25]. The proof requires explicit estimates and we only quote the main
result here in a slight reformulation.
Since the canonical measures are permuation invariant, we can just con-
sider conditional measures to localize the condensed phase
π˜Λ,N = πΛ,N
[
.
∣∣ η1 =MΛ] where MΛ(η) = max
x∈Λ
ηx . (66)
Theorem 3.6. [24] Assume that ν11 has a power-law tail or a stretched
exponential tail with ρc < ∞. In the thermodynamic limit L,N → ∞ with
N/L→ ρ > ρc
dTV
(
π˜
Λ\1
Λ,N , ν
Λ\1
1
)→ 0 . (67)
This is significantly stronger than the general local result in Corollary
3.3, stating that in the limit all but the maximum behave as i.i.d. random
variables with distribution ν11 with convergence in total variation distance.
This implies in particular a law of large numbers and a central limit theo-
rem for the occupation of the maximum, which contains on average all the
excess mass (ρ− ρc)L. Fluctuations are Gaussian on scale
√
L if ν11 has fi-
nite variance, and otherwise obey standard stable law fluctuations on larger
scales (see Corollary 1 in [24]). Also higher order statistics are included, for
example the largest component in the bulk obeys standard extreme value
statistics for i.i.d. random variables under ν11 .
Note that equivalence in the bulk for condensed systems is even stronger
than for subcritical systems in Section 3.3, where equivalence to product
measures holds at most on finite volume fractions. This is due to the fact
that the number of particles in the canonical measures is fixed, and the fluc-
tuations in the observation volume have to be compensated by the rest of
the system, which has to be big enough to achieve this for typical config-
urations. In the supercritical case, all the fluctuations of the bulk can be
compensated by the condensate on a single site since it contains an extensive
number of particles.
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4 Condensation in inhomogeneous systems
In this section we review previous work on finite inhomogeneous systems and
present new results on the equivalence of ensembles in the thermodynamic
limit for sub- and supercritical systems in Sections 4.3 and 4.4.
4.1 General remarks
For spatially inhomogeneous systems condensation can also be caused by
the presence of trap sites, which are characterized by large values of λx and
therefore a slow decay of the tail. Recall that the marginals have the form
νxφ [ηx = n] =
1
zx(φ)
wx(n) (φλx)
n (68)
with sub-exponential weights wx(n). The phenomenon is easiest explained
on a fixed lattice Λ, where we have
φc = min
x∈Λ
1/λx . (69)
Assume that φc = 1/λy for all y ∈ ∆ for some subset of trap sites ∆ (
Λ. Note that even for ∆ = Λ there could still be condensation due to
the interaction mechanism in wx(n) as described for homogeneous systems
above. We do not consider this here and will comment on it later. As a
simple example one can think of ∆ = {1} as being a single site, which is
the case in the illustration in Figure 3. For fixed lattices Λ the condensate
will dominate the fluid phase and the characterization of condensation in
Definition 2.1 has to be adapted in an obvious way. The contribution to the
total density in the system can be divided as
RΛ(φ) =
1
L
∑
x∈∆
Rx(φ) +
1
L
∑
x∈Λ\∆
Rx(φ) . (70)
As φ ր φc the second contribution converges and the first one diverges,
corresponding to a phase separation into condensed sites ∆ and bulk sites
Λ \ ∆. So when conditioned on a very high particle number N , most of
the mass will concentrate on the condensed sites ∆ and sites in the fluid
phase will be distributed according to the critical product measure ν
Λ\∆
φc
with densities Rx(φc) <∞.
Note that for fixed Λ, RΛ is unbounded and (70) can be solved for
φN such that RΛ(φN ) = N/L for any N . This is a crucial difference to
homogeneous systems where RΛ = R1 is independent of the system size and
bounded above by ρc for all Λ. In the limit N →∞ this leads to a sequence
φN ր φc describing the exact distribution of mass between condensate and
fluid phase. This limit for fixed Λ has been derived by direct computation
in [18] involving one of the authors, and we just quote the result without
proof.
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Figure 3: Condensation in finite inhomogeneous systems with a trap site at 1
and φc = 1/λ1. For φր φc the density R1(φ) diverges, forming the conden-
sate. All other sites are asymptotically distributed as the critical product
measure ν
Λ\∆
φc
with densities Rx(φc) < ∞, forming the fluid phase (exam-
ples for x = 2, 3, 4 shown in grey). The diverging condensate contribution
dominates the system density RΛ(φc) (70) and the domain is Dφ = [0, φc).
Proposition 4.1. [18] For fixed Λ the bulk marginal converges weakly to
the critical product measure, i.e. for all bounded, continuous f ∈ Cb(X)
π
Λ\∆
Λ,N (f)→ νΛ\∆φc (f) as N →∞ . (71)
The condensed phase contains almost all particles, i.e. for all δ ∈ (0, 1)
πΛ,N
[
Σ∆ ≥ δN
]→ 1 as N →∞ . (72)
Furthermore, we have a strong law of large numbers where Σ∆/N → 1 almost
surely.
The case λx = ∞ for some x 6∈ ∆ can be included as well, and in those
sites Rx(φ) <∞ is defined for all φ ≥ 0. Note that the distribution of mass
in the condensed phase depends on the asymptotic behaviour of the weights
wx(n) for x ∈ ∆ and cannot be further specified in the general case. The
case λx ≡ 1 with spatial disorder only in the sub-exponential weights wx(n)
studied in [27, 28] leads to a rather complicated behaviour and very slow
convergence of critical observables in the limit of large system sizes. More
recently, the interplay between spatial disorder and sub-exponential tails has
been studied in [29], leading to a rich phase diagram where condensation can
be dominated by either one or a combination of the interaction or the spatial
mechanism.
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In all of this section we focus on condensation originating from spatial
inhomogeneity of the λx, which is the case as soon as λx take at least two
different values. This regime has been studied before [12, 13, 15] for a special
class of spatially inhomogeneous zero-range processes with rates ux(n) ≡ ux
for n ≥ 1, corresponding to wx(n) ≡ 1 for all n ≥ 0. Trap sites in this model
are simply the ones with the slowest jump rate ux. Results with more gen-
eral rates in [14, 16, 17] still require rates ux(n) to increase monotonically
with n, and make crucial use of the resulting attractivity of the model and
coupling techniques, providing also dynamical results. Our contribution in
the next subsections generalizes this to much more general product mea-
sures with mild assumptions on regularity. This approach is based on the
thermodynamic methods introduced previously which do not require any as-
sumptions on monotonicity, at the cost of providing less detailed statements.
Further references related to hydrodynamic limits of disordered lattice gases
are provided in the introduction of [17].
4.2 The thermodynamic limit
In the thermodynamic limit Λր N we have
φc = inf
x∈N
1/λx (73)
and the infimum is not necessarily attained on any site x. In the following
we use the definition (34) of R(φ) for the limiting system density and (37)
of the critical density. Since the condensed phase does not dominate the
system in the thermodynamic limit, we are able to adopt Definition 2.1 as
a general characterization as for homogeneous systems. In addition to the
regularity assumptions (23) and (22) on the weights wx, we assume that∑
n≥0
nw−(n) =∞ , (74)
which implies that Rx(φ) → ∞ when φ ր φxc approaches the radius of
convergence of zx. This rules out condensation being caused by particle
interactions as in Section 3, and will allow for a much more coherent presen-
tation of the phenomenon due to spatial inhomogeneities. As an immediate
consequence, RΛ(φ) diverges as φ ր φΛc on finite lattices, and for all den-
sities ρ > 0 there is a fugacity φΛ(ρ) solving RΛ(φ) = ρ. In the thermody-
namic limit RΛ can converge pointwise to a bounded function on Dφ, which
characterizes condensation. This is a major difference to homogeneous con-
densation, where RΛ = R is already bounded for all Λ. To demonstrate that
assumption (74) is not crucial, we will formulate a slightly weaker result at
the end of the next subsection without this assumption.
We first consider a few generic examples some of which have been studied
previously, and discuss whether they exhibit condensation in the sense of
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φ
c
 = 1/λ1 φ
R(φ) R1(φ)
R(φ)
φ
c φ
R(φ) R(φ)
Figure 4: Sketch of densities Rx(φ) on individual sites, and average density
R(φ) in the thermodynamic limit. For localized systems (left) with φc =
1/λ1 the condensate contribution to R(φc) (70) diverges and the domain
is Dφ = [0, φc). If the infimum in (73) determining φc is not attained
(right), Dφ = [0, φc] and the condensed phase can be delocalized and does
not contribute to the limiting average density. As in Fig. 3, sample curves
Rx(φ) for x > 1 are shown in grey.
Definition 2.1 which is purely a condition on grand-canonical measures. In
the next subsection we give results confirming that this indeed implies phase
separation and condensation in the sense of the equivalence of ensembles
with canonical measures. For simplicity we take wx(n) ≡ 1 in the examples,
but all general argments hold under the above assumptions.
Deterministic profiles. Let λ1, λ2, . . . be a deterministic profile such that
λx → 1 as x → ∞. Such profiles can for example arise in driven processes
on a semi-infinite lattice [18]. We have
R(φ) = lim
L→∞
1
L
∑
x∈Λ
Rx(φ) = lim
x→∞
Rx(φ) =
φ
1− φ . (75)
Whether or not the system exhibits condensation then simply depends on
the domain Dφ. For an increasing profile λx ր we have for example φc = 1,
Dφ = [0, 1) and the system does not condense since ρc =∞.
If λx > 1 for some x a maximum will be attained, we assume it is λ1 > 1
for simplicity as is for example the case for a decreasing profile λx ց. Then
Dφ = [0, 1/λ1) and the system condenses with critical density
ρc = lim
φր1/λ1
R(φ) =
1
λ1 − 1 . (76)
Note that in this case Dφ is limited only by a single (or in general finite)
number of sites, and is strictly smaller than the maximal possible domain
[0, 1) of the function R (75), as illustrated in Figure 4 (left). The simplest
example of this kind is a single defect site with λx > 1, which has been
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studied in [14, 26]. More complicated examples can include arbitrary non-
extensive sequences λxk of defect sites xk, which limit the domain Dφ via
(73) but do not contribute to the limit in (75). If the subsequence does not
attain a maximum, this leads to closed domains of the form Dφ = [0, φc]
and is illustrated in Figure 4 (right).
Disordered profiles. Let λ1, λ2, . . . be a sequence of i.i.d. random variables
in a compact interval [0, 1/φc], distributed with density q(λ). For simplicity
assume φc = 1, then by ergodicity
R(φ) = EqRx(φ) =
∫ 1
0
φλ
1− φλq(λ)dλ . (77)
Thus, if q is uniformly distributed we see that R(φ) diverges as φր φc = 1
and the system does not condense. Intuitively, even though λx < 1 for
all x with probability one, there are too many sites with λx very close to
1, which provide a diverging contribution to the density (75) at φ = 1.
Condensation is possible if q is small enough near λ = 1, a common choice
from previous work [12, 13, 29] is q(λ) = c(1 − λ)c−1. If c > 1 the system
exhibits condensation with critical density
ρc = R(1) =
∫ 1
0
cλ
1− λ(1− λ)
c−1dλ =
1
c− 1 <∞ . (78)
Note that the domain Dφ = [0, 1] contains φc = 1 in this case. This exam-
ple can easily be extended to stationary, ergodic environments in the limit
Λր Z taking values in general intervals [a, b].
In general, if the infimum in (73) is not attained, it has to be approached
by a sequence λxk . In this case the condensed phase will be located further
and further in the bulk of the system and cannot be measured locally in
the limit L → ∞, and we say that it is delocalized. A characterization
of this situation in the sense of Definition (2.1) is that the domain Dφ =
[0, φc] is closed, and the critical product measure νφc with density ρc = R(1)
exists in the limit. This is illustrated in Figure 4 (right), simple examples
are disordered profiles. Note that the sequence xk necessarily has to be
subextensive, i.e.
∣∣{xk : k ∈ N} ∩ Λ∣∣/L → 0 as L → ∞, otherwise it would
provide a diverging contribution to ρc.
If the infimum in (73) is attained on a non-empty set of sites ∆, obviously
Dφ = [0, φc). Also Rx(φc) = ∞ for all x ∈ ∆ due to (74) and therefore
|∆∩Λ| must again be subextensive since otherwise this would imply ρc =∞
by continuity of R. If in addition all other sites have λ-values uniformly
bounded away, i.e. λy < 1/φc − δ for all y 6∈ ∆ and some δ > 0, then
the condensed phase will be localized in ∆. The excess mass of order
(ρ− ρc)L will be shared according to details of the weights, but due to the
subextensive volume each site will carry a diverging number of particles in
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the thermodynamic limit. The simplest example is ∆ = {1} as for decreasing
profiles, which is also illustrated in Figure 4 (left).
In general, a non-empty set ∆ where the infimum in (73) is attained and
sequences xk with λxk ր 1/φc could both exist, and the condensed phase
can split into a localized and a delocalized part. The ratio of the excess mass
on both parts depends on the details and either of them could also contain
the whole condensate. It is also possible that the mass ratio depends on the
system size L and does not converge as L → ∞. Constructions of specific
profiles λx and sequences xk can be attempted along the following lines,
tuning the density ratio of a localized defect site e.g. at x = 1 and the
sequence,
R1(φL)/Rxk(φL) . (79)
Here φL is implicitly determined by
RΛ(φL) =
∑
x∈Λ
Rx(φL) = ρ , (80)
which has a unique solution φL(ρ) for each system size L and density ρ. If
ρ > ρc, φL ր φc = 1 (cf. also previous subsection), and there is enough
freedom to choose a subextensive sequence xk and λxk ր 1 to achieve differ-
ent behaviour in (79). A priori this leads to rather artificial examples, and
it would be interesting to investigate if there are natural situations where a
split in a localized and delocalized condensate appears. This is most rele-
vant for disordered profiles where xk is determined by a record sequence of
the λx, and has been studied in the context of condensation and growing
networks in [53, 54].
4.3 Equivalence for subcritical systems
In the following we will show that systems with ρc < ∞ according to Defi-
nition 2.1 indeed exhibit condensation in the sense of the equivalence of en-
sembles with canonical measures, using an analogous approach as in Section
3 for homogeneous systems. All results in this section require the regularity
assumptions (22) on the stationary weights and (23) on uniform bounded-
ness of the λx. The first new result on subcritical systems or systems with
ρc =∞ can be proved in exactly the same way as for homogeneous systems,
envoking a more general version of the local limit theorem [47, 55] which we
also summarize in the Appendix.
Theorem 4.2. For every uniformly bounded sequence λ1, λ2, . . . we have
1
L
H
(
πΛ,N ; ν
Λ
φ
)→ 0 as L→∞ and N/L→ ρ , (81)
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provided that ρ < ρc (37) and φ ∈ Dφ is chosen such that R(φ) = ρ.
Furthermore, we have convergence of integrable cylinder functions,∣∣πΛ,N (f)− νφ(f)∣∣→ 0 for all f ∈ L1+ǫ(νφ) ∩C0(X) (82)
for some ǫ > 0 in the thermodynamic limit.
Both statements hold also for ρ = ρc if the limit measure νφc exists and has
finite second moments νφc(η
2
x).
Proof. In direct analogy with the proof of Proposition 3.1 we have
1
L
H
(
πΛ,N ; ν
Λ
φ
)
= − 1
L
log νΛφ [ΣL = N ]→ 0 . (83)
Convergence follows from the local limit theorem for triangular arrays (LLT)
[47] since all marginals νxφ have exponential moments and R(φ) = ρ.
For the relative entropy of a finite marginal on ∆ we can write, using short-
hands of the type X∆,k = {Σ∆ = k},
H
(
π∆Λ,N ; ν
∆
φ
)
=
∞∑
k=0
ν∆φ (X∆,k) 1k≤N
ν
Λ\∆
φ (XΛ\∆,N−k)
νΛφ (XΛ,N )
log
ν
Λ\∆
φ (XΛ\∆,N−k)
νΛφ (XΛ,N )︸ ︷︷ ︸
:=FL(k)
, (84)
taking the form of an expectation of the function FL : N→ R. We can again
apply the LLT for every fixed k and since ∆ is finite with N/(L− |∆|)→ ρ
we have
ν
Λ\∆
φ (XΛ\∆,N−k)
νΛφ (XΛ,N )
→ 1 , (85)
which implies FL(k) → 0 pointwise as L → ∞. Furthermore, FL(k) is
bounded below by −1/e and above by CFL(0) for L large enough, again by
the LLT. Therefore dominated convergence implies that H
(
π∆Λ,N ; ν
∆
φ
)
→ 0
as L→∞.
The above argument also immediately implies that the Radon-Nikodym
derivative
h∆Λ (η
∆) =
ν∆φ (η
∆)
π∆Λ,N(η
∆)
= 1Σ∆≤N (η
∆)
ν
Λ\∆
φ (ΣΛ\∆ = N − |η∆|)
νΛφ (ΣΛ = N)
(86)
is bounded. So analogously to the proof of Theorem 3.4 for homogeneous
systems this implies convergence for L1+ǫ-integrable cylinder functions.
If νφc has finite second moments they are uniformly bounded by (22) and
the same LLT applies for both parts of the proof.
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4.4 Equivalence for supercritical systems
If we know that the condensed phase is delocalized with Dφ = [0, φc] we have
convergence of the full specific relative entropy in analogy to the homoge-
neous result in Proposition 3.1. Otherwise, the critical measure νφc does
not exist on the full lattice, and we have to focus our attention to the fluid
phase to show equivalence. We first give a result on the purely localized
case under additional assumptions, and formulate a general, weaker result
at the end of this section.
Theorem 4.3. Consider a uniformly bounded sequence λ1, λ2, . . . and ρc <
∞ as defined in (37). Then under assumption (74):
1. Delocalized case. If λx < 1/φc for all x ∈ N, and the critical measure
νφc has finite second moments we have for all ρ ≥ ρc
1
L
H
(
πΛ,N ; ν
Λ
φc
)→ 0 , as L→∞ and N/L→ ρ . (87)
2. Localized case. If ∆ = {x : λx = 1/φc} 6= ∅ and for all y 6∈ ∆,
1/λy > φc + δ for some δ > 0, we have for all ρ ≥ ρc
1
L
H
(
π
Λ\∆
Λ,N ; ν
Λ\∆
φc
)
→ 0, as L→∞ and N/L→ ρ . (88)
Furthermore, the volume fraction of the condensed phase vanishes,
|∆ ∩ Λ|/L→ 0 as L→∞.
Proof. 1. Delocalized case.
Using again the representation (29) of specific relative entropy, we have
1
L
H
(
πΛ,N ; ν
Λ
Φ(ρ)
)
= − 1
L
log νΛΦ(ρ) [ΣΛ = N ] .
Define a sequence of ‘slowest’ sites
xL := min
{
x ∈ Λ : λx = max
y∈Λ
λy
}
,
i.e. smallest possible site indidces where the maximum of λ is attained in
Λ. With (73) we have λxL ր 1/φc and since φc ∈ Dφ the λx do not attain
their supremum and xL →∞ as L→∞.
As in the proof of Proposition 3.1 for ρ > ρc we give an upper bound
on the specific relative entropy by distributing the entire excess mass on the
site xL,
− 1
L
log νΛφc [ΣΛ = N ] ≤ −
1
L
log ν¯xLφc (KL)
− 1
L
log ν
Λ\{xL}
φc
[
ΣΛ\{xL} = N −KL
]
(89)
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where KL := ⌈N − ρcL⌉. The first term is given by
− 1
L
log ν¯xLφc (KL) = −
KL
L
log(φcλxL)−
1
L
logwxL(KL) +
1
L
log zxL(φc)
and each contribution vanishes as L→∞: For the first contributionKL/L ≤
ρ and λxL ր 1/φc, and the second term is bounded above by − 1L logw−(KL)
which vanishes with (22). The third term characterizes the limiting contri-
bution of the condensed phase to the critical pressure p(φc) (31) which can
be written as
p(φc) = lim
L→∞
( 1
L
∑
x∈Λ\∆
log zx(φc) +
1
L
∑
x∈Λ∩∆
log zx(φc)
)
, (90)
where ∆ = {xL : L = 1, 2 . . .} is the trace of the sequence xL. Note that
|Λ ∩ ∆| → ∞ and therefore 1L log zxL(φc) → 0, since otherwise the second
contribution to the pressure would diverge, contradicting φc ∈ Dφ.
Since (N −KL)/L→ ρc and since the critical measure νφc has finite second
moments which are then uniformly bounded by (22) we may apply again the
LLT (see Appendix) so that the second term of (89) vanishes in the limit,
which completes the proof of case 1.
2. Localized case.
νφc does not exist on Λ but we can use a different reference measure to write
πΛ,N = νφc−ǫ[ . |ΣΛ = N ] as a conditional distribution for any ǫ ∈ (0, φc).
Then we get
1
L
H
(
π
Λ\∆
Λ,N ; ν
Λ\∆
φc
)
= − 1
L
log νΛφc−ε[ΣΛ = N ] +
1
L
log
zΛ\∆(φc)
zΛ\∆(φc − ε)
+
+πΛ,N
(
N−Σ∆
L
)
log
φc−ε
φc
+
1
L
N∑
k=0
πΛ,N [Σ∆=k] log ν
∆
φc−ε[Σ∆=k]
≤ − 1
L
log νΛφc−ε[ΣΛ(η) = N ] +
1
L
log
zΛ\∆(φc)
zΛ\∆(φc − ε)
, (91)
where the upper bound follows immediately since the final two terms are
negative. Since on Λ \ ∆ we have 1/λx > φc + δ, lim
L→∞
1
L log z
Λ\∆(φ) < ∞
for all φ ∈ [0, φc + δ/2), and as a limit of convex functions it is convex
and therefore Lipschitz continuous (see [56, Appendix A]). So if we choose
ǫ small enough we have
lim
L→∞
1
L
log
zΛ\∆(φc)
zΛ\∆(φc − ε)
≤ ε˜
for any given ε˜ > 0.
For an upper bound on the first term we again consider only the event
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that the excess mass is all distributed on the ‘slowest’ site xL. Completely
analogously to estimating (89) in case 1 we get
− lim
L→∞
1
L
log νΛφc−ε[ΣΛ(η) = N ] ≤ −ρ log
φc − ε
φc
≤ ε˜ , (92)
if we choose ε small enough. Thus we can show that for all ε˜ > 0
lim
L→∞
1
L
H
(
π
Λ\∆
Λ,N ; ν
Λ\∆
φc
)
< 2ε˜
and therefore the specific relative entropy vanishes for all δ.
An extensive volume fraction |∆∩Λ| would imply ρc =∞, since it is defined
in (37) by the left limit of R (34), and the contribution on ∆ would diverge
since Rx(φc) =∞ for all x ∈ ∆ by assumption (74).
Without the additional assumption (74) one can formulate a slightly
weaker result that applies in general, by excluding a set that is potentially
larger than the condensed phase.
Theorem 4.4. General case. Consider a uniformly bounded sequence
λ1, λ2, . . . and assume ρc <∞ as defined in (37). Define
∆ = ∆δ :=
{
x ∈ N : 1/λx < φc + δ and Rx(φc) > 1/δ
}
. (93)
Then, for any δ > 0 and ρ ≥ ρc we have
1
L
H
(
π
Λ\∆
Λ,N | νΛ\∆φc
)
→ 0, as L→∞ and N/L→ ρ , (94)
and r(δ) := lim
L→∞
|Λ \∆|
L
→ 1 as δ → 0.
Note that for large δ we can have ∆ = Λ and (94) holds trivially. The
interesting case is that it holds also for arbitrarily small δ, where the volume
fraction of the fluid phase approaches 1. To ensure this in general we need
the second condition on the density in (93), since otherwise the set ∆ could
be extensive and the condensate be delocalized somewhere within that set.
Proof. Assume that δ > 0 is small enough so that ∆ 6= N, otherwise there
is nothing to show. Note that the critical measure ν
Λ\∆
φc
outside ∆ is well
defined for all δ > 0, since either Rx(φc) ≤ 1/δ or the tails of the marginals
have exponential moments. For each fixed δ we can proceed exactly analo-
gous to the proof of Case 2 in Theorem 4.3, and conclude that the relative
entropy density vanishes.
To estimate the volume fraction of the fluid phase r(δ) := limL→∞ |Λ\∆|/L
note first that the limit exists for all δ > 0 due to subadditivity, and the
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right limit r(0+) ∈ [0, 1] exists since it is a monotone decreasing function.
If r(0+) < 1, then the set
∆0 = {x : λx = 1/φc : Rx(φc) =∞} (95)
would cover a finite fraction of all sites, which would imply ρc =∞.
For supercritical systems, convergence of relative entropy of finite marginals
cannot be concluded as easily from the local limit theorem as for subcritical
systems. In addition, for inhomogeneous systems subadditivity of relative
entropy also does not provide a simple bound as for homogeneous systems in
Corollary 3.3. It remains an interesting open problem at this stage whether
our results for the specific relative entropy can be used in general to imply
convergence of marginals.
5 Discussion
We conclude the paper with a short discussion of further rigorous results on
condensation in closed stochastic particle systems, which mostly focus on
zero-range processes so far. This is clearly the richest model class, which
can exhibit condensation due to particle interactions or spatial effects, or in
other scaling limits as discussed below. The recently introduced explosive
condensation model [11], also discussed in more detail in Section 3.2, has
the same rich structure in terms of stationary product measures and poses
interesting questions for future work with respect to the dynamics. For the
other two models mentioned in Section 2.1, the target process [40] has only
a restricted set of stationary product measures and further progress is very
challenging, and the inclusion process exhibits homogeneous condensation
only in a particular scaling limit with system size dependent parameters
[18], which is still under investigation [57].
5.1 Further stationary results
Systems that exhibit condensation in the thermodynamic limit usually show
the same phenomenon already on finite lattices, in the limit of a diverging
number of particles or density. This has been studied in [23] for homogeneous
systems of i.i.d. random variables with regularly varying tails, including
power laws that arise for zero-range dynamics of the form (40) with γ = 1.
It is shown that under canonical distributions πΛ,N in the limit N →∞ the
occupation numberMΛ of the maximally occupied site diverges, whereas the
rest of the system converges to a product measure with cricital marginals ν1φc
and density ρc. By symmetry, the location of the condensate (maximum)
is chosen uniformly at random. The analogous result for inhomogeneous
systems has recently been formulated in [18], where the condensate is lo-
cated at the maximum of the the profile of the harmonic functions λx (cf.
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Theorem 2.1). In both cases, convergence to the product measure holds in
distribution, and there is a strong law of large numbers for the condensate,
i.e. MΛ/N → 1 a.s. as N →∞.
Another interesting scaling law concerns a detailed analysis of the ther-
modynamic limit at the critical density to study the onset of condensation
and the nature of the transition. In [25] product measures arising for zero-
range dynamics of the form (40) have been studied in the limit N,L→∞,
N/L → ρc with an excess mass of subextensive order o(L). It turns out
that the condensate forms suddenly on a critical scale N −ρcL ∼ DL, which
depends on the tail of the critical marginal ν1φc characterized by the param-
eter γ (40). It is of order DL ∼ L logL in the power law case with γ = 1,
and of order L1/(1+γ) in the stretched exponential case γ ∈ (0, 1). A law of
large numbers for the excess mass fraction in the maximum is established,
which jumps at the critical scale from zero to one in the power law, and to a
positive value smaller than one in the stretched exponential case, where the
excess mass is shared between bulk and condensate. Distributional limits
for the fluctuations of the maximum are also covered, which change from
standard extreme value statistics to Gaussian when the density crosses the
critical scale. Results on fluctuations in the bulk show that the mass out-
side the maximum is distributed homogeneously. Some of these aspects of
the crossover from sub- to supercritical behaviour have previously also been
studied in [58].
The same phenomenon for the zero-range process (40) at the critical
scale has been studied by the authors in [59, 60], where the discontinuity
is established as the leading order finite size effects in a rigorous scaling
limit. Simulation results reveal a switching between metastable fluid and
condensed states close to the critical point for γ ∈ (0, 1), which are charac-
terized using a current matching argument and an extension of homogeneous
states to supercritical densities. The latter lead to strong finite size effects
where the canonical current overshoots its thermodynamic limit, and coex-
istence of condensed and homogeneous states at supercritical densities can
be relevant in real systems of moderate size such as vehicular traffic. This
phenomenon of current overshoot has been studied also before in [26] in a
zero-range process with a single defect site.
It is well known that system-size dependent interaction potentials that
lead to long range interactions can be used to stabilize finite-size effects
and metastability in the thermodynamic limit. In this spirit, a simple zero-
range process with size-dependent jump rates has been studied in [36] which
exhibits a discontinuous condensation transition. There exist metastable
homogeneous states at all densities, and in a condensed state, the condensate
contributes a macroscopic amount to the canonical entropy, which results
in a non-equivalence of the canonical and the grand-canonical measures.
The saddle point structure of the free energy landscape of this model is
analyzed by rigorous large deviation techniques in [60, 61], and reveals a
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further dynamic transition above the critical density, where the stationary
dynamics of the condensed phase is expected to change. No dynamic results
have been proven so far for this model, and we comment on work in progress
below.
Condensation in systems with more than one particle species or con-
served quantity has been studied in [62, 63, 35, 64] in the context of two-
species zero-range processes, for which stationary product measures only
exist under specific assumptions on the jump rates. While condensates still
concentrate on single lattice sites, these models exhibit a richer phase di-
agram with further structure within the condensed regime. Of particular
interest are states where both species condense, which can occur indepen-
dently or be the result of cross-correlations with resulting correlations also
in the locations of the condensates.
5.2 The dynamics of condensation
While the understanding of stationary properties of condensation in stochas-
tic particle systems is fairly complete by now, much less is known about the
dynamics of condensation on a rigorous level. In heterogeneous zero-range
processes with constant jump rates ux(n) ≡ ux for n ≥ 0, one can use attrac-
tivity of the process and coupling techniques. This has been done in [14] to
obtain rigorous results in a hydrodynamic limit for zero-range processes with
defect sites, where the condensed part of the configuration is described by
dirac measures appearing on sites with low rates. In [16] coupling techniques
are used to characterize convergence to the critical stationary measure for
zero-range processes with random rates ux, initialzed at supercritical den-
sities. This is extended to zero-range processes with general non-decreasing
random rates ux(n) in [17]. Further related results on hydrodynamic limits
in exclusion models with particle disorder can be found in [15].
For supercritical homogeneous processes, the location of the condensate
X(η) = argmax{ηx : x ∈ Λ} is distributed uniformly on Λ under the canon-
ical measures πΛ,N . Therefore, one expects the condensate to move on slow
time scales in the limit of large system sizes for particle systems with ergodic
dynamics, such as zero-range processes. If the system exhibits a proper sep-
aration of time scales, different condensate locations can be identified with
metastable states, and equilibration in each state is fast compared to the
time scale of motion and leads to a Markovian limit process on the lat-
tice. The first rigorous results on the stationary condensate dynamics in
reversible zero-range processes have been obtained in [65, 66]. On a fixed,
general lattice Λ with single particle rates p(x, y), it is shown that the maxi-
mum location X(η) in a process with rates of the form (40), γ = 1, converges
on the time scale N1+b to a random walk (Yt : t ≥ 0) concentrating on the
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sites of Λ with the maximal value of the harmonic function λx. Precisely,(
X
(
ηN1+bt
)
: t ≥ 0
)
→ (Yt : t ≥ 0) as N →∞ (96)
weakly in the Skorohod topology on path space, where the rates of the limit
process are proportional to the capacities of a single particle with dynamics
given by p(x, y). The proof is based on a potential theoretic approach to
metastability using precise estimates on capacities for reversible systems (see
[67] and references therein). This approach has recently been extended to
non-reversible dynamics [68] and applied to the totally asymmetric zero-
range process [69].
An important aspect in these results is to show that the system equili-
brates fast enough in a metastable state on the time scale of the effective
dynamics. A simple renewal-type approach could be used on finite lattices
in the above results, since the process visits every configuration associated
with a metastable state increasingly often before switching to another state.
This has recently been extended to weaker conditions on the mixing and
relaxation times of the dynamics within a metastable state defined with
reflecting boundary conditions [70]. This approach is particularly suitable
to extend the above results to the thermodynamic limit L,N → ∞ with
N/L → ρ > ρc. This is current work in progress [71] for reversible zero-
range processes with rates (40) on a one-dimensional geometry with periodic
boundary conditions, where the limit dynamics is expected to be a Le´vy-
type process on the unit torus. First results in the same direction have
been obtained in [72] where capacity estimates for the zero-range process
are given in the limit L,N →∞ with diverging densities N/L→∞.
Another interesting aspect with recent first rigorous results is the ap-
proach to stationarity from homogeneous initial conditions and the forma-
tion of the condensed phase. Heuristic results on the separation of time
scales in zero-range processes [22, 73, 74] predict a coarsening behaviour,
where clusters form locally and exchange particles through the bulk with
large clusters gaining on the expense of smaller ones. First rigorous results
in this direction for reversible zero-range processes [75] address this ques-
tion on a fixed lattice Λ with diverging particle number N → ∞. In the
same scaling limit, the coarsening dynamics and the stationary motion of
the condensate have recently been established in [57] for symmetric inclu-
sion processes with a vanishing diffusion parameter d = dN → 0 as N →∞
(cf. Section 2.1). This scaling leads to an explicit two-scale structure of
the process, and established convergence results could be applied to identify
the generator of the limiting process. In contrast to zero-range dynamics,
clusters are mobile on the coarsening time scale and exhibit an interest-
ing particle exchange dynamics via common empty nearest-neighbour sites,
which can also lead to a spontaneous merge of two clusters. An extension
to asymmetric dynamics seems feasible, and first heuristic results in related
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models [11] show a similar slinky motion and interaction of clusters, which
are also observed in [76] for non-Markovian zero-range dynamics. There are
also heuristic results on hydrodynamic limits for condensed zero-range pro-
cesses [46], which confirm the validity of the fundamental diagram in Figure
2 in the full density range including ρ > ρc. This is clearly different from
explosive condensation models [11] presented in the same figure, where the
stationary current diverges with the system size for supercritical systems.
5.3 Conclusion
The aim of this paper was to provide an overview of rigorous results on
condensation in stochastic particle systems, to illustrate these results with
examples and embed them in the classical framework of phase transitions
and the equivalence of ensembles for homogeneous and inhomogeneous sys-
tems. The presentation includes new results on relative entropy convergence
and corollaries for convergence of test functions, as well as equivalence re-
sults for general inhomogeneous systems. While there are still some obvious
open questions related to systems with inhomogeneities, in our view the most
interesting fields of further study lie in the area of the dynamics of conden-
sation. Particularly interesting questions include a hydrodynamic limit for
supercritical processes including the dynamics of the condensed phase, a rig-
orous description of the coarsening dynamics in the hydrodynamic limit for
symmetric and asymmetric processes, or whether there are attractive, ho-
mogeneous particle systems that exhibit condensation and allow an analysis
with coupling techniques.
Appendix: Local limit theorems
In this appendix we state relevant limit theorems for triangular arrays of
independent non identical random variables that are key to results on the
equivalence of ensembles for spatially inhomogeneous systems.
Details and a proof of the Lindeberg-Feller central limit theorem can be
found in, for example, [77]. The local central limit theorem can be found in
[47] and [55]. For each L, let ξx,L, 1 ≤ x ≤ L, be independent non identical
random variables whose law depends on the x and the number of random
variables L (a triangular array of random variables).
Theorem A.1 (The Lindeberg-Feller central limit theorem).
Suppose E[ξx,L] = 0, and
(i)
L∑
x=1
E[ξ2x,L]→ 1 as L→∞.
(ii) For all ǫ > 0,
L∑
x=1
E
[
|ξx,L|2 1|ξx,L|>ǫ
]
→ 0 as n→∞.
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Then
L∑
x=1
ξx,L converges in distribution to the standard normal as n→∞.
For example we typically apply the central limit theorem to the cen-
tered and standardized sum of the single site occupations under the grand
canonical measures, i.e.
ξx,L =
ηx −Rx(φ)√
L
∑
y Varφ(ηy)
where ηx has law ν
x
φ not depending on the system size L. Then (i) follows
by definition and (ii) follows by a dominated convergence argument if the
second moments are uniformly bounded.
Now we assume that ηx,L, 1 ≤ x ≤ L, is a triangular array of independent
integer valued random variables where ηx,L has law Px,L. The Bernoulli part
decomposition of the random variables ηx,L is expressed in terms of,
q(Px,L) =
∑
n
(Px,L[n] ∧ Px,L[n+ 1]) .
Define QL =
∑L
x=1 q(Px,L) .
Theorem A.2 (Local central limit theorem [47]).
Let ΣL =
∑L
x=1 ηx,L. Suppose there exist sequences BL > 0 and AL, L ≥ 1,
such that BL → ∞, lim supB2L/QL < ∞, and (ΣL − AL)/BL converges in
distribution to the standard normal. Then,
sup
n
∣∣∣∣BLP [ΣL = n]− Φ(n−ALBL
)∣∣∣∣→ 0 as L→∞ , (97)
where Φ is the standard normal density.
An alternative form of the local limit theorem can be found in [55]. in
our cases AL ∼ L and BL ∼
√
L, and the main condition is to show that
QL ∼ L. In fact, using the structure of the marginals (φλx)nwx(n) with
uniform regularity of the wx(n) (22) it is easy to see that in fact QL ∼ L.
Acknowledgements
S.G. acknowledges support by the Engineering and Physical Sciences Re-
search Council (EPSRC), Grant No. EP/I014799/1. P.C. acknowledges
support and funding from the University of Warwick as an IAS Global Re-
search Fellow. We are grateful for inspiring discussions with colleagues, in
particular E. Saada, T. Gobron, M.R. Evans, F. Redig and C. Godre`che.
38
References
[1] F. Spitzer. Interaction of Markov processes. Adv. Math., 5:246—-290,
1970.
[2] T. M. Liggett. Interacting Particle Systems. Springer Verlag, Berlin,
volume 276 edition, 1985.
[3] H. Spohn. Large scale dynamics of interacting particles. Texts and
Monographs in Physics. Springer, Berlin, 1991.
[4] C. Kipnis and C. Landim. Scaling Limits of Interacting Particle Sys-
tems. Springer,Berlin, 1999.
[5] T. Komorowski, C. Landim, and S. Olla. Fluctuations in Markov Pro-
cesses. Springer, Berlin, 2012.
[6] T. M. Liggett. An Infinite Particle System with Zero Range Interac-
tions. Ann. Probab., 1(2):240–253, April 1973.
[7] E. D. Andjel. Invariant Measures for the Zero Range Process. Ann.
Probab., 10(3):525–547, August 1982.
[8] Christiane Cocozza-Thivent. Processus des misanthropes. Z.
Wahrscheinlichkeitstheorie, 70(4):509–523, 1985.
[9] C. Giardina`, J. Kurchan, F. Redig, and K. Vafayi. Duality and Hidden
Symmetries in Interacting Particle Systems. J. Stat. Phys., 135(1):25–
55, March 2009.
[10] C. Giardina`, F. Redig, and K. Vafayi. Correlation Inequalities for In-
teracting Particle Systems with Duality. J. Stat. Phys., 141(2):242–263,
September 2010.
[11] B. Waclaw and M. R. Evans. Explosive Condensation in a Mass Trans-
port Model. Phys. Rev. Lett., 108(7):070601, February 2012.
[12] M. R. Evans. Bose-Einstein condensation in disordered exclusion mod-
els and relation to traffic flow. Europhys. Lett., 36(1):13–18, 1996.
[13] J. Krug and P. A. Ferrari. Phase Transitions in Driven Diffusive Systems
With Random Rates. J. Phys. A-Math. Gen., 29:L465–L471, 1996.
[14] C. Landim. Hydrodynamical limit for space inhomogeneous one-
dimensional totally asymmetric zero-range processes. Ann. Probab.,
24(2):599–638, April 1996.
[15] I. Benjamini, P. A. Ferrari, and C. Landim. Asymmetric conservative
processes with random rates. Stoch. Proc. Appl., 61(2):181–204, Febru-
ary 1996.
39
[16] E. D. Andjel, P. A. Ferrari, H. Guiol, and C. Landim. Convergence to
the maximal invariant measure for a zero-range process with random
rates. Stoch. Proc. Appl., 90(1):67–81, November 2000.
[17] P. A. Ferrari and V. Sisko. Escape of mass in zero-range processes with
random rates. IMS Lecture notes, Asymptotics: Particles, Processes
and Inverse Problems., 55:108–120, 2007.
[18] S. Grosskinsky, F. Redig, and K. Vafayi. Condensation in the Inclusion
Process and Related Models. J. Stat. Phys., 142(5):952–974, February
2011.
[19] J.-M. Drouffe, C. Godre`che, and F. Camia. A simple stochastic model
for the dynamics of condensation. J. Phys. A-Math. Gen., 31(1):L19,
1998.
[20] M. R. Evans. Phase transitions in one-dimensional nonequilibrium sys-
tems. Braz. J. Phys., 30(1):42–57, March 2000.
[21] I. Jeon, P. March, and B. Pittel. Size of the Largest Cluster under
Zero-Range Invariant Measures. Ann. Probab., 28(3):1162–1194, July
2000.
[22] S. Grosskinsky, G. M. Schu¨tz, and H. Spohn. Condensation in the Zero
Range Process: Stationary and Dynamical Properties. J. Stat. Phys.,
113(3-4):389–410, 2003.
[23] P. A. Ferrari, C. Landim, and V. Sisko. Condensation for a Fixed
Number of Independent Random Variables. J. Stat. Phys., 128(5):1153–
1158, June 2007.
[24] I. Armenda´riz and M. Loulakis. Thermodynamic limit for the invariant
measures in supercritical zero range processes. Probab. Theory Rel.,
145(1-2):175–188, August 2008.
[25] I. Armenda´riz, S. Grosskinsky, and M. Loulakis. Zero range condensa-
tion at criticality. Stoch. Proc. Appl., 123(9):3466–3496, 2013.
[26] A. G. Angel, M. R. Evans, and D. Mukamel. Condensation transitions
in a one-dimensional zero-range process with a single defect site. J.
Stat. Mech.:Theory E., (04):P04001, 2004.
[27] S. Grosskinsky, P. Chleboun, and G. M. Schu¨tz. Instability of conden-
sation in the zero-range process with random interaction. Phys. Rev.
E, 78(3):030101(R), 2008.
[28] L. C. G. del Molino, P. Chleboun, and S. Grosskinsky. Condensation
in randomly perturbed zero-range processes. J. Phys. A-Math. Theor.,
45(20):205001, 2012.
40
[29] C. Godre`che and J. M. Luck. Condensation in the inhomogeneous zero-
range process: an interplay between interaction and diffusion disorder.
J. Stat. Mech.:Theory E., 2012(12):P12013, 2012.
[30] M. R. Evans, S. N. Majumdar, and R. K. P. Zia. Factorized steady
states in mass transport models on an arbitrary graph. J. Phys. A-
Math. Gen., 39(18):4859, 2006.
[31] T. Hanney. Factorized steady states for multi-species mass transfer
models. J. Stat. Mech.:Theory E., 2006(12):P12006, 2006.
[32] M. R. Evans, T. Hanney, and S. N. Majumdar. Interaction driven
real-space condensation. Phys. Rev. Lett., 97(010602), 2006.
[33] B. Waclaw, J. Sopik, W. Janke, and H. Meyer-Ortmanns. Mass con-
densation in one dimension with pair-factorized steady states. J. Stat.
Mech.:Theory E., 2009(10):P10021, 2009.
[34] M. R. Evans and T. Hanney. Nonequilibrium statistical mechanics of
the zero-range process and related models. J. Phys. A-Math. Gen.,
38(19):R195, 2005.
[35] C. Godre`che. From Urn Models to Zero-Range Processes: Statics and
Dynamics. Lecture notes in Physics, 716:261–294, 2007.
[36] S. Grosskinsky and G. M. Schu¨tz. Discontinuous Condensation Tran-
sition and Nonequivalence of Ensembles in a Zero-Range Process. J.
Stat. Phys., 132(1):77–108, April 2008.
[37] H. O. Georgii. Gibbs Measures and Phase Transitions, volume 9 of
Studies in Mathematics. Walter de Gruyter, Berlin, 1988.
[38] I. Csiszar and J. Korner. Information Theory: Coding Theorems for
Discrete Memoryless Systems. Probability and Mathematical Statistics.
Academic Press, New York, 1981.
[39] I. Csiszar. $I$-Divergence Geometry of Probability Distributions and
Minimization Problems. Ann. Probab., 3(1):146–158, February 1975.
[40] J. M. Luck and C. Godre`che. Structure of the stationary state of the
asymmetric target process. J. Stat. Mech.:Theory E., 2007(08):P08005,
2007.
[41] T. Gobron and E. Saada. Couplings, attractiveness and hydrodynamics
for conservative particle systems. Ann. I. H. Poincare-PR, 46(4):1132–
1177, 2010.
41
[42] M. Bala´zs, F. Rassoul-Agha, T. Seppa¨la¨inen, and S. Sethuraman. Ex-
istence of the Zero Range Process and a Deposition Model with Super-
linear Growth Rates. Ann. Probab., 35(4):1201–1249, July 2007.
[43] B. Derrida, M. R. Evans, V. Hakim, and V. Pasquier. Exact solution of
a 1D asymmetric exclusion model using a matrix formulation. J. Phys.
A-Math. Gen., 26(7):1493, 1993.
[44] E. Levine, D. Mukamel, and G. M. Schu¨tz. Zero-Range Process with
Open Boundaries. J. Stat. Phys., 120(5-6):759–778, September 2005.
[45] H. Touchette. The large deviation approach to statistical mechanics.
Phys. Rep., 478:1–69, 2009.
[46] G. M. Schu¨tz and R. J. Harris. Hydrodynamics of the Zero-Range
Process in the Condensation Regime. J. Stat. Phys., 127(2):419–430,
February 2007.
[47] B. Davis and D. McDonald. An elementary proof of the local central
limit theorem. J. Theor. Probab., 8(3):693–701, 1995.
[48] A. A. Mitalauskas. Local Limit Theorems for Stable Limit Distribu-
tions. Theory Probab. Appl., 7(2):180–185, 1962.
[49] M. S. Pinsker. Dynamical systems with completely positive or zero
entropy. Soviet Math. Dokl., 1:937–938, 1960.
[50] R. M. Gray. Entropy and Information Theory. 2nd edition. Springer,
2011.
[51] D. A. Levin, Y. Peres, and E. L. Wilmer. Markov Chains and Mixing
Times. American Mathematical Society, 2009.
[52] I. Csiszar. Sanov Property, Generalized I-Projection and a Conditional
Limit Theorem. Ann. Probab., 12(3):768–793, August 1984.
[53] C. Godre´che and J. M. Luck. A record-driven growth process. Journal of
Statistical Mechanics: Theory and Experiment, 2008(11):P11006, 2008.
[54] C. Godre´che and J. M. Luck. On leaders and condensates in a growing
network. Journal of Statistical Mechanics: Theory and Experiment,
2010(07):P07031, 2010.
[55] D. McDonald. A local limit theorem for large deviations of sums of in-
dependent, nonidentically distributed random variables. Ann. Probab.,
7(3):526–531, 1979.
[56] A. Dembo and O. Zeitouni. Large Deviations Techniques and Applica-
tions. Applications of Mathematics (38), Springer, 1998.
42
[57] S. Grosskinsky, F. Redig, and K. Vafayi. Dynamics of condensation
in the symmetric inclusion Process. Electron. J. Probab., 18(66):1–23,
2013.
[58] M. R. Evans, S. N. Majumdar, and R. K. P. Zia. Canonical Analysis of
Condensation in Factorised Steady States. J. Stat. Phys., 123(2):357–
390, April 2006.
[59] P. Chleboun and S. Grosskinsky. Finite Size Effects and Metastability
in Zero-Range Condensation. J. Stat. Phys., 140(5):846–872, July 2010.
[60] P. Chleboun. PhD Thesis: Large deviations and metastability in con-
densing particle systems. 2011.
[61] P. Chleboun. Large deviations and metastability condensing size-
particle systems. In Preperation.
[62] M. R. Evans and T. Hanney. Phase transition in two species zero-range
process. J. Phys. A-Math. Gen., 36(28):L441, 2003.
[63] T. Hanney and M. R. Evans. Condensation transitions in a two-species
zero-range process. Phys. Rev. E, 69(1 Pt 2):016107, January 2004.
[64] S. Grosskinsky. Equivalence of ensembles for two-species zero-range
invariant measures. Stoch. Proc. Appl., 118(8):1322–1350, August 2008.
[65] J. Beltra´n and C. Landim. Tunneling and Metastability of Continuous
Time Markov Chains. J. Stat. Phys., 140(6):1–50, August 2010.
[66] J. Beltra´n and C. Landim. Metastability of reversible condensed zero
range processes on a finite set. Probab. Theory Rel., 152(3-4):781–807,
January 2011.
[67] A. Bovier. Metastability: a potential theoretic approach. in Proceedings
of the ICM, (European Mathematical Society):499–518, 2006.
[68] J. Beltra´n and C. Landim. Tunneling and Metastability of Continu-
ous Time Markov Chains II, the Nonreversible Case. J. Stat. Phys.,
149(4):598–618, October 2012.
[69] C. Landim. Metastability for a non-reversible dynamics: the evo-
lution of the condensate in totally asymmetric zero range processes.
arXiv:1204.5987.
[70] J. Beltra´n and C. Landim. A Martingale approach to metastability.
arXiv:1305.5987.
[71] I. Armenda´riz, S. Grosskinsky, and M. Loulakis. Metastability in zero-
range condensation in the thermodynamic limit. In Preperation.
43
[72] A. Bovier and R. Neukirch. A note on metastable behaviour in the
zero-range process. To appear in the final report of the SFB 611, 2013.
[73] C. Godre`che. Dynamics of condensation in zero-range processes. J.
Phys. A-Math. Gen., 36(23):6313, 2003.
[74] C. Godre`che and J. M. Luck. Dynamics of the condensate in zero-range
processes. J. Phys. A-Math. Gen., 38(33):7215, 2005.
[75] M. Jara and J. Beltra´n. Work in progress.
[76] O. Hirschberg, D. Mukamel, and G. M. Schu¨tz. Motion of conden-
sates in non-Markovian zero-range dynamics. J. Stat. Mech.:Theory
E., 2012(08):P08014, 2012.
[77] R. Durrett. Probability: theory and examples. Duxbury Press., 1995.
44
