This paper proposes a model, the linear model, for randomly generating logic programs with low density of rules and investigates statistical properties of such random logic programs. It is mathematically shown that the average number of answer sets for a random program converges to a constant when the number of atoms approaches infinity. Several experimental results are also reported, which justify the suitability of the linear model. It is also experimentally shown that, under this model, the size distribution of answer sets for random programs tends to a normal distribution when the number of atoms is sufficiently large.
Introduction
As in the case of combinatorial structures, the study of randomly generated instances of NPcomplete problems in artificial intelligence has received significant attention in the last two decades. These problems include the satisfiability of boolean formulas (SAT) and the constraint satisfaction problems (CSP) (Achlioptas et al. 1997; Achlioptas et al. 2005; Cheeseman et al. 1991; Gent and Walsh 1994; Huberman and Hogg 1987; Mitchell et al. 1992; Monasson et al. 1999) . In turn, these results on properties of random SAT and random CSP significantly help researchers in better understanding SAT and CSP, and developing fast solvers for them.
On the other hand, it is well known that reasoning in propositional logic and in most constraint languages is monotonic in the sense that conclusions obtained before new information is added cannot be withdrawn. However, commonsense knowledge is nonmonotonic. In artificial intelligence, significant effort has been paid to develop fundamental problem solving paradigms that allow users to conveniently represent and reason about commonsense knowledge and solve problems in a declarative way. Answer set programming (ASP) is currently one of the most widely used nonmonotonic reasoning systems due to its simple syntax, precise semantics and importantly, the availability of ASP solvers, such as clasp (Gebser et al. 2009 ), dlv (Leone et al. 2006) , and smodels (Syrjänen and Niemelä 2001) . However, the theoretical study of random ASP has not made much progress so far (Namasivayam and Truszczynski 2009; Namasivayam 2009; Schlipf et al. 2005; Zhao and Lin 2003) . (Zhao and Lin 2003) first conducted an experimental study on the issue of phase transition for randomly generated ASP programs whose rules can have three or more literals. (Schlipf et al. 2005) reported on their experimental work for determining the distribution of randomly generated normal logic programs at the Dagstuhl Seminar.
To study statistical properties for random programs, (Namasivayam and Truszczynski 2009; Namasivayam 2009 ) considered the class of randomly generated ASP programs in which each rule has exactly two literals, called simple random programs. Their method is to map some statistical properties of random graphs into simple random programs by transforming a random program into that of a random graph through a close connection between simple random programs and random graphs. As the authors have commented, those classes of random programs that correspond to some classes of random graphs are too restricted to be useful. Their effort further confirms that it is challenging to recast statistical properties of SAT/CSP to nonmonotonic formalisms such as ASP.
In fact, the monotonicity plays an important role in proofs of major results for random SAT/CSP. Specifically, major statistical properties for SAT/CSP are based on a simple but important property: An interpretation M is a model of a set of clauses/constraints if and only if M is a model of each clause/constraint. Due to the lack of monotonicity in ASP, this property fails to hold for ASP and other major nonmonotonic formalisms.
For this reason, it might make sense to first focus on some relatively simple but expressive classes of ASP programs (i.e., still NP-complete). We argue that the class of negative two-literal programs (i.e. normal logic programs in which a rule body has exactly one negative literal) is a good start for studying random logic programs under answer set semantics for several reasons 1 : (1) The problem of deciding if a negative two-literal program has an answer set is still NP-complete. In fact, the class of negative two-literal programs is used to show the NP-hardness of answer set semantics for normal logic programs in (Marek and Truszczynski 1991) (Theorem 6.4 and its proof, where a negative two-literal program corresponds to a simple K 1 -theory).
(2) Many important NP-complete problems can be easily encoded as (negative) two-literal programs (Huang et al. 2002) . (3) Negative two-literal programs allow us to conduct large scale experiments with existing ASP solvers, such as smodels, dlv and clasp.
In this paper we introduce a new model for generating and studying random negative twoliteral programs, called linear model. A random program generated under the linear model is of the size about c × n where c is a constant and n is the total number of atoms. We choose such a model of randomly generating negative two-literal programs for two reasons. First, if we use a natural way to randomly generate programs like what has been done in SAT and CSP, we would come up with two possible models in terms of program sizes (i.e. linear in n and quadratic in n), since only n 2 negative two-literal rules in total can be generated from a set of n atoms. We study statistical properties of such random programs and have obtained both theoretical and experimental results for random programs generated under the linear model, especially, Theorem 1. These properties include the average number of answer sets, the size distribution of answer sets, and the distribution of consistent programs under the linear model. Second, such results can be used in practical applications. For instance, it is important to compute all answer sets of a program in applications, such as diagnoses and query answering, in P-log (Baral et al. 2009 ). In such cases, the number of answer sets for a program is certainly relevant. If we know the number of answer sets and the average size of the answer sets for a logic program, such information can be useful heuristics for finding all answer sets of a given program. Also, the linear model of random programs may be useful in application domains such as ontology engineering where most of large practical ontologies are sparse in the sense that the ratio of terminological axioms to concepts/roles is relatively small (Staab and Studer 2004) .
The contributions of this work can be summarised as follows: subsequent sections. In Section 3, we first introduce the linear model for random logic programs (negative two-literal programs), study mathematical properties of random programs, and then present the main result in a theorem. In Section 4 we describe some of our experimental results and compare them with related theoretical results obtained in the paper. We conclude the work in Section 5. For the convenience of readers, some mathematical basics required for the proofs are included in the Appendix at the end of the paper.
Answer Set Semantics and Two-Literal Programs
We briefly review some basic definitions and notation of answer set programming (ASP). We restrict our discussion to finite propositional logic programs on a finite set A n of n atoms (n > 0). A normal logic program (simply, logic program) is a finite set of rules of the form
where not is for the default negation, s,t ≥ 0, and a, b i and c j are atoms in A n (i = 1, . . . , s, j = 1, . . . ,t). We assume that all atoms appearing in the body of a rule are pairwise distinct. A literal is an atom a or its default negation not a. The latter is called a negative literal. An atom a and its default negation not a are said to be complementary.
Given a rule R of form (1), its head is defined as head(R) = a and its body is body(R) = body + (R) ∪ not body − (R) where body
and not body
A rule R of form (1) is positive, if t = 0; negative, if s = 0. A logic program P is called positive (resp. negative), if every rule in P is positive (resp. negative).
An interpretation for a logic program P is a set of atoms S ⊆ A n . A rule R is satisfied by S, denoted S |= R, if S |= head(R) whenever body + (R) ⊆ S and body − (R) ∩ S = / 0. Furthermore, S is a model of P, denoted S |= P, if S |= R for every rule R ∈ P. A model S of P is a minimal model of P if for any model S of P, S ⊆ S implies S = S.
The semantics of a logic program P is defined in terms of its answer sets (or equivalently, stable models) (Gelfond and Lifschitz 1988; Gelfond and Lifschitz 1990) as follows. Given an interpretation S, the reduct of P on S is defined as P S = {head(R) ← body + (R) | R ∈ P, body − (R)∩S = / 0}. Note that P S is a positive logic program and every (normal) positive program has a unique least model. Then we say S is an answer set of P, if S is the least model of P S . By AS(P) we denote the collection of all answer sets of P. For an integer k ≥ 0, AS(P, k) denotes the set of answer sets of size k for P. A logic program P may have zero, one or multiple answer sets. P is said to be consistent, if it has at least one answer set. It is well-known that the answer sets of a logic program P are incomparable: for any S and S in AS(P), S ⊆ S implies S = S .
Two logic programs P and P are equivalent under answer set semantics, denoted P ≡ P , if AS(P) = AS(P ), i.e., P and P have the same answer sets. We can slightly generalise the equivalence of two programs as follows. Let P be a logic program on A n and P a logic program on A n ∪ E, where E is a set of new (auxiliary) atoms. We say P and P are equivalent if the following two conditions are satisfied:
From the next section and on, we will focus on a special class of logic programs, called negative two-literal programs.
A negative two-literal rule is a rule of the form a ← not b where a and b are atoms. These two atoms do not have to be distinct. If a = b, it is a pure rule; if a = b, it is a contradiction rule. A negative two-literal program is a finite set of negative two-literal rules.
We note that our definition is slightly different from some other authors, such as (Janhunen 2006; Lonc and Truszczynski 2002) , in that fact rules are not allowed in our definition. This may not be an issue since a fact rule of the form a ← can be expressed as a negative two-literal rule a ← not c, where c is a new atom that does not appear in the program.
It is shown in (Marek and Truszczynski 1991) that the problem of deciding the existence of answer sets for a negative two-literal program is NP-complete. This result confirms that the class of negative two-literal programs is computationally powerful and it makes sense to study the randomness for such a class of logic programs.
We remark that, by allowing the contradiction rules, constraints of the form ← b 1 , . . . , b s , not c 1 , . . . , not c t (s,t ≥ 0) can be expressed in the class of negative two-literal programs. A contradiction rule a ← not a is strongly equivalent to the constraint ← not a under answer set semantics: for any logic program P, P ∪ {← not a} is equivalent to P ∪ {a ← not a} under answer set semantics. Notice also that a constraint of the form ← not a, not b is strongly equivalent to the two constraints ← not a and ← not b, and a constraint of the form ← a is strongly equivalent to two rules ← not a and a ← not a where a is a fresh atom.
In the rest of this section we present three properties of negative two-literal programs. While Proposition 1 is to demonstrate the expressive power of negative two-literal programs, Propositions 2 and 3 will be used to prove our main theorem in the next section. These properties are already known in the literature and we do not claim their originality here.
First, each logic program can be equivalently transformed into a negative two-literal program under answer set semantics. This result is mentioned in (Blair et al. 1999 ) but no proof is provided there. For completeness, we provide a proof of this proposition in the appendix at the end of the paper.
Proposition 1
Each normal logic program P is equivalent to a negative two-literal program under answer set semantics.
The next result provides an alternative characterization for the answer sets of a negative twoliteral program, which is a special case of Theorem 6.81, Section 6.8 in (Marek and Truszczynski 1993) .
Proposition 2
Let P be a negative two-literal program on A n containing at least one rule. Then S is an answer set of P iff the following two conditions are satisfied:
We note that in condition 1 above, it can be the case that b 1 = b 2 .
We note that if the empty set is an answer set of a negative two-literal program, the program must be empty. Also, A n is not an answer set for any negative two-literal program on A n .
Proposition 3
Let P be a negative two-literal program on A n containing at least one rule. If S is an answer set of P, then 0 < |S| < n. Here |S| is the number of elements in S.
Random Programs and Their Properties
In this section we first introduce a model for randomly generating negative two-literal programs and then present some statistical properties of such random programs. The main result in this section (Theorem 1) shows that the expected number of answer sets for a random program on A n generated under our model converges to a constant when the number n of atoms approaches infinity. As the proof of Theorem 1 is lengthy and mathematically involved, some technical details, as well as necessary basics of mathematical analysis, are included in the appendix at the end of the paper.
In this section, we assume that each negative two-literal program contains at least one rule.
Let c 1 and c 2 be two non-negative real numbers with c 1 + c 2 > 0. Given a set A n of n atoms with n > max(c 1 , c 2 ), a random program P on A n is a negative two-literal program that is generated as follows:
1. For any two different atoms a, b ∈ A n , the probability of the pure rule a ← not b being in P is p = c 1 /n. 2. For any atom a ∈ A n , the probability of the constraint a ← not a being in P is d = c 2 /n. 3. Each rule is selected randomly and independently based on the given probability.
In the above notation, 'N2' is for 'negative two-literal programs'. For simplicity, we assume that a random program is non-empty. If c 2 = 0, then a random program generated under L(N2, c 1 , c 2 ) does not contain any contradiction rules.
In probability theory, the expected value (or mathematical expectation) of a random variable is the weighted average of all possible values that this random variable can take on. Suppose random variable X can take k possible values x 1 , . . . , x m and each x k has the probability p k for k = 1, . . . , m. Then the expected value of random variable X is defined as
Also, if a random variable X is the sum of a finite number of other variables
The number |P| of rules in random program P (i.e., the size of P) is a random variable. As there are n(n − 1) possible pure rules, each of which has probability p = c 1 /n, and n possible constraints, each of which has the probability d = c 2 /n. Thus, the expected value of |P|, also called the expected number of rules for random program P, is the sum of expected number of pure rules and the expected number of constraints:
This means that the average size of random programs generated under the model L(N2, c 1 , c 2 ) is a linear function of n. This is the reason why we refer to our model for random programs as the linear model of random programs under answer sets.
For S ⊆ A n with |S| = k (0 < k < n), the probability of S being an answer set of random program P, denoted Pr(k), can be easily figured out as the next result shows. We remark that, by Proposition 3, for negative two-literal program P, neither the empty set / 0 nor A n can be an answer set of P. So we do not need to consider the case of k = 0 or k = n.
Proposition 4
Let P be a random program on a set A n of n atoms, generated under L(N2, c 1 , c 2 ), with n > max(c 1 , c 2 ). Then
Recall that p = c 1 /n and d = c 2 /n. If we denote q = 1 − p, then Eq.(2) can be simplified into
Proof Let S be a subset of A n with |S| = k and T = A n \S. We can split the first condition in Proposition 2 into two sub-conditions. S is an answer set of negative two-literal program P iff the following two conditions are satisfied:
(1) (1.1) for each pair b 1 , b 2 ∈ T with b 1 = b 2 , the rule b 1 ← not b 2 is not in P.
(1.2) for each a ∈ T , the rule a ← not a is not in P. (2) for each a ∈ S, there exists an atom b ∈ T such that a ← not b is in P.
Let us figure out the probabilities that the above conditions (1.1), (1.2) and (2) hold, respectively.
We say that an atom a is supported w. r. t. S in P (or just, supported) if there exists a rule of the form a ← not b in P such that b ∈ T . In this case, the rule a ← not b is referred to as a supporting rule for a.
First, since T contains n − k elements, there are (n − k)(n − k − 1) possible pure rules of the form b 1 ← not b 2 with b 1 , b 2 ∈ T and b 1 = b 2 . By the definition of L(N2, c 1 , c 2 ), the probability that a pure rule does not belong to P is 1 − p = q. Thus, the probability that none of the pure rules with b 1 , b 2 ∈ T and b 1 = b 2 belongs to P is q (n−k)(n−k−1) . That is, the condition (1.1) will hold with the probability q (n−k)(n−k−1) .
Next, by the definition of L(N2, c 1 , c 2 ), the probability that a constraint rule of the form a ← not a does not belong to P is 1 − d. Since T contains n − k atoms, the probability that none of the constraint rules of the form a ← not a with a ∈ T is (1 − d) n−k . That is, the condition (1.2) will hold with the probability
Last, we consider the condition (2). For each a ∈ S, if a pure rule supports a, then it must be of the form a ← not b for some b ∈ T . There are n − k possible such pure rules. Also, a is not supported by such pure rules only if P does not contain such rules at all. Thus, the probability that a is not supported (by one of such pure rules) is q n−k . That is, the probability that a is supported is 1 − q n−k . As there are k atoms in S, the probability that every atom in S is supported by a pure rule in P is (1 − q n−k ) k .
Combining the above three conditions, we know that the probability that S is an answer set of random program P is as follows.
Now we are ready to present the main result in this section, which shows that the average number of answer sets for random logic programs generated under the linear model converges to a constant when the number of atoms approaches infinity. This constant is determined by c 1 and c 2 , e. g., when c 1 = 5 and c 2 = 0, the constant is around 1.6.
Theorem 1
Let P denote a random program generated under the linear model L(N2, c 1 , c 2 ) and E[|AS(P)|] be the expected number of answer sets for random program P. Then
where α > 1 is the unique solution of the equation ln α = c 1 /α.
This result gives an estimation for the average number of answer sets for a random program. Before we prove Theorem 1, let us look at its application in predicting the consistency of a random program.
For a random program P and a set of atoms S, by e S we denote the (probabilistic) event that a given set of atoms is an answer set for P. We introduce the following property for random programs: (ASI) Given a random program P, Pr(e S |e S ) = Pr(e S ) for any two sets S and S of atoms.
The 'I' in (ASI) is for 'Independence'. Informally, the above property says that for any two sets of atoms S and S , the events e S and e S are independent of each other. We remark that this property does not hold in general. For example, suppose S 1 ⊂ S 2 ⊂ A n . If S 1 is an answer set of P, then S 2 must not be an answer set of P. This implies that e S 1 and e S 2 are actually not independent. However, when the set of atoms A n is sufficiently large, by Theorem 1, the average number of answer sets will be relatively small compared to the number of all subsets of A n . As a result, there will be a relatively small number of pairs S ⊆ A n and S ⊆ A n with S = S such that e S and e S are not independent. Thus, when n is sufficiently large, the impact of dependency for answer sets will be not radical. Under the (ASI) assumption, we are able to derive an estimation for the probability that a random program has an answer set.
Proposition 5
Let P be a random program on a set A n of n atoms, generated under L(N2, c 1 , c 2 ), with n > max(c 1 , c 2 ). If (ASI) holds and n is sufficiently large, then
As explained, (ASI) does not hold in realistic situation. Our experiments indeed show that there is a shift between the estimated probability determined by Eq.(5) and the actual probability. However, The experimental results suggest that this shift can be remedied by applying a factor γ of around 0.5 to E(|AS(P)|) in Eq.(5), see Section 4 for details. So, combining Theorem 1 and Proposition 5, we will be able to estimate the probability for the consistency of random programs.
Proof Let e S,k be the event that S ⊂ A n is an answer set of size k for random program P. We first observe that by Eq.(3), lim n→∞ Pr(e S,k ) = 0. Recall that AS(P, k) is the set of answer sets of size k for logic program P.
If n is sufficiently large, then
In the rest of this section, we will present a formal proof of Theorem 1. Let us first outline a sketch for the proof. In order to prove Eq.(4), our first goal will be to show that
For an integer k with 0 < k < n, we use AS(P, k) to denote the collection of answer sets of size k for program P, i.e., AS(P, k) = {S | S ∈ AS(P), |S| = k}. Then the number N k = |AS(P, k)| is a random variable. It is easy to see that the expected number of answer sets of size k for random program P is
So the expected (total) number of answer sets for P, denoted E[|AS(P)|], can be expressed as
Note that by Proposition 3, a random program generated under the linear model has neither answer sets of size 0 nor n. So, we can ignore the cases of k = 0 and k = n.
Our next goal is, based on Eq. (7), to show that
where the function φ (x) is defined by
At the same time, we are going to show that
where the function χ(x) defined below is a normal distribution function multiplied by a constant. Thus, it follows from Eq. (8) and Eq.(10) that
As the above integral of χ(x) is αe c 1 −c 2 α /(α +c 1 ), which can be figured out easily, the conclusion of Theorem 1 will be proven.
Here α > 1 is the unique solution of the equation α α = e c 1 and χ(x) is the normal distribution function
multiplied by a constant √ 2πσ φ (x 0 ):
while x 0 and σ are defined, respectively, as follows.
Some remarks are in order. As c 1 > 0, if α α = e c 1 for some α, it must be the case that α > 1. On the other hand, if α > 1, the function α α is monotonically increasing and thus the equation α α = e c 1 must have a unique solution.
Moreover, we define
Before providing the proof of Theorem 1, we first prove some technical results.
The following result shows that φ (k), as defined in Eq. (9), is indeed a tight approximation to E[N k ].
Proposition 6
Let P be a random program on a set A n of n atoms, generated under L(N2, c 1 , c 2 ), with n > max(c 1 , c 2 ). Let E[N k ] be the expected number of answer sets of size k for P (0 < k < n). Then ,
Proof
Note that
By Proposition 4,
Applying Stirling's approximation to n!, k! and (n − k)!, and based on the two properties of Stirling's approximation presented in Section 5.2, Eq. (16) and Eq.(17) are obtained.
By Proposition 6, we can show the following result.
Proposition 7
Let P be a random program on a set A n of n atoms, generated under L(N2, c 1 , c 2 ), with n > max(c 1 , c 2 ). If E[N k ] and φ (k) are defined as in Eq.(6) and Eq.(9, then
Proof Let ∆ be defined as in Eq.(15). Then
By inequality (16),
By Lemma 6 (in Section 5.3),
Based on Eq.(17), and the fact that both φ (k) and E(N k ) are non-negative,
By Eq.(17),
.
By Eq. (12) and Eq. (15), we have that
Therefore, the conclusion is proved.
The next result shows that the integral of φ (x) can be obtained through the integral of χ(x), which is useful as the integral of χ(x) can be easily figured out.
Proposition 8
Let P be a random program on a set A n of n atoms, generated under L(N2, c 1 , c 2 ), with n > max(c 1 , c 2 ). If the continuous functions φ (x) and χ(x) are defined as in Eq.(9) and Eq.(11), then
Proof Let ∆ = c 0 √ n ln n be defined as in Eq.(15). By Lemma 6, it follows that
By Lemma 8 and Lemma 9, Eq.(19) holds.
Now we are ready to present the proof of Theorem 1, a main result in this paper,
Proof of Theorem 1
Given a random program P, the expected total number of answer sets for P is
By Proposition 7 and Proposition 8, 
Experimental Results
In this section, we describe some experimental results about the average number of answer sets, the size distribution of answer sets, and the probability of consistency for random programs under the linear model. For the average number of answer sets, our experimental results closely match the theoretical results obtained in Section 3.
To conduct the experiments, we have developed a software tool to generate random logic programs, which is able to randomly generate logic programs based on the user-input parameters, such as the type of programs, the number of atoms, the number of literals in a rule, the number of rules in a program and the number of programs in a test set etc. After a set of random programs are generated, the tool invokes an ASP solver to compute the answer sets of the random programs, records the test results in a file, and analyses them. The experimental results in this section were based on the ASP solver clasp (Gebser et al. 2009 ), but same patterns were obtained for test cases on which dlv (Leone et al. 2006 ) and smodels (Syrjänen and Niemelä 2001) were also used.
We have conducted a significant number of experiments to corroborate the theoretical results obtained in Section 3 including Theorem 1. In order to get a feel for how quickly the experimental distribution converges to the theoretical one, we tested the difference rate of these two values for varied numbers of atoms. The experimental results show that the theorem can be used to predict practical situations. Some other statistical properties of random programs generated under the linear model were also experimented, such as the size distribution of answer sets. Positive results are received for nearly all of our experiments. In this section, we report the results from two of our experiments. In the first experiment, we set c 2 = 0, which means there are no contradiction rules in the programs. In the second experiment, we set c 2 from 0 to 20 to test the impact of contradiction rules on the random programs.
Experiment 1: Random Programs without contradiction rules
In this experiment, c 1 = 5, c 2 = 0, and n varies with values 50, 100, 150, ..., 500, respectively. For each of these values of n, 5, 000 logic programs were randomly and independently generated under the linear model.
Given that c 1 = 5 and α > 1 is determined by α α = e c 1 , we have that α ≈ 3.7687. Thus, by Eq.(4), it follows that E(|AS(P)|) ≈ 1.6274.
We use N Avg to denote the average number of answer sets for the 5, 000 programs in each test generated under the linear model. The (experimental) values for N Avg and their corresponding theoretical values (i.e., the expected number E[N k ] of answer sets for random programs determined by Eq.(4)) are listed in Table 1 . The experimental and theoretical results are visualized in Figure 1 . We can see that these two values are very close even if n is relatively small. Figure 1 . The average number and expected number of answer sets for random programs when c 1 = 5 and c 2 = 0 (x-axis: the number of atoms; y-axis: the average number of the answer sets.
Another important result obtained from this experiment is about the size distribution of answer sets for random programs. Specifically, the experiment supports a conjecture that the distribution of the average size of answer sets for random programs obeys a normal distribution.
The experimental result can be easily seen by comparing the following three types of values for 0 ≤ k ≤ n, which are visualized as three curves in Figure 2 and Figure 3 with n = 50 and n = 400 respectively. Average number of answer sets for the 5, 000 programs randomly generated in each test (referred to as 'Experiment Result' in Figure 2 and Figure 3 ): We took n = 50, 100, ..., 500, respectively, and for each of these values of n, we randomly generated 5, 000 programs under the linear model. For each k (0 ≤ k ≤ n), we calculated the average number of answer sets of size k for these programs, i.e., the ratio of the total number of answer sets of size k for all these programs divided by 5, 000. Figure 3 show that even for relatively small values of n, the theoretical results are still very close to the experimental results. In order to see how quickly the experimental distribution converges to the theoretical one, we consider the rate variance function D: For two discrete functions f and g on the interval [1, n − 1] with f (k) > 0 (1 ≤ k ≤ n − 1), we define
Clearly, the closer f and g, the smaller D( f , g), and vice versa. The function D( f , g) is often used in measuring the gap between two discrete functions f and g. If we take f as the normal distribution function and g as the experimental distribution function (i.e., the average size of answer sets based on the 5, 000 programs randomly generated in each test). The resulting rate variance function is depicted in Figure 4 . This diagram shows that, as n increases, the rate variance gradually decreases. It also shows that the rate variance is very small even when n = 50. This experimental result further suggests the conjecture that the size distribution of answer sets obeys a normal distribution. Figure 4 . The difference rate between the normal distribution and the experimental results of the answer set distribution with c 1 = 5, c 2 = 0 (5, 000 programs are generated with each testing point; x-axis: the number of atoms; y-axis: difference rate).
Experiment 2: Random Programs with contradiction rules
In this experiment, we tested random programs that may contain contradiction rules and obtained similar experimental results as in the first experiment. We set c 1 = 10, n = 200, and c 2 = 0, 1, 2, ..., 20, respectively. For each value of c 2 , 5, 000 programs were independently generated under the linear model. Given c 1 = 10, it follows by Eq. (12) and Eq.(13) that α ≈ 5.7289, x 0 ≈ 165.0894, and σ ≈ 1.9552. The value φ (x 0 ), which depends on c 2 , decreases roughly from 0.4257 (when c 2 = 0) to 0.01297 (when c 2 = 20).
On the other hand, based on Eq.(4), we can figure out the expected number of answer sets for each c 2 .
These two types of values are visualized as two curves in Figure 5 . It shows that these two curves are very close to each other, which means our theoretical result on size distribution of answer sets is corroborated by the experimental result.
Similar to the first experiment, the size distribution of answer sets was also investigated experimentally. In this case, we took c 2 = 4 and three types of values were obtained (shown in Figure 6 ). There is a slight shift between the linear model and the normal distribution. We expect that when the number n is sufficiently large, this shift will become narrower. For example, when n increases from 200 to 400, the shift is significantly reduced. In this subsection we present our experimental results on verifying the formula for predicting consistency of random programs (discussed in Section 3):
Here γ is a constant around 0.5 (i.e. independent of n). We tested various pairs of c 1 and c 2 . For each such pair, we took n = 100, 150, 200, ..., 1000. Then for each value of n, we computed the value determined by Eq.(20). For each value of n, we generated 5, 000 programs randomly and computed the ratio of consistent programs to all 5, 000 programs. Our experimental results corroborate the estimation in Eq.(20). So this formula can be used to predict the consistency of random programs generated under the linear model. The corresponding values for two cases we tested are depicted in Figures 7 and 8 . In each figure, the upper curve is for the value determined by Eq.(5), the middle curve is for the ratio of consistent programs to all 5, 000 programs randomly generated, and the lower curve is for the value determined by Eq.(20). Figure 7 . Three values of estimating the probability for consistency of random programs when c 1 = 3 and c 2 = 0. γ = 0.5. The x-axis is for n, the number of atoms, the y-axis is the ratios of consistent programs to all 5, 000 programs.
Conclusion
We have proposed a new model of randomly generating logic programs under answer set semantics, called linear model. The average size of a random program generated in this way is linear to the total number of atoms. We have proved some mathematical results and the main result shows that the expected number of answer sets of random programs under the linear model converges to a constant that is determined by the probabilities of both pure rules and constraints. The formal proof of this result is mathematically involving as we have seen. The main result is further corroborated by our experiments. Another important experimental result reveals that the (size) distribution of answer sets for random programs generated under the linear model obeys a normal distribution.
There are several issues for future work. First, it would be interesting to mathematically prove some results presented in Section 4. Second, it would be both interesting and useful to study phase transition phenomena for hardness. In this case, a new model for random programs may need to be designed based on an algorithm for ASP computation (for SAT and CSP, DPLL is often used for studying the hardness of random problems). Last, while the class of negative twoliteral programs is of importance, it would be interesting to study properties of random logic Figure 8 . Three values of estimating the probability for consistency of random programs when c 1 = 4 and c 2 = 4. γ = 0.5. The x-axis is for n, the number of atoms, the y-axis is the ratios of consistent programs to all 5, 000 programs.
programs that are more general than negative two-literal programs, such as the program classes discussed in (Janhunen 2006; Lonc and Truszczynski 2002) . However, it is not straightforward to carry over our proofs to those program classes. For instance, Proposition 4 may not hold for arbitrary two-literal programs.
For each rule R in P of the form a ← not c 1 , . . . , not c n (n ≥ 0), R is replaced with the following n + 1 rules:
Here e R is a new atom introduced for the rule R. The resulting logic program, denoted simple(P), is exactly a logic program that consists of only two-literal rules and fact rules. We use E P to denote the set of new atoms e R introduced above, that is, E P = {e R | R ∈ P}.
Note that, by applying unfolding transformation, simple(P) can be easily transformed into a logic program that consists of only negative two-literal rules and fact rules. As explained in Section 2, each rule can be expressed as a negative two-literal rule by introducing a new atom. Thus, simple(P) is equivalent to a negative two-literal program under answer set semantics.
So, it is sufficient to show that simple(P) and P are indeed equivalent under answer set semantics.
(1) Let S be an answer set of P. Take S e = {e R ∈ E P | R ∈ P, body − (R) ∩ S = / 0}. Then we show that S = S ∪ S e is an answer set of P . It suffices to prove that S is a minimal model of (P ) S .
By the definition of S e , S is a model of (P ) S . We need only to show that S is minimal. Assume that there exists T such that T ⊆ S and T is also a model of (P ) S . Let T = T \ E P . Then T is a model of P S . To see this, for each rule R of the form a ← not c 1 , . . . , not c t such that c i ∈ S for i = 1, . . . ,t, if a ∈ T , then a ∈ T . Thus e R ∈ T by T |= R, which implies that c i ∈ T for some i (1 ≤ i ≤ n). So we have c i ∈ T , that is, T |= R. By the minimality of S, T = S.
Also, if e R ∈ S , then c i ∈ S for some i (1 ≤ i ≤ n). This means c i ∈ T because S = T , which implies that e R ∈ T . Therefore, T = S . (2) If S is an answer set of P , we want to show that S = S \ E P is an answer set of P.
S |= P S : for each rule R of the form a ← not c 1 , . . . , not c n , if R + ∈ P S , then {c 1 , . . . , c n } ∩ S = / 0, which implies that e R ∈ S . Thus R + = (a ← not e R ) + ∈ (P ) S . By the assumption, a ∈ S , that is, a ∈ S. Thus S |= R + .
S is a minimal model of P S : Suppose that T ⊆ S and T |= P S . Take T = T ∪ S e where S e = {e R ∈ E P | body − (R) ∩ S = / 0}. We first show that T |= (P ) S . Let R ∈ P with (R ) + ∈ (P ) S . Consider two possible cases: Case 1. R is of the form a ← not e R : Then e R ∈ S . By T ⊆ S , e R ∈ T . Then {c 1 , . . . , c n } ∩ S = / 0. This means R + ∈ P S . Since T |= P S , we have a ∈ T . Thus T |= (R ) + . Case 2. R is of the form e R ← c i where 1 ≤ i ≤ n: If c i ∈ T , then c i ∈ S. By this rule, e R ∈ S or e R ∈ S e . Thus e R ∈ T . Again, we have T |= (R ) + .
Therefore, T |= (P ) S . By the minimality of S , T = S , which implies T = S. Thus S is a minimal model of P S .
So, we conclude the proof.
Proposition 2 Let P be a negative two-literal program on A n containing at least one rule. Then S is an answer set of P iff the following two conditions are satisfied:
2. If a ∈ S, then there exists b ∈ A n \ S such that a ← not b is a rule in P.
Proof ⇒: Let S be an answer set of P.
To prove condition 1, suppose that b 1 ← not b 2 is a rule in P and b 2 ∈ A n \S. Then the rule b 1 ← is in P S . This implies that b 1 ∈ S, which is in contradiction to b 1 ∈ A n \ S. Therefore, b 1 ← not b 2 cannot be a rule in P if b 1 , b 2 ∈ A n \ S.
For condition 2, if a ∈ S, P contains at least one rule with the head a. On the contrary, suppose that there does not exist any b ∈ A n \ S such that a ← not b is in P. Then for every rule of the form a ← not b in P, we would have b ∈ S, which implies the reduct P S would contain no rules whose head is a. Therefore, a ∈ S, a contradiction. Therefore, there must exist an atom b ∈ A n \ S such that a ← not b is in P. ⇐: Assume that S ⊆ A n satisfies the above two conditions 1 and 2. We want show that S is an answer set.
S |= P S : If R: a ← not c is a rule of P such that R + ∈ P S , then c ∈ S. By condition 1, a ∈ S. This means that every rule of P S is satisfied by S. Thus, S |= P S .
S is a minimal model of P S : By condition 2, for each a ∈ S, there exists a rule a ← not b such that b ∈ S. Then the rule a ← is in P S , which implies that every model of P S must contain a. This implies that every model of P S is a superset of S. Therefore, S is minimal (actually the least model of P S ).
Proposition 3 Let P be a negative two-literal program on A n containing at least one rule. If S is an answer set of P, then 0 < |S| < n. Here |S| is the number of elements in S.
Proof If |S| = 0, then S = / 0. Since P contains at least one rule, we assume that a ← not b is in P. By S = / 0, a ∈ S. Then it would be the case that b ∈ S, which is a contradiction to S = / 0. Therefore, |S| > 0.
If |S| = 0, i.e. S = / 0, then there exists an element a ∈ S. By the definition of answer sets, the rule a ← not b must be in P for some b ∈ S. This implies that S must be a proper subset of A n .
Basics of mathematical analysis
In this subsection, we briefly recall some basics of mathematical analysis and notation that are used in related proofs.
. That is, there exists a positive real number c and a real number x 0 such that for all x > x 0 .
The same notation is also applicable to discrete functions. 2. Stirling's approximation: for all integer n > 0
3. Taylor series: Let f (x) be an infinitely differentiable real function on R, x 0 ∈ R is a real number, then for all x ∈ R,
Here f (i) (x 0 ) denotes the i-th derivative of f at x 0 (i ≥ 0). In particular, f (0) (x) = f (x). 4. Properties of the natural exponential function:
(1 + x) ≤ e x , and the equatility holds iff x = 0.
For all n ∈ N,
5. Properties of the logarithmic function:
6. Concave functions: A real function f is said to be concave if, for any x, y ∈ R and for any t in [0, 1],
Let f (x) be a continuously differentiable function.
is concave and f (x 0 ) = 0, then f (x) reaches its apex at x 0 . (c) If f (x) is concave and reaches its apex at x 0 , then g(x) = e f (x) is strictly monotonically increasing when x < x 0 and strictly monotonically decreasing when x > x 0 .
7. The complementary error function erfc(x) is defined by
which has the following property:
Lemmas
Recall that φ (x), x 0 and σ have been defined in Eq.(9), Eq.(12), and Eq.(13), respectively. We first define three real functions as follows.
Then
and
According to Taylor series:
We have
Lemma 1
Proof By Eq.(12) and Eq.(33),
As α > 1 satisfies the equation α α = e c 1 , we can show that
Based on the definition of κ(x) in Eq.(32),
Remark: ln q and κ(x 0 ) can be simplified into
Lemma 2 When n is sufficiently large,
Proof From the definitions of ψ(x) in Eq.(30) and φ (x) in Eq. (9), it follows that
Take x = 1 in Eq.(39), we can see that the second term is ln(n − 1) and all the other terms are of the order O(1). So, when n is sufficiently large,
Take x = n − 1 in Eq.(39), the most significant term is the fifth one. By Eq.(33), the fifth term can be simplified as follows.
and the other terms are of the order O(ln(n)) or less. So, when n is sufficient large,
Finally, take x = x 0 = (α−1)n α in Eq.(39), the first term is of the order O 1 n . The other five terms can be simplified correspondingly into ln n − x 0 x 0 = − ln(α − 1),
Since α > 1 satisfies the equation α α = e c 1 , we have that
Thus,
where σ is defined in Eq.(13).
Proof
By Eq.(39),
Then it can be further simplified to
From 1 ≤ x ≤ n − 1, we have that 1 2x 2 − 1 x − 1 n − x + 1 2(n − x) 2 < 0.
As κ(x) = 1 − q n−x , so 0 < κ(x) < 1, then 1 κ(x) − 1 κ(x) 2 x ln 2 q < 0.
So ψ (x) < 2 ln q κ(x) < 2 ln q < 0. By Lemma 2 and Lemma 3, for all x ∈ [1, n − 1], ψ (x) < 2 ln q = − 2c 1 n + O( 1 n 2 ).
Then the Taylor series for ψ at x ∈ [1, n − 1] is ψ(x) ≤ ψ(x 0 ) + (x − x 0 )ψ (x 0 ) + 1 2 (x − x 0 ) 2 max(ψ (x)).
As x < n, so
We note that the function − c 1 n (x − x 0 ) 2 is an upper bound for ψ(x), which is strictly increasing when x < x 0 and strictly decreasing when x > x 0 . Thus, The next lemma is a basic property of integral. We present it here for reader's reference.
Lemma 7
Let the function φ be defined as in Eq.(9). Then
Proof By Lemma 3, ψ (x) < 0 when x ∈ [1, n − 1]. We know that ψ(x) is a concave function in the range. Also, by Lemma 2, ψ (1) > 0 and ψ (n − 1) < 0, which mean there exists a uniquex ∈ (1, n − 1) such that ψ(x) reaches its apex atx. As φ (x) = φ (x 0 )e ψ(x) and it is a concave function, φ (x) is strictly increasing for x ∈ (1,x) and strictly decreasing for x ∈ (x, n − 1).
Figure 9. The integral and its approximation
To compare the difference between the integral and the sum of the discrete values, we use Figure 9 as an example. The curve reaches its maximum atx which is larger than 3 and smaller than 4. Clearly, from Figure 9 (a), it is difficult to compare the integral and the sum of the discrete values. However, if we remove the tallest bar, which is φ (3) and shift all the bars right of it leftward one step, then clearly (as shown in Figure 9(b) ) the sum of the discrete values is smaller than the integral of the curve. If we insert the bar of φ (x) at the left of the bar of the smallest number which is larger thanx, (in this example it is 4), and shift all the bars left of it leftward one step (as shown in Figure 9(c) ), then the total of the discrete values is larger than the integral of the curve. Therefore we have: 
