Compared with wakefulness, neuronal activity during nonrapid eye movement (NREM) sleep is characterized by a decreased ability to integrate information, but also by the reemergence of task-related information patterns. To investigate the mechanisms underlying these seemingly opposing phenomena, we measured directed information flow by computing transfer entropy between neuronal spiking activity in three cortical regions and the hippocampus of rats across brain states. State-dependent information flow was jointly determined by the anatomical distance between neurons and by their functional specialization. We distinguished two regimes, operating at short and long time scales, respectively. From wakefulness to NREM sleep, transfer entropy at short time scales increased for interareal connections between neurons showing behavioral task correlates. Conversely, transfer entropy at long time scales became stronger between nontask modulated neurons and weaker between task-modulated neurons. These results may explain how, during NREM sleep, a global interareal disconnection is compatible with highly specific task-related information transfer.
Introduction
Wakefulness and sleep greatly differ in terms of neuronal activity and communication between brain areas [1] [2] [3] [4] . Since the pioneering studies of Moruzzi and Magoun [5] , nonrapid eye movement sleep (NREM) has been recognized as a complex and heterogeneously active brain state, which has been implicated in many functions ranging from memory consolidation [6] to synaptic homeostasis [7, 8] and cellular restoration after intense activity [9] . Crucially-and similarly to wakefulness-neural activity in NREM is not uniform throughout the brain: while slow-wave activity (SWA) is the hallmark of NREM in the neocortex [1] , this type of sleep is also characterized by area-specific features such as hippocampal sharp-wave ripples [10] and thalamic spindles [11] . Even within single anatomically defined areas, neuronal activity during sleep is not homogeneous, but is determined by factors such as the duration and the type of behavioral activity occurring during preceding wakefulness. For example, the intensity of slow-wave activity in a given cortical area, as measured by EEG and local field potentials (LFPs), depends on the extent to which the area has been engaged in a task during wakefulness [12] , to the point that individual cortical areas can enter slow-wave activity independently of the rest of the brain [13] . A comparable dependence on behavioral activity was reported at the level of neuronal ensembles, as reactivation of spiking sequences occurs in the hippocampus, neocortex, and subcortical structures during NREM sleep and quiet wakefulness (QW) [14] [15] [16] [17] [18] . Task-dependent modulation of neuronal activity during NREM has been linked to sleep-dependent memory consolidation [12, 19] , although the underlying mechanisms are still a matter of debate. While reactivation of spike sequences during NREM [14, 15, 17, 20] has been proposed as a way to consolidate previously acquired memories, slow-wave activity has been hypothesized to mediate such consolidation via a global synaptic downscaling [21] .
Surprisingly, limited attention has been paid to investigate how information flow between neurons is modulated across wakefulness and sleep, despite the fact that information transfer between neurons is often seen as a prerequisite for memory consolidation in both wakefulness and sleep [22] [23] [24] . Most studies have been either limited to a mesoscopic level of analysisand reported a drop in the ability of cortical areas to integrate information [3, 25] -or focused on the coordinated reactivation of correlated spike trains both within the hippocampus and between the hippocampus and connected structures [14, 17, 26, 27] . However, a systematic attempt to characterize brain-state dependent modulation of neuron-level, directed information flow-both across spatiotemporal scales and between anatomically or functionally defined neuronal subpopulations-is lacking. Addressing this would solve one of the most puzzling questions concerning neural dynamics during NREM, i.e. how neuronal activity can be-at the same time-characterized by highly synchronous oscillatory dynamics (e.g. slow oscillations and sharp-wave ripples [1, 8, [28] [29] [30] [31] ), and by the inability to properly integrate information across different areas.
The most widely used approaches for computing pairwise relationships between neuronal activity-such as cross-correlograms [32] -are not able to discriminate between common sources modulating the activity of two neurons and actual causal links. Methods such as Granger causality analysis [33] [34] [35] do quantify directional links between time series, but only in terms of linear relationships, despite the fact that neural dynamics are highly nonlinear [4, 36] . Here we addressed this issue by assessing transfer entropy [37] -TE, a nonlinear counterpart of Granger causality [38] -between the spiking activity of pairs of neurons. This allowed us to quantify how directed information flow both within and between cortical areas (primary visual cortex [V1], barrel cortex [S1BF], perirhinal cortex [PRH] , and hippocampus CA1 field [HPC] ) varies between wakefulness and sleep at time scales ranging from a few up to hundreds of milliseconds. This was studied in rats trained to perform a sensory discrimination task in a maze, which allowed us to distinguish neurons that were either modulated by behavioral task elements or not.
Our analyses reveal that (1) distinct communicative architectures operate at different time scales across brain states; (2) relative to active wakefulness (AW), interareal information transfer between hippocampus and cortex is enhanced during QW and NREM at the short (millisecond) time scale for neurons whose activity was modulated during the task; during NREM this increase is associated with sharp-wave ripples; and (3) conversely, interareal cortico-cortical information transfer is enhanced at long (hundreds of milliseconds) time scales during NREM between neurons which were not modulated by the task. These results challenge our current understanding of how neuronal communication varies across brain states by showing that long-range (i.e. interareal) neuronal communication can be not only preserved during NREM sleep, but also enhanced with respect to wakefulness, as a function of a combination of factors which cannot be considered independently: temporal scale, anatomical location, and functional specialization during behavior.
Methods
The data utilized for this study were collected during experiments described in recently published manuscripts [4, 39, 40 ]; yet, all analyses presented here have been performed independently and do not overlap with the results presented in those articles. All analyses were performed via custom-made scripts developed in Matlab (The Mathworks, Inc.).
Subjects
All animal experiments were conducted according to the National Guidelines on Animal Experiments and were approved by the Animal Experimentation Committee of the University of Amsterdam. Data was collected from three male Lister Hooded rats (28-46 weeks, obtained from Harlan), which were kept in a reversed day/night cycle (lights off time: 8:00 a.m., lights on time: 8:00 p.m.). Animals were food restricted so that their body weight was maintained at 85 per cent of that of ad libitum fed animals (as per Harlan growth curves). Water was available ad libitum during all experimental phases.
Behavioral setup
Rats were trained to perform a two-choice visual discrimination task on a figure-eight maze ( Figure 1A ). Animals were trained to discriminate visual stimuli presented simultaneously on two monitors (grey diagonal lines, Figure 1A ). Stimuli began after animals had crossed an infrared beam in front of computation of slow-wave activity (SWA, left), average number of pixels of head displacement per frame (center), and occurrence of ripples (right) confirms that NREM was characterized by high SWA and low motion, and the opposite was true for AW. QW showed neither high SWA nor high motion. Error bars indicate SEM, significant differences were computed via one-way anova with post hoc analysis. (C) Example PETHs (top panels, mean ± SEM, solid black lines and dashed grey lines, respectively) and rasterplots (bottom panels) for a TM neuron recorded in PRH, for various infrared beams located on the maze, separately for trajectories on the left and right portions of the maze. Arrow heads indicate for which infrared beam crossings firing rate in the [−6, 6] s period (shaded in blue), the PETH (mean ± SEM) significantly exceeded values reported during the baseline period ([−10, −8] s range, horizontal dashed lines indicate mean ± 2 standard deviation of the baseline). Note how the PETHs show overlapping periods, for instance, the decrease in firing rate in the top left PETH is the same that is present in the PETH immediately below. This indicates that the whole task sequence was sampled by our analysis, and therefore that we could reliably detect neurons showing behavioral task correlates during recording sessions.
the movable transparent door that was closest to the monitors (white square, Figure 1A ). Animals were trained to choose the side arm of the maze (either left or right) corresponding to the screen where the positive conditioned stimulus (CS+) was shown (a specific white shape appearing over the black background); a CS− stimulus was shown on the other screen. After the door was lowered (4.2 s after stimulus onset), if animals chose the correct side of the maze they were rewarded with two or three sugary pellets, which were placed in a ceramic cup (white circles in Figure 1A ). Upon entering one side of the maze, animals would encounter strips of sandpaper on the walls of the maze (grey areas in Figure 1A ). Visual stimuli ended when animals crossed an infrared beam located at the end of the area where sandpaper was present. The grain of the sandpaper predicted the amount of reward pellets (BioServe, dustless precision pellets, 14 mg) that animals would receive after choosing the correct side arm [39, 40] (fine sandpaper led to two sugar pellets, rough sandpaper to three pellets). One pellet was also provided in the middle arm of the maze if animals had chosen the correct side arm in the foregoing run. This task was designed to modulate and involve several processing systems (visual, tactile, spatial navigation, and memory), and consequently enable us to study how brain areas responsible for performing these functions communicate with each other, both during task performance and resting periods.
Eight infrared beams were employed to synchronize animal position to electrophysiological and video recordings, and to control the behavioral setup via custom-made software. Here we were only interested in discriminating whether the firing rate of neurons was significantly modulated along the various phases of the task. Thus, we did not discriminate between correct and incorrect trials. All animals were highly trained on the task and performed 60.1 ± 18.7 (mean ± standard deviation) trials per recording session, with an average success rate of 59.2 ± 0.9% (mean ± standard error), significantly different from chance (p = 2.1 × 10 −8 ). For further details on the task, see Refs. 39 and 40. Recording sessions were always performed during the dark period. Each recording session started and ended with a resting phase ( Figure 1A ) during which animals were placed in a flower pot on top of the maze under dim illumination. The first resting phase started around either 10:00 a.m. or 2:00 p.m., and its start was signaled by the lighting up of a dim white lamp, to promote sleep during the resting phase. Importantly, at the time of recording, animals had been habituated to this procedure during an extensive training and had no difficulty in sleeping during the two resting phases. Each resting phase usually lasted 0.5-1 hr. Task performance lasted approximately 1.5 hr, during which animals performed the behavioral task in very dim light. The two resting phases were pooled together; no significant difference in short-scale transfer entropy (STE) or long-scale transfer entropy (LTE) was observed between them (p > 0.05).
Surgical procedure and recording drive
The right brain hemisphere of each rat was implanted with a custom-built tetrode microdrive, with 36 individually movable tetrodes [4, 39, 40] . Eight recording tetrodes were directed to the monocular portion of the primary visual cortex (V1, −6.0 mm posterior and −3.2 mm lateral to bregma), eight to hippocampal area CA1 (HPC, −3.5 mm posterior and −2.4 mm lateral), eight to the barrel field of the primary somatosensory cortex (S1BF, −3.1 mm posterior and −5.1 mm lateral), and eight to the perirhinal cortex (PRH, −5 mm posterior and −5 mm lateral, with an angle of 17 degrees relative to the skull midline). One additional tetrode per area was used as a local reference. These areas were chosen for being representative of the brain networks involved in the various functions necessary to perform the task we developed: visual processing (V1), tactile processing (S1BF), navigation (PRH [40] , HPC), and memory (HPC).
Tetrode microdrives were implanted stereotaxically during a surgery taking place about 1 week before recordings. Six surgical screws were used to secure the microdrive to the skull via dental cement. Four craniotomies were made to enable the access of tetrode microwires through the skull. Tetrodes were slowly lowered from the brain surface towards the areas of interest and then advanced daily to record different neurons at each recording session. The correct positioning of tetrodes was estimated by combining electrophysiological markers of LFP and spiking signals with the depth estimation obtained by counting the number of turns of guide screws [41] . Histological reconstructions were performed to localize tetrode positions after the final recording session, at the end of which small electrolytic lesions were made at the location of each tetrode tip. For further details, refer to Refs. 39 and 40.
Data acquisition and preprocessing
Data was acquired at 32 kHz via a Digital Lynx system (Neuralynx). Signals were filtered in the 1-500 Hz range to obtain LFPs. LFPs and motion tracking [42] were used to manually score behavioral states. Details about behavioral scoring are presented in the section titled Behavioral state scoring.
Signals were filtered in the 600-6000 Hz range to perform spike detection. Action potentials were automatically extracted whenever the signal on any of the leads of a tetrode crossed a preset voltage threshold [4] . Action potentials were assigned to single neurons by using a semiautomated spike sorting algorithm (KlustaKwik and MClust 3.5, see Refs. 23, 39, and 40 for details). For a single neuron to be considered in our analyses, no more than 0.1 per cent of all interspike intervals were allowed to be shorter than 2 ms. Video acquisition of rat behavior was performed at 25 Hz and was synchronized to electrophysiological recordings. Motion tracking of the headstage was performed as previously described [4] , by tracking it via a semiautomated partial least-squares object tracking approach [42] . Interruptions of infrared beams were monitored at 32 kHz.
Data were recorded during a total of six recording sessions in three different rats [23] (two recording sessions per animal). Each recording session was characterized by at least four neurons in each recorded region, and at least 30 min were spent in each state (AW, QW, and NREM). On average, we recorded 13 ± 4 neurons from S1BF, 6 ± 2 neurons from V1, 24 ± 10 neurons from PRH, and 22 ± 4 neurons from HPC. Behavioral scoring resulted, on average, in 6293 ± 543 s of AW per session, 2277 ± 169 s of QW, and 1774 ± 390 s of NREM. All numbers are represented as average ± SEM.
Behavioral state scoring
Scoring of behavioral states was performed manually, following standard methodologies applied to rodent behavior, based on cortical LFP and motor activity. The exact methodology has been previously described [4] , and results in a subdivision of the recording sessions into 4 s long epochs of either AW, QW, or NREM sleep (see also Figure 1B ). Briefly, scoring was done by taking into account LFP oscillatory dynamics in each epoch of multiple cortical recording channels and the level of motor activity (measured in terms of the frame-by-frame displacement of the tracked headstage). Epochs displaying weak levels (visually estimated) of cortical slow-wave activity (total power between 0.5 and 4 Hz [8] ) were scored as AW if there were detectable levels of motor activity and as QW otherwise [4, 8, 43, 44] , unless marked θ activity was also observed, corresponding to REM sleep. Epochs with a high level of slow-wave activity and limited motion were scored as NREM [4, 8] . Any epoch that did not fulfil the criteria for AW, QW, or NREM was discarded. Only sufficiently long periods of AW, QW, or NREM (defined as periods lasting at least 30 s) were taken into account. As only a limited amount of REM sleep was present in our dataset, REM sleep epochs were not taken into account for further analysis.
Spiking activity remained generally stable for the whole duration of recording sessions, although several neurons showed different average firing rates based on brain state (Supplementary Figure S1 ). Of relevance, brain states were scored independently of firing activity (and only based on LFP activity).
Determination of putative excitatory and inhibitory neurons
Neurons were subdivided into putative excitatory neurons and putative inhibitory neurons on the basis of their action potential waveforms [4, 28, 45] . Specifically, fast-spiking interneurons have been associated with narrow action potentials and regular-spiking pyramidal neurons with broad action potentials [28] . Following previous publications, we classified neurons as putative inhibitory cells if their average action potential waveform had a peak-to-trough delay lower than 0.25 ms, and as putative excitatory ones otherwise [23, 45] (see examples of Supplementary Figure S2D) . Neurons with narrow action potential waveforms are thought to primarily correspond to parvalbumin-positive interneurons, which also display narrow spikes and are characterized by fast spiking activity [46, 47] . Other types of interneurons (e.g. somatostatin-positive interneurons) display waveforms and firing properties which make a clear characterization based only on extracellular features more difficult [48] . For this reason, we only refer here to putative excitatory and inhibitory neurons, as we did not verify the precise cell-type identity of the neurons we recorded. Sixty-six/381 recorded neurons were classified as putative inhibitory fast-spiking neurons, corresponding to 17.3 per cent of all recorded neurons and in agreement with previously recorded proportions of inhibitory neurons in cortex and hippocampus [28, 45, 49] .
Determination of task-modulated and nonmodulated neurons
Peri-event time histograms (PETHs) were constructed for individual neurons based on the times each of the eight infrared beams present on the maze was crossed by animals during task performance (see Figure 1C and Supplementary Figure S3 for example data). PETHs were computed using a 250 ms time bin. Neurons were classified as task-modulated (TM) if their firing rates were significantly modulated across the crossing of an infrared beam [4] . We considered a significant difference to be present if the PETH value (mean firing rate across trials ± SEM) in the [−6, 6] s range around the time of crossing of an infrared beam was either higher or lower than the average ±2 standard deviations of the PETH value in the baseline window ([−10, −8] s range). This had to occur for at least one infrared beam, and for at least one time bin within the [−6, 6] s range (see Supplementary Figure S3A for an example of a nontask-modulated [NTM] neuron). Due to the fact that PETHs for the various infrared beams overlap, this procedure enabled to sample neuronal activity throughout the whole maze and avoid missing potential TM neurons (see also Figure 1C and Supplementary Figure S3A ). Out of 381 recorded neurons, 192 were classified as TM.
Detection of hippocampal ripples
An automated procedure was implemented to detect ripples in the hippocampal LFP signals, based on typical spectral and temporal features of these oscillatory events [10, 17, 50] . Details are reported in Ref. 4 . Briefly, a ripple was identified if the LFP signal of at least one hippocampal recording channel, filtered between 100-200 Hz and smoothed by a 30-point Gaussian window, exceeded 3.5 times the standard deviation of the whole trace. Ripple events had to have a minimal duration of 6 ms, and events more closely spaced together than 100 ms were grouped into single ripples. Examples of detected ripples can be seen in Supplementary Figure S2C .
Detection of up and down states during NREM
Up and down states were detected based on the approach presented in Ref. 51 and previously used in Ref. 4 (Supplementary Material). The LFP signal from S1BF was filtered in the slow wave and δ range (0.5-4.0 Hz), and the instantaneous phase was computed via the Hilbert transform. A normalized multiunit activity (MUA) measure was then computed combining all spike trains from neurons isolated from S1BF into a single, 1 ms bin, multiunit spike train. The resulting MUA trace was binarized (MUA:bin), to base the analysis of up and down states only on the presence or absence of action potentials, and to prevent biasing the detection of up/down state towards neurons with high firing rates. We then computed the circular histogram of MUA:bin firing rates as a function of the phase of the low-passed filtered LFP [4] . Following Ref. 51 , we computed the chance of an up state being observed as L(t) = cos(φ(t) − θ), where φ(t) is the instantaneous phase of the band-pass-filtered LFP and θ is the phase corresponding to the peak in the phase histogram of binarized firing rates. The distribution of L values was subdivided into three segments (corresponding to up states, down states, and undetermined transition states) by using k-means clustering. Only up and down states with a duration of at least 200 ms were considered in our analyses so that each up/down state had a sufficient duration to estimate TE values. More example data related to the detection of up and down states can be found in Ref. 
Measurement of directed information flow
Spike-based information flow between binned spike trains for pairs of neurons, quantified as a function of brain state, was measured using transfer entropy (TE [37, 52] ), according to the following formula:
where X and Y are the sets of actual firing rates of two neurons (i.e. all firing rate bins); x and y are the individual firing rate bins within X and Y, respectively; h indicates the behavioral state; d is the lag (in terms of time bins) between the activity of the neurons that are taken into account and has been set to 1 in all analyses; and TE(X→Y|h) indicates the information flow from neuron X to neuron Y in a given brain state h. Firing rates were computed by binning spikes into nonoverlapping bins. Bins were varied in terms of width (ranging from 2 to 1000 ms); firing rates were then subdivided into equipopulated bins [4, 53] ; the number of firing rate bins was varied between 2 and 50 [4] . The use of equipopulated binning ensured more robust estimates than the classically used method of equispaced binning [53] -although comparable values were obtained using this other binning method in preliminary analyses. TE values were debiased (to take into account the effects of finite sampling) via a shuffling procedure [4] . Shuffled estimates were computed by scrambling the order of the time-binned firing rates of neuron X and also those of neuron Y. The same scrambling was used for Y and for its delayed version Y (d) so that shuffling only affected estimates of causal information flow from X to Y, whereas influences of a neuron Y on itself were preserved. For each neuronal pair and brain state, we computed 10 shuffled STE or LTE estimates, and we subtracted their average value from that computed on the actual firing rates. This procedure was employed to reduce the bias in STE/LTE values due to limited sampling. Finally, we only considered the STE/LTE value to be significantly larger than 0 if the nondebiased estimate (i.e. the value obtained before substracting the shuffled estimate) also exceeded a significance threshold. This was computed as the bootstrap-estimated (100 repetition) 95th percentile of the distribution of shuffled STE/ LTE values. This last step enabled us to estimate the variability in STE/LTE values, independently for each neuronal pair, and thus only retain as significant those values exceeding such a noise threshold, thus increasing the robustness of our procedure to assess information flow. Based on these computations, we focused on a subset of equipopulated amplitude bins (2-10 bins) and on two subsets of temporal bin widths (2-10 ms for STE and 600-900 ms for LTE). TE computed over short and long temporal bin widths will be called-respectively-STE and LTE. The values of temporal bins for LTE were chosen based on the range we previously employed to compute mutual information over long time scales [4] . The values of firing rate (amplitude) bins were chosen empirically, in a range that resulted in nonzero values for a major portion of neuronal pairs, similarly to Ref. 4 . For both STE and LTE, we computed the average TE value over the corresponding range of temporal and amplitude bins, and verified that this did not significantly change when ranges were varied by ±2 bins. We cannot exclude that different results could be obtained by increasing the lag term d, but an exhaustive analysis of this would be computationally challenging. Finally, we considered TE values to be significantly higher than 0 if they exceeded the 95th percentile of the distribution of shuffled values [4] . To further investigate-in addition to the analyses presented in Figure 2 whether TE was related to the average firing rates of neurons X and Y, we employed a linear mixed-effects model to analyze the relationship between TE and average firing rates of neurons X and Y in different behavioral states. The correlation between LTE/STE and average firing rate of either neuron X or Y was not significant (p > 0.1). Conversely, the relationship between LTE/ STE and the interaction term (computed via a linear regression) between the average firing rates of neurons X and Y was significant (p < 0.01). This confirmed that TE values are related to the interaction between the spiking activity of different neurons, rather than to their individual values.
To verify that the two temporal ranges that we selected for STE and LTE reflected distinct neural processes, we also computed TE in an intermediate temporal range (50-400 ms), which we call medium-scale transfer entropy (MTE). We then replicated for MTE the analyses we performed for STE and LTE (Supplementary Figure S5) . The values obtained for MTE were intermediate between those found for STE or LTE and were in general closer to LTE (Supplementary Figure S5 , A-C). Strikingly, during NREM we found higher interareal MTE between NTM than between TM neurons located in PRIM and PRH (as in the case of LTE), and the opposite behavior for interareal MTE between PRIM and HPC (with no difference between PRH and HPC), i.e. similarly to STE-see Supplementary Figure S5D . Moreover, these differences between pairs of TM and NTM neurons were not temporally coincident with ripple activity (Supplementary Figure S5E ). Thus, MTE shows results intermediate between those observed for STE and LTE (cf. Supplementary Figure S5 with Figures 3-7) . Overall, this additional analysis indicates that the temporal ranges that we selected for STE and LTE are indicative of two distinct processes, operating, respectively, at short and long time scales. MTE values suggest that, while these two processes might temporally overlap, this does not occur in the time ranges that we selected.
We also verified how-during NREM-the computation of STE and LTE is affected by the presence of up and down states [1] , as STE/LTE values could be specifically enhanced during up states. To this aim, we extracted NREM up and down states from NREM epochs (Ref. 51 , see above for detailed methods) and computed STE/LTE on datasets from which we excluded-respectively-up or down states. We observed that excluding up states from the datasets invariably produced STE and LTE values not significantly different from 0 (Supplementary Figure S6) . Excluding down states either did not significantly affect STE/LTE values or, for some pairs of brain areas, produced values not significantly different from 0 (which is likely due to a lack of sufficient data to reliably estimate TE). This control analysis indicates that TE values can be computed on whole NREM periods, as there is no underestimation of the information flow with respect to what could be obtained by excluding down (silent) states.
In spite of the precautions we took to properly estimate STE/ LTE values, we did not detect significant directional differences between specific sets of areas. The lack of directional differences between TE computed between any pair of areas (A, B) is plausibly explained by the fact that the presence of recurrent (monoor polysynaptic) connections can introduce causal influences in both directions (i.e. both from A to B and from B to A). Also, we did not find an effect of task performance during AW on enhancing STE between TM neurons (Supplementary Figure S14) -as could be expected from previous literature [14, 15, 17, 20, 32, 50] .
Cross-correlograms
Cross-correlograms were computed, for each directed neuronal pair X → Y, by calculating, for each action potential generated by the reference neuron X, the probability of a spike being generated by neuron Y in the [−1000, 1000] ms range, subdivided into 2 ms bins. The temporal bias index [32] was computed as (P − N)/ (P + N), where P and N are, respectively, the average values of the cross-correlogram (i.e. the firing probability of neuron Y following a spike by neuron X) in the positive (P) or negative (N) temporal range corresponding to that used to compute either STE or LTE, as appropriate (2-10 ms for STE and 600-900 ms for LTE).
Statistical analyses
All statistical analyses were done via a bootstrapping procedure. The motivation for this choice was twofold. First, for analyses on the proportion of significant TE values, we only computed one value per recording session (i.e. the number of neuronal pairs showing a significant TE value divided by the total number of neuronal pairs). By computing bootstrap-estimated valuesindependently for each recording session-we could, similarly to what we did in previous studies [4, 49] , obtain an assessment of the reliability of the measured values. As an example, the reliability of the proportion of significant TE values is strongly affected by the total number of recorded neurons (and consequently of neuronal pairs), and a bootstrapping procedure enabled us to take this into account. The analyses pertaining to average TE values face instead the opposite challenge. Indeed, the number of neuronal pairs on which the statistics is based exponentially increases with the number of recorded neurons. This can easily make any standard statistical test return significant p values for even trivial differences between experimental groups, a result of questionable value [54] . For simple measures such as firing rate, effect size can be relatively easily evaluated to prevent reporting such significant yet trivial results. For complex measures such as TE, on the other hand, effect size is hard to estimate, and a different approach to establish meaningful differences (and not just significant ones) is needed. Furthermore, the fact that the same neuron is part of many neuronal pairs would require the use of rather complex statistical approaches. A bootstrapping procedure, in which the average TE value per recording session is bootstrap-estimated, allows us to overcome all these problems.
The procedure that we implemented is the following. The bootstrapping procedure was repeated 1000 times. At each iteration, and separately for each recording session, we computed the measure of interest (e.g. the average STE value between interareal neuronal pairs) by sampling with replacement a set of N pairs of neurons, out of the N neuronal pairs used to compute the experimental measure of interest (in the example, the N interareal neuronal pairs in the given recording session). We then averaged the values so computed for the six different recording sessions (two for each of the three animals in which recordings were performed). After repeating the procedure 1000 times, we were thus able to estimate the confidence intervals (α = 0.05) for the measure of interest, which corresponded to the 2.5th and 97.5th percentile of the distribution of bootstrapestimated values. In all figures, these two values are indicated by the error bars surrounding the measured values. To assess significant differences between two groups of neuronal pairs, we computed the proportion of bootstrap-estimated values for one group of pairs which fell within the confidence intervals for the other group. A significant difference was considered to be present if such overlap was smaller than α = 0.05, and the proportion of overlapping values was used as the p value for a given comparison. This corresponds to making sure that the confidence intervals for the two groups being compared do not overlap [55] . For multiple comparisons, the α value was adjusted via Bonferroni correction. The number of comparisons taken into account for each analysis and the related α values are presented in Supplementary Table S1 . Data for different time scales were treated independently of each other (and thus not compared); between-group comparisons were only performed within brain state.
Results

Spike-based transfer entropy
TE was computed between spike trains of pairs of neurons using different temporal and amplitude binning, separately for the three brain states in which recordings were scored: AW, QW, and NREM (Methods, see also Ref. 4 and Figure 1, A and B) . We computed TE for two subsets of temporal bin widths: 2-10 ms (compatible with interactions at the scale of a few synaptic steps) and 600-900 ms [in the range of low-frequency fluctuations in cortical activity [56] , and in conformity with the range we previously employed to quantify nonlinear correlations between such firing rate fluctuations across behavioral states [4] ]. TE computed over short and long temporal bin widths will be called STE and LTE, respectively. TE has been shown to be a nonlinear analogue of Granger causality [38] , and as such is capable of quantifying both linear and nonlinear directed information flow between two processes. To better understand the significance of STE and LTE in our dataset, we investigated the relationship between cross-correlograms and TE between neuronal pairs, computed for the three brain states under scrutiny (see Figure 2 , A-C for cross-correlograms and TE of an example neuronal pair). A significant correlation was observed between STE or LTE and the average value of the cross-correlogram computed, for the same neuronal pair, at the corresponding time scales ( Figure 2D ). Of relevance, the correlation becomes apparent when plotting both TE and cross-correlogram values on logarithmic axes, which is indicative of the nonlinear relationship between TE and spiking patterns.
Besides being related to the cross-correlation between spike trains, TE is indicative of directed information flow [37] . As such, it should capture asymmetries between values at the corresponding positive and negative time scales in the crosscorrelogram. Such asymmetry has been attributed to spiking influences between neurons, both at short [28] and long [17] time scales. While at short time scales such influences correspond to direct synaptic connections [28, 57] , asymmetries at longer time scales are indicative of sequential (i.e. ordered) changes in firing rate [17, 32] . TE values should therefore allow to interpret correlations between spiking activity in terms of nonlinear directional links. To assess the relationship between TE and cross-correlograms, we plotted the average STE/LTE value as a function of the cross-correlogram temporal bias index [32] , for each directed neuronal pair X → Y. The temporal bias index was calculated as (P − N)/(P + N), where P and N represent the area under the cross-correlogram during, respectively, positive and negative time lags at the same temporal scales used for STE or LTE (Methods). Values of both STE and LTE were significantly different from 0 only for positive values of the temporal bias index (Supplementary Figure S4) , corresponding to information flow along the direction accounted for by TE (i.e. from neuron X to neuron Y, see Methods). This remained true when focusing only on neuronal pairs showing significant STE or LTE values ( Figure 2E ), although we also found significant TE values for temporal bias indices between −0.5 and 0. This is indicative of the fact that TE is a nonlinear estimator of information flow between spike trains. Nonlinear effects play a minor role in determining the overall information flow when there are strong asymmetries in linear, rate-based information flow (i.e. for values of the temporal bias index < −0.5), but can become relevant for situations when there is only a mild asymmetry (e.g. for values of the temporal bias index between −0.5 and 0)-see Figure 2E and Supplementary Figure S4 . In conclusion, directed information flow can be feasibly quantified in a nonlinear manner by computing STE and LTE between neuronal pairs at multiple time scales.
Short-vs. long-range information flow at different temporal scales
NREM has been related to a drop in functional connectivity with respect to wakefulness at time scales in the order of hundreds of milliseconds [2] [3] [4] . In the TE measures, differences between wakefulness (either AW or QW) and NREM can be seen when considering average STE and LTE values for all recorded neuronal pairs (Supplementary Figure S7 , left panels). For STE, there is a significant difference between AW and NREM (Supplementary Figure S7A, left) , whereas for LTE a difference is present between QW and NREM (Supplementary Figure S7B, left) . To better understand how spike-based directed information flow varies across brain states as a function of spatial and temporal scales, we computed STE and LTE separately for neuronal pairs located in the same or different brain regions.
Mean intraareal STE showed-on average for all neuronal pairs-a marked decrease from AW to both QW and NREM, whereas no change was observed for mean interareal STE (Figure 3B, left; Supplementary Figure S8 , A and C, left). We further analyzed directed information flow only for neuronal pairs showing significant STE values, by computing the average STE value and the proportion of pairs with significant values for this subgroup. This analysis characterized whether the changes observed at the level of all neuronal pairs were due to variations in STE strength, to the number of neuronal pairs showing significant STE, or both. In terms of average STE values, significant intraareal connections were stronger than interareal connections in all three behavioral states, and only intraareal interactions presented a progressive decrease from AW to QW and NREM (Figure 3B, center; Supplementary Figure S8 , A and C, center). A different pattern was observed when quantifying the Figure S8 , A and C, right). While no difference between the proportion of significant intra-and inter-areal connections was found during AW, the former became lower and the latter higher in both QW and NREM.
We next wondered if a similar pattern could be observed for LTE (Figure 4 , A and B; Supplementary Figure S8, B and D) . For intraareal connections, we found lower LTE values in NREM than in both QW and AW, when considering all neuronal pairs ( Figure 4B, left) . This effect was the result of an increase in the strength of significant LTE values (which were higher in QW and NREM than in AW) and a progressive decrease in the proportion of significant LTE values (when going from AW to QW and NREM). A similar pattern was found for interareal LTE, except for a larger proportion of significant LTE connections in both QW and NREM than for intraareal LTE. This resulted in an increase in average LTE over all neuronal pairs in QW compared with both AW and NREM, with no difference between AW and NREM ( Figure 4B, left) .
Of notice, when we probed a temporal range intermediate between that used for STE and LTE (MTE- [50- Figure S5) . This was also the case for all subsequent analyses.
The results obtained so far do not show the expected, generalized drop in interareal connectivity reported during NREM both at the mesoscopic [3] and cellular scale [4] . Instead, we only found a decrease for intraareal TE and a surprising increase in interareal STE. We next focused on investigating what could explain these results.
Role of behavioral task correlates in determining transfer entropy
In a recent study [4] , we showed that neuronal coupling (measured by mutual information at time scales comparable with LTE) is not generally lower in NREM than in either AW or QW, but specifically between excitatory neurons located in different areas. For both STE and LTE, no major deviation from the observations reported for all neurons was found when we subdivided units into putative excitatory and inhibitory neurons (cf. Figures 3  and 4; Supplementary Figure S9) . We also analyzed whether the reported results could arise from differences between the various areas from which neurons were recorded, but none of the areas displayed major deviations from the general pattern (Supplementary Figure S10) . Another factor that was previously shown to influence coupling between neurons was whether the spiking activity of individual cells was modulated by the task the animal performed during AW [4] , here referred to as "task modulation". We found that behavioral task correlates played a major role in determining STE and LTE during both QW and NREM. Based on this criterion ( Figure 1C, Supplementary  Figure S3 , and Methods), neurons were subdivided into TM and NTM groups (Methods, Ref. 4). Strikingly, we found that most of the differences between intra-and inter-areal connections could be ascribed to the functional specialization of neurons.
For STE ( Figure 5, A and B) , we found lower mean values in NREM than in AW for intraareal connections both for pairs of TM and NTM neurons ( Figure 5B, left) . While no overall state-dependent change was observed for interareal STE, a significant difference appeared in NREM between TM and NTM neurons, with larger STE values for interareal connections between TM neurons. Strikingly, during NREM interareal STE between pairs of TM neurons was also stronger than intraareal STE for pairs of either TM or NTM neurons. These state-dependent patterns were not due to variations in mean STE for significant STE pairs ( Figure 5B, center) , but rather to changes in the proportion of significant STE pairs ( Figure 5B,  right) . Specifically, we found that, during QW and NREM, interareal STE between pairs of TM neurons showed a higher proportion of significant values than both interareal STE for NTM neurons and intraareal STE for both TM and NTM neurons.
A different pattern was observed for LTE ( Figure 6 , A and B). At the level of all neuronal pairs, only behavioral task correlates (but not the intra-or inter-areal nature of connections) played a role in determining how LTE varies across behavioral states ( Figure 6B, left) . For LTE between pairs of TM neurons, we found a generalized drop going from AW to QW and NREM, which followed the decrease in the proportion of significant LTE values ( Figure 6B, right) , both at the intra-and inter-areal level. Conversely, mean LTE between all pairs of NTM neurons was higher in QW and NREM than AW, due to a combination of changes in the strength and proportion of significant LTE values. Moreover, the mean LTE strength for pairs of NTM neurons with significant LTE values was significantly higher for intra-than inter-areal pairs ( Figure 6B, center) . Overall, while during AW LTE was stronger between TM than between NTM neurons, the opposite was observed in NREM. For both STE and LTE, mixed connections (i.e. from a TM to a NTM neuron and vice versa) displayed values which were intermediate between those of TM and NTM pairs.
These results show that communication between neurons varies across behavioral states in a manner that is jointly determined by anatomical remoteness (intra-vs. inter-area), temporal scale, and behavioral task correlates. Relative to AW, STE in NREM is characterized by an increase in the proportion of long-range information flow between TM neurons. In contrast, LTE presents a different, and almost opposite, pattern: during AW, there is a predominance in LTE between TM neurons, and the opposite is true for NREM, with stronger LTE between NTM rather than between TM neurons. 
Potential mechanisms underlying the increase in interareal transfer entropy during NREM
The observed increase in interareal TE during NREM (between TM neurons for STE and between NTM neurons for LTE) is not in direct agreement with previous studies indicating a decrease in long-range communication during NREM with respect to wakefulness [3, 4] -even if this was not always quantified by directional measures. To explore the determinants underlying this difference, we looked into differences between the individual brain regions from which neurons were recorded. We specifically focused on interareal connections during NREM and investigated whether there were area-specific differences for pairs of TM and NTM neurons. As information transfer between HPC and cortical areas is thought to occur during NREM [6, 58, 59] , we hypothesized that an increase in STE between TM neurons could be more prominent for connections between HPC and PRH or between HPC and primary cortices. Of relevance, we did not discern any significant directional difference between interareal STE and LTE values for any pair of areas (e.g. when comparing connections from HPC to PRH or vice versa-see also Methods), and we therefore always pooled the two directions together. Due to a smaller number of neurons recorded in S1 and V1 than in PRH and HPC-and no discernible difference between those two areas in the current analysis-we pooled S1 and V1 neurons together as cells recorded from primary sensory areas (PRIM, see also Methods [4] ).
We found that STE was stronger between TM neurons than between NTM neurons for connections between PRIM and HPC, or between PRH and HPC, but not for connections between PRIM and PRH ( Figure 7A ). This effect was due to a combination of changes in the strength and proportion of significant STE values (Supplementary Figure S11A) and was highest for PRH-HPC neuronal pairs. For LTE, conversely, we found a strengthening of connections between PRIM and PRH for NTM neurons, but no change for connections involving one cortical area and HPC, for both TM and NTM neurons ( Figure 7B, Supplementary  Figure S11B) . Complete results for all brain states can be seen in Supplementary Figure S12 .
Sharp-wave ripples [10] are an oscillatory phenomenon of hippocampal origin that has been implicated in mediating sleep-dependent consolidation of declarative memories [26, 27] , by transferring information from HPC to cortical areas. We thus wondered whether ripples could play a role in enhancing STE in NREM sleep between cortical areas and HPC. We computed STE during NREM between individual areas using datasets from which ripple periods were excluded (Methods, Ref. 4). Importantly, we applied debiasing procedures (see Methods) to avoid the risk that differences in TE values were due to datasets with distinct durations (see also the legend of Supplementary Figure S6 ). When considering all neuronal pairs, a significant difference was found between complete NREM and nonripple NREM for STE between PRH and HPC ( Figure 7C) , with lower STE when ripples were excluded from the analysis. The proportion of significant STE values was decreased when considering connections between both PRH and HPC or PRIM and HPC (Supplementary Figure S11C) ; no difference was observed for connections between cortical areas ( Figure 7C, Supplementary  Figure S11C ). For interareal LTE, no difference was found when considering datasets with or without ripples (Supplementary Figure S13A ).
Finally, we tested to what extent sharp-wave ripples were associated with the overall increase in interareal STE during QW and NREM ( Figure 3B ). When removing ripple periods, we found that STE between TM neurons was reduced with respect to STE between NTM neurons, which in turn was not affected by removing ripples ( Figure 7D ). This effect was most prominent for the proportion of significant STE values (Supplementary Figure S11D) . Surprisingly, although ripples are also present in QW ( Figure 1B, Supplementary Figure S2C ), no effect of ripple exclusion on STE was found during QW ( Figure 7D, Supplementary Figure S11D) . Values of LTE were also not affected by removing ripples (Supplementary Figure S13B) . Because sharp-wave ripples during sleep have been implicated in the consolidation of recently stored memories [24, 26, 27] , we also tested whether we could find differences in interareal STE between the NREM periods before and after task performance ( Figure 1A) . However, no difference was found in this comparison (Supplementary Figure S14) .
Overall, these analyses indicate that the increase in interareal STE during NREM-compared with AW-between pairs of TM neurons is limited to communication between cortical areas and HPC and is for a large part accompanied by sharp-wave ripples. However, while the increase in interareal STE was also present in QW and was limited to the same sets of areas (Supplementary Figure S12) , only during NREM it was linked to the presence of sharp-wave ripples. Conversely, the interareal increase in LTE between pairs on NTM that we found during NREM-compared with AW-was limited to connections between cortical areas and was not associated with ripple activity.
Discussion
Understanding how neurons communicate during sleep, and how information flow is sculpted in different brain states is essential to uncover the mechanisms underlying sleep-dependent memory consolidation, but also to explain the loss of integrative functions characteristic of wakeful, conscious states [60, 61] . Generally, NREM has been associated with a decrease in the capability of neural systems to integrate information [3, 4, 62] . An exception to this reduction in information transfer during NREM is represented by the sequential reactivation of stored memory traces across cortical areas and hippocampus [20, [63] [64] [65] , which has been hypothesized to contribute to sleep-dependent memory consolidation [6, 14, 15, 50, 58] . This reactivation of memory traces is not a general property of all neurons within certain cortical structures, as it is selectively enhanced for recently acquired traces [14, 15, 17, 20, 63] . How can these two apparently contrasting findings (decreased long-range communication and coordinated reactivation) be reconciled? Surprisingly, to the best of our knowledge, no study has attempted a consistent investigation of how communication between neurons varies across behavioral states and of which factors influence it. Here we provide evidence that behavioral task correlates are a major factor in determining long-range information flow across wakefulness and sleep, and can account for enhanced communication between specific neuronal subpopulations with respect to AW. Crucially, the influence of behavioral correlates is jointly determined by several factors: temporal scale of interaction, brain regions, underlying oscillatory dynamics, and brain state. Specifically, STE between TM neurons in HPC and neocortical areas (and in particular PRH) is enhanced during QW and NREM with respect to AW. This enhancement is temporally linked to hippocampal sharp-wave ripples during NREM but not QW. Conversely, LTE between NTM neurons is enhanced across neocortical areas (but not HPC) in NREM. Overall, our study shows how-during NREM-long-range communication can be both enhanced and depressed, based on time scale and the functional specialization of the involved neurons. At long time scales, compatible with cortical slow rhythms, interareal neocortical communication is specifically enhanced between NTM neurons, thus contributing to the maintenance of global neocortical coherence. During NREM TM neurons, on the other hand, engage in cortico-hippocampal communication at short time scales (Figure 8 ). Importantly, STE and LTE appear to represent separate neuronal processes. When we probed an intermediate temporal range (MTE, see Supplementary Figure S5) 
Enhancement of interareal communication during NREM
During AW information transfer between neuronal pairs appears largely balanced, specifically across intra-and interareal connections and between TM and NTM neurons. However, during NREM we observed an increase in the proportion of significant interareal STE values between pairs of TM neurons relative to AW, and a general increase in LTE (strength and density) between NTM neurons (Figure 8 ). This cannot be fully grasped by only analyzing overall population-level dynamics, as the markedly different communicative architectures that we reported for neurons with distinct behavioral task correlates-and which coexist at the same anatomical location-would average out. Furthermore, we showed the importance of taking into account temporal factors when assessing neural communicative architectures. Indeed, while STE reflects communication at the level of up to a few synaptic steps, LTE measures slower processing influencing the envelopes of activity-firing rate modulations [56] -that may be mediated by different, indirect mechanisms, such as spike-mediated traveling waves [29, 66, 67] . These are changes in firing rate which operate over the course of tens or hundreds of milliseconds and rely on a coordinated modulation of spiking activity [56] rather than on temporally specific synaptic transmission between pre-and postsynaptic neurons. Importantly, the dynamics of slow oscillations during NREM (0.1-4 Hz [1, 29, 67, 68] )-which are themselves traveling waves [29, 69] -occur at time scales captured by LTE (600-900 ms).
Potential mechanisms and functional role of the specific increase in interareal STE during QW and NREM
Recordings were performed in animals that had been trained daily over several months. It is therefore possible that interactions between TM neurons were strengthened with respect to those between NTM neurons. This would imply that the spontaneous activation of one TM neuron during QW or NREM would more easily propagate on a short time scale to other TM neurons. Surprisingly, however, this STE effect primarily occurs between rather than within brain areas ( Figure 5B ), and in particular between cortex and hippocampus ( Figure 7, Supplementary  Figure S11 ). This is in line with the hypothesis that-especially during NREM-memory traces are transferred and integrated across hippocampus and cortex [6] ; yet, a mechanistic explanation for the increase in interareal STE is lacking.
First, it remains to be understood via which mechanisms the increase in STE is limited to interareal connections, despite the fact that cross-correlations and memory trace reactivation within HPC have been shown to increase in NREM following task performance [14, 20, 70] . Previously, we showed that mutual information (a nonlinear form of correlation) for firing rate modulations between individual neurons decreases for inter-but not intra-area pairs of excitatory neurons from AW to QW and NREM [23] . This drop in long-range nonlinear correlations might paradoxically underlie the increase in interarea (but not intra-area) STE, as during NREM weaker and slower synchronous changes in firing rate may allow the occurrence of spike-based interactions at shorter time scales. This might follow reduced noise correlations at longer time scales, which would otherwise override spiking interactions at short time scales.
Second, it needs to be addressed why the increase in interareal STE between TM neurons is limited to interactions between HPC and cortex. Sharp-wave ripples have been hypothesized as a potential mechanism mediating the consolidation of declarative memories via a coordinated transfer of information from HPC to cortex [10, 26, 70] . Our data also indicate that high STE and ripples cooccur and are responsible for a major component of the increase in interareal STE during NREM (Figure 8) . However, the cooccurrence of high STE and ripples is not present during QW, despite the fact that ripples can also be found in this state. Intriguingly, the role of ripples and memory trace reactivation in wakefulness seems to be different than in NREM and is potentially not only linked to interareal information transfer mediating memory consolidation [71, 72] , but also to memory retrieval guiding decision making [73] . It is thus possible that increased interareal STE between TM neurons during QW vs. NREM might be linked to distinct mechanisms and play different functional roles between the two brain states (e.g. memory consolidation in NREM, information retrieval, or planning in QW [74] [75] [76] ). Strikingly, while ripple activity is present in both QW and NREM (albeit with different properties [10] ), SWA characterizes cortical activity in NREM and might underlie the different mechanisms linking STE and ripples in QW and NREM. Indeed, coordinated, ripple-dependent memory trace reactivation between HPC and cortex has been reported to be maximal in the early sleep phase, during which SWA is strongest [14] .
Finally, we cannot exclude that different results might have been obtained had recordings been performed during an early learning phase of the training regime. Animals had been trained for several weeks before tetrode drives were implanted, after task performance had reached a stable plateau (see Methods). Rats, therefore, were well acquainted with both the task and the experimental setup, and this might have limited the extent of sleep-dependent memory consolidation following task performance. In fact, we did not find differences between pre-and posttask sleep periods for interarea STE (see, e.g., Supplementary Figure S14 ), although this might also be due to the lack of sufficiently long periods of sleep in resting periods flanking task performance to properly estimate TE values. Future experiments will be needed to discriminate if and how newly acquired memory traces differentially affect interareal communication during sleep compared to preexisting ones.
Potential mechanisms and functional role of the increase in interareal LTE between NTM neurons in NREM
In contrast with STE, we observed an increase in interareal LTE between NTM neurons in QW and especially NREM with respect to AW (Figure 6, A and B) . Surprisingly, LTE between NTM neurons was generally stronger than that between TM neurons, and the increase in NREM was limited to connections between cortical areas. Combining these results with the STE data, it can be hypothesized that NTM neurons lack a task-induced strengthened coupling which can enhance STE and decouple neurons from underlying mass dynamics (see previous paragraph). Directed information flow between NTM neurons might instead be easily recruited by ongoing oscillatory activity capable of modulating firing rates at longer time scales (in the order of hundreds of milliseconds). Thus, while TM neurons can easily propagate precisely timed spike sequences (such as those elicited during AW or by fast population events such as ripples), directed information flow between NTM neurons is more readily deployed by slower population dynamics, hence their enhanced LTE during NREM in the cortex, in which SWA is at its highest.
How can this enhanced interareal LTE between NTM neurons be reconciled with the previously reported breakdown in longrange cortical connectivity during NREM [2] [3] [4] 60] ? Crucially, during NREM, cortical activity is at once disconnected yet highly synchronous, the latter due to the occurrence and propagation of slow oscillatory dynamics [1, 29, 67] . Thus, decreased LTE between TM neurons ( Figure 6B ) might account for the reported drop in brain connectivity during NREM. Conversely, enhanced LTE between NTM neurons may provide a mechanism to maintain and propagate synchronous, slow firing rate fluctuations across the cortex (Figure 8) . Future studies will be necessary to investigate this hypothesis, as the current literature on functional connectivity during brain states has not yet attempted to discriminate the neuronal sources of enhanced and disrupted coupling during NREM.
Relationship with previous studies
Previous studies presented a somewhat contradictory picture of long-range neuronal dynamics during NREM, with both increased and decreased information flow between neurons. On the one hand, interareal communication was reported to be enhanced at short time scales-especially between the hippocampus and connected structures [14, 17, 20] -and is generally characterized by highly synchronous population activity, in particular in the neocortex [1, 8] . On the other hand, NREM and other brain states in which consciousness is lost have been characterized by a marked decline in the brain's ability to integrate information between different areas [2] [3] [4] 62] . It must be pointed out, however, that most previous studies either did not focus on single neurons and did not explicitly discriminate between short-and long-scale temporal dynamics [3, 77] , or only assessed (undirected) correlations between the activity of single neurons [2, 4] . Although directional connectivity was previously investigated in the context of studying the mechanisms of sleep-dependent memory consolidation [35] , such analyses were performed-to the best of our knowledge-only at the level of mass measures of neural activity, such as LFP oscillations, and using linear approaches (e.g. Granger causality). Conversely, the STE and LTE measures that we computed quantify directed, nonlinear information flow between single neurons. By shedding light on how spiking information is transferred across brain states (millisecond-based spiking patterns for STE and long-scale fluctuations in spontaneous firing rates for LTE), our results thus greatly expand previous studies, for example by indicating circuit-level explanations for the different patterns of neuronal activity that are present in distinct brain states.
Conclusions
Our study presents a novel picture of neuronal dynamics across brain states, which challenges traditional concepts of how communication between single neurons is modulated from wakefulness to sleep. By going beyond average population-level dynamics, and by incorporating in our analyses factors such as temporal scale, anatomical localization, and behavioral task correlates, we were able to show how information flow differentially varies across behavioral states depending on the combined effect of all aforementioned factors. Specifically, we showed that neural correlates of behavioral task elements play a role comparable to anatomical factors in determining how neurons transfer information across brain states, and that distinct communicative architectures coexist at different time scales. Task-related and unrelated neurons thus obey different regimes for information transfer during wakefulness and sleep. Future studies will be necessary to understand the functional consequences of these results. For instance, it will be important to link the changes in STE and LTE for distinct functionally defined neuronal subpopulations to different forms of sleepdependent memory processing. In particular, it would be interesting to verify whether the activity of TM and NTM neurons, as well as changes in STE/LTE, are linked with specific phases and frequency bands of neuronal dynamics (e.g. whether different neuronal subpopulations lock to specific phases of slow oscillations during NREM). This will be essential to better understand whether enhanced interareal STE/LTE for distinct functionally defined neuronal subpopulations plays a role in sleep-dependent memory consolidation, and via which mechanism (for instance active system consolidation or synaptic homeostasis). Finally, our study can be expanded to include other brain regions, neuronal subpopulations, and brain states (e.g. REM sleep, extended recordings over the 24 hr wake-sleep cycle), and to understand the functional consequences of enhanced STE/ LTE by experimentally manipulating their strengths (e.g. via opto-or chemo-genetics).
