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Abstract
Sequential Design for Gaussian Process Surrogates in Noisy Level Set Estimation
by
Xiong Lyu
We consider the problem of learning the level set for which a noisy black-box function
exceeds a given threshold. To efficiently reconstruct the level set, we investigate Gaussian
process (GP) metamodels and sequential design frameworks. Our focus is on strongly stochastic
samplers, in particular with heavy-tailed simulation noise and low signal-to-noise ratio. We
introduce the use of four GP-based metamodels in level set estimation that are robust to noise
misspecification, and evaluate the performance of them. In conjunction with these metamodels,
we develop several acquisition functions for guiding the sequential experimental designs,
extending existing stepwise uncertainty reduction criteria to the stochastic contour-finding
context. This also motivates our development of (approximate) updating formulas to efficiently
compute such acquisition functions for the proposed metamodels. To expedite sequential
design in stochastic experiments, we also develop adaptive batching designs, which are natural
extensions of sequential design heuristics with the benefit of replication growing as response
features are learned, inputs concentrate, and the metamodeling overhead rises. We develop four
novel schemes that simultaneously or sequentially determine the sequential design inputs and
the respective number of replicates. Our schemes are benchmarked by using synthetic examples
and an application in quantitative finance (Bermudan option pricing).
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Chapter 1
Introduction
Simulation has become widespread for approximating or analyzing dynamic, stochastic proposed
or existing systems. Virtually any level of detail can be modeled and any performance measure
estimated, which explains simulation’s popularity [1]. They are commonly used in environmental
(Gotovos et al. [38]), social (Cioffi-Revilla [27]) and biological (Johnson [49]) sciences, where
the design of a system has to take into account the fact that some design parameters are subject
to unknown variations that may affect the reliability/performance of the system. Specifically, the
components that affect the performance of the system are named as design variables or inputs,
and the response is the latent performance function which is derived from the observations from
a stochastic model of the system. For example, in order to find the optimal stopping criteria for
Bermudan option, financial engineers simulate the future payoff as a function of stock prices.
The future payoff is the design objective of interest, or namely, the response, and the stock prices
are the inputs. The observed simulation output is observation. Noisier simulations demand
substantial experiments to isolate the signal from noise. Therefore, large amount of simulations
might be required to construct a complicated simulation model and desirable results may not
be produced in a timely manner. Decision of using a simulation model for a large-scale and
complex system lften represents a significant investment of time and money.
1
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In a number of applications where computer experiments are used to characterize the
behavior of a parametric system of interest, scientists not only wish to predict the response for a
given input, but are interested in recovering a set of inputs leading to a given range of values for
the response. Rather than aiming to capture the precise shape of the response over the entire
domain, in this research we are interested in estimating the level set where the response exceeds
some particular threshold.
In real life, it is not always practical to construct prototype versions of the system due to
the expense that prohibits large-scale experimentation. One common solution is to construct
a metamodel (or equivalently surrogate) that is built on observations from simulations run at
several selected inputs and models the response as a function over the entire research domain.
Metamodels are approximation models that mimic the behavior of the simulation model as
closely as possible while being computationally cheaper to evaluate. The exact working of
simulation codes is assumed to be unknown, and only the input-output behavior is important.
Consequently this approach is also named as black-box modeling. These techniques are widely
used in the computer experiments and machine learning, see e.g. Jones et al. [51], Santner et al.
[93], Dubourg et al. [30] and Bect et al. [6].
1.1 Toy Example
Figure 1.1 provides an illustration of how the metamodels work. Our target is to estimate the
contour between two level sets, one with positive response and the other with negative response.
This contour is also named as zero-contour. The observations are simulated from a 2-D Branin-
Hoo function with Gaussian distributed noise (detailed set-up of this experiment is described in
Section 5.4). Estimation of the level sets consists of two steps: (1) build a metamodel based on
observations from simulations run at the inputs; (2) select the inputs sequentially via optimizing
a statistical rule, or namely acquisition function, which measures the uncertainty of the current
2
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estimate. For step (1), the Gaussian Process/kriging methodology is popular in the design and
analysis of deterministic computer experiments (DACE). Ankenman [1] extended Gaussian
Process to stochastic simulations. Step (2) is also known as sequential design. As mentioned in
the beginning of this thesis, it may involve complex and time-consuming simulations to obtain
the observations, which turns the response into an expensive-to-evaluate function. Therefore, the
estimation of level sets must be carried out with a restricted number of observations, generally
excluding a Monte Carlo approach. Sequential design strategies are highly successful for
selecing the restricted number of observations.
In our implementation, the initialization is done via a space-filling Latin hypercube design
[70] (sampling equally across the entire input space). The metamodel based on the initial
twenty inputs provides a raw estimate of the true response, and the estimated contour is far from
the zero-contour (shown in the upper right panel). With Gaussian Process as the metamodel
(alternative metamodels are discussed in Chaper 3), we have an estimate of the approximation
uncertainty. So we can define an acquisition function (Chapter 4 provides an overview of
existing acquisition functions and proposes four new heuristics for level set estimation) to
guide input argumentation by iteration. Basically in each iteration, we choose the input which
optimizes the acquisition function (usually it is close to the estimated zero-contour), simulate
one observation (or multiple observations for batching design, to be covered in Chapter 5) at the
chosen input, and add the input with its observation into the currect dataset. Then a new estimate
of the zero-contour is obtained based on the new dataset and the acquisition function is updated.
We iterate this step ten rounds and add ten new inputs, especially close to the zero-contour,
the estimate is more accurate (shown in the lower left panel). After another 70 iterations, the
estimate is close to the zero-contour, with a narrower confidence band, indicating that there is
less approximation uncertainty.
Our analysis is driven by the primal effect of noise on level set estimation. This effect
was already documented in related studies, such as that of Jalali et al. [48] who observed the
3
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Figure 1.1: Illustration of level set estimation. Upper left: true surface, with 20 observations
(blue cross for negative observations, blue circle for positive observations). Blue solid line
represents the zero-contour between the positive and negative response. Shade of background
represents the value of response. Upper right: estimated zero-contour (black dashed line)
by a surrogate based on the initial observations. Lower left: estimated zero-contour (black
dashed line) with its 95% confidence band (black dotted line) after adding sequentially ten new
observations. Labels respresent the index of iterations. Lower Right: estimated zero-contour
(black dashed line) with its 95% confidence band (black dotted line) after adding sequentially
eighty new observations.
strong impact of noise on performance of Bayesian Optimization (a topic closely related to level
set estimation, details to be mentioned in Chapter 2). Consequently, specialized metamodel
frameworks and sequential design criteria to argument input set are needed that can best handle
4
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the stochasticity for the given loss specification. Thus, we focus on studying the combination
of the sequential design criteria with the metamodel frameworks that aims to strike the best
balance in carrying out uncertainty quantification and constructing a robust surrogate that is not
too swayed by the simulation noise structure.
Another difficulty is how to increase the simulation size N while still keeping the meta-
modeling manageable. Although more robust metamodeling frameworks relieve the burden of
stochasticity in noisy level set estimation, their performance is greatly limited by the simulation
size N . While increasing N helps to relieve the tension of low signal-to-noise ratio observations,
challenges are posed on both computation side and memory side as the value of N explodes.
For example. the computational complexity for a common metamodel, Gaussian Process (GP),
is O(N3), and this cubic computation severely limits the simulation size N that can be modeled
with GPs.
1.2 Structure of Thesis
Motivated by study cases in Bermudan option, the contributions of this thesis focus on both
metamodel frameworks for noisy level set estimation and adaptive batching designs. The rest of
this thesis is organized as follows.
Chapters 1 and 2 introduce the general context and related works, starting with this Chapter
1. Chapter 2 firstly describes the statement of problem, and then focuses on several key related
design frameworks. We also summarize the main contributions of this dissertation in the last
section of Chapter 2.
Chapter 3 describes the Gaussian Process metamodels we employ for stochastic computer
experiments. Besides Gaussian Process with Gaussian observations, we extended the models
to Gaussian Process with Student-t observations where we assume the noise follows Student-
t distribution, classification Gaussian Process where the response is the sign of response,
5
Introduction Chapter 1
monotonic Gaussian Processes where we assume the response is monotone, and Student-t
Process where we assume the response follows a Student-t process. The Student-t Process
section is co-authored with Mickaël Binois.
In Chapter 4, we develop the sequential designs for the metamodels for the level set
estimation problem, and discuss the look-ahead variance formulas for non-Gaussian GPs. We
compare the models using synthetic data where ground truth is known. Two case studies from
derivative pricing are investigated to further compare the proposed metamodels. Chapters 3 and
4 integrate into the following paper:
• Lyu, X., Binois, M. and Ludkovski, M., 2018. Evaluating gaussian process metamodels
and sequential designs for noisy level set estimation. arXiv preprint arXiv:1807.06712.
In Chapter 5, we develop adaptive batching heuristics for sequential designs that jointly
optimize over the new input and replication level. We also take a different track and explore
dynamic replication through allocating new simulations to existing inputs. We benchmark the
proposed schemes on three synthetic case studies and examples from Bermudan option pricing.
Chapter 5 corresponds to the following paper:
• Lyu, X., and Ludkovski, M., 2019. Adaptive batching for Gaussian Process surrogates
with application in noisy level set estimation. Working in Progress
In Chapter 6, we conclude the thesis and propose potential directions for future research.
Our algorithms are implemented in MATLAB (R2014b or newer versions) and incorporated
in the public package GPstuff (by Vanhatalo et al. [105]), which is a versatile collection of
Gaussian Process metamodels and computational tools required for inference. Implementation
details of synthetic experiments and case studies in this thesis are also included. The full
package can be found in Github
• https://github.com/GPBatch/Gaussian-Process-with-Batch-Design.
6
Chapter 2
Background and Related Work
2.1 Statement of Problem
Level set estimation is common in reliability engineering, which focuses on describing
the set of parameter configurations leading to an unsafe design (see Dubourg et al. [30] for
reliability measurement, and Picheny et al. [83] and Bect et al. [6] for measuring the probability
of failure). In both cases, reliability is typically measured by a failure probability, determined
via the limit state of a performance function [81], and the main focus is to ensure that the
latter is lower than a given threshold so that the system is safe. The choice of this threshold
depends on the stakeholders or the system to be designed. For example, in the field of part
tolerance testing a commonly admitted unit for assessing the non-conformity rates is the number
of rejected parts per million (ppm) [30]. Other applications include works from Wang et al.
[107] for recovering parameters of robotic control system, with the ratio of liquid ended up in
the target cup poured by a robot as the response and the robot configurations at the input, as well
in natural sciences, where conditions leading to dangerous phenomena in climatological [5] or
environmental [38] or geophysical [35] settings are of crucial interest. In the latter fields that
directly impact human lives (such as the nuclear industry or climate engineering), the selection
7
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of an acceptable probability of dangerous phenomena is much more serious and beyond the
scope of this thesis. It also arises intrinsically in control frameworks where one wishes to rank
the pay-off or performance from several available actions [44].
We consider a setup where the response is modeled by a continuous latent function f : D →
R over a d-dimensional domain D ⊆ Rd. In stochastic simulations, for any x ∈ D, we have
access to a simulator Y (x) that generates noisy samples of f(x):
Y (x) = f(x) + (x), (2.1)
where (x) are realizations of independent, mean zero random variables with variance τ 2(x).
Besides observation noise as with in real life, numerical simulations may also suffer from other
source of noise. For example, if running the same simulation twice, observations obtained
are not the same with codes based on Monte Carlo methods. The observation depends on the
number of runs or the size of meshes. Also, some physical conditions are intrinsically unstable,
especially in high speed simulations, where the observation is generated differently depending
on numerical noise (due to e.g. the number of cores used or architecture of high performance
computers) [9].
The level set estimation problem consists in classifying every input x ∈ D = S ∪ N
according to
S = {x ∈ D : f(x) ≥ h}, N = {x ∈ D : f(x) < h}. (2.2)
S and N are the level sets, which are sets of inputs based on whether the level of its response f
is greater or smaller than a threshold h. Without loss of generality the threshold h is taken to be
zero, so that the level set estimation is equivalent to learning the sign of the response f . For
later use we also define the corresponding zero-contour of f , namely the partition boundary (or
8
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zero-contour) ∂S = ∂N = {x ∈ D : f(x) = 0}. These two topics are closely related: they all
require estimate of the sign of response f . Therefore, any strategies proposed for the second
objective are expected to perform reasonably well on the first one, which is the goal of this
thesis.
Two other topics are closely related to level set estimation. One is bandit optimization,
where we need to sequentially evaluate a noisy black-box function f : D → R over an input
space D ⊆ Rd with the goal of finding its optimum: x∗ = arg minx∈D f(x). Applications
include hyper-parameter tuning in machine learning [46, 96], scientific experiments [37, 80]
and optimal policy search [62, 69]. In above applications, the response is the loss of a (machine
learning/experimental) system, and the inputs are the (hyper-) parameters/configurations of the
system. Similar to level set estimation, typically the evaluation is expensive and the related
literature focuses on developing methods for finding the optimum while keeping the number of
evaluations to f at a minimum. The optimization problem can be viewed as a special case of
level set estimation, since our region of interest is reduced from the zero-contour for level set
estimation into one optimal point for optimization. Although this research mainly focuses on
level set estimation, most ideas can be extended to solve optimization problems as well.
The other relevant topic is surface metamodeling of the response, where our concern is
the accuracy of metamodel over the entire domain. In comparison, for level set estimation,
our concern is the weighted accuracy of the metamodel, with more weight on region close
to the zero-contour and less otherwise. For optimization problem, we target on learning the
optimal input accurately. Applications of surface metamodeling include urban transportation
analysis [78], with the vehicle travel time as the response and the green times for the signalized
lanes as the inputs. For surface metamodeling problems, our goal is to minimize the integrated
mean square error (IMSE) between the true response and the estimated response over the entire
input space.
To assess a level-set estimation algorithm, we compare the resulting estimate Sˆ with the true
9
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S in terms of their symmetric difference. Let µ be a probability measure on the Borel σ-algebra
B(D) (e.g., µ = LebD). Then our loss function is
L(S, Sˆ) = µ(S∆Sˆ) where S1∆S2 := (S1 ∩ SC2 )
⋃
(SC1 ∩ S2). (2.3)
Frequently, the inference is carried out by first producing an estimate fˆ of the latent function f ;
in that case we take
Sˆ = {x ∈ D : fˆ(x) ≥ 0}, (2.4)
and rewrite the loss as
L(f, fˆ) =
∫
x∈D
I(sign fˆ(x) 6= sign f(x))µ(dx), (2.5)
where I(·) is the indicator function.
2.2 Motivation
A concrete example of level set estimation, which motivated this thesis, comes from
simulation-based algorithms for valuation of Bermudan options [39, 64]. This problem consists
of maximizing the expected reward h(τ,Xτ ) over all stopping times τ ∈ {0,∆t, 2∆t, . . . , T}
bounded by the specified horizon T :
V (t, x) = supτ≥t,τ∈SE[h(τ,Xτ )|Xt = x], (2.6)
where (Xt) is the underlying asset price at time t, typically satisfying a stochastic differential
equation and ∆t is the frequency of exercising. The approach in the so-called Regression Monte
10
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Carlo methods [63, 102] is to convert the decision of whether to exercise the option
τ(t, x) = t,
or continue
τ(t, x) > t,
when Xt = x at intermediate step t, into comparing the immediate reward h(t, x) vis à vis
the reward-to-go C(t, x). In turn this is equivalent to determining the level set (known as the
continuation region)
St = {x ∈ D : f(x; t) ≥ 0},
based on the timing value
f(x; t) := C(t, x)− h(t, x).
The stopping problem (2.6) is now solved recursively by backward induction over t = T −
∆t, T−2∆t, . . ., which allows noisy samples of f(x; t) to be generated by simulating a trajectory
Xxt:T emanating from x and evaluating the respective pathwise reward-to-go. Probabilistically,
this means that we are interested in (2.1) where f corresponds to a conditional expectation
related to a path-dependent functional of the Markov process X·; the average of realized payoffs
along a large amount of paths arises naturally as a metric regarding the quality of the estimated
stopping rule in terms of the underlying distribution µ(·; t) of Xt.
Regression Monte Carlo (RMC) [63] has emerged as the most popular method to solve
optimal stopping problem for American/Bermudan options due to its flexible and simple
implementation, as well as its strong empirical performance [39]. Longstaff and Schwartz [63]
proposed computing the Snell envelope by combining iterative Dynamic Programming (DP)
with a Monte Carlo approximation to (2.6). The key innovation of their work over the earlier
literature (see [19]) is that the (2.6) was firstly used to guide decision making process, instead
11
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of quantification of the expected value. It also motivates us to link the optimal stopping criteria
for Bermudan options problem to level set estimation. However, concerns about computational
space and time arise in high-dimensional, complex models. One variety of solutions focuses
on simulation-based methods beyond RMC, including quantization techniques [4], Malliavin
calculus methods [12], stochastic mesh schemes [15] and sequential design frameworks [39, 64].
We refer to [64] for a summary of existing state of the art and the connection to employing a GP
metamodel for learning the timing value f(·; t).
There are several common challenges among the motivated examples and related applica-
tions: (1) The true response or underlying function is unknown. For example, there is no true
function to "map" the stock price to the future payoff in the Bermudan option example. In these
problems, we are in a black-box setting. As a result, there is no analytical solution to estimate
the zero-contour in level set estimation. Also, looking for the optimum by applying the gradient
descent technique in bandit optimization is inconvenient or even infeasible. (2) It is expensive to
obtain observations. It may take a lot of time for each simulation, or it may be cheap to obtain
one simulation, but we need a large amount of simulations, leading to exploding cost. Bandit
optimization for hyperparameters in complex machine learning system is one example for the
former case, where we may need hours or even days to obtain one simulation. For the latter case,
in Bermudan option example, we need to simulate the entire path for stock price movement
to obtain one simulated future payoff. Although the time for one simulation is trivial, usually
tens of thousands of simulations are required and thus the simulation time is expensive. Or it
may also take a lot of effort/expense to obtain each observation. Examples include quantifying
configuration variables in automatic driving. Consequently, the inference is based on a small set
of carefully chosen inputs that are determined one by one via a Bayesian procedure (sequential
design); (3) The observations are noisy. The observations may have low signal to noise ratio,
or the simulations may be heteroscedastic, for example, the assemble-to-order (ATO) problem
introduced by Hong and Nelson [43] and the epidemics management problem discussed by
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Ludkovski and Niemi [65]. Besides, there is an inner tension between (2) and (3): to handle
mis-specified noise or low signal to noise ratio, we need a large amount of observations to learn
the region of interest. However, (2) limits the total number of observations we could use for
manageable computation. How to strike balance between (2) and (3) is also one area this thesis
focuses on.
2.3 Related Work
Reconstructing S via a metamodel can be divided into two steps: the construction of the
response model and the development of methods for efficiently selecting the simulation inputs
x1:N , known as design of experiments (DoE). Since the level set is intrinsically defined in terms
of the unknown f , an adaptive DoE approach is needed that selects xn’s sequentially, where n
is the dummy index to mark the nth iteration of sequential design.
2.3.1 Gaussian Process
For the response modeling aspect, GP regression, or kriging, has emerged as the most popular
nonparametric approach for both deterministic and stochastic black-box functions thanks to their
flexibility, analytical tractability and superior empirical performance. The kriging methodology
has been very popular in various engineering disciplines for approximating the response of
deterministic computer experiments, see Santner et al. [93]. In the reliability analysis context
where the performance function can be evaluated via deterministic experiments, the estimation
of the safe zone (more precisely its volume µ(S)) was carried out in [6, 74, 30, 83, 5, 35]. All
of these works employed a Gaussian Process surrogate to model the performance function.
In recent years, kriging related research for stochastic simulation has flourished, leading to a
large amount of theoretical and empirical works on a wide range of topics. A majority of these
studies have been dedicated to efficiently metamodeling the mean response surface implied by a
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stochastic simulation [103, 1, 76]. There also exist research studies that focus on either jointly
metamodeling the underlying mean and simulation variance of the response surfaces [13, 92, 9]
or approximating quantile-based response surfaces [110, 21, 82]. Both of them aim at better
coping with heteroscedasticity present in the stochastic simulation observations. As an extension,
kriging is also widely used in bandit optimization [51, 97, 57, 53] and level set estimation
[17, 38, 44, 83, 88]. Bayesian Optimization (BO) refers to a suite of techniques for bandit
optimization where GP surrogates are used to model the underlying function f .
2.3.2 One-stage Design of Experiments
To build a high-quality metamodel such as kriging with a given simulation budget, a carefully
designed simulation experiment is required. Literature on experimental designs for deterministic
computer experiments proposed various design schemes, including Latin hypercube designs
(LHD) [70], orthogonal array based LHD [79, 101], uniform designs [33], space-filling designs
[50], and maximum entropy designs [95]. See [56] for details. All of these experimental designs
choose all inputs at once, and are named as One-stage DoE frameworks. The One-stage DoE
frameworks are efficient to carry out in offline simulations when the total budget N is known.
However, in online simulations where the value of N is not given in advance, it is infeasible
to apply the One-stage DoE frameworks. Besides, they choose all inputs up front, and do not
make use of any information from the estimate. Therefore, these methodologies may waste
simulations in less "informative" (or more certain) regions, like regions far away from the
zero-contour in level set estimation or the optima in bandit optimization, where the sign of f is
certainly to be positive or negative, or the value of f is much less than the minimum. In this
thesis, One-stage DoE strategies are implemented to choose the initial input set, which is a small
fraction of the total budget N , and provide an initial estimate of the level sets.
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2.3.3 Sequential Design
Compared to the aforementioned non-sequential designs that choose all inputs up front,
sequential designs offer a huge advantage in that they improve budget allocation efficiency
by learning information from previous simulations and allocating the remaining simulation
budget more wisely in the most uncertain region. GPs are well suited for sequential design by
offering a rich uncertainty quantification aspect that can be (analytically) exploited to construct
information-theoretic DoE heuristics. In a nutshell, in sequential design, at step n the GP
paradigm constructs a metamodel
f (n) = f |x1:n,y1:n,
with x1:n as the inputs chosen after nth iteration in sequential design and y1:n as their observa-
tions. Since at each iteration we choose one input, and at each input we simulate one observation,
there are n inputs for x1:n and n observations y1:n. The metamodel is then used to guide the
selection of xn+1 and also to construct the estimate Sˆ(n). The standard framework is to develop
an acquisition function In(x) that quantifies the value of information from taking a new sample
at input x conditional on an existing dataset (x1:n, y1:n) and then to myopically maximize In:
xn+1 = arg max
x∈D
In(x). (2.7)
GP metamodels have been shown to especially shine, not least because they organically match
the sequential adaptive designs typically utilized. In this section, we provide a brief overview
of the main categories of the acquisition function In(x) in existing literature. The first two
algorithms, Expected Improvement (EI) and Gaussian Process Upper Confidence Bound (GP-
UCB), were originally designed for Bayesian Optimization. Although BO is not the main focus
of this thesis, both strategies were extended to level set estimation in later works. The other
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four algorithms, Entropy, targeted Integrated Mean Square Error (tIMSE), Stepwise Uncertainty
Reduction (SUR) and Vorob’ev deviation were originally proposed for level set estimation.
Expected Improvement. The respective Expected Improvement schemes form a major
feature of the GP ecosystem. Expected Improvement was firstly proposed by Jones et al. [51] to
solve efficient global optimization of expensive black-box functions. The idea of exploitation
(sampling where the underlying function f is minimized) and exploration (sampling where
prediction error is high) was first investigated in sequential design. They argued that the key to
using metamodeling surfaces for global optimization lies in balancing the need to exploit the
approximating surface with the need to improve the approximation. Huang et al. [45] extended
the EI criterion to noisy observations.
Although the EI criterion was firstly proposed for Bayesian Optimization, it was later
extended to solve level set estimation. The expected improvement criterion in [51] provides
an indication of how much the true value of the response at an input can be expected to be
less than the current best solution. It therefore makes little sense to apply this to the level set
estimation problem where the goal is to estimate the level set or the zero-contour. Bichon et
al. [7] proposed Expected Feasibility Function (EFF), which provides an indication of how well
the true value of the response is expected to be on the target zero-contour. Similarly, Ranjan et
al. [89] proposed an expected improvement function for level set estimation, which chooses the
input that is the closest to the zero-contour.
Gaussian Process Upper Confidence Bound. Srinivas et al. [97] resolved the open
problem of deriving regret (difference between true and estimated maximum) bounds for
Bayesian Optimization, and analyzed an intuitive Gaussian Process Upper Confidence Bound
algorithm. Their algorithm established a novel connection between GP surrogates and sequential
design, and chooses the inputs whose upper confidence bound of the response f is the largest.
The same as EI criterion, GP-UCB was also designed for Bayesian Optimization. It is not
reasonable to measure the upper confidence bound of the response f itself. Instead, for level
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set estimation, we use an approximate lower confidence bound of the absolute value of f as
the measurement. The smaller the lower confidence bound is, the closer the input is to the
zero-contour. In fact, Bryan et al. [16] developed similar criterion even earlier, straddle, for
deterministic level set estimation. Gotovos et al. [38] and Wang et al. [107] further provided
theoretical guarantees about its performance in stochastic setting.
Entropy. Bryan et al. [16] described several entropy-related strategies for level set estima-
tion in deterministic setting. They proposed to choose the input with the largest probability of
being misclassified to the wrong level (i.e., x ∈ S while fˆ (n) < 0 or x ∈ D while fˆ (n) > 0),
the input with the largest entropy, the input with the largest information gain, or the input with
the largest variance. The first three strategies select the same input since the second and third
measurements are monotone functions of the first measurement. Similar strategies to estimate
the probability of failure were also investigated by Ranjan et al. [89], Bichon et al. [7] and
Echard et al. [31]. The basic idea is to select the input x having the greatest misclassification
probability. There are also similar strategies for Bayesian Optimization, say, Entropy Search
(ES), proposed by Hennig and Schuler [42]. ES selects inputs to produce greedy maximization
of the mutual information between the optima x∗ and the observation y. It is argued that the
first four strategies either solely focus on exploration of the space, or exploitation of the targeted
zero-contour. Purely exploration-based strategies lead to over-exploration of the edges of the
input space D and lack of exploration of the zero-contour or regions of interest [16]. One
problem for the purely exploitation-based strategies is that there are infinite solutions to opti-
mization of the acquisition function when the zero-contour is not trivial. It is also suggested to
use the combination (say, product or weighted sum) of any two aforementioned entropy-related
measures together as the acquisition function.
Note that entropy or misclassification probability is originally used for classification problem.
However, the goal of level set estimation is to learn where the response is positive, which is
equivalent to classifying each input x either to S or to N . Instead of the numerical value of the
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response itself, we can transfer the problem into learning the sign of the response and thus the
level set estimation problem benefits from classification-related methods. This also motivates
our work in Section 3.3.
Targeted Integrated Mean Square Error. The other criterion, targeted IMSE, proposed
by Picheny et al. [83], stemmed from the IMSE criterion for surface metamodeling. The main
idea of this work is that the surrogate does not need to be globally accurate, but only in some
region of interest. This is implemented by adding weight to the IMSE: region close to the
targeted zero-contour gets more weight, while other regions get less. The tIMSE criterion
operates a trade-off between global uncertainty reduction (high variance) and exploration of
target regions (close to the zero-contour) via adding weights to regions of interest.
Stepwise Uncertainty Reduction. Stepwise Uncertainty Reduction strategy was firstly
used in the field of Bayesian Optimization: Villemonteix et al. [106] proposed the Informational
Approach to Global Optimization (IAGO), where the Shannon entropy of the minimizer is used.
Frazier et al. [34] proposed knowledge gradient policies (KG), which uses utility rather than
cost as the acquisition function. Specifically, the KG strategy aims to myopically maximize
the global learning rate about the optima x∗. Similarly, Probability of Improvement (PI) over
the current best observation [62] maximizes the posterior probability of value of underlying
function f at the next input being greater than the current maximum observation. Criteria more
targeted to reduce the uncertainty about the level set S itself were first developed by Bect et
al. [6] using the concept of SUR. Their objective is to obtain an approximation of positive level
set S and measure the uncertainty of this approximation. Besides the local probability of being
misclassified into the wrong level, SUR strategies aim at minimizing the global misclassification
probability or level set uncertainty. Different from the entropy-based strategies that focus on
the marginal distribution at the candidate input x ∈ D, both tIMSE and SUR strategies require
integration of the local measures. Consequently, they are more expensive to compute than the
entropy-based strategies.
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Vorob’ev Deviation. All of the strategies mentioned so far for level set estimation are
designed for deterministic settings. Recently, more studies focus on stochastic settings. One
category of the literature for stochastic experiments still focuses on developing the acquisition
functions for sequential design, and obtain similar expressions mentioned, as GP-UCB related
strategies for noisy level set estimation in Gotovas et al. [38]. Others focus on developing robust
metamodels/criteria/inference to handle the heteroscedasticity, see [82, 8]. Further criteria using
tools from random set theory were developed [24, 2] for noisy observations. Specifically, those
works use the notions of Vorob’ev expectation and Vorob’ev deviation to choose inputs that
minimize the posterior expected distance in measure between the level set S and its estimate Sˆ.
Vorob’ev expectation and Vorob’ev deviation were firstly proposed to estimate and quantify the
uncertainty of the level set [24]. This is the first approach that focused on the set itself rather
than solely on its volume. It was proved that when the function is actually a GP realization, the
Vorob’ev deviation converges to zero in infill asymptotics. The Vorob’ev deviation was then used
as an acquisition function to guide selection of inputs in sequential design for noisy level set
estimation [2]. It is equivalent to choose the input which produces the smallest distance between
the true level set S and its estimate Sˆ after adding this input. This leads to the same expression
with the acquisition function of SUR, which is basically used for deterministic experiments.
This approach is computationally expensive however, and requires conditional simulations of
the posterior Gaussian field. Azzimonti et al. [2] also proposed the marginal form, which is
cheaper to compute.
2.3.4 Efficient Sequential Designs
Aforementioned strategies with Gaussian Process have been used widely for surface meta-
modeling, Bayesian Optimization and level set estimation. However, most of them are cum-
bersome in calculation due to high computational complexity, expensive function evaluation,
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and the demand for numerical integration. Besides, they choose only one input at each step,
while with development of modern computing machines, we can afford fast computation in
parallel. Accordingly, Chevalier et al. [23] proposed two multi-sampling SUR criteria based on
the original SUR strategies, where multiple inputs are selected at each iteration.
In Bayesian Optimization, how to strike a balance between the lower cost and inaccurate
evaluation of f versus the higher cost and accurate evaluation of f , namely, multi-fidelity
optimization, has recently gained attention [53, 54, 55, 60, 28]. As suggested by the name,
these methods assume we have access to lower fidelity approximations to f which can be
evaluated instead of f . The lower the fidelity, the cheaper the evaluation and the less accurate
the observation. The timing cost for expensive function evaluation has been saved in sacrifice
of accuracy by choosing inputs from a lower fidelity which is cheaper to access but produces
a less accurate observation. For example, when optimizing the set of hyper-parameters for a
complex machine learning system, its loss (response in this example) can be approximated
using a smaller validation set. Consequently, the evaluation is cheaper but less accurate. The
fidelity refers to the size of the validation set in this example. Kandasamy et al. [55] extended
the multi-fidelity optimization to continuous fidelity settings.
Batching/replication is another trick which benefits both prediction accuracy and compu-
tational efficiency perspectives in noisy computer experiments. It is known in the stochastic
simulation community as nested Monte Carlo. Re-using the same input to generate multiple
outputs allows for a Law of Large Numbers (LLN) averaging which can be analytically com-
bined with the GP predictive equations to keep the computational complexity as a function
of k (number of unique inputs) rather than of the capital-N (number of simulator calls). The
seminal technique of stochastic kriging [1] shows that these computational savings are exact
assuming the GP hyperparameters, in particular the noise variance τ 2(x), are known. Such
batching becomes critical in the use of GP models in our motivating application of solving
optimal stopping problems via Regression Monte Carlo, where tens of thousands of simulations
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are called for.
In the classical setup, the metamodeling objective is to learn the mean response over the
entire domain [58, 59, 22], whereby, modulo heteroscedastic noise, one expects to utilize the
same batching level across all inputs, i.e. splitting the total budget
N = k × r
into k batches of r replicates at inputs x¯1, . . . , x¯k. It is especially beneficial to investigate
allocation of replicates over inputs when the noise is heteroscedastic over the entire space:
basically regions with large uncertainty need more simulations to smooth the noise [10]. See
Ankenman et al. [1] for a discussion of how to pick k for a given budget N , as well as some
proposals for handling non-constant τ 2(x). It is demonstrated that how replicates could improve
the accuracy of estimating surrogate surface in noisy computer experiments via stochastic
kriging. Replication in this paper is mainly used to estimate the empirical variance for noise.
Further efforts work on augmenting the replication in a few (usually two or three) stages
[61, 86, 72] for Bayesian Optimization or surface metamodeling.
Allocation of replicates over inputs is also investigated in stochastic optimization, known
as Optimal Computing Budget Allocation (OCBA). The goal of OCBA is to obtain the highest
decision quality using a fixed simulation budget, and the basic idea is that regions of interest, for
example, regions close to the optima in optimization, should receive more simulations. Rules
of sequential allocation over a fixed design set were proposed by Chen et al. [20]. The main
difference between OCBA and the work in this thesis is that we assimilate the design set via
sequential design while in the OCBA literature, the designs are fixed initially, and only more
simulations are allocated on the designs sequentially by iterations; Another difference is that for
OCBA, no surrogate is used to estimate the underlying function f . Instead the distribution of f
is approximated via Monte Carlo mean and variance through Large Law of Numbers. Similar
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adaptive reallocation framework was also investigated in [66] to estimate the portfolio tail risk.
Recent literature combines design of experiments with replication together, solving both
where to select the next input and how many replicates should be performed at each input together
in sequential design framework. Since the sequential design frameworks imply preferentially
sampling a small portion of the input space for level set estimation or BO—the neighborhood
of the maximum, or the neighborhood of the desired contour—the exploration-exploitation
paradigm leads to increasingly concentrated designs. Such concentration suggests to adaptively
determine the amount of batching. Intuitively, replication should be low for more exploratory
sites and should rise in the neighborhood of interest, where we replicate to achieve computational
savings. Indeed, the intrinsic cost of replication is linked to the variability of the response
at the respective inputs, which will be minimal if the inputs are very close together. From a
different perspective, replication trades off costly, precise outputs (large batch size) vis-a-vis
cheap outputs with low signal-to-noise ratio (small batch size).
One solution to combine DoE with replication is to firstly select the next input, and then
determine how many new simulations should be allocate to this input. Picheny et al. [82]
presented a strategy to optimize noisy computer experiments: select a new input via a quantile-
based criterion (Expected Quantile Improvement) and then keep allocating extra simulations to
it until the stopping criterion is satisfied. Jalali et al [47] provided a comparison between several
related algorithms with replication at inputs for simulation optimization with heterogeneous
noise. Binois et al [9, 10] developed a lookahead-based sequential design scheme for surface
metamodeling that determines if a new simulation should be at an existing input or a new
input. Chen and Zhou [22] proposed another solution, Balanced Stepwise Approximate Optimal
Design (BSAO) strategy, for surface metamodeling, which adaptively balances exploration
(allocate extra simulations to existing inputs) and exploitation (allocate extra simulations to
one new input) with a given number of new simulations at each step. Both replication related
and parallel computing related strategies reduce the computational complexity of the problem
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from the number of total simulations to the number of iterations/unique inputs. For parallel
strategy proposed in [23], new simulations at each step are allocated evenly over the new inputs:
one input get one simulation, and the design size augments by the number of new simulations
allocated at each step; on the other hand, for replication strategy proposed in [22], the design
size either remains the same or augments by 1 at each step.
2.4 Summary of Contributions
As discussed in previous sections, challenges lie in two aspects when we reconstruct the
level set S: the first challenge is how to construct a robust surrogate to model the response
given noisy observations. Most of the cited papers consider only the deterministic setting
without any simulation noise. While there are plenty works discussing how to handle the simple
versions (with constant or prespecified Gaussian noise), the literature on GP surrogates for
complex stochastic simulators remains incomplete. Clear analysis comparing all these choices
in the stochastic setting is currently lacking. Another challenge is the computational efficiency
for stochastic computer simulations, especially when the simulation size N is large. For GP
metamodels to be fast, it is imperative to keep the respective simulation size N manageable.
In particular, unless the simulator is truly expensive or the input domain is vast, the typical
recommendation is to restrict to hundreds of inputs, N  103 [9]. This creates a major
tension as frequently the stochastic simulator has low signal-to-noise ratio or a complex noise
structure. A prototypical example that comes from our motivation benchmarks is where the
simulator Y (x) = F (X[0,∆t])|X0=x involves functionals of a continuous-time Markov chain or
stochastic differential equation solution (Xt), whereby the stochasticity tends to dominate the
trend/drift term for short ∆t, and moreover simulation noise is non-Gaussian and state-dependent
(heteroscedastic).
With respect to the first challenge, the first part of this research focuses on reconstructing
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S via estimating the latent function f with different metamodels in stochastic settings. As
discussed in Section 2.3, the contributions are divided into two parts corresponding to the
two steps to reconstruct S: to present a comprehensive assessment of GP-based metamodels
for stochastic contour-finding, and to propose and develop sequential design strategies for the
GP-based metamodels.
In the first respect, our analysis complements the work of Picheny et al. [84] and Jalali et
al. [48], who benchmarked GP metamodels for Bayesian optimization. Several works focused
on heteroscedastic simulation variance; see the Stochastic Kriging approach of Ankenman
et al. [1] and the earlier works by two of the authors [98, 75]. In this research, we instead
target the non-Gaussian aspects of observations for level set estimation, in particular the likely
heavy-tailed property. This issue is fundamental to any realistic stochastic simulator where
there is no justification for assuming Gaussian-distributed (x) (as opposed to the physical
experimental setup where  represents observation noise and is expected to be Gaussian thanks
to the central limit theorem). This motivates us to study alternative GP-based metamodels for
learning Sˆ that are more robust to non-Gaussian  in (2.1). In parallel, we investigate which of
the contour-finding heuristics outlined above perform best in such setups.
To stay within the overarching sequential design paradigm, we continue to work with a
GP-based setup but investigate several modifications that are relevant for learning Sˆ.
• To relax the Gaussian noise assumption, we investigate t-observation GPs [109, 52]; use
of the Student-t likelihood nests both the heavy-tailed and Gaussian cases.
• As another non-Gaussian specification we consider Student-t processes (TPs) [94, 107]
that are also resistant to observation outliers.
• To target the classification-like underlying objective (2.2), we consider the use of classifi-
cation GPs that model the sign of the response Y (x) via a probit logistic model driven by
a latent GP Z(·): P(Y (x) > 0|x) = probit(Z(x)). Deployment of the logistic regression
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is expected to “wash out” non-Gaussian features in (x) beyond its effect on the sign of
the observations.
• In a different vein, to exploit a structure commonly encountered in applications where the
level set S is connected, we study the performance of monotone GP regression/classifica-
tion metamodels [91] that force f (or Z) to be monotone in the specified coordinates.
This research is mainly driven by the effect of noise on level set estimation. The combination
of sequential designs with the GP frameworks targets on quantifying the uncertainty and
constructing a robust surrogate. In the context of GPs, this means accurate inference of the
response and sampling noise that in turn drive the posterior mean fˆ(x) and the posterior GP
variance s(x)2. Both of the latter ingredients are needed to blend the exploitation objective
to locally learn the contour ∂S and to explore less-sampled regions. These issues drive our
choices of the metamodels and also factor in developing the respective acquisition functions
In(x); see cf. Section 4.1. On the latter front we consider four choices (MCU, cSUR, tMSE,
ICU), including heuristics that depend only on the posterior standard deviation s(n)(·), as well
as those that anticipate information gain from sampling at xn+1 via the look-ahead standard
deviation s(n+1)(·). Because in the non-Gaussian GPs s(n+1) depends on Y (xn+1), we develop
tractable approximations sˆ(n+1) for that purpose, see Propositions 4.2.2-4.2.3-4.2.5.
The other challenge for noisy level set estimation is the concern about computational effi-
ciency as the simulation size N explodes in stochastic computer experiments. This motivates
adaptively batched designs, where r is input-dependent. While this idea was investigated for
surface metamodeling with IMSE minimization [1, 10], neither of these fully reveal the underly-
ing tension between exploration (replicate less, larger metamodel overhead) and exploitation
(replicate more, generate computational savings). In this research we propose several schemes
that explicitly focus on this issue. To evaluate them we concentrate on the problem of level set
estimation where the zero-contour is adaptively learned through the sequential design but retains
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a spatial structure (unlike Bayesian Optimization where convergence to the single input yielding
the global maximum is desired). Consequently, we expect a complex interaction between the
selection of inputs and the respective replication amounts. In this context, our main contribution
is to extend the paradigm of Expected Improvement to include sequential selection of both the
input locations xn and the replication counts rn. We benchmark the proposed algorithms and
show that they provide significant savings compared to the naive fixed-batching approach. In
particular, we are able to obtain schemes that reduce N ' 105 simulations to efficient replicated
designs of just a few hundred unique inputs.
Beyond benchmarking the developed algorithms on several synthetic examples, we also
implement them for the motivating application of valuation of Bermudan options. In the latter
context, the Regression Monte Carlo paradigm is used to provide a simulation-based algorithm
that hinges on recursive estimation of certain level sets that correspond to the stopping bound-
aries. Building upon the successful use of GP surrogates for RMC [64, 67], we demonstrate that
adaptive batching significantly speeds up this approach and makes it even more efficient and
scalable.
To recap, the main contributions of this thesis can be traced along six directions. First,
we investigate two ways to handle heavy-tailed simulation noise via GP with t-observations
and via TP. As far as we are aware, this is the first application of either tool in sequential
design and level set estimation contexts. Second, we present an original use of monotonic GP
metamodels for level set estimation. This idea is related to a gray-box approach that aims to
exploit known structural properties of f (or S) so as to improve on the agnostic black-box
strategies. Third, we analyze the performance of classification GP metamodels for contour-
finding. This context offers an interesting and novel comparison between regression and
classification approaches benchmarked against a shared loss function. Fourth, we develop
and implement approximate look-ahead formulas for all our metamodels that are used for the
evaluation of acquisition functions. To our knowledge, this is the first presentation of such
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formulas for non-Gaussian GPs, as well as TPs. Fifth, beyond the metamodels themselves, we
also provide a detailed comparison among the proposed acquisition functions, identifying the
best-performing combinations of I(·) and metamodel fˆ and documenting the complex interplay
between design geometry and surrogate architecture. Sixth, we propose four adaptive batching
algorithms for two GP metamodels, which determine both the inputs xn and its batch size rn,
and reduce the complexity of computation while maintaining the metamodeling fidelity.
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Level Set Estimation with Gaussian
Process Surrogates
3.1 Gaussian Process Regression with Gaussian Noise
We begin by discussing regression frameworks for level set estimation that target learning
the latent f(·). The Gaussian process paradigm treats f as a random function whose posterior
distribution is determined from its prior and the collected samples An ≡ {(xi, yi), 1 ≤ i ≤ n}.
A priori, we view f(·) ∼ GP (m(·), K(·, ·)) as a realization of a Gaussian process completely
specified by its mean functionm(x) := E[f(x)] and covariance functionK(x, x′) := E[(f(x)−
m(x))(f(x′)−m(x′))].
In the classical case [109], the noise distribution is homoskedastic Gaussian (x) ∼ N (0, τ 2),
and the prior mean is zero, m(x) = 0. Given observations y1:n = [y1, ..., yn]T at inputs
x1:n = [x1, . . . , xn]
T , the conditional distribution f |An is then another Gaussian process, with
posterior marginal mean fˆ (n)Gsn(x∗) and covariance v
(n)
Gsn(x∗, x
′
∗) given by (throughout we use
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subscripts to indicate the metamodel type, e.g., Gsn for Gaussian noise)
fˆ
(n)
Gsn(x∗) = k(x∗)[K + τ
2I]−1y1:n, (3.1)
v
(n)
Gsn(x∗, x
′
∗) = K(x∗, x
′
∗)− k(x∗)[K + τ 2I]−1k(x′∗)T , (3.2)
with the 1× n vector k(x∗) and n× n matrix K defined by
k(x∗) := K(x∗,x1:n) = [K(x∗, x1), ..., K(x∗, xn)], and Ki,j := K(xi, xj). (3.3)
The posterior mean fˆ (n)Gsn(x∗) is treated as a point estimate of f(x∗) and the posterior standard
deviation s(n)Gsn(x∗)
2 = v
(n)
Gsn(x∗, x∗) as the uncertainty of this estimate. We use f to denote the
random posterior vector f(x1:n)|An.
Model Fitting: In our research, we model the covariance between the values of f at two
inputs x and x′ with the squared exponential (SE) function:
Kse(x, x
′) := σ2se exp(−2l2), (3.4)
with l =
√∑d
i=1
(xi−x′i)2
θ2i
, defined in terms of the hyperparameters ϑ = {σse, θ1, ..., θd, τ}
known as the process variance and length-scales, respectively. Simulation variance τ is also
treated as unknown and part of ϑ. The length-scales {θ1, ..., θd} control the smoothness of the
GP. When θ is large, the samples drawn from the GP tend to be smoother, while otherwise, they
are wiggling. Other choices include Matérn 3/2 and 5/2 kernels:
K3/2(x, x
′) := σ2se(1 +
√
3l) exp(−
√
3l), (3.5)
K5/2(x, x
′) := σ2se(1 +
√
5l +
5
3
l2) exp(−
√
5l), (3.6)
giving once and twice differentiable functions, respectively. Several common ways exist for
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estimating hyperparameters ϑ in covariance function. Within a Bayesian approach we integrate
against the prior p(ϑ) using
p(f |y1:n,x1:n,ϑ) = p(y1:n|x1:n, f)p(f |ϑ)
p(y1:n|x1:n,ϑ) , (3.7)
where p(y1:n|x1:n, f) is the likelihood and p(f |ϑ) is the latent function prior. Notice that
following the Gaussian noise assumption, the likelihood p(y1:n|x1:n, f) is Gaussian. With a
Gaussian prior p(f |ϑ), the posterior p(f |y1:n,x1:n,ϑ) is tractable and also follows a Gaussian
distribution. The normalizing constant in the denominator p(y1:n|x1:n,ϑ) is independent of the
latent function and is called the marginal likelihood, given by
p(y1:n|x1:n,ϑ) =
∫
p(y1:n|x1:n, f)p(f |ϑ)df . (3.8)
One may similarly express the posterior over the hyperparameters ϑ, where p(y1:n|x1:n,ϑ)
plays the role of the likelihood. To avoid expensive MCMC integration, we use the maximum a
posteriori probability (MAP) estimate ϑˆ which maximizes the likelihood over ϑ:
ϑˆ = arg max
ϑ
p(ϑ|y1:n,x1:n) = arg max
ϑ
p(y1:n|x1:n,ϑ)p(ϑ)
p(y1:n|x1:n) . (3.9)
Given the estimated hyperparameters ϑˆ, we take the posterior of f as p(f |y1:n,x1:n, ϑˆ).
3.2 Gaussian Process Regression with Student t-Noise
Taking the noise term (x) as Gaussian is widely used since the marginal likelihood is then
analytically tractable. In a stochastic simulation setting however, the exact distribution of the
outputs relative to their mean is unknown and often is clearly non-Gaussian. A more robust
choice is to assume that (x) has a Student-t distribution [52]. In particular, this may work
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better when the noise is heavy-tailed by making inference more resistant to outliers [77]. In
the resulting t-GP formulation (x) is assumed to be t-distributed with variance τ 2 and ν > 2
degrees of freedom (the latter is treated as another hyperparameter). The marginal likelihood of
observing y1:n can be written as
ptGP(y1:n|x1:n, f) =
n∏
i=1
Γ((ν + 1)/2)
Γ(ν/2)
√
νpiσn
(
1 +
(yi − fi)2
νσ2n
)−(ν+1)/2
, (3.10)
where Γ(·) is the incomplete Gamma function. The likelihood ptGP(y1:n|x1:n, f) in (3.7) is no
longer Gaussian, and integrating (3.10) against the Gaussian prior p(f |ϑ) is intractable; we there-
fore use the Laplace approximation (LP) method [108] to calculate the posterior. A second-order
Taylor expansion of log ptGP(f |x1:n,y1:n) around its mode, f˜ (n)tGP := arg maxf ptGP(f |x1:n,y1:n),
gives a Gaussian approximation
ptGP(f |x1:n,y1:n) ≈ qtGP(f |x1:n,y1:n) = N
(
f˜
(n)
tGP,Σ
−1
tGP
)
, (3.11)
where Σ−1tGP is the Hessian of the negative conditional log posterior density at f˜
(n)
tGP:
ΣtGP = −∇2 log ptGP(f |x1:n,y1:n)|f=f˜ (n)tGP = K
−1 + WtGP, (3.12)
and WtGP = −∇2 log ptGP(y1:n|f ,x1:n)|f=f˜ (n)tGP is diagonal, since the likelihood factorizes over
observations.
Using (3.11), the approximate posterior distribution f(x∗)|An ∼ N (fˆ (n)tGP(x∗), s2tGP(x∗)) is
also Gaussian defined by its mean fˆ (n)tGP(x∗) and covariance v
(n)
tGP(x∗, x
′
∗):
fˆ
(n)
tGP(x∗) = k(x∗)K
−1f˜ (n)tGP, (3.13)
v
(n)
tGP(x∗, x
′
∗) = K(x∗, x
′
∗)− k(x∗)(K + W−1tGP)−1k(x′∗). (3.14)
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Note the similarity to (3.1)–(3.2): with Student-t likelihood the mode f˜ (n)tGP plays the role of y1:n
andW−1tGP replaces the noise matrix τ
2I. Critically, the latter implies that the posterior variance
is a function of both designs x1:n and observations y1:n.
3.3 Gaussian Process Classification
Our target in (2.2) is to learn where the mean response is positive, which is equivalent to
classifying each x ∈ D as belonging either to S or to N . Assuming that (x) is symmetric,
{x ∈ S} = {f(x) ≥ 0} = {P(Y (x) > 0) > 0.5}. This motivates us to consider the alternative
of directly modeling the response sign (rather than overall magnitude) via a classification GP
model (Cl-GP) [108, 109]. The idea is to model the probability of a positive observation Y (x)
by using a probit logistic regression: P(Y (x) > 0|x) = Φ(Z(x)), with Φ(·) the standard
normal cumulative density function (CDF). The latent classifier function is taken as the GP
Z ∼ GP (0, K(·, ·)). After learning Z we then set Sˆ = {x : Zˆ(x) > 0}.
To compute the posterior distribution of Z conditional on An, we use the fact that for an
observation (xi, yi) and conditional on zi = Z(xi) the likelihood of yi > 0 is Φ(zi)1{yi≥0} +
(1− Φ(zi))1{yi<0}. To simplify notation we use Yˇ (x) = signY (x) ∈ {−1, 1} to represent the
signed responses driving Cl-GP, leading to pCl(yˇ1:n|z,x1:n) =
∏n
i=1 Φ(yˇizi). The posterior of
the latent z = Z(x1:n) is therefore
pCl(z|x1:n, yˇ1:n) = p(z|x1:n)
∏n
i=1 Φ(yˇizi)
p(yˇ1:n|x1:n) . (3.15)
Similar to the t-GP, we use a Laplace approximation for the non-Gaussian pCl(z|x1:n, yˇ1:n)
in Eq. (3.15),
pCl(z|x1:n, yˇ1:n) ≈ qCl(z|x1:n, yˇ1:n) = N (z˜(n),Σ−1Cl ), (3.16)
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where we again use the mode z˜(n) := arg maxz p(z|An) and ΣCl is the Hessian of the negative
log posterior at z˜(n):
ΣCl = −∇2 log pCl(z|An)
∣∣
z=z˜(n)
= K−1 + V, (3.17)
and V = −∇2 log p(yˇ1:n|z)|z=z˜(n) is diagonal with elements
vi = Vii = − ∂
2
∂z2i
log p(yˇi|zi)
∣∣
zi=z˜
(n)
i
=
φ(z˜
(n)
i )
2
Φ(yˇiz˜
(n)
i )
2
+
yˇiz˜
(n)
i φ(z˜
(n)
i )
Φ(yˇiz˜
(n)
i )
, i = 1, . . . , n,
(3.18)
φ(·) denoting the density of the standard normal distribution.
The posterior mean for Z(·) at x∗ is expressed by using the GP predictive mean equation
(5.1) and LP approximation (3.16):
zˆ(n)(x∗) = k(x∗)K−1z˜(n), (3.19)
v
(n)
Cl (x∗, x
′
∗) = K(x∗, x
′
∗)− k(x∗)(K + V−1)−1k(x′∗)T . (3.20)
We again see the same algebraic structure, with z˜(n) a stand-in for y1:n in (5.1) and V−1 a
stand-in for τ 2I in (5.2). Also note that we may formally link the Z of the Cl-GP metamodel to
the GP observation Y used previously via the posterior probability that x ∈ S:
P(Y (x) > 0|An) =
∫
R
Φ(z)pZ(x)(z|An)dz
=
∫
Φ(z)φ
(
z − zˆ(n)(x)
s
(n)
Cl (x)
)
dz = Φ
(
zˆ(n)(x)√
1 + s
(n)
Cl (x)
2
)
. (3.21)
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3.4 Gaussian Process with Monotonicity Constraint
Recall that since differentiation is a linear operator, the derivative of a GP f is another GP.
Using f ′ as a shorthand notation for the gradient∇f at locations x1:n, we have
E[∂xjf(x∗)|A] = ∂E[f(x∗)|A]
∂xj∗
=
∂fˆ(x∗)
∂xj∗
; (3.22)
Cov(∂xjf(x∗), f(x
′
∗)|A) = Kf ′,f (x∗, x′∗) =
∂
∂xj∗
K(x∗, x′∗) and (3.23)
Cov(∂xjf(x∗), ∂xj′f(x
′
∗)|A) = Kf ′,f ′(x∗, x′∗) =
∂2
∂xj∗∂(x′∗)j
′K(x∗, x
′
∗). (3.24)
In addition to the data set (x1:n,y1:n), we now introduce virtual observations (xv,yv) with
the dummy responses yv,i ∈ {−1, 1} × {1, . . . , d} set according to whether f is required to
be decreasing (yv,i = (−1, j)) or increasing (yv,i = (+1, j)) with respect to the jth input
dimension at input xv,i. The key “trick” is to use a probit likelihood p(yv,i = (+1, j)|x1:n,xv) =
Φ( 1
η
∂xjf(xv,i)), where the small parameter η controls the strictness of the monotonicity con-
straint [91]. The probit function approaches the Heaviside step function when η → 0 and
forces the fitted ∂xj fˆ(xv,i) (computed via (3.22)) to match during likelihood maximization the
predetermined sign of yv,i. An adaptive method to sequentially add the virtual inputs xv is
suggested in [91]. Note that if there are multiple monotonic dimensions, then the same xv,i
might be reused multiple times to satisfy the constraints on ∂xj fˆ across different j-coordinates,
leading to a replicated design. We also remark that monotonic metamodels are more expensive
to run, since they require the use of virtual observations that increase the effective sample size
to (x1:n,xv) and hence require inversion of largerK-matrices.
The joint prior for f and its gradient f ′ is given by
pMon

 f
f ′
 ∣∣x1:n,xv
 = N (0,Kjoint), (3.25)
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where Kjoint =
 Kf ,f (x1:n,x1:n) Kf ,f ′(x1:n,xv)
Kf ′,f (xv,x1:n) Kf ′,f ′(xv,xv)
. Using Bayes rule, the joint posterior is
then
pMon(f , f
′|x1:n,y1:n,xv,yv) =
pMon(f , f
′|x1:n,xv)p(y1:n|f)
∏
i Φ
(
yv,i∂xjf(xv,i)
1
η
)
p(y1:n,yv|x1:n,xv) . (3.26)
Like for the classification GP to handle the non-Gaussian terms p(yv,i| ∂xjf(xv,i)) we
approximate them with a local Gaussian likelihood
p(yv|f ′) ≈ q(yv|f ′) = N (µ˜Mon, Σ˜Mon). (3.27)
We use the Expectation Propagation (EP) algorithm [73] to determine the vector of local means
µ˜iMon, and the diagonal EP variance matrix Σ˜Mon, with local variances (σ˜
i
Mon)
2. Details about
the computation can be found in [91]. The approximate posterior to (3.26) is a product of
Gaussian distributions and is simplified to
pMon(f , f
′|x1:n,xv,y1:n,yv) ≈ qMon(f , f ′|x1:n,xv,y1:n,yv) = N (µjoint,Σjoint). (3.28)
The covariance matrix is Σ−1joint = K
−1
joint+Σ˜
−1
joint, with Σ˜joint =
 σ2I 0
0 Σ˜Mon
, and the posterior
mean is µjoint = ΣjointΣ˜−1jointµ˜joint, with µ˜joint =
 y1:n
µ˜Mon
.
The posterior mean fˆMon(x∗) and posterior covariance vMon(x∗, x′∗) for the M-GP metamodel
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are
fˆ
(n)
Mon(x∗) = [k(x∗), Kf ,f ′(x∗,xv)]K
−1
jointµjoint, (3.29)
v
(n)
Mon(x∗, x
′
∗) = Kf ,f (x∗, x
′
∗)− [k(x∗), Kf ,f ′(x∗,xv)](Kjoint + Σ˜joint)−1
 k(x′∗)
Kf ′,f (xv, x
′
∗)
 ,
(3.30)
analogously to the standard GP prediction equations (5.1) and (5.2).
In M-GP, replacing f with z and again applying the EP algorithm, we reach similar expres-
sions for posterior mean/variance as in (3.29) and (3.30) and obtain the inference for monotonic
classification GP (MCl-GP).
3.5 Student-t Process Regression with Student-t Noise
Instead of just adding Student-t likelihood to the observations as discussed in [109] and
[52], Shah et al. [94] proposed t-processes (TPs) as an alternative to GPs, where they derived
closed-form expressions for the marginal likelihood and posterior distribution of the t-process
by imposing an inverse Wishart process prior over the covariance matrix of a GP model. They
found the t-process to be more robust to model misspecification and to be particularly promising
for BO. Moreover, Shah et al. [94] showed that TPs retain most of the appealing properties of
GPs, including analytical expressions, with increased flexibility.
As noticed for example in [109], dealing with noisy observations is less straightforward with
TPs, since the sum of two independent Student-t distributions has no closed form. Still, this draw-
back can be circumvented by incorporating the noise directly in the kernel. The corresponding
data-generating mechanism is taken to be multivariate-t y1:n ∼ MV T (ν,m(x1:n),K + τ 2I),
where the degrees of freedom are ν ∈ (2,∞). The posterior predictive distribution is then
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f(x∗)|An ∼ T
(
ν + n, fˆ
(n)
TP (x∗), v
(n)
TP(x∗, x∗)
)
, where [94]
fˆ
(n)
TP (x∗) = k(x∗)[K + τ
2I]−1y1:n, (3.31)
v
(n)
TP(x∗, x
′
∗) =
ν + β(n) − 2
ν + n− 2 [K(x∗, x
′
∗)− k(x∗)[K + τ 2I]−1k(x′∗)T ], (3.32)
with
β(n) := y>1:nK
−1y1:n.
Comparing with the regular GPs, we have the same posterior mean fˆ (n)TP (x∗) = fˆ
(n)
Gsn(x∗), but
the posterior covariance now depends on observations y1:n and is inflated by v
(n)
TP(x∗, x
′
∗) =
ν+β(n)−2
ν+n−2 v
(n)
Gsn(x∗, x
′
∗). Moreover, the latent function f and the noise are uncorrelated but not
independent. As noticed in [94], assuming the same hyperparameters, as n goes to infinity, the
above predictive distribution becomes Gaussian.
Inference of TPs can be performed similarly as for a GP, for instance based on the marginal
likelihood:
pTP(y1:n|x1:n,ϑ) =
Γ(ν+n
2
)
((ν − 2)pi)n2 Γ(ν
2
)
|K|−1/2
(
1 +
y>1:nK
−1y1:n
ν − 2
)− ν+n
2
. (3.33)
One issue is estimation of ν, which plays a central role in the TP predictions. We find that
restricting ν to be small is important in order to avoid degenerating to the plain Gaussian GP
setup.
3.6 Metamodel Performance for Level Set Inference
Sections 3.1, 3.2, 3.3, 3.4 and 3.5 introduce GP variants that are used to estimate the latent
function f . After obtaining the estimated function fˆ with any chosen metamodel, we then
estimate the level set Sˆ through (2.4). To evaluate the performance of different metamodels, we
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consider several metrics, which either measure the distance between the estimated level set Sˆ
versus the true S, or the uncertainty of the estimate.
The first statistic is the error rate ER, based on the loss defined in (2.3), comparing the
resulting estimate Sˆ with the true S in terms of their symmetric difference. Let µ be a probability
measure on the Borel σ-algebra B(D) (e.g., µ = LebD). The error rate ER measuring the
distance between the level set S and its estimate Sˆ:
ER := µ(S∆Sˆ) =
∫
x∈D
I
[
sign f(x) 6= sign fˆ(x)
]
µ(dx). (3.34)
For Cl-GP, we replace f(x) with z(x) in the above, namely, use µ(S∆Sˆ) = µ({x : zˆ(x) <
0 < z(x) ∪ zˆ(x) > 0 > z(x)}). A related statistic is the bias B, which is based on the signed
(µ-weighted) difference between S and Sˆ:
B = µ(S\Sˆ)− µ(Sˆ\S) =
∫
x∈D
{
I[fˆ(x) < 0 < f(x)]− I[fˆ(x) > 0 > f(x)]
}
µ(dx). (3.35)
The error rate ER and bias B evaluate the accuracy of the point estimate Sˆ when the ground
truth is known. In a realistic case study when the latter is unavailable, we replace ER by
its empirical counterpart, based on quantifying the uncertainty in Sˆ through the associated
uncertainty of fˆ . Following [2], we define the empirical error E as the expected distance in
measure between the random set S|A and its estimate Sˆ:
E := E
[
µ(S∆Sˆ)| A
]
=
∫
x∈D
E¯(x)µ(dx), (3.36)
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with E¯(x) calculated by using (3.1) and (3.2):
E¯(x) := E
[
I[sign f(x) 6= sign fˆ(x)]|A
]
=
∫
R
I[sign f(x) 6= sign fˆ(x)]p(f(x)|A)df(x) = Φ
(−|fˆ(x)|
s(x)
)
. (3.37)
The local empirical error E¯(x) is the posterior probability of wrongly classifying x conditional
on the training dataset A. It is intrinsically tied to the point estimate fˆ(x) and the associated
posterior variance s(x)2 through the Gaussian uncertainty quantification. For the TPs, the
predictive distribution is Student-t, so that the Gaussian cdf Φ is replaced with the respective
survival function.
Uncertainty Quantification: To quantify the overall uncertainty about S (rather than
local uncertainty about f(x)), a natural criterion is the volume of the credible band CI∂S that
captures inputs x whose sign classification remains ambiguous given A. A simple definition at
a credibility level α (e.g., α = 0.05) would be
CI
(n)
∂S =
{
x ∈ D : (fˆ (n)(x) + z1−α
2
s(n)(x))(fˆ (n)(x)− z1−α
2
s(n)(x)) < 0
}
, (3.38)
where z1−α
2
is the appropriate Gaussian/Student-t α-quantile. Thus (3.38) evaluates the region
where the sign of f is nonconstant over the posterior α-CI of f . Heuristically however, CI∂S '
{x ∈ D : E¯(x) > α} is effectively equivalent to empirical error E¯(x) exceeding α, so that the
volume of CI∂S is roughly proportional to the integrated empirical error E .
In a more sophisticated approach based on random set theory, Chevalier et al. [24] used the
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Vorob’ev deviation to define the uncertainty measure Vα(Sˆ):
Vα(Sˆ) :=E
[
µ(Sˆα∆S)| A
]
=E
[ ∫
x∈D
{
I[(x ∈ Sˆα ∩ x /∈ S)]
⋃
I[(x /∈ Sˆα ∩ x ∈ S)]
}
µ(dx)
∣∣ A]
=
∫
Sˆα
p(x /∈ S|A)µ(dx) +
∫
(Sˆα)C
p(x ∈ S|A)µ(dx)
=
∫
Sˆα
(1− p+(x))µ(dx) +
∫
(Sˆα)C
p+(x)µ(dx), (3.39)
where
Sˆα :=
{
x ∈ D : fˆ(x)− z1−α
2
s(x) ≥ 0
}
and p+(x) = P(x ∈ S|A) = Φ
(
fˆ(x)
s(x)
)
.
An α satisfying the unbiasedness condition
∫
D
p+(x)µ(dx) = E[µ(S)|A] = µ(Sˆα) is referred
to as the Vorob’ev threshold and can be determined through dichotomy [24]. If the Vorob’ev
threshold is picked to be zero, then the Vorob’ev deviation is reduced to the empirical error
E . Because of the computational overhead of working with (3.39), we restrict attention to the
credible bands defined through Sˆα, which correspond to local uncertainty about f (or Z) as in
(3.38).
Illustration. To visualize the performance statistics, we consider a one-dimensional case
where we use the Gaussian observation GP to learn the sign of the quadratic f(x) = x2 − 0.752
on D = [0, 1], where S = [0.75, 1] and with the unique zero contour at x = 0.75. The design
x1:30 consists of n = 30 inputs drawn according to Latin hypercube sampling (LHS). The
observations are Y (x) = f(x) + , where  ∼ t3(0, 0.12). In the top plot in Figure 3.1, we plot
the true f(·), the posterior mean fˆ (30)(·), and associated 95%-CI; in the respective bottom panel,
we plot the local empirical error E¯ as defined in (3.37). We also show the credible band for
∂Sˆ as defined in (3.38). Basically we observe a peak around the zero-contour ∂S = 0.75 for
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local empirical error E¯, indicating that this region has larger posterior probability of wrongly
classifying x conditional on the training dataset A30. The global empirical error E defined in
(3.36) is the area under the curve of the local empirical error E¯. Volume of the credible interval
CI∂S is the length of the grey solid line, which is approximately the base of the triangle of
the local empirical error cure. Beyond the endpoints of the credible interval CI∂S , the local
empirical error E¯ is close to zero. Besides, the maximum of E¯ is always close to 0.5, where
fˆ u 0, and thus E¯ u 0.5. Consequently the global empirical error E is approximately the area
of the triangle with base equal to the volume of the credible interval CI∂S and height equal to
0.5. So the global empirical error is approximately linear with the volume of the credible interval
CI∂S , and we only provide measurements of the former one in our synthetic experiments. We
also visualize the true zero-contour ∂S = 0.75 and its estimate ∂Sˆ in the bottom pannel of
Figure 3.1. The distance between the blue circle and the red triangle is the error rate ER defined
in (3.34).
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Figure 3.1: Visualization of performance statistics. Upper panel: true function
f = (x + 0.75)(x − 0.75) (black solid line), the posterior mean fˆ(·) (dashed line) and
95% CIf (shaded area) based on observed samples (x1:30,y1:30) (blue dots). Lower panel:
local empirical error E¯(x) defined in (3.37). Along the x-axis we also show the estimated
zero-contour ∂Sˆ (blue circle) and its credible interval CI∂S (grey solid line) relative the true
zero-contour ∂S = 0.75 (red triangle).
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Sequential Design for Gaussian Process
Surrogates
4.1 Sequential Design
We estimate the level set S in a sequential design setting that assumes that f is expensive
to evaluate, for example because of the complexity of the underlying stochastic simulator.
Therefore efficient selection of the inputs x1:n is important. In sequential design, at each step
the next sampling location xn+1 is selected given all previous measurements. The Bayesian
approach to sequential design is based on greedily optimizing an acquisition function as in (2.7).
These strategies got popularized thanks to the success of the expected improvement criterion and
the associated efficient global optimization (EGO) algorithm [51]. The basic loop for sequential
design is as following:
• Initialize An0 = {(xi, yi), 1 ≤ i ≤ n0}.
• Loop for n = n0 + 1, n0 + 2, . . . .
– Choose the next input xn+1 = arg maxx∈M In(x), and sample yn+1 = Y (xn+1).
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– Augment An+1 = An
⋃{(xn+1, yn+1)}.
– Update Sˆ(n+1) with An+1.
4.1.1 Literature Overview
Literature of sequential design mainly focuses on developing variants of acquisition function
In(x) for different applications. Expected Improvement criterion [51] was one of the first
sequential design strategies for Bayesian Optimization. It provides a measurement of expected
maximum difference between the true minimum and the estimated function:
IEIn (x) = E[max(ymin − f (n)(x), 0)], (4.1)
where ymin = min(y1, ..., yn). EI chooses the input whose expected response is the closest to
the minimum observation.
Another important strategy for Bayesian Optimization, GP-UCB [97], chooses inputs with
highest UCB and avoids regions where the UCB is smaller than that of the selected input :
IUCBn (x) = fˆ (n)(x) + β1/2n s(n)(x). (4.2)
Similar strategies were also investigated in [16, 38, 107] for level set estimation. Instead of the
confidence bound of the response f , in level set estimation, our target is the zero-contour and its
neighborhood, and thus we care about the confidence bound of its absolute value |f |. Bryan et
al. [16] proposed straddle strategy:
ISTLn (x) = 1.96s(n)(x)− |fˆ (n)(x)|. (4.3)
The straddle strategy selects the input that is close to the zero-contour (small |f |) and have large
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variance.
Bryan et al. [16] provided a complete comparison between several strategies for identifying
the zero-contour in deterministic setting:
1. Misclassification probability: Choose the input which has the largest probability of
being misclassified to the wrong level (i.e., x ∈ S while fˆ (n) < 0 or x ∈ D while
fˆ (n) > 0) by the model. Let
α(n)(x) = P(f (n)(x) > 0) (4.4)
be the probability that the response is greater than 0. Then the expected misclassification
probability is defined as
IMISn (x) = min(α(n), 1− α(n)). (4.5)
Note equation (4.5) leads to the same expression as (3.37). However, (4.5) is used as an
acquisition function in sequential design for deterministic experiments, while (3.37) is for
stochastic experiments. Echard et al. [31, 32] explored the acquisition function
IMCSn (x) =
|fˆ (n)(x)|
s(n)(x)
. (4.6)
As an alternative criterion, MCS realizes the trade-off between the global uncertainty
reduction (large s(n)) and the exploration of the neighborhood of zero-contour (small
fˆ (n)).
2. Entropy: Choose the input which has the largest entropy
IETPn (x) = −α(n) log2(α(n))− (1− α(n)) log2(1− α(n)). (4.7)
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Entropy is a monotone function of the misclassification rate so they will choose the same
input as IMISn (x).
3. Variance: Choose the input with large variance
IV ARn (x) = s(n)(x)2. (4.8)
It helps to explore the entire space and to avoid getting stuck in a cluster around one input
or one contour.
4. Information gain: Choose the input with the largest information gain
IIGn (x) = IETPn (x)− E[IETPn+1 (x)]. (4.9)
Information gain is the same as entropy in deterministic setting, since the entropy at any
input will be zero after one observation, leading to E[IETPn+1 (x)] equal to zero. However,
in stochastic setting, this value is the difference between entropy after one observation is
simulated at the given input.
5. Combination of metrics: Choose the input with the largest combination of any two from
the first four measures (4.5), (4.7), (4.8) and (4.9). Multiplying two measures together, say
the entropy (4.7) and the variance (4.8), measures the classification uncertainty (entropy),
as well as how much impact a new observation would have (variance). Another example
is the staddle strategy, where we use the weighted sum of two measures together and
strike a balance between them in sequential design.
Other level-set sampling criteria are based on modifications to the EI criterion which is
originally designed for Bayesian Optimization. The Expected Feasibility Function [7] measures
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how well the true value of the response is expected to be on the target zero-contour:
IEFFn (x) =
∫ 

[− |f (n)(x)|]p(f (n)(x))df (n)(x). (4.10)
Similar to the EI criterion, EFF provides the same balance between exploration and exploitation.
Inputs where the expected value is close to the zero-contour and inputs with a large uncertainty
in the prediction will have large expected feasibility values. Ranjan et al. [89] proposed an
expected improvement function defined for level set estimation and contour identification:
IcEIn (x) = E[(αs(n)(x))2 −min(f (n)(x)2, (αs(n)(x))2)]. (4.11)
The term αs(n)(x) defines a neighborhood around the contour where the value of function is
within [−αs(n)(x),+αs(n)(x)]. The criterion tends to be large if we sample from the zero-
contour, where the predicted variance is largest.
The other criterion, targeted IMSE [83], aims at minimizing the IMSE in a target region
instead of the entire input space. For level set estimation, the target region is a neighborhood
around the zero-contour. With the zero contour, the targeted IMSE criterion is defined as
ItIMSEn (x) = E[
∫
u∈D
s(n)(u)I[− ≤ f (n)(u) ≤ ]f (n)(u)µ(du)|xn+1 = x] (4.12)
=
∫
u∈D
s(n+1)(u)Wn(u, x)µ(du),
where Wn(·) is a weight function. This criterion selects inputs to minimize the IMSE in a close
neighborhood to the zero-contour. The weight function depends on value of , which controls
the width of the close neighborhood around the zero-contour. For large , ItIMSEn performs
approximately like the IMSE in surface metamodeling problem.
Stepwise Uncertainty Reduction is another category of strategies for level set estimation,
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and it can be viewed as a global form of the local misclassification probability IMISn (4.5).
Define κn(x) as the variance of the excess indicator I[f (n)(x) > 0] obtained on n observations:
κn(x) = α
(n)(x)(1− α(n)(x)), (4.13)
with α(n)(·) defined in (4.4). Several forms of SUR strategies were proposed based on global
misclassification probability and global variance of I[f(x) > 0]. In fact, ISUR−1n (x) and
ISUR−3n (x) are global forms of local empirical error proposed in [16]. Note that ISUR−3n (x) for
deterministic setup has the same expression as the empirical error E in (3.36) for stochastic
experiments.
ISUR−1n (x) = E[(
∫ √IMISn+1 (u)µ(du))2|xn+1 = x]
ISUR−2n (x) = E[(
∫ √
κn+1(u)µ(du))
2|xn+1 = x]
ISUR−3n (x) = E[
∫ IMISn+1 (u)µ(du)|xn+1 = x]
ISUR−4n (x) = E[
∫
κn+1(u)µ(du)|xn+1 = x]
Table 4.1: SUR strategies proposed by Bect et al. [6].
4.1.2 Acquisition Functions for Level Set Estimation
We now propose several metrics for the acquisition function In(x) in Eq. (2.7). The key plan
is to target regions close to the boundary ∂Sˆ. A second strategy is to use the look-ahead posterior
standard deviation s(n+1) conditional on sampling at x, in order to assess the corresponding
information gain. This links the constructed design to the metamodel for f , since different
surrogate architectures quantify uncertainty differently.
The first metric, dubbed Maximum Contour Uncertainty (MCU), stems from the GP-UCB
strategies proposed by Srinivas et al. [97] for Bayesian Optimization. The idea of GP-UCB is
to express the exploitation-exploration trade-off through the posterior mean fˆ(x) and standard
deviation s(x). Following the spirit of GP-UCB, MCU blends the minimization of |fˆ (n)(x)|
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(exploitation) with maximization of the posterior uncertainty s(n)(x) (exploration):
IMCUn (x) := −|fˆ (n)(x)|+ γ(n)s(n)(x), (4.14)
where γ(n) is a step-dependent sequence of weights. Thus, MCU targets inputs with high
uncertainty (large s(n)(x)) and close to the boundary ∂Sˆ (small |fˆ (n)| ). Small γ(n) leads to
aggressive sampling concentrated along the estimated ∂Sˆ; large γ(n) leads to space-filling
sampling that effectively minimizes the integrated mean-squared error. Thus, the choice of
γ’s is critical for the performance; in particular γ(n) should be increasing to avoid being
trapped in local minima of |fˆ (n)(x)|. In the original application to BO [97] it is proved that
γ(n) = (2 log
( |D|pi2n2
6δ
)
)1/2 is guaranteed to converge. Further recipes for choice of γ(n) in (4.14)
for level set estimation were proposed in [38] and [11]; both papers mention that the above
recommendation is too conservative and tends to over-explore. A constant choice of γ(n) = 1.96
corresponds to the Straddle scheme in [16] and leads to In(x) ≥ 0 ⇔ x ∈ (95% CI band of
∂S). Similarly, [38] employed γ(n) = 3 and [11] suggested to use γ(n) =
√
log(|D|n2). Based
on our experiments (see remark 1), we find that a constant value of γ(n) may be problematic
and recommend to adapt γ(n) to the relative ratio between f(x) (for steeper response surfaces γ
should be larger) and s(x) (γ needs to rise as posterior uncertainty decreases). One recipe is to
use γ(n) = IQR(fˆ (n))\3Ave(s(n)) which keeps both terms in (4.14) approximately comparable
as n changes.
Remark 1 Choice of γ(n) for MCU We investigate the role of γ(n) in the performance of MCU.
Table 4.2 shows the error rate ER for GP and t-GP metamodels with MCU as acquisition
function in the 2D synthetic experiments (see experiment setup in Section 4.3) with four noise
structures across three constant values of γ(n). We observe that generally the impact of γ(n) is
secondary (with Gaussian GP being more sensitive), and moreover there is no single choice
that works the best across all cases. As illustrated in Figure 4.1, large γ(n) favors space-filling,
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while small γ(n) favors exploitation in regions close to the boundary ∂S.
Generally, smaller γ(n)’s work better in cases with less noise (e.g. γ(n) = 10 is worst in the
t/small noise scenario). This validates our recommendation that γ(n) should be adaptive to the
signal-to-noise ratio of fˆ (n)(x) and s(n)(x). Clearly s(n)(x) depends strongly on the original
noise specification which is another reason why a fixed “universal” γ(n) is inappropriate (unlike
in deterministic experiments, there is no simple way to normalize the variance of ). Note that
since s(n) decreases in n, the signal-to-noise ratio increases over time, which is consistent with
the theoretical results that γ(n) should increase with n.
Model γ(n) = 0.5 γ(n) = 1.96 γ(n) = 10
t/small
GP 1.87% (0.36%) 1.82% ( 0.51%) 2.09% (0.54%)
t-GP 1.80% (0.52%) 1.73% (0.22%) 1.84% (0.42%)
t/large
GP 5.20% (2.33%) 5.59% ( 2.22%) 4.94% (1.79%)
t-GP 3.80% (1.25%) 4.24% (2.12%) 4.01% ( 1.43%)
Gsn/mix
GP 5.10% ( 2.36%) 5.53% ( 1.79%) 6.01% ( 3.08%)
t-GP 4.63% (1.74%) 3.92% (1.26%) 4.39% ( 1.40%)
t/hetero
GP 11.23% ( 5.08%) 10.52 % (7.05%) 13.63% (6.32%)
t-GP 7.34% (3.96%) 10.58% ( 8.25%) 7.77% ( 3.55%)
Table 4.2: Mean (w/standard deviation) error rate ER for MCU in 2D synthetic experiments
with four noise structures. Results are based on 20 macro-replications of each scheme.
Remark 2 The local empirical error E¯(x) as defined in Eq. (3.37) could be directly used as an
acquisition function, i.e.
IMEEn (x) ≡ E¯(x) = Φ
(
− |fˆ
(n)(x)|
s(n)(x)
)
. (4.15)
This Maximal Empirical Error (MEE) acquisition function measures the local probability of
misclassification and is similar to the sequential criteria in [6, 31, 88, 7], all based on the idea
of sampling at x where the event {f(x) > 0} is most uncertain. However, (4.15) is not suitable
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(a) γ(n) = 0.5 (b) γ(n) = 1.96
(c) γ(n) = 10 (d) IQR of fˆ (n) vs. mean of s(n)
Figure 4.1: (a)-(c): The estimated boundary ∂Sˆ (dashed line with 95% CI as dotted lines).
Blue dots are samples selected by MCU with γ(n) = 0.5, γ(n) = 1.96, and γ(n) = 10; (d)
Ratio of IQR of fˆ (n) vs. mean of s(n) as a function of step n for 2D synthetic experiments
with four noise structures: t/small (solid line), t/large (dash line), Gsn/mix (dash-dot line)
and t/hetero (dot line). fˆ (n) and s(n) are calculated with GP. Samples are selected with MCU.
for our purposes since it is maximized across the entire ∂Sˆ (namely IMEEn (x) = 0.5 for any
x where fˆ (n)(x) = 0), so does not possess a unique maximizer as soon as ∂Sˆ is non-trivial.
One potential solution could be to maximize (4.15) over a finite candidate set, which however
requires significant fine-tuning.
Our second strategy focuses on quickly reducing E¯ by comparing the current E¯(x) given
An and the expected E¯(x) conditional on the one-step-ahead sample, An ∪ {xn+1, yn+1}. This
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is achieved by integrating out the effect of Y (xn+1) on E¯(xn+1):
IcSURn (x) = IMEEn (x)− EY (x)
[IMEEn+1 (x)] = Φ(− |fˆ (n)(x)|s(n)(x)
)
− EY (x)
[
Φ
(
− |fˆ
(n+1)(x)|
s(n+1)(x)
)]
.
(4.16)
The name cSUR is because (4.16) is directly related to the SUR strategy [6], modified to
target contour-finding. Crucially, IcSUR ties the selection of xn+1 to the look-ahead mean
fˆ (n+1)(xn+1) and look-ahead standard deviation s(n+1)(xn+1) that appear on the right-hand
side of (4.17). To compute the integral over Y (x), we replace fˆ (n+1)(x) with its average
fˆ (n)(x) = En[f(x)] = En[En+1[f(x)]] = En[fˆ (n+1)(x)]. Similarly, we plug in the approximate
one-step-ahead standard deviation sˆ(n+1) discussed in Section 4.2 (especially Equations (4.25),
(4.38), and (4.40)) for s(n+1)(x) :
IˆcSURn (x) = Φ
(
− |fˆ
(n)(x)|
s(n)(x)
)
− Φ
(
− |fˆ
(n)(x)|
sˆ(n+1)(x)|xn+1=x
)
. (4.17)
Note that if x is such that fˆ (n)(x) = 0 then both terms above are 1/2 and IcSURn (x) = 0.
Thus, the cSUR criterion will not place samples directly on ∂Sˆ, but will aim to bracket the
zero-contour.
In (4.17) cSUR only measures the local improvement in E¯(xn+1) at the sampling location
xn+1 and consequently might be overly aggressive in targeting ∂Sˆ. This motivates us to target
the global reduction in the uncertainty of Sˆ, so as to take into account the spatial structure of D.
The resulting Integrated Contour Uncertainty (ICU) is linked to the already defined empirical
error E from Section 3.6:
I ICUn (x) := EY (x)[E (n+1)|xn+1 = x] = EY (x)
[ ∫
u∈D
Φ
( −|fˆ (n+1)(u)|
s(n+1)(u)|xn+1=x
)
µ(du)
]
. (4.18)
We apply the same approximation as for cSUR to simplify the expectation over Y (x) and replace
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the integral over D with a sum over a finite subset D of size M :
Iˆ ICUn (x) = −
∑
xm∈D
Φ
( −|fˆ (n)(xm)|
sˆ(n+1)(xm)|xn+1=x
)
µ(xm). (4.19)
Then IICU(x) can be viewed as measuring the overall information gain about S from sampling
at x. The motivation behind ICU is to myopically minimize the expected one-step-ahead
empirical error E , which would correspond to 1-step Bayes-optimal design.
As a last alternative, we utilize the targeted mean square error (tMSE) criterion, a marginal
form of targeted IMSE criterion in Picheny et al. [83]:
I tMSEn (x) := s(n)(x)2 ·W tMSEn (x), (4.20)
where W tMSEn (x) :=
1√
2pis(n)(x)
exp
(
− fˆn(x)
2
2s(n)(x)2
)
. (4.21)
The tMSE criterion upweighs regions close to the zero contour through the weight function
W tMSEn (x) which measures the distance of x to ∂Sˆ
(n) using the Gaussian posterior density
N (fˆ (n), s(n)(x)2). Like MCU, tMSE is based only on the posterior at step n and does not
integrate over future Y (x)’s.
Remark 3 In [83] an additional parameter σ was added to the definition of W tMSEn (x) by
replacing s(n)(x) everywhere with
√
s(n)(x)2 + σ2 . We tried 0, 0.05, s
(n)(x) and 1\√n for σ
in (4.21) in 2D experiments to investigate the effect of value σ on the performance of tMSE. The
latter two are selected since in this way as the number of designs n increases, the target region
gets narrower and exploration of the zero-contour is enhanced. Fitted plot is shown in Figure
4.2. We observe that, besides the last one, there is not a significant difference between the others
in 2D experiments. We also repeated the experiments 20 times to account for randomness and
the overall results remain the same. Therefore, for simplification, in this article, we use σ = 0.
According to [83] σ controls the size of the domain of interest of I tMSEn : larger σ yields more
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space-filling as W tMSEn (x) becomes flatter. Since [83] dealt with deterministic experiments, σ is
necessary to ensure that W tMSEn (x) is well defined at existing x1:n and the recommendation was
σ to be 5% of the range of f . In our case s(n)(x) is intrinsically bounded away from zero and
(4.21) works well as-is. Experiments indicate that the performance of (4.20) is not sensitive to
σ, so to minimize the number of tuning parameters we stick to (4.21).
σ = 0 σ = 0.05
σ = s
(n)(x) σ = 1\
√
n
Figure 4.2: The estimated exercise boundary ∂Sˆ (dashed line with 95% CI as dotted lines).
Blue dots are designs selected by tMSE with σ = 0, σ = 0.05, σ = s(n)(x) and σ = 1\
√
n.
In the TP case, for MCU, cSUR, and ICU, we replace the standard normal cdf Φ(·) appearing
in the formulas by its Student-t counterpart (with the estimated degrees of freedom νn). For
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tMSE, to maintain tractability, we keep the same expression (4.21) for the weights W tMSE.
Figure 4.3: Comparison of acquisition functions. Upper panel: true function
f = (x + 0.75)(x − 0.75) (black solid line), the posterior mean fˆ(·) (dashed line) and
95% CIf (shaded area) based on observed samples (x1:30,y1:30) (blue dots). Along the x-axis
we also show the credible interval of the partition boundary CI∂S (grey solid line) relative
the true zero level set S = [0, 0.75] (red triangle). Lower panel: acquisition functions In(·)
for MCU, cSUR, ICU, and tMSE criteria, with vertical lines marking the respective maxima
arg maxx In(x).
Illustration
For instructive purposes, we reconsider the one-dimensional example discussed in Section
3.6. In the top plot in Figure 4.3, we plot the true f(·), the posterior mean fˆ (30)(·), and associated
95%-CI. We also show the credible band for ∂Sˆ; in the respective bottom panel, we plot the
acquisition functions IMCUn (·), IcSURn (·), I ICUn (·) and I tMSEn (·) as defined in Equations (4.14),
(4.17), (4.19), and (4.20).
Comparing the acquisition functions of the four criteria, we find that, besides ICU, all of the
others have maxima within the shaded credible interval of the boundary CI∂S . In practice, we
care only about the maximizer of the acquisition function, rather than its full shape, since the
former drives the selection of the next sample xn+1. The xn+1’s selected by MCU and tMSE
criteria are close. For the cSUR criterion, because IcSURn (x) = 0 at ∂Sˆ, there are two local
maxima with a “valley” between them. The interval between the two local maxima is roughly
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the confidence interval CI∂S for the boundary (3.38). Both MCU and tMSE select a location
very close to the boundary fˆ (n)(xn+1) ' 0. We note that MCU has a flatter acquisition function,
i.e. tMSE is more aggressive. In contrast, the ICU and cSUR criteria are more “global”; in
particular, ICU is the flattest among all the criteria.
Figure 4.4: Top row: Fitted metamodel fˆ (100) (dashed red line) and its 95%-CI (shaded region)
versus the true f = (x+ 0.75)(x− 0.75) (solid black), for each of the four design strategies.
The estimated 95% CI for the zero-contour ∂S is marked on the x-axis with a grey interval;
red triangle indicates the true zero-contour ∂S = 0.75. Bottom row: sampled inputs xn (on
the x-axis to match the top row) as a function of step n = 1, . . . , 100 (on the y-axis, moving
from top to bottom) for MCU, tMSE, cSUR, and ICU criteria. The rug plots at the bottom
visualize the overall distribution of x1:n at n = 100. The first ten inputs are selected using a
(fixed-across schemes) LHS design on D = [0, 1].
After using the various acquisition functions to select xn+1 at n = 11, . . . , 100, we show in
Figure 4.4 the resulting designs x1:n and the final estimate fˆ (100) with a Gaussian observation
GP metamodel. As desired, all methods target the true zero-contour at ∂S = 0.75. As a result,
the posterior variance s(n)(x)2 is much lower in this neighborhood; in contrast, especially for
tMSE and MCU, few samples are taken far from x = 0.75, and the posterior uncertainty there
remains high. The true zero contour is within the estimated posterior CI for all the criteria.
However, the CIs for MCU and tMSE are much wider than those for the others.
The bottom row in Figure 4.4 shows the sampled location xn as a function of step n. We
observe that MCU and tMSE heavily concentrate their search around the zero contour, leading
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to few samples (and consequently relatively large empirical errors E (n)) in other areas, although
the overall error rate ER is comparable. The ICU and cSUR criteria exhibit an “edge” effect;
that is, besides the desired zero contour x = 0.75, multiple samples are taken close to the edges
of the input space at x = 0 and x = 1. This occurs due to the relatively large posterior variance
s2(·) in those regions (which arises intrinsically with any spatial-based metamodel) that in turn
strongly influences IcSUR in (4.17) and I ICU in (4.19). Inputs sampled by the cSUR criterion
bracket the contour ∂S from both directions, matching the two-hill-and-a-valley shape of IcSUR
in Figure 4.3. We note that the two sampling “curves” get closer as n grows, indicating a gradual
convergence of the estimated zero contour ∂Sˆ(n), akin to a shrinking credible interval of Sˆ(n).
The ICU criterion generates a much more diffuse design: it engages in more exploration and is
less dependent on the current levels of the empirical error E . This eventually creates a flatter
profile for E¯(x).
The preceding discussion considered a single metamodel choice for f . Other metamodels
will generate different design features; in particular, sensitivity to (x) will lead to a different
mix of exploration (xn’s far from the zero-contour) and exploitation even for the same choice of
a In criterion. Figures 4.8 and 4.9, as well as Table 4.5, emphasize our message that one must
jointly investigate the combinations of I(·) and fˆ when benchmarking the ultimate performance
of the algorithm.
4.2 Look-Ahead Variance
The cSUR and ICU acquisition functions In require estimates of the look-ahead standard
deviation s(n+1)(x∗) conditional on sampling at xn+1 = x. A related computation is also
important for efficient updating of the GP/TP metamodels during sequential design, assimilating
the observation (xn+1, yn+1) into An. As is well known, usage of GP necessitates inverting the
covariance matrix K−1 which presents a computational bottleneck as n grows. Updating hinges
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on computing (K(n+1))−1 via applying the Woodbury identities to the current (K(n))−1.
A major advantage of the classical GP paradigm is that the posterior variance s(n)(x)2 is a
function only of the design x1:n; that is, it is independent of the observations y1:n. This allows
an exact analytic expression for s(n+1)(x)
∣∣
xn+1=x
in terms of xn+1. Recall that for an existing
design x1:n, after adding a new (xn+1, yn+1), the mean and variance at location x∗ are updated
via [25]
fˆ
(n+1)
Gsn (x∗) = fˆ
(n)
Gsn(x∗) + λ
(n)(x∗, xn+1)(yn+1 − fˆ (n)Gsn(xn+1)) (4.22)
s
(n+1)
Gsn (x∗)
2 = s
(n)
Gsn(x∗)
2 − λ(n)(x∗, xn+1)2(τ 2 + s(n)Gsn(xn+1)2), (4.23)
where λ(n)(x∗, xn+1) is a weight function that measures the influence of the new sample at xn+1
on x∗ conditioned on the existing inputs x1:n.
Lemma 4.2.1 (Woodbury formula) Assume b is a n× 1 vector, A is a n× n matrix, and d
and c are nonzero scalars; then we have
[bT d]
 A b
bT c

−1  b
d
 = bTA−1b− 1
c− bTA−1b(d− b
TA−1b)2. (4.24)
Using Lemma 4.2.1, we obtain the one-step-ahead variance at x∗:
Proposition 4.2.1 For any x∗,
λ(n)(x∗, xn+1) =
v
(n)
Gsn(x∗, xn+1)
τ 2 + s
(n)
Gsn(xn+1)
2
⇒ s(n+1)Gsn (x∗)2 = s(n)Gsn(x∗)2 −
v
(n)
Gsn(x∗, xn+1)
2
τ 2 + s
(n)
Gsn(xn+1)
2
.
(4.25)
In particular, after sampling at xn+1 the local updated posterior variance is proportional to the
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current s(n)Gsn(xn+1)
2 with a proportionality factor [44]:
s
(n+1)
Gsn (xn+1)
2
s
(n)
Gsn(xn+1)
2
=
τ 2
τ 2 + s
(n)
Gsn(xn+1)
2
. (4.26)
The above lemma is our basis for calculating the acquisition function for the cSUR criterion
(4.17) that requires only (4.26) and the ICU criterion (4.19). As we see below, because (4.25)
holds only in the Gaussian prior/Gaussian likelihood setting, further approximations are required
to apply (4.2.1)–(4.26) for the alternative metamodels. Such look-ahead variance expressions
are of independent interest, applicable beyond the context of level set estimation.
A limitation of using a non-Gaussian observation or classification likelihood is that, unlike
for Gaussian observation GP, there are no exact variance look-ahead formulas for the resulting
t-GP, Cl-GP and TP metamodels. There are two main reasons for this. First, both the posterior
mean fˆ (n+1)(x∗) in (3.13) and (3.19) and the posterior variance s(n+1)(x∗)2 in (3.14) and (3.20)
for t-GP and Cl-GP depend on the posterior mode f˜ (n+1)tGP or z˜
(n+1)
Cl , which changes every
step. Therefore, they cannot be accessed in advance. Furthermore, for t-GP, Cl-GP and M-
GP s(n+1)(x∗) depends on the next-step HessianW (namely on w
(n+1)
n+1 ), and for TP s
(n+1)(x∗)
depends on β(n+1). Both of these again depend on yn+1. To overcome this challenge, we develop
an approximation sˆ(n+1)(·) for each metamodel. Our strategy is to replace each inaccessible
term with its expected value from the point of view of step n. For example, we calculate the
expectation of f˜ (n+1)tGP , z˜
(n+1)
Cl , Σ˜
(n+1)
Mon and β
(n+1) with respect to An. Propositions 4.2.2-4.2.3-
4.2.5 provide the resulting look-ahead formulas for t-GP, Cl-GP, M-GP and TP respectively,
with derivation details in Section 4.2.1.
Proposition 4.2.2 For any x∗, the formula for the look-ahead variance for t-GP is
sˆ
(n+1)
tGP (x∗)
2 := s
(n)
tGP(x∗)
2 − v
(n)
tGP(x∗, xn+1)
2
(τ 2 ν+1
ν−1) + s
(n)
tGP(xn+1)
2
. (4.27)
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Proposition 4.2.3 Let vˇn+1 = v+n+1p+ + v
−
n+1p−, where
where v+n+1 =
φ(zˆ
(n)
Cl (xn+1))
2
Φ(zˆ
(n)
Cl (xn+1))
2
+
zˆ
(n)
Cl (xn+1)φ(zˆ
(n)
Cl (xn+1))
Φ(zˆ
(n)
Cl (xn+1))
, (4.28)
p+ = Φ
(
zˆ(n)(xn+1)√
1 + s
(n)
C (xn+1)
2
)
, (4.29)
and v−n+1 =
φ(zˆ
(n)
Cl (xn+1))
2
Φ(−zˆ(n)Cl (xn+1))2
− zˆ
(n)
Cl (xn+1)φ(zˆ
(n)
Cl (xn+1))
Φ(−zˆ(n)Cl (xn+1))
, p− = 1− p+. (4.30)
For any x∗, the formula for the look-ahead variance for Cl-GP is
sˆ
(n+1)
Cl (x∗)
2 := s
(n)
Cl (x∗)
2 − v
(n)
Cl (x∗, xn+1)
2
(vˇn+1)−1 + s
(n)
Cl (xn+1)
2
. (4.31)
Proposition 4.2.4 For monotonic GP, the local updated variance s(n+1)Mon (xn+1)2 at xn+1, and
the step-ahead variance s(n+1)Mon (x∗)
2 at any input x∗:
s
(n+1)
Mon (xn+1)
2
s
(n)
Mon(xn+1)
2
=
τ 2
τ 2 + s
(n)
Mon(xn+1)
2
, (4.32)
s
(n+1)
Mon (x∗)
2 = s
(n)
Mon(x∗)
2 − v
(n)
Mon(x∗, xn+1)
2
τ 2 + s
(n)
Mon(xn+1)
2
. (4.33)
Proposition 4.2.5 For any x∗, the formula for the look-ahead variance for TP is
s
(n+1)
TP (x∗)
2 =
ν + βˇ(n+1) − 2
ν + n− 1 s
(n+1)
Gsn (x∗)
2, (4.34)
where
βˇ(n+1) = β(n) +
ν
ν − 2 .
We note that in our experiments we only use the above to evaluate In, and directly re-estimate
f˜ (n+1) at each step of the sequential design.
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4.2.1 Computation Details for Look-Ahead Variance
t-GP: To approximate f˜ (n+1)tGP in t-GP, we recall that the posterior mode and the posterior
mean coincide:
fˆ
(n)
tGP(x1:n) = KK
−1f˜ (n)tGP = f˜
(n)
tGP. (4.35)
Hence we can compute the expected value of f˜ (n+1)tGP using the tower property:
E[f˜ (n+1)tGP |x1:n,y1:n] = E[fˆ (n+1)tGP (x1:n+1)|x1:n,y1:n] = E [E[f(x1:n+1)|x1:n+1,y1:n+1]|x1:n,y1:n]
= E[f(x1:n+1)|x1:n,y1:n] = [fˆ (n)tGP(x1:n), fˆ (n)tGP(xn+1)] = [f˜ (n)tGP, fˆ (n)tGP(xn+1)],
(4.36)
where the last equality follows from the BLUP property of GP estimates. Therefore, we
approximate the (n+ 1)-dimensional vector f˜ (n+1)tGP with fˇ
(n+1)
tGP = [f˜
(n)
tGP, fˆ
(n)
tGP(xn+1)], where the
first component is n-dimensional and the second component is a scalar. In turn, this step allows
us to update the matricesW (n)tGP andK
(n) assuming a new input xn+1 is added. Specifically, the
new entry inW (n+1)tGP is
w
(n+1)
n+1 = (ν + 1)
ντ 2 − (yn+1 − f˜ (n+1)tGP (xn+1))2(
(yn+1 − f˜ (n+1)tGP (xn+1))2 + ντ 2
)2
' (ν + 1) ντ
2 − (yn+1 − fˆ (n)tGP(xn+1))2(
(yn+1 − fˆ (n)tGP(xn+1))2 + ντ 2
)2 . (4.37)
Matching terms with the Gaussian observation GP, the updated variance s(n+1)tGP (xn+1)
2 is then
approximately proportional to the current variance:
s
(n+1)
tGP (xn+1)
2
s
(n)
tGP(xn+1)
2
' (w
(n+1)
n+1 )
−1
(w
(n+1)
n+1 )
−1 + s(n)tGP(xn+1)2
. (4.38)
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To make this implementable at step n, we need to remove the inaccessible yn+1 term in
both the numerator and denominator of (4.37). In principle, we could attempt to (numeri-
cally) integrate the predictive distribution Y (xn+1) ∼ tν(f (n)t (xn+1), τ 2) against f (n)t (xn+1) ∼
N (fˆ (n)t (xn+1), s(n)t (xn+1)2); for simplicity we instead replace (yn+1 − fˆ (n)tGP(xn+1))2 with its
expectation: E[(yn+1 − fˆ (n)tGP(xn+1))2] = Var[yn+1] = τ 2 and therefore obtain the approxima-
tion w(n+1)n+1 ' (ν + 1) (ν−1)τ
2
(ν+1)2τ4
= ν−1
(ν+1)τ2
. This leads to the final look-ahead variance formula
(cf. (4.25)):
sˆ
(n+1)
tGP (x∗;xn+1)
2 := s
(n)
tGP(x∗)
2 − v
(n)
tGP(x∗, xn+1)
2
(τ 2 ν+1
ν−1) + s
(n)
tGP(xn+1)
2
. (4.39)
Cl-GP: Similar to the t-GP, the look-ahead variance for the classification GP is intractable
since s(n+1)Cl is based on the mode z˜
(n+1)
Cl of the posterior pCl(z|x1:n,y1:n, xn+1, yn+1). Similar
to (4.36) we use the approximation z˜(n+1)Cl ' zˇ(n+1)Cl := [z˜(n)Cl , zˆ(n)Cl (xn+1)]. In that case we obtain
an expression similar to (4.38), with w(n+1)n+1 replaced by v
(n+1)
n+1 from Eq. (3.18):
s
(n+1)
Cl (xn+1)
2
s
(n)
Cl (xn+1)
2
' (v
(n+1)
n+1 )
−1
(v
(n+1)
n+1 )
−1 + s(n)Cl (xn+1)2
. (4.40)
The Hessian element v(n+1)n+1 is given by
v
(n+1)
n+1 =
φ(z˜
(n+1)
n+1 )
2
Φ(yˇn+1z˜
(n+1)
n+1 )
2
+
yˇn+1z˜
(n+1)
n+1 φ(z˜
(n+1)
n+1 )
Φ(yˇn+1z˜
(n+1)
n+1 )
,
which depends on the next-step signed response yˇn+1. To develop an approximation in terms of
step-n values, we once more replace z˜(n+1)n+1 with the current mean zˆ
(n)
Cl (xn+1). Moreover, the
next response yˇn+1 will take only two values, so v
(n+1)
n+1 will take on just two values v
±
n+1. Hence,
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we can compute the “expected value”
vˇn+1 := v
+
n+1p+ + v
−
n+1p−, (4.41)
where v+n+1 =
φ(zˆ
(n)
Cl (xn+1))
2
Φ(zˆ
(n)
Cl (xn+1))
2
+
zˆ
(n)
Cl (xn+1)φ(zˆ
(n)
Cl (xn+1))
Φ(zˆ
(n)
Cl (xn+1))
, (4.42)
and v−n+1 =
φ(zˆ
(n)
Cl (xn+1))
2
Φ(−zˆ(n)Cl (xn+1))2
− zˆ
(n)
Cl (xn+1)φ(zˆ
(n)
Cl (xn+1))
Φ(−zˆ(n)Cl (xn+1))
, (4.43)
with p+ := P(Y (xn+1) > 0|An) =
∫
R Φ(z)pZ(xn+1)(z|An)dz = Φ
(
zˆ(n)(xn+1)√
1+s
(n)
C (xn+1)
2
)
, and
p− = 1− p+. The final formula for the look-ahead variance becomes
sˆ
(n+1)
Cl (xn+1)
2 := s
(n)
Cl (xn+1)
2 · (vˇn+1)
−1
(vˇn+1)−1 + s
(n)
Cl (xn+1)
2
.
Monotonic GP: Similar to the t-GP and Cl-GP, look-ahead variance is intractable for the
monotonic GP, since the EP mean µ˜Mon and variance Σ˜Mon are changing as the designs are
augmented. Rewriting (3.30), we obtain
v˜
(n)
Mon(x∗, x
′
∗) = Kf ,f (x∗, x
′
∗)− [K(n)f ,f ′(x∗,xv), k(x∗)](K˜(n)joint + ˜˜Σ(n)joint)−1
 K(n)f ′,f (xv, x∗)
k(x∗)
 ,
(4.44)
where K˜(n)joint =
 K(n)f ′,f ′(xv,xv) K(n)f ′,f (xv,x1:n)
K
(n)
f ,f ′(x1:n,xv) K
(n)
f ,f (x1:n,x1:n)
 and ˜˜Σ(n)joint =
 Σ˜(n)Mon 0
0 σ2In×n
 .
K
(n)
f ′,f ′(xv,xv) is the step-n covariance matrix for the gradient of virtual observations, and
Σ˜
(n)
Mon is the approximate covariance matrix for pMon(yv|f ′). When calculating the one-step-
ahead variance for monotonic GP, we freeze the virtual observations and their gradient, which
in consequence freezes the K(n)f ′,f ′(xv,xv), K
(n)
f ′,f (xv,x1:n), K
(n)
f ,f ′(x1:n,xv), and Σ˜
(n)
Mon matrices.
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Therefore, the virtual observations are treated as fixed inputs. Then, as a new observation is
added, only the last row and column of the covariance matrix are updated, while the other parts
remain unchanged. This approach transforms computing the look-ahead standard deviation
s
(n+1)
Mon into the classical Gaussian observation GP as in (4.26).
TP: In terms of update formulas, TPs are in between GPs and t-GPs, with closed-form
expressions available but depending on yn+1. Specifically, the effect of adding a new observation
(xn+1, yn+1) can be highlighted in closed form, since
f(x∗)|y1:n, yn+1 ∼ T
(
ν + n+ 1, fˆ
(n+1)
TP (x∗), s
(n+1)
TP (x∗)
)
,
where
fˆ
(n+1)
TP (x∗) = fˆ
(n+1)
Gsn (x∗) (4.45)
s
(n+1)
TP (x∗)
2 =
ν + β(n+1) − 2
ν + n− 1 s
(n+1)
Gsn (x∗)
2. (4.46)
The effect of yn+1 is inside
β(n+1) = y>1:n+1(K
(n+1))−1y1:n+1
= β(n) + s
(n)
Gsn(xkn+1)
−1 (h(n)(xkn+1)2 + 2yn+1h(n)(xkn+1) + y2n+1) ,
using the partition inverse equation, with h(n)(x) := −y>1:n(K(n))−1k(x) = −fˆGsn(x). Since
yn+1 is unknown beforehand, we use a plugin value βˇ(n+1) for β(n+1), relying again on the tower
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property:
βˇ(n+1) = E[β(n+1)|x1:n,y1:n] = E
[
E[β(n+1)|x1:n+1,y1:n+1]|x1:n,y1:n
]
= β(n) + s
(n)
Gsn(xkn+1)
−2(
h(n)(xkn+1)
2 + 2fˆ
(n)
Gsn(xkn+1)h
(n)(xkn+1) + fˆ
(n)
Gsn(xkn+1)
2 +
ν
ν − 2s
(n)
Gsn(xkn+1)
2
)
= β(n) +
ν
ν − 2 . (4.47)
4.3 Synthetic Experiments
4.3.1 Benchmark Construction
As synthetic experiments, we consider three benchmark problems in dimension d = 1, 2, and
6. For the latter two we employ the widely used Branin-Hoo 2-D and Hartman 6-D functions;
see, for example, [84]. The original functions have been rescaled to map their sample space D
onto [0, 1]d; see Table 4.3.
The latent functions are chosen to cover a variety of problem properties. The quadratic
f in 1-D is strictly monotonically increasing, yielding a single boundary ∂S. The original
Branin-Hoo function [84] is modified so that f is increasing in x1 and the zero-level set has a
non-trivial shape in x2. The Hartman is a multimodal function with a complex zero contour.
The parameters in the original Hartman function described in [84] are adjusted to reduce the
"bumps" in the zero contour and make the problem more appropriate for the level set estimation
task.
A large number of factors can influence the performance of metamodels and designs. In
line with the stochastic simulation perspective, we concentrate on the impact of the simulation
noise and consider four observation setups. These cover a variety of noise distributions and
signal-to-noise ratio, measured through the proportion of standard deviation τ to the range Rf
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Quadratic (1-D) f(x) = (x+ 0.75)(x− 0.75)
with x ∈ [0, 1]
Branin-Hoo (2-D) f(x) = 1
178
[(
x¯1 − 5.1(x¯2)2
4pi2
+ 5x¯
2
pi
− 20)2 + (10− 10
8pi
) cos(x¯1)− 181.47]
with: x¯1 = 15x1, x¯2 = 15x2 − 5, x1, x2 ∈ [0, 1]
Hartman6 (6-D) f(x) = −1
0.1
[∑4
i=1Ci exp
(−∑6j=1 aji(xj − pji)2)− 0.1]
with: C = [0.2, 0.22, 0.28, 0.3]
a =

8.00 0.50 3.00 10.00
3.00 8.00 3.50 6.00
10.00 10.00 1.70 0.50
3.50 1.00 8.00 8.00
1.70 6.00 10.00 1.00
6.00 9.00 6.00 9.00

p = 1
104

1312 2329 2348 4047
1696 4135 1451 8828
5569 8307 3522 8732
124 3736 2883 5743
8283 1004 3047 1091
5886 9991 6650 381

Table 4.3: Response surfaces x 7→ f(x) for synthetic experiments.
of the response. The first two settings use Student-t distributed noise, with (i) low τ and (ii)
high τ . The third setting uses (iii) Gaussian mixture noise to further test misspecification of .
The fourth setting considers the challenging case of (iv) a heteroscedastic Student-t noise with
state-dependent degrees of freedom. In total we have 3× 4× 4× 6 experiments (indexed by
their dimensionality, noise setting, design heuristic, and metamodel type).
Besides the noise distribution, we fix all other metamodeling aspects. All schemes are
initialized with n0 = 10d inputs drawn from an LHS design on [0, 1]d and use the SE kernel
(3.4) for the covariance matrixK. To analyze for the variability due to the initial design and the
noise realizations, we perform 100 macroruns of each design/acquisition function combination.
For each run, the same initial inputs are used across all GP metamodels and designs, but
otherwise the initial x1:n0 vary across runs.
Optimization of the Improvement Metric: We employed the MCU, ICU, tMSE and
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Initial design Latin hypercube sampling of size n0 = 10d
Total budget n d = 1, n = 100; d = 2, n = 150; d = 6, n = 1000
Test set size M = |D| d = 1,M = 1000; d = 2,M = 500; d = 6,M = 1000
Noise setting for (x) (i) t/small : t3(0, (0.1Rf )2)
(ii) t/large : t3(0, R2f )
(iii) Gsn/mix: 50/50 mix of N (0, (0.5Rf )2) and N (0, R2f )
(iv) t/hetero : t6−4x1(0, (0.4(4x1 + 1))2)
Table 4.4: Stochastic simulation setup for synthetic experiments. (Rf ≡ maxx f(x)−minx f(x))
cSUR criteria to maximize the improvement metric I and select the next input xn+1. This
maximization task is nontrivial in higher dimensions because I is frequently multimodal and
can be flat around its local maxima. We use a genetic optimization approach as implemented
in the ga function in MATLAB, with tolerance of 10−3 and 200 generations. This is a global,
gradient-free optimizer that uses an evolutionary algorithm to explore the input space D.
Evaluation of Performance Metrics: Recall that evaluating the quality of ∂Sˆ is based on
ER and E from (3.34) and (3.36) that require integration overD. In practice, these are computed
based on a weighted sum over a finite D, Eˆ := ∑Mm=1 Φ(−|fˆ(xm)|s(xm) )µ(xm) for a space-filling
sequence D ≡ x1:M ∈ D of test points. In 1-D experiments D was an equispaced grid of size
M = 1000. In higher dimensions, to avoid the use of a lot of test points that are required to
ensure an accurate approximation, we adaptively pick D that targets the critical region close to
the zero contour. To do so, we replace the integral with a weighted sum:
ER ' pc
M1
∑
x1:M1∈D1
I(sign f(xm) 6= sign fˆ(xm)) + (1− pc)
M2
∑
x1:M2∈D2
I(sign f(xm) 6= sign fˆ(xm)),
(4.48)
where M = M1 + M2 and the test locations x1:M1 and x1:M2 are subsampled from a large
space-filling (scrambled Sobol) sequence on D. The weight pc determines the relative volume
of D1 and D2 = D\D1, where on D1 = {x : f(x) ' 0} we are close to the zero contour. In the
experiments below we use M1 = 0.8M,M2 = 0.2M , and pc = 0.4, so that the density of test
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points close to ∂S is double relative to those far from the zero contour. We employ the same
strategy for speeding the evaluation of the empirical error E .
Surrogate Inference: Values of hyperparameters ϑ are crucial for good performance of
GP metamodels. We estimate ϑ using maximum likelihood. Except for TP, all models are fitted
with the open source package GPstuff [104] in MATLAB. TPs are fitted with the hetGP [8]
package in R. Auxiliary tests did not reveal any significant effects from using other available
tools for plain GPs and t-GP, such as GPML [90].
In principle, the hyperparameters ϑ change at every step of the sequential design, in other
words, whenever An is augmented with (xn+1, yn+1). To save time however, we do not update
ϑ at each step. Instead, we first estimate the hyperparameters ϑ based on the initial design An0
and then freeze them, updating their values only every few steps. Specifically, ϑ is re-estimated
at steps n0 + 1, n0 + 2, n0 + 4, n0 + 8, n0 + 16, . . . (as the sample size becomes large, the
inference of hyperparameters becomes more stable).
The lengthscales θi are the most significant for surrogate goodness of fit. A too-small
lengthscale will make the estimated fˆ look “wiggly” and might lead to overfitting, while θi too
large will fail to capture an informative shape of the true f and hence S. Since our input domain
is always [0, 1]d, we restrict θi ∈ (0.1, 1) ∀i to be on the order of the length of the sample space
D.
Computational Overhead: All the considered metamodels are computationally more
demanding than the baseline Gaussian GP. For t-GP and Cl-GP, additional cost arises due to the
Laplace approximation. TP necessitates estimation of the parameter ν and also the computation
of β in (3.32). In the experiments considered, the respective computation times were roughly
double to triple relative to the Gaussian GP. In terms of sequential design, MCU, tMSE, and
cSUR have approximately equal overhead; ICU is significantly more expensive because it
requires evaluating the sum in (4.19). Note that all heuristics include two expensive steps:
optimization for xn+1 and computation of fˆ (n) and s(n) (and/or sˆ(n+1)).
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Overall timing of the schemes is complicated because of the combined effects of N (design
budget), M (size of test set), and the use of different software (some schemes run in R and
others in Matlab). Most important, the ultimate computation time is driven by the simulation
cost of generating Y (x)-samples, which is trivial in the synthetic experiments but assumed to
be large in the motivating context.
4.3.2 Comparison of GP Metamodels
Figure 4.5 shows the boxplots of the error rate ER of Sˆ(N) at the final design (N = 100
in 1-D; N = 150 in 2-D; N = 1000 in 6-D). The plots are sorted by noise settings and design
strategies, facilitating comparison between the discussed metamodels. In Table 4.5, we list
the best metamodel and design combination in each case. Several high-level observations can
be made. First, we observe the limitations of the baseline Gaussian GP metamodel, which
cannot tolerate too much model misspecification. As the noise structure gets more complex,
the classical GP surrogate begins to show increasing strain; in the last t/hetero setup, it is
both unstable (widely varying performance across runs) and inaccurate, with error rates upward
of 30% on “bad” runs. In addition, according to results shown in Table 4.5, across all of the
twelve cases, besides 1d example with t/small noise, the Gaussian GP never performs as the
best model. This result is not surprising but confirms that the noise distribution is key for the
contour-finding task and illustrates the nonrobustness of the Gaussian observation model, due to
which outliers strongly influence the inference.
Second, we document that the simple adjustment of using Student-t observations signif-
icantly mitigates the above issue. t-GP performs consistently and significantly better than
Gaussian GP in essentially all settings. This result is true even when both models are misspec-
ified (the Gsn/mix and t/hetero cases). The performance of t-GP was still better (though
not statistically significantly so) when we tested it in the setting of homoscedastic Gaussian
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noise (not shown in the plots). The latter fact is not surprising—t-GP adaptively learns the
degrees-of-freedom parameter ν and hence can “detect” Gaussian noise by setting ν to be large.
Conversely, in heavy-tailed noise cases, the use of t samples will effectively ignore outliers
[77] and thus produce more accurate predictions than working with a Gaussian observation
assumption. We find that t-GP can handle complex noise structures and offers a good choice for
all-around performance, making it a good default selection for applications. It brings smaller
error rate ER, more stable hyperparameter estimation, less contour bias, and tighter contour
CI. Moreover t-GP is significantly better than all the other GPs in seven of the twelve setups,
indicating that t-GP is essentially the best out of all GP metamodels in most cases.
Third, we also inspect the performance of the TP metamodel. As shown in Table 4.5, TP is
the best in two cases out of the twelve, both of which are with the t/small noise. In addition,
TP has the smallest empirical error E (uncertainty) compared with the other metamodels in all
cases except t/hetero across 1-D and 2-D experiments. We note that TP works worst in t/large
and t/hetero cases, having both large error rate ER and empirical error E . Therefore, TP does
not work well in cases with low signal-to-noise ratio or greatly misspecified noise.
Fourth, Cl-GP is also better than Gaussian GP in some cases with tMSE and MCU designs
(except for the 6-D t/hetero setup, where the error rate ER of MCU is not significantly different
from that of ICU, although mean of ICU is slightly smaller). There is significant improvement
for models with low signal-to-noise ratio; the only exception is for the low-noise setup where
Cl-GP underperforms classical GP. This matches the intuition that employing classification
“flattens” the signal by removing outliers. By considering only the sign of the response, the
classification model largely disregards very large or highly negative observations, simplifying
the noise at the cost of some information loss. The net effect is helpful when the noise is
mis-specified or too strong so as to interfere with learning the mean response. The side effect is
deleterious if the above gain is too little to outweigh the information loss, as apparently happens
in the t/small setup in 1-D and 6-D experiments. Of note, Cl-GP with MCU and MCl-GP
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with MCU design have the smallest error rate among all GPs in two (Gsn/mix and t/hetero
in 1-D) out of 12 cases shown in Table 4.5. We also observe, however, that the stability of
Cl-GP is highly dependent on the design: some designs create large across-run variations in
performance. We hypothesize that this situation is linked to a more complex procedure for
learning the hyperparameters of Cl-GP; therefore, designs that are not aggressive enough to
explore the zero contour region (such as cSUR) can lead to difficulties in estimating ϑ. In
particular, relative to t-GP, Cl-GP has more variable performance (i.e., larger sampling variance).
In terms of imposing monotonicity constraints, we observe two competing effects. On the
one hand, as expected, monotonic GP surrogates generally reduce the error rate ER and the
posterior uncertainty (hence E) relative to the base surrogate. For example, in the 1-D example
a monotonic surrogate will clearly assign the left edge x ' 0 to the negative level set N , greatly
reducing E¯ in that region compared to an unconstrained model. This effect is because the
additional gradient constraint intrinsically lowers posterior uncertainty s(x). On the other hand,
monotonic GPs tend to exhibit greater bias in learning S. This phenomenon is notable in our
experiments where the monotonic models have the worst bias across all metamodels. This
occurs because the gradient constraints globally influence the shape of fˆ and tend to make it
flatter relative to f . As a result, observations far from the zero contour tend to systematically
skew the latter’s estimation.
4.3.3 Empirical Errors and Uncertainty Quantification
Figure 4.6 shows the empirical errors E that are supposed to proxy the true error rates ER.
Overall, we find that MCU tends to produce the largest E , and ICU the smallest. These results
are consistent with their design construction and local behavior: MCU heavily concentrates
around ∂Sˆ, which leads to little information collected about other regions, especially around the
boundaries of sample space D and hence relatively large E¯(x) there, inflating E . Conversely, the
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objective function of ICU is precisely the myopic minimization of En+1. The other two designs
are intermediate versions in terms of minimizing E . The tMSE heuristic tends to target the zero
contour plus the edges of D, while cSUR tends to broadly target a “credible band” around ∂Sˆ.
Both approaches are better at reducing E compared with MCU but are not directly aimed at this.
This logic is less consistent for the classification GPs, where tMSE often yields the lowest E .
This result echoes Section 4.3.2, namely, that classification GPs tend to perform better with
MCU and tMSE designs in lower dimensional cases. TPs tend to have a much greater empirical
error E when the noise is misspecified or in higher dimensional experiments, consistent to the
conclusions obtained with the error rate ER.
As a further visualization, Figure 4.7 shows the median error rate ER (3.34) and empirical
error E in Eq. (3.36) as a function of step n in the 2-D Gsn/mix experiments. This illustrates
the learning rates of different schemes as data is collected and offers a further comparison
between the true ER and the self-reported E of the same scheme. We observe that some
metamodels underperform for very low n, even if they eventually “catch up” after sufficiently
large simulation budget. This is especially pronounced for the classification Cl-GP and MCl-GP
metamodels, which yield very high ER(n) (which is also much higher than the self-reported E)
for n small. We also note that TP, Cl-GP and MCl-GP all appear to enjoy faster reduction in
ER(n) compared with the baseline Gaussian GP, which we conjecture is due to better resistance
against Y -outliers that distract plain GP’s inference of S. Comparing the two rows of the figure,
we note that discrepancies between ER and E tend to correlate with degraded performance,
namely, the metamodel being unable to properly learn the response surface, and the poor
uncertainty quantification leading to poor level set estimate. Moreover, the results suggest
that the wedge in performance of different design criteria tends to persist; for example MCU
and ICU frequently have not only the highest/lowest E (n) but also the slowest/fastest rate of
reduction in E (n) as n grows. Consistent with results in Section 4.3.2, classification GPs with
ICU criterion have both greater error rate ER and empirical error E in 2-D experiments.
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4.3.4 Designs for Contour Finding
A key goal of our study is qualitative insights about experimental designs most appropriate
for noisy level set estimation. Through identifying the best-performing heuristics we get an
inkling regarding the structure of near-optimal designs for (2.2). In this section we illustrate the
latter within a 2-D setup that can be conveniently visualized. Taking the t/large experiment
as an example, in Figure 4.8 we plot the fitted zero contour ∂Sˆ at N = 150 together with the
chosen inputs x1:150 across the 6 metamodels and the 4 I heuristics. As might be expected,
most of the designs are around the boundary of ∂S, which is the intrinsic way to minimize the
error ER. Nevertheless, we observe significant differences in designs produced by different
I’s. The MCU criterion places most of the samples close to the estimated zero contour ∂Sˆ,
reflecting its aggressive exploitation nature. For tMSE, the samples tend to cluster at several
subregions of ∂Sˆ and on the edges of D. For cSUR, x1:n cover a band along ∂Sˆ, resembling
the shape of MCU design but more dispersed. For ICU the design is much more exploratory,
covering a large swath of D. All these findings echo the 1-D example in Figure 4.4.
One feature we observe is a so-called edge effect, that is, designs that focus on the edges of
the input space. This effect arises due to the intrinsically high posterior uncertainty s(x) for x
close to ∂D. It features strongly in tMSE and cSUR (which have about 45% of the inputs along
the edge) and to some extent in ICU (about 30% of inputs in this example). In contrast, MCU
strongly discounts any region that is far from ∂Sˆ. In the given 2-D experiment, we obtain some
inputs directly on the boundary ∂D = {x1 ∈ {0, 1} ∪ {x2 ∈ {0, 1}}, that is, the maximizer
of In(·) lies exactly at its upper/lower bound (i.e. the constraint x ∈ D is binding). A related
phenomenon is the concentration of inputs in the top/left and bottom/right corners of D in the
figure, which are associated with the highest uncertainty about the level set due to the confluence
of the zero contour passing there and reduced spatial information from being on the edge of D.
Another noteworthy feature is replication of some inputs, that is, repeated selection of
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the same x site. This does not occur for MCU, but happens for ICU, tMSE and cSUR that
frequently (across macroruns) sample repeatedly at the vertices ofD (indicated by the size of the
corresponding marker in Figure 4.8). The replication is typically mild (we observe 145+ unique
designs among a total of 150 xn’s). This finding echoes the importance for the metamodel
to distinguish between signal and noise, which is a key distinction with the noise-free setting
(x) ≡ 0 [9].
Given this above discussion and the relative overhead associated with the different heuristics,
we conclude that in lower dimensional problems, there is little benefit to using the more
sophisticated ICU criterion, while for higher dimensional problems, ICU criterion is significantly
better than the others. Beyond that, tMSE appears to be adequate and cheaper choices for 1D and
2D experiments. However, as the space becomes more complicated, we need more exploration
over the input space and the explorative criteria like ICU start to shine.
The performance of designs differs when combined with different GP metamodels. Table 4.5
shows that there is not one overall “best" design for all metamodels across all cases. However,
it does suggest some design/metamodel “combos" that work better than others, especially in
the 1-D and 2-D experiments. The classification GPs seem to prefer more aggressive designs,
such as MCU, while the regression GPs prefer more exploratory designs, such as ICU. In
higher dimensions, ICU usually wins across all metamodels in accuracy; see the results of 6-D
experiments in Table 4.5.
4.4 Application to Optimal Stopping Problems in Finance
In our next example we consider contour finding for determining the optimal exercise policy
of a Bermudan financial derivative, as discussed in Section 2.2. The underlying simulator is
based on a d-dimensional geometric Brownian motion (Xt) that represents asset prices and
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follows the log-normal dynamics
Xt+∆t = Xt exp
(
(r − 1
2
σ2)∆t+ Σ∆Wt
)
, ∆Wt ∼ N (0,∆tI), (4.49)
where I is the d × d identity matrix. Let h(t, x) be the option payoff from exercising when
Xt = x. Exercising is allowed every ∆t time units, up to the option maturity T , so that we
wish to determine {St : t ∈ {∆t, 2∆t, . . . , T − ∆t}}, which are the zero level sets of the
timing function x 7→ T (t, x). During the backward dynamic programming, we iterate over
t = T, T −∆t, . . . , 0, and the simulator of T (t, x) returns the difference between the pathwise
payoff along a trajectory of (Xt:T ) that is based on the forward exercise strategy summarized
by the forward-looking {Sˆs, s > t} and h(t, x).
As discussed in [64], this setting implies a skewed, non-Gaussian, heteroscedastic distri-
bution of the simulation noise and hence provides a challenging stochastic contour-finding
problem. Note that in order to reflect the underlying distribution ofXt at time t (conditional on
the given initial valueX0 = x0) the weighting measure µ(dx) = pXt(·|x0) is used. Thus, µ(·) is
log-normal based on (4.49) and is multiplied by the respective In criteria before selecting xn+1.
In line with the problem context, we no longer directly measure the accuracy of learning {St}
but instead focus on the ultimate output of RMC, which is the estimated option value in (2.6).
The latter must itself be numerically evaluated via an out-of-sample Monte Carlo simulation
that averages realized payoffs along a large database of M paths x1:M0:T :
Vˆ (0, x0) =
1
M
M∑
m=1
h(τm, x
(m)
τm ), τ
m = inf{t : x(m)t ∈ Sˆt}. (4.50)
Since our goal is to find the best exercise value, higher Vˆ ’s indicate a better approximation of
{St}.
To allow a direct comparison, we set parameters matching the test cases in [64], considering
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a 2-D and 3-D example. In both cases the volatility matrix Σ = σI in (4.49) is diagonal
with constant terms; that is, the coordinates X11:n, ...,X
d
1:n are independently and identically
distributed. As a first example, we consider a 2-D basket Put option with parameters r =
0.06, σ = 0.2,∆t = 0.04, K = 40, T = 1. The payoff is h(t, x) = e−rt(K − x1+x2
2
)+ with
K = 40. Here it is known that stopping becomes optimal once both asset prices x1 and x2
become sufficiently low, so the level set St is always toward the bottom-left of D; see Fig 4.9. In
contrast, stopping is definitely suboptimal when h(t, x) = 0⇔ (x1 +x2)/2 > K. Consequently,
the input sample space is taken to be D = [25, 55]× [25, 55] ∩ {x1 + x2 ≤ 80}.
As a second example, we consider a 3-D max-Call with payoff h(t, x) = e−rt(max(x1, x2, x3)−
K)+. The parameters are r = 0.05, δ = 0.1, σ = 0.2, X0 = (90, 90, 90), K = 100, T = 3 and
∆t = 1/3. Since stopping is suboptimal when h(t, x) = 0⇔ max(x1, x2, x3) < K, the sample
space is taken to be D = [50, 150]3 × {max(x1, x2, x3) > K}. In this case, stopping is optimal
if one of the coordinates xi is significantly higher than the other two, so St consists of three
disconnected components. In this problem, there is no monotonicity, so we employ only the GP,
t-GP, Cl-GP, and TP metamodels.
Because of the iterative construction of the simulator, the signal-to-noise ratio gets low for
small t’s. The variance τ 2(x) is also highly state-dependent, tending to be smaller for sites
further from the zero-contour. To alleviate this misspecification and reduce metamodel overhead,
we employ batched designs [64, 1], reusing x ∈ D for r replications to collect observations
y(1)(x), . . . , y(r)(x) from the corresponding simulator Y (x). Then, we treat the mean of the r
observations,
y¯(x) =
1
r
r∑
i=1
y(i)(x), (4.51)
as the response for input x and use (x, y¯(x)) as a single design entry. The statistical properties
of y¯ are improved compared with the raw observations y: it is more consistent with the Gaussian
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assumption thanks to the Central Limit Theorem (CLT), and its noise variance τ¯ 2(x) = τ 2(x)/r
is much smaller. Since the expense of sequential design of GP metamodels comes mainly
from choosing the new input at each step, the reduction in budget n = N/r by a factor of r
significantly speeds their fitting and updating, with n for the number of unique inputs.More
details about batching designs can be found in Chapter 5.
For the 2-D Put case study, we then test a total of three budget settings: (i) r = 3, n = 80
(low budget of N = 240 simulations); (ii) r = 15, n = 80 (high budget N = 800 with moderate
replication); (iii) r = 48, n = 25 (high N = 800 with high replication). Comparing (ii) and (iii)
shows the competing effects of having non-Gaussian noise (for lower r) and small design size
(low n). The initial design size n0 = 10. In this example, taking n 80 gives only marginally
better performance but significantly raises the computation time and hence is ruled out as
impractical. Three setups are investigated for the 3-D example: r = 3, n = 100 (low-budget
of N = 300), r = 20, n = 100 (moderate-budget of N = 2000) and r = 20, n = 200 (high
budget N = 4000), both with n0 = 30. In all examples, the results are based on 25 runs of
each scheme and are evaluated through the resulting expected reward Vˆ (0, x0) (4.50) on a fixed
out-of-sample testing set of M = 160, 000 paths ofX0:T .
4.4.1 Results
Tables 4.6 and 4.7 compare the different designs and metamodels. To assess the sequential
design gains, we also report the results from using a baseline nonadaptive LHS design on D. At
low budget, we observe the dramatic gains of using adaptive designs for level set estimation,
which allow us to obtain the same performance with an order-of-magnitude smaller simulation
budget. The tMSE and cSUR criteria work best for the 2-D Put, while ICU is the best for the
3-D max-Call, indicating that the exploratory designs start to win out in more complex settings
with higher d.
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Regarding the metamodels, in the low-budget setups, the monotonic GP metamodel works
best for the 2-D Put and t-GP for the 3-D max-Call. For the higher budget, which also coincides
with higher r ∈ {10, 50}, the metamodel performance is similar, with t-GP slightly better than
the other GP variants. In particular, once the SNR is high, classical Gaussian GP is effectively as
good as any alternative. In both examples, TP and classification metamodels do not work well,
possibly because of being more sensitive to the heteroscedastic aspect. We note that TP as well
as the classification metamodels suffer from instability, so that lower Vˆ (0, x0) is matched with
a high sampling standard deviation. Another observation is that Cl-GP and MCl-GP perform
badly with exploratory heuristic like ICU, especially with high budget.
Figure 4.9 shows the estimated exercise boundary ∂Sˆt with its 95% CI at t = 0.4 for the
2-D Put, for each of the five metamodels, each with the design yielding the highest payoff. We
observe that all the best-performing designs look similar, placing about a dozen xn’s (some of
which are from the initial design x1:n0) throughout D and the rest tightly along the zero contour.
The results suggest that the criteria are largely interchangeable and that simpler In heuristics
are able to reproduce the features of the more sophisticated or expensive ICU. The heuristics do
differ in their uncertainty quantification; t-GP and GP generate tightest CI bands, while those of
classification GPs and TP are too wide, indicating lack of confidence in the estimate. Of note,
the regression GP metamodels (GP, t-GP and M-GP) also generate the lowest sampling variance
for Vˆ (0, x0).
Based on these results, our take-aways are threefold. First, similar to [64] we document
significant gains from sequential design. Second, we find that while using ICU is helpful for
more complicated settings with higher dimension d and larger budget, tMSE is the recommended
DoE heuristic for lower dimensional cases, achieving excellent results with minimal overhead
(in particular without requiring look-ahead variance). Third, we find that for applications with
thousands of simulations, the Gaussian observation model is sufficient, since the underlying
design needs to be replicated r  1 in order to avoid excessively large K-matrices. Therefore,
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there is little need for more sophisticated metamodels, although useful gains can be realized
from enforcing the monotonic structure, if available.
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Figure 4.5: Boxplots of final error rate ER(\) from (3.34) across designs (rows) and noise
setups (columns). Colors correspond to different GP metamodels. Note that x-axis limits
are different across columns. Top row is for the 1-D experiment and design size n = 100;
middle row: 2-D Branin-Hoo function with n = 150; bottom row: 6-D Hartman6 function
with n = 1000.
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Model t/small t/large Gsn/mix t/hetero
1-D Quadratic
GP tMSE 0.73% tMSE 3.24% MCU 3.87% cSUR 15.68%
(0.60%) (2.79%) (3.17%) (12.15%)
t-GP tMSE 0.80% tMSE 3.15% cSUR 3.28% cSUR 12.50%
(0.93%) (1.83%) (3.74%) (9.05%)
TP tMSE 1.02% MCU 5.92% tMSE 5.86% cSUR 16.62%
(0.84%) (5.63%) (4.99%) (11.35%)
Cl-GP tMSE 0.87% tMSE 3.39% MCU 4.99% MCU 8.83%
(0.64%) (4.16%) (3.77%) (7.35%)
M-GP tMSE 1.01% tMSE 3.96% ICU 4.73% cSUR 13.45%
(0.72%) (3.31%) (3.46%) (8.17%)
MCl-GP MCU 0.99% tMSE 3.82% MCU 3.19% MCU 10.89%
(0.83%) (2.98%) (2.74%) (7.59%)
2-D Branin-Hoo
GP MCU 1.78% cSUR 4.75% ICU 4.92% MCU 10.36 %
(0.57%) (1.95%) (1.86%) (3.94%)
t-GP MCU 1.70% tMSE 3.95% ICU 4.10% tMSE 9.00%
(0.29%) (1.47%) (2.07%) (8.66%)
TP MCU 1.27% MCU 4.68% tMSE 5.32% MCU 11.90 %
(0.51%) (1.54%) (1.75%) (7.40%)
Cl-GP MCU 1.56% MCU 4.27% MCU 5.71% tMSE 13.23%
(0.51%) (1.59%) (1.85%) (7.74%)
M-GP MCU 1.64% ICU 4.92% MCU 4.60% tMSE 9.04%
(0.33%) (1.84%) (2.26%) (4.60%)
MCl-GP MCU 1.81% MCU 4.26% tMSE 5.39% tMSE 10.72%
(0.47%) (1.93%) (2.51%) (7.50%)
6-D Hartman6
GP ICU 3.81% ICU 5.33% ICU 5.19% MCU 11.67%
(0.34%) (0.54%) (0.70%) (2.89%)
t-GP ICU 3.75% ICU 3.98% ICU 4.86% ICU 8.25%
(0.40%) (0.47%) (0.67%) (1.60%)
TP MCU 1.82% MCU 5.05% MCU 4.98% MCU 15.56%
(0.28%) (0.63%) (0.59%) (5.33%)
Cl-GP MCU 7.99% ICU 7.20% ICU 8.31% ICU 11.11%
(4.69%) (0.66%) (2.44%) (2.20%)
Table 4.5: Mean (w/standard deviation) error rate ER and corresponding best-performing
sequential design heuristic for the 1-D, 2-D, and 6-D synthetic case studies. Results are based
on 100 macroreplications of each scheme.
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Figure 4.6: Empirical error E(n) in Eq. (3.35) for GP, t-GP, TP, Cl- GP, and MCl-GP metamod-
els (colors), using MCU, tMSE, cSUR and ICU-based designs (sub rows) with n = 100 in
1-D , n = 150 in 2-D , and n = 1000 in the 6-D experiments (rows).
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Figure 4.7: Error rate ER(\) (3.34) and surrogate-based uncertainty measure E(n) (3.36) as a
function of step n in the 2-D Gsn/mix setting. We compare six metamodels (columns) and
four DoE’s (colors). The y-axis limits differ across rows. We plot median results across 20
macroreplications of each scheme.
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Figure 4.8: Estimates of the zero contour ∂Sˆ for the 2-D Branin-Hoo example with t/large
noise setting. We show ∂Sˆ(n) (red solid line) at step n = 150, with its 95% credible band
(red dashed lines), the true zero contour ∂S (black solid line) and the sampled inputs x1:n
(replicates indicated with correspondingly larger symbols). We compare across the six models
(rows) and four DoE heuristics (columns).
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LHS MCU tMSE cSUR ICU
r = 3,n = 80
GP 1.211(0.120) 1.425(0.008) 1.427(0.007) 1.431(0.009) 1.431(0.007)
t-GP 1.125(0.113) 1.409(0.013) 1.417(0.008) 1.409(0.010) 1.406(0.013)
TP 1.179 (0.133) 1.408 (0.022) 1.414 (0.008) 1.378 (0.044) 1.316 (0.037)
M-GP 1.403(0.014) 1.438(0.007) 1.440(0.006) 1.442(0.009) 1.433(0.005)
Cl-GP 1.111(0.121) 1.395(0.015) 1.402 (0.013) 1.393(0.013) 1.391(0.013)
MCl-GP 1.407(0.008) 1.429(0.010) 1.429(0.013) 1.431(0.007) 1.396(0.019)
r = 15,n = 80
GP 1.425 (0.017) 1.448 (0.003) 1.450 (0.002) 1.450 (0.003) 1.449 (0.003)
t-GP 1.406 (0.033) 1.445 (0.003) 1.447 (0.002) 1.444 (0.005) 1.446 (0.004)
TP 1.414 (0.023) 1.443 (0.003) 1.443 (0.004) 1.441 (0.004) 1.430 (0.006)
M-GP 1.407 (0.008) 1.449 (0.003) 1.451 (0.002) 1.454 (0.002) 1.451 (0.003)
Cl-GP 1.353 (0.050) 1.441 (0.004) 1.440 (0.003) 1.435 (0.004) 1.436 (0.005)
MCl-GP 1.416 (0.010) 1.448 (0.004) 1.449 (0.003) 1.443 (0.003) 1.418 (0.008)
r = 48,n = 25
GP 1.341 (0.068) 1.450 (0.003) 1.449 (0.003) 1.443 (0.004) 1.448 (0.003)
t-GP 1.336 (0.126) 1.449 (0.003) 1.452 (0.003) 1.442 (0.004) 1.449 (0.003)
TP 1.367 (0.063) 1.433 (0.006) 1.430 (0.011) 1.421 (0.039) 1.423 (0.023)
M-GP 1.415 (0.007) 1.446 (0.002) 1.444 (0.002) 1.445 (0.004) 1.442 (0.004)
Cl-GP 1.110 (0.144) 1.430 (0.010) 1.434 (0.005) 1.409 (0.008) 1.388 (0.016)
MCl-GP 1.423 (0.015) 1.446 (0.004) 1.448 (0.003) 1.413 (0.024) 1.414 (0.024)
Table 4.6: Performance of different designs and models on the 2-D Bermudan Put option
in Section 4.4. Results are the mean (standard deviation) payoff of 25 runs of experiments
evaluating on the same out-of-sample testing set of M = 160000X0:T -paths at each run.
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GP with tMSE t-GP with tMSE
Cl-GP with MCU M-GP with cSUR
TP with MCU MCl-GP with tMSE
Figure 4.9: The estimated exercise boundary ∂Sˆ (solid line with 95% CI as dashed lines)
at t = 0.4 for 2-D Bermudan Put from Section 4.4. Shading, which varies panel to panel,
indicates the point estimate for the latent fˆ(x) or zˆ(x). We also show the design (x1:n,y1:n)
with positive yn’s marked by × and negative yn’s by ◦. All schemes used r = 15, n = 80.
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LHS MCU tMSE cSUR ICU
r = 3,n = 100
GP 10.036 (0.331) 10.725 (0.095) 10.773 (0.071) 10.711 (0.086) 10.753 (0.072)
t-GP 9.894 (0.447) 10.736 (0.088) 10.747 (0.087) 10.720 (0.104) 10.782 (0.076)
TP 9.169 (0.354) 10.101 (0.218) 9.872 (0.102) 8.867 (0.357) 10.482 (0.156)
Cl-GP 9.552 (0.567) 10.566 (0.084) 10.657 (0.097) 10.586 (0.099) 10.604 (0.119)
r = 20,n = 100
GP 10.924 (0.076) 11.078 (0.029) 11.072 (0.028) 11.055 (0.032) 11.101 (0.023)
t-GP 10.923 (0.071) 11.061 (0.039) 11.055 (0.027) 11.044 (0.029) 11.100 (0.027)
TP 10.385 (0.178) 10.815 (0.039) 10.745 (0.045) 10.620 (0.087) 10.507 (0.087)
Cl-GP 10.761 (0.112) 11.026 (0.032) 10.991 (0.037) 10.901 (0.049) 10.937 (0.041)
r = 20,n = 200
GP 11.105(0.036) 11.147(0.021) 11.119(0.022) 11.131(0.018) 11.178(0.020)
t-GP 11.090(0.034) 11.141(0.019) 11.126(0.020) 11.115(0.027) 11.175(0.021)
TP 10.585 (0.118) 10.896 (0.030) 10.811 (0.035) 10.764 (0.041) 10.638 (0.038)
Cl-GP 10.995(0.059) 11.109(0.025) 11.056(0.040) 10.985(0.027) 11.010(0.029)
Table 4.7: Performance of different designs and models on the 3-D Bermudan max-Call in
Section 4.4. Results are the mean (w/standard deviation) payoff of 25 macroreplications
evaluating on the same out-of-sample testing set of M = 160000X0:T -paths at each run.
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Chapter 5
Adaptive Batching for Gaussian Process
Surrogates
5.1 Gaussian Processes with Batched Inputs
In Chapters 3 and 4, we benchmarked using GP-based metamodels on noisy level set
estimation and developed four sequential design strategies with fast calculated look-ahead
variance. The basic goal is to alleviate the misspecification of noise structure in model respective
by replacing plain Gaussian Process with more robust metamodels. In Section 4.4, batching
designs has shown to be significantly beneficial in cases with extremely low signal to noise ratio
and large budget N . In this Chapter, we employ adaptive batching/replication to increase signal
to noise ratio as well as decrease the metamodeling overhead, where at each input x, we simulate
multiple observations and use their average as the final observation instead of generating only
one observation.
To describe replicated inputs, let x¯i, i = 1, ..., k denote the unique inputs, and y
(j)
i be the
jth output of ri ≥ 1 replicates observed at x¯i. Let y¯1:k = {y¯i, 1 ≤ i ≤ k} store averages over
replicates, y¯i := 1ri
∑ri
j=1 y
(j)
i . We still use the error rate ER defined in (3.34) to evaluate the
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inference of level set S.
As discussed in Chapter 1, reconstructing S via a metamodel can be divided into two
aspects: the construction of the response model x 7→ Y (x), and the development of the design
of experiments (DoE) for efficiently selecting the inputs x¯1, x¯2, . . .. To account for the second
aspect, we use n to denote the rounds of sequential DoE, kn to denote the number of unique
inputs x¯’s sampled by step n and Nn =
∑kn
i=1 r
(n)
i the respective number of simulator calls
made. In Chapters 3 and 4, kn ≡ n. The superscript on ri allows the replicate counts to
evolve over n as well, see Section 5.3. The metamodel training set by step n consists of
An = {(x¯i, r(n)i , y¯i), 1 ≤ i ≤ kn}.
As defined in 3.1, the Gaussian process paradigm treats f as a random function whose
posterior distribution is determined from its prior and the training set(s) An. After incorporating
the batch size r, the posterior mean fˆ (n)(x∗) (3.1) and covariance v(n)(x∗, x′∗) (3.2) at arbitrary
inputs x∗, x′∗ are given by
fˆ (n)(x∗) = k(x∗)[K + τ 2R(n)]−1y¯1:kn , (5.1)
v(n)(x∗, x′∗) = K(x∗, x
′
∗)− k(x∗)[K + τ 2R(n)]−1k(x′∗)T , (5.2)
with the 1× kn vector k(x∗) = K(x∗, x¯1:kn), the kn × kn matrix K given by Kij = K(x¯i, x¯j),
and the kn × kn diagonal matrix R(n) given by R(n)ii := 1r(n)i . Comparing equations (3.1) and
(5.1), and (3.2) and (3.2), we notice that the identity matrix I in (3.1) and (3.2) is changed into
batch matrix R(n). In fact, the identity matrix can be viewed as batch matrix with r(n)i ≡ 1,
and thus the signal to noise ratio at each input is connected with its batch size. The posterior
mean fˆ (n)(x∗) is still treated as a point estimate of f(x∗), and the posterior standard deviation
s(n)(x∗) :=
√
v(n)(x∗, x∗) as the uncertainty of this surrogate.
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5.2 Adaptive Designs
5.2.1 Level Set Estimation
In this section we construct a sequential batched DoE to jointly select (x¯n+1, rn+1). At each
DoE round we pick a new input x¯n+1 and the associated replication amount rn+1; thus by round
n there are n unique inputs. In our first proposal, we formulate this task within a multi-fidelity
framework, which is now widely used in Bayesian Optimization [53, 54, 55, 85]. Thanks to the
LLN, we interpret rn as fidelity: a small number of replicates is cheap but inaccurate; inputs
with a large number of replicates are viewed as high-fidelity queries: expensive but accurate.
Our interest is then to choose the fidelity level to query next, balancing the trade-off between
accuracy and cost. As a second proposal, we relate replication to simulation and model fitting
overhead costs, leading to maximization of the information gain I(x, r) per unit cost [57, 71].
Remark 4 Another meaning of batched DoE refers to selecting multiple new inputs x¯k in
parallel, see [23]. In this article, batching always refers to using replicates; we add (at most)
one new input at each DoE round.
To begin, we recall two existing acquisition functions well suited to our needs. The first one
is MCU criterion (4.14) which targets inputs with high response uncertainty (large s(n)(x)), and
close to the contour ∂Sˆ (small |fˆ (n)(x)|). The cSUR criterion (4.17) focuses on quickly reducing
the local empirical error E¯n (3.37). These two criteria are selected due to their efficiency in
computation, with one (MCU) based on the current data An, and the other (cSUR) based on
one-step ahead estimate on An+1.
5.2.2 Fixed Batch Design
The basic strategy of choosing rn+1 is to predetermine a fixed value r0 for it and keep it
unchanged for all designs. We name it as Fixed Batch Design (FB). Ankenman et al. [1] showed
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Algorithm 1 Multi-Level Batching (MLB)
Input: rL, η, k0, r0
Ak0 ← {(x¯i, r0, y¯i), 1 ≤ i ≤ k0}, (fˆ (k0), s(k0))← f |Ak0 , γ ← Ave(s(0)(x¯1:k0)).
Nk0 ← r0 × k0.
for n = k0, k0 + 1, . . . do
x¯n+1 ← arg maxx∈D IMCUn (x).
rn+1 ← max{r ∈ rL
∣∣ s(n+1)(x¯n+1, r) ≥ γ}.
while rn+1 does not exist do
γ ← η × γ.
rn+1 ← max{r ∈ rL
∣∣ s(n+1)(x¯n+1, r) ≥ γ}.
end while
y¯n+1 ← 1rn+1
∑rn+1
j=1 y
(j).
Update An+1 ← An ∪ {(x¯n+1, rn+1, y¯n+1)}.
Obtain (fˆ (n+1), s(n+1))← f |An+1.
Nn+1 ← Nn + rn+1.
end for
that selecting r0 is a sensitive issue in stochastic surface metamodeling. In our research, we
combine FB with acquisition function of MCU. A small value of replicates rn+1 poses a danger
of lacking exploitation in the targeted region close to zero contour. On the other hand, with a
large value of rn+1 we might be left with too few unique designs, resulting in an inadequate
exploration of the entire space. Therefore, we would like to find an adaptive way to determine
the value of rn+1 together with the input xn+1, so that the value adjusts to the input as well as
the design size n.
5.2.3 Multi-Level Batching
To improve upon FB, we select rn+1 from a discrete set rL := {r1, . . . , rL}, interpreted
as representing L different sampling fidelities. Query at x on the `-th level implies using r`
replicates to generate observations y(j), j = 1, . . . , r` yielding the average y¯. The cost of the
`-th fidelity is proportional to r`.
Kandasamy et al. [53] investigated multi-fidelity GP metamodels, with the idea of using
low/cheap fidelities to explore and then high/expensive fidelities to exploit the desired contour.
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Using this strategy, we propose the MLB Algorithm 1 which first chooses the next input x¯n+1 and
afterwards the associated number of replicates rn+1. Specifically, we propose to determine x¯n+1
via the MCU criterion IMCUn (4.14) and then choose rn+1 based on the look-ahead standard
deviation s(n+1)(x¯n+1, ·) in (4.25). If s(n+1)(x¯n+1, ·) is large, we want to favor exploration;
conversely well-explored regions will have low s(n+1)(x¯n+1, ·) and should lead to larger rn+1.
The choice of rn+1 is based on a threshold γ = γn, namely choosing the highest fidelity r` which
has look-ahead s(n+1)(x¯n+1, r`) still greater than γ, see Algorithm 1. If s(n+1)(x¯n+1, rL) > γ
then we use the highest fidelity level; if s(n+1)(x¯n+1, r1) < γ, then we lower the threshold by
multiplying γ by a reduction factor η < 1, and try to pick rn+1 again, cf. [53]. Note that unlike
other acquisition functions, including cSUR, MCU is based solely on information in An and
hence allows to decouple the selection of x¯n+1 from that of rn+1.
5.2.4 Ratchet Batching
By construction, the MLB Algorithm 1 will step back and forth between different replication
levels r`. Since intuitively the design should concentrate as n grows, we expect rn to grow over
time. This suggests a variant of MLB that restricts n 7→ rn to be monotonically non-decreasing
and reduces picking rn+1 among just two fidelity levels (compared to L levels in MLB). The
resulting Ratchet Batching (RB) scheme is summarized in Algorithm 2, which replaces the max
in Algorithm 1 with an if-else statement for either keeping rn+1 = rn = r` or incrementing
to a higher replication level if s(n+1)(x¯n+1, r`n) is above γ. As in MLB, the latter threshold γ is
progressively lowered whenever s(n+1)(x¯n+1, r`n) < γ. For RB, the variance decrement factor
η for γ should be chosen to be larger, to avoid excessive ratcheting up in rn. If η is not large
enough, there is a risk to skip levels in rL and to end up with excessive replication relative to
number of simulation calls, leading to insufficient exploration.
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Algorithm 2 Ratchet Batching (RB)
Input: rL, η, k0, r0
Ak0 ← {(x¯i, r0, y¯i), 1 ≤ i ≤ k0}, (fˆ (k0), s(k0))← f |Ak0 , γ ← s(k0).
Nk0 ← r0 × k0.
for n = k0, k0 + 1, . . . do
x¯n+1 ← arg maxx∈D IMCUn (x).
while γ > s(n+1)(x¯n+1, rn) do
γ ← η × γ.
end while
if γ > s(n+1)(x¯n+1, r`+1n ) then
rn+1 ← rn.
else
rn+1 ← r`+1n .
end if{ r`+1n represents the next level above rn in rL}
y¯n+1 ← 1rn+1
∑rn+1
j=1 y
(j).
Update An+1 ← An ∪ {(x¯n+1, rn+1, y¯n+1)}.
Obtain (fˆ (n+1), s(n+1))← f |An+1.
Nn+1 ← Nn + rn+1.
end for
5.2.5 Adaptively Batched Stepwise Uncertainty Reduction
The FB, MLB and RB schemes all pick x¯n+1 first and then rn+1. We next propose a
procedure to pick both through a joint optimization criterion. The main idea is to tie the choice
of rn+1 to cost, namely to maximize the ratio of the information gain and the cost of generating
r outputs, plus the optimization overhead. The inclusion of the overhead in In comes from
Klein et al. [57] and McLeod et al. [71], where the authors treated the total cost as the sum of
query cost Tsim and the GP metamodeling overhead cover. This was then extended by Swersky et
al. [100] to multi-fidelity Bayesian Optimization. Stroh [99] discussed estimating a probability
of exceeding a threshold in a multi-fidelity stochastic simulator, where the input x¯n+1 and the
fidelity are estimated in a sequential way. We develop an analogue for level-set estimation via a
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cSUR-based acquisition function
IABSURn (x, r) :=
IcSURn (x, r)
c(r) + cover(n)
, (5.3)
where cover(n) is the overhead and c(r) = r · Tsim is the cost of r evaluations, linear in r.
Combining (5.3) and (4.26), we obtain
IABSURn (x, r) :=
Φ
(
− |fˆ (n)(x)|
s(n)(x)
)
− Φ
(
− |fˆ (n)(x)|
s(n)(x)
√
rs(n)(x)2+τ2
τ
)
r · Tsim + cover(n) . (5.4)
The resulting ABSUR Algorithm 3 myopically maximizes IABSUR over x ∈ D and r ∈ R =
[r, r¯]. Intuitively, the location of x¯n+1 is similar to the cSUR DoE and the value of rn+1 is
controlled by s(n)(x)2 and cover(n); more replication results when s(n)(x)2 is small or cover(n)
is large.
Algorithm 3 Adaptive Batched SUR (ABSUR)
Input: R = [r, r¯], k0, r0, n 7→ cover(n), Tsim
Ak0 ← {(x¯i, r0, y¯i), 1 ≤ i ≤ k0}, (fˆ (k0), s(k0))← f |Ak0
Nk0 ← r0 × k0
for n = k0, k0 + 1, . . . do
(x¯n+1, rn+1)← arg supx∈D,r∈L IABSURn (x, r).
y¯n+1 ← 1rn+1
∑rn+1
j=1 y
(j).
Update An+1 ← An ∪ {(x¯n+1, rn+1, y¯n+1)}.
Obtain (fˆ (n+1), s(n+1))← f |An+1.
Nn+1 ← Nn + rn+1.
end for
There are four hyperparameters in ABSUR: the simulation cost Tsim, the overhead cost
function cover(n) and the lower/upper bounds of replication [r, r¯]. For cover(n) we follow the
recipe in McLeod et al. [71], modeling it as a quadratic function of n to reflect the prediction
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complexity of GPs:
cover(n;θ) = θ0 + θ1n+ θ2n
2, (5.5)
where θ are fitted empirically. Alternatively Klein et al. [57] kept cover(n) as a constant. The
value of Tsim represents the cost of obtaining each observation. If simulations are cheap, we
would like to replicate more, and indeed lower Tsim leads to smaller designs. This feature
implies that Tsim should be larger in higher-dimensional settings, since more unique inputs are
needed to explore a larger input space.
5.3 Adaptive Design with Stepwise Allocation
The four strategies (FB, MLB, RB and ABSUR) discussed in Section 5.2 visit each input site
x¯n+1 only once. Consequently, the respective replicate count rn+1 is determined at step n+ 1
and then remains the same throughout the latter steps. As an alternative, one can sequentially
allocate new simulations across existing designs, thereby gradually growing r(n)i . Namely, the
algorithm identifies existing “informative” inputs and augments their replicate counts, without
changing the number of unique inputs kn across the sequential design rounds n. In our context,
we pair this augmentation with the option of expanding the design set itself. This ADSA
approach resembles Stepwise Approximate Optimal Design (SAO), an IMSE-based sequential
design strategy proposed by Chen and Zhou [22] for surface metamodeling.
At each step n we are given a budget of ∆r(n) additional simulations, and the main decision
is to determine whether we should choose a new input x¯kn+1 that then receives all ∆r(n)
replicates, or we should allocate ∆r(n) simulator calls across the existing inputs x¯1:kn . In the
latter case, we aim to minimize the global look-ahead integrated contour uncertainty L(n+1)
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where the metric L(n) is defined by
L(n) :=
M∑
j=1
ω
(n)
j fˆ
(n)(xj,∗) = (ω(n))T f (n)∗ '
∫
D
ω(n)(x)fˆ (n)(x)dx, (5.6)
where x∗ = x1,∗, . . . , xM,∗ is a test set of size M (constructed using Latin Hybercube Sampling),
f
(n)
∗ ≡ fˆ(x∗) is the predicted response at x∗, and
ω
(n)
j ≡ ω(xj,∗)µ(xj,∗) := Φ(−fˆ (n)(xj,∗)/s(n)(xj,∗))µ(xj,∗)
are the weights that target the level-set region of interest (compare to the targeted integrated
mean square error (tIMSE) criterion proposed in Picheny et al. [83]).
For allocation purposes, we approximate the look-ahead L(n+1) as a linear combination
of the M predictions fˆ (n+1)(xj,∗) with fixed importance weights ω(n), whereby our goal is to
minimize the variance of (ω(n))T f (n+1) conditional on the extra allocations ∆r(n)i at each input
x¯i. Since the covariance matrix of f
(n+1)
∗ given replication counts R(n+1) is
C(n+1) = k(x∗,x∗)− k(x∗, x¯1:kn)(K + τ 2R(n+1))−1k(x∗, x¯1:kn)T (5.7)
the objective becomes the quadratic program
L(n+1)((∆ri)kni=1) = (ω(n))TC(n+1)ω(n) 7→ min! (5.8)
under the constraint
∑
i ∆r
(n)
i = ∆r
(n).
Define the kn × kn matrix Σ(n) = K + τ 2R(n) and the M × kn matrix K∗ := K(x∗, x¯1:kn).
The next proposition, proven in Section 5.3.1, explains how to pick ∆r(n)i ’s to minimize (5.8).
Proposition 5.3.1 Let ∆R(n) := R(n) − R(n+1) be a kn × kn diagonal matrix with ele-
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ments ∆R(n)ii =
∆r
(n)
i
(r
(n)
i +∆r
(n)
i )r
(n)
i
= [r
(n)
i ]
−1 − (r(n)i + ∆r(n)i )−1, i = 1, . . . , kn. Assume
maxi=1,...,kn ∆R
(n)
ii  1. The optimal allocation rule that minimizes (5.8) is to assign ∆r(n)i to
each x¯i such that
r
(n)
i + ∆r
(n)
i ∝ U(n)i , (5.9)
where
U(n) = (Σ(n))−1KT∗ω
(n). (5.10)
Algorithm 4 Adaptive Design with Stepwise Allocation (ADSA)
Input: x¯∗, x¯1:k0 , k0, r0, cbatch = 20d
Ak0 ← {(x¯i, r0, y¯i), i = 1, ..., k0}. (fˆ (k0), s(k0))← f |Ak0 , N0 ← r0 × k0.
for n = k0, k0 + 1, . . . do
∆r(n) ← cbatch
√
k0 + n.
Calculate allocations ∆r(n)i , 1 ≤ i ≤ kn with Algorithm 5.
x¯kn+1 ← arg maxx∈D IMCUn (x,∆r(n)).
Calculate I(n)−allADSA , I(n)−newADSA in (5.13) and (5.11).
Case 1:
New y¯kn+1 ← 1∆r(n)
∑∆r(n)
j=1 y
j(x¯kn+1).
Update An+1 ← An ∪ {(x¯kn+1,∆r(n), y¯kn+1)}.
Nn+1 ← Nn +
∑
i ∆r
(n)
i (May not be exactly ∆r
(n)).
kn+1 ← kn + 1.
Case 2:
For i = 1, ..., kn, update y¯i ← y¯i×r
(n)
i +
∑∆r(n)
i
j=1 y
j(x¯i)
r
(n)
i +∆r
(n)
i
, r(n+1)i ← r(n)i + ∆r(n)i
Update An+1 ← {(x¯i, r(n+1)i , y¯i)}i=1,...,kn .
Nn+1 ← Nn +
∑kn
i=1 ∆r
(n)
i
kn+1 ← kn
Obtain (fˆ (n+1), s(n+1))← f |An+1.
ADSA: Do Case 1 if I(n)−allADSA > I(n)−newADSA , otherwise do Case 2
{FDSA variant:} Do Case 2.
{DDSA variant:} Do Case 1 if n is odd, Case 2 if n is even.
end for
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After obtaining the allocations ∆r(n)1,...,kn , we compute the resulting look-ahead tIMSE metric:
I(n)−allADSA :=
M∑
j=1
s˜(n+1)(xj,∗)2ω
(n)
j , (5.11)
where the look-ahead variance s˜(n+1)(·)2 is based on the new replicate counts r(n+1)i = r(n)i +
∆r
(n)
i , i = 1, . . . , kn, see proof in [25], [44] and [67]:
s˜(n+1)(x∗)2 = s(n)(x∗)2 − k∗(Σ(n))−1∆R(n)(Σ(n))−1kT∗ . (5.12)
The alternative to allocating over existing x¯1:kn is to pick a new input xkn+1 and assign it
∆r(n) simulations. To do so, we use the MCU criterion to make it consistent with FB, MLB and
RB. (Other acquisition functions can also be used and experiments suggest that the algorithm is
not sensitive to this choice.) Then we evaluate the resulting I(n)−newADSA :
I(n)−newADSA :=
M∑
j=1
s(n+1)(xj,∗,∆r(n))2ω
(n)
j , (5.13)
s(n+1)(xj,∗,∆r(n))2 = s(n)(xj,∗)2 − v
(n)(xj,∗, x¯kn+1)
2
τ2
∆r(n)
+ s(n)(x¯kn+1)
2
,
where the sums are used as approximations of the underlying integrals over x ∈ D. Finally, we
compare I(n)−newADSA and I(n)−allADSA to determine whether to sample at the new x¯kn+1 or to allocate
to existing x1:kn , picking the maximum of the two tIMSE metrics.
For FB, MLB, RB and ABSUR, as we select one new input at each step, we have kn = n.
However, for ADSA we either select a new input or re-allocate, so that the resulting design
size satisfies kn < n. Thus, relative to the earlier schemes, in ADSA the size of An and the
number of DoE rounds n are no longer deterministically linked and the number of unique inputs
is endogenous to the particular algorithm run.
A major goal of all our schemes is for kn to grow sub-linearly in n, i.e. fewer and fewer
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new inputs are added as more simulations are run. In ADSA, this translates into endogenously
preferring re-allocation over adding inputs as n. The user can further preference this situation
by making the batches ∆r(n) also grow in n. In practice we observe that the ADSA scheme
tends to alternate roughly equally between re-allocation and addition of new inputs. To save
computational overhead, we consider the simplified Deterministic Design w/Stepwise Allocation
(DDSA) scheme that deterministically alternates between re-allocation and adding inputs,
making kn = k0 + d(n − k0)/2e also deterministic. Observe that DDSA no longer needs to
evaluate the expensive I(n)−allADSA and I(n)−newADSA . A different shortcut is Fixed Design Stepwise
Allocation (FDSA) which avoids exploration altogether and keeps kn = K constant by starting
immediately with a large initial design |A0| = K. FDSA thus always uses re-allocation, aiming
to grow the number of replicates for inputs in the neighborhood of the contour. We find that
the performance of FDSA is quite sensitive to the choice of the initial inputs, and k0 needs to
increase exponentially with dimension d.
5.3.1 Allocation Rule for GP
Proof: [Proof of Proposition 5.3.1] Because the unique inputs are unchanged during the
allocation step, comparing C(n+1) = K(x∗,x∗) −K∗(Σ(n+1))−1KT∗ to C(n) = K(x∗,x∗) −
K∗(Σ(n))−1KT∗ , the only term that changes is Σ
(n+1). Minimizing Eq. (5.8) therefore reduces
to maximizing
(ω(n))TK∗(K + τ 2R(n+1))−1KT∗ω
(n) 7→ max!. (5.14)
Decompose ∆R(n) =: B(n)B(n). Using the Woodbury Identity,
(Σ(n+1))−1 = (K + τ 2(R(n) −∆R(n)))−1 ≈ (Σ(n))−1 + (Σ(n))−1∆R(n)(Σ(n))−1,
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where the last expression is obtained by dropping the term B(n)[K + τ 2R(n)]−1B(n) ≈ 0 due to
maxi ∆R
(n)
ii  1. Therefore, maximizing (5.14) subject to
∑kn
i=1 ∆r
(n)
i = ∆r
(n) is equivalent
to maximizing
L˜(n+1)(∆R) = (ω(n))TK∗(Σ(n))−1∆R(n)(Σ(n))−1KT∗ω(n) + λ
(
∆r(n) −
kn∑
i=1
∆r
(n)
i
)
,
(5.15)
where λ is a Lagrange multiplier. The first-order optimality conditions are
∂L˜(n+1)
∂∆r
(n)
i
= −(ω
(n))TK∗(Σ(n))−1(Σ(n))−1KT∗ω
(n)
(r
(n)
i + ∆r
(n)
i )
2
− λ = 0
which lead to r(n)i + ∆r
(n)
i ∝ [(Σ(n))−1KT∗ω(n)]i, 1 ≤ i ≤ kn as in (5.10).
Following Liu & Staum [61], we use a pegging procedure [14] to obtain integer-valued
∆r
(n)
i . Details are described in Algorithm 5 in the Remark 6. Note that due to the rounding,
the added number of replicates
∑kn
i=1 ∆r
(n)
i is not exactly ∆r
(n). Moreover, there are several
approximations in Proposition 5.3.1 that render ∆r(n)i and (5.9) suboptimal: (1) we assume that
maxi=1,...,kn ∆R
(n)
ii  1; (2) we freeze the weights in (5.8) rather than using ω(n+1); (3) we
round off to integers.
Remark 5 Similar results about minimizing the look-ahead GP variance of a linear combina-
tion ωT f appear in [1, 22, 61, 66]. Relative to Ankenman et al. [1] and Chen & Zhou [22], we
get rid of all integrals, making (5.9) computationally efficient. Liu & Staum [61] use a 3-round
allocation which in our experience is not sufficient to fully explore the space; our multi-round
approach performs better. The SV-GP algorithm proposed by Ludkovski & Risk [66] relied on
in-sample test set x∗ = x¯1:kn while in our case the test set is different from the existing inputs.
Finally, the OCBA algorithm proposed by Chen et al. [20] is designed for optimization, where
the allocation rule is derived by maximizing the probability of correctly selecting the optima.
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Also, both SV-GP and OCBA sequentially increase the number of replicates at the pre-fixed
inputs, while in our method, we either add new inputs into the current dataset or increase the
number of replicates at existing inputs. Thus our algorithm sequentially increases both the
numbers of inputs and the simulation calls, while the other two only increase the number of
simulation calls.
Last but not least we note that Proposition 5.3.1 can be extended to the heteroscedastic
setting by multiplying U(n)i by τ
2(x¯1:kn) coordinate-wise.
Remark 6 Pegging Algorithm 5 [14] is employed to obtain the allocation ∆r(n)1,...,kn within
ADSA as integers.
Algorithm 5 Pegging Algorithm
Input: I0 = {1, . . . , kn}, r =
∑kn
i=1 r
(n)
i , U
(n) from Eq. (5.10)
j ← 0.
for all i ∈ Ij do
∆r
(n)
i ← U
(n)
i∑kn
j=1 U
(n)
j
× r − r(n)i
if ∆r(n)i ≥ 0 for all i ∈ Ij then
break
else
Ij+1 ← {i ∈ Ij : ∆r(n)i > 0}
∆r
(n)
i = 0 for i /∈ Ij+1
r ← r −∑i∈Ij ,i/∈Ij+1 r(n)i
j ← j + 1
end if
end for
Round all ∆r(n)i , i = 1, .., kn to the nearest integer.
(If
∑kn
i=1 ∆r
(n)
i = 0, round max
kn
i=1 ∆r
(n)
i up to the next integer)
5.3.2 Allocation Rule for t-GP
Our adaptive batching strategies are not limited to the vanilla GP setup. Other metamodels
can be straightforwardly substituted as long as they allow to efficiently evaluate the In criteria
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and the batch look-ahead variance s(n+1)(x, r). As one instructive example we consider t-GP,
which is shown as a good choice in the face of noise misspecification as commonly happens for
practical stochastic simulators, cf. Chapter 4. Similar to GP with normally distributed noise,
replacing variance of noise i in (2.1) with variance τ
2
r
(n)
i
leading to the marginal likelihood of
y¯1:kn in (3.10) as
ptGP(y¯1:kn|x¯1:kn , r(n)1:kn , f) =
kn∏
i=1
Γ((ν + 1)/2)
√
r
(n)
i
Γ(ν/2)
√
νpiτ
(
1 +
r
(n)
i (yi − fi)2
ντ 2
)−(ν+1)/2
. (5.16)
We then obtain a Gaussian approximation to the posterior f(x∗)|An ∼ N (fˆ (n)tGP(x∗), s(n)tGP(x∗)2)
defined in (3.13) and (3.14), where W(n)tGP is diagonal with
W
(n)
tGP,ii = −∇2 log ptGP(y¯i|f˜ (n)i , x¯i) = (ν + 1)
ν τ
2
r
(n)
i
− (y¯i − f˜ (n)i )2
(ν τ
2
r
(n)
i
+ (y¯i − f˜ (n)i )2)2
. (5.17)
The approximate step-ahead variance of t-GP defined in Eq. (4.38) is then changed into:
s
(n+1)
tGP (xkn+1, r
(n)
kn+1
)2 ' s(n)tGP(xkn+1)2 ·
τ2
r
(n)
kn+1
ν+1
ν−1
τ2
r
(n)
kn+1
ν+1
ν−1 + s
(n)
tGP(xkn+1)
2
. (5.18)
We replace Eq. (4.27) with (5.18) to obtain I acquisition functions for t-GP. To calculate
allocation rule for t-GP with ADSA and DDSA, we assume (y¯i − f˜ (n)tGP(x¯i))2 = τ
2
r
(n)
i
and
f˜
(n)
tGP(x¯i) = f˜
(n+1)
tGP (x¯i). Similar results to Proposition 5.3.1 are obtained.
To implement ADSA and DDSA for t-GP we need (i) the analogue of Proposition 5.3.1
for the allocation rule ∆r(n)1:kn over the existing inputs x¯1:kn; (ii) the look-ahead variance
s(n+1),new(x∗) conditional on adding a new input; (iii) look-ahead variance s(n+1),all(x∗) condi-
tional on allocating ∆r(n)1:kn . For all these tasks, the non-Gaussian likelihood (3.10) underlying
t-GP calls for further approximations provided in the following three Lemmas.
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Lemma 5.3.2 The allocation rule is like in Proposition 5.3.1 but relies on
U˜
(n)
tGP = (Σ˜
(n)
tGP)
−1KT∗ω
(n), with Σ˜(n)tGP :=
(
K +
ν + 1
ν − 1τ
2R(n)
)
. (5.19)
Proof: [Proof of Lemma 5.3.2] For t-GP, the noise matrix τ 2R(n) in Eq. (5.2) is replaced
with (W (n)tGP)
−1. By definition,W (n)tGP is a diagonal matrix with entries
W
(n)
ii = (ν + 1)
ν τ
2
r
(n)
i
− (y¯i − f˜ (n)i )2
(ν τ
2
r
(n)
i
+ (y¯i − f˜ (n)i )2)2
u (ν + 1)
ν τ
2
r
(n)
i
− τ2
r
(n)
i(
τ2
r
(n)
i
+ ν τ
2
r
(n)
i
)2 = (ν − 1)r(n)i(ν + 1)τ 2 := W˜ (n)ii ,
where we use the approximation (y(xi) − f˜(xi))2 ' τ 2 or (y¯i − f˜(x¯i))2 ' τ 2/r(n)i . Hence,
(W
(n)
tGP)
−1 ' ˜(W (n)tGP)−1 = ν+1ν−1τ 2R(n) and hence the covariance matrix C(n)tGP of f(x∗) is
approximated as
C
(n)
tGP = K(x∗,x∗)−K∗
(
K + (W
(n)
tGP)
−1
)−1
KT∗
' K(x¯∗, x¯∗)−K∗(Σ˜(n)tGP)−1KT∗ , (5.20)
where Σ˜(n)tGP) is from (5.19). The rest of the proof then matches Proposition 5.3.1 to obtain
U˜
(n)
tGP.
Lemma 5.3.2 implies that we may proceed exactly like for regular GP model, after boosting
up τ 2 to (ν + 1)/(ν − 1)τ 2. Combined with Algorithm 5 this yields ∆r(n)1:kn .
Unlike in the Gaussian case where Σ(n+1) depends only on R(n+1), for t-GP the future
W
(n+1)
tGP depends on y¯1:kn (because it depends on f˜tGP). We therefore need an approximation
Wˆ
(n+1)
tGP .
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Lemma 5.3.3 The look-ahead variance at x∗ conditional on allocating ∆r(n) simulations to a
new input x¯kn+1 is approximately given by
s˜
(n+1),new
tGP (x∗)
2 u s(n)tGP(x∗)
2 − v
(n)
tGP(x∗, x¯kn+1)
2
(ν+1)τ2
(ν−1)∆r(n) + s
(n)
tGP(x¯kn+1)
2
. (5.21)
Lemma 5.3.3 is obtained directly from Eq. (4.27). We use (5.21) to obtain I(n),newADSA .
Finally, to obtain I(n),allADSA we define
W˜
(n+1),all
ii := (ν + 1)
ν τ
2
r
(n+1)
i
− (y¯(n)i − f˜ (n)tGP(x¯i))2(
(y¯
(n)
i − f˜ (n)tGP(x¯i))2 + ν τ2r(n+1)i
)2 , (5.22)
based on the approximation (y¯(n+1)i − f˜ (n+1)tGP (xi))2 = (y¯(n)i − f˜ (n)tGP(xi))2. This yields
Lemma 5.3.4
s˜
(n+1),all
tGP (x∗) u K(x∗, x∗)−K∗
(
K + (W˜
(n+1),all
tGP )
−1
)−1
KT∗ . (5.23)
5.4 Synthetic Experiments and Case Study
5.4.1 Synthetic Experiments and Computational Implementation Details
In this section we consider three case studies, employing rescaled Branin-Hoo (d = 2) and
Hartman (d = 6) functions defined in Table 4.3. The first two case studies are in 2-D and use
the Branin-Hoo as the true response with two noise choices: (i) Gaussian  ∼ N (0, 1); and
(ii) heteroscedastic Student-t:  ∼ t6−4x1(0, (0.4(4x1 + 1))2). The second case is to test the
influence of noise misspecification. The third case study is in 6-D using the Hartman function
and noise  ∼ N (0, 1). The noise variance is taken to be known (i.e. τ = 1) in the first and
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Table 5.1: Parameter set-ups for 2-D Branin-Hoo experiments and 6-D Hartman experiments.
PARAMETER Branin-Hoo Hartman
NT 2000 6000
k0 20 60
r0 10 10
M 500 1000
rL
[5, 10, 15, 20, 30, 40, 50, 60, 80,
100, 140, 180, 240, 300]
R [5, 200] [5, 300]
Tsim 0.01 0.05
cbatch 5 1.67
cover(n) θ = [0.137, 8.15× 10−4, 1.99× 10−6]
third case studies. It is fitted (as an unknown constant) along with ϑ for the experiments with
Student-t simulation noise.
We use FB with r ≡ 10 as a baseline, and compare the performance of MLB, RB, ABSUR,
DDSA and ADSA. Performance is based on the error rate ER in (3.34), i.e. evaluating (numeri-
cally, using a testing set of size M ) the symmetric difference between the true and estimated
level set. This is done at a fixed simulation budget NT , i.e. each scheme is run until Nkn reaches
that budget. Note that the resulting number of DoE rounds will vary scheme-by-scheme and is
denoted as kT . Recall that Nn, kn are indexed by the DoE sequential iterations, while NT , kT
are indexed by total budget consumed. Table 5.1 provides further details about the parameters
specific to each scheme.
Whenever we use MCU we follow the recipe in Chapter 4 and set γ(n) = IQR(fˆ (n))/3Ave(s(n))
which keeps both terms in (4.14) approximately comparable as n changes. For MLB, we initial-
ize γ as the average standard deviation Ave(s(k0)(x¯1:k0)) and take η = 0.6. For RB we use the
same initial γ but with η = 0.95. For ABSUR, we recommend r of 5 or 10, and r¯ = 0.05NT ,
i.e. 5% of the total budget NT . The coefficients θ in the quadratic overhead function cover(n) in
(5.5) are pre-tuned via a linear least squares regression with the given simulator and hardware
setup.
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5.4.2 Algorithm Performance
2-D Branin-Hoo 6-D Hartman
FB Comparison
design size kn
35 40 45 50
ABSUR
RB
MLB
ADSA
DDSA
Batch size vs. iteration
Figure 5.1: Running time and ultimate error rate ERT across different schemes. Upper Left:
2-D Branin-Hoo with Student-t noise and budget NT = 2000. Upper Right: 6-D Hartman
function with Gaussian noise and NT = 6000. Lower Left: 6-D Hartman function with
Gaussian noise for FB with different values of r. We show median results from 50 runs of
each method, with color identifying the scheme and diamonds/squares identifying the GP/t-GP
metamodels. Lower Right: distribution of design size kT corresponding to NT = 2000 across
50 algorithm runs.
Figure 5.1 and Table 5.2 show the trade-off between the error rate ER from (3.34) and the
running time. Since we desire fast and accurate schemes, there is a Pareto frontier going from
top-left to bottom-right. In the 2-D case study (shown in the upper left panel in Figure 5.1),
we see that the most accurate scheme is t-GP with FB, while the fastest is GP with DDSA.
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Other efficient schemes are t-GP with MLB which is arguably the best (the second fastest
among t-GPs, and the second most accurate). In 6-D ABSUR works poorly, probably due to
under-performance of the cSUR criterion; In Section 4.3 we showed that MCU appears to be
empirically better for this 6-D Hartman function. Another reason is that cSUR converges in
a slower rate, see plot (b) in Figure 5.2: cSUR takes NT ≈ 30000 simulations to achieve a
comparably small error rate ER. However, in Figure 5.1, NT = 6000 for 6-D experiments. The
best choice are MLB and ADSA, as DDSA and RB gain some speed but only at significant
increase in ER.
Looking at the running times, we see that there are major gains from adaptive batching; the
baseline FB scheme takes almost 10 times longer to run than adaptive batching designs. Fixed
batching generally performs well in terms of ER (as it ends up being more exploratory) but
practically those gains are crowded out by the huge gains in computational efficiency. Among
the five proposed schemes, MLB and ADSA tend to produce lower ER with a significant
reduction in computational time, especially in 6-D experiments.
In the 6-D case study, performance of FB scheme with different replicates rn forNT = 6000,
NT = 20000 and NT = 50000 is compared (shown in the lower left panel in Figure 5.1). For
all budgets NT , the running time is higher and the error rate ER is approximately lower for
lower rn, and vice versa. However, we observe that when the replicate is extremely low, for
example, rn is smaller than 20 for NT = 6000, the error rate ER is not increasing with replicate
rn. Basically as rn is small enough, kn is large enough and the space is fully explored. At this
time, we do not gain a lot of accuracy by adding more new inputs. For each NT , there is an
"optimal" value of rn for FB such that the error rate ER is lowest: for NT = 6000, the optimal
rn is 10; for NT = 20000, the optimal rn is 50, and for NT = 50000, the optimal rn is 100.
The plot (a) of Figure 5.2 shows the log error rate ER as a function of running time for FB,
ABSUR, RB, MLB, ADSA and DDSA for 2-D Branin-Hoo experiments with Student-t noise
and 6-D Hartman experiments. For FB, we stopped at NT = 6000 due to prohibitive running
107
Adaptive Batching for Gaussian Process Surrogates Chapter 5
(a) (b)
(c)
Figure 5.2: Log error rate log ERt as a function of running time t for FB (green), ABSUR
(red), RB (black), MLB (blue), ADSA (cyan) and DDSA (magenta) for 2-D Branin-Hoo
experiments with Student-t noise (plot (a)) with NT = 2000 and 6-D Hartman with Gaussian
noise (plot (b)) with NT = 60000. Log Error rate log ERt as a function of simulator calls Nt
for 6-D Hartman experiments (plot (c)). The FB algorithm is stopped at Nt = 6000 since
computation is too slow.
times for designs. We observe that all the schemes reduce the error rate ER at a faster rate than
FB. In the early stage, RB and DDSA are the fastest, and ABSUR is the slowest. However, as
time proceeds, ADSA keeps reducing the error rate ER and converges to a smaller ER than
other algorithms with a fixed total simulator calls NT . ADSA usually takes slightly longer time
to end up all the simulations. In plot (c), we plot the log error rate ER as a function of simulator
calls Nn for the 6-D experiments. We observe that besides FB, MLB reduces the error rate ER
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(a) (b)
(c)
Figure 5.3: Design size kT , timing cost t and error rate ER as a function of t∗ for ABSUR in
6-D Hartman with Gaussian noise.
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at the fastest rate when Nn < 600, and otherwise, ADSA is the fastest. ADSA shines in the later
stage of sequential development of DoE, since it needs enough “candidate inputs" to calculate
the allocation rule. In conclusion, ADSA is the most accurate algorithm given a large enough
cost t or simulator calls NT , and MLB is the most accurate algorithm when NT is small. Results
are consistent with those observed in Figure 5.1.
We also investigate the effect of t∗ at performance of ABSUR in plot (a)-(c) in Figure 5.3.
Basically the design size kT and the running time t will increase with t∗ as shown in plot (a)
and (b). Intuitively, larger t∗ represents more expensive simulation, and thus ABSUR picks a
smaller r at each step to increase the information gain per unit of running time defined in (5.4).
In plot (c), we observe that the error rate ER explodes when the value of t∗ is too small (smaller
than 0.01), and keeps stable for other values of t∗. Therefore, the performance of ABSUR is
not sensative to value of t∗ as long as the space is well explored. We set t∗ = 0.01 for 2-D
Branin-Hoo and t∗ = 0.05 for 6-D Hartman. The actual value of t∗ depends on the simulation
setups and the machine configurations.
Recall that GP complexity is O(k3n), so that the design size kn = |An| is the primary driver
of computational efficiency. In the baseline FB scheme, r(n) ≡ r is constant so that kn = Nn/r
grows linearly in simulator budget Nn. A key aim of adaptive batching is to achieve sub-linear
growth of kn i.e. kn/Nn → 0 as n grows so that r(n) keeps getting larger as we develop the
DoE. Upper panel of Figure 5.4 plots kn as a function of Nn for 2-D and 6-D experiments. As
desired, we observe a generally concave shape, which is approximately of square-root shape.
The stair-case shape of kn for ADSA is due to the adaptive re-allocation of new simulations
which allow to increase Nn without changing kn at some steps. We note that RB and ADSA
achieve the most concave shape and hence would be the fastest for very large Nn.
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2-D Branin-Hoo with Student-t noise 6-D Hartman with Gaussian noise
MLB RB
Figure 5.4: Upper panel: The design size kn as a function of simulator calls Nn. Lower panel:
Comparison of the standard deviation s(n+1)(x¯n+1, r) and γ as a function of iteration n for
2-D Branin-Hoo.
5.4.2.1 Comparing Designs
To drill down into the designs obtained from different approaches, Figure 5.1 and Figure 5.5
visualize the adaptively batched designs produced for the 2-D Branin-Hoo experiment with
Student-t noise. The lower right panel in Figure 5.1 displays the resulting design size kT with
simulation budget of NT = 2000. Recall that besides FB and DDSA, design sizes of all other
schemes vary across algorithm runs (i.e. kT depends on the particular realizations y1:NT ), so
that kT is a random variable; in the plot we visualize its boxplot across 50 runs of each scheme.
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The smallest designs are obtained from ADSA (31-39 unique inputs). DDSA produces exactly
kT = 37 unique inputs. Recall that DDSA alternates between adding a new site and re-allocating
to existing sites, while ADSA does the same adaptively; in this case we find that slightly more
than half the time re-allocation is preferred. The design size kn for ABSUR is slightly larger at
34-42. The value of kT for RB varies from 37 to 45, while for MLB has the greatest number of
unique inputs, ranging from 34 to 50. Given NT = 2000 the above implies that the schemes
average about Ave(r(n)) =40-60 replicates per site.
Lower panel of Figure 5.4 visualizes how MLB and RB select value of r by comparing the
one-step ahead standard deviation s(n+1)(x¯n+1, r) and the threshold γ. To simplify the plot, the
levels for batch size r is set to be rL = {10, 20, 40}. For MLB, at each step, we choose the
largest r such that the standard deviation s(n+1)(x¯n+1, r) is above the threshold γ. We observe
that the value of batch size r converges to the highest level r = 40 in approximately n = 13
iterations, and flips back to r = 10 or r = 20 afterwards at several steps (for example, n = 17
and n = 21). RB chooses between keeping the current level or moving forward to the next level
of rL. If the one-step ahead standard deviation of both the current level and the next level is
below the threshold γ, then we decrease the value of γ (see, for example, in step 6). Compared
with MLB, RB takes less iterations to converge to the highest level r = 40, with approximately
n = 10 iterations, and keeps at r = 40 afterwards. Therefore, RB ends up with a smaller design
size kT compared with MLB.
The left panel of Figure 5.5 shows the replication level r(n) as a function of design size kn for
a typical run of schemes from Section 5.2.5, illustrating how replication is increased sequentially.
Methods that raise r(n) faster end up with smaller design size kT . ABSUR increases r(n) the
fastest, with MLB having a similar pattern. With RB r(n) grows slower, implying that RB builds
designs with more unique inputs.
The right panel of Figure 5.5 visualizes the replication of a representative ADSA run which
has the option to add new inputs or re-allocate to existing ones. We show the sequential growth
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Figure 5.5: Visualizing adaptive batching for 2-D Branin-Hoo experiments with Student-t
distributed noise. Left: number of replicates r(n) as a function of design size kn for the
schemes of Section 5.2. Right: evolution of r(n)i for ADSA designs x¯1:kn . The total r
(N)
i is
decomposed into ∆r(n)i for n = 1, . . . , kT with each ∆r color-coded by round n.
of r(n)i through a stack histogram: the x-axis represents the unique inputs xi as picked by the
algorithm and the vertical stacks represent ∆r(n)i , color-coded by the round n when they were
added. We observe that only 10 out of the n0 = 20 original inputs are revisited, and generally
about half of the inputs are used in more than one round. At the same time, some inputs, such
as x¯13, x¯20, x¯25 are visited in numerous rounds.
Figure 5.6 shows the estimated zero-contour ∂Sˆ with its 95% posterior credible band
∂S(±0.95) = {x : fˆ (n)(x)± 1.96s(n)(x) = 0} at NT = 2000 in the 2-D test case with Gaussian
noise. As expected, all schemes start by exploring the input space using a few replicates and
then primarily sample in the target region around the level set, with increasing replication.
Comparing the first four plots, we find that the ABSUR is more efficient than RB and MLB,
concentrating at the zero-contour faster and simultaneously faster ramp-up of r(n). In the plot,
this happens already after just half-a-dozen steps. In contrast, RB takes about a dozen steps to
explore with correspondingly low r(n)’s. Although MLB also ramps up rn quickly, it then steps
back and forth between low and high replication levels, resulting in a slightly larger kT than
ABSUR. ADSA and DDSA perform similarly. One observation is that they select similar inputs
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to allocate the extra simulator calls. For example the initial inputs close to the left and bottom
edge all get more replicates rn via reallocation in ADSA and DDSA. Another example is the
initial input in the upper left corner of the space gets the most replicates (color yellow) compared
with all other inputs for both algorithms. Across the DoE rounds, ADSA chooses to reallocate
budget in approximately 54% of them, so that kT = 0.54NT/∆r. Therefore, the value of kT is
approximately the same for ADSA and DDSA. Some of the design differences can be attributed
to the different behavior of the underlying heuristics MCU and cSUR. Indeed MCU tends to
over-emphasize sampling around the zero-contour, while cSUR is more exploratory and tends to
place a few inputs right at the edge of the input domain (upper left corner and lower right corner
in the plot with ABSUR). The aggressiveness of MCU generates more accurate estimates ∂Ŝ
even if the posterior uncertainty is higher (CI band is wider) sometimes.
To conclude, the performance of FB is sensitive to value of replicates rn. Basically, FB
with higher rn is more efficient. However, the effect of higher rn on accuracy of the algorithm
may change in different directions as the total budget NT changes. The question is how to
pick a value for batch size rn to strike a balance between the efficiency and accuracy. For
different budget NT , the "optimal" value of rn varies. Therefore, in online experiments where
NT is not provided initially or there is an infinite budget NT , it is impossible to pick rn for FB.
Adaptive batching designs stand out perfectly. Instead of picking rn manually at the start of
sequential design, adaptive batching algorithms self-adaptively pick the current "optimal" rn
during sequential design. Among all adaptive batching designs, DDSA and RB are the most
efficient algorithms, while ADSA ends up with the most accurate estimate in most cases. For
lower dimension experiments or larger NT , DDSA reaches similar or even better error rate ER
compared with ADSA, while in higher dimension experiments or smaller NT , results obtained
with ADSA are significantly better than DDSA.
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Figure 5.6: GP fits f |AkT and designs for 2-D Branin-Hoo case study with Gaussian noise.
The dashed lines are the estimated posterior zero-contours fˆ (N)(x) = 0 to be compared to
the true contour (solid line). The dotted lines are the corresponding 95% credible intervals.
The labels indicate the order of the inputs x¯i, i = 1, . . . kn and the respective color/size are
proportional to replication level r(n). Design sizes kT vary across the schemes.
5.4.3 Application to Optimal Stopping
As a fourth and final case study, we consider an application of contour finding for deter-
mining the optimal exercise policy of a Bermudan financial derivative [64], with parameters
matching the test cases in Section 4.4:
2-D average Put option: hPut(t,x) = e−rt(K − x1 − x2)+;
3-D Max-Call option: hCall(t,x) = e−rt(max(x1, x2, x3)−K)+.
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These settings have very low signal-to-noise ratio, and non-Gaussian heteroscedastic noise, so
NT  103 is imperative. Detailed experimental set-ups are specified in Table 5.3.
Table 5.4 shows the performance of different designs/models. In the 2-D setting the best
performing scheme is ABSUR. We obtain savings of 70% in computation time compared to the
baseline FB scheme. For the 3-D Max Call, ADSA achieves the highest payoff, and at a fraction
(∼ 1/10th) of time. RB and MLB lead to basically the same payoff as ADSA, but with a higher
computation cost. DDSA leads to slightly lower payoffs and takes approximately the same time
compared with ADSA. ABSUR takes half the time of ADSA, leading to a lower payoff. The
design size kT is consistent with results in Figure 5.5: MLB yields the largest kT , while DDSA
and ADSA yield the most compact designs. We also observe that for the 3-D Max Call, the
computation cost for ADSA is smaller than DDSA. One interpretation is that large amount of
simulations for one new input is much cheaper than simulating and updating the observations
for several different existing inputs, since the ADSA ends up with a much larger design size kT
compared with DDSA in this case.
25 30 35 40 45 50
25
30
35
40
45
50
-0.5
0
0.5
1
1.5
20
40
60
80
100
120
ABSUR kT = 60
25 30 35 40 45 50
25
30
35
40
45
50
-0.5
0
0.5
1
1.5
20
40
60
80
100
120
ADSA kT = 45
Figure 5.7: GP fits f (kT )(t, ·) and designs A for 2-D average put option example at t = 0.6
and NT = 2000. Left panel: ABSUR; right: ADSA. The solid lines are the estimated exercise
boundary fˆ (kT )(t, z) = 0 and the dashed lines are the corresponding 95% credible intervals.
The scatter plot is the design AkT color-coded by replicate counts ri, i = 1, . . . , kT .
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Figure 5.7 shows the GP fits fˆ(t,x) for ABSUR and ADSA for the 2-D Put case study at
t = 0.6. The desired zero-level contour goes from NW to SE and due to the chosen setting
should be symmetric about the x1 = x2 line. We see that both strategies select inputs around
the contour; ABSUR is somewhat more aggressive and yields narrower credible interval for
∂Sˆ = {fˆ (kT ) = 0}. ABSUR uses more design sites kT (ABSUR) = 60 > kT (ADSA) = 45
and has a flatter distribution of replication counts. In contrast, ADSA uses up to r(n) = 120
replicates.
In both 2-D Average Put and 3-D Max Call examples, all schemes have similar payoff but
significantly different computation cost. With batch size r = 20 for 2D and r = 30 for 3D,
FB takes 20 times longer time in the worst compared with adaptive batching design schemes,
although its payoff is slightly (but not significantly) higher. Among all adaptive batching designs,
ADSA has the best performance, with the highest payoff in most cases and comparably efficient
computation. ADSA, RB and MLB achieve similar payoff, while ADSA takes half of the
computation time compared with RB and MLB in higher dimensional case. The computation
cost of ADSA is approximately 1.5-2 times compared with ABSUR and DDSA (besides the
3D case), while the performance of ADSA is more stable for small NT or more complicated
cases, and the resulting payoff is higher. Also, in higher dimensional cases, ADSA often
ends up with larger design size kT compared with DDSA. Intuitively, this is consistent to the
conclusions from Chapter 4 that designs like ICU that favors space-filling work better in higher
dimensional cases. ADSA adaptively chooses from exploration and exploitation, while DDSA
deterministically alternates between them. Consequently, ADSA adjust to higher dimension
with more exploration and achieves better results. When the design size kT is large and the
simulation overhead is not negligible, reallocation might be more expensive than adding new
inputs, and ADSA is a better choice over DDSA in terms of both accuracy and efficiency.
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Table 5.2: Scheme performance across the three synthetic case studies. Results are means (±
standard deviations) from 50 runs of each combination of metamodel and batching scheme.
DESIGN MODEL ERROR RATE ERT TIME/S AVE kT
2-D Branin-Hoo WITH  ∼ N (0, 1)
FB GP 0.019 ± 0.005 119 ± 6 200
ABSUR GP 0.021 ± 0.007 10 ± 2 35
RB GP 0.021 ± 0.008 8 ± 1 39
MLB GP 0.018 ± 0.008 9 ± 2 38
ADSA GP 0.020 ± 0.008 14 ± 1 34
DDSA GP 0.022 ± 0.007 8 ± 1 37
2-D Branin-Hoo WITH  ∼ t6−4x1(0, (0.4(4x1 + 1))2)
FB GP 0.025 ± 0.023 1559.6 ± 126 400.0
ABSUR GP 0.027 ± 0.028 90.7 ± 11.8 52.1
RB GP 0.025 ± 0.035 61.5 ± 7.5 51.0
MLB GP 0.026 ± 0.035 70.8 ± 13.1 54.1
ADSA GP 0.031 ± 0.035 112.9 ± 6.4 45.2
DDSA GP 0.026 ± 0.031 66.2 ± 4.3 52.0
FB t-GP 0.020 ± 0.007 2966.6 ± 604 400.0
ABSUR t-GP 0.023 ± 0.008 171.7 ± 34.0 47.6
RB t-GP 0.022 ± 0.009 126.7 ± 14.5 50.8
MLB t-GP 0.023 ± 0.008 129.7 ± 21.0 51.4
ADSA t-GP 0.025 ± 0.028 222.0 ± 23.2 36.5
DDSA t-GP 0.025 ± 0.008 133.7 ± 7.5 52.0
6D Hartman WITH  ∼ N (0, 1) AND NT = 6000
FB GP 0.030 ± 0.004 1934 ± 74 600
ABSUR GP 0.070 ± 0.015 289 ± 40 160
RB GP 0.058 ± 0.014 105 ± 34 143
MLB GP 0.037 ± 0.008 294 ± 133 241
ADSA GP 0.043 ± 0.007 199 ± 38 172
DDSA GP 0.050 ± 0.009 101 ± 16 142
6D Hartman WITH  ∼ N (0, 1) AND NT = 30000
FB rn = 50 GP 0.015 ± 0.002 1654 ± 347.0 600.0
FB rn = 100 GP 0.016 ± 0.002 461.5 ± 18.61 330.0
FB rn = 200 GP 0.029 ± 0.006 152.2 ± 6.693 195.0
ABSUR GP 0.022 ± 0.003 757.2 ± 34.77 325.3
RB GP 0.024 ± 0.005 227.0 ± 64.04 237.0
MLB GP 0.022 ± 0.006 240.6 ± 76.91 242.9
ADSA GP 0.016 ± 0.002 995.6 ± 52.65 373.8
DDSA GP 0.017 ± 0.002 522.0 ± 26.17 350.0
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Table 5.3: Parameter set-ups for Bermudan Option examples.
Scheme 2-D Basket Put 3-D Max-Call
– NT = 2000; k0 = 20, r0 = 20 NT = 30, 000; k0 = 300, r0 = 30
– NT = 4, 500; k0 = 30, r0 = 30
FB r = 20 r = 30
MLB/RB rL = {20, 30, 40, 50, rL = {20, 30, 40, 50, 80,
60, 80, 120, 160} 160, 240, 320, 480, 640}
ABSUR R = [20, 160], Tsim = 0.01 R = [20, 640], Tsim = 0.01
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Table 5.4: Performance of GP metamodels with FB, MLB, RB, ABSUR, ADSA and DDSA
designs in the 2-D Average Put and 3-D Max Call examples. Results are averages from 20
runs of each scheme.
DESIGN MODEL PAYOFF TIME/S T INPUTS kT
2-D AVERAGE PUT
FB GP 1.451± 0.002 68.87 100.00
RB GP 1.447± 0.003 27.93 51.96
MLB GP 1.448± 0.003 26.37 55.42
ABSUR GP 1.448± 0.003 23.52 55.36
ADSA GP 1.447 ± 0.002 24.20 42.57
DDSA GP 1.441 ± 0.006 17.58 35.00
FB t-GP 1.448 ± 0.002 74.57 100.00
RB t-GP 1.446 ± 0.002 60.55 54.59
MLB t-GP 1.448 ± 0.003 35.00 57.40
ABSUR t-GP 1.441 ± 0.005 46.00 51.48
ADSA t-GP 1.448 ± 0.002 55.79 47.99
DDSA t-GP 1.446 ± 0.003 22.35 35.00
3-D MAX CALL NT = 4500
FB GP 11.15 ± 0.018 296.6 150.0
RB GP 11.13 ± 0.015 135.6 91.5
MLB GP 11.13 ± 0.019 135.9 91.1
ABSUR GP 11.07 ± 0.019 104.7 79.4
ADSA GP 11.14 ± 0.017 168.7 98.9
DDSA GP 11.11 ± 0.022 157.5 65.0
3-D MAX CALL NT = 30000
FB GP 11.26 ± 0.010 2425.0 1000.0
RB GP 11.25 ± 0.008 410.0 562.5
MLB GP 11.25 ± 0.008 520.3 608.2
ABSUR GP 11.23 ± 0.007 122.1 408.6
ADSA GP 11.25 ± 0.009 223.7 461.8
DDSA GP 11.24 ± 0.009 239.4 385.0
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Conclusions and Future Works
In this thesis, we mainly study the problem of noisy level set estimation of expensive black-box
functions. These problems arise in industrial context, as an example, we learn experimentation
on optimal stopping for Bermudan Option.
Existing works on noisy level set estimation mainly focus on developing SUR-related
sequential design frameworks for Gaussian Process metamodels. However, in real application,
it is hard to satisfy the Gaussian assumption on noise and thus not appropriate to use Gaussian
observation GP. Instead, one of the main contributions of this thesis aims at providing alternative
Gaussian Process related surrogates for misspecified and heteroscedastic noise or low signal to
noise ratio settings. In Chapter 3 and 4, we have carried a comprehensive comparison of five
metamodels and four design heuristics on 18 case studies (4× 3 synthetic, plus six real-world).
In sum, the considered alternatives to standard Gaussian-observation GP do perform somewhat
better. In particular, t-GP directly nests plain GP and hence essentially always matches or
exceeds the performance of the latter. We also observe gains from using Cl-GP when SNR is
low and from monotonic surrogates when the underlying response is monotone. That being said,
final recommendation regarding the associated benefit depends on computational considerations,
as the respective overhead becomes larger (and exact updating of the metamodel no longer
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possible).
In terms of design, we advocate the benefits of tMSE, which generates high-performing
experimental designs without requiring expensive acquisition function (or even look-ahead
variance). The tMSE criterion does sometimes suffer from the tendency to put many designs
at the edge of the input space but otherwise tends to match the performance of more complex
and computationally intensive In’s. For expensive simulations, ICU is probably still the best
choice (although in that case, random-set-based heuristics should also be considered). Especially
in higher dimensions with misspecified noise, ICU is the best choice among all designs. We
also stress that the user ought to thoughtfully pick the combination of sequential design and
metamodel, since cross-dependencies are involved (e.g.,classification metamodels generally not
working well with the ICU criterion in lower dimension).
To deal with mis-specified noise or low signal to noise ratio setting, besides using a more
robust metamodel to construct the surrogates for the underlying function, another more intuitive
approach is to increase the design size, or the information we obtain. However, a large number
of total simulations NT has been identified as one of the main challenges for surrogate based
methods in terms of both computational efficiency and memorization capacity. One potential
break-through has been performed with batching/replication algorithm, using the same input
to generate multiple responses, and it has been investigated for mean response modeling
problem [22, 9, 10]. Batching also helps to increase the signal to noise ratio at individual
input and thus stands out in stochastic experiments where noise is large or misspecified. In
Chaper 5, we have proposed and investigated five different schemes for adaptive batching
in metamodeling of stochastic experiments in level set estimation. All schemes successfully
capture the intuition of increasingly beneficial replication as sequential design is constructed
and the focus shifts from exploration to exploitation. Our algorithms are based on the plain
Gaussian Process paradigm but are easily extended to related non-Gaussian frameworks, as
demonstrated with t-GP. The key step is to construct an approximation of the batch look-ahead
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variance s(n+1)(x, r). Our results demonstrate that adaptive batching offers a simple mechanism
to extract significant computational gains through building more compact designs and taking
advantage of the symbiotic relationship between GPs and replication. Thus, compared with
using a constant value for replicates r over all inputs like in FB, we are able to gain more than an
order-of-magnitude speed-up with minimal loss of metamodeling fidelity with adaptive batching
designs for noisy level set estimation problems. Among all five schemes for adaptive batching,
we recommend using ADSA, which shines out especially in higher dimension or complicated
setups. Although its simplified version DDSA is more efficient and performs as well as ADSA
in lower dimension, it turns out to be less accurate than ADSA in more complicated problems.
RB and MLB are super efficient. However, they sometimes suffer from less accuracy due to
being over aggressive. Performance of ABSUR largely depends on tuning the parameters in the
scheme, and cSUR strategy converges in lower rate in higher dimensions.
Our focus of this thesis has been on alternative GP metamodels and sequential design
in the context of level-set estimation. Related problems such as evaluating the probability
of failure, or evaluating a tail risk measure, would benefit from the same ideas and will be
investigated in follow-up projects. More widely, the same idea can be applied in optimization
and surface metamodeling problems, with further investigation on the corresponding acquisition
function. Our work has provided efficient computational recipe of look-ahead variance for all
five alternative metamodels, which can be shared among the similar problems. Besides the
metamodel, recent publications also propose approaches for robust estimate of parameters in
GP [40, 26] and show improved performance in surrogate modeling. Extensions of Gaussian
Processes in Deep Learning is another current trend, with topics related with Deep Gaussian
Process (DGP) in surface metamodeling [87] and optimization [41], that replace the Gaussian
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Processes we used in our work. In Deep Gaussian Process, the observation y is modeled via
y(x) = fL(fL−1(...(f1(f0(x))))) + (x) (6.1)
where L is the number of layers and fl(·) is an intermediate GP. Since DGP is a functional
composition of GPs, it was also named as a hierarchical GP [29]. It has been shown that
DGPs handle scarce data and overcome the overfitting issue which is common in optimization
problem involving expensive black-box functions and induced uncertainty produced while
dealing with scarce data [41]. However, literature on inference with DGP, including hyper-
parameter selection, and derivatation of sequential design strategies for DGP still remains
incomplete. Acceleration of GP computation with advanced machine is discussed in [68, 36],
which makes deep Gaussian Process and GP for high-dimensional optimization and level set
estimation practical in real applications.
Another important problem that is beyond the scope of the present work is theoretical
analysis about the asymptotic complexity of the proposed schemes such as ADSA, for example
to establish the long-run growth rate of kn in order to quantify the asymptotic complexity as
Nn →∞. Several recent publications [18, 3] focus on asymptotic analysis of Gaussian Process.
However, research on asymptotic complexity of adaptive batching design or even sequential
design still remains open.
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