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The spin-flip tunneling rates are measured in GaAs-based double quantum dots by time-resolved
charge detection. Such processes occur in the Pauli spin blockade regime with two electrons occu-
pying the double quantum dot. Ways are presented for tuning the spin-flip tunneling rate, which on
the one hand gives access to measuring the Rashba and Dresselhaus spin–orbit coefficents. On the
other hand they make it possible to turn on and off the effect of spin–orbit interaction with a high
on/off-ratio. The tuning is accomplished by choosing the alignment of the tunneling direction with
respect to the crystallographic axes, as well as by choosing the orientation of the external magnetic
field with respect to the spin–orbit magnetic field. Spin-lifetimes of 10 s are achieved at a tunnel
rate close to 1 kHz.
Spin–orbit interaction (SOI) couples the orbital mo-
tion of electrons to the spin via electric fields. Electrons
moving in a crystal experience spin–orbit coupling orig-
inating from electric fields with bulk (Dresselhaus) and
structure (Rashba) inversion asymmetries. Theoretical
work predicts the SOI to bring about interesting physi-
cal phenomena, such as the quantum spin Hall effect [1–
3] and, in conjuction with superconductivity, Majorana
states in nanowires [4]. Large SOI can be used for driving
spin qubits [5], and vanishing spin–orbit magnetic fields
are required for observing a persistent spin-helix [6–8].
Considering the varying influence of SOI in different sys-
tems, measuring its anisotropy and finding ways to tune
its strength are essential for taking advantage of it.
Despite the relevance of SOI for various experimental
systems, only few experiments exist testing the effect of
its anisotropy on spin relaxation in quantum dots which
are candidates for qubits. [9, 10]. It has been studied in
single quantum dots [11–19] with undefined direction of
electron momentum and large energy gap between the
different spin states [12]. In coupled quantum dots, the-
oretical studies predict anisotropic singlet–triplet split-
ting [15, 19–24], and experimental evidence has been ob-
tained recently in highly coupled dots but with ambigu-
ity about the crystallographic direction of the main DQD
axis defining the electron momentum [25]. In this paper,
we probe the SOI in GaAs by measuring spin-flip tunnel-
ing of individual electrons between energetically resonant
(1,1) and (0,2) charge states of double quantum dots [see
Fig. 1(a)] and with well-defined direction of electron tun-
neling. A magnetic field is applied in the plane of the
underlying two-dimensional electron gas. In particular,
we experimentally explore the two-fold anisotropy of the
spin–orbit magnetic field
~BSO = 2 ((α− β)py, (α+ β)px, 0) /(gµB) (1)
with respect to the crystallographic direction ~p of elec-
tron motion, as well as with respect to the spin quan-
tization axis given by the external magnetic field. In
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FIG. 1. (a) A scanning electron micrograph of DQD1,
top-gates shown in light grey, zero volts are applied between
source (S) and drain (D). The current ICD distinguishes the
charge states (1,1) and (0,2) of the two electron DQD. (b)
Crystallographic orientation of the device in (a) including the
direction ~p of tunneling, the spin–orbit magnetic field ~BSO
and the angle ϕ between the externally applied in-plane field
~Bext and the spin–orbit field. (c) Spin-flip tunneling rate ver-
sus the angle between the spin–orbit magnetic field ~BSO and
the external field ~Bext. Points with error bars are experi-
mental data, solid lines are fits to theory. The fitted values
at ϕ = 0◦, 180◦ amount to (0.20± 0.17) Hz (black line) and
(0.07± 0.17) Hz (red line). (d) Spin-flip tunneling rate mea-
sured as a function of the spin-conserving tunneling rate ΓC.
Inset: resonant alignment of the (1, 1)T− and the (0, 2)S DQD
states.
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2Eq. (1), α and β are the Rashba- and Dresselhaus co-
efficients, µB is Bohr’s magneton, and g is the effective
conduction band g-factor of GaAs. Our results yield a
thorough experimental verification of theoretically anti-
cipated [14, 22] SOI effects, and allow for a strong sup-
pression of spin-flip tunneling for electrons moving along
the [1¯10] crystal direction as well as for external magnetic
fields parallel to the internal spin–orbit field.
The relevance of SOI for electrons tunneling between
two quantum dots in a GaAs/Al.3Ga.7As heterostructure
is determined by the three factors illustrated in Fig. 1(b).
First, there is the orientation of the crystal lattice defin-
ing the principal axes [110] (x-direction) and [1¯10] (y-
direction) in the (001)-plane of the electron gas. Second,
there is the direction ~p of tunneling between the quantum
dots, which determines the orientation of the spin–orbit
magnetic field ~BSO in the same plane [Eq. (1)], as ex-
perienced by the tunneling electron. In our experiment
we have chosen the tunneling direction to be along [110]
in device DQD1 [shown in Fig. 1(a)] and along [1¯10] in
a nominally identical device DQD2 (not shown). Third,
there is the quantization axis of the spins in the initial
and final quantum dot states, which is chosen in our ex-
periment by applying a magnetic field ~Bext in the (001)-
plane at varying angles ϕ with respect to [1¯10] ([110])
for DQD1 (DQD2), i.e. with respect to the expected di-
rection of ~BSO. In an intuitive classical picture [26] the
spin–orbit magnetic field ~BSO causes the spin to precess
around the spin-quantization axis during the tunneling
process. The precession angle, and therefore the spin-flip
tunneling rate is maximum for ~BSO ⊥ ~Bext, minimum for
~BSO ‖ ~Bext, and varies sinusoidally in-between. This os-
cillation provides the relevant handle for tuning the spin–
orbit coupling strength in situ, as we will show in the fol-
lowing. By using a DQD for our study, the direction of
motion of the tunnelling electron is well-defined and we
can measure the influence of the SOI on possible qubit
operations. In contrast to Ref. [25], the main DQD axis
and therefore the direction of motion is known to point
along [110] for DQD1 and along [1¯10] for DQD2. The
two devices show qualitatively different spin-flip rates.
In particular, we find suppressed SOI for DQD2.
We apply Bext = 1.5 T, such that the (1,1)T− spin-
triplet state with spin-configuration |↓↓〉 is the lowest en-
ergy state with one electron in each dot as shown in the
inset of Fig. 1(d). The large Zeeman splitting of 38 µeV,
much larger than kBT = 4.3 µeV at the electronic tem-
perature Tel = 50 mK, suppresses excitations to energeti-
cally higher (1, 1) spin-triplet states, and thereby freezes
the spin-orientation within the individual QDs. We tune
the spin-singlet state (0, 2)S with two electrons in the
right dot into resonance with (1, 1)T− [see Fig. 1(d), in-
set], while suppressing tunneling to source and drain to
a rate ≤ 0.1 Hz. Due to the different spin alignments
of these states, each tunneling event between them re-
quires a spin-flip. Using time-resolved detection of single-
electron tunneling we measure the spin-flip tunneling rate
ΓSO in DQD1 for the two individual resonant transi-
tions (1, 1)T− ↔ (0, 2)S. Varying the angle between ~Bext
and ~BSO, we plot the two rates in Fig. 1(c) in red and
black. Apparently, the spin-flip tunneling is completely
suppressed for ~Bext ‖ ~BSO and significantly enhanced for
~Bext ⊥ ~BSO. The suppression at parallel alignment is
so strong that we observe no transitions on a time scale
up to 10 s even though the tunnel coupling between the
resonant states would allow for spin-conserving tunneling
at a rate of about 1 kHz, as explained below. This is the
most significant data reported in this paper.
By means of a charge-state dependent feedback [27]
(an explanation of this follows later in this paper) we
additionally measure the spin-conserving tunneling rate
ΓC = 1 kHz. Figure 1(d) shows that the measured spin-
flip tunneling rate ΓSO is in this regime proportional
to the spin-conserving tunneling rate ΓC. We vary this
quantity by changing the voltage applied to the central
gate CG [see Fig. 1(a)]. It has indeed been theoretically
proposed [14, 24] that the spin-flip tunneling rate is given
by
ΓSO =
d2
2l2SO
ΓC sin
2(ϕ), (2)
where d is the inter-dot distance and lSO the spin–orbit
length [14]. The spin–orbit length lSO = ~/m∗(α ± β)
is a measure for the strength of the SOI. It is different
for the two devices studied here: the plus sign is valid
for tunneling along [110] (DQD1), and the minus sign
for tunneling along [1¯10] (DQD2). The numerical values
of the Rashba (α) and Dresselhaus (β) spin–orbit coef-
ficients are unknown a-priori, and m∗ = 0.067me is the
electron mass in GaAs. Our experimental results do in-
deed confirm the prediction (2) as we show in Figs. 1(c)
and (d) by indicating fits to the theoretical prediction
with red and black solid lines.
We now demonstrate that we can gradually increase
the importance of dot-internal spin relaxation [12, 14,
19, 28] by reducing the strength of the external magnetic
field Bext to 100 mT. This reduces the Zeeman energy to
2.5 µeV, which is now smaller than the thermal energy.
Due to equipartitioning [29], all four (1, 1) spin states,
[|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉] are occupied with similar probabil-
ity. Spin-flip tunneling processes in this regime can be
distinguished by their proportionality to ΓC from dot-
internal spin relaxation with subsequent tunneling, which
is independent of ΓC [30]. The blue filled circles in Fig. 2
show the total spin-flip rate ΓS with ~Bext ‖ [110] for
DQD1 as ΓC is changed. The linear dependence differs
from that in Fig. 1(d) by a vertical offset indicating a fi-
nite spin-flip rate within the individual quantum dots. In
turn, aligning ~Bext along [1¯10] in the same device leads
to the blue open circles, which show essentially no de-
pendence on ΓC in agreement with ϕ = 0 in Eq. (2), but
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FIG. 2. The spin-flip rate as a function of the spin-conserving
rate at an externally applied magnetic field of 100 mT. The
blue circles represent data taken from DQD1 (~p ‖ [110]) and
green squares are used for DQD2 (~p ‖ [1¯10]). Filled symbols
are used for perpendicular alignment of the spin quantiza-
tion axis and the spin–orbit field, and open symbols for the
parallel alignment. The suppression of the SOI is visible in
the vanishing dependence of the spin-flip rate on the tunnel
coupling.
have the same offset as the data of the ϕ = 90◦ case.
It is evident from the data that we can write the total
measured spin-flip rate as
ΓS = Γint + ΓSO(ϕ), (3)
where Γint is the dot-internal spin-flip rate. As we ob-
serve this rate to be similar in the two DQD devices, we
deduce that the hyperfine spin environment and the spin–
orbit coupling strengths within a single dot [hence within
the charge state (1,1)] are similar in all the dots. In con-
trast to Ref. [12], we do not observe a large anisotropy
in the dot-internal spin-flip rate. With the small Zee-
man splitting in our experiment, dot-internal mixing
of spin-states is primarily caused by hyperfine interac-
tion [31], and thermal activation to all states is possi-
ble. The spin-flip processes in this setting differs from
the spin-relaxation process from the excited spin-state
to the ground-state with an energy gap of 7 kBT stud-
ied in Ref. [12]. In our experiments, we are interested in
the spin-orbit mediated rate ΓSO, which is measured by
the contribution linear in ΓC to the spin-flip rate ΓS, as
shown in Fig. 2.
Comparing these measurements taken on DQD1 with
those taken on DQD2, where the direction ~p of tunneling
is along [1¯10], gives the filled and open green squares
in Fig. 2. Both orientations of ~Bext, namely ϕ = 0
and ϕ = 90◦ give datapoints without a pronounced ΓC-
dependence. This behavior can be attributed to the dif-
ferent values of lSO in the two devices. From the vanish-
ing SOI in DQD2, we conclude that α−β ≈ 0 [6, 7, 32–34]
in our electron gas, which is device specific in general [6]
and accidental in our case. Comparing the slopes of the
BSO  ∝ α+ß
relaxation in single dot
BSO ∝ α-ßsp
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FIG. 3. The spin-flip rate normalized to the spin-conserving
rate as a function of the in-plane angle ϕ between the ex-
ternal field (spin quantization axis) and the spin–orbit field
(perturbation). The sinusoidal dependence found in DQD1
(filled blue circles) reflects the anisotropy of the perturbation
induced by the SOI. The SOI vanishes for DQD2 (open green
squares), leading to an almost isotropic spin-flip rate. The
isotropic background (red) is determined by the spin-flip pro-
cesses within the (1, 1) charge state in the individual DQD
devices.
two devices measured at ϕ = 90◦, we determine an upper
bound for the relative difference of the Rashba and Dres-
selhaus spin–orbit contribution and find that the SOI for
electrons moving along [1¯10] is suppressed by a factor
|(α− β)/(α+ β)|2 < 6× 10−2 compared to the [110] di-
rection. Thus, the alignment of the DQD main axis with
respect to the crystal axes allows for the selection of the
spin–orbit field experienced by the tunneling electrons.
With a separation d ≈ 300 nm of the two quantum dots,
we estimate α ≈ β ≈ 1.5× 103 m s−1, which agrees well
with spin–orbit lengths of a few µm found in the litera-
ture [5, 25, 30].
Figure 3 shows the full angle-dependence of ΓS for
both devices with ΓC = 160 Hz. In agreement with
Eq. (3), DQD1 (filled blue circles) shows the strong oscil-
latory contribution to ΓS originating from ΓSO(ϕ) given
in Eq. (2), but vertically offset by Γint. In contrast,
the open green squares of DQD2 show only a very weak
angle-dependence, in agreement with the weak spin–orbit
interaction effect experienced by an electron tunneling in
[1¯10] direction (c.f. Fig. 2). The solid lines are sinusoidal
fits to Eqs. (3) and (2) with Γint, d
2/2l2SO and a phase
offset ϕ0 as fitting parameters. The phase offset accounts
for an uncertainty in the alignment of the sample with
respect to the magnetic field and is ϕ0 < 5
◦ in DQD1.
In this measurement, the rate ΓC = 160 Hz was found to
be independent of the angle ϕ. Summing up our results
demonstrated in Figs. 2 and 3, we used Eq. (3) to dis-
tinguish spin-flip tunnelling from dot-internal relaxation
processes. We showed that the spin-orbit interaction is
suppressed for an electron tunneling along [1¯10]. For tun-
neling along [110], spin-flip tunnelling is reduced for the
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FIG. 4. Charge detection. (a) The charge detector current
ICD changes between two values, depending on the charge
state of the two-electron DQD. The bunching of tunneling
events is visible in the long time trace, and the zoom shows
the fast tunneling events when the electron spins are antipar-
allel. The waiting time distribution is plotted in (b), where
green and blue symbols are used for the (0, 2) and (1, 1) state,
respectively. The slow time-scale (spin-flip rate) is visible in
the main figure and the fast time-scale (spin-conserving rates)
in the zoom-in.
field directions ϕ = 0◦ and 180◦.
We now present the technical details of our experiment
and of the measurements of ΓS and ΓC. Our devices are
formed in a GaAs/AlGaAs heterostructure containing a
two-dimensional electron gas 90 nm below the surface.
The electron density and mobility are n = 2× 1011 cm−2
and µ = 2× 106 cm2/Vs, respectively, as measured at
1.3 K. Negative voltages applied to the metallic top
gates [light-grey fingers in Fig. 1(a)] deplete the two-
dimensional electron gas below the gates and confine the
electrons (green circles with arrows) in DQDs [28].
We measure the charge state of the DQD by means
of the current ICD through a quantum point contact
charge detector coupled capacitively to the DQD-device
[see Fig. 1(a)] [35, 36]. The time-trace of ICD presented
in Fig. 4(a) was taken with Bext = 100 mT, i.e. larger
than the Overhauser field [37, 38]. It shows transitions
between the (1, 1) and (2, 0) states. In the topmost
panel, we observe that occasionally the tunneling be-
comes halted for several seconds as a result of Pauli spin
blockade [30, 31, 39–41] at small magnetic fields: if the
spins of the two electrons in the (1, 1) state are parallel
[spin states |↓↓〉 or |↑↑〉], a spin-flip is required for a tran-
sition to the (2, 0) state, where the spins of the electrons
are anti-parallel [28]. On the other hand, fast tunnel-
ing events occur between the (0, 2) and the unpolarized
(1, 1) states [spin states |↑↓〉 , |↓↑〉], where no spin-flip is
required. The distribution of waiting times τ(1,1) in the
(1, 1) state [see the zoom of Fig. 4(a) for the definition
of this quantity] is presented in Fig. 4(b) with filled blue
circles and shows two characteristic time scales, see also
Refs. [30, 31]. We associate the fast one with the spin
conserving tunneling rate, ΓC, set by the tunnel-coupling
between the two quantum dots. The slow time-scale is
associated with transitions requiring a spin-flip and is a
measure for the spin-flip rate ΓS.
Finally we briefly explain the operation of the charge-
dependent feedback mechanism used to determine ΓC in
the data shown in Fig. 1. When both electrons are de-
tected in the same dot, the (0, 2) level is shifted into
resonance with the unpolarized (1, 1) states. The mea-
sured waiting time for tunneling into one of these states
yields the spin-conserving rate ΓC. The rate ΓC weakly
depends on the in-plane angle ϕ with a sinusoidal am-
plitude smaller than 14 %. Possible origins are the con-
finement of the wave–functions perpendicular to the field
direction, and spin-flip tunnelling combined with a relax-
ation into the (1, 1)T− state.
In conclusion, we have demonstrated experimentally
the two-fold anisotropy of the spin–orbit interaction. We
showed that the strength of the spin–orbit field depends
on the direction of electron tunneling and, in our device,
vanishes for the electron tunneling along [1¯10]. We were
able to extract values for the spin–orbit coefficients α and
β from our observations. Along two well-defined direc-
tions of electron tunneling, we measured the anisotropy
of the spin–orbit interaction brought about by the rel-
ative alignment between spin quantization axis and the
spin–orbit field and observed the theoretically expected
sinusoidal dependence. Our measurements at magnetic
fields, where the Zeeman splitting exceeds temperature,
demonstrate the suppression of spin relaxation processes
within single dots. The high tunability of the spin-flip
tunneling rate and the absence of the incoherent pro-
cesses found in this configuration are promising for co-
herent spin operations in DQDs. Beyond that our mea-
surement technique lends itself for similar studies in dif-
ferent material systems, where few or no studies of the
anisotropy of spin–orbit interaction are available.
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