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Abstract
TheAdomian decomposition method (ADM) is applied to solve both linear and nonlinear boundary value problems
(BVPs) for fourth-order integro-differential equations. The numerical results obtained with minimum amount of
computation or mathematics compare reasonably well with exact solutions.
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1. Introduction
There has recently been much attention devoted to the search for reliable and more efﬁcient solution
methods for equations modelling physical phenomena in various ﬁelds of science and engineering. One
of the methods which has received much concern is the Adomian decomposition method (ADM) [2].
The ADM has been employed to solve various scientiﬁc models. The ADM yields rapidly convergent
series solution with much less computational work [2,1]. Unlike the traditional numerical methods, the
ADM needs no discretization, linearization, transformation or perturbation [2]. In [4], Wazwaz’s main
objective was only to obtain the exact solutions to two fourth-order integro-differential equations. Our
aim in this work is to determine the accuracy and efﬁciency of the ADM in solving integro-differential
equations. Numerical comparisons are made between the approximate numerical results and the known
exact solutions.
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2. Decomposition method
In this section we shall present the decomposition method for the solution of a class of two-point BVPs
for fourth-order integro-differential equations [3],
y(iv)(x) = f (x) + y(x) +
∫ x
0
[g(x)y(x) + h(x)F (y(x))] dx, x ∈ (a, b), (1)
subject to the boundary conditions
y(a) = 0, y′′(a) = 2, (2)
y(b) = 0, y′′(b) = 2, (3)
where F is a real nonlinear continuous function, , 0, 2, 0 and 2 are real constants, and f, g and h are
given and can be approximated by Taylor polynomials. The conditions for existence and uniqueness of
solutions of (1)–(3) are given in [3].
In the ADM [2], we ﬁrst write (1) in the operator form,
Ly = f (x) + y(x) +
∫ x
0
[g(x)y(x) + h(x)F (y(x))] dx, (4)
where L = d4/dx4. Assume that the 4-fold operator,
L−1(·) =
∫ x
0
∫ x
0
∫ x
0
∫ x
0
(·) dx dx dx dx, (5)
exists and is easily obtained. Applying (5) on both sides of (4) yields
y =
3∑
j=0
j
xj
j ! + L
−1(f (x)) + L−1(y(x)) + L−1
(∫ x
0
[g(x)y(x) + h(x)F (y(x))] dx
)
. (6)
The ADM [2] takes the solution y and the nonlinear function F as inﬁnite series, respectively:
y =
∞∑
k=0
yk , (7)
F =
∞∑
k=0
Ak . (8)
The yk are determined from the recursive algorithm [2]
y0 =
3∑
j=0
j
xj
j ! + L
−1(f (x)), (9)
yk+1 = L−1(yk) + L−1
(∫ x
0
[g(x)yk + h(x)Ak] dx
)
, k0, (10)
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where 1 = y′(0) and 3 = y′′′(0) are to be determined and the Adomian polynomials Ak are given by [2]
Ak = 1
k!
⎡
⎣ dk
dk
F
⎛
⎝ ∞∑
j=0
j yj
⎞
⎠
⎤
⎦
=0
, k = 0, 1, 2, . . . . (11)
Convergence aspects of the ADM have been investigated in [1]. For later numerical computation, let
the expression
n(x) =
n−1∑
k=0
yk (12)
denote the n-term approximation to y(x). We note that at this stage 1 and 3 are still undetermined. Now
imposing boundary condition (3) on (12) gives the system
n(b) = y0(b) + y1(b) + · · · + yn−1(b) = 0, (13)
′′n(b) = y′′0 (b) + y′′1 (b) + · · · + y′′n−1(b) = 2, (14)
from which the unknowns 1 and 3 can be found. Once we have the values for 1 and 3, expression (12)
serves as an approximate solution of (1)–(3).
3. Numerical tests
To demonstrate the accuracy of the decomposition method we consider two examples with known
exact solutions [4].
3.1. Linear BVP
First, we consider the linear fourth-order integro-differential equation as in (1) with f (x) =
x(1 + ex) + 3ex ,  = 1, g(x) = −1, and h(x) = 0, i.e.
y(iv)(x) = x(1 + ex) + 3ex + y(x) −
∫ x
0
y(x) dx, 0 <x < 1, (15)
subject to the boundary conditions
y(0) = 1, y′′(0) = 2, (16)
y(1) = 1 + e, y′′(1) = 3e. (17)
The exact solution is
y = 1 + xex . (18)
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Table 1
Values of the constants A and B using (21)–(23)
2,2 2,3 2,4
A 0.9740953834 0.99447891278 0.9989095252
B 3.1897820557 3.0382130987 3.0073098797
The recursive Adomian decomposition algorithm is [2]
y0 = 1 + Ax + x2 + 13! Bx
3 + L−1(x + xex + 3ex), (19)
yk+1 = L−1(yk(x)) − L−1
(∫ x
0
yk(x) dx
)
, k0, (20)
where the constants A = y′(0) and B = y′′′(0) are to be determined. The integration in the last terms of
(19) and (20) can, in general, be difﬁcult. However, since we look for approximants, we can simplify the
integrations by taking the truncated Taylor expansions for the exponential term in (19): e.g. ex ∼ 1 + x,
ex ∼ 1 + x + x2/2 and ex ∼ 1 + x + x2/2 + x3/6. We note that our approach here is different from that
employed in [4]. We shall next see how the accuracy is affected by these truncations. Using the recursive
algorithm (19) and (20) then yields, respectively, the 2-term approximations,
2,2(x) =
(
f0 + 1360 x
6
)
+
(
f1 − 11 209 600 x
10 − 1
19 958 400
x11
)
, (21)
2,3(x) =
(
f0 + 1144 x
6 + 1
1680
x7
)
+
(
f1 − 119 958 400 x
11 − 1
159 667 200
x12
)
, (22)
2,4(x) =
(
f0 + 1144 x
6 + 1
840
x7 + 1
10 080
x8
)
+
(
f1 + 139 916 800 x
11 − 1
239 500 800
x12 − 1
1 556 755 200
x13
)
, (23)
where the second subscripts denote the number of terms used in the truncated Taylor expansions
for ex , and
f0 = 1 + Ax + x2 + 16 Bx
3 + 1
8
x4 + 1
24
x5, (24)
f1 = 124 x
4 + A − 1
120
x5 + 2 − A
720
x6 + B − 2
5040
x7 + 3 − B
40 320
x8 + 1
181 440
x9, (25)
where A and B can be determined using boundary conditions (17). Imposing conditions (17) on (21)–(23)
gives the values of A and B as tabulated in Table 1. Hence, we immediately obtain the three approximate
solutions of (15)–(17).
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Fig. 1. Error functions E1(x), E2(x) and E3(x).
To determine the accuracy of the approximations (21)–(23) against the exact solution (18), we let
E1(x) = 1 + xex − 2,2(x), (26)
E2(x) = 1 + xex − 2,3(x), (27)
E3(x) = 1 + xex − 2,4(x) (28)
denote the error functions which are shown in Fig. 1. We can see that even though we take a small number
of terms in the expansions for the exponential, good accuracy is achieved with a very minimum amount
of computation. Further improvement on the accuracy level can be made by ﬁnding more terms in the
Adomian series solution and/or by taking more terms in the Taylor expansions for the exponential term,
but at the expense of an increased amount of computation.
3.2. Nonlinear BVP
Now consider the nonlinear fourth-order BVP (1) with f (x) = 1,  = 0, g(x) = 0, h(x) = e−x and
F(y) = y2,
y(iv)(x) = 1 +
∫ x
0
e−xy2(x) dx, 0 <x < 1, (29)
subject to the boundary conditions
y(0) = 1, y′′(0) = 1, (30)
y(1) = e, y′′(1) = e. (31)
The exact solution is
y = ex . (32)
The recursive Adomian decomposition algorithm is [2]
y0 = 1 + Ax + x2 + 13!Bx
3 + L−1(1), (33)
yk+1 = L−1
(∫ x
0
e−xAk(x) dx
)
, k0, (34)
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Table 2
Values of the constants A and B using (36)–(38)
2,2 2,3 2,4
A 0.9969706142 1.0006029353 0.9998909027
B 1.0205416499 0.9960391622 1.0007021518
where the constants A= y′(0) and B = y′′′(0) are to be determined and the Adomian polynomials Ak are
given by [2]
A0 = y20(x), A1 = 2y0(x)y1(x), . . . . (35)
Again, we take the truncated Taylor expansions for the exponential term in (34): e.g. e−x ∼ 1 − x,
e−x ∼ 1 − x + x2/2 and e−x ∼ 1 − x + x2/2 − x3/6. Using the recursive algorithm (33) and (34) then
yields, respectively, the 2-term approximations,
2,2(x) = y0 + L−1(A0) + L−1(−xA0), (36)
2,3(x) = 2,2 + L−1
(
x2
2
A0
)
, (37)
2,4(x) = 2,3 + L−1
(
−x
3
6
A0
)
, (38)
where
y0 = 1 + Ax + 12 x
2 + B
6
x3 + 1
24
x4, (39)
A0 = 1 + 2Ax + (1 + A2)x2 +
(
B
3
+ A
)
x3 +
(
1
3
+ AB
3
)
x4
+
(
A
12
+ B
6
)
x5 +
(
1
24
+ B
2
36
)
x6 + B
72
x7 + 1
576
x8, (40)
and A and B can be determined using boundary conditions (31). Imposing conditions (31) on (36)–(38)
gives the values of A and B as tabulated in Table 2. Hence, we immediately obtain the three approximate
solutions of (29)–(31).
To determine the accuracy of the approximations (36)–(38) against the exact solution (32), we let
E1(x) = |ex − 2,2(x)|, (41)
E2(x) = |ex − 2,3(x)|, (42)
E3(x) = |ex − 2,4(x)| (43)
denote the error functions which are shown in Fig. 2. The same comments on improving the accuracy
of the series solution as made in the previous section also apply here. In addition, we can control the
accuracy level by the number of terms taken in the Taylor expansion for the exponential term, not by
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Fig. 2. Absolute error functions E1(x), E2(x) and E3(x).
taking more terms in the Adomian series solution. Thus we avoid calculating the Adomian polynomials
which can in general be difﬁcult. In the present problem we only need to calculate A0.
4. Conclusions
In this paper, the ADM was employed to solve linear and nonlinear BVPs for fourth-order integro-
differential equations. The algorithm produced results which are of reasonable accuracy. The accuracy
level can be controlled by the number of terms taken in the Taylor expansion for the exponential term,
not by taking more terms in the Adomian series solution.
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