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Abstract: we use variational iteration method (VIM) to solve some nonlinear time-fractional advection problem. 
Compared to the other method, the VIM is direct and straightforward. 
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1. Introduction  
The fractional differential equations, as generalizations of classical differential equations, are increasingly used to model 
problems in basic sciences and engineering. In general, there exists no method that yields an exact solution for fractional 
order differential equations. Only approximate solutions can be obtained. Several method have been used to solve 
fractional differential equations, such as Adomain decomposition method [1], homotopy perturbation method [2], homotopy 
analysis method [3], and variational iteration method (VIM) [4].  
The VIM, which is a modified Lagrange’s multiplier method [5], has been shown to solve easily, accurately and effectively a 
large class of linear and nonlinear fractional differential equations [1-8]. The main feature of the VIM is that the solution of a 
nonlinear mathematical problem with linearization assumption is used as initial approximation. Then a more highly precise 
approximation can be obtained. This approximation converges rapidly to an accurate solution of the fractional differential 
equations.  
The purpose of this paper is to obtain approximate analytical solutions of the following time-fractional advection 
problem[10]:  
                       ( , ) ( , ) ( , ) ( , ),  t xD u x t u x t u x t f x t                  （ 1 ）                       
where  D is the Caputo derivative of order  , and 0 1.   The problem (1) arises in the description of various 
physical processes. Such solutions are important because numerical solutions may not identify the scientific problem under 
investigation. 
2. Variational Iteration Method 
To illustrate the basic concepts of the variational iteration method, we consider the following nonlinear differential equation: 
Lu + Nu = f(x, t)   
Where L  and N  are linear and nonlinear operators, respectively, and ( , )f x t  is the source inhomogeneous term.  
According to the VIM[4-6], we can construct a correction functional as: 


t
nn+1 n n0
u (t) = u (x, t) + λ(Lu (x, ξ) + Nu (x, ξ) - f(x, ξ))dξ , 
where    is a general Lagrangian multiplier[5], which can be identified optimally by the variational theory,  the subscript 
n  denotes the nth-order approximation, nu  is considered as a restricted variation, i.e., 0 nu . Consequently, the 
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l i m
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u u

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3. The solution of advection problem 
We first consider the homogeneous advection problem[10]:  
           0  t xD u uu ,                                               (2)  
           ( ,0)  u x x .                                                 (3)  
According to the VIM, we can get the following iteration formula: 
           1
0
u ( , ) ( , ) [ ( , ) ( , ) ( , )] .       
t
n n n n xx t u x t D u x u x u x d    (4)      
Identifying the zeroth component 0  u x ,  we get 
           0  u x，                          
           1   u x xt ，                       
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         
    
x
u x xt t xt xt xt t ,         
and so on. 
Remark1.  when =1 , from the above approximations, we have  
0  u x , 
1   u x xt , 
2
2     u x xt xt small terms , 
2 3
3 +    u x xt xt xt  small terms , 
and so on. 
Which gives 
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u x t x t t
t
.                                    (5)
 
The function (5) is a exact solution of the following class Cauchy problem[10]: 
0
( , 0)
t x
u uu
u x x
  

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 . 
Next, we consider the nonhomogeneous advection problem. 
2
2 122 +
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D u uu t xt t
u x
              (6) 
Proceeding as before, we have  
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Taking 
0
0u   , by(7),  we get 
1
1
2
(2 )
u t xt

  
 
 small terms , 
1
2
2
( 2 )
u t xt

  
 
 small terms , 
and so on. 
Thus we get  
12l i m
(2 )nn
u u t xt



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 
. 
Which gives the exact solution of problem (6). 
Remark 2.  when =1  , from the above results, we get 
0 0u , 
2
1   u t xt small terms, 
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2
2   u t xt  small terms, 
and so on. 
Thus the function  
2( , )  u x t t xt  
 Is the exact solution of the following class advection Cauchy problem: 
3 22
( , 0) 0
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u uu t x t xt
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
 
 , 
4. Conclusion 
Variational iteration method gives several successive approximations through using the iteration of the correction functional, 
and more importantly, it reduces the volume of calculations via not requiring Adomain polynomials[9], thus VIM is direct and 
straightforward. 
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