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En este trabajo se presenta una propuesta para la navegación en interiores de un robot pequeño, 
con arquitectura de vehículo con ruedas. Para la navegación autónoma se implementa un algoritmo 
de planeación de trayectorias en donde se toma información del entorno para reconocimiento de 
objetos mediante técnicas de visión artificial y sensores de proximidad para medición y cálculo de 
la distancia entre el robot y los posibles obstáculos encontrados, de esta forma se recalcula la 
trayectoria necesaria para evitar choques. 
Por otra parte, se trabaja la optimización del tiempo y seguridad de navegación, ajustando la 
velocidad en función de la rugosidad del suelo, a saber: 1) avance rápido en superficies de alta 
rugosidad, 2) avance lento en superficies de baja rugosidad, posibilitando la disminución del 
deslizamiento de las ruedas y mejorando el cálculo, por odometría, de la posición del robot dentro 
de su entorno. 
Se presentan las técnicas de extracción de características y las arquitecturas y tipos de redes 
neuronales artificiales empleados tanto para el reconocimiento de objetos como de los tipos de 
texturas. Se muestran los resultados obtenidos al realizar pruebas de navegación en diferentes 
entornos en interiores en donde se presentan tanto los tiempos de recorrido como la distancia entre 
la posición deseada y la posición final del robot. Las pruebas se realizan en la plataforma robótica 






La navegación de vehículos en entornos desconocidos es una tarea fácil para los humanos, pero es 
muy difícil para los robots. Dotarlos de autonomía es un tema que ha sido estudiado ampliamente, 
pero existen varios aspectos que faltan por estudiar.  Para la navegación autónoma, el vehículo debe 
ser dotado con la habilidad de interpretar la información adquirida de su entorno para que este 
pueda planear y seguir las trayectorias desde su posición inicial hasta la posición final. 
Los algoritmos de navegación o de exploración de vehículos autónomos se han concentrado en 
el reconocimiento y evasión de obstáculos tales como piedras, cúmulos de piedra [1] y otros 
vehículos [2]. En los sistemas de evasión de obstáculos, estos son reconocidos por imágenes GPS 
[3], o por los sistemas de sensores del vehículos [4], [5]. 
Por otra parte, el control de la velocidad del robot considerando las características del suelo, ha 
sido poco trabajado, por lo que la navegación eficiente y segura puede convertirse en una debilidad 
En el caso de los vehículos con ruedas, es necesario tener información sobre las características 
dela superficie tal que la navegación autónoma sea segura. Una de esas características en que este 
trabajo se concentra es en la rugosidad de la superficie en la cual el vehículo se mueve. La velocidad 
del vehículo depende de la rugosidad del suelo; además, la integridad del vehículo depende de la 
velocidad con la que se mueva. Es probable que el vehículo sufra un accidente si se mueve a la 
misma velocidad en tierra suelta a como si lo hace sobre asfalto, de aquí que es conveniente ajustar 
la velocidad en función del tipo de suelo [6]. 
La navegación autónoma de vehículos es particularmente importante para la exploración de 
planetas. Los terrenos difíciles como aquellos que tienen rocas, pendientes, tierra suelta, similares 
a los de planetas como Marte, requieren que los robots tengan alto grado de autonomía. De aquí 
que nuestra propuesta se concentra en la detección de objetos, pero también en el reconocimiento 
del tipo del suelo utilizando visión artificial. 
1.1 Definición del problema 
La navegación autónoma de vehículos es altamente compleja. Requiere de la detección de objetos 
para evitar choques, así como la adquisición de información del terreno para evitar deslizamientos, 
la cual necesita ser procesada rápidamente y con precisión por el sistema de navegación del 
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vehículo. Por otra parte, cuando se requiere intervención de los humanos esta no siempre puede 
estar disponible al momento, por lo que el vehículo debe estar equipado con las reacciones y el 
comportamiento ante circunstancias poco comunes. Todas estas acciones son tareas que demandan 
recursos computacionales. Sin embargo, para la navegación autónoma, la combinación de las 
acciones y de capacidad de cómputo limitada debe ser armonizada; este es el reto a vencer. 
Los trabajos relacionados de navegación autónoma se concentran principalmente en la 
detección y evasión de obstáculos [7], [8], [9]. Hasta el momento no se ha abordado 
exhaustivamente el problema de navegación autónoma donde la velocidad sea ajustada de acuerdo 
con las características de la superficie. 
El reconocimiento de texturas no es un tema que haya sido estudiado ampliamente para 
aplicaciones de navegación autónoma. Existen algunos trabajos en los que se presentan métodos 
de reconocimiento de terrenos, como los métodos basados en rayos laser [10] y vibraciones [11], 
los cuales han mostrado alto desempeño. Con los métodos basados en vibraciones el vehículo 
clasifica las texturas hasta que mueve sobre estas, mientras que los métodos con rayos láser son 
computacionalmente caros debido al intenso procesamiento de la gran cantidad de información 
obtenida del entorno. 
Por otra parte, durante la navegación autónoma del vehículo, este debe determinar su ubicación 
dentro del entorno, lo que supone el reto de determinar las coordenadas y orientación sobre un 
plano o sistema de dos dimensiones.  Para realizar ésta tarea cuando se trata de los vehículos con 
ruedas, la odometría es comúnmente empleada [12], pero inevitablemente acumula errores debido 
a distintas causas como la existencia de diferencias entre los diámetros de las ruedas o una mala 
alineación de las mismas, deslizamientos, entre otros [13]. 
En varios trabajos se ha intentado reducir el error odométrico al modelar la desviación obtenida 
de la lectura de los encoders acoplados a las ruedas, para mejorar el cálculo de la ubicación del 
vehículo. De acuerdo con los resultados, se aprecian reducciones significativas de dicho error, pero 
mediante el uso de otros dispositivos auxiliares como marcas [14], rayos laser [15], visión artificial 
[16], entre otros [17]. 
Hasta el momento, la reducción del deslizamiento de las ruedas no ha sido atendida con el fin de 
mejorar el cálculo de la ubicación del vehículo utilizando odometría. Por lo tanto, los problemas a 
los que se enfrenta este trabajo son: 
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· El reconocimiento de los objetos que obstaculicen la navegación del vehículo, utilizando 
visión artificial y sensores de proximidad. 
· El ajuste automático de la velocidad  durante la navegación. 
· La reducción del  deslizamiento de las ruedas para disminuir el error odómetrico. 
Básicamente las texturas que se deben reconocer son aquellas que pueden encontrarse en 
interiores. 
1.2 Propuesta de solución 
Para el ajuste de velocidad del vehículo en función de la rugosidad de la superficie, la propuesta 
consiste en imitar el comportamiento humano, el cual se vale de estimaciones rápidas e imprecisas 
sobre las características de la superficie, pero lo suficiente precisas para ajustar la velocidad de los 
vehículos y conducir sin sufrir derrapes [1]. Los seres humanos clasifican rugosidades tomando como 
base experiencias pasadas; cuando un conductor humano encuentra una textura nueva, este 
emplea su experiencia para estimar el grado de rugosidad de la textura y así decidir la velocidad 
apropiada del vehículo. 
La lógica difusa permite modelar heurísticas abstractas definidas por expertos humanos. Sin 
embargo, las reglas de la lógica difusa carecen de mecanismos de autoajuste en la relación 
subyacente de los datos, por lo que es difícil decidir los parámetros de las funciones de pertenencia. 
Por otra parte, la lógica difusa permite incorporar la experiencia de los humanos en forma de reglas 
lingüísticas. Por lo tanto, lo que se propone es emplear una red neuronal difusa [18] para calcular la 
velocidad del vehículo, imitando la experiencia de un humano en la conducción de autos. 
Para el cálculo de la posición del vehículo,  se utilizan comúnmente los métodos basados en 
odometría, cuya limitación es, como se ha mencionado, el deslizamiento de las ruedas. Al ajustar la 
velocidad en función de la rugosidad de la superficie, el deslizamiento disminuye y en consecuencia 
el cálculo de la posición es más exacto. De aquí que la solución propuesta es: 
· Adquirir imágenes de diferentes texturas y modelarlas con patrones binarios locales [19] 
y descriptores de Haralick [20]. 
· Adquirir imágenes de diferentes objetos en un entorno determinado utilizando visión 
basada en apariencias [21], [22]. 
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· Una red neuronal supervisada es entrenada para clasificar las texturas, bajo las 
caracterizaciones mencionadas. 
· Una red neuronal difusa meta-clasifica las texturas para calcular la velocidad del robot. 
· Reducir el deslizamiento de las ruedas con el ajuste de velocidad para mejorar el cálculo 
de la ubicación del vehículo. 
· Una red neuronal supervisada es entrenada para reconocer los objetos que pueda 
encontrar en un entorno previamente definido. 
· Implementar el algoritmo de wavelength para la planeación de trayectorias. 
La Figura 1.1 muestra el diagrama de bloques de la propuesta de solución y como la información 
fluye entre los bloques. 
 
Figura 1.1 Diagrama de bloques de navegación autónoma con ajuste de velocidad.  
Para la estimación de la velocidad se utiliza información de la textura de la superficie y de la 
proximidad de los objetos. El vehículo se mueve siguiendo la trayectoria planeada al tiempo que  se 
capturan imágenes de los objetos que hay en el entorno y de las texturas de la superficie y esta 
información es procesada para ajustar la velocidad. 
Al detectar superficies de baja tracción, el vehículo debe moverse lento, aunque le tome mayor 
tiempo realizar el recorrido, de esta forma evita que el vehículo resbale. De forma opuesta, si la 
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superficie tiene alta fricción, entonces el vehículo debe incrementar su velocidad, lo que lleva a 
reducir el tiempo de navegación, pero sin descuidar las condiciones de seguridad. 
Por lo tanto, al reducir el derrape de las ruedas, se reducen los errores de posición del vehículo 
empleando odometría. Se contempla que el vehículo alcance determinada velocidad tal que, 
dependiendo del tipo de textura, le permita frenar y detenerse rápidamente. En este trabajo se 
realizan experimentos utilizando un robot pequeño dotado con ruedas, el cual se hace circular en 
interiores. 
1.3 Objetivos 
Objetivo general:  
Desarrollar un algoritmo para la navegación de un robot con ruedas en interiores, reconociendo los 
objetos de su entorno, empleando visión artificial y diferentes sensores de proximidad.  
Objetivos específicos 
· Desarrollar un algoritmo de visión artificial para el reconocimiento de objetos específicos. 
· Reducir los errores de ubicación debido a la odometría al obtener la función de error de la 
posición de los motores que impulsan las ruedas. 
· Incorporar información adquirida por los sensores de proximidad. 
· Implementar un algoritmo de navegación autónoma. 





2 Estado del arte 
La navegación autónoma de vehículos ha sido un tema ampliamente estudiado ya que tiene gran 
campo de aplicación tanto para la industria automotriz como en las misiones de exploración de 
planetas, donde se requiere emplear robots con alto grado de autonomía para superar las 
dificultades del desplazamiento a través de las superficies con obstáculos e irregularidades. En las 
misiones de exploración de la tierra, los robots autónomos exploran terrenos que pueden ser 
peligrosos para los seres humanos. 
La navegación autónoma es muy compleja ya que requiere de la detección y evasión de 
obstáculos, así como  la extracción de información de las características del terreno para no sufrir 
derrapes.  La información del entorno debe ser procesada con precisión y rapidez por el sistema de 
navegación del vehículo. Además, cuando no exista información disponible por parte de 
conductores humanos, el vehículo autónomo debe estar equipado con reacciones convenientes, 
particularmente frente a circunstancias poco predecibles. 
Por lo tanto, el éxito de la navegación autónoma demanda seleccionar la arquitectura adecuada 
del robot [5],  los métodos para detección y evasión de obstáculos [23], [24]y el control de la 
velocidad [25], [26]. Más allá de la ubicación y evasión de los obstáculos, el control de la velocidad 
del robot —considerando las características de los terrenos— ha sido poco atendido, lo que se 
vuelve en una debilidad para que la navegación autónoma sea eficiente y segura. 
En este capítulo se revisan trabajos relacionados a la navegación autónoma de vehículos con 
ruedas, se presentan las arquitecturas más empleadas y los métodos de reconocimiento de objetos 
y de texturas. 
2.1 Navegación autónoma de vehículos con ruedas 
La rueda ha sido por mucho el mecanismo de locomoción más popular en robots y en general por 
vehículos hechos por el hombre ya que se puede alcanzar gran eficiencia en el transporte con este 
mecanismo además de ser fácil de implementar [13]. 
Además, el balance no es un problema usual porque los vehículos con ruedas son casi siempre 
diseñados para que todas las ruedas estén en contacto con el suelo todo el tiempo, en este sentido, 
tres ruedas son suficientes para garantizar balance estable, aunque vehículos con dos ruedas 
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pueden ser también estables [27]. En diseños de más de tres ruedas, es necesario utilizar un sistema 
de suspensión para que lograr que todas las ruedas hagan contacto con el suelo cuando se 
encuentra una superficie irregular [28]. 
A diferencia de los automóviles, los cuales están diseñados para entornos ampliamente 
estandarizados (como en redes carreteras), los robots móviles están diseñados para aplicaciones en 
diferentes situaciones. Los automóviles tienen configuraciones de rueda similares porque existe una 
región en el espacio de diseño que maximiza la manejabilidad, controlabilidad y estabilidad para 
dicho entorno estandarizado. Sin embargo, no existe una sola configuración de rueda que maximice 
estos aspectos para la variedad de entornos que enfrentan los diferentes tipos de robots [29]. 
El modelado y reconocimiento de terrenos es un tema de interés para la navegación autónoma 
de vehículos ya que es necesario para mantener la trayectoria de navegación en la exploración o 
recorrido del terreno, pero también para calcular la ubicación del vehículo y las trayectorias de 
navegación como una función de las características del terreno. 
E. Krotkov y R. Hoffman [30] presentan un sistema de mapeo de terrenos para robots que 
construye modelos cuantitativos de la geometría de la superficie. El sistema adquiere imágenes con 
un telémetro de rayo láser y las  preprocesa y almacena para construir un mapa con elevaciones a 
una resolución arbitraria. 
La geometría del terreno  es estudiada por Castelnovi y cols. [31] para controlar la velocidad del 
robot por medio de operaciones a distancia. La textura de la superficie es considerada como un 
parámetro de seguridad de la navegación. El objetivo principal es entrenar personas sin experiencia 
para controlar directamente la plataforma robótica mientras la misión y la integridad del robot se 
mantienen seguras. 
Un método que emplea aprendizaje supervisado y permite al vehículo estimar la rugosidad para 
navegación a altas velocidades es presentado por Stavens y Thrun [32]. En su trabajo, el vehículo 
aprende a detectar terrenos de alta rugosidad mientras se encuentra en movimiento. Los datos de 
entrenamiento se obtienen por el análisis inercial adquirido del vehículo, lo que permite predecir la 
textura del terreno. 
Los algoritmos de detección de obstáculos y de construcción de mapas expuestos por Langer y 
cols. [10], son empleados para navegación a cross-country. Cuando los algoritmos son utilizados 
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bajo la arquitectura basada en comportamiento, estos son capaces de controlar al vehículo a 
velocidades más altas que un sistema que planea un camino óptimo a través de mapas de alta 
resolución. 
En Brooks y Lagnemma [9] utilizan un método para la clasificación de terrenos basado en 
vibraciones para misiones de exploración de planetas. Un acelerómetro es montado en la estructura 
del vehículo y las vibraciones detectadas en movimiento son clasificadas de acuerdo con la similitud 
entre las vibraciones observadas durante el entrenamiento fuera de línea. El algoritmo emplea 
técnicas de procesamiento de señales, incluyendo componentes principales y análisis discriminante 
lineal. 
Conociendo las características físicas del terreno circundante, el vehículo explorador puede 
explotar su potencial de movilidad. Halatci y cols. [24] presentan un estudio de clasificación de 
terrenos para vehículos exploradores de terrenos similares a Marte, que emplea dos algoritmos de 
clasificación de características de textura y color basados en estimaciones probabilísticas y 
máquinas de soporte vectorial. Además, se describe otro método de clasificación basado en 
vibraciones, derivado de interacciones rueda-terreno. 
Castelnovi y cols. [31] reportan resultados de navegación de robots y vehículos autónomos. El 
reconocimiento de texturas se realiza al muestrear el terreno en tiempo real mediante rayos láser; 
el objetivo es controlar la velocidad del robot dependiendo de las características capturadas de la 
superficie. La desventaja con este enfoque es el procesamiento intensivo de la gran cantidad de 
datos adquiridos, lo que vuelve computacionalmente cara esta propuesta. 
Un método de comparación estadística de apariencia de imágenes es descrito por Cootes y cols.  
[33]. Un conjunto de parámetros de forma y variaciones en escala de grises es aprendido del 
conjunto de entrenamiento. Se emplea un algoritmo iterativo de comparación con el fin de aprender 
la relación entre los parámetros con ruido del modelo y de los errores inducidos. 
Tsai y Tseng [34] proponen un sistema de visión artificial para la clasificación de la textura de 
superficies de moldes de metal. El método evalúa la calidad de la superficie del molde basado en la 
transformada discreta de Fourier de dos dimensiones, tanto en escala de grises como en imágenes 
binarias. Utiliza un clasificador Bayesiano y una red neuronal artificial para la clasificación de 
acuerdo con la discriminante principal derivado en el dominio del espacio-frecuencia. 
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Para abordar el reconocimiento de rugosidades de terrenos, algunos enfoques identifican, 
cuantifican y localizan obstáculos [2], [35]; evaluando si se pueden atravesar o si necesitan ser 
rodeados. Otros trabajos similares enfatizan el análisis y clasificación de la rugosidad del suelo para 
integrarlo en la tarea de navegación autónoma del robot, particularmente en localización. 
Los métodos de reconocimiento de terrenos con mejor desempeño son aquellos basados en 
vibraciones y en rayos láser. Los primeros tienen la desventaja de que pueden clasificar las texturas 
del terreno hasta que el vehículo pasa sobre él y no antes, lo cual es un factor limitante para el ajuste 
de velocidad en función de  las características del terreno.  
Los métodos basados en rayos láser son computacionalmente caros debido al intenso 
procesamiento de la gran cantidad de datos que obtiene del terreno. De aquí que, en los siguientes 
capitulo se propone un método para reconocer terreno sin hacer contacto y a bajo costo 
computacional.  
2.2 Reconocimiento de objetos por medio de visión basada en apariencias 
Existen diversos métodos para el reconocimiento de objetos [36], [37], [33]; aunque ninguno es 
universal, pues aquellos encontrados en el estado del arte son funcionales si en las imágenes se 
cumplen determinadas condiciones. Para el propósito de este trabajo, se busca reconocer objetos 
que se encuentran comúnmente en interiores como son, sillas, mesas, libreros, entre otros. 
La visión basada en apariencias (VBA) es un método que ha sido empleado principalmente para 
el reconocimiento de objetos [38], [22]y rostros [21]; el cual obtiene las componentes principales 
de una distribución de imágenes, es decir, los vectores propios de la matriz de covarianza de un 
conjunto de imágenes de objetos [39]. 
La VBA tiene la ventaja de reducir la dimensionalidad de los datos con una pérdida pequeña de 
información, lo que lo vuelve adecuado para el procesamiento de imágenes de alta resolución a un 
costo computacional relativamente bajo. El reconocimiento de objetos utilizando VBA conlleva las 
siguientes operaciones: 
1. Sea ሼܫଵǡ ǥ ǡ ܫேሽ ؿ Թ௡ൈ௠ el conjunto de entrenamiento de imágenes de objetos, donde ݊ 
y ݉ son el número de renglones y columnas de las imágenes, respectivamente y ܰ es la 
cantidad de imágenes de entrenamiento. 
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2. Cada imagen del conjunto de entrenamiento es convertido un vector y se coloca en el 
conjunto ሼ߶ଵǡ ǥ ǡ ߶ேሽ ؿ Թ௡ή௠. 
3. Todos los vectores son normalizados con ߶෨௜ ൌ ߶௜Ȁԡ߶௜ԡ y se colocan en el conjunto ሼ߶෨ଵǡ ǥ ǡ ߶෨ேሽ ؿ Թ௡ή௠. 
4. Se calcula el vector promedio ߤ ൌ σ ߶෨௜ே௜ୀଵ Ȁܰ 
5. Se obtiene la matriz de covarianza ȳ ൌ ȰȰ்Ȁܰ, donde Ȱ ൌ ሾ߶෨ଵ െ ߤǡǥ ǡ ߶෨ே െ ߤሿ. 
6. Se calcula el conjunto de valores ሼߣଵǡ ǥ ǡ ߣ௡ή௠ሽ ؿ Թ y vectores propiosሼܞଵǡ ǥ ǡ ܞ௡ή௠ሽ ؿԹ௡ή௠, de la matriz de covarianza. 
7. Los vectores propios son ordenados de forma decreciente con respecto a su valor propio 
asociado y son colocados como columnas en la matriz Ȧ ൌ ሾܞଵǡ ǥ ǡ ܞ௣ሿ. Nótese que dado 
que los primeros vectores propios contienen la mayor parte de la información, no es 
necesario utilizar todos los ݊ ή ݉ vectores propios. Es necesario analizar los valores 
propios, por lo que ݌ ൏ ݊ ή ݉. 
8. Se construye el espacio propio con Ȳ ൌ ȰȦ. 
9. Se proyecta al espacio propio cada imagen del conjunto de entrenamiento con ߶෠௜ ൌȲ்ሺ߶෨௜ െ ߤሻ, para ݅ ൌ ͳǡǥ ǡܰ; con lo que se forma el conjunto de entrenamiento ሼ߶෠ଵǡ ǥ ǡ ߶෠ேሽ ؿ Թ௣. 
El conjunto de proyecciones ሼ߶෠௜ǡ ǥ ǡ ߶෠ேሽ se utiliza para el entrenamiento de algún clasificador. 
Para el reconocimiento de un objeto, este primero debe ser proyectado al espacio propio y después 
procesado por el clasificador. Es decir, sea una imagen ܫ, se convierte a un vector ߮, este es 
normalizado y se obtiene ߮ ෤ , el vector es proyectado al espacio propio con ߮ ො ൌ Ȳ்ሺ ෤߮ െ ߤሻ. El vector 
proyectado ො߮  es procesado por el clasificador previamente entrenado para el reconocimiento del 
objeto en la imagen. 
2.3 Reconocimiento de texturas 
El análisis de superficies con texturas ha sido un tema de interés debido al amplio potencial de su 
aplicación, que incluye clasificación de materiales y objetos que varían en ángulos de perspectiva, 
clasificación y segmentación de escenas de imágenes de navegación en exteriores, análisis de 
imágenes aéreas y recuperación de imágenes. Sin embargo, la clasificación de las texturas de 
interiores no ha sido estudiada ampliamente. 
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La textura es percibida por los patrones de una amplia variedad de superficies naturales o 
sintéticas como madera, metal, textiles, etcétera. Si un área de una imagen de textura tiene una 
gran variación de intensidad, entonces la característica dominante de dicha área seria la textura. Si 
esta área tiene poca variación en la intensidad entonces la característica dominante dentro del área 
es el tono. 
La textura es una propiedad intrínseca de la superficie de los objetos, sin embargo, a pesar de la 
cantidad de trabajos de investigación relacionados con este tema, no se tiene una definición precisa 
de la textura. Existen dos clases principales para el reconocimiento de texturas: análisis estadístico 
y análisis estructural. El primero es adecuado para el reconocimiento de texturas naturales, mientras 
que el segundo es adecuado para las texturas con patrones repetitivos. A continuación se presentan 
los métodos para la caracterización de texturas que se utilizan en este trabajo. 
2.3.1 Matrices de co-ocurrencia 
Las matrices de co-ocurrencia de niveles de gris (MCNG) es uno de los métodos más empleados para 
caracterizar la textura, el cual fue presentado por Haralick et al. [20]. Las MCNG se basan en la 
distancia entre pixeles, el ángulo y número de niveles de gris. Un elemento ܲሺ݅ǡ ݆ǡ ݀ǡ ߠሻ de la MCNG 
representa la frecuencia relativa, donde ݅ es el nivel de gris del pixel ubicado en ሺݔǡ ݕሻ, y ݆ es el nivel 
de gris del pixel vecino a una distancia y orientación ݀ y ߠ, respectivamente. 
El cálculo de las MCNG se basa en la distancia entre pixeles, el ángulo de los pixeles (0°, 45°, 90° 
y 135°) y el número de niveles de gris. Sea ܫሺݔǡ ݕሻ una imagen de tamaño ݎ ൈ ܿ con ݊௚ niveles de 
gris, las MCNG, que dependen del ángulo y la distancia, se obtienen con: ܲሺ݅ǡ ݆ǡ ݀ǡ ߠሻ ൌ ͓ሼሺݔଵǡ ݕଵሻǡ ሺݔଶǡ ݕଶሻ א ݎ ൈ ܿȁܫሺݔଵǡ ݕଵሻ ൌ ݅ǡ ܫሺݔଶǡ ݕଶሻ ൌ ݆ሽ (1)  
Donde # denota la cantidad de elementos en el conjunto. ܲሺ݅ǡ ݆ǡ ݀ǡ ߠሻ representa la información 
contenida entre los pixeles ሺݔଵǡ ݕଵሻ y ሺݔଶǡ ݕଶሻ separados por una distancia ݀ y orientados en un 
ángulo ߠ. Siendo los promedios y desviaciones estándar: ߤ௫ ൌ෍෍݅ ή ݌ሺ݅ǡ ݆ሻ௝௜  (2)  ߤ௬ ൌ෍෍݆ ή ݌ሺ݅ǡ ݆ሻ௝௜  (3)  
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ߪ௫ ൌ෍෍ሺ݅ െ ߤ௫ሻଶ݌ሺ݅ǡ ݆ሻ௝௜  (4)  ߪ௬ ൌ෍෍ሺ݆ െ ߤ௬ሻଶ݌ሺ݅ǡ ݆ሻ௝௜  (5)  
Se extraen 18 características de las MCNG como se propone en [1]: 
Energía 
ଵ݂ ൌ෍෍݌ሺ݅ǡ ݆ሻଶ௝௜  (6)  
Contraste 
ଶ݂ ൌ ෍݇ଶ ቄσ σ ݌ሺ݅ǡ ݆ሻ௡೒௝ୀଵ௡೒௜ୀଵ ቚȁ݅ െ ݆ȁ ൌ ݇ቅ௡೒௞ୀ଴  (7)  
Correlación 
ଷ݂ ൌ σ σ ሺ݆݅ሻ݌ሺ݅ǡ ݆ሻ௝௜ െ ߤ௫ߤ௬ߪ௫ߪ௬  (8)  
Varianza 
ସ݂ ൌ෍෍ሺ݅ െ ߤሻଶ݌ሺ݅ǡ ݆ሻ௝௜  (9)  
Homogeneidad 
ହ݂ ൌ෍෍ ݌ሺ݅ǡ ݆ሻͳ ൅ ሺ݅ െ ݆ሻଶ௝௜  (10) 
Suma promedio 
଺݂ ൌ෍݅ ή ݌௫ା௬ሺ݅ሻଶ௡೒௜ୀଶ  (11) 
Donde ݌௫ା௬ሺ݇ሻ ൌ σ σ ݌ሺ݅ǡ ݆ሻ௡೒௝ୀଵ௡೒௜ୀଵ , siendo ݅ ൅ ݆ ൌ ݇ y ݇ ൌ ʹǡ͵ǡ ǥ ǡʹ݊௚. 
Suma de varianzas 
଻݂ ൌ෍ሺ݅ െ ଼݂ ሻଶ݌௫ା௬ሺ݅ሻଶ௡೒௜ୀଶ  (12) 
Suma de entropías 
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଼݂ ൌ െ෍݌௫ା௬ሺ݅ሻ  ݌௫ା௬ሺ݅ሻଶ௡೒௜ୀଶ  (13) 
Entropía 
ଽ݂ ൌ െ෍෍݌ሺ݅ǡ ݆ሻ  ݌ሺ݅ǡ ݆ሻ௝௜  (14) 
Diferencia de varianzas 
ଵ݂଴: varianza de ݌௫ି௬ (15) 
Donde ݌௫ି௬ሺ݇ሻ ൌ σ σ ݌ሺ݅ǡ ݆ሻ௡೒௝ୀଵ௡೒௜ୀଵ , siendo ȁ݅ െ ݆ȁ ൌ ݇ y ݇ ൌ Ͳǡͳǡ ǥ ǡ ݊௚ െ ͳ. 
Diferencia de entropía ݌௫ା௬ሺ݇ሻ ൌ σ σ ݌ሺ݅ǡ ݆ሻ௡೒௝ୀଵ௡೒௜ୀଵ , siendo ݅ ൅ ݆ ൌ ݇ y ݇ ൌ ʹǡ͵ǡǥ ǡʹ݊௚. 
ଵ݂ଵ ൌ െ ෍ ݌௫ି௬ሺ݅ሻ  ݌௫ି௬ሺ݅ሻ௡೒ିଵ௜ୀ଴  (16) 
Información de métricas de correlación 
ଵ݂ଶ ൌ ଼݂ െ ܽଵሺܾ௫ǡ ܾ௬ሻ (17) ଵ݂ଷ ൌ ඥͳ െ ሺെʹሺܽଶ െ ଽ݂ሻሻ (18) 
Donde ܽଵ ൌ െσ σ ݌ሺ݅ǡ ݆ሻ௝ ሺ݌௫ሺ݅ሻ݌௬ሺ݆ሻሻ௜ , ܽଶ ൌ െσ σ ݌௫ሺ݅ሻ݌௬ሺ݆ሻ௝ ሺ݌௫ሺ݅ሻ݌௬ሺ݆ሻሻ௜ ; siendo ݌௫ሺ݆ሻ ൌ σ ݌ሺ݅ǡ ݆ሻ௜  y ݌௬ሺ݅ሻ ൌ σ ݌ሺ݅ǡ ݆ሻ௝ ; ܾ௫ y ܾ௬ son las entropías de ݌௫  y ݌௬, respectivamente. 
Autocorrelación 
ଵ݂ସ ൌ෍෍ሺ݆݅ሻ݌ሺ݅ǡ ݆ሻ௝௜  (19) 
Prominencia de cúmulo 
ଵ݂ହ ൌ෍෍൫݅ ൅ ݆ െ ߤ௫ െ ߤ௬൯ସ݌ሺ݅ǡ ݆ሻ௝௜  (20) 
Forma de cúmulo 




ଵ݂଻ ൌ෍෍ȁ݅ െ ݆ȁ݌ሺ݅ǡ ݆ሻ௝௜  (22) 
Máxima probabilidad 
ଵ଼݂ ൌ ௜ǡ௝ ݌ሺ݅ǡ ݆ሻ (23) 
Los valores de las características extraídos de las cuatro orientaciones son promediados, como 
se sugiere en [1]. 
2.3.2 Patrones binarios locales 
Los patrones binarios locales (PBL) son una primitiva estadística de textura invariante en escala de 
grises [19]. Para cada pixel de una imagen, se produce un código binario al comparar los pixeles 
vecinos con el del centro. Un histograma es creado para recoger las frecuencias de diferentes 
patrones binarios. Los PBL se pueden considerar como un operador micro-texton, tal que en cada 
pixel se detecta el mejor PBL que representa un borde, un punto, etc. Después de procesar toda la 
imagen a ser analizada, cada pixel tiene una etiqueta que corresponde a una de las etiquetas del 
vocabulario. El histograma de etiquetas es calculado y después empleado para describir la textura. 
Cada pixel de la imagen primero es etiquetado al comparar la diferencia entre el pixel central y 
los pixeles vecinos utilizando la función escalón: ݑሺݔሻ ൌ ቄͳǡ ݔ ൒ ͲͲǡ ݔ ൏ Ͳ (24) 
La concatenación de las etiquetas vecinas es usada como un descriptor de cada patrón. Los 
patrones son uniformes si las transiciones entre “0” y “1” sin menores o igual a dos. Por ejemplo, 
“01100000” y “11011111” son patrones uniformes. El histograma de los patrones uniformes en toda 
la imagen es utilizado como el vector de características [19]. Cada patrón en la imagen es asignado 
a una etiqueta única por la siguiente ecuación: 
ܲܤܮሺ݌ǡ ܴሻ ൌ ෍ݑሺݐ௜ െ ݐ௖ሻʹ௜௣ିଵ௜ୀ଴  (25) 
Donde ݌ denota el número de pixeles vecino con respecto al pixel del centro, ܴ representa la 
distancia entre el pixel central y cada uno de los pixeles vecinos, ݐ௖ y ݐ௜ son las intensidades de los 




Figura 2.1 Patrones Binarios Locales 
En la Figura 2.1 se muestra un ejemplo de PBL, donde ݌ ൌ ͺ y ܴ ൌ ͳ: (a) es l vecindario original 
de tamaño 3×3, donde ݐ௖ ൌ ͵ y ݐ௜ ൌ ሼʹǡͷǡͶǡͳǡͳǡ͹ǡͶǡ͵ሽ, ݅ ൌ Ͳǡǥ ǡ͹; (c) son los pesos PBL; (d) son los 
valores obtenidos de la comparación entre los pixeles vecinos y el pixel central que son multiplicados 
por los pesos PBL (b), dado su correspondiente pixel. Los elementos son sumados para formar el 
valor de esta unidad de textura: ܲܮܤሺͺǡͳሻ ൌ σ ݑሺݐ௜ െ ͵ሻʹ௜଻௜ୀ଴ ൌ ʹ͵Ͳ. 
2.3.3 Patrones binarios locales avanzados 
Los PBL convencionales solo consideran los patrones uniformes de las imágenes, descartando 
información importante de varios patrones para imágenes cuyos patrones dominantes no son 
uniformes [19]. Los patrones binarios avanzados (PBLA) [40] al extender el enfoque tradicional de 
los PBL, proponen un nuevo método de clasificación de textura invariante a la rotación que refleja 
la información del patrón dominante contenida en la textura de la imagen y que captura la 
información de la distribución espacial de los patrones dominantes. 
Los patrones uniformes son formalmente definidos utilizando la métrica de uniformidad ܷሺήሻ, el 
cual corresponde al número de transiciones “0/1” en el patrón. Por ejemplo, los patrones 
“00000000” y “11111111” tienen un valor ܷ  de 0, mientras que patrones “01111111” y “00000011” 
tienen un valor ܷ de 2. Los PBLA definen como patrones uniformes a aquellos cuyo valor ܷ  es 2, con 
lo que se propone el siguiente operador para la descripción de textura invariante a la rotación: 
ܲܤܮܣሺ݌ǡ ܴሻ ൌ ൞෍ݑሺݐ௜ െ ݐ௖ሻǡ௣ିଵ௜ୀ଴ ܷሺܲܤܮሺ݌ǡ ܴሻሻ ൑ ʹ݌ ൅ ͳǡ ܷሺܲܤܮሺ݌ǡ ܴሻሻ ൐ ʹ (26) 
Donde: 
ܷሺܲܤܮሺ݌ǡ ݎሻሻ ൌ ȁݑሺݐ௣ିଵ െ ݐ௖ሻ െ ݑሺݐ଴ െ ݐ௖ሻȁ ൅෍ ȁݑሺݐ௜ െ ݐ௖ሻ െ ݑሺݐ௜ିଵ െ ݐ௖ሻȁ௣ିଵ௜ୀଵ  (27) 
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Por definición, exactamente ݌ ൅ ͳ patrones binarios uniformes pueden darse en un vecindario 
circularmente simétrico de un conjunto de ݌ pixeles. Con la ecuación (27) se asigna una única 
etiqueta a cada uno de ellos que corresponden al número “1”, mientras que los patrones no 





3 Propuesta de navegación 
Para el propósito de navegación autónoma con ajuste de velocidad, el reconocimiento de texturas 
con alta precisión no es un requisito estricto. Aquí se propone imitar la percepción humana para el 
ajuste de velocidad, por lo que se utiliza una red neuronal difusa para estimar la velocidad del 
vehículo considerando tanto las texturas como la distancia que hay entre el vehículo y los objetos 
reconocidos o detectados. 
La navegación comienza con la planeación de trayectorias. Para el ajuste de velocidad se 
adquieren imágenes del entorno del vehículo y se modelan las texturas con los descriptores de 
Haralick y los patrones binarios locales; por otra parte, los objetos son modelados con la visión 
basada en apariencias. Posteriormente, las texturas y los objetos son clasificados, cada uno con su 
respectiva red neuronal supervisada, entrenada previamente con imágenes representativas tanto 
de texturas como de objetos. Una red neuronal difusa recibe la clase de textura y la distancia del 
objeto detectado, dando como salida la velocidad del vehículo quien ajusta su velocidad y conforme 
avanza adquiere nuevas imágenes y calcula con los sensores la distancia de los objetos, 
manteniendo el ciclo. La planeación de trayectorias se actualiza cuando el vehículo no puede 
superar algún obstáculo, ver Figura 3.1. 
 
Figura 3.1 Diagrama de bloques del enfoque propuesto para la navegación del vehículo 
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En esta sección se describen las arquitecturas de las redes neuronales necesarias para los 
reconocimientos, así como el algoritmo de planeación de trayectorias seleccionado para 
implementarse en este trabajo. 
3.1 Algoritmo de planeación de trayectorias 
Existen varias teorías detrás de la navegación de robots. Uno de los algoritmos de planeación de 
trayectorias que se utilizan para la navegación autónoma de robots es el wavefront, que consta 
principalmente de cuatro pasos: 
1. Crear una versión discretizada del mapa: crear un plano cartesiano discreto que se 
representa por una matriz en donde se marcan los espacios vacíos, las ubicaciones del 
robot, el destino deseado y los obstáculos. 
2. Definir las ubicaciones del robot y de la posición final: normalmente las posiciones del 
robot, destino y obstáculos son representadas como R, G y W, respectivamente. 
3. Llenar los demás espacios con la propagación de ola (wavefront): los espacios son llenados 
con pesos que representan la distancia entre el robot y la posición final, utilizando el 
algoritmo de wavefront. 
4. Trazar la trayectoria del robot hacia la posición final: se planea la trayectoria tal que la 
suma de los pesos de los cuadros entre el robot y la posición final sea mínima. 
En el paso 3, la propagación de la ola se hace con el siguiente seudocódigo: 
Entrada: Mapa discretizado, posición inicial y final, posición de obstáculos 
Salida: Trayectoria de navegación 
1: si el espacio es un obstáculo entonces ignorar este espacio, ir al siguiente espacio B; 
2: 
en caso contrario, si el espacio frontera es la ubicación del robot y tiene un peso 
entonces 
3:      encontrar el espacio frontera con el peso más pequeño; 
4:      devolver tal dirección al control del robot; 
5:      el robot se mueve a ese nuevo espacio; 
6: en caso contrario, si el espacio frontera es la posición final entonces 
7:      marcar el espacio con el numero 3; 
8: en caso contrario, si el espacio está marcado con un número entonces 
9:      encontrar el espacio con el peso más pequeño; 
10:      marcar el espacio el número más pequeño + 1; 
11: si no se encuentra un camino entonces 
12:      ir al siguiente espacio, ordenar toda la matriz; 
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13: si aún no hay camino después de la búsqueda entonces 
14:      ir al espacio inicial y comenzar de nuevo, sin limpiar el mapa; 
15:      ordenar toda la matriz; 
16:      repetir hasta encontrar un camino; 
17: si aún no se encuentra un camino y la matriz está llena entonces 
18:      no existe solución; 
20:      limpiar toda la matriz de obstáculos y comenzar de nuevo; 
21: fin 
Algoritmo 3.1 Seudocódigo del algoritmo de wavelength para planeación de trayectorias 
 
3.2 Arquitectura de la red neuronal difusa 
La red neuronal propuesta tiene cinco capas, la red neuronal difusa tiene dos entradas: ݎ y ݀ que 
son la clase de textura y distancia del objeto, respectivamente, y una salida ݂ que es el valor de la 
velocidad. La Figura 3.2 muestra la correspondiente arquitectura de la red neuronal difusa, la cual 
es un modelo Sugeno de primer orden. La salida del ݅-ésimo nodo de la capa ݈ es denotado como ௜ܱǡ௟. 
 
Figura 3.2 Arquitectura de la red neuronal difusa 
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Las texturas son meta-clasificadas en las categorías de rugosidades Baja (B), Media (M) y Alta (A), 
ver Figura 3.3. La distancia está dividida en dos conjuntos difusos: Lejos (L) y Cerca (C), ver Figura 
3.4. El proceso de fusificación mapea los valores crisp en términos lingüísticos difusos con valores 
en el intervalo [0,1]. Los valores difusos de salida para la velocidad son: Velocidad Baja (VB), 
Velocidad Media (VM) y Velocidad Alta (VA), ver Figura 3.5. 
 
Figura 3.3 Función de pertenencia para la rugosidad de textura 
 




Figura 3.5 Función de pertenencia para la velocidad 
Las funciones de pertenencia para la rugosidad de las texturas, proximidad de objetos y velocidad 
son trapecio, pirámide y campana, respectivamente; ver ecuaciones (28), (29) y (30): 
ߤሺݔǢ ܽǡ ܾǡ ܿǡ ݀ሻ ൌ
ۖۖەۖۖ۔
ۓ Ͳǡ ݔ ൑ ܽݔ െ ܾܽ െ ܽ ǡ ܽ ൏ ݔ ൑ ܾͳǡ ܾ ൏ ݔ ൑ ܿ݀ െ ݔ݀ െ ܿ ǡ ܿ ൏ ݔ ൑ ݀Ͳǡ ݀ ൏ ݀
 (28) 
ߤሺݔǢ ܽǡ ܾǡ ܿሻ ൌ ۖەۖ۔
ۓ Ͳǡ ݔ ൑ ܽݔ െ ܾܽ െ ܽ ǡ ܽ ൏ ݔ ൑ ܾܿ െ ݔܿ െ ܾ ǡ ܾ ൏ ݔ ൑ ܿͲǡ ܿ ൏ ݔ  (29) ߤሺݔǢ ܽǡ ܾǡ ܿሻ ൌ ͳͳ ൅ ቚ௫ି௖௔ ቚଶ௕ (30) 
La base de reglas modela la relación entrada-salida; tomando como A, B y C como variables de 
los predicados respectivos, la forma de las reglas de inferencia es: 
SI rugosidad es A Y distancia es B ENTONCES velocidad es C 




Tabla 3.1 Reglas si-entonces del sistema de inferencia de la red neuronal difusa 
Regla No. 
Entrada Salida 
Rugosidad Distancia Velocidad 
1 B - VM 
2 M - VM 
3 A - VA 
4 B L VM 
5 B C VB 
6 M L VA 
7 M C VB 
8 A L VA 
9 A C VM 
A continuación, se explica cada capa de la red neuronal propuesta. 
Capa 1: Cada nodo ݅ de esta capa es un nodo adaptado con una función nodo: 
ଵܱǡଵ ൌ ߤ௥ሺܤሻ ܱଶǡଵ ൌ ߤ௥ሺܯሻ ܱଷǡଵ ൌ ߤ௥ሺܣሻ ସܱǡଵ ൌ ߤௗሺܮሻ ܱହǡଵ ൌ ߤௗሺܥሻ 
Donde ݎ y ݀ son los nodos de entrada hacia los nodos de etiquetas lingüísticas {B,M,A} y {L,C} 
respectivamente; ߤ௥ y ߤௗ son las funciones de pertenencia de la rugosidad y distancia, 
respectivamente. Los parámetros en esta capa son conocidos como parámetros premisa. 
Capa 2: Cada nodo en esta capa esta fijo a los nodos etiquetados como ȫ, cuya salida es el 
producto de todas las señales de salida, ௜ܱǡଶ ൌ ߱௜, ݅ ൌ ͳǡǥ ǡͻ, donde: ߱ଵ ൌ ߤ௥ሺܤሻ ߱ସ ൌ ߤ௥ሺܤሻߤௗሺܮሻ ߱଻ ൌ ߤ௥ሺܯሻߤௗሺܥሻ ߱ଶ ൌ ߤ௥ሺܯሻ ߱ହ ൌ ߤ௥ሺܤሻߤௗሺܥሻ ଼߱ ൌ ߤ௥ሺܣሻߤௗሺܮሻ ߱ଷ ൌ ߤ௥ሺܣሻ ߱଺ ൌ ߤ௥ሺܯሻߤௗሺܮሻ ߱ଽ ൌ ߤ௥ሺܣሻߤௗሺܥሻ 
Cada nodo de salida representa la fortaleza de disparo de cada regla. El operador norma T 
empleado es el producto algebraico. 
Capa 3: Cada nodo de esta capa esta fijo y es etiquetado como Ȩ. El ݅-esimo nodo calcula el radio 
de fuerza de la ݅-esima regla en la suma de todas las fuerzas de disparo de las reglas: 
௜ܱǡଷ ൌ ߸௜ ൌ ߱௜σ ௝߱ଽ௝ୀଵ  
Para ݅ ൌ ͳǡǥ ǡͻ, las salidas de esta capa se les conoce como la fortaleza de disparo normalizado. 
Capa 4: Cada nodo ݇ en esta capa es un nodo adaptado con el nodo función: 
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ܱ௞ǡସ ൌ ෝ߱௞ሺ݌௞ݎ ൅ ݍ௞݀ ൅ ݏ௞ሻ 
Para ݇ ൌ ͳǡʹǡ͵; donde ሼ݌௞ ǡ ݍ௞ ǡ ݏ௞ȁ݇ ൌ ͳǡʹǡ͵ሽ es el conjunto de parámetros en este nodo. Los 
parámetros en esta capa son conocidos como los parámetros de consecuencia. De aquí que, los 
parámetros de consecuencia son: ෝ߱ଵ ൌ ߸ହ ൅߸଻ ෝ߱ଶ ൌ ߸ଵ ൅߸ଶ ൅߸ସ ൅߸ଽ ෝ߱ଷ ൌ ߸ଷ ൅߸଺ ൅߸଼ 
Capa 5: El único nodo de esta capa es un nodo fijo etiquetado con ȭ, con el cual se calcula la 
salida total como la suma de todas las señales procesadas, para la desfusificación se utiliza el método 
de centro de área: 
ଵܱǡହ ൌ ෍ ෝ߱௞ ௞݂ଷ௞ୀଵ  
El procedimiento de desfusificación mapea la salida difusa desde el mecanismo de inferencia 
hacia la señal crisp. La fórmula para calcular la velocidad del vehículo es ݒ ൌ ݒ௠௔௫ ή ݒ௡ , donde ݒ௠௔௫ 
es la máxima velocidad que puede alcanzar el vehículo y ݒ௡ es el valor de salida de la red neuronal 
difusa, un valor en el intervalo [0,1]. 
Para el entrenamiento de la red neuronal difusa es utilizado el algoritmo de aprendizaje híbrido. 
Se observa que cuando los valores de los parámetros de la premisa son fijos, la salida puede 
expresarse como una combinación lineal de los parámetros de consecuencia [18]. El algoritmo de 
aprendizaje híbrido, el cual combina descenso empinado y el estimador de mínimos cuadrados para 
la rápida identificación de parámetros, identifica estos parámetros lineales por el método de 
mínimos cuadrados. 
La salida ݂ en la Figura 3.2 puede escribirse como: ݂ ൌ ෝ߱ଵ ଵ݂ ൅ ෝ߱ଶ ଶ݂ ൅ ෝ߱ଷ ଷ݂ ݂ ൌ ෝ߱ଵሺ݌ଵݎ ൅ ݍଵ݀ ൅ ݏଵሻ ൅ ෝ߱ଶሺ݌ଶݎ ൅ ݍଶ݀ ൅ ݏଶሻ ൅ ෝ߱ଷሺ݌ଷݎ ൅ ݍଷ݀ ൅ ݏଷሻ 
De aquí que: ݂ ൌ ሺ ෝ߱ଵݎሻ݌ଵ ൅ ሺ ෝ߱ଵ݀ሻݍଵ ൅ ሺ ෝ߱ଵሻݏଵ ൅ ሺ ෝ߱ଶݎሻ݌ଶ ൅ ሺ ෝ߱ଶ݀ሻݍଶ ൅ ሺ ෝ߱ଶሻݏଶ 
 ൅ ሺ ෝ߱ଷݎሻ݌ଷ ൅ ሺ ෝ߱ଷ݀ሻݍଷ ൅ ሺ ෝ߱ଷሻݏଷ 
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El cual es una combinación lineal de parámetros ሼ݌௞ǡ ݍ௞ ǡ ݏ௞ȁ݇ ൌ ͳǡʹǡ͵ሽ. Por lo que, el conjunto 
de entrenamiento son pares ordenados de la forma de una matriz ۯ de tamaño ݉ ൈ ͻ, conocida 
como la matriz de diseño, y el vector de salida ܡ de tamaño ݉ ൈ ͳ; entonces se obtiene la ecuación 
matricial: ۯߠԦ ൌ ܡ 
Donde ߠԦ  es un vector de tamaño ͻ ൈ ͳ que contiene las variables o parámetros desconocidos ሼ݌௞ ǡ ݍ௞ ǡ ݏ௞ȁ݇ ൌ ͳǡʹǡ͵ሽ. Este es un problema de mínimos cuadrados estándar, y la mejor solución 
para ߠԦ, el cual minimiza ฮۯߠԦ െ ܡฮଶ, es el estimador de mínimos cuadrados ߠԦכ: ߠԦכ ൌ ሺۯ்ۯሻିଵۯ்ܡ 
Donde ሺۯ்ۯሻିଵۯ் es la pseudoinversa de ۯ. Puede incluso ser utilizada la fórmula del estimador 
de mínimos cuadrados para calcularߠԦכ. Específicamente, sea ܉௜்  el ݅-esimo vector renglón de la 
matriz ۯ, y sea ݕ௜்  el ݅-esimo elemento de ܡ; entonces ߠԦ puede calcularse iterativamente como 
sigue: ߠԦ௜ାଵ ൌ ߠԦ௜ ൅ ۾௜ାଵ܉ାଵሺݕ௜ାଵ் െ ܉௜ାଵ் ߠԦ௜ሻ ۾௜ାଵ ൌ ۾௜ െ ۾௜܉ାଵ܉௜ାଵ் ۾௜ͳ ൅ ܉௜ାଵ் ۾௜܉ାଵ 
Las condiciones iniciales necesarias son ߠԦ଴ ൌ ͲሬԦ y ۾଴ ൌ ߛ۷, donde ߛ es un número positivo grande 





4 Experimentos y resultados 
En este capítulo se presentan los experimentos y sus respectivos resultados empleando los 
algoritmos descritos en los capítulos anteriores. En los experimentos se lleva registro de las 
velocidades que se calculan durante el recorrido del vehículo. Las texturas donde el vehículo es 
probado son diferentes tipos de mosaicos. 
4.1 Plataforma robótica 
Para los experimentos de navegación autónoma se utiliza un robot dotado de ruedas para 
impulsarse, la plataforma robótica es un Lego Mindstorm EV3 [41]. Lego es un kit de robótica con el 
cual se puede ensamblar diferentes arquitecturas de robots, tal que cumpla los requerimientos del 
usuario. El usuario no solo controla la apariencia del robot, sino también puede programar los 
patrones de comportamiento de este. 
El robot emplea una unidad de procesamiento, dos servomotores para la transmisión de 
potencia a las ruedas y un sensor infrarrojo que está localizado en el frente  para detectar objetos y 
medir la distancia hasta estos. El kit no está dotado de algún sistema de visión, por lo que se le 
instala un teléfono móvil para capturar y enviar de forma inalámbrica las imágenes a una 
computadora personal (CP) en donde son procesadas. En la Figura 4.1 se puede ver el robot y la 
ubicación de cada uno de los elementos que se han descrito anteriormente.  
 
Figura 4.1 Robot empleado para los experimentos 
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En esta plataforma se utiliza una CP y el procesador del robot, para formar una arquitectura 
maestro-esclavo, los cuales se comunican de forma inalámbrica. En la CP se implementan y corren 
los algoritmos de estimación de velocidad y de planeación de trayectorias. El robot, por un lado, 
reporta a la computadora las lecturas del sensor y transmite las imágenes capturadas por el teléfono 
móvil; por otra parte, realiza los movimientos de acuerdo con las instrucciones que le comunica la 
CP. 
4.2 Navegación en interiores 
En esta sección se presentan los experimentos y resultados obtenidos de las pruebas de navegación 
del robot mostrado en la Figura 4.1. Los experimentos se realizan en un entorno que se asume 
desconocido y estático, cuya área es de 9 m2, en donde el suelo está cubierto con diferentes clases 
de mosaicos. La ubicación objetivo está localizada a 4.24 metros en línea recta de la ubicación inicial 
del robot. Se colocan dos obstáculos en medio del trayecto entre la posición inicial y la posición final, 
como se observa en la Figura 4.2.  
 
Figura 4.2 Dimensiones de la superficie de prueba, posiciones de los obstáculos y trayectoria típica del robot durante los 
experimentos 
La línea punteada de la Figura 4.2 indica la trayectoria típica de la navegación del robot durante 
los experimentos. Se realizaron 30 experimentos los cuales se dividieron en tres partes: 
1. Diez pruebas a velocidad media constante (7.51 cm/s). 
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2. Diez pruebas a máxima velocidad constante (15.02 cm/s). 
3. Diez pruebas con ajuste de velocidad. 
Para probar y evaluar la actual propuesta se buscaron modelos de superficies en trabajos 
relacionados de navegación autónoma que sean empleados como referencias para evaluar el 
desempeño de los algoritmos. Pero no hubo entornos específicos para emplearse como marco de 
referencia; las superficies empleados para los experimentos de los trabajos [1], [2], [17], [42]y [43] 
no siguen un modelo estándar porque no existe uno que sirva como referencia. De aquí que cada 
trabajo proponga su propio entorno. 
A pesar de que no existen características específicas para una superficie, se han establecido 
criterios para evaluar el desempeño de la navegación del robot [4], [44]: 
· Precisión en la estimación de la posición del robot, 
· Detección rápida y precisa del entorno del robot, 
· Planeación de trayectorias para desplazarse de un punto a otro sin chocar contra 
obstáculos en entornos desconocidos, 
Esto se cumple en la actual propuesta y se agrega lo siguiente: 
· El tiempo total que toma al robot en realizar el trayecto, 
· La comparación entre las ubicaciones inicial y final. 
La detección del entorno del robot y la planeación de trayectorias son reforzados con el ajuste 
de velocidad. Al ajustar la velocidad en función de las características de la superficie, la seguridad es 
mayor y el tiempo de recorrido del robot es reducido. Esto es, si el robot detecta que la rugosidad 
del suelo es baja entonces se moverá despacio,  de modo que aunque al robot le tome más tiempo 
para alcanzar su destino la probabilidad de que sufra un accidente disminuye. 
En contraste, si se detecta que la rugosidad de la superficie es alta entonces el robot se mueve 
rápido y por lo tanto el tiempo del recorrido disminuye. Por lo tanto, al comparar el tiempo de 
recorrido con y sin ajuste de velocidad, el desempeño del robot es mejorado al usar información 
sobre las características de la superficie. 
En la Tabla 4.1 se observa que a velocidad media constante el robot alcanza la posición final, 
pero está localizada a 32.76 cm de la posición deseada. Para velocidad máxima constante, el robot 
prácticamente se queda a la mitad del camino, ya que termina su recorrido en un punto que se 
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encuentra a 201.71 cm del punto deseado. Con ajuste de velocidad, el robot concluye la trayectoria 
a 16.34 del punto destino. 
Tabla 4.1 Resultados obtenidos del conjunto de experimentos realizados en la superficie con las características mostradas 
en la Figura 4.2 
 Velocidad constante Ajuste de 
velocidad  Media Máxima 
Velocidad de navegación 7.51 cm/s 15.02 cm/s 
9.36 cm/s 
(promedio) 
Distancia recorrida 450.89 cm 238.53 cm 440.56 cm 
Error de ubicación final 32.76 cm 201.72 cm 16.34 cm 
Tiempo de navegación 86.18 s 40.90 s 65.09 s 
 
Cuando el robot se mueve a máxima velocidad, sus ruedas no hacen el contacto apropiado con 
las superficies de baja tracción y en consecuencia sufren muchos derrapes, generando errores de 
odometría. 
A velocidad constante media el robot presenta un mejor desempeño que el obtenido a velocidad 
constante máxima pues mejora su posición final respecto de la posición objetivo. Sin embargo, el 
deslizamiento de las ruedas aún se produce en superficies de baja tracción, por lo que debe moverse 
lentamente en donde se requiera. 
Con ajuste de velocidad, el robot tiene menos errores de odometría porque sufre menos 
derrapes en sus ruedas ya que disminuye su velocidad en superficies de baja tracción, dando mayor 
tiempo a las ruedas para hacer mejor contacto con el suelo. Aunque el tiempo del trayecto no 
disminuyó, el cálculo de la ubicación del robot fue más exacto. 
Al ajustar la velocidad de acuerdo con las características de la superficie, la seguridad es 
incrementada y/o el tiempo del recorrido es reducido. Si se detecta que la rugosidad de la superficie 
es baja entonces el robot se mueve despacio y aunque emplea más tiempo para alcanzar la 
ubicación objetivo, la probabilidad de que el robot sufra un accidente se reduce. 
Considerando como 100% la distancia real entre la posición final y la posición inicial del robot, 
cuando éste se mueve a velocidad media constante (7.51 cm/s) recorre 106.28% de la ruta. La 
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distancia del viaje incrementa debido a la evasión de obstáculos y los errores odómetricos que se 
acumulan por el deslizamiento de las ruedas. 
Por otra parte, cuando el robot se mueve a velocidad máxima constante (15.02 cm/s), este 
recorre, en promedio, 56.23% de la trayectoria. La explicación plausible es que cuando el robot se 
mueve máxima velocidad las ruedas sufren deslizamiento con mayor frecuencia y por lo tanto la 
estimación de la ubicación del robot es más imprecisa. 
Con ajuste de velocidad el robot recorre el 103.85% de la distancia entre las posiciones inicial y 
final. En este caso la distancia es menor que la recorrida a velocidad media constante porque el 
derrape de las ruedas es menos frecuente. 
Al adaptar la velocidad, el robot se mueve más despacio en áreas que provocan el deslizamiento 
de las ruedas y gracias a que se dan menos deslizamientos de estas, la estimación de la posición del 
robot es más exacta, por lo tanto, mejora el cálculo de su posición respecto de la posición objetivo. 
El tiempo de navegación con ajuste de velocidad es 24.48% menor y 37.17% mayor que a 
velocidad constante medio y máximo, respectivamente. Nótese que a velocidad constante media el 
robot recorre la trayectoria con buena precisión, pero en un tiempo de recorrido mayor. 
A velocidad máxima constante el recorrido toma menos tiempo, pero la precisión para seguir la 
trayectoria es muy mala. Con ajuste de velocidad el desempeño mejora, porque la precisión del viaje 
del robot sobre la trayectoria es buena y es realizado en menos tiempo, es decir, el robot se mueve 
a velocidad óptima en función de las características de la superficie para evitar el derrape de las 
ruedas. Con el enfoque propuesto la velocidad promedio representa el 62.32% de la máxima 
velocidad que puede alcanzar el robot. 
Para la ubicación del robot con ajuste de velocidad se obtiene un error del 3.85%; similar al 
reportado en trabajos relacionados aunque significativo considerando que solo se utilizó odometría, 
lo que es poco común al abordar el problema de la reducción del deslizamiento de las ruedas para 
mejorar la ubicación del robot. Los resultados muestran que, con ajuste de velocidad, el cálculo de 
la posición del robot puede mejorar, ya que el robot se mueve lento en superficies de baja tracción, 





La navegación autónoma utiliza con frecuencia métodos basados en odometría para calcular la 
distancia entre las posiciones actual y final de los vehículos; sin embargo, estos métodos presentan 
la desventaja de que acumulan errores conforme avanza el vehículo debidos principalmente a los 
derrapes de las ruedas.  
La mayoría de los trabajos que utilizan odometría, son auxiliados o apoyados por marcas u otros 
dispositivos para mejorar el cálculo de la ubicación de los vehículos [12], [14]. La desventaja de estos 
enfoques es el alto costo computacional. La propuesta actual previene y reduce el derrape de las 
ruedas al ajustar la velocidad del vehículo en función de las características de la superficie, lo cual 
es una ventaja relevante para los métodos de localización basados en odometría. 
Los resultados de este capítulo muestran la mejora en el cálculo de la ubicación de un vehículo 
con ruedas al aplicar el ajuste de velocidad considerando la rugosidad de la superficie. 
5.1 Navegación autónoma 
Para la navegación autónoma el vehículo debe determinar su propia localización dentro del entorno; 
el reto es determinar las coordenadas y orientación sobre un plano de dos dimensiones. La 
navegación del robot puede identificarse como una combinación de las siguientes competencias, 
ver Figura 5.1: 
1. Auto-localización 
2. Planeación de trayectorias 
3. Construcción del mapa 




Figura 5.1 Competencias para navegación 
La auto-localización denota la competencia del vehículo para establecer su propia posición sin 
un marco de referencia. La planeación de trayectorias como una extensión de la localización 
requiere determinar la posición actual y final del vehículo, ambos dentro del mismo marco de 
referencia. El mapa denota cualquier posición del mundo real dentro de la representación interna y 
su construcción cubre cualquier anotación que describa ubicaciones dentro del marco de referencia. 
En el mapa se marcan las partes del territorio exploradas dentro del marco de referencia y 
finalmente, para utilizarlo es necesario tener la habilidad para interpretarlo. 
En los vehículos que usan ruedas, es frecuente encontrar el uso de odometría para el cálculo de 
posición [12] que inevitablemente acumula errores debido a causas como la disparidad de los 
diámetros de las ruedas, su mala alineación, el derrape, entre otros [13]. El derrape es producido 
principalmente por [6], [45]: 
· Terrenos de baja tracción 
· Rotación extremadamente rápida de las ruedas 
· Terrenos deformables o pendientes muy inclinadas 
Muchos de los trabajos sobre navegación autónoma han acotado las características que tienen 
los terrenos [9], [35], [31], [46]. Una de las razones es el alto costo computacional del procesamiento 
de los datos adquiridos del entorno. La falta de información de la rugosidad del terreno hace difícil 
calcular de forma precisa la ubicación del vehículo, así como la localización de la posición deseada 
mientras el robot se encuentra en movimiento. 
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Otros trabajos han abordado la reducción del error odométrico modelando el error de las 
lecturas de los encoders acoplados a las ruedas del vehículo, con lo que se ha obtenido cierta 
mejora. Sin embargo, en todos estos trabajos se auxilian de otros dispositivos o técnicas como 
marcas de tierra [14], rayos laser [15], visión artificial [16], entre otros [17]. 
El problema de la ubicación de vehículos con ruedas es un tema ampliamente estudiado debido 
su importancia práctica. En vez de construir un problema de control donde el vehículo requiere la 
trayectoria a priori, Nakamura y cols. [23] formulan un problema de campo de seguimiento de 
velocidades. Específicamente, un campo de velocidad es desarrollado por la trayectoria restringida 
del vehículo, y un control diferencial es formulado con el fin de probar la velocidad asintótica global 
del campo. El controlador cinemático desarrollado es agregado en el control adaptivo que fomenta 
el seguimiento asintótico global. 
Los vehículos con ruedas han sido empleados para navegar en entornos peligrosos tales como la 
superficie lunar. La estimación de la velocidad es importante para los vehículos lunares que navegan 
sobre terreno rugoso. Las ruedas y sus efectos dinámicos, como el derrape, complican la estimación 
en tiempo real la velocidad del vehículo. Además, es difícil de observar la información de la 
aceleración porque los vehículos lunares se mueven a velocidades muy bajas. Song et al. [25] 
proponen un método basado en cinemática para el cálculo de la velocidad de vehículos lunares, 
utilizando encoders y girómetros. El modelo cinemático es determinado por la teoría de cadena de 
velocidad cerrada. La estimación de la velocidad es calculada al resolver la cinemática del vehículo. 
Ward y Lagnemma [6] proponen un modelo basado en el deslizamiento longitudinal de la rueda 
y detección de condiciones de inmovilidad en robots móviles autónomos, presentando un nuevo 
modelo de rueda con el fin de calcular las fuerzas dinámicas del vehículo. Las fuerzas externas del 
vehículo y la estimación de la velocidad se obtienen utilizando encoders, mediciones inerciales y con 
GPS. Los resultados experimentales muestran que la técnica detecta condiciones de inmovilidad 
mientras se calcula la velocidad del robot durante excursiones normales. El vehículo adapta su 
velocidad tal que alcance su valor máximo pero que pueda detenerse rápidamente sin sufrir 
derrapes y moverse lentamente en superficies resbalosas. Al reducir el derrape de las ruedas del 
vehículo y el deslizamiento del vehículo, el error odométrico disminuye, con lo que se obtiene un 
cálculo más preciso de la ubicación del vehículo dentro de su entorno.  
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5.2 Error odométrico 
La navegación autónoma es un reto para los robots móviles que requieren la competencia de 
determinar su propia posición en el entorno. Una forma muy conocida para calcular la ubicación de 
robots que utilizan ruedas es por medio de la odometría, al emplear las lecturas de los encoders 
acoplado a las ruedas del robot. La ubicación del robot es determinada al calcular la distancia 
recorrida por este desde su posición inicial hasta la posición deseada. Sin embargo, la odometría es 
susceptible en acumular errores durante el avance del robot: entre más largo sea el recorrido mayor 
es el error odómetrico. Los robots móviles con ruedas emplean diferentes técnicas para reducir los 
errores odómetricos. 
Para superar esta dificultad, todos los trabajos relacionados a robots móviles son asistidos por 
otros dispositivos, tales como compases electrónicos [17], sensores sonares [4], GPS [44], etc. Por 
lo tanto, las propuestas de robots autónomos se han concentrado en obtener mayor información 
del entorno, pero el problema de reducir el deslizamiento de las ruedas no ha sido atendido 
completamente [45]. En los trabajos que emplean odometría junto con otros dispositivos para 
calcular la posición de los robots, se reportan las tasas de error con respecto a su posición final. A 
continuación se citan algunos trabajos relacionados que abordan métodos de localización basados 
en odometría. 
Martinelli y cols.  [15] presentan un método para permitir simultáneamente la estimación de la 
ubicación del robot y del error odómetro. La estimación de los componentes sintéticos se realiza 
por medio de un filtro de Kalman aumentado, el cual estima un estado que contiene la configuración 
del robot y los parámetros caracterizando los componentes del sistema del error odómetrico. Este 
utiliza las lecturas de los encoders y de las observaciones de un rayo láser como entradas. Los filtros 
son integrados en un marco coherente de auto-calibración del sistema de localización por 
odometría mientras el robot navega. 
Jüngel [16] calcula la posición de un robot utilizando odometría y marcas de tierra (líneas en el 
suelo). El método no requiere representación interna de la posición del robot, el cual alterna el 
movimiento y la actualización del sensor, y no depende de las medidas de distancia, lo que es con 
frecuencia inexacto cuando se obtiene por el tamaño de marcas distantes. El enfoque funciona 
sobre un conjunto de observaciones y el historial de las mediciones odométricas. La posición del 
robot es directamente estimada por esta información alternando actualizaciones de movimiento. 
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O’Kane [47] presenta una técnica de localización con odómetros lineales y angulares, cuya 
configuración está compuesta por la posición y orientación en un entorno totalmente conocido al 
alternar rotaciones y traslaciones hacia enfrente, lo que se vuelve  un problema de planeación en 
tiempo discreto en la información espacial del robot. La localización por odometría está limitado a 
conexiones simples, en entornos acotados por polígonos simétricos. 
Santana et al. [48] proponen un sistema de localización donde el robot navega en un entorno 
desconocido, utilizando marcas de tierra. En la fase de predicción se utiliza un filtro de Kalman 
extendido, empleando el modelo odómetro del robot. Durante la fase de actualización, el enfoque 
propuesto usa parámetros de las líneas detectadas por la transformada de Hough para corregir el 
espacio del robot. 
Seraji y Werger [17] presentan varios algoritmos para calcular la ubicación de un robot móvil. Los 
métodos weight average with local priority (WAL) y peak with high neighbors (PHN) muestran los 
mejores resultados en trayectorias de 13 metros (medidos en línea recta entre los puntos de inicio 
y fin), con tasas de error del 4% y 3.92% para PHN y WAL, respectivamente. El enfoque combina 
información de odometría y de compases electrónicos montados en el robot. Este esquema 
continuamente descompone todos los comandos de movimiento en segmentos de líneas cortos. El 
compás es empleado para orientar al robot hacia la propia dirección en el inicio de cada segmento, 
y corregir la desviación desde el inicio hasta el final. La distancia recorrida es calculada con 
odometría y la información del segmento es continuamente acumulada para proveer información 
de la posición. El error de ubicación es muy similar al obtenido con dicho enfoque.  
Los trabajos mencionados se concentran en reducir los errores odométricos subyacentes al 
emplear métodos matemáticos o utilizando otros dispositivos para calcular la posición del robot; 
pero estos necesitan mayor poder de cómputo para procesar toda la información que adquieren.  
Ningún otro trabajo aborda el ajuste de velocidad de la forma planteada en el presente trabajo, 
y tampoco existe algún escenario estándar que sirva de referencia para comparar las mejoras 
obtenidas en el cálculo de posición, sin embargo es importante resaltar que al aplicar la propuesta 









El resumen de conclusiones y contribuciones se enlistan a continuación. 
En vista de la complejidad de la navegación de robots con ruedas, la red neuronal difusa utiliza 
un conjunto pequeño de reglas de inferencia si-entonces. 
Los algoritmos de reconocimiento de texturas clasifican exitosamente las texturas del terreno. 
Los algoritmos reconocen exitosamente los patrones de líneas, puntos o bordes que se encuentren 
en su trayecto. 
Los algoritmos implementados tanto de visión artificial como de navegación son 
computacionalmente de bajo costo y fácil de implementar. 
El enfoque propuesto puede ser escalado para emplearse en vehículos comerciales. 
El bajo costo computacional para procesar la información adquirida del entorno permite 
establecer que un carro, a determinada velocidad, pueda tener suficiente tiempo para reaccionar a 
los cambios de rugosidad en el terreno. 
La red neuronal difusa permite hacer una meta-clasificación de las texturas usadas para 
reconocer la rugosidad de la superficie; esta permite ajustar la velocidad durante la navegación. 
La experiencia humana para el reconocimiento de rugosidades y ajuste de velocidad son 
modelados al aplicar la red neuronal difusa, la cual es implementada para la navegación de robots. 
Al aplicar el ajuste de velocidad considerando las características del terreno, se obtiene mayor 
precisión en el cálculo de la ubicación del robot utilizando odometría. Con el ajuste de velocidad, el 
derrape de las ruedas es reducida significativamente, de aquí que se mejora la precisión en la 
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