LEACH allows randomized rotation of the high-energy cluster-head position such that it rotates among the sensors. In this way, the energy load associated with being a CH is evenly distributed among the sensing nodes. The CH node will know all the CMs in the cluster. Therefore it can create a TDMA schedule that informs each node exactly when to transmit its collected data
In the setup phase, each sensor node chooses a random number, r, between 0 and 1. If this random number is less than a certain threshold value, T(n), the node becomes a CH for the current round.
Threshold value T(n) is calculated by the equation, T(n)= p/(1-p × r mod (1/p) ) , n€G (1) 0 else This equation incorporates the desired percentage to become a CH, the current round, and the set of nodes that have not been selected as a CH in the last (1/P) rounds where p is cluster head probability. If random number is less than T(n), the node will broadcasts an advertisement message (ADV) as the CH. This message contains the node's ID and a header that distinguishes this message as an announcement message. Each noncluster-head selects the CH that requires the minimum communication energy, based on the received signal strength of the advertisement from each CH. After the selection of CH, each node must inform thecluster-head node that it will be a member of the cluster. Each node sends a join-request message (Join-REQ) back to the selected CH [2] , [6] .
In the steady-state phase, operation is broken into frames where nodes transmit their data to the CH at most once per frame during their allocated transmission slot. To reduce energy dissipation, each CM sets the amount of transmission power by using power control. It is based on the received strength of the cluster-head advertisement. The CH receives all the data from the nodes in the cluster by keeping its receiver on and then the resultant data are sent from the CH to the base station.
Forward Aware Factor -Energy Balanced Routing Method(FAF-EBRM)
In WSN clustered hierarchical routing protocol, sometimes cluster members in a cluster are nearer to the sink than the CH, but it should transmit data to CH first. It results backward transmission of data and thus leads to waste of energy.
In this method, an energy-balanced routing protocol is designed that uses forward transmission area(FTA) based on position of sink and final data flow direction. In other words, FTA define forward energy density which constitutes forward-aware factor with link weight, and propose a new communication protocol based on forward-aware factor, thus balancing the energy consumption and prolonging the network function lifetime [3] .
III.
Enhanced Forward Aware Factor-Energy Balanced Routing Method The descriptions of network model are given below 1) All sensor nodes are isomorphic and they have limited energy and communication ability. Here, identifier for a node is represented as ‗i'. 2)CH is more energy intensive than a CM. Thus, when a CH in a cluster dies, all the CMs inside that cluster lose communication ability. However, addition of energy of sink node is possible. But, it is not possible to change the location of nodes and sink after being fixed.
3) According to distance to receiver, nodes can vary its transmission power. The sink node can broadcast advertisement message to all nodes in the sensing field. The distance between source and receiver canbe determined by received signal strength.When the data transmission distance is more than certain threshold d0, the energy consumption would rise sharply. The threshold value is given by,
where and are the energy coefficients.
Establishment of the Network Model
Let FTA(i) be the forward transmission area of node(i), N(i) be the set of nodes that have communication link with node (i), N'(i) be the set of nodes of N(i) that have edge with node i, be the distance between node i and node j. Consider a circle with sink as the centre and another circle with node, i as the centre and as the radius as shown in Fig 2. ( ) By using (4), the area of FTA(i) is ( ) and can be written as
Let d(i, sink)= , =max( ) .According to cosine theorem, angle ɵ can be written as
Consider a case in which sink is a neighbour of node i as shown in 
Where is the communication radius The node's forward energy density FED(i,t) satisfies thecondition of equality.
Where ( )is the energy of node jat time t and the numerator in (8) represents energy of all the neighbour combined in function FTA(i). The forward aware factor (FAF) of the transmission link between node i and node j can be written as
In the above equation, the first term represents the FED of all possible next hop nodes that means the ability to transmit data. The second term represents the weight of transmit link which is used to select next hop node directly. In (9) , the denominator of the first term represents FAF of all the neighbours combined in FTA(i) and that of second term represents all of the link weights combined that i has in FTA. and ẞ are positive harmonic coefficients and they are related by +ẞ=1 (10)
Design of the Enhanced Forward Aware Factor -Energy Balanced Routing Method (FAF-EBRM)
Large scale WSN uses FAF-EBRM for static data collection and event detection [1] . The routing algorithm of this method is given below. 1) Determine FTA(i) and all of the possible next-hop nodes of node i . First, take as the communication radius, determine the set of all of the nodes that have edges with i, N'(i).Select the nodes that closer to Sink than i does, which constitute the set of all of the possible next-hop nodes and the furthest node determine FTA(i).
2) Determine FTA(j)and ( )of each possible next-hopnode. Determine FTA(j) as we determined FTA(i) . 3) Calculate FED(j) of each possible next-hop node according to (8) . 4) Calculate the weight of edges between i and each nodes. 5) Calculate FAF of each possible transmit link by using (9) . Choose the next-hop node using the following equation
6) If there is no node closer to Sink than i in N'(i) , directly compare FAF of all of the nodes in N'(i), and choose the next-hop node according to (10) . If there is no node in N'(i), i will increase the transmit power to get a longer radius than until connected with another node, or i will abandon the packet. 7) If Sink is among the forward transmit nodes, i will transmit data directly to Sink and accomplish the procedure [11] .
For energy efficient transmission in event-driven WSN , Data should be reduced. It requires proper routing method for reliable transmission of aggregated data to sink from the source nodes. This paper propose a new communication protocol based on forward-aware factor in order to determine next-hop node and Data Routing for In-Network aggregation(DRINA) protocol to reduce the number of transmissions and thus balancing the energy consumption , prolonging the network function lifetime and to improve QoS of WSN.
Data Routing for In-Network Aggregation(DRINA)
The main goal of the DRINA algorithm is to build a routing tree with the shortest paths that connect all source nodes to the sink while maximizing data aggregation. This algorithm considers the following roles in the routing infrastructure creation: 1. Collaborator: A node that detects an event and reports the gathered data to a coordinator node. 2. Coordinator: A node that also detects an event and is responsible for gathering all the gathered data sent by collaborator nodes, aggregating them and sending the result toward the sink node. 3. Sink: A node interested in receiving data from a set of coordinator and collaborator nodes. 4. Relay: A node that forwards data toward the sink.
The DRINA algorithm can be divided into three phases. In Phase 1, the hop tree from the sensor nodes to the sink node is built. In this phase, the sink node starts building the hop tree that will be used by Coordinators for data forwarding purposes. Phase 2 consists of cluster formation and cluster-head election among the nodes that detected the occurrence of a new event in the network. Finally, Phase 3 is responsible for both setting up a new route for the reliable delivering of packets and updating the hop tree.
Phase 1: Building the Hop Tree
In this phase, the distance from the sink to each node is computed in hops. This phase is started by the sink node sending, by means of a flooding, the Hop Configuration Message (HCM) to all network nodes. The HCM message contains two fields: ID and HopToTree, where ID is node identifier that started or retransmitted the HCM message and HopToTree is the distance, in hops, by which an HCM message has passed. The HopToTree value is started with value 1 at the sink, which forwards it to its neighbors (at the beginning, all nodes set the HopToTree as infinity). Each node, upon receiving the message HCM, verifies if the value of HopToTree in the HCM message is less than the value of HopToTree that it has stored and if the value of First Sending is true. If that condition is true then the node updates the value of the NextHop variable with the value of the field ID of message HCM, as well as the value of the HopToTree variable, and the values in the fields ID and HopToTree of the HCM message. The node also relays the HCM message.Otherwise, if that condition is false, which means that the node already received the HCM by a shorted distance, then the node discards the received HCM message .The steps described above occur repeatedly until the whole network is configured. Before the first event takes place, there is no established route and the HopToTree variable stores the smallest distance to the sink. On the first event occurrence, HopToTree will still be the smallest distance; however, a new route will be established. After the first event, the HopToTree stores the smaller of two values: the distance to the sink or the distance to the closest already established route.
Cluster Formation
When an event is detected by one or more nodes, the leader election algorithm starts and sensing nodes will be running for leadership (group coordinator).For this election, all sensing nodes are eligible. If this is the first event, the leader node will be the one that is closest to the sink node. Otherwise, the leader will be the node that is closest to an already established route. In the case of a tie, i.e., two or more concurrent nodes have the same distance in hops to the sink (or to an established route), the node with the smallest ID maintains eligibility. Another possibility is to use the energy level as a tiebreak criterion. At the end of the election algorithm only one node in the group will be declared as the leader (Coordinator). The remaining nodes that detected the same event will be the Collaborators. The Coordinator gathers the information collected by the Collaborators and sends them to the sink. A key advantage of this algorithm is that all of the information gathered by the nodes sensing the same event will be aggregated at a single node (the Coordinator), which is more efficient than other aggregation mechanisms (e.g., opportunistic aggregation).
Routing Formation and Hop Tree Updates
The elected group leader starts establishing the new route for the event dissemination. For that, the Coordinator sends a route establishment message to its Next Hop node. When the Next Hop node receives a route establishment message, it retransmits the message to its Next Hop and starts the hop tree updating process. These steps are repeated until either the sink is reached or a node that is part of an already established route is found. The routes are created by choosing the best neighbour at each hop. The choices for the best neighbour are twofold: 1) when the first event occurs, the node that leads to the shortest path to the sink is chosen (Fig.  5a) ; and 5b) after the occurrence of subsequent events, the best neighbour is the one that leads to the closest node that is already part of an established route (Fig. 5c) . 
IV. Performance Evaluation
In this section, we evaluate the proposed EFAF-EBRM algorithm and compare its performance to two other known routing protocols: the FAF-EBRM and LEACH algorithms. These two algorithms were chosen for being well known in the literature and have the same goals that the proposed EFAF-EBRM algorithm. The default simulation parameters are presented in Table 1 . For each simulation set, a parameter shown in Table 1 will be varied as described in the evaluated scenario.
TABLE 1 Simulation Parameters
We evaluate the EFAF-EBRM performance under the following metrics: 1. Data packet delivery rate: Number of packets that reach the sink node. This metric indicates the quality of the routing tree built by the algorithms-the lower the packet delivery rate, the greater the aggregation rate of the built tree 2. Control packet overhead: Number of control messages used to build the routing tree including the overhead to both create the clusters and set up all the routing parameters for each algorithm. 3. Efficiency (packets per processed data): It is the rate between the total packets transmitted (data and control packets) and the number of data received by the sink. 4. Routing tree cost: Total number of edges in the routing tree structure built by the algorithm. 5. Loss of raw data. 6. Loss of aggregated data:Number of aggregated data packets lost during the routing. In this metric, if a packet contains X aggregated packets and if this packet is lost, it is accounted the loss of X packets.
7. Transmissions number. 8. Number of transmissions: Sum of control overhead and data transmissions, i.e., the total packets transmitted. 9. Number of Steiner nodes: Number of Steiner nodes in the routing structure, i.e., the number of relay nodes. Table 2 shows the basic characteristics of LEACH, FAF-EBRM and EFAF-EBRM. 
V. Simulation Results
Here, we compare LEACH and EFAF-EBRM by three parameters: energy-balanced factor (EBF), number of last-surviving nodes (NLN) and function lifetime (FL), packets reception radio (PRR). To measure the balance of energy consumption of routing protocols, EBF is defined as the standard deviation of all the nodes' residual energy
Where N is the number of the whole network nodes, ( ) is the residual energy of node at time and ( ) is the average value of the residual energy of all of the nodes. 
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PRR means the ratio of the data that sink actually received to the data that sink is supposed to be received. PRR can measure WSN work situation intuitively. In Fig. 6 , the EBF of FAF-EBRM increase slightly at first and keep a stable situation , then increase a little time, and return to 0 as the energy of the whole network is using up. In Fig. 7 , the first death of FAF-EBRM node turns up until Round 200, and the procedure of the nodes' death is fast and late. In Fig. 8 , the PRR of FAF-EBRM keeps 100% ratio for 200 rounds, and the decline stage accounting for a small proportion.
These three parameters of EFAF-EBRM is same as that of FAF-EBRM. But, in addition to these parameters, proposed method have some other advantages. The additional advantages of EFAF-EBRM over existing methods are given below
• Decreases communication overhead
• Increases throughput and Packet delivery ratio
Communication overhead means the ratio of routing packet to the received packet From the above results, we can see that EFAF-EBRM has a higher performance than LEACH and FAF-EBRM , which balances the energy consumption, prolongs the function lifetime and guarantees high QoS (such as Energy-Balanced, Long-Surviving, Packets Reception Radio) of WSNs.
VI. Conclusions And Future Enhancements
Energy balanced routing algorithms play an important role in event-based WSNs. In this work, we presented the EFAF EBRM based on Forward Aware Factor and Data Agregation algorithm. Our proposed EFAF-EBRM algorithm was extensively compared to two other known routing algorithms, the FAF-EBRM and LEACH, regarding scalability, communication costs, delivery efficiency, aggregation rate, and aggregated data delivery rate. By maximizing the aggregation points and offering a fault tolerant mechanism to improve delivery rate, the obtained results clearly show that EFAF-EBRM outperformed the FAF-EBRM and LEACH algorithms for all evaluated scenarios. Also, we show that our proposed algorithm has some key aspects required by WSNs aggregation aware routing algorithms such as a reduced number of messages for setting up a routing tree, maximized number of overlapping routes, high aggregation rate, and reliable data aggregation and transmission. As future work, spatial and temporal correlation of the aggregated data will also be taken into consideration as well as the construction of a routing tree that meets application needs. We also plan to modify the Proposed algorithm to stochastically select nodes that will be part of the communication structure. The goal is to find a balance between the overhead and the quality of the routing tree. In addition, new strategies will be devised to control the waiting time for aggregator nodes based on two criteria: average distance of the event coordinators, and spatial and semantics event correlation.
