Group key management is one of the basic building blocks in collaborative and group-oriented applications in Mobile Ad Hoc Networks (MANETs). Group key establishment involves creating and distributing a common secret for all group members. However, key management for a large and dynamic group is a difficult problem because of scalability and security. Modification of membership requires the group key to be refreshed to ensure backward and forward secrecy. In this paper, we propose a Simple and Efficient Group Key (SEGK) management scheme for MANETs. Group members compute the group key in a distributed manner.
Group key establishment means that multiple parties want to create a common secret to be used to exchange information securely. Without relying on a central trusted entity, two people who do not previously share a common secret can create one based on the DH protocol. The 2-party Diffie-Hellman (DH) protocol can be extended to a generalised version of n-party DH. Research efforts have been put into the design of a group key management scheme for the sake of scalability, reliability, and security. Furthermore, group key management also needs to address the security issue related to membership changes. The modification of membership requires refreshment of the group key. This can be done either by periodic rekeying or updating right after member change. The change of group key ensures backward and forward security.
Group key management protocols can be roughly classified into three categories; centralised, decentralised, and distributed (Rafaeli and Hutchison, 2003) . In centralised group key protocols, a single entity is employed to control the whole group and is responsible for group rekeying. In the decentralised approach, multiple entities are responsible for managing the group as opposed to a single entity. In the distributed method, group members themselves contribute to the formation of a group key and are equally responsible for the rekeying and distribution of group keys. Recently, collaborative and group-oriented applications in MANETs have been an active research area. Obviously, group key management is a central building block in securing group communications in MANETs. However, group key management for large and dynamic groups in MANETs is a difficult problem because of the requirement of scalability and security under the restrictions of nodes' available resources and unpredictable mobility.
In this paper, we propose a simple and efficient group key management scheme, simply called SEGK, for MANETs. The basic idea of SEGK is that a physical multicast tree is formed in MANETs for efficiency. Group members take turns acting as group coordinator to compute and distribute intermediate key materials to group members. The keying materials are delivered through the tree links. The coordinator is also responsible for maintaining the connection of the multicast group. All group members can compute the group key locally in a distributed manner. The major contributions of our research work are the following:
• We propose a distributed group key management scheme for MANETs. It is based on n-party DH. A physical multicast tree is formed for efficiency and double multicast trees are constructed and maintained for fault tolerance.
• We present detailed operations of the group key establishment protocol. We also propose two methods for handling network dynamic, including joining and leaving.
• We evaluate and analyse the performance of the proposed scheme in the dynamic network environments.
This paper is organised as follows: Section 2 reviews related work. Details of the group key management scheme are described in Section 3. In Section 4, we present and analyse the simulation environment and results. We conclude the paper and discuss possible future work in Section 5.
Related work

Group key management
The secure group communication over insecure channels problem has been an active research topic in wired networks for quite a while. In a traditional centralised model, there is a single entity called a Trusted Third Party (TTP), such as a Key Distribution Center (KDC), which distributes a secret key to group members (Wu et al., 2005) . Normally, TTP shares a secret key with each group member. The KDC generates a group key, encrypts it with the pairwise key, and then distributes it to the corresponding group member. This scheme is easy to implement and is storage efficient for every group member. However, it is not efficient for the KDC to handle changes of group membership. Several optimisations have been proposed for the centralised approach, such as Logic Key Hierarchy (LKH) (Wong et al., 1998; Wallner et al., 1998) and One-way Function Tree (OFT) (Sherman and McGrew, 2003) , which are based on the efficiency of key tree structure and hash function. In LKH, each leaf node corresponds to a group member and the root node is a Group Key Controller (GKC), which is a TTP. Members share a pairwise key with the root node as well as a set of intermediate keys from it to the root. In the event of member change, a rekey message is generated containing each of the new sets of keys encrypted with its respective node's children keys. In LKH, all keys generated by GKC are unrelated with each other. In OFT, however, keys are related with each other through the operations of a hash function and a mix function. Each group member needs to store a set of blinded keys from its sibling set and can deduce the set of keys for its ancestor set which includes the group key. The rekeying message is reduced by half compared with LKH.
Although the ideas of the above centralised group key management schemes are technically sound for wired or other fixed networks, they cannot be easily applied to MANETs where no TTP is available. A centralised scheme also has a critical weakness, a single point of failure or hot spot of attacks in a potentially hostile environment. A distributed group key management approach could be more appropriate for MANETs since it assumes no existence of TTP. A number of distributed group key management schemes have been introduced to adapt to the distributed and dynamic environment. The distributed approach is sometimes called contributory group key management. Each group member contributes an equal share to the common group key. Most distributed schemes are based on the n-party DH protocol. Steiner et al. (2000) presented a suite of group key agreement protocols. GDH.1 and GDH.2 protocols need a total of O(n 2 ) exponentiations. GDH.3 needs O(n) exponentiations. In GDH.3, member contributions are accumulated at upflow direction and broadcasted at downflow direction, followed by the factoring out of a corresponding exponent. One user collects all inputs from the previous stages, raises the power and broadcasts the resulting values to the rest of the group. At the end, every group member can compute the group key. Burmester and Desmedt (1994) proposed another group key scheme called BD. It is an additive DH scheme. That is, each group user will come up with the same secret as K G = g r1r2+r2r3+···rnr1 mod p, which is the group key shared by all group members. Steer, Strawczynski, Diffie, and Wiener put forward STR scheme (Steer et al., 1990) . In this scheme, given all blinded member keys, the first and the second member can calculate the group key, that is at the form of K G = g rng r n−1 g ···g r 3 g r 1 r 2 . However, users 3 to n require intermediate keying materials to calculate the group key. Either the first or the second user can broadcast the intermediate keys for the rest of the group members. Kim et al. (2000) introduced a group key management scheme called TDGH. Their idea was to combine the efficiency of key tree structure with the contributory feature of DH. In TDGH, a sponsor takes a special role, which can involve computing keys, and broadcasts the blinded keys to the group during events of member join, leave, partition, or merge.
In summary, the above review shows several group key management protocols. Basically, they only give the mathematical models and none of them gives a detailed implementation of group key management protocol to a particular network.
Multicast
To establish a common group key, a group key management protocol needs mobile nodes to work together closely in order to perform the group key agreement and rekeying at any event of group membership change. Multicast provides a useful means for group communications. Some scalable multicast protocols have been proposed (Bae et al., 2000; Lee et al., 2000) . Although the multicast service can be achieved based on unicast, it is not efficient and could cause much unnecessary network traffic. The traditional multicast protocols can be classified into tree-based (such as DVMRP Deering and Cheriton, 1990 and MAODV Royer and Perkins, 1999) , and mesh-based approaches (such as ODMRP Lee et al., 2000 and FGMP Chiang et al., 1998) . Recently, some efforts have been made in the design of better-performancemulticast-routing protocols in MANETs by using overlay networks or a backbone to constrain the spread of state information. These protocols can be classified into the overlay-based, backbone-based, stateless, and hierarchical approaches. Some of these protocols can be found in Xie et al. (2002) , Kaikaeo and Shen (2002) and Ji and Corson (2001) .
Our approach
In this paper, we introduce a simple group key management scheme. Our objective is to adapt the traditional scheme to the MANETs settings. The basic idea of our scheme is that a multicast tree is formed in MANETs for efficiency. Two multicast trees are constructed and maintained in parallel to achieve fault tolerance. When a link of one tree is broken, it is substituted by the other tree. We call one tree a blue tree, the other one a red tree. Group members take turns to act as a group coordinator to compute and distribute the intermediate keying materials to all members through the active tree links. The operation can be made in rounds and the coordinator is selected in a distributed way as described in Wu et al. (2005) . The coordinator is also responsible for maintaining the connection of the multicast group. A group coordinator computes and distributes the intermediate keying materials to all members through the underlying tree links. We present the detailed operations of the formation of double trees, the group key established protocols, and the operations to handle the joining and leaving members in next section.
The group key management scheme-SEGK
Notations and assumptions
We assume that every node carries a valid certificate from offline configuration before entering the network. A smart card can be used for this pre-configuration. Therefore, there is an underlying public key infrastructure to manage certificates. In our previous work, we proposed a decentralised public key management scheme (Wu et al., 2005) . A number of research papers have addressed this topic. However, most solutions suffer the man-in-the-middle attack. In this paper, we assume that each group member has a unique identifier and all keying materials are digitally signed by corresponding initiators to ensure authenticity and integrity, and to defend against man-in-the-middle attacks. The group access control depends on the group membership policy. A member can carry some secret information (such as a password) in order to join the group or a node can join a group if it can present a valid certificate, etc. Here, for simplicity, we assume that a node can join a group if it has a valid certificate. Some notations used in SEGK are listed in Table 1 .
Overview of SEGK
In SEGK, to form a common group key, every group member contributes a share of the final common group key. The group key can be refreshed periodically or only be updated in response to changes of group membership. The updating of the group key helps to enforce backward and forward secrecy of group communications. Obviously, efficiently exchanging keying materials is critical in MANETs. In SEGK, all keying materials are disseminated through the underlying multicast tree links. A native broadcast through flooding is obviously not appropriate because of large redundancy which may result in network traffic congestion. There are many multicast routing protocols that have been proposed, as we described in Section 2. Here, we present a reliable double multicast tree formation and maintenance protocol. Our idea is similar to Wei and Zakhor (2004) , however, our double tree scheme guarantees that two trees cover all group members. Logically, the two trees are identical from a group member's point of view. In Wei and Zakhor (2004) , some group members included in one tree might not be included in the other tree, which is obviously not desirable for group key management. The multicast routing protocol serves as a subsystem of our group key management framework. The detailed protocols are present in the following sections. The digest of m KG The common group key A group initiator (also called group coordinator) starts the group initialisation process by broadcasting a join advertise message across the entire network. A sequence number is used to avoid loops. A node is associated with three colours, namely blue, red, and grey. A node will choose grey as it's colour if its total number of neighbours is less than a predefined threshold value (for instance, half of average node degree). All member nodes are grey. Other network nodes randomly choose blue or red as their colour with probability equal to 0.5. For the first received message, a grey node stores the upstream node ID and rebroadcasts the message. For a non-grey node, it stores the upstream node ID and rebroadcasts the message only if the upstream node is the same colour, a sender, or a grey node. Based on the join response back from group member to the group initiator, two double multicast trees are formed in parallel. Both trees consist of group members and intermediate non-member nodes. A node could send out join requests to a group. Any existing group member can send replies back. The procedure of handling join requests is similar to the above group advertisement to ensure the consistency of double multicast tree structures. The resultant two trees could be disjoint or may share a common node. Thus, a dynamic double multicast tree structure is constructed. Figure 1 illustrates the construction of a double multicast tree. 
Construction of double multicast trees
The problem with the above approach is that the two multicast trees may not be identical, which means some group members may be covered by the blue tree, but are not included in the red tree. This scenario can happen when a group member is surrounded by nodes with only one colour, either red or blue. A group member can detect this scenario if it has received messages from only one colour (either blue or red) of nodes. Then, this member node can request one of its upstream node to change its colour to grey. Initially the group initiator is responsible for sending out member refresh messages periodically to maintain the connection of the double multicast tree structure. After a predefined amount of time of operation, a group member could decide to act as a group coordinator and notify the group that it is on duty to maintain the group. All members need to take turns acting as group coordinator. The double multicast trees can be used by enabling one tree in an active state and the other one in an inactive state as a backup. After a predetermined period of time for the group initialisation phase, the multicast trees have been formed and the group coordinator can invoke the group key establishment procedure. This procedure is described later in the group key establishment section.
Detection of leaving members
The processing of handling members who leave is more complicated than handling the joining of new members. To join the group, a new user needs to broadcast a request.
The new user becomes a legitimate group member once its request is approved by any existing group member or by the current group coordinator. However, for the scenario of leaving members, we cannot assume that a leaving member will send out a leaving notice. A member could leave the group silently. Even if it could send out a message and notify its leaving, this notice could get lost in a dynamic environment. We could define a physical leaving and a logical leaving. For the physical leaving, a node moves out the range of the network or it switches its transmitter off. For a logical leaving, a node still stays inside the network, but it does not participate in the group activity. We present two methods to address these problems.
Method one
One strategy is that current group coordinator sends out member refresh messages periodically through both tree links. All group members should send an ack message back to indicate its affiliation interests (status). The group coordinator will determine whether a member remains attached or has left based on its response within a certain amount of time. It is the member's responsibility to broadcast a message in a controlled flooding scheme to reconnect to the group if it has not heard the periodic member refresh message. If a member does not want to be part of the group it could keep silent without sending the ack message. The tree structure is updated based on the control messages. Some links could be pruned and new links could be added since a member could move to a new location. The current group coordinator notifies the member change event to all members through the updated tree structure. This strategy is very efficient and is appropriate for a relatively static network environment.
Method two
Another strategy is that the group initiator or current group coordinator periodically broadcasts member enforcement messages in a controlled flooding scheme. The default flooding range is set to the maximum distance from the coordinator to the members. The search range can be increased until it reaches a threshold value or the current network diameter. All group members will send a response back. Thus, members affiliated to the group are refreshed. This strategy is quite costly compared with Method one, and is more appropriate for a highly dynamic environment where nodes move frequently and cause the connections to be broken frequently.
Group key establishment protocol
The basic idea of a group key agreement protocol is that all group members maintain a logic key tree in local storage space. The key tree is used to deduce the final common group secret. Most contributory group key approaches maintain a certain type of key repository. They differ in the way they accumulate and distribute intermediate keys. Some are based on the key ring, others may be based on key tree, etc. Our scheme is based on the key tree structure.
Although our key tree is similar to STR, we introduce several improvements as we describe below. The key tree structure in SEGK is shown in Figure 2. • To distribute the workload of keying service, we introduced the concept of coordinator. The coordinator is responsible for computing and distributing intermediate keys to all group members. It also needs to handle member join and leave. The role of coordinator is rotated among all members.
• For efficient switching of the role of coordinator, we introduce two dummy nodes at two ends of the key tree for efficient group key refreshing and the group coordinator role switching.
• A new group member can be easily absorbed into the group by adding new members into the current rightmost position and moving itself to the right.
• When a member leave is detected, the coordinator generates a new random key r and multicast the blinded value br as well as other intermediate blinded keys. 
Group key initialisation
At the initialisation phase, the coordinator announces its role and broadcasts two random keys r and r o . Normally the group initiator acts as group coordinator at the beginning. The order of members on the key tree is sorted by their ID at the initialisation phase. However, at subsequent member add events, a new member is always added at the rightmost position of the key tree. This rule should be followed by all members to ensure that key trees in all members' local memory are consistent. One solution is that the group coordinator explicitly indicates the structure of the key tree. This can also be done implicitly by the coordinator since it needs to multicast blinded intermediate keying materials to all group members. All keying materials are put in one package and the order of blinded intermediate key materials shows the structure of the key tree. The algorithm for the group key initialisation phase is shown below.
Member addition
A new group member can be easily added into the group by inserting it into the current rightmost position and moving the dummy coordinator to the right. The major advantage of our approach is that the coordinator does not need to generate a new random key but still provides key independence. This means that knowing the previous group key cannot help to deduce the new group key. Given two blinded keys, the new member can deduce the new group key, however, it cannot deduce the former group key. This ensures backward secrecy. Figure 3 illustrates the operation of joining a new member. The algorithm of member addition is shown below.
Member leave
The leaving group member event can be detected either by explicit notification from the leaving node or through the scheme described in Section 3 at subsection D through Method one or Method two. The coordinator notifies all group members of the member leaving event and multicasts a new blinded random key to all members. All group members can compute the new group key. The algorithm is shown below. Figure 4 illustrates the operation of a leaving member.
Group key refresh/reinforce
The group key may need to change periodically, and may not be related to any change of group membership. The purpose of refreshing the group key periodically is to prevent the long time use of group keys which could be compromised. This process can be implicitly done during the switch of coordinator, or explicitly performed by the coordinator which generates a new random key r and multicasts the blinded value br . We show the group key refresh/reinforce algorithm below. 
Summary
We described the detailed operation of the group key establishment algorithms in SEGK. The advantage of our scheme is that a member add and leave can quickly respond and update the group key efficiently to ensure backward and forward security. The group maintenance role can be transited from one member to the other in a simple way. The adjustment of underlying multicast communication structure as well as the event of member addition and leaving can be done by two methods. Method one is more efficient and appropriate for a static environment than Method two. Method two is designed for highly dynamic network environments. The algorithms of performing member join, leave and periodic group key refreshing are presented.
Experiments
In this section, we give the simulation environment and present the experimental results. We analyse the performance of our key management scheme according to message cost and total computation time. We also compare the performance of our scheme with existing schemes.
Simulation environment
The simulation was implemented in Matlab. The simulation was conducted in a 100 × 100 2-D free-space by randomly allocating a given number of nodes in the range from 50 to 200. We conduct experiments in a dynamic network environment. We assume every node has fixed transmission range r = 20. Two nodes are directly connected if their distance is within each other's Figure 6 Average computation time when p = 10%; (a) group key initialisation; (b) member addition and (c) member leaving transmission range. For each host in an update interval, the corresponding host may move within the range of l units in any direction or remain stable in the corresponding internal with the possibility ρ (l is 5 and ρ is 0.5 in our simulation). We compared the results with some of the proposed distributed approaches and ignore other centralised approaches. In the experiments, we compared the cost of SEGK with the STR and GDH scheme. We implemented 1024-bit prime number as random key. A base g = 2 with the module n (1024 bits) is used to compute the blinded random key as well as the blinded intermediate keys.
A time stamp, sequence number, flags, and keying materials are concatenated and hashed using MD5 (256 bit), and then signed by the senders' private key. We used the Maple mathematical package which is included in Matlab to handle exponentiations of large numbers.
Cost measurement
In the experiments, the cost is measured both by the number of messages and the computation time.
For the SEGK scheme, the message cost includes the multicast of blinded random keys and the intermediatory keying materials. The multicast tree nodes includes all group members as well as non-group forwarding nodes needed to forward messages. Every forwarded message is counted. We analyse the message cost for the group key initialisation process and for member joining and leaving scenarios. For the STR scheme, the message cost includes the flooding of all blinded keying materials, which includes random keys and intermediatory keys. In the GDH scheme, the message cost includes unicast messages of blinded random keys, and broadcast messages of blinded intermediate keys. The computation cost mainly 
Result analysis
Figures 5-8 show the experimental results. Figures 5 and 7 show the computation cost and message cost of the SEGK scheme. Figure 5 (a)-(c) show the computation cost for SEGK in processing group key initialisation, member addition, and member leave, respectively. Figure 5 (a) shows the computation cost of group key initialisation with group membership rate p = 10%, 20%, and 30%.
Computation time increases as the number of nodes increase. For example, when p = 10% and n = 100, computation time is 7.9 seconds, and 19.3 seconds for n = 200. The cost increases quickly with the increase of p. Figure 6 (a) shows that the computation cost increases as the number of nodes increase for all three schemes (SEGK, STR, and GDH) in group key initialisation. Under the same network settings, GDH has the highest computation cost for group key initialisation, STR has the least cost, and SEGK has a cost in between. Figure 5 (b) shows computation cost of group rekeying because of a newly joined group member. The computation cost of group key updating is relatively low compared with group key initialisation and the group member leave process. Similarly, computation time increases with the increased number of group members. In addition, the computation cost is higher with larger p value, but the increasing rate is not significant. Figure 6(b) shows the computation cost with p = 10% for different schemes in processing group rekeying at events of member addition. For all three schemes, the computation cost of group key updating is relatively lower than group key initialisation process. However, SEGK has the smallest computation Figure 5(c) shows the computation cost of group rekeying at the event of member leaving. At the event of group member leave, the cost of group key updating is relatively lower than group key initialisation, but is significantly higher than member addition. Similar to the group key initialisation processing, computation time increases with an increased number of group members. The computation cost at member leave increases quickly with the increase of p. Figure 6 (c) shows the computation cost of group rekeying at the event of member leave for different schemes. The computation cost of group key updating for a member leaving is relatively less than the group key initialisation process, but much higher than the member addition process. While GDH still produces the largest computation cost, SEGK generates higher cost than STR. STR has the least cost, which is similar to the group key initialisation process. Figure 7 (a)-(c) show the total number of messages for SEGK in processing group key setup, member addition, and member leave, respectively. Figure 7(a) shows the message cost of group key initialisation with group membership rate p = 10%, 20%, and 30%. Message cost increases as the number of nodes increase because of the increased number of group members as well as non-member forwarding nodes. However, the increase rate is higher for larger p. For instance, when n = 100, the message cost increases from 407 to 1475 for p = 10% and 30%, respectively. From Figure 8 (a) we can see that under the same network settings, STR requires more messages than the other two schemes, GDH has the least messages cost while SEGK requires the medium amount of messages during group key initialisation processing. Figure 7(b) shows the message cost for updating group key at the event of member addition with different group membership rate. Message cost increases as the number of nodes increases. However, the message cost is relatively small compared with the previous group key initialisation process. For instance, when n = 100 and p = 10%, the message cost is 37. The message cost also increases with the p value. However, the increase rate is not significant. Figure 8(b) shows that under the same network settings, STR and GDH also have similar results with increasing number of nodes and p value. While STR requires more messages than the other two schemes, SEGK has lower message cost than GDH during the group key updating process at the event of member addition.
Figure 7(c) shows message cost for updating group key at the event of member leave. Message cost increases as the number of nodes increases. The message cost is less than the cost in the group key initialisation process, but is much higher than the member addition process. For instance, when n = 100 and p = 10%, the message cost is 75 compared with 407 and 37 in the group key initialisation and member addition scenarios, respectively. The message cost also increases with the p value. Figure 8 (c) shows that under the same network settings, STR and GDH also have similar results with increasing number of nodes and p value. While STR requires more messages than the other two schemes, SEGK continues to have the least message cost.
Result summary
The results of the experiments are summarised below:
• With the increase of network nodes, the computation cost of SEGK scheme increases. Computation cost also increases with the increase of group membership percentage p. Computation cost increases more quickly for higher p value.
• Under the same network settings, SEGK has moderate computation cost that is higher than STR and lower than GDH for both group key initialisation and member leave scenarios. SEGK has the least computation cost for the member addition process among the three schemes.
• With the increase of network nodes, the message cost of SEGK increases. The message cost also increases with the increase of group membership percentage p.
• Under the same network settings, SEGK has moderate message cost, higher than GDH and lower than STR for the group key initialisation process. SEGK has the least message cost for member addition and leaving processes among the three schemes.
Conclusion
Key management for a large and dynamic group is a tense problem because of scalability and security.
In this paper, we have propose an efficient group key management scheme for collaborative and group-oriented applications in MANETs. Our solution is based on n-party Diffie-Hellman protocol so that each member contributes a share of group key. The basic idea of our scheme is that a structure of double multicast trees is formed in MANETs for efficient dissemination of keying information. The purpose of constructing two trees in parallel is to achieve fault tolerance. We have also proposed two methods for detecting absent members. The first detection method is through tree links, which is appropriate for a network environment where node mobility is not significant. The second method is through periodic flooding of control messages, which is more appropriate for a highly dynamic network environment. In SEGK, there is one group member that acts as a group coordinator which computes and distributes the blinded intermediate keying information the group. Every member computes the group key in a distributed manner. To distribute the workload of group rekeying and maintenance, the role of group coordinator is rotated among all members. A new key tree structure is introduced in order to switch the group control role efficiently. A simulation study has been conducted to compare the message cost and computation cost under group key management schemes. Our future work will address multiple group member addition and leave scenarios.
