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Probabilistic graphical models are used in a variety of domains to cap-
ture and represent general dependencies in joint probability distributions. In
this document we examine the problem of learning the structure of an undi-
rected graphical model, also called a Markov Random Field (MRF), given a
set of independent and identically distributed (i.i.d.) samples. Specifically,
we introduce an adaptive forward-backward greedy algorithm for learning the
structure of a discrete, pairwise MRF given a high dimensional set of i.i.d. sam-
ples. The algorithm works by greedily estimating the neighborhood of each
node independently through a series of forward and backward steps. By im-
posing a restricted strong convexity condition on the structure of the learned
graph we show that the structure can be fully learned with high probabil-
ity given n = Ω(d log(p)) samples where d is the dimension of the graph
and p is the number of nodes. This is a significant improvement over exist-
ing convex-optimization based algorithms that require a sample complexity
of n = Ω(d2 log(p)) and a stronger irrepresentability condition. We further
v
support these claims with an empirical comparison of the greedy algorithm to
node-wise `1-regularized logistic regression as well as provide a real data anal-
ysis of the greedy algorithm using the Audioscrobbler music listener dataset.
The results of this document provide an additional representation of work
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1.1 A Motivating Example
Suppose that we were charged with the task of recommending new
music to a user based on their current music listening habits. If the user
provided us with a sample of music that they enjoyed then how might we go
about predicting new music that the user may also be interested in? This
is a non trivial task that companies like Pandora Radio [19] and last.fm [13]
have built their business model around. Suppose that we had access to a
large corpus of data consisting of the listening habits of several million people.
It’s natural to assume that there are patterns in the listening habits of these
users and that if we discovered these patterns then we could exploit them to
recommend relevant new music. Figure 1.1 provides an example of possible
music preference dependencies.
Listens to: May also like:
Led Zeppelin The Doors The Who Jimi Hendrix Cream
New Order The Smiths Joy Division Jim Morrissey The Cure
Fleet Foxes Bon Iver The Shins Neutral Milk Hotel Iron and Wine
Radiohead Flaming Lips The Smiths Blur The Pixies
Figure 1.1: Sample music preferences
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If we were given a set of music preferences for a user, we may suggest
new music to the user based on dependencies discovered in the data. The
problem then becomes learning these dependencies given a large set of sample
data.
This example provides us with a practical motivation for structure
learning of Probabilistic Graphical Models, a topic which will be investigated
in this paper. First, we will provide the reader with a preliminary outline of
the Mathematical framework necessary to understand the depth of this work.
We will then provide a brief outline of probabilistic graphical models includ-
ing both undirected and directed graphical models. Next, we will present the
structure learning problem and examine existing methods. We will then in-
troduce a new, novel approach to learning the structure of a discrete, pairwise
Markov Random Field using a greedy neighborhood selection algorithm. We
will also provide an experimental analysis of the greedy method in compar-
ison to another popular structure learning algorithm, `1-regularized logistic
regression. Finally, we will return to our music recommendation example and
attempt to fit a binary, pairwise Markov Random Field to the Audioscrobbler
music listener dataset [9].
Before we can begin our discussion of Probabilistic Graphical Models
and structure learning we must first lay down a foundation of background
material regarding key concepts from probability theory. In particular, we




Probability theory deals with the analysis of the likelihood of random
events defined over a sample space Ω. For example, consider rolling a single
fair die. The sample space of a single roll can be defined as Ω = {1, 2, 3, 4, 5, 6}
and the possible random events are subsets of Ω. For example, we can consider
the event that a 4 is rolled as well as the event that an even value is rolled. If
an event is a single element of the sample space α ∈ Ω then we refer to the
event as an atomic event. The event that a 4 is rolled is an example of an
atomic event.
When dealing with random events we are often interested in numerical
descriptions of the events and not just the probability of the event occurring.
In order to handle this we can assign numerical descriptions of events to what
are referred to as random variables. For example, suppose that we roll 2 fair
dice. Then, we can define a random variable X to take on the numerical result
of the sum of the dice. Definition 1 provides a more formal definition.
Definition 1. A random variable X defined over a sample space Ω is a func-
tion X : Ω→ R that maps an event (x ⊆ Ω) to a real value.
In order to avoid any confusion, in this paper we will denote random
variables by upper case letters X and the possible values that they take on
by lower case letters x. Random variables that only take on values from a
countable set (such as the integers) are referred to as discrete random variables.
The random variable defined as the sum of the roll of 2 fair dice is an example
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of a discrete random variable. Random variables that take on values from
an uncountable set (such as the reals) are referred to as continuous random
variables. As an example of a continuous random variable consider choosing a
random US citizen and measuring their height exactly. This measured value
can be any real value in a specific range and so represents a continuous random
variable.
1.3 Probability Distributions
In analyzing random variables we are often interested in the probability
(or belief) that a random variable takes on certain values. To formally describe
the different probabilities of a random variable taking on various values we
define a probability distribution.
Definition 2. A probability distribution P defined on random variable X over
a sample space Ω is a mapping from events α ⊆ Ω to real values on the interval
[0, 1] such that P (α) ≥ 0 and P (Ω) = 1.
In our example of rolling a single fair die we had equal probability of
rolling each of the atomic events in our event space Ω = {1, 2, 3, 4, 5, 6}. Then,
the probability distribution defined by the random variable representing the
value of a single roll of a fair die can be defined as ∀i ∈ Ω, P(X = i) = 1
6
.
When each possible atomic event has equal probability we call this the uniform
distribution.
4
1.3.1 Discrete Probability Distributions
Probability distributions defined on discrete random variables can be
understood by a probability mass function (pmf).
Definition 3. A probability mass function (pmf) fX(x) of a discrete random
variable X is given by fX(x) = P(X = x) for all x ∈ Ω.
A pmf assigns a probability belief to each possible atomic event in the
event space such that the sum of those beliefs adds up to 1. In our dice
example, the pmf was defined as ∀i ∈ Ω, P(X = i) = 1
6
.
1.3.2 Continuous Probability Distributions
Due to the fact that continuous random variables can take on an infi-
nite number of values it wouldn’t make sense to describe continuous random
variables using a probability mass function since the individual probabilities
of specific events would likely approach 0. Instead, probability distributions
defined on continuous random variables can be understood by a probability
density function (pdf). In order to define a pdf we also need the notion of a
cumulative distribution function (cdf).
Definition 4. A cumulative distribution function (cdf) FX(x) of a continuous
random variable X is given by FX(x) = P(X ≤ x).
In other words, the cdf of a continuous random variable X defines the
probability that X will take on a value less than or equal to a specific value.
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Given the above definition for cdf we are now ready to define the probability
density function (pdf) of a continuous random variable.
Definition 5. A probability density function (pdf) fX(x) of a continuous ran-
dom variable X is a function that satisfies FX(x) =
∫ x
−∞ fX(u)du.
The pdf essentially describes the probability that a continuous random
variable will take on values in a specified range. For example, given random
variable X and its pdf fX(x) we can define the probability that X takes on a





We have already outlined a framework for representing probability dis-
tributions on individual random variables, but suppose now that we were inter-
ested in describing a probability distribution over multiple random variables.
As a concrete example, suppose that we are interested in classifying college
students by several different features such as age, height, weight, gender, and
ethnicity. Each of these features can be thought of as a random variable. Each
random variable can then be defined by its own probability distribution. For
example, the number of male and female college students may be roughly the
same and so P(gender = male) = P(gender = female) = 1
2
. In addition to
describing the distribution of each individual feature we can also describe the
joint distribution of the set of features.
Definition 6. A joint distribution over a set X = {X1, ..., Xn} of random
6
variables is denoted by P (X1, .., Xn) and is the distribution that assigns prob-
abilities to events that are specified in terms of these random variables.
When dealing with joint distributions we will often denote a vector of
random variables using a bold faced letter such as X. Then, P (X) refers to
the joint distribution over the vector X. The joint probability distribution
defines the probability that each random variable in the distribution takes
on certain values. For example, we can consider the joint probability that a
randomly chosen college student is 21 years old, 5’10”, weighs 160 lbs, and
is male. In representing the full joint distribution over a set of n discrete
random variables we can define an n-dimensional tensor that represents all
combinations of events over those random variables. Even in the simplest case
in which each random variable is binary valued, the size of such a table would
of course be exponential O(2n) in the number of random variables. It then begs
the question as to whether or not there are more compact parameterizations
of joint distributions. The simple answer is “yes” in many cases as we shall
see.
1.4.1 Marginal Distributions
Given a joint distribution over a set of random variables {X1, ..., Xp} it
is often desirable to consider the distribution of a single random variable Xi. In
other words, we may be interested in the probability that a single RV Xi takes
on certain values, regardless of the other variables. We call such a distribution




summing over all possible values of all possible j. The process of calculating
a marginal from a joint distribution is often referred to as marginalization.
1.5 Conditional Probability
To begin with a concrete example, consider choosing a random college
student as outlined previously. Suppose again that we know a priori that the
number of male and female college students are roughly equivalent. Let X be
a random variable representing the gender of our randomly chosen student.
Then, we have that P(X = male) = 1
2
. Now, suppose we are given additional
information that the student is 6’0” tall. Given, this information it is more
likely that our randomly chosen student is male than female. In order to
represent this intuition in probability theory we use conditional probability.
Definition 7. The conditional probability of an event A given an event B,
denoted by P(A | B), is the probability of event A occurring given that event B
occurred. In terms of random variables the conditional probability that random
variable X takes on value x given that random variable Y takes on value y,
denoted by P(X = x | Y = y), is the probability of X taking on value x given
that Y took on the value y.
In considering conditional probability we have both a prior probabil-
ity of an event as well as a posterior probability of an event given additional
information. In our previous example it turned out that the conditional prob-
ability (posterior probability) of our student being male given that they were
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6’0” tall was greater than the probability that the student was male without
any additional information (prior), however this is not always the case. As
we shall see when we discuss independence it is often the case that additional
information does not affect probability.
1.5.1 Chain Rule and Bayes Rule
Given a joint distribution over 2 random variables P (X, Y ) we can
represent this distribution using conditional probabilities by the chain rule.
Definition 8. Given random variables X and Y and a joint distribution over
them P (X, Y ), the chain rule states that P (X, Y ) = P (X)P (Y | X).
It should be apparent that this definition is symmetric. For example,
let X be a random variable denoting the gender of our student and Y be
a random variable denoting the age of the student. Then, in defining the
joint distribution we have that P (X, Y ) = P (X)P (Y | X) = P (Y )P (X | Y ).
We can further extend the chain rule to multiple variables by the following
definition.
Definition 9. Given a joint distribution over n variables P (X1, ..., Xn) the
chain rule states that P (X1, ..., Xn) = P (X1)P (X2 | X1)...P (Xk | X1, ..., Xn−1).
By rearranging our definition of the chain rule we can define the condi-
tional probability of a random variable X given Y as P(X | Y ) = P(X ∩ Y )
P(Y )
.
This is sometimes referred to as the definition of conditional probability. From
this we immediately arrive at Bayes Rule.
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Definition 10. P(X | Y ) = P(Y | X)P(X)
P(Y )
Bayes Rule plays a central role in probability theory as it provides a
translation between P(X | Y ) and P(Y | X).
1.5.2 Independence
Going back to our example of choosing a random student, suppose that
we are given that the student is 21 years old. Then, consider the conditional
probability that the student is male given that the student is 21 years old
P(X = male | Y = 21). If we assume that age does not affect the likelihood of
the student’s gender being male or female (which is a likely assumption) then
it turns out that P(X = male | Y = 21) = P(X = male) = 1
2
. When this
is the case we say that the event of the student being male is independent of
the event of the student being 21 years old. In terms of random variables we
can also say that the random variable denoting the gender of the student is
independent of the random variable denoting the age of the student.
Definition 11. Two events A and B are independent, denoted by A ⊥ B if
and only if P(A ∩B) = P(A) · P(B).
In other words, two random variables A and B are independent if the
probability of one taking on specific values has no correlation with the other
taking on specific values. It should be apparent that independence between 2
variables is symmetric. That is, A ⊥ B if and only if B ⊥ A.
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1.5.3 Conditional Independence
Consider a joint distribution over multiple random variables. Given 2
variables from our distribution it is often the case that they are not directly
independent of each other but that they are conditionally independent given
one or more other variables from the distribution. For example, consider the
random variables A, S, and C where A ∈ N denotes the age of a person,
S ∈ N denotes the number of years the person has been a smoker and C ∈
{0, 1} denotes whether or not the person has lung cancer. The variables A
and C and not necessarily independent since older people are more likely to
have lung cancer (they’ve had more time to smoke and develop lung cancer).
However, suppose that we were given the value of S. Then, in determining the
probability that a person has cancer it probably wouldn’t matter what their
age was. In other words P(C | A, S) = P(C | S). In this case we would say
that C is conditionally independent of A given S, denote by (C ⊥ A | S).
1.5.3.1 Pairwise vs Higher Order Dependencies
When being given the value of one random variable has an affect on
the probability that another random variable takes on a specific value then we
say that the variables are dependent. This is to say that the value a variable
takes on is dependent on the value the other takes on. When the dependence
is between 2 variables we call it pairwise dependence. However, dependence
is not limited to 2 variables. We can also consider higher order dependencies
consisting of multiple variables. In fact, we can even consider higher order
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dependencies where none of the variables are pairwise dependent (every pair
of variables are pairwise independent). Consider the variables X, Y , and Z
such that X ∈ {0, 1}, Y ∈ {0, 1}, and Z = X ⊕ Y is the parity between X
and Y . Suppose that both X and Y are uniformly distributed. Then, given
that say Y = 0, the probability that X = 0 is still simply 1
2
. In other words,
X and Y are pairwise independent. Also consider the pairs X and Z or Y
and Z. Each pair is symmetric so lets focus on the pair X and Z. Again,
being given the value of Z tells us nothing about the value of X. X is still
uniform over the set {0, 1} because we weren’t given the value of Y which has a
uniform chance of being either 0 or 1. Then, for each pair of variables we have
pairwise independence. However, these variables are not 3-way independent.
If we were given any 2 of them, say X and Y , then the third variable is
completely dependent on the values of the other 2. Then, we have a set of 3
variables such that each pair is pairwise independent but together there is a




In the previous chapter we discussed random variables and joint prob-
ability distributions defined over sets of random variables. We also mentioned
that given a joint distribution over a set of p random variables X1, ..., Xp,
that in naively representing the joint distribution by listing every combina-
tion of settings of the variables, that such a p-dimensional tensor would be
exponential O(cn) in the number of variables in the distribution. For exam-
ple, even in the case when each random variable Xi ∈ {0, 1} can only take
on 2 values, naively specifying the joint distribution requires 2n − 1 values
(the probabilities of each of the 2n different assignments of values to the vari-
ables X1, ..., Xn minus 1 which can be calculated from the others). In all
practical applications, storing an exponential amount of data quickly becomes
unmanageable both to store and to work with, such as computing marginals
or other inferences from the model. Additionally, learning each probability in
the distribution from samples requires an enormous amount of data to accu-
rately learn each parameter. These issues provide motivation for having more
compact representation models and methods of inference for large multivari-
ate distributions. Probabilistic Graphical Models provide a framework both
for compact representation as well as efficient methods of inference on joint
13
distributions. They achieve this by taking advantage of independence and de-
pendence relationships in distributions such as those that we looked at in the
previous chapter. Generally, graphical models represent a joint distribution
using vertices to represent variables in the distribution and edges to represent
dependencies among the variables. In this paper we will focus on a specific
type of undirected graphical models called Markov Random Fields though we
will first give an outline of directed graphical models, also known as Bayesian
Networks, as well as another type of undirected graphical models called Factor
Graphs.
2.1 Bayesian Networks
As we have already shown in our discussion of the chain rule a joint
probability distribution P (X) can be factorized as a product of terms where
each term is the probability of one variable, given all those before it in some
order.
P (X) = P (X1)P (X2 | X1)...P (Xn | X1, X2, ..., Xn) (2.1)
Also recall that by the definition of conditional independence that if
(Xi ⊥ X\Xj | Xj), where X\Xj is syntactic sugar used to denote X without
Xj, then P (Xi | X\Xj) = P (Xi | Xj). Bayesian networks aim to represent
a joint distribution using these notions by factorizing the distribution by its
dependencies. A Bayesian Network B = 〈G,P 〉 can be defined as a tuple
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consisting of a directed acyclic graph (DAG) G and a set of conditional proba-
bilistic distributions P = P (X1 | Xπ(1)), ..., P (Xn | Xπ(n)) where Xπ(i) denotes
the set of “parents” of variable Xi [18]. The parents of a variable Xi are pre-
cisely those variables such that Xi is conditionally independent of all other
variables in the distribution that come before it in some ordering given its set
of parents. In other words, we can define Xπ(i) by:
P (Xi | X1, X2, ..., Xi−1) = P (Xi | Xπ(i)) (2.2)
Then, applying the definition of conditional independence we get that




P (Xi | Xπ(i)) (2.3)
It is important to note that 2.2 does not make any reference to the
variables Xi+1, .., Xn that come after it in our imposed ordering. We denote the
full set of variables such that Xi is independent of the rest of the distribution
given this set as the “markov blanket” of Xi. As it turns out, the markov
blanket of a variable Xi consists of its parents, its children, and its children’s
parents [18].
The graph structure of a Bayesian Network G = (V,E) can be defined
by a DAG as follows. The set of vertices V is precisely the set of variables in
15
X 
Fig 2.1: Graphical representation of a Bayesian Network defined over a joint
probability distribution. The “markov blanket” for the variable represented
by the X consists of the shaded vertices.
the distribution, {X1, ..., Xn}. The set of edges E consists of a set of directed
edges
⋃
i{(Xj, Xi) : j ∈ Xπ(i)} from each vertex to each of its children.
Figure 2.1 provides a visual representation of a Bayesian Network along
with the markov blanket of a single variable.
2.2 Factor Graphs
A Factor Graph is a type of undirected graphical model (edges are
undirected as opposed to directed) that designates vertices for both random
variables as well as factors associated with the random variables. A factor
graph can be defined by a tuple as F = 〈G,χ,E〉 where G is a set of vertices
denoting random variables, χ is a set of vertices denoting factors, and E is a set
of undirected edges connecting the random variables with the factors. When
visualizing a factor graph it is common to represent the variables as circles
and the factors as squares. It should be noted that factors can be thought
16
Fig 2.2: Graphical representation of a Factor Graph defined over a joint prob-
ability distribution. The circles represent random variables and the squares
represent factors associated with the random variables.
of as dependencies between the random variables, though factors can also be
associated with a single random variables. Figure 2.2 shows an example of a
Factor Graph.
All edges in a Factor Graph are between variable nodes and factor
nodes. Factor Graphs make explicit the structure of the factors of the network
and have no ambiguities between higher and lower order dependencies between
random variables, a property that as we will see Markov Random Fields do
not possess. One significant issue with doing so however is that Factor Graphs
may require more nodes and complexity than a Markov Random Field would.








where χ1, .., χm are the set of factors in the model and Z is a nor-
malization constant that ensures the probabilities sum to 1. In most cases a
17




i ψi(χi) is assumed.
2.3 Markov Random Fields
Markov Random Fields (MRFs), like Factor Graphs, are a type of undi-
rected graphical model. An MRF can be defined as a pair M = 〈G, θ〉. Here,
G = (V,E) represents an undirected graph where V is a set of vertices repre-
senting random variables in a distribution and E is a set of undirected edges
connecting those vertices according to the dependencies among the random
variables. Just like with Bayesian Networks we can define a “markov blanket”
for each random variable, however for MRFs it is much more explicit. The
markov blanket XN(i) for random variable Xi, which is defined as the set of
random variables such that P (Xi | X\Xi) = P (Xi | XN(i)), is precisely the set
of variables with neighboring vertices to the vertex corresponding to Xi (here
N refers to “neighborhood”). Figure 2.3 gives a visual representation of an
MRF.
Φ = {ψ1, .., ψm} is a set of potentials associated with an MRF. There
are multiple ways of parameterizing an MRF using potentials but the following
important theorem tells us that any MRF can be parameterized by a set of
potentials corresponding to the maximal cliques in the graph structure.
Theorem 1. Hammersley-Clifford Theorem: A distribution P (X) obeys
the set of conditional independencies asserted by a Markov Random Field if
and only if there exist functions ψi such that the distribution can be factorized
by P (X) = 1
Z
∏
c ψ(Xc), where the product is over the set of maximal “cliques”
18
X	  
Fig 2.3: Graphical representation of a Markov Random Field (MRF) defined
over a joint probability distritbution. The “markov blanket” or “neighbor-
hood” of the variable represented by the X consists of the shaded vertices.
c in the neighborhood graph, and Z is a normalization constant.
By this theorem we get that we can factorize any MRF by a set of
potentials with cardinality the same as the number of maximal cliques in the
graph structure.
2.3.1 Log Linear Models
In addition to parameterizing an MRF by a set of potentials corre-
sponding to the set of maximum cliques in the graph representation, MRFs
can be factorized using a logarithmic representation. Such representations are
referred to as log linear models.
Definition 12. A distribution P is a log linear model over a Markov Random
Field M if it can be factorized by a set of features F = f1(D1), ..., fk(Dk), where
each Di is a complete subgraph over M, each fi(Di) is a function fi(Di) :











In many cases log linear models provide a much more compact and
intuitive factorization. For this reason, such a parameterization is often chosen
over a standard clique potential factorization.
2.3.2 Ising Model
The Ising Model refers to a statistical model that was originally intro-
duced by Wilhelm Lenz in 1920 to represent the energy of a physical system
involving a system of interacting atoms. In this model each atom is associ-
ated with a binary random variable Xi ∈ {+1,−1}. Furthermore, interactions
between variables are pairwise and can be parameterized by θst(Xs, Xt) =
θ∗stXsXt for some parameter θ
∗









From this, we get that the Ising Model can be viewed as a binary,
pairwise, Markov Random Field. Many real world distributions can be mod-





Once we have the structure and parameterization of an MRF we can
perform various inferences on our model such as maximum a posteriori (MAP)
inference, marginalization, or maximum a posteriori marginal (MPM) infer-
ence. However, in many cases we are not given the structure or parameters in
advance but instead have access to a set of independent and identically dis-
tributed (iid) samples taken from the underlying distribution. In such cases,
the problem we are faced with is learning the structure and parameters of the
graph given a set of samples. In this paper we will focus primarily on structure
learning and will assume that the parameter values can be estimated through
other means.
In general, learning the structure of a graphical model from samples is
an NP Hard problem and so we will either need to impose specific constraints
on the model or assume a level of probabilistic error on any structure learning
algorithms [4]. Structure learning can generally be separated into 3 categories
of algorithms - constraint based, score based, and regression based. Constraint
based algorithms aim at employing conditional independence tests in order
to identify a set of conditional independence properties and then attempt
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to identify the network structure that best satisfies these constraints [2, 14,
22]. Score based approaches first impose a criterion on the complexity of
the graph structure (such as imposed sparsity) and then attempt to search
through the space of possible graph structures to determine the model with the
highest “score” [7, 8]. Regression based methods attempt to optimize model
parameters according to a loss function that often incorporates regularization
to impose sparsity on the model in order to reduce overfitting [6, 20, 11].
We will first present existing results on a regression based approach to
structure learning that uses `1-regularized logistic regression to estimate the
neighborhood of each node of a pairwise Ising model independently. Next, we
will present a new method of structure learning that applies adaptive forward-
backward greedy steps to again learn each each node’s neighborhood indepen-
dently. For discrete Markov Random Fields there is no loss of generality in
assuming only pairwise interactions since higher-order interactions can be con-
verted to only pairwise interactions by introducing auxilary variables [20]. As
we shall see, what separates the greedy approach from the logistic regression
method is that rather than solving a multi-variate optimization problem to
estimate a node’s neighborhood in a single step, efficient greedy steps are per-
formed until the neighborhood converges to a near optimal likelihood. In doing
so we are able to estimate the structure of the model with high probability
using fewer samples and in less time.
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3.1 `1-Regularized Logistic Regression
`1 regularized logistic regression has a rich history in fitting linear sta-
tistical models to a binary labeled training set of real valued features. In its
most general form, given a set of training samples x1, .., xn such that xi ∈ Rp
and the corresponding labels y1, ..., yn such that yi ∈ {0, 1}, the goal of lo-
gistic regression is to fit a logistic function z = β0 + β1x1 + ... + βpxp so as
to minimize some loss (most often the negative log likelihood) that includes
a regularization parameter to keep the function from overfitting the training
data. More formally, to fit a logistic regression model to a distribution using





− logP (y(i) | x(i); β) + λ ‖β‖1 (3.1)
where
∑n
i=1− logP (y(i) | x(i); β) represents the negative log likelihood
and λ ‖β‖1 represents the regularization portion of the optimization with λ
denoting a regularization tuning parameter. As λ is increased it benefits the
optimization to set more parameters βi of the logistic function to 0 and so
imposes sparsity on the model. This turns out to be a convex optimization
problem and can be solved using modern convex optimization methods.
In estimating the graph structure of of a Markov Random Field, differ-
ent variations of `1-regularized logistic regression have been used [6, 15, 20, 11].
In particular, it has been shown that, under an imposed “irrepresentability”
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constraint, the graph structure of a pairwise Ising model can be obtained using
a sample size of n = ω(d2 log p) with exponentially decaying error by estimat-
ing the neighborhood of each node independently by imposing `1-regularized
logistic regression on the node’s neighborhood parameters [20]. In the analysis










\r ) + λ(n,p,d)
∥∥θ\r∥∥1 (3.2)
where θ is the set of parameters associated with the model and the
regularization parameter λ(n,p,d) is dependent on the number of samples n,
number of nodes p, and the maximum degree of the graph d. The analysis for
this method holds true as long as the model satisfies a “dependency condition”
that states that the subset of the Fisher information matrix corresponding the
the relevant covariates has bounded eigenvalues as well as an “incoherence
condition” that states that the large number of irrelevant covariates cannot
exert an overly strong effect on the subset of relevant covariates.
3.2 Greedy Neighborhood Selection
Forward-backward greedy algorithms have been applied in a line recent
work to statistical estimation of sparse models. These algorithms begin with
an initially empty set of parameters and perform both forward steps to greedily
add parameters as well as adaptive backward steps to greedily remove param-
eters whose removal does not increase the loss being optimized by a given
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threshold. In particular, T. Zhang [24] analyzed a forward backward greedy
algorithm for sparse linear regression and showed that it is sparsistent (con-
sistent for model selection recovery) under the restricted eigenvalue condition.
This condition states that no small number (order of the desired sparsity) of
features are highly correlated. The novelty of this result is that it is able to
achieve sprasistency under a much weaker condition then that of the “irrep-
resentability” condition required by the traditional Lasso regression approach
[23]. In this section we show that using a similar forward backward approach
used by Zhang [24] that we can achieve successful parameter estimation in
discrete, pairwise Markov Random Fields under weak conditions.
3.2.1 Problem Description
Before we introduce the greedy algorithm that we’ll use we must first
outline a formal description of the structure learning problem we wish to tackle.
Let X = (X1, ..., Xp) be a vector consisting of p random variables over some
distribution P (X) such that each Xi ∈ {0, 1}. A pairwise Markov Random
Field over X = (X1, ..., Xp) is then specified by the pair M = 〈G,Φ〉 where
G = (V,E) is a graph over p nodes corresponding to the p variables and Φ
is a set of nodewise functions θr : X → R for all r ∈ V along with pariwise











If we focus on the pairwise Ising model which is equivalent to the pre-
vious model but imposes an extra constraint that each variable in the distri-










where θr ∈ R for all r ∈ V and θrt ∈ R for all (r, t) ∈ E.
Let D = {X(1), ..., X(n)} be a set of n samples X(i) ∈ {−1,+1}p drawn
i.i.d. from the distribution PΦ∗ defined by parameters Φ
∗ and graph G∗ =
(V,E∗). Here, we are using the ∗ superscript to denote the “true” set of
parameters and edges. In contrast we will use Ê to represent “estimated”
parameters and edges. The goal of the graphical model structure learning
problem is to infer the true edge set E∗ according the graph G∗ = (V,E∗)
defined by the Markov Random Field over the distribution P (X) from the
sample set D = {X(1), ..., X(n)}. In other words, the goal is to construct an




→ 1 as n→∞.
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3.2.2 Greedy Algorithm for Pairwise Markov Random Fields
We are now ready to introduce the greedy algorithm for structure learn-
ing of discrete pairwise Markov Random Fields. An outline of the algorithm
is presented in Algorithm 1. The algorithm takes as input a set of samples
Z = {Z(1), . . . , Z(n)} where Z(i) ∈ Rp, a stopping threshold εs ∈ R, and
a backward step factor v ∈ {0, 1}. The algorithm works by estimating the
neighborhood Nr of each node independently of the other nodes and finally
returns the union of the estimated neighborhoods as the learned set of edges
of the graph Ê ← ∪rNr. In estimating the neighborhood of a fixed node
r the algorithm begins with an empty neighborhood Nr ← ∅ and proceeds
to greedily choose the “best” neighbor for r and add it to its set of neighbors
Nr ← Nr∪{t} as long as the stopping threshold εs is met. The “best” neighbor
is chosen according to the negative log likelihood of the model. In the case of
a pairwise Ising model we can define the negative log likelihood in terms of the
conditional distribution of Xr given the other variables X\r = {Xt | t ∈ V\{r}}.
Referring to [20] we can define the conditional distribution by



















With this representation of the conditional distribution of our fixed












Then, in our forward step of choosing the “best” neighbor of Xr we





Lr(θ ∪ {θrt};Zn1 ) (3.7)
After choosing the “best” neighbor for r according to 3.7, the algorithm
then compares the loss before the neighbor t was added to Nr, Lr(θ;Z
n
1 ), to
the loss after adding t, Lr(θ ∪ {θrt};Zn1 ), and adds the edge as long as adding
it reduces the loss by a factor of εs, otherwise the stopping criterion is met and
the algorithm terminates. After each successful forward step the algorithm
first optimizes over the current parameters in the neighborhood Nr as adding
an edge may have affected the optimal neighborhood parameter values. Next,
the algorithm performs a backward step in which it checks the influence of all
variables in the current neighborhood Nr in the presence of the newly added
variable from the forward step. If one of more of the previously added variables
do not contribute at least vεs to the loss function, then the algorithm removes
them from the neighborhood Nr. This procedure ensures that at each round,
the loss function is improved by at least (1 − v)εs and hence it terminates
within a finite number of steps.
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In order to guarantee sparsistency, the pairwise greedy algorithm re-
quires the conditions of restricted strong convexity and restricted strong smooth-
ness on the negative log likelihood in terms of the graph we’re trying to es-
timate. In terms of general statistical models, Neghaban et al. [17] define
restricted convexity in terms of a general loss function as
Definition 13. Restricted Strong Convexity: Given a set S and a set
of samples Z = {Z1, . . . , Zn}, a loss function L(.) is said to satisfy restricted
strong convexity (RSC) with parameter kl if for all ∆ ∈ S such that |∆| ≤ k
we get that L(θ + ∆;Zn1 )− L(θ;Zn1 )− 〈∇L(θ;Zn1 ),∆〉 ≥ kl2 ‖∆|
2
2
Since we are assuming our distribution is sparse we will also introduce
syntactic sugar to reference the non-zero parameters of the model’s parame-
terization. Let S ⊆ {1, ..., p} denote the support set for the parameterization
of a fixed node r ∈ V . That is, S is the set of indices of the neighborhood N̂r
of r where θrt 6= 0. Given our general definition of RSC, we can define sparsity
restricted strong convexity as
Definition 14. Sparsity Restricted Strong Convexity: Given a set of
samples Z = {Z1, . . . , Zn}, a loss function L(.) is said to satisfy sparsity
restricted strong convexity (RSC(k)) with parameter kl if for all sets S ⊆
{1, . . . , p} such that |S| ≤ k, L(.) satisfies RSC with parameter kl where S is
the support set on θ.
The definition for RSC(k) is defined in terms of a loss function satis-
fying RSC for all support sets S ⊆ {1, . . . , p} over the set of variables in the
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distribution such that |S| ≤ k. In other words, a loss function satisfies RSC(k)
if it satisfies RSC for all sets of parameters θ where ‖θ‖0 ≤ k.
In contrast to RSC we can define restricted strong smoothness (RSS)
in terms of a general loss function as
Definition 15. Restricted Strong Smoothness: Given a set S and a set
of samples Z = {Z1, . . . , Zn}, a loss function L(.) is said to satisfy restricted
strong smoothness (RSS) with parameter ku if for all ∆ ∈ S such that |∆| ≤ k
we get that L(θ + ∆;Zn1 )− L(θ;Zn1 )− 〈∇L(θ;Zn1 ),∆〉 ≤ ku2 ‖∆|
2
2
Additionally, we can define sparsity restricted strong smoothness in
terms of a general loss as
Definition 16. Sparsity Restricted Strong Smoothness: a set of sam-
ples Z = {Z1, . . . , Zn}, a loss function L(.) is said to satisfy restricted strong
smoothness (RSS(k)) with parameter ku if for all sets S ⊆ {1, . . . , p} such
that |S| ≤ k, L(.) satisfies RSS with parameter kl where S is the support set
on θ.
Another property that our analysis requires is an upper bound λn on the
`∞ norm of the gradient of the negative log likelihood at the true parameter θ
∗.
That is, for each r ∈ V we require a bound λn ≥ ‖∇Lr(θ∗)‖∞. This captures
the “noise level” of the samples with respect to the loss.
Before we state our main theorem, we first need to state some auxiliary
lemmas that capture the sparsistecy of the forward and backward steps in
Algorithm 1.
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3.2.2.1 Lemmas for Main Theorem
We list the simple lemmas that characterize the parameter θ̂ obtained
when the inner while loop of the algorithm returns, and on which the proof of
our main theorem depends. The proofs of these lemmas can be found in the
Appendix.
Lemma 1 (Stopping Forward Step). When the inner while loop (forward step)
of algorithm 1 returns with parameter θ̂ supported on Ŝ, we have∣∣∣L(θ̂)− L (θ∗)∣∣∣ <√2 |S∗ − Ŝ|κu εS ∥∥∥θ̂ − θ∗∥∥∥
2
.
Lemma 2 (Stopping Error Bound). When the inner while loop (forward step)







√∣∣∣S∗ ∪ Ŝ∣∣∣+√2 ∣∣∣S∗ − Ŝ∣∣∣κuεS
)
.
Lemma 3 (Stopping Backward Step). When the inner while loop (forward
step) of algorithm 1 returns with parameter θ̂ supported on Ŝ, we have∥∥∥∆̂Ŝ−S∗∥∥∥22 ≥ εSκu
∣∣∣Ŝ − S∗∣∣∣ .










and RSC (ηs∗) holds







, then the inner while loop (forward of
algorithm 1 returns with k ≤ (η − 1)s∗.
Notice that if εS ≥ (8ρη/κl) (η2/(4ρ2)) λ2n, then, the assumption of this
lemma is satisfied. Hence for large value of s∗ ≥ 8ρ2 > η2/(4ρ2), it suffices to
have εS ≥ (8ρη/κl) s∗λ2n.
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3.2.2.2 Main Theorem
We are now ready to state the our main theorem on the sparsitency of
the pairwise greedy algorithm. Suppose we are given a set of n i.i.d. samples
Z = {Z1, ..., Zn} where Zi ∈ {−1,+1}p, drawn from the distribution according
to a pairwise Ising model as in 3.4, with parameters θ∗ and graph G = (V,E∗).
Let the maximum degree of the graph G be denoted by d.
Theorem 2 (Pairwise Sparsistency). Suppose we run Algorithm 1 with stop-
ping threshold εS ≥ c1 d log pn , where, d is the maximum node degree in the
graphical model, and the true parameters θ∗ satisfy c3√
d
> minj∈S∗ |θ∗j | > c2
√
εS,
and further that number of samples scales as
n > c4 d
2 log p,
for some constants c1, c2, c3, c4. Then, with probability at least 1−c′ exp(−c′′n),
the output θ̂ supported on Ŝ satisfies:
(a) No False Exclusions: E∗ − Ê = ∅.
(b) No False Inclusions: Ê − E∗ = ∅.
Proof. We first show that our assumptions hold under the negative log likeli-
hood loss function that Algorithm 1 uses. Here, we use arguments taken from
[10].
RSC, RSS. First, we note that the conditional log-likelihood loss function in
(3.6) corresponds to a logistic likelihood. Moreover, the covariates are all
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binary, and bounded, and hence also sub-Gaussian. [17, 1] analyze the RSC
and RSS properties of generalized linear models, of which logistic models are
an instance, and show that the following result holds if the covariates are sub-
Gaussian. Let ∂L(∆; θ∗) = L(θ∗ + ∆) − L(θ∗) − 〈∇L(θ∗),∆〉 be the second
order Taylor series remainder. Then, Proposition 2 in [17] states that that
there exist constants κl1 and κ
l
2, independent of n, p such that with probability
at least 1− c1 exp(−c2n), for some constants c1, c2 > 0,








for all ∆ : ‖∆‖2 ≤ 1.
Thus, if ‖∆‖0 ≤ k := ηd, then ‖∆‖1 ≤
√
k‖∆‖2, so that












if n > 4(κl2/κ
l
1)
2 ηd log(p). In other words, with probability at least 1 −




2 ηd log(p). Similarly, it follows from [17, 1] that there exist
constants κu1 and κ
u
2 such that with probability at least 1− c′1 exp(−c′2n),
∂L(∆; θ∗) ≤ κu1‖∆‖2{‖∆‖2 − κu2‖∆‖1} for all ∆ : ‖∆‖2 ≤ 1,
so that by a similar argument, with probability at least 1− c′1 exp(−c′2n), the






Noise Level. Next, we obtain a bound on the noiselevel λn ≥ ‖∇L(θ∗)‖∞
following similar arguments to [20]. Let W denote the gradient ∇L(θ∗) of the














r − P(xr = 1|x(i)\s )) are zero-mean, i.i.d. and bounded |Z
(i)
rt | ≤
1. Thus, an application of Hoeffding’s inequality yields that P[|Wt| > δ] ≤
2 exp(−2nδ2). Applying a union bound over indices in W , we get P[‖W‖∞ >
δ] ≤ 2 exp(−2nδ2 + log(p)). Thus, if λn = (log(p)/n)1/2, then ‖W‖∞ ≤ λn
with probability at least 1− exp(−nλ2n + log(p)).
We have now shown that the conditions of RSC, RSS, and “bounded
noise level” all hold with respect to the negative log likelihood loss. To prove
the main result of our theorem we will first show that each node neighborhood
returned after the inner while loop (forward step) returns satisfies S∗− Ŝ = ∅
and Ŝ − S∗ = ∅ and then we will use a simple union bound to show that the
returned edge set Ê also satisfies these conditions.
No False Exclusions (S∗− Ŝ = ∅). We use a chaining argument similar to that
used in [10] and [24]. For any τ ∈ R, we have
τ |{j ∈ S∗ − Ŝ : |θ∗j |2 > τ}| ≤ ‖θ∗S∗−Ŝ‖
2








where the last inequality follows from part (a) and the inequality (a + b)2 ≤
2a2 + 2b2. Now, setting τ = 32κuεS
κ2l
, and dividing both sides by τ/2 we get
2|{j ∈ S∗ − Ŝ : |θ∗j |2 > τ}| ≤
ηs∗λ2n
2κuεS
+ |S∗ − Ŝ|.
Substituting |{j ∈ S∗ − Ŝ : |θ∗j |2 > τ}| = |S∗ − Ŝ| − |{j ∈ S∗ − Ŝ : |θ∗j |2 ≤ τ}|, we
get
|S∗ − Ŝ| ≤ |{j ∈ S∗ − Ŝ : |θ∗j |2 ≤ τ}|+
ηs∗λ2n
2κuεS
≤ |{j ∈ S∗ − Ŝ : |θ∗j |2 ≤ τ}|+ 1/2,
due to the setting of the stopping threshold εS. This in turn entails that
|S∗ − Ŝ| ≤ |{j ∈ S∗ − Ŝ : |θ∗j |2 ≤ τ}| = 0,
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by our assumption on the size of the minimum entry of θ∗.
No False Inclusions (Ŝ − S∗ = ∅). Using an argument similar to that used
in [10], by Lemma 3, which provides a simple consequence of the backward
step failing when the inner while loop (forward step) returns, for ∆̂ = θ̂ − θ∗,
we have εS/κu|Ŝ − S∗| ≤ ‖∆̂Ŝ−S∗‖22 ≤ ‖∆̂‖22, so that using Lemma 2 and that





≤ 1/2, due to the setting of
the stopping threshold εS.
Then, using a union bound on the node neighborhoods Nr obtained
from the inner while loop (forward step) we are able to prove our intended
result that Ê−E∗ = ∅ and E∗−Ê = ∅ with probability at least 1−c′ exp(−c′′n).
The sufficient conditions imposed on the edge parameters by the pair-
wise greedy algorithm is a restricted strong convexity condition [17], which
is weaker than the irrepresentability condition required by [20]. Further-
more, the number of samples required for sparsistent graph recovery scales
as O(d log p), where d is the maximum node degree, in contrast to O(d2 log p)
for `1-regularized logistic regression. We further corroborate these results in
our empirical simulations, where we find that the greedy algorithm requires
fewer observations than [20] for sparsistent graph recovery.
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Algorithm 1 Greedy forward-backward algorithm for pairwise discrete graph-
ical model structure learning
Input: Samples Z = {Z(1), . . . , Z(n)}, Stopping Threshold εS, Backward
Step Factor ν ∈ (0, 1)
Output: Estimated Edges Ê
for r ∈ V do
let θ̂(0) ← ∅, N̂ (0)r ← ∅, and k = 0
while true do {Forward Step}

















(k−1);Zn1 )− L(θ̂(k−1) + α∗ej∗ ;Zn1 )
if δ(k)f ≤ εS then
break
end if










k ←− k + 1
while true do {Backward Step}
j∗ ←− arg min
j∈N̂(k−1)r


















r ←− N̂(k)r − {j∗}























In this section we present experimental results that illustrate the power
of Algorithm 1 as well as support our theoretical guarantee that the algorithm
fully achieves graph selection for samples scaling as n = Ω(d log(p)). We first
compare Algorithm 1 to that of the node wise `1-regularized logistic regression
method outlined by Ravikumar et al. in [20] using simulated data on 3 different
graph structures. We then revisit the music recommendation question posed
in the introduction of this document by fitting a pairwise Ising model to a real
world music listening dataset using the pairwise greedy algorithm.
4.1 Simulated Analysis
In comparing the pairwise greedy algorithm to that of `1-regularized
logistic regression we performed experiments using 3 different graph struc-
tures: (a) chain (line graph), (b) 4-nearest neighbor grid, and (c) star graph.
A visual representation of each graph type is outlined in 4.1. For each graph
type we simulated structure learning for graph sizes of p = 36, p = 64, and
p = 100 nodes using both the pairwise greedy algorithm as well as node wise `1-
regularized logistic regression. For each experiment, we built a simulated graph
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Fig 4.1: Chain, 4-Nearest Neighbor Grid, and Star Graphs
of the corresponding type with random mixed sign edges θrt ∈ {−0.5,+0.5}.
We then generated sets of samples x(1), . . . , x(n) from each model using Gibbs
sampling and ran each algorithm using the samples as input. We then com-
pared the empirically learned edge set Ê to that of the true edge set E∗. If the
edge sets matched completely (Ê = E∗) then we declared the result a success
and otherwise declared it a failure. Using a batch size of 10 randomly gener-
ated models and samples (using Gibbs sampling) we averaged the probability
of “success” and scaled the number of samples n until P(Ê = E∗) → 1. For




is a tuning constant, as suggested by Theorem 2, and set the backwards step
threshold v = 0.5. For all `1-logistic regression experiments we used a regular-
ization parameter of λn = c
′
√
log(p)/n, where c′ was set via cross-validation
according to [20].
Figures 4.2, 4.3, and 4.4 show the results for the chain (d = 2), grid
(d = 4) and star (d = 0.1p) graphs using both Algorithm 1 and `1-logistic
regression for three different graph sizes p ∈ {36, 64, 100} with random, mixed
sign (θrt ∈ {−0.5,+0.5}) edge couplings. For each sample size, we generated a
batch of 10 different graphical models and averaged the probability of success
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Fig 4.2: Chain Plot
(complete structure learned) over the batch. Each curve then represents the
probability of success versus the control parameter β(n, p, d) = n/[20d log(p)]
which increases with the sample size n. These results support our theoretical
claims and demonstrate the efficiency of the greedy method in comparison to
logistic regression [20].
4.2 Real Data Analysis
Let us now return to the question we posed at the beginning of this
document. Suppose we were charged with the task of predicting new music
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Fig 4.3: Grid Plot
that a listener may enjoy given music that they currently listen to. It is
of course natural to think that there are dependencies between music artists
and listeners listening habits. In fact, we can view the set of music artists
that a listener may choose to listen to as a large pairwise Ising model. We
let the set of music artists that we are considering each be represented by a
node in our graph. Then, we can assume that the edges of our graph represent
dependencies among the artists. A single sample of our distribution would then
represent the artists that a specific listener likes (+1) as well as the artists that
they do not necessarily like (−1). We can assume that dependences between
40







































Fig 4.4: Star Plot
artists may be both positve (θrt > 0), meaning that if a listener likes one artist
then they are likely to like the other, as well as negative (θrt < 0), meaning
that if a listener likes one artist then they are likely to not like the other artist.
In an effort both to test our basic assumptions regarding music prefer-
ences fitting a pairwise Ising model as well as to experiment using the pairwise
greedy structure learning algorithm we attempted to fit a pairwise Ising model
to the Audioscrobbler music listener dataset [9]. Audioscrobbler, which has
since merged with music radio website last.fm, was a popular music player
plugin that tracked music listening habits for its users for use with analytics
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and collaborative filtering. The Audioscrobbler datatset [9] is a freely avail-
able dataset containing profiles for over 150, 000 users, taken over a period of
several months. For each user in the dataset the data lists which artists the
user listened to as well as a counter indicating how many times they listened
to each artist over the recorded period. For our experimentation, we chose
20 music artists to investigate, which included 11 modern indie rock bands
and 9 classic rock bands. We chose to only include users who had listened
to at least 3 artists from our model so as to decrease the sparsity of the re-
sulting model. We then generated a set of samples x(1), . . . , x(n) where each
x(i) ∈ {0, 1}20 corresponding to each of the users in our dataset that had lis-
tened to at least 3 of the artists from our model. In generating the samples
we used a listening threshold λ = 20 to determine the values of the samples.
If a user i had listened to an artist r more than λ times then we set x
(i)
r = +1
otherwise we set x
(i)
r = −1. Altogether, we generated a set of over 14, 000
samples (14, 000 different users). Then, using these samples we ran the pair-
wise greedy algorithm to learn the structure of the underlying graph. After
learning the structure of the graph we kept all positive edges and discarded all
edges for which the algorithm decided were negative (since negative correla-
tions would not be helpful in predicting new music). A visual representation
of the learned positive graph structure is shown in Figure 4.5. In addition,
an adjacency matrix representation of the learned positive graph structure is
shown in Figure 4.2. These results show that intuitive music artist depen-
dencies were accurately detected using the pairwise greedy structure learning
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algorithm. For example, Neil Young was found to have positive dependence
with Jimi Hendrix, Simon & Garfunkel, Bob Dylan, Velvet Undergound, Janis
Joplin, and Van Morrison, each of which share a similar style and demographic
to that of Neil Young. In order to obtain a more comprehensive measure of
success we also decided to compare our results to the “similar artists” section
of music website AllMusic.com [3]. Here, we explicitly assumed that the “sim-
ilar artists” section of [3] was composed by music experts and thus accurately
reflects truthful music dependencies. In comparing our results to those of [3]
we obtained
Precision: 0.45 (4.1)
Recall : 0.67 (4.2)
F1 : 0.54 (4.3)
Although it is difficult to accurately annotate truth in music depen-
dencies these are rather positive results that demonstrate the pairwise greedy
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Proofs of Auxiliary Lemmas
The proofs of Lemmas 1, 2, and 3 listed here are reprinted from [10].
Note that when the inner while loop (forward step) in the greedy algo-
rithm returns, the forward step fails to go through. This entails that
L(θ̂)− inf
j∈Ŝc,α∈R
L(θ̂ + αej) < εS. (A.1)
The next lemma shows that this has the consequence of upper bound-
ing the deviation in loss between the estimated parameters θ̂ and the true
parameters θ∗.
Lemma 1 (Stopping Forward Step). When the inner while loop (forward
step) returns with parameter θ̂ supported on Ŝ, we have∣∣∣L(θ̂)− L (θ∗)∣∣∣ <√2 |S∗ − Ŝ|κu εS ∥∥∥θ̂ − θ∗∥∥∥
2
. (A.2)


















Thus, we can establish
























Optimizing the RHS over η, we obtain








whence the lemma follows.
Lemma 2 (Stopping Error Bound). When the inner while loop (forward step)
returns with parameter θ̂ supported on Ŝ, we have





√∣∣∣S∗ ∪ Ŝ∣∣∣+√2 ∣∣∣S∗ − Ŝ∣∣∣κuεS) . (A.3)
Proof. For ∆ ∈ R, let
G(∆) = L (θ∗ + ∆)− L (θ∗)−
√
2
∣∣∣S∗ − Ŝ∣∣∣ κu εS ‖∆‖2 .
It can be seen that G(0) = 0, and from the previous lemma, G(∆̂) ≤ 0.
Further, G(∆) is sub-homogeneous (over a limited range): G(t∆) ≤ tG(∆) for
t ∈ [0, 1]. Thus, for a carefully chosen r > 0, if we show that G(∆) > 0 for all
∆ ∈ {∆ : ‖∆‖2 ≤ r, ‖∆‖0 ≤ |S|}, where S = |Ŝ ∪ S∗|, then it follows that
‖∆̂‖2 ≤ r. If not, then there would exist some t ∈ [0, 1) such that ‖t∆̂‖ = r,
whence we would arrive at the contradiction
0 < G(t∆̂) ≤ tG(∆̂) ≤ 0.
48
Thus, it remains to show that G(∆) > 0 for all ∆ ∈ {∆ : ‖∆‖2 ≤
r, ‖∆‖0 ≤ |S|}. By restricted strong convexity property of L, we have




〈∇L(θ∗),∆〉 ≥ − |〈∇L(θ∗),∆〉|
≥ −‖∇L(θ∗)‖∞ ‖∆‖1 = λn ‖∆‖1 ,
and hence,












√∣∣∣S∗ ∪ Ŝ∣∣∣−√2 ∣∣∣S∗ − Ŝ∣∣∣κuεS)
> 0,






√∣∣∣S∗ ∪ Ŝ∣∣∣+√2 ∣∣∣S∗ − Ŝ∣∣∣κuεS) .
This concludes the proof of the lemma.
Next, we note that when the inner while loop (forward step) returns,




L(θ̂ − θ̂jej)− L(θ̂) > εS/2. (A.4)
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The next lemma shows the consequence of this bound. Lemma 3 (Stopping
Backward Step). When the algorithm stops with parameter θ̂ supported on




∣∣∣Ŝ − S∗∣∣∣ . (A.5)
Proof. We have
|Ŝ − S∗| inf
j∈Ŝ


















where the second inequality uses the fact that [∇L(θ̂)]Ŝ = 0. Substituting
(A.4) above, the lemma follows.

















andRSC ((2 + γ)k∗)








, then the inner while loop (forward
step) returns with k ≤ (1 + γ)k∗.
Proof. Consider the first time the inner while loop (forward step) reaches k =
(1 + γ)k∗ + 1, then by Lemma 3 and 2, we have√
k − 1− k∗
k − 1
≤















√√√√2|S∗ − N̂(k−1)r |


















































, the LHS is positive and we arrive to a contra-
diction with the assumption on εS.
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