A new early stopping criterion that combines the probability density function error and the validation error was designed to evaluate a training process. In this new criterion, the real status of the backpropagation neural network (BPNN) was jointly evaluated by the validation error, the probability density error of the traditional training data, and the unlabeled data that was not considered in the traditional training process to determine the appropriate stopping time. The proposed approach was tested on three classes of automatic stopping criteria. In addition, it was compared with the stopping criteria based solely on the validation error and the probability density error with the use of four different data sets selected from the UCI Machine Learning Repository. Results showed that the new early stopping criterion is beneficial for enhancing the generalization capability of the BPNN, demonstrating an improved forecasting precision by 2%-3%.
Introduction
To avoid over-training of BPNN, many experts and scholars have proposed several effective methods, such as the regularization method and the early stopping of training. Early stopping algorithm requires that the iteration be stopped prematurely. Sjoberg et al. [1] stated that the early stopping method is an implicit regularization algorithm. The early stopping method may finish the training process before the error target is reached.
Early stopping can be applied to any algorithm. Wang et al. [2] investigated the optimal stopping time for feedforward networks with a linear output and fixed input weights. They found that stopping learning before the global minimum of the empirical error has the effect of network size selection. Nguyen, Abbass and Mckay [3] suggested that the generalization capability of machine learning can be improved by using the minimum validation fitness of the ensemble as an early stopping criterion. Famouri et al. [4] proposed a novel approach for the early stopping of support vector machine (SVM) classifiers. They integrated the validation part into the optimization part of the training set and improved the training speed of SVM without losing generalization capability.
Although early stopping avoids over-fitting, it encounters difficulty in stopping the training, which is usually based on subjective judgment or some objective stopping criteria. No consensus has been reached regarding this point. Yang et al. [5] proposed a new stopping criterion based on the reduction of the mean squared error for the validation subset. The results indicated that using this criterion better addressed spectral mixture problems than the other two stopping criteria, i.e., a predefined number of training iterations and a cross-validation approach. Prechelt [6] evaluated three classes of stopping criteria and provided several quantitative data for selecting better automatic stopping criteria.
This study initially explores the aspects of the sample and then presents a new stopping criterion of the BPNN with unlabeled data and probability distribution. Majority of traditional approaches for machine learning consider only the labeled data or the unlabeled sample data. By contrast, all data will be fully used in this study to improve the generalization capability of BPNN.
Early Stopping Criteria
Since the early stopping method was introduced, several stopping criteria have been proposed. The three criteria mentioned in [6] will be briefly introduced. A number of variables must initially be defined to describe these standards better. Split the labeled data in the experiment into three subsets: a training set Dtr, a validation set Dva, and a test set Dte. Let etr be the corresponding error on the training set. eva is the validation error and is usually used as the stopping standard. ete is the test error representing the quality of the training results. The value of eopt/va(k) is the minimum validation error up to epoch k (kN * ):
The first stopping criterion is based only on the changes in the validation error. The training is stopped when the validation error increases in i(i  N * , usually i=2, 3, ..., 10) consecutive generations. That is, stop after epoch k if
For this criterion, the validation error must have increased during i consecutive generations instead of only once. This criterion measures the local changes.
The relative increase in the validation error with respect to eopt/va(k) as the generalization loss at epoch k can be defined as
The second class of stopping criterion can be concluded as follows. Stop once GLva reaches a certain threshold. A new variable GLα/va is defined to stop at first epoch k when GLva(k)>α.
Given that the training must be maintained when the training error is decreasing rapidly, we suppose that overfitting occurs as soon as the training error slowly decreases. To formalize this notion, a new variable Pi(k) is defined as follows:
In this formula, the average training error and the minimum training error are compared. In the long run, the variable is guaranteed to be close to zero. Then, the third class of standard combined with generalization loss can be obtained. To illustrate this standard better, a new variable PGα/va must be defined, which is as follows:
The training is stopped once PGα/va>α.
New Stopping Criteria Using Labeled and Unlabeled Data
In this study, a new criterion is established for early stopping method by combining the validation error of the labeled sample data and the PDF error of the unlabeled data.
First, some definitions must be clarified. ptr is the PDF over the output of the training set. punla(k) is the corresponding PDF on the output of the unlabeled data set after the epoch k of the BPNN. ePDF(k) is the difference between ptr and punla(k). In this paper, ePDF is combined with eva as part of the new criterion to improve the generalization of BPNN instead of only using eva. Through this, the information of unlabeled data is efficiently used. Performing early stopping with this new criterion in the BPNN involves the following steps:
(1) Split the labeled data in the experiment into three subsets: a training set Dtr, a validation set Dva, and a test set Dte. Evaluate the ptr of Dtr by KDE. Then, initialize the BPNN parameters.
(2) Train only one epoch on Dtr and obtain a new weight matrix W (k) of the new BPNN. Meanwhile, calculate the validation error eva(k).
(3) Use the unlabeled data as an input signal of the new BPNN and obtain the corresponding output. Then, compute the PDF, punla(k), of this output.
(4) By utilizing the above two PDF, ptr and punla(k), ePDF(k) can be derived as follows: 
Experiments
In this study, the comparison test was conducted by two experiment data sets from the UCI Machine Learning Repository: the energy efficiency (EE) data set and the airfoil self-noise (AS) data set. In this experiment, the three criteria, (2), (3), and (5), are compared with the new criteria (8). To make the experiment more persuasive, the criteria based only on the PDF error is also treated as a comparison.
For the two data sets, the BPNN parameter settings are shown in Table 1 . To ensure that eva(k) and ePDF(k) are in the same order of magnitude, a and b in Eq. 10 are respectively set to 100 and 1. Each training configuration has been run 10 times. The training results of the energy efficiency data set are shown in Table 2 . The best outcomes among the three criteria are indicated in bold font. In Table 2 , the RMSE is the root mean square error of the two output parameters of the 40 final test samples, whereas the test performance is used to describe the test samples. In Table 3 to 5, the meanings of the RMSE and the test performance are similar.
For the airfoil self-noise data set, a and b in Eq. 10 are respectively set to 20 and 1. The training results are shown in Table 3 . 
Discussion and Conclusion
In this experiment, the effects of three different stopping criteria based on different errors are compared. In the tables, the first two statistics are mainly used to analyze the generalization ability, and the latter two statistics reflect the stability of the model. As shown in Table 2 and Table 3 , the new stopping criterion that is simultaneously based on PDF and validation errors displays better performance than the criterion based only on the validation error and that based only on the PDF error in the mass. Compared with the criterion based only on the validation error, the new stopping criterion, on average, is improved by 2%-3% in the forecasting precision according to the first two statistics. As for the criterion based only on the PDF error, the generalization capability is the worst; because the PDF error is relatively more random, and large oscillation easily appears in the local of the PDF error curve, although the general trend of the curve is the same as the validation error curve. Therefore, using the PDF error is not ideal in determining when to stop training. However, when used together, the generalization capability is improved to a certain extent. In addition, the variation amplitude of this new iteration stopping criterion is smaller than that of the stopping criterion based only on the validation error, although the gap is not obvious. Moreover, the stopping criterion based only on the PDF error has the maximum degree of dispersion. In this study, the performance of BPNN is promoted by using labeled and unlabeled data. A new stopping criterion is presented by combining the PDF error of unlabeled samples and the validation error to improve the generalization capability of the BPNN. The results confirmed that this proposed criterion can reduce the generalization error to some extent.
