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Abstract
We study hydrodynamics coupled to order parameter based on linear sigma model.
We obtain numerical solutions for both boost invariant and non-boost invariant solu-
tions. Both solutions show the order parameter rises with oscillations, which persist at
late time. The temperature drops with correlated oscillations, which can be approxi-
mated by a power law at mid-rapidity. We also find the entropy is conserved in the
boost invariant case, but entropy production is seen in non-boost invariant solution.
We interpret the entropy production as due to smoothening of inhomogeneity in the
off-equilibrium state.
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1 Introduction
It is remarkable that relativistic hydrodynamics provides accurate description of bulk evo-
lution of matter produced in heavy ion collisions, which consists of around a thousand
particles [1, 2]. With the assumption of local equilibrium, the problem of complicated many
particle dynamics is reduced to the conservation of energy, momentum and baryon number
as equation of motion for relativistic hydrodynamics. Over the past decade, the framework
of relativistic hydrodynamics has been furnished in many aspects for phenomenological ap-
plication in heavy ion collisions: the inclusion of viscous correction leads to more accurate
description of the bulk evolution [3, 4, 5]; the inclusion of noises allows for systematic treat-
ment of fluctuations [6, 7, 8]; the inclusion of particle momentum anisotropy extends the
regime of applicability to earlier time [9, 10] etc.
Recently the beam energy scan (BES) program in relativistic heavy ion collider
(RHIC) is devoted to pinning down possible existence of critical point in the phase dia-
gram of quantum chromodynamics (QCD) [11]. Hydrodynamic studies of system evolution
close to the critical point necessitates the inclusion of critical mode into the present frame-
work of hydrodynamics. This has been pursued both by different group [12, 13, 14, 15]. The
coupling of critical mode and the hydrodynamic modes is found to alter the bulk evolution,
in particular near the phase transition, see [16] for a recent review.
A key quantity in heavy ion collisions is the entropy production. It is known that
in complicated dynamics of fireball evolution, entropy is produced in different stages of the
collisions, see [17] and references therein. A significant amount of entropy is produced during
hydrodynamic evolution due to dissipation of the hydrodynamic mode. In the presence of
critical mode, the dissipation of critical mode can also lead to entropy production [18, 19].
The goal of this paper is to study entropy production when dissipation of either mode is
absent. We will show distinct features of boost invariant solution and non-boost invariant
solution, with the former preserving entropy and the latter not.
The paper is organized as follows: In Section 2, we describe the hydrodynamics with
critical mode based on linear sigma model. In Section 3, we present numerical results for
boost invariant and non-boost invariant solutions and discuss physical implications. We
give conclusion and outlook in Section 4.
2
2 Hydrodynamics with an order parameter
We start with the Lagrangian of linear sigma model [20]:
L = q¯ (i/∂ − g(σ + iγ5~τ~pi)) q + 1
2
(
(∂σ)2 + (∂~pi)2
)− U(σ, ~pi), (1)
with q, σ and ~pi being the quark, sigma and pions fields respectively. The condensation
of σ gives mass to quarks Mq = g〈σ〉, breaking chiral symmetry. The symmetry is broken
through the potential U given by
U(σ, ~pi) =
λ
4
(
σ2 + ~pi2 − v2)2 − cσ. (2)
Throughout the paper, we use mean-field approximation for σ and ~pi. In the absence of
isospin chemical potential, pions do not condense thus 〈~pi〉 = 0. 〈σ〉 is the only order
parameter in the model. This is the critical mode to be included in hydrodynamics. The
parameters in (1) and (2) are fixed as
g = Mq/fpi, c = M
2
pifpi, λ =
1
2f2pi
(
M2σ −M2pi
)
, v2 = f2pi −M2pi/λ, (3)
with the experimental input Mpi = 138MeV, Mσ = 600MeV, fpi = 93MeV. The condensate
〈σ〉 is determined dynamically by minimizing the thermodynamic potential Ω = U + Ωqq¯,
with the quark contribution Ωqq¯ given by
Ωqq¯(T, µ) = νqT
∫
d3k
(2pi)3
[
ln (1− nq(T, µ, k)) + ln (1− nq¯(T, µ, k))
]
. (4)
Here νq = 2NcNf = 12 counts the spins, colors and flavors of the quark field. nq and nq¯ are
Fermi-Dirac distributions for quark and anti-quark respectively:
nq(T, µ, k) =
1
e(
√
k2+M2q−µ)/T + 1
, nq¯(T, µ, k) = nq(T,−µ, k). (5)
Following [12, 13], we treat quark fields as hydrodynamic degree of freedom, which
is coupled to sigma mean field. The equations of motion (EOM) for σ and hydrodynamic
fields are given by:
DµD
µσ +
δΩ
δσ
= 0, (6)
Dµ
(
Tµνq + T
µν
σ
)
= 0. (7)
For simplicity, we choose to work with vanishing quark number, so there is no additional
equation for quark number conservation and µB = 0. Note that we choose to write the
EOM in curved spacetime with Dµ denoting covariant derivative. This will be useful for
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adapting to Milner coordinates in the next section. Tµνq = ( + p)uµuν − pgµν and Tµνσ =
∂µσ∂νσ − gµν (12(∂σ)2 − U(σ)) correspond to contributions to stress energy tensor from
quark and sigma fields respectively. Using (6), we can express the divergence of Tµνσ field
as
DµT
µν
σ = −
δΩqq¯
δσ
∂νσ. (8)
We can thus rewrite conservation of stress energy tensor as
DµT
µν
q =
δΩqq¯
δσ
∂νσ. (9)
This has clear interpretation that the stress tensor from the quark field is conserved up
to work and force by the sigma field. We will solve (6) and (9) numerically with the
hydrodynamic fields T (x), uµ(x) and mean field σ in the next section.
Before presenting numerical results, it is instructive to see the implication of (6) and
(9) for entropy production. To this end, we define entropy at µ = 0 from the following form
dp = sdT +
∂p
∂σ
dσ ⇒ s = ∂p
∂T
|σ. (10)
To derive the evolution of s, we contract (9) with uν and use u
2 = 1 to obtain
(+ p)Dµu
µ + uµ∂µ+ (+ p)u
µuνDµuν =
δΩqq¯
δσ
uν∂
νσ. (11)
The last term on the left hand side can be dropped by using uνDµuν = 0. Using +p = Ts
and (10), we obtain
d = Tds− ∂p
∂σ
dσ. (12)
Plugging (12) into (11), we obtain
Dµ (su
µ) = 0. (13)
This is the conservation of entropy current. Note that the dσ terms in (10) and (12)
corresponding to change of quark mass cancel each other in s. In the absence of order
parameter, the existence of entropy current in ideal hydrodynamics is expected from the
absence of dissipation in the EOM. (13) shows the presence of order parameter does not
affect the existence of entropy current with our definition of entropy density.
4
3 Solutions with and without boost invariance
In this section, we solve (6) and (9) numerically. For comparison, we first study solutions
with boost invariance, and then solutions without. In both cases, homogeneity in transverse
plane is assumed. In terms of proper time τ =
√
t2 − z2 and spacetime rapidity η =
tanh−1 zt , the explicit form of EOM are given by
∂2τσ +
1
τ
∂τσ − 1
τ2
∂2ησ +
δΩ
δσ
= 0, (14)
∂τT
ττ
q +
1
τ
T ττq + ∂ηT
τη
q + τT
ηη
q −
δΩqq¯
δσ
∂τσ = 0, (15)
∂τT
τη
q +
1
τ
∂ηT
τη
q + ∂ηT
ηη
q +
2
τ
T τηq +
1
τ2
δΩqq¯
δσ
∂ησ = 0. (16)
In the boost invariant case, the flow is fixed as uµ = (1, 0, 0, 0), and the last equation in
(14) is trivially satisfied with T and σ being functions of τ only. To solve (14), we use the
following initial conditions:
T (τ = τ0) = T0, σ(τ = τ0) = σ0, ∂τσ(τ = τ0) = 0. (17)
We fix σ0 to be the equilibrium value of σ at T0. In Fig. 1, we show the τ dependencies of
T and σ. As temperature drops due to the expansion, the sigma field rises in an oscillatory
fashion. The oscillation persists at very late time in the absence of dissipation. Similar
behavior is also observed in [18]. Since the dynamics of σ is coupled with T , oscillation is
also present in T (τ). Fig. 1 also indicates approximate scaling for temperature σ: T ∼ τ−α.
We extract the exponent α as a function of the initial temperature T0. In Fig. 2, we show
the T0 dependence of α. α(T0) is an increasing function, indicating that the dropping of the
temperature is faster for higher initial temperature. In the high temperature limit, α→ 13 .
This is an expected limit, as chiral symmetry is essentially restored with σ ' 0. The scaling
of the temperature is given by Bjorken solution with T ∼ τ−c2s and c2s = ∂p∂ ' 13 . The total
entropy in the boost invariant case can be shown to be strictly conserved. To see that, we
write out the explicit form of (13) as
∂τs+
1
τ
s = 0,⇒ 1
τ
∂τ (τs) = 0. (18)
Note that τsdηd2x⊥ is the entropy per unit volume in Milner coordinates. It follows that
entropy is strictly conserved. We also verify this numerically from the definition of entropy
(10).
Now we move on to solution without boost invariance. In the absence of order
parameter, Bjorken solution is supposed to describe well bulk evolution at mid-rapidity. We
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Figure 1: left panel: σ as a function of τ . σ rises with oscillations. The oscillations persist
at very late time. right panel: T as a function of τ . It shows an approximate scaling law
T ∼ τ−α. The plots correspond to T0 = 200MeV
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Figure 2: α as a function of T0. It indicates quicker dropping for cases with higher initial
temperature. In the high temperature limit, the exponent approaches c2s = 1/3, shown in
the same plot.
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will see this is not quite true when order parameter is present. Without boost invariance,
longitudinal flow velocity uτ becomes an independent dynamical field. We solve (14) in the
interval η = [0, ηm = 10] with the following initial conditions
T (τ0, η) = (T0 − Tmin)
(
e−η
2/∆2 − e−ηm/∆2
)
+ Tmin,
σ(τ0, η) = (σ0 − σmax)
(
e−η
2/∆2 − e−ηm/∆2
)
+ σ0,
∂τσ(τ0, η) = 0,
uτ (τ0, η) = (umin − umax)
(
e−η
2/∆2 − e−ηm/∆2
)
+ umax. (19)
The initial profile of T , σ and uτ are taken to be a Gaussian form with a variance ∆2 = 5.
The initial maximum/minimum temperatures are at η = 0 and η = ηm respectively. σ0
and σmax are taken to be equilibrium values for the corresponding temperatures. Motivated
by the Bjorken solution, we take umin = 1. Early works on longitudinal dynamics choose
umax = 1 [21, 22], see also [23, 24] with Landau initial condition. In our study, keeping
umax 6= 1 is necessary for the stability of solutions. We take umax, together with T0, Tmin as
free parameters. With the finite interval in η, we still need boundary conditions, for which
we take
T (τ, ηm) = Tmin,
σ(τ, ηm) = σmax,
∂ησ(τ, 0) = 0,
uτ (τ, 0) = umin. (20)
We impose the minimum temperature Tmin and equilibrium value of σ at η = ηm. The
third condition in (20) follows from the symmetry: η ↔ −η. We show in Fig. 3 evolution
of σ, T for T0 = 240MeV, Tmin = 40MeV and umax = 2. Similar to the case with boost
invariance, σ rises with oscillations. T drops with oscillations correlated with those in σ.
As indicated in Fig. 3, the drop of temperature shows an approximate scaling law: T ∼ τ−α
at η = 0. However, the exponent α takes different values from those in boost invariant case
starting with the same T0, as shown in Fig. 4. The case without boost invariance shows
faster drop in temperature. This is probably caused by extra longitudinal flow, which takes
away energy from the higher temperature mid-rapidity region. The behavior of uτ is unique
in the non-boost invariant case. The flow velocity near η = ηm quickly drop to zero. The
region near η = 5 has persistent extra longitudinal flow. While we impose uτ = umax at
η = ηm at initial time, we find it quickly drop to 1 as τ increases, indicating the longitudinal
7
Figure 3: upper left panel: σ as a function of τ and η. σ rises with oscillations as in
the boost invariant case; upper right panel: T as a function of τ and η. It shows an
approximate scaling law T ∼ τ−α at η = 0; lower panel: uτ as a function of τ and η. From
the temperature plot, the region with η >∼ 5 essentially equals the Tmin on the boundary.
The distinct behavior in η < 5 and η > 5 is more clearly visible in uτ plot. It is worth
noting that the regions near η = 0 and η = ηm have approximately Bjorken flow velocity.
The region around η = 5 has persist extra flow at very late time. The plots correspond to
T0 = 240MeV, Tmin = 40MeV and umax = 2.
flow quickly approaches Bjorken flow. At around η = 5, the extra longitudinal flow persists
at late time.
The behavior of entropy is qualitatively different from the boost invariant case. In-
tegrating (13) with
∫
τdτdηd2x⊥, we have
0 =
∫
τdτdηDµ (su
µ) =
∫
dτdηd2x⊥
[
∂τ (τsu
τ ) + ∂η (τsu
η)
]
. (21)
The second term on the right hand side (21) is a boundary term. If we ignore it for the
moment, the conserved quantity is τsuτ rather than τs, which is the entropy density per
rapidity per transverse area. Therefore we expect entropy is not conserved in this case.
Fig. 3 suggests the rapidity averaged uτ decreases with τ , thus we have entropy production
in non-boost invariant solution. In Fig. 5, we confirm this by direct numerical integration
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Figure 4: α as a function of T0 extracted from T (τ, η = 0) for non-boost invariant, together
with α from boost invariant solution starting from the same T0. The temperature drops
quicker in non-boost invariant case, probably due to extra longitudinal flow, which takes
away energy from mid-rapidity.
of
∫
dητs for different initial T0 and umax = 2. The expression
∫
dητs measures total
entropy per transverse area along constant proper time slice. This expression depends on
our choice of time. For application to fireball evolution in heavy ion collisions, we may
also use isothermal contours for integration. This definition is phenomenologically more
relevant if we assume the freezeout temperature of the fireball is a constant. Fig. 6 shows
isothermal for one particular solution with T0 = 280MeV. On each isothermal contour, the
total entropy per transverse area is given by∫
dΣτs =
∫
τdη
(
uτ − uη ∂τ
∂η
)
. (22)
We show total entropy per transverse area at different contour times in Fig. 6. A more
pronounced increase with contour time is seen. The increase of entropy in non-boost
invariant case can be understood as follows: while the system we consider has no dissi-
pation, it evolves starting from an off-equilibrium state, with inhomogeneity in rapidity
direction. The evolution smoothens out the inhomogeneity and is irreversible. It is analo-
gous to irreversible expansion of ideal gas in free space. This process generates net entropy.
For the same reason, the boost invariant solution preserves entropy due to the absence of
inhomogeneity.
4 Conclusion and Outlook
We studied hydrodynamics with order parameter based on linear sigma model. We obtained
numerical solutions both with and without boost invariance. In both cases, we found similar
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Figure 5:
∫
dητs as a function of τ for T0 = 200MeV, T0 = 240MeV, T0 = 280MeV
and T0 = 340MeV (bottom to top). All cases are with umax = 2. We see mild entropy
production in contrast to the no entropy production in boost invariant case. We also see
entropy saturates at later time for higher initial temperature.
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Figure 6: left panel: isothermal contour plot for solution with T0 = 280MeV and umax = 2.
right panel:
∫
dΣτs (defined in (22)) as a function of contour time for T0 = 280MeV and
umax = 2. The contour time is chosen as the proper time at η = 0. We see more significant
entropy production as compared to Fig. 5. At late time, the entropy from constant proper
time and isothermal contour agree numerically.
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behavior for the order parameter σ and temperature T , with σ rises in an oscillatory fashion.
A correlated behavior is also seen in the temperature: T oscillates around a power law
decrease T ∼ τ−α, as shown in Fig. 1 and Fig. 3. However, the exponent for boost invariant
solution is smaller than the counterpart of non-boost invariant solution with the same initial
temperature at η = 0. This is probably due to the extra longitudinal flow in the non-boost
invariant case taking away energy from the high temperature mid-rapidity region.
We also studied entropy production for the solutions. The boost invariant solution is
shown to preserve entropy in the absence of dissipation. However this is no longer true for
non-boost invariant solution. We used two definitions of total entropy, one from integration
on constant proper time and the other on isothermal contour, with both showing entropy
production. This can be understood as the evolution smoothening out the inhomogeneity
of the off-equilibrium state.
While we only studied hydrodynamics at µB = 0, where the phase transition is a
crossover, it is more interesting to study the hydrodynamics with a first order phase tran-
sition. In the latter case, a smooth sigma profile for the initial condition would necessarily
be non-monotonic, which contains larger inhomogeneity. By the inhomogeneity induced
mechanism discussed in this paper, it is tempting to expect a larger entropy production.
We leave more quantitative studies for the future.
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