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IMAGINARY VERMA MODULES AND KASHIWARA
ALGEBRAS FOR Uq(ŝl(2)).
BEN COX, VYACHESLAV FUTORNY, AND KAILASH C. MISRA
Abstract. We consider imaginary Verma modules for quantum affine algebra
Uq( dsl(2)) and construct Kashiwara type operators and the Kashiwara algebra
Kq. We show that a certain quotient N
−
q of Uq( dsl(2)) is a simple Kq-module.
1. Introduction
Corresponding to the standard partition of the root system of an affine Lie
algebra into set of positive and negative roots we have a standard Borel subalgebra
from which we may induce the standard Verma modules. However, unlike for finite
dimensional semisimple Lie algebras for an affine Lie algebra there exists other
closed partitions of the root system which are not equivalent to the usual partition
of the root system under the Weyl group action. Corresponding to such non-
standard partitions we have non-standard Borel subalgebras from which one may
induce other non-standard Verma-type modules and these typically contain both
finite and infinite dimensional weight spaces. The classification of closed subsets
of the root system for affine Kac-Moody algebras was obtained by Jakobsen and
Kac [9, 10], and independently by Futorny [5, 6]. A categorical setting for these
modules was introduced in [2], with certain restrictions, and generalized in [1]. For
the algebra ŝl(2), the only non-standard modules of Verma-type are the imaginary
Verma modules [7].
Drinfeld [4] and Jimbo [11] independently introduced the quantum group Uq(g)
as q-deformations of universal enveloping algebras of a symmetrizable Kac-Moody
Lie algebra g. For generic q, Lusztig [16] showed that integrable highest weight
modules of symmetrizable Kac-Moody algebras can be deformed to those over the
corresponding quantum groups in such a way that the dimensions of the weight
spaces are invariant under the deformation. Following the framework of [16] and
[13], quantum imaginary Verma modules for the quantum group Uq(ŝl(2)) were con-
structed in [3] and it was shown that these modules are deformations of those over
the universal enveloping algebra U(ŝl(2)) in such a way that the weight multiplici-
ties, both finite and infinite-dimensional, are preserved.
Kashiwara ([15, 14]) from algebraic view point and Lusztig [17] from geometric
view point introduced global crystal base (equivalently, canonical base) for standard
Verma modules Vq(λ) and integrable highest weight modules Lq(λ) independently.
The crystal base ([15, 14]) can be thought of as the q = 0 limit of the global crystal
base or canonical base. An important ingredient in the construction of crystal base
by Kashiwara in [14], is a subalgebra Bq of the quantum group Uq(g) which acts on
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the negative part U−q (g) of the quantum group Uq(g) by left multiplication. This
subalgebra Bq, which we call the Kashiwara algebra, played an important role in
the definition of the Kashiwara operators which defines the crystal base.
In this paper we construct an analog of Kashiwara algebra Kq for the imaginary
Verma module Mq(λ) for the quantum group Uq(ŝl(2)). Then we prove that cer-
tain quotient N−q of Uq(ŝl(2)) is a simple Kq-module. In Sections 2 and 3 we recall
necessary definitions and some new results that we need. In Section 4 we define
certain operators we call Ω-operators acting on N−q and prove generalized commu-
tation relations among them. We define the Kashiwara algebra Kq in Section 5 and
show that N−q is a left Kq-module and define a symmetric invariant bilinear form
on N−q . The main result in Section 6 is that for any weight λ of level zero the
reduced imaginary Verma module M˜q(λ) is simple if and only if λ(h) 6= 0 which
shows that Lusztig’s deformation functor preserves module structure in the case
of imaginary Verma modules (see [7]). Finally, in Section 7 we prove that N−q is
simple as a Kq-module and that the form defined in Section 5 is nondegenerate.
2. Imaginary Verma Modules for A
(1)
1
We begin by recalling some basic facts and constructions for the affine Kac-
Moody algebra A
(1)
1 and its imaginary Verma modules. See [12] for Kac-Moody
algebra terminology and standard notations.
2.1. Let F be a field of characteristic 0. The algebra A
(1)
1 is the affine Kac-
Moody algebra over field F with generalized Cartan matrix A = (aij)0≤i,j≤1 =(
2 −2
−2 2
)
. The algebra A
(1)
1 has a Chevalley-Serre presentation with generators
e0, e1, f0, f1, h0, h1, d and relations
[hi, hj] = 0, [hi, d] = 0,
[ei, fj ] = δijhi,
[hi, ej] = aijej , [hi, fj] = −aijfj,
[d, ej ] = δ0,jej , [d, fj ] = −δ0,jfj ,
(ad ei)
3ej = (ad fi)
3fj = 0, i 6= j.
Alternatively, we may realize A
(1)
1 through the loop algebra construction
A
(1)
1
∼= sl2 ⊗ F[t, t
−1]⊕ Fc⊕ Fd
with Lie bracket relations
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tn+m + nδn+m,0(x, y)c,
[x⊗ tn, c] = 0 = [d, c], [d, x⊗ tn] = nx⊗ tn,
for x, y ∈ sl2, n,m ∈ Z, where ( , ) denotes the Killing form on sl2. For x ∈ sl2
and n ∈ Z, we write x(n) for x⊗ tn.
Let ∆ denote the root system of A
(1)
1 , and let {α0, α1} be a basis for ∆. Let
δ = α0 + α1, the minimal imaginary root. Then
∆ = {±α1 + nδ | n ∈ Z} ∪ {kδ | k ∈ Z \ {0}}.
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2.2. The universal enveloping algebra U(A
(1)
1 ) of A
(1)
1 is the associative algebra
over F with 1 generated by the elements h0, h1, d, e0, e1, f0, f1 with defining relations
[h0, h1] = [h0, d] = [h1, d] = 0,
hiej − ejhi = aijej , hifj − fjhi = −aijfj,
dej − ejd = δ0,jej, dfj − fjd = −δ0,jfj,
eifj − fjei = δijhi,
eje
3
i − 3eieje
2
i + 3e
2
i ejei − e
3
i ej = 0 for i 6= j,
fjf
3
i − 3fifjf
2
i + 3f
2
i fjfi − f
3
i fj = 0 for i 6= j.
Corresponding to the loop algebra formulation of A
(1)
1 is an alternative description
of U(A
(1)
1 ) as the associative algebra over F with 1 generated by the elements
e(k), f(k) (k ∈ Z), h(l) (l ∈ Z \ {0}), c, d, h, with relations
[c, u] = 0 for all u ∈ U(A
(1)
1 ),
[h(k), h(l)] = 2kδk+l,0c,
[h, d] = 0, [h, h(k)] = 0,
[d, h(l)] = lh(l), [d, e(k)] = ke(k), [d, f(k)] = kf(k),
[h, e(k)] = 2e(k), [h, f(k)] = −2f(k),
[h(k), e(l)] = 2e(k + l), [h(k), f(l)] = −2f(k + l),
[e(k), f(l)] = h(k + l) + kδk+l,0c.
2.3. A subset S of the root system ∆ is called closed if α, β ∈ S and α + β ∈ ∆
implies α + β ∈ S. The subset S is called a closed partition of the roots if S is
closed, S ∩ (−S) = ∅, and S ∪ −S = ∆ [9],[10],[5],[6]. The set
S = {α1 + kδ | k ∈ Z} ∪ {lδ | l ∈ Z>0}
is a closed partition of ∆ and is W × {±1}-inequivalent to the standard partition
of the root system into positive and negative roots [7].
For g = A
(1)
1 , let g
(S)
± =
∑
α∈S g±α. In the loop algebra formulation of g, we
have that g
(S)
+ is the subalgebra generated by e(k) (k ∈ Z) and h(l) (l ∈ Z>0) and
g
(S)
− is the subalgebra generated by f(k) (k ∈ Z) and h(−l) (l ∈ Z>0). Since S is a
partition of the root system, the algebra has a direct sum decomposition
g = g
(S)
− ⊕ h⊕ g
(S)
+ .
Let U(g
(S)
± ) be the universal enveloping algebra of g
(S)
± . Then, by the PBW theorem,
we have
U(g) ∼= U(g
(S)
− )⊗ U(h)⊗ U(g
(S)
+ ),
where U(g
(S)
+ ) is generated by e(k) (k ∈ Z), h(l) (l ∈ Z>0), U(g
(S)
− ) is generated by
f(k) (k ∈ Z), h(−l) (l ∈ Z>0) and U(h), the universal enveloping algebra of h, is
generated by h, c and d.
Let λ ∈ P , the weight lattice of g = A
(1)
1 . A U(g)-module V is called a weight
module if V = ⊕µ∈PVµ, where
Vµ = {v ∈ V | h · v = µ(h)v, c · v = µ(c)v, d · v = µ(d)v}.
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Any submodule of a weight module is a weight module. A U(g)-module V is called
an S-highest weight module with highest weight λ if there is a non-zero vλ ∈ V such
that (i) u+ · vλ = 0 for all u+ ∈ U(g
(S)
+ ) \ F
∗, (ii) h · vλ = λ(h)vλ, c · vλ = λ(c)vλ,
d · vλ = λ(d)vλ, (iii) V = U(g) · vλ = U(g
(S)
− ) · vλ. An S-highest weight module is a
weight module.
For λ ∈ P , let IS(λ) denote the ideal of U(A
(1)
1 ) generated by e(k) (k ∈ Z), h(l)
(l > 0), h− λ(h)1, c− λ(c)1, d− λ(d)1. Then we define M(λ) = U(A
(1)
1 )/IS(λ) to
be the imaginary Verma module of A
(1)
1 with highest weight λ. Imaginary Verma
modules have many structural features similar to those of standard Verma modules,
with the exception of the infinite-dimensional weight spaces. Their properties were
investigated in [7], from which we recall the following proposition [7, Proposition
1, Theorem 1].
2.3.1. Proposition. (i) M(λ) is a U(g
(S)
− )-free module of rank 1 generated by the
S-highest weight vector 1⊗ 1 of weight λ.
(ii) dimM(λ)λ = 1; 0 < dimM(λ)λ−kδ < ∞ for any integer k > 0; if µ 6= λ − kδ
for any integer k ≥ 0 and M(λ)µ 6= 0, then dimM(λ)µ =∞.
(iii) Let V be a U(A
(1)
1 )-module generated by some S-highest weight vector v of
weight λ. Then there exists a unique surjective homomorphism ϕ :M(λ)→ V such
that ϕ(1 ⊗ 1) = v.
(iv) M(λ) has a unique maximal submodule.
(v) Let λ, µ ∈ P . Any non-zero element of Hom
U(A
(1)
1 )
(M(λ),M(µ)) is injective.
(vi) M(λ) is irreducible if and only if λ(c) 6= 0. 
3. The quantum group Uq(A
(1)
1 )
3.1. The quantum group Uq(A
(1)
1 ) is the F(q
1/2)-algebra with 1 generated by
e0, e1, f0, f1,K
±1
0 ,K
±1
1 , D
±1
with defining relations:
DD−1 = D−1D = KiK
−1
i = K
−1
i Ki = 1,
eifj − fjei = δij
Ki −K
−1
i
q − q−1
,
KieiK
−1
i = q
2ei, KifiK
−1
i = q
−2fi,
KiejK
−1
i = q
−2ej, KifjK
−1
i = q
2fj , i 6= j,
KiKj −KjKi = 0, KiD −DKi = 0,
DeiD
−1 = qδi,0ei, DfiD
−1 = q−δi,0fi,
e3i ej − [3]e
2
i ejei + [3]eieje
2
i − eje
3
i = 0, i 6= j,
f3i fj − [3]f
2
i fjfi + [3]fifjf
2
i − fjf
3
i = 0, i 6= j,
where, [n] = q
n−q−n
q−q−1 .
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The quantum group Uq(A
(1)
1 ) can be given a Hopf algebra structure with a
comultiplication given by
∆(Ki) = Ki ⊗Ki,
∆(D) = D ⊗D,
∆(ei) = ei ⊗K
−1
i + 1⊗ ei,
∆(fi) = fi ⊗ 1 +Ki ⊗ fi,
and an antipode given by
s(ei) = −eiK
−1
i ,
s(fi) = −Kifi,
s(Ki) = K
−1
i ,
s(D) = D−1.
There is an alternative realization for Uq(A
(1)
1 ), due to Drinfeld [4], which we
shall also need. Let Uq be the associative algebra with 1 over F(q
1/2) generated
by the elements x±(k) (k ∈ Z), a(l) (l ∈ Z \ {0}), K±1, D±1, and γ±
1
2 with the
following defining relations:
DD−1 = D−1D = KK−1 = K−1K = 1,(1)
[γ±
1
2 , u] = 0 ∀u ∈ U,(2)
[a(k), a(l)] = δk+l,0
[2k]
k
γk − γ−k
q − q−1
,(3)
[a(k),K] = 0, [D,K] = 0,(4)
Da(k)D−1 = qka(k),(5)
Dx±(k)D−1 = qkx±(k),(6)
Kx±(k)K−1 = q±2x±(k),(7)
[a(k), x±(l)] = ±
[2k]
k
γ∓
|k|
2 x±(k + l),(8)
x±(k + 1)x±(l)− q±2x±(l)x±(k + 1)(9)
= q±2x±(k)x±(l + 1)− x±(l + 1)x±(k),
[x+(k), x−(l)] =
1
q − q−1
(
γ
k−l
2 ψ(k + l)− γ
l−k
2 φ(k + l)
)
,(10)
where
∞∑
k=0
ψ(k)z−k = K exp
(
(q − q−1)
∞∑
k=1
a(k)z−k
)
,(11)
∞∑
k=0
φ(−k)zk = K−1 exp
(
−(q − q−1)
∞∑
k=1
a(−k)zk
)
.(12)
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The algebras Uq(A
(1)
1 ) and Uq are isomorphic [4]. The action of the isomorphism,
which we shall call the Drinfeld Isomorphism, on the generators of Uq(A
(1)
1 ) is:
e0 7→ x
−(1)K−1, f0 7→ Kx
+(−1),
e1 7→ x
+(0), f1 7→ x
−(0),
K0 7→ γK
−1, K1 7→ K, D 7→ D.
If one uses the formal sums
(13) φ(u) =
∑
p∈Z
φ(p)u−p, ψ(u) =
∑
p∈Z
ψ(p)u−p, x±(u) =
∑
p∈Z
x±(p)u−p
Drinfeld’s relations (3), (8)-(10) can be written as
[φ(u), φ(v)] = 0 = [ψ(u), ψ(v)](14)
φ(u)x±(v)φ(u)−1 = g(uv−1γ∓1/2)±1x±(v)(15)
ψ(u)x±(v)ψ(u)−1 = g(vu−1γ∓1/2)∓1x±(v)(16)
(u− q±2v)x±(u)x±(v) = (q±2u− v)x±(v)x±(u)(17)
[x+(u), x−(v)] = (q − q−1)−1(δ(u/vγ)ψ(vγ1/2)− δ(uγ/v)φ(uγ1/2))(18)
where g(t) = gq(t) is the Taylor series at t = 0 of the function (q
2t − 1)/(t − q2)
and δ(z) =
∑
k∈Z z
k is the formal Dirac delta function.
3.1.1. Remark. Writing g(t) = gq(t) =
∑
p≥0 g(p)t
p we have
g(0) = q−2, g(p) = (1− q4)q−2p−2, p > 0.
Note that gq(t)
−1 = gq−1(t).
We will need the following identity later:
3.1.2. Lemma.
(19) exp
(
(q − q−1)
∞∑
k=1
−[2k]
k
z−k
)
= 1 + (1 − q4)
∞∑
r=1
(
zq2
)−r
= q2g(1/z)
Proof.
exp
(
(q − q−1)
∞∑
k=1
−[2k]
k
z−k
)
= exp
(
∞∑
k=1
1
k
(zq2)−k −
∞∑
k=1
1
k
(
z
q2
)−k)
= exp
(
∞∑
k=1
1
k
(zq2)−k
)
exp
(
−
∞∑
k=1
1
k
(
z
q2
)−k)
=
(
1
1− 1zq2
)(
1−
q2
z
)
=
∞∑
k=0
(
1
zq2
)k
− q4
∞∑
k=1
(
1
zq2
)k

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3.2. Using the root partition S = {α1 + kδ | k ∈ Z} ∪ {lδ | l ∈ Z>0} from Section
2.3, we define:
U+q (S) to be the subalgebra of Uq generated by x
+(k) (k ∈ Z) and a(l) (l > 0);
U−q (S) to be the subalgebra of Uq generated by x
−(k) (k ∈ Z) and a(−l) (l > 0),
and
U0q (S) to be the subalgebra of Uq generated by K
±1, γ±1/2, and D±1.
Then we have the following PBW theorem.
3.2.1. Theorem ([3]). A basis for Uq is the set of monomials of the form
x−a−KαDβγµ/2a+x+
where
x± = x±(m1)
n1 · · ·x±(mk)
nk , mi < mi+1, mi ∈ Z,
a± = a(r1)
s1 · · · a(rl)
sl , ri < ri+1, ±ri ∈ N
∗,
and α, β, µ ∈ Z, ni, si ∈ N. In particular, Uq ∼= U−q (S)⊗ U
0
q (S)⊗ U
+
q (S).
We may order monomials in u in such a way that −r1 ≤ −r2 ≤ . . . ≤ −rl and
we compare elements lexicographically.
Considering Serre’s relation (9) with k = l, we get
x−(k + 1)x−(k) = q−2x−(k)x−(k + 1).
The product on the right side is in the correct order for a basis element. If k+1 > l
and k 6= l in (9), then k + 1 > l + 1 so that k ≥ l + 1, and thus we can write
x−(k + 1)x−(l) = q−2x−(l)x−(k + 1) + q−2x−(k)x−(l + 1)− x−(l + 1)x−(k)
and then after repeating the above identity (for example the next step is to replace
k+1 by k and l by l+ 1 on the left), we will eventually arrive at terms that are in
the correct order. In particular if k + 1 > l and k 6= l note that x−(l)x−(k + 1) <
x−(l + 1)x−(k).
4. Ω-operators and their relations
Let NN
∗
denote the set of all functions from {kδ | k ∈ N∗} to N with finite support.
Then we can write
a+ = a
(sk)
+ := a(r1)
s1 · · · a(rl)
sl , a− := a
(sk)
− = a(−r1)
s1 · · · a(−rl)
sl
for f = (sk) ∈ NN
∗
whereby f(rk) = sk and f(t) = 0 for t 6= ri, 1 ≤ i ≤ l.
Consider now the subalgebra N−q , generated by γ
±1/2, and x−(l), l ∈ Z. Note
that the corresponding relations (9) hold in N−q .
4.0.2. Lemma. Fix k ∈ Z. Then for any P ∈ N−q , there exists unique
Q(a, (qk)), R(c, (rl)) ∈ N
−
q , a, b ∈ Z, (ql), (rm) ∈ N
N∗ ,
such that
(20) [x−(k), P ] =
∑ a(ql)+ KaQ(a, (ql))
q − q−1
+
∑ a(rm)− Kb R(b, (rm))
q − q−1
.
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Proof. The uniqueness follows from Theorem 3.2.1 above. Now any element in N−q
is a sum of products of elements of the form
P = γl/2x−(m1) · · ·x
−(mk), where mi ∈ Z,m1 ≤ m2 ≤ · · · ≤ mk, k ≥ 0, l ∈ Z
and such a product is a summand of
P = P (v1, . . . , vk) := γ
l/2x−(v1) · · ·x
−(vk)
Set P¯ = x−(v1) · · ·x
−(vk) and P¯l = x
−(v1) · · ·x
−(vl−1)x
−(vl+1) · · ·x
−(vk).
Then we have by (15) and (16),
x−(v1) · · ·x
−(vl−1)ψ(vlγ
1/2) =
l−1∏
j=1
g(vjv
−1
l )
−1ψ(vlγ
1/2)x−(v1) · · ·x
−(vl−1)
x−(v1) · · ·x
−(vl−1)φ(uγ
1/2) =
l−1∏
j=1
g(uγv−1j )φ(uγ
1/2)x−(v1) · · ·x
−(vl−1),
so that by (18)
[x+(u),x−(v1) · · ·x
−(vk)] =
k∑
l=1
x−(v1) · · · [x
+(u), x−(vl)] · · ·x
−(vk)
=
k∑
l=1
x−(v1) · · ·
(
δ(u/vlγ)ψ(vlγ
1/2)− δ(uγ/vl)φ(uγ1/2)
q − q−1
)
· · ·x−(vk)
=
k∑
l=1
x−(v1) · · ·x
−(vl−1)ψ(vlγ
1/2)x−(vl+1) · · ·x
−(vk)
δ(u/vlγ)
q − q−1
−
k∑
l=1
x−(v1) · · ·x
−(vl−1)φ(uγ
1/2)x−(vl+1) · · ·x
−(vk)
δ(uγ/vl)
q − q−1
=
k∑
l=1
l−1∏
j=1
g(vjv
−1
l )
−1ψ(vlγ
1/2)δ(u/vlγ)
q − q−1
P¯l
−
k∑
l=1
l−1∏
j=1
g(uγv−1j )
φ(uγ1/2)δ(uγ/vl)
q − q−1
P¯l
=
ψ(uγ−1/2)
q − q−1
k∑
l=1
l−1∏
j=1
gq−1(vj/vl)P¯lδ(u/vlγ)
−
φ(uγ1/2)
q − q−1
k∑
l=1
l−1∏
j=1
g(vl/vj)P¯lδ(uγ/vl)

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Lemma 4.0.2 motivates the definition of a family of operators as follows. Set
Gl = G
1/q
l :=
l−1∏
j=1
gq−1(vj/vl), G
q
l =
l−1∏
j=1
g(vl/vj)
where G1 := 1. Now define a collection of operators Ωψ(k),Ωφ(k) : N−q → N
−
q ,
k ∈ Z, in terms of the generating functions
Ωψ(u) =
∑
l∈Z
Ωψ(l)u
−l, Ωφ(u) =
∑
l∈Z
Ωφ(l)u
−l
by
Ωψ(u)(P¯ ) : = γ
m
k∑
l=1
GlP¯lδ(u/vlγ)(21)
Ωφ(u)(P¯ ) : = γ
m
k∑
l=1
Gql P¯lδ(uγ/vl).(22)
Then we can write the above computation in the proof of Lemma 4.0.2 as
(23) [x+(u), P¯ ] = (q − q−1)−1
(
ψ(uγ−1/2)Ωψ(u)(P¯ )− φ(uγ
1/2)Ωφ(u)(P¯ )
)
,
Note that Ωψ(u)(1) = Ωφ(u)(1) = 0. More generally let us write
P¯ = x−(v1) · · ·x
−(vk) =
∑
n∈Z
∑
n1,n2,...,nk∈Z
n1+···+nk=n
x−(n1) · · ·x
−(nk)v
−n1
1 · · · v
−nk
k
Then
ψ(uγ−1/2)Ωψ(u)(P¯ )
=
∑
k≥0
∑
p∈Z
∑
ni∈Z
γk/2ψ(k)Ωψ(p)(x
−(n1) · · ·x
−(nk))v
−n1
1 · · · v
−nk
k u
−k−p
=
∑
ni∈Z
∑
m∈Z
∑
k≥0
γk/2ψ(k)Ωψ(m− k)(x
−(n1) · · ·x
−(nk))v
−n1
1 · · · v
−nk
k u
−m
while
[x+(u), P¯ ] =
∑
m∈Z
∑
n1,n2,...,nk∈Z
[x+(m), x−(n1) · · ·x
−(nk)]v
−n1
1 · · · v
−nk
k u
−m.
Thus for a fixed m and k-tuple (n1, . . . , nk) the sum∑
k≥0
γk/2ψ(k)Ωψ(m− k)(x
−(n1) · · ·x
−(nk))
must be finite. Hence
(24) Ωψ(m− k)(x
−(n1) · · ·x
−(nk)) = 0,
for k sufficiently large.
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4.0.3. Proposition. Consider x−(v) =
∑
m x
−(m)v−m as a formal power series
of left multiplication operators x−(m) : N−q → N
−
q . Then
Ωψ(u)x
−(v) = δ(vγ/u) + gq−1(vγ/u)x
−(v)Ωψ(u),(25)
Ωφ(u)x
−(v) = δ(uγ/v) + g(uγ/v)x−(v)Ωφ(u)(26)
(q2u1 − u2)Ωψ(u1)Ωψ(u2) = (u1 − q
2u2)Ωψ(u2)Ωψ(u1)(27)
(q2u1 − u2)Ωφ(u1)Ωφ(u2) = (u1 − q
2u2)Ωφ(u2)Ωφ(u1)(28)
(q2γ2u1 − u2)Ωφ(u1)Ωψ(u2) = (γ
2u1 − q
2u2)Ωψ(u2)Ωφ(u1)(29)
Proof. Setting P¯ = x−(v1) · · ·x−(vk) we get
Ωψ(u)x
−(v)(P¯ ) = x−(v1) · · ·x
−(vk)δ(u/vγ)
+ x−(v)
k∑
l=1
gq−1(v/vl)GlP¯lδ(u/vlγ)
= P¯ δ(u/vγ) + x−(v)gq−1 (vγ/u)Ωψ(u)P¯ .
Similarly
Ωφ(u)x
−(v)(P¯ ) = x−(v1) · · ·x
−(vk)δ(uγ/v)
+ x−(v)
k∑
l=1
g(vl/v)G
q
l P¯lδ(uγ/vl)
= P¯ δ(v/uγ) + x−(v)g(uγ/v)Ωφ(u)P¯ .
One can prove (27) and (28) directly from their definitions, (21) and (22), but there
is another way to prove this identity and it goes as follows:
Ωψ(u1)Ωψ(u2)x
−(v) = Ωψ(u1)δ(vγ/u2) + Ωψ(u1)x
−(v)gq−1(vγ/u2)Ωψ(u2)
= Ωψ(u1)δ(vγ/u2) + gq−1(vγ/u2)Ωψ(u2)δ(vγ/u1)
+ gq−1(vγ/u2)gq−1(vγ/u1)x
−(v)Ωψ(u1)Ωψ(u2)
and on the other hand
Ωψ(u2)Ωψ(u1)x
−(v) = Ωψ(u2)δ(vγ/u1) + Ωψ(u2)x
−(v)gq−1(vγ/u1)Ωψ(u1)
= Ωψ(u2)δ(vγ/u1) + gq−1(vγ/u1)Ωψ(u1)δ(vγ/u2)
+ gq−1(vγ/u1)gq−1(vγ/u2)x
−(v)Ωψ(u2)Ωψ(u1)
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Thus setting S = (u1 − q−2u2)Ωψ(u1)Ωψ(u2) − (q−2u1 − u2)Ωψ(u2)Ωψ(u1) we
get
Sx−(v) = (u1 − q
−2u2)Ωψ(u1)δ(vγ/u2) + (u1 − q
−2u2)gq−1(vγ/u2)Ωψ(u2)δ(vγ/u1)
+ (u1 − q
−2u2)gq−1(vγ/u2)gq−1(vγ/u1)x
−(v)Ωψ(u1)Ωψ(u2)
− (q−2u1 − u2)Ωψ(u2)δ(vγ/u1)− (q
−2u1 − u2)gq−1(vγ/u1)Ωψ(u1)δ(vγ/u2)
− (q−2u1 − u2)gq−1(vγ/u1)gq−1(vγ/u2)x
−(v)Ωψ(u2)Ωψ(u1)
=
(
(u1 − q
−2u2)− (q
−2u1 − u2)gq−1(vγ/u1)
)
Ωψ(u1)δ(vγ/u2)
+
(
(u1 − q
−2u2)gq−1(vγ/u2)− (q
−2u1 − u2)
)
Ωψ(u2)δ(vγ/u1)
+ gq−1(vγ/u2)gq−1(vγ/u1)x
−(v)
×
(
(u1 − q
−2u2)Ωψ(u1)Ωψ(u2)− (q
−2u1 − u2))Ωψ(u2)Ωψ(u1)
)
= gq−1(vγ/u2)gq−1(vγ/u1)x
−(v)S
Hence
Sx−(v1) · · ·x
−(vn) =
n∏
i=1
gq−1(viγ/u1)gq−1(viγ/u2)x
−(v1) · · ·x
−(vn)S,
which implies, after applying this to 1 that S = 0.
Next we have
Ωφ(u1)Ωφ(u2)x
−(v) = Ωφ(u1)δ(v/u2γ) + Ωφ(u1)x
−(v)g(u2γ/v)Ωφ(u2)
= Ωφ(u1)δ(v/u2γ) + g(u2γ/v)Ωφ(u2)δ(v/u1γ)
+ g(u2γ/v)g(u1γ/v)x
−(v)Ωφ(u1)Ωφ(u2)
and on the other hand
Ωφ(u2)Ωφ(u1)x
−(v) = Ωφ(u2)δ(v/u1γ) + Ωφ(u2)x
−(v)g(u1γ/v)Ωφ(u1)
= Ωφ(u2)δ(v/u1γ) + g(u1γ/v)Ωφ(u1)δ(v/u2γ)
+ g(u1γ/v)g(u2γ/v)x
−(v)Ωφ(u2)Ωφ(u1)
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So if we set S = (u1 − q−2u2)Ωφ(u1)Ωφ(u2)− (q−2u1 − u2)Ωφ(u2)Ωφ(u1) we get
Sx−(v) = (u1 − q
−2u2)Ωφ(u1)δ(v/u2γ) + (u1 − q
−2u2)g(u2γ/v)Ωφ(u2)δ(v/u1γ)
+ (u1 − q
−2u2)g(u2γ/v)g(u1γ/v)x
−(v)Ωφ(u1)Ωφ(u2)
− (q−2u1 − u2)Ωφ(u2)δ(v/u1γ)− (q
−2u1 − u2)g(u1γ/v)Ωφ(u1)δ(v/u2γ)
− (q−2u1 − u2)g(u1γ/v)g(u2γ/v)x
−(v)Ωφ(u2)Ωφ(u1)
=
(
(u1 − q
−2u2)− (q
−2u1 − u2)g(u1γ/v)
)
Ωφ(u1)δ(v/u2γ)
+
(
(u1 − q
−2u2)g(u2γ/v)− (q
−2u1 − u2)
)
Ωφ(u2)δ(v/u1γ)
+ g(u2γ/v)g(u1γ/v)x
−(v)
×
(
(u1 − q
−2u2)Ωφ(u1)Ωφ(u2)− (q
−2u1 − u2)Ωφ(u2)Ωφ(u1)
)
= g(u2γ/v)g(u1γ/v)x
−(v)S.
As in the calculation for (27) we get S = 0.
Moreover
Ωφ(u1)Ωψ(u2)x
−(v) = Ωφ(u1)δ(vγ/u2) + Ωφ(u1)x
−(v)gq−1(vγ/u2)Ωψ(u2)
= Ωφ(u1)δ(vγ/u2) + gq−1(vγ/u2)Ωψ(u2)δ(u1γ/v)
+ gq−1(vγ/u2)g(u1γ/v)x
−(v)Ωφ(u1)Ωψ(u2)
and
Ωψ(u2)Ωφ(u1)x
−(v) = Ωψ(u2)δ(u1γ/v) + Ωψ(u2)x
−(v)g(u1γ/v)Ωφ(u1)
= Ωψ(u2)δ(u1γ/v) + g(u1γ/v)Ωφ(u1)δ(vγ/u2)
+ gq−1(vγ/u2)g(u1γ/v)x
−(v)Ωψ(u2)Ωφ(u1)
Set S = (q2γ2u1 − u2)Ωφ(u1)Ωψ(u2)− (γ2u1 − q2u2)Ωψ(u2)Ωφ(u1). Then
Sx−(v) = (q2γ2u1 − u2)Ωφ(u1)δ(vγ/u2) + (q
2γ2u1 − u2)gq−1(vγ/u2)Ωψ(u2)δ(u1γ/v)
+ (q2γ2u1 − u2)gq−1(vγ/u2)g(u1γ/v)x
−(v)Ωφ(u1)Ωψ(u2)
− (γ2u1 − q
2u2)Ωψ(u2)δ(u1γ/v)− (γ
2u1 − q
2u2)g(u1γ/v)Ωφ(u1)δ(vγ/u2)
− (γ2u1 − q
2u2)gq−1(vγ/u2)g(u1γ/v)x
−(v)Ωψ(u2)Ωφ(u1)
=
(
(q2γ2u1 − u2)− (γ
2u1 − q
2u2)g(u1γ/v)
)
Ωφ(u1)δ(vγ/u2)
+
(
(q2γ2u1 − u2)gq−1(vγ/u2)− (γ
2u1 − q
2u2)
)
Ωψ(u2)δ(u1γ/v)
+ gq−1(vγ/u2)g(u1γ/v)x
−(v)
×
(
(q2γ2u1 − u2)Ωφ(u1)Ωψ(u2)− (γ
2u1 − q
2u2)Ωψ(u2)Ωφ(u1)
)
= gq−1(vγ/u2)g(u1γ/v)x
−(v)S.
As in the previous calculations we get that S = 0 and thus the last statement of
the proposition hold.

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The identities in Proposition 4.0.3 can be rewritten as
(q2vγ − u)Ωψ(u)x
−(v) = (q2vγ − u)δ(vγ/u) + (q2vγ − u)x−(v)Ωψ(u),(30)
(q2v − uγ)Ωφ(u)x
−(v) = (q2v − uγ)δ(v/uγ) + (v − q2uγ)x−(v)Ωφ(u)(31)
which may be written out in terms of components as
q2γΩψ(m)x
−(n+ 1)− Ωψ(m+ 1)x
−(n)(32)
= (q2γ − 1)δm,−n−1 + γx
−(n+ 1)Ωψ(m)− q
2x−(n)Ωψ(m+ 1),(33)
q2Ωφ(m)x
−(n+ 1)− γΩφ(m+ 1)x
−(n)(34)
= (q2 − γ)δm,−n−1 + x
−(n+ 1)Ωψ(m)− q
2γx−(n)Ωψ(m+ 1),(35)
We can also write (25) in terms of components and as operators on N−q
(36) Ωψ(k)x
−(m) = δk,−mγ
k +
∑
r≥0
gq−1(r)x
−(m+ r)Ωψ(k − r)γ
r .
The sum on the right hand side turns into a finite sum when applied to an element
in N−q , due to (24).
We also have by (29)
(37) Ωψ(k)Ωφ(m) =
∑
r≥0
g(r)γ2rΩφ(r +m)Ωψ(k − r),
as operators on N−q .
5. The Kashiwara algebra Kq
The Kashiwara algebra Kq is defined to be the F(q1/2)-algebra with generators
Ωψ(m), x
−(n), γ±1/2, m,n ∈ Z where γ±1/2 are central and the defining relations
are
q2γΩψ(m)x
−(n+ 1)− Ωψ(m+ 1)x
−(n)(38)
= (q2γ − 1)δm,−n−1 + γx
−(n+ 1)Ωψ(m)− q
2x−(n)Ωψ(m+ 1)
q2Ωψ(k + 1)Ωψ(l)− Ωψ(l)Ωψ(k + 1) = Ωψ(k)Ωψ(l + 1)− q
2Ωψ(l + 1)Ωψ(k)(39)
(which comes from (25), (27) written out in terms of components),
(40) x−(k + 1)x−(l)− q−2x−(l)x−(k + 1) = q−2x−(k)x−(l+ 1)− x−(l+ 1)x−(k)
together with
γ1/2γ−1/2 = 1 = γ−1/2γ1/2.
5.0.4. Lemma. The F(q1/2)-linear map α¯ : Kq → Kq given by
α¯(γ±1/2) = γ±1/2, α¯(x−(m)) = Ωψ(−m), α¯(Ωψ(m)) = x
−(−m)
for all m ∈ Z is an involutive anti-automorphism.
Proof. We have
α¯
(
x−(k + 1)x−(l)− q−2x−(l)x−(k + 1)
)
= Ωψ(−l)Ωψ(−k − 1)− q
−2Ωψ(−k − 1)Ωψ(−l)
= q−2Ωψ(−l − 1)Ωψ(−k)− Ωψ(−k)Ωψ(−l− 1)
= α¯
(
q−2x−(k)x−(l + 1)− x−(l + 1)x−(k)
)
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and
α¯
(
q2γΩψ(m)x
−(n+ 1)− Ωψ(m+ 1)x
−(n)
)
= q2γΩψ(−n− 1)x
−(−m)− Ωψ(−n)x
−(−m− 1)
= (q2γ − 1)δ−m,n+1 + γx
−(−m)Ωψ(−n− 1)− q
2x−(−m− 1)Ωψ(−n)
= α¯
(
(q2γ − 1)δm,−n−1 + γx
−(n+ 1)Ωψ(m)− q
2x−(n)Ωψ(m+ 1)
)

5.0.5. Lemma. N−q is a left Kq-module.
Proof. This follows from (4.0.3) 
5.0.6. Lemma. N−q
∼= Kq/
∑
k∈ZKqΩψ(k)
Proof. We have an induced left Kq-module epimomorphism from Kq to N−q which
sends 1 to 1. Since Ωψ(k) annihilates 1 for all k, we get an induced left K−q -module
epimomorphism
Kq/
∑
kKqΩψ(k)
η
−−−−→ N−q
Let C denote the subalgebra of Kq generated by x−(m), γ±1/2. Then we have a
surjective homomorphism
C
µ
−−−−→ Kq/
∑
kKqΩψ(k)
The composition η◦µ is surjective and sinceN−q is defined by generators x
−(n), γ±1/2
and relations (9), we get an induced map ν : N−q → C splitting the surjective map
η ◦ µ. Since the composition ν ◦ η ◦ µ is the identity, we get that η ◦ µ is an
isomorphism and thus η is an isomorphism. 
5.0.7. Proposition. There is a unique symmetric form ( , ) defined on N−q sat-
isfying
(x−(m)a, b) = (a,Ωψ(−m)b), (1, 1) = 1.
Proof. Using the anti-automorphism α¯ we can make M = Hom(N−q ,F(q
1/2)) into
a left Kq-module by defining
(x−(m)φ)(a) = φ(Ωψ(−m)a), (Ωψ(m)φ)(a) = φ(x
−(−m)a),
(γ±1/2φ)(a) = φ(γ±1/2a).
for a ∈ N−q and φ ∈M .
Consider the element β0 ∈M satisfying β0(1) = 1 and
β0
(∑
k∈Z
x−(m)Kq
)
= 0.
Then Ωψ(m)β0 = 0 for any m ∈ Z, we get an induced homomorphism
β¯ : N−q ∼= Kq/
∑
m∈Z
KqΩψ(m)→M.
Define the bilinear form ( , ) : Kq ×Kq :→ F(q1/2) by
(a, b) = (β¯(a))(b)
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This form satisfies (1, 1) = 1 and
(x−(m)a, b) = (a,Ωψ(−m)b), (Ωψ(m)a, b) = (a, x
−(−m)b),
(γ±/2a, b) = (a, γ±/2b).
Since N−q is generated by x
−(m) and γ±1/2 we get that the form is the unique form
satisfying these three conditions. The form is symmetric since the form defined by
(a, b)′ = (b, a) also satisfies the above conditions. 
6. Imaginary Verma modules
Let Λ denotes the weight lattice of A
(1)
1 , λ ∈ Λ. Denote by I
q(λ) the ideal of
Uq = Uq(sˆl(2)) generated by x
+(k), k ∈ Z, a(l), l > 0, K±1−qλ(h)1, γ±
1
2 −q±
1
2λ(c)1
and D±1− q±λ(d)1. The imaginary Verma module with highest weight λ is defined
to be ([3])
Mq(λ) = U/I
q(λ).
6.0.8. Theorem ([3], Theorem 3.6). Imaginary Verma module Mq(λ) is simple if
and only if λ(c) 6= 0.
Suppose now that λ(c) = 0. Then γ±
1
2 acts on Mq(λ) by 1. Consider an ideal
Jq(λ) of Uq generated by I
q(λ) and a(l) for all l. Denote
M˜q(λ) = Uq/J
q(λ).
Then M˜q(λ) is a homomorphic image of Mq(λ) which we call reduced imaginary
Verma module. Module M˜q(λ) has a Λ-gradation:
M˜q(λ) =
∑
ξ∈Λ
M˜q(λ)ξ.
If α denotes a simple root of sl(2) and δ denotes an indivisible imaginary root then
M˜q(λ)λ−ξ 6= 0 if and only if ξ = 0 or ξ = −nα+mδ with n > 0, m ∈ Z.
If ξ = −nα + mδ then we set |ξ| = n. Note that N−q has also a Λ-grading:
x−(n1)x
−(n2) . . . x
−(nk) ∈ (N
−
q )ξ, where ξ = −kα+ (n1 + . . .+ nk)δ, |ξ| = k.
In this section we discuss the properties of the reduced imaginary Verma modules.
6.0.9. Lemma. Let λ ∈ Λ such that λ(c) = λ(h) = 0, v ∈ M˜q(λ) a nonzero element,
v = uv˜λ, where u ∈ (N−q )ξ, |ξ| = 2. Then there exists s ∈ Z such that x
+(s)v 6= 0.
Proof. Let ξ = −2α+mδ, m ∈ Z. We may assume
u =
∑
l
Alx
−(l)x−(m− l),
where all but finitely many of the Al ∈ C(q) are nonzero. Then by (10), we have
x+(s)v = [x+, u]v˜λ =
1
q − q−1
∑
l
Alψ(s+ l)x
−(m− l)v˜λ
for s≫ 0 as φ(l + s) = 0 for l+ s > 0 and ψ(m− l + s)v˜λ = 0 for s≫ 0.
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Observe that
ψ(r) = K(q − q−1)
(
a(r) +
1
2
(q − q−1)
∑
k1+k2=r
ki≥1
a(k1)a(k2)
+
1
3!
(q − q−1)2
∑
k1+k2+k3=r
ki≥1
a(k1)a(k2)a(k3) + . . .+
1
r!
(q − q−1)r−1a(1)r)
)
,
and for k1 + · · ·+ kn = s+ l
a(k1) · · · a(kn)x
−(m− l)v˜λ = (−1)
n
n∏
i=1
[2ki]
ki
x−(s+m)v˜λ,
by (8). Thus we have
x+(s)v =
∑
l
Alq
2l+2sfl(s)Kx
−(s+m)v˜λ,
and where for s+ l ≥ 1 one has
fl(s) =
(
−
[2(s+ l)]
s+ l
+
1
2
t
∑
k1+k2=s+l
[2k1][2k2]
k1k2
−
1
3!
t2
∑
k1+k2+k3=s+l
[2k1][2k2][2k3]
k1k2k3
+ . . .+
(−1)s+l[2]s+l
(s+ l)!
ts+l−1
)
,
where t = q − q−1. Note by (19) we have
fl(s) =
(1− q4)
q2(s+l)(q − q−1)
.
Suppose x+(s)v = 0 for any s. Then∑
l
Alq
2l+2sfl(s) = 0
for any sufficiently large s and so
(41)
∑
l
Al = 0.
Note that this equality does not depend on s.
We can assume by (9) that without loss of generality the monomials in u are
ordered in such a way that m − l ≤ l for each l. Choose now the smallest among
m − l, say r, with Al = Am−r 6= 0 and apply x+(−r) to v˜λ noting that r ≤ l (so
l− r ≥ 0 and −r +m− l ≥ 0):
x+(−r)v =
1
q − q−1
∑
l
Alψ(−r + l)x
−(m− l)v˜λ +Am−rx
−(m− r)x+(−r)x−(r)v˜λ
=
∑
l
Alq
2l−2rfl(−r)Kx
−(−r +m)v˜λ +Am−rx
−(m− r)
(
K −K−1
q − q−1
)
v˜λ
= Am−rx
−(m− r)
(
K −K−1
q − q−1
)
v˜λ,
due to (41).
This is a contradiction. It implies v = 0.
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
6.0.10. Theorem. Let λ ∈ Λ such that λ(c) = 0. Then module M˜q(λ) is simple if
and only if λ(h) 6= 0.
Proof. Suppose λ(h) = 0. Let v = x−(m)v˜λ. Then for any s 6= −m we have
x+(s)v = 0. Similarly, x+(−m)v = [x+(−m), x−(m)]v˜λ =
1
q−q−1 (K −K
−1)v˜λ = 0,
since Kv˜λ = q
λ(h)v˜λ. Hence, v generates a proper nonzero submodule of M˜q(λ).
Assume now λ(h) 6= 0. To show simplicity of M˜q(λ) consider an arbitrary
homogeneous element v ∈ M˜q(λ)λ−ξ such that x
+(s)v = 0 for any s. We need to
show that v is a scalar multiple of v˜λ. We will proceed by the induction in |ξ| to
show that if |ξ| > 0 then v = 0.
If |ξ| = 1 and v 6= 0 then v = x−(m)v˜λ and x+(−m)v 6= 0. Hence v = 0. The
case |ξ| = 2 follows from Lemma 6.0.9. Note that this case does not depend on the
value λ(h).
Suppose now |ξ| = k > 2, v = uv˜λ and
u =
∑
n1,...,nk
A(n1, . . . , nk)x
−(n1) . . . x
−(nk).
Using notation from the lemma above we have
ψ(s)x−(n) = −tfn(s)Kx
−(n+ s) + q−2x−(n)ψ(s)
and thus
x+(s)(x−(n1) · · ·x
−(nk)v˜λ) =
1
q − q−1
ψ(n1 + s)x
−(n2) · · ·x
−(nk)v˜λ
+ x−(n1)x
+(s)x−(n2) · · ·x
−(nk)v˜λ
= −q2s+2n1fn1(s+ n1)Kx
−(n1 + n2 + s)x
−(n3) · · ·x
−(nk)v˜λ
+
q−2
q − q−1
x−(n2)ψ(n1 + s)x
−(n3) · · ·x
−(nk)v˜λ
+ x(n1)x
+(s)x−(n2) · · ·x
−(nk)v˜λ
= −q2s+2n1fn1(s)Kx
−(n1 + n2 + s)x
−(n3) · · ·x
−(nk)v˜λ
− q−2q2s+2n1fn1(n1 + s)x
−(n2)Kx
−(n1 + n3 + s)x
−(n4) · · ·x
−(nk)v˜λ
+
q−4
q − q−1
x−(n2)x
−(n3)ψ(n1 + s)x
−(n4) · · ·x
−(nk)v˜λ
+
1
q − q−1
x−(n1)ψ(n2 + s)x
−(n3) · · ·x
−(nk)
+ x−(n1)x
−(n2)x
+(s)x−(n3) · · ·x
−(nk)v˜λ
− q2s+2nk−1fnk−1(s+ nk−1)x
−(n1) · · ·x
−(nk−2)Kx
−(nk−1 + nk + s)v˜λ.
We may order monomials in u in such a way that n1 ≤ n2 ≤ . . . ≤ nk. We also
introduce lexicographical ordering among the monomials.
The smallest monomial in the image x+(s)(x(n1) . . . x
−(nk)v˜λ) is
x−(n1) . . . x
−(nk−2)Kx
−(nk−1 + nk + s)
up to a constant. It determines uniquely the first k − 2 elements in the monomial
and leaves a freedom in the choice of last two elements (remembering that u is
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homogeneous). Hence, we may assume that
u = x−(n1)x
−(n2) . . . x
−(nk−2)
∑
l
Blx
−(m− l)x−(l),
for some fixed m, n1 ≤ · · · ≤ nk−2 ≤ m− l ≤ l. Then
x+(s)v = x+(s)uv˜λ
= [x+(s), x−(n1)x
−(n2) . . . x
−(nk−2)]
∑
l
Blx
−(m− l)x−(l)v˜λ
+ x−(n1)x
−(n2) . . . x
−(nk−2)[x
+(s),
∑
l
Blx
−(m− l)x−(l)]v˜λ.
Note that the first part in the sum above will contribute smaller monomials than
the second part. Hence, if x+(s)v = 0 for any s ∈ Z then
[x+(s),
∑
l
Blx
−(l)x−(m− l)]v˜λ = 0,
for all sufficiently large integers s. Define Al ∈ C(q) such that∑
l
Alx
−(l)x−(m− l) =
∑
l
Blx
−(m− l)x−(l)
Applying Lemma 6.0.9 we obtain that all Al are zero (and hence so are the Bl)
and thus v = 0. This completes the proof. 
Set Rq(λ) =
∑
ξ,|ξ|>0 M˜q(λ)ξ . Then Rq(λ) is the unique maximal submodule of
M˜q(λ) and dim M˜q(λ)/Rq(λ) = 1.
6.0.11. Remark. It was shown in [3], Theorem 5.4 that imaginary Verma module
M(λ) over affine sˆl(2) admits a quantum deformation to the imaginary Verma
module Mq(λ) over Uq in such a way that the dimensions of the weight spaces
are invariant under the deformation, generalizing the Lusztig’s deformation functor
constructed originally for classical Verma modules [16], see also [8]. Theorem 6.0.10
shows that Lusztig’s deformation functor preserves module structure in the case of
imaginary Verma modules (see [7]).
7. Simplicity of N−q as a Kq-module
We will show that N−q is simple as a module over Kq.
7.0.12. Lemma. Let P ∈ N−q . If Ωψ(s)P = 0 for any s ∈ Z, then P is a constant
multiple of 1.
Proof. We may assume without loss of generality that P is a homogeneous element,
say P ∈ (N−q )λ−ξ. We assume that ξ 6= 0. Then ξ = nα+mδ, n > 0, m ∈ Z. Set
|ξ| = n. We shall prove the lemma by induction on |ξ|.
Suppose |ξ| = 1. Then P = x−(m) and
Ωψ(s)(P ) = δs,−mγ
s +
∑
r∈Z
g(s− r)x−(m− r + s)γrΩψ(r)1
= δs,−m.
Hence Ωψ(−m)(P ) 6= 0 unless P = 0.
Suppose |ξ| > 1. We assume Ωψ(l)(P ) = 0 for any l ∈ Z and then we use (37).
For all k and m we get
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(42) Ωψ(k)Ωφ(m)(P ) =
∑
r≥0
g(r)γ2rΩφ(r +m)Ωψ(k − r)(P ) = 0,
Hence by the induction hypothesis Ωφ(m)(P ) = 0 as Ωφ(m)(P ) ∈ (N
−
q )λ−ξ+1.
Then [x+(m), P ] = 0 by (23).
Consider the imaginary Verma module Mq(λ) with λ(c) = 0 and choose λ such
that λ(h) 6= 0. Then M˜q(λ) is the unique irreducible quotient ofMq(λ) and v = Pvλ
is a nonzero element of the module M˜q(λ).
Thus
x+(s)v = [x+, P ]v˜λ + Px
+(s)v˜λ = 0
for all s ∈ Z.
Consider V = N−q v ⊂ M˜q(λ). Then V is a nonzero proper submodule of M˜q(λ)
which is a contradiction by Theorem 6.0.10. This completes the proof. 
7.0.13. Remark. Suppose |ξ| = 2. We will give a direct proof of Lemma 7.0.12 in
this case without the use of Theorem 6.0.10.
Let
P =
∑
n1,n2,n1+n2=m
A(n1, n2)x
−(n1)x
−(n2).
We can assume that n1 ≤ n2 in all the monomials in P . Then
Ωψ(s)(P ) =
∑
n1,n2,n1+n2=m
A(n1, n2)(δn1,−sx
−(n2) + g(n2 + s)x
−(m+ s))γs
= A(−s,m+ s)δn1,−sx
−(m+ s)γs
+
(∑
n1
A(n1,m− n1)g(m+ s− n1)
)
x−(m+ s)γs.
If Ωψ(s)(P ) = 0 for all s then, in particular,∑
n1
A(n1,m− n1)g(m+ s− n1) = 0
for any s sufficiently large. Since g(p) = (q4 − 1)q−2p−2 for p ≥ 1, we will get
(q4 − 1)q−2(m+s+1)
∑
n1
q2n1A(n1,m− n1) = 0
implying
∑
n1
q2n1A(n1,m−n1) = 0. Note that this relation does not depend on s.
Choose now the smallest among n1, say n1 = r, with A(n1,m − n1) 6= 0 and
apply Ωψ(−r):
Ωψ(−r)P = A(r,m−r)x(m−2r)γ
s+
∑
n1
A(n1,m−n1)g(m−n1−r)x
−(m−2r)γs = 0,
Now∑
n1
A(n1,m− n1)g(m− n1 − r) = (q
4 − 1)q−2m+2r−2
∑
n1
A(n1,m− n1)q
2n1 = 0.
Hence
0 = Ωψ(−r)P = A(r,m− r)x(m − 2r)γ
s,
but then A(r,m− r) = 0 which is a contradiction.
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We have Suppose m− 2r > 0. Then∑
n1
A(n1,m− n1)g(m− n1 − r) = (q
4 − 1)q−2(m−r+1)
∑
n1
q2n1A(n1,m− n1) = 0,
and ∑
n1
A(n1,m− n1)g(m− n1 − r)x
−(m− 2r)γs = 0.
Thus A(r,m− r) = 0, which is a contradiction.
If m = 2r then we have a unique monomial x−(r)2 in P due to the chosen
ordering. Hence,
Ωψ(−r)P = A(r, r)(1 + g(0))x
−(0)γs = A(r, r)(1 + q−2)x−(0)γs = 0
implies A(r, r) = 0. This is again a contradiction. Therefore, there exists s such
that Ωψ(s)P 6= 0. Note that in fact we proved that in the case |ξ| = 2, Ωψ(s)P 6= 0
for all s ∈ Z.
Lemma 7.0.12 implies immediately the following result.
7.0.14. Theorem. The algebra N−q is simple as a Kq-module.
7.0.15. Corollary. The form ( , ) defined in Proposition 5.0.7 is non-degenerate.
Proof. By Proposition 5.0.7 the radical of the form ( , ) is a Kq-submodule of N−q
and since (1, 1) = 1, the radical must be zero. 
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