Abstract-This paper addresses parallel programming paradigms for nonlinear, explicit finite element simulations primarily employed for crashworthiness and occupant safety simulations in the automotive industry. The reliance of industrial design on computer simulation and state-of-the-art high performance computing architectures will be discussed as a motivation for the need for parallel implementations of such codes. Concrete descriptions of parallelisation strategies using shared-memory micro-tasking, message-passing, and high performance Fortran will be given for the industrial simulation code PAM-CRASHTM (and the related code PAM-SAFET" ), together with performance results on a variety of parallel platforms.
INTRODUCTION
Computer simulation of complex physical phenomena has developed out of the pure research arena into the industrial environment where it is now increasingly used as a design tool. One of the major factors in the industrial uptake of computer simulation for industrial design has been the availability of appropriate computing resources. Today's demands on design mean that high performance computing (HPC) is a crucial component in the design process. The subject of this paper will be to consider the exploitation of current and future parallel HPC systems in terms of three possible programming models, demonstrated for a particular application. However, references to similar activities in other application areas will be given.
A leading case of simulation as an industrial design tool, and the interdependence on leadingedge computing platforms, can be seen in the automotive industry with crashworthiness and occupant safety-exemplified in this paper by the commercial softwarepackages PAM-CRASHTM
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Typeset by AM-w PII: SO895-7177(99)00216-2 and PAM-SAFETM from Engineering Systems International. Indeed, a recent article in the electronic magazine for high performance computing, HPCWire, referred to the PAM-CRASH code as "HPC's first killer application". PAM-CRASH's development and acceptance as an industrial tool has been linked from the start with the availability of powerful computers. Simulations of very highly nonlinear phenomena in fluid and solid mechanics first became industrially attractive when run on large super-mainframe computers in the early eighties. The crucial barrier for running a full frontal car crash simulation overnight was reached, for example with the PAM-CRASH code in 1985, when the Volkswagen Polo crash benchmark case ran successfully and effectively on a Cray-1. It then became clear that industrial exploitation of automotive crash simulation was feasible and car manufacturers moved heavily into both crash and safety simulation. Since then, crash and occupant safety simulation has become an accepted industrial standard, and is used today by the vast majority of automotive manufacturers. Advances in both the modelling of physical phenomena and performance (arising from computer architecture advances and more efficient numerical algorithms) have led to an increase in the detail and complexity of models which can be handled, to the point where the position of numerical simulation has "moved-forward" in the design cycle. The numerical simulations are being used to influence the early designs of new automobiles, for example, rather than to make improvements to the design at a much later stage, when possibilities for modification are more restricted. With numerical simulation offering a more detailed analysis of the whole structure within a crash event, the experimental testing is often used only as a validation of the simulation.
If feasibility was the major concern in the early years of crashworthiness simulation, the availability of cheaper compute power has allowed attention to be shifted to the need for increased accuracy. At the same time, problems too large to even consider came within reach. While judicious modelling and skillful engineering may keep computational requirements reasonable, very often it has been found that precious time can be gained by a brute-force approach. Finer and more detailed models not only improve the accuracy of the results of a simulation but also often avoid problems of numerical stability. These fine models possess the additional advantages of being reusable for different types of tests, such as frontal, lateral, and rear impact. Other sectors of the transportation industry, such as the rail and aviation industries, are confronted with large data models due to the sheer size of the structures involved. In addition to the growth of individual model sizes, there has also been an increase in the number of different simulations to be performed due to the introduction of safety regulations of increased diversity and complexity.
The price to be paid is the dependence on increased machine power, and parallel computing is clearly the most cost-efficient solution.
The motivation of code users to use parallel computing is essentially the ability to adapt computing power to both the size and the criticality of the projects. The flexibility thus offered can hardly be overestimated. If, moreover, the code is scalable to a sufficient extent, a parallel system is an ideal solution. Furthermore, these systems, being scalable themselves, can evolve easily by adding additional processors and do not necessitate the important financial investment which is often required when an obsolete machine needs to be replaced by a more powerful generation.
Parallel systems make up a respectable part of ESI's installed solver base. After many years of experience with the shared-memory programming model, the step was taken towards the distributed-memory approach. The CAMAS and EUROPORT projects (funded by the European Commission within its IT Programme, ESPRIT-for further information on the projects and the PAM-CRASH related activities, see [l-4] and the references therein), together with the active support of the hardware industry and internal investments, have allowed the development of the necessary know-how. At this time, the first end-users are getting the first exposure to the resulting "MPP" code version (written using the message-passing paradigm). In the ESPRIT project EUROPORT-D [S] , this version is being tested on regular workstations, used as a parallel machine. Not only do networked workstations provide the "economic entry-point" to parallel computing for the smaller automotive suppliers, but they also allow the auto-manufacturers the possibility to both reduce the load on the dedicated parallel platform and exploit a large computational resource which would otherwise remain idle outside office-hours-for example, the large number of CAD-stations otherwise used only for interactive, graphical work. Although the message-passing approach does provide a high-performance solution, the complexity of the code implementation poses maintenance difficulties. A high-level approach would therefore be favoured, and the possibilities for using an extended HPF are being investigated within the ESPRIT Long Term Research project HPF+ [6] and topics and results from this project, will form the penultimate section of this paper.
The impact and importance of HPC simulation for design is not restricted to this single application. If one considers just the automotive industry, where numerical simulation has been included within the R&D activities for some time, one witnesses a real increase in the use of numerical simulation in the design phase. This shift from research topic to design tool is an ongoing process: in some areas the latest HPC developments are starting to allow design use; in other areas where numerical simulation is a well-established design tool, the frontiers of what is possible with simulation are being pushed back. This trend is not restricted to the major automotive manufacturers alone: their suppliers, often small-or medium-sized enterprises, are using numerical simulation in their design processes. The range of applications areas is ever broadening, some examples being: simulation of the design of the tools to be used in manufacturing processes, such as metal forming or extrusion blow-forming for plastic components; stress analyses of the car-body or component structures; fluid simulation of the external aerodynamics or in-cylinder combustion; electromagnetic compatibility analysis.
The exploitation of HPC technologies in industry is in no way limited to the automotive, or indeed general transport, area. References [3, 4] give numerous examples from a range of industrial problems benefiting from HPC simulation-as do several of the papers in the "Industrial Applications" section of the same proceedings volume [7] .
INDUSTRIAL CRASH AND SAFETY SIMULATION WITH PAM-CRASH/-SAFE
The PAM-CRASHTM and PAM-SAFETM codes are two of the ESI/PSI Group products that are built around the PAM-SOLIDTM core solver libraries. This means that they share the same basic algorithms and computational kernels and we will restrict the following brief introduction to solution algorithms to these core features. The reader is referred to references for further information about the modelling of materials and components, contact-impact detection and correction algorithms, and examples of range of applicability.
The codes are used for the numerical simulation of the highly nonlinear, dynamic phenomena arising in short-duration, contact-impact problems. The nonlinear explicit finite element method employed uses a Lagrangian formulation of the equations of motion of the nodes of the unstructured mesh constructed by the replacement of the physical model by an interconnected set of mechanical elements. Modelling of the materials involved in the physical model--sheet metals, metals, plastics, carbon-fibre composites, etc.-is done on an element level. This locality of discretisation enables all stress-strain calculations to be performed element-wise (giving a high degree of locality in parallel implementations!) and facilitates the use of a simple central difference time-marching scheme for the thus diagonalised equations of motion. For most industrial models, the majority of elements employed in the meshed object are four node thin shell (reduced integration) elements with elastic or elastoplastic material properties. However, these are supplemented by a whole range of, in part highly-specialised, mechanical elements: solids, beams, bars, spotwelds, springs, joints, etc.
The two basic computational components are the time-integration at nodal points, and "force calculations" on the elements defined by those nodal points. The time-integration calculates the accelerations, velocities, and finally new coordinates of the mesh, based on the existing forces at the nodal points, created/generated by the movement of the points at the previous timestep. The major computational costs of the algorithm occur in the calculation of the forces at the nodal points. These force calculations can be broken down into (essentially) stress-strain calculations and contact-impact calculations-the two having very different levels of data locality, when considering parallel implementations. (A simplification is taken here, though the bulk of the computation is covered. The reader is referred to the above-mentioned references for a description of special features, such as the handling of nodal constraint sets, rigid-body interactions, or airbag calculations.) The stress-strain calculations are performed over the elements. The calculation on each element requires as input the latest coordinates and velocities from only those nodal points defining the element. Once calculated, the force on the element is distributed as individual forces at the nodal points. These calculations produce the largest contribution to the overall computational cost (between 60% and SO%, depending on the particular model).
In contrast to the stress-strain calculations, the contact-impact algorithms used within the code have, in terms of data access, a pseudo-global nature. These contact algorithms serve to detect and correct penetration of structural components. This is achieved by first performing a proximity and penetration search, followed by a penetration correction procedure. Within the PAM-CRASH code, the latter is currently a penalty method, whereby contact forces are introduced at the impacting node and at the nodal points of the impacted segment. An implementation (or practical usage) issue which affects parallelisation is that the contact calculations are performed only within user-defined (and not necessarily disjunct) areas. Algorithmic aspects of the codes, specifically those affecting code parallelisation, will be raised again in Sections 4-6. In the following, we will illustrate current crash and safety practice by taking examples from the EUROPORT-D [5] partners for the automotive industry, followed by nonautomotive examples.
PAM-SAFE Applications at Automotive Suppliers
The companies TRW and PARS are suppliers to the automotive industry who use the PAM-SAFE code for their day-to-day simulations.
Computer simulation is used at TRW to find the best-suited airbag shape and volume, and the gas generator that will deploy the bag optimally for a given car interior, dummy position and type, etc. This includes verification runs for complex models, as well as parametric optimisations for simplified cases. For the complete optimisation of a single side-impact airbag, up to 100 different PAM-SAFE simulations are needed. A typical dummy model and side-impact airbag simulation is shown in Figure 1 .
At PARS, around 20 to 30 steering wheels are designed each year, each of which has to be analysed for numerous static and dynamic load cases before it can finally go into production. The incentive for parallel HPC deployment is to allow all these simulations to be performed in advance of the construction of the steering wheel production tool: typically, two to three (but sometimes as many as seven) design flaws are found after the first computer simulations. Major cost reductions can be achieved if tool redesigns can be avoided.
Intensive Crash and Safety Simulation at BMW
At the automobile manufacturer BMW, many thousands of highly complex simulations have to be performed each year. Since, within the next four to six years, vehicles will need to be designed entirely by computers, the computational demands will further increase quite dramatically. Though BMW already has several parallel HPC systems (with a total of around 200 processors) dedicated to crash and safety simulations, the anticipated growth in requirements will exceed current resources. This was the motivation to investigate the use of workstation networks within the EUROPORT-D project. The Europort-D results indicate that ten powerful workstations, connected by a 100 MBit network, are able to perform the analysis of a typical fully equipped car model (illustrated in Figure 2 ) overnight.
The financial benefits due to Simulation Based Design are enormous: the cost of a single prototype crash car amounts to 1 million DM and several tens of prototypes are needed for each design. Simulation, on the other hand, can be done at a cost of 150,000 DM for t,he initial finite element model and between 1,000 and 10,000 DM per variant. Moreover, computer simulation yields significantly more information than physical tests, leading to better quality products.
Nonautomotive Examples
Crashworthiness simulations are in no means restricted to the automotive industry. Crash analysis is an appropriate design tool for manufacturers whose products must be designed to withstand collisions. Such manufacturers include the transport industry itself and also those whose products will be transported: "containers" must be created to protect their contents-be they containers used within the nuclear industry or the external casings of electronic products or other consumer goods.
One example of an extremely large-scale crash simulation that has recently been performed comes from the rail transport industry. Typical railway car collisions include frontal collisions with a moving or fixed object, side impacts with obstacles such as electrical poles after derailment, and collisions between different cars after derailment. For the simulation whose finite element model is illustrated in Figure 3 , a detailed model of the locomotive from a two-level TGV was used by GEC Alsthom to perform a crash analysis of the locomotive structure in collision with a stationary carriage (the obstacle and towed wagons were modelled less accurately). 
PARALLEL PROGRAMMING PARADIGMS -BACKGROUND
With the growth in availability of a range of parallel HPC systems over the last ten years-this growth despite the demise of some vendors and/or discontinued architectures lines-there has been a great deal of research and development activity to provide efficient, portable and, as far as possible, high-level programming models and languages for these systems. Before discussing some commonly used high-level programming paradigms for parallel machines, we will first mention a level of parallelism which is already well understood, and which we will assume to be both given and compatible with inclusion within the other approaches: vectorisation, enabled through pipelined parallel operations/instructions of the computations.
Following around twenty years of development, compiler technology can now allow the applications programmer to specify this level of parallelism via loop-based directives and achieve an extremely high-level of performance. Current state-of-the-art vector processors still suffice for many applications; for example, the NEC SX-4 vector processor has a peak vector performance of approximately 2 Gflops. However, there are many areas, including crash and safety simulation, which require another order of magnitude increase in performance, or indeed several orders of magnitude when one considers the applications driving the ongoing multi-Tera-Flop architecture developments, and thus, the need for the concurrent use of parallel processors. One solution is the vector-parallel architecture, which can take the form of a shared-memory vector computer (such as the "single-node" NEC SX-4, or the Cray platforms up to and including ihe T90), a distributed-memory vector computer (a current example being the Fujistu VPP-series), a mixture of the two (as in the multinode version of the NEC SX-4). The alternative, ignoring the very fine-scale parallelism exhibited within the processors themselves, is to seek parallelism exclusively through concurrent use of multiple processors-the RISC-based "MPP" platforms using either distributedor shared-memory, the latter being also referred to as 'symmetric' multiprocessor machines (SMPs) .
Shared-memory systems have been around for well over ten years now, and the standard technique to program these machines, adopted by most developers of large application codes, has been and still is the loop-based parallelism, with the compilers generating the parallel code based on directives inserted by the user. This approach can be referred to as micro-tasking or autotasking. Its major advantage is the simplified maintenance of a code which runs unchanged on a sequential machine-the parallelisation assigns loop sections to processes or execution threads each having the same view of the global, shared address space.
In terms of the amount of modification required within the application code, this programming paradigm is by far the easiest for the application programmer. Two areas of activity related to this programming model should also be noted at this point.
l The ease of "shared-memory programming" (in the above sense) has led many groups to investigate the provision of a shared-memory programming model on a distributedmemory machine via software-virtual shared memory (or shared virtual memory). Some examples can be found in [11, 12] In addition, the functionality offered is rather low-level and the Fortran interface is currently incomplete.
Given these disadvantages, its general adoption in the industrial, scientific community may be put in question.
The introduction of distributed-memory parallel machines brought with it the use of explicit message-passing as parallel programming model. Though requiring the programmer to carefully design (or redesign) data structures and data decomposition, and despite the tag of "the assembler of parallel programming" which is sometimes applied to it, the high efficiency of parallel code execution which can be achieved has led to ever increasing levels of adoption.
Indeed, the effective aim of the EUROPORT project [3, 4] , which was achieved most successfully, was to demonstrate the feasibility of porting industrial simulation codes to parallel platforms using the messagepassing programming paradigm.
Portability between platforms was an issue which was addressed from the early stages of the distributed memory platform and associated software developments-but a single standard interface, MPI [14-161, is only now establishing itself with implementations available on all major parallel platforms, including shared-memoq machines.
Results produced within the EURO-PORT project were achieved using forerunners of MPI, namely PARMACS 1171 and PVM [18] . The version of the PAM-CRASH code used within the EUROPORT benchmarking activities had variants in both these interfaces. Within the ESPRIT project PHAROS [22, 23] , several full industrial codes were able to be ported to HPF, using commercial compilers implementing the HPF-1 language definition [19] .
Although proving the feasibility of industrial code porting with HPF, the codes investigated involved data structures that were "sympathetic" to the language and final absolute performance achieved was well below that possible with explicit message-passing in many cases. Nevertheless, the porting effort involved was significantly less.
The exploitation of HPF for codes with irregular data and/or algorithmic structures (as exhibited, for example, by unstructured mesh finite element codes like PAM-CRASH) poses a much greater challenge. Studies [24] carried out following, the definition of the HPF-1 language indicated that the available constructs of HPF-1 were inadequate for the requirements of irregular, unstructured industrial applications. This inadequacy motivated the developments undertaken within the ESPRIT project HPF+ [6] , whose central aim was to support and accelerate the development of the HPF language in order that a much wider range of applications may be efficiently parallelised using a high-level language approach. The project focused on complex, scientific applications that involve irregular constructs: unstructured meshes, irregular data structures, computational tasks with dynamically changing costs and data accesses. The evaluation of language constructs was performed by using a sequence of benchmark kernels. These kernels include (or represent) various features and levels of completeness from irregular scientific codes, including PAM-CRASH (the other two codes were the computational fluid dynamics code, FIRE, from the company AVL and the integrated forecasting system, IFS, from the European Centre for Medium Range Weather Forecasting).
SHARED-MEMORY PARALLELISATION
The shared-memory parallelised version of PAM-CRASH available on several shared-memory vector or SMP platforms uses auto-tasking as programming paradigm. Compiler directives are introduced into the code to indicate that particular loops may be executed in parallel-the loop being split and assigned to different parallel threads (of execution). These are supplemented by the inclusion of special constructs for the handling of sections that would actually contravene the correct concurrent execution of the parallel threads.
An example of this is the sum-scatter actions occurring when elemental forces are assembled into nodal vectors. One commonly used approach is to use locks to guarantee that this critical code section is run sequentially (thus avoiding multiple threads attempting to write to the same memory location). However, this sequentialises a whole loop or code section while the actual conflicts will only occur for a small percent of the elements handled. An alternative is to rearrange calculations and store partial results in "thread-local" variables, which are then summed in a second calculation phase.
Although the parallelisation is loop-based, its implementation is such that a coarse-grained parallelisation results. This is because the specified loops appear in subroutines "high" in the calling tree and either involve calls to subroutines which perform calculations over groups of elements or involve loops over all (or almost all) the full set of elements. Such coarse-grained *Through the use of extrinsic interfaces within HPF-1 and task parallel features in HPF-2, the programmer has the possibility to adapt his application beyond what is commonly understood as the data parallel approach, for example, by interfacing to routines exploiting message-passing. The reasons for performance degradation with respect to that achievable with message-passing was discussed in some detail in [l], with particular attention being paid to the behaviour on the SMP platforms tested. An overview of the features that are inherent to the shared-memory auto-tasking approach is given below. Critical Code Sections. Although the equivalent code sections in the message-passing version also give rise to overheads (in the form of communications), the typical solution within the autotasking approach of introducing memory locks, as described above, is extremely expensive and is a nonnegligible source of performance loss.
MESSAGE-PASSING PARALLELISATION
The message-passing parallelisation of PAM-CRASH has been described in some detail in references [25, 26] and the performance of the code, based on the benchmarking work within the EUROPORT project, was demonstrated in [l] . The reader is referred to [27, 28] for more information about the static domain partitioning approach and on the problems arising due to the inclusion of the contact-impact algorithms. The topics discussed for the latter include the pseudo-global nature of the communications patterns, the static and dynamic load imbalance, and the necessity to remove even small parts of nonscalable code. In this section, we will give a brief overview of the parallelisation approach and then present more recent performance behaviour, in particular from the EUROPORT-D results, for both dedicated (tightly coupled) platforms and networked workstations.
The message-passing parallelisation approach employed for the PAM-CRASH code is domain (or mesh) partitioning. With this approach, the computational domain (mesh) is partitioned and concurrent processes are assigned the task of performing all computations for a particular partition of the mesh. The message-passing communication constructs introduced serve to allow the localised computations to maintain, as far as possible, the execution behaviour of the sequential algorithm. An important point to note is that the mesh-partitioned parallel code involves fully parallel execution: with the possible exception of input-output phases or data initialisation, no sequential code sections remain.
To date, static mesh partitioning has been used in conjunction with this version of PAM-CRASH. That is, mesh partitions are calculated prior to the simulation, which aim to equally distribute computational load across processes and minimise communication between processes.
This optimisation is based on a cost model that assumes: computational costs may vary across the mesh (this is handled by the definition of element weighting) but are invariant over the duration of the simulation; communication occurs across the boundaries of the subdomains of the partition. Illustrations of static mesh-partitioning algorithms and the resulting partitions as used in the code can be found in [25] . An element-based partition does correspond to the major computational tasks occurring in the code and contact-impact calculations could be taken into account to some extent in the element weighting (11. With the unique assignment of elements to processes, the noncontact components of the solution scheme (time-integration + stress-strain force calculations) can be efficiently parallelised by the provision of sub-domain interface communication. However, the two underlying assumptions of the static partitioning approach are far from being true for the contact-impact calculations.
(i) In order to enable contact search procedures to be performed locally, more complex communication constructs need to be introduced-based on the dynamically varying results of the search routines. (ii) Experience with the EUROPORT benchmark models has shown that load imbalance created by the contact-impact calculations is the major factor governing the scalability of the algorithms.
Research within the ESPRIT Long Term Research project DRAMA [26] , commenced in October 1997, will be addressing such changing computational and communications loads by the use of dynamic mesh repartitioning. Such repartitioning will also then enable efficient parallel execution of Finite Element codes employing adaptive meshing components.
The domain partitioning approach has been used successfully for the parallelisation of many mesh-based simulation codes (or indeed for a range of other applications, including 'mesh-free' particle methods)-for instance, many of the EUROPORT codes used domain partitioning [3-51.
For explicit time-marching algorithms, it is quite possible to maintain the exact sequential execution pattern, so that the parallel performance is 'only' a question of communication overhead minimisation. For algorithms involving implicit components, algorithmic changes may be necessary if high parallel efficiency is to be achieved, which may mean that the numerical behaviour is altered.
Performance on Dedicated Parallel Platforms
Within the EUROPORT benchmarking activities, the prototype message-passing PAM-CRASH code was ported to a range of distributed-memory machines. The parallel performance achieved depends heavily on the particular model being simulated, the most challenging models being those with a high-percentage of elements included in (user-defined) areas within which contact-impact calculations are performed. Details of the benchmarking results can be found in [l], with some additional results on the 128 processor Parsytec GC Power Plus machine in [28] . When considering the performance results, the following should be noted. Since the absolute job elapsed times for the message-passing version executed on a single processor are essentially (with negligible differences) those of the sequential code version, the comparison of parallel speedups is, in this case, equivalent to a comparison of absolute wall-clock timings.
Included within the EUROPORT benchmarking results were comparisons of timings achieved with both the auto-tasking and message-passing code versions on an SMP platform-the Silicon Graphics Power Challenge. What was discovered, and reasons for the behaviour are discussed in [l] , was that a far higher code scalability was achieved with the message-passing versionwhich means, with the same absolute performance at low processor numbers, greatly reduced total simulation times at higher processor numbers. This type of behaviour has been maintained in more recent product versions of the code. A comparison has been carried out with a standard BMW frontal impact benchmark test (employing an enhanced self-contact algorithm and involving a total of approximately 60,000 elements) on the Silicon Graphics Origin 2000 (a physically distributed-memory machine which has hardware and system software support to allow the user to the view of a shared-memory platform). Figure 5 presents this comparison. 
Performance on Workstation Networks
PAM-SAFE examples from the EUROPORT-D project [5] were described in Section 2. One of the main interests of the partners in that project was to investigate the effectiveness of exploiting available clusters of workstations as parallel machines. What arose from the project investigations was that, depending on the size of the underlying problem and its degree of homogeneity, the code could be run efficiently on up to around ten workstations given a reasonably fast interconnect (such as fast Ethernet). The following examples of performance show the advantages and limitations of the workstation network as parallel platform. The integrated car model illustrated in Figure 2 (and involving approximately 84,000 elements, and a whole variety of code options) was run on 6 SGI 4400/250MHz workstations using the CDDI" interconnect at BMW. Given the practicality limitation that testing should not overlap with daytime interactive use, the overnight run covered only about one quarter of the total simulation length (approximately 30.1 ms of the crash). An extrapolation, to 54.5 hours, confirms that jobs of this size may be run over the weekend. With the excellent scalability observed on 2Copper Distributed Data Interconnect.
da&sets ten times smaller, one may safely predict overnight feasibility when using some ten to 12 of the considerably faster RlOOOO workstations. It must be said that current full car models, consisting of up to one quarter of a million elements, are not suitable for execution on the workstations and will continue to be run on dedicated parallel platforms.
In order to stay competitive and to keep (or even reduce) the production time for their side impact airbag systems, TRW urgently needs to reduce the overall time required for the simulation of today's advanced models to that required by yesterday's simpler ones. The performance of the parallel, message-passing (PVM) version demonstrated that the employment of PAM-SAFE on workstations connected by Fast Ethernet could result in a reduction of run times by a factor of 3-4. Complex verification runs could be performed in 20 hours or less (instead of two to three days), and, as part of optimisation processes, individual simulations could be performed in three (rather than 12) hours.
The problem addressed by PARS in the EUROPORT-D project was the simulation of a die-cast steering wheel impacted by a rigid cylinder. The steering wheel is modelled using 8,586 hexahedral solid elements. The duration of the simulation is 40ms. Because of the very small stable time step, O.O94microseconds, the case takes over four days to run on a Power Indigo2 workstation (R8000/75 MHz processor). Due to the small number of elements, scalability with the test case was expected to be low. Nevertheless, it was hoped that parallel speed-up could be obtained on two to four workstations. On a network of 4 Silicon Graphics R4400/100MHz machines with a lo-base-T interconnect, a parallel speed-up of 2.76 was achieved. An extrapolation from a 13-hour partial test run, covering 30% of the final time, on the BMW workstation network, using six SGI 4400/250 MHz machines connected by a fast CDDI network produces a total simulation times estimate of around 40 hours. This would satisfy one of PARS' aims to achieve weekend job turnaround.
HPF+ PARALLELISATION
As discussed in Section 3, the ESPRIT project HPF+ is developing extensions to the High Performance Fortran language with the aim of allowing efficient high-level parallelisation of irregular codes. Within the project, two levels of PAM-CRASH-related benchmarks have been developed to assist with both the definition of language requirements and the evaluation of the language via its implementation in the VFC compiler from the University of Vienna [6] . The generic crash kernels are designed so that they represent specific, important features within the PAM-CRASH code from ES1 but in a much-simplified form. The computational sections of these kernels are intended to 'reflect the type of computations being performed-through the simplifications included, the calculations are neither optimised for performance nor produce physically realistic results. The aim in producing the generic kernels was to assist the language and compiler developers to a more rapid understanding of the key issues in the PAM-CRASH code, before dealing with the full benchmark kernels from ESI.
In the following, we will give an introduction to the HPFf parallelisation by showing examples of parallel code fragments from the generic kernels and performance results from both generic and full benchmark kernels. The results illustrate the comparative performance of HPF+ and HPF-1 parallel kernels (meaning kernels exploiting the features of the two language deiinitionssee [6, 19, 20] ) with respect to hand-coded message-passing (MPI) versions. Since the intention is to give a first insight into the programming approach (and what can be achieved with it), attention will be restricted to the simplest kernels, which exclude contact-impact algorithms. For further information, the reader is referred to [6, 29] .
The dominant computational section of the PAM-CRASH calculations, as discussed in Section 2, handles the stress-strain calculations in the elements. Within the generic kernels, this is emulated via calculation over four-node elements as illustrated in the HPF+ code fragment in Figure 6 . For the inspector-executor compilation strategy employed in the VFC compiler, the result of the REUSE directive is that the (computationally expensive) inspector-phase need only be executed once. Whereas the former options may be found (perhaps in a modified form) in the HPF-2 developments, the latter belongs to the work-in-progress category.
The combination of indirect addressing and the reduction operation poses problems for the commercial HPF compilers tested. However, an alternative to the second loop in the above code fragment is presented by use of the HPF library function SUM-SCATTER, giving the replacement code shown in Figure 7 . The implementation of the full PAM-CRASH benchmark kernel for the Portland Group compiler also used such a replacement. do ic = I, 6 f = SUM_SCATTER(aforce(ic,:,:), f, ic, ix> end do The basic shell-element force calculation shown above is embedded within a time-stepping loop-which provides the mechanism by which REUSE can provide performance gains-and is followed by the node-based acceleration-velocity-displacement update (as described in Section 2). The latter should not contribute to communication overhead (given that these quantities are all distributed in the same way). The modelling of these operations in generic kernel is illustrated in Figure 8 .
The code section in Figure 8 provides an example of possible drawbacks in moving from F77 to F90: while code clarity is indeed greatly improved, certain F90 compilers are unable to generate code which is as efficient as the original F77 version (as used, incidentally, in the MPI kernel).
One reason for this is that a DO loop around the assignments to the six components of the array f would avoid cache-use based on a single stride-6 access. One additional source of significant overhead seen with F90 compilers is the copy-in/copy-out problem at subroutine boundaries. Some F90 compilers do not check for contiguous memory layout of actual arguments, copying instead those structures to temporary contiguous memory locations even though this may be unnecessary. Thus, programs with many subroutine calls will show significant performance degradation. The scalability of the HPF+ version of the generic kernel, as realised by the VFC compiler (release 0.92), in comparison with the hand-coded MPI code is illustrated in Figure 9 . The platform used was a 128 processor NEC Cenju-3, a distributed-memory machine employing VR 4400 (75 MHz) processors and a multistage interconnect network. The model problem was a simple box with mesh of size 4 x 40 x 160, with 1000 (time-step) iterations being performed. The REUSE feature is critical in allowing the performance to approach that of the MPI code--without this, the simulation times are an order of magnitude higher (see [29] ). Nevertheless, the achievement of scaling similar to that exhibited by the MPI code is at a cost of a large overhead for the case of a single processor-only part of which can be attributed to a performance loss when moving from Fortran 77 to Fortran 90. No. Processors Figure 9 . Generic crash kernel-HPF+ and MPI comparison on the NEC Cenju-3.
The problems faced by commercial compilers when dealing with such irregular codes are exemplified by the performance results achieved with the full PAM-CRASH benchmark code on a Cray T3E (DEC 300 MHz processors) using the Portland Group compiler (release R2.3). "Internal speed-ups" achieved with both HPF and MPI kernels for a box-beam model (with approximately 35,000 elements) showed very similar scaling behaviour up to 64 processors (speed-ups around 40 in both cases). With 128 processors, the gain with the HPF code was either much reduced or negligible (depending on compiler flags) whereas the MPI kernel still exhibited a speed-up of over 80. However, the term "internal speed-up" has been used here to indicate parallel speedups calculated with respect to the single processor version of each individual code. This allows the scaling with processor number to be most clearly demonstrated.
In fact, an investigation of elapsed times again reveals an enormous overhead being generated for the HPF code: on one processor the HPF code was approximately seven times slower than the native F90 compiler (and thus also the MPI code).
CONCLUDING REMARKS AND FUTURE OUTLOOK
Within the last few years, message-passing has been adopted within industrial simulation codes to the extent that it has joined the shared-memory (micro-or auto-tasking) approach as a commonly used parallel programming paradigm for industrial strength simulation. Although code maintenance and development within this paradigm still poses challenges-debugging can be a particularly difficult task-the combination of larger-scale parallel systems with an increasing volume and complexity of simulations to be performed within reduced time-frame design cycles suggests that the dominant programming model in the near future will be message-passing. Although the high-level approach of HPF has a potential for greatly reduced software development and maintenance costs, the current level of performance achievable for irregular applications with current commercial compilers precludes its exploitation.
Research activities such as those undertaken in the HPF+ project indicate that the way forward is via an extended language, which must then be enabled via highly efficient compilation strategies.
The examples of parallel crash and safety simulation included within the paper have demonstrated the sort of timesaving benefits that can be achieved by employing HPC technology within industrial design. However, research and development into HPC exploitation must continue in order to ensure that the future design environment time-constraints are met. Two important areas identified for future developments are: dynamic load-balancing, which enables major cost reductions via efficient parallel adaptive meshing and highly scalable codes for very large machines; integruted/coupled'systems, which includes the coupled interaction of multiple simulations codes for problems of a higher complexity (such as fluid-structure interactions), and the inclusion of simulation codes within a complete design environment (often referred to as concurrent engineering).
