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We derive an inequality for the linear entropy, that gives sharp bounds for all finite dimensional
systems. The derivation is based on generalised Bloch decompositions and provides a strict im-
provement for the possible distribution of purities for all finite dimensional quantum states. It thus
extends the widely used concept of entropy inequalities from the asymptotic to the finite regime, and
should also find applications in entanglement detection and efficient experimental characterisations
of quantum states.
I. INTRODUCTION
Entropy is a widely used concept in various fields. In information theory, entropy is a measure of uncertainty or
lack of knowledge about a given system described by a random variable. In a quantum setting this random variable
is a density operator, describing the state of a system, and the entropy is a function of this density operator. So the
entropy is an intrinsic property of a state and not an observable. Entropy inequalities characterise the distribution
of entropy, and thus the distribution of information, in the various parts of a multipartite system. Therefore entropy
inequalities are also referred to as the laws of information theory. Let us illustrate this concept for the best understood
entropy measure, the von Neumann entropy
S(ρ) := −Tr ρ log2(ρ). (1)
Assume we have an n-partite quantum system A[n] := A1...An in the state ρA1...An ∈ HA1⊗· · ·⊗HAn . The reduced
density operator ρAI = ρAi1 ...Ai|I| := TrAIc (ρA[n]) (where ∅ 6= I ⊆ [n]) describes the state of the subsystem AI . We
call the vector
~v(ρA[n]) :=
(
S(ρA1), ..., S(ρAn), S(ρA1A2), ..., S(ρA1...An)
)
(2)
an entropy vector. Which points in R2n−1 are entropy vectors? Since the density operator is non-negative definite
and normalised to Tr ρ = 1, the entropy is always non-negative and all entropy vectors lie in the non-negative orthant.
Every additional inequality reduces the possible set of entropy vectors. The remaining entropy vectors form a set,
whose closure is a cone, called the entropy cone.
Cn := {~v(ρ)| ρ a density matrix} (3)
For a detailed discussion in the classical case see Chapter 13. -15. of [1].
For the von Neumann entropy the best-known inequalities are
non-negativity : S(ρA) ≥ 0 (4)
triangle inequality or Araki-Lieb (AL) : S(ρAB) ≥ |S(ρA)− S(ρB)| (5)
subadditivity (SA) : S(ρA) + S(ρB) ≥ S(ρAB) (6)
weak monotonicity (WM) : S(ρAB) + S(ρBC) ≥ S(ρA) + S(ρC) (7)
strong subadditivity (SSA) : S(ρAB) + S(ρBC) ≥ S(ρABC) + S(ρB) (8)
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2This set of inequalities is not minimal, in fact they can all be derived from strong subadditivity (8), or equivalently
weak monotonicity (7), see [2] and [3]. An inequality derived from this set (i.e. SSA) is called a von Neumann
inequality. It turns out, that every inequality for bi- or tripartite quantum systems can by derived from strong
subadditivity. For the classical analogue, the Shannon entropy, there are known counterexamples for n-partite systems
with n ≥ 4. Contrary to the Shannon entropy, no unconstrained non-von Neumann inequalities are known for n-partite
systems (n ≥ 4) yet. See [4], [5] and [3].
If the axioms defining the von Neumann entropy uniquely ([6]) are weakened, they allow more general classes of
entropies. The most prominent families of parametrised entropies are the Re´nyi entropy and the Tsallis entropy.
Definition 1 For a density operator ρ ∈ H and a positive constant α, the Re´nyi entropy Sα(ρ) is given by
Sα(ρ) :=
1
1− α log2 Tr(ρ
α) (9)
It has been shown in [7], that the only possible inequalities for every n-partite system for the Re´nyi entropy with
0 < α < 1 are the non-negativity of the entropy of the system and all possible subsystems.
”Somewhat surprisingly, we find for 0 < α < 1, that the only inequality is non-negativity: In other words, any
collection of non-negative numbers assigned to the nonempty subsets of n parties can be arbitrarily well approximated
by the α-entropies of the 2n−1 marginals of a quantum state.” [7]
For α > 1 it is shown in the same paper that there are no further linear (even homogeneous) inequalities. But since
other inequalities are known, the set of entropy vectors is not a cone anymore for α > 1.
For the special case α = 0, the Re´nyi entropy becomes the quantum Hartley measure, also known as the Schmidt
rank of the density operator. For this entropy there are again other inequalities besides non-negativity, see [8].
Definition 2 The Quantum Tsallis q-entropy is defined as (see [9])
Sq(ρ) :=
1
q − 1(1− Tr(ρ
q)) (10)
for ρ a density matrix and q > 0 a real number.
For q > 1 the Tsallis entropy is bounded by Sq(ρ) ≤ 1−d1−qq−1 ≤ 1q−1 , where d is the dimension of the Hilbert space.
Equality in the first inequality holds only for the completely mixed state.
Audenaert [10] proved 2007 that the Tsallis entropy for q > 1 is subadditive. The subadditivity of the Tsallis
entropy follows from the following lemma, but is a weaker statement.
Lemma 1 Let ρAB be a density operator of a bipartite state on a finite-dimensional Hilbert space H1 ⊗ H2 and
‖ρ‖q := (Tr(ρq)) 1q the Schatten q-norm. Then for q > 1 the following holds
‖ρA‖q + ‖ρB‖q ≤ 1 + ‖ρAB‖q (11)
Further the Tsallis entropy is known to not satisfy strong subadditivity.
Both the Re´nyi and the Tsallis entropy, in the limit q → 1, converge to the von Neumann entropy. The Re´nyi
entropy can be calculated from the Tsallis entropy by
Sq(ρ) =
1
1− q log2
(
1− (q − 1)Sq(ρ)
)
(12)
so inequalities for the Tsallis entropy can be reformulated as inequalities for the Re´nyi entropy and vice versa.
In this paper we restrict ourselves to the Tsallis 2-entropy, also known as linear entropy
SL(ρ) := 1− Tr(ρ2) (13)
The linear entropy is of remarkable interest for quantum information theory. It is obviously closely related to the
purity (γ(ρ) = Tr(ρ2) = 1 − SL(ρ)) of a quantum state and is therefore also called the impurity. The purity as
information measure was introduced in [11]. Important entanglement witnesses arise from the linear entropy. If the
linear entropy of a subsystem is greater then the entropy of the composite system, it follows that there is nonclassical
correlation. Further it is easily represented in the Bloch representation. Using the Bloch decomposition (A2) and Eq.
(A3) the linear entropy can be written as
SL(ρ) = 1− 1
d
(
1 + ‖~b‖2) (14)
3where ~b denotes the Bloch vector.
We have already seen how the Tsallis entropy can be transformed into the Re´nyi entropy by Eq. (12). In the case
of the linear entropy this gives the Re´nyi 2-entropy, also known as collision entropy. This is an important entropy for
many applications, e.g. privacy amplification in quantum cryptography.
The linear entropy can be seen as the linear approximation to the von Neumann entropy at pure states. Therefore
the efficient calculation in contrast to the von Neumann entropy makes it also attractive for practical use in larger
systems.
We already know that the linear entropy, as a special case of the quantum Tsallis entropy, is non-negative and
bounded.
0 ≤ SL(ρ) ≤ 1− 1
d
=: D (15)
where we have equality in the first inequality iff ρ is a pure state and equality in the second iff ρ = 1dd , i.e. completely
mixed. The dimension dependent constant D denotes the maximal attainable entropy for a state in a Hilbert space
with dimension d.
Moreover, the linear entropy is subadditive and pseudo-additive for product states
SL(ρAB) ≤ SL(ρA) + SL(ρB) (16)
SL(ρA ⊗ ρB) = SL(ρA) + SL(ρB)− SL(ρA)SL(ρB) (17)
From subadditivity the Araki-Lieb inequality can be derived via purification, i.e.
SL(ρAB) ≥ |SL(ρA)− SL(ρB)| (18)
For an alternative proof see [12].
It is known that the linear entropy is not strongly subadditive, only a weaker version holds, [13].
Recently Appel et al. [14] have discovered two new inequalities, the first is a dimension dependent version of the
strong subadditivity
Theorem 1 For a tripartite quantum system ρABC we find the following entropy inequality for the linear entropy
SL(ρABC) = 1− Tr(ρ2ABC):
SL(ρABC) +
1
dAdB
SL(ρC) ≤ 1
dB
SL(ρAC) +
1
dA
SL(ρBC) +
dAdB + 1− dA − dB
dAdB
(19)
The second inequality is non-linear and dimension dependent
Theorem 2 For all ρAB and the linear entropy or Tsallis 2-entropy
1− dAdB
4
(1− SL(ρAB) + 1
dAdB
)2 ≤ SL(ρA) + SL(ρB)− SL(ρA)SL(ρB) (20)
Furthermore from Lemma 1. one can derive
Lemma 2 For the linear entropy the following inequality holds
SL(ρAB) ≤ SL(ρA) + SL(ρB)− 2(1−
√
1− SL(ρA))(1−
√
1− SL(ρB)) (21)
for √
1− SL(ρA) +
√
1− SL(ρB) ≥ 1 (22)
and is sharper than subadditivity.
4Proof
In the case q = 2, Lemma 1. states
‖ρA‖2 + ‖ρB‖2 ≤ 1 + ‖ρAB‖2 (23)
Using ‖ρ‖2 =
√
Tr(ρ2) this becomes √
Tr(ρ2A) +
√
Tr(ρ2B)− 1 ≤
√
Tr(ρ2AB) (24)
Under the assumption that the left hand side is positive, both sides can be squared. Using SL(ρ) = 1−Tr(ρ2) one gets
SL(ρAB) ≤ SL(ρA) + SL(ρB)− 2(1−
√
1− SL(ρA))(1−
√
1− SL(ρB)) (25)
But the left hand side of Equation (24) is positive exactly when√
1− SL(ρA) +
√
1− SL(ρB) ≥ 1 (26)
This inequality is sharper than subadditivity, since 0 ≤ SL(ρA), SL(ρB) ≤ 1.
II. INHOMOGENEOUS SUBADDITIVITY
The inequality in Theorem 1. from [14] can be reduced to give an inequality for bipartite systems.
Lemma 3 For any bipartite quantum system ρAB ∈ HA ⊗ HB with the two subsystems ρA = TrB(ρAB) and ρB =
TrA(ρAB) we have
SL(ρAB) ≤ 1
dB
SL(ρA) +
1
dA
SL(ρB) +
(dA − 1)(dB − 1)
dAdB
(27)
where dA = dim(HA) and dB = dim(HB) denote the dimensions of the two partitions.
Since these equations have a constant term, the inequality in Lemma 3. will be called inhomogeneous subadditivity
(ISA) and the inequality from Theorem 1. strong inhomogeneous subadditivity (SISA).
This result follows either from Theorem 1. of [14] and pseudo-additivity or directly from the Bloch decomposition.
Proof
If we take the inequality in Theorem 1.
SL(ρABC) +
1
dAdB
SL(ρC) ≤ 1
dB
SL(ρAC) +
1
dA
SL(ρBC) +
dAdB + 1− dA − dB
dAdB
(28)
and now assume that we can write the state as a product state ρABC = ρAB ⊗ ρC , where ρC = |φ〉〈φ| is a pure state,
we can rewrite the inequality using pseudo-additivity(
SL(ρAB) + SL(ρC)− SL(ρAB)SL(ρC)
)
+
1
dAdB
SL(ρC) ≤ (29)
1
dB
(
SL(ρA) + SL(ρC)− SL(ρA)SL(ρC)
)
+
1
dA
(
SL(ρB) + SL(ρC)− SL(ρB)SL(ρC)
)
+
dAdB + 1− dA − dB
dAdB
and since ρC is pure we have SL(ρC) = 0 and it follows
SL(ρAB) ≤ 1
dB
SL(ρA) +
1
dA
SL(ρB) +
(dA − 1)(dB − 1)
dAdB
(30)
For an alternative proof see the Appendix B 1.
It turns out that this inequality is tighter than the inequality from Theorem 2.
Proposition 1 The inequality from Lemma 3. is always sharper than the inequality in Theorem 2. from [14].
For a proof see the Appendix B 2.
5III. DIMENSIONALLY SHARP SUBADDITIVITY
We now introduce a new inequality for the linear entropy. It is a dimension dependent inequality, which is sharper
than subadditivity and in fact turns out to be the sharpest possible for every dimensions of a bipartite system.
Therefore we call it dimensionally sharp subadditivity (DSSA).
Theorem 3 Let ρAB ∈ HA ⊗HB be the state of a bipartite quantum system. Then the following inequality holds
SL(ρAB) ≤ SL(ρA) + SL(ρB) (31)
− 2DADB
(
1−
√
1− SL(ρA)
DA
)(
1−
√
1− SL(ρB)
DB
)
under the assumption that
SL(ρA) ≤ DA
(SL(ρB)
DB
− 1 + 2
√
1− SL(ρB)
DB
)
(32)
where DA =
dA−1
dA
and DB =
dB−1
dB
.
To prove this theorem, we first need some intermediate results, where we would like to point out that they are
interesting in their own right.
Lemma 4 Let
{
Xi
}d2−1
i=0
be a basis for the Hilbert space H, with Hermitian traceless operators (except X0 = 1d) and
Tr(XiXj) = dδij.
Then
√
d− 1 1d ±X is a positive semi-definite operator.
Proof
For X0 = 1d the statement is obvious, since d ≥ 2.
Let now µk be the eigenvalues of a given Xi, i 6= 0.
We know that
d−1∑
k=0
µk = 0 = Tr(Xi) and
d−1∑
k=0
µ2k = d = Tr(X
2
i ).
If we optimise any µk (with Lagrange) we get µk = ±
√
d− 1 and therefore in general ±µk ≤
√
d− 1. So we know
that
√
d− 1 1d ±X is a positive semi-definite operator.
Lemma 5 Let HA and HB be Hilbert spaces with dimension dA and dB respectively. Define a basis for each Hilbert
space by
{
Xi
}d2A−1
i=0
for the Hilbert space HA and
{
Yj
}d2B−1
j=0
the Hilbert space HB. We require all bases to consist
of Hermitian traceless operators (except X0 = 1dA , Y0 = 1dB ) that fulfil Tr(XiXj) = dAδij and Tr(YiYj) = dBδij
respectively.
Then for all such basis elements Xi and Yj the inequality
|〈Xi ⊗ Yj〉| ≥
√
dB − 1|〈Xi ⊗ 1〉|+
√
dA − 1|〈1⊗ Yj〉| −
√
dA − 1
√
dB − 1 (33)
holds.
Proof
Pick a basis element of each basis, denoted by X and Y .
By the previous lemma
√
dA − 1 1dA ± X and
√
dB − 1 1dB ± Y are positive semidefinite, and so is their product.
Hence we can write
0 ≤
〈
(
√
dA − 11±X)⊗ (
√
dB − 11± Y )
〉
(34)
6And we can derive four different inequalities
0 ≤
√
dA − 1
√
dB − 1 +
√
dB − 1〈X ⊗ 1〉+
√
dA − 1〈1⊗ Y 〉+ 〈X ⊗ Y 〉 (35)
0 ≤
√
dA − 1
√
dB − 1−
√
dB − 1〈X ⊗ 1〉+
√
dA − 1〈1⊗ Y 〉 − 〈X ⊗ Y 〉 (36)
0 ≤
√
dA − 1
√
dB − 1 +
√
dB − 1〈X ⊗ 1〉 −
√
dA − 1〈1⊗ Y 〉 − 〈X ⊗ Y 〉 (37)
0 ≤
√
dA − 1
√
dB − 1−
√
dB − 1〈X ⊗ 1〉 −
√
dA − 1〈1⊗ Y 〉+ 〈X ⊗ Y 〉 (38)
Dividing by
√
dA − 1
√
dB − 1 and renaming a = 〈X⊗1〉√dA−1 , b =
〈1⊗Y 〉√
dB−1 and c =
〈X⊗Y 〉√
dA−1
√
dB−1 we can rewrite these
inequalities as
0 ≤1 + a+ b+ c (39)
0 ≤1− a+ b− c (40)
0 ≤1 + a− b− c (41)
0 ≤1− a− b+ c (42)
Assume that a, b, c are nonzero (if not, one can get the same result easily).Then there are eight possible combinations
of the signs of a, b, c. If
sgn(c) = sgn(a) · sgn(b)
then we can use one of the equations (39)-(42) to get
0 ≤ 1− |a| − |b|+ |c| (43)
Now lets look at the cases where this is not fulfilled.
Case 1: a < 0, b > 0, c > 0
0 ≤ 1 + a− b− c = 1− |a| − |b| − |c| ≤ 1− |a| − |b|+ |c|
Case 2: a > 0, b < 0, c > 0
0 ≤ 1− a+ b− c = 1− |a| − |b| − |c| ≤ 1− |a| − |b|+ |c|
Case 3: a > 0, b > 0, c < 0
0 ≤ 1− a− b+ c = 1− |a| − |b| − |c| ≤ 1− |a| − |b|+ |c|
Case 4: a < 0, b < 0, c < 0
0 ≤ 1 + a+ b+ c = 1− |a| − |b| − |c| ≤ 1− |a| − |b|+ |c|
So inequality (43) always holds and therefore we get
|〈X ⊗ Y 〉| ≥
√
dB − 1|〈X ⊗ 1〉|+
√
dA − 1|〈1⊗ Y 〉| −
√
dA − 1
√
dB − 1 (44)
Lemma 6 For every bipartite quantum state ρAB ∈ HA ⊗HB there exists a basis
{
Xi ⊗ Yj
}
i,j
, such that
• {Xi}i and {Yj}j are local bases for HA and HB respectively
• all basis elements consist of Hermitian traceless operators (except X0 = 1dA , Y0 = 1dB )
• Tr(XiXj) = dAδij and Tr(YiYj) = dBδij
• ρAB can be expressed by
ρAB =
1
dAdB
(
1+ b10X1 ⊗ 1+ b011⊗ Y1 +
∑
i,j
bijXi ⊗ Yj
)
(45)
where bi0 = 〈Xi ⊗ 1〉, b0j = 〈1⊗ Yj〉 and bij = 〈Xi ⊗ Yj〉.
7In particular, in such a basis the local Bloch vectors are expressible by single basis elements instead of linear combi-
nations of basis elements.
Proof
By Theorem A.2., each state can be expressed in the well-known Bloch decomposition by
ρ =
1
d
(
1+
∑
i≥1
biXi
)
=
1
d
(
1+ ~b · ~Γ) (46)
Changing the operator basis
{
Xi
}
i
corresponds to a rotation of the Bloch vector, which can be realised by an orthogonal
matrix Q ∈ SO(d2 − 1). I.e. take X1 = ρ − 1d , which is traceless and Hermitian, normalise it and choose it as the
first basis element and then complete the basis in an appropriate way.
Do this for both partitions, X1 := ρA− 1AdA and Y1 := ρB −
1
B
dB
, and denote the bases by
{
Xi
}
i
and
{
Yj
}
j
respectively.
Then
{
Xi ⊗ Yj
}
i,j
is a basis for the joint system and we can write the state as
ρAB =
1
dAB
(
1dA ⊗ 1dB +
d2A−1∑
i=1
bi0Xi ⊗ 1dB +
d2B−1∑
j=1
b0j1dB ⊗ Yj +
∑
i,j≥1
bijXi ⊗ Yj
)
. (47)
We changed the Bloch basis locally, such that the marginal state is expressible by a single basis element, and therefore
ρAB =
1
dAdB
(
1+ b10X1 ⊗ 1+ b011⊗ Y1 +
∑
i,j
bijXi ⊗ Yj
)
(48)
Lemma 7 For the local Bloch vectors q-norm ‖CA‖q := q
√∑
i |〈Xi ⊗ 1〉|q, ‖CB‖q := q
√∑
j |〈1⊗ Yj〉|q and the corre-
lation tensor norm ‖CAB‖q := q
√∑
i,j |〈Xi ⊗ Yj〉|q of a given bipartite state the following holds for q ≥ 1
‖CAB‖q ≥
√
dB − 1‖CA‖q +
√
dA − 1‖CB‖q −
√
dA − 1
√
dB − 1 (49)
Proof
We choose an appropriate basis for the Hilbert space HA ⊗ HB, according to Lemma 6. Then we can express the
correlation tensors of the joint system as ‖CA‖q = |〈X1 ⊗ 1〉| and ‖CB‖q = |〈1⊗ Y1〉|.
It follows ‖CAB‖q = q
√
〈X1 ⊗ Y1〉q +
∑
i,j≥2
〈Xi ⊗ Yj〉q ≥ |〈X1 ⊗ Y1〉| and by using Lemma 5. we can therefore conclude
‖CAB‖q ≥
√
dB − 1‖CA‖q +
√
dA − 1‖CB‖q −
√
dA − 1
√
dB − 1 (50)
Corollary 1 The following inequality holds true√
(dA − 1)(dB − 1)− dAdB SL(ρAB) + dA SL(ρA) + dB SL(ρB) ≥ (I)√
dB − 1
√
dA − 1− dA SL(ρA) +
√
dA − 1
√
dB − 1− dB SL(ρB)−
√
dA − 1
√
dB − 1 (II)
Proof
From (A3) and Eq. (47) we conclude for the linear entropy of a bipartite state
SL(ρAB) = 1− 1
dAdB
(
1 + ‖CA‖22 + ‖CB‖22 + ‖CAB‖22
)
(51)
and together with Eq. (14) therefore we have
‖CA‖2 =
√
dA − 1− dA SL(ρA) (52)
‖CB‖2 =
√
dB − 1− dB SL(ρB) (53)
‖CAB‖2 =
√
(dA − 1)(dB − 1)− dAdB SL(ρAB) + dA SL(ρA) + dB SL(ρB) (54)
Now just plug these in the inequality of the previous lemma for q = 2and the result follows.
8Remark 1 Unfortunately Eq. (51) does not hold for values other then q = 2, therefore our result follows only for the
linear entropy.
With this last result the proof of Theorem 3. becomes straightforward:
Proof
First we need to square both sides to get rid of the roots. Therefore we have to be sure both sides are non-negative.
This obviously holds for the left hand-side.
Rewriting the right side of the equation (II) in Corollary 1. and dividing it by
√
dA − 1
√
dB − 1 we get√
1− SL(ρA)
DA
+
√
1− SL(ρB)
DB
− 1 (55)
where DA = 1− 1dA and DB = 1− 1dB .
The condition that the right hand-side (II) is non-negative then becomes√
1− SL(ρA)
DA
+
√
1− SL(ρB)
DB
≥ 1 (56)
or equivalently
SL(ρB) ≤ DB
(SL(ρA)
DA
− 1 + 2
√
1− SL(ρA)
DA
)
(57)
Assume now, that this constraint holds and that both sides of the equation in Corollary 1. are positive. Now square
both sides and divide by dAdB. This gives
DADB − SL(ρAB) + SL(ρA)
dB
+
SL(ρB)
dA
≥ (58)
DB
(
DA − SL(ρA)
)
+DA
(
DB − SL(ρB)
)
+DADB
+2DADB
√
1− SL(ρA)
DA
√
1− SL(ρB)
DB
− 2DADB
√
1− SL(ρA)
DA
− 2DADB
√
1− SL(ρB)
DB
which can be reformulated as
SL(ρAB) ≤ SL(ρA) + SL(ρB)− 2DADB
(
1−
√
1− SL(ρA)
DA
)(
1−
√
1− SL(ρB)
DB
)
(59)
Remark 2 The domain where inequality (59) holds is constrained. This is not a consequence of this proof and indeed
it is wrong outside of its assigned domain.
Assume dA = dB = d and ρAB =
1d2
d2 is the completely mixed state and therefore SL(ρAB) = 1− 1d2 . But we also have
ρA = ρB =
1d
d and SL(ρA) = SL(ρB) = 1− 1d .
Inequality (59) becomes 1− 1d2 ≤ 0, which can not hold since d ≥ 2.
Remark 3 By taking the limits dA = dB →∞ DSSA converges towards the inequality from Lemma 2.
SL(ρAB) ≤ SL(ρA) + SL(ρB) (60)
− 2(1−
√
1− SL(ρA))(1−
√
1− SL(ρB))
9IV. SHARPEST BOUND
We want to combine inhomogeneous subadditivity with dimensionally sharp subadditivity and prove this ”combi-
nation” to give a tight upper bound for the linear entropy of a bipartite quantum system.
From now on, SL(ρA), SL(ρB) and SL(ρAB) will be denoted by the coordinates x, y, z. We will also use the notation
DA :=
dA−1
dA
and DB :=
dB−1
dB
.
Definition 3 Let’s define the functions of the inequalities. The inequality in Lemma 3. gives
h(x, y) :=
1
dB
x+
1
dA
y +DADB (61)
and inequality (31) in Theorem 3.
g(x, y) := x+ y − 2DADB(1−
√
1− x
DA
)(1−
√
1− y
DB
)
(62)
The restriction (32) then becomes
r(y) := DA
( 1
DB
y − 1 + 2
√
1− y
DB
)
(63)
So we can rewrite the inhomogeneous subadditivity as
SL(ρAB) ≤ h(SL(ρA), SL(ρB)) (64)
and the dimensionally sharp subadditivity as
SL(ρAB) ≤ g(SL(ρA), SL(ρB)) (65)
This two inequalities can be combined by the following proposition.
Proposition 2 The function
f(x, y) :=
{
g(x, y) x ≤ r(y)
h(x, y) x > r(y)
(66)
is continuously differentiable.
For a proof see Appendix C.
Lemma 8 For arbitrary 0 ≤ a ≤ DA and 0 ≤ b ≤ DB there exists a state such that
SL(ρA) = a (67)
SL(ρB) = b (68)
SL(ρAB) = f(a, b) (69)
(70)
For the proof see Appendix D.
This means that every point of the restricting surface is an entropy vector, which implies the following theorem.
Theorem 4 The inequality defined by
SL(ρAB) ≤ f(SL(ρA), SL(ρB)) (71)
holds for a bipartite quantum system and is tight.
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Figure 1: Recall the definition of the entropy vector and that for a bipartite system this vector has dimension 22 − 1 = 3. For
the linear entropy the set of all entropy vectors (=entropy body) is a subset of the box
{(x, y, z)| 0 ≤ x ≤ DA, 0 ≤ y ≤ DB , 0 ≤ z ≤ DAB}. The image shows our two new inequalities, the inhomogeneous
subadditivity and the dimensionally sharp subadditivity, which give an additional constraint. The entropy body lies below the
pictured surface. The equality in DSSA is plotted in orange and equality in ISA in red. Both surfaces are transparently
continued beyond where they hold and are sharp. The figure on the left is for the case dA = dB = 2 and the figure on the
right for the case dA = dB →∞.
V. RE´NYI 2-ENTROPY AND PURITY
The Re´nyi 2-entropy, sometimes also called the collision entropy, is strongly related to the linear entropy by
Equation (12). With this, the above inequalities can be translated into inequalities for the Re´nyi 2-entropy. This is
not in contrast to the results of [7], since the inequality will not be homogeneous.
The linear entropy and the Re´nyi 2-entropy depend on each other by
S2(ρ) := − log2(Tr(ρ2)) = − log2(1− SL(ρ)) (72)
SL(ρ) := 1− Tr(ρ2) = 1− 2−S2(ρ). (73)
Therefore Theorem 4. can be reformulated to an inequality for the Re´nyi 2-entropy.
Proposition 3 Define the following function
fR(x, y) :=
{
gR(x, y) x ≤ rR(y)
hR(x, y) x > rR(y)
(74)
where
11
hR(x, y) :=− log2
(2−x
dB
+
2−y
dA
− 1
dAdB
)
(75)
gR(x, y) :=− log2
(
2−x + 2−y − 1 + 2dA − 1
dA
dB − 1
dB
(
1−
√
dA 2−x − 1
dA − 1
)(
1−
√
dB 2−y − 1
dB − 1
))
(76)
rR(y) :=− log2
(
dA − 1
dA
(
dB
dB − 1 2
−y − 1
dB − 1 − 2
√
dB 2−y − 1
dB − 1
)
− 1
)
(77)
Then fR(x, y) is a continuously differentiable function and the following inequality
S2(ρAB) ≤ fR(S2(ρA), S2(ρB)) (78)
holds for a bipartite quantum system.
For the proof see Appendix E.
These inequalities may look somewhat unhandy, but it can be more useful for certain applications, since the Re´nyi
entropy is additive for product states.
The purity of a quantum state ρ is defined as γ(ρ) = Tr(ρ2) and therefore we can express the inequalities for the
linear entropy also in terms of the purity.
Corollary 2 Define the function
fP (x, y) :=

x
dB
+ ydA − 1dAdB x < 1− dA−1dA
(
1−dBy
dB−1 + 2
√
dBy−1
dB−1
)
x+ y − 1 + 2dA−1dA dB−1dB
(
1−
√
dAx
dA−1
)(
1−
√
dBy
dB−1
)
x ≥ 1− dA−1dA
(
1−dBγ(B)
dB−1 + 2
√
dBγ(B)−1
dB−1
)
(79)
Then fP (x, y) is a continuously differentiable function and the following inequality
γ(ρAB) ≥ fP (γ(ρA), γ(ρB)) (80)
holds for the purities of a bipartite quantum system.
Proof
This follows immediately from Theorem 4.
VI. INVERTED INEQUALITY
It is well known how one can use purification to obtain the lower bound to a bipartite entropy (Araki-Lieb in-
equality) from its upper bound given by subadditivity. We therefore call this lower bound the inverted inequality of
subadditivity.
By using the same argument, a lower bound for the linear entropy following from Theorem 4. can be constructed.
By purification, for every state ρ there exists a pure state |φ〉〈φ| with ρ as the reduced density operator. Now assume
that ρ = ρAB is a bipartite state and therefore |φ〉〈φ| is a tripartite state. Since it is pure, any two partitions have the
same entropy and we can use this property to transform every upper bound inequality in a lower bound inequality.
Proposition 2. states, that the function f(SL(ρA), SL(ρB) is continuously differentiable. Therefore, using the implicit
function theorem and the inverse function theorem (see Appendix F), the existence of an inverted inequality can be
shown.
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Figure 2: Assume we have a tripartite system in a pure state. The entropy vector then has 23 − 1 = 7 entries, which is
obviously hard to plot! But we know that S(ABC) = 0, S(A) = S(BC), S(B) = S(AC) and S(C) = S(AB), which leaves us
with only 3 different entries.
Let now the dimensions be dA = dB = dC = 16.
The figure shows the entropy cone (inner opaque surface) resulting from the 3 different inequalities, S(A) ≤ fR
(
S(B), S(C)
)
,
S(B) ≤ fR
(
S(A), S(C)
)
and S(C) ≤ fR
(
S(A), S(B)
)
, where fR(x, y) is the same as in Eq. (74).
The outer transparent cone is obtained in an analogous way from the subadditivity of the linear entropy.
Lemma 9 For dA, dB <∞ the function f(x, y) defined in Proposition 2,
h(x, y) =
1
dB
x+
1
dA
y +DADB (81)
g(x, y) =x+ y − 2DADB(1−
√
1− x
DA
)(1−
√
1− y
DB
)
(82)
r(y) =DA
( 1
DB
y − 1 + 2
√
1− y
DB
)
(83)
f(x, y) =
{
g(x, y) x ≤ r(y)
h(x, y) x > r(y)
(84)
is strictly monotonically increasing in both variables.
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Proof
For h(x, y) this holds, since it is linear in both variables.
The gradient of g(x, y), (C6) in the proof of Proposition 2., is ∇g(x, y)|(0,0) =
(
1
1
)
at the origin and decreases for
growing x, y. But, since on the boundary Ω the Gradient ∇g(x, y)|Ω =
( 1
dB
1
dA
)
(C7) is still positive, g(x, y) is a strictly
monotonically increasing function for x ≤ r(y).
Proposition 4 The inequality from Theorem 4. can be inverted to two new inequalities.
Proof
Assume we have a system in state ρAB ∈ HA ⊗ HB. If we take a copy of this Hilbert space (denoted by HR), there
exists a pure state |φ〉〈φ| ∈ (HA⊗HB)2 = HA⊗HB⊗HR such that TrR(|φ〉〈φ|) = ρAB. Denote by ρR = TrAB(|φ〉〈φ|).
For a pure bipartite state the entropies of the reduced states from the two subsystems are equal, SL(ρAR) = SL(ρB),
SL(ρBR) = SL(ρA) and SL(ρR) = SL(ρAB).
Every inequality for the linear entropy can therefore be transformed into an inverted inequality.
Let f(x, y) denote the continuously differentiable function from Proposition 2. For the system AR in the state
ρAR ∈ HA ⊗HR, Theorem 4. states
SL(ρAR) ≤ f(SL(ρA), SL(ρR)) (85)
and, by the previous discussion
SL(ρB) ≤ f(SL(ρA), SL(ρAB)) (86)
For the other inequality just take the system BR in the state ρBR ∈ HB ⊗HR and, by the same argument
SL(ρA) ≤ f(SL(ρB), SL(ρAB)) (87)
Proposition 5 There exists continuously differentiable functions G1 and G2, such that the inequalities (86) and (87)
from the proof of the previous proposition can be written in the form
SL(ρAB) ≥ G1(SL(ρA), SL(ρB)) (88)
SL(ρAB) ≥ G2(SL(ρA), SL(ρB)) (89)
Proof
For equality we can rewrite (86) in the form
F (x, y, z) := f(x, z)− y = 0 (90)
Since this is linear in y and by Lemma 9, we know that all the partial derivatives are always positive. Therefore, the
implicit function theorem can be used and U can be chosen to be the whole domain of f(x, y). Setting v = (x, y) and
w = z the theorem states, that for every (x0, y0) there exists a continuously differentiable function G1(x, y), such that
G1(x0, y0) = z and F
(
x, y,G(x, y)
)
= 0. Therefore we know that
f(x,G1(x, y)) = y (91)
Now fix x to x0. Define
fx0(y) := f(x, y)|x=x0 (92)
and note that ∂f(x,y)∂y ≥ 1dAdR > 0. By the inverse function theorem we can invert fx0(y) and therefore rewrite Eq.
(91) as
G1(x0, y)) = f
−1
x0 (y) (93)
Since this holds for every x0, G1(x, y) is the continuously differentiable function of Eq. (88).
By an analogous argument we show the same for G2(x, y) of Eq. (89).
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Note, that this is not the same as to invert f(x, y) : R2 → R, which is not possible.
So we have proven the existence and some properties of the functions G1 and G2, which give lower bound inequalities
from purification. Let us now derive them explicitly. For the inhomogeneous subadditivity they are easy to determine,
the two inverted inequalities following from the inequality from Lemma 3. are
SL(ρAB) ≥ dASL(ρB)− 1
dB
SL(ρA)− (dAdB − 1)(dA − 1)
dAdB
(94)
=:h˜1
(
SL(ρA), SL(ρB)
)
SL(ρAB) ≥ dBSL(ρA)− 1
dA
SL(ρB)− (dAdB − 1)(dB − 1)
dAdB
(95)
=:h˜2
(
SL(ρA), SL(ρB)
)
In the case of the dimensionally sharp subadditivity, things get a bit more complicated and one always has to be
careful with the restriction. The inverted inequalities following from inequality (31) are given by
SL(ρAB) ≥DAB
(
1−
(
DA
(
1−
√
1− SL(ρA)
DA
)
(96)
+
√√√√SL(ρA)− SL(ρB)
DAB
+
(
(1−DA) +DA
√
1− SL(ρA)
DA
)2)2)
=SL(ρB)− SL(ρA) + 2DADAB
(
1−
√
1− SL(ρA)
DA
)
(
1− 2DA −
√√√√SL(ρA)− SL(ρB)
DAB
+
(
(1−DA) +DA
√
1− SL(ρA)
DA
)2)
=:g˜1
(
SL(ρA), SL(ρB)
)
and
SL(ρAB) ≥DAB
(
1−
(
DB
(
1−
√
1− SL(ρB)
DB
)
(97)
+
√√√√SL(ρB)− SL(ρA)
DAB
+
(
(1−DB) +DB
√
1− SL(ρA)
DB
)2)2)
=SL(ρA)− SL(ρB) + 2DBDAB
(
1−
√
1−DBSL(ρB)
)
(
1− 2DB −
√√√√SL(ρB)− SL(ρA)
DAB
+
(
(1−DB) +DB
√
1− SL(ρB)
DB
)2)
=:g˜2
(
SL(ρA), SL(ρB)
)
and hold for
SL(ρAB) ≤ DAB
(SL(ρA)
DA
− 1 + 2
√
1− SL(ρA)
DA
)
=:r˜1
(
SL(ρA)
)
(98)
and
SL(ρAB) ≤ DAB
(SL(ρB)
DB
− 1 + 2
√
1− SL(ρB)
DB
)
=:r˜2
(
SL(ρA)
)
(99)
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respectively.
Now define
f˜1(x, y) :=
{
g˜1(x, y) z ≤ r˜1(x)
h˜1(x, y) z > r˜1(x)
(100)
and
f˜2(x, y) :=
{
g˜2(x, y) z ≤ r˜2(x)
h˜2(x, y) z > r˜2(x)
(101)
By Proposition 2. and the implicit function theorem, we know that f˜1(x, y) and f˜2(x, y) are continuously differentiable
functions.
Now define
f˜(x, y) :=
{
f˜1(x, y) x ≤ y
f˜2(x, y) x > y
(102)
The above discussion leads to
Corollary 3 The inequality
SL(ρAB) ≥ f˜
(
SL(ρA), SL(ρB)
)
(103)
holds and is sharper than the Araki-Lieb inequality for the Tsallis 2-entropy.
Proof
The first claim follows from the previous discussion.
Since the inequality from Theorem 4. is sharper than subadditivity, the inverted inequality is sharper than Araki-Lieb.
That inhomogeneous subadditivity and dimensionally sharp subadditivity are the sharpest possible inequalities,
does however not imply, that the inverted inequality is the sharpest. Why is this so? Remember that in the proof
we used our inequality for states of the form ρAR (or ρBR). But this means that the inverted inequality is only the
sharpest for states ρAR ∈ HA ⊗HR (or ρBR ∈ HB ⊗HR) which can be purified in the space HA ⊗HB ⊗HR.
VII. CONCLUSION
We have introduced a dimensionally sharp entropy inequality for the Tsallis 2-entropy (ISA+DSSA). It provides a
sharp improvement for all finite dimensional quantum systems, extending entropy inequalities beyond the asymptotic
domain. From a physical perspective, these inequalities provides stronger constraints for the distribution of purities
in multipartite quantum states. As any state that is prepared experimentally, and used for information encoding, can
be represented by a finite dimensional Hilbert space, the inequalities should be useful whenever one is interested in
the distribution of purities or equivalently Bloch vector lengths. The lengths of Bloch vectors over different ’sectors’
[15, 16] (i.e. tensor products of k local Bloch operators would correspond to a ’k’-sector) or correlation tensors [17–21]
are often used to quantify correlations and detect entanglement, so sharper inequalities will also be useful in this
context. For the future we hope to find a sharp lower bound and extend the approach to multipartite systems, also
finding an inequality akin to strong subadditivity.
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Appendix A: Bloch decomposition
Recall the Schmidt decomposition:
Theorem A.1 Suppose |ψ〉 is a pure state of a composite system, AB. Then there exist orthonormal bases {|Xi〉}dAi=1
and
{|Yi〉}dBi=1 for the systems A and B respectively, such that
|ψ〉 =
N∑
i=1
ci|Xi〉 ⊗ |Yi〉, (A1)
where N = min(dA, dB) and ci are non-negative real numbers satisfying
N∑
i=1
c2i = 1 known as Schmidt co-efficients.
A consequence of the Schmidt decomposition is
Corollary A.1 For every state ρA ∈ H of a quantum system there is a pure state |ψ〉〈ψ|AR ∈ H∗ ⊗ H such that
TrR(|ψ〉〈ψ|AR) = ρA.
We already know that there exists a orthogonal operator basis for the Hilbert Schmidt space. According to [22],
every state can be represented in a Bloch basis.
Theorem A.2 For the Hilbert space H∗ ⊗H with dim(H) = d there exists a basis {Xi}d2−1i=0 such that
• The identity matrix is included, X0 = 1d.
• The other d2 − 1 elements are traceless Hermitian matrices.
• The basis elements are mutually orthogonal, Tr(X†iXj) = d δij.
Every state ρ can be represented in the Bloch picture
ρ =
1
d
(
1d +
d2−1∑
i=1
biXi
)
=
1
d
(
1d + ~b · ~Γ
)
(A2)
where ~b ∈ Rd2−1 is the Bloch vector, ‖~b‖2 ≤ d− 1. The entries are given by bi = 〈Xi〉 = Tr(ρXi).
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It follows immediately that
Tr(ρ2) =
1
d2
Tr
((
1d +
d2−1∑
i=1
biXi
)2)2
(A3)
=
1
d2
Tr
(
1d + 2
d2−1∑
i=1
biXi + 2
d2−1∑
i,j=1
bibjXiXj +
d2−1∑
i=1
b2iX
2
i
)
=
1
d
(
1 +
d2−1∑
i=1
b2i
)
=
1
d
(
1 + ‖~b‖2
)
Appendix B: Notes on inhomogeneous subadditivity
1. Alternative proof of Lemma 3.
Proof
A direct way to show this result comes from the obvious inequality of the correlation tensor ‖CAB‖22 ≥ 0, implying
SL(ρAB) =1− 1
dAdB
(1 + ‖CA‖22 + ‖CB‖22 + ‖CAB‖22) (B1)
≤1− 1
dAdB
(1 + ‖CA‖22 + ‖CB‖22) (B2)
=
1
dB
SL(ρA) +
1
dA
SL(ρB) +
(1− dA)(1− dB)
dAdB
(B3)
2. Proof of Proposition 1.
Proof
The inequality from Theorem 2. can be rewritten to the equivalent form:
1− dAdB
4
(1− SL(ρAB) + 1
dAdB
)2 ≤ SL(ρA) + SL(ρB)− SL(ρA)SL(ρB) (B4)
(1− SL(ρAB) + 1
dAdB
)2 ≥ 4
dAdB
(1− SL(ρA))(1− SL(ρB)) (B5)
1− SL(ρAB) + 1
dAdB
≥ 2
√
1
dAdB
(1− SL(ρA))(1− SL(ρB)) (B6)
SL(ρAB) ≤ 1 + 1
dAdB
− 2
√
1
dAdB
(1− SL(ρA))(1− SL(ρB)) (B7)
In line (B5) the square root can be taken, since both sides are positive. If we subtract the right hand side of the
equation from Lemma 3. from the right hand side of Equation (B7) we get(
1 +
1
dAdB
− 2
√
1
dAdB
(1− SL(ρA))(1− SL(ρB))
)
(B8)
−
(
1
dB
SL(ρA) +
1
dA
SL(ρB) +
(dA − 1)(dB − 1)
dAdB
)
= −2
√
1
dAdB
(1− SL(ρA))(1− SL(ρB)) + 1
dB
(1− SL(ρA)) + 1
dA
(1− SL(ρB)) (B9)
=
(√
1
dB
(1− SL(ρA))−
√
1
dA
(1− SL(ρB))
)2
≥ 0 (B10)
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which shows that the inequality in Lemma 3. is sharper than inequality (B7).
Appendix C: Proof of Proposition 2.
Definition C.1 Let’s define the following sets by abuse of notation
ISA :=
{
(x, y, z)| 0 ≤ x ≤ DA, 0 ≤ y ≤ DB , z = h(x, y)
}
(C1)
DSSA :=
{
(x, y, z)| 0 ≤ x ≤ DA, 0 ≤ y ≤ DB , z = g(x, y)
}
(C2)
as the graphs of these functions. Let
Ω :=
{
(x, y)| 0 ≤ x ≤ DA, 0 ≤ y ≤ DB , y = DA
( x
DB
− 1 + 2
√
1− x
DB
)}
(C3)
denote the set where equality holds for inequality (32) and
Ω :=
{
(x, y, z)| 0 ≤ x ≤ DA, 0 ≤ y ≤ DB , 0 ≤ z ≤ DAB , y = DA
( x
DB
− 1 + 2
√
1− x
DB
)}
(C4)
the extension of Ω along the z-axis.
Claim 1 The intersection between the sets DSSA and Ω is exactly the intersection between the sets ISA and Ω. Let
us denote this intersection by
Γ := DSSA ∩ Ω = ISA ∩ Ω (C5)
Proof
Since Ω divides the domain
{
(x, y)| 0 ≤ x ≤ DA, 0 ≤ y ≤ DB
}
of g(x, y) and h(x, y) in two parts, obviously DSSA∩Ω
and ISA ∩ Ω are non-empty.
Since Γ ⊂ Ω, all we have to do is to check that the functions g(x, y) and h(x, y) coincide on Ω.
g(x, y)− h(x, y)
= x+ y − 2(dA − 1)(dB − 1)
dAdB
(
1−
√
1− dA
dA − 1x
)(
1−
√
1− dB
dB − 1y
)
− 1
dB
x− 1
dA
y − (dA − 1)(dB − 1)
dAdB
=
dB − 1
dB
x+
dA − 1
dA
y − (dA − 1)(dB − 1)
dAdB
− (dA − 1)(dB − 1)
2dAdB
(
1− dA
dA − 1x+
dB
dB − 1y
)(
1 +
dA
dA − 1x−
dB
dB − 1y
)
=
dB − 1
dB
x+
dA − 1
dA
y − 3(dA − 1)(dB − 1)
2dAdB
+
(dA − 1)(dB − 1)
2dAdB
( dA
dA − 1x−
dB
dB − 1y
)2
=
2(dA − 1)
dA
y − 5(dA − 1)(dB − 1)
2dAdB
+
2(dA − 1)(dB − 1)
dAdB
√
1− dB
dB − 1 y
+
(dA − 1)(dB − 1)
2dAdB
(
2
√
1− dB
dB − 1 y − 1
)2
= 0
We conclude that g(x, y) and h(x, y) can be combined to a continuous surface, if we put DSSA (left of Ω) and ISA
(right of Ω) together.
Now we only have to check the differentiability.
Since g(x, y) and h(x, y) are continuously differentiable functions, it suffices to show that the transition is too.
Look at the gradient of both functions on the overlap Ω.
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∇g(x, y) =

1−DB
(
1−
√
1− yDB
)
1√
1− xDA
1−DA(1−
√
1− xDA ) 1√1− yDB
 (C6)
∇g(x, y)|Ω =
 1dB
1
dA
 = ∇h(x, y) (C7)
This shows that f(x, y) is continuously differentiable.
Appendix D: Proof of Lemma 8.
We want to show that the inequality
SL(ρAB) ≤ f(SL(ρA), SL(ρB)) (D1)
is the sharpest possible inequality for a general bipartite quantum state. This can be shown by simply constructing
states for which equality holds. The entropy vectors of those states lie on the boundary of the entropy body.
Lemma D.1 Let ρAB(α) be a family of states of the form
ρAB(α) := αµAB + (1− α)1dAB
dAB
where µAB is an arbitrary state, 1dAB the identity operator and 0 ≤ α ≤ 1.
Then their entropies
(
SL(ρA(α)), SL(ρB(α)), SL(ρAB(α))
)
lie on a line in R3.
Proof
We have
SL(ρAB(α)) = 1− Tr(ρAB(α)2) (D2)
= 1− Tr((αµAB + (1− α)1dAB
dAB
)2)
= 1− α2 Tr(µ2AB)− 2α(1− α)
Tr(µAB)
dAB
− (1− α)
2
dAB
Tr(
1dAB
dAB
)
=
(
α2 − α2 Tr(µ2AB)
)
+ (1− α2)− 2α
dAB
(1− α)− (1− α)
2
dAB
=
(
α2 − α2 Tr(µ2AB)
)
+
(
(1− α2)dAB − 1
dAB
)
= α2SL(µAB) + (1− α2)SL(1dAB
dAB
)
Using
TrB(ρAB(α)) =
∑
m
〈m|BρAB(α)|m〉B (D3)
= α
∑
m
〈m|BµAB |m〉B + (1− α)
∑
m
〈m|B 1dAB
dAB
|m〉B
= αµA + (1− α)1dA
dA
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we can write
SL(ρA(α)) = 1− Tr(ρA(α)2) (D4)
= 1− Tr((TrB(ρAB(α)))2)
= 1− Tr((TrB(αµA + (1− α)1dA
dA
))2)
= α2SL(µA) + (1− α2)SL(1dA
dA
)
and analogously
SL(ρB(α)) = α
2SL(µB) + (1− α2)SL(1dB
dB
) (D5)
Let
~v(ρAB) := (SL(ρA), SL(ρB), SL(ρAB)) (D6)
be the entropy vector as defined in Eq. (2).
We then have
~v(µAB) = (SL(µA), SL(µB), SL(µAB)) (D7)
~v(
1d
d
) = (SL(
1dA
dA
), SL(
1dB
dB
), SL(
1dAB
dAB
)) (D8)
and we can write
~v(ρAB(α)) = ~v(
1dAB
dAB
) + α2(~v(µAB)− ~v(1dAB
dAB
)) (D9)
We therefore know that the entropy vector of any convex combination of an arbitrary state and the completely mixed
state ρAB(α) := αµAB + (1 − α)1dABdAB lies on the line between the entropy vector of the state and the entropy vector
of the completely mixed state (upper right corner).
Note however, that this is not true for two arbitrary states.
The set Γ can be described as a parametrised curve in the following way
Γ =
{(
γ1(t), γ2(t), γ3(t)
)| 0 ≤ t ≤ DA} (D10)
where
γ(t) =
γ1(t)γ2(t)
γ3(t)
 :=

t
dB−1
dB
(
dA
dA−1 t− 1 + 2
√
1− dAdA−1 t
)
dA+dB−2
dB(dA−1) t+
2(dB−1)
dBdA
√
1− dAdA−1 t+
(dA−2)(dB−1)
dAdB
 (D11)
This can be seen by simply substituting x = t. The second argument γ2(t) follows immediately from the definition
of Γ. To obtain the third entry γ3(t), plug the first two into the definition of ISA.
Lemma D.2 The set of states depending on 0 ≤ α ≤ 1.
ρAB(α) = αµ1 + (1− α)µ2 (D12)
where
µ1 = |0〉〈0| ⊗ 1dB
dB
µ2 =
1dA
dA
⊗ |0〉〈0|
form a family of states with entropies on Γ and on ISA.
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Proof
We can calculate
SL(ρAB(α)) = 1− Tr(ρ2AB(α)) (D13)
= 1− Tr((αµ1 + (1− α)µ2)2)
= 1− α2 Tr(µ21)− 2α(1− α) Tr(µ1µ2)− (1− α)2 Tr(µ22)
= 1− α
2
dB
− 2α(1− α)
dAdB
− (1− α)
2
dA
=
dA − 1
dA
+
2(dB − 1)
dAdB
α− dA + dB − 2
dAdB
α2
SL(ρA(α)) = 1− Tr(ρ2A(α)) (D14)
= 1− Tr((TrB(ρAB(α)))2)
= 1− Tr((α|0〉〈0|+ 1− α
dA
1dA)
2)
= 1− α2 − 2α(1− α)
dA
− (1− α)
2
dA
=
dA − 1
dA
− dA − 1
dA
α2
SL(ρB(α)) = 1− Tr(ρ2B(α)) (D15)
= 1− Tr((TrA(ρAB(α)))2)
= 1− Tr(((1− α)|0〉〈0|+ α
dB
1dB )
2)
= 1− α
2
dB
− 2α(1− α)
dB
− (1− α)2
= 2
dB − 1
dB
α− dB − 1
dB
α2
Using t(α) = dA−1dA − dA−1dA α2 we can now write
γ(t(α)) =

t(α)
dB−1
dB
(
dA
dA−1 t(α)− 1 + 2
√
1− dAdA−1 t(α)
)
1
dB
t(α) + dB−1dBdA
(
dA
dA−1 t(α)− 1 + 2
√
1− dAdA−1 t(α)
)
+ (dA−1)(dB−1)dAdB
 (D16)
=

dA−1
dA
− dA−1dA α2
2dB−1dB α− dB−1dB α2
dA−1
dA
+ 2(dB−1)dAdB α− dA+dB−2dAdB α2
 =
 SL(ρA(α))SL(ρB(α))
SL(ρAB(α))

Therefore, we have found states whose entropies lie on Γ. We know, that the entropies of the mixture of an arbitrary
state and the completely mixed state lie on a line. Since Γ lies on ISA, we can conclude that ISA (since it is linear)
is the sharpest possible inequality for states on the right hand side of Ω.
Lemma D.3 The set of states depending on 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1 with α+ β ≤ 1
ρ˜AB(α, β) = αµ1 + βµ2 + (1− α− β)µ3 (D17)
where µ1 and µ2 are defined as before and µ3 = |00〉〈00|, form a family of states with entropies on DSSA.
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Proof
In an analogous way to the previous proof we can calculate
SL(ρ˜AB(α, β)) =1− Tr(ρ˜2AB(α, β)) (D18)
=1− Tr((αµ1 + βµ2 + (1− α− β)µ3)2)
=1− α2 Tr(µ21)− β2 Tr(µ22)− (1− α− β)2 Tr(µ23)
− 2αβ Tr(µ1µ2)− 2α(1− α− β) Tr(µ1µ3)− 2β(1− α− β) Tr(µ2µ3)
=1− α
2
dB
− β
2
dA
− (1− α− β)2
− 2αβ
dAdB
− 2α(1− α− β)
dB
− 2β(1− α− β)
dA
=
dB − 1
dB
(2α− α2) + dA − 1
dA
(2β − β2)− 2(dA − 1)(dB − 1)
dAdB
αβ
=DB(2α− α2) +DA(2β − β2)− 2DADBαβ
SL(ρ˜A(α, β)) =1− Tr(ρ˜2A(α, β)) (D19)
=1− Tr((TrB(ρ˜AB(α))2)
=1− Tr(( β
dA
1dA + (1− β)|0〉〈0|)2)
=1− β
2
dA
− 2β(1− β)
dA
− (1− β)2
=
dA − 1
dA
(2β − β2)
=DA(2β − β2)
SL(ρ˜B(α, β)) =1− Tr(ρ˜2B(α, β)) (D20)
=1− Tr((TrA(ρ˜AB(α))2)
=1− Tr(( α
dB
1dB + (1− α)|0〉〈0|)2)
=1− α
2
dB
− 2α(1− α)
dB
− (1− α)2
=
dB − 1
dB
(2α− α2)
=DB(2α− α2)
The surface DSSA is given by the equation
SL(ρAB) = SL(ρA) + SL(ρB) (D21)
− 2DADB
(
1−
√
1− SL(ρA)
DA
)(
1−
√
1− SL(ρB)
DB
)
Since
SL(ρA) + SL(ρB)− 2DADB
(
1−
√
1− SL(ρA)
DA
)(
1−
√
1− SL(ρB)
DB
)
(D22)
=DA(2β − β2) +DB(2α− α2)− 2DADB
(
1−
√
1− 2β + β2)(1−√1− 2α+ α2)
=DB(2α− α2) +DA(2β − β2)− 2DADBαβ
=SL(ρAB)
we have found a set of states whose entropies lie on DSSA, proving DSSA to be sharp.
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Appendix E: Proof of Proposition 3.
Proof
Use Lemma 3. and Eq. (73) to conclude that the inequality
S2(ρAB) ≤ − log2
(2−S2(ρA)
dB
+
2−S
2(ρB)
dA
− 1
dAdB
)
(E1)
holds and analogously Theorem 3. to conclude that the inequality
S2(ρAB) ≤ − log2
(
2−S
2(ρA) + 2−S
2(ρB) − 1− (E2)
2
dA − 1
dA
dB − 1
dB
(
1−
√
dA 2−S
2(ρA) − 1
dA − 1
)(
1−
√
dB 2−S
2(ρB) − 1
dB − 1
))
holds under the assumption that
S2(ρA) ≤ − log2
(
dA − 1
dA
(
dB
dB − 1 2
−S2(ρB) − 1
dB − 1 − 2
√
dB 2−S
2(ρB) − 1
dB − 1
)
− 1
)
(E3)
(E4)
Since f(x, y), as defined in Proposition 2., is continously differentiable and e(x) := 1− 2−x is a diffeomorphism for
x ∈ R+, also
fR(x, y) = e
−1(f(e(x), e(y))) (E5)
is continuously differentiable.
Appendix F: Implicit function theorem and inverted function theorem
The implicit function theorem states:
Theorem F.1 Let U be an open set in Rk+n and F : U → Rn be a continuously differentiable function. Let v ∈ Rk
and w ∈ Rn, such that the function can be written as F (v,w).
Suppose (v0,w0) ∈ U such that F (v0,w0) = 0 and the Jacobian restricted to w is invertible, that is
det(D F (v0,w))
∣∣
w=w0
=
∣∣∣∣∣∣∣
∂F1
∂w1
(v0,w0) ...
∂F1
∂wn
(v0,w0)
...
. . .
...
∂Fn
∂w1
(v0,w0) ...
∂Fn
∂wn
(v0,w0)
∣∣∣∣∣∣∣ 6= 0 (F1)
Then there exists a neighbourhood V ⊂ Rk of v0 and a unique function G : V → Rn, such that G(v0) = w0 and
F (v, G(v)) = 0 for every v ∈ V .
The inverse function theorem states:
Theorem F.2 Let U be an open set in Rn and F : U → Rn be a continuously differentiable function. Let v0 ∈ Rn
such that the Jacobian is invertible.
Then there exists a neighbourhood V ⊂ Rn of v0, such that F is invertible and the inverse function F−1 is continu-
ously differentiable.
