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Abstract 
During their operation, modern aircraft engine components are subjected to increasingly demanding operating conditions, 
especially the high pressure turbine (HPT) blades. Such conditions cause these parts to undergo different types of time-dependent 
degradation, one of which is creep. A model using the finite element method (FEM) was developed, in order to be able to predict 
the creep behaviour of HPT blades. Flight data records (FDR) for a specific aircraft, provided by a commercial aviation 
company, were used to obtain thermal and mechanical data for three different flight cycles. In order to create the 3D model 
needed for the FEM analysis, a HPT blade scrap was scanned, and its chemical composition and material properties were 
obtained. The data that was gathered was fed into the FEM model and different simulations were run, first with a simplified 3D 
rectangular block shape, in order to better establish the model, and then with the real 3D mesh obtained from the blade scrap. The 
overall expected behaviour in terms of displacement was observed, in particular at the trailing edge of the blade. Therefore such a 
model can be useful in the goal of predicting turbine blade life, given a set of FDR data. 
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Abstract 
This paper presents an evaluation of calculative and experimental effects which can lead to inter- and intra-
laboratory variation in toughness measurement. Physical tes s were conducted on specimens of an austenitic steel, 
and the effects of realistic test conditions are demonstrated. Different (permitted) calculation methods produce a 
significant effect which has been evaluated both for the real data and for an idealised model dataset in development 
for use in international standards. 
Ductile fracture of metals has been a topic of increasing interest over several years, primarily due to growing 
investment in many parts of the energy industry. This has coincided with several international testing standards, in 
this area, coming up for periodic review. Among efforts to clarify standard test and calculation methods it became 
clear that differences between methods which are all deemed “acceptable” (and are necessary for different test 
scenarios) can lead to significant variation in results when applied to comparable tests.  
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1. Introduction 
Ductile steels have long been a commercially important material. They may not have the perceived high 
performance or glamour of aerospace alloys, but they also find applications where accurate measurement of 
performance is critical. With the urgent need for lower greenhouse gas emissions and reduced dependence on fossil 
fuels, yet still-growing demand for energy, power generation equipment faces real design pressure. This means that 
both thermal and nuclear power stations need to move to ever more taxing operating conditions and duty cycles in 
search of greater efficiency. Although improved turbine technology is essential, another major part of those systems 
depends on ductile steels for pressure vessels and pipework. For long term durability and maintainability, the 
industry needs to understand the fracture toughness and crack propagation of these materials. 
As the description suggests, these materials are not suited to measurement by brittle fracture methods, so the 
elastic-plastic fracture toughness measurement was developed in order to provide accurate, repeatable, comparable 
data. A key part of the evaluation is to determine crack length and thence the energy required to extend the crack. 
Although various techniques are available, the most simple and prevalent is to employ a method of extending the 
crack slowly and periodically partially unloading the test piece to measure its compliance, from which the crack 
length can be inferred. The test method is well established [Joyce (1966)] and developed, but the behavior of 
different materials, specimens and equipment require a degree of flexibility in the standard requirements to achieve 
reliable results [Joyce (1966), McKeighan (2014)]. Standards committees do continue to look for routes to making 
these choices more robust, and to make use of the data density and processing power which are now readily 
available with modern test equipment and computers. 
2. Tests and Data 
A synthetic, “model” data set was used, of the same form designed by Link et al [Link (2015)] to confirm the 
stability of calculation without the practical anomalous behavior, known to occur in a majority of real tests. The 
specimen is assigned a modulus of 200 GPa, yield stress of 450 MPa, and tensile strength of 550 MPa, and its 
geometry conforms with the typical compact tension C(T) specimen identified in ASTM E1820 (2015 revision) 
[ASTM (2015)] of width 50 mm, thickness 25 mm, with side grooves of 2.5 mm. The basis of the unloading 
compliance test, is on the concept that when the loading is stopped and reversed, crack extension and plastic 
deformation will stop, meaning that the compliance of the specimen can be simply inferred from the slope of the 
unloading (or reloading) line. This is how the design of the model dataset represents the raw data. 
However, during a real test, the plastic deformation behavior of the material results in a degree of force relaxation 
at the end of each portion of loading. There is also evidence that work hardening of certain materials can affect the 
measured toughness if the crack is not extended enough between unloading steps. Finally, it is possible for effects of 
transducer and data acquisition system design to affect timeliness of measurements; fixture and machine alignment 
can directly affect mechanical stiffness of the specimen and load string. 
For an example of real data, this paper will use a test on 316L austenitic stainless steel, with modulus of 200 GPa, 
yield stress of 260 MPa, and tensile strength of 570 MPa. The specimen geometry conforms with the typical 
compact tension C(T) specimen identified in the standard [ASTM (2015)] of width 50 mm, thickness 25 mm, with 
side grooves of 2.5 mm. The test was performed on an Instron 8801 servohydraulic 100 kN load frame, with an 
8800MT controller, and a ±5 mm travel crack opening displacement gauge (COD gauge). 
Figure 1 shows the summary plots of force vs load-line displacement from the COD gauge, for the two data sets.  
It may be observed that the real test program allows a short dwell period, before reversing direction, during 
which the position is held at the peak of the loading step. This is typical of commercial test control, and has 
historically been used to ensure stable test control and clean, accurate segmentation of data. However, even during 
this very brief hold, there is clearly significant force relaxation, even though the mouth of the notch/crack has not 
moved. Some test practitioners prefer to introduce an extended hold, in an attempt to remove this time dependency 
on force during unloading entirely. 
Unless otherwise stated, all calculations are performed as specified in the ASTM standard E1820 (2015 revision) 
[ASTM (2015)] which covers elastic-plastic fracture tests on metallic materials; they will not be discussed in detail 
in this short paper. 
Copyright © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license  
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction 
Ductile steels have long been a commercially important material. They may not have the perceived high 
performance or glamour of aerospace alloys, but they also find applications where accurate measurement of 
performance is critical. With the urgent need for lower greenhouse gas emissions and reduced dependence on fossil 
fuels, yet still-growing demand for energy, power generation equipment faces real design pressure. This means that 
both thermal and nuclear power stations need to move to ever more taxing operating conditions and duty cycles in 
search of greater efficiency. Although improved turbine technology is essential, another major part of those systems 
depends on ductile steels for pressure vessels and pipework. For long term durability and maintainability, the 
industry needs to understand the fracture toughness and crack propagation of these materials. 
As the description suggests, these materials are not suited to measurement by brittle fracture methods, so the 
elastic-plastic fracture toughness measurement was developed in order to provide accurate, repeatable, comparable 
data. A key part of the evaluation is to determine crack length and thence the energy required to extend the crack. 
Although various techniques are available, the most simple and prevalent is to employ a method of extending the 
crack slowly and periodically partially unloading the test piece to measure its compliance, from which the crack 
length can be inferred. The test method is well established [Joyce (1966)] and developed, but the behavior of 
different materials, specimens and equipment require a degree of flexibility in the standard requirements to achieve 
reliable results [Joyce (1966), McKeighan (2014)]. Standards committees do continue to look for routes to making 
these choices more robust, and to make use of the data density and processing power which are now readily 
available with modern test equipment and computers. 
2. Tests and Data 
A synthetic, “model” data set was used, of the same form designed by Link et al [Link (2015)] to confirm the 
stability of calculation without the practical anomalous behavior, known to occur in a majority of real tests. The 
specimen is assigned a modulus of 200 GPa, yield stress of 450 MPa, and tensile strength of 550 MPa, and its 
geometry conforms with the typical compact tension C(T) specimen identified in ASTM E1820 (2015 revision) 
[ASTM (2015)] of width 50 mm, thickness 25 mm, with side grooves of 2.5 mm. The basis of the unloading 
compliance test, is on the concept that when the loading is stopped and reversed, crack extension and plastic 
deformation will stop, meaning that the compliance of the specimen can be simply inferred from the slope of the 
unloading (or reloading) line. This is how the design of the model dataset represents the raw data. 
However, during a real test, the plastic deformation behavior of the material results in a degree of force relaxation 
at the end of each portion of loading. There is also evidence that work hardening of certain materials can affect the 
measured toughness if the crack is not extended enough between unloading steps. Finally, it is possible for effects of 
transducer and data acquisition system design to affect timeliness of measurements; fixture and machine alignment 
can directly affect mechanical stiffness of the specimen and load string. 
For an example of real data, this paper will use a test on 316L austenitic stainless steel, with modulus of 200 GPa, 
yield stress of 260 MPa, and tensile strength of 570 MPa. The specimen geometry conforms with the typical 
compact tension C(T) specimen identified in the standard [ASTM (2015)] of width 50 mm, thickness 25 mm, with 
side grooves of 2.5 mm. The test was performed on an Instron 8801 servohydraulic 100 kN load frame, with an 
8800MT controller, and a ±5 mm travel crack opening displacement gauge (COD gauge). 
Figure 1 shows the summary plots of force vs load-line displacement from the COD gauge, for the two data sets.  
It may be observed that the real test program allows a short dwell period, before reversing direction, during 
which the position is held at the peak of the loading step. This is typical of commercial test control, and has 
historically been used to ensure stable test control and clean, accurate segmentation of data. However, even during 
this very brief hold, there is clearly significant force relaxation, even though the mouth of the notch/crack has not 
moved. Some test practitioners prefer to introduce an extended hold, in an attempt to remove this time dependency 
on force during unloading entirely. 
Unless otherwise stated, all calculations are performed as specified in the ASTM standard E1820 (2015 revision) 
[ASTM (2015)] which covers elastic-plastic fracture tests on metallic materials; they will not be discussed in detail 
in this short paper. 
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Figure 1: Summary force vs displacement for (left) model, and (right) real data sets 
3. Calculations with model data 
First, identifying the compliance at each unloading point, using a linear fit to the recorded data, this can be 
plotted against total load-line displacement (COD gauge) as seen in Figure 2. Compliance has been calculated 
separately using the unloading and reloading portions of the data, as described by the standard; here, these show 
exactly the same values as expected. Furthermore, the gradient starts at zero, since the hypothetical specimen is not 
work hardening. 
Figure 2: Compliance vs displacement for model dataset 
 
From this, the relevant series of calculations can be performed to determine crack lengths, which are plotted and 
fitted against the J integral, as shown in Figure 3.  
Hence the J-R curve and constructions can be determined as in Figure 4. To illustrate the effect of subtle 
variations, two fit lines have been generated: the first using the method recommended by ASTM E1820; the second 
as a simple exponential fitting such as that generated by Microsoft Excel. The second fitting gives a better fit with 
R2 = 9.975, while the recommendation only achieves R2 = 9.93. Solving the intersection of these two fitted lines 
with the 0.2 mm offset construction gives a qualified JIC value of 79.1 kJ/m² for one interpretation of the 
recommended method, or 80.9 kJ/m² for an alternative fitting. Both values meet the validity criteria for the test, and 
4 Author name / Structural Integrity Procedia  00 (2016) 000–000 
yet a simple, subtle difference in fitting algorithm causes a 2.4% shift in the result, despite using an idealized dataset 
without any anomalies from test equipment or physical effects outside the model behavior. 
Figure 3: Calculated crack length vs Ji for model dataset 
 
 
 
Figure 4: J-R curve construction for model dataset 
 
4. Calculations with real data 
Calculations are run in the same manner as for the model dataset, but the unloading compliance is calculated only 
on the section after the short dwell and consequent relaxation. In Figure 5 it is clear that the choice of when to 
measure compliance has a noticeable effect on the result, despite the appearance of Figure 1 that unloading and 
reloading lines coincide well for this specimen and test system. Furthermore, within the first two unloading points 
there is clearly stiffening of the specimen, which would generally be attributed to a small degree of work hardening 
in the specimen (near the crack tip). However, it should be recognized that under some circumstances, this could 
also be an anomaly of the test fixtures, as the specimen and load string align themselves fully; generally tests are 
started with a short series of “bedding in” load-unload cycles at a low, purely elastic, force level, with a view to 
avoiding this. Although neither curve is perfect in this regard, the reloading data appears to be less severely affected. 
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Figure 5: Compliance vs displacement for real dataset 
 
Figure 6 illustrates the need to identify an offset for initial crack length, since its initial gradient is slightly 
negative. This is applied and so that the apparent reversal in crack length is corrected in Figure 7. 
 
Figure 6: Calculated crack length vs Ji for real dataset (left) unloading and (right) reloading  
 
From the data in Figure 7, there are now two significantly different, equally qualified JIC values. Using the 
compliance from unloading the JIC result is 236.9 MJ/m², as compared with a value of 228.7 MJ/m²; noticeably 
different from the reloading data which is 3.4% lower. 
 
5. Conclusions 
There are many potential sources of variation in measurement for JIC, some of which have been illustrated in this 
short paper, and will be discussed further at the conference.  
The effect on data will typically be small within a single test programme, run by the same team. However, there 
must be some caution exercised with regard to inter-laboratory practice, especially with the high degree of 
consistency which is coming to be expected in materials and design allowables for critical components. To 
summarise, significant variation can arise due to different choices of regression methods, which are used heavily in 
this standard, but the effects of force relaxation at the start of each unloading step can also be significant. 
Standardisation bodies continue to work on more robust specifications and methodologies to improve effects on 
precision and bias of results. These include better criteria to automatically exclude anomalous data and more reliable 
6 Author name / Structural Integrity Procedia  00 (2016) 000–000 
(and verifiable) data fitting methods, such as those proposed by Graham et al [Scibetta (2004), Graham (2011)]. 
Similarly there remains an onus on data analysis to seek the best part of the data; equally on equipment 
manufacturers and test technicians alike, to ensure good design and set up of equipment.  
 
 
 
Figure 7: J-R curve constructions for real dataset (left) unloading and (right) reloading  
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