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Abstract
Complex classification performance metrics such as the Fβ-measure and Jaccard index are often
used, in order to handle class-imbalanced cases such as information retrieval and image segmentation.
These performance metrics are not decomposable, that is, they cannot be expressed in a per-example
manner, which hinders a straightforward application of the M-estimation widely used in supervised
learning. In this paper, we consider linear-fractional metrics, which are a family of classification
performance metrics that encompasses many standard metrics such as the Fβ-measure and Jaccard
index, and propose methods to directly maximize performances under those metrics. A clue to tackle
their direct optimization is a calibrated surrogate utility, which is a tractable lower bound of the
true utility function representing a given metric. We characterize necessary conditions which make
the surrogate maximization coincide with the maximization of the true utility. To the best of our
knowledge, this is the first surrogate calibration analysis for the linear-fractional metrics. We also
propose gradient-based optimization algorithms and show their practical usefulness in experiments.
1 Introduction
Binary classification, one of the main focuses in machine learning, is a problem to predict binary re-
sponses for input covariates. Classifiers are usually evaluated by the classification accuracy, which is the
expected proportion of correct predictions. Since the accuracy cannot evaluate classifiers appropriately
under class imbalance [27] or in the presence of label noises [28], alternative performance metrics have
been employed such as the Fβ-measure [45, 21, 30, 22], Jaccard index [22, 5], and balanced error rate
(BER) [8, 27, 28, 11]. Once a performance metric is given, it is a natural strategy to optimize the perfor-
mance of classifiers directly under the given performance metric. However, the alternative performance
metrics have difficulty in direct optimization in general, because they are non-decomposable, for which
per-example loss decomposition is unavailable. In other words, the M-estimation procedure [44, 42] can-
not be applied. Thus, we cannot apply the empirical risk minimization (ERM) [46], which makes the
optimization of non-decomposable metrics hard.
One of the earliest works on the direct optimization [22] generalizes performance metrics into the
linear-fractional metrics, which are the linear-fractional form of entries in the confusion matrix, and
encompasses the BER, Fβ-measure, Jaccard index, Gower-Legendre index [18, 34], and weighted ac-
curacy [22]. Koyejo et al. [22] formulated the optimization problem in two ways. One is a plug-in
rule [22, 31, 47], to estimate the class-posterior probability and its optimal threshold, and the other is
an iterative weighted ERM approach [22, 36], to find a good cost with which the cost-sensitive risk [39]
minimizer achieves higher utilities. Although they are consistent, the first suffers from high sample com-
plexity due to the class-posterior probability estimation, while the latter is computationally demanding
because of the iterative classifier training.
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Figure 1: Overview of this work. Intuitively, we can obtain the utility maximizer by solving V̂φ(f) = 0.
Our goal is to seek for computationally more efficient procedures to directly optimize the linear-
fractional metrics, without sacrificing the consistency. We provide a novel calibrated surrogate utility
which is a tractable lower bound of the true utility representing the metric of our interest. We derive
necessary conditions on the surrogate calibration, under which the surrogate maximization implies the
maximization of the true utility. Then, we give model-agnostic optimization algorithms of the surrogate
utility. Noting that the gradient directions of the surrogate utility can be estimated with U -statistics [43],
we apply optimization methods using gradients, such as quasi-Newton methods. We show their consis-
tency based on the theory of Z-estimation [43]. The overview is illustrated in Fig. 1.
Contributions: (i) Surrogate calibration (Sec. 3): We propose a tractable lower bound of the linear-
fractional metrics with calibration conditions, which guarantee that the surrogate maximization implies
the maximization of the true utility. This approach is model-agnostic differently from many previous
approaches [22, 31, 32, 47]. (ii) Gradient-based optimization (Sec. 4.1): The surrogate utility has affinity
with gradient-based optimization because its gradient direction can be easily estimated in an unbiased
manner. Thus, the gradient ascent and quasi-Newton methods can be applied. (iii) Consistency analysis
(Sec. 4.2): The estimator obtained via the surrogate maximization with a finite sample is shown to be
consistent to the maximizer of the expected utility.
2 Preliminaries
Throughout this work, we focus on binary classification. Let [n] .= {1, . . . , n} and Πnr .= {(i, j) | i, j ∈
[n], i 6= j}. Let1{A} .= 1 if the predicateA holds and 0 otherwise. LetX ⊂ Rd be a feature space andY =
{±1} be the label space. We assume that a sample S .= {(xi, yi)}ni=1 ⊂ X×Y independently follows the
joint distribution Pwith a density p. For a function h ∈ RX×Y, we write E[h(X,Y )] = ∫
X×Y h(X,Y )dP.
An expectation with respect to X is written as EX [h(X)]
.
=
∫
X
h(X)dPX for a function h ∈ RX, where
PX denotes the X-marginal distribution. A classifier is given as a function f ∈ RX, where sgn(f(·))
determines predictions. Here we adopt the convention sgn(0) = −1. Let F ⊂ RX be a hypothesis set of
classifiers. Let pi .= P(Y = +1) and η(X) .= P(Y = +1|X) be the class-prior/-posterior probabilities
of Y = +1, respectively. The 0/1-loss is denoted as `(m) .= 1{m≤0}, while φ : R → R≥0 denotes a
surrogate loss. The norm ‖ · ‖ without a subscript is L2-norm.
In general, the following four quantities are focal targets in binary classification: the true positives
(TP), false negatives (FN), false positives (FP), and true negatives (TN).
Definition 1 (Confusion matrix). Given a classifier f ∈ F and a distribution P, its confusion matrix is
defined as C(f,P) .= [TP(f,P),FN(f,P);FP(f,P),TN(f,P)], where
TP(f,P) .= P(Y = +1, sgn(f(X)) = +1), FN(f,P) .= P(Y = +1, sgn(f(X)) = −1),
FP(f,P) .= P(Y = −1, sgn(f(X)) = +1), TN(f,P) .= P(Y = −1, sgn(f(X)) = −1).
FN andTP aswell asTN andFP can be transformed to each other: FN(f,P) = pi−TP(f,P),TN(f,P) =
(1− pi)− FP(f,P). They can be expressed with ` and η, such as TP(f,P) = EX [`(−f(X))η(X)]. The
goal of binary classification is to obtain a classifier that maximizes TP and TN while keeping FP and FN
as low as possible. Classifiers are evaluated by performance metrics that trade off the confusion matrix.
Performance metrics need to be chosen based on our requirements on the confusion matrix [40, 28]. In
this work, we focus on the following family of utilities representing the linear-fractional metrics.
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Table 1: Examples of the linear-fractional performance metrics. β > 0 is a trade-off parameter for the Fβ-measure, while
α ≥ 0 is for the Gower-Legendre index.
Metric Fβ-measure [45] Jaccard index [20] Gower-Legendre index [18]
Definition (1+β
2)TP
(1+β2)TP+β2FN+FP
TP
TP+FN+FP
TP+TN
TP+α(FP+FN)+TN
(a0,+1, a0,−1) (1 + β2, 0) (1, 0) (1,−1)
b0 0 0 1− pi
(a1,+1, a1,−1) (1, 1) (0, 1) (1− α, α− 1)
b1 β
2pi pi 1 + (α− 1)pi
Definition 2 (Linear-fractional utility). A linear-fractional utility U : F → [0, 1] is
U(f)
.
=
EX [W0(f(X), η(X))]
EX [W1(f(X), η(X))]
, (1)
whereW0,W1 : R× [0, 1]→ R are class-conditional score functions given as
Wk(ξ, q)
.
= ak,+1`(−ξ)q + ak,−1`(−ξ)(1− q) + bk,
and a0,+1 > 0, a0,−1 ≤ 0, b0, a1,+1 ≥ 0, a1,−1 ≥ 0, b1 are constants, such that 0 ≤ U(f) ≤ 1 (∀f ).
The class-conditional score functions correspond to a linear-transformation of TP and FP:
EX [Wk(f(X), η(X))] = ak,+1TP(f,P) + ak,−1FP(f,P) + bk.
Examples of U are shown in Table 1. Given a utility function U, our goal is to obtain a classifier f † that
maximizes U.
f † = arg max
f∈F
U(f). (2)
Traditional Supervised Classification: Here, we briefly review a traditional procedure for super-
vised classification [46]. Our aim is to obtain a classifier with high accuracy, which corresponds to
minimizing the classification risk R(f) .= E[`(Y f(X))]. Since optimizing the 0/1-loss ` is a com-
putationally infeasible problem [4, 16], it is a common practice to instead minimize a surrogate risk
Rφ(f)
.
= E[φ(Y f(X))], where φ : R → R≥0 is a surrogate loss. If φ is a classification-calibrated
loss [3], it is known that minimizing Rφ corresponds to minimizing R. Eventually, what we actually
minimize is the empirical (surrogate) risk R̂φ(f)
.
= 1n
∑n
i=1 φ(yif(xi)). The empirical risk R̂φ(f) is
an unbiased estimator of the true risk Rφ(f) for a fixed f ∈ F, and the uniform law of large numbers
guarantees that R̂φ(f) converges to Rφ(f) for any f ∈ F in probability [46, 42, 29]. This strategy to
minimize R̂φ is called the empirical risk minimization (ERM).
The traditional ERM is devoted to maximizing the accuracy, which is not necessarily suitable when
the other metric is used for evaluation. Our aim is to give an alternative procedure to maximizeU directly
as in Eq. (2). Here, we have two questions: (i) How to construct an alternative utility to U that is easier
to optimize (as Rφ above) and (ii) How to incorporate a sample to optimize the surrogate utility (as R̂φ
above). We give answers to them in Secs. 3 and 4, respectively.
3 Surrogate Utility and Calibration Analysis
The true utility in Eq. (1) consists of the 0/1-loss `, which is difficult to optimize. In this section, we
introduce an alternative utility in order to make the optimization problem in Eq. (2) easier.
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3.1 Surrogate Utility: Tractable Objective for Linear-fractional Utility
Assume that we are given a surrogate loss φ : R → R≥0. We impose two postulates on an alternative
utility: The alternative utility should lower-bound the true utility U, and then TP / FP should become
larger / smaller as a result of optimization, respectively. We realize these by constructing surrogate class-
conditional score functionsW0,φ andW1,φ as follows:
W0,φ(ξ, q)
.
= a0,+1(1− φ(ξ))q + a0,−1φ(−ξ)(1− q) + b0,
W1,φ(ξ, q)
.
= a1,+1(1 + φ(ξ))q + a1,−1φ(−ξ)(1− q) + b1.
(3)
We often abbreviateEX [Wk,φ(f(X), η(X))] asE[Wk,φ] if it is clear from the context. Given the surrogate
class-conditional scores, define the surrogate utility as follows.
Uφ(f)
.
=
EX [W0,φ(f(X), η(X))]
EX [W1,φ(f(X), η(X))]
=
E[W0,φ]
E[W1,φ]
. (4)
To constructUφ, the 0/1-losses appearing inU are substituted with the surrogate loss φ. The surrogate
class-conditional scores in (3) are designed so that the surrogate utility in (4) satisfies the above postulates.
Lemma 3. For all f and a surrogate loss φ : R → R≥0 such that φ(m) ≥ `(m) for all m ∈ R,
Uφ(f) ≤ U(f).
Lemma 3 is clear from the assumption that φ upper-bounds `. Due to this property, maximizing Uφ
is at least maximizing a lower bound of U. Immediately, Uφ(f)(≤ U(f)) ≤ 1 for any f . Throughout the
paper, we assume that Uφ is Fréchet differentiable.
3.2 Calibration Analysis: Bridging Surrogate Utility and True Utility
m
0
1
O
0-1
log2(1 + e
−m)
log2(1 + e
−τm)
Figure 2: An example of τ -discrepant loss:
φ(m) = log2(1 + e
−m) for m ≤ 0 and φ(m) =
log2(1 + e
−τm) form > 0.
Given the surrogate utilityUφ, a natural question arises in the
same way as the classification calibration in binary classifi-
cation [49, 3]: Does maximizing the surrogate utility Uφ
imply maximizing the true utility U? In this section, we
study sufficient conditions on the surrogate loss φ in order to
connect the maximization of Uφ and the maximization of U.
All proofs in this section are deferred to App. A.
First, we define the notion of U-calibration.
Definition 4 (U-calibration). The surrogate utility Uφ is
said to be U-calibrated if for any sequence of measurable
functions {fm}m≥1 and any distribution P, it holds that
Uφ(fm) → U∗φ =⇒ U(fm) → U† when m → ∞, where
U∗φ
.
= supf Uφ(f) and U†
.
= supf U(f) are the suprema
taken over all measurable functions.
This definition is motivated by calibration in other learn-
ing problems such as binary classification [3, Theorem 3], multi-class classification [50, Theorem 3],
structured prediction [35, Theorem 2], and AUC optimization [17, Definition 1]. If a surrogate util-
ity is U-calibrated, we may safely optimize the surrogate utility instead of the true utility U. Note that
U-calibration is a concept to reduce the surrogate maximization to the maximization of U within all mea-
surable functions. The approximation error of Uφ is not the target of our analysis [3].
Next, we give a property of loss functions that is needed to guarantee U-calibration.
Definition 5 (τ -discrepant loss). For a fixed τ ∈ (0, 1], a non-increasing loss function φ : R → R≥0 is
said to be τ -discrepant if φ satisfies limm↘0 φ′(m) ≥ τ limm↗0 φ′(m).
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Intuitively, τ -discrepancy means that the gradient of φ around the origin is steeper in the negative
domain than the positive domain (see Figure 2). The loss φ is no more discrepant if it is 1-discrepant.
τ -discrepancy is an important property to guarantee U-calibration.
Below, we see calibration properties for specific linear-fractional metrics, the Fβ-measure and Jaccard
index. Note that those calibration analyses can be extended to general linear-fractional utilities, which is
deferred to App. A.4.
Fβ-measure: The Fβ-measure is widely used especially in the field of information retrieval where
relevant items are rare [25]. Since it is defined as the weighted harmonic mean of the precision and recall
(see Table 1), its optimization is difficult in general. Despite that much previous work has tried to directly
optimize it in the context of the class-posterior probability estimation [30, 22, 47], or the iterative cost-
sensitive learning [22, 36], we show that there exists a calibrated surrogate utility that can be used to the
direct optimization as well.
For the Fβ-measure (1+β
2)TP
(1+β2)TP+β2FN+FP
= (1+β
2)TP
TP+FP+β2pi
, define the true utility UFβ and the surrogate
utility UFβφ as
UFβ (f) =
EX
[
(1 + β2)`(−f(X))η(X)]
EX [`(−f(X))η(X) + `(−f(X))(1− η(X)) + β2pi] ,
U
Fβ
φ (f) =
EX
[
(1 + β2)(1− φ(f(X)))η(X)]
EX [(1 + φ(f(X)))η(X) + φ(−f(X))(1− η(X)) + β2pi] .
As for UFβφ , we have the following Fβ-calibration guarantee. Denote (U
Fβ
φ )
∗ .= supf U
Fβ
φ (f).
Theorem 6 (Fβ-calibration). Assume that a surrogate loss φ : R→ R≥0 is non-increasing and differen-
tiable almost everywhere, and that (UFβφ )
∗ ≥ (1+β2)τ1−τ and φ is τ -discrepant for some constant τ ∈ (0, 1).
Then, UFβφ is Fβ-calibrated.
An example of the τ -discrepant surrogate loss is shown in Figure 2. Here τ is a discrepancy hyper-
parameter. From the fact (UFβφ )
∗ ≤ 1, τ ranges over (0, 1
2+β2
]. We may determine τ by cross-validation,
or fix it at τ = 1
2+β2
by assuming (UFβφ )
∗ ≈ 1.
Jaccard Index: The Jaccard index, also referred to as the intersection over union (IoU), is a metric
of similarity between two sets: For two sets A and B, it is defined as |A∩B||A∪B| ∈ [0, 1]. If we measure the
similarity between the sets of samples predicted as positives and labeled as positives, the Jaccard index
becomes TPTP+FN+FP , as is shown in Table 1. This measure is not only used for measuring the performance
of binary classification [22, 32], but also for semantic segmentation [15, 12, 1, 5].
For the Jaccard index TPTP+FN+FP =
TP
FP+pi , define the true utility U
Jac and the surrogate utility UJacφ
as
UJac(f) =
EX [`(−f(X))η(X)]
EX [`(−f(X))(1− η(X)) + pi] , U
Jac
φ (f) =
EX [(1− φ(f(X)))η(X)]
EX [φ(−f(X))(1− η(X)) + pi] .
As for UJacφ , we have the following Jaccard-calibration. Denote (UJacφ )∗
.
= supf U
Jac
φ (f).
Theorem 7 (Jaccard-calibration). Assume that a surrogate loss φ : R → R≥0 is non-increasing and
differentiable almost everywhere, and that (UJacφ )∗ ≥ τ and φ is τ -discrepant for some constant τ ∈
(0, 1). Then, UJacφ is Jaccard-calibrated.
Theorem 7 also relies on the τ -discrepancy as in Theorem 6. Thus, the loss shown in Figure 2 can
also be used in the Jaccard case with a certain range of τ . In the same manner as the Fβ-measure, a
hyperparameter τ ranges over (0, 1), which we may either determine by cross-validation or fix to a certain
value.
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Algorithm 1: Gradient Ascent with V̂φ
Input : θ initial classifier parameter
1 repeat
2 g ←− V̂φ(fθ)
3 λ←− line_search(g)
4 θ ←− θ + λg
5 until stopping criterion is satisfied
Output
:
learned classifier parameter θ
Algorithm 2: BFGS with V̂φ
Input : θ initial classifier parameter, H
initial Hessian approximator
1 repeat
2 g ←− −HV̂θ(fθ)
3 λ←− line_search(g)
4 θ ←− θ + λg
5 H ←− BFGS_update(V̂θ(fθ))
6 until stopping criterion is satisfied
Output
:
learned classifier parameter θ
Remark: The τ -discrepancy is a technical assumption making stationary points of Uφ lie in the
Bayes optimal set of U. This is a mere sufficient condition for U-calibration, while the classification-
calibration [3] is the necessary and sufficient condition for the accuracy. We give the surrogate calibration
conditions for the accuracy in App. A.3. It is left as an open problem to seek for the necessary conditions.
4 Optimization with Unbiased Gradient Direction Estimator
In this section, we propose algorithms to optimize the surrogate utility, and analyze the consistency of the
finite-sample maximizer.
4.1 Gradient Direction Estimator as U -statistics
Now, the surrogate utility Uφ is a calibrated and differentiable alternative to U, and the gradient-based
optimization can be applied. Under a certain regularity on the interchangeability of the expectation and
derivative, its gradient can be computed as
∇fUφ(f) = 1
(E[W1,φ])2︸ ︷︷ ︸
positive scalar
E[W1,φ]E[∇fW0,φ]− E[W0,φ]E[∇fW1,φ]︸ ︷︷ ︸
gradient direction ( .= Vφ(f))
= (E[W1,φ])−2 · Vφ(f),
from which we can see that the gradient direction is dominated by Vφ. In comparison with ∇fUφ, esti-
mating Vφ is straightforward following the idea of the U -statistics [43]:
V̂φ(f)
.
=
1
2
(
n
2
) ∑
(i,j)∈Πn2
{
W˜1,φ(f(xj), yj)∇W˜0,φ(f(xi), yi)−W˜0,φ(f(xi), yi)∇W˜1,φ(f(xj), yj)
}
, (5)
where
W˜0,φ(ξ, y)
.
= a0,+1(1− φ(ξ))1{y=+1} + a0,−1φ(−ξ)1{y=−1} + b0,
W˜1,φ(ξ, y)
.
= a1,+1(1 + φ(ξ))1{y=+1} + a1,−1φ(−ξ)1{y=−1} + b1.
The gradient direction estimator in Eq. (5) can be regarded as a second order U -statistics, and it is known
to be unbiased to Vφ(f) [19].
Once we have the estimator V̂φ, optimization procedures that only need gradients such as gradient
ascent and quasi-Newton methods [7] can be applied to maximizeUφ, because they only require gradients
up to positive constants. Algorithms 1 and 2 are extensions of the traditional gradient ascent and BFGS,
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respectively, plugging V̂φ into them. For line search methods, we use the backtracking line search [7]
with the Armijo condition for Algorithm 1 and the Wolfe condition for Algorithm 2.1
4.2 Consistency Analysis: Bridging Finite Sample and Asymptotics
In this subsection, we analyze statistical properties of the estimator V̂φ in Eq. (5). To make it simple, the
linear-in-input model fθ(x) = θ>x is considered throughout this subsection, where θ ∈ Θ is a classifier
parameter, andΘ ⊂ Rd is a compact parameter space. The maximization procedure introduced above can
be naturally seen as Z-estimation [43], which is an estimation procedure to solve an estimation equation.
In our case, the maximization of Uφ is reduced to a Z-estimation problem to solve the system V̂φ(f) = 0.
The first lemma shows that the derivative estimator V̂φ admits the uniform convergence. Its proof is
deferred to App. B.
Lemma 8 (Uniform convergence). For k = 0, 1, let ck
.
= supξ∈R,y∈Y |Wk,φ(ξ, y)| < +∞. Assume that
Wk(·, y) for y ∈ Y are ρk-Lipschitz continuous for finite constants ρk > 0, and that ‖x‖ < cX (∀x ∈ X)
and ‖θ‖ < cΘ (∀θ ∈ Θ) for finite constants cX, cΘ > 0. In addition, φ is γ+1-smooth in the positive
domain and γ−1-smooth in the negative domain for finite constants γ+1, γ−1 > 0. Then,
sup
θ∈Θ
∥∥∥V̂φ(fθ)− Vφ(fθ)∥∥∥ = Op(n− 12 ), (6)
where Op denotes the order in probability.
The Lipschitz continuity and smoothness assumptions in Lemma 8 can be satisfied if the surrogate
loss φ satisfies a certain Lipschitzness and smoothness. Note that Lemma 8 still holds for τ -discrepant
surrogates since we allow surrogates to have different smoothness parameters for both positive and nega-
tive domains. Lemma 8 is the basis to show the consistency. Let θ∗ .= arg maxθ∈ΘUφ(fθ) and θ̂n be an
estimator defined by θ̂n = arg maxθ∈Θ Ûφ(fθ). Under the identifiability below, fθ∗ and fθ̂n are roots of
Vφ and V̂φ, respectively. Then, we can show the consistency of θ̂n.
Theorem 9 (Consistency). Assume that θ∗ is identifiable, that is, inf{‖Vφ(fθ)‖ | ‖θ − θ∗‖ ≥ } >
‖Vφ(fθ∗)‖ = 0 for all  > 0, and that Eq. (6) holds for V̂φ. Then, θ̂n p→ θ∗.
Theorem 9 is a corollary of van derVaart [43, Theorem 5.9], given the uniform convergence (Lemma 8)
and the identifiability assumption. Note that the identifiability assumes that Vφ has a unique zero fθ∗ ,
which is also usual in the M-estimation: the global optimizer is identifiable. Though this is not a mild
assumption in the non-convex case, further analysis is beyond our scope.
5 Related Work
(i) Surrogate optimization: One of the earliest attempts to optimize non-decomposable performance met-
rics dates back to Joachims [21], formulating into the structured SVM as a surrogate objective. How-
ever, Dembczyński et al. [13] shows that this surrogate is inconsistent, which means that the surrogate
maximization does not necessarily imply the maximization of the true metric. Later, Yu and Blaschko
[48], Eban et al. [14], Berman et al. [5] have tried different surrogates, but their calibration has not been
studied yet.
(ii) Plug-in rule: Instead of the surrogate optimization, Dembczyński et al. [13] mentions that a plug-
in rule is consistent, where η and a threshold parameter are estimated independently. We can estimate η
1 The Armijo condition needs an oracle access to the objective, for which we use Ûφ(fθ)
.
=
∑
W˜0,φ(fθ(xi),yi)∑
W˜1,φ(fθ(xi),yi)
as a proxy.
We use V̂φ(fθ) as a proxy for the gradient for the curvature condition as well.
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Figure 3: Convergence comparison of the F1-measure (left two figures) and Jaccard index (right two figures). Standard errors
of 50 trials are shown as shaded areas.
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Figure 4: The relationship of the test F1-measure (left two figures) / Jaccard index (right two figures) and sample size (horizontal
axes). Standard errors of 50 trials are shown as shaded areas.
by minimizing strictly proper losses [37]. The plug-in rule has been investigated in many settings [30,
13, 22, 31, 9, 47]. One of the problems of the plug-in rule is that it requires an accurate estimate of η,
which is less sample-efficient than the usual classification with convex surrogates [6, 41]. The threshold
parameter heavily relies on an estimate of η.
(iii) Cost-sensitive risk minimization: On the other hand, Parambath et al. [36] is a pioneering work to
focus on the pseudo-linearity of the metrics, which reduces their maximization to an alternative optimiza-
tion with respect to a classifier and a sublevel. This can be formulated as an iterative cost-sensitive risk
minimization [22, 32, 33, 38]. Though these methods are blessed with the consistency, they need to train
classifiers many times, which may lead to high computational cost, especially for complex hypothesis
sets.
Remark: Our proposedmethods can be considered to belong to the family (i), while one of the crucial
differences is the fact that we have calibration guarantee. We do not need to estimate the class-posterior
probability as in (ii), or train classifiers many times as in (iii).
6 Experiments
In this section, we see empirical performances of the surrogate optimizations (Algorithms 1 and 2). De-
tails of datasets, baselines, and full experimental results are shown in Sec. C.
Implementation details of proposed methods: The linear-in-input model fθ(x) = θ>x is used
for the hypothesis set F. For the initializer of θ, ERM minimizer trained by SVM is used. For both
Algorithms 1 and 2, gradient updates are iterated 100 times. Algorithms 1 and 2 are referred to as U-GD
and U-BFGS below, respectively. The surrogate loss shown in Figure 2 is used: φ(m) = log2(1 + e−m)
when m ≤ 0 and φ(m) = log2(1 + e−τm) when m > 0, where τ is set to 0.33 in the F1-measure case
and 0.75 in the Jaccard index case.2
Convergence Comparison: We compare convergence behaviors of U-GD and U-BFGS. In this ex-
periment, we ran them 300 iterations from random initialization parameters drawn from N(0d, Id). The
results are summarized in Figure 3. As we expect, U-BFGS converges much faster in most of the cases, up
2 The discrepancy parameter τ should be chosen within (0, 1
3
) and (0, 1) for the F1-measure and Jaccard index, respectively.
Here, we fix them to the slightly small values than the upper limits of their ranges. In App. C.6, we study the relationship between
performance sensitivity on τ .
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Table 2: Benchmark results: 50 trials are conducted for each pair of a method and dataset. Standard errors (multiplied by 104)
are shown in parentheses. Bold-faces indicate outperforming methods, chosen by one-sided t-test with the significant level 5%.
(F1-measure) Proposed Baselines
Dataset U-GD U-BFGS ERM W-ERM Plug-in
cod-rna 0.501 (6) 0.890 (3) 0.002 (1) 0.500 (3) 0.698 (42)
ionosphere 0.829 (52) 0.913 (45) 0.904 (37) 0.848 (249) 0.902 (45)
sonar 0.720 (93) 0.744 (99) 0.687 (181) 0.653 (228) 0.734 (111)
w8a 0.156 (19) 0.251 (14) 0.062 (21) 0.397 (26) 0.489 (30)
(Jaccard index) Proposed Baselines
Dataset U-GD U-BFGS ERM W-ERM Plug-in
cod-rna 0.326 (3) 0.866 (3) 0.001 (0) 0.324 (3) 0.537 (50)
ionosphere 0.815 (66) 0.827 (70) 0.827 (61) 0.763 (256) 0.824 (74)
sonar 0.617 (99) 0.598 (145) 0.537 (198) 0.503 (217) 0.586 (134)
w8a 0.323 (19) 0.486 (39) 0.032 (11) 0.248 (21) 0.324 (27)
to 30 iterations. Note that U-BFGS and U-GD are in the trade-off relationship in that the former converges
within fewer steps while the latter can update faster.
Performance Comparison with Benchmark Data: We compare the proposed methods with base-
lines. The results of the F1-measure and Jaccard index are summarized in Table 2, respectively, from
which we can see the better or at least competitive performances of the proposed methods.
Sample Complexity: We empirically study the relationship between the performance and the sample
size. We randomly sample each original dataset to reduce the sample sizes to {20, 40, . . . , 400}, and
train all methods on the reduced samples. The experimental results are shown in Figure 4. Overall, U-
GD and U-BFGS outperform, which is especially significant when the sample sizes are quite small. It is
worth noting that U-GD works even better than U-BFGS in some cases, though U-GD does not behave
significantly better in Table 2. It can happen because the Hessian approximation in BFGS might not work
well when the sample sizes are extremely small.
7 Conclusion
In this work, we gave a new insight of the calibrated surrogate maximization to handle the linear-fractional
performance metrics. The necessary conditions for the surrogate calibration were stated, which is the
first calibration result for the linear-fractional metrics to the best of our knowledge. The surrogate max-
imization can be done by the gradient-based optimizations, thus we can escape from the class-posterior
probability estimation or iterative training of classifiers. The uniform convergence and consistency of the
surrogate maximizer are guaranteed, and experimental results show the superiority of our approaches.
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A Calibration Analysis and Deferred Proofs from Section 3.2
In this section, we analyze calibration of the surrogate utility. Before proceeding, we need to describe
Bayes optimal classifier for a given metric.
Definition 10. Given a linear-fractional utility U, Bayes optimal set B ⊂ RX is a set of functions that
achieve the supremum of U, that is, B .= {f | U(f) = U† = supf ′ U(f ′)}.
Classifiers inB are referred to as Bayes optimal classifiers. Note that they are not necessarily unique.
In this work, we assume that B 6= ∅. First, we characterize Bayes optimal set B.
Proposition 11. Given a linear-fractional utility U in Eq. (1), the Bayes optimal set B for U is
B = {f | f(x){(∆a0 −∆a1U(f))η(x)− (a1,−1U(f)− a0,−1)} > 0 ∀x ∈ X},
where ∆a0
.
= a0,+1 − a0,−1 and ∆a1 .= a1,+1 − a1,−1.
Proof. The maximization problem in Eq. (2) can be restated as follows.
max
λ∈Λ
U¯(λ); U¯(λ)
.
=
EX [a0,+1λ(X)η(X) + a0,−1λ(X)(1− η(X)) + b0]
EX [a1,+1λ(X)η(X) + a1,−1λ(X)(1− η(X)) + b1] ,
where Λ .= {x 7→ `(−f(x)) | f ∈ F} ⊂ RX. First, the Fréchet derivative of U¯ evaluated at x is obtained
as follows.
[∇λU¯(λ)]x = (∆a0η(x) + a0,−1)E[W1]− (∆a1η(x) + a1,−1)E[W0]E[W1]2 p(x)
=
p(x)
E[W1]
{(
∆a0 −∆a1E[W0]E[W1]
)
η(x)−
(
a1,−1
E[W0]
E[W1]
− a0,−1
)}
=
p(x)
E[W1]
{
(∆a0 −∆a1U¯(λ))η(x)− (a1,−1U¯(λ)− a0,−1)
}
Let f † ∈ F be a function that maximizes U, and λ† .= `(−f †(·)). Then, λ† maximizes U¯, and it satisfies
([22, lemma 12]) ∫
X
[∇λU¯(λ†)]xλ†(x)dx ≥
∫
X
[∇λU¯(λ†)]xλ(x)dx ∀λ ∈ Λ.
Thus, the necessary condition for local optimality is that sgn(λ†(x)) = sgn([∇λU¯(λ†)]x) for all x ∈ X.3
Since sgn(λ†(x)) = sgn(`(−f †(x))) = sgn(f †(x)), the above condition is sgn(f †(x)) = sgn([∇λU¯(λ†)]x)
for all x ∈ X, which is equivalent to the condition f †(x){(∆a0 − ∆a1U(f †))η(x) − (a1,−1U(f †) −
a0,−1)} > 0 for all x ∈ X. This concludes the proof. Note that p(x)/E[W1] is a positive value, and
U¯(λ†) = U(f †).
You may confirm that Proposition 11 is consistent with Bayes optimal classifier in the classical case,
accuracy [3]: a Bayes optimal classifier f † should satisfy f †(x)(2η(x) − 1) > 0 for all x ∈ X, since
a0,+1 = 1, a0,−1 = −1, a1,+1 = a1,−1 = b0 = b1 = 0.
Next, we state a proposition which gives a direction to prove the surrogate calibration of a surrogate
utility. This proposition follows a latter half of Gao and Zhou [17, Theorem 2].
Proposition 12. Fix a true utility U, a surrogate utility Uφ, and let B a Bayes optimal set corresponding
to the utility U. Assume that
sup
f 6∈B
Uφ(f) < sup
f
Uφ(f). (7)
Then, the surrogate utility Uφ is U-calibrated.
3 This can be confirmed in a similar manner to the proof of Yan et al. [47, Theorem 3.1].
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Proof. Remind that Uφ
.
= supf Uφ(f) and let
δ
.
= U∗φ − sup
f 6∈B
Uφ(f) > 0,
and {fm}m≥1 be any sequence such that Uφ(fm) m→∞−→ U∗φ. Then, for any ε > 0, there exists m0 ∈ Z
such that U∗φ − Uφ(fm) < ε for m ≥ m0. Here we set ε = δ2 : U∗φ − Uφ(fm) < δ2 for m ≥ m0. If we
assume that fm 6∈ B, this contradicts with the following facts: for a function f 6∈ B,
U∗φ − Uφ(f) = U∗φ − sup
f ′ 6∈B
Uφ(f
′)︸ ︷︷ ︸
=δ
+ sup
f ′ 6∈B
Uφ(f
′)− Uφ(f)︸ ︷︷ ︸
≥0
≥ δ.
Thus, it holds that fm ∈ B form ≥ m0, that is, U(fm) = U†, which indicates U-calibration.
Thus, the proof of U-calibration of Uφ is reduced to show the condition (7). Below, we show the sur-
rogate calibration for the Fβ-measure and Jaccard index utilizing Propositions 11 and 12. The proofs are
based on the above propositions, Gao and Zhou [17, Lemma 6] and Charoenphakdee et al. [11, Theorem
11].
Throughout the proofs, we assume that for the critical set C† .= {x | (∆a0 − ∆a1U(f †))η(x) −
(a1,−1U(f †) − a0,−1) = 0}, P(C†) = 0, where f † is the classifier attaining the supremum of U. For
example, this holds for any η-continuous distribution [47, Assumption 2].
A.1 Proof of Theorem 6
As a surrogate utility of the Fβ-measure following Eq. (4), we have
U
Fβ
φ (f) =
∫
X
{2(1− φ(f(x)))η(x)}p(x)dx∫
X
{(1 + φ(f(x)))η(x) + φ(−f(x))(1− η(x)) + β2pi}p(x)dx
.
=
EX [W
Fβ
0,φ(f(X), η(X))]
EX [W
Fβ
1,φ(f(X), η(X))]
,
where
W
Fβ
0,φ(ξ, q)
.
= 2(1− φ(ξ))q,
W
Fβ
1,φ(ξ, q)
.
= (1 + φ(ξ))q + φ(−ξ)(1− q) + pi.
From Proposition 11, the Bayes optimal set BFβ for the Fβ-measure is
BFβ
.
= {f | f(x)(2η(x)− UFβ (f)) > 0 ∀x ∈ X}.
Wewill show Fβ-calibration by utilizing Proposition 12, which casts our proof target into showing Eq. (7).
We prove it by contradiction. Assume that
sup
f 6∈BFβ
U
Fβ
φ (f) = sup
f
U
Fβ
φ (f).
This implies that there exists an optimal function f∗ 6∈ BFβ that achieves UFβφ (f∗) = supf U
Fβ
φ (f)
.
=
(U
Fβ
φ )
∗, that is, UFβφ (f
∗) = (UFβφ )
∗ and f∗(x¯)(2η(x¯)− UFβ (f∗)) ≤ 0 for some x¯ ∈ X.
Let us describe the stationary condition of f∗. We introduce a function δf :
δf(x)
.
=
{
1 if x = x¯,
0 if x 6= x¯.
Let G(γ) .= UFβφ (f
∗ + γδf). Since UFβφ is Gâteaux differentiable
4 and its Gâteaux derivative at f∗ must
4Fréchet differentiability implies Gâteaux differentiability.
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be zero in any direction, we claim thatG′(0) = 0, whereG′(0) corresponds to Gâteaux derivative of UFβφ
at f∗ in the direction of δf . Here, G′(0) is computed as
G′(0) =
1
E[W Fβ1,φ(f∗)]2
{
E[W Fβ1,φ(f
∗)]
∫
X
{−2φ′(f∗(x))δf(x)η(x)}p(x)dx
−E[W Fβ0,φ(f∗)]
∫
X
{φ′(f∗(x))δf(x)η(x)− φ′(−f∗(x))δf(x)(1− η(x))}p(x)dx
}
=
1
E[W Fβ1,φ(f∗)]
{∫
X
{−2φ′(f∗(x))δf(x)η(x)}p(x)dx
−(UFβφ )∗
∫
X
{φ′(f∗(x))δf(x)η(x)− φ′(−f∗(x))δf(x)(1− η(x))}p(x)dx
}
=
{−2φ′(f∗(x¯))η(x¯)− φ′(f∗(x¯))(UFβφ )∗η(x¯) + φ′(−f∗(x¯))(U
Fβ
φ )
∗(1− η(x¯))}p(x¯)
E[W Fβ1,φ(f∗)]
,
where E[W Fβ0,φ(f
∗)] = EX [W
Fβ
0,φ(f
∗(X), η(X))] and E[W Fβ1,φ(f
∗)] = EX [W
Fβ
1,φ(f
∗(X), η(X))]. Thus,
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the stationary condition is
−2φ′(f∗(x¯))η(x¯)− φ′(f∗(x¯))(UFβφ )∗η(x¯) + φ′(−f∗(x¯))(U
Fβ
φ )
∗(1− η(x¯)) = 0{
−2φ′(f∗(x¯))− φ′(f∗(x¯))(UFβφ )∗ − φ′(−f∗(x¯))(U
Fβ
φ )
∗
}
η(x¯) + φ′(−f∗(x¯))(UFβφ )∗ = 0. (8)
Since φ′(±f∗(x¯)) < 0, we have −2φ′(f∗(x¯))− φ′(f∗(x¯))(UFβφ )∗ − φ′(−f∗(x¯))(U
Fβ
φ )
∗ > 0. Thus, the
condition (8) becomes
η(x¯) =
φ′(−f∗(x¯))(UFβφ )∗
2φ′(f∗(x¯)) + (φ′(f∗(x¯)) + φ′(−f∗(x¯)))(UFβφ )∗
. (9)
Fromnowon, we divide the cases to take care of the Bayes optimal condition f∗(x¯)(2η(x¯)−UFβ (f∗)) ≥
0.
1) If f∗(x¯) > 0 and η(x¯) < 12U
Fβ (f∗): We show
φ′(−f∗(x¯))(UFβφ )∗
2φ′(f∗(x¯)) + (φ′(f∗(x¯)) + φ′(−f∗(x¯)))(UFβφ )∗
≥ U
Fβ (f∗)
2
. (10)
Take the difference of the left-hand side and the right-hand side:
φ′(−f∗(x¯))(UFβφ )∗
2φ′(f∗(x¯)) + (φ′(f∗(x¯)) + φ′(−f∗(x¯)))(UFβφ )∗
− U
Fβ (f∗)
2
=
2φ′(−f∗(x¯))(UFβφ )∗ − 2φ′(f∗(x¯))UFβ (f∗)− (φ′(f∗(x¯)) + φ′(−f∗(x¯))(U
Fβ
φ )
∗UFβ (f∗)
2(2φ′(f∗(x¯)) + (φ′(f∗(x¯)) + φ′(−f∗(x¯)))(UFβφ )∗)
,
where the denominator is always negative, which reduces to show the numerator is always negative,
too:
2φ′(−f∗(x¯))(UFβφ )∗ − 2φ′(f∗(x¯))UFβ (f∗)− (φ′(f∗(x¯)) + φ′(−f∗(x¯))(U
Fβ
φ )
∗UFβ (f∗)
= UFβ (f∗)(2 + (UFβφ )
∗)
 (U
Fβ
φ )
∗
2 + (U
Fβ
φ )
∗︸ ︷︷ ︸
≥τ
2− UFβ (f∗)
UFβ (f∗)︸ ︷︷ ︸
≥1
φ′(−f∗(x¯))− φ′(f∗(x¯))

≤ UFβ (f∗)(2 + (UFβφ )∗)
(
τφ′(−f∗(x¯))− φ′(f∗(x¯)))
≤ 0,
where the first inequality holds because
(U
Fβ
φ )
∗
2+(U
Fβ
φ )
∗
≥ τ when (1+β2)τ1−τ ≤ (U
Fβ
φ )
∗ ≤ 1 (see Figure 5)
and 2−U
Fβ (f∗)
U
Fβ (f∗)
≥ 1 when 0 ≤ UFβ (f∗) ≤ 1 (see Figure 6). Note that φ′(−f∗(x¯)) < 0. The
second inequality holds because of the assumption that limm↘0 φ′(m) ≥ τ limm↗0 φ′(m) and φ
is non-increasing, which implies τφ′(−m)− φ′(m) ≤ 0 for everym > 0.
Thus, the inequality (10) holds, which implies the following contradiction.
η(x¯) =
φ′(−f∗(x¯))(UFβφ )∗
2φ′(f∗(x¯)) + (φ′(f∗(x¯)) + φ′(−f∗(x¯)))(UFβφ )∗
≥ U
Fβ (f∗)
2
> η(x¯).
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∗
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φ
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2) If f∗(x¯) ≤ 0 and η(x¯) > 12UFβ (f∗): As well as the previous case, we begin from the stationary
condition (9). If φ′(−f∗(x¯)) < 0,
η(x¯) =
φ′(−f∗(x¯))(UFβφ )∗
2φ′(f∗(x¯)) + (φ′(f∗(x¯)) + φ′(−f∗(x¯)))(UFβφ )∗
=
(U
Fβ
φ )
∗
2 φ
′(f∗(x¯))
φ′(−f∗(x¯)) +
(
φ′(f∗(x¯))
φ′(−f∗(x¯)) + 1
)
(U
Fβ
φ )
∗
≤ 1
2
(U
Fβ
φ )
∗
1 + (U
Fβ
φ )
∗
≤ 1
2
UFβ (f∗)
< η(x¯), (contradiction)
where the first inequality holds because φ
′(−m)
φ′(m) ≥ 1 for everym ≥ 0 and f∗(x¯) ≤ 0, and the second
inequality holds because UFβφ (f) ≤ UFβ (f) (∀f ) implies
(U
Fβ
φ )
∗
1+(U
Fβ
φ )
∗
≤ UFβ (f∗) when (1+β2)τ1−τ ≤
(U
Fβ
φ )
∗ ≤ 1 (see Figure 7).
If φ′(−f∗(x¯)) = 0, it is easy to see the contradiction.
Combining the above cases, it follows that
sup
f 6∈BFβ
U
Fβ
φ (f) < sup
f
U
Fβ
φ (f).
Eventually, we claim that UFβφ is Fβ-calibrated by using Proposition 12.
A.2 Proof of Theorem 7
As a surrogate utility of the Jaccard index following Eq. (4), we have
UJacφ (f) =
∫
X
(1− φ(f(x)))η(x)p(x)dx∫
X
{φ(−f(x))(1− η(x)) + pi}p(x)dx,
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and we have the Bayes optimal set BJac for the Jaccard index such as
BJac
.
=
{
f | f(x){(1 + UJac(f))η(x)− UJac(f)} > 0 ∀x ∈ X
}
,
utilizing Proposition 11. We follow the same proof technique, proof by contradiction, as we use in the
proof of Theorem 6. Assume that
sup
f 6∈BJac
UJacφ (f) = sup
f
UJacφ (f),
which implies that there exits an optimal function f∗ 6∈ BJac that achieves UJacφ (f∗) = supf UJacφ (f)
.
=
(UJacφ )
∗, that is, UJacφ (f∗) = (UJacφ )∗ and f∗(x¯){(1 + UJac(f∗))η(x¯)− UJac(f∗)} ≤ 0 for some x¯ ∈ X.
The stationary condition of UJacφ around f∗ can be stated as well as Eq. (9) in Theorem 6:
η(x¯) =
φ′(−f∗(x¯))(UJacφ )∗
φ′(f∗(x¯)) + φ′(−f∗(x¯))(UJacφ )∗
. (11)
1) If f∗(x¯) > 0 and η(x¯) < U
Jac(f∗)
1+UJac(f∗) : We show
φ′(−f∗(x¯))(UJacφ )∗
φ′(f∗(x¯)) + φ′(−f∗(x¯))(UJacφ )∗
≥ U
Jac(f∗)
1 + UJac(f∗)
.
First, take the difference of the left-hand side and the right-hand side.
φ′(−f∗(x¯))(UJacφ )∗
φ′(f∗(x¯)) + φ′(−f∗(x¯))(UJacφ )∗
− U
Jac(f∗)
1 + UJac(f∗)
=
φ′(−f∗(x¯))(UJacφ )∗ − φ′(f∗(x¯))UJac(f∗)
(φ′(f∗(x¯)) + φ′(−f∗(x¯))(UJacφ )∗)(1 + UJac(f∗))
,
where the denominator is always negative, which reduces to show the numerator is always negative,
too. If φ′(−f∗(x¯)) < 0,
φ′(−f∗(x¯))(UJacφ )∗ − φ′(f∗(x¯))UJac(f∗)
= φ′(−f∗(x¯))
(
(UJacφ )
∗ − φ
′(f∗(x¯))
φ′(−f∗(x¯))U
Jac(f∗)
)
≤ φ′(−f∗(x¯))
(
(UJacφ )
∗ − φ
′(f∗(x¯))
φ′(−f∗(x¯))
)
(∵ UJac(f∗) ≤ 1)
≤ φ′(−f∗(x¯))((UJacφ )∗ − τ)
≤ 0, (∵ (UJacφ )∗ ≥ τ )
where the second inequality holds because of the assumption that limm↘0 φ′(m) ≥ τ limm↗0 φ′(m)
for everym > 0. Thus, we admit the contradiction.
η(x¯) =
φ′(−f∗(x¯))(UJacφ )∗
φ′(f∗(x¯)) + φ′(−f∗(x¯))(UJacφ )∗
>
UJac(f∗)
1 + UJac(f∗)
> η(x¯).
If φ′(−f∗(x¯)) = 0, then φ′(f∗(x¯)) = 0 from the assumption limm↘0 φ′(m) ≥ τ limm↗0 φ′(m),
which immediately results in the contradiction.
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2) If f∗(x¯) ≤ 0 and η(x¯) > UJac(f∗)
1+UJac(f∗) :We begin from the stationary condition in Eq. (11). Ifφ
′(−f∗(x¯)) <
0,
η(x¯) =
φ′(−f∗(x¯))(UJacφ )∗
φ′(f∗(x¯)) + φ′(−f∗(x¯))(UJacφ )∗
=
(UJacφ )
∗
φ′(f∗(x¯))
φ′(−f∗(x¯)) + (U
Jac
φ )
∗
≤ (U
Jac
φ )
∗
1 + (UJacφ )
∗
(
∵ φ
′(f∗(x¯))
φ′(−f∗(x¯)) ≥ 1 ∀f
∗(x¯) ≤ 0
)
≤ U
Jac(f∗)
1 + UJac(f∗)
< η(x¯), (contradiction)
where the second inequality follows because UJacφ (f) ≤ UJac(f) (∀f ) and a function x 7→ x1+x
(0 ≤ x ≤ 1) is monotonically increasing (see Figure 8).
It is easy to see contradiction in case of φ′(−f∗(x¯)) = 0.
Combining the above cases, it follows that
sup
f 6∈BJac
UJacφ (f) < sup
f
UJac(f).
Eventually, we claim that UJacφ is Jaccard-calibrated by using Proposition 12.
A.3 Analysis of Accuracy-Calibration
In this subsection, we show accuracy-calibration conditions in the same manners as the Fβ-measure and
Jaccard index, and confirm that the τ -discrepancy is not necessary in this case. As the true and a surrogate
utility of the accuracy following Eq. (4), define
UAcc(f) =
∫
X
{`(−f(x))η(x)− `(−f(x))(1− η(x)) + (1− pi)} p(x)dx,
UAccφ (f) =
∫
X
{(1− φ(f(x)))η(x)− φ(−f(x))(1− η(x)) + (1− pi)} p(x)dx.
Proposition 13 (Accuracy-calibration). Assume that a surrogate loss φ : R → R≥0 is non-increasing,
differentiable almost everywhere, and φ′(0) < 0. Then, UAccφ is accuracy-calibrated.
Proof. We have the Bayes optimal set BAcc for the accuracy such as
BAcc
.
= {f | f(x)(2η(x)− 1) > 0 ∀x ∈ X}
utilizing Proposition 11. In the same manner as the proofs of Theorems 6 and 7, assume that
sup
f 6∈BAcc
UAccφ (f) = sup
f
UAccφ (f),
and we prove by contradiction. The above assumption implies that there exists an optimal function f∗ 6∈
BAcc such that UAccφ (f∗) = supf UAccφ (f)
.
= (UAccφ )
∗, that is, UAccφ (f∗) = (UAccφ )∗ and f∗(x¯)(2η(x¯) −
1) ≤ 0 for some x¯ ∈ X.
The stationary condition of UAccφ around f∗ can be stated in the same way as Eq. (8):
(φ′(f∗(x¯)) + φ′(−f∗(x¯)))η(x¯)− φ′(−f∗(x¯)) = 0. (12)
We divide the cases based on the sign of f∗(x¯).
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1) f∗(x¯) > 0 and η(x¯) < 12 : Since φ
′(−f∗(x¯)) < φ′(f∗(x¯)) < 0,
η(x¯) =
1
1 + φ
′(f∗(x¯))
φ′(−f∗(x¯))
>
1
2
,
which contradicts with η(x) < 12 . Note that
φ′(f∗(x¯))
φ′(−f∗(x¯)) ∈ (0, 1) when φ′(−f∗(x¯)) < φ′(f∗(x¯)) <
0.
2) f∗(x¯) < 0 and η(x¯) > 12 : Since φ
′(f∗(x¯)) < φ′(−f∗(x¯)) < 0,
η(x¯) =
1
1− φ′(f∗(x¯))φ′(−f∗(x¯))
<
1
2
,
which contradicts with η(x) > 12 . Note that
φ′(f∗(x¯))
φ′(−f∗(x¯)) > 1 when φ
′(f∗(x¯)) < φ′(−f∗(x¯)) < 0.
3) f∗(x¯) = 0: Since φ′(f∗(x¯)) = φ′(−f∗(x¯)) = φ′(0) < 0, the stationary condition (12) reduces to
φ′(−f∗(x¯)) = 0, which contradicts with φ′(−f∗(x¯)) = φ′(0) < 0.
Thus, it follows that supf 6∈UAcc UAccφ (f) < supf UAccφ (f). Eventually, we claim thatUAccφ is accuracy-
calibrated by using Proposition 12.
As we can see from Proposition 13, our surrogate calibration analysis can also be applied to the clas-
sification accuracy. In addition, the τ -discrepancy condition disappears from assumptions in the accuracy
case. However, the conditions in Proposition 13 are stronger than the classification-calibration [3]. You
may note that φ is convex function since it is non-increasing and always larger than zero. Theorem 6
in Bartlett et al. [3] characterizes the necessary and sufficient conditions of the classification-calibration
when a surrogate loss φ is convex, which states that φ should be differentiable at zero and φ′(0). Here, they
do not require φ to be a non-increasing function, which means that ours rely on the stronger assumptions.
Even though the conditions in Proposition 13 are stronger than Theorem 6 in Bartlett et al. [3], the crucial
difference is that our calibration analysis can only give sufficient conditions at this moment, which means
that there may exist a surrogate loss φ that forms a calibrated surrogate utility while φ does not satisfy
our calibration conditions. Indeed, the squared loss φ(m) = (1−m)2 is classification-calibrated though
it is not a non-increasing function. Further analysis towards the necessary and sufficient conditions in the
general calibration analysis is left as an future work.
A.4 Calibration Analysis of General Linear-fractional Metrics
So far, we analyze the surrogate calibration for the Fβ-measure in Theorem 6, and Jaccard index in Theo-
rem 7. In addition, we take a look at how our analysis goes for the classification accuracy in Theorem 13.
Now, we move on to the generalized result of the surrogate calibration which encompasses the entire
linear-fractional metrics. Let us consider the maximization of the true utility U in Eq. (1), and the maxi-
mization of the corresponding surrogate utility Uφ in Eq. (4).
Theorem 14 (U-calibration in general case). Let f∗ be a measurable function that achieves Uφ(f∗) =
supf Uφ(f)
.
= U∗φ. Assume that a surrogate loss φ : R → R≥0 is non-increasing and differentiable
almost everywhere. On the true utility, we assume the following conditions.
(1) ∆a0 > 0.
(2) ∆a1 ≤ 0.
(3) a0,−1 6= 0 or a1,−1 6= 0.
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(4) a1,−1 + a0,−1 6= 0.
(5) a0,+1a1,−1 + a0,−1a1,+1 > 0.
(6) If a1,−1 > 0, then U(f∗) > −a0,−1a1,−1 .
Moreover, assume that there exists τ ∈ (0, 1) such that τ satisfies the following conditions.
(a) φ is τ -discrepant.
(b) U∗φ satisfies
τ ≤ a0,+1 − a1,+1
a1,−1 + a0,−1
· −a0,−1 + a1,−1U
∗
φ
a0,+1 + a1,+1U∗φ
.
(c) U∗φ and U(f∗) satisfy
τ ≤ a0,−1 − a1,−1U(f
∗)
a1,+1U(f∗)− a0,+1 ·
a0,+1 + a1,+1U
∗
φ
−a0,−1 + a1,−1U∗φ
.
Then, the surrogate utility Uφ is U-calibrated.
The conditions (1), (2), (3), (4), and (5) exclude pathological true utilities which cannot be handled by
the Bayes optimal analysis. For instance, the Bayes optimal rule would be a classifier that always outputs
positive values without the conditions (1) and (2); on the other hand, the Bayes optimal rule would be a
classifier that always outputs negative values without the condition (3). The conditions (6), (a), (b), and
(c) force the surrogate utility Uφ to be calibrated to U.
Below, we give the proof of Theorem 14.
Proof of Theorem 14. We focus on the following surrogate utility Uφ as in Eq. (4):
Uφ(f) =
∫
X
{a0,+1(1− φ(−f(x)))η(x) + a0,−1φ(f(x))(1− η(x)) + b0} p(x)dx∫
X
{a1,+1(1 + φ(−f(x)))η(x) + a1,−1φ(f(x))(1− η(x)) + b1} p(x)dx
=
EX [W0,φ(f(X), η(X))]
EX [W1,φ(f(X), η(X))]
,
where
W0,φ(ξ, q)
.
= a0,+1(1− φ(−ξ))q + a0,−1φ(ξ)(1− q) + b0,
W1,φ(ξ, q)
.
= a1,+1(1 + φ(−ξ))q + a1,−1φ(ξ)(1− q) + b1.
Proposition 11 tells us that the Bayes optimal set B for the utility U is
B = {f | f(x){(∆a0 −∆a1U(f))η(x)− (a1,−1U(f)− a0,−1)} > 0 ∀x ∈ X}.
We prove U-calibration by contradiction. Assume that
sup
f 6∈B
Uφ(f) = sup
f
Uφ(f).
This implies that there exists x¯ ∈ X such that f∗(x¯){(∆a0−∆a1U(f∗))η(x¯)−(a1,−1U(f∗)−a0,−1)} ≥
0.
21
Let us describe the stationary condition of Uφ at f∗ in the same manner as the proof of Theorem 6.
We introduce a function δf :
δf(x)
.
=
{
1 if x = x¯,
0 if x 6= x¯.
Let G(γ) .= Uφ(f∗ + γδf), then the stationary condition is G′(0) = 0. Here, G′(0) is computed as
G′(0) =
1
E[W1,φ(f∗)]2
·
{
E[W1,φ(f∗)]
∫
X
(−a0,+1φ′(f∗(x))η(x)− a0,−1φ′(−f∗(x))(1− η(x)))δf(x)p(x)dx
−E[W0,φ(f∗)]
∫
X
(a1,+1φ
′(f∗(x))η(x)− a1,−1φ′(−f∗(x))(1− η(x)))δf(x)p(x)dx
}
=
1
E[W1,φ(f∗)]
{∫
X
(−a0,+1φ′(f∗(x))η(x)− a0,−1φ′(−f∗(x))(1− η(x)))δf(x)p(x)dx
−U∗φ
∫
X
(a1,+1φ
′(f∗(x))η(x)− a1,−1φ′(−f∗(x))(1− η(x)))δf(x)p(x)dx
}
=
1
E[W1,φ(f∗)]
{
(−a0,+1φ′(f∗(x¯))η(x¯)− a0,−1φ′(−f∗(x¯))(1− η(x¯)))
−U∗φ(a1,+1φ′(f∗(x¯))η(x¯)− a1,−1φ′(−f∗(x¯))(1− η(x¯)))
}
,
where E[W0,φ(f∗)] = EX [W0,φ(f∗(X), η(X))] and E[W1,φ(f∗)] = EX [W1,φ(f∗(X), η(X))]. Thus,
the stationary condition is
−a0,+1φ′(f∗(x¯))η(x¯)− a0,−1φ′(−f∗(x¯))(1− η(x¯))
−a1,+1φ′(f∗(x¯))η(x¯)U∗φ + a1,−1φ′(−f∗(x¯))(1− η(x¯)) = 0,
which is equivalent to
η(x¯) =
(−a0,−1 + a1,−1U∗φ)φ′(−f∗(x¯))
(a0,+1 − a1,+1U∗φ)φ′(f∗(x¯)) + (−a0,−1 + a1,−1U∗φ)φ′(−f∗(x¯))
(
.
= η¯STA). (13)
Fromnowon, we divide the cases to take care of the Bayes optimal condition f∗(x¯){(∆a0−∆a1U(f∗))η(x¯)−
(a1,−1U(f∗) − a0,−1)} ≥ 0. Since ∆a0 − ∆a1U(f∗) > 0 due to ∆a0 > 0 and ∆a1 ≤ 0, the Bayes
optimal condition can be rewritten as f∗(x¯){η(x¯)− a1,−1U(f∗)−a0,−1∆a0−∆a1U(f∗) } ≥ 0.
1) If f∗(x¯) > 0 and η(x¯) < a1,−1U(f
∗)−a0,−1
∆a0−∆a1U(f∗) :
Let η¯OPT
.
=
a1,−1U(f∗)−a0,−1
∆a0−∆a1U(f∗) . Note that a0,−1 − a1,−1U(f∗) < 0 and −a0,−1 + a1,−1U∗φ > 0
since a0,−1 ≤ 0, a1,−1 ≥ 0, and either a0,−1 or a1,−1 is non-zero (condition (3)). We show the
contradiction η¯OPT ≤ η¯STA, which can be transformed as follows.
η¯OPT ≤ η¯STA ⇐⇒ 1
1 +
a1,+1U(f∗)−a0,+1
a0,−1−a1,−1U(f∗)
≤ 1
1 +
a0,+1+a1,+1U∗φ
−a0,−1+a1,−1U∗φ ·
φ′(f∗(x¯))
φ′(−f∗(x¯))
,
⇐⇒ a1,+1U(f
∗)− a0,+1
a0,−1 − a1,−1U(f∗) ≥
a0,+1 + a1,+1U
∗
φ
−a0,−1 + a1,−1U∗φ︸ ︷︷ ︸
>0
· φ
′(f∗(x¯))
φ′(−f∗(x¯)) .
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⇐⇒ a1,+1U(f
∗)− a0,+1
a0,−1 − a1,−1U(f∗)︸ ︷︷ ︸
.
=H(U(f∗))
·−a0,−1 + a1,−1U
∗
φ
a0,+1 + a1,+1U∗φ
≥ φ
′(f∗(x¯))
φ′(−f∗(x¯)) . (14)
If a1,−1 6= 0, we have
H(t) =
a0,+1a1,−1+a0,−1a1,+1
a21,−1
t+
a0,−1
a1,−1
− a1,+1
a1,−1
.
Since a0,+1a1,−1+a0,−1a1,+1
a21,−1
> 0,H is monotonically decreasing on−a0,−1a1,−1 < t ≤ 1. Together with
the assumption U(f∗) > −a0,−1a1,−1 , we have H(U(f∗)) ≥ H(1) =
a0,+1−a1,+1
a1,−1−a0,−1 .
If a1,−1 = 0, H(t) = a1,+1a0,−1 t−
a0,+1
a0,−1 , noting that either a0,−1 or aa,−1 is non-zero (condition (3)).
Here, we have H(U(f∗)) ≥ H(1) as well since H is a decreasing linear function.
Since φ is τ -discrepant and τ satisfies the condition (b),
φ′(f∗(x¯))
φ′(−f∗(x¯)) ≤ τ
≤ a0,+1 − a1,+1
a1,−1 + a0,−1︸ ︷︷ ︸
=H(1)
·−a0,−1 + a1,−1U
∗
φ
a0,+1 + a1,+1U∗φ
(using (b))
≤ a1,+1U(f
∗)− a0,+1
a0,−1 − a1,−1U(f∗)︸ ︷︷ ︸
=H(U(f∗))
·−a0,−1 + a1,−1U
∗
φ
a0,+1 + a1,+1U∗φ
,
which concludes Eq. (14) and η¯OPT ≤ η¯STA (contradiction).
2) If f∗(x¯) ≤ 0 and η(x¯) > a1,−1U(f∗)−a0,−1∆a0−∆a1U(f∗) :
We show the contradiction η¯OPT ≥ η¯STA, which can be transformed in the same way as Eq. (14)
as follows.
a1,+1U(f
∗)− a0,+1
a0,−1 − a1,−1U(f∗) ·
−a0,−1 + a1,−1U∗φ
a0,+1 + a1,+1U∗φ
≤ φ
′(f∗(x¯))
φ′(−f∗(x¯)) .
⇐⇒ a0,−1 − a1,−1U(f
∗)
a1,+1U(f∗)− a0,+1 ·
a0,+1 + a1,+1U
∗
φ
−a0,−1 + a1,−1U∗φ
≥ φ
′(−f∗(x¯))
φ′(f∗(x¯))
. (15)
Note that a1,+1U(f∗) − a0,+1 > 0 and −a0,−1 + a1,−1U∗φ > 0 since a0,+1 ≥ 0, a0,−1 ≤ 0,
a1,+1 ≥ 0, and a1,−1 ≥ 0. Since φ is τ -discrepant and τ satisfies the condition (c),
φ′(−f∗(x¯))
φ′(f∗(x¯))
≤ τ ≤ a0,−1 − a1,−1U(f
∗)
a1,+1U(f∗)− a0,+1 ·
a0,+1 + a1,+1U
∗
φ
−a0,−1 + a1,−1U∗φ
, (using (c))
which concludes Eq. (15) and η¯OPT ≥ η¯STA (contradiction).
Combining the above cases, it follows that
sup
f 6∈B
Uφ(f) < sup
f
Uφ(f).
Eventually, we claim that Uφ is U-calibrated using Proposition 11.
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B Proof of Uniform Convergence
First, we need carefully analyze our non-smooth surrogate loss to take handle of the Rademacher com-
plexity [2], which is defined as follows.
Definition 15 (Rademacher complexity). Let S .= {z1, . . . , zn} be a sample with size n. Let G .= {g |
Z→ R} be a class of measurable functions, and σ .= (σ1, . . . , σn) be the Rademacher variables, that is,
random variables taking +1 and −1 with even probabilities. Then, the Rademacher complexity of G of
the sample size n is defined as
Rn(G)
.
= ESEσ
[
sup
g∈G
∣∣∣∣∣ 1n
n∑
i=1
σig(Zi)
∣∣∣∣∣
]
.
Usually, we analyze the Rademacher complexity of the composite function class φ ◦ F .= {(x, y) 7→
φ(yf(x)) | f ∈ F} by using the Ledoux-Talagrand’s contraction inequality [23] when the surrogate φ is
Lipschitz continuous: Rn(φ ◦F) ≤ 2ρφRn(F), where ρφ is the Lipschitz norm of φ. On the other hand,
we need to deal with the case of the uniform convergence of gradients, which requires smoothness of the
surrogate, while τ -discrepant loss is non-smooth surrogates. Thus, we need an alternative analysis.
Lemma 16. Assume that φ is τ -discrepant and can be decomposed as φ(m) = φ+1(m)1{m>0} +
φ−1(m)1{m≤0}. For k = 0, 1, denote W˜ ′k,φ ◦ F
.
= {(x, y) 7→ W˜ ′k,φ(f(x), y) | f ∈ F}. Then,
Rn(W˜
′
k,φ ◦ F) ≤ 2(γ+1 + γ−1)Rn(F).
Proof. First, we prove for k = 0. Note that W˜ ′0,φ(f(x),+1) = (1 − φ(f(x)))′ = −φ′(f(x)), and that
W˜ ′0,φ(f(x),−1) = (−φ(−f(x)))′ = φ′(−f(x)), thus, W˜ ′0,φ(f(x), y) = −yφ′(yf(x)).
Rn(W˜
′
0,φ ◦ F)
= ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiW˜
′
0,φ(f(xi), yi)
∣∣∣∣∣
]
= ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σi(−yiφ′(yif(xi)))
∣∣∣∣∣
]
= ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiφ
′(yif(xi))
∣∣∣∣∣
]
(∵ σi and −σiyi are distributed in the same way for a fixed yi)
= ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σi
{
φ′−1(yif(xi))1{yif(xi)≤0} + φ
′
+1(yif(xi))1{yif(xi)>0}
}∣∣∣∣∣
]
≤ ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiφ
′
−1(yif(xi))1{yif(xi)≤0}
∣∣∣∣∣
]
︸ ︷︷ ︸
(A)
+ ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiφ
′
+1(yif(xi))1{yif(xi)>0}
∣∣∣∣∣
]
︸ ︷︷ ︸
(B)
,
24
where the last inequality is just the triangular inequality. For (A), let ψ−1(m)
.
= φ′−1(m)
m
|m| if m 6= 0,
and ψ−1(0)
.
= 0. Since
ψ′−1(m) =
(ψ′−1(m)m)′|m| − φ′−1(m)m · (|m|)′
m2
=
φ′′−1(m)m|m|+ φ′−1(m)|m| − φ′−1(m)m · m|m|
m2
=
φ′′−1(m)m3 + φ′−1(m)m2 − φ′−1(m)m2
m2|m|
= φ′′−1(m)
m
|m| ,
the Lipschitz norm of ψ−1 can be computed as
sup
f∈F,(x,y)∈X×Y
|ψ′−1(f(x))| = sup
f,x,y
∣∣∣∣φ′′−1(yf(x)) yf(x)|yf(x)|
∣∣∣∣
= sup
f,x,y
|φ′′−1(yf(x))| · sup
f,x,y
∣∣∣∣ yf(x)|yf(x)|
∣∣∣∣
= γ−1.
Note that the Lipschitz norm of φ′−1 is γ−1 because φ−1 is γ−1-smooth. Then, we further bound (A) by
using the fact 1{yif(xi)≤0} =
1− yif(xi)|yif(xi|
2 .
(A) = ES,σ
sup
f∈F
∣∣∣∣∣∣ 1n
n∑
i=1
σiφ
′
−1(yif(xi))
1− yif(xi)|yif(xi)|
2
∣∣∣∣∣∣

≤ 1
2
ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiφ
′
−1(yif(xi))
∣∣∣∣∣
]
+
1
2
ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiφ
′
−1(yif(xi))
yif(xi)
|yif(xi)|
∣∣∣∣∣
]
(∵ triangular inequality)
=
1
2
ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiφ
′
−1(yif(xi))
∣∣∣∣∣
]
+
1
2
ES,σ
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
σiψ−1(yif(xi))
yif(xi)
|yif(xi)|
∣∣∣∣∣
]
=
1
2
Rn(φ
′
−1 ◦ F) +
1
2
Rn(ψ−1 ◦ F)
≤ 1
2
· 2γ−1Rn(F) + 1
2
· 2γ−1Rn(F)
= 2γ−1Rn(F),
where the inequality is the result of the Ledoux-Talagrand’s contraction inequality [23, Theorem 4.12].
Note that both φ′−1 and ψ−1 are γ−1-Lipschitz. We can prove that (B) is bounded by γ+1Rn(F) from the
above as well. Therefore, the claim is supported. We can prove the case k = 1 in the same manner.
Now, we move on to the proof of Lemma 8.
Proof of Lemma 8. Wewrite Vφ(fθ) as Vφ(θ). If we explicit note for which sample we take the empirical
average in V̂φ(θ), let us write V̂φ(θ; S). Let E(S)
.
= supθ∈Θ ‖V̂φ(θ; S)−Vφ(θ)‖. For simplicity, we write
zi
.
= (xi, yi) and W˜0,φ(θ; zi)
.
= W˜0,φ(fθ(xi), yi). First, we observe E(S) admits the bounded difference
property [26].
25
Denote that S .= {zi}ni=1 and S′ .= {z1, . . . , z′k, . . . , zn}.
sup
S⊂X×Y,z′k∈X×Y
|E(S)− E(S′)|
.
= sup
S,z′k
∣∣∣∣sup
θ∈Θ
‖V̂φ(θ; S)− Vφ(θ)‖ − sup
θ∈Θ
‖V̂φ(θ; S′)− Vφ(θ)‖
∣∣∣∣
≤ sup
S,z′k,θ
‖V̂φ(θ; S)− V̂φ(θ; S′)‖ (∵ triangular inequality)
=
1
2
(
n
2
) sup
S,z′k,θ
∥∥∥∥∥∥
n∑
j=1;j 6=k
W˜1,φ(θ; zj){∇W˜0,φ(θ; zk)−∇W˜0,φ(θ; z′k)}
−
n∑
j=1;j 6=k
{W˜0,φ(θ; zk)− W˜0,φ(θ; z′k)}∇W˜1,φ(θ; zj)
+
n∑
i=1;i 6=k
{W˜1,φ(θ; zk)− W˜1,φ(θ; z′k)}∇W˜0,φ(θ; zi)
−
n∑
i=1;i 6=k
W˜0,φ(θ; zi){∇W˜1,φ(θ; zk)−∇W˜1,φ(θ; z′k)}
∥∥∥∥∥∥
≤ 1
2
(
n
2
) sup
S,z′k,θ
∣∣∣‖∇W˜0,φ(θ; zk)‖ − ‖∇W˜0,φ(θ; z′k)‖∣∣∣
n∑
j=1;j 6=k
|W˜1,φ(θ; zj)|
+
∣∣∣W˜0,φ(θ; zk)− W˜0,φ(θ; z′k)∣∣∣ n∑
j=1;j 6=k
‖∇W˜1,φ(θ; zj)‖
∣∣∣‖∇W˜1,φ(θ; zk)‖ − ‖∇W˜1,φ(θ; z′k)‖∣∣∣ n∑
i=1;i 6=k
|W˜0,φ(θ; zi)|
+
∣∣∣W˜1,φ(θ; zk)− W˜1,φ(θ; z′k)∣∣∣ n∑
i=1;i 6=k
‖∇W˜0,φ(θ; zi)‖

≤ ρ0cX · (n− 1)c1 + c0 · (n− 1)ρ1cX + ρ1cX · (n− 1)c0 + c1 · (n− 1)ρ0cX
n(n− 1)
=
2cX(ρ1c0 + ρ0c1)
n
,
where the second inequality also holds due to the triangular inequality, and the last inequality follows
from the fact that L0,φ and L1,φ are ρ0-/ρ1-Lipschitz and bounded by c0 and c1, respectively.
Thus, E is the bounded difference with a constant (2cX(ρ1c0 + ρ0c1))/n for each index, and we can
obtain the following inequality by McDiarmid’s inequality [26]:
P[E(S)− ES[E(S)] > ] ≤ 2 exp
(
− n
2
2c2X(ρ1c0 + ρ0c1)
2
)
,
which is equivalent to
E(S)− ES[E(S)] ≤
√
2c2X(ρ1c0 + ρ0c1)
2 log 2δ
n
,
with probability at least 1− δ.
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Next, we bound ES[E(S)] by the symmetrization device [23, Lemma 6.3].
ES[E(S)] = ES
[
sup
θ∈Θ
‖V̂φ(θ; S)− Vφ(θ)‖
]
≤ ES sup
θ
∥∥∥∥∥∥ 12(n2)
∑
(i,j)∈Πn2
W˜1,φ(θ; zj)∇W˜0,φ(θ; zi)− E[L1,φ∇L0,φ]
∥∥∥∥∥∥︸ ︷︷ ︸
(A)
+ ES sup
θ
∥∥∥∥∥∥ 12(n2)
∑
(i,j)∈Πn2
W˜0,φ(θ; zi)∇W˜1,φ(θ; zj)− E[L0,φ∇L1,φ]
∥∥∥∥∥∥︸ ︷︷ ︸
(B)
, (16)
where the second line is the result of the triangular inequality, and
ES[(A)]
= ES sup
θ
∥∥∥∥∥∥ 12(n2)
∑
(i,j)∈Πn2
W˜1,φ(θ; zj)
(
∇W˜0,φ(θ; zi)− E[∇L0,φ]
)
+
1
2
(
n
2
) ∑
(i,j)∈Πn2
E[∇L0,φ]
(
W˜1,φ(θ; zj)− E[L1,φ]
)∥∥∥∥∥∥
≤ ES sup
θ
 12(n2)
n∑
j=1
|W˜1,φ(θ; zj)| ·
∥∥∥∥∥∥
n∑
i=1;i 6=j
∇W˜0,φ(θ; zi)− E[∇L0,φ]
∥∥∥∥∥∥
+
1
2
(
n
2
) n∑
i=1
‖E[∇L0,φ]‖ ·
∣∣∣∣∣∣
n∑
j=1;j 6=i
W˜1,φ(θ; zj)− E[L1,φ]
∣∣∣∣∣∣

≤ ES
sup
θ
c1
∥∥∥∥∥ 1n
n∑
i=1
∇W˜0,φ(θ; zi)− E[∇L0,φ]
∥∥∥∥∥+ ρ0
∣∣∣∣∣∣ 1n
n∑
j=1
W˜1,φ(θ; zj)− E[L1,φ]
∣∣∣∣∣∣


= c1 ES
[
sup
θ
∥∥∥∥∥ 1n
n∑
i=1
∇W˜0,φ(θ; zi)− E[∇L0,φ]
∥∥∥∥∥
]
︸ ︷︷ ︸
(A’)
+ρ0 ES
sup
θ
∣∣∣∣∣∣ 1n
n∑
j=1
W˜1,φ(θ; zj)− E[L1,φ]
∣∣∣∣∣∣

︸ ︷︷ ︸
(A”)
,
where the first inequality is the triangular inequality. Nowwe introduce the Rademacher random variables
σ1:n
.
= {σ1, . . . , σn} that are independently and uniformly distributed on {+1,−1}.
• For (A’), we can bound it from the above by the symmetrization device and the fact that ‖·‖2 ≤ ‖·‖1.
(A’) = ES
[
sup
θ
∥∥∥∥∥ 1n
n∑
i=1
∇W˜0,φ(θ; zi)− E[∇L0,φ]
∥∥∥∥∥
]
≤ ES,σ1:n
[
sup
θ
d∑
l=1
∣∣∣∣∣ 1n
n∑
i=1
∇θlW˜0,φ(θ; zi)− E[∇θlL0,φ]
∣∣∣∣∣
]
(‖ · ‖2 ≤ ‖ · ‖1)
≤
d∑
l=1
ES,σ1:n
[
sup
θ
∣∣∣∣∣ 2n
n∑
i=1
σi∇θlW˜0,φ(θ; zi)
∣∣∣∣∣
]
(symmetrization device)
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=d∑
l=1
2ES,σ1:n
[
sup
θ
∣∣∣∣∣ 1n
n∑
i=1
σiW˜
′
0,φ(θ; zi) · xl
∣∣∣∣∣
]
(fθ(x) = θ>x)
≤
d∑
l=1
2ES,σ1:n
[
sup
θ
∣∣∣∣∣ 1n
n∑
i=1
σiW˜
′
0,φ(θ; zi)
∣∣∣∣∣ · cX
]
(|xl| ≤ ‖x‖ ≤ cX ∀x ∈ X)
≤ 4dcX(γ+1 + γ−1)Rn(F),
where the last inequality uses Lemma 16.
• For (A”), we can bound it from the above by the symmetrization device.
(A”) = ES
sup
θ
∣∣∣∣∣∣ 1n
n∑
j=1
W˜1,φ(θ; zj)− E[L1,φ]
∣∣∣∣∣∣

≤ ES,σ1:n
sup
θ
∣∣∣∣∣∣ 2n
n∑
j=1
σjW˜1,φ(θ; zi)
∣∣∣∣∣∣
 (symmetrization device)
≤ 4ρ1Rn(F), (contraction inequality)
where the second inequality uses the Ledoux-Talagrand’s contraction inequality [23, Theorem 4.12],
together with the fact that W˜1,φ is ρ1-Lipschitz continuous.
Thus, Eq. 16 can be bounded as follows.
ES[E(S)]
≤ c1(A’) + ρ0(A”) + ES[(B)]
≤ 4dcXc1(γ+1 + γ−1)Rn(F) + 4ρ0ρ1Rn(F) + 4dcXc0(γ+1 + γ−1)Rn(F) + 4ρ1ρ0Rn(F)︸ ︷︷ ︸
can be proven in the same manner as (A)
= (4cXc0dγ + 4cXc1dγ + 8ρ0ρ1)Rn(F) (γ
.
= γ+1 + γ−1)
≤ (4cXc0dγ + 4cXc1dγ + 8ρ0ρ1)cXcΘ√
n
,
where the last inequality comes fromMohri et al. [29, Theorem 4.3], which results inRn(F) = Rn({x 7→
θ>x | θ ∈ Θ}) ≤ cXcΘ/
√
n.
After all, we obtain the desired uniform bound: with probability at least 1− δ,
sup
θ∈Θ
‖V̂φ(θ; S)− Vφ(θ)‖ = E(S)
≤ ES[E(S)] +
√
2cX(ρ1c0 + ρ0c1)
√
log 2δ√
n
≤
(4cXc0dγ + 4cXc1dγ + 8ρ0ρ1) +
√
2cX(ρ1c0 + ρ0c1)
√
log 2δ√
n
.
28
C Experimental Results
C.1 Details of Datasets
Datasets that we use throughout this section are obtained from theUCIMachine Learning Repository [24]
and the LIBSVM [10]. For those which have independent training data, validation data, and test data, all
of them are merged into one dataset. We randomly split the original data with the ratio 8 : 2, and the
former is used for training while the latter is used for evaluation. Each feature value is scaled between
zero and one.
Table 3: Details of datasets.
Dataset dimension sample size class-prior
adult 123 48842 0.239
australian 14 690 0.445
breast-cancer 10 683 0.350
cod-rna 8 331152 0.333
diabetes 8 768 0.651
german.numer 24 1000 0.300
heart 13 270 0.444
ionosphere 34 351 0.641
mushrooms 112 8124 0.482
phishing 68 11055 0.557
phoneme 5 5404 0.293
skin_nonskin 3 245057 0.208
sonar 60 208 0.394
spambase 57 4601 0.394
splice 60 1000 0.517
w8a 300 64700 0.030
C.2 Details of Baseline Methods
We describe the details of baseline methods. Baselines 2 and 3 are also mentioned in Sec. 5.
Baseline 1 (ERM): The first baseline is the vanilla empirical risk minimization, which does not
optimize the metric of our interest but accuracy. The hinge loss and `2-regularization are employed with
the regularization parameter 10−2.
Baseline 2 (W-ERM): Weighted empirical risk minimization, or cost-sensitive empirical risk mini-
mization, is often used to optimize non-linear performancemetrics [22, 31, 36]. Here, we applied a simple
approach: Find a cost parameter from a given cost parameter space, which gives the maximum validation
performance of a classifier trained by the cost-sensitive empirical risk minimization [39]. The original
training dataset is evenly split to two samples at random, and the former is used for training the base clas-
sifier, while the latter is used for the validation. As the base cost-sensitive learner, we use the hinge loss
minimizer with `2-regularization (regularization parameter is set 10−2). The cost parameter is chosen
from the range [10−3, 1− 10−3] evenly split to 20 ranges, that is,
{
10−3 + 1−2·10
−3
20 i | i = 1, . . . , 20
}
.
Baseline 3 (Plug-in): Plug-in estimator is one of the other common methods to optimize the non-
linear performance metrics [22, 47], which is the two-step method: To estimate the class posterior proba-
bility η̂(x) = p(y = +1|x) first, and then to decide the optimal threshold δ̂. The classifier is constructed
as x 7→ sgn(η̂(x) − δ̂). The training dataset is evenly split to two samples at random, and they are in-
dependently used for the first and second step. For estimating p(y = +1|x) (the first step), the logistic
regression is used [37], with `2-regularization (regularization parameter is set 10−2). For deciding δ̂, we
pick a threshold with the highest validation metric from
{
10−3 + 1−2·10
−3
20 i | i = 1, . . . , 20
}
.
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C.3 Convergence Comparison
Figures 9 and 10 are the full version of the convergence comparison of U-GD and U-BFGS. Figure 9
shows the result of F1-measure, and Figure 10 shows the result of Jaccard index. The vertical axes show
test metric values, where the higher the better. Note that both F1-measure and Jaccard index ranges over
zero to one. The horizontal axes show the number of iterations. For each dataset, metric, and method, we
ran 300 iterations to see their convergence behaviors.
Overall, U-BFGS shows faster convergence than U-GD in terms of the number of iterations. In almost
all cases, U-BFGS converges within 30 iterations, except german.numer and mushrooms in Jaccard case.
Moreover, it usually achieves higher performance than U-GD. U-GD convergences require at least around
100 iterations (mushrooms and phishing in F1 case), and sometimes it does not converge even within 300
iterations such as heart and ionosphere in F1 and Jaccard cases.
C.4 Performance Comparison with Benchmark Data
Benchmark results are shown in Tables 4 and 5. Each entry shows its final metric value for either F1-
measure or Jaccard index. For each dataset, we first picked the method with the highest test performance
as a outperforming method within that dataset, then conducted one-sided t-test with the significant level
5%, and they are also regarded as outperformingmethods if the performance differences are not significant
as a result of hypothesis tests. Outperforming methods are indicated in bold-faces.
As general tendencies, we observe that U-BFGS and Plug-in work well for both F1-measure and
Jaccard index. As for F1-measure, their performances are competitive, while U-BFGS is better as for
Jaccard index. In practice, both U-BFGS and Plug-in are worth being tried.
As for other methods: ERM does not work good as we expect, because it does not optimize the
metrics of our interests, F1-measure and Jaccard index, at all. W-ERM does not work as well as Plug-
in even though both of them are known to be consistent to the linear-fractional utilities. We may need
more finer split of the threshold search space, or try a binary-search-type algorithm provided by recent
work [47]. U-GD does not work as well as U-BFGS contrary to our expectation. We may need more
iterations to make U-GD converge, as we see in Figures 9 and 10. Note that we ran 100 iterations for both
U-GD and U-BFGS for the results shown in Tables 4 and 5.
Table 4: Results of the F1-measure: 50 trials are conducted for each pair of a method and dataset. Standard errors (multiplied
by 104) are shown in parentheses. Bold-faces indicate outperforming methods, chosen by one-sided t-test with the significant
level 5%.
(F1-measure) Proposed Baselines
Dataset U-GD U-BFGS ERM W-ERM Plug-in
adult 0.586 (11) 0.592 (8) 0.616 (21) 0.670 (9) 0.672 (8)
australian 0.775 (37) 0.793 (48) 0.845 (40) 0.831 (55) 0.849 (48)
breast-cancer 0.967 (28) 0.961 (29) 0.954 (32) 0.960 (32) 0.965 (29)
cod-rna 0.501 (6) 0.890 (3) 0.002 (1) 0.500 (3) 0.698 (42)
diabetes 0.788 (29) 0.822 (30) 0.822 (32) 0.793 (80) 0.816 (35)
german.numer 0.522 (55) 0.553 (51) 0.449 (167) 0.599 (62) 0.603 (68)
heart 0.750 (78) 0.769 (79) 0.792 (107) 0.751 (174) 0.790 (106)
ionosphere 0.829 (52) 0.913 (45) 0.904 (37) 0.848 (249) 0.902 (45)
mushrooms 0.991 (4) 0.999 (1) 0.998 (2) 0.988 (7) 0.984 (5)
phishing 0.929 (7) 0.936 (7) 0.943 (7) 0.939 (7) 0.941 (6)
phoneme 0.526 (21) 0.557 (22) 0.047 (53) 0.629 (43) 0.632 (27)
skin_nonskin 0.771 (5) 0.849 (7) 0.851 (4) 0.855 (4) 0.817 (7)
sonar 0.720 (93) 0.744 (99) 0.687 (181) 0.653 (228) 0.734 (111)
spambase 0.642 (19) 0.852 (29) 0.625 (49) 0.702 (67) 0.799 (25)
splice 0.783 (42) 0.794 (37) 0.790 (56) 0.784 (62) 0.798 (41)
w8a 0.156 (19) 0.251 (14) 0.062 (21) 0.397 (26) 0.489 (30)
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Table 5: Results of the Jaccard index: 50 trials are conducted for each pair of a method and dataset. Standard errors (multiplied
by 104) are shown in parentheses. Bold-faces indicate outperforming methods, chosen by one-sided t-test with the significant
level 5%.
(Jaccard index) Proposed Baselines
Dataset U-GD U-BFGS ERM W-ERM Plug-in
adult 0.487 (9) 0.491 (9) 0.445 (22) 0.503 (10) 0.506 (9)
australian 0.722 (57) 0.732 (57) 0.732 (60) 0.712 (78) 0.739 (71)
breast-cancer 0.914 (56) 0.914 (54) 0.912 (58) 0.924 (60) 0.932 (54)
cod-rna 0.326 (3) 0.866 (3) 0.001 (0) 0.324 (3) 0.537 (50)
diabetes 0.697 (46) 0.717 (46) 0.698 (47) 0.660 (95) 0.689 (50)
german.numer 0.396 (54) 0.420 (56) 0.296 (136) 0.429 (64) 0.432 (70)
heart 0.672 (112) 0.673 (110) 0.662 (142) 0.615 (199) 0.659 (140)
ionosphere 0.815 (66) 0.827 (70) 0.827 (61) 0.763 (256) 0.824 (74)
mushrooms 0.985 (7) 0.999 (2) 0.995 (3) 0.977 (13) 0.968 (9)
phishing 0.892 (11) 0.896 (12) 0.892 (12) 0.886 (12) 0.888 (11)
phoneme 0.421 (25) 0.435 (25) 0.024 (28) 0.460 (44) 0.463 (29)
skin_nonskin 0.740 (4) 0.736 (9) 0.741 (6) 0.747 (7) 0.691 (10)
sonar 0.617 (99) 0.598 (145) 0.537 (198) 0.503 (217) 0.586 (134)
spambase 0.555 (23) 0.822 (27) 0.456 (52) 0.543 (78) 0.666 (34)
splice 0.680 (51) 0.678 (50) 0.654 (75) 0.646 (82) 0.665 (57)
w8a 0.323 (19) 0.486 (39) 0.032 (11) 0.248 (21) 0.324 (27)
C.5 Sample Complexity
It is interesting to study the relationship between the metric performances and the size of samples, because
we expect Plug-in, which requires to estimate probabilities accurately, does not work well when the size
of samples is quite small. Figures 11 and 12 show the sample complexity results. Even though learning is
not stable for small samples (e.g., heart and w8a), we can observe clear differences in some cases such as
cod-rna, diabetes, german.numer, ionosphere, sonar, and splice in F1-measure, and australian, cod-rna,
diabetes, ionosphere, phishing, sonar, and spambase in Jaccard index, where either U-GD or U-BFGS
works better than Plug-in even if sample sizes are quite small around 20 to 40. In addition, Plug-in
seldom works significantly better than the gradient-based methods in the cases where sample sizes range
around 100 to 400 as investigated in this section. This is contrary to the behavior shown in Tables 4 and 5,
where the full-size datasets are used to train classifiers.
As a conclusion, it can be a good option to consider using the gradient-based methods where sample
sizes are very small.
C.6 Performance Sensitivity on τ
Lastly, we see the performance sensitivity on the choices of τ . We change τ ∈ {0.1, 0.2, . . . , 0.9} and
run U-GD and U-BFGS for both the F1-measure and Jaccard index. The results are summarized in Fig-
ures 11 and 14. From these figure, we can say there is a tendency that the performance becomes better
as τ becomes closer to 1. For example, the below combinations of the datasets and metrics have such a
tendency.
• australian, breast-cancer, german.numer, heart, ionosphere, mushrooms, phishing, and splice in the
Fβ-measure,
• australian, mushrooms, phishing, and splice in the Jaccard index.
However, there are also other cases where there exist extrema of the performance with respect to the
choices of τ . For example, the below combinations of the datasets and metrics have such a tendency.
• german.numer and sonar in the Fβ-measure,
31
• breast-cancer, heart, ionosphere and sonar in the Jaccard index.
From our theoretical results in Theorems 6 and 7, we cannot determine whether the surrogate utility is
calibrated or not if τ exceeds about 0.33 for the Fβ-measure, and becomes closer to 1.0 for the Jaccard
index. These thresholds are not so clear in Figures 13 and 14 since the conditions on τ is merely sufficient
conditions, as we explain in Sec. 3.2. Further analyses on the discrepancy parameter are left for future
work.
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Figure 9: Convergence comparison of the F1-measure (vertical axes). Standard errors of 50 trials are shown as shaded areas.
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Figure 10: Convergence comparison of the Jaccard index (vertical axes). Standard errors of 50 trials are shown as shaded areas.
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Figure 11: The relationship of the test F1-measure (vertical axes) and sample size (horizontal axes). Standard errors of 50 trials
are shown as shaded areas.
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Figure 12: The relationship of the test Jaccard (vertical axes) and sample size (horizontal axes). Standard errors of 50 trials are
shown as shaded areas.
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Figure 13: The relationship of the test F1-measure (vertical axes) and the choices of τ (horizontal axes). Standard errors of 50
trials are shown as shaded areas.
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Figure 14: The relationship of the test Jaccard (vertical axes) and the choices of τ (horizontal axes). Standard errors of 50 trials
are shown as shaded areas.
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