Abstract
I. INTRODUCTION
Recent technological advances have favoured the evolution of traditional Wireless Sensor Networks (WSNs) operating on simple scalar measurements towards Wireless Multimedia Sensor Networks (WMSNs) dealing with more complex vectorial data such as video and audio. Although the literature on WMSNs has mainly focused on multimedia streaming [2] and bandwidth allocation [3] , new applications such as human behaviour recognition and wide-area target tracking are demanding the definition of cooperative distributed applications for WMSNs.
The understanding and the modeling of the complexity of distributed applications based on WMSNs require competences from several areas, ranging from networking to control theory, and from computer vision to data management. However, until now researchers have studied algorithms, applications and protocols for WMSNs without an holistic approach that addresses complementary and interconnected issues from all these disciplines. In particular, one of the main obstacles towards an integrated approach is the lack of a common simulation framework where all the aspects related to different disciplines can be modeled and analysed simulteneously. Attempts have been made in this direction, specifically tailored to surveillance applications [4] .
In this paper we present WiSE-MNet, a Wireless Simulation Environment for Multimedia Networks. WiSE-MNet is a generic network-oriented simulation environment that addresses the need for co-design of network protocols and distributed algorithms for WMSNs. To the best of our knowledge, this is the first unified environment for WMSNs that
The work reported in this paper was carried out while the first author was visiting Queen Mary University of London exhaustively addresses networking issues as well as computer vision and distributed application constraints. A modeling of the WMSNs is presented considering camera nodes with a simplified camera model. A distributed tracking algorithm is also developed over the proposed simulation environment to demonstrate the effectiveness of WiSE-MNet in modeling cooperative applications.
The paper is organized as follows. In Section II we survey the state of the art for network simulators and we discuss the three main approaches adopted by the computer vision community to simulate distributed algorithms. Section III presents our extensions to the Omnet++ simulation framework and the Castalia networking model and a discuss a sample experimental setup based on a distributed target tracking application. We finally draw conclusions in Section IV.
II. EXISTING SIMULATORS AND THEIR LIMITS
In this section we first discuss the state of the art in network simulators and then we focus on the main approaches adopted in computer vision to simulate distributed applications with WMSNs.
A. Network simulators
Network simulators including NS-2, Omnet++, TrueTime, and OPNET [5] , [6] , [7] , [8] can be compared based on (i) the programming language they use, (ii) their scriptability, (iii) the support for standard protocols, and (iv) their extendibility/integrability. The last two properties of a network simulators are important for the appropriate modeling of local processing at each node.
NS-2, the most popular network simulator [5] , is written in C++ and has a simulation interface based on TCL scripts. It was originally designed for simulations based on TCP/IP computer networks, but extensions have been provided to support mobile ad-hoc networks. Mobility of nodes requires further extensions, and mixing wired and wireless nodes in the same simulation is not straightforward. Since NS-2 was originally designed for networks of computers (high-end systems), the network stack of the nodes is more complex than in actual WSNs. Support for the IEEE 802.11 and IEEE 802.15.4 standards is provided by external contribution modules. An extension of the NS-2 simulator is the Real-Time Network Simulator (RTNS) [9] , which extends the support for the IEEE 802.15.4 (the de-facto standard for WSNs) and adds support for modeling local processing (simulating operating systems).
Omnet++, a component-based network simulator designed for hierarchical nested architectures [6] , provides a discreteevent simulation engine and a GUI interface. The modules are written in C++, while a high-level Network DEscription (NED) language is used to assemble modules in components and to interconnect components to each other. A configuration file is used to specify the parameters of the simulation and the parameters of the modules. Omnet++ is highly flexibile and the simulator can be integrated with external libraries, such as API to access Matlab from C++ programs and framework with advanced statistical analysis. Modeling extensions are provided to support for example mobility, wired/wireless standard and non-standard protocols, and energy models. Different simulation packages provide an implementation of the IEEE 802.15.4 standard. To the best of our knowledge, there is no available extension that integrates OS aspects in Omnet++, although an attempt can be found in [10] .
TrueTime, a Simulink toolbox developed for Matlab [7] , has been designed to test the effect of task scheduling on control algorithms, and it also includes simple high-level network models. Although TrueTime cannot be considered a full network simulation environment, networking aspects could be added to already existing Matlab-based simulations. The toolbox can be integrated with any type of Matlab functions, since the activities performed by the nodes have to be coded as Matlab m-files or s-functions. A simple implementation of the IEEE 802.15.4 standard is also included.
Finally OPNET, a commercial network simulation software [8] whose source code is based on C++, has a GUI to configure the simulation scenarios and to develop network models. There are three level of configuration, namely the network level (to create the topology); the node level (to define the behaviour of the node and the data flow among the node components); and the process level (to define the protocols through a formalism based on finite state machines).
A comparative review of the most popular network simulators is presented in [11] .
B. Early simulation approaches for WMSNs
Three main simulation categories can be identified based on the level of abstraction with respect to the vision problem used to validate distributed computer vision algorithms. These category are frameworks based on a simplistic world assumption, on virtual reality or on using real-world datasets directly.
Frameworks using a simplistic world approach assume point-like objects that have basic projection models in the image plane of the cameras and move on a ground plane with or without obstacles and boundaries ( Figure 1 ). The use of point-like objects simplifies the problem of extracting features from objects. This approach is useful when one wants to focus on high-level problems, such as the coordination of a distributed application, while neglecting aspects related to the vision pipeline. For example, most works in the literature on distributed tracking with WMSNs adopt this simplistic model. An example is [12] for distributed target tracking with smart camera networks. The authors show a Matlab simulation with a simplistic communication mechanism. Cameras have a field of view identified by an angle on the 2D world plane and the connectivity among cameras is based on circular communication ranges.
A second level of abstraction is reached when using virtual reality environments. In this case the objects and the surveillance areas are more complex, and the camera sensors produce more realistic synthetic images. Virtual Vision [13] can reproduce complex situations by simulating scenarios where recording real images is difficult, expensive or not feasible. However, the effectiveness of this framework depends on the degree of accuracy achieved when defining and modeling the necessary details in the simulation environment.
The most realistic computer vision simulations use real world datasets. While this approach is very common for single-node computer vision, in distributed computer vision there are important issues to be considered in order to use the datasets in realistic communication and topology conditions within a network simulator. Basically, we must be able to reproduce the real world in the simulation environment itself, e.g. obstacles and absolute distances between nodes. For instance, a complete 3D representation of the scene should be provided together with the multi-camera dataset. To the best of our knowledge such a fine simulation approach has not yet been considered for distributed applications in WMSNs.
III. THE WIRELESS SIMULATION ENVIRONMENT FOR MULTIMEDIA NETWORKS
Our goal is to define a flexible simulation environment for distributed applications in WMSNs. To this end, in this section we describe the Castalia/Omnet++ network simulator, our proposed extensions and an exemplificative distributed tracking application that makes use of the proposed overall framework.
A. The Castalia/Omnet++ network simulator
The simulation environment we propose is based on the Omnet++ framework [6] . The core of the simulator is a discrete event simulation engine based on modules and message exchange among modules. A message exchange mechanism allows to define local events (self messages) and remote events (messages to other modules). In Omnet++ there is no concept of network node: everything is either a simple or a composite module. A node is generally defined as a composition of modules, and, given the aforementioned paradigm, it is possible to define local and distributed behaviors in the same way: the Omnet++ simulation core is extremely flexible in terms of definition of local and distributed elements.
Simulation models available for the Omnet++ framework are sets of predefined modules providing the user with an interface to simulate state-of-the-art network protocols. Examples of simulation models are the INET framework [14] , which contains the most popular wireless and wired protocols (e.g. UDP, TCP, IP, OSPF); and the MiXiM project [15] , a collection of mobile and fixed wireless networking protocols. We propose to use the Castalia simulation model for Omnet++ [16] 
The nodes are interconnected through a wireless channel module, which is responsible for modeling the wireless link. Each node is also interconnected with one or more physical processes that model events occurring in the external environment. Each node is the composition of a communication module, a sensor manager, an application module, a resource manager and a mobility manager. The distributed algorithm to be tested has to be defined in the application module. From a networking view-point this is the application layer. The communication module uses a simplified network stack model based on three layers, namely radio (physical layer definition), MAC and Routing; and provides communication capabilities to the application module. The sensor manager is responsible for providing to the application module new samples from the external environment by interacting with the physical processes. The mobility manager is responsible for the location of the sensor in the simulation area (however we will consider here only sensors in fixed positions). The resource manager can be used to model the local resource usage such as energy consumption, memory usage, and CPU states.
B. New capabilities
Although Castalia has been wisely designed for WSNs, its adaptation to WMSNs requires extensions to the original framework. These extensions include a generalized structure to support complex data types, rather than simple scalars; a model for the target movement and for the video sensor (camera); an idealistic communication mechanism to test algorithms without considering the impact of the network, while still designing them in a distributed manner; and a simple GUI for 2D world scenarios. Figure 2 summarises based on vectorial data such as images. We propose a generalized sensor data-type exploiting the object oriented paradigm provided by C++ and NED. The information exchanged between the physical processes and the sensor managers is defined through a base class called WmsnPhysicalProcessMessage which can be specialized in concrete classes containing any type of data. To support this extension, even the physical process module has been generalized, so that we could either use a WmsnMovingTarget class to model the movement of a target in a 2D plane, or use a WiseVideoFile to feed the sensor manager with real-world video sequence. Following the same principle, the sensor manager and application modules have been extended. In this case a WmsnCameraManger class has been provied to model a simplistic sensor-camera, while different application classes have been developed to test different algorithms. Indeed, the WmsnBaseApplication is the basic application class that the user should derive to implement the logic of a distributed application. The idealistic communication mechanism is necessary because there is no possibility in Castalia to entirely bypass the communication components. More precisely, Castalia gives the opportunity to implement a pass-through communication stack with ideal radio. Unfortunately, with this configuration, if two nodes attempt to communicate at the same time, the result will be a failure in the radio component as the Castalia ideal radio cannot send and receive at the same time. We propose an alternative module that bypasses the Castalia communication modules by interconnecting directly application layers of the nodes.
The underlying network infrastructure is configurable and the following setups are possible: (i) a fully connected network with infinite bandwidth and each node can communicate with all the other nodes without delays; (ii) limited transmission ranges with infinite bandwidth; (iii) limited transmission ranges with finite bandwidth (communication delays); and (iv) realistic wireless stacks, with standard protocols. Energy consumption is not currently considered, although it is already supported by Castalia.
The current version of WiSE-MNet works with a simplistic world model that can be extended to the case of real-world datasets. Similarly to [12] , the surveillance area is modeled as a 2D plane and the extension to the 3D world is simplified by the support provided in Omnet++ and Castalia. Unlike [12] that represents objects as points, to model the results of an object detection stage applied to real-world images we describe objects with a (bounding) box. The cameras are assumed to be top-down facing, thus obtaining a simplified projection model. More complex placement and projection models will have no major impacts on the definition of the distributed application. The relationship among cameras (calibration, overlapping/nonoverlapping fields of view) are statically defined.
C. A distributed application example
In this section we present an example where a distributed particle filter (DPF) inspired by [17] , [18] is implemented in a network of cameras and is used to estimate the position of a moving target [19] . The nodes exchange information about their (partial) posterior probability using a Gaussian Mixture Model (GMM) to reduce the amount of data to be transmitted. We configure the algorithm to operate with a set of 500 particles and with a 5-component GMM approximation. The field of view (FOV) of a camera is calculated considering its view angle and assuming a distance of 6m from the ground plane, thus resulting approximately in a FOV of 10m × 6m. The camera are positioned according to a random uniform distribution, and the overall area under surveillance is 100m × 60m.
The communication modules provided with the Castalia package and the proposed extensions allow us to configure the network in different ways. In this example we adopt the T-MAC communication protocol [20] and we configure the protocol as follows. The request-to-send (RTS) and the clearto-send (CTS) mechanisms are used. The RTS/CTS is a classic mechanism to avoid (or to reduce) the number of collisions in wireless communication protocols. The basic idea is that a node can transmit only when the access to the channel has been granted. The RTS/CTS mechanism has an overhead, which reduces the effective available bandwidth for transmission, although retransmissions due to collision might be saved. We use of acknowledged transmission as we want a packet to be delivered after a collision takes place. If for some reason (generally a collision) the packet is not received, the source node can be notified by a missing acknowledgement from the destination and then restarts the transmission. If the acknowledgements are not supported, a different mechanism to detect the failure might be required. The inactive period is designed to extend the lifetime of the nodes by periodically switching from an active state (normal operation condition) to a sleep state, where the node cannot perform any operation (including . The inactive period has been disabled in this example to avoid the situation in which a node attempt to communicate during the sleep mode. However, it is possible to consider a different definition of the DPF algorithm, which is aware of inactive intervals, thus saving node energy. The number of retransmission attempts is 10 and the transmission bandwidth is 250kbps. Let us consider two setups, one with a network deployment of 50 nodes (Figure 3(a) ) and one with the number of nodes increased to 500 (Figure 3(b) ). The true trajectories of the target (ground truth) and the corresponding estimation produced by the network using the DPF are shown in Figure 4 . As it can be observed by comparing the results for the trajectories, the performance obtained in the deployment of 500 nodes are much better than the case with 50 nodes. This is mainly due to the poor coverage that is obtained in the latter case. When the target moves in the portion of the surveillance area uncovered by the cameras' FOVs, the estimation of its position is not possible. In case of the deployment with 500 nodes, the surveillance are is completely covered. There is also a second contribution that is related to the redundancy of camera views. In the setup with 500 nodes the number of camera observing the target at the same time is larger than the case of 50 nodes. These multiple observations are exploited by the distributed particle filter to improve the estimation with respect to few (or single) observations. Notice that this consideration is valid under the assumption that the bandwith demand related to the communication of the 5-GMM components is compatible with the available transmission bandwidth.
To understand the effect of the network delay we runned a simulation for the setup with 500 nodes, comparing two configurations of the DPF: with the GMM approximation of 5 components (5-GMM); without the GMM (0-GMM), i.e. nodes exchange the whole particle set. The results are shown in Figure 5 . Although avoiding the Guassian-mixture approximation is theoretically more efficient, since the partial posterior of the DPF is represented with the entire particle set, in a realistic networking scenario the situation is different. Owing to the larger amount of data produced in case of 0-GMM, the network delay to transfer the partial posterior from a node to the other increases considerably with respect to the 5-GMM case. Consequentely, the estimation process is slower in case of 0-GMM, resulting in a loss of performances with respect to 5-GMM. A detailed analysis of efficiency and network delay is given in [19] .
IV. CONCLUSIONS
In this paper we discussed the need for a simulation environment for realistic Wireless Multimedia Sensor Networks and presented WiSE-MNet, a Wireless Simulation Environment for Multimedia Networks. After considering the state of the art of network simulators, we focused on the Castalia/Omnet++ framework and extended its basic functionalities to operate with networks of multimedia sensors, such as cameras. A distributed target tracking application, based on distributed particle filter, has been implemented to prove the effectiveness of the proposed framework. WiSE-MNet, which is available at [1] , is an enabling framework for research in computer vision algorithms for realistic multi-camera networks with synthetic and real-world datasets, as well as for the study of more complex networking protocols and for bandwidth and energy management.
