Various exposure assessment strategies were compared in the study of the relation between dust exposure and 11-year lung function change in 1,172 miners with 36,824 concurrently measured personal dust samples available from the 1969-1981 US National Study of Coal Workers' Pneumoconiosis. A miner's average exposure was assessed by calculating average exposures based on dust samples taken from each individual and by using different job exposure matrices (JEMs) with different underlying exposure categorizations, based on occupational categories, job title, mine, and time, to obtain average exposure estimates. For each grouping procedure, intragroup and intergroup variances and the pooled standard error of the mean were calculated to assess relative efficiency. The results show that considerable variation in slopes of exposure-response relations was found using different exposure assessment strategies. Standard errors of the slopes of the exposureresponse relations with exposure on an individual basis compared with JEMs. Exposure assessment on an individual basis was extremely sensitive to the number of exposure measurements per individual. The study demonstrates the advantages and disadvantages of different exposure assessment strategies and shows the need for explicit publication of exposure assessment strategies for epidemiologic studies. Careful assessment of the influence of misclassification error in the exposure assessment on exposure-response modeling is warranted. Am J Epidemiol 2000; 151:982-90.
Over the last decade, a wide range of exposure and dose assessment strategies has been proposed for use in retrospective and prospective epidemiologic studies (1) . Some of these approaches, such as toxicokinetic modeling of exposure data and quantifying biomarkers of exposure, aim at monitoring biologically relevant exposure indices. Instead of using crude surrogates of exposure, there is a movement toward establishing indices of greater relevance to the etiology of the disease of interest and application of quantitative exposure data (2) . Another issue relates to uncertainty in the process of assessing exposure-response relations. Uncertainty is inherent to all exposure assessment strategies and is caused by large random variation in exposure over time and in space. In general, this reduces the power of a study to detect an association between exposure and disease and can introduce bias into the exposure-response estimates (2) . If the error is random, the bias is usually toward zero and referred to in the statistical literature as "attenuation." If exposure measurements have been taken for each individual, the magnitude of potential bias in the regression coefficient depends on the ratio of the intraindividual and interindividual components of variance and the number of repeated measurements, according to the formula ( (Exposure data are often log-normally distributed and, in these cases, the variance components are obtained after log transformation of the data.) In practice, the accuracy (validity and precision) of a chosen index of exposure affects the results of an exposure-response analysis. This leads to the paradoxic observation that a crude surrogate of exposure can sometimes correlate better with the response than does a biomarker, because it is measured with greater precision (4) . In practice, it is difficult to assess measures of exposure because an exposure "gold standard" does not exist, forcing researchers to compare different indices of exposure (2, 5) . This is unsatisfactory because chance alone could be responsible for the best fitting model, while differences in performance of several exposure indices in the analysis can seldom be explained in a satisfactory way (5, 6) . A better approach, perhaps, would be to get insight into the accuracy of various alternative exposure indices and to develop criteria for optimal exposure indices based on that information. In this way, the choice of an exposure assessment strategy would be based on objective information on the exposure variables instead of the observed behavior of exposure indices in an epidemiologic analysis. Unfortunately, few studies have compared different approaches to estimating mean exposure in this way. In an attempt to fill this gap, we assessed and compared various exposure indices for a cohort of underground miners who participated in a longitudinal epidemiologic study, the National Study of Coal Workers' Pneumoconiosis (7). The aims of this study were to evaluate different ways of calculating the longterm average exposure in an exposure-response analysis. The exposure assessment strategies to be examined were chosen on the basis of their underlying exposure variance components. Estimates of average exposure were based on 36,824 measurements of respirable coal mine dust concentration taken over approximately a 10-year period. The average exposure was calculated using the same database of exposure measurements but different strategies. Because the time of exposure was constant for each individual, confounding by time-related variables was absent. This has been a major drawback of some earlier multicomparison studies (5, 6) . In addition, we calculated correlations between the different exposure indices and derived variance components of intraindividual, interindividual, intragroup, and intergroup variance, which might give a priori indications of the effectiveness of a certain measurement strategy.
MATERIALS AND METHODS

Exposure assessments
The exposure measurements used were collected by mine operators and inspectors under the auspices of the Mine Safety and Health Administration (MSHA) between 1970 and 1979. The rationale for the collection of dust samples differs from a strategy that would be a priori developed for epidemiologic purposes. In one respect, it is a compliance program, in which frequent sampling is undertaken on high-risk workers. In another respect, however, it provides data appropriate for epidemiologic investigations, since all other workers were sampled periodically at lower frequency, more or less at random (8) .
All respirable dust samples were collected using a 10-mm nylon cyclone preseparator. The resulting data were converted by multiplication using a constant factor to make them equivalent to concentrations that would have been obtained using the British Mining Research Establishment sampler (8) . Dust data were available for all workers who participated in two medical examinations undertaken in 1969-1971 (round 1) and 1977-1981 (round 3) and who had complete lung function data, smoking history, occupational history, and dust exposure data. The dust measurements for this population were extracted by Social Security Number from the MSHA records, giving 36,824 samples. Over 98 percent of these measurements were obtained by mine operators. Very few measurements were obtained by mine inspectors, which is in agreement with data presented by others (9, 10) . Within occupational groups, the data were strongly skewed and could roughly be described by a log-normal distribution.
Occupational histories at round 3 were coded according to the standard MSHA occupation code classification scheme of 1984 (MSHA form 2000-169, July 1984). This enabled each worker's occupational history to be linked with the MSHA exposure measurements. Although the year in which a miner changed occupations was known, the month and day were not known. Hence, it was not possible to link dust measurements in that year precisely to the work history. Therefore, none of the measurements taken in a year in which a miner changed his occupation was used in the analysis. For some analyses, this led to a reduction of available miner-years of exposure data of 12-14 percent.
The long-term average exposure for each miner was calculated in the following ways.
Method I (by calculating an individual arithmetic mean exposure per person using all measurements available per worker and using random samples of these measurements (sample sizes of 3, 6, 9, and 12 measurements per worker)). These analyses were performed including miners with at least three exposure measurements available (n -1,105).
Method II (by creating several job exposure matrices (JEMs) that used average exposures based on the 36,824 measurements available by occupational category and merging this information with individual work history data to calculate an average dust exposure). The exposure categories of these matrices were made by aggregating workers with job titles with similar exposures. Alternative grouping strategies were evaluated based on a priori grouping on the basis of similarity in processes and tasks, but this yielded less distinct exposure categorizations. Six exposure categories were distinguished: 1) exposure of <0.5 mg/m 3 , 2) 0.5-1.0 mg/m Method III (by using the above-mentioned JEM (method II) but augmenting the matrix with a time axis and a mine axis, allowing for trends over time in exposure and for differences in exposure between mines). This led to matrices with more exposure categories than in method II above. Temporal reductions in exposure were expected as the compliance limit was reduced from 3 to 2 mg/m 3 in 1972 (11) . All occupations showed a similar pattern in decline in exposure over time. In one model we distinguished the first 3 years with the clearest decrease in dust exposure over time on the time axis (four cells for time) of the matrix. In another model we took into account each year during the follow-up period.
Method FV (by modeling the exposure in an analysis of variance with each occupation and mine as explanatory variables and using predicted average exposure values for all occupation and mine combinations to calculate long-term average exposures). This analysis was performed on the original scale, and thus exposure data were not log-transformed.
Method V (by applying a recently developed external JEM for epidemiologic studies in the US mining industry containing an occupation, mine, and time axis (12) ). This job exposure matrix made use of more than 300,000 personal respirable dust exposure measurements from the Mine Safety and Health Administration database for all US coal mines. The matrix comprised more than 12,000 strata of occupation, mine, and year three-way and two-way combinations.
The number of individuals included in the analyses differed for analysis (method I), since only miners with at least three exposure measurements were included. Similar results were obtained for analyses under methods JJ-V if the same workers were included as under method I.
Medical surveys
The data considered were drawn from medical surveys taken at 31 nationally distributed mines at rounds 1 and 3. Because some of the mines closed between the surveys, and because in some cases too few miners attended both surveys at some mines, data from 24 mines were available. The methods used were similar in both surveys (7) . In the first surveys, the final forced expiratory volume in 1 second (FEV,) recorded was the largest value of up to five blows (including at least two practice blows). In the later survey, up to 10 blows were permitted but, for reasons of comparability with the first survey, only the first five were considered. At both surveys, an Ohio rolling seal spirometer (Ohio Medical Products Division, Airco, Inc., Madison, Wisconsin) was used. The technician differed between the two occasions. Smoking habits were classified, using a method that has been applied before in this cohort (7), into categories of current smokers, nonsmokers, exsmokers, and intermittent smokers. Lung function change between the two surveys was standardized to an 11-year period and expressed as annual change in lung function as described earlier (7).
Statistical analyses
One-way analyses of variance were applied on logtransformed repeated exposure measurements to derive estimates of the intraindividual and interindividual variance in exposure, W S, 2 and ^S, 2 , respectively. For strategies based on various grouping procedures, the intergroup, intragroup, and intraindividual variance components were calculated by a two-way analysis of variance with category and worker (nested within a category) in the model as described earlier (13) . As an estimate of the overall precision of the group average exposure, the median of the standard errors of the mean exposure per exposure group was calculated. These variance components and the median standard error could not be calculated for the external JEM because the original data used for this matrix were not available. As an approximation, intragroup and intergroup variances were calculated using the 36,824 exposure measurements available for this study with occupation and mine in the two-way analysis of variance model. The time axis was omitted because of the larger number of empty cells that occurred for this model.
The relations between lung function change and other variables were calculated using least squares regression analysis. Change in FEV! was chosen as the dependent variable with dust exposure, age, and standing height at the beginning of the survey and smoking habits as predictors (7) .
RESULTS
The complete data set consisted of 1,172 coal miners. The population characteristics at round 1 are shown in A similar trend of decreasing exposure was observed when the population was broken down into specific underground and surface jobs. After this initial 4-year period, average exposure levels remained relatively stable over time. The number of measurements taken varied considerably over the period of observation, increasing from 905 in 1970 to a maximum of more than 5,300 in 1973 and declining afterward to approximately 2,000 measurements in 1979. The number of exposure measurements per person-year was on average approximately 2.9 and had a skewed distribution ranging from 1 to 10 measurements per person. Table 3 gives the relation between change in FEV] and average dust exposure. The relation between change in FEV! over 11 years and dust exposure was corrected for age at the start of the survey, standing height, and smoking habits. As expected, an increase in age was associated with a faster decrease in FEV, over 11 years of approximately 9.6 ml per year (standard error (SE), 13 ml; p < 0.001). An increase in standing height was also associated with an increased but smaller drop in FEV, of 6.7 ml per cm (SE, 2.0 ml; p < 0.05). The FEV, of smokers and intermittent smokers decreased faster compared with that of nonsmokers (-90 ml (SE, 35 ml; p < 0.05) and -47 ml (SE, 40 ml; p = 0.24), respectively). Exsmokers experienced a slight, statistically nonsignificant increase in FEV, over the 11-year period of 31 ml (SE, 41 ml;/? = 0.45). These coefficients remained similar in all analyses. The top row of the table gives the relation between change in FEV, over 11 years and dust exposure when all dust exposure measurements available for each individual were used to calculate an average dust exposure over the period. As fewer measurements were used, the slope of lung function change on dust exposure became progressively smaller and changed from statistically highly significant to statistically nonsignificant. The slope of the exposure-response relation based on three exposure measurements was about one third of that found when all measurements were used. This occurred despite a total of more than 3,000 measurements being available and used in the former analysis.
The analysis of variance revealed that the intraindividual variability (day-to-day variability) was three times the interindividual variability. This indicates that a considerable number of measurements per individual must be available to distinguish reliably if average exposure levels between individuals differ and, thus, to provide a reliable estimate of a worker's long-term average exposure. Given a variance ratio of three and the average number (36,824 /1,172 = 31) of measurements per worker available to estimate individual average exposures, the observed exposure-response relation would be attenuated by less than 10 percent (based on the formula b = P(l + A. / k)' 1 Because underestimation of the exposure-response relation was the least when all measurements available were being used, and because the theoretically expected underestimation was small when all measurements were used, this index of exposure was considered the "gold standard" in further analyses.
Results of the regression of FEV, on average exposure calculated in various ways are given in table 4. The relations found were all negative. The exposureresponse coefficient is the greatest for the average exposure, which was estimated by a JEM using a combination of six exposure categories and mine. This regression coefficient was somewhat greater dian that obtained using the individual average exposures but within the confidence interval of this regression coefficient. All other estimates of the relation between average exposure and lung function change based on JEMs show smaller coefficients, although confidence intervals overlap. When standard errors are examined, the one from the regression using individual average exposures was the lowest and had the highest associated t value and statistical significance. The regression coefficients had greater standard errors and often became statistically insignificant when JEMs were used or if the exposures were estimated by using the predicted values of an analysis of variance model with "mine" and "occupation" as main effects. The modeled group exposure estimates demonstrated slightly more bias but a lower standard error compared with the comparable nonmodeled grouping strategy. Only models based on individual average exposures, JEMs based on a breakdown by exposure category and mine, and the model predicting an average exposure by exposure category and mine had statistically significant regression coefficients of FEV] on exposure. The middle column of the table gives the correlations of exposures calculated by using the JEMs with the individual average exposure. For instance, the average exposure calculated using a JEM based on six exposure categories by mine had a correlation of 0.53 with the individual average exposure. Generally, exposure indices from JEMs gave greater slopes and had the higher correlations with the individual average exposure. Average 11-year exposure values derived using the different strategies are also given in table 4 and are similar. However, the standard deviation of the distribution of cumulative exposures is remarkably different depending on the strategy chosen. That for the individual exposure assessment strategy is greater than those derived from the JEM-based strategies. Overall, it appears that the standard deviation of the cumulative exposure is related to the number of cells of the matrix.
To study the effect of reducing the measurement effort when a JEM is being used, we took a random sample of 3,315 exposure measurements. This is the same subset used in the exposure-response analysis of FEV, on individual average exposure using three dust samples per worker from table 3. The 3,315 samples were used to calculate group average exposures for the JEM with six exposure categories by mine. The derived regression coefficient was -5.6 (SE, 2.2; p < 0.05), in close accord with that derived when more than 11 times more exposure measurements were used.
A comparison of the variance components of intergroup and intragroup variability in exposure and precision for the different JEMs and some additional strategies can be found in table 5. The simplest JEM, using a distinction among six occupational exposure cate- gories only, showed the smallest pooled standard error of 0.06. As expected, and as is clear from the table, the standard error increases as the number of cells involved in a JEM increases. For instance, the JEM using a classification by job and mine, with the largest number of categories, has a standard error that is almost five times greater, at 0.28, than that for the JEM with six categories only. The increase of the median standard error is accompanied by a slight increase of the intergroup variability. For instance, the simplest JEM with six exposure categories has an intergroup variance of 0.22, while the JEM of job by mine, with 628 exposure categories, had an intergroup variance of 0.28, indicating that an increase of the number of cells led to only a small increase in contrast between the categories of the exposure. The intragroup variance of 0.27 for the six categories was almost halved to 0.15 for the JEMs by mine and job, suggesting that, as expected, the groups became more homogeneous as the number of categories increased. The results for the other JEMs were in between the ones discussed. For instance, the JEM of six occupational categories by mine had intragroup and intergroup variances that were close to the strategy with a categorization by job and mine, but the median standard error seemed much smaller (SE, 0.17). This makes sense because the number of categories is five times smaller than that for the JEM with the finer grouping structure (134 cells compared with 628 cells; see table 5 ). Inclusion of a time axis led only to a small improvement compared with the JEM with six categories without a time axis. The intergroup variance remained almost constant while the intragroup variance unexpectedly became smaller, and the median standard error of the mean increased by a factor of more than two. A time axis in which only the first 3 years were distinguished, which were the years in which the exposure most clearly decreased, did not result in any improvement either. The categorization based on mine and six occupational categories had intergroup and intragroup variances that were almost equal to the categorization based on mine and job, while the median standard error of the mean was much smaller. This suggested that the JEM with 134 cells was almost as informative as the one based on 628 cells with regard to the homogeneity and contrast between exposure categories, with the advantage of smaller standard errors around the cell mean exposure levels.
DISCUSSION
Results of this analysis clearly demonstrated exposure-response relations between average respirable coal dust exposure and lung function change. These results confirmed previous analyses of survey data for coal workers in the United States and other countries in the world. Clear differences were found between slopes of exposure-response relations, depending on the way the average exposure was calculated. For instance, a slope of -4.5 was found when FEV, was related to individual long-term average exposure using all measurements. When fewer measurements were used to calculate the individual mean exposure, a considerably lower slope was observed between FEV, and exposure, reducing by up to a factor of three when only three exposure measurements per worker were used.
The fact that measurement effort and exposure level were correlated to some extent (owing to the increased sampling undertaken on high-risk jobs) may have influenced the results from this study to some degree. In the main, it probably led to a better improvement in the attenuation with increasing sample number than might be observed in other studies lacking any correlation between sample number and exposure level. In other studies, the increased exposure measurement sample size would apply to all jobs, regardless of exposure level. In these cases, and where the variability in exposure increases with the mean exposure level, this added measurement effort is being inefficiently applied, since the jobs with low intrajob variability are having their variances lowered further. High variance jobs are also having their variances lowered by the additional sampling, but by applying additional sampling effort to them instead of to the low variance jobs, more benefit could be obtained. In our study, this is what happened to some extent. High exposure level jobs (high variance jobs) received additional sampling, thereby giving more reliable mean values than if the extra sampling effort had been applied over all jobs equally.
It should be realized that the attenuated exposureresponse relation found in this study for three measurements/worker was derived from more than 3,000 measurements. Few examples of epidemiologic studies exist in which such a measurement effort was realized. The attenuation in this study of coal workers was considerable when fewer measurements were used, because the intraindividual variability in exposure was three times larger than the interindividual variability in exposure (variance ratio of three), meaning that the "noise" variance was three times as large as the "signal." The influence of this noise became almost negligible when (on average) all 31 measurements per worker were used. Similar variance ratios have been found in settings with strongly varying exposure as in agriculture (14) . Clearly smaller variance ratios have been found as well (15) . An important difference between this study and others (14, 15) is that, although variance ratios are similar, the individual variance components are relatively small; for example, the differences in exposure from day to day between workers and within and between groups are small, most likely because of the effects of control technology in this industry.
In this study, the JEM using six occupational categories and mine showed the largest slope of lung function change on dust exposure. It also provided results comparable to those found using the means of individual exposures. Other JEMs, including the one recently proposed and based on the MSHA job-coding scheme by mine and year (12) , were less successful than the simpler approach studied here. The slope of the exposure-response relation using other JEMs was smaller compared with the one found for the individual exposure assessment strategy. Interestingly, the standard error of the slope of the exposure-response relations was smaller when an individual average exposure was calculated than when exposure group average exposures were calculated with JEMs. This can be explained by unexplained variance in lung function within an occupational category, related to interindividual variability in exposure. This phenomenon had been described as early as the 1950s by Prais and Aitchison (16) and is a result of a Berkson type error.
Another reason for the small standard error is the wider range in individual average exposures compared with the grouped exposure.
This study shows clearly the advantages and disadvantages of exposure assessment strategies based on grouping into homogeneous exposure categories compared with individual exposure assessment strategies. The latter can require a considerable measurement effort but can yield exposure-response relations with the smallest possible standard error if a larger population of coal workers could be studied. Grouping strategies will in most cases lead to reasonably unbiased estimates of the exposure-response relation, because the systematic overestimation or underestimation of the exposure of some of the group members leads to an error that is of the Berkson type (3, 16, 17) . This is also illustrated by the analysis of the exposure-response relation of FEV! of dust level, calculated on the basis of a grouping by the six categories and mine, but using only 3,315 exposure measurements. The results of this analysis are in close range with results for the analysis with all measurements.
Taking all grouping strategies into account, we found that using job and mine seemed to lead to the most homogeneous exposure categories and most contrast among groups, although the precision was least of all others. In comparison, the external job exposure matrix did not perform as well, despite the effort that went into its derivation and the novel methods used to minimize random variation in the data. In this strategy, detailed three-way (mine/job/time) groupings were used for specificity, but broad groupings had to be used in addition, such as two-way classifications of occupation-year, mine-year, or broad occupational category groupings, to provide data to missing cells. A special formula was derived in order to incorporate the broader group data with three-way detailed classifications in order to minimize the variance of the mean exposure for strata with very few samples. Data from the external matrix demonstrated a relatively high correlation with the individual exposure data, suggesting that this approach was reasonably specific. However, the regression coefficient was the joint lowest of the seven listed there, while the standard error of the regression coefficient fell in the middle of the range in the table. Hence, it appears that, though the steps taken may have succeeded in improving the precision of the estimates of an average exposure, they did not succeed in reducing the attenuation in the regression coefficient. Overall, the advantages of a very specific grouping by job, mine, and time are traded off by a low precision of the estimates as generated by the matrix. This observation is supported by a recently conducted simulation study (18) . Most occupational hygienists and epidemiologists apply some rules of thumb principles that have been mentioned in the statistical literature earlier to obtain the optimal grouping structure (3, 15, 16, (19) (20) (21) . This body of literature suggests that the performance of a grouping strategy in an epidemiologic study is determined by the intragroup variance (the homogeneity), the between group variance (the contrast), and the standard error of the mean exposure in a category (the precision) and the measurement effort (available number of exposure measurements per worker). Theoretically a grouping is optimal, if each exposure category is as homogeneous as possible with regard to the exposure, if as much contrast as possible exists between the categories, and if sufficient measurements per category have been taken so that the estimate of the average exposure in that category is relatively precise. This will be obtained by minimizing the interindividual variability within an exposure category (intragroup variability), maximizing the contrast between groups (intergroup variability), and minimizing the standard error of the mean in each exposure category. These requirements may be conflicting because there always are only a limited number of measurements available. Making categories as homogeneous as possible will generally lead to a large number of small categories of workers with similar occupations or who perform similar tasks. This, in turn, reduces the number of measurements per exposure category and thus the precision of the estimate of the average exposure. This apparent conflict among different requirements can only be solved by using quantitative expression for grouping strategies as already exists for individual-based exposure assessment strategies. Some formulas have recently been published for balanced data sets, assuming a constant variance over and within exposure categories (19, 20) . Expressions applicable to a wide range of situations to assess the optimal quantitative strategy for exposure assessment in a specific situation are not yet available.
In this study, we applied compliance data for epidemiologic purposes. The possibility of bias in these data, especially suspicions about tampering, has led to uncertainties in interpretation of earlier derived epidemiologic findings. However, a recent study concludes that, although there is evidence of bias in the exposure assessment, the magnitude of this bias will be of the order of only 10-15 percent for those mines included in this study (8) . This order of magnitude is considerably smaller than bias introduced by using fewer samples when using an individual exposure assessment strategy or by calculating group average exposures in different ways.
The results of this study confirm general guidelines found in the literature and suggest that exposure assessment strategies can be designed and optimized to some extent a priori. Information about the variability of the exposure and its structure in terms of variance components by individual workers or occupational categories should be present, for instance, by performing limited scale pilot studies in which repeated measurements are being taken. The findings illustrate the need to undertake epidemiologic analysis of exposureresponse relations, applying multiple exposure assessment strategies and analyzing the variability of the exposure at the same time. The results of this study also warrant explicit publication of exposure assessment strategies for epidemiologic studies. The results can be used to optimize study designs by influencing intraindividual, interindividual, intragroup, or intergroup variance components. The values of these variance components can be influenced by changing the number of exposure groups or by including high or low exposed populations.
