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Abstract
In this paper we consider a large class of fully nonlinear integro-differential equations. The
class of our nonlocal operators we consider is not spatial homogeneous and we put mild assump-
tions on its kernel near zero. We prove the Ho¨lder regularity for such equation. In particular,
our result covers the case that the kernel K(x, y) is comparable to |x− y|−d−α ln(|x− y|−1) for
|x− y| < c where 0 < α < 2.
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1 Introduction
For many models describing scientific phenomena it is important to find whether a solution of model
equation is continuous or not. The regularity theory for second-order elliptic partial differential
operators in divergence form was developed in mid-20th century by many mathematicians: Morrey,
De Giorgi, Nash, Moser and so on. For non-divergence type operators, Krylov and Safonov [25, 26]
proved the corresponding results using probabilistic methods. A non-divergence type differential
operator may be represented by infinitesimal generator of a diffusion process which is a strong
Markov process with continuous sample paths. The simplest example is the Laplace operator
which is the infinitesimal generator of Brownian motion.
Since researchers in the areas of applied mathematics found that real world phenomena are
frequently described well if one considers jump processes, many scientists have been interested in
integro-differential operators which can be regarded as the infinitesimal generator of processes with
discontinuous sample paths. Analytically, in [29] Silvestre proved the Ho¨lder estimate for solutions
in proper sense of integro-differential equations with a kernel comparable to that of the fractional
Laplacian. Kassmann obtained the same result for weak solution by developing a nonlocal version of
De Giorgi-Nash-Moser theorem in [19]. Caffarelli and Silvestre established regularity theory for fully
nonlinear integro-differential equations extending the results for elliptic partial differential equations
∗This work was supported by the National Research Foundation of Korea(NRF) grant funded by the Korea
government(MEST) (2013004822)
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in [10]. Overcoming the difficulty of non-symmetry of the kernels, the authors in [22, 23, 15] obtained
Ho¨lder and C1,α estimates for the case of non-symmetric kernels. All of them basically considered
families of kernels comparable to that of the fractional Laplacian. In this paper we will consider
more general kernels than the kernel of the fractional Laplacian.
In probabilistic point of view it is important to estimate transition probabilities and jump
measures of Markov processes with discontinuous sample paths. Such estimates are closely related
to Harnack inequality and Ho¨lder estimate for harmonic functions with respect to the processes,
which have been active research areas over last decade and more. In [6, 7, 8, 28] the Harnack
inequality and the Ho¨lder estimate of nonnegative bounded harmonic functions were obtained by
probabilistic methods. In [12, 13, 14] Ho¨lder estimates and the two-sided estimates of transition
densities of general Markov processes were obtained.
Let us now set up some notations. We use “:=” to denote a definition, which is read as “is
defined to be”; we denote a ∧ b := min{a, b}; we use dx to denote the Lebesgue measure in Rd;
for a Borel set A ⊂ Rd, we use |A| to denote its Lebesgue measure and 1A to denote its indicator
function; we denote by B(x, r) the open ball centered at x ∈ Rd with radius r > 0; for every
function f , let f+ := f ∨ 0.
We consider a measurable function J : Rd×Rd \ {(x, y) ∈ Rd×Rd : x = y} → R satisfying that
there exists a positive constant r0 such that
M0 := sup
x∈Rd
∫
{y∈Rd:|y−x|≥r0}
J(x, y)dy <∞, (1.1)
and
J(x, y) =
f(|x− y|−1)
|x− y|d
for |x− y| < r0, (1.2)
where f is a non-decreasing function from [0, ∞) to [0, ∞) having the following upper and lower
growth conditions at infinity;
a1s
δ1 ≤
f(st)
f(t)
≤ a2s
δ2 for s ≥ 1, t ≥ 1/r0, (1.3)
with some constants a1, a2 > 0 and δ1, δ2 ∈ (0, 2).
If (1.2) holds for all x, y ∈ Rd, then J is the jump density of an isotropic unimodal Le´vy
process. As an important example of Markov process having jump density comparable to J ,
isotropic unimodal Le´vy processes contain many processes, for example, subordinate Brownian
motions which have been dealt with in a lot of literatures in probability and potential theory.
Recently, in [4] it is shown that (1.3) holds if the characteristic exponent of the corresponding
isotropic unimodal Le´vy process has the above upper and lower growth conditions at infinity.
In this paper we fix constants λ, Λ > 0. With these λ, Λ > 0 and fixed function J in (1.1) and
(1.2), we define integro-differential operators comparable to J as follows; let kernel K : Rd × Rd \
{(x, y) ∈ Rd × Rd : x = y} → R be comparable to J uniformly as
λJ(x, y) ≤ K(x, y) ≤ ΛJ(x, y), x, y ∈ Rd. (1.4)
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Define integro-differential operator with the kernel K as
Lu(x) = LKu(x) =
∫
Rd
(
u(y)− u(x)−∇u(x) · (y − x)1{|y−x|<r0}1{δ2≥1}
)
K(x, y)dy. (1.5)
Note that K may not be symmetric.
We will investigate the Ho¨lder regularity of the solution to fully nonlinear nonlocal equation
Iu = 0 in an open set D which is uniformly elliptic with respect to a family L of integro-differential
operators L, i.e.,
M−L (u− v)(x) ≤ Iu(x)− Iv(x) ≤M
+
L(u− v)(x) for x ∈ D, (1.6)
where maximal and minimal operators M+L , M
−
L are defined by
M+Lu(x) = sup
L∈L
Lu(x) and M−Lu(x) = infL∈L
Lu(x).
In [10] Caffarelli and Silvetre established the theory which can be used to prove the Harnack in-
equality and the Ho¨lder continuity of the solution u with respect to the family of integro-differential
operators whose kernels K(x, y)’s satisfying
(2− α)λ
|x− y|d+α
≤ K(x, y) ≤
(2− α)Λ
|x− y|d+α
, x, y ∈ Rd, (1.7)
and
K(x, x+ z) = K(0, z) = K(0,−z), x, z ∈ Rd.
The purpose of this paper is to obtain the Ho¨lder continuity of solutions to uniformly elliptic
fully nonlinear nonlocal equation with respect to more general class of operators. Two classes of
integro-differential operators in our consideration are
L := {L = LK : K satisfying (1.4)} ,
and
Lsym :=
{
LK ∈ L : K(x, x+ z) = K(x, x− z) for x, z ∈ R
d
}
.
Uniformly ellipticity of the operator I in (1.6) allows us to regard the solution to Iu = 0 as the
sub and super solution to maximal and minimal operators respectively.
The main result in this paper is following. See Section 2 for the definition of solutions in the
viscosity sense.
Theorem 1.1 Assume that (1.1), (1.2) and (1.3) hold for the function J(x, y) with δ1 ∈ (1, 2) or
δ2 ∈ (0, 1). Let z0 ∈ R
d, r > 0 and u be a bounded function so that
M+Lu(x) ≥ 0 for x ∈ B(z0, r)
M−Lu(x) ≤ 0 for x ∈ B(z0, r)
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in the viscosity sense. Then there exist two constants α > 0 and C > 0 such that
sup
x,y∈B(z0,r/2)
|u(x)− u(y)|
|x− y|α
≤ C
(
1
r ∧ r0
)α
‖u‖∞
where the values of α and C depend only on d, r0, λ,Λ, a1, a2, δ1, δ2 and f(r
−1
0 ).
In the case δ1 ≤ 1 ≤ δ2, the above assertion still holds for Lsym in place of L.
In [29] Silvestre developed an analytic method to obtain this result for integro-differential op-
erator L satisfying an assumption that given δ > 0 and some auxiliary function b(x) = (1− |x|2)2+,
there are positive constants κ and η such that for every x ∈ Rd
κLb(x) + 2
∫
|y−x|≥1/4
(|8(y − x)|η − 1)K(x, y)dy <
1
2
inf
A⊂B(0,2),|A|>δ
∫
A
K(x, y)dy. (1.8)
In [29] classes of operators with similar behavior at every scale were considered. Thus, by consid-
ering an operator Lr,x0 obtained by a change of variables, Silvestre obtained the Ho¨lder continuity
of the solution u to Lu = 0 in B(0, 1) using the fact that (1.8) holds for every Lr,x0 , r > 0, x0 ∈ R
d
by the scaling. Arguments using scaling assumption was employed to prove the same result for
fully nonlinear equation with respect to the family of operators having kernels comparable to that
of fractional Laplacian.
In this paper we will deal with the kernels comparable to J(x, y) which is equal to f(|x −
y|−1)|x− y|−d on near diagonal part. Our J(x, y) has no scaling property and it is not comparable
to fractional Laplacian near zero. Instead, we assume the weak growth conditions (1.3) of f instead
of the stability of the operator like fractional Laplacian. In this paper, we extend (1.8) to our J
and for all small scales.
Caffarelli and Silvestre established the regularity results for fully nonlinear nonlocal equation
extending the method for differential equation in [10]. By this work they could obtain the result
uniformly as α in (1.7) goes to 2. But they made the best use of the symmetry of the kernels
which imply no effect of the gradient term in integro-differential operators. In our consideration
we just impose the symmetry condition in the case δ1 ≤ 1 ≤ δ2. There are some results for the non
symmetric case when the symmetric part of operators are comparable to fractional Laplacian (see
[22, 23, 15, 20]).
Our paper is organized as follows. In Section 2 we recall the notion of viscosity solution in [10].
In Section 3 we prove the main result by modifying the method in [29] properly to our consideration.
In Section 4 we give examples covered in this paper. We recall recent results in [4] on the estimates
on densities of isotropic unimodal Le´vy processes, which serve as main examples.
Throughout this paper, d ≥ 1 and the constants r0, M0, λ, Λ, a1, a2, δ1 and δ2 will be fixed. We
use C1, C2, C3 to denote the constants which are obtained in the proofs of theorems and depends
only the aforementioned constants. We define OscEu = supx∈E u(x)− infx∈E u(x) for a subset E in
R
d. For any Borel subset E ⊂ Rd, E stands for the closure of E. We denote by ωd = 2π
d/2/Γ(d/2)
the surface measure of the unit sphere in Rd.
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2 Preliminaries: Viscosity solution and Elliptic operator
The notion of viscosity solution is very useful to solve Bellman, Hamilton-Jacobi-Bellman or Isaacs
equations. This notion allows us to apply smooth functions to an operator instead of measurable
functions whenever there is a test function touching from above or below. For integro-differential
operators we follow the definition of viscosity solution described in [10].
Definition 2.1 A function u : Rd → R, upper(resp. lower) semicontinuous in D, is said to be a
subsolution(resp. supersolution) to Iu = g, and we write Iu ≥ g(resp. Iu ≤ g) if the following
holds : If we have a function v defined by
v(y) =
{
ϕ(y) if y ∈ Nx
u(y) if y ∈ Rd \Nx
where Nx is a neighborhood of x in D and ϕ is a C
2 function touching u from above (resp. below)
at x, i.e. ϕ(x) = u(x) and ϕ(y) > u(y) (resp. ϕ(y) < u(y)) for y ∈ Nx \ {x}, then Iv(x) ≥ g(x)
(resp. Iv(x) ≤ g(x)). A solution is a function u that is both a subsolution and a supersolution.
Since Jensen developed the idea to find uniqueness results of viscosity solutions to fully nonlinear
second order differential equations which is of the form F (D2u,Du, u) = 0 in [18], Ishii established
in [17] a lemma, so called Jensen-Ishii’s lemma, which is used to obtain comparison principles
for fully nonlinear degenerate elliptic equations. He obtained the existence and uniqueness of the
continuous solution by combining the comparison principle and Perron’s method.
The existence and uniqueness of the solution for the nonlocal Dirichlet problem
Iu(x) = 0 in D
u(x) = g(x) for x ∈ Rd \D
have been studied in a lot of literatures. In [1, 2] Awatif successfully applied the Jensen’s method
to obtain the results for first order differential equations with an integro-differential term. Barles
and Imbert gave a general proof for second order elliptic integro-differential equations in which
a new definition of viscosity solutions equivalent to the above definition is introduced (see [5,
Definition 4]). In [10] Caffarelli and Silvestre considered a somewhat abstract class of operators,
i.e., elliptic operators (see Definition 2.2), and established the general method used to find the
unique viscosity solution for the translation invariant uniformly elliptic nonlocal equations. They
obtained the comparison principle for elliptic operator I of supremum or infimum type. In [3] Barles,
Chasseigne and Imbert developed the viscosity solution theory for nonlocal nonlinear equations in
quite different assumptions from [10]. They assumed that the kernels have a certain continuity in x.
Although the operators in this paper are motivated from these studies, the existence and uniqueness
results has not been found yet because it has considerably general kernels in the integro-differential
operators.
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We define a class of functions C1,1(x) as follows: a function u is said to be in C1,1(x) if there
is a vector v ∈ Rd and constants M, ǫ > 0 such that |u(y) − u(x) − v · (y − x)| ≤ M |y − x|2 for
|y − x| < ǫ.
The following is the minimal condition to obtain the comparison principle for various equations.
Definition 2.2 Let L be a class of linear integro-differential operators. An elliptic operator I with
respect to L is an operator with the following properties:
• If u is any bounded function, Iu(x) is well-defined for all u ∈ C1,1(x).
• If u is C2 in some open set D, then Iu(x) is a continuous function in D.
• If u and v are bounded functions C1,1 at x, then
M−L(u− v)(x) ≤ Iu(x)− Iv(x) ≤M
+
L (u− v)(x).
The last condition in the above definition is used to linearize the equation through the extremal
operators. A study on fully nonlinear elliptic differential equations is in [9] and references therein.
For the fully nonlinear uniformly elliptic nonlocal operator Caffarelli and Silvestre systematically
established the Harnack inequality, the Ho¨lder estimate and C1,α regularity of the solutions to the
Dirichlet problems in [10]. They dealt with translation invariant elliptic operator with respect to
the symmetric kernels comparable to the jumping kernel of an isotropic α-stable process. They
developed the ABP-estimate for integro-differential operators. After that, in [11] the same authors
obtained the regularity results for nonlocal elliptic equations with kernels which are not translation
invariant. They used the closeness of the operator with translation invariant one which already has
regularity results. After their works, operators having non-symmetric kernels were dealt with in
[15, 20, 22, 23] . In this case a difficulty comes from an effect of the gradient.
3 The proof of Theorem 1.1
We mainly follow the method developed by Silvestre in [29]. Recall that a1, a2, δ1, δ2, r0, λ,Λ,M0
are fixed constants in (1.1), (1.2), (1.3) and (1.4).
We start from simple calculations for integrals of a non-decreasing function satisfying local
growth conditions.
Lemma 3.1 Let f be a non-decreasing function from [0,∞) to [0,∞) satisfying (1.3). Then we
have the following, for 0 < r < r0,
r−2
∫ r
0
sf(s−1)ds ≤
a2
2− δ2
f(r−1), (3.1)∫ r0
r
s−1f(s−1)ds ≤
1
a1δ1
f(r−1), (3.2)
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r−1
∫ r
0
f(s−1)ds ≤
a2
1− δ2
f(r−1), if δ2 < 1, (3.3)
r−1
∫ r0
r
f(s−1)ds ≤
1
a1(δ1 − 1)
f(r−1), if δ1 > 1. (3.4)
Proof. Since we have s < r < r0, we get f(s
−1) ≤ a2r
δ2s−δ2f(r−1) by the upper growth condition
in (1.3). Therefore we obtain
r−2
∫ r
0
sf(s−1)ds ≤ a2r
δ2−2f(r−1)
∫ r
0
s1−δ2ds =
a2
2− δ2
f(r−1),
and
r−1
∫ r
0
f(s−1)ds ≤ a2r
δ2−1f(r−1)
∫ r
0
s−δ2ds =
a2
1− δ2
f(r−1), for δ2 < 1.
We have proved (3.1) and (3.3). Using the lower growth condition in (1.3), the proofs of inequalities
(3.2) and (3.4) are similar and we omit the proof. ✷
Lemma 3.2 Suppose J(x, y) satisfies (1.1), (1.2) and (1.3). Then we have
sup
x∈Rd
∫
Rd
(
1 ∧
(
|y − x|
r
)2)
J(x, y) dy ≤ C1f(r
−1) for r ≤ r0, (3.5)
where C1 = ωd
(
a2
2−δ2
+ 1a1δ1
)
+ M0
f(r−1
0
)
.
Proof. We first decompose the integral in the left side of (3.5) into three parts and use (1.1) and
(1.2) so that∫
Rd
(
1 ∧
|y − x|2
r2
)
J(x, y) dy
=
∫
|y−x|<r
|y − x|2
r2
f(|y − x|−1)
|y − x|d
dy +
∫
r≤|y−x|<r0
f(|y − x|−1)
|y − x|d
dy +
∫
|y−x|≥r0
J(x, y) dy
≤ ωd
∫ r
0
r−2sf(s−1) ds + ωd
∫ r0
r
s−1f(s−1) ds +M0.
By (3.1), (3.2) and the monotonicity of f , we have (3.5). ✷
When the integro-differential operator L is the fractional Laplacian, the effect on Lu of scaling
to enlarge u is transferred to the the scaling of kernel. In the next lemma we show that, for our
operator L, the effect of magnifying support outside of the origin can be controlled by the growth
conditions of the kernel near the origin.
Lemma 3.3 For any ǫ > 0 there are constants r = r(ǫ) ∈ (0, r0) and η = η(ǫ) ∈ (0, δ1) such that
for all 0 < s < r
sup
x∈Rd
∫
|y−x|> s
4
((
2
|4(y − x)| ∧ r0
s
)η
− 1
)
J(x, y)dy < ǫf(s−1) (3.6)
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Proof. We decompose the integral in the left side of (3.6) into two parts according to the distance
between x and y as following∫
|y−x|>s/4
((
2
|4(y − x)| ∧ r0
s
)η
− 1
)
J(x, y) dy
=
∫
|y−x|>r0/4
(2η(r0/s)
η − 1)J(x, y) dy +
∫
s/4<|y−x|≤r0/4
(
2η
(
4|y − x|
s
)η
− 1
)
J(x, y) dy
=: I1 + I2.
From the obvious inequality 1{|x|≥r0/4} ≤ 1∧ (4|x|/r0)
2 ≤ 16(1∧ (|x|/r0))
2, and (3.5) we obtain the
bound for I1 as
I1 ≤ 16(2
η(r0/s)
η − 1)
∫
Rd
(
1 ∧
(
|y − x|
r0
)2)
J(x, y)dy ≤ 24+η(r0/s)
ηC1f(r
−1
0 ).
Since, by the lower growth condition of (1.3), f(s−1) ≥ a1(r0/s)
δ1f(r−10 ), if η is less than δ1 then
I1 ≤ 2
4+δ1a−11 C1(s/r0)
δ1−ηf(s−1).
On the other hand, by (1.2)
I2 =
∫
s/4<|y−x|≤r0/4
(
2η
(
4|y − x|
s
)η
− 1
)
f(|y − x|−1)
|y − x|d
dy
= ωd
∫ r0
s
(2η(t/s)η − 1)
f(4/t)
t
dt
Since f(4t−1) ≤ a24
δ2f(t−1) ≤ a24
δ2a−11 (t/s)
−δ1f(s−1) by (1.3), we have
I2 ≤ ωda24
δ2a−11 f(s
−1)
∫ r0
s
(2η(t/s)η − 1)(t/s)−δ1t−1dt
= ωda24
δ2a−11 f(s
−1)
∫ r0/s
1
((2t)η − 1)t−δ1−1dt
≤ ωda24
δ2a−11 f(s
−1)
∫ ∞
1
((2t)η − 1)t−δ1−1dt
By the dominated convergence theorem, we can choose η < δ1 such that ωda24
δ2a−11
∫∞
1 ((2t)
η −
1)t−δ1−1dt < ε/2 and then find r such that 24+δ1a−11 C1(r/r0)
δ1−η < ε/2. ✷
Define test functions
β(t) = (1− t2)2+, t ≥ 0, and bz,r(x) := β(|x− z|/r), x, z ∈ R
d, r > 0.
In the following lemma we prove that the minimal operator applied to test function bz,r is bounded
by cf(r−1) for all r < r0. In [29] Silvestre obtained this result for the operators like fractional
Laplacian for every r > 0 using scaling.
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Lemma 3.4 For any 0 < r ≤ r0 and x, z ∈ R
d, if δ1 ∈ (1, 2) or δ2 ∈ (0, 1) then we have∣∣M−Lbz,r(x)∣∣ ≤ C2f(r−1)
where the constant C2 is depending only on d, a1, a2, δ1, δ2,Λ,M0 and f(r
−1
0 ). In the case δ1 ≤ 1 ≤
δ2 we have same bound for M
−
Lsym
bz,r(x) with 12dΛC1 in place of C2.
Proof. We consider the following three integrals;
I1 =
∫
Rd
(
bz,r(y)− bz,r(x)−∇bz,r(x) · (y − x)1{|y−x|<r}
)
K(x, y)dy,
I2 =
∫
|y−x|<r
(∇bz,r(x) · (y − x))K(x, y)dy,
I3 =
∫
r≤|y−x|<r0
(∇bz,r(x) · (y − x))K(x, y)dy.
Since Lbz,r(x) = LKbz,r(x) = I1 + I21{δ2<1} − I31{δ2≥1}, it is enough to estimate I1, I2 and I3.
First, from the definition of bz,r we have that for |y − x| < r
|bz,r(y)− bz,r(x)−∇bz,r(x) · (y − x)1{|y−x|<r}|
≤ sup
w∈Rd,1≤i,j≤d
∣∣∣∣ ∂2bz,r∂xi∂xj (w)
∣∣∣∣ d|y − x|2 ≤ d|y − x|2r2 sup0≤s≤1
{
|β′′(s)|+ |β′(s)/s|
}
≤ 12d
|y − x|2
r2
,
and clearly the integrand in I1 is bounded by K(x, y) for |y − x| ≥ r. Thus by (1.4) and (3.5)
|I1| ≤ 12dΛ
∫
Rd
(
1 ∧
|y − x|2
r2
)
J(x, y) dy ≤ 12dΛC1f(r
−1). (3.7)
The gradient term in the integrand of I2 and I3 is bounded by sup0≤s≤1 |β
′(s)| ≤ 4. Thus, by
(1.2) and (3.3), we have the bound for I2 as
|I2| ≤ 4Λ
∫
|y−x|<r
|y − x|
r
J(x, y) dy = 4Λ
∫
|y−x|<r
|y − x|
r
f(|y − x|−1)
|y − x|d
dy
= 4ωdΛr
−1
∫ r
0
f(s−1) ds ≤ 4ωdΛ
a2
1− δ2
f(r−1), if δ2 < 1. (3.8)
By using (3.4) instead of (3.3) we have the bound for I3 as
|I3| ≤ 4Λ
∫
r≤|y−x|<r0
|y − x|
r
J(x, y)dy = 4Λ
∫
r≤|y−x|<r0
|y − x|
r
f(|y − x|−1)
|y − x|d
dy
= 4ωdΛ
∫ r0
r
r−1f(s−1)ds ≤ 4ωdΛ
1
a1(δ1 − 1)
f(r−1), if δ1 > 1. (3.9)
Combining (3.7)–(3.9) and then taking infL∈L, we get that for r ≤ r0 if δ2 < 1 or δ1 > 1,∣∣M−Lbz,r(x)∣∣ ≤ C2f(r−1) where C2 = 12dΛ(C1 + ωd a21−δ2 + ωd 1a1(δ1−1)
)
.
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In the case δ1 ≤ 1 ≤ δ2 we can get Lbz,r(x) = I1 for L ∈ Lsym because I3 = 0 by the symmetry
of K(x, x+ ·). Therefore we obtain the bound |M−Lsymbz,r| ≤ 12dΛC1f(r
−1). ✷
In the proof of the following theorem we will consider a test function ψ, in the definition of
viscosity solution, touching u from above at a maximum point .
Theorem 3.5 Suppose δ1 ∈ (1, 2) or δ2 ∈ (0, 1). Then there exist constants r1 ∈ (0, r0) and
η1 > 0 such that if u is a function that satisfies the following assumptions for z ∈ R
d, 0 < r < r1
M+Lu(x) ≥ 0 for x ∈ B(z, r),
u(x) ≤
1
2
for x ∈ B(z, r),
u(x) ≤
(
2
|x− z| ∧ r0
r
)η1
−
1
2
for x ∈ Rd \B(z, r), (3.10)
1
2
|B(z, r)| < |{x ∈ B(z, r) : u(x) ≤ 0}|,
then u ≤ 1/2 − γ in B(z, r/2) for some constant γ ∈ (0, 1 − 2−η1) depending on r1 and η1.
If we suppose δ1 ≤ 1 ≤ δ2 then the above assertion holds for Lsym instead of L.
Proof. The proofs are the same for the case δ1 ∈ (1, 2) or δ2 ∈ (0, 1) and the case δ1 ≤ 1 ≤ δ2. So
we give the proof for the case δ1 > 1 or δ2 < 1 only.
We first choose r1 ∈ (0, r0/2) and η1 > 0: By Lemma 3.3 with ǫ =
ωdλ
Λ2d+5+δ2a2d
there exist
r1 ∈ (0, r0) and η1 > 0 such that for any r < r1∫
|y−x1|≥
r
4
((
2
|4(y − x1)| ∧ r0
r
)η1
− 1
)
J(x1, y) dy ≤
ωdλ
Λ2d+5+δ2a2d
f(r−1) (3.11)
θ is a small positive constant depending on r1 and η1 which will be chosen later. Define
γ = θ(β(1/2) − β(3/4)).
Suppose there is a point x0 ∈ B(z, r/2) such that u(x0) > 1/2 − γ = 1/2 − θβ(1/2) + θβ(3/4).
Then we have
u(x0) + θbz,r(x0) ≥ u(x0) + θβ(1/2) > 1/2 + θβ(3/4) ≥ u(x) + θbz,r(x)
for x ∈ B(z, r) \B(z, 3r/4). This means that the supremum of u+ θbz,r in B(z, r) is greater than
1/2 and is taken at an interior point x1 of B(z, 3r/4). Since u + θbz,r has a maximum at x1, we
have a test function ϕ touching u + θbz,r from above at x1. For ǫ˜ > 0 and 0 < s < r/4 define a
function ϕ by
ϕ(y) =
{
u(x1) + θbz,r(x1) + ǫ˜|y − x1|
2 if |y − x1| < s,
u(y) + θbz,r(y) otherwise.
Now we evaluate M+Lϕ(x1). On the one hand, the fact that ϕ− θbz,r is a test function touching
u from above at x1 and the ellipticity of M
+
L imply
M+Lϕ(x1) ≥M
+
L (ϕ− θbz,r)(x1) + θM
−
Lbz,r(x1) ≥ θM
−
Lbz,r(x1). (3.12)
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On the other hand, from ∇ϕ(x1) = 0 we can divide Lϕ(x1) into two parts as follows
Lϕ(x1) =
∫
|y−z|≥r
(ϕ(y)− ϕ(x1))K(x1, y) dy +
∫
|y−z|<r
(ϕ(y)− ϕ(x1))K(x1, y) dy
=: I1 + I2. (3.13)
Since the support of bz,r is in B(z, r) and ϕ(x1) > 1/2, by (3.10) and (1.4)
I1 =
∫
|y−z|≥r
(u(y)− ϕ(x1))K(x1, y) dy ≤
∫
|y−z|≥r
((
2
|y − z| ∧ r0
r
)η1
−
1
2
−
1
2
)
ΛJ(x1, y) dy.
Since |y − x1| ≥ |y − z| − |z − x1| > r/4 and |x1 − z| ≤ 3|y − x1| if |x1 − z| < 3r/4 and |y − z| ≥ r,
we have
I1 ≤ Λ
∫
|y−x1|≥
r
4
((
2
|4(y − x1)| ∧ r0
r
)η1
− 1
)
J(x1, y) dy. (3.14)
To estimate I2 we decompose the region {y : |y − z| < r} in the integral into {y : |y − z| <
r, |y − x1| < s} and {y : |y − z| < r, |y − x1| ≥ s} and control the integrand as
I2 =
∫
|y−z|<r
|y−x1|<s
(ϕ(y) − ϕ(x1))K(x1, y)dy +
∫
|y−z|<r
|y−x1|≥s
(ϕ(y)− ϕ(x1))K(x1, y)dy
≤
∫
|y−x1|<s
ǫ˜|y − x1|
2ΛJ(x1, y)dy +
∫
|y−z|<r
|y−x1|≥s
(u(y) + θbz,r(y)− u(x1)− θbz,r(x1))K(x1, y)dy.
The first term is bounded by ǫ˜Λr20C1f(r
−1
0 ) for s < r0 by (3.5). The integrand in the second term
is nonpositive so that the value of the integral will be greater if we restrict the region in the integral
to the set As := {y ∈ B(z, r) : |y − x1| ≥ s and u(y) ≤ 0}. If s approaches 0 then |As| goes to
|{y ∈ B(z, r) : u(y) ≤ 0}| which is greater than |B(z, r)|/2. So we can find small s > 0 satisfying
As ⊂ B(x1, 2r) and |As| > |B(z, r)|/2. Thus we have the following estimate for θ < 1/4
I2 ≤ ǫ˜Λr
2
0C1f(r
−1
0 ) + (θ −
1
2
)λ
∫
|y−z|<r,|y−x1|≥s
u(y)≤0
J(x1, y)dy
≤ ǫ˜Λr20C1f(r
−1)−
λ
4
inf
A⊂B(x1,2r),
|A|>|B(z,r)|/2
∫
A
J(x1, y)dy .
For the last term above we observe that, by (1.2), the monotonicity of f and (1.3), we have for
r < r0/2 and A ⊂ B(x1, 2r) with |A| > |B(z, r)|/2,
λ
4
∫
A
J(x1, y)dy =
λ
4
∫
A
f(|y − x1|
−1)
|y − x1|d
dy ≥
λ
4
∫
A
f((2r)−1)
2drd
dy
≥
λ
2d+2
a−12 2
−δ2f(r−1)r−d|A| ≥ C3f(r
−1)
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where C3 =
ωdλ
2d+3+δ2a2d
. Thus we have I2 ≤ −C3f(r
−1)/2 for θ < 1/4 and ǫ˜ < C3/(2Λr
2
0C1).
Hence from (3.13), (3.14) and this, we obtain the following
M+Lϕ(x1) ≤ Λ
∫
|y−x1|≥
r
4
((
2
|4(y − x1)| ∧ r0
r
)η1
− 1
)
J(x1, y) dy −
C3
2
f(r−1)
for θ < 1/4 and r < r0/2. Therefore, by Lemma 3.4, (3.12) and (3.11) for any r < r1
− θC2f(r
−1) ≤ θM−Lbz,r(x1) ≤M
+
Lϕ(x1) ≤ −
C3
4
f(r−1).
We now choose θ = C38C2 ∧
1−2−η1
2(β(1/2)−β(3/4)) so that it yields a contradiction. ✷
Remark 3.6 We can prove the above Theorem 3.5 for rdδ for some constant δ > 0 instead of
|B(z, r)|/2.
When one deals with fraction Laplacian ∆α/2, for example, the equation ∆α/2u = 0 in a ball
B(0, r), one may assume r = 1 in the equation Lu = 0 in a ball B(0, r) by the scaling invariant
property of the equation, i.e. ∆α/2u˜ = 0 in a ball B(0, 1) where u˜(x) = u(rx). But in our case, we
don’t have such scaling property so we prove Theorem 1.1 directly without using any scaling.
Proof of Theorem 1.1. Without loss of generality we assume that z0 = 0. By normalization
we can assume supx∈Rd |u(x)| = 1/2. We have r1 ∈ (0, r0), η1 > 0 and γ ∈ (0, 1− 2
−η1) such that if
u satisfy the assumptions in Theorem 3.5 then u > 1/2 − γ. Let α := − log2(1 − γ), which is less
than η1 and x0 be a point in B(0, r/2) and s be the minimum of r/2 and r1/2.
We will show by induction that
OscB(x0,2−ks)u ≤ (1− γ)
k for all k = 0, 1, 2, · · · . (3.15)
First, the case k = 0 is true obviously.
Suppose OscB(x0,2−ks)u ≤ (1 − γ)
k for some nonnegative integer k ≥ 0. Define v(x) = (1 −
γ)−k(u(x)− ak) where ak = minB(x0,2−ks) u+ (1− γ)
k/2. We have two cases
(i) |{x ∈ B(x0, 2
−ks) : v(x) ≤ 0}| ≥ |B(x0, 2
−ks)|/2;
(ii) |{x ∈ B(x0, 2
−ks) : v(x) ≥ 0}| ≥ |B(x0, 2
−ks)|/2.
Without loss of generality we assume (i) holds since we may apply the same argument on −v −
(1/2 −maxB(x0,2−ks) v) for the case (ii).
Let’s check the others conditions in Theorem 3.5. First, it is clear that
M+Lv(x) = (1− γ)
−kM+Lu(x) ≥ 0 for x ∈ B(x0, 2
−ks)
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and
v(x) ≤ (1− γ)−k( max
B(x0,2−ks)
u− ak) ≤ (1− γ)
−k(OscB(x0,2−ks)u− (1− γ)
k/2) ≤ 1/2.
We now check the third condition in Theorem 3.5. When 2−k+js ≤ |x − x0| < 2
−k+j+1s,
j = 0, · · · , k − 1, we have
v(x) ≤ (1− γ)−k
(
max
B(x0,2−k+j+1s)
u+
(
− min
B(x0,2−k+j+1s)
u+ min
B(x0,2−ks)
u
)
− ak
)
≤ (1− γ)−k((1− γ)k−j−1 − (1− γ)k/2)
≤ (1− γ)− log2(2|x−x0|/(2
−ks)) −
1
2
≤
(
2|x− x0|
2−ks
)η1
−
1
2
.
When |x− x0| ≥ s, we simply have
v(x) ≤ (1− γ)−k −
1
2
≤
(
2
r0
2−ks
)η1
−
1
2
.
Thus
v(x) ≤
(
2
|x− x0| ∧ r0
2−ks
)η1
−
1
2
for |x− x0| ≥ 2
−ks.
We have checked that all conditions in Theorem 3.5 holds. Therefore we obtain v(x) ≤ 1/2 − γ
for |x− x0| ≤ 2
−k−1s, that is, OscB(x0,2−k−1s)u = (1 − γ)
kOscB(x0,2−k−1s)v ≤ (1 − γ)
k+1. We have
proved (3.15), which implies that
|u(x)− u(x0)| ≤ (2/s)
α |x− x0|
α ≤ C(r ∧ r0)
−α|x− x0|
α for all x ∈ Rd
where C = (4r0/r1)
α. ✷
4 Example: Isotropic unimodal Le´vy process
Let (Xt, t ≥ 0) be a pure-jump isotropic Le´vy process in R
d. Its characteristic function is
E[exp(iξ ·Xt)] = e
−tψ(|ξ|)
where ξ → ψ(|ξ|) is called the characteristic exponent of X and it has the representation
ψ(|ξ|) =
∫
Rd
(1− cos(ξ · x))ν(dx).
The measure ν is called the Le´vy measure of X and it satisfies
∫
(1∧ |x|2)ν(dx) <∞. (Xt, t ≥ 0) is
called isotropic unimodal Le´vy process if the transition probability P(Xt ∈ dx) has non-increasing
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density pt(x) with respect to Lebesgue measure. It is well known that (Xt, t ≥ 0) is an isotropic
unimodal Le´vy process if and only if the Le´vy measure ν(dx) of X has non-increasing density, say,
ν(x) (see [30]). Note that pt(x)/t converges vaguely to ν(x). Denote sups≤t ψ(s) by ψ
∗(t).
By [4, Proposition 2] and [16, Proposition 1], ψ is almost increasing;
ψ∗(t) ≤ π2ψ(t) for all t > 0. (4.1)
Following upper bound holds for ν without any extra condition (see [4, Corollary 6] and [21,
Theorem 2.2]).
Theorem 4.1 For an isotropic unimodal Le´vy process X in Rd, there is C = C(d) such that
ν(x) ≤ C
ψ∗(|x|−1)
|x|d
, x ∈ Rd \ {0}. (4.2)
To obtain the estimates of density pt(x) and ν(x) we need assumptions on growth of ψ near
infinity (see [4, Section 3], [24, Section 2] and [31, (2.7) and (2.20)]);
(H): there exist constants a1, a2, r0 > 0 and δ1, δ2 ∈ (0, 2) such that
a1s
δ1 ≤
ψ(st)
ψ(t)
≤ a2s
δ2 for all s ≥ 1 and t ≥ 1/r0. (4.3)
Recently, in [4] Bogdan, Grzywny and Ryznar obtained an interesting equivalence on the upper
and lower bounds of the densities. We state a partial result relevant to our setting.
Theorem 4.2 ([4, Theorem 26]) For an isotropic unimodal Le´vy process X in Rd, the following
are equivalent:
(i) (H) hold for the characteristic function ψ of X.
(ii) The transition density pt(x) of X has following lower bound; for some r0 ∈ (0,∞) and a
constant c,
pt(x) ≥ c
tψ∗(|x|−1)
|x|d
, 0 < |x| < r0, 0 < tψ
∗(|x|−1) < 1.
(iii) The Le´vy density ν(x) of X has following lower bound; for some r0 ∈ (0,∞) and a constant
c,
ν(x) ≥ c
ψ∗(|x|−1)
|x|d
, 0 < |x| < r0. (4.4)
From (4.1), (4.2) and Theorem 4.2, we conclude that our result cover isotropic unimodal Le´vy
process satisfying (H). Recently the Harnack inequality and the Ho¨lder estimate for harmonic
functions with respect to isotropic unimodal Le´vy process was proved in [16].
A typical example of isotropic unimodal Le´vy process is a subordinate Brownian motion. If the
characteristic exponent ψ(r) is of the form φ(r2) for some Bernstein function
φ(λ) = bλ+
∫ ∞
0
(1− e−λt)µ(dt),
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where b ≥ 0 and µ is a measure on (0,∞) satisfying
∫
(0,∞)(1 ∧ t)µ(dt) < ∞, then the associated
process (Xt, t ≥ 0) is a subordinate Brownian motion with Le´vy density
ν(x) =
∫ ∞
0
(4πt)−d/2e−|x|
2/(4t)µ(dt)
and the infinitesimal generator of X is φ(∆) := −φ(−∆).
One can find an extensive list of explicit Bernstein functions satisfying our assumption in [27].
Here are a few of them.
(1) φ(λ) = λα/2, α ∈ (0, 2) (symmetric α-stable process);
(2) φ(λ) = (λ+m2/α)α/2 −m, α ∈ (0, 2) and m > 0 (relativistic α-stable process);
(3) φ(λ) = λα/2 + λβ/2, 0 < β < α < 2 (mixed symmetric α- and β-stable processes);
(4) φ(λ) = λα/2(log(1 + λ))p, α ∈ (0, 2), p ∈ [−α/2, (2 − α)/2].
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