









Eingereicht von: Nico Junghanns
Matrikel-Nr.: 435716
Einreichungsdatum: 08.11.2019
Betreuer: Prof.Dr. W. Hardt
Dipl.-Inf. Rene´ Schmidt
Abstract
Fu¨r den zuverla¨ssigen Betrieb von Hochspannungsfreileistungen ist es notwendig, die
an ihnen eingesetzten Isolatoren regelma¨ßig zu u¨berpru¨fen. Somit ko¨nnen gravieren-
dere Bescha¨digungen vorgebeugt werden. Fu¨r diese U¨berpru¨fung sind verschiedene
Verfahren geeignet. Die Brandmalerkennung ist dabei noch ein relativ neues Verfah-
ren. Mit ihrer Hilfe ist es jedoch mo¨glich auch kleinste Bescha¨digungen zu erkennen.
Im Rahmen dieser Bachelorarbeit wird ein neues Verfahren zur Erkennung von
Brandmalen vorgestellt. Dieses verwendet einen Template-Matching-Algorithmus
zum Finden der Isolatoren. Dessen Erkennungsrate liegt bei 90,18 %. Alle damit
gefundenen Isolatoren untersucht man nach Brandmalen. Diese werden segmen-
tiert und durch ein Connected-Component-Labeling lokalisiert. Insgesamt konnten
71,05 % der Brandmale erkannt werden. So wurde der Zustand von 88,19 % der Iso-
latoren korrekt bestimmt.
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Der elektrische Strom nimmt in unseren Leben eine zentrale Rolle ein. Ohne ihn
wa¨ren moderne Selbstversta¨ndlichkeiten, wie elektrische Beleuchtungen oder Medi-
en, wie der Rundfunk oder das Telefon, nicht denkbar. Auch bei der Fortbewegung,
v. a. durch den Einsatz von Elektrolokomotiven, Straßenbahnen und Elektroautos,
nimmt er eine immer wichtigere Rolle ein. Damit einher geht natu¨rlich auch der
Bedarf einer fla¨chendeckenden Versorgung mit elektrischer Energie.
Um diese zu gewa¨hrleisten, ist eine zuverla¨ssige U¨bertragung u¨ber weite Strecken
hinweg notwendig. Ein großer Anteil der U¨bertragungen wird durch Freileitungen
realisiert (vgl. [13], S. 1). Bei diesen werden zur U¨bertragung Leiter verwendet, die
frei in der Luft schwingen. Um den Schutz vor Spannungsu¨berschla¨gen zu gewa¨hr-
leisten, mu¨ssen festgelegte Sicherheitsabsta¨nde eingehalten werden (vgl. [13], S. 527).
Diese legen fest, wie weit Leiter vom Boden oder umliegenden Geba¨uden entfernt
sein mu¨ssen. Gewa¨hrleistet werden diese Absta¨nde durch den Einsatz von Freilei-
tungsmasten. Mithilfe derer fixiert man die Leiter auf ausreichender Ho¨he.
1.1. Isolatoren
Bei dem Energietransport u¨ber die Freileitung treten Leistungsverluste auf. Um die-
se so gering wie mo¨glich zu halten, sollte zwischen den Masten und Leitern keine
elektrisch leitende Verbindung bestehen. Zur Befestigung der Leiter werden des-
halb Materialien mit einer geringen elektrischen Leitfa¨higkeit eingesetzt (vgl. [17],
S. 113). Diese sogenannten Isolatoren werden zwischen Leiter und Mast angeordnet.
Sie stellen die einzige mechanische Verbindung der beiden dar.
Aufgrund ihres Einsatzgebietes sind Isolatoren an Hochspannungsleitungen dau-
erhaft elektrischen und mechanischen Belastungen ausgesetzt. Zu diesen za¨hlen u. a.
die an den Leitern anliegende elektrische Spannung sowie die durch sie verursachten
mechanischen Zugkra¨fte (vgl. [28], S. 35316). Außerdem werden sie durch Umweltein-
flu¨sse belastet. Dies schließt direkte Sonneneinstrahlung, Niederschla¨ge oder extreme
Temperaturunterschiede ein (vgl. [16], S. 2536). Diese fu¨hren zu Bescha¨digungen an
den Isolatoren. Dadurch sinkt der Wirkungsgrad der Leitung (vgl. [10], S. 267). An
den bescha¨digten Isolatoren kann es des Weiteren zu Entladungen kommen, die wie-
derum gefa¨hrliche Bra¨nde verursachen (vgl. [10], S. 267). Zudem stellen bescha¨digten
Isolatoren ein hohes Risiko fu¨r das Personal dar, welches an den Leitungen arbeitet
(vgl. [10], S. 267).
Da ca. 80 % aller Unfa¨lle an Stromleitungen durch bescha¨digte Isolatoren verur-




Ga¨ngige Inspektionsverfahren setzen dabei auf Experten, die die Isolatoren manu-
ell kontrollieren. Dies geschieht z. B. vom Boden aus. Dabei werden die Isolatoren
mit Hilfe von Ferngla¨sern oder Kameras genau untersucht (vgl. [24], S. 1). Alterna-
tiv ist es auch mo¨glich, die Inspektion mit einem Helikopter auszufu¨hren (vgl. [24],
S. 1). Dadurch ko¨nnen die Isolatoren aus gro¨ßerer Na¨he und einem flacheren Win-
kel betrachtet werden (vgl. [12], S. 180). Zusa¨tzlich existiert auch die Mo¨glichkeit,
nur Aufnahmen der Isolatoren anzufertigen. Diese werden dann erst spa¨ter genauer
analysiert und ausgewertet (vgl. [12], S. 180).
Problem bei all diesen Verfahren ist aber, dass sie zeit- und kostenintensiv sind
(vgl. [10], S. 267). Aufgrund der geringen Na¨he zum stromfu¨hrenden Leiter sind sie
außerdem gefa¨hrlich fu¨r die inspizierenden Personen (vgl. [11], S. 063014–1). Eine
Gemeinsamkeit dieser Verfahren ist die beno¨tigte Interaktion eines Menschen. Dieser
trifft die finale Entscheidung, ob ein bescha¨digter Isolator vorliegt oder nicht. Damit
fallen die Ergebnisse zwangsla¨ufig subjektiv aus (vgl. [11], S. 063014–1). Aus diesen
Gru¨nden werden verschiedene Mo¨glichkeiten erforscht, wie bescha¨digte Isolatoren




Fu¨r den Bau von Freileitungsmasten werden verschiedene Materialien verwendet.
U¨blicherweise sind dies Holz, Stahl oder Beton (vgl. [17], S. 53). Bei Hochspan-
nungsfreileitungen kommt vor allem Stahl zum Einsatz (vgl. [13], S. 340). Ebenso
existieren verschiedene Bauformen. Die am ha¨ufigsten verwendeten Formen sind
Tragmasten und Abspannmasten. Diese werden im Folgenden genauer beschrieben.
Tragmasten
Tragmasten, wie in Abb. 2.1(a) zu sehen, sind die am ha¨ufigsten verwendete Mastart
(vgl. [17], S. 49). Sie werden auf geraden Streckenabschnitten eingesetzt (vgl. [13],
S. 324). Ihre Aufgabe ist es, die Leitungen auf ausreichender Ho¨he u¨ber dem Boden
zu halten. Befestigt werden diese mit Hilfe vertikal angeordneter Isolatoren (vgl.
[13], S. 323). Auf den geraden Strecken treten an den Leitern u¨blicherweise keine
Zugkra¨fte auf (vgl. [13], S. 324). Daher sind Tragmasten auch einfach konstruiert
und somit die kostengu¨nstigste Art von Freileitungsmasten (vgl. [13], S. 324). Bei
der Trassenplanung werden deshalb vor allem lange gerade Streckverla¨ufe angestrebt
(vgl. [17], S. 50).
Abspannmasten
Abspannmasten (siehe Abb. 2.1(b)) werden u¨blicherweise an Punkten eingesetzt, an
denen sich die Richtung der Leitung a¨ndert (vgl. [13], S. 325). Sie verbinden somit
die Enden von zwei geraden Trassenverla¨ufen. Durch diese Winkelposition sind die
Zugkra¨fte an den Leitungen sta¨rker als bei Tragmasten. Um diese aufzunehmen
werden die Isolatoren, als sogenannte Abspannketten, in Leiterrichtung angeordnet
(vgl. [13], S. 324). Dies geschieht fu¨r jede Seite des Masten gesondert. Die elektrische
Verbindung zwischen den beiden Seiten wird u¨ber eine Leiterschlaufe hergestellt (vgl.
[13], S. 577).
2.2. Isolatoren
Um die elektrische Trennung von Stromleitung und Mast zu erreichen, werden ver-
schiedene Isolatoren eingesetzt. Als Material kann Porzellan, Glas oder Kunststoff
zum Einsatz kommen (vgl. [13], S. 235). Ebenso werden sie in verschiedenen Formen
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(a) Tragmast (nach [32]). (b) Abspannmast (nach [31]).
Abbildung 2.1.: Verschiedene Arten von Freileitungsmasten.
gefertigt. Die am ha¨ufigsten verwendeten Arten von Isolatoren werden im Folgenden
genauer vorgestellt.
2.2.1. Kappenisolatoren
Kappenisolatoren sind mit ca. 75 % Marktanteil die am meisten eingesetzten Isola-
toren fu¨r Freileitungen (vgl. [13], S. 247).
Abbildung 2.2.: Querschnitt eines Kappenisolators (nach [13], S. 239).
Wie Abb. 2.2 zeigt, bestehen sie aus Kappe, Schirm und Klo¨ppel. Dabei ist es
mo¨glich den Klo¨ppel eines Isolators mit der Kappe eines anderen zu verbinden.
Somit ko¨nnen Isolatorketten in beliebiger La¨nge erstellt werden. Kappe und Klo¨ppel
werden aus Guss bzw. Stahl gefertigt (vgl. [13], S. 242). Die elektrische Isolation wird
durch den Schirm erreicht.
Die ersten Kappenisolatoren entstanden im Jahr 1910 (vgl. [13], S. 239). Deren
Schirme waren noch aus Porzellan gefertigt. Beim Einsatz dieser ergaben sich jedoch
einige Probleme. Ein Hauptproblem stellte die Befestigung des Klo¨ppels im Schirm
dar (vgl. [13], S. 240). Versagt diese nur an einem Isolator, so kommt es zum Ausfall





Als Alternative zu den Porzellanschirmen werden Glaskappenisolatoren eingesetzt.
Bei diesen besteht der Schirm aus vorgespanntem Glas (vgl. [13], S. 241). Dadurch
wird dessen Festigkeit erho¨ht (vgl. [13], S. 242). Außerdem wird die Gefahr von Ket-
tentrennungen verringert. Kommt es zur Bescha¨digung der Glaskappe, so entladen
sich die im Glas vorhandenen Spannungen und es zersplittert. Dabei vergro¨ßert sich
das Volumen des Glases. Das fu¨hrt dazu, dass der Klo¨ppel weiterhin in der Kappe
gehalten wird (vgl. [13], S. 243). Somit ist die Gefahr von Kettentrennung deutlich
geringer als bei Porzellankappen (siehe Abb. 2.3).
Abbildung 2.3.: Detailaufnahme eines zersplitterten Glaskappenisolators (nach [30],
S. 13).
Kappenisolatoren werden vor allem wegen ihrer geringen Herstellungskosten (vgl.
[13], S. 247) und der variablen La¨nge ha¨ufig eingesetzt. Außerdem zeichnen sie sich
durch einen langsamen Alterungsprozess aus (vgl. [11], S. 063014–1). Durch die
verwendeten Metallteile sind sie jedoch auch schwer und korrosionsanfa¨llig (vgl.
[13], S. 248). Zudem ist der Isolationsweg zwischen Kappe und Klo¨ppel relativ ge-
ring. Dementsprechend hoch ist auch die Belastung des Isolationsmaterials (vgl. [13],
S. 247).
2.2.2. Langstabisolatoren
In Europa wurden Langstabisolatoren als Alternative zu den Porzellankappenisola-
toren entwickelt (vgl. [13], S. 240). Sie werden aus einem Stu¨ck gefertigt und zeich-
nen sich durch eine la¨ngliche Form aus (siehe Abb. 2.4). Als Werkstoffe kommen
Porzellan und Kunststoff zum Einsatz (vgl. [13], S. 247).
Abbildung 2.4.: Skizze eines typischen Langstabisolators ([13], S. 241).
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Langstabisolatoren aus Porzellan werden v. a. in Mitteleuropa eingesetzt (vgl. [13],
S. 241). Im Gegensatz zu Kappenisolatoren ist ihre Herstellung jedoch aufwendiger
(vgl. [13], S. 248). Da sie vollsta¨ndig aus Porzellan bestehen, besitzen sie aber auch
eine ho¨here Durchschlagsfestigkeit auf ku¨rzerer Strecke (vgl. [13], S. 247). Porzel-
lanlangstabisolatoren zeichnen sich vor allem durch eine hohe Zuverla¨ssigkeit und
Stabilita¨t aus (vgl. [13]. S. 248). Das zeigt sich auch in der mittleren Zeit zum
na¨chsten Fehler. Diese betra¨gt ca. 18 Jahre (vgl. [13], S. 248).
Abbildung 2.5.: Aufbau eines Verbundlangstabisolators (nach [13], S. 245).
Bei Verbundisolatoren wird die isolierende Wirkung durch den Einsatz von Kunst-
stoffen erreicht (vgl. [13], S. 244). Eingesetzt werden sie etwa seit den 1960er Jahren
(vgl. [13], S. 246). Wie in Abb. 2.5 zu sehen, bestehen diese Isolatoren aus einem Stab
glasfaserversta¨rktem Kunststoff (GFK) um den Kunststoffschirme angeordnet wer-
den (vgl. [13], S. 244 f.). Dabei wird zwischen dem GFK-Stab und den Schirmen eine
zusa¨tzliche Silikonschicht angebracht (vgl. [13], S. 245). Diese soll verhindern, dass
Feuchtigkeit in den Isolator eindringt. Somit wird dessen mechanische Belastbarkeit
sichergestellt (vgl. [13], S. 247). Diese anfa¨llige Schutzschicht und die aufwendige
Herstellung der Isolatoren stellen jedoch die gro¨ßten Nachteile dieses Typs dar (vgl.
[13], S. 248). Zu den Vorteilen za¨hlen hingegen ihr niedriges Gewicht und ihre hy-
drophobe (wasserabweisende) Oberfla¨che (vgl. [13], S. 246). Letztere verringert das
Auftreten von Kriechstro¨men, da auf der Oberfla¨che des Isolators keine geschlosse-
nen Wasserfilme entstehen ko¨nnen.
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3.1. U¨berblick
Fu¨r die Suche nach bescha¨digten Isolatoren existieren verschiedene Verfahren. Diese
lassen sich grundlegend in die Gruppen der kamerabasierten und nicht-kameraba-
sierten Verfahren unterteilen.
3.1.1. Nicht-kamerabasierte Verfahren
Bei diesen Verfahren wird auf den Einsatz einer Kamera verzichtet. Stattdessen
werden andere technische Hilfsmittel, wie z. B. Funkengabeln, Mikrofone oder elek-
trischen Feldsonden, eingesetzt.
Messen des elektrischen Widerstand
Isolatoren ko¨nnen als unendlich große Widersta¨nde betrachtet werden (vgl. [7],
S. 615). Bei bescha¨digten Isolatoren ist dies nicht mehr gegeben. Sie leiten den Strom
und haben einen geringeren Widerstand. Dieser kann mit Hilfe eines Widerstands-
messgera¨ts gemessen werden. Somit ist es mo¨glich festzustellen, ob ein bescha¨digter
Isolator vorliegt oder nicht (vgl. [7], S. 615). Zum Messen des Widerstands R wird
eine festgelegte Spannung U an den Isolator angelegt. Dabei wird der durch ihn
fließende Strom I gemessen. Aus diesen beiden Werten berechnet man, mittels des
Ohmschen Gesetztes (R = U
I
), den Widerstand R.
Der betrachtete Isolator darf jedoch nicht unter Spannung stehen. Sonst ka¨me es
beim Messen zur Parallelschaltung zweier Spannungsquellen. Da beiden Quellen un-
terschiedliche Spannungen und Erdungen besitzen, wu¨rden zusa¨tzliche Stro¨me zwi-
schen den beiden auftreten. Diese verfa¨lschen das Ergebnis und ko¨nnen zu Bescha¨di-
gungen am Messgera¨t fu¨hren. Deshalb ist die Anwendung dieses Verfahrens nur bei
Inaktivita¨t der Hochspannungsleitung mo¨glich.
Messen des Spannungsabfalls
Bei Kappenisolatoren ist auch der Einsatz einer Funkengabel (engl.
”
spark fork“)
mo¨glich (vgl. [7], S. 615). Mit deren Hilfe ko¨nnen Spannungsabfa¨lle an einzelnen
Isolatoren gemessen werden. Dazu wird diese in Verbindung mit zwei benachbarten
Isolatorkappen gebracht (vgl. [14], S. 24). U¨blicherweise fa¨llt an jedem Kappeniso-
lator eine a¨hnlich große Spannung ab (vgl. [13], S. 265). Sollte an einem Isolator
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jedoch keine (oder nur eine deutlich geringere) Spannung abfallen, so deutet dies
auf einen Defekt hin.
Dieses Verfahren erlaubt die Inspektion im laufenden Betrieb. Jedoch mu¨ssen die
no¨tigen Sicherheitsabsta¨nde eingehalten werden. Deswegen wird die Funkengabel
an einem entsprechend langen Stab befestigt (vgl. [14], S. 24). Dieser erschwert
deren Bedienung. So kann es z. B. vorkommen, dass keine leitende Verbindung mit
den Isolatoren zustande kommt (vgl. [14], S. 24). Dadurch entstehen verfa¨lschte
Ergebnisse.
Messen des elektrischen Feldes
Auch die Messung des elektrischen Feldes entlang der Isolatoren ist mo¨glich. Dessen
Verlauf ist normalerweise anna¨hernd linear (vgl. [7], S. 616). Bei bescha¨digten Isola-
toren kommt es jedoch zu Abweichungen von diesem Verlauf. An den bescha¨digten
Positionen ist der Wert der elektrischen Feldsta¨rke geringer als zu erwarten. Dadurch
ko¨nnen bescha¨digte Isolatoren identifiziert werden.
Dieses Verfahren wird vor allem fu¨r Verbundisolatoren eingesetzt (vgl. [7], S. 615).
In [7] wurde jedoch gezeigt, dass es auch fu¨r Porzellankappenisolatoren geeignet ist.
Allerdings ko¨nnen nur bescha¨digte Isolatoren gefunden werden, deren Widerstand
kleiner als 100 MΩ ist (vgl. [7], S. 618). Bei gro¨ßeren Widersta¨nden sind die Unter-
schiede zwischen gemessener und erwarteter Feldsta¨rke nur noch sehr gering. Somit
ist es nicht mehr mo¨glich, bescha¨digte Isolatoren zuverla¨ssig zu erkennen. Ein Isola-
tor gilt jedoch schon bei einem Widerstand von weniger als 300 MΩ als bescha¨digt
(vgl. [7], S. 617). Deshalb ist dieses Verfahren nur zum Erkennen starker Bescha¨di-
gungen geeignet.
Suchen von Koronaentladungen mit Hilfe von Mikrofonen
An sa¨mtlichen Isolatortypen ko¨nnen Teilentladung, wie z. B. Koronaentladungen,
auftreten. Diese werden ebenfalls als Indiz fu¨r bescha¨digte Isolatoren verwendet
(vgl. [10], S. 268) Sie werden durch hohe Feldsta¨rken verursacht und gehen einher
mit Gera¨uschen und Energieverlusten (vgl. [13], S. 213).
In [10] wird ein Verfahren zur Detektion dieser Gera¨usche vorgestellt. Dafu¨r wird
eine Anordnung von drei Mikrofonen genutzt. Durch diese ist es mo¨glich, die un-
gefa¨hre Position der Entladungen zu ermitteln. Die erreichte Genauigkeit betra¨gt
ca. 15 cm (vgl. [10], S. 274). Zur genaueren Untersuchung der Isolatoren wird dann
eine IR-Kamera eingesetzt (vgl. [10], S. 273). Durch die Kombination dieser beiden
Verfahren wird die beno¨tigte Ausfu¨hrungszeit reduziert (vgl. [10], S. 273). So muss
die rechenaufwa¨ndigere Bildverarbeitung nur dann ausgefu¨hrt werden, wenn eine
Koronaentladung entdeckt wurde. Die restliche Zeit kann sie intaktiv bleiben.
Auswerten der Powerline-Kommunikation
Einen vo¨llig anderen Ansatz nutzt die Auswertung der sogenannten Powerline-
Kommunikation. Diese wird genutzt, um zusa¨tzlich Daten u¨ber die Stromleitungen
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zu u¨bertragen (vgl. [1], S. 1516). Die daru¨ber gesendeten und empfangenen Signale
werden gespeichert und verglichen (vgl. [1], S. 1517). Somit kann ermittelt werden,
inwiefern die Signale wa¨hrend der U¨bertragung vera¨ndert wurden. Durch die Analy-
se dieser Vera¨nderungen ist es mo¨glich, bescha¨digte Isolatoren ausfindig zu machen
(vgl. [1], S. 1518). Dazu wird ein neuronales Netzwerk genutzt (vgl. [1], S. 1519).
Geeignet ist dieses Verfahren v. a. zur Fehlersuche entlang weiter Strecken (vgl.
[1], S. 1517). Die Position eines bescha¨digten Isolators kann nur ungefa¨hr bestimmt
werden. Zur Finden des konkreten Defekts werden andere Verfahren beno¨tigt.
3.1.2. Kamerabasierte Verfahren
Bei diesen Verfahren wird die Erkennung bescha¨digter Isolatoren mit Hilfe von ver-
schiedenen Kameras realisiert. Dabei kommen IR-, UV- oder Standardkameras zum
Einsatz. Um mit der Kamera in die Na¨he des Isolators zu kommen, ko¨nnen unbe-
mannte Flugsysteme (UAV, unmanned aerial vehicle) genutzt werden. Diese ermo¨gli-
chen eine sicherere und genauere Inspektion (vgl. [24], S. 2). So ist es nicht mehr
no¨tig, dass sich Personen in unmittelbarer Na¨he der Hochspannungsfreileitungen
aufhalten. Außerdem ko¨nnen hochauflo¨sende Detailaufnahmen der Isolatoren er-
stellt werden. Mit Hilfe dieser ist es auch mo¨glich Bescha¨digungen zu erkennen, die
vom Boden aus nicht sichtbar wa¨ren.
IR-Kameras
Ist ein Isolator bescha¨digt, so gehen seine isolierenden Eigenschaften verloren. Er be-
ginnt den Strom zu leiten und erwa¨rmt sich. Dadurch ist seine Temperatur ho¨her als
die der umliegenden (intakten) Isolatoren (vgl. [26], S. 4). Mit einer IR-Kamera ist es
mo¨glich, diese Temperaturunterschiede zu visualisieren. Somit ko¨nnen die bescha¨dig-
ten Isolatoren gefunden werden, wie in Abb. 3.1(a) dargestellt.
Bei hoher Luftfeuchtigkeit kann es zu Kondensation an den Isolatoren kommen.
Auf deren Oberfla¨che bildet sich dann ein geschlossener Wasserfilm. Dieser ist elek-
trisch leitfa¨hig, wodurch ein Stromfluss entlang der betroffenen Isolatoren entsteht.
Dadurch erwa¨rmen sich diese ebenfalls. Anhand des IR-Bildes ist keine Unterschei-
dung mo¨glich, weshalb ein Isolator erwa¨rmt ist. Somit kann es vorkommen, dass
auch vo¨llig intakte Isolatoren als bescha¨digt erkannt werden. Deshalb sollte dieses
Verfahren nur bei trockenem Wetter eingesetzt werden (vgl. [12], S. 181). Dort ist
die Wahrscheinlichkeit deutlich geringer, dass es zur Kondensation kommt.
Standardkameras
Der Einsatz von Standardkameras ist ebenso mo¨glich. Dabei wird das Aussehen der
Isolatoren betrachtet und diese nach optisch sichtbaren Bescha¨digungen untersucht.
Das Vorgehen ist dabei a¨hnlich wie bei den manuellen Inspektionen, die mit Hilfe
von Ferngla¨sern durchgefu¨hrt werden. Man untersucht die Isolatoren z. B. nach feh-
lenden Glasschirmen. Viele der existierenden Verfahren nutzen diesen Kameratyp.
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Sie werden genauer in Kapitel 3.2 betrachtet.
UV-Kameras
Zusa¨tzlich zu den Gera¨uschen (siehe Kap. 3.1.1) senden Koronaentladungen auch
ultraviolettes Licht aus (vgl. [6], S. 594). In der Na¨he bescha¨digter Isolatoren tritt
dieses versta¨rkt auf. Mit Hilfe von UV-Kameras wird es dargestellt. Ein bescha¨dig-
ter Isolator la¨sst sich daran erkennen, dass in dessen Na¨he gro¨ßere Mengen UV-
Strahlung vorhanden sind (siehe Abb. 3.1(b)).
Das von den Koronaentladungen ausgesendete UV-Licht ist jedoch relativ schwach
im Vergleich zum UV-Anteil des Tageslichts. Deshalb wurden diese Inspektionen
u¨blicherweise nachts durchgefu¨hrt (vgl. [6], S. 594). Dort sind keine natu¨rlichen
Lichtquellen vorhanden und die Messung der UV-Strahlung deutlich einfacher. Mit
der Hilfe neuer UV-Kameras ist es mo¨glich, diese Inspektionen auch bei Tageslicht
durchzufu¨hren (vgl. [6], S. 594). Dafu¨r werden leistungsfa¨hige Bildversta¨rker und
-filter eingesetzt. Diese ko¨nnen das natu¨rlich auftretende UV-Licht herausfiltern.
Somit bleibt nur das von den Koronaentladungen ausgesendete Licht erhalten.
(a) IR-Kamera. (b) UV-Kamera.
Abbildung 3.1.: Fehlererkennung basierend auf IR- und UV-Kameras (nach [26],
S. 4).
3.2. Verwendung von Standardkameras
Glaskappenisolatoren werden in vielen La¨ndern außerhalb Deutschlands eingesetzt
(vgl. [13], S. 241). Daher existieren verschiedene Verfahren zum Finden von Bescha¨-
digungen an genau diesem Isolatortyp. Ein Großteil der Verfahren zielt darauf ab,
fehlende Isolatorscheiben zu erkennen. Diese werden im folgenden Kapitel 3.2.1 be-
trachtet. Daneben existiert auch die Mo¨glichkeit, Brandmale an den Isolatorkappen
zu erkennen. Dieses Verfahren wird in Kapitel 3.2.2 betrachtet.
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3.2.1. Erkennung fehlender Isolatorscheiben
Eine der ha¨ufigsten Bescha¨digungen bei Glaskappenisolatoren sind fehlende bzw. ge-
splitterte Schirme, wie in Abb. 3.2 dargestellt. Der Hauptgrund fu¨r diese Bescha¨di-
gungen liegt in der Herstellung der Isolatoren.
Abbildung 3.2.: Isolatorkette mit bescha¨digtem Isolatorschirm (nach [29], S. 12056).
Um die Festigkeit der Schirme zu erho¨hen, werden in ihrem Inneren gezielt Span-
nungen erzeugt. Dies geschieht, indem ihre Oberfla¨che nach der Fertigung mittels
Druckluft abgeku¨hlt wird (vgl. [13], S. 242). Dadurch ku¨hlt dieser ungleichma¨ßig
ab und es entstehen die gewu¨nschten Spannungen. Diese sind auch dafu¨r verant-
wortlich, dass die Schirme bei Bescha¨digungen in viele kleine Teile zerfallen (vgl.
[13], S. 242). Bei ungleichma¨ßigen Spannungsverteilungen kann es vorkommen, dass
dies ohne a¨ußere Einwirkung geschieht (vgl. [13], S. 243). Dieser sogenannte
”
Selbst-
bruch“ kann noch innerhalb eines Jahr nach Fertigung auftreten (vgl. [13], S. 244).
Durch den fehlenden Glasschirm sinkt die Durchschlagsfestigkeit des einzelnen Iso-
lators sowie der gesamten Isolatorkette. Deshalb kann es zu Spannungsu¨berschla¨gen
(vgl. [1], S. 1516) und der Bescha¨digung weiterer Isolatoren kommen.
Bei fast allen Ansa¨tzen wird das vollsta¨ndige Zersplittern der Schirme zur Erken-
nung von Bescha¨digungen genutzt. Dafu¨r sind jeweils zwei Teilschritte notwendig:
1. Erkennung von Bildbereichen, in denen sich Isolatoren befinden.
2. Untersuchen der gefundenen Isolatoren nach Bescha¨digungen.
Die vorgestellten Verfahren werden dabei nach den Vorgehensweisen zum Finden der










Bei diesem Verfahren wird analysiert, inwiefern sich Muster im Bild der Isolatorkette
wiederholen. Es wurde in [15] und [16] vorgestellt.
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Zum Erkennen der Isolatoren wird zuerst eine Segmentierung mittels Otsus Ver-
fahren durchgefu¨hrt. Auf das Ergebnis wird eine horizontale Projektion angewendet.
Dabei werden die Farbwerte jeder Zeile aufaddiert. Wie in Abb. 3.3(a) zu sehen, bil-
det sich in dem Bereich des Isolators eine Erhebung. Somit ermittelt man dessen
y-Ausdehnung. A¨hnlich wird auch zur Bestimmung der x-Ausdehnung vorgegan-
gen. Man berechnet fu¨r jede Spalte die kumulierte vertikale Projektion (siehe Abb.
3.3(b)). Diese ist im Bereich des Isolators anna¨hernd linear (vgl. [15], S. 387). So
wird dessen Breite ermittelt. Zuletzt fu¨hrt man eine Drehkorrektur aus, indem auf
den gefundenen Bereich eine Hauptkomponentenanalyse angewendet wird.
(a) horizontale Projektion. (b) kumulierte vertikale Projekti-
on.
Abbildung 3.3.: Projektionen, die zur Erkennung der Isolatoren genutzt werden
(nach [15], S. 387).
Zum Finden mo¨glicher Bescha¨digungen wird zuerst ein beliebiger Ausschnitt des
Bildes als Template gewa¨hlt. Dann wird die A¨hnlichkeit dieses Templates mit jedem
Bildpunkt berechnet, wofu¨r man die normalisierte Kreuzkorrelation verwendet. De-
ren Ergebnis wird ebenfalls auf die x-Achse projiziert, indem alle Ergebnisse einer
Spalte addiert werden. Somit ergibt sich ein zweidimensionaler Graph. Dieser stellt
die A¨hnlichkeit in Abha¨ngigkeit der x-Koordinaten dar. Bei einer intakten Isolator-
kette handelt es sich um einen periodischer Wechsel von Maxima und Minima (siehe
Abb. 3.4(a)). Sollte jedoch ein fehlerhafter Isolator vorliegen, so sinkt die A¨hnlich-
keitsrate an der entsprechenden Stelle deutlich. Es entsteht eine gro¨ßere Amplitude
(vgl. [16], S. 2539). Deshalb werden die Amplituden genauer analysiert.
Dazu wird aus ihnen ein Histogramm mit geringer Klassenanzahl erstellt. Ist der
Isolator intakt, so liegen die Amplituden nah beieinander und die durch die Klassen
abgedeckten Bereiche sind relativ klein. Deshalb fu¨llt sich jede Klasse mit Ergebnis-
sen (siehe Abb. 3.4(b)). Ist der Isolator jedoch bescha¨digt, so existiert mindestens
eine deutlich gro¨ßere Amplitude. Die von den Klassen abgedeckten Bereiche sind
dementsprechend auch gro¨ßer. Die nahe beieinander liegenden Amplituden der in-
takten Isolatoren werden somit alle in die selbe Klasse einsortiert (siehe Abb. 3.4(c)).
Basierend auf diesem Histogramm wird die Varianz der Amplituden berechnet.
Anhand dieser wird entschieden, ob ein bescha¨digter Isolator vorliegt oder nicht.
Bei bescha¨digten Isolatoren ist die Varianz deutlich gro¨ßer als bei unbescha¨digten.
Deshalb erfolgt die Entscheidung mittels eines festen Schwellwerts.
Um die Position der Bescha¨digung zu finden, wird ebenfalls das Histogramm ge-
nutzt. Dessen Maximum gibt an, wie groß die normalen Amplituden sind. Die Am-
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Abbildung 3.4.: Ergebnisse der Wiederholungsanalyse (nach [16], S. 2538 f.).
plituden der bescha¨digten Isolatoren sind hingegen deutlich gro¨ßer. Deren exakte
Positionen lassen sich finden, indem das Ergebnis der A¨hnlichkeitsanalyse nach sol-
chen gro¨ßeren Amplituden durchsucht wird.
Nutzung morphologischer Operationen
Dieses Verfahren wurde in [29] vorgestellt. Das Finden der fehlenden Isolatorscheiben
wird dort mit Hilfe morphologischer Operationen realisiert.
Die Segmentierung der Isolatoren geschieht zweistufig. Im ersten Schritt wird be-
trachtet, wie sehr sich jedes Pixel von seiner Umgebung unterscheidet. Dies geschieht
fu¨r Farb- und Farbverlaufsinformationen getrennt. Durch Kombinieren beider Er-
gebnisse und das Anwenden eines Schwellwerts wird die Segmentierung vorgenom-
men. Allerdings wird dadurch die Isolatorkette nur grob ausgewa¨hlt, wie in Abb.
3.5(a) dargestellt. Verfeinert wird dies im zweiten Schritt durch das Anwenden fes-
ter Schwellwerte fu¨r jeden Farbkanal. So erha¨lt man ein Bina¨rbild, in dem nur die
einzelnen Schirme enthalten sind (siehe Abb. 3.5(b)).
Zum Finden fehlender Kappen wird eine morphologische Schließung auf das seg-
mentierte Bild angewendet. Diese Operation besteht aus den beiden nacheinander
ausgefu¨hrten Operationen Dilatation und Erosion. Bei der Dilatation wird zuerst
das Bina¨rbild um ein strukturiertes Element erweitert (siehe Abb. 3.6(b)). Dazu
wird diesem mit seinem Mittelpunkt auf alle urspru¨nglich weißen Pixel gesetzt. Al-
le von dem Element abgedeckten Pixel werden weiß gefa¨rbt. Bei der Erosion wird
das Element dann wieder abgetragen. Dabei wird fu¨r jedes Pixel u¨berpru¨ft, ob das
an diese Stelle platzierte Element nur weiße Pixel abdeckt. Trifft dies nicht zu, so
wird das Pixel schwarz gefa¨rbt. Durch diese beiden Operationen werden kleine Zwi-
schenra¨ume im Bild geschlossen. Es entstehen geschlossene Fla¨chen, wie in Abb.
3.6(c) dargestellt. Dies gilt fu¨r alle Zwischenra¨ume, die kleiner sind als das struktu-
rierte Element.
Wendet man eine solche morphologische Schließung auf das Bina¨rbild der Isola-
torkappen an, so werden die Bereiche zwischen den einzelnen Kappen geschlossen.
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(a) grobe Segmentierung der Iso-
latoren.
(b) feine Segmentierung der Isola-
toren.
(c) Bina¨rbild nach morphologi-
scher Schließung.
(d) visualisiertes Ergebnis.
Abbildung 3.5.: Ablauf des Algorithmus mit Hilfe morphologischer Operationen
(nach [29], S. 12058).
Es entsteht eine durchgehende weiße Fla¨che (siehe Abb. 3.5(c)). Fehlt irgendwo eine
Isolatorkappe, so existiert dort eine gro¨ßere Lu¨cke zwischen den Kappen. Diese kann
durch die morphologischen Operationen nicht geschlossen werden. Die so entstehen-
den schwarzen Bereiche deuten auf fehlende Kappen hin. Damit dies zuverla¨ssig
funktioniert, muss die Gro¨ße des strukturierten Element ungefa¨hr dem Abstand der
Isolatoren entsprechen. Deshalb wird das Verha¨ltnis von schwarzen und weißen Pi-
xeln berechnet. Anhand dessen wird eine passende Gro¨ße des Elements abgeleitet.
Texturanalyse
Eine andere Mo¨glichkeit zum Finden bescha¨digter Isolatoren ist die Analyse deren
Textur. Das folgende Verfahren wurde in [11] vorgestellt.
Zur Erkennung der Isolatoren wird mit HSI-Bildern gearbeitet. In diesen wer-
den Farben durch die Komponenten Farbwert (engl. hue), Sa¨ttigung und Intensita¨t
beschrieben. Zur Segmentierung wird zuerst Otsus Verfahren auf die H- und S-
Komponenten angewendet. Danach wird die Schnittmenge der beiden Ergebnisse
gebildet. Es kann jedoch vorkommen, dass einzelne Isolatoren noch miteinander
verbunden sind (siehe Abb. 3.7(b)). Um dies zu beheben wird eine morphologi-
sche O¨ffnung ausgefu¨hrt. Dabei wird zuerst eine Erosion und dann eine Dilatation
durchgefu¨hrt. Somit ko¨nnen diese Verbindungen entfernt werden, wie Abb. 3.7(c)
zeigt. Zusa¨tzlich wird auch evtl. vorhandenes Bildrauschen entfernt. Die einzelnen
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(a) Ausgangsbild. (b) Bild nach Ausfu¨hren
der Dilatation.
(c) Bild nach Ausfu¨hren
der Erosion.
Abbildung 3.6.: Ablauf einer morphologischen Schließung mittels einer strukturier-
ten Elements (hier hellgrau dargestellt).
Isolatoren liegen nun als getrennte Punktansammlungen vor und ko¨nnen durch eine
Gerade angena¨hert werden. Von dieser ausgehend wird der Drehwinkel der Isola-
torkette bestimmt und die korrigierende Drehung ausgefu¨hrt. Zusa¨tzlich wird der
durchschnittliche Abstand der einzelnen Isolatoren berechnet.
(a) Ausgangsbild (der Be-
reich der Isolatorkette ist rot
markiert).
(b) Schnittmenge der Seg-
mentierungen der einzelnen
Komponenten.
(c) Segmentierung nach An-
wenden der morphologischen
O¨ffnung.
Abbildung 3.7.: Segmentierung der Isolatoren (nach [11], S. 063014–4).
Zum Finden von Bescha¨digungen wird der gefundene Bereich in mehrere Blo¨cke
unterteilt. Diese werden so gewa¨hlt, dass jeder Block fu¨nf einzelne Isolatoren entha¨lt.
Fu¨r jedes Pixel wird das LBP (
”
local binary pattern“, zu deutsch etwa
”
lokales
Bina¨rmuster“) berechnet. Dafu¨r wird jeweils ein Bereich von 3×3 Pixeln betrachtet
(siehe Abb. 3.8).
Das LBP des zentralen Pixels C ist eine 8-stellige Bina¨rzahl. Jedes Bit ist einem
der benachbarten Pixel N0 bis N7 zugeordnet. Ist der Wert eines Nachbarpixels
gro¨ßer als der des zentralen Pixels, so ist das entsprechende Bit 1. Im entgegenge-
setzten Fall ist es 0. Das LBP gibt an, wie sich die Farbe eines Pixel im Verha¨ltnis
zu dessen Umgebung verha¨lt. Es entha¨lt somit Informationen u¨ber die Textur.
Fu¨r jeden Block wird das Histogramm der LBPs berechnet. Gleiches wird auch fu¨r
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LBP (C) = S7S6S5S4S3S2S1S0
Si =
{
0 : Ni ≤ C
1 : Ni > C
Abbildung 3.8.: Berechnung des LBP.
ein Template getan, das die selbe Gro¨ße wie die Blo¨cke hat. Die Histogramme der
Blo¨cke und des Template werden miteinander verglichen. Dies geschieht durch die
Berechnung des euklidischen Abstands. Ausgehend von den ermittelten Absta¨nden
wird der mittlere Abstand berechnet. Danach werden die Abweichungen der einzel-
nen Absta¨nde von diesem berechnet. Eine deutlich gro¨ßere Abweichung nach oben
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Tabelle 3.1.: Vergleich der verschiedenen Verfahren zum Finden fehlender Glasschei-
ben an Isolatoren (Zusammenstellung nach [16], [29], [11]).
Die zuvor einzeln vorgestellten Verfahren werden in Tab. 3.1 miteinander vergli-
chen. Dabei zeigt sich, dass die Erkennungsraten aller drei Verfahren mit ca. 90 %
a¨hnlich hoch sind.
Jedoch wurde von allen Verfahren bisher nur die Wiederholungsanalyse mit realen
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Bildern getestet. Dort hat sich gezeigt, dass die Erkennungsrate bei einem komple-
xeren Hintergrund sinkt.
Bei den morphologischen Operationen liegt der Vorteil v. a. im einfachen Algorith-
mus. Zudem la¨sst sich die Berechnung der Erosion und Dilatation gut parallelisieren.
Dadurch ist eine effiziente Implementierung mo¨glich. Durch das Nutzen von festen
Schwellwerten bei der Isolatorsegmentierung ist das Ergebnis jedoch von der Umge-
bungshelligkeit abha¨ngig.
Durch das Betrachten der Textur ist das letzte Verfahren zuverla¨ssig und winke-
lunabha¨ngig. Aufgrund der Betrachtung der Histogramme ist es aber auch rechen-
aufwendiger, was zu einer entsprechend ho¨heren Ausfu¨hrungszeit fu¨hrt.
3.2.2. Erkennung von Brandmalen
Ein Projekt, welches die Erkennung bescha¨digter Isolatoren erforscht, ist APOLI.
Durchgefu¨hrt wird es von der Professur Technische Informatik an der Technischen
Universita¨t Chemnitz (vgl. [21]). APOLI steht dabei fu¨r
”
Automated POwer Line
Inspection“, zu deutsch etwa
”
Automatisierte Inspektion von Stromleitungen“. Ziel
dieses Projektes ist die Entwicklung eines Systems zur automatisierten Inspektion
von Strommasten, Isolatoren und Leitungen (vgl. [21]).
Die Inspektion selbst soll mit Hilfe eines unbemannten Flugsystems durchgefu¨hrt
werden. Im Rahmen dieses Projektes wurden u. a. schon Verfahren zur Missionskon-
trolle (vgl. [4]), zum Erkennen von Stromleitungen (vgl. [5]) sowie zur Erkennung
bescha¨digter Isolatoren (vgl. [25]) entwickelt.
Bei letzterem werden die Isolatoren nicht nach gesplitterten Schirmen untersucht.
Stattdessen werden Bescha¨digungen anhand von sogenannten Brandmalen (engl.
burn mark) erkannt. Dabei handelt es sich um kreisfo¨rmige Bereiche an den Me-
tallkappen, deren Farbe deutlich dunkler ist als die eigentliche Kappe (vgl. [25],
S. 580). Sie entstehen durch elektrische Entladungen oder Spannungsu¨berschla¨ge an
den Kappenisolatoren (vgl. [25], S. 579). Einige Beispiele fu¨r solche Brandmale sind
in Abb. 3.9 zu sehen. Die Wahrscheinlichkeit fu¨r das Auftreten eines Brandmals ist
im unteren Teil des Isolators (nahe dem Schirm) am gro¨ßten und nimmt nach oben
hin ab (vgl. [25], S. 581). Am Verbindungsteil des Isolators treten niemals Brandmale
auf.
Durch die auftretenden Spannungsu¨berschla¨ge sinkt die Leistung der betroffenen
Isolatoren (vgl. [25], S. 579). Deshalb werden die Brandmale als Indiz fu¨r bescha¨digte
Isolatoren verwendet. Mit ihrer Hilfe ist eine fru¨hzeitige Erkennung von Bescha¨di-
gungen mo¨glich. Somit ko¨nnen gro¨ßere Scha¨den, wie z. B. gesplitterte Schirme, vor-
gebeugt werden.
Die Idee, bescha¨digte Isolatoren an Hand von Brandmalen zu erkennen, wurde
zuerst in [25] vorgestellt. Der darin vorgestellte Algorithmus arbeitet auf dem Bild
einer bereits extrahierten und ausgeschnittenen Isolatorkappe. Von dieser wird zuerst
der obere Teil entfernt, da dort keine Brandmale auftreten (vgl. [25], S. 581). Im
Folgenden wird ein Schwellwert zur Segmentierung der Brandmale berechnet. Dafu¨r
wird die durchschnittliche Farbe der Kappe clravg bestimmt. Zusa¨tzlich werden deren
25
3. Stand der Technik
(a) (b) (c)
Abbildung 3.9.: Beispiele fu¨r verschiedene Brandmale.
minimaler (clrmin) und maximaler (clrmax) Farbwert ermittelt. Ausgehend davon
wird die obere Farbgrenze der Brandmale folgendermaßen berechnet:
Tu = clravg − (clrmax − clrmin) · 0,25 ([25], S. 851).
Danach wird die Segmentierung durchgefu¨hrt. Dabei werden alle Pixel, deren Farbe
im Intervall [0;Tu] liegt, weiß gefa¨rbt. Alle anderen Pixel werden schwarz gefa¨rbt.
Im na¨chsten Schritt wird das Bild nach zusammenha¨ngenden Bereichen weißer
Pixel untersucht und diese zusammengefasst. Dazu wird ein Algorithmus eingesetzt,
der auf einem Laplace-Filter basiert (vgl. [25], S. 580). Die gefundenen Pixelgruppen
werden der Gro¨ße nach gefiltert. Zu große oder zu kleine Ansammlungen werden
entfernt. Somit bleiben nur diejenigen erhalten, die der Gro¨ße nach ein Brandmal
sein ko¨nnten.
Zuletzt wird noch die Form der potentiellen Brandmale betrachtet. Dabei wird
einerseits u¨berpru¨ft, inwiefern eine konvexe (nach außen gewo¨lbte) Form vorliegt.
Somit ko¨nnen nicht geschlossene Fla¨chen herausgefiltert werden. Zusa¨tzlich wird
auch betrachtet, ob die Form der Fla¨chen anna¨hernd kreisfo¨rmig ist. Dadurch werden
ebenfalls unerwu¨nschte Formen gefiltert.
Mittels dieses Verfahrens konnten 37 von 46 Brandmalen gefunden werden (vgl.
[25], S. 581). Dies entspricht einer Erkennungsrate von ca. 80,43 %. Somit konnte
der Fehlerzustand von 87 der 92 Isolatoren korrekt bestimmt werden. Dies wiederum
entspricht einer Erkennungsrate von ca. 94,56 % (vgl. [25], S. 581).
Eine entscheidende Voraussetzung dieses Verfahrens ist, dass die vorhergehende
Erkennung der Isolatorkappen genau und zuverla¨ssig arbeitet. Nur wenn das gegeben
ist, kann die Brandmalerkennung die gewu¨nschten Ergebnisse liefern.
Dieses Verfahren ermo¨glicht es Bescha¨digungen fru¨hzeitig zu erkennen. Allerdings
wurde es bisher nur mit Laborbildern getestet (vgl. [25], S. 581 f.). Deshalb ist noch




Die Suche von bescha¨digten Isolatoren mittels der Brandmalerkennung ist noch ein
relativ neues Verfahren. Der Grund dafu¨r ist, dass die Brandmale auf den unter-
suchten Bildern sichtbar sein mu¨ssen. Deshalb sind hochauflo¨sende Bilder sowie
eine geringe Distanz der Kamera zum Isolator notwendig. Erst durch den Einsatz
von UAVs kann beides erreicht werden.
In [25] wurde gezeigt, dass die Brandmalerkennung zur Detektion bescha¨digter
Isolatoren geeignet ist. Dies zeigt sich auch in der erreichten Erkennungsrate von
94 % (vgl. [25], S. 581). Bisher wurde jedoch nur dieses eine Verfahren zur Brand-
malerkennung vorgestellt. Daher existieren keine Informationen, ob andere Vorge-
hensweisen zu a¨hnlichen oder besseren Ergebnissen fu¨hren. Im Folgenden soll ein
alternatives Verfahren vorgestellt und untersucht werden.
Bei Brandmalen handelt es sich um a¨ußerliche Bescha¨digungen der Isolatoren. Sie
mu¨ssen deshalb auf optischem Wege erkannt werden. Mit Hilfe von Kameras kann
man die Oberfla¨che der Isolatoren genau untersuchen. Dafu¨r sind IR- oder UV-
Kameras jedoch ungeeignet. Somit ko¨nnen nur Standardkameras verwendet werden.
Ein wichtiger Schritt fu¨r die Erkennung von Brandmalen ist das Finden der Isola-
torkappen. Dies sollte so genau wie mo¨glich erfolgen. Die in Kap. 3.2.1 vorgestellten
Erkennungsverfahren sind jedoch ungeeignet. Bei der Wiederholungsanalyse wird
die gesamte Isolatorkette als Ganzes erkannt. Die einzelnen Kappen ko¨nnen dort
nicht lokalisiert werden. Der morphologische Ansatz verzichtet hingegen ga¨nzlich
auf eine Erkennung von Isolatoren. Stattdessen werden diese lediglich segmentiert.
Die Texturanalyse ist das einzige Verfahren, bei dem einzelne Isolatoren erkannt wer-
den. Dabei erkennt man jedoch nicht die Isolatorkappen, sondern die Glasscheiben.
Somit ist dieses Verfahren ebenfalls ungeeignet.
Deshalb muss ein anderes Vorgehen zur Finden der Isolatoren verwendet werden.
Ausgewa¨hlt wurde ein bina¨rer Template-Matching-Algorithmus. Mit Hilfe dessen
kann jeder Bildbereich nach dem Vorkommen einer Isolatorkappe untersucht werden.
Außerdem ist es mo¨glich die Berechnung des Template-Matching zu parallelisieren.
Dadurch reduziert sich die beno¨tigte Laufzeit.
Bisher wurde nur ein einziges Segmentierungsverfahren fu¨r Brandmale vorgestellt.






Die Brandmalerkennung besteht aus zwei Teilschritten. Diese sind die Suche nach
Isolatorkappen und die Suche nach Brandmale.
Die Suche der Isolatorkappen soll mit Hilfe eines Template-Matching-Algorithmus
erfolgen. Dieser durchsucht ein gegebenes Bina¨rbild nach Bereichen, die a¨hnlich zu
einem Template sind. Dadurch ko¨nnen Bildbereiche gefunden werden, die Isolatoren
enthalten.
Das Finden der Brandmale soll hingegen durch das Ausfu¨hren eines Connected-
Component-Labeling (CCL) erfolgen. Mit Hilfe dessen ko¨nnen zusammenha¨ngende
Ansammlungen von weißen Pixeln auf einem Bina¨rbild erkannt werden. Die Brand-
male sind deutlich dunkler als die Grundfarbe der Isolatorkappen. Folglich ko¨nnen
sie mittels eines Schwellwerts segmentiert werden. Somit fa¨rbt man alle Brandmale
weiß. Mittels des CCL ko¨nnen diese gefunden werden.
Es werden also zwei Binarisierungen des Bildes durchgefu¨hrt. Diese dienen zur
Segmentierung von Isolatoren bzw. Brandmalen. Sie sind ein entscheidender Schritt
der Verarbeitung und Voraussetzung fu¨r eine erfolgreiche Erkennung von Isolatoren
und Brandmalen. Je genauer die Segmentierungen erfolgen, desto genauer sind auch
die Gesamtergebnisse. Ungenaue Segmentierungen fu¨hren hingegen zu schlechteren
Ergebnissen.
4.1.2. Mo¨gliche Berechnungsabla¨ufe
Fu¨r den Ablauf der Suche nach Brandmalen gibt es prinzipiell zwei mo¨gliche An-
sa¨tze. Dies sind die globale Suche und die lokale Suche (siehe Abb. 4.1). Bei beiden
Vorgehensweisen wird zuerst das Ausgangsbild B in ein Schwarz-Weiß-Bild B′ um-
gewandelt. Fu¨r alle weiteren Berechnungen wird dieses verwendet.
Der Unterschied beider mo¨glicher Abla¨ufe liegt darin, in welcher Reihenfolge die
einzelnen Teilschritte ausgefu¨hrt werden. Bei der globalen Suche, wie in Abb. 4.1(a)
dargestellt, werden Brandmale und Isolatorkappen unabha¨ngig voneinander gesucht.
Dabei wird jeweils zuerst eine Segmentierung auf das Bild B′ angewendet. So erha¨lt
man die Bilder BI und BB. Auf diesen werden dann Isolatoren bzw. Brandmale
gesucht. Ersteres geschieht mit Hilfe des Templates T . Die erhaltenen Ergebnisse yI
und yB werden dann miteinander verknu¨pft. Dazu wird u¨berpru¨ft, welche Brandmale
sich auch im Bereich eines Isolators befinden. Somit erha¨lt man das finale Ergebnis y.
Durch dieses Vorgehen kann die Suche nach Isolatoren bzw. Brandmalen in beliebiger
Reihenfolge durchgefu¨hrt werden.
Bei der lokalen Suche hingegen wird zuerst die Suche nach Isolatorkappen aus-
gefu¨hrt (siehe Abb. 4.1(b)). Ausgehend von den gefundenen Isolatoren yI wird nach
Brandmalen gesucht. Dafu¨r werden nur die Bildbereiche B′I untersucht, in denen die
Isolatoren gefunden worden. Die Schritte zur Suche der Brandmale sind dieselben




































B′I BB yB = y
(b) Lokale Suche.
Abbildung 4.1.: Blockdiagramme zu den mo¨glichen Berechnungsabla¨ufen.
digkeit zum Verknu¨pfen der Ergebnisse. Das Ergebnis der Brandmalsuche entspricht
direkt dem finalen Ergebnis y.
Der Vorteil des globalen Verfahrens liegt darin, dass der Prozess der Brandmaler-
kennung nur einmal durchgefu¨hrt werden muss. Deshalb kann man eine obere Grenze
fu¨r die Laufzeit ermitteln. Beim lokalen Verfahren ist das hingegen nicht mo¨glich.
Dort muss die Brandmalerkennung fu¨r jeden gefundenen Isolator erneut ausgefu¨hrt
werden. Die Ausfu¨hrungszeit ha¨ngt von der Anzahl der gefundenen Isolatoren und
deren Gro¨ße ab. Dadurch werden jedoch auch nur einzelne Bildausschnitte unter-
sucht. Beim globalen Verfahren muss indes das gesamte Bild verarbeitet werden.
Folglich ist die Ausfu¨hrungszeit des lokalen Verfahren geringer solange man ins-
gesamt weniger Pixel betrachtet als das Bild besitzt. Wenn die Isolatorerkennung
zuverla¨ssig arbeitet, sollte dies immer gegeben sein.
4.2. Erkennung von Isolatorkappen
4.2.1. Template-Matching-Algorithmus
Zum Finden von Isolatorkappen wird der in Abb. 4.2 dargestellte Ablauf genutzt.
Dieser sucht alle Isolatoren yI auf dem Bina¨rbild BI . Dafu¨r wird das Ausgangsbild
mit einem Template T verglichen. Diese Berechnung wird mehrmals wiederholt,
wobei man BI jeweils auf verschiedene Gro¨ßen skaliert. Somit ist es mo¨glich, dass









Abbildung 4.2.: Blockdiagramm zum Suchen von Isolatoren.
Beim Template-Matching wird zuerst die U¨bereinstimmung des Bildes BI mit dem
Template T berechnet. Dazu wird dieses u¨ber das Bild gelegt und die jeweils u¨ber-
einanderliegenden Pixel verglichen. Man u¨berpru¨ft, an welchen Positionen die Pixel
u¨bereinstimmen. Dabei werden die verschiedenen Farben des Bina¨rbildes getrennt
betrachtet. Es wird ausgeza¨hlt, wie viele schwarze Templatepixel u¨ber schwarzen
Bildpixeln und weiße Templatepixel u¨ber weißen Bildpixeln liegen. Somit ergeben
sich zwei U¨bereinstimmungswerte:
• MBG fu¨r die U¨bereinstimmung des Hintergrund/der schwarzen Pixel,
• MFG fu¨r die U¨bereinstimmung des Vordergrund/der weißen Pixel.
Fu¨r die Wertebereiche der beiden Ergebnisse gilt
MBG ∈ [0;TBG] und
MFG ∈ [0;TFG],
wobei TBG und TFG die Gesamtanzahl schwarzer bzw. weißer Pixel im Template
bezeichnen. Die Entscheidung, ob das Template gefunden wurde oder nicht, wird
anhand der Schwellwerte SWBG und SWFG getroffen. Diese geben Mindestwerte fu¨r
MBG bzw. MFG an. Gilt an einer beliebigen Position
(MBG ≥ SWBG) ∧ (MFG ≥ SWFG),
so weist der dortige Bildbereich eine ausreichende A¨hnlichkeit zum Template auf.
Eine solche U¨bereinstimmung wird als Match bezeichnet.
Diese Berechnung wird fu¨r alle Positionen wiederholt, an denen das Template
vollsta¨ndig u¨ber dem Bild platziert werden kann. Die entsprechenden Ergebnisse
ko¨nnen als Bina¨rbild MI der Gro¨ße MBreite×MHo¨he dargestellt werden. Darin werden
alle Positionen, an denen das Template gefunden wurde, weiß gefa¨rbt. Fu¨r ein Bild
BI und ein Template T mit den Gro¨ßen BBreite ×BHo¨he bzw. TBreite × THo¨he gilt:
MBreite = BBreite − TBreite + 1
MHo¨he = BHo¨he − THo¨he + 1.
Durch den Algorithmus werden auch direkt benachbarte Positionen nach U¨ber-
einstimmungen mit dem Template untersucht. Diese Bildbereiche sind jedoch fast
identisch, da sie nur um einen Pixel verschoben sind. Deshalb kommt es vor, dass an
benachbarten Positionen mehrere Matches auftreten. Dieser ko¨nnen zu einem einzi-
gen Ergebnis zusammengefasst werden. Dadurch reduziert sich die Ergebnismenge
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deutlich. Zusa¨tzlich verringert sich der Rechenaufwand der folgenden Berechnungen.
Dort mu¨ssen die gefundenen Brandmale mit weniger Isolatoren verknu¨pft werden
(bei der globalen Suche) bzw. grundsa¨tzlich weniger Isolatoren nach Brandmalen
untersucht werden (bei der lokalen Suche).
Zum Zusammenfassen der Ergebnisse wird ebenso ein CCL ausgefu¨hrt. Dabei
werden die weißen Bereiche als einzelne Segmente gefunden. Jedes dieser Segmen-
te entspricht einem zusammengefassten Ergebnis. Ausgehend von dessen Position
und Ausdehnung wird der Mittelpunkt jedes Segments berechnet. Alle ermittelten
Mittelpunkte stellen die reduzierte Ergebnismenge dar.
Grundsa¨tzlich ist es auch mo¨glich mehrere Templates mit einem Bild zu verglei-
chen (siehe Abb. 4.3). So ko¨nnen verschiedene Isolatorformen erkannt werden. Dazu
wird die Isolatorsuche fu¨r jedes Template einzeln durchgefu¨hrt. Die verschiedenen
Ergebnisse werden im na¨chsten Schritt zusammengefu¨hrt. Dort entfernt man alle















Abbildung 4.3.: Blockdiagramm zum Suchen von Isolatoren mit 2 Templates.
Dafu¨r werden die horizontalen und vertikalen Absta¨nde der Matches untersucht.
Sollten diese kleiner als oder gleich einem festgelegten Wert sein, so liegen die Mat-
ches zu nah beieinander. Dieser Wert ist auf 12,5 % der maximalen Templateaus-
dehnung festgelegt. Fu¨r zwei beliebige Matches M1(x1, y1) und M2(x2, y2) gilt also:
M1 6= M2 ⇔ (|x1 − x2| > 0,125 ·max(TBreite, THo¨he)∧
|y1 − y2| > 0,125 ·max(TBreite, THo¨he)).
Sollte diese Bedingung fu¨r zwei gefundene Isolatoren nicht wahr sein, so wird eines
der beiden Ergebnisse gelo¨scht.
4.2.2. Mo¨glichkeiten zur Isolatorsegmentierung
Fu¨r die Segmentierung der Isolatoren ko¨nnen verschiedene Ansa¨tze bzw. Verfahren
verwendet werden. Diese werden im Folgenden genauer vorgestellt.
Heuristisches Verfahren
Bei diesem Verfahren wird fu¨r die Berechnung des Schwellwertes das Histogramm H
des Bildes B′ betrachtet. Dieses ordnet jedem Farbwert ci eine Ha¨ufigkeit H(ci) zu
(vgl. Abb. 4.4). Es wird davon ausgegangen, dass dessen Maximum (cmax, H(cmax))
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dem Hintergrund des Bildes zuzuordnen ist. Die Isolatorkappen sind normalerweise














Abbildung 4.4.: Segmentierung mittels des heuristischen Verfahrens.
Fu¨r die Berechnung wird zuerst der Farbbereich CH des Maximums/des Hinter-
grundes abgescha¨tzt. Dafu¨r wird das Histogramm, von oben beginnend, nach dem
Ende des Maximums untersucht. Dieses ist als ho¨chste Stelle definiert, an der die
Ha¨ufigkeit noch mindestens 2 % von H(cmax) betra¨gt. Fu¨r das Ende des Maximums
cend muss also
(H(cend) ≥ 0,02 ·H(cmax)) ∧ (H(cend + 1) < 0,02 ·H(cmax))
gelten. Basierend darauf berechnet sich die horizontale Ausdehnung ∆c der Hinter-
grundintensita¨ten als
∆c = 2 · (cend − cmax).









angena¨hert werden. Die untere Grenze dieses Farbbereiches ist auch zugleich die
obere Grenze des Farbbereichs CI der Isolatoren. Die Segmentierung dieser la¨sst
sich also mittels der Schwellwerte
CI =
[




durchfu¨hren. Alle Pixel die sich in diesem Intervall befinden, geho¨ren zu Isolatoren




Die Schwellwerte zur Segmentierung der Isolatoren ko¨nnen auch mittels Otsus Ver-
fahren (vgl. [20]) berechnet werden. Dabei wird der Gesamtbereich Cg = [0;N ] der
Pixel in zwei Klassen C1 und C2 eingeteilt. Diese werden durch den Schwellwert T
folgendermaßen definiert:
C1 = [0; T − 1] und
C2 = [T ;N ].
Der Algorithmus betrachtet die Varianzen der Intensita¨ten innerhalb beider Klassen.
Indem diese minimiert werden, wird der optimale Schwellwert T ermittelt. Dies
geschieht mit Hilfe des Histogramms H des Bildes B′.
Dieses wird normalisiert. Somit kann es als Wahrscheinlichkeitsverteilung der ein-
zelnen Intensita¨tswerte betrachtet werden (vgl. [20], S. 63). Zur Berechnung der
Varianz einer Klasse Ci = [a; b] wird zuerst deren Erwartungswert µi beno¨tigt. Die-










Die Varianz wird fu¨r die beiden Klassen C1 und C2 berechnet. Somit erha¨lt man
die Varianzen V1 und V2. Diese werden zu einem Ergebnis VT zusammengefasst,
indem man sie mit den summierten Wahrscheinlichkeiten ωi der jeweiligen Klasse
multipliziert:
VT = ω1 · V1 + ω2 · V2.








Die Varianz VT wird fu¨r jeden mo¨glichen Schwellwerte T berechnet. Die minimale
Varianz aller Ergebnisse entspricht dem optimalen Schwellwert Topt. Somit ergibt
sich die Segmentierung CI der Isolatoren mittels des Intervalls:
CI = C1 = [0;Topt − 1].
Adaptiver Schwellwert
Bei diesem Verfahren wird kein konstanter Schwellwert fu¨r das gesamte Bild ver-
wendet. Stattdessen wird fu¨r jedes Pixel ein separater Schwellwert berechnet und
angewendet. Dabei werden alle Pixel nacheinander verarbeitet.
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In jeder Iteration werden 16 Pixel P1 – P16 in der Umgebung des aktuellen Pixels p
betrachtet. Diese sind auf einer Kreisbahn um p herum angeordnet (siehe Abb. 4.5).
Der Radius des Kreises wird so gewa¨hlt, dass alle betrachteten Pixel außerhalb des
Templates (oder zumindest außerhalb dessen Vordergrundpixel) liegen. Sollte p Teil
einer Isolatorkappe sein, so handelt es sich dabei ausschließlich um Hintergrundpixel.
Bei einem quadratischen Template mit der Breite a sollte der Radius rK des Kreises
rK =
√
a2 + a2 =
√
2 · a2 =
√
2 · a ≈ 1,14 · a
betragen.
rK
aktuell betrachtetes Pixel p
umliegende Pixel P1 – P16
Abbildung 4.5.: Anordnung der umliegenden Pixel P1 – P16 um das aktuell betrach-
tete Pixel p.
Von diesen 16 ausgewa¨hlten Pixeln wird zuna¨chst das arithmetisches Mittel P¯ (p)
berechnet:
P¯ (p) =
P1 + P2 + . . .+ P16
16
.
P¯ (p) entspricht damit dem durchschnittlichen Intensita¨tswert des Hintergrunds um
das aktuelle Pixel p. Die Segmentierung erfolgt durch den Vergleich von p und P¯ (p).
Dafu¨r wird ebenfalls angenommen, dass die Isolatorkappen dunkler sind als der
Hintergrund. Fu¨r die bina¨re Segmentierung S(p) des Pixels p gilt
S(p) =
{
0 : p ≥ P¯ (p)− T
1 : p < P¯ (p)− T .
Die Variable T stellt einen zusa¨tzlichen Schwellwert dar. Sie gibt einen Mindest-




4.3. Erkennung von Brandmalen
4.3.1. Beschreibung des Algorithmus
Die Suche von Brandmalen erfolgt entsprechend dem in Abb. 4.6 dargestellten Ab-
lauf. Auf dem zu verarbeitenden Bina¨rbild BB sollen die einzelnen Brandmale als
zusammenha¨ngende Pixelbereiche zu erkennen sein. Durch das Ausfu¨hren des CCL
werden diese erfasst. Alle dabei gefundenen Segmente y′B sind potentielle Brandmale.
Von jedem Segment i sind folgende Informationen bekannt:
• dessen Position Pi(xi; yi),
• dessen Breite Wi und Ho¨he Hi sowie











Abbildung 4.6.: Blockdiagramm zum Suchen von Brandmalen.
Um das auf dem Bina¨rbild auftretende Bildrauschen zu verringern, kann zusa¨tzlich
vor dem CCL eine morphologische O¨ffnung durchgefu¨hrt werden. Diese entfernt
kleinere Pixelansammlungen (das Rauschen). Gro¨ßere hingegen (die Brandmale)
bleiben bestehen. Somit reduziert sich die Gesamtanzahl der Segmente sowie der
Rechenaufwand der folgenden Schritte.
Zum Filtern der potentiellen Brandmale y′B wird deren Form genauer untersucht.






Sie gibt an, wie stark die Parameter a und b voneinander abweichen. Fu¨r den Wer-
tebereich der mo¨glichen Ergebnisse gilt
Drel(a, b) ∈ [0; 1].
Je gro¨ßer Drel, desto gro¨ßer der Unterschied zwischen a und b. Eine Differenz von 0
bedeutet, dass beide Werte identisch sind.
Beim Filtern werden die Ausdehnungen jedes Segments untersucht. Dazu wird die
relative Differenz DL,i = Drel(Wi, Hi) berechnet. Diese gibt an, wie stark Ho¨he und
Breite eines Segments voneinander abweichen. Zusa¨tzlich wird auch die Fla¨che der
Segmente betrachtet, indem man die reale Pixelanzahl Ni mit dem Fla¨cheninhalt
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AE(Wi, Hi) vergleicht. Dieser gibt an, wie groß eine Ellipse mit der Breite Wi und





Zum Vergleich beider Fla¨chen wird die relative Differenz DA,i berechnet:
DA,i = Drel(Ni, AE(Wi, Hi)).
Fu¨r beide Werte DL,i und DA,i werden die Maximalwerte ML bzw. MA festgelegt.
Falls
(DL,i ≤ML) ∧ (DA,i ≤MA),
gilt, so handelt es sich bei dem Segment i von der Form her um ein Brandmal. Alle
anderen Segmente, fu¨r die diese Bedingung nicht zutrifft, werden aus der Ergebnis-
menge entfernt.
Zuletzt muss noch u¨berpru¨ft werden, ob sich die Ergebnisse innerhalb eines Isola-
tors befinden und ob sie eine ausreichende Gro¨ße haben. Dafu¨r wird bei der globalen
und lokalen Suche unterschiedlich vorgegangen.
Bei der lokalen Suche ist schon beim Filtern bekannt, wo sich der Isolator befindet
und wie groß er ist. Somit ko¨nnen diese Entscheidungen direkt getroffen werden. Zur
U¨berpru¨fung der Position wird eine bina¨re Maske verwendet. Sie hat die selbe Gro¨ße
wie das Template und kennzeichnet alle Positionen, an denen Brandmale auftreten
ko¨nnen. Bei Segmenten, die außerhalb dieses Bereichs liegen, handelt es sich nicht
um Brandmale. Dadurch ko¨nnen Erkennungen im oberen Bereich der Isolatorkappen
herausgefiltert werden. Die U¨berpru¨fung der Gro¨ße erfolgt mit Hilfe der Faktoren
CW,min, CW,max, CH,min und CH,max. Diese geben untere und obere Grenzen fu¨r die
Breite und Ho¨he der Segmente an. Fu¨r ein gu¨ltiges Brandmal i muss
(Wi ≥ CW,min · TBreite) ∧ (Wi ≤ CW,max · TBreite)∧
(Hi ≥ CH,min · THo¨he) ∧ (Hi ≤ CH,max · THo¨he)
gelten. Nur wenn diese Bedingungen erfu¨llt sind, handelt es sich bei einem Segment i
um ein Brandmal.
Bei der globalen Suche hingegen sind Gro¨ße und Position der Isolatoren nicht
bekannt. Deshalb wird die Entscheidung u¨ber die Gu¨ltigkeit der Brandmalen ver-
schoben. Sie erfolgt am Ende beim Verknu¨pfen der Ergebnisse. Dort betrachtet man
die vollsta¨ndigen Ergebnismengen yI (der Isolatorerkennung) und yB (der Brand-
malerkennung). Alle mo¨glichen Tupel
(Ii, Bj) | Ii ∈ yI = {I1, I2, . . . , In}, Bj ∈ yB = {B1, B2, . . . , Bm}
werden auf ihre Gu¨ltigkeit u¨berpru¨ft. Zuerst wird gepru¨ft, ob sich das Brandmal Bj
im Bereich des Isolators Ii befindet. Dazu betrachtet man die Koordinaten von Isola-
tor und Brandmal. Trifft dies zu, so wird vorgegangen wie bei der lokalen Suche. Die
Brandmale werden mittels der bina¨ren Maske und der Minimal- und Maximalwerte
CW,min, CW,max, CH,min und CH,max gefiltert.
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4.3.2. Mo¨glichkeiten zur Brandmalsegmentierung
Die Segmentierung der Brandmale erfolgt durch ein Intervall [0;Tu]. Dessen oberer
Schwellwert Tu ist variabel. Zum Bestimmen dieses Schwellwertes gibt es verschie-
dene Vorgehensweisen. Sie unterscheiden sich bei lokaler und globaler Suche.
Lokale Suche
Bei der lokalen Suche wird nur ein Bildausschnitt nach Brandmalen untersucht. Fu¨r
die Berechnung des Schwellwerts Tu reicht es daher aus, diesen Bereich genauer zu
analysieren. Es sollen jedoch nur Pixel beru¨cksichtigt werden, die auch zur Isolator-
kappe geho¨ren. Um dies zu erreichen wird erneut die bina¨re Maske des Templates
verwendet. Fu¨r die Berechnung beru¨cksichtigt man nur diejenigen Pixel, die von
dieser abgedeckt werden.
Fu¨r die konkrete Berechnung wird eines der folgenden drei Verfahren verwendet.
Vorhandenes Verfahren Dieses Verfahren entspricht demjenigen, das in [25] vor-
gestellt wurde (siehe Kapitel 3.2.2). Der Schwellwert Tu wird mittels der durch-
schnittlichen Intensita¨t der Isolatorkappe clravg sowie deren minimalem (clrmin) und
maximalem (clrmax) Intensita¨tswert bestimmt. Um diese Werte zu ermitteln, wird
das Histogramm H der Isolatorkappe berechnet. Davon ausgehend la¨sst sich clravg






clrmin bzw. clrmax entsprechen den kleinsten bzw. gro¨ßten Farbwerten fu¨r die
H(clrmin) 6= 0 bzw. H(clrmax) 6= 0
gilt. Wie oben beschrieben, berechnet sich der Schwellwert Tu als
Tu = clravg − (clrmax − clrmin) · 0,25.
Mittelwert-Verfahren Bei diesem Verfahren wird die Segmentierung basierend auf
der durchschnittlichen Intensita¨t clravg der Isolatorkappe berechnet. Wie schon beim
vorhandenen Verfahren, wird diese mit Hilfe des Histogramms ermittelt. Der oberen
Schwellwertes Tu berechnet sich dann mittels einer simplen Multiplikation mit dem
Faktor f :
Tu = f · clravg.
Fu¨r den Wertebereich von f gilt f ∈ R, 0 ≤ f ≤ 1.
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Verfahren von Otsu Die Bestimmung des oberen Schwellwertes Tu kann auch
mittels Otsus Verfahren erfolgen. Dafu¨r wird ebenfalls das Histogramm H erstellt.
Mit Hilfe dessen kann die Berechnung durchgefu¨hrt werden (siehe Kapitel 4.2.2).
Dabei existieren drei verschiedene Mo¨glichkeiten.
Es kann das gesamte Histogramm H(i), i ∈ [0; 255] betrachtet werden. Dies ko¨nnte
jedoch dazu fu¨hren, dass der resultierende Schwellwert zu hoch ist. Somit wu¨rde man
zu viele Pixel segmentieren und es wa¨re es nicht mo¨glich die Brandmale zuverla¨ssig
zu erkennen.
Um dies zu umgehen kann der betrachtete Bereich des Histogramms nach oben hin
beschra¨nkt werden. Es soll also nur ein Bereich H(i), i ∈ [0; imax] des Histogramms
betrachtet werden. So wird eine Grobauswahl fu¨r die mo¨glichen Schwellwerte ge-
troffen. Außerdem reduziert sich der beno¨tigte Rechenaufwand. Um eine sinnvolle
Segmentierung zu erhalten muss der Schwellwert Tu geringer sein als clravg. Deshalb
wird empfohlen imax = 0,75 · clravg zu wa¨hlen.
Sollte der ermittelte Schwellwert Tu immer noch zu hoch sein, kann dieser mit ei-
nem zusa¨tzlichen Faktor f multipliziert werden. Somit werden alle Pixel im Intervall
[0; f · Tu] segmentiert.
Globale Suche
Bei der globalen Suche wird das gesamte Bild nach Brandmalen untersucht. Da-
bei existieren keine Informationen u¨ber evtl. auf dem Bild vorhandene Isolatoren.
Zum Bestimmen von Tu werden deshalb die Schwellwerte der Isolatorsegmentierung
CI = [TI,l;TI,u] als Referenz gewa¨hlt. Folglich kann die globale Suche nicht in Ver-
bindung mit dem adaptiven Segmentierungsverfahren verwendet werden, weil dieses
ohne konstante Schwellwerte arbeitet. Stattdessen muss zwingend das heuristische
Verfahren oder Otsus Verfahren fu¨r die Isolatorsegmentierung genutzt werden.
Anpassung des vorhandenen Verfahren Hierbei wird versucht, das vorhandene
Verfahren der lokalen Suche auf die globale Suche zu u¨bertragen. Aus diesem Grund
mu¨ssen Werte fu¨r clravg, clrmin und clrmax abgescha¨tzt werden. Um dies zu errei-
chen wird erneut das Histogramm H des Bildes berechnet. Zusa¨tzlich wird dessen
Maximum (m,H(m)) ermittelt.
Ausgehend von diesen kann die obere und untere Farbgrenze des Isolators ab-
gescha¨tzt werden. Deren Werte sollen im Intervall CI liegen. Deshalb muss
TI,l ≤ clrmin ≤ TI,u bzw.
TI,l ≤ clrmax ≤ TI,u
gelten. Gesucht wird jeweils die niedrigste bzw. ho¨chste Intensita¨t, dessen Ha¨ufigkeit
mindestens 2 % von H(m) betra¨gt. Es muss also
(H(clrmin) ≥ 0,02 ·H(m)) ∧ (H(clrmin − 1) < 0,02 ·H(m)) bzw.
(H(clrmax) ≥ 0,02 ·H(m)) ∧ (H(clrmax + 1) < 0,02 ·H(m))
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gelten. Sollte sich im gegebenen Intervall kein passender Wert finden lassen, so wer-
den die Intervallgrenzen gewa¨hlt.





Unter Nutzung dieser abgescha¨tzten Werte wird der obere Schwellwert Tu berechnet.
Dies geschieht mit Hilfe der bekannten Formel
Tu = clravg − (clrmax − clrmin) · 0,25.
Verfahren von Otsu Auch bei der globalen Suche kann Otsus Verfahren zur Brand-
malsegmentierung eingesetzt werden. Jedoch muss dafu¨r ebenfalls die durchschnitt-
liche Intensita¨t des Isolators gescha¨tzt werden. Dies geschieht wie bereits zuvor be-
schriebenen.
Ausgehend von der ermittelten Intensita¨t clravg wird der Schwellwert Tu berech-
net. Aufgrund der geringen Gro¨ße der Brandmale kann nicht der gesamte Bereich
des Histogramms betrachtet werden. Der resultierende Schwellwert wa¨re sonst zu
hoch (was zu einer Segmentierung zu vieler Pixel fu¨hren wu¨rde). Deshalb wird der
Bereich H(i), i ∈ [0, clravg] betrachtet. Eine weitere Einschra¨nkung nach unten hin,
wie bei der lokalen Suche, wird nicht vorgenommen. Der Grund ist, dass clravg nur
ein Na¨herung fu¨r die durchschnittliche Intensita¨t darstellt. Es ist nicht bekannt, ob
der reale Wert daru¨ber oder darunter liegt. Um zu verhindern, dass der optimale
Schwellwert evtl. nicht betrachtet wird, untersucht man einen gro¨ßeren Bereich.
Sollte der ermittelte Schwellwert Tu zu groß sein, kann dieser ebenfalls mit einem
Faktor f multipliziert werden. Somit kann man Tu zusa¨tzlich nach unten korrigieren.
4.4. Hypothesen
Basierend auf dem vorgestellten Konzept wurden die folgenden fu¨nf Hypothesen
formuliert:
H1 Der Template-Matching-Algorithmus ist fu¨r die Erkennung von Isolatorkappen
geeignet. Das heißt, er erkennt die Isolatoren mit ausreichender Genauigkeit.
H2 Bei dem adaptiven Segmentierungsverfahren ist das Ergebnis nicht an einen
festen Schwellwert gebunden, sondern ha¨ngt von der Umgebung jedes Pixels
ab. Somit arbeitet es genauer als die anderen Verfahren.
H3 Durch den vorgestellten Algorithmus ist die Erkennung von Brandmalen mo¨g-
lich.
H4 Bei der lokalen Suche ist eine genauere Berechnung der Schwellwerte zur Seg-
mentierung der Brandmale mo¨glich. Deshalb arbeitet die lokale Brandmaler-
kennung genauer als das globale Verfahren.
39
4. Konzept
H5 Durch das Ausfu¨hren einer morphologischen O¨ffnung wird vorhandenes Bild-
rauschen entfernt. Mit dem Wegfall dieser Segmente sinkt die Anzahl falsch
erkannter Brandmale.





Die Suche nach bescha¨digten Isolatoren eine mobile Aufgabe ist. Deshalb steht da-
bei keine dauerhafte Stromversorgung zur Verfu¨gung. Der Einsatz von Allzweck-
Prozessoren ist somit nicht bevorzugt, da diese einen vergleichsweise hohen Energie-
bedarf haben. Stattdessen soll die Implementierung auf einem eingebetteten System
erfolgen. Dieses ermo¨glicht, bei gleichem Energieverbrauch, einen la¨nger dauernden
Einsatz.
Fu¨r die Implementierung der Brandmalerkennung wurde das
”
ZedBoard“ von Di-
gilent verwendet. Es basiert auf dem Zynq
”
Z-7020“-FPGA der Firma Xilinx (vgl.
[2], S. 9). Dieser verfu¨gt u¨ber 53.200 Umsetzungstabellen (engl. lookup table, LUT)
mit je 6 Einga¨ngen, 106.400 Speicherelemente (D-Flip-Flops) sowie einen konfigu-
rierbaren Block-RAM (vgl. [27], S. 3). Letzterer besteht aus 140 einzelnen 36 Kb-
Blo¨cken. Somit ko¨nnen bis zu 4,9 Mb gespeichert werden. Bei dem FPGA handelt
es sich um einen SoC-Chip, weshalb er u¨ber einen integrierten ARM Cortex-A9-
Prozessor verfu¨gt. Dieser besteht aus zwei Kernen, die mit je 667 MHz getaktet
sind (vgl. [27], S. 2). Zudem steht zusa¨tzlich ein 512 MB großer DDR3-RAM zur
Verfu¨gung (vgl. [2], S. 9).
Beide Komponenten des Systems (die programmierbare Hardware und der ARM-
Prozessor) ko¨nnen mittels eines direkten Speicherzugriffs (engl. direct memory ac-
cess, DMA) miteinander verbunden werden. Dieser ermo¨glicht es, Speicherinhalte
des Arbeitsspeicher direkt an den FPGA zu senden. Somit mu¨ssen diese nicht erst
im Prozessor zwischengespeichert werden. Analog ist dies auch in entgegengesetz-
ter Richtung, also vom FPGA in den Arbeitsspeicher, mo¨glich. Dadurch kann auf




Die einzelnen Teilaufgaben des Systems werden durch separate Komponenten reali-
siert. Diese u¨bernehmen jeweils eine der folgenden Aufgaben:
• Segmentierungen der Bilder,
• Ausfu¨hrung des CCL,
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• Berechnung des Template-Matching oder
• Durchfu¨hrung der Brandmalerkennung.
Durch diese Aufteilung wird es mo¨glich, die einzelnen Komponenten in beliebiger
Reihenfolge anzuordnen. Somit kann sowohl die lokale als auch die globale Brandma-
lerkennung implementiert werden. Außerdem ko¨nnen mehrfach vorkommende Kom-
ponenten, wie z. B. das CCL, einfach wiederverwendet werden.
Fu¨r die Realisierung der Funktionen wird die freie Bildverarbeitungsbibliothek
”
OpenCV“ eingesetzt. Eine Implementierung dieser wird von Xilinx bereitgestellt
und kann einfach auf dem Entwicklungs-Board eingesetzt werden. Dabei werden
u. a. fertige Funktionen zum Einlesen, Speichern und Skalieren von Bilddaten zur
Verfu¨gung gestellt. Zudem existieren Mo¨glichkeiten zur Berechnung von Histogram-
men sowie zum Anwenden von Schwellwerten. Es werden auch entsprechende Da-
tentypen zur Verfu¨gung gestellt. Somit mussten ausschließlich fu¨r die Darstellung
von Templates und Ergebnissen eigene Datentypen implementiert werden.
5.2.2. Software-Komponenten
Durch den Einsatz von OpenCV wird die Verarbeitung der Bilder deutlich erleich-
tert. Trotzdem werden nicht alle beno¨tigten Funktionen unterstu¨tzt. So existiert z. B.
keine Mo¨glichkeit zur Segmentierung eines Intervalls [Tl;Tu]. Auch mussten Funk-
tionen fu¨r das adaptive Segmentierungsverfahren und das CCL selbst implementiert
werden. Auf diese speziellen Punkte wird im Folgenden genauer eingegangen.
Segmentierung eines Intensita¨tsbereiches
Die Ausfu¨hrung einer einfachen Segmentierung erfolgt durch die Funktion cvThresh-
old. Durch das angewendete Verfahren
”
Threshold Binary“ erha¨lt man ein Binari-
sierung des Ausgangsbildes B0(x, y). Dabei kann jedoch nur ein Schwellwert T auf
das Bild angewendet werden. Fu¨r das resultierende Bild B1(x, y) gilt
B1(x, y) =
{
255 : B0(x, y) > T
0 : sonst
(vgl. [18]).
Um trotzdem einen Bereich [Tl;Tu] segmentieren zu ko¨nnen, wird mehrstufig vor-
gegangen. Zuerst werden beide Schwellwerte Tl − 1 und Tu getrennt angewendet.
Somit ergeben sich zwei Bilder B1 und B2. Die jeweils segmentierten Spektren sind
in Abb. 5.1(b) bzw. Abb. 5.1(c) dargestellt. B1 entha¨lt alle Pixel, deren Intensita¨ten
gro¨ßer oder gleich dem unteren Schwellwert Tl sind. Dies schließt alle zu segmen-
tierenden Pixel ein. B2 hingegen entha¨lt alle Pixel aus B1, die nicht segmentiert
werden sollen. Durch das Bilden der Differenz BS = B1 − B2 wird die gewu¨nschte










(b) Segmentierung B1 mit dem









(d) Finale Segmentierung BS
durch die Subtraktion B1−B2.
Abbildung 5.1.: Darstellung der Segmentierung eines Intervalls [Tl;Tu] anhand des
Spektrums eines Bildes.
Adaptives Segmentierungsverfahren
Bei der adaptiven Segmentierung der Isolatoren muss zuerst die durchschnittliche
Intensita¨t jedes Pixels berechnet werden. Dafu¨r wird eine diskrete Faltung des Bildes
B0(x, y) mit einer quadratischen Faltungsmatrix k ∈ Rd×d durchgefu¨hrt. Fu¨r den






B0(x+ i−m, y + j −m) · k(i, j) (vgl. [19]).
Die Variable m bezeichnet den Mittelpunkt des Matrix in x- und y-Richtung. Da d





Bei der Faltung wird jedes Element k(i, j) der Faltungsmatrix mit dem darunterlie-
genden Pixel B0(x, y) des Ausgangsbildes multipliziert und die Summe der Ergeb-
nisse gebildet. Durch den Einsatz einer entsprechenden Matrix kann die beno¨tigte
Durchschnittsberechnung realisiert werden. Diese Matrix hat die Dimension d × d,
wobei gilt
d = 2 · rK + 1.
rK gibt dabei den gewu¨nschten Abstand der 16 Umgebungspixel vom aktuellen
Pixel an. Die Positionen aller betrachteten Pixel sind in der Matrix mit Einsen
belegt. Sa¨mtliche anderen Positionen werden mit Nullen aufgefu¨llt. Zur Bildung des





multipliziert. Entsprechende Faltungsmatrizen k4 und k9 fu¨r die Fa¨lle
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· · · · · · · · · 1 · · · · · · · · ·
· · · · · 1 · · · · · · · 1 · · · · ·
· · · · · · · · · · · · · · · · · · ·
· · · 1 · · · · · · · · · · · 1 · · ·
· · · · · · · · · · · · · · · · · · ·
· 1 · · · · · · · · · · · · · · · 1 ·
· · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · ·
1 · · · · · · · · · · · · · · · · · 1
· · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · ·
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· · · · · · · · · · · · · · · · · · ·
· · · 1 · · · · · · · · · · · 1 · · ·
· · · · · · · · · · · · · · · · · · ·
· · · · · 1 · · · · · · · 1 · · · · ·
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
.
Alle mit Nullen belegten Positionen sind (aus Gru¨nden der U¨bersichtlichkeit) mit ei-
nem Punkt gekennzeichnet. Zur Ausfu¨hrung der Faltung wird die OpenCV-Funktion
cvFilter2D verwendet. Die Faltungsmatrix selbst wird durch den Matrix-Datentyp
cvMat dargestellt.
Zur weiteren Berechnung wird mittels cvSub die Differenz B2 = B1 − B0 der
durchschnittlichen Intensita¨ten B1 und des Ausgangsbildes B0 gebildet. Ist die In-
tensita¨t eines Pixel geringer als dessen durchschnittliche Umgebungsintensita¨t, so ist
der entsprechende Wert in B2 gro¨ßer Null. Mithilfe der Anwendung eines einfachen
Schwellwerts T auf das Bild B2 kann die gewu¨nschte Segmentierung erreicht werden.
T gibt dabei an, wie groß die Differenz von B1 und B0 mindestens sein muss.
Connected-Component-Labeling
Beim CCL wird ein Bina¨rbild nach zusammenha¨ngenden weißen Pixelbereichen un-
tersucht. Diese werden zu sogenannten Segmenten zusammengefasst und mit je einer
einheitlichen Beschriftung / einem einheitlichen Label versehen. Diese Kennzeich-
nung erfolgt durch Zahlen. Allen Pixeln eines Segments wird das selbe Label zuge-
wiesen. Einzelne weiße Pixel, die nur von schwarzen Pixeln umgeben sind, resultieren
in separaten Segmenten. Diese bestehen nur aus einem Pixel.
Das CCL kommt an zwei verschiedenen Stellen zum Einsatz. Einmal fu¨r das Zu-
sammenfassen der Ergebnisse des Template-Matching und weiterhin fu¨r das Suche
der mo¨glichen Brandmale. Es wird durch die Funktion sw execute ccl realisiert.
Das zu verarbeitende Bina¨rbild wird als OpenCV-Bild vom Typ IplImage u¨berge-
ben. Fu¨r das Ergebnis wird der Datentyp ccl result t verwendet. Dieser entha¨lt
Position, Ausdehnungen und Pixelanzahl jedes gefundenen Segments.
Die Berechnung des CCL kann mittels verschiedener Vorgehensweisen erfolgen. So
ist eine iterative Berechnung mo¨glich. Dabei werden die Berechnungsschritte solan-
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ge wiederholt, bis es zu keiner weiteren Vera¨nderung am Ergebnis kommt (vgl. [8]).
Abgesehen davon ist es mo¨glich die Berechnung in nur ein oder zwei Durchla¨ufen
durchzufu¨hren. In jedem der Durchla¨ufe wird das Bild pixelweise von links nach
rechts und von oben nach unten betrachtet. Im ersten Durchlauf wird jedes Pixel
p einem Segment zugeordnet. Diese Zuordnung erfolgt, indem die Beschriftungen
der umliegenden Pixel N1 – N8 untersucht werden. Jedoch ko¨nnen nur die zuru¨ck
liegenden Pixel N1 – N4 betrachtet werden, da lediglich diese schon verarbeitet wur-
den (siehe Abb. 5.2). Bei einer ungu¨nstigen Anordnung der weißen Pixel kann es
vorkommen, dass im spa¨teren Verlauf verschiedene Segmente zusammengefasst wer-
den mu¨ssen. Der zweite Durchlauf wird verwendet, um diese Vereinigungen durch-
zufu¨hren und evtl. falsch zugeordnete Label zu korrigieren (vgl. [3], S. 282). Sollten
nur die Eigenschaften jedes Segments (wie z. B. Gro¨ße und Ausdehnung) interessant
sein (und nicht die genaue Zuordnung der Pixel zu den Segmenten), kann die Be-
rechnung auch in einem Durchlauf erfolgen. Die betrachteten Eigenschaften werden
dann direkt wa¨hrend der Ausfu¨hrung berechnet bzw. aktualisiert (vgl. [3], S. 283).
Somit entfa¨llt die Notwendigkeit, evtl. auftretende Vereinigungen in einem zweiten






(denen ein Label zugewiesen wurde)
bisher nicht betrachtete Pixel
(denen noch kein Label zugewiesen wurde)
Abbildung 5.2.: Zur Bestimmung der Bezeichnung des Pixels p verwendete Umgeb-
ungspixel.
Fu¨r das Zusammenfassen der Template-Matching-Ergebnisse sowie fu¨r die Berech-
nung der Brandmalerkennung werden nur Informationen zu Position, Gro¨ße und Pi-
xelanzahl jedes einzelnen Segments beno¨tigt. Deshalb ist es mo¨glich, dass das CCL
in nur einem Durchlauf berechnet wird. Die verwendete Implementierung entstand
in Anlehnung an das in [3] vorgestellte Verfahren.
Sie untersucht ein Bina¨rbild B(x, y) nach bis zu Lmax Segmenten. Von jedem
Segment wird dessen
• minimaler x-Wert xmin,
• maximaler x-Wert xmax,
• minimaler y-Wert ymin,
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• maximaler y-Wert ymax sowie
• dessen Pixelanzahl size
bestimmt. Zur Speicherung diese Werte werden Arrays mit je Lmax Eintra¨gen ver-
wendet. Zusa¨tzlich wird das Array m[Lmax] verwendet, um zu Speichern welche
Segmente schon miteinander vereinigt worden sind. Fu¨r dessen Werte gilt:
m[i] =
{
0 : Segment i wurde nicht vereinigt
j 6= 0 : Segment i wurde mit dem Segment j vereinigt.
Außerdem wird ein zweites Bild L(x, y) erstellt, in dem das Label jedes Pixels ge-
speichert wird. Ferner werden die Variablen Lcurr und NS verwendet. In denen wird
das zuletzt vergebene Label bzw. die Gesamtzahl der bisher gefundenen Segmente
gespeichert. Die Unterscheidung von Lcurr und NS ist no¨tig, weil letzteres durch das
Zusammenfu¨gen mehrerer Segmente sinkt. Zu jedem Zeitpunkt gilt
NS ≤ Lcurr.
Die Berechnung des CCL erfolgt durch die Funktion ccl(B) (siehe Algorithmus
5.1). Darin werden zuerst sa¨mtliche Variablen initialisiert (Algorithmus A.1). Da-
nach betrachtet man schrittweise alle Pixel des Bildes. Sollte ein Pixel weiß sein,
so muss es einem Segment zugeordnet werden. Dies geschieht durch den Aufruf der
Prozedur label(x, y).
Diese untersucht, ob in der Umgebung des Pixels bereits Segmente existieren.
Dazu werden die Label L1–L4 der bereits verarbeiteten Nachbarpixel N1–N4 be-
trachtet. Es kann jedoch vorkommen, dass ein Segment bereits mit einem anderen
vereinigt wurde. Deshalb muss genau untersucht werden, zu welchem Segment ein
Pixel zugeordnet ist. Mit Hilfe des Arrays m ko¨nnen die durchgefu¨hrten Vereini-
gungen zuru¨ckverfolgt werden. Dies geschieht durch die Funktion seg(Li) (siehe
Algorithmus A.2). Diese gibt das Label desjenigen Segments zuru¨ck, zu dem das
Label Li geho¨rt. Sollte Li noch nicht vereinigt worden sein, so handelt es sich um
ein eigensta¨ndiges Segment. In diesem Fall wird Li zuru¨ckgegeben.
Unter den ermittelten Segmente wird dasjenige mit dem minimalen Label Lmin
ungleich Null ausgewa¨hlt. Dies geschieht mit Hilfe der Funktion minlabel(L1, L2,
L3, L4) (Algorithmus A.3). Sollte sich in der Umgebung noch kein Segment befinden,
so gibt diese ein nicht-existierendes Label zuru¨ck und es wird mittels der Prozedur
newlabel(x, y) (siehe Algorithmus A.4) ein neues Segment erstellt. Handelt es sich
bei Lmin jedoch um ein existierendes Segment, so wird das aktuelle Pixel diesem
hinzugefu¨gt. Dafu¨r wird die Prozedur expand(x, y, Lmin) aufgerufen. Diese weist
dem Pixel das Label Lmin zu und aktualisiert die Eigenschaften xmin, xmax, ymin,
ymax und size des entsprechenden Segments (Algorithmus A.5).
Durch die Betrachtung der zuru¨ckliegenden Pixel kommt es vor, dass Segmente
miteinander vereinigt werden mu¨ssen. Dies wird no¨tig, wenn in der Umgebung eines
Pixels verschiedene Segmente existieren. In jedem Durchlauf wird nur das Segment
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Algorithmus 5.1 Ablauf des CCL
Require: B(x, y) ∈ {0, 1}W×H
1: procedure ccl(B)
2: init(W , H)
3: for each y ∈ [1, H] do
4: for each x ∈ [1,W ] do




9: procedure label(x, y)
10: L1 ← seg(L1), L2 ← seg(L2), L3 ← seg(L3), L4 ← seg(L4),
11: Lmin ← minlabel(L1, L2, L3, L4)
12: if Lmin ≤ Lcurr then . Pru¨fen, ob Lmin existiert
13: expand(x, y, Lmin)
14: for each i ∈ {1, 2, 3, 4} do






mit dem minimalem Label erweitert. Alle anderen Segmente mu¨ssen mit diesem
vereinigt werden. Dies erfolgt durch den Aufruf merge(Li, Lmin). Dabei bezeichnet
Li das hinzuzufu¨gende Segment und Lmin das Zielsegment.
Der Pseudocode zum Vereinigen zweier Segmente ist in Algorithmus A.6 beschrie-
ben. Zuerst wird u¨berpru¨ft, ob das Segment Li bereits vereinigt wurde. Falls ja, kann
dies nicht erneut geschehen und der Aufruf wird beendet. Sollte dies nicht der Fall
sein, so wird die Vereinigung durchgefu¨hrt. Dafu¨r wird in m[Li] vermerkt, mit wel-
chem anderen Segment Li verbunden wurde. Außerdem werden die Eigenschaften
des Zielsegments Lmin aktualisiert. Dessen neue Gro¨ße size[Lmin] entspricht der
Summe der beiden urspru¨nglichen Gro¨ßen size[Lmin] und size[Li]. Die Ausdehnun-
gen xmin, xmax, ymin und ymax beider Segmente werden verglichen und aktualisiert.
Zuletzt wird die Gesamtanzahl NS gefundener Segmente um eins reduziert.
Nachdem die Ausfu¨hrung von ccl(B) abgeschlossen ist, ko¨nnen die gefundenen
Segmente ausgegeben werden. Als gefunden gelten alle Label Li, die nicht vereinigt
wurden und kleiner sind als Lcurr + 1. Diese Bedingung ist bei genau NS vielen
Segmenten erfu¨llt. Fu¨r die Ergebnismenge Lres gilt also




In der Implementierung wird ein Segment durch die Struktur ccl element t darge-
stellt. In dieser sind die Positionen pos x und pos y, die Ausdehnungen width und










width = xmax[Li]− xmin[Li],
height = ymax[Li]− ymin[Li],
size = size[Li].
Das gesamte Ergebnis eines CCL wird in einem Array des Typs ccl result t ge-
speichert. Die Gro¨ße des Arrays entspricht der Anzahl der Segmente NS. Ein Zeiger
auf dieses Array sowie die Anzahl gefundener Segmente werden im Ru¨ckgabetyp
ccl result t gespeichert.
5.3. Hardware-Implementierung
5.3.1. Integration in bestehende Software-Architektur
Zur Beschleunigung der Berechnung kann ein Teil dieser in Hardware erfolgen. Dafu¨r
wird der FPGA des ZedBoards verwendet. Ausgelagert werden soll die grundlegen-
de Berechnung des Template-Matching. Diese erfordert es, dass fu¨r jede einzelne
Bildposition
2 · (TBreite · THo¨he)
bina¨re Vergleiche durchgefu¨hrt werden. Sie dienen zur U¨berpru¨fung, ob bei einem
Pixel Vorder- oder Hintergrund von Bild und Template u¨berstimmen. Außerdem
werden zum Zusammenfassen der Vergleiche insgesamt
2 · (TBreite · THo¨he − 1)
Additionen beno¨tigt. Bei einer Templategro¨ße von 40×32 Pixeln sind dies 2.560 bzw.
2.558 einzelne Schritte. Zwischen den einzelnen Vergleichen existieren jedoch keine
Datenabha¨ngigkeiten. Deshalb ko¨nnen alle Vergleiche parallel ausgefu¨hrt werden.
A¨hnliches gilt fu¨r die darauffolgenden Additionen. Diese ko¨nnen ebenfalls paralleli-
siert werden. Daher sind sie besonders fu¨r eine Hardware-Implementierung geeignet.
In der Software-Implementierung erfolgt das Template-Matching durch die Funk-
tion execute matching. Die wiederum ruft die Unterfunktion sw execute rare
matching auf, welche die U¨bereinstimmung jeder Bildposition mit dem Template
berechnet. Dies entspricht genau der Aufgabe, die durch die Hardware u¨bernom-
men werden soll. Deshalb wird die Hardware-Implementierung softwareseitig durch
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die Funktion hw execute rare matching angesprochen. Diese besitzt die selbe Si-
gnatur wie sw execute rare matching. Somit wird ein einfacher Austausch von
Hardware- und Software-Implementierung ermo¨glicht. Das erleichtert die Validie-
rung der Hardware-Implementierung.
Diese Funktion organisiert die Initialisierung und Auswertung der DMAs. Zuerst
werden die u¨bergebenen Templates umgewandelt und die Hardware mit diesen kon-
figuriert. Danach kann das Bild verarbeitet werden. Ist dies abgeschlossen, so wird
das empfangene Ergebnis in ein OpenCV-Bild vom Typ IplImage umgewandelt.
Dieses wird zuru¨ckgegeben.
5.3.2. Hardware-Design
Die HW-Implementierung erfolgt als IP-Core. Dieser besteht aus verschiedenen
Komponenten. Dabei handelt es sich um die AXI-Schnittstellen, den Bild-FIFO,
die Matching-Logik und den Moore-Automaten zur Ansteuerung der Komponen-
ten. Fu¨r die Implementierung wurde die Gro¨ße des Templates TBreite × THo¨he auf
40 × 32 Pixel festgelegt. Die Hardware-Design ist jedoch auch so gestaltet, dass
andere Templategro¨ßen implementiert werden ko¨nnen.
AXI-Schnittstellen
Der IP-Core verfu¨gt u¨ber drei AXI4-Schnittstellen. Diese stellen zugleich dessen ex-
terne Ports dar. Sie werden zum Austausch von Daten mit der Software verwendet.
Zum Einsatz kommt u. a. eine AXI-Lite-Schnittstelle. Diese ermo¨glicht es vier Re-
gister direkt aus der Software anzusprechen und deren Werte zu manipulieren. U¨ber
die Register wird die aktuell verwendete Bildgro¨ße konfiguriert, indem Breite und
Ho¨he des Bildes in je einem der Register gespeichert werden.
Zusa¨tzlich wird eine ein- und ausgehende AXI-Stream-Schnittstelle verwendet.
U¨ber diese werden die Daten der DMAs u¨bertragen. Sie dienen also zur U¨bermittlung
von Bild- und Ergebnisdaten. Außerdem nutzt man sie zur Konfiguration der Tem-
plates. Die Implementierung der Stream-Schnittstellen erfolgt im Moore-Automat.
Die Datenbreite all dieser Schnittstellen betra¨gt jeweils 32 Bit. Das heißt, in jedem
Taktzyklus ko¨nnen genau 32 Bit pro AXI-Stream-Schnittstelle u¨bertragen werden.
Außerdem besteht jedes der AXI-Lite-Register aus 32 Bit.
Bild-FIFO
Der Bild-FIFO dient dazu, den zur Berechnung beno¨tigten Bildausschnitt zwischen-
zuspeichern. Dies erfolgt in Form eines FIFOs. Dieser besteht aus mehreren kleineren
FIFOs, den sogenannten PICTURE LINEs. Diese ko¨nnen jeweils eine vollsta¨ndige Zeile
des Bildes speichern. Sie bestehen aus zwei Schieberegistern (siehe Abb. 5.3).
Das erste wird durch ein
”
RAM-based Shift Register“ realisiert. Dabei handelt es
sich um einen von Xilinx bereitgestellten IP-Core. Weil ausschließlich mit Bina¨rbil-
dern gearbeitet wird, wurde dessen Datenbreite auf 1 Bit festgelegt. Der Vorteil
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Abbildung 5.3.: Blockdiagramm der PICTURE LINE-Komponente.
dieses Schieberegisters ist, dass seine Gro¨ße zur Laufzeit vera¨ndert werden kann.
Somit ist die Anpassung an verschiedene Bildgro¨ßen einfach mo¨glich. Dies geschieht
mit Hilfe des Ports A[8:0]. An seinem Ausgang Q[0:0] gibt es jedoch nur das MSB
(also das zuerst eingefu¨gte Bit) aus. Fu¨r die Berechnung des Template-Matching ist
es aber no¨tig, alle Pixel des Templates gleichzeitig zu betrachten.
Deshalb mu¨ssen von jeder Zeile TBreite viele Pixel ausgegeben werden. Dafu¨r wird
eines weiteres Schieberegisters eingesetzt. Dieses wird direkt hinter dem ersten an-
geordnet. An seinem Port stored data[39:0] werden alle in ihm gespeicherten
Bina¨rdaten ausgegeben. Beim Einfu¨gen wird der Wert des Inputs new data in auf
das LSB stored data[0] geschrieben. Alle anderen Bits werden um eine Position
weitergeschoben. Die Gro¨ße [n:0] des Schieberegisters kann zur Synthesezeit frei
konfiguriert werden. Somit wird eine Anpassung der PICTURE LINE an verschieden
große Templates ermo¨glicht.
Das Zusammenschalten mehrerer PICTURE LINE-Komponenten ist einfach mo¨glich
(siehe Abb. 5.4). Dazu wird das MSB data out[39:39] einer Zeile mit dem Ein-
gang data in[0:0] der daru¨berliegenden Zeile verbunden. Die FIFO-Struktur wird
lu¨ckenlos fortgesetzt. Die data out-Ports enthalten dann jeweils Bilddaten der sel-
ben x-Bereiche aus verschiedenen Zeilen. Somit ergibt sich ein rechteckiger Bildaus-
schnitt. Fu¨r die Berechnung des Template-Mathing werden logischerweise THo¨he viele
Bildzeilen beno¨tigt. Die Anordnung der entsprechende Anzahl von PICTURE LINE-
Komponente wird zum PICTURE FIFO zusammengefasst. Die Outputs der einzelnen
data out-Ports werden zudem in einem zweidimensionalem Array pix area[31:0]
[39:0] gespeichert.
In den PICTURE FIFO werden nacheinander sa¨mtliche Bildpixel eingefu¨gt. Mit je-
dem Taktzyklus a¨ndert sich also der aktuelle Bildbereich, der in pix area enthal-
ten ist. Wenn alle Pixel den FIFO durchlaufen haben, waren auch alle mo¨glichen
Bildbereiche einmal in pix area enthalten. Somit kann in jedem Taktzyklus die
U¨bereinstimmung von pix area mit dem Template berechnet werden.
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Abbildung 5.4.: schematischer Aufbau des PICTURE FIFO.
Matching-Logik
Die effektive Berechnung des Template-Matching erfolgt mit Hilfe der gesonderten
Komponente binary matching logic (siehe Abb. 5.5). Diese vergleicht die jeweils
aktuelle pix area mit dem hinterlegten Template.
Abbildung 5.5.: binary matching logic-Komponente.
Zuerst werden die u¨bereinanderliegenden Bild- und Templatepixel betrachtet und
fu¨r jedes der Pixel ein Wert der Vordergrund- und Hintergrund-U¨bereinstimmung
berechnet. Dann werden die U¨bereinstimmungen aller Pixel addiert. Somit erha¨lt
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man die gewu¨nschten Ergebnisse. Diese Berechnung ist jedoch zu aufwendig um in
einem einzigen Taktzyklus durchgefu¨hrt zu werden. Deshalb wird sie auf mehrere
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m = dlog2(TBreite · THo¨he)e
Abbildung 5.6.: Ablauf der mehrstufigen Berechnung der U¨bereinstimmung an der
Position (x, y). Gestrichelte Linien trennen jeweils die einzelnen
Taktzyklen.
Im ersten Taktzyklus wird der Vergleich aller Bildpixel mit den jeweiligen Templa-
tepixeln durchgefu¨hrt. Dieser Schritt wird fu¨r alle Pixel parallel ausgefu¨hrt. Dabei
ergibt sich fu¨r jeden Pixel ein Summand mit Wert 0 oder 1. Im den na¨chsten Schrit-
ten erfolgt die Addition der Summanden, indem jeweils zwei Werte miteinander ad-
diert werden. Somit halbiert sich die Anzahl der Summanden in jedem Taktzyklus.
Zugleich erho¨ht sich mit jeder Addition die Breite der resultierenden Bina¨rzahlen
um 1. Insgesamt beno¨tigt man dlog2(TBreite · THo¨he)e viele Einzelschritte zur Be-
rechnung der U¨bereinstimmung. Dabei werden Vordergrund- und Hintergrundmat-
ching parallel berechnet. Zum Abschluss werden die Ergebnisse auf den Ausga¨ngen
res background bzw. res foreground ausgegeben.
Diese Architektur kann als Pipeline genutzt werden. Dies ist mo¨glich, weil in
jedem Taktzyklus nur immer genau ein Berechnungsschritt aktiv ist. Somit kann
mit jedem Takt eine neue Bildposition betrachten werden. Es ist also nicht no¨tig,
den Bild-FIFO fu¨r die Berechnung anzuhalten.
Um eine einfachere Zuordnung der Ergebnisse zu den Bildpositionen zu ermo¨gli-
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chen, werden die Einga¨nge ind x und ind y verwendet. An diesen ko¨nnen die Koor-
dinaten der aktuellen pix area angegeben werden. Diese werden dann zeitgleich mit
den entsprechenden Ergebnissen an den Ausga¨ngen res ind x und res ind y ausge-
geben. Ob eine Berechnung durchgefu¨hrt werden soll wird durch den Port match en
angegeben. Ebenso gibt res valid an, ob an den Ausga¨ngen gu¨ltige Werte anlie-
gen. Mit Hilfe von match en kann verhindert werden, dass die Berechnung fu¨r nicht
gu¨ltige Bildpositionen (also Positionen am Rand des Bildes) durchgefu¨hrt wird. Die
entsprechenden Ergebnisse werden sofort auf Null gesetzt. Dadurch entfa¨llt die Not-
wendigkeit, diese Positionen im spa¨teren Verlauf herausfiltern zu mu¨ssen.
Die binary matching logic-Komponente ermo¨glicht es außerdem, das aktuelle
Template zu a¨ndern. Dafu¨r werden die Ports tmp line ind, tmp block ind, tmp
data in und rst verwendet. Mit Hilfe von tmp line ind und tmp block in wird
spezifiert, welcher Bereich des Templates vera¨ndert werden soll. Die neuen Templa-
tedaten gibt man mittels tmp data in an. Um diese A¨nderung wirklich durchfu¨hren
zu ko¨nnen, muss rst aktiv sein. Ist dies nicht der Fall, so werden stattdessen die
aktuellen Templatedaten des spezifizierten Bereichs ausgegeben. Dies geschieht auf
dem Ausgang tmp data out.
Prinzipiell ko¨nnen auch mehrere binary matching logic-Komponenten verwen-
det werden. Diese verbindet man mit dem selben Bildbereich pix area. Somit ist es
mo¨glich, verschiedene Templates gleichzeitig zu vergleichen.
Moore-Automat zur Steuerung der Komponenten
Zur Steuerung des gesamten Ablaufs des Template-Matching wird eine weitere Kom-
ponente beno¨tigt. Diese soll die zuvor vorgestellten Komponenten ansteuern und
die Interaktion mit den AXI-Stream-Schnittstellen realisieren. Zum Ansprechen der
verschiedenen Funktionalita¨ten wird ein einfaches Protokoll verwendet. Dieses wird
durch einem Moore-Automat implementiert (siehe Abb. 5.7).
Abbildung 5.7.: Automat zur Steuerung des IP-Core.
Im Zustand
”
Daten empfangen“ wird von der AXI-Stream-Schnittstelle gelesen.
Alle empfangenen Daten werden in einem Puffer zwischengespeichert. Erst wenn
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die U¨bertragung abgeschlossen ist, werden diese Daten ausgewertet. Das erste Da-
tenwort entscheidet daru¨ber, welche Operation durchgefu¨hrt werden soll. Dement-
sprechend wird in den na¨chsten Zustand gewechselt. Dort werden die Daten wieder
schrittweise aus dem Puffer gelesen und die gewu¨nschte Operationen ausgefu¨hrt. Die
jeweiligen Ergebnisse werden u¨ber die AXI-Stream-Schnittstelle zuru¨ck gesendet. Ist
die Operationen abgeschlossen wird in den initialen Zustand
”
Daten empfangen“
zuru¨ckgekehrt. Von dort aus ist das Empfangen und Ausfu¨hren weiterer Anweisun-
gen mo¨glich. Damit dies korrekt funktioniert muss der Datenpuffer leer sein. Sollte
dies nach der vorherigen Ausfu¨hrung nicht gegeben sein, so wird nicht direkt in
den Initialzustand zuru¨ckgekehrt. Stattdessen wird in den Zustand
”
restliche Daten
im Puffer verwerfen“ gewechselt. Dort wird der Puffer geleert und dessen restliche
Daten ignoriert. Erst wenn dies abgeschlossen ist, kehrt man in den Initialzustand
zuru¨ck.
A¨hnlich wird auch vorgegangen wenn das erste Datenwort keiner Operation zuzu-
ordnen ist. Dann werden ebenfalls sa¨mtliche Daten ignoriert. Zusa¨tzlich wird auch
ein leeres Datenpaket u¨ber die AXI-Stream-Schnittstelle gesendet. Somit erreicht
man, dass eine von der Software erwartete U¨bertragung abgeschlossen wird.
5.3.3. Synthetisiertes Design
Das zuvor beschriebene Hardware-Design wurde auf dem ZedBoard implementiert.
Dafu¨r wurde die Vivado-IDE von Xilinx verwendet (Version 2015.4).
Das resultierende Design kann zwei Templates mit einem Bina¨rbild vergleichen.
Die Templategro¨ße betra¨gt jeweils 40 × 32 Pixel. Das zu verarbeitende Bina¨rbild
darf maximal 262.112 Pixel enthalten. Dieser Wert ist durch die Gro¨ße des Puffers
begrenzt. In diesem ko¨nnen bis zu 8.192 Datenworte zwischengespeichert werden.
Zusa¨tzlich darf die maximale Bildbreite 540 Pixel nicht u¨berschreiten, weil nicht
mehr in einer PICTURE LINE gespeichert kann. Dieser Wert wird durch die maximale
Breite der
”
RAM-based Shift Register“ und die Breite der Templates bestimmt.
Die Implementierung fu¨hrte zu den in Tab. 5.1 dargestellten Auslastungen der
verschiedenen FPGA-Ressourcen. Eine genauere Aufschlu¨sselung nach den einzel-
nen Komponenten des Template-Matching ist in Tab. 5.2 gegeben. Wie sich zeigt,
wird ein Großteil der Logiktabellen und Flip-Flops fu¨r die binary matching logic-
Komponenten verwendet. Fu¨r den Bild-FIFO werden dahingegen viele LUTRAM-
Zellen beno¨tigt. Diese dienen zur Umsetzung der
”
RAM-based Shift Register“. Der
Block-RAM wird nur fu¨r den Puffer-FIFO verwendet.
Prinzipiell wa¨re es auch mo¨glich gro¨ßere Bilder zu verarbeiten. Dadurch wu¨rde
sich die Auslastung von LUTRAM und Block-RAM erho¨hen. Ebenso besteht die
Mo¨glichkeit noch mehr Templates zu vergleichen. Dies fu¨hrt wiederum zu einer
ho¨heren Auslastung der Logik-LUTs und Flip-Flops.
1Verschiedene Optimierungsschritte bei der Synthese fu¨hren dazu, dass einzelne Logikzellen Funk-
tionen verschiedener Komponenten realisieren. Deshalb stimmt die Gesamtanzahl der Logik-
LUTs nicht mit der Summe der einzelnen Komponenten u¨berein (20391 6= 20398).
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Ressource verwendet verfu¨gbar Auslastung
LUT (gesamt) 24352 53200 45,77 %
LUTRAM 810 17400 4,66 %
FF 31668 106400 29,76 %
BRAM 86,5 140 61,79 %
Tabelle 5.1.: Auslastung der FPGA-Ressourcen.
Komponente Logik-LUT LUTRAM
gesamtes Design 23542 100,0 % 810 100,0 %
binary template matching 20391 86,6 % 560 69,1 %
• PICTURE FIFO 64 0,3 % 512 63,1 %
• binary matching logic 0 9381 39,8 % 16 2,0 %
• binary matching logic 1 9453 40,1 % 32 4,0 %
• AXI-Lite-Schnittstelle 63 0,3 % 0 0,0 %
• Puffer-FIFO 134 0,6 % 0 0,0 %
• Moore-Automat 1303 5,5 % 0 0,0 %
Komponente FF BRAM
gesamtes Design 31668 100,0 % 86,5 100,0 %
binary template matching 27280 86,1 % 7,5 8,7 %
• PICTURE FIFO 1312 4,1 % 0 0,0 %
• binary matching logic 0 12393 39,2 % 0 0,0 %
• binary matching logic 1 12433 39,3 % 0 0,0 %
• AXI-Lite-Schnittstelle 169 0,5 % 0 0,0 %
• Puffer-FIFO 108 0,3 % 7,5 8,7 %
• Moore-Automat 865 2,7 % 0 0,0 %
Tabelle 5.2.: Auslastung der FPGA-Ressourcen durch einzelnen Komponenten1.
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6.1. Evaluation des Konzepts
Zur U¨berpru¨fung der in Kap. 4.4 aufgestellten Hypothesen wird die zuvor erstellte
SW-Implementierung verwendet. Mit Hilfe dieser werden nacheinander die Isolator-
und Brandmalerkennung evaluiert.
6.1.1. Verwendete Testdaten
Bei den zur Verfu¨gung stehenden Testdaten handelt es sich um 120 einzelne Bil-
der. Diese wurden von der Professur Technische Informatik zur Verfu¨gung gestellt.
Jedes der Bilder besitzt eine Auflo¨sung von 3840 × 2160 Pixeln. Dies entspricht
der 4-fachen Full HD-Auflo¨sung, also 4K. Erstellt wurden diese Fotos mit Hilfe der
Kamera
”
CGO3+“ des chinesischen Herstellers
”
YUNEEC“.
112 der 120 Bilder enthalten jeweils nur einen einzelnen Glaskappenisolator. Auf
den u¨brigen 8 Bildern ist eine kleine Isolatorenkette abgebildet. Diese besteht aus
3 miteinander verbundenen Isolatoren. Weitere Bilder, mit z. B. isolatora¨hnlichen
Gegensta¨nden, sind nicht in den Testdaten enthalten. Sa¨mtliche Isolatoren wurden
vor einem weißen Hintergrund abgelichtet.
Fu¨r die Evaluation wurden v. a. die 112 Testbilder mit einzelnen Isolatoren ver-
wendet. Auf diesen sind verschiedene Arten von Isolatorkappen abgebildet. Sie wer-






Typ 3“ bezeichnet (vgl. Abb. 6.1).
Außerdem wurden die Isolatoren teilweise aus zwei verschiedenen Winkeln fotogra-




Winkel 2“ bezeichnet. Bei ersterem befand
sich der Isolator auf selber Ho¨he wie die Kamera. Bei
”
Winkel 2“ hingegen war die
Kamera ho¨her angeordnet als der Isolator. Wie viele Testbilder zu jedem Isolatortyp
bzw. Winkel existieren ist in Tab. 6.1 aufgefu¨hrt.
Winkel
Typ
Typ 1 Typ 2 Typ 3 Σ
Winkel 1 48 8 8 64
Winkel 2 32 8 8 48
Σ 80 16 16 112
Tabelle 6.1.: Aufteilung der Testbilder nach Isolatortypen und Winkeln.
In den Testbildern enthalten sind Bilder von Isolatoren mit und ohne Brandmale.
Fu¨r die folgenden Schritte wird zwischen vollsta¨ndig sichtbaren und nur teilweise
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(a) Typ 1/Winkel 1. (b) Typ 2/Winkel 1. (c) Typ 3/Winkel 1.
(d) Typ 1/Winkel 2. (e) Typ 2/Winkel 2. (f) Typ 3/Winkel 2.
Abbildung 6.1.: Die verschiedenen Isolatortypen und -winkel des Testsets.
sichtbaren Brandmalen unterschieden. Grund dafu¨r ist, dass die nur teilweise sicht-
baren Brandmale von der angenommenen Form abweichen. Sie sind nicht vollsta¨ndig
kreisfo¨rmig (vgl. Abb. 6.2). Deshalb kann es vorkommen, dass sie nicht so genau er-
kannt werden wie vollsta¨ndig sichtbaren Brandmale. Die vorliegenden 112 Testbilder
mit je einem Isolator enthalten insgesamt 40 vollsta¨ndig sichtbare und 18 teilweise
sichtbare Brandmale.
(a) Isolatorkappe mit einem
teilweise sichtbaren Brand-
mal.
(b) Isolatorkappe mit zwei
vollsta¨ndig sichtbaren Brand-
malen.
Abbildung 6.2.: Beispiele fu¨r teilweise und vollsta¨ndig sichtbare Brandmale.
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6.1.2. Evaluation der Isolatorerkennung
Vorgehen
Zur Evaluation der Isolatorerkennung wurden zwei Templates und dazugeho¨rige
Masken erstellt (vgl. Abb. 6.3). Beide haben eine Gro¨ße von 40 × 32 Pixeln. Diese
Templates sollen zur Erkennung von Isolatorkappen genutzt werden.
(a) Template 1 (b) Maske zu
Template 1
(c) Template 2 (d) Maske zu
Template 2
Abbildung 6.3.: Zur Isolatorerkennung verwendete Templates.
Bei der Evaluation wurden zuerst beide Templates gesondert betrachtet. Dazu
wendet man den Template-Matching-Algorithmus auf alle Testbilder an und za¨hlt
die folgenden drei Werte aus:
• NHIT : Anzahl der korrekt erkannten Isolatoren
• NMISS: Anzahl der nicht erkannten Isolatoren
• NFAIL: Anzahl der falsch erkannten Isolatoren (also Bildbereiche, die keine
Isolatoren enthalten aber trotzdem erkannt wurden)
Diese Werte werden als Tupel (NHIT ;NMISS;NFAIL) dargestellt. Fu¨r alle Isolatorar-
ten wird jeweils ein eigenes Tupel ausgeza¨hlt. Somit kann spa¨ter abgeleitet werden,
fu¨r welche Anwendungsfa¨lle ein Template besonders geeignet ist.
Dieses Verfahren wird fu¨r verschiedene Kombinationen der Schwellwerte SWBG
und SWFG wiederholt. Die ausgeza¨hlten Ergebnisse werden dann ausgewertet. Dafu¨r
berechnet man die Fehlerquoten fM und fF . Die geschieht, indem man die Anzahl









Außerdem wird fu¨r jede Kombination von Schwellwerten ein Fehlermaß F berechnet.
Dies erfolgt mit Hilfe der Formel
F = 2 ·NFAIL +NMISS.
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Die falschen Erkennungen werden dort doppelt so stark gewichtet wie die nicht er-
kannten Isolatoren. Der Grund dafu¨r ist, dass falsche Erkennungen auch zu falsch
erkannten Brandmalen fu¨hren ko¨nnen. Deshalb sollten sie so weit mo¨glich vermie-
den werden. Je niedriger der Wert von F ist, desto geeignet ist die entsprechenden
Konfiguration fu¨r die Erkennung von Isolatorkappen. Mit Hilfe dieses Maßes werden
die optimalen Schwellwerte fu¨r jedes Template bestimmt.
Im zweiten Schritt wird untersucht, ob der gleichzeitige Einsatz beider Templa-
tes zu besseren Ergebnissen fu¨hrt. Fu¨r die Beurteilung dessen kann das Fehlermaß
jedoch nicht verwendet werden. Stattdessen werden nur die Erkennungsraten der
verschiedenen Verfahren miteinander verglichen. Das Problem des Fehlermaßes ist,
dass sich durch die Verwendung zweier Templates die fehlerhaft erkannten Isolato-
ren addieren. Deshalb ist dessen Ergebnis schlechter, obwohl mehr Isolatoren erkannt
wurden.
Ergebnisse
Abbildung 6.4.: Ergebnisse der Isolatorerkennung.
Ergebnisse der Isolatorerkennung sind in Abb. 6.4 dargestellt. Die Anzahl gefun-
dener Isolatoren fu¨r die verschiedenen Schwellwerte der beiden Templates ist in den
Tabellen A.1 und A.2 (im Anhang) erfasst. Dort zeigt sich bereits, dass die Er-
kennungsraten bei Isolatorsegmentierung mittels Otsus Verfahren deutlich geringer
sind als bei den anderen Verfahren. Deshalb wird dieses im Folgenden nicht weiter
betrachtet. Fu¨r die Untersuchung der verbleibenden Verfahren wurden jeweils die
Fehlerquoten und das Fehlermaß bestimmt. Das Ergebnis ist in den Tabellen 6.2
und 6.3 zu sehen.
Aus dieser Tabellen lassen sich die besten Schwellwerte fu¨r jedes Template able-
sen. Mit Hilfe dieser wurde die Isolatorerkennung mit beiden Templates evaluiert.
Dafu¨r verwendete man die optimalen Schwellwerte der jeweiligen Templates und
Segmentierungsverfahren. Das entsprechende Ergebnis ist in Tab. A.3 dargestellt.




SWBG SWFG fM / fF F fM / fF F
92,5 % 87,5 % 37 % / 0 % 41 15 % / 4 % 25
87,5 % 92,5 % 47 % / 1 % 55 26 % / 4 % 37
87,5 % 87,5 % 23 % / 28 % 86 4 % / 37 % 87
87,5 % 82,5 % 17 % / 56 % 145 1 % / 82 % 185
82,5 % 87,5 % 18 % / 47 % 126 3 % / 52 % 119
Tabelle 6.2.: Fehlerquoten und Fehlermaß der verschiedenen Segmentierungsverfah-
ren von Template 1. Die optimalen Schwellwerte sind farbig hinterlegt.
Parameter heuristisch adaptiv
SWBG SWFG fM / fF F fM / fF F
92,5 % 87,5 % 60 % / 0 % 67 36 % / 0 % 40
87,5 % 92,5 % 68 % / 1 % 78 47 % / 0 % 53
87,5 % 87,5 % 37 % / 0 % 41 14 % / 2 % 20
87,5 % 82,5 % 24 % / 3 % 33 8 % / 7 % 25
82,5 % 87,5 % 26 % / 7 % 45 3 % / 14 % 35
Tabelle 6.3.: Fehlerquoten und Fehlermaß der verschiedenen Segmentierungsverfah-
ren von Template 2. Die optimalen Schwellwerte sind farbig hinterlegt.
verwendete Segmentierung
Templates heur. adaptiv
Template 1 63,39 % 84,82 %
Template 2 75,89 % 85,71 %
Template 1 + 2 75,89 % 90,18 %
Tabelle 6.4.: Erkennungsraten der verschiedenen Segmentierungsmo¨glichkeiten.
Wie sich zeigt, liegt die Erkennungsrate des adaptiven Segmentierungsverfahren
deutlich u¨ber der des heuristischen Verfahren. Außerdem zeigt sich, dass durch den
Einsatz von zwei Templates die Genauigkeit des adaptiven Verfahrens gesteigert
werden konnte. Beim heuristischen Verfahren hingegen liegt keine Verbesserung vor.
Es macht dort keinen Unterschied, ob beide Templates oder nur Template 2 verwen-
det wird. Mit den optimalen Parametern war es mo¨glich 75,89 % bzw. 90,18 % der
Isolatoren zu erkennen. Somit konnten die Hypothesen H1 (der Template-Matching-
Algorithmus ist fu¨r die Erkennung von Isolatorkappen geeignet) und H2 (das adapti-




6.1.3. Evaluation der Brandmalerkennung
Vorgehen
Zur Evaluation der Brandmalerkennung wurde zuerst experimentell bestimmt, wel-
che Segmentierungsverfahren am besten geeignet sind. Dafu¨r wurden die verschiede-
nen Verfahren jeweils auf Bilder mit und ohne Brandmale angewendet. Die Ergeb-
nisse der lokalen Segmentierungen sind in den Abbildungen A.1 und A.2 dargestellt,
die Ergebnisse der globalen Verfahren in den Abbildungen A.3 und A.4. Anhand der
resultierenden Segmentierungen wurde festgelegt, welche Verfahren fu¨r die Brand-
malsegmentierung verwendet werden. Diese sind:
• Bei dem lokalen Verfahren:
– das vorhandene Verfahren,
– das Mittelwert-Verfahren mit dem Faktor f = 0,57 und
– Otsus Verfahren mit eingeschra¨nktem Histogramm und Faktor f = 0,92.
• Bei dem globalen Verfahren:
– das angepasste vorhandene Verfahren und
– Otsus Verfahren mit eingeschra¨nktem Histogramm und Faktor f = 0,92.
Diese Verfahren werden bei der Evaluation eingesetzt. Dabei wird die Brandma-
lerkennung nacheinander auf alle Bilder angewendet. Die Werte der Parameter ML
und MA werden jeweils variiert. Die Minimal- und Maximalwerte fu¨r die Ausdeh-
nung der Brandmale wurden hingegen anhand der vorhandenen Testdaten ermittelt.
Sie werden auf die folgenden Werte festgelegt:
CW,min = 3 %,
CW,max = 25 %,
CH,min = 4 % und
CH,max = 25 %.
Fu¨r die Evaluation za¨hlt man, a¨hnlich wie bei der Isolatorerkennung, verschiedene
Werte aus. Diese sind:
• NHIT,k: Anzahl der korrekt erkannten und komplett sichtbaren Brandmale
• NHIT,t: Anzahl der korrekt erkannten und teilweise sichtbaren Brandmale
• NMISS,k: Anzahl der nicht erkannten und komplett sichtbaren Brandmale
• NMISS,t: Anzahl der nicht erkannten und teilweise sichtbaren Brandmale
• NFAIL: Anzahl der falsch erkannten Brandmale
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Sie werden in der Form (NHIT,k;NMISS,k;NFAIL)(NHIT,t;NMISS,t) dargestellt. Bei
der Evaluation werden jedoch nur diejenigen Isolatoren beru¨cksichtigt, die auch
von der Isolatorerkennung gefunden wurden. Basierend auf den Ergebnissen werden
ebenfalls die Fehlerquoten fM und fF sowie das Fehlermaß F jeder Konfiguration








· 100 % sowie
F = 2 ·NFAIL +NMISS,k.
Wie man erkennen kann, werden fu¨r die Berechnung nur komplett sichtbare Brand-
malen beru¨cksichtigt.
Mit Hilfe des Fehlermaßes ko¨nnen die optimalen Parameter der Brandmalerken-
nung ermittelt werden. Diese Konfiguration wird verwendet, um das Ausfu¨hren einer
morphologischen O¨ffnung vor der Brandmalerkennung zu evaluieren. Dabei betrach-
tet man verschiedene Gro¨ßen des strukturierten Elements. Zur Beurteilung, ob eine
Verbesserung vorliegt oder nicht, wird erneut das Fehlermaß berechnet.
Zum Vergleich mit dem existierenden Verfahren wird der Anteil der erkannten
Brandmale ermittelt. Ebenso wird die Anzahl der korrekt identifizierten Isolatorkap-
pen bestimmt. Eine Isolatorkappe gilt als korrekt identifiziert, falls mindestens eines
der vorhandenen Brandmale richtig erkannt wurde bzw. keine falschen Erkennungen
vorliegen. Anhand dieses Ergebnisses wird die beste Konfiguration ausgewa¨hlt.
Ergebnisse
Abbildung 6.5.: Ergebnisse der Brandmalerkennung.
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Ergebnisse der Brandmalerkennung sind in Abb. 6.5 dargestellt. Die Anzahl der
gefundenen Brandmale beim lokalen bzw. globalen Verfahren sind in den Tabellen
A.4 und A.5 erfasst. Ausgehend von diesen Ergebnissen wurden Fehlerquoten und
Fehlermaß jeder Konfiguration ermittelt. Diese Ergebnisse sind in Tab. 6.5 und Tab.
6.6 aufgefu¨hrt.
Parameter vorhanden Mittelwert Otsu
ML MA fM / fF F fM / fF F fM / fF F
1 1 37 % / 263 % 214 8 % / 116 % 91 8 % / 208 % 161
1 42 % / 247 % 204 11 % / 108 % 86 11 % / 184 % 144
0,6 42 % / 189 % 160 11 % / 50 % 42 11 % / 92 % 740,7
0,5 39 % / 126 % 111 21 % / 34 % 34 13 % / 66 % 55
1 47 % / 208 % 176 16 % / 89 % 74 13 % / 161 % 128
0,6 47 % / 161 % 140 16 % / 37 % 34 13 % / 76 % 630,6
0,5 50 % / 113 % 105 26 % / 29 % 32 16 % / 55 % 48
Tabelle 6.5.: Fehlerquoten und Fehlermaß der lokalen Brandmalerkennung. Die op-
timalen Parameter sind farbig hinterlegt.
Parameter vorhanden Otsu
ML MA fM / fF F fM / fF F
1 1 39 % / 142 % 100 55 % / 119 % 91
1 39 % / 132 % 94 55 % / 116 % 89
0,6 42 % / 90 % 69 55 % / 94 % 750,7
0,5 48 % / 68 % 57 55 % / 58 % 53
1 42 % / 119 % 87 55 % / 106 % 83
0,6 45 % / 84 % 66 55 % / 84 % 690,6
0,5 52 % / 65 % 56 55 % / 52 % 49
Tabelle 6.6.: Fehlerquoten und Fehlermaß der globalen Brandmalerkennung. Die op-
timalen Parameter sind farbig hinterlegt.
Dort la¨sst sich erkennen, dass die optimalen Parameter ML = 0,6 und MA = 0,5
sind. Jedoch la¨sst sich in den Ergebnissen auch erkennen, dass die globale Brandma-
lerkennung weniger Brandmale findet als das lokale Verfahren. Es ist also gezeigt,
dass das globale Verfahren weniger genau arbeitet. Dies ist exakt die Aussage von
Hypothese H4. Somit wurde festgestellt, dass diese zutrifft. Deswegen wird im Fol-
genden nur noch das lokale Verfahren betrachtet.
Die gefundene optimale Konfiguration (ML = 0,6; MA = 0,5) wird nun verwen-
det, um den Einsatz der morphologische O¨ffnung zu evaluieren. Dabei werden drei
mo¨gliche Gro¨ßen des strukturierten Elements untersucht. Diese sind immer relativ
zur Breite des Matches MBreite angegeben. Genutzt werden die Breiten 3 %, 1,5 %
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und 1 %. Das Ergebnis dieses Schrittes ist in Tab. A.6 dargestellt. Ausgehend von
diesen Ergebnissen wird erneut das Fehlermaß berechnet (siehe Tab. 6.7).
strukt. vorhanden Mittelwert Otsu
Element fM / fF F fM / fF F fM / fF F
3,0 %·MBreite 34 % / 303 % 243 53 % / 18 % 34 50 % / 21 % 35
1,5 %·MBreite 21 % / 242 % 192 29 % / 18 % 25 26 % / 48 % 44
1,0 %·MBreite 18 % / 232 % 183 26 % / 24 % 28 24 % / 50 % 47
Tabelle 6.7.: Fehlerquoten und Fehlermaß der lokalen Brandmalerkennung mit mor-
phologischer O¨ffnung. Die besten Ergebnisse sind farbig hinterlegt.
Wie man sehen kann, verbessert sich die Erkennung beim Mittelwert-Verfahren
und bei Otsus Verfahren durch den Einsatz der morphologischen O¨ffnung. Bei dem
vorhandenen Segmentierungsverfahren tritt hingegen keine Verbesserung auf. Somit
ergeben sich zwei weitere optimale Konfigurationen.
Fu¨r alle gefundenen Konfiguration werden nun die Erkennungsraten berechnet.
Diese sind in Tab. 6.8 aufgefu¨hrt. Ebenso wird jeweils ermittelt, wie viele der Isola-
torkappen korrekt erkannt wurden (siehe Tab. 6.9).
morphologische Segmentierungverfahren
O¨ffnung? vorhanden Mittelwert Otsu
nein 50,00 % 73,68 % 84,21 %
ja – 71,05 % 50,00 %
Tabelle 6.8.: Erkennungsraten der Brandmale.
morphologische Segmentierungverfahren
O¨ffnung? vorhanden Mittelwert Otsu
nein 63,37 % 84,16 % 80,20 %
ja – 88,19 % 82,18 %
Tabelle 6.9.: Anteil der korrekt identifizierten Isolatoren je nach Konfiguration.
Es zeigt sich, dass bis zu 84,21 % der Brandmale korrekt erkannt werden ko¨nnen.
Dafu¨r wurde Otsus Verfahren und keine morphologische O¨ffnung eingesetzt. Jedoch
treten dabei auch mehr falsche Erkennung auf als bei anderen Konfigurationen.
Deshalb korreliert die ho¨chste Erkennungsrate an Brandmalen nicht mit der ho¨chsten
Erkennungsrate bescha¨digter Isolatoren. Letztere betra¨gt 88,19 %. Sie wurde durch
den Einsatz des Mittelwert-Verfahren mit morphologischer O¨ffnung erreicht. Dort
wurden zwar nur 71,05 % der Brandmale erkannt, jedoch ist die Anzahl der fehlerhaft
erkannter Brandmale minimal. Deshalb werden mehr Isolatoren korrekt identifiziert.
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Die Erkennungsrate der Brandmale liegt bei diesem Algorithmus im besten Fall
u¨ber der des existierenden Verfahren (84,21 % > 80,43 %). Jedoch sind auch die
Fehlerquoten fF durchweg ho¨her (18,42 % > 8,70 %). Deshalb ist auch die Quote
der korrekt identifizierten Isolatoren geringer (88,19 % < 94,56 %). Die Aussage
von Hypothese H3 war, dass der vorgestellte Algorithmus zur Brandmalerkennung
geeignet ist. Obgleich der schlechteren Ergebnisse kann dieser zugestimmt werden.
In Hinblick auf die Anzahl fehlerhaft erkannter Isolatoren la¨sst sich feststellen,
dass diese mit dem Einsatz der morphologischen O¨ffnung sinkt. Dies trifft jedoch nur
fu¨r das Mittelwert-Verfahren (von 28,95 % auf 18,42 %) und Otsus Verfahren (von
55,26 % auf 21,05 %) zu. Beim vorhandenen Verfahren steigt sie an (von 113,16 % auf
231,58 %). Da dieses jedoch sowieso die geringsten Erkennungsraten hat, ist es nicht
zum Finden von Brandmalen geeignet. Deshalb kann auch Hypothese H5 (durch
die morphologische O¨ffnung sinkt die Anzahl der falschen Erkennungen) zugestimmt
werden. Somit konnten alle in Kapitel 4.4 formulierten Hypothesen besta¨tigt werden.
6.2. Evaluation der Laufzeit
6.2.1. Vorgehen
Im vorherigen Abschnitt wurde die optimale Konfiguration des Algorithmus ermit-
telt. Zur Isolatorkappenerkennungen wird das adaptive Segmentierungsverfahren zu-
sammen mit beiden Templates verwendet. Die entsprechenden Schwellwerte sind in
Tab. 6.10 aufgefu¨hrt. Die Brandmalerkennung erfolgt mit Hilfe des lokalen Verfah-
rens. Zur Segmentierung der Brandmale wird das Mittelwert-Verfahren verwendet.
Dabei wird zusa¨tzlich eine morphologische O¨ffnung durchgefu¨hrt. Die Breite des
strukturierten Elements betra¨gt 1,5 % von TBreite. Die Werte der sonstigen Para-







Tabelle 6.10.: Ermittelte Parameter der Isolatorerkennung.
Fu¨r die Evaluation wurden 28 Testbilder aus den vorhandenen Bildern ausgewa¨hlt.
Auf diese wendete man die komplette Brandmalerkennung an. Wa¨hrenddessen wur-
de die Ausfu¨hrungszeit jedes einzelnen Teilschrittes gemessen. Bei der lokalen Suche
wird jeder gefundene Isolator nach Brandmalen untersucht. Deshalb ha¨ngt die Ge-
samtdauer des Schrittes
”
Suche nach Brandmalen“ davon ab, wie viele Isolatoren
gefunden wurden. Dies muss bei der Evaluation beru¨cksichtigt werden. Deshalb wer-
den die Schritte
”
Suche nach Isolatoren“ und
”










Tabelle 6.11.: Ermittelte Parameter der Brandmalerkennung.
voneinander betrachtet. Es wird ermittelt, wie lange man beno¨tigt um ein Bild nach
Isolatoren zu untersuchen. Außerdem misst man die Zeit, die beno¨tigt wird um
Brandmale auf einer einzelnen Isolatorkappe zu suchen.
Fu¨r die Evaluation wurden die 28 Ausgangsbilder auf verschiedene Gro¨ßen ska-
liert. Somit kann die Ausfu¨hrungszeit in Abha¨ngigkeit zur Bildgro¨ße gesetzt werden.
6.2.2. Ergebnisse
Isolatorkappenerkennung







CCL“ gemessen. Die Ergebnisse
der Laufzeitmessungen sind in Tab. A.7 (reine SW-Implementierung) und Tab. A.8
(mit HW-basiertem Template-Matching) aufgefu¨hrt. Eine grafische Darstellung ist
in Abb. 6.6 gegeben.
Wie sich erkennen la¨sst, hat die Bildgro¨ße kaum Einfluss auf die Ausfu¨hrungszeit.
Der Grund dafu¨r ist, dass fu¨r das Template-Matching die Skalierungsstufen 500×281,
375× 210, 281× 158, 210× 118, 158× 88 und 117× 66 verwendet werden. Sie sind
festgelegt und a¨ndern sie sich nicht mit der Bildgro¨ße des Ausgangsbildes. Deshalb
hat diese auch keinen Einfluss auf die Ausfu¨hrungszeit.
Die durchschnittliche Ausfu¨hrungszeit der Isolatorkappenerkennung in SW be-
tra¨gt 53.676,5 ms. Davon macht die Berechnung des Matching mit ca. 99 % den
gro¨ßten Teil aus. Durch den Einsatz der HW-Implementierung konnte die beno¨tigte
Zeit drastisch reduziert werden. Diese betra¨gt nur noch durchschnittlich 578,9 ms.
Dies entspricht einem Beschleunigung um den Faktor 92. Fu¨r die Berechnung des
Matchings werden nur noch ca. 22 % der Gesamtzeit beno¨tigt.
Die absolute Zeit, die zur Segmentierung der Isolatoren sowie das CCL beno¨tigt
wird ist bei beiden Implementierungen anna¨hernd gleich. Bei der HW-basierten Im-
plementierung ist der relative Zeitanteil der Segmentierung jedoch deutlich gro¨ßer.
Dieser betra¨gt ca. 71 %. Auf das CCL entfallen hingegen nur ca. 7 % der Gesamtzeit.
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Matching berechnen CCL Isolatoren segmentieren
Abbildung 6.6.: Grafische Darstellung der Ausfu¨hrungszeiten der Isolatorkappen-
erkennung.
Brandmalerkennung
Die Brandmalerkennung erfolgt immer als reine SW-Implementierung. Deshalb ist es
hier nicht no¨tig, nach SW- und HW-Implementierung zu unterscheiden. Bei der Eva-










Ergebnisse filtern“ betrachtet. Die Mess-
ergebnisse der Laufzeitevaluation sind in Tab. A.9 aufgefu¨hrt. Grafisch dargestellt
sind sie in Abb. 6.7.
Im Gegensatz zur Isolatorerkennung existiert hier eine Abha¨ngigkeit der Aus-
fu¨hrungszeit von der Bildgro¨ße. So sinkt mit kleiner werdenden Bildern auch die
beno¨tigte Zeit. Dies gilt fu¨r alle Teilschritte. Der Grund dafu¨r ist, dass keine weitere
Skalierung des gefundenen Isolators vorgenommen wird. Fu¨r die Brandmalerkennung
wird der aktuelle Bildausschnitt in der vorhandenen Gro¨ße verwendet. Deshalb va-
riieren die Ausfu¨hrungszeiten.





morphologische O¨ffnung“ die zeitaufwa¨ndigsten sind. Auf die-
se Aufgaben entfallen zwischen 69,3 % und 93 % der gesamten Ausfu¨hrungszeit (je
nach gewa¨hlter Bildgro¨ße). Die Anteile der sonstigen Schritte sind hingegen deutlich
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Isolator ausschneiden Brandmale segmentieren
morphologische O¨ffnung CCL
Abbildung 6.7.: Grafische Darstellung der Ausfu¨hrungszeiten der Brandmalerken-
nung.
geringer. Das CCL beno¨tigt zwischen 6,7 % und 26,9 % der gesamten Zeit. Fu¨r das
Ausschneiden der Isolatoren sind sogar nur 0,3 % bis 3,8 % no¨tig.
Bei den verschiedenen Bildgro¨ßen stimmen die resultierenden Ergebnisse nicht ex-
akt u¨berein. Es kann vorkommen, dass weniger Brandmale erkannt werden. Ebenso
kommt es vermehrt zu fehlerhaften Erkennungen. Diese Effekte treten v. a. bei den
Skalierungsstufen 25 % und 12,5 % auf.
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Im Rahmen dieser Bachelorarbeit wurde ein alternativer Ansatz zur Brandmaler-
kennung vorgestellt und evaluiert. Dieser nutzt einen Template-Matching-Ansatz
zum Finden von Isolatorkappen. Die eigentliche Erkennung von Brandmalen erfolgt
durch ein CCL.
Zum Suchen der Isolatorkappen wurden zwei Templates verwendet. Mit Hilfe die-
ser konnten ca. 90 % aller Isolatorkappen korrekt erkannt werden. Ermo¨glicht wird
dies u. a. durch den Einsatz eines adaptiven Segmentierungsverfahren.
Fu¨r die Suche nach Brandmalen werden diese durch einen Mittelwert-basierten
Schwellwert segmentiert. Auf dem resulierenden Bina¨rbild wird ein CCL ausgefu¨hrt.
Alle dabei gefundenen Segmente werden nach Form, Gro¨ße und Position gefiltert.
Durch dieses Verfahren ist es mo¨glich, 71 % aller Brandmale zu finden. Damit ko¨nnen
ca. 88 % aller Isolatoren korrekt inspiziert werden. Diese Ergebnisse stellen bisher
keine Verbesserung gegenu¨ber dem bereits existierenden Verfahren dar.
Betrachtet man die Ursache fu¨r die fehlerhaft erkannten Brandmale, so ist dies
gro¨ßtenteils auf eine zu ungenaue Isolatorerkennung zuru¨ckzufu¨hren. Diese fu¨hrt bei
einigen Bildern zu U¨bereinstimmung, die zu weit oben platziert sind (siehe Abb. 7.1).
Deshalb werden die Verbindungsteile der Isolatorkappen als Brandmale erkannt. Sie
befinden sich dann im Bereich der bina¨ren Maske und werden somit nicht mehr
herausgefiltert. Bei 6 der 7 aufgetretenen fehlerhaften Erkennungen liegt genau dieses
Problem vor. Durch eine genauere Isolatorkappensuche ließe es sich beheben, was
auch die Genauigkeit der Brandmalsuche erho¨hen wu¨rde. Zur Erreichung dessen sind
mehr bzw. andere Templates no¨tig. Diese mu¨ssten neu erstellt und nach passenden
Schwellwerten untersucht werden.
(a) Ungenau gefundene Isolatorkappe. (b) Fehlerhaft erkannte
Brandmale.
Abbildung 7.1.: Fehler bei der Isolatorerkennung, der zu falschen Ergebnissen fu¨hrt.
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Die Laufzeit der vorgestellten Isolatorkappenerkennung betra¨gt 578,9 ms bei Aus-
fu¨hrung des Template-Matching auf dem FPGA. Fu¨r einen realen Einsatz ist die-
se Implementierung noch nicht geeignet, da nicht einmal zwei Bilder pro Sekunde
verarbeitet werden ko¨nnen. Um dies zu verbessern ko¨nnte man das adaptive Seg-
mentierungsverfahren optimieren. Dieses macht mit ca. 77 % den gro¨ßten Anteil der
gesamten Laufzeit aus. In der SW-Implementierung wird es durch eine diskrete Fal-
tung, eine Bilddifferenz und einen Schwellwert realisiert. Diese Operationen (v. a. die
diskrete Faltung) ko¨nnten in Hardware implementiert werden (vgl. [22]), wodurch
sich die Berechnung beschleunigen wu¨rde. Der adaptive Schwellwert wird zudem
unmittelbar vor dem Template-Matching ausgefu¨hrt. Deshalb ko¨nnen beide Opera-
tionen auch direkt nacheinander in HW ausgefu¨hrt werden. Somit wa¨ren trotzdem
nur zwei DMAs zur U¨bertragung der Daten no¨tig (je einer fu¨r das Senden bzw.
Empfangen). Außerdem wu¨rde die Notwendigkeit entfallen, das Ausgangsbild in das
entsprechende Datenformat umzuwandeln. Das Graustufenbild ko¨nnte direkt an den
FPGA gesendet und dort verarbeitet werden. So wu¨rde man zusa¨tzlich den Schritt
des Template-Matching beschleunigen.
Bei der Brandmalerkennung wurde eine Laufzeit von 573,8 ms gemessen (bei ma-
ximaler Bildgro¨ße). Mit kleineren Bildgro¨ßen sinkt die beno¨tigte Zeit. Bei der Bild-
gro¨ße von 50 % werden z. B. nur noch 63,2 ms beno¨tigt. Dies entspricht einer Be-
schleunigung um den Faktor 9. Zur genaueren Analyse der verschiedenen Bildgro¨ßen
wa¨re es no¨tig, die jeweiligen Ergebnisse genauer zu untersuchen. Somit ko¨nnte man
ermitteln, bei welcher Gro¨ße die Anzahl der gefundenen Brandmale maximiert bzw.
die Anzahl der Fehler minimiert wird. Um die Berechnung prinzipiell zu beschleuni-
gen bietet es sich außerdem an, die Brandmalsegmentierung sowie die morphologi-
sche O¨ffnung zu optimieren. Beide sind fu¨r einen Großteil der Laufzeit verantwortlich
und ko¨nnten ebenfalls in HW implementiert werden (vgl. [9]). Dadurch wu¨rde man
die Ausfu¨hrungszeit zusa¨tzlich reduzieren.
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A.1. Weiterer Pseudocode des CCL-Algorithmus
Algorithmus A.1 Initialisierung der globalen Variablen
1: procedure init(W,H)
2: L(x, y) ∈ [0, Lmax]W×H ← {0, 0, . . . , 0}
3: xmin [Lmax]← {W + 1,W + 1, . . . ,W + 1}
4: xmax[Lmax]← {0, 0, . . . , 0}
5: ymin [Lmax]← {H + 1, H + 1, . . . , H + 1}
6: ymax [Lmax]← {0, 0, . . . , 0}
7: size [Lmax]← {0, 0, . . . , 0}
8: m[Lmax]← {0, 0, . . . , 0}
9: Lcurr ← 0
10: NS ← 0
11: end procedure
Algorithmus A.2 Bestimmung des Segments zu dem ein Label Li geho¨rt
1: function seg(Li)
2: Lj ← Li
3: while m[Lj] 6= 0 do




Algorithmus A.3 Bestimmung des minimalen Nachbarlabels ungleich Null
1: function minlabel(L1, L2, L3, L4)
2: Lmin ← Lcurr + 1
3: for each i ∈ {1, 2, 3, 4} do
4: if Li 6= 0 then . Pru¨fen, ob Li ein Label besitzt







Algorithmus A.4 Erstellen eines neuen CCL-Segments an der Position (x, y)
1: procedure newlabel(x, y)
2: if Lcurr < Lmax then . Pru¨fen, ob neues Segment erstellt werden kann
3: Lcurr ← Lcurr + 1
4: NS ← NS + 1
5: expand(x, y, Lcurr)
6: else
7: L(x, y)← 0
8: end if
9: end procedure
Algorithmus A.5 Erweiterung eines CCL-Segments Lmin um die Position (x, y)
1: procedure expand(x, y, Lmin)
2: L(x, y)← Lmin
3: size[Lmin]← size[Lmin] + 1
4: if xmin [Lmin] > x then xmin [Lmin]← x end if
5: if xmax[Lmin] < x then xmax[Lmin]← x end if
6: if ymin [Lmin] > y then ymin [Lmin]← y end if
7: if ymax [Lmin] < y then ymax [Lmin]← y end if
8: end procedure
Algorithmus A.6 Vereinigung eines CCL-Segments Li mit dem Segment Lmin
1: procedure merge(Li, Lmin)
2: if m[Li] = 0 then . Pru¨fen, ob Li noch nicht verbunden ist
3: m[Li]← Lmin
4: size[Lmin]← size[Lmin] + size[Li]
5: if xmin [Lmin] > xmin [Li] then xmin [Lmin]← xmin [Li] end if
6: if xmax[Lmin] < xmax[Li] then xmax[Lmin]← xmax[Li] end if
7: if ymin [Lmin] > ymin [Li] then ymin [Lmin]← ymin [Li] end if
8: if ymax [Lmin] < ymax [Li] then ymax [Lmin]← ymax [Li] end if





A.2. Ergebnisse der Isolatorerkennung
Parameter Segmentierungsverfahren
SWBG SWFG Typ heuristisch Otsu adaptiv
1 ( 63; 17; 0) ( 36; 44; 0) ( 79; 1; 4)
2 ( 8; 8; 0) ( 2; 14; 0) ( 9; 7; 0)
3 ( 0; 16; 0) ( 0; 16; 0) ( 7; 9; 0)
92,5 % 87,5 %
gesamt ( 71; 41; 0) ( 38; 74; 0) ( 95; 17; 4)
1 ( 54; 26; 1) ( 13; 67; 0) ( 68; 12; 4)
2 ( 5; 11; 0) ( 1; 15; 0) ( 10; 6; 0)
3 ( 0; 16; 0) ( 0; 16; 0) ( 5; 11; 0)
87,5 % 92,5 %
gesamt ( 59; 53; 1) ( 14; 98; 0) ( 83; 29; 4)
1 ( 71; 9; 31) ( 40; 40; 4) ( 80; 0; 35)
2 ( 13; 3; 0) ( 4; 12; 0) ( 14; 2; 5)
3 ( 4; 14; 0) ( 0; 16; 0) ( 13; 3; 1)
87,5 % 87,5 %
gesamt ( 88; 26; 31) ( 44; 68; 4) (107; 5; 41)
1 ( 73; 7; 56) ( 49; 31; 15) ( 80; 0; 72)
2 ( 15; 1; 5) ( 5; 11; 1) ( 16; 0; 15)
3 ( 5; 11; 2) ( 0; 16; 0) ( 15; 1; 5)
87,5 % 82,5 %
gesamt ( 93; 19; 63) ( 54; 58; 16) (111; 1; 92)
1 ( 72; 8; 49) ( 40; 40; 11) ( 80; 0; 49)
2 ( 15; 1; 1) ( 4; 12; 0) ( 16; 0; 7)
3 ( 5; 11; 3) ( 0; 16; 0) ( 13; 3; 2)
82,5 % 87,5 %
gesamt ( 92; 20; 53) ( 44; 68; 11) (109; 3; 58)




SWBG SWFG Typ heuristisch Otsu adaptiv
1 ( 42; 38; 0) ( 30; 50; 0) ( 68; 12; 0)
2 ( 3; 13; 0) ( 0; 16; 0) ( 4; 12; 0)
3 ( 0; 16; 0) ( 0; 16; 0) ( 0; 16; 0)
92,5 % 87,5 %
gesamt ( 45; 67; 0) ( 30; 82; 0) ( 72; 40; 0)
1 ( 30; 50; 0) ( 7; 73; 0) ( 47; 33; 0)
2 ( 6; 10; 1) ( 0; 16; 0) ( 10; 6; 0)
3 ( 0; 16; 0) ( 0; 16; 0) ( 2; 14; 0)
87,5 % 92,5 %
gesamt ( 36; 76; 1) ( 7; 105; 0) ( 59; 53; 0)
1 ( 58; 22; 0) ( 35; 45; 0) ( 75; 5; 0)
2 ( 13; 3; 0) ( 3; 13; 0) ( 14; 2; 2)
3 ( 0; 16; 0) ( 0; 16; 0) ( 7; 9; 0)
87,5 % 87,5 %
gesamt ( 71; 41; 0) ( 38; 74; 0) ( 96; 16; 2)
1 ( 71; 9; 1) ( 46; 34; 0) ( 80; 0; 1)
2 ( 14; 2; 2) ( 7; 9; 2) ( 16; 0; 7)
3 ( 0; 16; 0) ( 0; 16; 0) ( 7; 9; 0)
87,5 % 82,5 %
gesamt ( 85; 27; 3) ( 53; 59; 2) (103; 9; 8)
1 ( 67; 13; 6) ( 38; 42; 0) ( 80; 0; 11)
2 ( 15; 1; 2) ( 4; 12; 0) ( 16; 0; 5)
3 ( 1; 15; 0) ( 0; 16; 0) ( 13; 3; 0)
82,5 % 87,5 %
gesamt ( 83; 29; 8) ( 42; 70; 0) (109; 3; 16)
Tabelle A.2.: Ergebnisse der Isolatorerkennung mit Template 2.
Typ Segmentierungsverfahren
heuristisch adaptiv
1 ( 71; 9; 2) ( 79; 1; 4)
2 ( 14; 2; 2) ( 14; 2; 2)
3 ( 0; 16; 0) ( 8; 8; 0)
gesamt ( 85; 27; 4) (101; 11; 6)
Tabelle A.3.: Ergebnisse der Isolatorerkennung mit beiden Templates.
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A.3. Ergebnisse der Brandmalsegmentierung
(a) Isolatorkappe. (b) Vorhandenes Ver-
fahren.
(c) Mittelwert-Verfah-
ren (f = 0,57).
(d) Otsu I (gesamtes Hi-
stogramm).
(e) Otsu II (einge-
schra¨nktes Histogramm).
(f) Otsu III (einge-
schra¨nktes Histogramm
und Faktor f = 0,92).
Abbildung A.1.: Lokale Segmentierung einer Isolatorkappe mit Brandmalen.
(a) Isolatorkappe. (b) Vorhandenes Ver-
fahren.
(c) Mittelwert-Verfah-
ren (f = 0,57).
(d) Otsu I (gesamtes Hi-
stogramm).
(e) Otsu II (einge-
schra¨nktes Histogramm).
(f) Otsu III (einge-
schra¨nktes Histogramm
und Faktor f = 0,92).
Abbildung A.2.: Lokale Segmentierung einer Isolatorkappe ohne Brandmale.
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(a) Ausgangsbild. (b) Vorhandenes Verfahren.
(c) Otsu I (eingeschra¨nktes Histo-
gramm).
(d) Otsu II (eingeschra¨nktes Histo-
gramm und Faktor f = 0,92).
Abbildung A.3.: Globale Segmentierung eines Bildes mit Brandmalen.
(a) Ausgangsbild. (b) Vorhandenes Verfahren.
(c) Otsu I (eingeschra¨nktes Histo-
gramm).
(d) Otsu II (eingeschra¨nktes Histo-
gramm und Faktor f = 0,92).
Abbildung A.4.: Globale Segmentierung eines Bildes ohne Brandmale.
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A.4. Ergebnisse der Brandmalerkennung
Parameter Segmentierungsverfahren
ML MA vorhanden Mittelwert Otsu
1 1 (24; 14; 100)( 8; 10) (35; 3; 44)( 7; 11) (35; 3; 79)( 7; 11)
1 (22; 16; 94)( 8; 10) (34; 4; 41)( 7; 11) (34; 4; 70)( 7; 11)
0,6 (22; 16; 72)( 8; 10) (34; 4; 19)( 4; 12) (34; 4; 35)( 6; 12)0,7
0,5 (25; 15; 48)( 6; 12) (30; 8; 13)( 6; 12) (33; 5; 25)( 6; 12)
1 (20; 18; 79)( 7; 11) (32; 6; 34)( 7; 11) (33; 5; 61)( 7; 11)
0,6 (20; 18; 61)( 7; 11) (32; 6; 14)( 6; 12) (33; 5; 29)( 6; 12)0,6
0,5 (19; 19; 43)( 5; 13) (28; 10; 11)( 6; 12) (32; 6; 21)( 6; 12)
Tabelle A.4.: Ergebnisse der lokalen Brandmalerkennung.
Parameter Segmentierungsverfahren
ML MA vorhanden Otsu
1 1 (19; 12; 44)( 5; 11) (14; 17; 37)( 5; 11)
1 (19; 12; 41)( 5; 11) (14; 17; 36)( 5; 11)
0,6 (18; 13; 28)( 5; 11) (14; 17; 29)( 5; 11)0,7
0,5 (16; 15; 21)( 4; 12) (14; 17; 18)( 5; 11)
1 (18; 13; 37)( 4; 12) (14; 17; 33)( 4; 12)
0,6 (17; 14; 26)( 4; 12) (14; 17; 26)( 4; 12)0,6
0,5 (15; 16; 20)( 3; 13) (14; 17; 16)( 4; 12)
Tabelle A.5.: Ergebnisse der globalen Brandmalerkennung.
strukt. Segmentierungsverfahren
Element vorhanden Mittelwert Otsu
3,0 %·MBreite (25; 13; 115)( 4; 14) (18; 20; 7)( 2; 16) (19; 19; 8)( 3; 15)
1,5 %·MBreite (30; 8; 92)( 6; 12) (27; 11; 7)( 5; 13) (28; 10; 17)( 7; 11)
1,0 %·MBreite (31; 7; 88)( 7; 11) (28; 10; 9)( 5; 13) (29; 9; 19)( 6; 12)




A.5. Ergebnisse der Laufzeitbetrachtungen
Suche nach Ausfu¨hrungszeit (in ms) bei Bildgro¨ße
Isolatoren 25 % 50 % 75 % 100 %
Isol. segm. 411,1 407,8 409,4 419,7
Isol. suchen 53.186,3 53.249,5 53.296,7 53.325,5
Matching 53.148,1 53.211,2 53.258,5 53.287,2
CCL 38,2 38,3 38,2 38,3
gesamt 53.597,4 53.657,3 53.706,1 53.745,2
Tabelle A.7.: Ausfu¨hrungszeiten der SW-basierten Isolatorkappenerkennung.
Suche nach Ausfu¨hrungszeit (in ms) bei Bildgro¨ße
Isolatoren 25 % 50 % 75 % 100 %
Isol. segm. 406,0 415,9 417,5 419,5
Isol. suchen 164,0 164,4 164,3 164,0
Matching 125,8 126,1 126,1 125,8
CCL 38,2 38,3 38,2 38,2
gesamt 570,0 580,3 581,8 583,5
Tabelle A.8.: Ausfu¨hrungszeiten der HW-basierten Isolatorkappenerkennung.
81
A. Anhang
Suche nach Ausfu¨hrungszeit (in ms) bei Bildgro¨ße
Brandmalen 12,5 % 25 % 37,5 % 50 %
Isol. ausschn. 0,1 0,2 0,3 0,5
BM segm. 1,7 5,8 12,8 22,7
BM suchen 0,8 4,0 16,9 40,0
morph. O¨ff. 0,1 1,6 11,6 30,3
CCL 0,7 2,4 5,3 9,7
Erg. filtern <0,1 <0,1 <0,1 <0,1
gesamt 2,6 10,0 30,0 63,2
Suche nach Ausfu¨hrungszeit (in ms) bei Bildgro¨ße
Brandmalen 62,5 % 75 % 87,5 % 100 %
Isol. ausschn. 0,6 0,9 1,1 1,5
BM segm. 35,6 51,0 70,0 91,8
BM suchen 80,3 177,1 301,4 480,5
morph. O¨ff. 65,3 155,6 272,0 442,2
CCL 15,0 21,5 29,4 38,3
Erg. filtern <0,1 <0,1 <0,1 <0,1
gesamt 116,5 229,0 372,5 573,8
Tabelle A.9.: Ausfu¨hrungszeiten der Brandmalerkennung.
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