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ABSTRACT 
This paper studies the reference point approach of Wierzbicki 
for multiobjective optimization. The method does not necessarily 
aim at finding an optimum under any utility function but rather 
it is used to generate a sequence of efficient solutions which 
are interesting from the decision maker's point of view. The 
user can interfere via suggestions of reference values for the 
vector of objectives. The optimization system is used to find 
(in a certain sense) the nearest pareto solution to each reference 
objective. 
The approach is expanded for adaptation of information which 
may accumulate on the decision maker's preferences in the course 
of the interactive process. In this case any Pareto point is 
excluded from consideration if it is not optimal under any linear 
utility function consistent with the information obtained. Thus, 
the pareto points being generated are the "nearest" ones among 
the rest of the Pareto points. 
Wierzbicki's approach is implemented on an interactive 
mathematical programming system called SESAME and developed by 
Orchard-Hays. It is now capable of handling large practical 
multicriteria linear programs with up to 99 objectives and 
1000 to 2000 constraints. The method is tested using a forest 
sector model which is a moderate sized dynamic linear program 
with twenty criteria (two for each of the ten time periods). 
The approach is generally found very satisfactory. This is 
partly due to the simplicity of the basic idea which makes it 
easy to implement and use. 
AN IMPLEMENTATION OF THE REFERENCE POINT 
APPROACH FOR MULTIOBJECTIVE OPTIMIZATION 
M. Kallio, A. Lewandowski, and W. Orchard-Hays 
1. INTRODUCTION 
In many practical decision situations there is a need to 
find a compromise between a number of conflicting objectives. 
Furthermore, the decision may involve several decision makers in 
partly conflicting, partly cooperative situations. Mathematically 
such decision problems can often be formulated as a multiobjective 
optimization problem or in the framework of game theory. In this 
paper we concentrate on the former approach for developing deci- 
sion aid techniques for the problem. For an overview on various 
approaches, see, for instance Bell et al. (1977), Starr and 
Zeleny (1977), and Wierzbicki (forthcoming). 
In our opinion, the reference point optimization method with 
penalty function scalarization (Wierzbicki 1979) is an appropriate 
tool for studying such problems. This approach has several 
desirable properties: 
-- it applies to convex and nonconvex cases 
-- it can easily check Pareto-optimality of a given decision 
-- it can be easily supplemented by an a posteriori computa- 
tion of weighting coefficients for the objectives 
-- it is numerically well-conditioned and easy for imple- 
mentation 
-- the concept of reference point optimization makes it 
possible to take into account the opinions of a decision 
maker directly, without necessarily asking him questions 
about his preferences. 
In this paper we will focus on the interactive use of ref- 
erence point optimization for multiobjective linear programming 
with a single decision maker. However, we believe that the same 
approach proves to be useful for group decision problems as well. 
The reference point optimization will be reviewed first and some 
preliminary results will be given. Thereafter, we develop an 
approach for employing information which may be revealed on the 
decision maker's preferences in the course of the interactive 
process. The multiobjective method has been computerized in the 
SESAME-system, a large interactive mathematical programming 
system designed for IBM 370 under VM/CMS (Orchard-Hays 1978). 
A sample of numerical experiments will be reported at the end 
of the paper. 
2. REFERENCE POINT OPTIMIZATION 
Let A be in Rmxn, C in RPXn, and b in Rrn and consider the 
multicriteria linear program (MCLP): 
(MCLP. 1 ) Cx = q 
(MCLP. 2) Ax = b 
where the decision problem is to determine an n-vector x of 
decision variables satisfying (~c~p.2-3) and taking into account 
the p-vector q of objectives defined by (MCLP.l). We will assume 
that each component of q is desired to be as large as possible. 
An objective vector value q = q is a t t a i n a b l e  if there is a 
* feasible x for which Cx = q. Let q:, for i = 1,2, ..., p, be the 
I * largest attainable value for qi: i.e., qi = sup {q. lq attainable). 
* - * * 
1 * 
The point q (q,, q2,. . . , * l T  is the u t o p i a  p o i n t .  If q is s-, 
attainable, it is a solution for the decision problem. However, 
* 
usually q is not attainable. A point q is s z r i c t l y  p a r e r 3  
i n f e r i o r  if there is an attainable point q for which q > q. If 
there isan attainable q for which q - > q and the inequality is 
strict at least in one component, then q is p a r e t o  i n f e r i o r .  
An attainable point q is w e a k l y  p a r e t o - o p t i m a l  if it is not 
strictly pareto inferior and it is p a r e t o - o p t i m a l  if there is 
no attainable point q such that q > q with a strict inequality 
- 
for at least one component. Thus a pareto optimal point is also 
weakly pareto optimal, and a weakly pareto optimal point may be 
pareto inferior. For brevity, we shall call a pareto optimal 
point sometimes a p a r e t o  p o i n t  and the set of all such points 
the p a r e t o  s e t .  
What we call a r e f e r e n c e  p o i n t  or r e f e r e n c e  o b j e c t i v e  is 
a suggestion q by the decision maker (or the group of them) re- 
flecting in some sense a "desired level" for the objectives. 
According to Wierzbicki (1979), we consider for a reference point 
- 
q a penalty scalarizing function ~ ( ~ - q )  defined o v v  the set of 
objective vectors q. Characterization of functions s, which 
result in pareto optimal (or weakly pareto optimal) minimizers 
of s over attainable points q is given by Wierzbicki (1979). 
If we regard the function s (q-q) as the "distance" between 
the points q and q, then, intuitively, the problem of finding 
such a minimumpoint means finding among the Pareto set the 
n e a r s s t  point $ to the reference point q. (However, as it will 
be clear later, our function s is not necessarily related to the 
usual notion of distance). Having this interpretation in mind, 
the use of reference points optimization nay be viewed as a 
way of guiding a sequence of pareto points generated from 
the sequence {qk 1 of reference objectives. These sequences will 
be generated in an interactive process and such interference 
should result in an interesting set of attainable points $k. 
Ak If the sequence {q 1 converges, the limit point may be seen as a 
solution to the decision problem. 
Initial information to the decision maker may be provided 
i 
by maximizing all objectives separately. Let qi = (q.) be the I 
vector of objectives obtained when the ith objective is maxi- 
i 
mized for all i. Then the matrix (q.), it], - 1, ..., p, yields 
I 
information on the range of numerical values of objective func- 
* i 
tions, and the vector q = (qi) is the utopia point. It should 
be stressed, however, that such initial information is not a 
necessary part of the procedure and in no sense limits the free- 
dom of the decision maker. 
- 
We denote w E q - q, for brevity. Then, a practical form 
of the penalty scalarizing function s(w), where minimization 
results in a linear programming formulation, is given as follows: 
s (w) = -min{p min wit 1 wi} - EW . 
i 
Here p is an arbitrary penalty coefficient which is greater than 
or equal to p and E = (E~,E~,..., E ) is a nonnegative vector of 
P 
parameters. In the special case of p = p, (1) reduces to 
s(w) = -p min w - EW . 
i i 
So far in our experience, form (1) of the penalty scalarizing 
function has proven to be most suitable. Other practical forms 
have been given in Wierzbicki (1979a). 
- 
For any scalar B the set Sg (c) {ql s (w) - > 8, w = q - q) 
is called a level set. Such sets have been illustrated for 
function (1 ) in Figure 1 for p = p, for p > p and for a very 
large value for p. In each case, if w 1 0 ,  then s(w) is given 
by (2); i.e., the functional value is proportional to the worst 
component of w. If p = p, the same is true for w > 0 as well. 
- 
If w > 0, then for large enough p (see the case p>>p) s(w) is 
given by 1 wi. In the general case, when p > p, the situation 
is shown in the middle of Figure 1. When w > 0 and its components 
- 
are close enough to each other (that is, (p-l)wl 2 w2 and 
(p-l)wZ 2 wl, for p = 2), then s(w) is given by 1 wi. Otherwise, 
formula (2) applies again. 
For E = 0, scalarizing function (1) guarantees only weak 
pareto optimality for its minimizer. However, as will be shown 
in Lemma 1 below, if E > 0, then pareto optimality will be guar- 
anteed. 
Figure 1 .  Level sets for penalty scalarizing functions ( 1 )  and 
(2) for E = 0. 
The problem of minimizing s(q-q) defined by (1) over the 
attainable points q, can be formulated as a linear programming 
- - 
problem. In particular, if we again denote w = q - q = C x  - q 
and introduce an auxiliary decision variable y, this minimization 
problem can be stated as the following problem (P): 
find y, w, and x to 
(P. 1 ) min y - E W  
where E and D are appropriate vectors and matrices. Furtner- 
more, D < 0, and if w = Q and y = 9 are optimal for (P) , then 
- 
i? = 9 - EG is the minimum value attained for the penalty function 
s. The detailed formulation of (P) is given in the Appendix. 
The optimal solution for (P) will be characterized by the fol- 
lowing result: 
LEMMA 1 .  L e t  ( y , w , x )  = (y^,ij,3) be an o p t i m a l  s o l u t i o n  and 
6, , and IT t h e  c o r r e s p o n d i n g  d u a l  v e c t o r s  r e l a t e d  t o  c o n s t r a i n t s  
P .  2 ,  ( P .  3 ) ,  and (P. 4 ) ,  r e s p e c t i v e l y .  Denote by ii = Cf t h e  
c o r r e s p o n d i n g  o b j e c t i v e  v e c t o r ,  and by .2 = 2 - EG t h e  o p t i m a l  
v a l u e  f o r  t h e  p e n a l t y  f u n c t i o n ,  and by Q t h e  a t t a i n a b l e  s e t  o f  
o b j e c t i v e  v e c t o r s  q. Then 6 E Q n S 3 ( p )  and t h e  h y p e r p l a n e  
H = {q 1 v ( 6 - q )  = 0  s e p a r a t e s  Q and sg (7 ) .  Furthermo:'e,  p 2 E 
and q  = m a x i n i z e s  pq o v e r  q  E Q; i . e . ,  i s  p a r e t o  o p t i m a l  
i f  E > 0 ,  and i s  weak l y  p a r e t o  o p t i m a l  i f  E - > 0 .  
Remark. As illustrated in Figure 2,  the hyperplane H 
approximates the pareto set in the neighborhood of 4.  Thus the 
dual vector p may be viewed as a vector of trade-off coefficients 
which tells roughly how much we have to give up in one objective 
in order to gain (a given small amount) in another objective. 
P r o o f .  Clearly 4 is attainable (i.e., 4 E 9) and by defini- 
tion $ E sS (4). In order to prove the separability assertion 
we show that (i) $ minimizes pq over S(:) and that (ii) $ 
maximizes pq over Q. Noting that q = w + q = Cx, these two 
problems may be stated as follows: 





P(ii) Ax = b 
x > o  
- 
F i g u r e  2 .  An i l l u s t r a t i o n  o f  Lemma 1 .  
L e t t i n g  t h e  d u a l  m u l t i p l i e r s  f o r  t h e  f i r s t  c o n s t r a i n t  o f  P ( i )  
be e q u a l  t o  - 1 ,  w e  c a n  r e a d i l y  c h e c k ,  based  on t h e  o p t i m a l i t y  
c o n d i t i o n s  f o r  ( P )  , t h a t  9 ,  9 ,  2 ,  6 ,  p ,  and -IT s a t i s f y  t h e  
o p t i m a l i t y  c o n d i t i o n s  f o r  P  (i) and P ( i i )  . Based on d u a l  f e a s i -  
b i l i t y ,  w e  have p = G - 6 D  and 6 < 0. Because D < 0 ,  w e  have 
- - 
p - > E .  Thus,  i f  E > 0  ( E  - > O ) ,  t h e n  $ i s  (weakly)  p a r e t o  opt imal .11 
3 .  EMPLOYING INFORIGITIOIJ ON PREFEARENCES 
While a p p l y i n g  t h e  r e f e r e n c e  p o i n t  o p t i m i z a t i o n  a  sequence  
{qk} o f  r e f e r e n c e  p o i n t s  and t h e  c o r r e s p o n d i n g  sequence  {qk}  
p a r e t o  p o i n t s  w i l l  be  g e n e r a t e d .  U s u a l l y  t h e s e  s e q u e n c e s  r e v e a l  
p a r t i a l l y  t h e  d e c i s i o n  makers  p r e f e r e n c e s .  For  i n s t a n c e ,  a f t e r  
- - - 
,k-1 -k 
o b t a i n i n g  a  p a r e t o  p o i n t  q  , a  new r e f e r e n c e  p o i n t  q  may be  
,k-1 
chosen s o  t h a t  qk i s  p r e f e r r e d  t o  q  . I n  t h e  f o l l o w i n g  w e  
i n t e n d  t o  e x p l o i t  such  i n f o r m a t i o n .  I n  such  a  p r o c e d u r e  w e  
s h a l l  n o t  n e c e s s a r i l y  g e n e r a t e  t h e  n e a r e s t  p a r e t o  p o i n t  t o  a  
r e f e r e n c e  p o i n t .  W e  w i l l  r e s t r i c t  t h e  p a r e t o  p o i n t s  b e i n g  
g e n e r a t e d  t o  t h o s e  which a r e  c o n s i s t e n t  ( i n  t h e  s e n s e  d e f i n e d  
below) w i t h  t h e  i n f o r m a t i o n  g a i n e d  from t h e  i n t e r a c t i v e  p r o c e s s .  
* 
I n i t i a l l y ,  w e  w i l l  assume a  l i n e a r  u t i l i t y  f u n c t i o n  X q ,  
* 
where X i s  a  v e c t o r  such  t h a t  q  i s  p r e f e r r e d  t o  q '  i f  and o n l y i f  
* * * 
X q > X q ' ,  f o r  a l l  q  and q ' .  The v e c t o r  X i s  n o t  known ex- 
p l i c i t l y .  However, b e c a u s e  e a c h  o b j e c t i v e  q i  i s  t o  be  maximized, 
* 
we have A - > 0; i.e., A*di - > 0 for each unit vector di. Further- 
* 
more, other information concerning A may be obtained during the 
interactive procedure. As above, if the decision maker 
-k -k /.k-1 prefers y to qke1, then, denoting d = y - y , we have Ad > 0. 
i In general let d , for i = 1,2 ,..., Ik, be the vectors of pre-  
f e r r e d  d i r e c t i o n s  (including the unit vectors) being revealed 
by iteration k of the procedure. This implies that 
* 
i.e., A is in the dual cone of the cone spanned by the vectors 
i d . (Actually, A* is in the interior of Ak.) See also Zionts and 
Wallenius (1976). 
Let Qk be the set of pareto points which are c o i l s i s t e n t  
with respect to Ak in the sense that $ E Qk if and only if 
there is A E Ak such that A$ - > Aq, for all attainable q E Q. 
We shall now discuss an approach to provide a pareto point 
$ E Qk related to a reference point q. For this purpose we 
rewrite (P.3) as 
Ik i - (P. 3) - w + C x -  1 d z i = q  , 
i=l 
where the scalars zi are nonnegative decision variables. This 
revised problem will be referred to as problem (P) .  An inter- 
pretation of this problem is to find the nearest pareto point 
(among all pareto points) to the cone, which is spanned by the 
i 
vectors d of preferred directions and whose vertex is at the 
reference point q. Another characterization of the revised 
problem (P) is given as follows: 
LEMMA 2. If E > 0, w = 9 i s  o p t i m a l  f o r  t h e  r e v i s e d  prob7,em 
( P I ,  and $ = 7 + 2 ,  t h e n  $ E q k ;  i . e . ,  $ i s  a  p a r e t o  p o i n t  w h i c h  
k is c o n s i s t e n t  w i t h  r e s p e c t  t o  t h e  i n f o r m a t i o n  o b t a i n e d  i n  A . 
P r o o f .  Let (y,w,x,zi) = (9,Q,%,2i) be optimal for (P) and, 
as before, 6, p ,  and n the optimal dual solution. Define 
= q + 1 diz. Then the above also solves (P) with the reference 
i 
- 
point q .  Thus, by Lemma 1, p - > E > 0 and $ maximizes p q  over 
attainable points q. By the optimality condition for z , we have 
k i 
udi - > 0, for all i. Thus p E A , and therefore, 4 is a pareto 
k point consistent with A . ( I  
In practice, the decision makers utility function normally 
is not linear. However, in the neighborhood of his most desired 
solution the utility function normally has a satisfactory linear 
approximation and, therefore, the above procedure may still be 
useful. Because of nonlinearity, the vectors di of preferred 
directions may appear conflicting to a linear utility function; 
i.e., the set nk reduces to a single point (the origin) and the 
i 
vectors d span the whole space. Of course, this may occur 
also for reasons other than the nonlinearity. For instance, 
lack of training in using the approach may easily result in 
conflicting statements on preferences. In either case, such 
conflict results in an unbounded optimal solution for the re- 
vised problem (P). In such a case, we suggest that the oldest 
i 
vectors d (the ones generated first) will be deleted as long 
as boundedness for (P) is obtained. This approach seems appealing 
in accounting both for the learning process of the user (decision 
maker) and for his possible nonlinear utility function. 
4. COMPUTER IMPLEMENTATION 
A package of SESAME/DATNYIAT programs has been prepared for 
automating the use of the multicriteria optimization technique 
utilizing user-specified reference points. The scalarizingfunc- 
tion defined in ( 1 )  with E = 0 was adopted for this implementation. 
A model revision into the formof (P) is carried out and a neutral 
s i i 1 , u t t ~ n  corresponding to a reference point q = 0 is computed 
and recorded first. Each time a new reference point q is given, 
the optimal solution for (P) is found starting with the neutral 
solution and using parametric programming, that is, parametrizing 
the reference point as 0; with 0 increasing from 0 to 1. Although 
the exploitation of preferences (as described in Section 3) has 
not yet been implemented, we are already able to design experi- 
ments for studying the influence of employing such cumulative 
information. Some optional algorithmic devises have been imple- 
mented to force the sequence of pareto points to converge. As 
it will be clear later, such a procedure does not guarantee an 
optimal solution (under any utility function) but often it is 
expected to be useful for generating interesting pareto points. 
There is no explicit limit to the size of model which can 
be handled except that the number of objectives cannot exceed 
99. The limiting factor is likely to be disk space since a 
model is effectively duplicated on the user's disk. 
The package of programs is referred to as the MOCRIT 
Package, or simply MOCRIT. The standard package consists of 
three files: a SESAME RUN file, a DATmIAT program file, and a 
dummy data file which exists merely for technical reasons. 
There are essentially four programs in 14OCRIT: (1) REVISION, 
which reformulates the model into the form of (P) and creates 
the neutral solution, (2) START, which initializes the system 
for a interactive session, (3) SESSION, which utilizes the 
standard technique of reference point optimization, and (4) 
CONVERGE, which forces the sequence of parato points to converge. 
The use of REVISION and SESSION is mandatory. START is a con- 
venience to obviate the need to enter various SESAME parameters 
for each session. CONVERGE is an option; it cannot be used 
meaningfully before SESSION has been executed at least once. 
CONVERGE is actually a prologue to SESSION which it activates 
as a terminal step. 
These "programs" are really RUN decks consisting of appro- 
priate SESAME commands. There are corresponding decks (DATAMAT 
programs) which are executed automatically by the RUN decks. 
All four MOCRIT programs terminate by returning to the SESAME 
environment in manual mode. Regular SESAME commands and pro- 
cedures can be interspersed manually from the terminal at such 
times. (For details, see Orchard-Hays 1977) . . 
4.1 The REVISION Program 
The purpose of thls prograa is to revise an existing linear 
programming model containing two or more functional rows into 
a form suitable for multiobjective optimization. The existing 
model file must have been previously created with DATAMAT (or 
CONVERT) i n  s t a n d a r d  f a s h i o n .  T h i s  f i l e  i s  n o t  a l t e r e d ;  a  new 
f i l e  c o n t a i n i n g  t h e  r e v i s e d  n o d e l  i s  c r e a t e d  i n s t e a d .  
A f t e r  c r e a t i n g  t h e  new model ,  REVISION f u r t h e r  s o l v e s  t h e  
model w i t h  a  r e f e r e n c e  p o i n t  o f  a l l  z e r o ,  and  o b t a i n s  t h e r e b y  
t h e  n e u t r a l  s o l u t i o n .  T h i s  i n i t i a l  s o l u t i o n  mus t  be  o b t a i n e d  
o n l y  o n c e  and t h e  o p t i m a l  b a s i s  i s  r e c o r d e d  o n  a  d i s k  f i l e  f o r  
f u r t h e r  u s e .  
REVISION a l s o  c r e a t e s  a n o t h e r  f i l e  c o n t a i n i n g  two t a b l e s .  
One i s  u s e d  t o  r e c o r d  s e l e c t e d  r e s u l t s  form t h e  n e u t r a l  s o l u t i o n .  
The o t h e r  i s  u s e d  by t h e  START program t o  se t  t h e  v a r i o u s  SESAME 
p a r a m e t e r s  f o r  t h e  r e v i s e d  model ,  i . e . ,  model name, model f i l e  
name, RHS name, name o f  RANGE s e t  i f  a n y ,  and  name o f  BOUND se t .  
Thus it i s  u n n e c e s s a r y  t o  s e t  t h e s e  f o r  s u b s e q u e n t  s e s s i o n s .  
The r e f e r e n c e  p o i n t  q a s  w e l l  a s  t h e  model p a r a m e t e r s  de-  
p e n d e n t  o n  t h e  p e n a l t y  c o e f f i c i e n t  p a r e  s p e c i f i e d  i n i t i a l l y  i n  
t h e  r e v i s e d  model a s  s y m b o l i c  names. When t h e i r  v a l u e s  are 
d e c i d e d  o n ,  t h e y  a r e  s p e c i f i e d  n u m e r i c a l l y  a t  r u n  t i m e  w i t h o u t  
g e n e r a t i n g  t h e  who le  model  o v e r  a g i a n .  F o r  i n s t a n c e ,  t o  o b t a i n  
t h e  n e u t r a l  s o l u t i o n ,  REVISION r e q u i r e s  p e n a l t y  c o e f f i c i e n t  p .  
I t s  v a l u e  i s  o b t a i n e d  v i a  a n  i n t e r a c t i v e  r e s p o n s e .  I f  it i s  
s u b s e q u e n t l y  changed  (see t h e  SESSION program)  t h e  n e u t r a l  
s o l u t i o n  w i l l ,  i n  g e n e r a l ,  no  l o n g e r  b e  f e a s i b l e .  T h i s  may n o t  
be  done  n o r m a l l y  b u t ,  i f  n e c e s s a r y ,  a  new n e u t r a l  s o l u t i o n  c a n  
be  o b t a i n e d  a s  shown i n  Orchard-Hays ( 1 9 7 9 ) .  
4 . 2  The START and  SESSION Programs 
A f t e r  a  model h a s  been r e v i s e d  and  t h e  n e u t r a l  s o l u t i o n  
o b t a i n e d  and  r e c o r d e d ,  t h e  model  i s  r e a d y  f o r  u s e  w i t h  t h e  i n t e r -  
a c t i v e  m u l t i o b j e c t i v e  p r o c e d u r e .  Such u s e  i s  r e f e r r e d  to .  a s  a 
s e s s i o n .  A s e s s i o n  i s  i n i t i a t e d  by e x e c u t i n g  t h e  START p r o -  
gram. A l l  t h i s  d o e s  i s  d e f i n e  t h e  n e c e s s a r y  SESAME p a r a m e t e r s  
u n i q u e  t o  t h e  model .  
A f t e r  e x e c u t i n g  START b u t  b e f o r e  e x e c u t i n g  SESSION, t h e  
r e f e r e n c e  p o i n t  must  b e  d e f i n e d .  T h i s  i s  done  w i t h  t h e  SESAME 
p r o c e d u r e  VALUES which  i s  q u i t e  f l e x i b l e  w i t h  r e s p e c t  t o  f o r m a t s  
and  f u n c t i o n s .  I f  n e c e s s a r y ,  a l s o  t h e  v a l u e  o f  t h e  p e n a l t y  
c o e f f i c i e n t  p may be  changed a t  t h i s  p o i n t .  A f t e r  t h e  r e f e r e n c e  
p o i n t  h a s  been d e f i n e d ,  e x e c u t i o n  o f  SESSION r e s u l t s  i n  t h e  
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Any e x i s t i n g  s o l u t i o n  f i l e  i s  e r a s e d .  
The problem s e t - u p  p r o c e d u r e  i s  c a l l e d  and t h e  e x i s t i n g  
r e f e r e n c e  p o i n t  i s  i n c o r p o r a t e d  f o r  u s e  i n  p a r a m e t r i c  
programming. 
The b a s i s  o f  t h e  n e u t r a l  s o l u t i o n  i s  r e c a l l e d .  
The s implex  p r o c e d u r e  i s  C a l l e d .  A f t e r  a  b a s i s  i n v e r -  
s i o n  and check of  t h e  s o l u t i o n ,  t h e  n e u t r a l  s o l u t i o n  
i s  r e c o v e r e d .  
The p a r a m e t r i c  programming p r o c e d u r e  i s  c a l l e d  t o  pa ra -  
m e t r i z e  t h e  r e f e r e n c e  p o i n t  8 q  o v e r  t h e  pa ramete r  
v a l u e s  8  E [ 0 , 1 ] .  
A SESAME p r o c e d u r e  i s  c a l l e d  t o  r e c o r d  s e l e c t e d  por-  
t i o n s  of  t h e  s o l u t i o n .  
DATAMAT i s  c a l l e d  t o  e x e c u t e  a  program t o  d i s p l a y  
r e s u l t s  a t  t h e  t e r m i n a l  (and t o  p r i n t  o f f - l i n e )  and 
a l s o  t o  r e c o r d  n e c e s s a r y  i n f o r m a t i o n  f o r  p o s s i b l e  
subsequen t  u s e  by CONVERGE. 
The c o n t r o l  i s  r e t u r n e d  t o  SESAME i n  manual mode. 
I f  i t  i s  d e s i r e d  t o  t r y  a n o t h e r  r e f e r e n c e  p o i n t ,  w e  c a l l  
t h e  p rocedure  VALUES a g a i n  and t h e n  r e r u n  SESSION. T h i s  may be  
done ' r e p e a t e d l y .  
I f  it i s  d e s i r e d  t o  g e t  a  p r i n t - o u t  o f  t h e  f u l l  s o l u t i o n  
( o r  s e l e c t e d  p o r t i o n s )  i n  s t a n d a r d  LP s o l u t i o n  fo rmat  a f t e r  re- 
t u r n  from SESSION, it c a n  be  o b t a i n e d  u s i n g  t h e  SESAME p r o c e d u r e s  
i n  t h e  u s u a l  way ( s e e o r c h a r d - H a y s 1 9 7 7 ) .  An example of p a r t  of  
t h e  r e s u l t s  d i s p l a y e d  a t  t h e  t e r m i n a l  i s  g i v e n  i n  F i g u r e  4 .  Each 
row c a r r y i n g  u s e r - d e f i n e d  l a b e l s  F1 t o  I10  r e f e r s  t o  an  o b j e c t i v e .  
The column REFER.PT d e f i n e s  t h e  r e f e r e n c e  p o i n t  q, column SUB.FN 
y i e l d s  t h e  p a r e t o  p o i n t  6 o b t a i n e d ,  and column W i s  j u s t  t h e  
d i f f e r e n c e  6 - q o f  t h e  above two columns. Column DUAL i s  t h e  
( n e g a t i v e  o f  t h e )  v e c t o r  p o f  t r a d e  o f f  c o e f f i c i e n t s  d e f i n e d  
i n  Lemma 1 .  
REFER. PT SUB. FN W DUAL 
F i g u r e  3 .  An example o f  r e s u l t s  d i s p l a y e d  i n  a  s e s s i o n .  (The 
r e f e r e n c e  p o i n t  i s  qS o f  S e c t i o n  5 . 2 ) .  
4 . 3  The COVERGE Program 
The CONVERGE program may be  used  i n s t e a d  of  SESSION a f t e r  
t h e  l a t t e r  h a s  been  e x e c u t e d  a t  l e a s t  o n c e .  The VALUES p r o c e d u r e  
must  b e  e x e c u t e d  f i r s t ,  a s  u s u a l ,  t o  d e f i n e  a  new r e f e r e n c e  
p o i n t .  However, t h i s  r e f e r e n c e  p o i n t ,  d e n o t e d  by 5 ,  i s  n o t  
a c t u a l l y  used .  L e t  G k  b e  t h e  l a s t  p a r e t o  p o i n t  o b t a i n e d  (by  
e i t h e r  SESSION o r  CONVERGE). A new r e f e r e n c e  p o i n t  i s  computed 
from i n  two s t a g e s  a s  fo l l 'ows .  F i r s t  5 i s  p r o j e c t e d  on t h e  
h y p e r p l a n e  H d e f i n e d  i n  Lemma 1 ,  p a s s i n g  t h r o u g h  Gk and o r t h o g o n a l  
t o  t h e  d u a l  v e c t o r  p. T h i s  p r o j e c t i o n  q *  i s  g i v e n  by 
-k+ 1 The new r e f e r e n c e  p o i n t  q  i s  t h e n  c h o s e n  from t h e  l i n e  seg -  
-k+ 1 
ment [q* , G k ]  ; i. e.  , a  p o i n t  q  Ak * = q* + e ( q  -q ) i s  c h o s e n  f o r  
some 8 E [ 0 , 1 ] .  The f o l l o w i n g  o p t i o n s  have  been  c o n s i d e r e d :  
-k+ 1 (i) choose  8 = 0  ( i . e . ,  choose  q  a s  t h e  p r o j e c t i o n  q * ) ,  o r  
-k+l ,k k  (ii) choose  t h e  s m a l l e s t  8 E [ O ,  1 ] s o  t h a t  max(q -qi)  2 y  , 
i 
w h e r e  yk i s  a u s e r - s p e c i f i e d  t o l e r a n c e .  The  v a l u e  f o r  y  may e i t h e r  
b e  e n t e r e d  d i r e c t l y  o r  it may b e  s p e c i f i e d  as  a p e r c e n t a g e  o f  
t h e  " d i s t a n c e "  b e t w e e n  t h e  p r e v i o u s  r e f e r e n c e  p o i n t  G~ a n d  t h e  
-k ,k p a r e t o  p o i n t  $k; i . e . ,  yk = f3k m a x ( q i - q i ) ,  w h e r e  pk i s  a c o e f f i -  
i 
c i e n t  e n t e r e d  by  t h e  u s e r .  T h i s  l a t t e r  o p t i o n  may b e  u s e d  
m e a n i n g f u l l y  o n l y  i f  t h e  r e f e r e n c e  p o i n t  G~ i s  n o t  a p a r e t o  
i n f e r i o r  p o i n t ,  f o r  i n s t a n c e ,  a p o i n t  o b t a i n e d  by  CONVERGE i n  
t h e  p r e c e e d i n g  s e s s i o n .  F o r  a n  i l l u s t r a t i o n  o f  t h e  m o d i f i e d  
r e f e r e n c e  p o i n t ,  see F i g u r e  4 .  
F i g u r e  4 .  i q o d i f i c a t i o n  o f  t h e  r e f e r e n c e  p o i n t  i n  CONVERGE. 
Note that 
-k+1 Ak -k+1 Ak+1 yk > max (qi - qi) 2 max (q 
- 




~ h u s ,  if yk > 0  and the sequence {y 1 converges to zero, then the 
- 
sequence of optimal values for (P) converges to zero. 
R e m a r k .  A limit point of {$k; is not necessarily a solution 
to the multicriteria optimization problem, because the convergence 
is mechanically forced without taking the decision maker's 
preferences properly into account. The only purpose of the 
CONVERGENCE routine is to provide some algorithmic help to con- 
verge to a, hopefully, interesting pareto point. 
5. COMPUTATIONAL EXPERIENCE 
For testing purposes we used a ten period dynamic linear 
programming model developed for studying long-range development 
alternatives of forestry and forest based industries in Finland 
(Kallio et al. 1978). This model comprises two subsystems, 
the forestry and the industrial subsystem, which are linked to 
each other through raw wood supply. The forestry submodel 
describes the development of the volume of different types of 
wood and the age distribution of different types of trees in 
the forests within the nation. In the industrial submodel 
various production activities, such as saw mill, panels pro- 
duction, pulp and paper mills, as well as further processing 
of primary wood products, are considered. For a single product, 
alternative technologies may be employed so that the production 
process is described by a small Leontief model with substitu- 
tion. Besides supply of raw wood and demand for wood products, 
production is restricted through labor availability, production 
capacity, and financial resources. All production activities 
are grouped into one financial unit and the investments are 
made within the financial resources of this unit. Similarly, 
the forestry is considered as a single financial unit. 
A key issue between forestry and industry is the income 
distribution which is determined through raw wood price. Conse- 
quently, we have chosen two criteria: (i) the profit of the wood 
processing industries, and (ii) the income of forestry from 
selling the raw wood to industry. These objectives are con- 
sidered separately for each time period of the model. Thus, 
the problem in consideration has 20 criteria altogether. 
Of course, both the average raw wood price and quantity 
of wood sold must be implicit in such a model. In order to 
handle this in a linear programming framework, we use inter- 
polation. We consider two exogeneously given wood prices for 
each type of raw wood and for each period. The quantities sold 
at each price are endogeneous and the average wood price results 
from the ratio of these quantities. The complete model after 
REVISION consists of 712 rows and 913 columns. 
We experiment first with different values for the penalty 
coefficient p. Then, fixing p = p (the number of objectives) 
we generate a sequence I of reference points and compute the 
,k 
corresponding sequence {q of pareto points as solutions to (P). 
The influence of accumulated information on preferences will be 
experimented with thereafter. Finally, we try out the procedures 
of forcing convergence. 
5.1 Influence of the Penalty Coefficient 
Using the scalarizing function (1 )  we experimented with 
different values of the penalty coefficient p and with different 
reference points q. As pointed out in Section 2, unless the 
reference point q is pareto inferior, the pareto point Q obtained 
as a solution of (P) is independent of p, namely the one corre- 
sponding to the max min criterion. of the scalarizing-function ( 2 )  . 
On the other hand, if q is pareto inferior, then 4 in general 
depends on p. In the extreme case of p = p, we again obtain the 
max min solution. 
In the first runs, we set the reference point q to zero, 
and applied the values 20 (= p) , 25, 50, and 100 for p . The 
results have been plotted in Figure 5. As q = 0 appears to be 
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F = f o r e s t r y  income I = i n d u s t r i a l  income 
F i g u r e  5 .  Experiment  w i t h  d i f f e r e n t  p e n a l t y  c o e f f i c i e n t s  p and 
w i t h  r e f e r e n c e  p o i n t  q = 0 .  
p a r e t o  i n f e r i o r ,  t h e  p a r e t o  o p t i m a l  t r a j e c t o r i e s  o b t a i n e d  a r e  
- 
dependent  on p .  F o r  p = p a c o n s t a n t  d e v i a t i o n  O = Gi - qi  - i 
= 2.7 i s  o b t a i n e u  f o r  e a c h  o b j e c t i v e  i. When p i s  i n c r e a s e d  
t h e  minimum g u a r a n t e e d  f o r  each  wi d e c r e a s e s ,  be ing  1 . 2  f o r  
p = 1 0 0 .  S i m u l t a n e o u s l y  a s  p i n c r e a s e s ,  t h e  b e h a v i o r  of t h e  Q 
t r a j e c t o r i e s  g e t s  worse.  Even f o r  p = 25, t h e r e  i s  a  very  
h i g h  . sp ike  a t  t h e  end of  t h e  t r a j e c t o r y  o f  t h e  f o r e s t r y  income. 
F i g u r e  6 shows a  s i m i l a r  exper iment  where t h e  r e f e r e n c e  
p o i n t  i s  moved from z e r o  towards  t h e  p a r e t o  s e t .  A c t u a l l y  i n  
- 
t h i s  c a s e ,  q  i s  a b o u t  90  p e r c e n t  of  a  p a r e t o - o p t i m a l  s o l u t i o n .  
Again,  t h e  c a s e  p = p r e s u l t s  i n  a  c o n s t a n t  d e v i a t i o n  of Qi = 0 . 4 ,  
f o r  a l l  i. F o r  l a r g e r  v a l u e s  o f  p ,  t h e  same b e h a v i o r  of  t h e  
t r a j e c t o r i e s  was o b t a i n e d  a s  i n  t h e  p r e v i o u s  c a s e  q = 0.  How- 
e v e r ,  a s  one  migh t  e x p e c t ,  t h e  b e h a v i o r  of  t h e  t r a j e c t o r i e s  does  
- 
t i m e  
0 
t i m e  
F i g u r e  6 .  E x p e r i m e n t s  w i t h  d i f f e r e n t  p e n a l t y  c o e f f i c i e n t s  and  
w i t h  t h e  r e f e r e n c e  p o i n t  a b o u t  9 0  p e r c e n t  o f  a  p a r e t o  
p o i n t .  
0-- 
t i m e  
F i g u r e  7 .  A n o n a t t a i n a b l e  r e f e r e n c e  p o i n t  q and  i t s  n e a r e s t  
p a r e t o  p o i n t .  
n o t  g e t  a s  bad  a s  i n  t h e  p r e v i o u s  c a s e .  A s  t h e  r e f e r e n c e  p o i n t  
i s  c l o s e r  t o  t h e  p a r e t o  s e t ,  t h e  v a r i a t i o n  i n  d e v i a t i o n  Qi i s  
s m a l l e r ,  y e t  s t i l l  i n t o l e r a b l e  f o r  v e r y  l a r g e  p .  
I n  t h e  n e x t  c a s e ,  a  n o n a t t a i n a b l e  p o i n t  was c h o s e n  a s  a  
r e f e r e n c e  t r a j e c t o r y .  The r e s u l t i n g  t r a j e c t o r i e s  ( c o r r e s p o n d i n g  
t o  t h e  n e a r e s t  p a r e t o  p o i n t )  4 have  been  i l l u s t r a t e d  i n  F i g u r e  8 .  
A s  4 now c o r r e s p o n d s  t o  t h e  max min c r i t e r i o n  ( 2 ) ,  w e  may e x p e c t  
t h e  d e v i a t i o n s  Qi t o  b e  r a t h e r  c o n s t a n t ;  i n  f a c t ,  wi i s  e q u a l  
t o  -0.8 e x c e p t  f o r  t h e  i n d u s t r i a l  p r o f i t  a t  t h e  f i r s t  p e r i o d  
( i n  which  case t h e  d e v i a t i o n  i s  s l i g h t l y  more f a v o r a b l e ) .  
5 . 2  E x p e r i m e n t s  w i t h  a  Sample o f  R e f e r e n c e  P o i n t s  
F o r  f u r t h e r  tes ts  w e  set  p = p ,  g e n e r a t e d  a  s e q u e n c e  o f  
e i g h t  r e f e r e n c e  p o i n t s  and  t h e  c o r r e s p o n d i n g  p a r e t o  s o l u t i o n s .  
The r e s u l t s  h a v e  b e e n  i l l u s t r a t e d  i n  F i g u r e s  8  and  9 , where  
t h e  c o n t i n u o u s  t r a j e c t o r i e s  r e f e r  t o  t h e  r e f e r e n c e  p o i n t ,  a n d  
t h o s e  drawn i n  b r o k e n  l i n e s  r e f e r  t o  t h e  p a r e t o  p o i n t .  A s  a n  
o v e r a l l  o b s e r v a t i o n  w e  may c o n c l u d e ,  a s  e x p e c t e d ,  t h a t  t h e  
t r a j e c t o r y  o f  t h e  p a r e t o  s o l u t i o n  t e n d s  t o  b e  t h e  r e f e r e n c e  
t r a j e c t o r y  s h i f t e d  u p  or down. ( S e e  a l s o  F i g u r e s  5 and  6 ,  f o r  
p = 20,  and  F i g u r e  7 . )  However, t h i s  i s  n o t  a l w a y s  t h e  c a s e .  
F o r  e x t r e m e  cases, see F i g u r e  8  ( b )  and  8  ( c )  , where t h e  p a r e t o  
t r a j e c t o r i e s  have  a v e r y  l a r g e  s p i k e .  Such u n d e s i r a b l e  unsmooth- 
n e s s  may b e  d u e  t o  a  m u l t i p l i c i t y  o f  o p t i m a l  s o l u t i o n  which  a r e  
v e r y  d i f f e r e n t  f rom e a c h  o t h e r .  I n  o u r  dynamic case, f o r  i n -  
s t a n c e ,  t h e  f i r s t  p e r i o d s  may t o t a l l y  d e t e r m i n e  t h e  o p t i m a l  
o b j e c t i v e  f u n c t i o n  v a l u e  f o r  ( P )  and  t h e  m u l t i p l e  o p t i m a l  
s o l u t i o n s  r e s u l t  f rom t h e  v a r i e t y  o f  a l t e r n a t i v e s  l e f t  f o r  t h e  
l a t e r  p e r i o d s .  
Nex t ,  t h e  i n f l u e n c e  o f  t h e  a c c u m u l a t e d  i n f o r m a t i o n  on 
p r e f e r e n c e s  was e x p e r i m e n t e d .  L e t  G O ,  and  b e  t h e  r e f e r e n c e  
p o i n t  and  t h e  p a r e t o  p o i n t ,  r e s p e c t i v e l y ,  i n  F i g u r e  7 ,  and  l e t  
-k q  and  ljk, f o r  k  = 1 , 2 , .  . . , 8 ,  b e  t h o s e  d e f i n e d  i n  F i g u r e s  8 
a n d  9 .  F o r  t h e  p u r p o s e  o f  o u r  n u m e r i c a l  tes ts  w e  assume t h a t  
-k 
r e v e a l  t h e  d e c i s i o n  make r s  p r e f -  t h e  d i f f e r e n c e s  d  = q  - q  
e r e n c e s  i n  a  way t h a t  dk  i s  a  p r e f e r r e d  d i r e c t i o n ,  f o r  k  = 1 , 2 ,  
k  
..., 8.  A l l  v e c t o r s  d  , f o r  i < k ,  w i l l  b e  made a v a i l a b l e  when 
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Figure 9 .  A sample of sessions (continued). 
a p p l y i n g  t h e  r e f e r e n c e  p o i n t  qk i n  t h e  r e v i s e d  p rob lem ( P ) .  
Thus,  a l l  i n f o r m a t i o n  g a i n e d  on  p r e f e r e n c e s  i s  b e i n g  u s e d .  The 
p a r e t o  p o i n t s  r e s u l t i n g  a s  o p t i m a l  s o l u t i o n s  f o r  (P) have  been  
i l l u s t r a t e d  i n  d o t t e d  l i n e s  i n  F i g u r e s  8 a n d  9 .  F o r  k  = 1 , 2 ,  
and  3 ,  t h e  a d d i t i o n a l  i n f o r m a t i o n  d i d  n o t  have  any i n f l u e n c e  
on  t h e  p a r e t o  p o i n t ;  i . e . ,  t h e  same s o l u t i o n s  G~ were o b t a i n e d  
a s  b e f o r e .  However, t h e r e a f t e r  a  s i g n i f i c a n t  c h a n g e  was ob- 
s e r v e d  i n  mos t  c a s e s ,  and  i n  a d d i t i o n ,  t h e  o b t a i n e d  r e v i s e d  
p a r e t o  p o i n t  seems t o  b e  b e t t e r  t h a n  t h e  o n e  o b t a i n e d  f rom 
problem ( P )  (see F i g u r e s  8 ( d )  , 9 ( f )  , and  9 ( g )  , f o r  i n s t a n c e )  . 
On t h e  o t h e r  hand ,  w e  may o b s e r v e  t h a t  t h e  r e v i s e d  t r a j e c t o r i e s  
u s u a l l y  r e s e m b l e  t h e  s h a p e  o f  t h e  r e f e r e n c e  t r a j e c t o r y  t o  a  
lesser d e g r e e  t h a n  d o  t h e  t r a j e c t o r i e s  o b t a i n e d  form p rob lem 
( P ) .  T h e s e  o b s e r v a t i o n s  s u g g e s t  t h a t  p e r h a p s  i n  p r a c t i c e  b o t h  
p a r e t o  t r a j e c t o r i e s  o u g h t  t o  b e  computed i n  e a c h  s e s s i o n .  
5 . 3  F o r c i n g  Convergence  
I n  S e c t i o n  4 w e  d e v e l o p e d  p r o c e d u r e s  f o r  m o d i f y i n g  t h e  u s e r s  
s u g g e s t e d  s e q u e n c e  o f  r e f e r e n c e  p o i n t s  i n  s u c h  a  way t h a t  t h e  
p a r e t o  p o i n t s  o b t a i n e d  a r e  f o r c e d  t o  c o n v e r g e .  One o f  t h e s e  
k p r o c e d u r e s  was c o n t r o l l e d  by a  s e q u e n c e  {B 1 o f  p e r c e n t a g e s ,  
k  
a n d  a n o t h e r  by a  s e q u e n c e  { y  1 o f  t o l e r a n c e s .  Both o f  them 
w e r e  t e s t e d  u s i n g  t h e  above  s e q u e c e  { q  -k }k=O a s  a  s e q u e n c e  r e f -  
e r e n c e  p o i n t s  s u g g e s t e d  by t h e  u s e r .  
F i r s t  w e  d i s c u s s  t h e  c a s e  o f  u s i n g  t h e  6 - f a c t o r s .  A f t e r  
0  
o b t a i n i n g  t h e  i n i t i a l  s o l u t i o n  4 , t h e  CONVERGE program was 
a p p l i e d  f o r  e a c h  s u g g e s t i o n  gk. The r e s u l t s  o b t a i n e d ,  when a  
c o n s t a n t  v a l u e  = . 5  ( f o r  a l l  k )  was u s e d ,  a r e  i l l u s t r a t e d  
i n  F i g u r e  10.  I t  a l s o  d e s c r i b e s  t h e  r e s u l t s  when t h e  e x p e r i m e n t  
k  
was r e p e a t e d  f o r  6 = . 9 .  I n  b o t h  c a s e s ,  p r a c t i c a l l y  no change  
*k i n  q was o b t a i n e d  a f t e r  k  > 2 .  Thus t h e  c o n v e r g e n c e  p r o v e d  t o  
- 
b e  e x t r e m e l y  f a s t ;  i n  f a c t ,  f o r  many a p p l i c a t i o n s  p r o b a b l y  un- 
d e s i r a b l y  f a s t .  An e x p l a n a t i o n  f o r  t h i s  phenomenon may b e  
found  from t h e  f a c t  t h a t  t h e  h y p e r p l a n e  ( o n  which  t h e  r e f e r e n c e  
p o i n t s  a r e  p r o j e c t e d )  i s  c l o s e  t o  t h e  p a r e t o  set  i n  t h e  n e i g h b o r -  
hood o f  t h e  l a s t  p a r e t o  p o i n t  o b t a i n e d .  T h i s  i n  t u r n  i s  l i k e l y  
t o  r e s u l t  i n  a  s e q u e n c e  o f  o b j e c t i v e  f u n c t i o n  v a l u e s  f o r  ( P ) ,  
which  c o n v e r g e s  f a s t  t o  z e r o .  









Figure 10. Experiments with CONVERGE: Bk = . 5  and Bk = 9. 
F o r  t h e  o t h e r  p r o c e d u r e  w e  c h o s e  t h e  bounds  yk as 
k  yk = 10/2  . The r e s u l t s  are d e s c r i b e d  i n  F i g u r e  11 .  The 
c o n v e r g e n c e  i s  now r e a s o n a b l y  f a s t ,  and  t h e r e f o r e ,  t h e  u s e r  
h a s  a f a i r  c h a n c e  t o  c o n t r o l  t h e  s e q u e n c e  o f  p a r e t o  p o i n t s  
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k  F i g u r e  11 .  E x p e r i m e n t s  w i t h  CONVERGE: yk = 10/2 . 
6 .  SUMMARY AND CONCLUSIONS 
I n  t h i s  p a p e r  w e  have  i n v e s t i g a t e d  t h e  r e f e r e n c e  p o i n t  ap- 
p r o a c h  f o r  l i n e a r  m u l t i o b j e c t i v e  o p t i m i z a t i o n  ( W i e r z b i c k i  1979a ,  
b ) .  I n  o u r  o p i n i o n ,  t h e  b a s i c  c o n c e p t  p r o v e s  t o  b e  v e r y  u s e f u l ,  
i n  p a r t i c u l a r ,  b e c a u s e  o f  i t s  s i m p l i c i t y .  The method d o e s  n o t  
n e c e s s a r i l y  a i m  a t  f i n d i n g  a n  optimum u n d e r  any  u t i l i t y  f u n c t i o n ,  
b u t  r a t h e r  it i s  u s e d  t o  g e n e r a t e  a  s e q u e n c e  o f  i n t e r e s t i n g  
p a r e t o  p o i n t s .  I n  o r d e r  t o  g u a r a n t e e  u s e f u l n e s s  o f  t h e  i n f o r -  
m a t i o n  b e i n g  g e n e r a t e d ,  w e  l e t  t h e  d e c i s i o n  maker  i n t e r f e r e  w i t h  
t h e  model s y s t e m .  I n  t h e  c o u r s e  o f  s u c h  a n  i n t e r a c t i v e  p r o c e s s  
h e  s u g g e s t s  r e f e r e n c e  o b j e c t i v e s  which  n o r m a l l y  r e f l e c t  h i s  de-  
s i r e d  l e v e l s  o f  v a r i o u s  o b j e c t i v e s .  The o p t i m i z a t i o n  s y s t e m  i s  
u s e d  t o  f i n d ,  i n  some s e n s e ,  t h e  n e a r e s t  p a r e t o  p o i n t  t o  e a c h  
r e f e r e n c e  o b j e c t i v e .  
A s  a measure  o f  " d i s t a n c e "  be tween  t h e  r e f e r e n c e  p o i n t s  
a n d  t h e  p a r e t o  se t  w e  u s e  t h e  p e n a l t y  s c a l a r i z i n g  f u n c t i o n  ( 1 )  
which  i n  o u r  e x p e r i e n c e  h a s  v e r y  f a v o r a b l e  p r o p e r t i e s :  f i r s t ,  
t h e  problem o f  f i n d i n g  t h e  n e a r e s t  p a r e t o  p o i n t  t o  a  r e f e r e n c e  
p o i n t  amounts  t o  a  l i n e a r  programming p rob lem,  and  s e c o n d ,  it 
allows t h e  u s e r  a r e a s o n a b l e  c o n t r o l  o v e r  t h e  s e q u e n c e  o f  p a r e t o  
p o i n t s  g e n e r a t e d  ( g i v e n  t h a t  t h e  p e n a l t y  c o e f f i c i e n t  p i s  c l o s e  
t o  t h e  number o f  o b j e c t i v e s ) .  To c l a r i f y  t h e  l a t t e r  p o i n t  w e  
have  o b s e r v e d  t h a t  some s c a l a r i z i n g  f u n c t i o n s  h a v e  a n  u n d e s i r a b l e  
p r o p e r t y  o f  f a v o r i n g  a r b i t r a r i l y  one  o r  a few components  o f  t h e  
o b j e c t i v e  v e c t o r .  I n  s u c h  a  case, t h e  o b j e c t i v e  l e v e l s  a t  t h e  
p a r e t o  p o i n t  and  a t  t h e  r e f e r e n c e  o b j e c t i v e  may b e  close t o  e a c h  
o t h e r  i n  a l l  e x c e p t  o n e  component where t h e  p a r e t o  p o i n t  i s  f a r  
s u p e r i o r  t o  t h e  r e f e r e n c e  o b j e c t i v e .  I n  dynamic cases t h i s  
phenomenon u s u a l l y  c a u s e s  s p i k e s  i n  t r a j e c t o r i e s  o f  t h e  o b j e c t i v e s  
(see F i g u r e  5 f o r  l a r g e  v a l u e s  o f  t h e  p e n a l t y  c o e f f i c i e n t  p ) .  
W e  expand t h e  r e f e r e n c e  p o i n t  a p p r o a c h  f o r  t h e  a d a p t a t i o n  
o f  i n f o r m a t i o n  which  a c c u m u l a t e s  on  t h e  d e c i s i o n  m a k e r ' s  p r e -  
f e r e n c e s  i n  t h e  c o u r s e  o f  t h e  i n t e r a c t i v e  p r o c e s s .  I n  t h i s  case 
w e  e x c l u d e  from c o n s i d e r a t i o n  e v e r y  p a r e t o  p o i n t  which  i s  n o t  
o p t i m a l  u n d e r  any  l i n e a r  u t i l i t y  f u n c t i o n  c o n s i s t e n t  w i t h  t h e  
i n f o r m a t i o n  o b t a i n e d  s o  f a r .  Thus t h e  p a r e t o  p o i n t  b e i n g  gen-  
e r a t e d  i s  t h e  n e a r e s t  o n e  among t h e  rest o f  t h e  p a r e t o  p o i n t s .  
We nave implemented the reference point approach using the 
interactive mathematical programming system, called SESAME 
(Orchard-Hays 1978). The package of programs consists of essen- 
tially two parts: first, a DATAMAT program which reformulates 
a linear programming model in the form (P) of reference point 
optimization, and second, a routine to carry out an interactive 
iteration (i.e., to insert a reference objective, and to compute 
and display the pareto point). The current implementation em- 
ploys the scalarizing function (1) with the parameter vector E 
being equal to zero. The system is now capable of handling 
large practical multicriteria linear programs with up to 99 
objectives and one or two thousand constraints. 
For computational experimentation we used a dynamic LP 
model of a forest sector with about 700 rows and 900 columns. 
There are two objectives defined for each of the ten time periods 
of the model, i.e., there are twenty objectives in total. We 
experimented first with different values of the penalty coeffi- 
cient p. The results suggest that for p one should use a value 
which is equal to or slightly larger than p, the number of ob- 
jectives. Based on this observation, we set p = p = 20 for 
further numerical test runs. A sample of reference points is 
tried out and the overall performance of the method is found 
satisfactory. In a few cases, however, we observed some un- 
desirable unsmoothness in the computed trajectroeis of the two 
objectives (see Figures 8b and 8c). This may be due to the 
fact that only weak pareto optimality is guaranteed, for E = 0 
(see Lemma 1). Thus, we expect the problem to disappear when 
the scalarizing function is implemented for E > 0 in the next 
stage. 
A general observation is that the pareto trajectories tend 
to agree with the reference objectives shifted up or down. This 
property was found not to be valid when experimenting with the 
extension of employing cumulative information on preferences. 
However, after this information began to influence the solution 
the pareto trajectories generally seemed likely to be better 
than those obtained disregarding this information(see Figures 
9f and 9g). 
APPENDIX 
Derivation of Problem (P) 
Denote by W - {wl-W+CX=;, ~ x = b ,  x>O} - the feasible set for 
vector w. Then the reference point optimization problem, when 
the scalarizing function (1) is applied, is as follows: 
min{-min{p min wit 1 wi} -EW} 
WEW i i 
= min{zlz>-pw - -EW, for all i, z > -1 wi - EW] i - 
wEW i 
= min{y-~wl-y-pwi 5 0, for all if -Y-I w. < 0) I 
wEW 1 - i 
where we have substituted y = z + EW. 
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