Part 1 concerns representation: We demonstrate pop-out for a target that can be distinguished from the distractors only by the relative position of its components and thereby show that simple shape information is represented preattentively. We discuss our findings in terms of the early-versus late-selection debate and in terms of theories of search and texture segregation. Part 2 concerns selection: We demonstrate strong learning in a varied-mapping paradigm and show that preattentive shape information can be used for selection. Finally, we suggest an account of the learning, namely the group scale hypothesis, and present a final experiment to test it. Our results confirm and extend the emphasis placed by Duncan and Humphreys' (1989) attentional engagement theory on grouping processes in visual search.
In a search task, subjects are asked to indicate whether or not a target is present in a display. A search function is the time to decide (response time, or RT) plotted against display size (the number of targets and distractors). In a consistentmapping (CM) paradigm, the same target is used across all trials. In a varied-mapping (VM) paradigm, by contrast, a target on one trial may serve as a distractor on another. The odd-man paradigm is an extreme variation of the VM paradigm: The target is a one-of-a-kind object in a set of identical distractors. The present work uses CM, VM, and oddman search tasks to study the representation and selection of relative position information.
Following Neisser (1967) , models of perception assume that the visual world is decomposed by the sensory system into elementary units and that two levels of processing are needed to synthesize perceptual objects from the units. The first level is thought to operate in parallel across the visual field independently of attention and to have no capacity limits. The second level is thought to have capacity limits, to operate serially across the visual field, and to involve attention.
A parallel distinction about levels of processing is used to describe the locus of selection. Early-selection theories claim that simple properties of an object, such as color, orientation, and size, are identified preattentively. Complex properties of leading early-selection model for visual search, featureintegration theory (FIT), makes a stronger claim, namely that simple properties-called features in the theory-are identified preattentively but that their position in the visual field is not. Because the position of simple properties is not available preattentively, an object defined by a conjunction of simple properties must be assembled using attention to integrate its features. Attention operates serially on an objectby-object basis. Thus, FIT predicts that search for a target defined by a conjunction of simple properties must produce increasing search functions (see Treisman, 1982; Treisman & Gelade, 1980; Treisman & Patterson, 1984; Treisman & Souther, 1985; Treisman, Sykes, & Gelade, 1977) .
Although FIT is consistent with a large body of data, several investigators reported flat search functions (also called pop-out) in search for targets defined in terms of conjunctions of simple features. Early findings of pop-out were obtained using binocular disparity and motion, dimensions that had not been studied by proponents of FIT (McLeod, Driver, & Crisp, 1988; Nakayama & Silverman, 1986; Steinman, 1987) . More recently, Wolfe, Cave, and Franzel (1989) found pop-out in search for conjunctions of color, orientation, and size, provided that the simple features are sufficiently discriminable (see also Dehaene, 1989) .
Both Treisman and Sato (1990; Treisman, 1988) and Wolfe et al. (1989; Cave & Wolfe, 1990) proposed modifications of FIT to account for pop-out in conjunction search. Both modifications aim at reducing the amount of serial processing. Cave and Wolfe (1990) , for example, proposed a guidance mechanism that gives attention a hint where to start and thereby reduces the average number of attention fixations necessary to detect a target. Neither modification, however, includes preattentive localization of object features. Hence, in both theories, a feature can be localized only by attending to its position in the visual field.
Localization, Attention, and Shape Detection
An object's shape can be determined by matching it with a template. As Neisser (1967) explained some time ago, template matching at an object level implies a combinatorial explosion, especially if one adds templates to achieve translation and size invariance (but see Larsen & Bundesen, 1992) . The combinatorial explosion can be reduced, however, if we first identify simple features of objects, such as their orientation and curvature, and then determine the object's shape from the relative position of the components. The shape-from-relative-position mechanism requires only a small alphabet of feature templates and is invariant over size and translation.
Early-selection models (including FIT and its variants) add an assumption to the shape-from-relative-position mechanism, namely that relative position is determined by attention; that is, although the component features are identified preattentively, their relative position is determined from attention's position when it is focused on each component in turn. Localization by attention predicts increasing search functions for targets defined by shape. Note that if position were determined preattentively, however, the shape-fromrelative-position mechanism would be consistent with flat search functions.
To test the claim that attention is necessary for localization, Treisman and Gelade (1980) required subjects not only to search for a target defined by a feature or by a conjunction of features but also to report the target's location. Search for feature targets produced pop-out, and search for conjunction targets produced increasing search functions. Moreover, analysis of identification conditioned on correct localization showed that, if a conjunction target was incorrectly located, its identity was reported at chance. By contrast, correct localization was not associated with correct identification of feature targets. Treisman and Gelade concluded that attention is involved in conjunction search but not in feature search. Johnston and Pashler (1990) argued, however, that Treisman and Gelade's (1980) findings were confounded by guessing strategies and by a loss of location information from memory. When they removed the confounds, they found a strong association between identification and localization in search for feature-defined targets. Because Johnston and Pashler's evidence suggests that differential localization for feature and conjunction search does not depend on attention, their results weaken the case for localization by attention.
Localization by attention also predicts that object components are "free floating spatially" unless fixed by attention (Treisman & Gelade, 1980, p. 126) . Treisman and Gelade (1980) tested the free-floating nature of unattended object components by comparing search in which a target could be produced by illusory conjunctions of parts of the distractors with search in which the target could not be formed from parts of the distractors (but was similar to the distractors in overall shape). For illusory conjunction displays, they used an uppercase R target among P and Q distractors. Note that an illusory R (the target) could be formed by attaching the diagonal tail of the Q to the P. For nonillusory conjunction displays, they used an R target among P and B distractors.
Consistent with the idea that attention is needed to fix a feature's location, search for R among Ps and Qs (i.e., illusory conjunction displays) yielded steeper search functions than search for R among Bs and Ps, displays that do not afford illusory conjunctions. Note that the two types of displays differ only in using B versus Q distractors.
An alternate explanation is suggested by results from Duncan and Humphreys' (1989; see also Duncan, 1990 ) study. In their experiments, search was speeded when the distractors were made more similar to each other. They suggested that increasing the similarity among distractors facilitates grouping and that strongly grouped distractors have less chance of being selected for attentive processing. As a result, the time to find the target should be reduced as the similarity among distractors is increased.
In Treisman and Gelade's (1980) experiment, the distractors in illusory conjunction displays (Ps and Qs) were less similar to each other than were the distractors in nonillusory conjunction displays (Ps and Bs). Thus, because of weaker distractor grouping, Duncan and Humphreys' (1989) account predicts that search with illusory conjunction displays (i.e., for R among Ps and Qs) will be harder than with nonillusory conjunction displays (i.e., for R among Ps and Bs)-the same prediction derived by Treisman and Gelade on quite different grounds. We conclude, therefore, that Treisman and Gelade's results do not provide unambiguous support for localization of object components by attention (see also Butler, Mewhort, & Browse, 1991) .
In summary, several considerations cast doubt on evidence for the localization-by-attention mechanism. Even if localization does not require attention, however, shape identification may still require attentive processing. Hence, the most direct test for preattentive shape processing is to examine search performance when targets are differentiated from distractors only by the relative positions of their component features.
Preattentive Detection of Shape
Early evidence from the texture-segregation literature favored the idea that shape cannot be coded preattentively. Beck (1966) , for example, demonstrated strong segregation for regions of texture that differ only in the orientation of their constituent elements (e.g., upright Ts vs. tilted Ts) but weak segregation for regions that differ in the position of their elements (e.g., Ts vs. +s). If texture segregation is a preattentive process, Beck's demonstration indicates that the position of components is not coded preattentively.
Similar results occur in visual search. Wolfe et al. (1989) asked subjects to search for a T in one of four rotations among Ls, again in any of four rotations (0°, 90°, 180°, or 270° in both cases). The targets differed from the distractors only on the positions of component features. Search functions were increasing, and Wolfe et al. concluded that processing of position information is capacity limited; that is, attention must be involved in localization (also see Beck & Ambler, 1972 ). At first glance, then, the difficulty of search for targets defined by the relative positions of their components seems a remarkably robust finding.
More recent data, however, favor preattentive coding of shape. For example, Enns and Rensink (1991; see also Enns, 1990a see also Enns, , 1990b found pop-out using targets that differed from distractors in apparent three-dimensional properties, such as three-dimensional orientation (slant) and direction of light source. Slant and direction of light source were conveyed by the relative position of object components; hence, Enns and Rensink concluded that the relative position of components is encoded preattentively, at least when it corresponds to salient three-dimensional properties.
Duncan, Humphreys, and colleagues argued that, under appropriate conditions, the relative position of any arrangement of lines can be coded preattentively (Duncan & Humphreys, 1989; Humphreys, Quinlan, & Riddoch, 1989; Humphreys, Riddoch, & Quinlan, 1985) . In their view, shape discriminability controls search performance: Pop-out will occur whenever shape discriminability is adequate. Because it indexes shape discriminability, the ratio of object size to retinal eccentricity (SER) predicts performance in search for shape-defined targets (shapes at a large SER are more discriminable than those at a small SER). Hence, pop-out should occur when the objects searched are large relative to retinal eccentricity at which they are presented.
(The analogous measure for texture segregation-the ratio of element size to element spacing-has similar predictive value; see Northdurft, 1985 .) Duncan and Humphreys (1989) investigated search for an L among rotated L and T distractors. Humphreys et al. (1989 Humphreys et al. ( , 1985 investigated search for an inverted T target in rotated T distractors. They found pop-out when SER was sufficiently large. Moreover, the search-function slope increased with decreasing SER. In addition, pop-out was strongest when the distractors were homogeneous (i.e., all of the same type), although performance close to pop-out occurred in one case in which the distractors were heterogeneous (Duncan & Humphreys, 1989, Experiment 4) .
If Duncan and Humphreys's (1989) analysis is correct, preattentive coding of position is the norm, and previous experiments failed to find pop-out because they used inappropriate displays (e.g., heterogeneous distractors and large display areas; Beck, 1966; Wolfe et al., 1989) . Because such displays involve small objects presented in large display areas, the targets and distractors were not highly discriminable.
Of course, pop-out with targets defined by shape supports the late-selection position because it implies that attention is not necessary to construct a representation of simple letter shapes. A basic tenet of early selection is that shape cannot be coded preattentively.
Spatial Scales and Search Stimuli
The finding of pop-out based on the relative position of an object's components seems to provide a strong falsification of early-selection theories such as FIT and guided search (Cave & Wolfe, 1990) . Both theories claim that shape is derived by the serial operation of attention. Pop-out based on shape differences, even simple shape differences between letters, falsifies such models because pop-out denies serial processing.
Unfortunately, existing evidence for pop-out based on relative position is not convincing because the stimuli used in the demonstrations are confounded with simple features whose detection should not require processing of position information. Consider an L, a target used in the previous demonstrations. It contains vertical and horizontal orientations associated with its component lines. To anticipate the argument of the following section, if low spatial frequency components of the L are considered, it also contains an oblique orientation. The vertical and horizontal components exist at small spatial scales, whereas the oblique component exists at large spatial scales.
Perceptual processing operates at multiple spatial scales. A role for multiple spatial scales in perceptual processing has been acknowledged by early models based on a global Fourier analysis of the image (e.g., Campbell & Robson, 1968) . 1 1 Fourier analysis transforms an image from the spatial domain to the frequency domain. In the frequency domain, an image can be described by its power and phase spectra. The power spectrum depends on the amplitude of the frequencies into which the image is decomposed. The phase spectrum depends on the relative posi-Psychophysical evidence indicates that local rather than global Fourier analysis is carried out by the perceptual system (Cavanagh, 1984) . A potential mechanism by which a local spatial frequency analysis might be realized in biological vision has been suggested by physiological studies that map receptive fields of neurons in the visual pathway. Populations of cells have been found that, taken together, are capable of discriminating size, orientation, and curvature at multiple spatial scales. We consider evidence for each in turn. Wiesel (1960) , for example, found retinal ganglion neurons that have circularly symmetrical receptive fields with excitatory (inhibitory) centers and inhibitory (excitatory) surrounds. Such neurons code an object's size: When a stimulus is large relative to the receptive field, some of it will fall into the inhibitory surround, decreasing the neuron's response. Likewise, a small stimulus will not produce as big a response as a larger stimulus that falls entirely within the excitatory region.
Neurons in visual cortex are known to be selective for orientation and line length (e.g., Hubel & Wiesel, 1968) . Cells that code orientation have a receptive field elongated in the direction of its preferred orientation, with a central excitatory (inhibitory) region and inhibitory (excitatory) side lobes. Line-length selectivity is coded by end-stopped cells (e.g., Dreher, 1972; Hubel & Wiesel, 1965) . Such cells have inhibitory regions at one or both ends of long excitatory regions.
Finally, Dobbins, Zucker, and Cynader (1987) found endstopped cells that detect curvature. Moreover, they developed a computational model to illustrate how curvature can be detected using end-stopped receptive fields (Dobbins, Zucker, & Cynader, 1989). 3 Variation in the size of receptive fields produces a multiple spatial scale representation of an image. Large spatial scales can also be coded by cooperation between cells with small receptive fields. Nelson and Frost (1985) demonstrated facilitatory interactions between colinear and cooriented simple receptive fields (see also von der Heydt, Peterhaus, & Baumgartner, 1984) . Dobbins et al. (1989) suggested that cells with cocircular, end-stopped receptive fields may sharpen tuning for curvature.
Implications of multiple spatial scales. Both FIT and Cave and Wolfe's (1990) guided search model anticipate that targets defined by size, orientation, and curvature will popout (provided, of course, that the feature is discriminable). Although neither model has incorporated representations at multiple spatial scales, both can be extended to do so by adding feature maps operating at multiple spatial scales. The extension is consistent with their main principles, especially their early-selection assumptions. Hence, neither model can be falsified convincingly without taking representation at multiple spatial scales into account.
With the possibility of confounding at large spatial scales in mind, consider the stimuli used by Duncan, Humphreys, tions of the frequency components. Larger spatial scales correspond to larger spatial frequencies in Fourier analysis. and colleagues (Duncan & Humphreys, 1989; Humphreys et al., 1985 , namely Ls and Ts constructed of lines of equal length (and their 90°, 180°, and 270° rotations) . Such stimuli are matched in the size and orientation of their components (i.e., vertical and horizontal) but are not matched at larger spatial scales.
First, the Ls and Ts differed in size. The radius of the minimum circle enclosing an L is 1.13 times larger than the radius of the minimum circle enclosing a T. Hence, an L among Ts may be detected by a difference in size at large spatial scales (see Gurnsey & Browse, 1987 , for a similar account of texture discrimination between regions of +s and Ls). Second, Ts and Ls can also be discriminated on the basis of orientation at large spatial scales: L has a strong orientation at 45° to the left of vertical, whereas T has no strong orientation.
When targets and distractors differ only by rotation, size cannot be used for search. Rotations of Ls that differ by 90°, however, can be discriminated by orientation at large spatial scales. For instance, L and J have strong orientations at 45°t o the left and right of vertical, respectively. Ls that differ by a 180° rotation have the same large-scale orientation, but they differ in the sign of curvature: L and ], for example, are concave (e.g., 1) and convex (e.g., 1 ), 4 respectively, at large spatial scales.
Rotations of T can be discriminated by differing sign of curvature or by a conjunction of sign of curvature and orientation. A T, for instance, has strong convex curvatures at large spatial scales with differing orientations (i.e., 1 and \ on the left-and right-hand sides of the T, respectively). A 180°r otation has strong concave curvatures with the same orientations. Ts in 90° and 270° rotations, however, differ in a conjunction of curvature and orientation. Humphreys et al. (1989) found pop-out using outline squares with a line extending from either the top or bottom of the squares. Differences in curvature and in conjunctions of curvature and orientation-differences that differentiate Ts and rotated Ts-also differentiate these stimuli.
In summary, existing evidence for pop-out based on relative position is not convincing because the stimuli used in the demonstrations are confounded with simple features whose detection should not require processing of position information. Moreover, an account based on detection of simple features available at low spatial scales is consistent with the discriminability of the emergent features. Pop-out putatively based on the relative positions of component features, for example, has been found only when stimulus size was large relative to its eccentricity (usually SER is 1:3 or 1:6). It is precisely under these conditions that orientation, size, and curvature at large spatial scales are most discriminable. Hence, the effect of SER is consistent with a spatial scale account. Furthermore, increasing search function slopes with decreasing SER is consistent with the role of large spatial scale features as these features become less discriminable as SER decreases.
The finding of pop-out with Ts at different rotations is, of course, the most difficult for a spatial scale account because it may require detection of a conjunction of curvature and orientation. Detection of conjunctions of features is not without precedent: Wolfe et al. (1989) , for example, found popout for highly discriminable conjunctions of features. Hence, pop-out of a conjunction of features is not implausible, especially when the features are highly discriminable, as are curvature and orientation at large spatial scales when SER is large. Note that Duncan and Humphreys (1989) demonstrated pop-out of inverted Ts only among upright Ts, a case that can be discriminated purely by sign of curvature. Humphreys et al. (1989) attempted to rule out certain emergent features as potential confounds in their experiments. To test for an upward-pointing terminator feature, for example, they compared search for an inverted T target among homogeneous upright T distractors, among homogeneous I distractors (formed by a conjunction of a T and inverted T), and among a mixture of T and I distractors. Pop-out occurred when each distractor was used separately but not when the distractors were mixed.
If pop-out reflects an emergent property in the homogeneous distractor case, why does it fail in the mixed distractor case? In particular, in the mixed distractor displays, the upward pointing terminator was a unique target cue; if subjects searched using it, pop-out should have occurred. Hence, the failure to find pop-out seems to argue against the idea of an emergent feature. Humphreys et al. used similar arguments-arguments that rely on the internal consistency of results across experiments-to rule out like emergent features.
We agree that Humphreys et al.'s (1989) arguments rule out the particular emergent features that they tested. Moreover, their comparison of homogeneous versus heterogeneous distractors indicates an important role for interdistractor similarity. We note, however, that their arguments do not rule out use of size, orientation, or curvature features emerging at large spatial scales, principally because decreased interdistractor similarity can explain poorer performance with heterogeneous distractors relative to homogeneous distractors.
The problem is that both homogeneous displays may offer a unique cue-an inverted T can be distinguished from an I by a size cue, and an inverted T can be distinguished from an upright T by a sign of curvature cue-but when the distractors are mixed, there is no unique cue that can be used to group targets separately from distractors. The emergent features may not be as useful in the heterogeneous case as in the homogeneous case purely because of decreased interdistractor similarity; hence, the failure of pop-out in the heterogeneous case is no argument against their use in the homogeneous case.
In short, previous demonstrations of pop-out based on the relative positions of components do not falsify FIT and guided search. Shape pop-out is a critical finding not only for FIT and guided search but also for the long-standing early-versus late-selection debate. Hence, it is important to verify pop-out unconfounded by features available at a large spatial scale. Figure 1 shows the stimuli used in the present experiments. The target and distractor stimuli cannot be discriminated by size, orientation, or curvature at any spatial scale. Targets differ from distractors only in the relative position of component features. In the luminance condition, one half of each item was black and the other half was white. In the color condition, one half of each item was red and the other half was blue. The red and blue areas were approximately equiluminant. (See Figure 1 for further details of the displays.)
Experiment 1 Stimuli Without Large Spatial Scale Cues
To ensure that subjects use relative position to detect targets, interobject cues were controlled. In the regularly spaced nontarget displays, such as shown in Figure 1 a, areas with the same feature are colinear at positions marked 2 and 8, 3 and 7, and 4 and 6. Areas with the same feature are also cocircular. Hence, the inclusion of a target in a display may be detected by violations of colinearity and cocircularity. The validity of cocircularity and colinearity as cues was eliminated by randomly perturbing the horizontal position of items in the displays.
An additional control was introduced to remove a cue suggested by texton theory (Julesz, 1981 (Julesz, , 1984 (Julesz, , 1986 . Texton theory claims that attention is drawn to discontinuities in the first-order statistics or density of features. In the present displays, feature density is proportional to the horizontal distance between corresponding points in feature areas. When stimuli are positioned regularly around a circle, horizontal interarea distance is a potential target cue. In Figure Ib , for instance, the black areas in the target at Position 2 and the distractor at Position 1 are closer than any of the black areas in the nontarget display in Figure la .
Perturbation of the horizontal position of stimuli reduces but does not eliminate the density cue. If perturbation is completely random, a target may still introduce a unique interarea distance and, hence, a unique density. To control for the density cue completely, random perturbation was restricted so that a target could not introduce a unique horizontal interarea distance. Duncan and Humphreys (1989) found pop-out of shape when items in a search display were large relative to their retinal eccentricity (see also Humphreys et al., 1989) . In Experiment 1, large items were used to maximize the chance of pop-out, and SER was either 1:3 or 1:6. SER was manipulated by varying the size of items at a fixed eccentricity. Specifically, SER was defined throughout the present work as the ratio of the object's to the average radius of presentation. If size (or SER) affects search for relative position in the same way that it affects search forTs and Ls (i.e., Duncan
(b) Figure 1 . A description of (a) nontarget and (b) target displays used in Experiment 1. (In the displays, the external boundary of the object was defined by a discontinuity with the background instead of the borders drawn in the figure. In the luminance condition, the background was gray, and the targets and distractors were black and white. In the color condition, the background was black, the black areas in the stimuli were red, and the white areas in the figure were blue. The numerals in Figure and Humphreys' stimuli), the 1:6 SER condition should be harder than the 1:3 SER condition.
Criteria for Pop-Out Treisman and Gelade (1980) suggested two criteria for identifying pop-out: shallow search functions and nonlinear search functions. They identify pop-out with preattentive processing and linearly increasing search functions with serial, attentional processing: "Rat or markedly bowed RT functions are ... difficult to reconcile with serial processing" (Treisman et al., 1977, p. 345) , whereas the "diagnostic for serial search is a linear increase in search latency as distractors are added to the display" (Treisman & Souther, 1985, p. 287) .
Linearly increasing search functions do not, in fact, imply serial search. Townsend (1971 Townsend ( , 1976 showed that limited classes of serial and parallel models can mimic each other. Vorberg (1977) and Townsend and Ashby (1983) proved that wide classes of serial and parallel models can produce equivalent predictions. Townsend (1990) summed up the equivalence of serial and parallel models as follows:
The phenomena of linear increasing reaction time curves is no longer considered a fundamental parallel-serial distinction because it simply indicates, first and foremost, a limitation in capacity . . . due to seriality, limited capacity parallel, or even hybrid processing mechanisms, (p. 47) There is, therefore, an asymmetry in inference about parallel and serial models: Flat search functions falsify serial models, but increasing search functions cannot falsify parallel models. Serial models can explain flat search functions only by accepting an implausible assumption, namely that the processing rate increases with display size. As a result, the meaning of a shallow search function for serial models depends on what is considered a plausible rate of attentive processing.
A slope criterion for pop-out is problematic because it relies on a lower limit to the plausible rate of attentive processing. For the present work, we used the slope of the target search function as a criterion for pop-out: We treat a search function slope of less than 10 ms per object as an indicator of pop-out. We used the slope of target search functions because of the greater variability of nontarget search functions. The same criterion has been adopted by other investigators of visual search (e.g., Enns & Rensink, 1991; Wolfe et al., 1989) .
Our criterion for pop-out relies on the implausibility of processing at a rate faster than 10 ms per object. If we assume exhaustive processing of target displays, a slope of 10 ms per object maps directly on the rate of processing. If we assume a self-terminating model, the same slope doubles the rate, but each serial step now must include a terminate-or-continue decision. The important point for the present purpose is that our criterion is conservative relative to empirical estimates of processing times derived from other paradigms (Briand & Klein, 1987; Colgate, Hoffman, & Eriksen, 1973; Eriksen & Collins, 1969; Eriksen, Webb, & Fournier, 1990; Jolicoeur, Ullman, & MacKay, 1986; Klein & Briand, 1986; Krose & Julesz, 1989; Tsal, 1983) .
Finally, Wolfe et al. (1989) noted that search function slopes vary widely between subjects in the same experimental conditions. Because the slope of the search function is consistent within each subject, the variation does not appear to be due to random factors. Therefore, we adopt Wolfe et al.'s practice of reporting slopes based on linear regression for individual subjects.
Method
Subjects. Twenty-four students from Queen's University participated in two 1 -hr experimental sessions on successive days. Subjects were paid $10 for their participation. All subjects had normal or corrected-to-normal vision.
Apparatus and stimuli. Stimuli were presented on a Zenith Data Systems ZVM-1330 color monitor controlled by a Zenith Z-158 PC. Responses were obtained using two buttons. Millisecond timing and the synchronization of stimulus presentation with screen refresh were achieved using Heathcote's (1988) programs. Viewing distance was 1.0 m. Room illuminance was 15 Ix. Trials were initiated by pressing a foot pedal, and responses were made by pressing one of two buttons. The subjects were encouraged to think of the task as a video game, specifically one involving competing spaceships. The button used for target responses was marked "FIRE," and the button used for nontarget responses was marked "SHIELDS." The two labels refer to firing at enemy ships and lowering shields to save friendly ships, respectively.
Stimuli were squares divided vertically into equal black and white areas in the luminance condition and equal red and blue areas in the color condition. Targets had blade/red to the left and white/ blue to the right. For distractors, the relative horizontal positions of features were reversed (see Figure 1 ). Stimulus side lengths were approximately 12 mm (0.69° of visual angle) and 6 mm (0.34°) in the 1:3 and 1:6 SER conditions, respectively.
In the luminance condition, the luminances of the gray background and the black and white stimulus areas were 40 cd/m 2 , 0.6 cd/m 2 , and 125 cd/m 2 , respectively. In the color condition, the background was black (0.6 cd/m 2 ). The colors used were highly discriminable and approximately equiluminant (27 cd/m 2 for red and 30 cd/m 2 for blue). Stimuli were presented on adjacent positions of an imaginary circle with eight possible positions at approximately 45° intervals (see Figure 1 ; note that Figure 1 is not drawn to scale). The radius of the circle was 36 mm (2.06°). On each trial, the positions of stimuli were perturbed randomly -3, 0, or 3 mm horizontally from their position on the circle. The perturbations were constrained to eliminate feature-density cues.
Design. A4X2X2X2 factorial design was used. Withinsubjects factors were display size (two, four, six, or eight objects) and target presence versus absence. Between-subjects factors were feature type (luminance or color) and SER (1:3, 1:6), with 6 subjects per condition.
Procedure. At the start of the first session, subjects read the following instructions:
Fighter Ship Training Simulation: Cadet Level You are piloting a fighter ship with hyperspace capabilities and a computer targeting system. After a X appears at the center of the screen, you may come out of hyperspace by pushing the foot pedal (remember to release it after pressing it). You will be surrounded by a number of ships (from two to eight). The ships may either be all friends, or there may be one enemy. Your computer targeting system will automatically pick the most likely target, but, like most computers, it is fairly stupid and cannot tell whether its target is really an enemy or a friend. You must make that decision by pressing the button marked "FIRE" or the button marked "SHIELDS." If you press "SHIELDS," your shields will be lowered and you may save the friendly ships. If an enemy is present and you lower your shields, you will be hit.
You should make your choice as quickly as you can while making as few errors as possible. If you fire when no enemy is present, you will shoot a friend. If you lower the shields when an enemy is present, you will be shot. Either way, it is not going to look good on your record. Each game will consist of about 80 encounters. At the most, make only eight errors!: However, also try to respond as fast as you can safely because speed is also important! At the end of each game, you will be given your ratings. For each error you will lose three points; for each correct choice you gain one point. Your score for each game is the sum of your points divided by your average reaction time. At the end of your mission, you will be given your total score.
Before you begin to play, you will do some practice. First, you will practice recognizing enemies and friends. Only one ship will appear on each encounter. The object is to get 20 correct in a row. Do not worry about speed at first. Then you will do the same again, but now you have to decide in less than 1 s. Next you will play a series of games.
Note from the technical division: It has been noted that better results are obtained if you do not move your eyes from the position of the X before making your decision. If a target is present, you will tend to look at it after making a decision. This is okay, but try to minimize eye movements otherwise. Do not worry about this too much on the first practice session, but thereafter try to minimize your eye movements.
After the subject had read the instructions, the screen displayed a picture of a target and a distractor. While the subject examined the display, the experimenter described the task and answered questions. The experimenter explained speed-accuracy trade-off (SAT) and stressed that errors were to be kept to a minimum, while maintaining fast performance. Subjects were instructed to use one hand for target responses and the other hand for nontarget responses. Half of the subjects used their dominant hand for target responses and half used their nondominant hand. Subjects were encouraged to take breaks as often as they wished.
In the first session, subjects performed two practice blocks. Only one object was presented on each practice trial. To complete a practice block, subjects had to produce 20 consecutive correct responses. In the first practice block, there was no time limit on responses.
•In the second practice block, however, responses had to be made in less than 1 s. The 20 consecutive correct responses criterion was imposed to encourage accurate responding. The response time limit in the second block was imposed to accustom subjects to speeded responding.
After completing practice, subjects performed eight blocks of experimental trials. On the second day, no practice and 12 blocks were performed. Error responses were followed by unrecorded dummy trials. Experimental trials resumed when a correct response was made on a dummy trial. All experimental error trials were repeated later in the block. Hence, each experimental block consisted of 80 correctly answered trials, 10 from each within-subjects condition in random order.
Subjects initiated a trial by pressing a foot pedal. After each trial had been initiated, the pretrial display (a fixation cross) remained on the screen for 250 ms and was replaced by the search display. When a subject pressed the target button, a "happy face" character, representing a missile, moved toward an object, and that object flashed briefly. When the target response was correct, the object selected was the target. When the target response was incorrect, the object selected was a randomly chosen distractor. A correct response was signaled by an alternating 1000/1100-Hz tone on target trials and signaled in nontarget trials by a tone increasing in steps of 100 Hz from 700 to 1000 Hz. Incorrect responses were signaled by an alternating 50/100-Hz tone.
At the end of each block, subjects were given their score and the number of correct and incorrect responses to target and nontarget trials. The score was designed to stress both speed and accuracy. Each correct response gained a point; each error response lost three points. The overall score was the total number of points divided by the average response time in seconds.
Results
Mean correct RT. Analysis of variance (ANOVA) was carried out on mean correct RT (M RT ) to examine the effect of the two between-subjects factors-feature type (luminance and color) and SER (1:3 and 1:6)-and the three within-subjects factors-display type (target and nontarget), display size (two, four, six, and eight objects), and practice. The practice factor was created by dividing experimental trials into five groups containing four blocks each. The first two groups came from the first session, and the last three groups of blocks came from the second session. The results are summarized in Figure 2 . M RT , averaged over the within-subjects factors, was 668 ms and 731 ms for luminance condition at 1:3 and 1:6 SER, respectively. The corresponding values for the color condition were 826 ms and 771 ms, respectively. Neither betweensubjects main effects were significant: feature type, F(l, 20) = 3.03, p > .05; SER, F(l, 20) < 1, and there were no significant interactions involving the between-subjects factors (ps > .1).
From Duncan and Humphreys' (1989) work, we anticipated an increase in M RT with increased SER. The trend in the means was consistent with the predicted effect for the luminance condition but not for the color condition. Because the trends were in opposite directions, the anticipated effect of SER may have been masked by averaging across feature type. Although the null interaction of SER with feature type argues against such a possibility, the data were reanalyzed hierarchically. In the hierarchical analysis, the main effect of SER in both the feature conditions remained nonsignificant (F < 1 in both cases). We conclude that the SER manipulation was ineffective. M RT increased with increasing display size, F(3, 30) = 63.3, p < .001, and was greater for nontarget displays than for target displays, F(l, 20) = 57.6, p < .001. Finally, M RT decreased with practice, F(4, 80) = 95.8, p < .001. These effects are discussed in detail in connection with the analyses to follow.
Linear regressions. Table 1 presents the slopes produced by linear regression of M RT on display size. Regressions were calculated separately for each subject at each level of practice for both target and nontarget displays. The table also presents slopes from regressions calculated on the data averaged over subjects. The latter regressions reflect the A/ RT presented in Figure 2 .
The data, averaged over subjects, exhibit the same pattern in all between-subjects conditions. Search functions were initially increasing, even in the SER 1:3 conditions. With practice, however, both the slope and the intercept of the search functions decreased. Pop-out, according to the 10-ms per item target slope criterion, occurred in the last three practice levels of the 1:3 SER luminance condition and in the last practice level of the 1:6 SER color condition.
Regressions for each subject indicated that some subjects in each between-subjects condition produced pop-out. Three or more subjects of the six had target search slopes less than 10 ms per object in at least one practice level in all betweensubjects conditions. In the first practice level, Subject 5 in the 1:3 SER luminance condition exhibited pop-out. Subjects 2 and 5 in the 1:3 SER luminance condition and Subjects 3, 5, and 6 in the 1:6 SER color condition exhibited negative slopes! In short, pop-out occurred in all between-subjects conditions, even those that did pass the criterion in the regressions on the mean data.
Error frequency and SAT. A five-factor ANOVA was performed on percentage of error. Neither the feature type nor the SER effect (the between-subjects manipulations) were significant, F(l, 20) < 1 for both. The three withinsubjects factors were highly significant: Errors increased with increased display size, F(3,60) = 43.9, p < .001. There were more errors with target displays than with nontarget displays, F(l, 20) = 65.7, p < .001, and errors decreased across practice, F(4, 80) = 10.8, p < .001.
With one exception, the main effects for errors were parallel to the corresponding effects for A/ RT . The exception was display type: Nontarget displays took longer to process but produced fewer errors than target displays. Hence, the difference in M RT for target and nontarget displays may be contaminated by an SAT (see Pachella, 1974 ).
An explanation for pop-out in terms of SAT implies that the increase in percentage of error with display size should become steeper as the slope of the search function decreases with practice. In fact, however, the increase in percentage of error with display size became less steep with practice, F(12, 240) = 2.8, p < .01. The difference was stronger for target than for nontarget displays; Display Size X Display Type X Practice, F(12, 240) = 3.8, p < .001. Thus, it is clear that pop-out did not reflect SAT for the critical target case. The ANOVA confirms the picture shown in Figure 2 : Practice decreased the effect of display size both on M RT and on errors.
Probabilistic distance cues. As noted earlier, random perturbation of object positions was restricted so that a target display could not contain a unique horizontal interarea distance between objects in adjacent positions. Some interarea distances, however, remained more probable in a target display, as illustrated in Table 2 . In particular, distances of 0, 12, and 24 mm for the 1:3 SER conditions and 3, 15, and 27 mm for the 1:6 SER conditions were more probable in target displays. Although the probabilistic cues were small, subjects may have learned to take advantage of them through practice.
To determine whether or not probabilistic distance cues mediated pop-out, trials in which targets generated the more probable distances were compared with those in which they did not. In all cases, M RT from trials with less probable distances was less than those with more probable distances; hence, pop-out was not mediated by probabilistic distance cues. Note. SER = ratio of object size to retinal eccentricity. Regressions were performed on data from individual subjects and on data obtained by combining subjects within each between-subjects condition for each level of practice. There were 4 blocks of 80 trials per level of practice.
If subjects had to learn to use probabilistic distance cues, their effect should be more evident later in practice. Analyses on trials from the last four blocks, however, confirmed the overall pattern of results: With one exception, M RT was faster for the less probable distances than for the more probable distances. The exception was the 1:6 SER color condition; here, however, the facilitation was not significant, F(l, 5) = 1.4, p > .25. Thus, even after practice, pop-out was not mediated by probabilistic distance cues.
A final point before leaving the issue: Targets presented in the diagonal positions (1, 3, 5, and 7) produced the more probable distances on all trials, whereas targets presented in the remaining positions generated the more probable distances on only 45% of trials. If subjects were slower when the target was in a diagonal position, the previous analyses could be biased. A supplementary analysis excluding trials with targets in the diagonal positions showed no benefit as a result of the probabilistic distance cues.
Discussion
The results indicate clearly that relative position can yield pop-out after practice. Improvement is rapid, requiring only 1,600 trials to change the search function slope from a steeply increasing slope to a flat one. The decrease in the search function slope cannot be explained in terms of SAT or of subjects' learning of probabilistic distance (density) cues.
A possible but trivial explanation for the null effect of feature type is that subjects detected targets in the color condition using luminance cues. Previous research has shown that search function slope increases as both luminance and color-defined targets become less discriminable from distractors (Duncan, 1990; Treisman & Gormican, 1988) . The stimuli in the color condition were made from highly discriminable colors, whereas the luminance difference between the colors (3 cd/m 2 or 10% contrast) was small. If subjects used luminance cues in the color conditions, Note. Distances are specified in millimeters for ratios of object size to retinal eccentricity of 1:3/l :6. The average number of occurrences of a distance in a display is probability x display size x 2.
performance should have been better in the corresponding luminance condition because its cues were more discriminable. The equivalence of performance in the color and luminance conditions argues, therefore, that luminance cues did not mediate pop-out in the color condition.
Granting that subjects did not use luminance cues in the color condition, the equivalence of performance in the two conditions is important because it rules out accounts for performance in the luminance condition that do not appeal to relative position information. It is possible, for example, to devise an account of pop-out based on luminance differences without appealing to relative position information (indeed, we consider some after presenting the next experiment). Such accounts fail, however, when applied to the color condition. Thus, the equivalence of performance in the two conditions reinforces our emphasis on relative position information.
Because we found a null effect of SER, our results differ from those of Duncan, Humphreys, and their co-workers (e.g., Duncan & Humphreys, 1989; Humphreys et al., 1985 Humphreys et al., , 1989 . Two potential reasons come to mind. First, the null effect of SER may reflect the small range over which it was varied. Because our stimuli were constructed from wide lines, they may have been too discriminable at both 1:3 and 1:6 SER. A more interesting alternative concerns the type of information that mediated pop-out in the two cases. As we suggested previously, T and L stimuli can be discriminated by large spatial scale size, orientation, and curvature cues, whereas our stimuli can be discriminated only by relative position. SER may affect the two types of information differently. Experiment 2 was designed to resolve the issue. Humphreys et al. (1989) showed that SER governs the discriminability of their stimuli. Decreased discriminability because of eccentric presentation was corrected by increasing the size of the stimuli to equate SER. Similar effects of size and eccentricity on recognition thresholds are found, for example, in letter discrimination, contrast discrimination, and grating discrimination (e.g., Anstis, 1974) .
Experiment 2
Is the discriminability of our stimuli determined by SER? The first experiment found a null effect of SER, and other evidence is consistent with that finding. Position acuityjudgments of the relative positions of two features-is among the strongest hyperacuities (e.g., a minimum resolution down to 5 s of arc, much less than the average width of a photoreceptor). Over the same range of eccentricity, however, position acuity decreases more rapidly (by a factor of two) than contrast and grating acuities; that is, position acuities are very strongly affected by retinal eccentricity (e.g., Westheimer, 1982) .
In experiments requiring discrimination of two sinusoidally modulated luminance profiles, phase acuity is also strongly affected by retinal eccentricity (P. J. Bennett & Banks, 1987; Rentschler&Treutwein, 1985) . Rentschler and Treutwein (1985) found, for example, that discrimination of mirror image gratings decreased strongly with retinal eccentricity. The decrease in discriminability with eccentricity was greater than the decrease for gratings differentiated by contrast cues (i.e., that were not mirror symmetrical). Rentschler and Treutwein argued that the mirror-symmetrical gratings were discriminated by phase differences and, therefore, that phase acuity decreases with eccentricity more rapidly than contrast acuity.
When the stimuli were composed of a number of periodic functions, however, Morrone, Burr, and Spinelli (1989) found that phase sensitivity scaled with retinal eccentricity in the same way as contrast sensitivity. In their stimuli, phase changes altered the nature of local features (from bars to edges and from edges to bars) but did not change their relative position. Morrone et al. suggested that "the supposed poor peripheral phase resolution reported by previous investigators is more a consequence of positional uncertainty rather than a deficit in phase sensitive mechanisms" (pp. 442-443) .
In summary, if subjects use relative position cues to perform search with our stimuli, evidence from threshold techniques suggests that performance will be degraded by increased retinal eccentricity, even when the stimulus size is scaled to maintain a constant SER.
Experiment 2 was designed to consider the effect of retinal eccentricity unconfounded by SER. In the experiment, we used the same kind of stimuli as in Experiment 1 but doubled the stimulus size and retinal eccentricity relative to the 1:6 SER condition of Experiment 1. If SER determines the discriminability of the stimuli, performance in Experiment 2 should be equivalent to performance in the 1:6 SER conditions of Experiment 1. If scaling to maintain a constant SER does not compensate for increased retinal eccentricity, however, performance should be slower in Experiment 2 than in the 1:6 SER conditions of Experiment 1. Such a finding would indicate that the discriminability of our stimuli-unlike those used by Duncan, Humphreys, and coworkers-is not determined by SER alone.
Method
The method was identical to Experiment 1, except that the radius of the imaginary circle on which stimuli were presented was increased from 36 mm to 72 mm (4.12°). The stimuli were the same as those used for the 1:3 SER conditions in Experiment 1(12 mm/ 0.68° wide squares). Twelve students from Queen's University participated in the study. Six subjects participated in the luminance condition and 6 in the color condition. Subjects were paid $10 for their participation. All subjects had normal or corrected-to-normal vision.
Results Figure 3 shows A/ RT for correct trials and percentage of error as a function of display size and display type for both the color and luminance conditions. Correct RT. ANOVA was carried out on A/ RT from correct trials to examine the effect of feature type (luminance or color, administered between subjects), display size, display type (target or nontarget), and practice (administered within subjects). The practice factor was created in the same way as in Experiment 1.
The main effect of feature type was not significant (F < 1), and, with one exception, there were no interactions with feature type (ps > .05). The exception was interaction of display type with display size and practice: Practice decreased the slope of search functions more quickly in the color condition than in the luminance condition, F(\2, 120) = 2.5, p < .05.
The main effects of all the within-subjects factors were highly significant. M RT increased with increasing display size, F(3,30) = 40.1, p < .001, and was greater for nontarget than for target displays, F(l, 10) = 25.0, p < .001. Finally, M RT decreased with practice, F(4,40) = 36.0, p < .001. The latter effects are discussed in detail in connection with linear regression analyses.
Linear regressions. Table 3 presents the slopes produced by linear regression of A/ RT on display size. For each subject, separate regressions were calculated at each level of practice for target and nontarget displays. Table 3 also presents slope regressions calculated on the average over subjects. These latter describe the correct RT data presented in Figure 3 . Note. Regressions were performed on data from individual subjects and on data obtained by combining subjects within each betweensubjects condition for each level of practice. There were 4 blocks of 80 trials per level of practice.
Slopes derived from data averaged over subjects showed clear evidence of learning, but none were below the pop-out criterion in either luminance or color conditions. The slope for the color condition at the final level of practice was close at 15.8 ms/item.
Slopes derived for individual subjects showed large variability: Subject 3 in the luminance condition exhibited popout consistently after the second practice level. Subject 6 in the color condition also exhibited pop-out after the second practice level; Subjects 1 and 2 in the color condition exhibited pop-out in the last practice level.
Error frequency and SAT. The main effect of feature type on percentage of error was not significant (F < 1); the means of the luminance and color conditions were 4.8% and 4.2%, respectively. Feature type did not interact with any other variable (ps > .05). The null difference in M RT between luminance and color conditions, therefore, was not due to SAT.
The main effect of all within-subjects factors on percentage of error was significant. Percentage of error increased with display size, F(3, 30) = 9.4, p< .001, and was greater for target than for nontarget displays, F(l, 10) = 17.3, p < .001. Finally, errors decreased with practice, F(4,40) = 10.6, p < .01.
As in Experiment 1, the main effects of display size and practice paralleled the corresponding effects on M RT . Nontarget displays took longer to process but produced fewer errors than target displays. Hence, the difference in M RT for target and nontarget displays may be contaminated by SAT.
As we noted earlier, SAT can account for pop-out if the increase in percentage of error with display size becomes steeper as the slope of RT search functions decreases with practice. Although the interaction of display size with practice was not significant, F(12, 120) = 1.5, p > .15, there was a significant interaction of display size and display type with practice, F(12, 120) = 3.9, p < .001. The three-factor interaction indicates that, for target displays, the increase in percentage of error with display size became shallower with practice, denying an explanation of pop-out by SAT. Inspection of Figure 3 indicates that, for nontarget displays, errors tended to decrease with display size, denying an explanation for the effect of practice with nontarget displays in terms of SAT.
Probabilistic distance cues. Analyses of distance cues, described for Experiment 1, were performed to determine whether or not probabilistic distance cues confounded the present results. As in Experiment 1, there was no evidence for confounding (all ps > .25).
Comparison with Experiment J. Experiment 2 was conducted to consider whether retinal eccentricity affects search performance independently of SER. The effect of eccentricity with SER held constant was assessed by comparing performance in the present experiment with that from the 1:6 SER condition in Experiment 1. For the ANOVA, the between-subjects factors were eccentricity (2.06° in Experiment 1 and 4.12° in Experiment 2) and feature type. The within-subjects factors were display size, display type, and practice.
M RT was greater in the large eccentricity condition (953 ms) than in the small eccentricity condition (751 ms), F( 1, 20) = 7.0, p < .05. The difference between the luminance (860 ms) and color (843 ms) conditions was not significant (F < 1) and did not interact with eccentricity (F < 1).
The advantage in M RT for target over nontarget displays was larger in the large eccentricity condition than in the small eccentricity condition, F(l, 20) = 6.3, p < .05. Moreover, the slope of search functions was steeper in the large eccentricity condition than in the small eccentricity condition, F(3, 60) = 9.0, p < .005. Finally, the rate of decrease in the slope of the search functions across practice was greater in the small eccentricity condition than in the large eccentricity condition for luminance stimuli, F(3, 60) = 5.3, p < .005. No other interactions involving eccentricity were significant (ps > .35).
There was no significant effect of eccentricity or feature type on percentage of error (F < 1 in both cases). There was only one interaction with eccentricity: Percentage of error in the large eccentricity conditions decreased more quickly with practice than in the small eccentricity condition, F(4, 80) = 3.2, p < .05. SAT, therefore, cannot explain the difference in speed between the large and small eccentricity conditions.
Discussion
Although increased retinal eccentricity made discrimination of relative position harder than in Experiment 1, strong practice effects still occurred, and some subjects achieved pop-out. Neither the practice effect nor the decrease in performance (caused by increased retinal eccentricity) can be explained in terms of SAT or probabilistic distance (featuredensity) cues.
Although SER was the same (1:6) in both experiments, performance was slower in the present experiment than in Experiment 1. The difference reflects the larger eccentricity in the present experiment: Performance with our stimuli was not equated by scaling their size to equate SER.
As we noted earlier, evidence from threshold experiments suggests that discrimination of relative position is strongly affected by retinal eccentricity. It is also worth noting that sensitivity (measured by d') for position acuities, in contrast to other acuities, improves with practice (McKee & Westheimer, 1978 ; see R. G. Bennett & Westheimer, 1991 , for a recent review). The strong effects of both eccentricity and practice in Experiments 1 and 2 are, therefore, consistent with detection by relative position.
By contrast, the experiments by Duncan, Humphreys, and co-workers used different stimuli and found that SER controlled the discriminability of their stimuli. Further evidence is needed to confirm the idea, but the different effect of eccentricity in the two situations suggests that detection is mediated by different information.
Theoretical Implications of Experiments 1 and 2
Because relative position is the sole basis of discrimination with the present stimuli, Experiments 1 and 2 provide a direct test of the position-from-attention mechanism associated with FIT and guided search. Both models assume that position is derived from attention, and, for that reason, neither model is consistent with pop-out based on relative position information. Both acknowledge that practice may speed the movement of attention and, hence, may speed the process of comparison. Nevertheless, for both models, attention remains inherently serial, and because it implies that the speed of attentional scanning is too fast to be plausible, pop-out with our stimuli implies that relative position is available preattentively.
Before we conclude against FIT and guided search models, we consider some counterarguments. Pop-out after practice might be explained within FIT or guided search, for example, if we assume that practice yields rapid adaptation in a preexisting dimension. Learning an entirely new dimension seems implausible, however, because search functions changed from steeply increasing to flat within only two sessions. Enns and Rensink's (1991) finding of pop-out of direction of light source provides a candidate dimension for rapid adaptation. Their stimuli were hexagons formed of black, gray, and white areas consistent with a projection onto two dimensions of a three-dimensional cube. The three areas corresponded to three faces of a cube. Targets and distractors differed in the relative position of the three areas. The stimuli used in our luminance condition could be interpreted as a projection of a cube showing only two faces, with targets lit from the right and distractors from the left. If so, subjects might, with practice, have learned a three-dimensional interpretation.
Learned pop-out in the color conditions, however, argues against such an account. A red/blue-colored light source does not produce a blue/red-colored shadow; therefore, the direction of the color boundary is not a cue to direction of the light source. Hence, the color condition cannot be explained by a direction-of-light feature. Parsimony and the null difference in performance between luminance and color conditions suggest that the same mechanism should apply to both conditions. Hence, FIT and guided search cannot escape the implications of pop-out by appealing to preattentive coding of the direction-of-light cue.
Direction of contrast is another candidate dimension with which to explain pop-out. Burr, Morrone, and Spinelli (1989) presented psychophysical evidence for two classes of detectors in human vision with odd and even symmetrical receptive fields. 5 An even symmetrical receptive field, or line detector, has peak excitation (inhibition) in its central region and symmetrical flanking areas of inhibition (excitation). An odd symmetrical receptive field or edge detector has excitation (inhibition) on one side and inhibition (excitation) on the other. An edge detector, therefore, is sensitive to direction of contrast.
The stimuli used in our luminance conditions could be discriminated by edge detectors. An appropriately positioned receptive field with excitation on the right and inhibition on the left would respond to a target but not a distractor. With practice, subjects may be able to learn to isolate the output of such an edge detector.
Although an explanation based on edge detection might work in the luminance condition, it is less plausible in the color conditions. Michael (1978) found complex cells in monkey striate cortex that responded strongly to opponent (red-green) color edges. We know of no evidence, however, for edge detectors based on nonopponent chromatic contrasts, such as those used in the present experiments; As before, parsimony and the null difference between the luminance and color conditions argue against an explanation by direction of contrast. Again, FIT and guided search cannot escape the implications of pop-out by appealing to preattentive coding of direction of contrast. In summary, then, the present experiments imply that the relative position of both luminance and chromatic features is coded preattentively.
Implications for Theories of Texture Segregation
Texton theory (Julesz, 1981 (Julesz, , 1984 (Julesz, , 1986 ) is based on evidence from texture-segregation experiments. In this theory, features are called textons and, like FIT and guided search, texton theory claims that the relative position features must be derived using attention. In Rentschler, Hubner, and Caelli's (1988) words, "the essence of texton theory is the distinction between two modes of visual processing [attentive and preattentive] with respect to their susceptibility to positional information" (p. 289).
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Easy segregation of texture and pop-out in visual search have often been taken as complementary evidence for preattentive representation (Treisman & Gelade, 1980; Treisman & Patterson, 1984) . Texton theory predicts that stimuli that have identical second-order (dipole) statistics cannot be discriminated preattentively. Because they are mirror symmetrical, the targets and distractors in the present experiments have identical second-order statistics. Hence, pop-out with our stimuli argues against texton theory.
Other exceptions have been found to the rule that stimuli that do not differ in second-order statistics are not preattentively discriminable (e.g., Caelli & Julesz, 1978 , 1979 . The other exceptions can be explained by local feature detectors encoding properties such as colinearity and orientation. The stimuli used in the present experiments, however, cannot be differentiated by such cues.
Our results conflict with texture-segregation data from Rentschler et al. (1988) . Their stimuli were periodic grating patches made from compound Gabor signals. In common with our stimuli, their targets and distractors were mirror images that differed in phase by 180° but had identical power in the frequency domain. In the spatial domain, their targets and distractors differed in the relative position of features (elongated blobs of light and dark) but not in contrast magnitude. Rentschler et al. (1988) found that the regions of mirror image textures produced poor segregation and concluded that "neither positional relationships within ... luminance profiles nor phase relationships ... are directly registered" (p. 289). Instead, they proposed that position information is obtained by combining the output of odd and even symmetrical filters and that position information is not available to preattentive vision, because the outputs of the two filters are combined by attention (see also Rentschler, 1985; Rentschler & Treutwein, 1985) .
Although our stimuli have properties similar to those used by Rentschler et al. (1988) -the targets and distractors have mirror symmetry, differ in the spatial domain only in the relative position of features, and differ in the frequency domain only in phase-they produced pop-out. Hence, our results suggest that position information is available to preattentive vision. We suspect that the difference reflects the relative discriminability of the stimuli in the two studies: Specifically, we suggest that they did not find easy texture segregation because their stimuli were not discriminable enough.
Implications for Theories of Learning in Search
The results show strong practice effects. Although practice effects are common in visual search, they are often ignored. Much of Duncan and Humphreys' (1989) data, for example, came from a final session that was preceded by several practice sessions. Perhaps because their bias is based on a perspective derived from perceptual theory, none of the theories reviewed so far predict learning in visual search. In this section, we consider a theory of search based on performance theory in which learning plays a central role, namely Shiffrin and Schneider's (1977) controlled and automatic processing theory (CAPT).
CAPT, a late-selection account, claims that pop-out is a consequence of learning; specifically, it occurs when a target becomes associated with a strong attention-attracting response. Several procedural factors limit learning in search. In particular, CAPT claims that pop-out can be learned with a CM paradigm but not with a VM paradigm. CM supports learning (and pop-out) because it permits an attentionattracting response to become attached to the target. VM does not support learning (and pop-out) because it attaches attention-attracting responses to all objects; that is, attention cannot be drawn preferentially to the target.
Note that CAPT anticipates learned pop-out in Experiments 1 and 2 because both used CM search. Moreover, because it is a late-selection theory, CAPT assumes that relative position-the feature that defines the target-is available. Thus, CAPT is consistent with the major results in both experiments.
CAPT is not consistent, however, with all details of the present experiments. CAPT predicts that, at intermediate levels of practice, search functions will be negatively accelerated. Negative acceleration occurs because CAPT claims that search performance reflects a race between two statistically independent processes: a controlled serial search process and an automatic attention-attracting process. The time to complete the serial search is a linearly increasing function of display size, whereas the time to complete automatic detection is not affected by display size. 6 Texton theory does not directly deal with practice effects, although Julesz suggested that "with long practice one learns to pay attention to ... weakly stimulated texton detectors" (1984, p. 604) . Texton theory cannot explain learning in the present experiments because there are no textons that encode relative position. Gurnsey and Browse (1987) demonstrated learning in texture segregation of line stimuli that differed only in the relative positions of component lines. Hence, easy segregation of micropatterns defined by the relative position of components may be possible after practice. The implications of evidence from the textures segregation paradigm must be treated with caution if levels of practice are not specified.
The speed of automatic detection increases with practice. Initially, serial search is faster than automatic detection, even at large display sizes; as a result, the search function is linearly increasing. At intermediate levels of practice, however, automatic detection has increased in speed, so it is faster than serial search in large displays but remains slower than serial search in small displays. As a result, search functions should be negatively accelerated. Pop-out is the limiting case: Automatic detection is faster than serial search even for small display sizes.
Inspection of Figures 2 and 3 suggests that target search functions in our experiments remained linear throughout practice. In particular, we did not obtain negative acceleration at the critical intermediate levels of practice. Consistent with the practice in the literature, we have supplied a measure of linearity, r, the proportion of total variance accounted for by a linear trend, but we note that r 2 is not a reliable index of linearity when search functions are shallow.
When the search functions are shallow in our experiments, i 2 was low, a pattern taken in the literature to be a sign of nonlinearity. However, r 2 is not a good index of linearity for shallow functions. The problem is that r 2 decreases with total variance, that is, r 2 = (1 -o^/vVcrV, where crV is noise or nonlinear variance and cr 2 /-is total variance. As a result, when the slope of the search function decreases, cr^also decreases. Hence, r 2 also decreases, even if a 2 /^ remains constant. The decrease in r 2 is not, therefore, a reliable indicator of nonlinear processing.
To investigate search function linearity in an unbiased manner, trend analyses were performed on target search function data from Experiments 1 and 2. Of the 30 analyses performed, only two produced significant nonlinear trends. In summary, CAPT predicts learned pop-out in Experiments 1 and 2, but it fails to predict the form of the search function across practice. Although negatively accelerated search functions are commonly reported in memory search (e.g., Jones & Anderson, 1982; Schneider, 1985) , visual search functions are usually linear. Two well-known exceptions (Teichner & Krebs, 1974; Treisman & Gelade, 1980) are open to confounding because of eye movements induced by large display areas. Hence, neither a detailed analysis of the present experiment nor results from the visual search literature in general support CAPT's explanation of learned pop-out.
Part 2: Selection

Learning Selection in VM Search
Van der Heijden (1987) criticized early-selection theory on the grounds that it too often merges identification and selection. Specifically, he argued that early-selection theorists assume that identification implies selection. We take van der Heijden's point: Preattentive representation of an attribute is not sufficient to cause pop-out. The representation must also be able to control selection. Experiments 1 and 2 showed that relative position can be identified preattentively. The next experiments examine how subjects learn to select preattentively using relative position.
With one exception, the conditions in Experiment 3 were the same as in the 1:3 SER luminance condition of Experiment 1. The exception was that both types of object could serve as a target or as a distractor on successive trials; that is, Experiment 3 involved a VM paradigm. Subjects were given the target's identity before each trial. The 1:3 SER luminance stimuli were used because they produced strong learning with CM in Experiment 1.
CAPT predicts that learning will not occur in Experiment 3 because equal attention-attracting responses will be learned to both types of objects. The prediction is supported by a large body of data from experiments using a wide range of stimuli (e.g., Frisk & Lloyd, 1988; Frisk & Schneider, 1984; Myers & Frisk, 1987; Schneider & Frisk, 1982a , 1982b . Indeed, the CM-VM distinction is one of the most stable regularities in the performance literature.
Method
All methods were identical to the 1:3 SER luminance condition of Experiment 1 with the following exceptions: Subjects were told that either type of object (black area to the left or right of the white area) could be an enemy (target) and that, at most, one enemy would appear in any trial. The following sentence was added to the instructions: At the beginning of each encounter, a picture of the enemy ship will appear at the center of the screen. Once you have remembered the enemy's appearance, you may come out of hyperspace by pushing the foot pedal.
All trials began with a picture of the target for that trial at the center of the screen. Subjects pressed the foot pedal to bring up the fixation cross and pressed the foot pedal again to begin a trial.
Subjects participated in three 1-hr sessions on consecutive days. The first day began with two practice blocks. Each block terminated after 20 consecutively answered trials with no RT limit. Practice used CM: In the first block, the target had the black area to the left, and in the second block, the target had the black area to the right. Subjects then performed 8 experimental blocks. In the following two sessions, they performed 12 experimental blocks per session with no practice. Both types of objects were used equally often as targets in each block. Eight students from Queen's University were paid $15 for their participation. All subjects had normal or corrected-to-normal vision.
Results
A practice factor with eight levels was created by dividing trials into consecutive groups of four blocks. There was no difference between the two target types in either M RT for correct responses (F < 1) or for percentage of error (F < 1), and target type did not interact with other factors in either 7 The cases were the quadratic trend for the third practice level of the 1:3 SER luminance condition in Experiment 1, F(\, 5) = 7.2, p < .05, and the quadratic and cubic trends for the 1:3 SER color condition in Experiment 1, F(l, 5) = 8.1,p < .05, and F(l, 5) = 7.9, p < .05, respectively. measure. Hence, we collapsed the data over target type. Figure 4 shows both M RT for correct trials and percentage of error as a function of display size and of display type.
Mean correct RT. ANOVA was carried out on M RT for correct trials to assess the effect of display size, display type, and practice. As in both Experiments 1 and 2, M RT increased with increasing display size, F(3, 21) = 22.7, p < .001, and decreased with practice, F(7,49) = 28.3,/?< .001.The slope of the search functions decreased with practice, F(21, 147) = 9.8, p < .001.
In contrast to Experiments 1 and 2, nontarget responses were not significantly slower than target responses, F(3, 7) = 3.1, p < .1. In addition, nontarget search functions were steeper than target search functions but only early in practice, a pattern revealed by the interaction of display type with display size, F(3, 21) = 5.6, p < .01, and of display type with practice, F(7, 49) = 3.7, p < .005.
Linear regressions. Table 4 presents the slopes of search functions calculated by linear regression of M RT on display size. For each subject, regressions were calculated for target and nontarget displays at each level of practice. Table 4 also presents the slope from regressions averaged over subjects.
The latter regressions apply to the RT data presented in Figure 4 .
Slopes derived from regression on data averaged over subjects were below the pop-out criterion in the last two practice levels. Regressions on individual data confirmed pop-out with practice. All subjects except one (Subject 4) passed the pop-out criterion in at least one practice level. Several subjects (Subjects 3,7, and 8) displayed pop-out in most practice levels after the third.
Error frequency and SAT. Subjects were remarkably accurate (4.2% errors overall). The number of errors increased with display size, F(3, 21) = 6.1, p < .005, and was larger for target than for nontarget displays, F(3, 7) = 23.2, p < .005. The difference between present and absent errors increased with display size, F(3, 21) = 20.7, p < .001. Errors did not, however, decrease significantly with practice, F(l, 49) = 1.5, p > .15.
Practice did not increase errors, as predicted by SAT; hence, we reject an account based on SAT. We note, however, that because practice did not reduce errors, the evidence against an SAT account is not as strong as in Experiments 1 and 2. Note. Regressions were performed on data from individual subjects and on data obtained by combining subjects at each level of practice. There were 4 blocks of 80 trials per level of practice.
We computed linear regressions of percentage of error on display size (averaged over subjects); the regressions correspond to the lower panels on Figure 4 , and, as shown in Table 5 , the effect of display size on error was constant over practice. Hence, confounding of the practice effect (and the resulting pop-out) by SAT is unlikely. Note that nontarget errors tended to decrease with display size. Figure 4 shows that the decrease was due mainly to high error rates at the smallest display size.
Probabilistic distance cues. Analyses of probabilistic distance cues, as described for Experiment 1, were conducted to determine whether or not they confounded the present results. As in Experiments 1 and 2, we found no evidence that subjects used the distance cues. M RT from less probable trials was less (although not significantly so) than M RT from the more probable conditions. Hence, probabilistic distance cues cannot account for pop-out in the present experiment.
Comparison with Experiment 1. The results show a strong practice effect in the present experiment. To determine whether the practice effect is as strong as in a CM paradigm, we compared the first five levels of practice in the current data with their counterpart from Experiment 1, namely the data from the 1:3 SER condition of Experiment 1.
Although M RT in Experiment 1 (668 ms) was faster than in the present experiment (824 ms), the difference was not significant (F < 1). The CM-VM (experiment) factor contributed to only one interaction: between display size and display type, F(4,48) = 4.3, p < .01. Nontarget search functions were shallower in the present experiment than in Experiment 1 (compare Figures 2 and 4) .
Discussion
The present experiment showed strong pop-out in VM search after practice. Learned pop-out was not confounded by probabilistic distance (feature-density) cues and was not due to SAT. VM search performance was slower than in the corresponding CM condition (from Experiment 1), but the difference was not significant.
CAPT was consistent with the major finding of the first two experiments: learned pop-out based on relative position. CAPT predicted, however, that learning would not occur in the VM paradigm. Hence, the present results appear to offer strong evidence against CAPT.
An advantage of CM over VM is one of the strongest regularities in the performance literature. We know of no other demonstration of learning in a VM search paradigm. Nevertheless, the present experiment demonstrated the strongest type of learning in search, namely learned pop-out.
CAPT's predictions are based on an object-level analysis: Learned pop-out occurs when a target object becomes associated with a strong attention-attracting response. If the target and distractors trade roles across successive trials, learning (and hence pop-out) should not occur.
Is an object-level analysis appropriate? The question is motivated by a simple idea we call the group scale hypothesis: At the level of the display as a whole, one cue was consistently mapped, namely the grouping structure of the display. Target displays could be partitioned into two groups: a group of one (the target) and a group of many (the distractors). Nontarget displays contained only one group. If Table 5 Slopes
(in Percentage of Error per Object) From Linear Regressions of Percentage of Error on Display Size in Experiment 3
Practice level This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
subjects responded on the basis of the group structure of the displays, the present data are consistent with the wellestablished CM versus VM regularity. Note that the displays used by Schneider and Shiffrin (1977) did not afford group scale cues because distractors were heterogeneous. Note also that search on the basis of group scale reinforces our conclusion that relative position is coded preattentively: The appropriate groups could be formed only if information about relative position is available preattentively. Hence, the group scale idea is consistent with the data from all three experiments.
Search Using Group Scale Cues
Grouping is widely acknowledged to be a fundamental operation of preattentive processing. All current theories of visual search assume preattentive grouping, at least at the level of objects. Moreover, all claim that subjects search in the object domain; that is, subjects do not search blank screen areas between objects.
Our idea is that subjects can select groups of objects and process them as a single unit. Moreover, we claim that preattentive grouping is an adaptive process that can be performed on the basis of any discriminable attribute, including relative position. In addition, we claim that selection by attention occurs at the level of groups and that the size of a group (group scale) itself is but one of many group attributes that can control selection. The basic idea, then, is that experience in a particular search task leads subjects to choose dimensions with a similarity structure that produces useful groups (i.e., groups that facilitate performance in the task). Subjects select the dimensions that control grouping and then group objects that have similar values on the chosen dimensions.
In the natural world, luminance, color, motion, and position are useful dimensions for grouping because points with similar values often belong to the same object. Hence, when targets are defined by discriminable differences on such dimensions, subjects show pop-out with little or no practice. Because these dimensions are useful in day-to-day experience, subjects likely try to use them first when performing a search task, even if they do not yield useful groups. Relative position is a less useful cue in the natural world, and, without practice, search for objects defined by relative position is difficult: Subjects have to discover that grouping by relative position solves the problem.
The present experiments indicate, then, that grouping criteria are not fixed, that subjects are able to use relative position as a grouping criterion, and that subjects can select groups according to their scale. With our stimuli, relative position is a potent basis for grouping, and when the displays are grouped using relative position, small groups tend to contain targets. Hence, when subjects select small groups, performance is facilitated. When preattentive grouping reliably produces only one small group (i.e., the target), search using the group scale cue yields pop-out.
Previous results support our emphasis on search using group structure rather than using individual objects. We note two examples. First, Egeth, Virzi, and Garbart (1984) found that the number of distractors sharing a target's color in conjunction search predicted search performance better than the total display size (see also Treisman, 1982) . Second, random variation in dimensions irrelevant to target distractor discrimination does not usually affect performance (e.g., Treisman, 1988) . When an irrelevant variation is unique to one distractor, however, Pashler (1988) showed that target discrimination is degraded. The interference can be explained in terms of group scale: If the target and the unique distractor both formed groups of the same spatial scale, the interference reflects the difficulty of discriminating the target and the unique distractor on the group scale dimension. Search using group scale cues also explains a puzzling feature of Experiment 3, namely the similarity of target and nontarget search functions. Usually, nontarget responses are slower than target responses, and the difference increases with display size (a pattern often attributed to selfterminating search). When subjects search on the basis of grouping structure, nontarget displays can be detected by the occurrence of a single large-scale group (or by the absence of a small-scale group). Therefore, detecting a nontarget display requires only one discrimination, and the number of discriminations does not increase with display size. Humphreys et al. (1985) proposed a very similar idea: When they used distractors that were homogeneous and spaced at regular intervals, they found that nontarget responses were faster than target responses and suggested that homogeneity and regularity facilitated grouping of distractors. Grouping allowed subjects to detect nontarget displays by the occurrence of a large-scale group. The present experiment showed a pattern intermediate between the usual result (slower nontarget search) and Humphreys et al.'s reversal of that result, perhaps because our distractors were homogeneous but not spaced regularly.
Experiment 4
In Experiment 4, we test a counterintuitive prediction of the group scale hypothesis, namely that subjects can learn pop-out even when they do not have prior knowledge of the target's identity. Experiment 4 was identical to Experiment 3 except that subjects were not cued with the target's identity before each trial. Instead, they were told that target displays contain one object that differs from the others: the odd man.
Under the group scale hypothesis, pop-out can be learned because subjects do not need to know the feature value of the target; they need only group on the relevant dimension. Use of group scale cues also predicts that nontarget performance will be equivalent to target performance. Because odd-man search makes serial search less attractive than in Experiment 3, nontarget performance may even be faster than target performance. Tsotsos (1990) claimed that odd-man search is difficult because of its computational complexity. He assumed that subjects search for mismatches between objects (see also Sagi & Julesz, 1987) . Mismatches are detected by comparing individual objects with each other. On that assumption, oddman search is difficult because of the number of comparisons required. Target detection for the largest display size (8 objects) in Experiment 4, for instance, requires up to 22 comparisons among objects (7 of the possible 28 comparisons will reveal the odd man if it is present). When the target is specified, by contrast, a maximum of 8 comparisons to the target template are required. If subjects search using group scale cues, however, the odd-man task should be no more difficult than search in which the target is specified and may be easier because subjects will have less incentive to use an inefficient serial strategy.
Method
All methods were identical to Experiment 3 with one exception. The subjects were told to look for a target defined as the odd man. Specifically, the instructions used in Experiments 1 and 2 were expanded: Your display will show the enemy (if it appears) as the "odd man out," that is, of the opposite type to the other ships.
As in Experiments 1 and 2, trials began with a fixation cross. Subjects pressed a foot pedal to begin a trial.
Results
A practice factor with eight levels was created by dividing trials into consecutive groups of four blocks. There was no difference between the two target types in either M RT (F < 1) or percentage of error, F(l, 7) = 1.8, p > .2. Target type did not interact with any other factors in either measure. Hence, we collapsed the data over the target type. Figure 5 summarizes both A/ RT for correct trials and percentage of error as a function of display size and display type.
Mean correct RT. ANOVA was carried out on M RT from correct trials to assess the effects of display size, display type, and practice. As in the previous experiments, A/ RT increased with increasing display size, F(3, 21) = 4.3, p < .05, and decreased with practice, F(7, 49) = 17.7, p < .001. In particular, the slope of the search function decreased with practice, yielding" a strong interaction of practice with display size, F(21, 147) = 2.6, p < .001.
As in Experiment 3, there was a null effect of display type, F( 1, 7) = 2.2, p > . 1. In contrast to Experiment 3, however, target displays were slower than nontarget displays (758 ms and 737 ms, respectively), but the difference was not significant. Search functions were initially steeper for targets than for nontargets. Later in practice, they became equal. The shift produced an interaction of display type with display size and practice, F(21, 147) = 1.6, p < .05.
Linear regressions. Table 6 Note. Regressions were performed on data from individual subjects and on data obtained by combining subjects at each level of practice. There were 4 blocks of 80 trials per level of practice.
display size. The regressions were calculated for each subject for target and for nontarget displays at each level of practice. Table 6 also presents the slopes derived from data combined over subjects. Regressions using the data averaged over subjects showed slopes below the pop-out criterion in the last four practice levels. Regressions on individual subject data confirm popout with practice. All subjects except two (Subjects 3 and 7) passed the pop-out criterion in at least one practice level. Several subjects (Subjects 1,4,5,6, and 8) displayed pop-out in most practice levels after the third.
Error frequency and SAT. The percentage of errors increased with display size, F(3, 21) = 10.8, p < .001, was greater for target than nontarget displays, F(3, 7) = 7.2, p < .05, and decreased with practice, F(l, 49) = 4.1, p < .005. Early in practice, target errors increased with display size, whereas nontarget errors decreased with display size; later in practice, the effect of display size decreased for both types of error (see Figure 5) . The pattern yielded an interaction of display type with display size, F(3, 21) = 23.6, p < .001, with practice, F(7, 49) = 2.6, p < .05, and with both display size and practice together, F(21, 147) = 2.1, p < .01.
As in both Experiments 1 and 2, an explanation for the practice effect based on SAT can be discounted because percentage of error decreased with practice. Nevertheless, we performed linear regressions of percentage of error on display size (as in Experiment 3). Each regression corresponds to an error search function, and, as shown in Table 7 , target error slopes were high over the first five practice levels but decreased slightly thereafter. As in Experiment 3, nontarget errors decreased with display size.
Probabilistic distance cues.
As before, we checked whether or not subjects used probabilistic distance cues. As in the previous experiments, there was no evidence that subjects used the density cues: M RT from the less probable trials were less than M RT in the more probable conditions (although only significantly so in one of the four comparisons). We conclude that subjects' use of probabilistic distance cues cannot account for pop-out in the present experiment.
Comparison with Experiment 1. As in Experiment 3, there was a strong practice effect in the present experiment. To determine whether the practice effect is as strong with odd-man search as it was with CM, we compared data from correct trials at the first five levels of practice in the present experiment with the corresponding data in the 1:3 SER luminance condition of Experiment 1 (see Figures 2 and 5) .
M RT was faster in Experiment 1 than in Experiment 4 (668 ms and 748 ms, respectively), but the difference was not significant (F < 1). The CM-OM (experiment) factor interacted with all other factors, F(12, 144) = 3.6, p < .001. A four-factor interaction is difficult to describe in detail. In the present case, it reflects steeper search functions for Experiment 1 than for Experiment 4 early in practice and opposite advantages for target and nontarget displays, also early in practice.
Comparison with Experiment 3. We suggested that search may be faster in the present experiment than in Experiment 3 because the availability of the target cue in Experiment 3 may have tempted subjects to use an inefficient serial search strategy. To check, we compared correct trials in the present experiment with the corresponding data in Experiment 3 (see Figures 4 and 5) . The comparison exam- Table 7 Slopes ( A/RT in Experiment 3 was slower than in Experiment 4 (means of 824 ms and 748 ms, respectively), but the difference was not significant (F < 1). There was a complex pattern of interactions: Early in practice, subjects were more strongly affected by display size in Experiment 3 than Experiment 4. With practice, both conditions converged to an equal and small effect of display size. Second, early in practice, subjects in Experiment 3 made slower nontarget than target responses, whereas subjects in Experiment 4 made slower target than nontarget responses. With practice, the difference between target and nontarget responses tended to zero. The pattern of results produced an interaction of experiment with practice, F(7,98) = 3.5, p < .005, with display type, F( 1, 14) = 5.1, p < .05, with display size and practice, F(21, 294) = 3.0, p < .001, and with display type and practice, F(7, 98) = 4.8, p < .001.
Discussion
As in the earlier experiments, practice produced strong pop-out. Learned pop-out was not confounded by probabilistic feature-density cues and was not due to SAT. Moreover, odd-man search was faster, although not significantly so, than the simple VM search used in Experiment 3. The results are consistent with the group scale hypothesis. They are not consistent with theories, such as with Tsotsos's (1990) account, that rely on an object-level analysis.
Comparison among the corresponding 1:3 SER luminance conditions in Experiments 1, 3, and 4 showed consistent differences early in practice but similar performance after practice. The differences early in practice likely reflect the subject's use of a serial search strategy. Serial self-terminating search predicts steep target and nontarget search functions, with slower performance for nontarget displays than for target displays. That pattern was most evident in the CM search and least evident in odd-man search, in which serial search had little utility.
In all paradigms, subjects abandoned the serial strategy with practice. Late in practice, all conditions showed a pattern consistent with pure group scale search; that is, the search functions were shallow, and target and nontarget performance was effectively the same.
In contrast to Experiments 1 and 2, both Experiments 3 and 4 produced negatively accelerated search functions for target displays. Because larger displays allow the formation of larger distractor groups, negative acceleration is consistent with the group scale hypothesis. Larger distractor groups provide a more discriminable group scale cue; hence, the large groups are less likely to be selected, speeding performance. Paradoxically, although negative acceleration is predicted by CAPT in some conditions, it occurred only in conditions in which CAPT predicts no learning. The group scale hypothesis, then, is the only account consistent with the overall pattern of the data.
Group scale and error data. We have been careful throughout to provide analyses of errors as well as of M RT for correct trials. The analyses were motivated by the potential of a confound with SAT. In fact, the error data tell a different story.
When M RT increases with display size, target errors increase, whereas nontarget errors are both less frequent than target errors and are not affected by display size. The pattern is incompatible with a serial search model in which the terminate-or-continue decision is error prone, even though serial search may be consistent with M RT for correct trials. Eriksen and Spencer (1969) were the first to note that an error-prone serial process predicts that nontarget errors should increase with display size, whereas target errors should remain constant. Target errors are independent of display size because only one target occurs in a display; hence, regardless of the number of distractors, there is only one chance of missing the target. By contrast, as display size increases for nontarget displays, there are an increasing number of chances to mistake a distractor for a target. Note that the pattern predicted by serial search is opposite to the pattern usually found in studies of visual search, including our experiments. Thus, error data reject an error-prone serial search process.
The predictions made by Cave and Wolfe's (1990) guided search model are also inconsistent with the error data. In their account, only objects that produce an activation greater than a threshold are selected. Target errors occur when the target's activation does not exceed the threshold. Because target activation is an increasing function of the sum of the differences between its features and the features of all distractors (i.e., its uniqueness value), the chance that a target's activation will exceed the threshold should increase with display size. Hence, guided search incorrectly predicts that target errors will decrease with display size. Guided search has no mechanism for predicting nontarget errors. If an error-prone serial process is assumed, guided search erroneously predicts that nontarget errors should increase with display size. Thus, guided search provides a less successful account than a simple serial search model.
According to the group scale hypothesis, by contrast, target errors occur when a target is grouped with distractors. The chance of a target error increases with display size, both because there are more distractors with which the target can group and because the groups that the target joins can be larger (and, hence, less likely to be selected). The group scale hypothesis is consistent with the target data from all four experiments (and with data of the visual search literature, in general). The group scale hypothesis is also consistent with subjects' reports that target errors occur when the target becomes "lost among the distractors."
In the nontarget case, the group scale hypothesis predicts slightly higher error rates at small display sizes. A nontarget display of two objects, for instance, forms a group not much larger than a single target, so subjects are likely to report the presence of a target erroneously. As predicted, subjects made most nontarget errors for display size two in both Experiments 3 and 4. The same pattern was not evident in Experiments 1 and 2, perhaps, as we noted earlier, because subjects used a mixture of group scale and serial search. Because serial search predicts increasing nontarget errors with display size, the effect of group cue search on nontarget error rates would be masked.
Theoretical Implications of Experiments 3 and 4
In the following discussion, we review the implications of learned pop-out in the VM paradigms for the main theories of visual search, namely FIT, guided search, and attentional engagement theory (AET; Duncan & Humphreys, 1989) . Although none of the theories address learning, all can predict the learning observed. Only AET, however, is consistent with a detailed analysis of Experiments 3 and 4, although some refinements in grouping mechanisms are suggested by the data. We offer a modification of AET that accounts for the present data by incorporating the group scale hypothesis.
FIT and modified FIT claim that pop-out occurs when attention is spread across the entire search display (Treisman, 1988; Treisman & Gormican, 1988; Treisman & Sato, 1990; Treisman & Souther, 1985) . A target defined by a simple feature can be detected by determining the total activation in a map tuned to the target feature.
FIT predicts learned pop-out if subjects can tune separate feature maps to prefer each type of target. In Experiment 3, subjects could attend to pooled activation of the map indicated by the target cue. In Experiment 4, however, subjects must attend to the pooled activation of both maps in turn because they do not know the target's identity in advance. Hence, FIT predicts that performance in Experiment 4 should have been slower than performance in Experiment 3. FIT is inconsistent with the data on two grounds: First, it assumes relative position is derived from attention; second, performance was not slower in odd-man search.
Guided search assumes that a target gains activation, and hence a greater chance of being selected, from both its match to a target template and its uniqueness in the display. Guided search could deal with learning in visual search by allowing the system to tune the target template. In Experiment 3, subjects could apply the template indicated by the target cue. In odd-man search, however, each template must be applied in turn because subjects have no prior knowledge of the target. Hence, guided search using target-template matching wrongly predicts slower performance in odd-man search.
Guided search could be modified to predict equivalent performance in Experiments 3 and 4 by assuming that subjects suppress template matching and detect targets using the activation resulting from uniqueness. The uniqueness mechanism does not rely on prior knowledge of the target. Indeed, in reply to Tsotsos's (1990) claim that odd-man search is computationally difficult, Heathcote and Mewhort (1990) pointed out that simple algorithms that do not rely on prior knowledge of the target can make odd-man search tractable. As an example of such an algorithm, we cited the uniqueness mechanism of guided search. Unfortunately, the uniqueness mechanism incorrectly predicts that target errors will decrease with display size. A further problem is that the uniqueness mechanism is not consistent with the redundant target effect in search.
The redundant target paradigm compares performance on single-and multiple-target displays. Faster performance for multiple targets can be caused by statistical facilitation (Raab, 1962) and by coactivation (Miller, 1982) . Statistical facilitation occurs when search is random and, therefore, the chance of randomly sampling a target increases as the number of targets increases. Coactivation occurs when multiple targets increase the speed of selection of any one target.
Coactivation and statistical facilitation can be differentiated experimentally because coactivation predicts that the fastest RTs from multiple-target displays are less than the fastest RTs from single-target displays (Miller, 1982) . Statistical facilitation predicts only that multiple-target displays will produce more fast RTs than single-target displays. Egeth and Mordkoff (1991) and Mordkoff, Yantis, and Egeth (1990) supported a form of coactivation, an interactive channels model, using the fast RT test (see also .
Neither simple serial search nor guided search are able to explain coactivation. For both, the fastest RTs for a single target cannot be faster than for multiple targets, because the fastest RTs for both models occur when the target is selected first. In fact, guided search provides a less successful account than simple serial search because multiple targets reduce target uniqueness and, hence, reduce the chance of selecting each target. As was the case for the error data, the uniqueness mechanism of guided search predicts the wrong pattern of data. It is, therefore, not a viable explanation for the null difference between Experiments 3 and 4.
The theories of visual search reviewed so far predict slower performance in odd-man search because of mechanisms that require prior knowledge of the target's identity. Search using group scale cues does not require prior knowledge of the target's identity, only knowledge of the dimension that facilitates separate grouping of targets and distractors. Support for efficient selection without prior knowledge of the target comes from a recent texture-segregation study by Caelli (1991) . He found that priming subjects with the shape or the texture of a disparate quadrant did not improve segregation performance; he concluded that prior knowledge does not influence texture segregation, a prototypical grouping process.
Like the group scale hypothesis, AET (Duncan & Humphreys, 1989 ) emphasizes preattentive grouping in search. However, like CAPT, AET explains pop-out using an attention-attracting mechanism (attention-attracting strength is called activation in AET). Selection acts on a perceptual description that is grouped hierarchically at multiple spatial scales. A group can be an object or a collection of objects. Grouping of objects occurs with a strength proportional to their similarity and spatial contiguity. The unit of selection by attention is a group.
When a display is first presented, AET assumes that all objects have the same activation. Parallel target-template comparisons increase the activation of good matches. Changes in activation for objects in the same group are correlated, and the size of the correlation depends on the strength of grouping. Processing capacity is limited because the sum of activations is conserved (i.e., an increase in one group's activation leads to a decrease in other groups' activations). A group's activation determines both the probability that it will be selected and the speed with which it is selected.
AET can explain learned pop-out using two mechanisms. First, learning may improve target-template matching and, hence, gives targets greater activation. Second, learning may lead to stronger grouping and thereby decrease the chance that distractors are selected.
In the original version of AET (Duncan & Humphreys, 1989) , the relation between the grouping and the (target) template-matching mechanism was not specified fully. One interpretation is that grouping is driven by target-template comparison. If grouping is driven by target-template matching, however, it is unclear how subjects can perform an oddman search because a target template is not provided.
If subjects can apply each template in turn, both potential learning mechanisms predict pop-out in odd-man search. Both, however, also incorrectly predict slower odd-man search than search in a simple VM paradigm. Even if learning affects only the grouping mechanism, odd-man search should be slower because grouping is driven by targettemplate matching. An inappropriate template should lead to a highly activated distractor group that can be mistaken for the single large distractor group characteristic of nontarget displays. Hence, even if subjects were to rely on stronger grouping, AET erroneously predicts slower performance in Experiment 4 than in Experiment 3.
A more recent version of AET (Duncan & Humphreys, 1992 ) places a stronger emphasis on the independence of grouping and template-matching processes. They stated that:
When nontargets are completely homogeneous, subjects rely largely and perhaps entirely on a strategy of local mismatch detection (i.e., deciding simply whether any element in the array is unlike its neighbors), rather than true search using a target template ... the slope of the search function can be very flat even when subjects do not know in advance the identity of any target, (p. 580) The recent version of AET can explain pop-out in the oddman condition, but it is somewhat at odds with the data, given that it proposes a local mismatch-detection mechanism. As noted in relation to Tsotsos's (1990) account of search, local mismatch detection predicts slower performance in the oddman condition than in a conventional VM condition because detecting a mismatch requires more comparisons than template matching. Other versions of mismatch detection are, however, possible, so our results do not reject all possible mismatch models.
Alternately, greater emphasis on grouping mechanisms, especially if group structure can form without targettemplate matching, allows AET to explain the present data. In the following section, we develop a modified version of AET that explains our data by incorporating the group scale hypothesis.
Modified AET
Of the theories reviewed, AET is closest to the group scale hypothesis because it assumes late selection and emphasizes grouping as a determinant of search performance. Our modification of AET assumes that grouping is a preattentive process that occurs according to the proximity and similarity of features. We also assume that grouping is adaptive: The weights given to proximity and to each dimension of similarity can be modified by practice to produce useful groups. Although we suggest that grouping is preattentive, we retain the idea of an attention-attracting mechanism that is controlled, at least in part, by target-template matching. In addition, we retain both the assumption that changes in activation within a group are correlated and the assumption that the speed with which a group is selected is proportional to the group's activation.
Our six modifications to AET are designed to combine the explanatory power of the group scale hypothesis with the existing theory.
First, search using groups based on proximity and similarity explains a wide range of existing data including (a) search restricted to a subset of objects formed on the basis of a target feature (Egeth et al., 1984) , (b) the effect of target and distractor proximity (Bundesen & Pedersen, 1983; Carter, 1982; Farmer & Taylor, 1980; Treisman, 1982) , (c) the effect of target and distractor similarity and of interdistractor similarity when distractors are not homogeneous (Duncan, 1990; Farmer & Taylor, 1980) , (d) the effect of so-called illusory conjunction displays (see Part 1), (e) the increase in target errors with display size, and (f) the occurrence of fast, nontarget responses (Humphreys et al., 1985; present Experiments 3 and 4) .
Second, there are clear cases in which attention-attracting responses are learned and in which prior knowledge of the target influences performance. Although we argued earlier against an attention-attracting mechanism, our dispute concerned the linkage between that mechanism and grouping. By retaining the mechanism, we acknowledge its role in such cases. Shiffrin and Schneider (1977) , for example, found strong interference in a CM search task performed after subjects had extensive training with the mapping of the target and distractor reversed. The interference indicates that subjects had learned to select objects that previously were targets. Pashler (1987) showed that distractors similar to a target increased M RT in search, even for displays that did not contain that particular target. The increase indicates that subjects' prior knowledge of possible targets influenced their search performance.
Note that the utility of attention-attraction through targettemplate matching depends on the demands of the task. Our Experiments 3 and 4 discouraged use of the attentionattraction mechanism because it could only degrade performance. Experiments 1 and 2 (and virtually all CM visual search tasks), by contrast, encouraged the use of the mechanism. By including an attention-attracting mechanism controlled by target-template matching, we can deal with both CM and VM performance.
Third, when multiple targets are presented, they can be grouped and, therefore, reinforce each other's activation. In AET, the speed with which a group is selected is proportional to its activation (not just to the probability with which it is selected, as in guided search). When targets are grouped together, therefore, the fastest RTs for multiple-target displays will be less than the fastest RTs for single-target displays. Because the speed with which a group is selected is correlated with its activation, the model can address coactivation by exploiting the correlation in changes of activation among members of a group.
Fourth, like AET, we assume that perceptual processing is hierarchical, with both feed forward and feedback interactions among representations ranging from simple features to meanings and categories. Because we assume that the development of the perceptual representation and group activation is a dynamic process, we acknowledge that some representations may take longer to activate than others, either because they are higher in the hierarchy (e.g., meanings) or because they are used rarely (e.g., relative position).
Representations that develop slowly should take longer to influence both grouping and group activation; therefore, such representations should not affect performance in tasks that require rapid responding, such as visual search. Our experiments indicate that relative position has such a representation but that practice can speed its development. In short, our modification of AET suggests that the use of a representation in perceptual processing depends on both discriminability and learned utility.
Fifth, in AET, each group is assigned an attentionattracting strength or activation. A group's activation is determined by its match to a target template. The target template can be a complex specification of attributes such as color, luminance, motion, and shape and meaning. We suggest that a target template can also specify the spatial properties of the grouping structure itself (e.g., the group's scale). The inclusion of properties of the grouping structure in the target template extends AET to explain learning in the nominally VM conditions of Experiments 3 and 4. The explanation is achieved without having to reject a CM learning advantage.
Sixth, like AET, we claim that attention selects groups; the probability and speed of selection depend on the group's activation. Note that selection occurs on a unified perceptual representation; it is not used to perform perceptual (identity) processing. Selection from a unified representation is consistent with the null difference between performance in the color and luminance conditions of Experiments 1 and 2. Ours is a late-selection position; we assume that objects are selected to control actions (see Duncan, 1980) . A group's activation, therefore, indexes the strength with which it competes to control actions ranging from a saccade to production of a manual response.
We also claim that selected groups are treated as a unit. If a group containing one target and many distractors is selected, the target's properties will be masked by the distractors' properties in the average. Subjects should, therefore, tend to miss targets when they have been grouped erroneously and selected with distractors. Target errors should be more frequent than nontarget errors because they can be caused both by misidentification (from noise in the activation of representations) and by averaging. Nontarget errors, by contrast, are caused only by misidentification. Note that errors could be decreased by searching at a finer group scale but only at the cost of slower performance.
Modified AET Applied to the Present Experiments
In our account, subjects can use both group structure and group activation depending on the task they must perform. In the CM paradigm (Experiments 1 and 2), we assume that subjects developed an attention-attraction response to the target and grouped objects using relative position. Initially, useful groups were slow to develop, and target errors occurred frequently, especially with large display sizes that encouraged targets and distractors to group together. Group activation provided a poor target cue, and search was almost random within the smaller groups. With practice, however, both group scale and group activation became better target cues; as a result, both A/ RT and target errors decreased, and the search function and it equivalent in errors flattened.
In the VM experiments, by contrast, group activation resulting from relative position information remained a poor target cue throughout practice, especially in the odd-man search. Hence, there were more errors, and M Rr was slower than in Experiment 1. Group size was the only reliable target cue; as a result, small groups tended to have larger activation, and performance reflected the grouping mechanism more than the attention-attracting mechanism.
Note that our account explains differences in performance between the VM and CM paradigms by changing the relative contribution of the grouping and the attention-attracting mechanisms. In the VM paradigms, learning mainly reflects the development of grouping, whereas in the CM paradigm, learning reflects both mechanisms. Because the speed of grouping is not strongly affected by both display size and type, the effects of display size and display type in the VM experiments were weaker than in the CM experiments. Because the identity of the target is less certain in a VM paradigm, there were more errors in the VM experiments than in the CM experiments. Because target uncertainty remained stable across practice, the VM paradigm remained more error prone across practice than the CM paradigm.
In our account, grouping and group activation are interdependent. Because grouping and group activation are interdependent, the theory is not constrained to predict negative acceleration in search functions. It can tolerate negative acceleration in the VM experiments, in which performance mainly reflected the development of grouping, and linear search functions in the CM paradigms, in which performance reflected both mechanisms.
General Discussion
The arguments can be summarized as follows: Previous putative demonstrations of preattentive representation of relative position (and, we argue, simple shape) are flawed because they used stimuli that, when analyzed at large spatial scales, contain simple size, orientation, and curvature cues. We constructed stimuli that avoid such confounding and found learned pop-out. Moreover, we obtained learned popout of relative position using a CM paradigm and two VM paradigms, one in which the subjects were cued with the target's identity and one in which they were not (the odd-man task).
In all cases, pop-out with our stimuli could be achieved only on the basis of relative position information. Therefore, our results show that attention is not necessary for localization. Hence, our results favor late selection.
Learned pop-out under VM conditions appears to falsify one of the most stable empirical generalizations in the performance literature, namely the learning advantage of CM over VM. Instead, we suggested an explanation that is consistent with the search literature to date and that preserves the empirical generalization favoring CM. Specifically, we suggested that a group scale cue was used by subjects to perform search and that the group scale cue was mapped consistently, even in the nominally VM conditions. According to our theory, the group scale hypothesis, perceptual processes preattentively group stimuli according to feature similarity and contiguity. Although any discriminable feature could serve as the basis for grouping, we assume that subjects have preexperimental biases to group along particular dimensions (e.g., common fate in motion). Subjects learn, however, to select the dimensions that support useful grouping in a particular experimental context. Finally, we suggest that subjects can use the size of the groups as a cue. When the target forms its own small group and distractors form a large group, for example, a correct target response can be made by detecting the small group.
Before practice, subjects found search using our stimuli difficult, and performance was slowed by increasing display size. We claim that the initial difficulty was due to the unfamiliarity of the stimuli, not to difficulty in discriminating targets and distractors. Strong learning occurred because practice made the dimension for grouping familiar. We take performance after practice to be the true measure of the discriminability of the stimuli. Because our stimuli were highly discriminable, practice produced pop-out. In short, initial performance was limited by lack of familiarity, whereas asymptotic performance was limited by discriminability.
Our results demonstrate that simple shape information can be represented preattentively. A different pattern of results may apply for complex shapes, although it is difficult to envisage how this would be tested without confounding from discriminability factors, as may have occurred in the work of Beck (1966) and Wolfe et al. (1989) .
A strong late-selection position claims that meaning, as well as shape, is determined preattentively. Our results strengthen the case for the preattentive representation of shape but do not address the representation of meaning. Because we view perceptual processing as dynamic and hierarchical, however, we suspect that the effects of representations further up the hierarchy are difficult to detect using a speeded response task, such as visual search.
When responses are not speeded and the perceptual hierarchy can converge on an optimal solution using information from all levels of the hierarchy, the effects of higher level representations on perceptual processing should be easier to observe. Work by Prinzmetal (1990; Prinzmetal & MillisWright, 1984) , for example, showed an effect of word structure on the perception of simple features such as color. Within our theoretical framework, such results support strong late selection.
A final point deserves comment. Throughout our discussion, we have appealed to grouping as an explanatory principle. Grouping is clearly a potent phenomenon; its status as an explanatory principle is less clear. Skeptics may take our emphasis on grouping without a corresponding description of the algorithm to be a deus ex machina. We are encouraged by the work of Caelli (1985 Caelli ( , 1988 Caelli & Oguztoreli, 1988) , who described an adaptive computational model of the grouping process. His model can group texture regions according to the correlations in the outputs of adaptive feature detectors or filters. Local cooperative and competitive interactions group similar representations and split dissimilar representations.
We view the challenge for future work to be explication of algorithms used by humans not only to group the outputs of simple detectors into objects but also to group objects into larger units based on all levels of knowledge available to the observer.
