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Diese Arbeit beschreibt Entw¨ urfe zur Anwendung einer nicht-interpolierenden Advekti-
onsmethode in numerischen Wettervorhersagemodellen. Es wird an verschiedenen Bei-
spielen dargestellt, in welcher Weise eine solche nicht-interpolierende Methode anstel-
le von herk¨ ommlichen Differenzen- oder interpolierenden Lagrangeschen Verfahren ein-
setzbar ist.
Die in der meteorologischen Modellierung neuartige nicht-interpolierende Advekti-
onsmethode verwendet das Partikel-Lagrangesche Konzept von Steppeler (1990a), das
dieVerlagerung vonatmosph¨ arischenGr¨ oßen mittelsPartikelnberechnet,wobeidie Parti-
keln alsLuftpakete zu verstehensind,die sichentlangder Trajektorienbewegenund dabei
den Wert der prognostischen Gr¨ oßen erhalten. Diese Eigenschaft der Methode kommt vor
allem dann zum Tragen, wenn die Verteilung der prognostischen Gr¨ oßen durch Sprung-
funktionenbeschrieben wird,da N¨ aherungsfehlerder bislangverwendetenMethoden,wie
Oszillation und Gl¨ attung, an solchen Gradienten verst¨ arkt auftreten.
Die Untersuchung der Genauigkeit und Anwendbarkeit der nicht-interpolierenden
Partikel-Lagrangeschen Methode ﬁndet durch Modellstudien statt. Die Methode selbst
wird am Beispiel verschiedener Anfangswert-Aufgaben f¨ ur ein dichtekonstantes barotro-
pes Flachwasser-System beschrieben, gefolgt von der Nachbildung von zwei Ausbrei-
tungsszenarien f¨ ur chemisch tr¨ age Stoffe in einer hydrostatischen Modellatmosph¨ are, so-
wie des trocken- und feuchtadiabatischen Aufstiegs einer warmen Luftblase unter nicht-
hydrostatischen Bedingungen. Im Hinblick auf numerische Fehler wird gefordert, daß die
numerische L¨ osung monoton bleibt, wobei unter Monotonit¨ at ein oszillationsfreier Ver-
lauf der L¨ osung verstanden wird. Mittels Vergleich zwischen den numerischen L¨ osungen
wird festgestellt, daß die Genauigkeit der nicht-interpolierenden numerischen L¨ osung mit
Ausnahme einer Anfangswert-Aufgabe gleich oder h¨ oher ist als bei den mit herk¨ ommli-
chen Methoden erzielten Resultaten. Eine herausragende Steigerung der Genauigkeit ist
dann zu beobachten, wenn die Advektion im Vergleich zu anderen Prozessen eine viel
st¨ arkere Rolle spielt, wie z.B. im Falle der Konvektion in trockener Atmosph¨ are.
iINHALTSVERZEICHNIS
1 Einleitung 1
2 Das Problem der Modellierung der Advektion 5
2.1 Modellgleichungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Diskretisierung, Fehlertypen, Genauigkeit . . . . . . . . . . . . . . . . . 8
2.3 Finite Differenzen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 N¨ aherung durch Basisfunktionen (GALERKIN-Methode) . . . . . . . . . 16
2.5 Diskretisierung mit ﬁniten Volumina . . . . . . . . . . . . . . . . . . . . 18
2.6 Semi-Lagrangesche Methoden . . . . . . . . . . . . . . . . . . . . . . . 19
3 Die nicht-interpolierende Methode 29
3.1 Das barotrope Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Passive Advektion mit konstanter Geschwindigkeit in einer Dimension . . 30
3.3 Transformationsbeziehungen . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 Das Zeitschema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.5 Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Anwendungsbeispiele 45
4.1 Ausbreitungsrechnungen . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1.1 Die Eulerschen und nicht-interpolierenden L¨ osungsmethoden . . 47
4.1.2 Ergebnisse der Ausbreitungsrechnungen . . . . . . . . . . . . . . 49
4.2 Konvektionsexperimente . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1 Das dynamische Modell . . . . . . . . . . . . . . . . . . . . . . 59
4.2.2 Numerische L¨ osungsmethoden . . . . . . . . . . . . . . . . . . . 61
4.2.3 Ergebnisse der Modellvergleiche f¨ ur trockene Konvektion . . . . 64
4.2.4 Ergebnisse der Modellvergleiche f¨ ur feuchte Konvektion . . . . . 69
5 Schlussbermerkungen 77
A Erg¨ anzende Rechnungen 81
ii1
EINLEITUNG
Die numerische Berechnung von atmosph¨ arischen Zustands¨ anderungen ist eine der kom-
pliziertesten Aufgaben von ﬂuiddynamischen Modellsimulationen. Sie erfordert die Be-
handlung zahlreicher physikalischer Prozesse, im Besonderen die r¨ aumliche Verlagerung
durch Advektion.
Herk¨ ommliche N¨ aherungsberechnungen der Advektion sind zumeist mit sehr großen
Fehlern behaftet, wenn die Feldfunktionender prognostischenGr¨ oßen Unstetigkeitenent-
halten. Solche Unstetigkeiten entstehen in erster Linie in der Verteilung von Stoffkompo-
nenten, wie z.B. Wolkenwasser, Wolkeneis oder freigesetzten chemischen Substanzen.
Die N¨ aherungsfehler kann man in der numerischen L¨ osung entweder als hochfre-
quente Oszillationen oder als gegl¨ attete Gradienten beobachten. Die lineare Analyse der
angewandten N¨ aherungen zeigt, daß Oszillationen dann entstehen, wenn die diskreten
Gleichungen die Wellenausbreitung wellenzahlabh¨ angig beschreiben. Die Ursache f¨ ur
gegl¨ attete Gradienten in der numerischen L¨ osung liegt am dissipativen Zusatzeffekt der
N¨ aherung.
Beiden Fehlertypen ist eine unterschiedliche Wirkungsweise zuzuschreiben. Der
Gl¨ attungseffekt behaftet alle Anfangsbedingungen gleichermaßen, auch die, die im ma-
thematischen Sinne als glatt gelten. Oszillationen treten hingegen bei glatten Anfangsbe-
dingungen in kaum wahrnehmbarer Form auf. Sie verst¨ arken sich erst bei Unstetigkeiten,
z.B. an einem Wolkenrand, mit ausgepr¨ agter Amplitude und zerst¨ oren den monotonen
Verlauf der prognostischen Gr¨ oßen. Eine hinreichend genaue Berechnung der Wolkendy-
namik erfordert deshalb Verfahren, die oszillationsfrei sind und die Gradienten am Wol-
kenrand m¨ oglichst erhalten. In der Literatur wird diese Eigenschaft mit den Begriffen
shape preserving oder monotonit¨ atserhaltend bezeichnet.
Monotone numerische L¨ osungen erh¨ alt man mit Hilfe von nicht-oszillierenden N¨ ahe-
rungsmethoden. Die Voraussetzung daf¨ ur ist eine solche diskrete Formulierung der zu
l¨ osendenDifferentialgleichung,inder alle Terme,die Oszillationverursachen,verschwin-
den oder sich gegen andere Terme aufheben. Dabei k¨ onnen andere Terme insbesonde-
re auch diejenigen sein, die Gl¨ attungsfehler erzeugen. Das heißt, daß Gl¨ attung unter
Umst¨ anden sogar ben¨ otigt wird um die Entstehung von Oszillationen zu unterdr¨ ucken.
11. Einleitung
Die Genauigkeit von numerischen Methoden wird einerseits durch lineare Analyse
der Stabilit¨ at und Konsistenz der N¨ aherung, bzw. Konvergenz der numerischen L¨ osung
¨ uberpr¨ uft. Beispiele daf¨ ur gibt es z.B. bei Haltiner & Williams (1980). Auf der anderen
Seite werden verschiedene Testaufgaben numerisch berechnet. Solche Aufgaben stellen
vereinfachte, aber physikalisch relevante Bedingungen dar. Wenn die analytische L¨ osung
einer Aufgabe existiert, l¨ aßt sich diese mit der numerischen L¨ osung vergleichen. Bei ana-
lytisch nicht l¨ osbaren Aufgaben wird das L¨ osungsverhalten qualitativ bewertet. Dabei
wird ber¨ ucksichtigt, daß die N¨ aherungsfehler eines Advektionsverfahrens im Falle einer
nicht linearen Gleichung in mehreren Raumdimensionen ebenso auftreten wie bei der
eindimensionalen passiven Advektion.
Das bekannteste Beispiel der Testaufgaben istdie Berechnung der passivenAdvektion
einer Feldgr¨ oße. Gemeint ist die r¨ aumliche Verlagerung einer vorgegebenen Feldvertei-
lung mit vorgegebener Geschwindigkeit. Die Geschwindigkeit und das zu verlagernde
Feld sind dabei voneinander entkoppelt. Bei homogenener Geschwindigkeit entspricht
der Ablauf der passiven Advektion der Bewegung eines starren K¨ orpers. In einer Raum-
dimension betrachtet stellt dies die einfachste Art der Testaufgaben dar, deren fehlerfreie
L¨ osung, wie Chock (1991) und M¨ uller (1992) zeigen, als notwendige Bedingung f¨ ur Ad-
vektionsverfahren gilt.
AlszweidimensionaleErweiterungder passivenAdvektionsinddreiwichtigeTestf¨ alle
zu nennen. Dies sind die von Zalesak (1979) eingef¨ uhrte starre Rotation einer Fl¨ ussigkeit
um eine vorgegebene Drehachse, der Deformationstestvon Smolarkiewicz (1983) und die
spiralf¨ ormige Rotation von Doswell (1984). Sie dienen in erster Linie dazu, mehrdimen-
sionale L¨ osungsverfahren zu untersuchen.
F¨ ur realit¨ atsn¨ ahere Probleme, wie das konvektive Aufsteigen einer warmen Luftblase,
das unter anderem von Grabowski & Smolarkiewicz (1990), Lin et al. (1994), Pellerin
et al. (1995), Grabowski & Smolarkiewicz (1996) und Margolin et al. (1997) unter-
sucht wurde, existieren keine analytischen L¨ osungen. Die Genauigkeit der numerischen
L¨ osungenwirddeshalbnach dem Gesichtspunktder Monotonit¨ atserhaltungbewertet.Das
heißt,daßdieprognostischenVariablen entlangder Unstetigkeitenoszillationsfreiundmit
m¨ oglichst wenig Gl¨ attung advehiert werden sollten.
Die L¨ osung der barotropen Vorticitygleichung, die die Advektion der Gr¨ oße Vorticity
beschreibt, geh¨ ort ebenfalls zu den zweidimensionalen Problemstellungen. Da Vortici-
ty sich aus ersten r¨ aumlichen Ableitungen der Geschwindigkeit zusammensetzt, h¨ angt
in diesem Fall die zu advehierende Gr¨ oße selbst von der Advektionsgeschwindigkeit ab.
Deshalb erfordert die Berechnung der Advektion außer der Kenntnis des Geschwindig-
keitsfeldes auch die der r¨ aumlichen Differentialquotienten desselben. Wenn Felder der
2Vorticity durch Konturen von ihrer Umgebung getrennt sind, werden solche Advektions-
methodenben¨ otigt,die in erster LinienichtoszillierendeErgebnisse gew¨ ahrleisten.Insbe-
sonderesindessolcheVerfahren, diedie Advektionjener KonturenmithoherGenauigkeit
berechnen. Beispiele f¨ ur derartige Berechnungen gibt es unter anderem bei Hasselbeck
(1996).
Die Entwicklung monotoner Advektionsverfahren nahm folgenden Verlauf: Die er-
sten wichtigen Beitr¨ age zur Entwicklung monotoner Advektionsverfahren entstanden mit
der Diskussion von Eulerschen Differenzenmethoden f¨ ur die atmosph¨ arische Advektion
durch Crowley (1968), f¨ ur astrophysikalische Berechnungen durch Boris & Book (1973),
Zalesak (1979) und Colella & Woodward (1984). Weitere Beitr¨ age f¨ ur die meteorologi-
sche Modellierunghaben Trembacket al. (1987) mitder allgemeineren Formulierungdes
Verfahrens von Crowley (1968) sowie Smolarkiewicz (1983) geleistet, dessen Methode
in zahlreichen Arbeiten, wie z.B. Grabowski & Smolarkiewicz (1990) Anwendung fand.
Schließlich sind noch unter den Eulerschen Advektions- und Flußverfahren die Beitr¨ age
von Bott (1992), von der Emde (1992), Easter (1993), H´ olm (1995) und VanderHeyden
& Kashiva (1998) zu erw¨ ahnen.
Parallel zu den Eulerschen L¨ osungsmethoden wurde auch in der meteorologischen
Modellierung die Idee der Lagrangeschen Integration der zu l¨ osenden Gleichungen ent-
langvonFl¨ ussigkeitstrajektorienverfolgt.DieersteArbeitdazuerschienvonWiin-Nielsen
(1959). Die eigentlich praktikable Formulierung von Lagrangeschen Methoden als Git-
terpunktmethode wurde von Robert (1981, 1982) beschrieben. Im Zusammenhang da-
mit analysierte McDonald (1984, 1986, 1987) die Anwendung von R¨ uckw¨ artstrajektorien
und Interpolationspolynomen und zeigte, daß die interpolierende ¨ Ubertragung von Feld-
information die gleichen N¨ aherungsfehler (Oszillationen und Gl¨ attung) hervorruft wie
Eulersche Methoden. Man hat gleichzeitig festgestellt, daß die Genauigkeit der L¨ osung
vergleichbar ist mit Eulerschen L¨ osungen, obwohl stabilit¨ atsbedingt auch ein l¨ angerer In-
tegrationsschritt m¨ oglich ist als bei Eulerschen Methoden. Dies beschleunigte die Unter-
suchung der Anwendbarkeit von Lagrangeschen Methoden. Deren Ausarbeitung im Hin-
blick auf die routinem¨ aßige numerische Wettervorhersage nahmen unter anderem Tem-
perton & Staniforth (1987) und Bates et al. (1990) vor. Monotone Lagrangesche Ad-
vektionsverfahren zur Berechnung der kleinskaligen Advektion von Stoffkomponenten
wurden von Carpenter et al. (1990), Lin et al. (1994), Laprise & Plante (1995), Ma-
chenhauer & Olk (1995) und Leonhard et al. (1996) entwickelt. Einen breiten ¨ Uberblick
¨ uber die meteorologische Anwendung von Lagrangeschen Methoden erh¨ alt man in den
zusammenfassenden Artikeln von Staniforth & Cˆ ot´ e (1991), Staniforth & Cˆ ot´ e (1998)
und McDonald (1998).
31. Einleitung
In dieser Arbeit wird ein solches Lagrangesches Verfahren dargestellt, das als nicht-
-interpolierende Partikel-Lagrangesche Methode bezeichnet wird. Es unterscheidet sich
von den herk¨ ommlichen Methoden dadurch, daß die Simulation die Advektion direkt,
n¨ amlich ¨ uber bewegliche, mitstr¨ omende Luftpartikeln bzw. -pakete und ohne diskrete
Operatoren beschreibt. Deshalb treten weder Gl¨ attungs- noch Oszillationsfehler durch
Interpolation auf, und die Methode ist in der Lage, die Aufgabe der homogenen Advek-
tion exakt zu l¨ osen. Das hier verwendete Verfahren basiert auf der Arbeit von Steppeler
(1990a) und wurde vonSteppeler &Orsz´ ag (1995)weiterentwickelt1. In den weiteren Ka-
piteln wird die Entwicklung und Implementierung dieser im Hinblick auf die numerische
Wettervorhersage neue Approximation von Advektionstermen an einfachen Testaufgaben
und meteorologischen Beispielen diskutiert. Zun¨ achst wird in einem r¨ aumlich eindimen-
sionalen barotropen Flachwassersystem die Verlagerung einer ROSSBY-Welle bzw. die
¨ Uberstr¨ omung eines glockenf¨ ormigen GAUSS-Berges mit konstanter Windgeschwindig-
keit untersucht. Zudem werden vergleichende Ausbreitungsrechnungen f¨ ur Spurenstoffe,
die im Rahmen eines europ¨ aischen Ausbreitungsexperimentes ausgestoßen worden sind,
bzw. numerische Experimente zur trockenen und feuchten Konvektion in einem nicht-
hydrostatischen System durchgef¨ uhrt. Die Darstellung der barotropen Modellrechnungen
ﬁndet in Kapitel 3 statt. Die Ausbreitungsszenarien werden in Kapitel 4.1 beschrieben,
die Berechnungen der trockenen und feuchten Konvektion in Kapitel 4.2.
1 ¨ Ahnliche Partikelverfahren werden unter anderem in astrophysikalischen Simulationen verwendet
(Monaghan, 1982; Monaghan & Gingold, 1983; Monaghan, 1985, 1988, 1992).
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DAS PROBLEM DER MODELLIERUNG DER ADVEKTION
2.1 Modellgleichungen
Die Untersuchung str¨ omender Fl¨ ussigkeiten l¨ aßt sich sowohl experimentell ¨ uber Ver-
suchsreihen unter geeignetem Laborbedingungen als auch durch die L¨ osung der EU-
LERschen undder NAVIER-STOKESschen partiellenDifferentialgleichungendurchf¨ uhren.
Die mathematische Struktur und die Komplexit¨ atdieser Gleichungen, die auch als Grund-
lage der operationellen Wettervorhersage-Systeme dienen, motivieren die L¨ osung der
Gleichungen mittels N¨ aherungsans¨ atze wie z.B. durch numerische L¨ osungsverfahren.
Die Entwicklung und Analyse numerischer N¨ aherungsverfahren setzt die L¨ osung des
vollst¨ andigen Systems der Grundgleichungen nicht voraus. Man kann einzelne Prozes-
se isoliert, gewissermaßen als Modellvorgang betrachten und sich auf die numerische
L¨ osungderzugeh¨ origenModellgleichungenkonzentrieren,dennsiesindleichterzul¨ osen,
als komplexeSysteme und die Erkenntnisse ¨ uber typische N¨ aherungsfehler verschiedener
numerischer Methoden lassen sich auf das komplexe System ¨ ubertragen.
Der AusgangspunktzurHerleitungder EULERschen oder NAVIER-STOKESschen Glei-
chungen ist die Integralform der Massen-, Impuls- und Energieerhaltung. Zur Darstellung
der Problematik, die in der numerischen Berechnung der Advektion verborgen ist, wird
hier das repr¨ asentative Beispiel der Massenerhaltung betrachtet, um daraus die entspre-
chende Modellgleichung der Advektion zu erhalten.
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deﬁniert sind. Der Index
￿ bezeichnet die Stoffkomponenten innerhalb des Volumens
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￿ , insbesondere trockene Luft, Wasserdampf und Fl¨ ussigwasser, aber auch die Misch-
gase der Luft, wie Sauerstoff und Stickstoff.
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Der erste Term auf der linken Seite von (2.2) beschreibt die lokale ¨ Anderung der Mas-
sendichte
￿
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im Volumen
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￿
￿ , der zweite den Fluß der Dichte
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, der mit der Eigenge-
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￿ stattﬁndet. Der Nor-
malvektor
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sei dabei nach außen gerichtet. Die Anwendung
des GAUSSschen Integralsatzes auf das Fl¨ achenintegral erlaubt dessen Umwandlung in
ein Volumenintegral
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Die G¨ ultigkeit von (2.3) ist unabh¨ angig vom Volumen, das heißt der Integrand erf¨ ullt die
Nullbedingung und erm¨ oglicht, (2.3) in der Divergenzform
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zu schreiben. Die Gleichung (2.4) heißt die Bilanzgleichung der Substanz
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sagt, daß die lokalzeitliche ¨ Anderung der Partialdichte
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setzt. Aus (2.4) ergibt sich unter Ber¨ ucksichtigung der baryzentrischen Geschwindigkeit
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In der Bilanzgleichung (2.4) kann der konvektive Fluß statt auf die Eigengeschwindigkeit
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genz des Diffusionsstromvektors
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62.1. Modellgleichungen
Die Bilanzgleichung (2.6) l¨ aßt sich, unter Ber¨ ucksichtigung der Kontinuit¨ atsgleichung
(2.5) und der Deﬁnition der Konzentration
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schreiben. Gleichung (2.7) heißt die advektive Form der Bilanzgleichung.
Der Zusammenhang zwischen den linken Seiten von (2.6) und (2.7) wird unter der
Annahme ersichtlich, daß keine Erzeugungsbeitr¨ age vorhanden sind (
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) und die
Eigengeschwindigkeitder Substanzgleich der baryzentrischenGeschwindigkeitist(
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die ¨ aquivalente Formulierung
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Nach Anwendung des EULERschen Operators
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (2.10)
und der Kontinuit¨ atsgleichung (2.5) erh¨ alt man daraus die Erhaltungsbedingung
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Da die totale Feldableitung der Konzentration
￿
￿
null ist, bleibt
￿
￿
w¨ ahrend der Verlage-
rung mit der Str¨ omung entlang einer Trajektorie materiell unver¨ andert.
Die materielle ¨ Anderung im Sinne von (2.11) setzt sich aus der lokalzeitlichen Ab-
leitung
￿
￿
￿
￿
￿
￿
￿ und aus dem advektiven Anteil oder Advektionsterm
￿
￿
￿
￿
￿
￿
zusammen.
Obwohlein ¨ ahnlicherAdvektionsterm,wie
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￿
,auch inderDivergenzdeskonvektiven
Flusses
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vorhanden ist, konzentrieren sich numerische Advektionsverfahren auf die numerische
Berechnung von
￿
￿
￿
￿
￿
￿
￿
. Solche Methoden, die die Bilanzgleichung in der Form von
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(2.8) (oder die Kontinuit¨ atsgleichung (2.9)) l¨ osen und dazu die Divergenz des konvek-
tiven Flusses
￿
￿
￿
￿
￿
￿
￿
) berechnen, heißen Flußverfahren. In beiden F¨ allen, wenn also
der Term
￿
#
￿
￿
￿
￿
￿
mit einer Advektionsmethode oder die Flußdivergenz
￿
￿
￿
￿
￿
￿
￿
￿ mit
einem Flußverfahren explizit auszurechnen ist, spricht man von EULERschen Methoden.
Im Gegensatz dazu umgehen LAGRANGEsche Verfahren die N¨ aherung der r¨ aumlichen
partiellen Ableitungen, in dem sie im materiellen System die Gleichungen (2.1) (unter
der genanten Bedingung
￿
￿
￿
￿
￿
lautet dies
￿
￿
￿
￿
￿
￿
￿
￿
) bzw. (2.11) l¨ osen.
2.2 Diskretisierung, Fehlertypen, Genauigkeit
Die Aufgabe der N¨ aherungsmethoden besteht darin, die Berechnung partieller Ablei-
tungen in den Modellgleichungenzu erm¨ oglichen. Vor dem ¨ Uberblick ¨ uber die am h¨ auﬁg-
sten angewandten N¨ aherungsmethoden sollen zun¨ achst zwei Modellgleichungen betrach-
tet werden, deren numerische L¨ osungen als Beispiele f¨ ur N¨ aherungsmethoden und -fehler
diskutiert werden.
Zum einen handelt es sich um die Gleichung (2.9) f¨ ur
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￿
￿
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￿
￿ , in einer Raumdi-
mension, mit periodischen Randbedingungen
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Sie wird als Advektions- oder Konvektionsgleichung bezeichnet. Aus der Theorie der
linearen partiellen Differentialgleichungen ist bekannt, daß die Eigenfunktionen
￿
￿
￿
￿
￿
￿
￿ des
Operators
￿
￿
￿
￿
￿
geeigneteL¨ osungsfunktionenf¨ ur(2.13)sind.DerAnsatz
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￿
￿
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￿
￿
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￿
￿
￿
￿
￿
l¨ ost deshalb (2.13), wenn die Eigenwerte der Differentialoperatoren die Bedingung
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿ erf¨ ullen. Die allgemeine L¨ osung f¨ ur die Wellenzahl
￿ als
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￿
￿
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￿
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beschreibt
die Bewegung einer Wellenfront als Verschiebung entlang der
￿ Koordinate.
Als zweite Modellgleichung soll die Diffusionsgleichung
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& (2.14)
angesprochen werden, deren rechte Seite die eindimensionale Form des Termes
￿
￿
"
￿
aus (2.6) darstellt, wenn f¨ ur den Diffusionsstromvektor die Annahme
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￿ getroffen wird. Entsprechend folgt f¨ ur die Flußdivergenz im Falle ei-
nes konstanten Diffusionskoefﬁzienten
%
der Ausdruck
%
￿
￿
1
&
￿
￿
￿
￿
&
￿ . Aus (2.14) erh¨ alt
man die analytische L¨ osung
￿
￿
2
￿
￿
￿
￿
￿
￿ mit der zeitlich exponentiell ged¨ ampften Ampli-
tude
2
￿
￿
3
!
￿
￿
5
4
￿
7
6
￿
. Diffusion ist ein dissipativer Prozess, der so lange andauert, solange
im Sinne der getroffenen Annahme die Massendichte
￿
nicht homogen verteilt ist. Be-
kanntlich ist ein solcher Vorgang f¨ ur den molekularen Austausch von
￿
charakteristisch,
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weshalb der oben getroffene Ansatz unter anderem auch f¨ ur die Berechnung der W¨ arme-
leitung anwendbar ist. Mit Hilfe von Diffusionsans¨ atzen werden in der Fluiddynamik und
der meteorologischen Modellierung auch andere Prozesse ber¨ ucksichtigt, wie turbulen-
ter Austausch oder innere Reibung. Welche Rolle diffusive Terme in diskretisierten Glei-
chungenspielen,wirdimn¨ achstenAbschnittimZusammenhangmitN¨ aherungsmethoden
durch ﬁnite Differenzen er¨ ortert.
Dazu betrachtetmandieeinfachste Formder Diskretisierung,wobeidie unabh¨ angigen
Variablen die Zeit
￿ und die L¨ ange
￿ sind. Mit
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werden sie in gleichm¨ aßige Intervalle
￿
￿ und
￿
￿ geteilt und f¨ ur die Feldgr¨ oße
￿
wird die
Diskretisierung gem¨ aß
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deﬁniert.
Die Differenzenn¨ aherung der Ableitungen der stetig differenzierbaren Funktion
￿
er-
folgt mit der TAYLOR-Reihenentwicklung. Bei festgehaltenem
￿ wird f¨ ur
￿
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￿ eine Reihenentwicklung an der Position
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￿ vorgenommen:
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MitderimPrinzipunendlichenFunktionsreihe(2.17)ergeben sichf¨ urjedes
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verschiedene lokale Differenzenn¨ aherungen. Mit
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und aus der Differenz der Reihen mit
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Aus(2.18) und(2.19)istes ersichtlich,daß dielinkenSeiten dieerste Ableitung
￿
￿
￿
￿
￿
￿
￿
￿
￿
mit einem gewissen Fehlermaß darstellen. Der Fehler setzt sich aus den Summanden hin-
ter der ersten Ableitung zusammen. Die niedrigste Potenz des Abstandes
￿
￿ , die in der
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Restreihe vorkommt, gibt die Ordnung der N¨ aherung an; der entsprechende Fehlerterm
wird mit
￿ bezeichnet. Damit gelten f¨ ur die Differentialquotienten folgende N¨ aherungen:
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￿ zentrierte Differenz
(2.20)
Ebenfalls zweiter Ordnung genau ist die N¨ aherung der zweiten Ableitung durch zentrierte
Differenzen
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In der meteorologischen Modellierung werden (2.20) und (2.21) h¨ auﬁg verwendet, wo-
bei solche Differenzen auch zur N¨ aherung von Zeitableitungen gebildet werden k¨ onnen.
F¨ ur die zentrierten Differenzen in (2.20) und (2.21) werden die Bezeichnungen
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eingef¨ uhrt.
Am Beispiel von (2.20) ist es ersichtlich, daß sowohl einseitige als auch zentrier-
te Differenzen sinnvolle N¨ aherungen f¨ ur
￿
￿
￿
￿
￿
￿
￿
￿ sind. Die Ordnung der N¨ aherung ist
zwar ein gut deﬁnierbares Maß, gibt jedoch keine Auskunft ¨ uber die Auswirkung der
Diskretisierung auf die zu erzielende L¨ osung. F¨ ur diese Absch¨ atzung muß eine FOU-
RIER-Analyse der numerischen L¨ osung durchgef¨ uhrt werden, um zu entscheiden, ob die
Genauigkeitder N¨ aherungen hinreichendistundob das L¨ osungsverfahren,in demsie ver-
wendet werden, konsistent und stabil ist. Nach dem ¨ Aquivalenz-Theorem von LAX sind
das die notwendigen Bedingungen f¨ ur konvergente L¨ osungen und sie werden an dieser
Stelle wie folgt deﬁniert. Die diskrete Formulierung einer zu l¨ osenden Gleichung ist kon-
sistent, wenn sie beim Grenz¨ ubergang
￿
￿
￿
￿
￿
bzw.
￿
￿
￿
￿
￿
in die kontinuierliche Form
¨ ubergeht. Eine numerische L¨ osung ist stabil f¨ ur das gegebene Intervall der unabh¨ angigen
Variablen, wenn die Amplitude der L¨ osung nicht stetig ansteigt. Die Konvergenz der nu-
merischen L¨ osung bedeutet den ¨ Ubergang in die kontinuierliche L¨ osung, wenn
￿
￿
￿
￿
￿
bzw.
￿
￿
￿
￿
￿
.
Zur Darstellung der Genauigkeit, mit der Wellenamplituden und Phasengeschwindig-
keiten abgebildet werden, empﬁehlt es sich, f¨ ur (2.13) folgende N¨ aherung zu betrachten
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wobei f¨ ur den Differenzenoperator
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￿ der Deﬁnitionsansatz
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gilt und der Parameter
￿ als Vorfaktor von
￿
￿
￿
￿ klein gehalten werden soll. ¨ Uber die Eigen-
schaften des Operators
￿ ist zu bemerken:
1. wie
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￿
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2. Der asymmetrische Punktoperator
￿
￿ entfaltet seine Wirkung ¨ uber den imagin¨ aren
Anteil des Eigenwertes von
￿ , das heißt ¨ uber die ungeraden Ableitungen der TAY-
LOR-Reihe von (2.20), sowie die asymmetrische Sinus-Funktion und verursacht
Phasenfehler. Dies schl¨ agt sich in den numerischen Wellenl¨ osungen als Dispersion
nieder, weil die Ungenauigkeit wegen
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￿ wellen-
zahlabh¨ angig ist. Dadurch ist die Anwendbarkeit von
￿
￿ auf die kleinen Werte von
￿
￿
￿ eingeschr¨ ankt, denn nur f¨ ur lange Wellen gilt
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3. wenn
￿
￿
￿
￿
, enth¨ alt die Diskretisierung von
￿
￿
￿
￿
￿
￿
￿
￿ den Operator
￿
￿
￿
￿ . Dies ist
fehlerhaft, da
￿
￿
￿
￿ die zweite partielle Ableitung approximiert. Die Pr¨ asenz von
￿
￿
￿
￿
in
￿ hat auf Grund der Erkenntnisse aus der Diffusionsgleichung (2.14), im Gegen-
satz zum Phasenfehler durch
￿
￿ , einen Amplitudenfehler zu Folge, denn der sym-
metrische Punktoperator
￿
￿
￿
￿ ist ¨ uber die geraden Ableitungen der TAYLOR-Reihe
(2.21) bzw. ¨ uber die symmetrische Cosinus-Funktion mit den reellen Eigenwerten
von
￿ assoziiert.
Die L¨ osung der Differentialgleichung (2.13) bedarf neben der N¨ aherung der partiellen
Ableitungennach
￿ auch Integrationsmethoden,wof¨ ur insbesondereDifferenzenn¨ aherun-
gen, wie (2.20)und (2.21) inFrage kommen.Allerdingsk¨ onnendie Integrationsmethoden
nicht beliebig sein. Sie m¨ ussen im Verbund mit der N¨ aherung von
￿
￿
￿
￿
￿ in erster Linie
Stabilit¨ at gew¨ ahrleisten. Die Stabilit¨ atsanalyse gibt an, ob die Amplitude einer L¨ osung
durch die verwendete Diskretisierung im Laufe der L¨ osungsschritte zunimmt oder nicht.
Mit dem geeigneten L¨ osungsansatz
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lautet die Bedingung der Stabilit¨ at f¨ ur eine beliebige Differenzen-
gleichung
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Aus
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￿ folgt, daß in dem Fall, wenn das Integrationsverfahren
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Zeitinterval-
le, das heißt
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Zeitpunkte f¨ ur die N¨ aherung von
￿
￿
￿
￿
￿ ben¨ otigt,
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￿
mit Hilfe
eines Polynoms
￿
-ten Grades zu bestimmen ist, denn die Zeitableitung l¨ aßt sich am Punkt
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in folgender Weise ausdr¨ ucken
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wobei das Intervall
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&
￿ die vom Zeitschema ben¨ otigten Zeitpunkte umfaßt.
Die Gewichte
￿
￿ sind je nach Differenzenn¨ aherung unterschiedlich und mindestens ei-
nes davon enth¨ alt die Eigenwerte des Operators
￿ . Bei der Berechnung sind alle
￿
￿ -s mit
demselben
￿ zu ber¨ ucksichtigen und (2.25) ist f¨ ur jedes
￿
￿ zu erf¨ ullen.
Die Absch¨ atzung der Phasen- und Amplitudenfehler geschieht mit Hilfe von
￿
. An-
genommen, daß aus der gew¨ ahlten zeitlichen und r¨ aumlichen Diskretisierung
￿
resul-
tiert, gilt
￿
￿
￿
￿
￿
￿
￿
￿
, wobei
￿ als reelle Zahl die physikalisch richtige Frequenz bedeutet.
Mit der Bezeichnung
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￿ f¨ ur den reellen Anteil und
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￿ f¨ ur den imagin¨ aren Anteil
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2.3 Finite Differenzen
Als Beispiel f¨ ur Differenzenn¨ aherungen betrachte man jetzt zwei solche L¨ osungsme-
thoden f¨ ur (2.13), die in der Praxis der meteorologischen Modellierung weit verbreitet
sind. Dies sei
1. das leap-frog Verfahren
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in dem die partiellen Ableitungen beider unabh¨ angiger Variablen mit ﬁniten Dif-
ferenzen (2.20) approximiert werden. Die r¨ aumliche Diskretisierung in (2.27) be-
steht, im Gegensatz zum allgemeinen Deﬁnitionsansatz (2.23), ausschließlich aus
dem Operator
￿
￿ , weshalb die r¨ aumliche Diskretisierung in (2.27) nur Phasenfehler
verursacht, die gem¨ aß der TAYLOR-Reihe der zentrierten Differenz (2.20) dritter
Ordnung sind. Bez¨ uglich der Zeitableitung kann man an der linken Seite von (2.27)
ablesen,daßderenN¨ aherungzweiIntervalle ¨ uberspannt,sieistzweiterOrdnungge-
nau, undmanbekommteinPolynomzweiten Grades
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dessen zwei Nullstellen jeweils einer L¨ osungsfamilie entsprechen. Eine der beiden
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L¨ osungsfamilien in der Diskretisierung (2.27) tritt n¨ aherungsbedingt auf und heißt
computational mode.1 Die allgemeine L¨ osung besteht aus der Linearkombination
der zwei L¨ osungsfamilien und die Bedingung der Stabilit¨ at lautet
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￿
&
￿
￿
, wenn
￿
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￿
ist. Die Gr¨ oße
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￿
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￿ ist die COURANT-Zahl, die Bedingung
￿
￿
￿
￿
nennt man COURANT-FRIEDRICHS-LEVY-, oder CFL-Kriterium, und dieses gilt
als notwendige Bedingung der Stabilit¨ at.
2. das upstream oder upwind Verfahren
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in dem die erw¨ ahnte Approximation mit einseitigen Differenzen erster Ordnung
(2.19) geschieht. In der obigen Formulierung gilt (2.28) nur f¨ ur Bewegungen mit
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. Jedoch kann man unter Verwendung der
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und Vernachl¨ assigung der Angabe der N¨ ahe-
rungsordnung allgemein schreiben
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Die rechte Seite von (2.29) enth¨ alt beide Operatoren,
￿
￿ und
￿
￿
￿
￿ . Die Methode er-
zeugt also sowohl Phasen- als auch Amplitudenfehler. Der Amplitudenfehler ist
zweiter, der Phasenfehler dritter Ordnung. Das Integrationsverfahrenverwendet nur
ein Zeitintervall, sein Fehler ist zweiter Ordnung, es tritt kein k¨ unstlicher L¨ osungs-
anteil (computational mode) auf, und
￿
l¨ aßt sich f¨ ur die Stabilit¨ atsanalyse aus dem
Polynom ersten Grades
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Die Stabilit¨ atsbedingung lautet
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, wenn
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ist.
In Abb. (2.1) sind numerische Berechnungen als Beleg f¨ ur die analytischen Erkennt-
nisse bez¨ uglich (2.27) und (2.29) dargestellt worden. Die Aufgabe bestand in der Ska-
laradvektion mit konstanter Geschwindigkeit
￿
￿
￿
￿
￿
￿
￿
!
, die einer COURANT-Zahl von
￿
￿
￿
￿
￿
￿
￿
entspricht. In Str¨ omungsrichtung
￿ wurden periodische Randbedingungen an-
genommen. Auf Grund der Aufgabenstellung soll eine Verschiebung des anfangs vorhan-
denen Proﬁls von
￿
eine Gebietsl¨ ange betragen, weshalb die analytische L¨ osung mit dem
Anfangsfeld nach einemUmlauf ¨ uberlappt.In Abb. (2.1) wurden deshalbdas Anfangsfeld
wie auch die analytische L¨ osung strichliert, die numerische L¨ osung mit durchgezogener
1Die Analyse von Haltiner & Williams (1980) zeigt, daß der L¨ osungsanteil durch den computational
mode um so st¨ arker wird, je weniger glatt das Feld von
￿ ist.
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Linie gezeichnet. Wie die Darstellung zeigt, entwickelt sich die numerische L¨ osung im
Falle des leap-frog Verfahrens (2.27) f¨ ur beide Anfangsbedingungen stark oszillierend,
was auf die Pr¨ asenz des computational mode und des Phasenfehlers hindeutet. In der
L¨ osung mit einseitigen ﬁniten Differenzen durch (2.28) ¨ uberwiegt der Gl¨ attungseffekt
und die zu advehierenden Felder verﬂachen in der Weise, daß das Wellenpaket f¨ ur beide
Anfangszust¨ ande um seinen Mittelpunkt herum auseinanderﬂießt.
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Abbildung 2.1: Ergebnisse eines eindimensionalen Advektionsexperimentes mit dem leap-frog
(linke Graphiken) und dem upstream Verfahren (rechte Graphiken), bei einer COURANT-Zahl von
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Bei periodischen Randbedingungen wurde eine Verlagerung mit konstanter Geschwin-
digkeit an jedem Gitterpunkt simuliert. Die gestrichelten Linien zeigen die Anfangsbedingungen
und analytischen L¨ osungen, die durchgezogenen Linien das numerische Ergebnis nach dem ersten
Umlauf entlang des eindimensionalen Gitters.
Der Vergleich der Methoden (2.27) und (2.28) verdeutlicht, wie wenig die numeri-
sche L¨ osung von sprunghaften Anfangsbedingungen mit der analytischen L¨ osung ¨ uber-
einstimmt. Da solche positiven Felder bei der Simulation von wolkenphysikalischen Pro-
zessen in hochauﬂ¨ osenden Modellen oder der Ausbreitung von Spurenstoffen bzw. ande-
ren atmosph¨ arischen Beimengungen durchaus entstehen k¨ onnen, ist es von Bedeutung,
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die Genauigkeit zu erh¨ ohen. Die Ergebnisse von Schepetkin & McWilliams (1998) be-
legen jedoch, daß die Erh¨ ohung der Genauigkeit nicht zum Ziel f¨ uhrt, denn sprunghafte
¨ Uberg¨ ange werden auch dadurch nicht hinreichend genau abgebildet. Dies veranschau-
lichen auch beide Differenzenoperatoren,
￿
￿ und
￿
￿
￿
￿ , indem sie die L¨ osungsfunktion f¨ ur
(2.22) als trigonometrische Funktionsreihe interpretieren. Unstetigkeiten lassen sich je-
doch mit trigonometrischen Funktionen nur dann ausdr¨ ucken, wenn die Funktionsreihe
aus unendlich vielen Gliedern besteht, sonst bleibt die N¨ aherung fehlerhaft2. Deshalb
r¨ uckt die Eigenschaft des shape preserving oder monotonicity preserving von numeri-
schen Advektionsverfahren immer st¨ arker in den Vordergrund. Solche Methoden wurden
zun¨ achst von Boris & Book (1973) angeregt und in den Arbeiten von Zalesak (1979), van
Leer (1979, 1985) und Colella & Woodward (1984) ausf¨ uhrlich diskutiert. Im Hinblick
auf die typischen numerischen Fehler erfordern sie eine numerische L¨ osung, die frei von
Oszillationen und gegl¨ atteten Gradienten ist und in diesem Sinne als genau gilt. Dies ist
jedoch bei N¨ aherung der Feldverteilung bzw. der Differentialausdr¨ ucke nur beschr¨ ankt
realisierbar. Wie Schepetkin & McWilliams (1998) betonen, kann man solche Advekti-
onsmethoden,die sowohlgl¨ attungsfreials auch nicht oszillierendsind,nichtkonstruieren.
Laut LeVeque (1992) und Steppeler (pers¨ onliche Mitteilung) muß eine gewisse Gl¨ attung
durch Diskretisierung entweder aus Stabilit¨ atsgr¨ unden vorhanden sein, oder deshalb, um
bei oszillierenden Verfahren die entstehenden k¨ unstlichen Wellen zu unterdr¨ ucken.
Zus¨ atzliche Gl¨ attung durch numerische Diffusion kann man in verschiedener Weise
einf¨ uhren. Z.B. k¨ onnte sie im Wellenraum als schwache, skalenselektive Gl¨ attung oder
im physikalischen Raum als starke, lokale Gl¨ attung wirken. Die Anwendung eines dif-
fusiv wirkenden Operators (z.B. im EM/DM und LM des DWD) ﬁltert nur bestimmte
Wellenskalen, wobei die physikalisch richtigen und falschen Wellen nicht auseinander-
gehalten werden. Starke Diffusion bedarf der Kenntnis der Feldverteilung, um eben nur
dort gl¨ attend einzugreifen, wo das Proﬁl des zu advehierenden Skalars sich sprunghaft
¨ andert. Lokal gl¨ attende Verfahren werden oft unter dem Begriff ﬂux limiting zusammen-
gefaßt, obwohl nicht alle dieser Prozeduren ihre Gl¨ attungseigenschaft ¨ uber die Begren-
zung der Fl¨ usse entfalten. Neben der angesprochenen Methode der Flußkorrektur (FCT)
von Zalesak (1979) gibt es die Begrenzung der abzubildenden Gradienten von van Leer
(1979), die Anwendung monotoner Interpolation in verschiedener Weise von William-
son & Rasch (1989), Colella & Woodward (1984), B¨ ottcher (1996), und das sogenannte
TVD-Verfahren von Harten (1983) und Sweby (1985).
Zusammenfassend kann man ¨ uber die Anwendung von Differenzenn¨ aherungen fest-
stellen, daß sie mit zwei Typen von numerischen Fehlern verbunden sind, die durch feh-
2Dieser charakteristische Fehler heißt GIBBS-Ph¨ anomen.
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lerhafte Abbildung der Wellenamplituden und der Phasengeschwindigkeiten entstehen.
Stetig anwachsende Amplituden verursachen Instabilit¨ at, stetig kleiner werdende bedeu-
ten starke D¨ ampfung der numerischen L¨ osung. Fehlerhafte Phasengeschwindigkeiten ha-
ben numerische Dispersion zu Folge, die sich in der L¨ osung als hochfrequente Oszillation
bemerkbar macht. Nachdem aber d¨ ampfende N¨ aherungen dem Anwachsen von Amplitu-
den entgegenwirken k¨ onnen, besteht auch die M¨ oglichkeit, dispersive Oszillationen mit
zus¨ atzlich eingef¨ uhrter numerischer Viskosit¨ at zu unterdr¨ ucken. Dies ist besonders un-
ter dem Aspekt wichtig, daß die EULERschen Gleichungen keine physikalische Visko-
sit¨ at enthalten, die die Entstehung von Oszillation in der L¨ osung verhindern k¨ onnten. Die
Praxis zeigt, daß es sogar bei der numerischen L¨ osung der NAVIER-STOKESschen Glei-
chungen von Vorteil ist, den diskreten Gleichungen in kleinem Maße d¨ ampfend wirkende
Terme hinzuzuaddieren, um stabile L¨ osungen zu erzeugen.
2.4 N¨ aherung durch Basisfunktionen (GALERKIN-Methode)
ImGegensatzzuFinite-Differenzenverfahrenverwendetdie GALERKIN-Methode kei-
ne direkte Approximation der partiellen Ableitung, sondern vielmehr die Darstellung der
Funktion durch eine endliche Funktionsreihe
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in der die unabh¨ angigen Variablen mit Hilfe von Koefﬁzienten und Basisfunktionen ge-
trennt werden. Nach Substitution von (2.30) in (2.13) erh¨ alt man
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Der Fehler
￿ wird dann am kleinsten, wenn er mit der Methode der kleinsten Quadrate zu
jeder Basisfunktion orthogonalisiert wird
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Daraus folgt dann f¨ ur alle Basisfunktionen
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Die Auswertung des Integrals in (2.33) und somit auch alle Summanden h¨ angen von den
Basisfunktionen ab. In der numerischen Wettervorhersage wurden bislang zwei verschie-
dene Funktionstypen verwendet, die auch die weitere Einstufung der GALERKIN-N¨ ahe-
rung deﬁnieren:
162.4. N¨ aherung durch Basisfunktionen (GALERKIN-Methode)
1. Die spektrale Methode mit trigonometrischen Basisfunktion. Die erste meteoro-
logische Anwendung fand mit der L¨ osung der barotropen Vorticitygleichung in
sph¨ arischen Koordinaten durch Silberman (1954) und Platzman (1954) statt. Eine
wirklich effektive Implementierung hat die Transformationsmethode von Orszag
(1970) und Eliassen et al. (1970) erm¨ oglicht. Unter allen N¨ aherungsmethoden ist
die spektrale Methode am genauesten, wenn die zu n¨ ahernde Funktion die Kon-
vergenzbedingung
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erf¨ ullt. Im Falle einer glatten
￿
Funktion
gen¨ ugt eine kleinere Untermenge von trigonometrischen Basisfunktionen zu einer
hinreichend guten N¨ aherung durch
￿
￿
, als bei sprungartigen Funktionen, sodaß der
Fehler
￿
￿
￿
￿
auf die gleiche Anzahl von Basisfunktionen bezogen bei sprungartigen
Funktionen gr¨ oßer ist, als bei glatten Funktionen. Wird die spektrale Methode den-
noch auf sprungartige Funktionen angewandt, machen sich hochfrequente Oszilla-
tionen in der spektralen L¨ osung bemerkbar. Dieser Fehler heißt, wie bei Finiten-
Differenzenverfahren bereits angesprochen, GIBBS-Ph¨ anomen. Im Falle diskreter
Basisfunktionen
￿
￿
￿
￿
￿
￿
￿
￿ ist noch als Nachteil zu betrachten, daß die Erh¨ ohung der
Auﬂ¨ osung den Rechenaufwand pro Gitterpunkt
￿
￿
￿ erh¨ oht.
2. Die Methode der ﬁniten Elemente, in der lokale Basisfunktionen verwendet wer-
den. Das sind Polynome nullter bis zweiter Ordnung, die nicht zwingend orthogo-
nal sein m¨ ussen. Die Auswertung des ersten Integrals in (2.33) f¨ uhrt in diesem Fall
zur L¨ osung einer elliptischen Gleichung f¨ ur
￿
￿
￿
￿
￿
￿
￿ , deren L¨ osung die Rechenzeit
gegen¨ uberﬁnitenDifferenzenerh¨ oht.DaaberimpliziteZeitintegration,dieunteral-
len Umst¨ anden stabil ist, ebenfalls zu einer elliptischen Gleichung f¨ uhrt, kann man
mit dem gleichen Rechenaufwand das Stabilit¨ atsverhalten der L¨ osung verbessern.
Die Erh¨ ohung der Genauigkeit geschieht entweder mittels Basisfunktionen h¨ oher-
er Ordnung, oder durch Verfeinerung des Gitters. Beide sind mit zus¨ atzlichem Re-
chenaufwand verbunden, wobei laut Steppeler (1987) die L¨ osungmit quadratischen
statt linearen Elementen ¨ ahnlich viel Rechenzeit ben¨ otigt und die Genauigkeit mit
der der spektralen Methode vergleichbar ist. Der herausragende Vorteil der ﬁniten
Elemente ist ihre frei w¨ ahlbare Form und Verteilung. Die Elemente k¨ onnen ohne
Einschr¨ ankung klein oder groß sein und beliebig plaziert werden, je nachdem ob
in bestimmten Bereichen des Vorhersagegebietes eine h¨ ohere oder weniger hohe
Auﬂ¨ osung notwendig ist. Durch die dem Rand angepassten Elemente k¨ onnen so-
gar die Randbedingungen sehr genau formuliert werden. Der Nachteil der ﬁniten
Elemente liegt in der Komplexit¨ at einer nicht regelm¨ aßigen Elementverteilung. Die
Kodierung eines solchen Programmes mit Elementen ungleicher Form und Vertei-
lung gestaltet sich schwierig und der Rechenaufwand steigt wesentlich an. Laut
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Giraldo (1997) bekommt man aber f¨ ur nahezu gleichm¨ aßige Elemente sehr genaue
und effektive Verfahren.
2.5 Diskretisierung mit ﬁniten Volumina
In diesem Unterkapitel handelt es sich um eine ¨ Ubersicht ¨ uber die Methode der ﬁniten
Volumina, die in der numerischen Berechnung ﬂuiddynamischer Probleme immer h¨ auﬁ-
ger angewandt wird. Der Grund daf¨ ur ist vor allem die Erhaltungseigenschaft der Metho-
de, die sich aus der Herleitung der Bilanzgleichungen ergibt und nicht durch Zwangsbe-
dingungengesichertwird. Andererseitsist dieMethode unabh¨ angigvon der Gitterstruktur
und der Geometrie des Raumes, solange die Gitterintervalle aus Polygonen bestehen. An-
hand dieser Polygone l¨ aßt sich das Fl¨ achenintegral in (2.2) wie folgt umformen
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wobei mit
￿
die Polygone bezeichnet werden. Das erste Volumenintegral in (2.2) wird
unter der Annahme eines zeitlich konstanten Gitters3 und der Mittelbildung
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vereinfacht dargestellt als
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (2.36)
Schließlich erh¨ alt man mit
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ein sehr genaues Berechnungsverfahren, wenn
￿
￿
in der Form von(m¨ oglichstmonotonen)
Polynomen h¨ oheren Grades vorhanden ist und
￿
￿
in hinreichend guter N¨ aherung bekannt
ist.
In der numerischen Wettervorhersage werden die prognostischen Gleichungen zuneh-
mend nach dem Prinzip der ﬁniten Volumina diskretisiert. Im Globalmodell des Deut-
schen Wetterdienstes, GME, verwendet man z.B. sechseckige Polygone als Horizontal-
diskretisierung, wobei die Elemente aus jeweils f¨ unf Rhomben entlang der beiden Halb-
kugeln des Erdballs durch Teilung der Seiten zustande kommen. Der Vorteil einer solchen
3Das bedeutet zeitlich konstante Polygone und von der Zeit unabh¨ angige Integrationsgrenzen.
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Diskretisierung liegt darin, daß die Elementenﬂ¨ achen n¨ aherungsweise gleichm¨ aßig sind
und deshalb nicht der Singularit¨ at unterliegen, die durch Meridiankonvergenz an den Erd-
polen verursacht wird und das CFL-Kriterium drastisch versch¨ arft.
Die Bedeutung der hexagonalen Gitterstruktur wurde bereits von Sadourney et al.
(1968) erkannt, ihre L¨ osungsprozedur war jedoch nicht praktikabel. Die erste erfolgrei-
che Implementierung in einem Wettervorhersagemodell durch Steppeler & Prohl (1996)
entstand auf Grund der Erkenntnisse von Baumgardner & Frederickson (1985). Weitere
Untersuchungen und Ergebnisse ¨ uber verschiedene sph¨ arische Diskretisierungsmethoden
ﬁndet man bei Purser (1998).
Ein eindimensionales Beispiel f¨ ur (2.37) ist in Abb. (2.2) dargestellt. Die Graphik
zeigt die ¨ Anderung der Masse
￿
￿
im Gitterintervall
￿
￿
￿
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￿
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￿
￿
￿
￿ . Am linken Rand des In-
tervalls ﬂießt Masse aus dem Teilintervall
￿
￿
￿
￿
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die exakt mit dem Ergebnis ¨ ubereinstimmt, welches aus der aufeinanderfolgenden In-
tegration von (2.8) nach
￿ und
￿ unter Ber¨ ucksichtigung von
￿
￿
￿
￿
￿
￿
￿
￿
￿
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￿ resultiert. F¨ ur die Advektionsgeschwindigkeiten
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gilt in nullter N¨ aherung
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￿
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￿
￿
￿
. Eine genauere N¨ aherung die-
ser Geschwindigkeiten erfordert die Berechnung von Trajektorien. Die Kenntnis solcher
Trajektorien ist die Grundvoraussetzung der Lagrangeschen Integrationsmethoden,die im
n¨ achsten Unterkapitel betrachtet werden.
2.6 Semi-Lagrangesche Methoden
In den vorangehenden Unterkapiteln wurde erl¨ autert, wie die Genauigkeit der nu-
merischen Berechnungen von (2.13) von der N¨ aherung des Advektionstermes
￿
￿
￿
￿
￿
￿
￿
￿
abh¨ angt.EswurdedaraufhingewiesenundmitdenErgebnissenvonSchepetkin&McWil-
liams(1998)belegt,daßauchdannhochfrequenteOszillationenauftreten,wenndieN¨ ahe-
rungsordnung erh¨ oht wird.
Die Schwierigkeit der N¨ aherung des Advektionstermes l¨ aßt sich umgehen, wenn statt
der partiellen Ableitungen in (2.13) die totale Feldableitung in der mit (2.13) identischen
Form
￿
￿
￿
￿
￿
￿
(2.39)
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Abbildung 2.2: Die eindimensionale Darstellung des Flusses von
￿
￿
in positiver Richtung.
mit Hilfe von N¨ aherungsmethoden gel¨ ost wird.
Die Voraussetzung der L¨ osung von (2.39) ist die genaue Kenntnis der Trajektorien.
In Abb. 2.3 ist die Kurvenfunktion der Trajektorie
￿
￿
￿
￿
￿
￿ in Raum-Zeit-Koordinaten darge-
stellt. Daran ist abzulesen, daß f¨ ur die Verschiebung
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werden kann. Dazu ist entweder die Differentialgleichung
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oder die Integralgleichung
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zu l¨ osen und f¨ ur die Advektion der Zusammenhang
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zu ber¨ ucksichtigen. In den ¨ Ubersichtsartikeln von McDonald (1998) und Staniforth &
Cˆ ot´ e(1998)wirdvereinfachtdieSchreibweise
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￿ ausgedr¨ uckt.
In einer solchen L¨ osungsprozedur k¨ onnen im Gegensatz zu (2.27), (2.28) oder zur
GALERKIN-N¨ aherung keine N¨ aherungsfehler auftreten, weil f¨ ur
￿
￿
￿
￿ keine N¨ aherung
ben¨ otigt wird. Leider bleiben die Luftpartikeln in einer rein Lagrangeschen Simulati-
on wegen Konvergenz bzw. Divergenz im Geschwindigkeitsfeld im allgemeinen nicht
gleichm¨ aßig verteilt, sodaß die Punkte (Luftpartikeln, -pakete), an denen die Zustands-
gr¨ oßen der Fl¨ ussigkeit zu einem bestimmten Zeitpunkt bekannt sind, das Vorhersage-
gebiet ungleichm¨ aßig abdecken. F¨ ur die numerische Wettervorhersage eignet sich eine
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solche L¨ osungsmethode weniger gut, denn dort wird eine gleichm¨ aßige Datendichte im
Vorhersagegebiet angestrebt, w¨ ahrend die Verschiebung der Lagrangeschen Integration
zufolge insbesondere auch zwischen den Gitterpunkten liegen kann.
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Abbildung 2.3: Die Kurvenfunktion einer Trajektorie, die zum Zeitpunkt
￿
!
den Punkt
￿
￿
￿
￿
￿
!
￿
￿
pas-
siert und zum Zeitpunkt
￿ den Punkt
￿
￿
￿
￿
￿
￿
erreicht.
Mit der Zielsetzung, die Advektion dennoch auf einem zeitlich konstanten Gitter mit
Trajektorienberechnungen zu simulieren, wurde die interpolierende Lagrangesche Vor-
gehensweise eingef¨ uhrt. Darunter versteht man ein Verfahren, welches die Advektion
nach dem Lagrangeschen Prinzip berechnet, aber Feldwerte nach jedem Rechenschritt
von den vermutlich unregelm¨ aßig verteilten Endpunkten des Verschiebungsvektors auf
das regelm¨ aßige und zeitlich konstante Gitter projiziert bzw. interpoliert. Wie die Abb.
2.4 zeigt, kann der Verschiebungsvektor entlang einer Trajektorie
1. entweder zeitlichvorw¨ arts gerichtet berechnet werden, wobeider Anfangspunktder
Trajektorie am Gitterpunkt liegt w¨ ahrend sich der Endpunkt nach einem Zeitschritt
im allgemeinen zwischen den Gitterpunkten beﬁndet. Die Aufgabe der Interpolati-
on oder Projektion ist es, das Feld von den Endpunkten wieder auf die Gitterpunkte
zu ¨ ubertragen, um dort weitere Rechnungen durchf¨ uhren zu k¨ onnen.
2. oder r¨ uckw¨ arts gerichtet berechnet werden. Damit stellt sich die umgekehrte Situa-
tion ein, das heißt, der Endpunkt der Trajektorie liegt am Gitterpunkt und der An-
fangspunkt gem¨ aß dem r¨ uckw¨ arts gerichteten Verschiebungsvektor zwischen den
Gitterpunkten. Die Aufgabe der Projektion bzw. Interpolation lautet diesmal, das
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Feld mit Hilfe der benachbarten Gitterpunkte um den Anfangspunkt der Trajektorie
herum zu berechnen.4
Mit Hilfe der interpolierenden (projizierenden) ¨ Ubertragung des Feldes l¨ aßt sich die
Lagrangesche L¨ osung von (2.39) in Gitterpunktsmodellen so anwenden, daß alle anderen
Prozesse der Modellphysik auf dem zeitlich konstanten Gitter lokal berechnet werden.
Diese Vorgehensweise nennt sich semi-Lagrangesche Integration der ﬂuiddynamischen
Gleichungen und ist bei Staniforth & Cˆ ot´ e (1991) beschrieben.
Die Entwicklung interpolierender semi-Lagrangescher Advektionsmethoden wurde
von Wiin-Nielsen (1959) und Robert (1981, 1982) initiiert und unter anderem durch Mc-
Donald (1986), Temperton & Staniforth (1987) und Bates et al. (1990) vorangetrieben.
Bis Anfang der 90er Jahre verwendeteman ausschließlichR¨ uckw¨ artstrajektorien,weil die
Berechnung des Advektionsschrittes einer Interpolation zwischen gleichm¨ aßig verteilten
St¨ utzpunkten bedarf. Dies ist einfacher durchzuf¨ uhren, als zwischen nicht gleichm¨ aßig
verteiltenSt¨ utzpunktenzuinterpolieren,was imFallevonVorw¨ artstrajektoriennotwendig
ist. Der Verschiebungsvektor
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￿ einer R¨ uckw¨ artstrajektorie am Gitterpunkt
vorwärts
t
t
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n+1
x x x j−1 j j+1
rückwärts
Abbildung 2.4: Die Verschiebungsvektoren
￿ f¨ ur Vorw¨ arts- und R¨ uckw¨ artstrajektorien.
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wobei
￿
￿
￿
￿
￿ entlang des Integrationspfades von (2.41) nicht bekannt ist und deshalb am
Mittelpunkt der Trajektorie n¨ aherungsweise ber¨ ucksichtigt wird.
￿
￿ resultiert dann durch
4Dies ist der Endpunkt des r¨ uckw¨ arts gerichteten Verschiebungsvektors.
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iterative L¨ osung der obigen transzendenten Gleichung. Unter der Voraussetzung, daß die
N¨ aherung von
￿ zwischen den Gitterpunkten hinreichend genau ist und mit
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Bates&McDonald(1982),McDonald&J.R.Bates(1987),Temperton&Staniforth(1987)
und Seibert & Morariu (1991) haben eine Reihe von Varianten zur Bestimmung von
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ untersucht und gezeigt, wie sich die Berechnung des Startpunktes auf
die Genauigkeit der Ergebnisse auswirkt. Temperton & Staniforth (1987) haben dies-
bez¨ uglich die Rotation starrer K¨ orper als Testproblem betrachtet und dabei einerseits
festgestellt, daß solche Verfahren, die den Rotationsanteil des Windes genauer wieder-
geben, f¨ ur allgemeine Probleme besser geeignet sind. Zus¨ atzlich fanden sie heraus, daß
eine zeitliche Extrapolation an Gitterpunkten genauere Ergebnisse liefert, als entlang der
Trajektorien, worauf auch bei Staniforth & Cˆ ot´ e (1998) und McDonald (1998) hingewie-
sen wird. Zweitens wurde an den Resultaten beobachtet, daß in großskaligen Modellen,
bzw. in Modellen der meso-
￿ und meso-
￿ Skala (z.B. EM/DM des DWD) eine r¨ aumlich
lineare Interpolation f¨ ur die Berechnung der Geschwindigkeit zwischen den Gitterpunk-
ten gem¨ aß
￿
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￿
￿
￿
￿
￿
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￿
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￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ hinreichend genau ist5.
Der Rechenschritt von Interpolation bzw. Projektion ﬁndet in fast allen Anwendun-
gen mitdem LAGRANGEschen Interpolationspolynomdritter Ordnungstatt,welchesnach
Bartello & Thomas (1996) seine Genauigkeit mit einem vertretbaren Maß an Rechenauf-
wand erreicht. Die Genauigkeit semi-Lagrangescher Methoden ist vergleichbar mit der
von Eulerschen Verfahren. Wie die Analyse von McDonald (1984, 1987) zeigt, verursacht
die LAGRANGEsche Interpolation dritter Ordnung weniger Dispersion und D¨ ampfung,
als z.B. (2.27) und (2.28), obwohl die Interpolation mit Polynomen h¨ oherer Ordnung auf
kleineren Skalen gl¨ attend wirkt. Dispersion und Gl¨ attung entstehen bei Interpolationspo-
lynomen in erster Linie dann, wenn sie als Summe und Produkt von ﬁniten Differenzen
gebildet werden und als Differenzenoperator Phasen- und Amplitudenfehler erzeugen.
Die Vorteile von semi-Lagrangeschen Verfahren kommen laut Olim (1994) beim Ver-
gleich mit Eulerschen Differenzenmethoden deshalb zum Tragen, weil das Stabilit¨ atskri-
terium der Lagrangeschen Integration, im Gegensatz zu Eulerschen Verfahren, von der
Varianz und nicht der Magnitude der Geschwindigkeit abh¨ angt. Dadurch ist ein l¨ angerer
Zeitschritt m¨ oglich, als bei Eulerschen Verfahren wegen des CFL-Kriteriums erlaubt ist.
5Zur ModellierungaufsteigenderCumuli konnte die interpolierendesemi-LagrangescheMethodein der
geschilderten Weise ebenfalls erfolgreich angewendet werden (Pellerin et al. , 1995).
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Die h¨ ohere Efﬁzienz wird jedoch nicht mehr gew¨ ahrleistet, wenn das advehierende Wind-
feld nicht glatt genug ist. In diesem Fall ist genauigkeitsbedingt nur ein k¨ urzerer Zeit-
schritt erlaubt, und die pro Zeitschritt notwendige, h¨ ohere Rechenintensit¨ at f¨ uhrt zu einer
l¨ angeren Laufzeit. Solche rauhen Windfelder herrschen vor allem auf der kleinen Skala,
in bodennahen Luftschichtenvon Gebirgsregionen.Dies best¨ atigenVergleichsexperimen-
te mit dem Eulerschen Lokal-Modell des DWD und dem semi-Lagrangeschen Modell
MC2 des Kanadischen Wetterdienstes. Mit dem MC2 konnte auf einem Horizontalgitter
￿
￿
￿
￿
km (im Gegensatz zu LM mit
￿
￿
￿
￿
￿ km), bei einer COURANT-Zahl
￿
￿
￿
und einer deutlich gr¨ ober aufgel¨ osten Orographie
￿
￿
￿
￿
￿
km keine ¨ ahnlich detailreiche
Struktur der Temperaturverteilung in Gebirgst¨ alern erzielt werden, wie mit dem Lokal
Modell. Diesen experimentellen Befund unterstreicht theoretisch die Analyse von H´ ereil
& Laprise (1996). In ihrer Untersuchung station¨ arer Schwerewellen orographischen Ur-
sprungs im semi-Lagrangeschen Modell MC2 auf der unteren meso-
￿ Skala ben¨ otigen
sie f¨ ur den kritischen Bereich konvergenter L¨ osungen mit semi-impliziten Zeitschemata
COURANT-Zahlen kleiner als eins. Dar¨ uber hinaus tritt jenes Oszillationsph¨ anomen bei
MC2-Simulationen auf, dessen Entstehung bereits in hydrostatischen mesoskaligen Mo-
dellen beobachtet und unter anderem von Rivest et al. (1994) und Cˆ ot´ e et al. (1995)
gekl¨ art wurde.
Interpolierendesemi-LagrangescheAdvektionsmethodenmitVorw¨ artstrajektoriensind
entweder mit der Kaskadeninterpolation (die Interpolation erfolgt nacheinander, in jeder
Richtung eindimensional) von Purser & Leslie (1991a), Purser & Leslie (1994) oder mit
der Prozedur von Sun & Yeh (1997) realisierbar. Die Kaskadeninterpolation wurde ein-
gef¨ uhrt, um die Feldwerte von einem Lagrangeschen, nicht gleichm¨ aßigenGitter, welches
durch die Verbindung der Endpunkte von Vorw¨ artstrajektorien entsteht, auf das feste (Eu-
lersche) Rechengitter zu ¨ ubertragen. In den Arbeiten von Leslie & Purser (1995) und
Rancic (1994) wurden zum Zwecke der Interpolation eindimensionale massenerhaltende
Projektionen verwendet und gezeigt, daß durch diese Modiﬁkation die Massenerhaltung
der gesamten Abbildung gew¨ ahrleistet werden kann. Die Kaskadeninterpolation wurde
von Nair et al. (1999) im Hinblick auf Efﬁzienz und Genauigkeit auch im Vergleich zur
Prozedur von Sun & Yeh (1997) verbessert, welche die Interpolation auf dem gleichen
Lagrangeschen Gitter ausf¨ uhrt, jedoch mit zweidimensionalen Polynomen. Dabei werden
die Kriterien von Sun et al. (1996) verwendet, um k¨ unstliche ¨ Ubersch¨ usse zu vermeiden.
Ebenfalls unter Lagrangeschen Integrationsmethoden ist die L¨ osung der Gleichung
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￿
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￿
￿
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￿
￿
￿
￿
(2.44)
zu erw¨ ahnen. Lin & Rood (1997) nennen die numerische Berechnung von (2.44) ﬂux-
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form semi-Lagrangian method, Laprise & Plante (1995) verwenden daf¨ ur den Begriff
semi-Lagrangian integrated-mass method. Diese Bezeichnungen sind einerseits eine an-
schauliche Erkl¨ arung f¨ ur (2.44), daß n¨ amlich die Masse innerhalb der Integrationsgrenzen
auch dann konstant bleibt, wenn jene Grenzen sich zeitlich bewegen. Anderseits versu-
chen sie die ¨ Ahnlichkeit zwischen (2.44) und (2.8) dahingehend auszudr¨ ucken, daß in
beiden F¨ allen die Massenverteilung
￿
￿
￿
￿
￿
￿ in einem Intervall
￿
￿ durch verschiedene Po-
lynome bekannt sein muß, um daraus den Fluß an den Intervallgrenzen zu bestimmen.
Wie die Abb. (2.5) und (2.6) zeigen, sind dazu sowohl R¨ uckw¨ arts- als auch Vorw¨ artstra-
jektorien geeignet. Bei R¨ uckw¨ artstrajektorien wird die Masse
￿
￿
aus den Teilintervallen
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ bzw.
￿
￿
￿
￿
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￿
￿
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￿ zusammengef¨ uhrt, w¨ ahrend bei Vorw¨ artstrajektorien die Masse des
Gitterintervalls
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￿
￿
￿
￿
￿
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￿
￿
￿
￿
￿
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.
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￿
￿ verteilt wird.
x x
R
t
t
n
n+1
x x x
rückwärts
j−1 j j+1
L
Abbildung 2.5: Die Verschiebungsvektoren
￿ wenn die L¨ osung von (2.44) mit R¨ uckw¨ artstrajek-
torien geschieht.
Solche Methoden sind massenerhaltend und bei monotoner Anfangsverteilung von
￿
￿
auch monoton und deshalb zur Berechnung von Fl¨ ussen auch dann gut geeignet,
wenn das Skalarfeld steile Strukturen hat. In der meteorologischen und ozeanographi-
schen Modellierung kamen sie im Gegensatz zu den Ingenieurwissenschaften und der
Astrophysik wegen der oft verwendeten hydrostatischen N¨ aherung bislang selten zum
Einsatz. Hydrostatische Modelle beschreiben haupts¨ achlich die Entwicklung großskali-
ger, glatter Felder, f¨ ur deren Simulation herk¨ ommliche Diskretisierungsans¨ atze als hin-
reichend erschienen, zumal die Methoden von van Leer (1979) und Colella & Woodward
(1984) dazu neigen, sogar ﬂache ¨ Uberg¨ ange von
￿
￿
￿
￿
￿
￿ aufzusteilen. Die Untersuchung
der Flußform-Verfahren f¨ ur meteorologische Anwendungen wurde in erster Linie von
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den immer h¨ oher aufgel¨ osten wolkenphysikalischenProzessen der kleinskaligen Modelle
ebenso motiviert, wie von den Modellen zur Spurenstoffausbreitung, in denen Konzentra-
tionsgr¨ oßen,wie Wolkenwasser oder verschiedene andere atmosph¨ arischeBeimengungen
mit großen r¨ aumlichen Gradienten behandelt werden.
Die ersten’Flußform’-semi-LagrangeschenVerfahren vonCarpenter etal. (1990)und
Lin et al. (1994) waren eindimensionale, monotone, massenerhaltende Methoden. Sie
hatten den Nachteil, daß sie mehrdimensional nur nach dem Prinzip der mehrfachen, auf-
einanderfolgenden eindimensionalen Operation (operator splitting) benutzt werden konn-
ten. Der wichtigste Grund daf¨ ur, daß diese Verfahren keine breite Anwendung gefun-
den haben, liegt wahrscheinlich am numerischen Fehler des splitting, welcher in mehrdi-
mensionalen Problemen proportional zum Zeitschritt ist. Die ersten mehrdimensionalen
Flußform semi-Lagrangeschen L¨ osungenstammten von Laprise & Plante (1995) und Ma-
chenhauer & Olk (1995). Lin & Rood (1996) und Lin & Rood (1997) entwickelten eine
mehrdimensionale Erweiterung fr¨ uherer eindimensionaler Verfahren, die, ¨ ahnlich zu van
Leer (1979) und Colella & Woodward (1984), ebenfalls massenerhaltend ist.
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Abbildung 2.6: Die Verschiebungsvektoren
￿ , wenn die L¨ osung von (2.44) mit Vorw¨ artstrajekto-
rien geschieht.
Zum Abschluß dieser ¨ Ubersicht ¨ uber numerische Verfahren zur Simulation von Ad-
vektionsprozessen wird auf die Partikel-Methode hingewiesen. Sie wird in dieser Arbeit
angewandt und erweitert und im n¨ achsten Kapitel ausf¨ uhrlich erl¨ autert. Im Rahmen der
¨ Ubersicht soll die Methode hier noch kurz skizziert werden.
In verschiedenen verwandten Disziplinen der hydrodynamischen Modellierung wur-
de die Partikel-Methode verwendet, z.B. zur Simulation von plasmaphysikalischen und
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molekulardynamischen Problemen durch Hockney & Eastwood (1981), von chemischen
Reaktionen durch O’Rourke et al. (1993) und Konvektions-Diffusionsrechnungen durch
Fogelson (1992). Die Partikel-Methode zur Modellierung der atmosph¨ arischen Advekti-
on durch Steppeler (1990a) stellt einen neuen Aspekt bez¨ uglich Lagrangescher Verfahren
dar. Steppeler (1990a) betrachtet Luftpakete von endlich großer Ausdehnung. Sie verla-
gern sich entlang der Trajektorien zeitlich vorw¨ arts und transportieren den passiven Ska-
lar an immer neue Orte. Die einzige N¨ aherung, die dabei verwendet wird, ist die iterative
Bestimmung der r¨ aumlichen Verschiebung, die, wie (2.43) bei den R¨ uckw¨ artstrajekto-
rien, nur mit positivem Vorzeichen geschieht. Das physikalische Feld wird dabei nicht
abgebildet, das heißt die L¨ osung des Advektionsproblems erfolgt ohne Verlust an Genau-
igkeit. Auch entstehen keine Phasen- oder Amplitudenfehler, die sich als ¨ Ubersch¨ usse
bei Sprungfunktionen bemerkbar machen. Der Nachteil dieses Verfahrens liegt in der
aufwendigen Verwaltung der sich zeitlich vorw¨ arts bewegenden Lagrangeschen Punkte.
Steppeler & Orsz´ ag (1995) untersuchten die Anwendbarkeit der Partikel-Methode sowohl
auf die passive Advektion, als auch auf das Flachwasser-System. Sie haben zus¨ atzlich zu
den Erkenntnissen ¨ uber die passive Advektion festgestellt, daß eine sich ¨ uber das Vor-
hersagegebiet verlagernde balancierte St¨ orung ohne N¨ aherungsfehler beschrieben wird.
Die station¨ are Tr¨ agheitswelle infolge der konstanten ¨ Uberstr¨ omung eines Berges wird bei
der kleinskaligenOrographie im Vergleich zur analytischen station¨ aren L¨ osungmit einem
¨ Uberschuß dargestellt. Im Falle der breiter angelegten idealisierten Orographie in Form
einer GAUSSschen Verteilungsfunktion hingegen ¨ uberquert eine balancierte St¨ orung das
Vorhersagegebiet, ohne ihre Gestalt zu ver¨ andern. Als Konsequenz der ¨ Ubersch¨ usse wur-
de zum einen darauf hingewiesen, daß aus Gr¨ unden der Praktikabilit¨ at eine andere Vorge-
hensweise zur ¨ Ubertragung der Feldwerte von den Lagrangeschen, beweglichen auf die
Eulerschen, festen Gitterpunkte notwendig ist (Steppeler & Prohl, 1996). Als zweites hat
man erkannt, daß die Methode der beweglichen Partikel sich in erster Linie f¨ ur die Si-
mulation der Advektion passiver Gr¨ oßen, wie der Konzentration von Wasserdampf und
Wolkenwasser oder anderer atmosph¨ arischer Beimengungen eignet. Das Einbeziehen der
Komponenten der Geschwindigkeit erfordert weiteren numerischen Aufwand.
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DIE NICHT-INTERPOLIERENDE METHODE – DARGESTELLT
ANHAND EINES BAROTROPEN FLACHWASSERMODELLS
In diesem Kapitel wird das in der meteorologischen Anwendung neue Advektionsver-
fahren, die Partikel- oder nicht-interpolierende Lagrangesche Methode, dargestellt. Mit
dieser Methode wird die Modelldynamik eines Flachwassers berechnet.
Obwohl die Modellannahmen die G¨ ultigkeit der Ergebnisse einschr¨ anken, sind der-
artige Modellstudien vorteilhaft, weil die Modelldynamik, genauso wie im Falle der ur-
spr¨ unglichen NAVIER-STOKESschen Gleichungen, sich aus der Wechselwirkung zweier
unterschiedlich verlaufender Eigenl¨ osungen zusammensetzt.
Wie Beobachtungen und analytische Untersuchungen zeigen, bestimmen gr¨ oßtenteils
die langsameren Prozesse die Wetterentwicklung bzw. das l¨ angerfristige Verhalten der
Atmosph¨ are, w¨ ahrend die schnelleren praktisch bedeutungslos bleiben. Man bezeichnet
deshalb die Eigenl¨ osung, die eine k¨ urzere charakteristische Zeit besitzt, als L¨ armprozeß.
Die meteorologisch relevante Eigenl¨ osung mit der l¨ angeren charakteristischen Zeit von
einigen Tagen wird ROSSBY-Prozeß genannt.
Zun¨ achst wird das eindimensionale Modell eingef¨ uhrt. Dem folgt die Berechnung der
passiven, von der Geschwindigkeit entkoppelten Advektion einer materiellen Erhaltungs-
gr¨ oße mit der nicht-interpolierenden Methode, sowie die Anwendung dieses Verfahrens
auf das eindimensionaleFlachwassersystem, wobei zwei verschiedene Anfangsbedingun-
gen gew¨ ahlt werden. Zu beiden Anfangsbedingungen geh¨ ort eine solche Anfangswert-
Aufgabe, deren L¨ osung analytisch reproduzierbar und daher mit der numerischen ver-
gleichbar ist. Mit dem l¨ armbehafteten Anfangszustand wird die ¨ Uberstr¨ omung eines idea-
lisierten Hindernisses simuliert und die ¨ Ahnlichkeit des station¨ aren Zustandes mit der
station¨ aren analytischen L¨ osung verglichen1.
Die Modelldynamik unter l¨ armfreien Anfangsbedingungen wird deshalb berechnet,
weil die Zustands¨ anderung nur vom ROSSBY-Prozess gesteuert wird, und dies wegen
der speziellen Annahmen f¨ ur alle Modellvariablen geschlossen als lineare Wellenl¨ osung
1Der l¨ armfreie Anfangszustandist notwendigeBedingungeiner l¨ armfreienL¨ osungundwird auch in ba-
roklinen Vorhersagemodellen ¨ uber verschiedene Initalisierungsverfahren angestrebt (Herbert, 1980; Tem-
perton, 1988).
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zu formulieren ist. Folglich kann man auch unter solchen Anfangsbedingungen die nu-
merische L¨ osung mit der vorhandenen analytischen vergleichen und auf die G¨ ute und
Anwendbarkeit der Methode schließen.
3.1 Das barotrope Modell
Dasbarotrope3-Variablen-FlachwassersystembeinhaltetdiespezielleBedingung,daß
die Massendichte konstant ist. Dieses System dient als Gleichungsbasis f¨ ur die zonalen
und meridionalen Windgeschwindigkeiten
￿ und
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￿
￿
￿
￿
￿
￿
, bzw. der Orographieh¨ ohe,
￿
￿
￿
￿
￿
￿
, mit
￿
￿
￿
￿
￿
￿
￿
￿
￿
-
&
.
Die Modellgleichungen lauten
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (3.1)
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Das eindimensionale Modelll¨ aßt sich z.B. nach Edelmann (1972) oder nach Steppeler
(1990b) herleiten. Dabei gelten die Annahmen
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der konstante Grundstrom) gesetzt. Mit diesen Einschr¨ ankungen geht (3.1) in
folgende eindimensionale Formulierung ¨ uber
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(geostrophischer Grundstrom).
3.2 Passive Advektion mit konstanter Geschwindigkeit in einer Dimension
DieGrundideedesnicht-interpolierenden,Partikel-LagrangeschenVerfahrens vonStep-
peler (1990a) greift auf die Lagrangesche Beschreibung einer str¨ omenden Fl¨ ussigkeit
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zur¨ uck, die im Unterkapitel 2.6 er¨ ortert wurde. Zwecks Darstellung der nicht-interpo-
lierenden Partikel-Lagrangeschen Methode sei jetzt angenommen, daß die Str¨ omung in
einer Raumdimension stattﬁndet. Dar¨ uber hinaus deﬁniere man in diesem eindimensio-
nalen Raum zwei unterschiedliche Gitterstrukturen. Das sind das zeitlich konstante Eu-
lersche Gitter
￿
￿
, das zu Beginn der Berechnung festgelegt wird und das Lagrangesche
Gitter
￿
￿
, dessen Punkte von Zeitpunkt zu Zeitpunkt immer an den Ort gesetzt werden, an
dem sich die Trajektorien augenblicklich beﬁnden.
Die Verteilung der Eulerschen und Lagrangeschen Gitterpunkte kann zum Anfangs-
zeitpunkt, je nach Anwendung, nach verschiedenen Gesichtspunkten gew¨ ahlt werden.
Diesmal gelte f¨ ur das Eulersche Gitter
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￿
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Eine solche bewegliche Gitterstruktur erlaubt die direkte Simulation der passiven Ad-
vektion, indem die Lagrange-Punkte sich zeitlich vorw¨ arts entlang der Flußtrajektorien
verlagern und dabei die Amplitude behalten, die ihnen zu Beginn der Simulation zuge-
ordnet wurde. Die beweglichen Gitterpunkte und die Amplituden deﬁnieren die Partikel
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , die das Feld mit den Numerierungskoordinaten
￿
im Lagrangeschen Sinne re-
pr¨ asentieren.
Im Partikelmodell soll außer der Berechnung der Trajektorien lediglich die Verteilung
der Lagrangeschen Punkte ¨ uberwacht werden, denn einige Bereiche im Vorhersagege-
biet k¨ onnen auf Grund von Konvergenz, Divergenz oder Deformation mit Lagrangeschen
Punkten ¨ uber- bzw. unterbesetzt sein. Um eine gleichm¨ aßige Bedeckung zu gew¨ ahrlei-
sten, wird Gittergl¨ attung durchgef¨ uhrt. Solche Partikel, die einander zu nah geraten, wer-
den bis zu einer gewissen Zahl vernachl¨ assigt bzw. eine unterbesetzte Umgebung wird
mit neuen Partikel und zugeh¨ origen Amplituden ausgestattet. Deshalb wird jede Lagran-
gesche Amplitude
￿
￿
￿ einem Eulerschen Gitterintervall durch
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￿ mehrere bewegliche Punkte enthalten, wird unter den
konkurrierenden Amplituden der Wert von
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￿ berechnet. Die Am-
plitude, zu der in dieser Weise der gr¨ oßte Wert berechnet wird, bleibt erhalten. Eben-
so wird ein solches Eulersches Intervall
￿
￿
￿ , das keine Lagrangesche Amplitude enth¨ alt,
durch Interpolation ¨ uber benachbarte Lagrangesche Punkte mit einer neuen Amplitude
versehen, wobei hierf¨ ur insbesondere die monotone lineare Interpolation geeignet ist, um
die Monotonit¨ at durch Interpolation h¨ oherer Ordnung nicht zu verletzen.
Durch Gittergl¨ attungkann sich die Anzahl der Lagrangeschen Partikel st¨ andig ¨ andern.
Es ist eine Frage der Efﬁzienz und der gesetzten Ziele der numerischen Studien, wieviele
Lagrangesche Partikel insgesamtzugelassen werden bzw. nach welchen Kriterien Partikel
weggelassenodererg¨ anzt werden. In denbarotropenModellrechnungen,sowiedenweite-
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ren Anwendungen dieser Arbeit wird die Anzahl der Lagrangeschen Partikel so geregelt,
daß das Verh¨ altnis
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￿ gelte.
Die Berechnung der Trajektorien der einzelnen Partikel
￿
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￿
￿
￿
￿
￿
￿ erfolgt in gleicher
Weise wie bei interpolierenden semi-Lagrangeschen Methoden, das heißt mit Hilfe von
(2.43). Es soll lediglich das Vorzeichen in der gew¨ ahlten Prozedur vertauscht werden, da
wir nicht an der Herkunft des Luftpaketes interessiert sind, sondern an den Koordinaten
am Endpunkt einer Vorw¨ artstrajektorie. Das nicht-interpolierende Verfahren st¨ utzt sich
auf einen Iterationszyklus, der den Verschiebungsvektor
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erzeugt (siehe auch (2.43)). In der Notation bedeutet
￿
den Iterationsindex,
￿
￿ den Zeit-
schritt,
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￿ die Geschwindigkeit im Punkt
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￿ zum Zeitpunkt
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￿
wird der ganzzahlige Index bezeichnet, der zur Diskretisierung der Zeit gem¨ aß (2.15) ver-
wendet wurde. Die Geschwindigkeitskomponenten bleiben w¨ ahrend der Simulation auf
dem von Modellen bislang benutzten (Eulerschen) Gitter gespeichert und werden nicht
auf die Partikel ¨ ubertragen. Die Geschwindigkeit
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￿ wird durch (in unserem Fall li-
neare) Interpolation
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gewonnen, wobei
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Aus der in (3.3) verwendeten Bezeichnung der mittleren Zeitebenen
￿
￿
￿
￿
￿
zwischen
den Zeitebenen des Ausgangszustands
￿ und dem zu errechnenden Zustands
￿
￿
￿
geht
hervor,daßessichbei(3.3)umeineiterativeN¨ aherungvon(2.41)f¨ ureineZweizeitebenen-
-Integrationsmethode handelt. Staniforth & Cˆ ot´ e (1998) und McDonald (1998) extrapo-
lieren die Geschwindigkeitauf die mittlereZeitebene
￿
￿
￿
￿
￿
aus vergangenenZust¨ anden.
In dieser Arbeit wird die Geschwindigkeit stattdessen aus dem Zustand zum Zeitpunkt
￿
durch Vorw¨ artsintegration abgeleitet. Zu diesem Zweck wird die einfache Diskretisierung
der Advektionsgleichung mit ﬁniten Differenzen nach Lax (Press et al. , 1992) angesetzt
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323.3. Transformationsbeziehungen
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Auf Grund der Erfahrung mit interpolierenden semi-Lagrangeschen Methoden ist es er-
laubt, die Iteration nach
￿
￿
￿
abzubrechen. Dann l¨ aßt sich die Approximation der
passiven Advektion in der Form
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schreiben.
Bei Staniforth & Cˆ ot´ e (1998) und McDonald (1998) ﬁndet man die Formulierung der
Iteration (3.3) f¨ ur Dreizeitebenen-Integrationsmethoden, was rechentechnisch gleicher-
maßen zu realisieren ist. Wegen des Auseinanderdriftens der L¨ osungsfamilien, das bei
Dreizeitebenen-Methoden zu erwarten ist und welches sich stark auf das Lagrange-Gitter
auswirken k¨ onnte, erscheint es jedoch zweckm¨ aßiger, sich auf eine Zeitintegration zu be-
schr¨ anken, die nur die zuletzt errechnete Zeitebene benutzt, um auf die neuen Feldwerte
zu schließen.
3.3 Transformationsbeziehungen
Nach der Darstellung der numerischen Beschreibung von passiver Advektion mit der
nicht-interpolierenden Lagrangeschen Methode kann man feststellen, daß der Advekti-
onsprozess nur auf dem Lagrange-Gitter stattﬁndet. Ein zeitlich konstantes Gitter wird
zwar eingef¨ uhrt, dient aber einzig dem Zweck, die Geschwindigkeit zu deﬁnieren. In
Anlehnung an die Zielsetzung, die Programmroutine der nicht-interpolierenden Advek-
tionsmethode als eine Einheit eines beliebigen meteorologischen Modells zu gestalten, ist
man darauf angewiesen, eine Korrespondenz zwischen diesem neuen Programm-Modul
und anderen Routinen herzustellen, die allerdings ihr N¨ aherungskonzept beibehalten und
die f¨ ur sie vorgesehenen atmosph¨ arischen Prozesse auf dem Eulerschen Gitter darstellen.
Die n¨ otigen Transformationsbeziehungen kann man herleiten, wenn ¨ ahnlich zu den
Eulerschen Gitterboxen
￿
￿
￿ auch Lagrangesche Gitterintervalle
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eingef¨ uhrtwerden, indenenderVariablen
￿
￿
￿ einkonstanterWert zugeordnetwird.Gleich-
zeitig ist eine Deﬁnition f¨ ur die L¨ ange
￿
￿
￿
￿
￿ des ¨ Uberlappens
￿
￿
￿
￿
￿
￿
￿
￿ zwischen einem Inter-
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vall
￿
￿
￿ des Lagrangeschen Gitters und einem Intervall
￿
￿
￿ des Eulerschen Gitters erforder-
lich. Die Projektion
￿
￿
￿
￿
￿ des Skalarfeldes
￿
￿
￿ vom Lagrangeschen Gitter auf das Eulersche
ergibt sich dann aus der Summe der gewichteten Lagrangeschen Amplituden
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Dabei beschr¨ ankt sich die Summation nur auf solche Amplituden
￿
￿
￿ , deren Umgebung
￿
￿
￿
mit dem gegeben Eulerschen Intervall
￿
￿
￿ ¨ uberlappt, das heißt
￿
￿
￿
￿
￿
￿
. Die Transformation
￿
￿
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￿
￿ , die das Feld vom Eulerschen Gitter auf das Lagrangesche ¨ ubertr¨ agt, erh¨ alt man nach
analoger ¨ Uberlegung als
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wobei die Summe wiederum nur f¨ ur solche Eulerschen Intervalle gebildet wird, die mit
￿
￿
￿ ¨ uberlappen.
Man beachte, daß diese Transformationen keine Umkehrtransformationen zueinander
sind. Sie stellen viel mehr eine Art Interpolation dar. Ihre Wirkung entfaltet sich aller-
dings nicht in der numerischen Behandlung der Advektion sondern in der Berechnung
von anderen noch zu ber¨ ucksichtigenden Prozesse.
3.4 Das Zeitschema
Die Implementierung des nicht-interpolierenden Partikel-Lagrangeschen Verfahrens
erfolgt im Rahmen der zeitlichen Integration des Modells (3.2) mit dem Zweizeitebenen-
-Verfahren vom Typ Lax-Wendroff. Die Rechenschritte der numerischen Integration, die
z.B. bei Haltiner & Williams (1980) und Press et al. (1992) beschrieben ist, werden im
weiteren f¨ urden Fallderebenen unterenBerandung (
￿
￿
￿
￿
￿
￿
￿
) dargestellt.Dabei wirddie
eingef¨ uhrte Unterscheidungzwischen der Lagrangeschen und Eulerschen Felddarstellung
durch die Symbole Dach und Schlange weiter verwendet.
Man gehe zun¨ achst davon aus, daß
￿ ,
￿ und
￿ auf dem beweglichen Gitter deﬁniert
sind.
￿ Da die zeitliche Entwicklung des barotropen Modells ausschließlich im Lagrange-
schen Raum verfolgt wird, sind
￿ ,
￿ und
￿ auf dem beweglichen, Lagrangeschen
Gitter als
￿
￿
￿
￿
￿ und
￿
￿ deﬁniert. Sie m¨ ussen als erstes auch auf dem Eulerschen
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Gitter bereitgestellt werden. Dies geschieht mit der Transformation
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￿ Die aus (3.13) resultierenden Werte sind die Startwerte f¨ ur die nicht-interpolierende
Advektionsmethode, die zum einen aus der Berechnung der Advektionsgeschwin-
digkeit durch (3.5)-(3.7) besteht, zum zweiten die Kenntnis der Trajektorien durch
(3.8) ben¨ otigt. Damit erh¨ alt man eine neue Gitterverteilung mit alten Amplituden.
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als Eingabegr¨ oßen f¨ ur die Terme auf
der rechten Seite des Systems (3.2), die die geostrophische Anpassung steuern
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￿ Als n¨ achstes erfolgt die R¨ ucktransformation der Terme der rechten Seite von (3.2)
auf das bewegliche Gitter
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￿ Zum Schluß werden die Tendenzen (3.16) dem Lagrangeschen Feld hinzuaddiert,
welches bereits die neue Gitterverteilung aufweist, dessen Amplituden sich jedoch
¨ andern
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3.5 Ergebnisse barotroper Modellstudien
Ziel der Modellsstudien ist, die Genauigkeit der nicht-interprolierenden Methode zu
¨ uberpr¨ ufen. Zu diesem Zweck wird das System (3.2) in seinem dynamischen Gleichge-
wichtszustandbetrachtet,
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￿
. Demgem¨ aßverschwin-
den in (3.2) s¨ amtliche linke Seiten, und die so zu gewinnende Gleichgewichtsl¨ osung, die
gleichzeitig auch das geostrophische Kr¨ aftegleichgewicht einschließt, lautet:
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Da diese L¨ osung die konstante Verlagerung des Geopotentials
￿ und der daraus abge-
leiteten meridionalen Windgeschwindigkeit
￿ beschreibt, l¨ aßt die Integration (mit Blick
auf numerische L¨ osungen) erwarten, daß die Anfangsverteilung sich entlang des Gitters
verschiebt und dabei unver¨ andert bleibt.
In der folgenden Modellstudie soll durch Vergleich der interpolierenden und nicht-
interpolierenden Partikel-Lagrangeschen L¨ osungsmethoden gepr¨ uft werden, in welchem
Maße die beiden Methoden dieser Erwartung gerecht werden und welches L¨ osungsver-
fahren im Bezug auf das erw¨ ahnte Anfangswert-Problem genauere Ergebnisse liefert.
Dazu fand die Berechnung der numerischen L¨ osungen auf einem Gitter mit
￿
￿ =129
Punkten und einer konstanten Maschenweite von
￿
￿
￿
￿
￿
￿
￿ statt. F¨ ur den CORIO-
LIS-Parameter und den zonalen Grundstrom wurden
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￿ und
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- gesetzt. Das Geopotential der mittleren H¨ ohe vom Flachwasser betrug
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￿
￿
￿
￿
￿
￿
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￿
-
&
. Dieser mittleren H¨ ohe wurde im Anfangszustand am Gitterpunkt 39 ei-
ne gegl¨ attete St¨ orung
￿
￿
¨ uberlagert, und aus dem so bestimmten
￿
￿
￿
￿
￿
￿
￿
Feld die
geostrophische Geschwindigkeitsverteilung gem¨ aß
￿
!
￿
￿
￿
￿
￿
￿
￿ berechnet.
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Abbildung 3.1: Dargestellt sind die meridionale Geschwindigkeit
￿
(links) und das Geopotential
￿
(rechts) f¨ ur die gegebenen Anfangsbedingungen (obere Reihe) sowie die numerischen L¨ osun-
gen des Gleichgewichtszustandes mitder nicht-interpolierenden Lagrangeschen Methode (mittlere
Reihe) bzw. derinterpolierenden Lagrangeschen Methode (untere Reihe). Eswurden 716 Recheni-
terationen mit einem Zeitschritt von
￿
￿
￿
￿
￿
￿
￿
￿ druchgef¨ uhrt. Dies entspricht einer Integrationszeit
von etwa 12 Stunden.
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Die Anfangsbedingungen entlang des eindimensionalen Gitters sind graphisch in der
oberen Reihe der Abb. (3.1) dargestellt. Die unteren beiden Graphiken zeigen das nu-
merische Ergebnis mit der nicht-interpolierenden semi-Lagrangeschen Methode (mittlere
Reihe) und mit der interpolierenden semi-Lagrangeschen Methode (unten).
An den dargestellten Ergebnissen kann man beobachten, daß die St¨ orung im
￿ -Feld
bzw. in der daraus ¨ uber das geostrophische Gleichgewicht berechneten
￿ -Verteilung von
West nach Ost eine Strecke von 45 Gitterintervallen durchlaufen. Im Gegensatz zu der
erwarteten Verlagerung ohne Ver¨ anderung der Feldverteilung treten bei der Simulation
mit der interpolierenden Methode numerische Fehler auf, obwohl die Felder von
￿ und
￿ vor der Integration gegl¨ attet worden sind. Der Trog im Geopotential wird allm¨ ahlich
aufgef¨ ullt und breitet sich um seinen Mittelpunkt herum nach beiden Seiten aus. Als
Folge dessen sinkt die meridionale Geschwindigkeit und es kommt zu ¨ Uberschwingun-
gen in der
￿ -Verteilung. Dieses Ergebnis simmt mit den Resultaten von Williamson &
Rasch (1989) ¨ uber passive Advektion von glatten bzw. diskontinuierlichen Anfangsbe-
dingungen ¨ uberein. Sie haben zahlreiche Interpolationspolynome untersucht und festge-
stellt, daß insbesondere oszillierende Interpolationen ¨ Ubersch¨ usse an den diskontinuier-
lichen ¨ Uberg¨ angen erzeugen. Mit dem nicht-interpolierenden Verfahren bleibt hingegen
die Form der St¨ orung der
￿ - und
￿ -Verteilung exakt erhalten und die Advektion ﬁndet
dementsprechend ohne Ver¨ anderung der Anfangsproﬁle statt.
Die zweite Modellstudie, deren Resultate in Abb 3.2 dargestellt sind, bezieht sich
auf die ¨ Uberstr¨ omung einer Erhebung mit konstanter Windgeschwindigkeit. Edelmann
(1972) gibt die station¨ are L¨ osung dieser Aufgabe in Abh¨ angigkeit von einer Parameter-
funktion an. Diese Parameterfunktion, die auch die Form der Erhebung bestimmt, wird
mit
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￿ als Glockenfunktion deﬁniert. Im ersten Experiment
werden f¨ ur die Konstanten
￿ und
￿ die Werte
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ und
￿
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verwendet, im
zweiten die Werte
￿
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￿
￿
￿
￿
￿
￿
￿
￿ und
￿
￿
￿
￿
￿
. Von den Parametern
￿ und
￿ unabh¨ angig
wurde die ¨ Uberstr¨ omung mit einem Zeitschritt von
￿
￿
￿
￿
￿
- und einer Anfangsge-
schwindigkeit von
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
- berechnet. In den Abb. (3.2) wird die station¨ are
Tr¨ agheits-Schwerewelle graphisch dargestellt, die infolge der Berg¨ uberstr¨ omung im Geo-
potential
￿ zustandekommt. Die oberen Graphiken zeigen die analytischen L¨ osungen f¨ ur
die unterschiedlichen Anfangsbedingungen, die mittleren und unteren die mit der nicht-
interpolierenden bzw. interpolierenden Methode numerisch errechneten Ergebnisse. Das
orographische Hindernis ist in den Graphiken nicht dargestellt, es ist nur ¨ uber den Verlauf
des
￿ -Feldes bzw. Lage der assoziierten station¨ aren Tr¨ agheits-Schwerewellen indirekt
wahrnehmbar.
Im Falle der ¨ Uberstr¨ omung des breiten Hindernisses, die in den Graphiken a, c, e in
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b)     analytisch
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f)   interpolierend SL
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Abbildung 3.2: Dargestellt ist der station¨ are Zustand des Geopotentials
￿
w¨ ahrend der ¨ Uber-
str¨ omung einer breiten, ﬂachen Erhebung (linke Spalte) sowie einer schmalen, kleinskaligen Er-
hebung (rechte Spalte). Die symmetrischen Erhebungen sind in der Abbildung nicht sichtbar. Sie
wurden durch eine GAUSSsche Verteilungsfunktion vorgegeben (siehe Diskussion der Ergebnis-
se). Die obere Reihe der Graphiken zeigt die analytische L¨ osung nach Edelmann (1972), die mitt-
lere die numerische nicht-interpolierende semi-Lagrangesche Berechnung, die untere die nume-
rische interpolierende semi-Lagrangeschen Berechnung. Die Integrationszeit betrug 4 Tage bei
einem Zeitschritt von
￿
￿
￿
￿
￿
￿
￿ .
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Abb. 3.2 dargestellt ist, unterscheiden sich die numerischen L¨ osungen von der analyti-
schen L¨ osung kaum. Anders jedoch bei der ¨ Uberstr¨ omung der schmalen, kleinskaligen
Erhebung, wof¨ ur die Ergebnisse in den Graphiken b, d, f in Abb. 3.2 zu sehen sind: hier
berechnet das nicht-interpolierende Verfahren eine starke ¨ Uberreaktion im Geopotential
￿ . Die fehlerhafte St¨ arkung der seitlichen Wellenspitzen, sowie des dazwischenliegen-
den Wellentales liegt an der niedrigen Genauigkeitder Transformationsbeziehungen.Dies
konnte durch Erh¨ ohung der Gl¨ attung nach wiederholter Transformation gezeigt werden.
Verbesserte Transformationsbeziehungen w¨ aren Interpolationen h¨ oherer Ordnung, die al-
lerdings ohne spezielle Annahmen zu oszillierenden Ergebnissen f¨ uhren, oder, wie Step-
peler & Prohl (1996) vorgeschlagen haben, Umkehrtransformationen, deren Berechnung
wegen der zeitlich variablen Struktur des Lagrangeschen Gitters erheblich mehr Rechen-
zeit erfordert.
In der letzten Anwendung des nicht-interpolierenden Verfahrens auf das barotrope
FlachwassermodellwurdedieAdvektioneinergeostrophischbalanciertenAnfangsst¨ orung
¨ uber einem Gebiet mit einem idealisierten Hindernis untersucht. Die (nicht eingezeichne-
te) Erhebung, ist wieder nur indirekt aus dem Verlauf des Geopotentials
￿
￿
￿
￿
￿ wahrnehm-
bar. Im Bereich des Hindernisses wird als spezielle Anfangsbedingung die station¨ are und
deshalb n¨ aherungsweise geostrophisch balancierte, numerische L¨ osung aus dem Experi-
ment in Abb. 3.2 verwendet. Außerdem wird auf dieses Feld am linken Rand des Vorher-
sagegebietes eine gegl¨ attete, in sich ebenfalls geostrophisch balancierte St¨ orung hinzuad-
diert.
Die Verteilung des Geopotentials
￿ wird in den Abbildungen 3.3 und 3.4 in ver-
schiedener Weise graphisch dargestellt. Die Abb. 3.3 zeigt das Geopotential der freien
Oberﬂ¨ ache im ganzen Vorhersagegebiet zum Anfangszeitpunkt bzw. zu verschiedenen
sp¨ ateren Zeitpunkten als Resultat der numerischen Berechnung. In Abb. 3.4 wurde ein
mittlerer Abschnitt des Gebietes vergr¨ oßert, um die Lagrangeschen Partikel darzustellen.
Die L¨ ange der vertikalen Linien ist ein Maß f¨ ur die Amplituden der Feldwerte von be-
weglichen Punkten. Die Verteilung der vertikalen Linien markiert den physikalischen Ort
der beweglichen Punkte.
Die Abb. 3.3 und 3.4 zeigen, wie die St¨ orung im Laufe der Zeit das Hindernis ¨ uber-
quert. Zun¨ achst bewegt sie sich auf den Trog zu, der durch die ¨ Uberstr¨ omung der oro-
graphischen Erhebung entstanden ist. Nach 10 Stunden beﬁndet sich die St¨ orung ¨ uber
der Erhebung, der Trog nimmt an Tiefe zu. Weitere 14 Stunden sp¨ ater sieht man die
St¨ orung rechts aus dem mittleren Tiefdruckgebiet auslaufen, wobei sich die Form der
St¨ orung nur leicht ver¨ andert hat. Diese Ver¨ anderung ist eine Folge des Ungleichgewichts,
welches deshalb entsteht, weil das Anfangsfeld im Bereich der St¨ orung nicht vollst¨ andig
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Abbildung3.3: Dargestellt ist derAnfangszustand unddie Entwicklung des Geopotentials
￿
nach
6, 10 und 14 Stunden w¨ ahrend der ¨ Uberstr¨ omung einer Erhebung durch eine fast geostrophisch ba-
lancierte St¨ orung. Dem l¨ armfreien Anfangszustand durch die station¨ are numerische L¨ osung wur-
de westlich eine in sich geostrophisch balancierte St¨ orung hinzuaddiert (Graphik a). Die St¨ orung
¨ uberquert die glockenf¨ ormige Erhebung, die in der Abbildung nicht dargestellt ist, vom West nach
Ost (Graphik b). Dabei wechselwirkt die St¨ orung mit dem station¨ aren Tief im Bereich der Erhe-
bung (Graphik c) und bewegt sich mit der durch die station¨ are L¨ osung vorgegebene Geschwindig-
keit in ¨ ostliche Richtung (Graphik d).
geostrophisch balanciert ist. Aus diesem Grund ﬁndet dort geostrophische Anpassung
statt, die sich in der Form kleinskaliger L¨ armprozesse bemerkbar macht. Als Folge der
Anpassung verteilen sich die beweglichen Punkte zum Teil stark unregelm¨ aßig, wobei
die Ungleichm¨ aßigkeiten im Toleranzbereich der Gittergl¨ attung liegen.
Wenn man die Ergebnisse in Abb. 3.2 ber¨ ucksichtigt, konnte nicht in jeder Modell-
studie eine Verbesserung der Genauigkeit der numerischen L¨ osung durch die Anwendung
des nicht-interpolierenden Partikel-Lagrangeschen Verfahrens erreicht werden. Dennoch
413. Die nicht-interpolierende Methode
a)   Anfangsbedingung
65 97 129 161 193
Gitterpunkte
19860
19900
19940
19980
20020
20060
G
e
o
p
o
t
e
n
t
i
a
l
 
H
b)   nach 6 Std.
65 97 129 161 193
Gitterpunkte
19860
19900
19940
19980
20020
20060
G
e
o
p
o
t
e
n
t
i
a
l
 
H
c)   nach 10 Std.
65 97 129 161 193
Gitterpunkte
19860
19900
19940
19980
20020
20060
G
e
o
p
o
t
e
n
t
i
a
l
 
H
d)   nach 14 Std.
65 97 129 161 193
Gitterpunkte
19860
19900
19940
19980
20020
20060
G
e
o
p
o
t
e
n
t
i
a
l
 
H
Abbildung 3.4: Wie in der Abb. 3.3, jedoch f¨ ur die Eulerschen Gitterpunkte 65 bis 193. Die
balancierte St¨ orung ist in dieser Vergr¨ oßerung im Anfangszustand nicht sichtbar, da sie links vom
Gitterpunkt 65 deﬁniert ist. Mit den vertikalen Linien sind die Lagrangeschen Partikel markiert.
Die Verteilung der Linien entspricht den physikalischen Positionen der beweglichen Punkte, die
L¨ ange der Linien dem Feldwert an den Punkten. Die Ungleichm¨ aßigkeit der Linien weist auf die
ungleichm¨ aßige Verteilung der Partikel hin.
l¨ aßt sich f¨ ur die Untersuchungen dieses Kapitels feststellen, daß die passive Advektion
eines Skalarfeldes mit der nicht-interpolierenden Methode im Wesen fehlerfrei simuliert
wird. Das ist die direkte Konsequenz der numerischen L¨ osungsprozedur, die keine N¨ ahe-
rungsmethodenzur numerischenBerechnung von r¨ aumlichenAbleitungenverwendetund
daher auch keine N¨ aherungsfehler verursacht. Die Best¨ atigung erh¨ alt man aus dem eindi-
mensionalen Experiment mit der geostrophisch balancierten St¨ orung, die sich in ¨ ostlicher
Richtung mit konstanter Geschwindigkeit bewegt. Unter den getroffenen Modellannah-
men und Anfangsbedingungen soll die L¨ osung von (3.2) die Verlagerung der geostro-
phisch balancierten St¨ orung mit konstanter Geschwindigkeit beschreiben. Die Abb. 3.1
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belegt die fehlerfreie Simulation des Vorganges mit der nicht-interpolierenden Methode
gem¨ aß der theoretischen ¨ Uberlegung.
Im Experiment mit der konstanten ¨ Uberstr¨ omung eines Hindernisses wurde die sta-
tion¨ are numerische L¨ osung der station¨ aren L¨ osung von Edelmann (1972) gegen¨ uberge-
stellt. Die Anfangsbedingungen waren nicht geostrophisch balanciert, weshalb die Zu-
stands¨ anderung unter solchen Anfangsbedingungen als Wechselwirkung der ROSSBY-
und L¨ armprozesse stattﬁndet. Im station¨ aren Zustand erreicht das System sein Gleichge-
wicht. In diesem Gleichgewicht bildet sich ¨ uber der orographischen Erhebung ein stati-
on¨ ares Tief, dessen Pr¨ asenz man am Verlauf der prognostischen G¨ oßen, z.B. des Geo-
potentials
￿
￿
￿
￿
￿ , erkennt. Wie die Abb. 3.2 zeigt, wiedergibt das nicht-interpolierende
Verfahren den Verlauf des Geopotentials
￿
￿
￿
￿
￿ an diesem Tief ¨ uberspitzt, wenn die Brei-
te des Hindernisses ein bestimmtes Maß unterschreitet. Der numerische Fehler liegt an
der niedrigen Genauigkeit der Transformationsbeziehungen; wiederholtes Anwenden der
Transformationen
￿
￿
￿
￿
￿ und
￿
￿
￿
￿
￿ l¨ aßt den Fehler zunehmen.
Im letzten Experiment dieses Kapitels wurde die ¨ Uberstr¨ omung einer Erhebung durch
eine insich geostrophischbalancierte St¨ orung berechnet. Die Anfangsbedingungenwaren
dabei nahezu l¨ armfrei. Als Ergebnis der Modellstudie ¨ uberquert die balancierte St¨ orung
das Gebiet des Hindernisses in einer beinahe unver¨ anderten Form. Dieses ist, wie auch
das Resultat der Berechnung der numerischen L¨ osung unter balancierten Anfangsbedin-
gungen, als positives Ergebnis zu bewerten.
Die Resultate mit dem eindimensionalen barotropen Flachwassermodell haben ge-
zeigt,daßdiegleichzeitigeAnwendungdesnicht-interpolierendenVerfahrens zurBerech-
nung der Advektion von Geschwindigkeit und Geopotential zu Ungenauigkeiten f¨ uhren
kann. Der Grund daf¨ ur ist der Umkehreffekt der gl¨ attenden Transformation zwischen der
Eulerschen und der Lagrangeschen Gitterdarstellung. Die Wechselwirkung zwischen den
prognostischen Variablen wird durch die Ungenauigkeit der Transformationsbeziehungen
nicht beeinﬂußt, wenn keine Berechnung der Advektion von Geschwindigkeit auf Grund
der speziellen Formulierung des zu l¨ osenden Problems erforderlich ist. Als Beispiel daf¨ ur
wird im n¨ achsten Kapitel die Ausbreitung einer chemisch quasi-inaktiven Substanz be-
trachtet.
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UNTERSUCHUNG WEITERER METEOROLOGISCH
RELEVANTER PROBLEME MIT HILFE DER
NICHT-INTERPOLIERENDEN METHODE
4.1 Ausbreitungsrechnungen auf Basis der Daten aus dem
Europ¨ aischen Tracer Experiment, ETEX
In den Modellstudien dieses Unterkapitels werden Ausbreitungszenarien von che-
misch quasi-inaktiven Stoffkomponenten, sogenanten Tracergasen, nachgebildet. Die Be-
sonderheit solcher Ausbreitungsszenarien liegt darin, daß die Beschreibung der Ausbrei-
tung sich auf die Berechnung der Verlagerung der emittierten Stoffe beschr¨ ankt. Auf
Grund dessen l¨ aßt sich in entsprechenden Modellexperimenten vor allem die Genauig-
keit von numerischen Verfahren untersuchen, womit die Stoffadvektion berechnet wird.
Die europ¨ aische Meßkampagne ETEX wurde mit dem Ziel gestartet, die Genauigkeit
der numerischen Berechnungen mit Blick auf Echtzeit-Vorhersagen zu pr¨ ufen. Zu diesem
Zweck wurden in Rennes, Frankreich, verschiedene chemisch tr¨ age Substanzen freige-
setzt und deren Ausbreitung gemessen. Die Meßdaten von zwei Ausbreitungsszenarien
bilden die Grundlage unserer Modellstudien, da sich unter den erw¨ ahnten Modellannah-
men die Advektion der Massenkonzentration mit dem nicht-interpolierenden Verfahren
numerisch vorteilhaft berechnen l¨ aßt. Es wird deshalb die entsprechende Differentialglei-
chung verwendet, die die Ausbreitung in Luft freigesetzter Tracer-Substanzen beschreibt,
wobei hierf¨ ur folgende Voraussetzungen zu erf¨ ullen sind:
￿ es handeltsichumeinchemischquasi-inaktives(tr¨ ages) Tracer-Gas, d.h.chemische
Reaktionen k¨ onnen vernachl¨ assigt werden;
￿ untermolekularenBedingungenwirdder TracermitderLuftgeschwindigkeit’trans-
portiert’, sodaß Unterschiede zwischen Tracer- und baryzentrischer Geschwindig-
keit zu vernachl¨ assigen sind.
Den Annahmen zufolge ist deshalb das in Kapitel 2 postulierte Bilanzgleichung (2.1) zu
ber¨ ucksichtigen, wobei die Massenkonzentration der mit
￿ indizierten Stoffkomponen-
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ten mit
￿ , deren Massendichte mit
￿
￿
￿
￿
￿
￿
￿ und der entsprechende Quellterm mit
￿
￿
bezeichnet werden. Hier bedeutet
￿
￿ die konstante Ausstoßrate.
Das Erhaltungsgesetz ist in den allgemeinen Koordinaten
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zu formulieren1, um die Transformation in solche Koordinaten zu erm¨ oglichen,
die in der numerischen Berechnung verwendet werden. Somit gilt f¨ ur das differentielle
Volumen
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Funktionaldeterminante der Koordinatentransformation bezeichnet wird. Damit ist das
Erhaltungsgesetz folgendermaßen zu schreiben
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Zur L¨ osung der Erhaltungsgleichung (4.1) wird mit der geographischen L¨ ange
￿ und
Breite
￿ sowie einer gel¨ andefolgenden Vertikalkoordinate
￿ eine solche spezielle Ortho-
gonal-Koordinatenbasis
￿
￿
￿
￿
!
￿
&
￿
!
￿
￿
￿ gew¨ ahlt, die auch in der numerischen Wettervorher-
sage h¨ auﬁg verwendet wird. Die Transformation des differentiellen Volumens zwischen
den kartesischen Koordinaten
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￿ und dem
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Das Erhaltungsgesetz (4.1) gilt im neuen System unter der Bedingung, daß die Funktio-
naldeterminante
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Die Umwandlung des Erhaltungsgesetzes (4.1) in die der Gleichung (2.2) entspre-
chenden Form
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bzw. in die Divergenzform
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erfordert f¨ ur den Ausdruck
￿
￿
￿
￿
￿
die gleichen Rechenschritte wie die Herleitung von
(2.2) und (2.4) f¨ ur
￿
￿
￿
. Lediglich muß man dabei das im neuen Koordinatensystem Sy-
stem
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ g¨ ultigen Integrationsvolumen
￿
￿
￿
￿ , sowie das differentielle Fl¨ achenelement
￿
￿
￿
￿ auf der gesamten Berandung
￿
￿
￿
￿ ber¨ ucksichtigen.
1Die allgemeinen Koordinaten
￿
￿
￿ werden zur Unterscheidung von den Stoffkomponenten
￿
￿
￿ entweder
numeriert oder nur mit dem Index
￿ versehen.
464.1. Ausbreitungsrechnungen
4.1.1 Die Eulerschen und nicht-interpolierenden L¨ osungsmethoden
Die L¨ osung der Gleichungen (4.3) bzw. (4.4) wird parallel zur nicht-interpolierenden
Partikel-Lagrangeschen Methode mit einem nahezu positiven Flußverfahren2 berechnet,
um die Genauigkeit der beiden numerischen L¨ osungen zu vergleichen. Die Diskretisie-
rung der Gleichung (4.3) und (4.4) f¨ ur das Eulersche Ausbreitungsmodell ﬁndet man im
Anhang A, die Eulersche sowie nicht-interpolierende L¨ osungsprozeduren werden in die-
sem Abschnitt beschrieben.
Um die Vergleichbarkeit der L¨ osungen zu gew¨ ahrleisten, wurde die Berechnung der
Schadstoffausbreitung f¨ ur zwei solche Ausbreitungsszenarien durchgef¨ uhrt, f¨ ur die be-
reits Ergebnisse numerischer Berechnungen durch das Eulersche Ausbreitungsmodelldes
Deutschen Wetterdienstes (DWD) vorlagen, das die Modellannahmen des operationel-
len Europa Modells (EM) des DWD verwendet. Wie in der Beschreibung des EM durch
Schrodin (1995) dargestellt, bedeutet dies eine zeitliche Diskretisierung mit
￿
￿
￿
￿
￿
￿
￿
s und eine Maschenweite des horizontalen Gitters von
￿
￿
￿
￿
￿
￿
￿
￿
￿
Grad. Die
Gr¨ oßedesGebietesvon181
￿
129PunktensowiedievertikaleEinteilungderModellatmo-
sph¨ are mit 20 Koordinatenﬂ¨ achen im gel¨ andefolgenden
￿ -System entsprachen ebenfalls
dem EM.
Die L¨ osung der Transportgleichung erfolgt, wie im EM, durch Trennung der hori-
zontalen und vertikalen L¨ osungsanteile. Vertikaladvektion und Vertikaldiffusion werden
in einer S¨ aule an einem Gitterpunkt mit einem zeit-impliziten Verfahren des EM in Ad-
vektionsform ausgerechnet. Dieser Modellteil bleibt auch bei der nicht-interpolierenden
numerischen L¨ osung unver¨ andert.
Vor und nach der Berechnung des advektiven und turbulenten Transports erfolgt die
zeit-explizite Berechnung der Horizontaladvektion in jeder Schicht ¨ uber eine halbe Zeit-
schrittl¨ ange. Beim DWD wurde hierf¨ ur ein nahezu positives, eindimensionales Flußver-
fahren nach Bott (1989, 1992) benutzt. Um der Zweidimensionalit¨ at bei der Horizontal-
advektion mit einem eindimensionalen Ansatz gerecht zu werden, wechselt man in jedem
vollen Zeitschritt die Reihenfolge, in der die Advektionin zonaler und meridionaler Rich-
tung durchgef¨ uhrt wird.
In der L¨ osungsprozedur der nicht-interpolierenden Methode wird dieses auf die ein-
zelnen Schichten angewandte Flußverfahren gegen das Partikelverfahren ersetzt. Dement-
sprechend k¨ onnen nur horizontale Partikelbewegungen stattﬁnden und die Neuordnung
der Partikelverteilung wird innerhalb einer Schicht wirksam. Die zweidimensionale Er-
weiterung der im Kapitel 3 eingef¨ uhrten Gittergl¨ attung verwendet auch diesmal lineare
2Die Methode berechnet die passive Advektion positiver Feldgr¨ oßen zwar nicht monoton, jedoch haben
die Oszillationen nur eine geringe Amplitude.
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(und deswegen monotone) Interpolation, sobald gr¨ oßere Fl¨ achen als ein Eulersches Inter-
vall von keinem beweglichen Punkt besetzt werden. Die St¨ utzpunkte der Interpolation im
Lagrangeschen beweglichen Gitterraum werden nach Boris (1986) bestimmt.
Die zu vergleichenden L¨ osungsprozeduren lassen sich auf Grund der obigen Erl¨ aute-
rungen in folgenden Schritten zusammenfassen.
￿ Eulersche Methode:
- Horizontaladvektion [
2
￿
￿
in (A.4)] an jedem Gitterpunkt
￿
￿
￿
￿
￿ in allen hori-
zontalen Schichten ¨ uber einen halben Zeitschritt
- Umrechnung der mitgef¨ uhrten Modellgr¨ oße in der Form
￿
￿
￿
￿
in die mas-
senspeziﬁsche Form
￿
- Vertikaladvektion[
￿
￿ in(A.5)] undvertikaleturbulenteDiffusion[
￿
￿ in(A.6)
und (A.8)] in jeder vertikalen S¨ aule an allen Gitterpunkten
￿
￿
0
￿
￿
￿
- Umrechnungder mitgef¨ uhrtenModellgr¨ oßevonder massenspeziﬁschenForm
￿ in die Form
￿
￿
￿
￿
￿
- Horizontaladvektion [
2
￿
￿
in (A.4)] an jedem Gitterpunkt
￿
￿
￿
￿
￿ in allen hori-
zontalen Schichten ¨ uber einen halben Zeitschritt
￿ nicht-interpolierende Methode:
- Horizontaladvektionmitdem nicht-interpolierendenVerfahren ¨ uber einen hal-
ben Zeitschritt im Lagrangeschen Gitterraum der beweglichen Punkte
- Gittergl¨ attung
- Projektion der Lagrangeschen
￿
￿
￿
￿
￿
-Form ins feste, Eulersche Gitter
- Umrechnung der mitgef¨ uhrten Modellgr¨ oße in der Form
￿
￿
￿
￿
in die mas-
senspeziﬁsche Form
- Vertikaladvektion[
￿
￿ in(A.5)] undvertikaleturbulenteDiffusion[
￿
￿ in(A.6)
und (A.8)] in jeder S¨ aule an allen Gitterpunkten
￿
￿
￿
￿
￿
￿ , wie im EM
- Umrechnung der vertikalen Tendenzen von der massenspeziﬁschen Form in
die durch die vertikale Druckdifferenz
￿
￿
multiplizierte Form
- Projektion der vertikalen Tendenzen vom Eulerschen ins bewegliche Lagran-
gesche Gitter
- Addition der vertikalen Tendenzen zu den Amplituden auf dem Lagrange-
schen Gitter
484.1. Ausbreitungsrechnungen
Die L¨ osungsprozeduren verlaufen außerhalb des EM. Es werden dazu entweder vom
EM prognostizierte Feldgr¨ oßen, oder, wie in dieser Arbeit, analysierte Meßdaten der ho-
rizontalen Windgeschwindigkeit, Lufttemperatur, des Geopotentials, des Bodendruckes
sowie des Massenbruches von Wasserdampf verwendet. Sie werden in einem Abstand
von 6 Stunden eingelesen und innerhalb dieses Zeitintervalls linear interpoliert. Die inter-
polierten Werte dienen dann zur Berechnung der horizontalen und vertikalen Advektion
bzw. des vertikalen turbulenten Austausches.
4.1.2 Ergebnisse der Ausbreitungsrechnungen
In diesem Abschnitt werden modell-berechnete Konzentrationen miteinander, sowie
gegen¨ uber solchen Konzentrationswerten verglichen, die w¨ ahrend der Ausbreitung von
zwei chemisch tr¨ agen Stoffen beobachtet wurden. Die Angaben zur Emission der Stoffe
pmch und pmcp ﬁndet man in der Tabelle 4.1. Diese Daten, sowie die Meßdaten stam-
men vom Joint Research Centre of the European Commission (JRC) und wurden vom
Deutschen Wetterdienst bereitgestellt.
Die ¨ Uberpr¨ ufung der Genauigkeit der berechneten Konzentrationen ist trotz der vor-
handenen Meßwerte nur eingeschr¨ ankt m¨ oglich, da die Daten nur dreist¨ undige Mittelwer-
Stoff Prognosestart Gesamtmenge Emissionsdauer
pmch 23.10.94 12h 341.28 kg 23.10 16h - 23.10 24h
pmcp 14.11.94 12h 475 kg 14.11 15h - 15.11 3h
Tabelle 4.1: Angaben zum Schadstoffausstoß vom Joint Research Centre of the European Com-
mission (JRC).
Markierung Bedeutung
g¨ ultige Messung, dessen Wert in der Gr¨ oßenordnung des
Konturniveaus liegt
g¨ ultige Messung, dessen Wert die Konturgr¨ oße um eine
Gr¨ oßenordnung ¨ uberschreitet
der Meßwert liegt m¨ oglicherweise h¨ oher, als die Gr¨ oßen-
ordnung des Konturniveaus
bedeutet einen Wert, der eine Gr¨ oßenordnung h¨ oher liegt,
als der zu den dunklen Dreiecken geh¨ orende
Tabelle 4.2: Bezeichnung der in den Abb. 4.1-4.8 verwendeten Symbole.
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Abbildung 4.1: pmch-Verteilung nach 24 Stunden: dargestellt sind dreist¨ undig gemittelte Meß-
werte (mit Symbolen) und Ergebnisse von numerischen Berechnungen (mit Konturlinien) f¨ ur die
Schadstoffdichte von
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￿
￿
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￿
￿
￿
￿
￿
(unten) am Boden. Links stehen die
Resultate mit dem Flußverfahren (DWD-Simulation), rechts mit dem nicht-interpolierenden Ver-
fahren. Die verwendeten Symbole werden in der Tabelle 4.2 erkl¨ art.
te der am Boden durchgef¨ uhrten Messungen enthalten und deshalb als Richtwert f¨ ur die
berechnete Erstreckung der Schadstoffwolke betrachtet werden.
Um m¨ oglichst viele Daten aus der zur Verf¨ ugung stehenden Datenmenge als Grundla-
ge eines Vergleiches verwenden zu k¨ onnen, wurden folgende Meßwerte der Partialdich-
ten dargestellt:
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￿
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504.1. Ausbreitungsrechnungen
Abbildung 4.2: Die Abbildung zeigt das Ergebins der Berechnung der pmch-Ausbreitung. Es
handelt sich um den selben Modellauf wie bei Abb. 4.1, jedoch nach 36 Stunden.
￿
￿
￿
￿
￿
￿
f¨ ur pmcp. Dabei beziehen sich die Abb. 4.1 - 4.4 auf pmch, die Abb. 4.5 - 4.8 auf
pmcp – in beiden F¨ allen nach 24, 36, 48, 60 Stunden. Wie es sich an der unterschiedlichen
r¨ aumlichen Erstreckung der Konturlinien erkennen l¨ aßt, zeigen die oberen Graﬁken in ei-
ner Abbildung jeweils die niedrigeren Werte, w¨ ahrend die unteren Graphiken die h¨ oheren
Werte.
In den Abbildungen sind links die Darstellung der Ergebnisse mit dem Eulerschen
Ausbreitungsmodell,rechts die Resultate der nicht-interpolierendennumerischenBerech-
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Abbildung 4.3: Die Abbildung zeigt das Ergebins der Berechnung der pmch-Ausbreitung. Es
handelt sich um den selben Modellauf wie bei Abb. 4.1, jedoch nach 48 Stunden.
nung zu sehen. Der Ausstoßort ist in jeder Graﬁk mit einem unschattierten Rechteck mar-
kiert. Die Tabelle 4.2 enth¨ alt die Erkl¨ arung zu den Symbolen, mit denen die Qualit¨ at der
dargestellten Daten nach JRC beschrieben wird.
Der Vergleich der Ergebnisreihen vermittelt auf den ersten Blick eine große ¨ Ahnlich-
keit, manchmal sogar ¨ Ubereinstimmung der verschiedenen errechneten Resultate. Des-
sen wichtigste Konsequenz ist die Best¨ atigung der praktischen Anwendbarkeit der nicht-
interpolierenden Partikel-Lagrangeschen Methode. Zweitens kann man bei beiden Ex-
524.1. Ausbreitungsrechnungen
Abbildung 4.4: Die Abbildung zeigt das Ergebins der Berechnung der pmch-Ausbreitung. Es
handelt sich um den selben Modellauf wie bei Abb. 4.1, jedoch nach 60 Stunden.
perimenten beobachten, daß in den mit dem nicht-interpolierenden Verfahren erzielten
Ergebnissen ein gr¨ oßeres Gebiet von der Isolinie umschlossen wird. Vor allem am s¨ udli-
chen Rand der Kontur in den Abb. 4.1 - 4.4 entstehen solche Ausw¨ olbungen. Großskalige
Strukturen in den beiden Modellsimulationen unterscheiden sich jedoch nur geringf¨ ugig.
Aus diesem Grund ist weder die Eulersche, noch die nicht-interpolierende Methode als
besser einzustufen. Im s¨ udlichen Abschnitt der Linien in den Abb. 4.1 und 4.2 sind nur
wenig Daten vorhanden. Im oberen Abschnitt der Tracerwolken in Abb. 4.2 stehen jedoch
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Abbildung 4.5: Die Abbildung zeigt das Ergebnis der Berechnung der pmcp-Ausbreitung. Mit
Konturlinien wurde die Verteilung der Partialdichte von
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(unten) dargestellt. Links sind erneut die mit dem Flußverfahren erzielten Ergebnisse, rechts die
nicht-interpolierend berechneten Resultate. Die Markierung mit Symbolen entspricht den Anga-
ben der Tabelle 4.2.
Daten in ausreichender Zahl zur Verf¨ ugung und rechtfertigen die sich weiter n¨ ordlich er-
streckenden Konturlinien. In Abb. 4.3 (nach 48 Stunden) wird in beiden Modellstudien
ein Phasenunterschied gegen¨ uber den Messungen sichtbar. Sie zeigen eine Ausbreitung
nach S¨ ud-Osten an, die in den Simulationennicht wiedergegeben wird. Erst nach 60 Stun-
den erfassen auch die Modellrechnungen diese Verlagerung. Besonders f¨ ur h¨ ohere Kon-
544.1. Ausbreitungsrechnungen
Abbildung 4.6: Die Abbildung zeigt das Ergebnis der Berechnung der pmcp-Ausbreitung. Es
handelt sich um den selben Modellauf wie bei Abb. 4.5, jedoch nach 36 Stunden.
zentrationen (untere Graﬁken) von
￿
￿
￿
￿
￿
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￿
￿
￿
￿
￿
￿
liegen in Ost-Europa verwertbare Daten
außerhalb des Simulationsgebietes.
Im Falle des Tracers pmcp (siehe Abb. 4.5 - 4.8) ist die vorhandene Datenmenge zu
gering, um die Genauigkeit der numerischen Berechnungen zu pr¨ ufen. Abb. 4.5 zeigt die
Meßorte weit ¨ uber das Simulationsgebiet hinaus zerstreut. Im sp¨ ateren Verlauf der Si-
mulation liefern die westlich gelegenen Meßstationen verwertbare Daten, die es erm¨ ogli-
chen, die Lage der simulierten Wolke nach 36 Stunden (dargestellt in Abb. 4.6) bzw. 48
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Abbildung 4.7: Die Abbildung zeigt das Ergebnis der Berechnung von pmcp-Ausbreitung. Es
handelt sich um den selben Modellauf wie bei Abb. 4.6, jedoch nach 48 Stunden.
Stunden (dargestellt in Abb. 4.7) gut zu bestimmen. Zum Zeitpunkt 60 Stunden (in Abb.
4.8 zu sehen) umschließen die Ergebnisse ¨ uber West-Europa nur noch wenige Meßorte,
wobei die links stehende Eulersche Simulation einige Messungen r¨ aumlich besser erfaßt.
Vergleicht man die beiden Modellrechnungen, so kann man im zweiten Experiment eine
gut ¨ ubereinstimmende Lage und Erstreckung der Konturen bei beiden Modellrechnungen
ausmachen. Sie erscheinen sogar in Detailstrukturen gleich. Der s¨ udliche und s¨ ud-¨ ostli-
che Rand der Wolken erlaubt diesbez¨ ugliche Aussagen. Allerdings entwickeln sich diese
564.1. Ausbreitungsrechnungen
Abbildung 4.8: Die Abbildung zeigt das Ergebnis der Berechnung von pmcp-Ausbreitung. Es
handelt sich um den selben Modellauf wie bei Abb. 4.7, jedoch nach 60 Stunden.
Bereiche nach 48 (Abb. 4.7) und 60 Stunden (Abb. 4.8) in den Einzelheiten auseinander,
und ihre ¨ Ahnlichkeit bleibt nur ¨ uber die Tendenz der ¨ Anderungen vorhanden, w¨ ahrend
die oberen, n¨ ordlichen und nord-¨ ostlichen Passagen weiterhin zum Teil identisch sind.
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4.2 Anwendung der nicht-interpolierenden Methode zur Simulation trockener
und feuchter Konvektion
Nach den barotropen Modellstudien und den Ausbreitungsrechnungen soll nun die
Anwendbarkeit der nicht-interpolierenden Partikel-Lagrangeschen Methode am Beispiel
eines nicht-hydrostatischen Atmosph¨ arenmodells ¨ uberpr¨ uft werden, in dem die Modell-
physik weniger einschr¨ ankenden Annahmen unterliegt, als im Falle der Flachwasserdy-
namik. Der entsprechende physikalische Vorgang, dessen Ablauf maßgeblich durch den
Gradienten einer prognostischen Variablen gesteuert wird, und deshalb als Testfall zur
Untersuchung von Advektionsmethoden geeignet ist, sei das konvektive Aufsteigen einer
tropfenf¨ ormigen warmen Luftblase in trockener und feuchter Luft.
Bei großen Gradienten, die insbesondere an der Trennﬂ¨ ache zweier Fl¨ ussigkeitspha-
sen (bzw. -komponenten), aber auch an Temperaturgradienten in einem nicht-hydrosta-
tischen Modell vorhanden sind, ist die numerische Berechnung eines Anfangswert-Prob-
lems unter den gleichen Gesichtspunkten zu betrachten, wie z.B. die einfachste Modell-
studie der eindimensionalen Advektion mit konstanter Geschwindigkeit, denn die ge-
stellte Aufgabe beeinﬂußt die Fehlerstruktur der angewandten N¨ aherung nicht. Es wird
deshalb erwartet, daß die Berechnung des konvektiven Aufstiegs mit herk¨ ommlichen
L¨ osungsmethoden ¨ ahnliche numerische Fehler zu Folge hat, die man in Abb. 2.1 beob-
achten kann. Dies sind gegl¨ attete Gradienten bzw. dispersive Oszillationen an solchen
Gradienten, die selbst dann nicht v¨ ollig zu vermeiden sind, wenn die Diskretisierung fei-
ner wird. Da diese N¨ aherungsfehler z.B. durch die Analyse von Haltiner & Williams
(1980) hinreichend bekannt sind, wird die nicht-interpolierende numerische L¨ osung ei-
nem qualitativenVergleich mit der interpolierenden Lagrangeschen numerischen L¨ osung,
sowie mit einer durch zentrierte ﬁnite Differenzen in der lokalen Betrachtung errechneten
numerischen L¨ osung unterworfen.
584.2. Konvektionsexperimente
4.2.1 Das dynamische Modell
Die numerischen Modellstudien werden in einer nicht-hydrostatischen Modellatmo-
sph¨ are durchgef¨ uhrt. Deren prognostisches Gleichungssystem, in dem im Gegensatz zur
Formulierung von Robert (1993) die potentielle Temperatur
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bezeichnet. Der CORIOLIS-Effekt wurde, wie bei Doms
& Herbert (1985), vernachl¨ assigt, weil die Zeitskala der CORIOLIS-Beschleunigung viel
gr¨ oßer ist, als die der vom vertikalen Aufsteigen gepr¨ agten lokalen Beschleunigung.
Nicht-konvektive Transportprozesse werden im Modell nicht betrachtet. Ebenso wer-
den keine orographischen Erhebungen als untere Randbedingung vorgegegeben.
DieL¨ osungvon(4.5)verwendetimGegensatzzuGrabowski&Smolarkiewicz(1990),
H´ olm (1995), Pellerin et al. (1995) und Margolin et al. (1997) weder die divergenzfreie
(inkompressible) noch die anelastische N¨ aherung, weil dann der Druck, bzw. die EX-
NER-Funktion keine prognostischen, sondern nur noch diagnostische Gr¨ oßen sind und ih-
re Werte ¨ uber die L¨ osung einer elliptischen Gleichung ermittelt werden m¨ ussen. Obwohl
heutige numerische Methoden z.B. von Skamarock et al. (1997) und Smolarkiewicz et al.
(1997) solche elliptischen Aufgaben mit hinreichender Genauigkeit und Efﬁzienz berech-
nen, wurden die Konvektionsexperimenteausschließlich mit dem origin¨ aren ungeﬁlterten
System (4.5) durchgef¨ uhrt.
Wolkenphysikalische Prozesse werden bez¨ uglich Kondensation und Verdunstung ap-
proximativ nach der Methode der S¨ attigungsadjustierung ber¨ ucksichtigt. Nukleations-
und Sedimentationsprozesse werden vernachl¨ assigt, Wasser soll im Luftvolumen bleiben
(Doms & Herbert, 1985).
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Zur Beschreibung von Zustands¨ anderungen des Systems Wolkenluft (deﬁniert als
Gasgemisch trockene Luft Wasserdampf), worin Wassertropfen suspendiert sind, ist fol-
gendes Gleichungssystem anstelle von (4.5) zu l¨ osen:
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￿ den Massenbruch des Wasserdampfes und des Wolkenwassers. Nukleationseffekte
werden ebenfalls in
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erfaßt und im folgenden nicht mehr erw¨ ahnt. Um die Wechselwir-
kung zwischen
￿ ,
￿
￿
und
￿
￿ beobachten zu k¨ onnen, wird
￿ in (4.6) nicht adjustiert und
deshalb die prognostische Gleichung von
￿ in der Form wie in (4.5) verwendet.
Das Advektions-Kondensations-Problem (4.6) wird in zwei Schritten gel¨ ost. Aus-
gehend von den Anfangsbedingungen
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wird die physikalische Entwicklung zun¨ achst ohne Wasserphasen betrachtet, das heißt,
man integriert (4.5) als Spezialfall vom (4.6), indem darin
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tion) angenommen wird. F¨ ur diesen kondensationsfreien Zustand resultiert die L¨ osung
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sichtigung des Kondensationseffektes endg¨ ultig zu bestimmen sind. Sodann wird S¨ atti-
gung als Modellprozess vorausgesetzt. Das heißt die Werte
￿
￿
￿
!
￿
￿
￿
!
￿
￿
￿
￿
￿
￿ werden festge-
legt, indem die Stoffbedingungen
￿
￿
￿
￿
￿
￿ wenn
￿
￿
￿
￿
￿
￿
￿
￿
￿
wenn
￿
￿
￿
￿
￿
￿
￿
￿ (4.7)
sowie die Temperaturdifferenz
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
(4.8)
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604.2. Konvektionsexperimente
bestimmt wird (
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￿ bedeutet den S¨ attigungswert f¨ ur
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). In (4.7) und (4.9) wurde der von
￿ und
￿
unabh¨ angige S¨ attigungswert
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￿ als eine Funktion der potentiellen Temperatur
angesetzt. Man f¨ uhrt nun eine TAYLOR-Entwicklung von
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￿ um die bekannte potentielle
Temperatur
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Aus (4.8),(4.9) und (4.10)folgt dieumzuwandelndeWasserdampfmenge inAbh¨ angigkeit
von gegebenen
￿ -Werten
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Dabei ist die partielle Ableitung im mit
￿ bezeichneten Zustand gegeben durch
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wobei der erste Term aus der N¨ aherungsformel
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wobei
￿
￿
die Gaskonstante des Wasserdampfes ist.
4.2.2 Numerische L¨ osungsmethoden
Die zu vergleichenden L¨ osungsprozeduren f¨ ur (4.5) unterscheiden sich in der Dis-
kretisierung der linken Seiten. F¨ ur die rechten Seiten wird bei jeder Modellkonﬁgurati-
on in gleicher Weise das um eine halbe Maschenweite versetzte C-Gitter nach Arakawa
& Lamb (1981) verwendet. Dieses quadratische, kartesische Gitter von
￿
￿
￿
￿
￿
￿
Punk-
ten wird mit den konstanten Maschenweiten
￿
￿ und
￿
￿
deﬁniert. Somit gilt f¨ ur jeden
￿
￿
￿
￿
￿
￿
￿
￿ Gitterpunkt
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Die Zeitintegration erfolgt
mit dem split-expliziten Verfahren. Verschiedene Varianten des split-expliziten Verfah-
rens werden in den Arbeiten von Gadd (1978), Haltiner & Williams (1980) Klemp &
Wilhelmson (1978), Purser & Leslie (1991b), Skamarock & Klemp (1992), Browning &
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Kreiss (1994), Skamarock & Klemp (1994) und Wicker & Skamarock (1998) diskutiert.
Bei der split-expliziten Zeitintegration handelt es sich um eine Methode, die die progno-
stischen Gr¨ oßen zum Zeitpunkt
￿
￿
￿
￿
￿
￿
￿
￿
￿ nur aus den Werten zum Zeitpunkt
￿
￿
￿
￿
￿
berechnet. Deshalb tritt kein sog. computational mode in der numerischen L¨ osung auf.
Im Gegensatz zu semi-impliziten Integrationsmethoden, wie z.B. bei Bonaventura
(2000), der die Pr¨ asenz orographischer Erhebungen im kartesischen Koordinaten-System
(anstelle einer gel¨ andefolgenden Vertikalkoordinate) ber¨ ucksichtigt, wird man der Stabi-
lit¨ atsbedingung im Falle der split-expliziten Integration nicht dadurch gerecht, daß man
die Phasengeschwindigkeit der sich schnell ausbreitenden Schall- und Schwerewellen
k¨ unstlich verlangsamt. Der Pr¨ asenz unterschiedlicher Zeitskalen im dynamischen Sy-
stem wird mit unterschiedlich langen Zeitschritten Rechnung getragen. Somit gestaltet
sich der Integrationsschrittim Falle der Eulerschen, sowie der interpolierenden und nicht-
interpolierenden Lagrangeschen numerischen L¨ osung wie folgt:
￿ Eulersche Behandlung der Advektion: zun¨ achst werden die Advektionstendenzen
in der Mitte des Zeitintervalls ausgerechnet. Dieses geschieht in zwei Stufen. Als
erstes entwickelt man die zu advehierenden Felder
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , wie dies bei
Press et al. (1992) und Haltiner & Williams (1980) beschrieben wird, mit Hilfe der
Eulerschen Vorw¨ artsintegration ¨ uber einen halben Zeitschritt
￿
￿
￿
￿
￿
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wobei der Anfangszustand aus Stabilit¨ atsgr¨ unden r¨ aumlich gemittelt ber¨ ucksichtigt
werden muß. Die Mittelung wird mit Querstrich angedeutet. Danach folgt im Sinne
eines zeitlich zentrierten Schrittes (2.27) die Berechnung der Advektionstendenzen
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
&
￿ (4.15)
Die potentielle Temperatur
￿ besitzt in (4.5) keine Quellterme, weshalb f¨ ur diese
Gr¨ oße die Integration bereits abgeschlossen ist:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . F¨ ur
￿
￿
￿
￿
￿
￿
￿
￿
ben¨ otigt man zus¨ atzlich die iterative Berechnung der rechten Seiten ¨ uber die klei-
nen Zeitschritte
￿
￿
￿
￿
￿
￿
￿
￿
￿
, wobei
￿
=5 die Anzahl der durchzuf¨ uhrenden Itera-
tionsschritte bedeutet. Damit lautet die split-explizite Methode im Iterationsschritt
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￿
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womit man bei
￿
￿
￿
den Zustand
￿
￿
￿
￿
￿
￿
￿
￿
￿ erreicht.
￿ Interpolierende semi-Lagrangesche Methode der Advektion: die Implementierung
der interpolierenden Lagrangeschen Advektionsmethodeerfolgt mitdenselben Pro-
grammodulen wie im Eulerschen Modell. Lediglich werden zur Bestimmung der
Herkunft von Trajektorien, die an Gitterpunkten enden, bzw. zur Interpolation der
Feldwerte zwischen benachbarten Gitterpunkten neue Unterprogramme benutzt.
Somit gestaltet sich die Lagrangesche Integration von (4.5) in folgender Weise. Der
Eulersche Vorw¨ artsschritt ¨ uber
￿
￿
￿
￿
,
￿
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umfaßt diesmal nur die Geschwindigkeitskomponenten
￿ und
￿ 3. Danach ﬁndet
die Bestimmung des Anfangspunktes f¨ ur jede Trajektorie statt, wobei jeder der an
verschiedenen Orten deﬁnierten Variablen eine eigene Trajektorie im r¨ aumlich ver-
setzten C-Gitter zugeordnet wird. Die iterative Rechenprozedur l¨ ost (2.43) (siehe
auch (3.3) mit negativenVorzeichen f¨ ur die Ortskoordinaten) f¨ ur den Anfangspunkt
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Die Interpolation wird mit dem zweidimensiona-
len Lagrangeschen Interpolationspolynom dritter Ordnung berechnet (Press et al. ,
1992). Damit erh¨ alt man die Advektion f¨ ur
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ als
￿
￿
￿
￿
￿
￿
￿
￿
0
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Der gesuchte Wert der potentiellen Temperatur
￿ ist an diesem Punkt der
L¨ osungsprozedur bestimmt. F¨ ur die Variablen
￿
￿
￿
￿
￿
￿ wird zun¨ achst die Wirkung
der Advektion
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ berechnet und dann mit dem
Verfahren der kleinen Zeitschritte (4.16) (Haltiner & Williams, 1980) die rechten
Seiten von (4.5) ermittelt. Alternative M¨ oglichkeit f¨ ur interpolierende Methoden
zur ¨ Ubertragung des Feldes vom Lagrangeschen ins Eulersche Gitter wurden von
Purser & Leslie (1991a), Sun & Yeh (1997) und Nair et al. (1999) entwickelt.
￿ Nicht-interpolierende semi-Lagrangesche Methode der Advektion
Die nicht-interpolierende Methode wird auf einem hybriden Gitter implementiert.
Das heißt, die Variablen
￿ ,
￿ und
￿ werden weiterhin entweder mit den zentrierten
Eulerschen Differenzen oder interpolierend advehiert und die beweglichen Lagran-
geschen Gitterpunkte
￿
￿
￿
￿
￿
￿
￿ werden nur f¨ ur die potentielle Temperatur eingesetzt.
3Wicker & Skamarock (1998) diskutieren die Notwendigkeit des Einbeziehens von Schall- und Schwe-
rewellentermen in die Bestimmung von
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Auf der Zeitskala der durchgef¨ uhrten Konvektionsexperi-
mente wurde kein Unterschied zu den Ergebnissen beobachtet, in denen (4.17) auch f¨ ur
￿ berechnet wird.
634. Anwendungsbeispiele
Die Anwendung der beweglichen Gitterpunkte ﬁndet in engem Zusammenhang mit
dem r¨ aumlich eindimensionalen Verfahren des Kapitels 3 statt. Die Projektion und
die Gittergl¨ attung geschehen auf der Basis der zweidimensionalen Erweiterung der
imKapitel3erl¨ autertenMethoden.Der UnterschiedzumbarotropenModellbesteht
einzig darin, daß die programmtechnischeVerwaltung der beweglichenPunkte ¨ uber
einen in Partikelverfahren ¨ ublichen bin¨ aren Baum geschieht, dessen Tiefe und Brei-
te sich dynamisch ¨ andert. Durch diese M¨ oglichkeit hat sich im Laufe der Konvekti-
onsexperimente als vorteilhaft herausgestellt, w¨ ahrend der Integration ¨ uber die an-
fangs geltende eindeutige Zuordnung zwischen den Lagrangeschen und Eulerschen
Gittern hinaus mehrere Partikel in einem festen Gitterintervall zuzulassen. Die An-
zahl der Partikel wurde jedoch auf h¨ ochstens 4 in einem festen Intervall beschr¨ ankt.
Gleichzeitig war es notwendig, darauf zu achten, daß sie innerhalb des Eulerschen,
festen Intervalls alle in einem anderen Quadranten der Gitterbox stehen, andernfalls
griff die im Kapitel 3 erl¨ auterte Gittergl¨ attung ein. Zweitens mußte Sorge getragen
werden, daß kein festes Intervall zu Beginn eines Zeitschrittes wegen der Konver-
genz in anderen Bereichen ohne bewegliche Punkte bleibt. Auf diese Weise l¨ aßt
sich eine Art adaptives Gitter schaffen, welches sich automatisch dort verfeinert,
wo Konvergenz das Feld aufraut. Da die Geschwindigkeitsverteilung dieses in er-
ster Linie aus den Unterschieden in der potentiellenTemperatur heraus tut, wird das
Gitter dem Gradienten von
￿ angepasst.
F¨ ur die Zeitintegration wird der halbe Zeitschritt zum Mittelpunkt der Zeitebene
ausgef¨ uhrt. Bei Advektion der Variablen
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ mit zentrierten Eulerschen
Differenzen werden alle 3 Variablen vorw¨ arts entwickelt, bei der interpolierenden
Lagrangeschen Methode nur die Geschwindigkeitskomponenten
￿
￿
￿
￿
￿
￿ . Danach
wird mit der zweidimensionalen Form von (3.3) und der Geschwindigkeit
￿
￿
￿
￿
￿
￿
￿
der neue Endpunkt aller Trajektorien ausgerechnet, gefolgt von der Projektion der
im beweglichen Gitter
￿
￿
￿
￿
￿
￿
￿ deﬁnierten Amplituden
￿
￿
￿
￿ auf das feste Eulersche
Gitter
￿
￿
￿
￿
￿
￿
￿ , um in der iterativen Prozedur der kleinen Zeitschritte (4.16) die
rechten Seiten von (4.5) zu bestimmen.
4.2.3 Ergebnisse der Modellvergleiche f¨ ur trockene Konvektion
Im trockenadiabatischen Modell (4.5) enth¨ alt die prognostische Gleichung der poten-
tiellen Temperatur keine Quellterme. Das heißt, daß die potentielle Temperatur
￿ eine
konservative Gr¨ oße ist und deshalb alle Werte erhalten werden m¨ ussen. Eine solche Ge-
nauigkeit l¨ aßt sich w¨ ahrend der numerischen Integration von (4.5) nicht erreichen. Im
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Rahmen der zu erzielenden Genauigkeit wird jedoch erwartet, daß weder kleinere Werte
als der anfangs kleinste, noch gr¨ oßere als der anfangs gr¨ oßte Wert von
￿ , vorkommen
d¨ urfen. Somit gilt
￿
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￿ Werden nun die Anfangsbedingungen entsprechend der Kastenfunktion der
Abb. 2.1 gew¨ ahlt, eignet sich (4.5) zur ¨ Uberpr¨ ufung der Monotonit¨ at einer Methode.
Durch die Verteilung von
￿ ist n¨ amlich die M¨ oglichkeit gegeben, im Rahmen der von
(4.5) beschriebenen trockenadiabatischen Prozesse die Bewegung eines frontartigen Gra-
dienten von kalter zu warmer Luft, ¨ ahnlich zur Abb. 2.1, zu untersuchen.
¨ Uber die Entwicklungdes Temperaturverlaufes am ¨ Ubergangzwischen Minimumund
Maximum ist zun¨ achst nur so viel bekannt, daß unter inkompressiblen Bedingungen die
Form des Gradienten entlang der Normalen erhalten bleiben m¨ ußte, weil die Fl¨ ussigkeits-
teilchen sich nicht zueinander bewegen und die eingeschlossene Warmluft ihr Volumen
erh¨ alt. Im Falle von (4.5) handelt es sich jedoch um ein elastisches System, worin der Ab-
stand zwischen der eingeschlossenen Warmluft und der Umgebungsluft zur Berechnung
des Gradienten verschieden sein darf.
Die Abb. 4.9 - 4.11 zeigen die Entwicklung der potentiellen Temperatur f¨ ur die Eu-
lersche numerische L¨ osung, sowie die interpolierenden Lagrangeschen und nicht-inter-
polierenden Partikel-Lagrangeschen numerischen L¨ osungen, die auf einem Rechengitter
von
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Punkten mit den Maschenweiten
￿
￿
￿
￿
￿
￿
￿
￿
m und
dem Zeitschritt
￿
￿
￿
￿
￿
￿
￿
s berechnet werden. Die iterative Berechnung der rechten Sei-
ten von (4.5) gem¨ aß der forward-backward Methode (4.16) erfolgte mit dem reduzierten
Zeitschritt von
￿
￿
￿
￿
￿
￿
￿
￿
. Im Anfangszustand ist die Atmosph¨ are quasi-hydrostatisch
und mit
￿
￿
￿
￿
￿
K thermisch neutral geschichtet. Die kreisf¨ ormige warme Luftblase mit
￿
￿
￿
￿
￿
K wurde als St¨ orung am Gitterpunkt (50,30) mit einem Radius von
￿
￿
￿
￿
￿
￿ dem
Anfangszustand ¨ uberlagert. Die Konturlinien von
￿
￿
291, 292, 293, 294, 295 K wur-
den mit verschiedenen Graustufen dargestellt. Die dunkelste Schattierung entspricht dem
Bereich
￿
￿
￿
￿
￿
K.
An der Eulerschen L¨ osung mit den zentrierten ﬁniten Differenzen in Abb. 4.9 sind die
angesprochenen Oszillationen um das sich nach oben bewegende Gebilde herum deut-
lich sichtbar. Im Inneren der Luftblase setzen sich die Oszillationen fort und erzeugen
unphysikalische Werte der potentiellen Temperatur von ¨ uber 295 K. Somit bedeutet der
zusammenh¨ angend erscheinende, dunkel schattierte innere Bereich der Luftblase zumeist
h¨ ohere
￿ -Werte als 295 K. Die obere Außenkontur in jeder einzelnen Graphik ist im Ver-
gleich zum unteren Schweif, der auf dem Gitter als kleinskaliger, hochfrequenter L¨ arm
auftritt, relativ glatt. Die typische Wellenl¨ ange des L¨ arms betr¨ agt
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
Die Steigerung der Genauigkeit durch Anwendung der interpolierenden semi-Lag-
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Abbildung 4.9: Dargestellt ist die Entwicklung des Feldes der potentiellen Temperatur
￿ . Eine
in kalter Umgebung von 290 K isolierte Warmluftblase von 295 K steigt adiabatisch auf. Die
dunkler werdenden Graustufen markieren die Bereiche zwischen den Isolinien 291, 292, 293,
294, 295 K. Die Abbildung zeigt die Simulation mit Eulerschen zentrierten Differenzen. Die f¨ ur
dieses Verfahren charakteristischen starken ¨ Ubersch¨ usse im Inneren der Warmluftblase wurden
nicht durch zus¨ atzliche Isolinien markiert.
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Abbildung 4.10: Wie Abb. 4.9, jedoch mit der interpolierenden Lagrangeschen Methode.
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Abbildung 4.11: Wie Abb. 4.9, jedoch mit der nicht-interpolierenden Lagrangeschen Methode
(Partikelverfahren). Die Resultate zeigen keine Oszillationen, die Isolinien von
￿ verlaufen eng
beieinander. Durch Schattierung k¨ onnen nur die Werte 294 K und 295 K unterschieden werden,
andere Gradienten bleiben innerhalb der Zeichnungsgenauigkeit.
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rangeschen numerischen L¨ osung statt der Eulerschen numerischen L¨ osung mit zentrier-
ten Differenzen ist in der Abb. 4.10 deutlich sichtbar. Die Luftblase bleibt w¨ ahrend des
Aufstiegskompakter, die Oszillationenauf der kleinen Skala sind weniger ausgepr¨ agt. An
der Außenkontur bilden sich kleine Strukturen, die bereits nach 80 s erscheinen und nach
140 s die Berandung des Gebildes klar bestimmen. ¨ Ahnliche Ph¨ anomene sind bei Gra-
bowski & Clark (1985) und bei Pellerin et al. (1995) als kleine, sich seitlich abrollende,
KELVIN-HELMHOLTZsche Wirbel identiﬁziert worden.
An den sp¨ ateren Entwicklungsphasen der Warmluftblase nach 200 s und 260 s l¨ aßt
sich im unteren Bereich eine Einf¨ adelung erkennen. Noch weiter in der Zeit vorange-
schritten breitet sich das Gebilde horizontal aus und am Gebietsrand beeinﬂussen Fehler
das
￿ -Feld. Gleichzeitig verschm¨ alert sich die Verbindung zwischen den beiden Augen
der Luftblase, bis die Auﬂ¨ osung des Gitters am immer d¨ unner werdenden Strang erreicht
ist.
Weitere Verbesserung der Ergebnisse wurde durch die nicht-interpolierende Partikel-
Lagrangesche numerische L¨ osung erzielt, die in Abb. 4.11 dargestellt ist. Solche Oszilla-
tionen, die in Abb. 4.9 auftreten, sind diesmal weder an der ¨ außeren Berandung, noch im
Inneren der Luftblase zu verzeichnen. Eine Unterscheidung der Isolinien ist nur zwischen
￿
￿
￿
￿
￿ K und
￿
￿
￿
￿
￿
K m¨ oglich, unterhalb von
￿
￿
￿
￿
￿ K jedoch nicht mehr. Im
Gegensatz zur interpolierenden Methode (Abb. 4.10) treten die ¨ außeren Wirbel zun¨ achst
weniger strukturiert auf. Es sind die großskaligen Strukturen, die die Pilzform der Luft-
blase im Laufe der Integration bestimmen. Allerdings entwickeln sich die unteren Arme
in diesem Fall am feinsten. Sie bleiben sogar auch zu einem sp¨ ateren Zeitpunkt (
￿ =320
s) bis zur Konturlinie von
￿
￿
￿
￿
￿ K klar aufgel¨ ost. Auch sind die Randeffekte weniger
stark ausgepr¨ agt und das Gebilde bleibt fast vollst¨ andig symmetrisch. Den maßgeblichen
Unterschied zur interpolierenden Methode ¨ uber die angestrebte Monotonit¨ at hinaus stel-
len die fehlenden kleinskaligen Wirbel an der oberen Berandung dar. Stattdessen bleiben
gr¨ oßerskalige Verwirbelungen ¨ uber l¨ angere Zeit und in besserer Auﬂ¨ osung erhalten.
4.2.4 Ergebnisse der Modellvergleiche f¨ ur feuchte Konvektion
Das nicht-hydrostatische Modell f¨ ur trockenadiabatischen Prozesse soll nun dahinge-
hend erweitert werden, daß das Luftpaket neben trockener Luft auch
￿
&
￿
￿ in Form von
Wasserdampf und Wasser enthalten soll und Phasenumwandlungen zugelassen werden.
Es wird dabei angenommen, daß die Tr¨ opfchen mit dem Luftpaket transportiert werden
und nicht ausfallen. Man bezeichnet das Kondensat deshalb als Wolkenwasser.
Durch Einbeziehen von Phasenumwandlungen soll untersucht werden, ob in der nu-
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Abbildung 4.12: Dargestellt ist das Aufsteigen des warmen Lufttropfens in feuchter Umgebung.
Die Simulation wurde mit der interpolierenden Lagrangeschen Methode durchgef¨ uhrt. Die Gra-
ﬁken zeigen die Verteilung der potentiellen Temperatur
￿ , nachdem Phasenumwandlung bereits
stattﬁndet. Die Isolinien markieren Werte von 292, 294, 296, 298, 300 K.
merischen L¨ osung der Modellgleichungen die einzeln monoton advehierten Felder auch
nach der Wechselwirkung durch die Phasenumwandlung positiv und monoton bleiben.
Diese Frage stellt sich nicht nur wegen der Tatsache, daß die L¨ osung der Bilanzglei-
chungen (2.4), in denen der Index
￿ z.B. die verschiedenen
￿
&
￿
￿ -Phasen andeutet, nur
auf Grund der physikalischen Nebenbedingung
￿
￿
￿
￿
￿
￿
die Positivit¨ at der Gr¨ oßen
￿
￿
gew¨ ahrt. Aus den Ergebnissen von Grabowski & Smolarkiewicz (1990) ist zu schließen,
daß außer der Positivit¨ at und im allgemeinen auch der Monotonit¨ at von mehreren gleich-
zeitig (numerisch)advehiertenGr¨ oßen auch die Bedingungder Kompatibilit¨ atder Gr¨ oßen
untereinander zu erf¨ ullen ist. Bisher wurde dises Kriterium von Sch¨ ar & Smolarkiewicz
(1996), VanderHeyden & Kashiva (1998) und Carmana et al. (1998) ber¨ ucksichtigt. Im
Zusammenhang mit dem Gleichungssystem (4.6) belegen die Ergebnisse von Pellerin
704.2. Konvektionsexperimente
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Abbildung 4.13: Dargestellt ist der zu 4.12 geh¨ orende Massenbruch von Wolkenwasser
￿
￿ . Die
Abbildung zeigt das Wachstum einer warmen Wasserwolke. Den Isolinien wird ein Wolkenwas-
sergehalt von
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
kg in 1 kg Luftmasse zugeordnet.
et al. (1995) und Margolin et al. (1997), daß Kompatibilit¨ at zwischen der Temperatur
und der umgewandelten atmosph¨ arischen Wassermenge in der numerischen Berechnung
des feuchtkonvektiven Aufstieges eines idealisierten Cumulus eine wichtige Rolle spielt.
Bei den oszillierenden zentrierten Eulerschen Differenzen w¨ are die Kompatibilit¨ at auch
mit zus¨ atzlichen Filtern nur schwer zu erf¨ ullen. Deshalb wird die Berechnung des feucht-
konvektiven Aufstiegs nur mit den interpolierenden und nicht-interpolierenden Methoden
durchgef¨ uhrt. Die interpolierende Methode wurde f¨ ur diesen Zweck monoton und kom-
patibel gestaltet, indem ¨ Ubersch¨ usse eliminiert und mittels Korrektur von Pellerin et al.
(1995) k¨ unstliche Kondensation vermieden werden. Das Partikelverfahren ist per Deﬁni-
tion monoton und kompatibel.
Der Anfangszustand, sowie die Diskretisierungsans¨ atze und Parameter wurden aus
dem adiabatischen Experiment ¨ ubernommen; das heißt: quasi-hydrostatische Schichtung
714. Anwendungsbeispiele
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Abbildung 4.14: Dargestellt ist der zu 4.12 geh¨ orende Massenbruch des Wasserdampfs
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
. Infolge der entstandenen seitlichen Zirkulationen wird aus unteren Schichten
Wasserdampf nach oben advehiert. Der Transport ﬁndet entlang der sich trichterf¨ ormig zusam-
menziehenden Trajektorien statt. Die Isolinien bedeuten
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
kg Wasserdampf in 1 kg Luftmasse.
mit dem Referenzdruck
￿
!
￿
￿
￿
￿
hPa, konstante H¨ ohenproﬁle der potentiellen Tempera-
tur mit
￿
￿
￿
￿
￿
K (neutrale Modellatmosph¨ are) und der relativen Feuchte mit RH=80%.
Dann wurde, wie bei dem adiabatischen Experiment, dem Hintergrundfeld der potenti-
ellen Temperatur
￿ eine St¨ orung von 5 K ¨ uberlagert. Entsprechend wurde zun¨ achst ein
adiabatischer Aufstieg bis zur Kondensationsh¨ ohe angeregt und von dort aus entlang der
Feuchtadiabate weitergef¨ uhrt. Oberhalb der Kondensationsh¨ ohe fand im Sinne der wol-
kenphysikalischen Parametrisierung Wolkenbildung statt.
Die Abb. 4.12 - 4.14 zeigen die Modellrechnungen mit der interpolierenden Metho-
de, und die Abb. 4.15 - 4.17 die entsprechenden Resultate mit dem nicht-interpolieren-
den Partikel-Lagrangeschen Verfahren. An der Verteilung der potentiellen Temperatur ist
724.2. Konvektionsexperimente
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Abbildung 4.15: Die Graﬁk zeigt die mit dem nicht-interpolierenden Verfahren simulierte Vertei-
lung der potentiellen Temperatur
￿ . Der Wertebereich der Linien und der Schattierung korrespon-
diert mit Abb. 4.12.
sowohl im Falle der interpolierenden als auch der nicht-interpolierenden Methode zu er-
kennen, daß die ¨ außere Berandung starke ¨ Ahnlichkeit mit der Form zeigt, die ohne Pha-
senumwandlung w¨ ahrend des trockenadiabatischen Aufstiegs (
￿
￿
￿
￿
) zustande kam.
Dar¨ uber hinaus l¨ aßt sich im Inneren der Luftblase eine Erh¨ ohung von potentieller Tem-
peratur an der Stelle beobachten, wo Wasserdampf kondensiert und demzufolge das in
Abb. 4.13 bzw. 4.16 dargestellte Wolkenwasser zunimmt. Dies zeigen besonders deut-
lich die linsenf¨ ormigen, sich horizontal erstreckenden Bereiche. Der zu kondensierende
Wasserdampf wird entsprechend der Analyse von Grabowski & Clark (1985) aus unteren
Schichten durch eine Zirkulation zugef¨ uhrt. Sie transportiert Luftmasse auf beiden Seiten
an der vertikalen Achse von oben nach unten bzw. umgekehrt. Dadurch gelangt entlang
des von unten nach oben verlaufenden B¨ undels von Trajektorien immer mehr Wasser-
dampf in die Kondensationsh¨ ohe. Gleichzeitig entsteht aus dem zur Verf¨ ugung stehenden
734. Anwendungsbeispiele
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Abbildung 4.16: Die Graﬁk zeigt die mit dem nicht-interpolierenden Verfahren simulierte Vertei-
lung des Massenbruchs von Wolkenwassergehalt
￿
￿ . Die Konturen und die Schattierung wurden
gem¨ aß Abb. 4.13 verwendet.
Wasserdampf eine pilzf¨ ormige Wasserwolke.
Der Zirkulationsmechanismuskommt durch die unterschiedliche Behandlung der Ad-
vektion in den zu vergleichenden Experimenten anders zustande und bewirkt eine unter-
schiedliche Verteilung der Felder. Im Falle der potentiellen Temperatur nehmen die zwei
oberen von der Isolinie
￿
￿
￿
￿
￿ K umrandeten Bereiche in den interpolierend erzielten
Resultaten in Abb. 4.12 zu. Beim Partikelverfahren in Abb. 4.15 ist zu beobachten, daß,
wie im Falle des trockenen Aufstiegs, die oberen Ausw¨ olbungen klein bleiben, w¨ ahrend
die unteren ¨ uppiger werden. Der in der Mitte nach unten zeigende Schlauch w¨ achst in
beiden Modellsimulationen ungef¨ ahr gleichm¨ aßig an. Verschieden ist dabei jedoch die
Ver¨ anderung des Schlauchs und die innere Fl¨ ache, in der die potentielle Temperatur auf
Grund von Kondensationansteigt. Letzteres spiegeltsich auch im Wachstum der Wolke in
Abb. 4.13, 4.16 wieder. Die Isolinien
￿
￿
￿
￿
￿
￿
￿
￿
￿
, dies sind die hellsten Gebiete, vertei-
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Abbildung 4.17: Die Graﬁk zeigt die mit dem nicht-interpolierenden Verfahren simulierte Vertei-
lung des Massenbruchs von Wasserdampfgehalt
￿
￿
. Die Konturen und die Schattierung entspre-
chen Abb. 4.14.
len sich bei der interpolierenden Lagrangeschen L¨ osung vollst¨ andig anders. In der oberen
H¨ alfte der nicht-interpolierend berechneten Wolke kapseln sich durch die aufgebaute Zir-
kulation zum Teil Wolkenzellen ab und bilden separate Strukturen. Das interpolierend
berechnete Ergebnis zeigt lediglich eine Ausweitung der Isolinie von
￿
￿
￿
￿
￿
￿
kg Wolken-
wasser in 1 kg Luftmasse an der Wolkenoberseite, und einen horizontalen Riß. ¨ Ahnlich
verschieden entwickelt sich die Verteilung des Wasserdampfes in Abb. 4.14, 4.17. Mit
dem Partikelverfahren erh¨ alt man eine Austrocknung der Luft in den unteren Schichten,
die die anders gew¨ ahlte untere Randbedingung verursacht. Allerdings ist der Unterschied
in der Verteilung des Wasserdampfgehaltes zirkulationsbedingt. Im Gegensatz zur inter-
polierenden Modellrechnungen, trennen sich als Folge st¨ arkerer Wolkenbildung und Zir-
kulation anfangs zusammenh¨ angender Bereiche.
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SCHLUSSBEMERKUNGEN
In dieser Arbeit wurde die Anwendbarkeit der nicht-interpolierenden Partikel-Lagrange-
schen Methode zur numerischen Berechnung der Advektion anhand von Modellstudien
untersucht. Dabei wurden numerische L¨ osungen durch herk¨ ommliche N¨ aherungsmetho-
den gegen¨ uber der nicht-interpolierendberechneten L¨ osungqualitativverglichen.Ein sol-
cher Vergleich war deshalb m¨ oglich, weil herk¨ ommliche N¨ aherungsverfahren analytisch
hinreichend untersucht sind und weil gen¨ ugend Erfahrung ¨ uber die Wirkung und Erschei-
nungsform ihrer N¨ aherungsfehler vorliegt.
Wie man von den Ergebnissen in Abb. 2.13 ablesen kann, kann man N¨ aherungsfeh-
ler sowohl als einen der L¨ osung ¨ uberlagerten dissipativen (gl¨ attenden) Prozess wahrneh-
men, als auch als hochfrequente Oszillationen am Verlauf der L¨ osung beobachten kann.
Gl¨ attung und Oszillationen haben die Eigenschaft, daß sie bei Erh¨ ohung der r¨ aumlichen
Auﬂ¨ osung der prognostischen Gr¨ oßen sowie der N¨ aherungsordnung zwar reduziert, aber
nicht g¨ anzlich eliminiert werden k¨ onnen. Beide treten dann besonders ausgepr¨ agt auf,
wenn die Verteilungen der prognostischen Gr¨ oßen starke r¨ aumliche Gradienten enthalten.
Dadurch, daß jede L¨ osungsmethode einen anderen N¨ aherungsfehler verursacht, kann
man die numerischen Verfahren der jeweiligen Aufgabenstellunganpassen, wobei in eini-
gen Anwendungen, insbesondere in der numerischen Wettervorhersage, auch der Aspekt
des Rechenaufwandes und somit der Faktor der Rechenzeit eine wesentliche Rolle spielt.
L¨ osungsverfahren, die wegen ihrer hohen Genauigkeit in den Ingenieurwissenschaften
zum Einsatz kommen, sind wegen ihrer zeitintensiven Rechenprozedur f¨ ur die t¨ agliche
Routine der numerischen Wettervorhersage nicht geeignet. Deshalb werden in den Mo-
dellstudien haupts¨ achlich solche N¨ aherungsmethoden dem Vergleich mit der nicht-inter-
polierenden Methode unterworfen, die zur Berechnung der EULERschen oder NAVIER-
STOKESschen GleichungenindernumerischenWettervorhersageangewandtwerden.Dies
sind zentrierte ﬁnite Differenzenverfahren, sowie die interpolierende Lagrangesche Be-
rechnungsweise.
Auf Grund der Tatsache, daß die N¨ aherungsfehler einer Methode nicht von der Kom-
plexit¨ atder Aufgabenstellungabh¨ angen, l¨ aßt sich die Frage, ob die Genauigkeit einer Me-
thode zur L¨ osung eines bestimmten Anfangswertproblems hinreichend ist, auch anhand
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einfachster Aufgabenstellungen beantworten. Deshalb werden die L¨ osungen der Glei-
chungen (2.5) und (2.13), sowie ihre entsprechenden zweidimensionalen Formulierungen
als Testfall f¨ ur Fluß- bzw. Advektionsmethoden verwendet. Als Beispiel f¨ ur solche Test-
ergebnisse wurde in Abb. 2.1 die L¨ osung von (2.13) durch zentrierte ﬁnite Differenzen
dargestellt, und in der Diskussion dieser Ergebnisse angedeutet, daß Gl¨ attung und Oszil-
lationen vor allem an den großen Gradienten entstehen. Im Gegensatz zu herk¨ ommlichen
Verfahren wird die gleiche Aufgabe von einem nicht-interpolierenden L¨ osungsverfah-
ren, wie der Partikel-Lagrangeschen Methode, fehlerfrei gel¨ ost, denn eine solche L¨ osung
kommtnichtdurch N¨ aherung der r¨ aumlichenGradientenzustande. Der Beweis daf¨ ur wird
durch L¨ osung des Gleichungssystems (3.2) unter den in Kapitel 3 angegebenen Anfangs-
bedingungenerbracht, dajene Anfangswert-Aufgabe,wie imFalleder L¨ osungvon(2.13),
einer konstanten Verlagerung entspricht.
In den weiteren Modellstudienmit dem dichtekonstanten barotropen Modell, sowie in
den Ausbreitungs- und Konvektionsberechnungen wurde als einziges negatives Ergebnis
gefunden, daß die ¨ Uberstr¨ omung einer orographischen Erhebung im barotropen Modell
mit dem nicht-interpolierenden Verfahren zu Ungenauigkeit f¨ uhrt, sobald die Erhebung
kleinerskalig wird. Die Ursache daf¨ ur liegt darin, daß die Gittertransformationen
￿
￿
￿
￿
und
￿
￿
￿
￿
￿ , zwecks Erhaltung der Monotonit¨ at der nicht-interpolierenden Methode und Be-
schr¨ ankung des Rechenaufwandes, Interpolationen niedriger Ordnung verwenden.
In allen anderen numerischen Experimenten unterstreichen die Ergebnisse die An-
wendbarkeit der nicht-interpolierenden Partikel-Lagrangeschen Methode dadurch, daß
dienumerischeL¨ osungdasgeforderteKriteriumvonMonotonit¨ atimGegensatzzuherk¨ omm-
lichen N¨ aherungsmethoden erf¨ ullt. Die Verteilung der Schadstoffkonzentration im Falle
der Ausbreitungsszenarien sowie der prognostischen Gr¨ oßen des feuchtkonvektiven Auf-
stiegs im nicht-hydrostatischen Modell bleibt zusammenh¨ angend und kompakt; die Gra-
dienten dieser Gr¨ oßen werden nicht gegl¨ attet.
Am deutlichsten ist die Steigerung der Genauigkeit an den Ergebnissen in Abb. 4.11,
gegen¨ uber den Abb. 4.9 und 4.10 erkennbar. Der Aufstieg der warmen Luftblase wird mit
der Partikel-Methode viel genauer behandelt, als mit zentrierten Differenzen und mit dem
interpolierenden Verfahren. Weder Gl¨ attung noch dispersive Oszillationen am Tempera-
turgradienten der Luftblase beeintr¨ achtigen die
￿ -Verteilung, sodaß auch solche kleins-
kaligen Zirkulationsprozesse rechnerisch aufgel¨ ost werden, die in den Abb. 4.9 und 4.10
numerischer L¨ arm ¨ uberlagert.
Zusammenfassend l¨ aßt sich ¨ uber die Anwendbarkeit der Partikelmethode feststellen,
daß sie in bereits vorhandenen Modellumgebungen mit Hilfe monotoner Transformati-
onsbeziehungen zwischen den Lagrangeschen und Eulerschen Gitterr¨ aumen vorteilhaft
78einsetzbar ist. Somit ist aus wissenschaftlicher Sicht anzunehmen, daß auch in der opera-
tionellen Wettervorhersage solche Verfahren erfolgreich eingesetzt werden k¨ onnen, wenn
sie programmtechnisch soweit optimiert sind, daß sie dem verkraftbaren Rechenaufwand
in der zur Verf¨ ugung stehenden Zeit gerecht werden.
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80A
ERG¨ ANZENDE RECHNUNGEN
Die Grundgleichungen des Eulerschen Ausbreitungsmodells des DWD
Bei der Diskretisierung der Transportgleichung (4.4) handelt es sich um eine Formu-
lierung in Anlehnung an das operationelle Europa Modell des Deutschen Wetterdienstes.
Die Formder diskretenTransportgleichungber¨ ucksichtigtdie auf dem gleichm¨ aßigenRe-
chengitter aufgel¨ osten numerischen L¨ osungen ¨ uber Gitterpunktwerte der Feldfunktionen
als Integralmittelwerte,w¨ ahrend die subskaligenProzesse als turbulentePh¨ anomene para-
metrisiert werden. Die skaligen und subskaligen L¨ osungsanteile werden durch Mittelbil-
dung getrennt.F¨ ur die Gr¨ oße
￿ lautetdas REYNOLDSsche arithmetischeMittel
￿
￿
￿
￿
￿
￿
￿
,
das gewichtete HESSELBERGsche Mittel
￿
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￿
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￿
￿
￿
￿
. Die Bezeichnungen
￿
￿
bzw.
￿
￿
￿
be-
deuten die Abweichung vom jeweiligen Mittelwert.
Mit Verwendung der Mittelbildung nach Herbert (1975) und gleichzeitiger Formulie-
rung in Kugelkoordinaten ist (4.3) folgendermaßen darstellbar
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wobei
￿
￿
￿
￿
￿
￿
￿
￿
￿ , und
￿
￿
￿
￿
￿
￿
￿
￿
￿ bezeichnet den Differenzwert der Klammergr¨ oße an den Punk-
ten
￿ und
￿ .
81A. Erg¨ anzende Rechnungen
Nach Ausf¨ uhrung der Integration und unter Weglassung des Mittelungssymbols f¨ ur
das HESSELBERGsche Mittel resultiert die im Raum diskretisierte Transportgleichungf¨ ur
das Volumenelement
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Da die L¨ osungsprozedur der Transportgleichung (4.3) sowohl die advektive als auch
die Flußform der Gleichung verwendet, ben¨ otigt man die Kontinuit¨ atsgleichung, um die
advektive Formulierung herzuleiten. Die Kontinuit¨ atsgleichung erh¨ alt man gem¨ aß der
Rechenschritte (2.2)-(2.5), wobei an der Kontinuit¨ atsgleichung zwecks Herleitung der
Transportgleichung keine Mittelung durchgef¨ uhrt wird. Die diskretisierte Kontinuit¨ ats-
gleichung lautet somit
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Nach Trennung der skaligen und turbulenten Anteile l¨ aßt sich f¨ ur die Transportglei-
chung in Flußform schreiben
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F¨ ur die Advektionsform ergibt sich
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Die L¨ osungsmethode der Transportgleichung verwendet die Flußform (A.4) zur Be-
rechnung der skaligen Prozesse und die advektive Formulierung (A.5) zur Berechnung
der subskaligen, turbulenten Ph¨ anomene. F¨ ur die Terme
￿
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￿
￿ werden folgende Dif-
fusionsans¨ atze gemacht:
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- Horizontaldiffusion
entsprechend der Deﬁnition des HESSELBERGschen Mittels gilt
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Mit (A.6) und (A.7) lassen sich dann die turbulenten Terme in diskreter Advektionsform
schreiben als
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