ABSTRACT Wound segmentation provides assistance for the diagnosis and treatment of wounds. We find that the wound image has a distinct feature, e.g., the pixel color changes gradually according to its position. Location information is essential to describe this feature. However, the current methods of wound segmentation based on deep learning have not significantly added location information into model training. In order to enhance this information, we propose a deep neural network model based on a location map and location-enhanced convolution kernel. The model effectively encodes the location information to one feature map, which is then concatenated with the inputs of the network and added to the hidden layer of the network after downsampling. Moreover, the model uses a fixed-value initialized convolution kernel to further enhance the location information in the training of the network. At the end of the model, a fixed-value depth-wise convolution layer is added to eliminate minor errors.
I. INTRODUCTION
There are many causes of wounds, including diabetes, arterial and venous insufficiency. Therefore, the diagnosis and treatment of wounds is very important for human health [1] - [4] . In the observation and treatment of wounds, it is necessary to obtain the information such as the area of the wound and the type of the wound tissue [5] . Manual operation would lead to secondary infections and low precision results. Wound segmentation can provide such information safely and efficiently [6] .
Wound image has a remarkable feature, specifically, there is a clear color gradual changing trend between adjacent pixels in wound region, which corresponds to some physical meaning. Of course, there are many other natural images that have such a feature. The area of the wound is related to its healing state. The region of interest can be divided into wound, healing skin and healthy skin from the inside to the outside. This color gradual changing feature is expressed as the positional correlation between these regions in the image, i.e., the healthy skin must be the outer region of the wound and the healing skin, as well as the healing skin should be the The associate editor coordinating the review of this manuscript and approving it for publication was Zhipeng Cai.
outer region of the wound. The color and textures of these regions are related to the location of their pixels. This feature is not taken into account in current wound segmentation methods based on deep learning [7] , [8] .
Many of the existing researches on wound segmentation are based on feature engineering [5] , [6] , [9] - [11] , which we call traditional methods here. Compared to deep learning, these methods require human-designed features to segment images. However, feature engineering has always been a huge and difficult task. Deep neural networks (DNN) have powerful feature extraction capabilities [12] - [15] . However, due to the lack of labeled training data, the research of DNN-based wound segmentation methods is not sufficient. Existing DNN-based wound segmentation methods [7] , [8] do not highlight the color gradual changing feature of wound images in the model. The DNN-based method in paper [8] uses traditional methods for pre-processing and post-processing to improve the segmentation precision.
Considering that the color gradual changing feature of wound images is directly related to the location information of pixels, we design a DNN model based on location map and location-enhanced convolution kernel to segment wound images. The location information is properly encoded and then added to the inputs of DNN. Moreover, the model uses a fixed-value initialized location convolution kernel to further enhance the network's ability to extract location information. According to the semantic characteristics of wound images, the model adds some fixed-value initialized depth-wise convolution kernels at the end of the network to remove the tiny wounds and holes in the segmentation results. Our method has achieved the best segmentation accuracy on the wound database introduced by the paper [8] .
II. RELATED WORK
For wound segmentation, there are some traditional methods, which select an appropriate color space, then manually extract the wound features, and finally use the clustering methods to complete the segmentation task. For example, Mukherjee et al. [9] selected the S channel of the image in the HIS color space to calculate the fuzzy divergence of images, and used the threshold algorithm to segment wound images. Dhane et al. [2] found an optimal channel from 26 channels of the color space. Based on this channel, they used spectral clustering to accomplish the task of wound segmentation.
In recent years, deep neural networks have become more and more prominent in image processing, including image segmentation [16] - [18] . However, there are not many researches on wound segmentation based on DNN. That is because DNNs require a large number of labeled training data, and labeled wound images are not enough currently. Wang et al. [7] designed a network with 9 convolution layers. They trained the network with 500 labeled wound images, and tested it with 150 images. The segmentation accuracy of their method did not increase significantly. In paper [8] , a composite wound segmentation model was proposed, which combined advantages of traditional methods and DNN. The model was tested on a dataset containing 950 wound images and achieved good segmentation accuracy. However, the preprocessing method of this model is complex and can only be applied to few types of images. Our model is also trained and tested using the data of this paper, but our model is simpler and can be applied to more type of image segmentation.
In the paper, we use the location information of images to enhance the performance of our model, and the paper [19] also uses the location information to optimize the model. They extended the x, y coordinates into two two-dimensional maps and added them as two channels to the inputs of their network. Their approach produces good results in their tasks. We tested this method using our dataset and networks, and the segmentation accuracy is slightly improved. In order to extract the location information of the image more efficiently, we encode the coordinate information of the image into one two-dimensional location map.
The main contributions of this paper are as follows:
(1) A DNN framework based on the human-designed feature map and artificially assigned convolution kernels is proposed. We validate the framework using location information, and the results show that enhancing the information of interest in this way can improve the accuracy and robustness of the model.
(2) An location encoder is proposed based on twodimensional image coordinates. The encoded location map can enhance the DNN's capability to extract features such as image distance and location, and improve the performance of the network.
(3) A location-enhanced convolution kernel and a semantic smooth convolution kernel are proposed. The location-enhanced kernel assigns special values to the points in the receptive field to further highlight the positional relationship between the pixels in images. And, the smooth kernel semantically eliminates tiny false segmentation.
Our method can be extended to different DNNs, and it has a good inspiration for tasks that need to pay attention to location information, including segmentation and object detection. In addition, our framework can be extended to other artificial features such as edges, frequencies, etc., to enhance the feature extraction or robustness of the network.
III. OUR METHOD A. OVERVIEW OF THE MODEL
The healing process of wounds is slow and gradual, so the pixel color of wound images also changes gradually. The representation of this feature is related to the location and color of pixels in the image. However, we have found that convolutional neural networks (CNN) operate similarly on pixels at different locations in the input maps. In fact, the spatial distribution of wounds and backgrounds in our wound images is not uniform. In order to keep its invariance, the CNN obfuscates the location information of the input maps. Therefore, we cannot highlight the location information of pixels significantly, otherwise it will reduce the robustness of the network. Under the premise of keeping the robustness of the network, we will enhance the location information of the image in both the feature map and the convolution kernel of the network. As shown in Fig. 1 , the overview of our model are as follows: Firstly, we use the location encoder to convert the 2D coordinates of the input image into a location map. The location map is concatenated with the input image and will be used as input to the DNN. Secondly, we use the location-enhanced convolution kernels (abbreviated as location kernels in Fig. 1 ) to enhance the backbone network of DNN. Thirdly, after the downsampling, the location map is fused with the output of the backbone network, and the results are post-processed using smooth kernels to remove the tiny wounds and holes. Finally, the feature maps are upsampled to the sizes of the input images to obtain output maps.
B. IMAGE INFORMATION ENHANCEMENT BASED ON LOCATION MAP
The location maps are encoded by the coordinate information of the input maps and then concatenated to the input maps in the network.
1) LOCATION ENCODER
The CNN does not accurately extract the pixel location information in the input maps. However, the segmentation task requires classifying each pixel. Then, if the location information of the image is enhanced, it will help to improve the segmentation accuracy of the model. In paper [19] , the location information is enhanced by adding x and y coordinate channels. Experiments have shown that in our task, using this method can improve the performance of the model. However, two channels expanded by x and y coordinates are used to represent location information in the method, and such a tortuous expression is difficult to understand for the CNN. We expect to describe the x, y coordinate information in one channel.
Considering that in the expression of the color gradual changing of the wound, the relative position information between the pixels is important, we hope to construct a map of the relative position between the pixels in the image. The map of the relative position between all pixels is a matrix of size (H × W ) 2 . It is difficult for CNN to handle such large matrices. Therefore, we simplify it to the map of the relative position of all points to a fixed point, so that the relative position between two points can be expressed as the difference between the relative positions of the two points to the fixed point.
For the point P in the image whose coordinates are (x, y) is expressed as P(x, y), we translate it in the Cartesian coordinate system and then map it to the polar coordinate system. As shown in Eq. (1).
where (x f , y f ) is the coordinates of the preset fixed point P(x f , y f ). r and θ are the distance and direction of the point P(x, y) relative to the point P(x f , y f ). The location information in polar coordinates still has two parameters, and two feature maps are required to describe it. In order to map it to one location map, we need to further simplify it. In fact, in the location information, the distance is much more important than the direction. At the same time, removing the direction information is beneficial for enhancing the rotation invariance of the model. Therefore, as shown in Eq. (2), our location encoder is a mapping of two-dimensional positions to one-dimensional distances.
To simplify the operations in the model, the distance formula we chose is the Manhattan distance. And the fixed point we select is the image center point. As shown in Eq. (3).
where, r i is the distance from the point i to fixed point c. x i , y i is the x, y coordinate of i. x c , y c is the x, y coordinate of the image center point c.
The format of the image read in our model is uint8. This way, the model will be faster and its accuracy will not be reduced. Therefore, the values of the input image are integers in the range [0, 255] . During the experiment, we found that the value range of the newly added location information needs to be consistent with the value range of the original input, so that the information can really work. Then the final location information is encoded as shown in Eq. (4).
where, L i is the location information of the pixel i, r max is the maximum value of r. We visualize the location map and show it in Fig. 2 . In addition to the above method, we have also tested the other two distance formulas and designed the other one encoding method. The distance formulas are shown in Eq. (5) and Eq. (6). This new encoding method is automatically encoded with restrictions, which is shown in Fig. 3 . For easy explanation, we refer to the above encoding method as center distance encoding, abbreviated as CenterMap. The method of Eq. (5) is called corner distance encoding (CornerMap). The method of Eq. (6) is called maximum distance encoding (MaxMap). The last method is called automatic encoding (AutoMap). where x 1 , y 1 are the x, y coordinate of the first pixel in the upper left corner, i.e., x 1 = 1, y 1 = 1. Their location maps are shown in Fig. 4 . The location map generated by these three methods can improve the segmentation accuracy of the model. Among them, the method of the best performance is CenterMap.
2) LOCATION MAP CHANNEL
We have tried several ways to add the location map to the network. As shown in Fig. 5 , these methods are summarized in two categories. (a) The location map is concatenated to the first layer of the network only. The input channel number is changed from 3 (RGB) to 4 (RGBL). (b) The location maps are also concatenated to other hidden layers of the network. Since the location map is the same size as the input image, we have downsampled it to ensure it is correctly concatenated to the feature maps in the hidden layers.
From experiments, we found that the segmentation accuracy of the method (a) is better than the method (b). Therefore, we use method (a) to add the location map to the network.
The final result of the network needs to be upsampled by deconvolution. In order to add more location information during the upsampling process, we directly use the large-span point-wise convolution to downsample the location map and then add it to the feature map in the upsampling process.
C. IMAGE INFORMATION ENHANCEMENT BASED ON LOCATION-ENHANCED CONVOLUTION KERNEL
The location-enhanced convolution kernel is a fixed-value initialized kernel that synchronizes with other convolution kernels when the network performs convolution operations.
1) LOCATION-ENHANCED CONVOLUTION KERNEL
Eq. (7) is the convolution operation in CNN. The convolution does not perform different operations on pixels at different locations in the receptive field. Normally, the initialization of weights is random. In the backward propagation process, CNN will make different corrections for the weights at different locations. But these corrections do not directly use the location information, such as relative position and distance between pixels. That will lead to confusion in the location mapping in the convolution process. The location mapping will affect the prediction accuracy of the pixels at each location in the image. In order to highlight the location information, we design the location-enhanced convolution kernel ω L , as shown in Eq. (7).
where I out is the output feature map, I in is the input feature map, and ω L is the location-enhanced convolution kernel.
The location-enhanced convolution kernel ω L is expected to highlight the center pixel in the receptive field, which can reduce the error of the location mapping in the convolution operation and improve the segmentation accuracy. Therefore, the weights of the kernel need to be related to the relative position between the pixels in the receptive field. As mentioned above, in order to ensure the rotation invariance of the model, we ignore the direction information and use the Manhattan distance to express the relative position between the pixels. In the receptive field, the importance of each pixel should be related to the distance from the center pixel. So, we design the weight ω j in location-enhanced convolution kernel ω L as Eq. (8).
where, ω j is the weight of the point j in ω L . k is the side length of ω L . x j , y j and x c , y c are the x, y coordinate of j and the center pixel c in ω L . For example, for a 3 × 3 convolution kernel, that is, k = 3, the values of ω L is shown in Fig. 6 . This kernel is similar to the Gaussian smoothing kernel. In fact, the Gaussian smoothing kernel also works in our model because it highlights the center pixel of the receptive field too. 
2) LOCATION-ENHANCED CONVOLUTION KERNEL APPLICATION
By adding a location-enhanced convolution kernel, we expect to improve location information in training of the network. Once the location-enhanced convolution kernel is added, the difference between calculation of the pixels at different locations in the field is noticed. The application of the location-enhanced convolution kernel is shown in Fig. 7 . The number of the location-enhanced convolution kernel channels is expanded to the input channel number. Then this kernel is convoluted with the input image to obtain one feature map. We concatenate this map with other outputs in the same layer, and then perform nonlinear operations on them to get the inputs of the next convolution layer.
The layers number of location-enhanced convolution kernels added to the network and the proportion of location-enhanced convolution is also an issue that deserves further investigation. At present, we choose to add a location-enhanced convolution kernel in the first layer of the network. Its output is 1 channel, and the other outputs in the same layer are 32 channels. The location-enhanced convolution kernel ratio is 1/33.
D. NETWORK STRUCTURE
Our network structure is shown in Fig. 8 . The backbone network used in this work is MobileNet [20] . First, we concatenate the location map with the input image. That is, for RGB images, the input is 4 channels (RGB + local). Second, at the first convolution layer of the network, we add a fixed-value initialized location-enhanced convolution kernel. Thirdly, we add a fixed-value initialized depth-wise convolution layer at the end of the network to correct minor errors in the results. During the training, its values are not updated. Finally, we upsample the reults to the size of the inputs. Although the CNN we chose is MobileNet, these improvements can be applied to a variety of CNN structures, including Inception [13] , ResNet [14] , VGG [15] , and others.
At the end of the model, a fixed-value depth-wise convolution layer is added to eliminate tiny wounds and holes. This convolution layer smoothes the foreground and background images respectively, and replaces the value of the center point with the mean value of the surrounding points in the respective filed. For the kernel in this layer, we call it smooth kernel. Due to the smoothing effect of the smooth kernel, its size cannot be too large, otherwise the result will be too smooth and the segmentation accuracy will be reduced. The weights of the smooth kernel used here are shown in Fig. 9 .
The final output is upsampled by multiple times, which causes the segmented wound edges to be too smooth. We use deconvolution layers initialized with ones for upsampling. However, if too many shallow features are combined, the segmentation accuracy will be reduced in our experiments. On our dataset, the segmentation accuracy of the 16-times upsampled model is the best. To improve the location information in the results, the location map is downsampled by point-wise convolution, and then fused to the feature map in the upsampling process. 
IV. EXPERIMENT AND RESULT ANALYSIS
The configuration of our experimental computer is: 16GbRAM, 3.4GHz, NVIDIA GeForce GTX1070.
The database including 950 wound images in our experiment is from the paper [8] . Guided by the medical staff, images in the database were labeled using our semi-interactive wound labeling software.
For DNN training we use batch normalization [21] , weight decay and Adam optimizer [22] to optimize our model. The learning rate lr = 0.01 × (0.5) max(0,(step/5000−2)) , and mini-batch size is 5. The evaluation method of the model is hold-out. The training set has 760 images and the test set has 190 images. The image numbers in the training and test set are randomly generated. The results presented in the text are the average of five training results. The training step is 50000, and the training epoches is 50000/(760/5) = 329. The training phase takes 8 ∼ 9 hours.
A. PERFORMANCE OF LOCATION MAP
The evaluations we chose are intersection over union (IOU) and Precision. They are defined in paper [8] . We tested several ways to add location information, including the method of adding two channels in paper [19] . Here we use RawNet for the network without the preprocessing and the post-processing method in paper [8] , CoordNet for the method in paper [19] . The meaning of CenterMap, CornerMap and MaxMap is described in Sec. III-B. Their performance is shown in Table 1 . In the table, mIOU represents the mean of the stationary part of the IOU curve and MaxIOU represents the maximum value of the IOU curve. The results show that CenterMap achieves the best performance. This method can better preserve the position information, and encode the x and y coordinates in one channel, which is easy to understand for DNN. Based on this, we also tried to add the location map to other hidden layers of the DNN. We use CenterMap-Pi to represent the model in which the location maps have been added to the former i-layer. Here, CenterMap is equivalent to CenterMap-P1. The results are shown in Table 2 . Table 2 shows that adding location maps to other hidden layers does not improve the segmentation accuracy. This is because the size of feature maps in different layers are different, the added location map cannot be unified, and the location information given to the DNN is not clear enough.
B. PERFORMANCE OF THE LOCATION-ENHANCED CONVOLUTION KERNEL
The location-enhanced convolution kernel with the fixed value is added to the convolution layer to improve the network's ability to extract location information. We tested location-enhanced convolution kernels of various sizes including 3 × 3, 5 × 5, and 7 × 7. Where, 3 × 3 is also the size of other convolution kernels in the same layer. Because the improvement in this section is based on the previous section, the above models are represented by CenterMap-K3, K5 and K7, respectively. The results are shown in Table 3 . We find that the 3 × 3 location-enhanced convolution kernel has the best improvement on the IOU indicator.Since the size of the kernel in the same layer is 3 × 3, if the size of the location convolution kernels are different, different receptive fields will bring wrong location information to the network and affect the accuracy of the model. In addition, we can see from Table 3 that the CenterMap-K3 has not improved on the precision indicator. Since false positive(FP) and false negative(FN) are all used in the definition of IOU, which is more in line with our medical assistance applications, we use IOU indicators as the main evaluation criteria.
C. POST-PROCESSING PERFORMANCE AND FINAL RESULTS
The outputs of the backbone network needs to be upsampled by deconvolution. In order to add more location information during the upsampling process, the location map is downsampled and then added to the feature map in the upsampling process. This model is represented as CenterMap-K3-M.
At the end of the network, a post-processing depth-wise convolution layer, that is, smooth kernel, was added. As a fixed-value convolution kernel, its weights are not updated, but its output affects the loss function. The smooth kernel can remove some minor errors, but it also smoothes the details of the results. In order to maintain the segmentation accuracy of the network, the size of the smooth kernel used in the model is 3 × 3. This model is represented as CenterMap-K3-M-Post. The segmentation results of CenterMap-K3-M-Post are shown in Table 4 .
In fact, the post-processing method of the paper [8] is simple, we can use this method to eliminate the large error segmentation and holes in our results. However, this operation is not in the training process of the network. After this post-processing, our final segmentation accuracy are To more intuitively demonstrate our method performance, we visualize some of the model results tested and are shown in Figure 10 . In the figure, we find that the convergence step of each model is similar, and the test accuracy of all models tends to be stable from 30000 steps. In order to show the results more clearly, we enlarge the graph of the curve from 30000 to 50000 steps and display it in the red dotted frame. The enlarged graph shows that our methods (location map, location kernel, smooth kernel) can improve the performance of the network gradually. The accuracy of our final model is ∼ 2% higher than the accuracy of RawNet in paper [8] .
D. RELATED WORK COMPARISON AND SEGMENTATION RESULTS DISPLAY
The currently existing methods of wound segmentation include traditional methods [1] , [5] , [6] , [9] , [10] and DNN-based methods [7] , [8] . Their performance is shown in Table 5 . In the same dataset, the method of this paper has the best performance. More critically, compared to the paper [8] , the model in this paper can be trained end-toend with very slight additional computation, and it does not require complex preprocessing. In addition, our approach can be extended to other image segmentation tasks or other image feature enhancement applications.
We show some of the segmentation results we obtained in Fig. 11 . In the figure, red indicates the correctly segmented region, green indicates the false positive region, blue indicates the false negative region. These wound images are from the test set. Despite the complex background of these wounds, our model is able to segment the edges of these wounds well after adding location information. Such segmentation results can provide effective information for clinical diagnosis.
V. CONCLUSION AND FUTURE WORK
This paper proposes a DNN framework with enhanced information, focusing on the location information of the image. This method is well applied to the wound segmentation task. For future work, we will extend this approach to other segmentation tasks and other feature enhancement applications. At the same time, we will continue to pay attention to other encoding methods of location map and ways to integrate it into the network.
