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Абсолютный первый 
центральный момент 
случайных величин 
Пусть взята некоторая случайная величина Х (неважно какая, непре-рывная или дискретная), напри-
мер, зарплата рабочего . Математическое 
ожидание МХ (берём только величины 
с конечным значением МХ) характеризует 
среднее значение случайной величины . 
При оценке отклонения случайной вели-
чины от среднего значения в обширной 
литературе по теории вероятностей [см ., 
в част ., 1–3] рассматривают дисперсию 
случайной величины Д(Х) = М(Х–МХ)2, 
затем вводят понятие среднеквадратично-
го отклонения ( ) ( )Х Д Хσ =  и говорят, что 
σ(Х) и есть отклонение случайной величи-
ны от математического ожидания . Что 
именно характеризует полученное откло-
нение, не очень понятно, попробуем разо-
браться .
ТРИ ЗОНЫ ЗНАЧЕНИЯ
Пусть заработная плата имеет закон 
распределения, показанный в таблице 1 .
Средняя заработанная плата 
1 1 1
МХ 10 30 90
5 5 5
1 1
150 170 90 .
5 5
= + + +
+ + =
  
 
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Дисперсия 
( ) 2 2 2 21 1 1 180 60 60 80 4000,öö
5 5 5 5
Д Х = + + + =   
а σ(Х) = √3560 = 63,25 .
Теперь вычислим истинное среднее 
отклонение случайной величины от мате-
матического ожидания, т . е . найдем абсо-
лютный первый центральный момент для 
Х (обозначать его будем ∆(Х)):
( )Х М
1 1 1 1
80 60 60 80 56 .
5 5 5 5
Х МХ∆ = − =
= + + + =   
Как видно,расхождение между σ(Х) 
и ∆(Х) большое –  7,25 (тыс . руб .) . Возьмем 
случайные величины, у которых ∆(Х) –  ко-
нечное число (если ∆(Х) = 0, тогда случай-
ная величина Х –  константа), при этом 
σ(Х) может равняться ∞ (например, X 
принимает значения 1 .5
2n
n
±  с вероятностью 
1
1
2n+
, n = 1; 2;…; …n) .
Рассмотрим для произвольной случай-
ной величины три зоны её значений 
(рис . 1) .
Низшая зона Н: х < МХ–∆(Х) .
Средняя зона С: [МХ–∆(Х); МХ+∆(Х)] .
Высшая зона В: х > МХ+∆(Х) .
Соответственно имеем зону низких 
заработков при уровне меньше 34, зону 
среднего заработка с 34 до 146 и зону выс-
ших заработков при уровне выше 146 . За-
работок в размере 30 попадает в низшую 
зону, однако если ориентироваться по 
среднеквадратичному отклонению σ(Х), то 
заработок попадает в среднюю зону . Воз-
можно, что случайная величина принима-
ет  только два  значения МХ–∆ (Х) 
и МХ+∆(Х), тогда легко допустить, что 
вероятности принятия этих значений = 1/2 .
В то же время, когда случайная величи-
на принимает более двух значений, внут-
ренность средней зоны всегда не пуста . 
Зона Н может быть пуста, тогда зона В не 
пуста (и это означает, что в наличии только 
средние и высшие заработки, то есть, хо-
рошие, которые благоприятны для об-
щества) . И здесь МХ = 16; ∆(Х) = 8 . Пример 
такого распределения дает таблица 2 .
Если, наоборот, зона В –  пуста, тогда 
зона Н –  не пуста (это означает, что есть 
только средние и низкие заработки, и речь 
уже о плохом состоянии общества) . В таб-
лице 3 представлен пример такого распре-
деления, где МХ = 30; ∆(Х) = 8 .
 Из общей теории следует, что и для 
дискретных, и для непрерывных случайных 
величин σ(Х) ≥ ∆(Х), однако для распро-
Рис. 1. Зоны значений произвольной случайной величины.
Таблица 1
Х (тысяч руб .) 10 30 90 150 170
P 1/5 1/5 1/5 1/5 1/5
Таблица 2
Х(тысяч руб .) 10 22 34
Р 4/6 1/6 1/6
Таблица 3
Х (тысяч руб .) 12 24 36
Р 1/6 1/6 4/6
Таблица 4
Х 1 2 3 … n …
Р р рq pq2 … pqn-1 …
• МИР ТРАНСПОРТА, том 15, № 3, С. 16–29 (2017)
Гусев А. И. Абсолютный первый центральный момент случайных величин
18
Таблица 5
1
Х
р
−
1
1
р
−
1
2ö
р
−
1
3ö ö
р
−
… 1
nö
р
−
…
Р р рq pq2 … pqn‑1 …
Таблица 6
1
Х
р
−
1
1
р
−
 1
2
р
−
…  1
n
р
−
 1
( 1)n
р
− + 1(n 2)ö ö
р
+ −
…
Р р рq … pqn-1 pqn pqn+1 …
Таблица 7
Значения σ(Х), ∆(Х) и σ(Х) – ​∆(Х) для геометрического закона распределения 
Таблица 8
Х 0 1 2 … n …
Р е λ− е λλ − 2
2!
е λλ − …
!
nе
n
λλ − …
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страненных случайных величин желатель-
но знать зависимость их в виде σ(Х) = 
К∆(Х) (т . е . явное значение коэффициента 
К) . Биномиальный, пуассоновский и гео-
метрический законы распределения широ-
ко используются в различных областях, 
поэтому целесообразно найти для них аб-
солютный первый центральный момент 
∆(Х) .
ВАРИАНТ ДЛЯ ГЕОМЕТРИЧЕСКОГО 
ЗАКОНА
Геометрический закон распределения 
(таблица 4) имеет числовые характеристи-
ки: 
1
МХ
р
= ; 2Д(Х)
q
р
= ; 
q
(X)=
р
σ  .
Теорема 1 . Пусть 
1
1,n n
p
≤ < +  тогда 
∆(Х) = 2nqn, n = 1; 2;… Доказательство 
проведем по индукции по n . При 
1
1 2
p
≤ <  
имеем вариант таблицы 5 .
1
1
р
−  представим в виде
1 1 1
1 1 2 1 ,
р р р
 
− = − + − 
 
 тогда
1 1 1 1
ö 2 1 2 2 2М Х р р q
р р р р
 
− = − + − = − = 
 
 
удовлетворяет доказываемой формуле .
Пусть при 
1
1n n
p
≤ < +  имеем ∆(Х) = 
2nqn (см . таблицу 6), докажем, что при 
( ) 111 2 ( ) 2 1  .nn n X n q
p
++ ≤ < + ∆ = +
( )1 n 1 ö
р
− +  представим в виде
( ) ( )1 1ö n 1 ö 2 n 1 ,
р р
 
+ − + − + 
 
 тогда
( )
( )
( ) ( )
( ) ( ) ( )
n n
n n n
n n
n n 1
1 1
2n ö 2 ö– ö n 1 p
2n ö 2 ö 2 n 1 p ö ö
=2 n 1 ö ö2 n 1 p ö
2 n 1 1 2 n 1 ,p ö
М Х q q
р р
q q q
q q
q q +
 
− = + + = 
 
= + − + =
+ − + =
= + − = +
что и требовалось доказать .
Замечание . Легко проверить, что в тео-
реме можно заменить 
1
1ön n
p
≤ < +  на 
1
1n n
p
≤ ≤ + , т . е . ∆(Х) –  непрерывная функ-
ция от р .
Для сравнения σ(Х) и ∆(Х) в варианте 
геометрического закона распределения 
составлена таблица 7 .
ВАРИАНТ ДЛЯ ЗАКОНА 
РАСПРЕДЕЛЕНИЯ ПУАССОНА
Рассмотрим закон распределения Пу-
ассона (таблица 8) .
Случайная величина, распределенная 
по закону Пуассона, имеет числовые ха-
рактеристики: MX = λ; Д(Х) = λ; σ(X) = √λ .
Теорема 2 . Пусть n ≤ λ < n + 1, тогда 
( )
12
Х ö,ön 0; 1; 2;  .
!
n е
n
λλ + −
∆ = = …  Доказатель-
ство проведем по индукции по n . При 
0 ≤ λ < 1 имеем вариант таблицы 9 .
λ представим в виде λ = (0–λ)+2λ, тог-
да M|X–λ |  = λ–λ+2λe–λ = 2λe–λ = 
λ–λ+2λe–λ –  что удовлетворяет доказыва-
емой формуле .
Пусть при n ≤ λ < n +1 имеем 
( )
12
Х ö ö
!
n е
n
λλ + −
∆ =  
Таблица 9
Х λ− λ 1 λ− 2 λ− … n λ− …
Р е λ− е λλ − 2
2!
е λλ − …
!
nе
n
λλ − …
Таблица 10
Х λ− λ 1λ − … nλ − ( 1)nλ − + (n 2)ö öλ+ − …
Р е λ− е λλ −  
!
nе
n
λλ −  1
( 1)!
n е
n
λλ + −
+
 2
( 2)!
n е
n
λλ + −
+
…
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Таблица 11
Значения σ(Х), ∆(Х) и σ(Х) –∆(Х) для закона распределения Пуассона
Таблица 12
Х 0 1 … k … n
Р nq 1nnpq − … ö
k k n k
nC p q
− … np
Таблица 13
Х np− np 1-np … k-np … n-np
Р nq 1nnpq − … ö
k k n k
nC p q
− … np
Таблица 14
Х np− np np-1 … np-k k+1-np … n-np
Р nq 1nnpq − … ö
k k n k
nC p q
− 1 1 1
ö
k k n k
nC p q
+ + − − … np
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(см . таблицу 10), докажем, что при 
22
n 1 n 2 (X)
( 1)!
n е
n
λλλ
+ −
+ ≤ < + ∆ =
+
 .
λ–(n+1) представим в виде (n+1)–
λ+2(λ–(n+1)), тогда
 
( )( )
( )
1
1 2
2
М ö 2 ö– ö n 1
!
2
ö ,ö
1 ! ( 1)!
n
n n
е
Х
n
е е
n n
λ
λ λ
λλ λ
λ λ
+ −
+ − + −
− = + +
=
+ +


 
 что и требовалось доказать .
Замечание . Легко проверить, что в тео-
реме можно заменить n ≤ λ < n+1 на n ≤ λ ≤ 
n+1, т . е . ∆(X) –  непрерывная функция от λ .
Для сравнения σ(Х) и ∆(Х) в варианте 
распределения Пуассона составлена таб-
лица 11 .
ВАРИАНТ ДЛЯ БИНОМИАЛЬНОГО 
ЗАКОНА
Рассмотрим биномиальный закон рас-
пределения (таблица 12) .
Случайная величина, распределённая 
по биномиальный закону, имеет числовые 
характеристики: МХ = np; Д(Х) = npq; 
(X) npqσ =  .
Теорема 3 . Пусть k–1 ≤ np ≤ k, k = 1; 2; 
…n, тогда 1ö(X) 2k
k k n k
nC p q
− +∆ =  . Доказатель-
ство проведем по индукции по k . При k = 1, 
т . е . 0 ≤ np ≤ 1, имеем вариант таблицы 13 .
Здесь np представим в виде 0–np+2np, 
тогда M|X–np| = np–np + 2npqn = 2npqn – 
что удовлетворяет доказываемой формуле .
Пусть при k-1 ≤ np ≤ k имеем
 ( ) 1öХ 2k k k n knC p q − +∆ =  (см . таблицу 14) . 
Таблица 15
Значения σ(Х), ∆(Х) и σ(Х) – ​∆(Х) для биномиального закона распределения при n = 100
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Докажем, что при k ≤ np ≤ k+1
 1 1ö(X) 2(k 1)
k k n k
nC p q
+ + −∆ = +  .
np–k представим в виде np–k = 
k–np+2(np–k), тогда имеем  
( )
( )
( )
1
ö
ö
ö ö
1 1
ö ö
1
ö
ö 1
1 1
ö
ö 2k
2 np k
2np 2k ( 1))
ö2n 2k
2(n k)
2(k 1)
1
2(k 1 ,)
k k n k
n
k k n k
n
k k n k k k n k
n n
k k n k k k n k
n n
k k n k
n
k
n k n k
k k n k
n
М Х np C p q
C p q
C p q C p q q
C p q C p q
C p q
C n k
p q
k
C p q
− +
−
− −
+ − + −
+ −
+ −
+ + −
− = +
− =
= + − =
= − =
= − =
−
= + =
+
= +
что и требовалось доказать .
Для сравнения σ(Х) и ∆(Х) в варианте 
биномиального закона распределения сос-
тавлены две таблицы: при n = 100 и при 
n = 1000 .
Ввиду симметрии ясно, что при симме-
тричных значениях р результаты будут 
одинаковы, например при р = 0,6 и р = 0,4 
(см . таблицу 15) . Поэтому таблица 16 сос-
тавлена до р = 0,5 .
ВАРИАНТ ДЛЯ КЛАССИЧЕСКИХ 
НЕПРЕРЫВНЫХ СЛУЧАЙНЫХ 
ВЕЛИЧИН
В этом разделе находятся абсолютные 
первые центральные моменты для равно-
мерного, показательного и нормального 
законов распределения .
Равномерный закон распределения
Случайная величина Х, равномерно 
распределенная на отрезке [a, b], имеет 
плотность р(х), равную 
1
ö,ö
в а−
на отрезке 
[a, b], вне –  0 . При этом 
( ) ( ) ( )МХ Х Х
в аа в в а
2
,  D ,  
2 12 2 3
σ
−+ −
= = =  .
Вычислим ∆(Х) (результат, конечно, 
очевиден и равен ö
4
в а−
):
Таблица 16
Значения σ(Х), ∆(Х) и σ(Х) – ​∆(Х) для биномиального закона распределения при n = 1000
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( )
( ) ( )
( ) ( )
( )
2
2
2 2
2
2
2 2
2
2
2 2
2
1
Х ( ) dx
2
1
( ) dx
2
1
 ( х  )
2 2
1
 ( х)  
2 2
  –1 4 8  
  а 
2 2
  в –
2 21
-   
    
8 4
1
+
а в
а
в
а в
а в
а
в
а в
а в
х
в а
а в
х
в а
а в х
в а
х а в
в а
а в а в
в а а в а
в а в
в а а в а в
а в
в а
+
+
+
+
+
∆ = − +
−
+
+ − =
−
+
= − +
−
+
+ − =
−
 + +
 −
 = −
 − + − +
 
 +
− 
  =
 − + +
 − +
 
+
−
∫
∫
 –  a  
4 4
0,866 (X).
в а
в
σ
  −  = ≈
 
 
≈
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( ) ( )
( ) ( )
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2
2
2 2
2
2
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2
1
Х ( ) dx
2
1
( ) dx
2
1
 ( х  )
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1
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  –1 4 8  
  а 
2 2
  в –
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-   
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+
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∆ = − +
−
+
+ − =
−
+
= − +
−
+
+ − =
−
 + +
 −
 = −
 − + − +
 
 +
− 
  =
=
 − + +
 − +
 
+
−
∫
∫
 –  a  
4 4
0,866 (X).
в а
в
σ
  −  = ≈
 
 
≈
Показательный закон распределения
Случайная величина Х, распределенная 
по показательному закону, имеет плотность 
р(х), равную λe–λx, при х ≥ 0 и нулевую 
плотность при х<0 .
( ) 2
1 1 1
МХ ö; öD Х ; (Х) öσ
λ λλ
= = =  .
Вычислим ∆(Х) (результат здесь, конеч-
но, не очевиден):
1
10
1 1
1 10 0
1 1
0 0 0
1 1
1
0
0 0
1 1
(X) ( )  dх х  dх
1
2  2  dх
2  2    dх
2
 0,736 (X).
х х
х х х х
х
х х
х х х
х e e
e dx х e dx х e dx e dx
e
e dx х e
e dx хe e
e
λ
λ λ
λ
λ λ
λ λ λ λ
λ λ
λλ λ
λ λ
λ λ
λ λ λλ
λ λ
λ λ
λ
λ λ
σ
λ
∞
− −
∞ ∞
− − − −
∞−
− −
− − −
 ∆ = − + − = 
 
= − + − =
= − + − =
−
 
 = + − = 
 
 
= ≈
∫ ∫
∫ ∫ ∫ ∫
∫ ∫
∫ ∫
1
10
1 1
1 10 0
1 1
0 0 0
1 1
1
0
0 0
1 1
(X) ( )  dх х  dх
1
2  2  dх
2  2    dх
2
 0,736 (X).
х х
х х х х
х
х х
х х х
х e e
e dx х e dx х e dx e dx
e
e dx х e
e dx хe e
e
λ
λ λ
λ
λ λ
λ λ λ λ
λ λ
λλ λ
λ λ
λ λ
λ λ λλ
λ λ
λ λ
λ
λ λ
σ
λ
∞
− −
∞ ∞
− − − −
∞−
− −
− − −
 ∆ = − + − = 
 
= − + − =
= − + − =
−
 
 = + − = 
 
 
= ≈
∫ ∫
∫ ∫ ∫ ∫
∫ ∫
∫ ∫
Нормальный закон распределения
Случайная величина Х, распределенная 
по нормальному закону, имеет плотность
2
2
( )
2
2
1
р(x) ö ,öМХ а,ö
2
D(X) ö,ö (X)  .
х а
e σ
πσ
σ σ σ
−
−
= =
= =
Можно считать, что а = 0 (иначе возь-
мем случайную величину Х–а, которая 
имеет такой же ∆(Х)) .
Вычислим ∆(Х):
( )
( )
2
2
2
2
2
2
2
0
22
0
2
2
0
1
Х 2 ö ödx
2
1
ö öd x
2
2 2
ö ö 0 .798  .
2
х
х
х
х e
e
e
σ
σ
σ
πσ
πσ
σ
σ σ
ππσ
∞ −
∞ −
∞
−
∆ = =
= =
−
= = ≈
∫
∫
ЗАКЛЮЧЕНИЕ
В статье выведены аналитические фор-
мулы абсолютных первых центральных 
моментов для геометрического, биноми-
ального и пуассоновского законов распре-
деления . Это позволяет найти среднюю 
зону распределений, важную для расчетов 
в прикладных задачах . Работа может быть 
использована и в исследованиях по теории 
вероятностей.
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Background. Let a random variable X be taken 
(no matter which, continuous or discrete), for example, 
the worker’s salary. The mathematical expectation MX 
(we take only quantities with a finite value MX) 
characterizes the average value of the random variable. 
When estimating the deviation of a random variable 
from the mean value in an extensive literature on 
probability theory (see, in part. [1–3]), the dispersion 
of the random variable D(Х)=М(Х–МХ)2 is considered, 
then the notion of the mean-square deviation 
( ) ( )Х ХDσ =  is introduced and σ(X) is called the 
deviation of the random variable from the mathematical 
expectation. What exactly characterizes the obtained 
deviation is not very clear, let’s try to figure it out.
Objective. The objective of the author is to 
consider the absolute first central moment of random 
variables.
Methods. The author uses general scientific 
methods, mathematical apparatus, scientific 
description.
Results.
Three zones of value
Let the salary have the distribution law shown in 
Table 1.
The average salary 
1 1 1 1 1
МХ 10 30 90 150 170 90 .
5 5 5 5 5
= + + + + =    
The dispersion
( ) 2 2 2 21 1 1 180 60 60 80 4000,ö
5 5 5 5
aö (X) 3560 63,25 .ö
D Х
σ
= + + + =
= =
   
Now we calculate the true mean deviation of the 
random variable from the mathematical expectation, 
that is, we find the absolute first central moment for 
X (we denote it by ∆ (X)):
 
( ) 1 1 1 1Х М 80 60 60 80 56 .
5 5 5 5
Х МХ∆ = − = + + + =   
As can be seen, the discrepancy between σ (X) 
and ∆ (X) is large –  7,25 (thousand rubles). We take 
random values for which ∆ (X) is a finite number (if 
∆ (X) = 0, then the random variable X is a constant), 
while σ (X) can be equal to ∞ (for example, X takes 
values 1 .5
2n
n
±  with probability 1
1
ö
2n+
, n = 1; 2; …; …n).
For an arbitrary random variable, we consider 
three zones of its values (Pic. 1).
The lower zone Н: х < МХ–∆(Х).
Middle zone С: [МХ–∆(Х); МХ+∆(Х)].
The higher zone В: х > МХ+∆(Х).
Accordingly, we have a zone of low earnings at a 
level of < 34, a zone of average earnings from 34 to 
146, and a zone of the highest earnings at a level 
above 146. Earnings of the amount of 30 fall into the 
lower zone, but if we judge by the standard deviation 
of σ (X), then earnings fall into middle zone. It is 
possible that a random variable takes only two values 
of МХ–∆(Х) and МХ+∆(Х), then it is easy to assume 
that the probabilities of accepting these values  = 1/2.
At the same time, when a random variable takes 
more than two values, the interior of the middle zone is 
always not empty. Zone H can be empty, then zone B is 
not empty (that is, it means that only average and higher 
earnings are available, they can be called good, as it is 
favorable for society). And here MX = 16; ∆ (X) = 8. An 
example of such a distribution is given in Table 2.
If, on the contrary, zone B is empty, then zone H is 
not empty (this means that there are only medium and 
THE ABSOLUTE FIRST CENTRAL MOMENT OF RANDOM VARIABLES
Gusev, Anatoly I., Moscow State University of Railway Engineering (MIIT), Moscow, Russia.
Keywords: random variable, distribution laws, mathematical expectation, dispersion, root-mean-square 
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ABSTRACT
The geometric, Poisson, and binomial distribution 
laws are considered in the article. For each of them an 
analytic formula of the absolute first central moments is 
derived, which allows us to find the average distribution 
zone. The work is of a fundamental nature and can be 
used in studies on probability theory, in applied problems 
where these distribution laws are present.
Table 1
Х (thous . rubles) 10 30 90 150 170
P 1/5 1/5 1/5 1/5 1/5
Pic. 1. Zones of values of an arbitrary random variable.
Table 2
Х(thous . rubles) 10 22 34
Р 4/6 1/6 1/6
Table 3
Х (thous . rubles) 12 24 36
Р 1/6 1/6 4/6
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Table 4
Х 1 2 3 … n …
Р р рq pq2 … pqn-1 …
Table 5
1
Х
р
−
1
1
р
−
1
2ö
р
−
1
3ö ö
р
−
… 1
nö
р
−
…
Р р рq pq2 … pqn-1 …
Table 6
1
Х
р
−
1
1
р
−
1
2
р
−
… 1
n
р
−
1
( 1)n
р
− +
1
(n 2)ö ö
р
+ −
…
Р р рq … pqn-1 pqn pqn+1 …
Table 7
The values of σ(Х), ∆(Х) and σ(Х) – ​∆(Х) for the geometric distribution law
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Table 8
Х 0 1 2 … n …
Р е λ− е λλ − 2
2!
е λλ − …
!
nе
n
λλ − …
Table 9
Х λ− λ 1 λ− 2 λ− … n λ− …
Р е λ− е λλ − 2
2!
е λλ − …
!
nе
n
λλ − …
Table 11
The values of σ(Х), ∆(Х) and σ(Х) –∆(Х) for the Poisson distribution law
Table 10
Х λ− λ … nλ − ( 1)nλ − + (n 2)ö öλ+ − …
Р е λ− е λλ −
!
nе
n
λλ − 1
( 1)!
n е
n
λλ + −
+
2
( 2)!
n е
n
λλ + −
+
…
Table 12
Х 0 1 … k … n
Р nq 1nnpq − … ö
k k n k
nC p q
− … np
Table 13
Х np− np 1-np … k-np … n-np
Р nq 1nnpq − … ö
k k n k
nC p q
− … np
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low earnings, and we are talking about unsatisfactory 
situation in society). Table 3 shows an example of such 
a distribution, where MX = 30; ∆ (X) = 8.
From the general theory it follows that both for 
discrete and continuous random variables σ (X) ≥ ∆ (X), 
however, for prevailing random variables it is desirable 
to know their dependence shown in the form 
σ(Х) = К∆(Х) (i. e. the explicit value of the coefficient 
K). The binomial, Poisson, and geometric distribution 
laws are widely used in various fields, so it is expedient 
to find the absolute first central moment ∆(Х) for them.
Variant for the geometric law
The geometric distribution law (Table 4) has 
numerical characteristics: 
1
МХ
р
= ; 2(X)D
q
р
= ; 
(X)=
q
р
σ .
Theorem 1. Let 
1
1,n n
p
≤ < +  then ∆(Х) = 2nqn, 
n = 1; 2;… The proof is by induction on n. For 
1
1 2
p
≤ < , 
we have the variant of Table 5.
1
1
р
−  is represented in the form
 
1 1 1
1 1 2 1 ,
р р р
 
− = − + − 
 
 then
1 1 1 1
2 1 p 2 2p 2qM X
p p p p
 
− = − + − = − = 
 
 satisfies 
the formula to be proved.
Let at 
1
1n n
p
≤ < +  we have ∆(Х) = 2nqn (see Table 6), 
we prove that at ( ) n 111 2 (X) 2 n 1  .n n q
p
++ ≤ < + ∆ = +
( )1 n 1 ö
р
− +  is represented in the form
 ( ) ( )1 1ö n 1 ö 2 n 1 ,
р р
 
+ − + − + 
 
 then
( )
( )
( ) ( )
( ) ( ) ( )
n n
n n n
n n
n n 1
1 1
2n ö 2 ö– ö n 1 p
2n ö 2 ö 2 n 1 p ö ö
2 n 1 ö ö2 n 1 p ö
2 n 1 ,1 p ö2 n 1
М Х q q
р р
q q q
q q
q q +
 
− = + + = 
 
= + − + =
= + − + =
= + − = +
which was to be proved.
Note. It is easy to verify that in the theorem we can 
replace 
1
1ön n
p
≤ < +  by 
1
1,n n
p
≤ ≤ +  i. e. ∆(Х) – 
continuous function of р.
To compare σ(Х) and ∆(Х)Table 7 is compiled in 
the variant of the geometric distribution law.
Variant for the Poisson distribution law
Let’s consider the Poisson distribution law 
(Table 8).
A random variable distributed according to the 
Poisson’s law has numerical characteristics: MX = λ; 
D(Х) = λ; (X)ö öσ λ= .
Theorem 2. Let n ≤ λ < n + 1, then 
12
(X) ö,ö n 0;1;2;  .
!
n е
n
λλσ
+ −
= = …  We carry out the proof 
by induction on n. For 0 ≤ λ < 1 we have the variant of 
Table 9.
λ is represented in the form λ = (0–λ)+2λ, then 
M|X–λ| = λ–λ+2λe–λ​= 2λe–λ​= λ–λ+2λe–λ –  which 
satisfies the formula to be proved.
Let for n ≤ λ < n +1 we have 
12
(X)=ö ö
!
n е
n
λλ + −
∆  (see 
Table 10), we prove that for
22
n 1 ö ö n 2ö (X)
( 1)!
n е
n
λλλ
+ −
+ ≤ < + ∆ =
+
 .
λ–(n+1) is represented in the form 
(n+1)–λ+2(λ–(n+1)), then 
( )( ) ( )
1 1 22 2
М ö 2 ö– ö n 1 ö ,
! 1 ! ( 1)!
n n nе е е
Х
n n n
λ λ λλ λ λλ λ
+ − + − + −
− = + + =
+ +
   
which was to be proved.
Note. It is easy to verify that in the theorem we can 
replace n ≤ λ < n+1 by n ≤ λ ≤ n+1 i. e. ∆(X) is continious 
function of λ.
For comparison of σ(Х) and ∆(Х) in the Poisson 
distribution variant Table 11 is compiled.
Variant for the binominal distribution law
Let’s consider the binominal distribution law 
(Table 12).
A random variable distributed according to the 
binomial law has numerical characteristics: МХ = np; 
D(Х) = npq; (X) npqσ = .
Theorem 3. Let k–1 ≤ np ≤ k, k = 1;2;…n, then 
1
ö(X) 2k
k k n k
nC p q
− +∆ = . We carry out the proof by induction 
on k. For k = 1, i. e. 0 ≤ np ≤1, we have the variant of 
Table 13.
Here np is represented in the form 0–np+2np, 
then M|X–np| = np–np + 2npqn =  2npqn –  which 
satisfies the formula to be proved.
Let for k–1 ≤ np ≤ k we have 1ö(X) 2k
k k n k
nC p q
− +∆ =  
(see Table 14). Let us prove that for k ≤ np ≤ k+1 
1 1
ö(X) 2(k 1)
k k n k
nC p q
+ + −∆ = + .
np–k is represented in the form np–k = k–
np+2(np–k), then we have  
 
( )
( )
( )
1
ö ö
ö ö
1 1 1
ö ö ö
ö 1 1 1
ö
ö 2k 2 np k
2np 2k ( 1))
ö2n 2k 2(n k)
2(k 1) 2(k 1)
1
,
k k n k k k n k
n n
k k n k k k n k
n n
k k n k k k n k k k n k
n n n
k
n k n k k k n k
n
М Х np C p q C p q
C p q C p q q
C p q C p q C p q
C n k
p q C p q
k
− + −
− −
+ − + − + −
+ − + + −
− = + − =
= + − =
= − = − =
−
= + = +
+
which was to be proved.
For comparison of σ(Х) and ∆(Х) in the variant of 
the binominal distribution law two tables are compiled 
for n = 100 and for n = 1000.
Table 14
Х np− np np-1 … np-k k+1-np … n-np
Р nq 1nnpq − … ö
k k n k
nC p q
−  1 1 1ö
k k n k
nC p q
+ + − −  … np
• WORLD OF TRANSPORT AND TRANSPORTATION, Vol. 15, Iss. 3, pp. 16–29 (2017)
Gusev, Anatoly I. The Absolute First Central Moment of Random Variables
28
In view of the symmetry, it is clear that for 
symmetric values of p the results will be the same, for 
example, at p = 0,6 and p = 0,4 (see Table 15). 
Therefore, Table 16 is made up to p = 0,5.
Variant for classical continuous random 
variables
In this section we find absolute first central 
moments for uniform, exponential and normal 
distribution laws.
Uniform distribution law
A random variable Х, uniformly distributed on the 
interval [a, b], has density р(х), equal to 
1
ö, ö
в а−
on the 
interval [a, b], and equal to 0 outside it. In this case 
( ) ( )
2
МХ , öD Х , ö (X)
2 12 2 3
в аа в в аσ
−+ −
= = = .
Let’s calculate ∆(Х) (the result is, of course, 
obvious and equal to ö
4
в а−
):
( )
( ) ( )
( ) ( )
( )
2
2
2 22
2
2 2 2
2 22
2
1 1
Х ( ) dx ( ) dx
2 2
1 1
 ( х  )  ( х)  
2 2 2 2
1
  –   а 
4 8 2 2
1
    в –     
2 2 8 4
1
  –  ав
4
а в
в
а ва
а в
в
а в
а
а в а в
х х
в а в а
а в х х а в
в а в а
а в а в а в а
в а
а в а вв а в
в а
а в
в а
+
+
+
+
+ +
∆ = − + − =
− −
+ +
= − + − =
− −
 + + + = − + −
 −  
 + ++ − − + =
 −  
 +
=
−  
∫ ∫
  0.866 (X).
4
в а σ− = ≈

( )
( ) ( )
( ) ( )
( )
2
2
2 22
2
2 2 2
2 22
2
1 1
Х ( ) dx ( ) dx
2 2
1 1
 ( х  )  ( х)  
2 2 2 2
1
  –   а 
4 8 2 2
1
    в –     
2 2 8 4
1
  –  ав
4
а в
в
а ва
а в
в
а в
а
а в а в
х х
в а в а
а в х х а в
в а в а
а в а в а в а
в а
а в а вв а в
в а
а в
в а
+
+
+
+
+ +
∆ = − + − =
− −
+ +
= − + − =
− −
 + + + = − + −
 −  
 + ++ − − + =
 −  
 +
=
−  
∫ ∫
  0.866 (X).
4
в а σ− = ≈

Exponential distribution law
A random variable Х, distributed in exponential 
order, has density р(х), equal to λe–λx, at х ≥ 0 and zero 
density at х < 0. 2
1 1 1
МХ ö;ö D(X) ;  (X) öσ
λ λ λ
= = = .
Let’s calculate ∆(Х) (the result here is, of course, 
not obvious):
( )
1
10
1 1
1 10 0
1 1
0 0 0
1 1
1
0
0 0
1 1
Х ( )  dх х  dх
1
2  2  dх
2  2    dх
2
 0,736 (X).
х х
х х х х
х
х х
х х х
х e e
e dx х e dx х e dx e dx
e
e dx х e
e dx хe e
e
λ
λ λ
λ
λ λ
λ λ λ λ
λ λ
λλ λ
λ λ
λ λ
λ λ λλ
λ λ
λ λ
λ
λ λ
σ
λ
∞
− −
∞ ∞
− − − −
∞−
− −
− − −
 ∆ = − + − = 
 
= − + − =
= − + − =
−
 
 = + − = 
 
 
= ≈
∫ ∫
∫ ∫ ∫ ∫
∫ ∫
∫ ∫
Table 15
Values of σ(Х), ∆(Х) and σ(Х) – ​∆(Х) for the binominal distribution law for n = 100
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Table 16
The values of σ(Х), ∆(Х) and σ(Х) – ​∆(Х) for the binominal distribution law for n = 1000
( )
1
10
1 1
1 10 0
1 1
0 0 0
1 1
1
0
0 0
1 1
Х ( )  dх х  dх
1
2  2  dх
2  2    dх
2
 0,736 (X).
х х
х х х х
х
х х
х х х
х e e
e dx х e dx х e dx e dx
e
e dx х e
e dx хe e
e
λ
λ λ
λ
λ λ
λ λ λ λ
λ λ
λλ λ
λ λ
λ λ
λ λ λλ
λ λ
λ λ
λ
λ λ
σ
λ
∞
− −
∞ ∞
− − − −
∞−
− −
− − −
 ∆ = − + − = 
 
= − + − =
= − + − =
−
 
 = + − = 
 
 
= ≈
∫ ∫
∫ ∫ ∫ ∫
∫ ∫
∫ ∫
Normal distribution law
A random variable Х, distributed according to the 
normal law, has density
( )
2
2
( )
2
2
1
р х ö ,  МХ а,ö
2
D(X)  (X)  .,
х а
e σ
πσ
σ σ σ
−
−
= =
= =
We can assume that a = 0 (otherwise we take a 
random variable Х–а, which has the same ∆(Х)).
Let’s calculate ∆(Х):
( )
2 2
2 2
2
2
22 2
0 0
2
2
0
1 1
(X) 2 ö ödx ö öd x
2 2
2 2
ö ö ö ö0 .798  .
2
х х
х
х e e
e
σ σ
σ
πσ πσ
σ σ σ
ππσ
∞ ∞− −
∞
−
∆ = = =
−
= = ≈
∫ ∫
( )
2 2
2 2
2
2
22 2
0 0
2
2
0
1 1
(X) 2 ö ödx ö öd x
2 2
2 2
ö ö ö ö0 .798  .
2
х х
х
х e e
e
σ σ
σ
πσ πσ
σ σ σ
ππσ
∞ ∞− −
∞
−
∆ = = =
−
= = ≈
∫ ∫
Conclusion. The analytical formulas for the 
absolute first central moments for the geometric, 
binomial, and Poisson distribution laws are derived. 
This allows us to find the average distribution zone, 
which is important for calculations in applied 
problems. The work can also be used in studies on 
probability theory.
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