Abstract. Given a sequence φ = (φn) of non-negative integers, we examine two related questions about dynamical realizations of φ. The sequence is exactly realizable if there is a dynamical system (X, T ) (a homeomorphism of a compact metric space) for which fn(T ) = #{x ∈ X | T n x = x} = φn for all n ≥ 1, and is realizable in rate if there is a dynamical system (X, T ) for which fn(T )/φn −→ 1 as n → ∞. We give necessary and sufficient conditions for a sequence to be exactly realizable and discuss sufficient conditions for a sequence to be realizable in rate.
Introduction
A dynamical system is taken here to mean a homeomorphism T : X → X of a compact metric space X. Three natural measures of growth for T are given by the number of points with period n, f n (T ) = #{x ∈ X | T n x = x}, the number of points with least period n, g n (T ) = #{x ∈ X | #{T k x} k∈Z = n}, and the number of orbits of length n, r n (T ) = g n (T )/n.
Since our main interest is in the arithmetic and growth properties of orbits, we will always assume that a dynamical system has only finitely many points of each period n ≥ 1. The rate of growth of these quantities -and their generalizationshas been studied in a variety of contexts. That the growth is typically exponential or sub-exponential in many settings is well-known (see, for example, [1] , [2] , [3] , [11] ); that it is at least exponential in many settings is also well-known (see, for example, [18] ), and the extent to which it may be arbitrary for smooth maps has also
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been studied (see [8] ). Slow growth (specifically, polynomial growth) is associated with integrability (see [21] , [22] ). The exact 'formula' for f n (T ) has been studied for many dynamical systems of special types (see, for example, [4] , [7] , [19] ) and exact periodic point counts arise in various problems in symbolic dynamics (see for instance [5] , [15] ). The exact realization problem has been studied for certain classes of dynamical system (see [6, Section 6.3] ). The arithmetical complexity of periodic points has been studied in several settings (see [16] , [23] , [24] for example).
Our purpose is to ask what growth rates and what exact realizations are possible as opposed to the much deeper question of what is typical in various contexts (see [12, Chapter 3] for the general area in which these issues may arise). The only constraints at this level of generality are combinatorial, so the observations apply equally well to bijections of sets. What is clear is that it is possible to prescribe the number of orbits (the r n ) of a dynamical system arbitrarily, and the issue is to deduce to what extent the number of periodic points (the f n ) may be arbitrary.
Notation
It will be convenient to adopt the following notation: a sequence a 1 , a 2 , a 3 , . . . is denoted (a n ) or simply a. We will be concerned with certain sets of sequences defined by various properties. Recall that a Perron number is a positive real algebraic integer that dominates all its algebraic conjugates. A subshift of finite type is a specific kind of symbolic dynamical system (see [13, Chap. II] and Section 4 below). For our purposes, all that is needed about these dynamical systems is that there is one corresponding to each matrix A of non-negative integers, and there are trace(A n ) points of period n in the system. Definition 2.1. Let φ = (φ n ) be a sequence of non-negative integers. Then 1. φ ∈ ER (exactly realizable) if there is a dynamical system (X, T ) for which f n (T ) = φ n for all n ≥ 1; 2. φ ∈ RR (realizable in rate) if there is a dynamical system (X, T ) for which f n (T )/φ n → 1 as n → ∞. 3. φ ∈ POL if there is a polynomial P ∈ Q[x] with P (N) ⊂ N ∪ {0} for which φ n = P (n) for all n ≥ 1; 4. φ ∈ PER if φ satisfies a linear recurrence whose characteristic polynomial is the minimum polynomial of a Perron number; 5. φ ∈ SF T if there is a subshift of finite type T with the property that φ n = f n (T ) for all n ≥ 1; 6. φ ∈ RAT if the associated (dynamical) zeta function ζ φ (z) = exp n − 2 n lies in RAT \SF T . Now let T : X → X be a dynamical system. Notice that if d|n then all points of period d have period n, so f d (T ) ≤ f n (T ). More precisely, the points of least period d contribute to f n (T ) without any repetition for different values of d, so
As pointed out by Smale [19, Section 4] in exactly this context, equation (1) may be inverted via the Möbius inversion formula to give
where µ(·) is the Möbius function defined by
if n has a squared factor, (−1) r if n is a product of r distinct primes.
A short proof of the inversion formula may be found in [26, Section 2.6]; for a more traditional proof see [9, Section 16.3] . Since the set of points with least period n comprises exactly r n orbits of length n, we also have
Notice that (3) is the only condition on periodic points in dynamical systems, simply because it is possible to define the cycle structure of a countable set arbitrarily and then compactify. For completeness, the details are given in the Appendix and this is stated as Lemma 3.1 below.
Example 2.3.
1. The Fibonacci sequence is not in ER. Using (3) we see that f 3 − f 1 must always be divisible by 3, but the Fibonacci sequence begins 1, 1, 2, 3, . . . . By contrast the golden mean shift shows that the closely related sequence 1, 3, 4, 7, 11, 18, . . . is in ER. This will be dealt with in greater generality in Section 4 below. 2. For any dynamical system T , equation (3), when n is a prime p, states that
is an invertible integer matrix with no unit root eigenvalues, then the periodic points in the corresponding automorphism of the k-torus show that det(
is a matrix of non-negative integers, the associated subshift of finite type shows that trace(B p ) − trace(B) ≡ 0 mod p for all primes p. When k = 1 this is Fermat's little theorem. 4 . Arbitrary values of f n cannot be specified even for multiplicatively independent values of n. For example, it is not possible to specify arbitrarily f p for all primes p since f p ≡ f 1 mod p for each p. Without choosing n and m carefully, specifying a value for a single f n may preclude certain values for f m (for example, f 8 and f 4 must be congruent mod 8).
Exact realizations
We begin with the (trivial) observation that the congruence (3) completely determines membership of ER.
Lemma 3.1. Let φ be a sequence of non-negative integers. Then φ ∈ ER if and only if d|n µ(n/d)φ d is non-negative and divisible by n for all n ≥ 1.
Proof. See Appendix.
Corollary 3.2. ER contains the constant sequences, and is closed under addition and multiplication.
Proof. The condition in Lemma 3.1 is closed under addition. On the other hand, if φ and ψ are exactly realized by systems (X, T ) and (Y, S), then (X × Y, T × S) exactly realizes (φ n · ψ n ). The multiplicative unit is the constant sequence (1), which is realized by, for example, the trivial map on a singleton. Proof. Assume that
and that (P (n)) ∈ ER. After multiplying the divisibility condition (3) by the least common multiple of the denominators of the (rational) coefficients of P , we produce a polynomial with integer coefficients satisfying (3). It is therefore enough to assume that the coefficients c i are all integers. Let (f n ) and (g n ) be the periodic points and least periodic points in the corresponding dynamical system, and let p be any prime. By (2),
Now let q be another prime, and recall that
Now since c 1 = 0,
and by (3)
by (4). It follows that
for all primes q and p (since f p 2 − f p is certainly divisible by p 2 ). So
taking the limit as p → ∞ of
shows that c k = 0. This contradiction proves the corollary.
A sequence φ (not identically zero) is multiplicative if gcd(n, m) = 1 implies that φ nm = φ n φ m . Notice that there are many multiplicative sequences in ER: if g is any multiplicative sequence, then so is the corresponding sequence f (see [9, Theorem 265] ). A multiplicative sequence φ is completely multiplicative if φ nm = φ n φ m for all n, m ≥ 1.
Corollary 3.4. If φ ∈ ER is completely multiplicative, then φ n = 1 for all n ≥ 1.
Proof. Assume that φ ∈ ER is completely multiplicative, with g and f the corresponding dynamical sequences. Now for p a prime and any r ≥ 1,
With r = 1 this implies that f p = 1 + pk p for all p, k p ∈ N 0 . Now
for all p and r ≥ 1. It follows that k p ≡ 0 mod p r for all r ≥ 1, so k p = 0 for all p. It follows that f p = 1 for all primes p, so f n = 1 for all n ≥ 1.
Simple examples show that the generating function 'product' of two sequences in ER φ and ψ, namely ( i+j=n+1,1≤i,j≤n φ i ψ j ) is not in general in ER. Also, the 'Hadamard' quotient version (cf. [10] , [20] for this terminology) of the last part of Corollary 3.2 does not hold. For example, (2 n ) ∈ ER is term-by-term divisible by the constant sequence (2) ∈ ER, but (2 n−1 ) / ∈ ER.
Binary recurrence sequences
In this section we expand on the observation made in Example 2.3.1 by showing that -for binary recurrences at any rate -ER ∩ PER is much smaller than might at first be expected.
Fix a binary recurrence
where a, b ∈ N. Let the discriminant ∆ = a 2 + 4b. The initial conditions are the values of u 1 and u 2 . Here we assume that u 1 and u 2 are greater than or equal to 1 and (a, a 2 + 2b) = 1 for simplicity. The more general situation (a and b are rationals, the initial conditions are allowed to vanish, and the assumption that a and a 2 + 2b are coprime is dropped) is dealt with in [17] . a .
Corollary 4.2. If ∆ is not a square, and (a, a 2 + 2b) = 1, then u ∈ ER implies u ∈ RAT . a . Then, by the assumption, the sequence u is a multiple of the sequence a, a 2 + 2b, a 3 + 3ab, . . . . This sequence is in ER because the subshift of finite type corresponding to the matrix a b 1 0 realizes it (and therefore any multiple of it).
Conversely, assume that u is a sequence in ER satisfying (5) .
On the other hand, it is well-known that
for all primes p. We now claim that the Legendre symbol ( 
To see this we construct two different realizing examples and then take linear integral combinations of them. The first is the subshift of finite type T corresponding to the matrix A = 1 2 1 0 . This system has (by [13, Proposition 2.
2.12])
f n (T ) = trace(A n ), which begins 1, 5, 7, 17, . . . and has ratio 5. On the other hand, the algebraic dynamical system S dual to x → −2x on the discrete group Z[ n − 1|, which begins 3, 3, 9, 15, . . . and has ratio 1. Now we may apply Corollary 3.2 as follows. If s, t ∈ N then (tf n (T ) + sf n (S)) ∈ ER is a sequence satisfying (8) . It follows that the set of possible ratios 
Realization in rate
Write ⌊x⌋ for the greatest integer less than or equal to x. Let β = 1.72864 . . . be the real solution of ζ(x) = 2, so ∞ n=1 n −β = 2. For any N > 1, write
notice that N * ≤ N/2 for all N . In this section, expressions like a n /b n are taken over values of n for which b n = 0.
Theorem 5.1.
1. If φ n → ∞ with φn n → 0, then φ / ∈ RR. 2. For any α ∈ (0, 1] the sequence (⌊n α ⌋) / ∈ RR. 3. For any α ≥ β, the sequence (⌊n α ⌋) ∈ RR. 4. For α ∈ (1, β), given any small δ > 0 there exists a dynamical system T for which lim inf n→∞ f n (T ) n α ≥ 1 and lim sup n→∞ f n (T ) n α+δ ≤ 1. 5. If φ is a sufficiently rapidly-growing sequence (for example, if
Remark 5.2.
1. The proof of Theorem 5.1 shows that there is a monotonicity to the property of being realizable in rate. Specifically, if φ n ≥ n β is completely multiplicative then φ ∈ RR. It is also clear that Theorem 5.1 holds for sequences (⌊Cn α ⌋) for any C > 0. 2. To illustrate the sort of phenomena that arise for slowly-growing sequences (those whose growth is close to n), let T be a dynamical system with the property that r n (T ) = 1 for all n ≥ 1. This is the system with the least possible number of periodic points compatible with the condition that for every n ≥ 1 there is a point whose orbit under T has length exactly n. By 
Proof. Modify finitely many terms of the sequence (κ n ) to produce a sequence that satisfies the hypothesis of Theorem 5.1.5.
Proof of Theorem 5.1. 1. Assume that φ ∈ RR and let f be the corresponding sequence of periodic points. Then fn φn → 1 so in particular { fn φn } is bounded. It follows that { gn φn = n φn r n } is bounded, and hence g n = nr n = 0 for all large n. This implies that f n is bounded, and so fn φn → 0, which contradicts the assumption. 2. Suppose (n) ∈ RR, and let f , g be the corresponding dynamical sequences. Then f n /n → 1, so for p a prime, pr p = g p = f p − g 1 , and therefore r p → 1 as p → ∞. Since r p is an integer, it follows that r p = 1 for all large p. Now let q be another large prime. Then
Fix p large and let q tend to infinity to see that
which is impossible. The same argument shows that f n /n cannot have any positive limit as n → ∞. For α ∈ (0, 1) this follows from part 1. 3. Assume that α ≥ β and let φ n = ⌊n α ⌋; we will construct a sequence g (and hence the corresponding sequence f ) satisfying the divisibility congruence (3), and the growth rate condition in the form 0 ≤ f n − φ n < n for all n ≥ 1. Notice that the second property guarantees that f n /φ n → 1 as n → ∞.
Define g 1 = 1 and for n ≥ 2,
By construction g n ≡ 0 mod n for all n. We claim that g n ≥ 0 for all n ≥ 2. To see this, it is enough to show that
which proves (9) . It remains to check the growth condition. For n ≥ 2,
where the last term (·) n denotes the remainder on division by n. Thus, for n ≥ 1,
which completes the proof.
4. Let φ n = ⌊n α ⌋ for some α ∈ (1, β). Let ǫ > 0 be given by 1 + ǫ = α − δ < α. First construct a sequence of integersg as follows:g 1 = 1, and for n ≥ 2,
We claim that
for all large n. To see this, notice that
by choice of ǫ. If we were sure theg n were non-negative this would be enough, so repair them as follows. Define
Notice that by (10),g n = g n for all but finitely many values of n. It follows that for n ≥ 2
and for large n,
It follows that f has the desired upper and lower growth rate bounds. 5. Let us start with a given sequence φ, and proceed to build by induction the appropriate values of g n and f n satisfying (3). In order to satisfy the divisibility condition we must be allowed to modify φ n by a number between 0 and n − 1 say. Assume this has been done successfully for all orbits of length up to N . That is, we have found numbers f 1 , f 2 , . . . , f N and (therefore) numbers g 1 , g 2 , . . . , g N satisfying the following properties: 1. they do correspond to a dynamical system: (3) is satisfied for all n ≤ N , 2. the required modification has not been too large: 0 ≤ f n − φ n < n for all n ≤ N . We now try to construct f N +1 to satisfy
in such a way that 0 ≤ f N +1 − φ N +1 < N + 1, g N +1 is divisible by N + 1 and g N +1 ≥ 0. This will be possible if
Write
where we have taken out the largest term in the sum over the divisors and σ 0 (M ) is the number of divisors of M (cf. [9, Chapter XVI] for this notation). This proves the theorem, since the stated condition guarantees that (11) holds.
Comparing orbits with periodic points
In this section we turn to the problem of comparing g n with f n in terms of growth rate. As one might expect, if g grows fast enough, then f grows very much like g (though not conversely in the case of super-exponential growth: cf. Theorem 6.2 below). Throughout f n = f n (T ) and g n = g n (T ) for some homeomorphism T .
Remark 6.1. That g n is close to f n when f n is growing exponentially has been commented on by Lind in [14, Section 4] . He points out, using (2) , that if T is the automorphism of the 2-torus corresponding to the matrix 2 1 1 1 then g 20 (T ) is only 0.006% smaller than f 20 (T ).
Theorem 6.2.
n log g n may be unbounded with infinitely many limit points.
Proof. 1. If 1 n log g n → ∞ then 1 n log f n → ∞ also, since f n ≥ g n for all n. If 1 n log g n → C ∈ [0, ∞), then (for n large enough to have g n = 0)
2. It is enough to show that if
Let R be an upper bound for { 1 n log f n | f n = 0} and pick ǫ ∈ (0, 3C). Choose N so that r > N =⇒ e r(C−ǫ) ≤ f r ≤ e r(C+ǫ) .
Then for r > 2N (so that r * , N ≤ ⌊ r 2 ⌋),
and the bracketed expression converges to 1 as r → ∞. Taking logs and dividing by r gives the result. 3. Write p 1 , p 2 , . . . for the sequence of primes. Let n r = p r p r+1 , and define a sequence (g k ) as follows. For k not of the form n r , define
For k of the form n r define g k according to the following scheme:
and so on. Then 1 n log f n → ∞ off the n r 's clearly. Along the sequence (n r ),
On the other hand, along a subsequence of n r 's chosen to have g nr = n r 2 ℓnr for a fixed ℓ ∈ N (which will exist by construction), we realize ℓ log 2 as a limit point of the sequence 1 n log g n . Finally, we turn to comparing these growth rates in a sub-exponential setting. For polynomial growth, the next result shows that f and g may behave very differently. Theorem 6.3. Let C and α be positive constants.
Open problems
Several problems are suggested by the discussion above. 1. Is (⌊n α ⌋) ∈ RR for α ∈ (1, β)? (cf. Theorem 5.1). 2. More generally, is the convergence of ∞ n=1 1 φn enough to ensure that φ ∈ RR? 3. Is there a meaningful characterization of dynamical zeta functions? Corollary 3.2 shows this set of (formal) functions to be closed under products. 4. Is it true that PER ∩ ER ⊂ RAT ? (cf. Section 4). 5. Can a non-degenerate linear recurrence of degree 3 or more lie in ER for infinitely many different choices of inital conditions (up to scalar multiples)? 6. Can a non-trivial 'elliptic' recurrence sequence (see [25] ) lie in ER?
Appendix In this section we consider exact realizations and show how to construct the 'model' dynamical system that exhibits all possible periodic point behaviours. The example is entirely artificial because any natural class of dynamical system (symbolic, smooth, classical) usually has an exponential bound on the rate at which periodic points may grow.
In one direction this is trivial: if φ ∈ ER, then it must satisfy (3). To see that the condition (3) is also sufficient, it is enough to exhibit a dynamical system with prescribed values of r n ≥ 0 for all n ≥ 1.
Assume first that r 1 > 0, and write n j = r 1 + 2r 2 + 3r 3 + · · · + jr j for j ≥ 1.
Let X = N ∪ {∞} denote the one-point compactification of the natural numbers, which is a compact metric space. Define a map T : X → X by its factorization into disjoint cycles as follows:
(∞)(1)(2) . . . . . . and so on. Once again it is clear that the map T has the desired values for r n (T ).
If r n = 0 for all n ≥ 1 then one may take for T an irrational circle rotation.
