A general principle in understanding the design of sensory systems is the need to encode information efficiently, which in turn requires the removal of redundancies in the signal received from the outside world [1] [2] [3] [4] . This principle helps us understand why the retina does not operate simply like a camera conveying a stream of intensity values for each pixel. Natural images contain a large amount of redundant information because pixels nearby in space and/or time tend to be correlated [5] [6] [7] . Rather than continuously transmitting the presence of an unchanging visual input, many retinal neurons preferentially signal deviations from the local image statistics, such as
. For instance, the retina can adjust within seconds to changes in the variance in light intensity (contrast) by altering the strength of excitatory and inhibitory synapses 22, 23 . A particularly striking example of adaptation occurs in response to changes in spatial correlations within the visual input, as are generated by edges of objects [24] [25] [26] .
Neurons that encode orientation have been studied in detail in the visual cortex [27] [28] [29] [30] The neural circuitry by which the visual system implements a DPC is not understood, either in the retina 23 or in the cortex 20, 26 . One model proposes the construction of a modifiable pattern detector that is fed by an array of excitatory subunits, each one tuned to a different stimulus pattern: if one of these detector subunits is driven strongly it fatigues and makes a smaller contribution to the activity of the output neuron which therefore becomes more sensitive to other, rarer, patterns 9, 21, 33, 34 . This model is attractive but is not thought to operate in the retina because bipolar cells providing excitatory inputs to RGCs do not appear to be sensitive to orientation 9 . An alternative hypothesis of "network plasticity" has therefore been proposed in which the locus of the adaptive changes are the synapses that RGCs receive from the inhibitory amacrine cells, with these synapses obeying an anti-Hebbian plasticity rule that strengthens them when they are coactivated with the RGC 9 . In this scheme, a vertically orientated stimulus will strengthen inhibitory inputs above and below the RGC making it more sensitive to horizontal orientations.
To identify the circuit mechanisms generating dynamic predictive coding of spatial patterns we used an optical technique based on the fluorescent glutamate sensor iGluSnFR 35 to compare the synaptic output from individual RGCs with the excitatory synaptic inputs that they receive from an array of bipolar cells. We probed these synapses using gratings of different orientations and found that many are strongly tuned to orientation through lateral antagonism in the orientation domain. Further, a subset of RGCs were driven by a mixture of excitatory synapses tuned to different orientations, providing the basic connectivity for a modifiable pattern detector. The nulling of a constant signal is then generated through at least two mechanisms: depression of excitatory synapses and fast feedforward inhibition. The basic features of this circuit are found in many other parts of the brain and may provide a general design for detecting change and removing redundancy.
Imaging the input and output from individual retinal ganglion cells
The signals that RGCs deliver to the brain depend on the integration of a variety of synaptic inputs, often with mixed properties. Understanding how the activity of these inputs determine the output of the neuron has been difficult because individual synapses on a dendrite cannot be isolated using electrophysiology 36, 37 . To overcome this problem we used in vivo imaging in larval zebrafish expressing iGluSnFR over the surface of subsets of RGCs (Fig. 1A) . Visual stimuli generated "hotspots" of iGluSnFR fluorescence on dendrites (Fig. 1B ) and these displayed many of the functional properties expected of glutamate release from the synapses of bipolar cells, such as adaptation to contrast 38 ( Fig. 2 ). The axons of these same RGCs could then be tracked to monitor the signal delivered in the optic tectum, also by the release of glutamate (Fig. 1A ).
iGluSnFR signals in the tectum were abolished when the cell body in the retina was ablated, demonstrating that they reflected the synaptic release of glutamate from the imaged neuron rather than glutamate spillover from neighbouring cells (Fig. 1C ).
Figure 1 near here
To identify RGCs sensitive to orientation we presented gratings that continuously reversed contrast at 5 Hz: keeping the temporal contrast fixed, the orientation of the grating was then switched from horizontal (90º) to vertical (0º) every 10 s until the grating was removed. In 102 of 106 RGCs the first presentation of the grating elicited a strong and transient output simply because of the increase in contrast (Fig. 1D) . In 28 RGCs responses were insensitive to orientation (Fig. 1F ), but in 66 the response to the grating depended on its orientation 31 . For instance, Fig. 1c shows a neuron generating a strong response to the vertical grating (R0) but very weak responses to the horizontal grating alone (R90). An orientation selectivity index (OSI) was defined as |R0-R90|/(|R0|+|R90|) and in the 66 of 106 RGCs classified as orientation selective this averaged 0.69 (Fig. 1E ).
Of the orientation-selective RGCs, 43 exhibited relatively static tuning and adapted incompletely or not at all (Fig. 1G) . But in the other 23 RGCs the orientation-selectivity was not fixed. Two examples are shown in Fig. 1H , where the neurons generated a transient glutamatergic output at both the horizontal-to-vertical and vertical-to-horizontal transitions. These outputs depressed by 92.0 ± 0.1 % within 0.26 ± 0.31 s, effectively suppressing the transmission of redundant information. Within ~9 s of this profound adaptation, these neurons had altered their tuning to allow the signaling of a future change in stimulus orientation, demonstrating the ability to generate a dynamic predictive code 9, 12, 13 . The retina of zebrafish therefore transmits information about orientation through two functionally distinct groups of RGC, either statically or dynamically tuned ( Fig. 1G and H) .
Detection of spatial patterns originates in synapses of bipolar cells
To investigate how some RGCs dynamically alter their tuning to spatial patterns, we began by asking whether their excitatory inputs might be sensitive to orientation. Although electrical recordings in the soma of bipolar cells have not revealed any orientation selectivity 9 it is known that inhibitory inputs onto the synaptic compartment can dramatically modify the electrical signal that drives transmission 22, 39 . Imaging iGluSnFR provided the opportunity to directly assess the final output. The raster plot in Fig. 2A shows iGluSnFR responses from 606 synaptic inputs on the dendrites of 27 RGCs: 47% of these synapses displayed significant orientation selectivity and individual examples are shown in Fig. 2B . The distribution of OSIs measured for bipolar cell synapses displayed two distinct populations: the smallest group (30%) displayed a median OSI of 0.3, but the remaining 70% were almost perfectly selective for one orientation over the orthogonal (Fig. 2C) . We confirmed this finding by surveying the whole population of bipolar cell synapses using zebrafish expressing a fast version of GCaMP6 fused to synaptopyhsin Figure 2) and there was a clear preference for vertically oriented stimuli (Fig. 3F ). These results demonstrate that the analysis of orientation within the zebrafish visual system begins in the synaptic terminals of bipolar cells.
Figure 2 near here
The kinetics of the signals encoding orientation within the retina and the optic tectum were profoundly different. Fig. 2D compares the averaged output of RGCs displaying dynamic predictive coding (black) with the subset of bipolar cell synapses tuned to the horizontal (red).
Bipolar cell outputs declined by an average of 49% over a 10 s period, in general agreement with the kinetics of contrast adaptation at the bipolar cell synapse measured using electrophysiology 41 and the optical reporter sypHy 22, 42 . In contrast, the output of RGCs adapted completely with a dominant time-constant of between 0.17 s and 0.25 s. Although depression intrinsic to bipolar cell synapses will also contribute to nulling the output to a constant signal 33 , this process is too slow and incomplete to account for the extent of adaptation in the signal delivered to the tectum (Fig.   2D ). The rapid "zeroing" of the output in the face of an unchanging input is key to removing redundancy in a signal, and these results demonstrate that the retina carries out such an operation after the bipolar cell synapse.
Intrinsic and extrinsic mechanisms generating orientation tuning in bipolar cell synapses
How do bipolar cell outputs become tuned to orientation? Two potential mechanisms, which might operate together, are shown in Fig. 3A . The first involves synapses with asymmetric receptive field centers causing features aligned with the longer axis to generate larger responses than those at other angles. We investigated this possibility by measuring calcium signals within bipolar cell terminals using SyGCaMP6f and mapping their receptive fields using the technique of filtered back projection 40 . Consistent with the dendritic field shapes of zebrafish bipolar cells 43 , the large majority of terminals had receptive fields displaying some degree of ellipticity (Fig. 3B ). The median ellipticity was 0.30 ( Fig. 3C ), potentially providing a simple explanation for the population of synapses with OSI centered around 0.31 but not the second population with OSIs approaching one ( Fig. 2C ).
Figure 3 near here
The second potential mechanism for generating pattern-detecting synapses invokes lateral inhibition from amacrine cells (Fig. 3A) , which contact bipolar cell terminals through GABAergic connections 7 . This mechanism was first suggested when we measured OSIs using gratings of different spatial frequency and found that the receptive field centers of bipolar cell synapses were four-fold smaller than the spatial patterns that they signaled most strongly ( Fig. 3D & Supplementary Fig. 2 ). The obvious candidates for neurons within the inner retina with large receptive fields are wide-field amacrine cells, so we tested their role by injecting a mixture of gabazine and strychnine into the intravitreal chamber to block both GABAergic and glycinergic inhibition. With inhibition blocked, only 10% of 1173 terminals displayed orientation selectivity, compared to 24.4% of 1053 terminals with inhibition intact (Fig. 3F & Supplementary Fig. 3 ).
Notably, the population of bipolar cell terminals with OSIs around one was almost completely abolished ( Fig. 3E ), indicating that they were indeed generated by lateral inhibition. Blocking inhibition also flattened the distribution of preferred orientations from one in which terminals tuned to the vertical were strongly over represented to one in which horizontal orientations were represented at slightly higher frequencies (Fig. 3F ).
Further evidence for the idea that inhibitory inputs contribute to the tuning of bipolar cell synapses is shown in Fig. 4 , which plots SyGCaMP6f responses in terminals displaying differing degrees of selectivity for the vertical and horizontal. In the synapses with an OSI of one, a grating orthogonal to the preferred orientation often caused a significant decrease in calcium below the baseline i.e. a stimulus at the non-preferred orientation activated a counteracting inhibitory signal.
These antagonistic responses depended on the spatial frequency of the stimulus (Supplementary Fig. 2 ) and were observed in 29% of terminals using a grating of 0.03 cycles per degree but only 9% of terminals using 0.121 cycles per degree, again indicating the involvement of amacrine cells with larger dendritic fields. When inhibition was blocked using gabazine and strychnine, responses with decreases in calcium for the null direction were completely abolished (not shown) and the distribution of preferred orientations was flattened (Fig. 3F ).
Figure 4 near here
Direct evidence for the idea that amacrine cells can also be orientation-selective was obtained by measuring their synaptic activity using SyGCaMP3.5 under the ptf1a promoter . To investigate whether such RGCs exist in the retina of zebrafish, we used iGluSnFR to make a functional assessment of the rules governing bipolar cell to RGC connectivity. We sample 27 RGCs, measuring from an average of 22 synaptic inputs in each, distributed over several focal planes. Three general patterns of connectivity were observed.
RGCs were either selective for untuned inputs ( cell that inhibits the same RGC, often on the same dendrite [44] [45] [46] (Fig. 7A) . FFI is also a fundamental feature of the hippocampus and neocortex, where it controls the temporal window for firing in pyramidal neurons 47, 48 and can generate a high-pass filter 49 . Unfortunately, testing the role of FFI by pharmacological manipulation of inhibition was confounded by the simultaneous block of lateral inhibition causing large increases in the gain of excitation through bipolar cells.
We therefore used a combination of electrophysiology and modelling to assess the role of FFI.
Figure 7 near here
A multicompartment model of a simplified RGC was made into which we integrated the properties of excitation and inhibition that we measured electrophysiologically 45 . Fig. 7Bi shows how excitation in the model RGC became briefer as the strength of the inhibitory input was increased. The ratio of inhibitory to excitatory synapses varies between RGCs, so we used the mean ratio of 2:1 measured experimentally in goldfish retina 45 (Fig. 7Bii) . The average excitatory input measured using iGluSnFR was then convolved with the high-pass filter introduced by FFI, with the results finally passing through a static non-linearity that represents thresholding performed by the spike generating mechanism in the RGC. A key assumption of this model was that the excitatory current injected into the RGC dendrite is directly proportional to the iGluSnFR signal, which has been confirmed experimentally 35 . The only parameter that was not empirically determined was the threshold for the non-linearity: in tests of the model shown in Fig. 7 we set this threshold to be 3 times the noise in the baseline. The results qualitatively reproduced the glutamatergic output measured in the tectum (Fig. 7A) , including RGCs that were selectively wired to excitatory inputs of similar orientation selectivity (Fig. 7C ) and those that received excitatory inputs tuned to different orientations and exhibited dynamic predictive coding (Fig.7D ). These results demonstrate that the rapid and efficient suppression of an unchanging signal can be mediated by FFI.
Discussion
A basic constraint on the design of neural circuits is the need to transmit information in an energyefficient manner and removing redundancies from incoming signals is one of the most important ways to achieve this 2, 4, 50, 51 . In this study we have delineated a circuit that allows individual neurons to signal changes in spatial patterns while strongly suppressing the transmission of unchanging and, therefore, redundant information. This implementation of a dynamic predictive code involves the re-tuning of orientation-selective RGCs 9 by the circuit shown in Fig. 8 , which contains the following basic elements: i) bipolar cell synapses acting as pattern detectors due both to their intrinsic orientation selectivity ( over time-scales of several seconds (e.g Fig. 2D ) while FFI acts on a fraction of a second 49 .
Another key variable will be the strength of the feedforward inhibition received by the neuron acting as the pattern detector. We found a distinct subset of RGCs that did not act as high-pass filters (Fig. 6B) , consistent with the idea that the FFI they receive is weak or non-existent. With variations, therefore, the basic circuit shown in Fig. 8 could act with varying efficiency and on different time-scales to alter tuning and suppress the transmission of maintained stimuli.
We found that most RGCs in zebrafish do not completely suppress an unchanging input, and do not, therefore, implement a dynamic predictive code in an ideal manner. Similarly, a survey in the retina of salamanders and rabbits found that only half of RGCs adapt to an orientated stimulus, with gain changes averaging a factor of about two 9 . The lack of more complete adaptation can now be understood in terms of the excitatory inputs that RGCs receive from bipolar cells, which depress incompletely and relatively slowly while a stimulus is maintained (Fig. 2) . Modelling basic features of connectivity in the inner retina indicate that the steady excitatory input is only nulled effectively and rapidly in the subset of RGCs that additionally receive FFI (Figs. 6 and 7). The tectum therefore receives information about spatial patterns in at least two ways: some RGCs signal changes towards a preferred orientation and are stably tuned while others signal changes in any orientation and rapidly retune ( Fig.1G and H) .
It remains to be seen how these different signaling modes are used by downstream circuits.
Answering such questions will be aided by measuring the distribution of spatial correlations in orientation space that a zebrafish is encountering in its normal environment of shallow, slowmoving, streams. Amongst the first pattern detectors -the bipolar cell synapses -there is an over-representation of vertical orientations (Fig. 1F) of an RGC receiving a mix of excitatory inputs tuned to 0º (13), 90º (7) and non-OS (9). Note that the average excitatory drive to this cell shows a transient increase at each change in orientation.
All image scale bars = 5µm and all ∆F/F scale bars = 50% ∆F/F 
Online Methods
Zebrafish: Tg(-1.8ctbp2:SyGCaMP6) and Tg(ptf1a:gal4; UAS:SyGCaMP3) fish were generated as described previously 1 . Tg(10xUAS:iGluSnFR ccu003t ) was a kind gift by S.
Renninger and M.Orger and was generated in the following way: DNA coding for iGluSnFR . Stimuli were presented using an Optoma PK320 pico projector (Optoma, Watford, Hertfordshire, U.K.), modified so that only the red LED was used for projection 5 . The mean irradiance of the screen was 12.7 nW mm −2 and fish were positioned so that they viewed the centre of the screen and were adapted to the mean luminance for ≥10 mins. Square wave grating stimuli had an amplitude from -100% to +100% contrast and were designed so that the centre of a bar was always aligned with the centre of the screen, rather than an edge. For the spatial frequency tuning in Supplementary Fig. 2 and Fig . Locating the axon terminals of identified RGCs in fish with more than one labelled RGC was aided by the retinotopic distribution of RGC axons in the tectum 9 where dorso-temporal RGCs project to the ventro-anterior region of the tectum. We also confirmed that the axon terminal belonged to the identified RGC by laser ablating the RGC to check that the axon terminals stopped responding ( Figure 1C ), this was done by parking the beam over the cell body with the laser power at maximum, laser delivery was terminated as fluorescence dramatically increased, this coincided with destruction of the cell body.
Analysis:
Image segmentation: Regions of interest (ROIs) corresponding to synapses were segmented from the registered time series using an iterative method, similar to 10 . Initially we determined a local correlation map by cross correlating the time series of each pixel (x0) with its 8 neighbours (x1-8), with pixel x0 then being replaced by the maximum correlation value. This local correlation map was then used to seed the ROIs. The pixel with the highest value in the local correlation map provided the first ROI seed. This pixel had 8 nearest neighbours, each was tested for correlation with the seed and if a threshold was reached they were added to the ROI. This process was iterated for the neighbours of all pixels added to the ROI, when no further pixels were added the ROI was complete. The next ROI seed is chosen as the highest value from the remaining pixels in the local correlation map. Threshold values were chosen by the experimenter and were consistent across all fish analysed for a particular protocol. Only terminals that had responses >4*SD of the base line were included for subsequent analysis. For segmentation of iGluSNFR signals in the tectum: the same approach was used however care was taken to join ROIs whose time series was strongly correlated. This ensured that we did not attribute the output of one RGC giving rise to multiple synaptic terminals to outputs from multiple RGCs, but may mean that we underestimated the frequency of some responses types if separate cells generated two similar response types. 
Classification of retinal ganglion cells:

Receptive field reconstruction:
The receptive fields of bipolar cell terminals were mapped as described previously 5 , briefly a -100% contrast bar was flashed onto the retina with 3.2º spacing and at 5 angles ranging from 0º to 144º. Bars were presented in a pseudo random order and for 0.5 s with a 2 s duty cycle. These responses allowed the receptive fields to be accurately recovered with the filtered back projection method 5 .
Modelling the contribution of RF ellipticity to OSI: Phenomenological models were constructed in Igor Pro (Wavemetrics, Oregon, U.S.A.). 404 bipolar cell receptive fields were constructed as normalised 2D Gaussians with the major axis, minor axis and theta determined from fits to the 404 measured receptive fields ( Figure. 3). Each model 2D
Gaussian was first multiplied by a matrix representing a single grating stimulus, then the sum of all elements from the resulting matrix was rectified to give the response to a single grating. This was then repeated for the orthogonal orientation and equation 1 was used to calculate the OSI. This was repeated for all the spatial frequencies tested and the results shown in Figure 3D are the mean ±SD for all 404 receptive fields.
Modelling the filter resulting from feedforward inhibition:
We used the equations that fit previous measurements of the excitatory and inhibitory conductances from 12 and placed a single excitatory and inhibitory synapse at the same point of a single dendrite of the simplified NEURON model 12 used in Figure 7 . The conductance of the excitatory synapse was set to 0.0005 nS and the conductance of the inhibitory synapse was varied from 0 to twice the magnitude of the excitatory synapse. To calculate the temporal filter resulting from the feed-forward inhibitory synapse we used normalised-least-mean-squares adaptive filtering with a filter length set to 750 ms. The filter was fit to 804 seconds of data generated by the simplified NEURON model which contained 1600 randomly timed synaptic events of varying duration.
Drug application:
To administer inhibitory antagonists to the retina in vivo, we injected ~4
nl of a solution containing 10 mM gabazine and 10 mM strychnine. We confirmed that these drugs gained access by including 1 mM Alexa 594 in the injection needle, within 5 mins of injection the dye could be detected within the inner plexiform layer of the retina ( Supplementary Fig. 3A) . However, the drugs do not distribute evenly within the eye, as can be seen in the accumulation of Alexa 594 in the intravitreal space. 25% of 1053 measured synapses displayed a significant orientation preference with a false positive rate of 1%. The distribution of orientation preferences for these terminals are shown in to full field. Each grating was given in a pseudo random order and then de-shuffled and concatenated for display purposes. This data generated the spatial frequency tuning shown in Fig. 3D . B) Examples from 3 bipolar terminals to gratings of varying spatial frequency.
