As a first contribution the mTSP is solved using an exact method and two heuristics, where the number of nodes per route is balanced. The first heuristic uses a nearest node approach and the second assigns the closest vehicle (salesman). A comparison of heuristics with test-instances being in the Euclidean plane showed similar solution quality and runtime. On average, the nearest node solutions are approximately one percent better. The closest vehicle heuristic is especially important when the nodes (customers) are not known in advance, e.g. for online routing. Whilst the nearest node is preferable when one vehicle has to be used multiple times to service all customers.
Introduction
The multiple Travelling Salesman Problem (mTSP) has m salesmen (vehicles) which have to visit n customers (nodes). More precisely a customer will be visited exactly once by one and only one salesman. The salesmen are located in a single depot (source node). Salesmen have to return to their starting point. One could emphasise this by stating the salesmen travel closed loops. If they do not have to come back to the source node, then this is known as an open mTSP.
The mTSP is a special case of the Capacitated Vehicle Routing Problem (CVRP). The difference is that customers have a demand and vehicles (e.g trucks) have a capacity limit. Hence, VRP algorithms can be used for the mTSP as well. On the other hand the TSP is a special case of the mTSP with m = 1. There are various different flavours of the mTSP differentiated by means of objective functions and constraints. In this paper we will focus on minimising the total distance subject to an upper and lower limit of customers a salesman has to visit. These bounds are used for node balancing. Other constraints (not considered in this study) deal with multiple depots and time windows.
Several solution approaches have been investigated, which can be roughly grouped into:
• Greedy heuristics,
• Local search algorithms,
• Meta heuristics, and
• Exact methods.
Usually the runtime of these approaches increase is in the order they were listed. The mTSP is an NP-Complete problem [12] . Classic meta heuristics to solve the mTSP include genetic algorithms (GA) [20, 3, 24] , simulated annealing (SA) implementations [15, 18, 21, 13] and tabu search (TS) approaches [7, 16, 18] . Interestingly, GA are more often used than SA and TS when solving the mTSP. Recently, Nazari et al. [14] used neural networks with reinforcement learning to solve mTSP instances with similar structure. mTSP instances were apparently solved efficiently, after an initial resource consuming learning phase. Neural networks were applied to solve the mTSP far earlier. In 1989 Wacholder et al. [23] used Neutral Networks based on a Hopfield-Tank's neuromorphic city-position map using the Basic Differential Multiplier Method which evaluates Lagrange multipliers simultaneously. Later Hsu et al. [9] used a neural network based on a self-organised feature map model to solve the mTSP. Another interesting neural network based on competitions was done by Somhom et al. [17] . Exact methods for the mTSP are based on integer programming formulations. Bektas [2] gives an overview and several solution procedures. Typically they are solved with brand and bound [1, 8] , or in conjunction with Lagrangian relaxation [6] . Cutting planes are another popular approach which is introduced by Laporte and Nobert [11] to solve the mTSP.
The aim of this work is to gain insights into the mTSP dynamics when the number of vehicles changes. Two greedy heuristics are introduced (Section 3). They are compared against each other and an exact method (Section 4). We compare these heuristics to implementations by other authors as well. A functional relationship describing the solution distance depending on the number of travelling salesmen and customers is given for uniformly distributed customer locations (Section 5). The first steps of an exact approach to proof this function are presented.
Problem Formulation
The mTSP is defined on a network with nodes N = {1, 2, . . . , n}, arcs A = a 1 , . . . , a m and distances d = d a 1 , . . . , d a m . Instances in the Euclidean plane often have a complete underlying graph structure. In this case it is more convenient to use a distance matrix D = (d i j ).
We will base the exact formulation on Kara and Bektas [10] . The objective function is:
Here, x i j is the binary decision variable whether node j is visited coming from node i. This is subject to several constraints. We need to ensure m salesmen leave and enter depot, which is located in node 1:
(
On each route exactly one node with the exception of the depot is entered and left by one vehicle: n i=1 x i j = 1, j = 2, . . . , n n j=1 x i j = 1, i = 2, . . . , n
Now there is a minimum number K and maximum number L of nodes that have to be visited by each salesman. The decision variables u i ∈ Z(i ∈ N) keep track of the sequence and eliminate subtours. Each salesman tour has an upper bound:
and a lower bound:
Furthermore, we will not allow short tours, i.e. K > 2 or:
The actual subtour elimination constraints are:
Existing exact algorithms find solutions for small instances (number of nodes less than 20) in seconds, for medium instances (number of nodes 20 to 100) in hours, and for large instances they generally "struggle". Hence, it is important to use heuristics.
Heuristics
We will consider two greedy heuristics. The first heuristic uses a nearest node approach, and the second one assigns the closest vehicle (salesman). The input for the algorithms is a distance matrix and the number of salesmen m. The output is a list of m-routes.
The nearest node approach builds a route for each vehicle iteratively. In the vehicle 's iteration the route is initialised with the source node ( f = 1). Within the iteration a loop adds the nearest node to the last visited node using the nodes that have not been visited yet. Once the route reaches a certain number of nodes the next vehicle's iteration starts.
Algorithm 1 shows the details. A distance matrix D and the number of salesmen m are required as input. The elements in the distance matrix's diagonal must be ∞. The algorithm re- 
D v,t = ∞; ⊲ensure no one goes to t 7: 
where k is the salesman index number. The salesman number is set in line 2. Line 3 initialises the route sequence with source node 1. Line 4 starts a loop in case there are nodes that have not been visited yet, and the salesman's customer limit M has not been exceeded. The index j and node t the salesman will visit next are determined in line 5 by taking row vector f from D and considering v (the nodes not visited yet). For subsequent steps arcs towards t are unnecessary. Hence, respective distances are set to infinity (line 6). Line 7 adds t to the current route and removes it from the not visited node list. The last visited node t becomes the starting point for the next search (line 8). The while-loop completes route k. The for-loop iteratively creates all routes r = r 1 , . . . , r m . The distance matrix D is obtained by computing Euclidean distances:
where i and j are nodes having coordinates C i and C j . Node 1 represents the source. Two salesman m = 2 are available. According to Equation 9 a salesman will visit n−1 m = 4 customers (not counting the source node). Figure 1 shows the optimal solution, which was found by using Algorithm 1. How- Figure 1 : mTSP example solution ever, in general, the algorithm cannot guarantee finding the optimal solution. Looking at the solution it can be observed that travelling salesman 1 first visits node 6, because it is the nearest node from 1. The nearest node (not visited yet) from 6 is 7 with a distance of 4.6. The algorithm continues that way and forms route r 1 = 1, 6, 7, 8, 9 . Since it is a closed tour node 1 is added to the route sequence. This route's distance is ∼ 23.2. Route 2 is found in a similar way having distance ∼ 21.6. Hence, the total distance is ∼ 44.8.
This algorithm naturally arises if there is only one salesman (truck, vehicle, forklift, car) available and the capacity limit is M leading to m tours a single salesman has to undertake.
If a fleet of m trucks is available, i.e. there are m salesman the closest vehicle approach is better. The idea is to assign the salesman, which is closest to the not yet visited nodes. Algorithm 2 shows the details for this implementation. Line 1 and 2 ensure that the vehicles start from node 1. Line 3 states that all nodes except node 1 have to be visited. y in line 4 will keep track of how many nodes a vehicle has visited. In line 5 a loop is started that will only stop once all nodes have been visited. The minimum distance from each vehicle to the available nodes is computed (line 6). Line 7 gives the corresponding index, which is equivalent to a vector of vehicles. The index of the minimum distance identifies the required vehicle index k (line 8). Finally, the "to-node" is obtained (line 9). We add this node to the appropriate route (line 10). Ensure that no vehicle will go to the found node anymore (line 11). Line 12-20 check whether a vehicle has exhausted its capacity. In case a salesman's limit has r k = r k ∪ t; ⊲add t to route 11: D v,t = ∞; ⊲ensure no one goes to t 12: if k ≤ a then 13: if y k ≥ n−1 m then 14: 
f k = t; ⊲new from node 23: end while been exceeded the remaining distances are set to infinity. This prevents the salesman to be chosen for any further routing. t was the last node on vehicle k's route. Line 21 removes t from the not-visited-nodes list. Line 22 specifies vehicle k's last visited node f k . Vector f is the origin for subsequent routes.
This algorithm occurs in applications, where a fleet is available. Here, each vehicle "bids" for the next job. The vehicle with the shortest distance to the next job is allocated to it. As mentioned in the acknowledgement a similar scenario was the motivation for developing the closest vehicle heuristic. The actual scenario consisted out of a fleet of autonomous forklifttrucks (robots equipped with Artificial Intelligence), which operate in a warehouse. They move pallets between storage locations or ports. However, pallet movements are not known in advance. Hence, the closest vehicle heuristic assigns the forklift-truck nearest to the storage location to the next job. The subsequent section gives insights about the performance of the heuristics.
Empirical Insights
The exact algorithm (A), nearest node heuristic (B) and the closest vehicle algorithm (C) are compared with each other in regard to distances (see Table 1 ). A set of six small test instances with node numbers varying between 9 and 51 nodes are used. These test instances can be downloaded from wiki.smartana.org. The instances are further refined by providing the number of salesmen (m), the minimum K and The exact method's runtime is a few seconds for the instances up to 29 nodes on a computer with 16GB RAM and processor Intel(R) Core(TM) i7-4600 CPU 2.10 GHz 2.70 GHz. The instances with 51 and 52 nodes run for several minutes before returning the optimal solution. Table 2 uses "classic" TSP test instances originating from the TSP library. These instances are often used for the mTSP ( [25, 22] ). Six instances with nodes varying between 51 and 200 were used. The number of salesmen were varied between 2 and 5. The first node was used as depot to which all salesmen had to return.
Three implementations are compared against each other. Again, the nearest neighbour, closest vehicle heuristic and exact method are used. The formulations and algorithms can be found in the previous sections. I used the nearest neighbour heuristic as start solution for the exact method. The computational runtime was restricted to eight hours (Note: it can take over an hour for the problem formulation). The maximum number of nodes with a route was restricted to: L = n−1 m . The minimum was K = L − 1. The optimal solution was found for eil51 with m ∈ {2, 3} and eil76 for m = 2. The problem formulation plus computational time for these instances were 12.6, 62.6 and 55.5 minutes. It can be seen that all eil* test instances achieved a solution improvement. Only a few kro* instances achieved a solution improvement from the nearest neighbour heuristic using the exact method. In reflection L and K were too restrictive. The computational performance may be improved by using the initial solutions as constraints. For instance, for each route r k we can require:
where h k is the maximum distance a salesman travelled using the nearest neighbour heuristic. Furthermore, the total distance can be limited as well: f (x) ≤ m k=1 h k . This will help to cut several branches within the branch and bound algorithm. An easier approach is to increase the runtime. [25, 22] ) compared other mTSP heuristics. Zhou et al. [25] have experimental studies, which discuss the solution improvement and the required runtime. For the mTSP a table with six test instances (between 52 and 200 nodes) is given that compares four heuristics against each other. Three of them were from the authors and the invasive weed optimisation algorithm (IWO) was introduced by Venkatesh and Singh [22] . Their mTSP implementation uses multiple depots located indirectly via the requirement of being on the salesman's route. The minimum number nodes visited can be set. In their experiments it was set to one. A direct comparison of the results in this study with theirs is only possible to a certain extend. This is due to their problem design being more relaxed, which means it should lead to better solutions. Furthermore, their algorithms are metaheuristics, which is usually another reason better solutions. Yet, it is interesting to note that the results reported by Zhou et al. [25, p572, Table 4 ] are of similar magnitude as the heuristics introduced, here, for the m = 2 and instances up to 150 nodes. Even more surprising is that the reported kro* instances n > 100 and m > 2 distances exceed significantly the distances reported here; despite using a meta-heuristic. Zhou et al. [25] determine multiple routes without the constraint to come back to a single depot. That means, all distances should have been lower. Hence, the heuristics here with slight adaptations should outperform the genetic algorithms (GAs), which means that the nearest node and closest vehicle heuristics should be used to find initial solutions for the GAs.
Functional Relationship
Similar to the previous section test instances are computed and compared. However, in this section we will give the functional relationship that relates the solution distance to the number of salesmen and customers (nodes). The coordinates for n nodes are uniformly distributed pseudo-random integers in X 2 where X = {1, 2, . . . , 100}. They are generated for test-instances ranging from 50 to 500 nodes (step size 50). The Euclidean distance matrix is computed from these coordinates. Hence, the number of arcs is n 2 − n leading up to 249,500 arcs. Since, the matrix is symmetric the number of arcs could be reduced, and Table 3 shows the averages distances s tm and their standard deviations σ tm . t is the number of nodes and m is the number of salesmen. Figure 2 (a) shows the average solution distance growth when the number of salesmen (trucks) increases for the 50 nodes test-instance for the closest vehicle heuristic. This represents row 2 in Table 3 . The growth of the average solution distance with the number of nodes is shown in Figure 2 (b) . The m = 2 column for the closest vehicle heuristic in Table 3 shows the figure's averages and additionally standard deviations are given.
The above allows to estimate the solution distance for the closest vehicle heuristic depending on the number of travelling salesmen. We observe solution distance changes between m and m + 1 (salesman between 2 and 7) for the test-instance (50 to 500). This is on average ∆ = 90.40 (with standard deviation 16.5) for the closest vehicle heuristic, and ∆ = 88.09 (with standard deviation 13.0) for the nearest neighbour algorithm. These values were obtained from:
where S = {50, 100, . . . , 500}, n s = #S and n m = max m−2 = 5. Hence, the solution distance s tm can be approximated by:
s t2 itself can be expressed by fitting a function x p to the data. This gives the following functional relationship for the closest vehicle heuristic for two salesmen:
using the previous data (see Table 3 and Figure 3 ). For instance, t = 250 and m = 2 returns s 250,2 = 1, 568.9 (actual average 1578.0). Combining Equation (12) and (13) gives the functional relationship:s tm ≈ 138.2t 0.44 + 90.4(m − 2), m ≥ 2.
The above describes the total distance covered by a fleet of m vehicles servicing n s customers. For instance, for m = 6 vehicles and t = 250 customers Equation (14) returns a travelled distance of s 250,6 = 1930.5 (actual average 1957.8, 1.392% deviation) in X 2 . This can be easily scaled to larger areas. For instance, if X 2 = 300 × 300km 2 then s tm is multiplied by three (slightly more precise 3.02 = 299 99 ). In the special case of m = 1 the nearest neighbour and closest vehicle heuristic return the same solution for the TSP. The expected distance travelled s t1 using either heuristic is: s t1 = 111.37t 0.4704 , where t is the number of customers.
Inspired by this empirical information an even more mathematical approach is considered. Fundamental probability theory provides the expected distance between two uniformly distributed random numbers a(X). Here, X is a compact convex subset of the s-dimensional Euclidean space. Let d(X) = max{ x − y : x, y ∈ X} be the diameter of X. It is well known that for all compact convex subsets of R the expected distance is a(X) = d(X) 3 . Example 5.1 (Expected distances between two points). Let a = 0 and b = 100. The probability for each number is 1 b−a . The 5 expected value for two nodes n = 2 is b−a 3 = 100 3 = 33.3. For three numbers the problem becomes more interesting.
Example 5.2 (Numerical simulation -average distance between two points). An easy way to confirm the average distance of two points is to run a numerical simulation. I have created n = 100, 000 points with x, y ∈ X n ; X = U(0, 1)). The distance vector is d = |x − y| with d(X) = 1. The average distance is a(X) = 1 n ed ∼ 0.33321, where e is the one-vector. The distribution is triangular and shown in Figure 4 (a) . This agrees very well with the theoretical average a(X) = d(X)
3 . Let us look at 100,000 uniformly distributed integers in X = {1, 2, . . . , 100}. The observed average distance between them is a(X) = 33.1668 and d(X) = 99. The distance distribution is shown in Figure 4 (b) . Note, that the assumptions for the above formula are not met, but a(X) ∼ 1 3 d(X). Example 5.3 (Numerical simulation -minimum distance to n points). To get an idea about the minimum distance to n points a numerical simulation with m = 10 5 repetitions is done. The minimum mean distance from x k ∈ U(0, 1) to y k ∈ U(0, 1) n , n = 50 points is a(U n ) = 1 m m k=1 min |e · x k − y k | = 0.009984719 ≈ 0.01, where e is the one vector. Figure 5 (a) shows the distribution of the minimum mean distances. It can be seen that min |e · x k − y k | distribution has a negative exponent.
In the integer domain {1, 2, . . . , 100} a similar experiment (n = 50, m = 10 5 ) is done. The observed average distance between them isd ≈ 0.9644. The distance distribution is shown in Figure 5 (b) . We see that distance zero and one are the most frequent ones. The zero distances are due to samples y including x, hence, a({1, 2, . . . , 100} n ) < 1.
Considering the minimum distance from a uniformly distributed point x ∈ U(0, 1) to n uniformly distributed points y ∈ U(0, 1) n :
where e is the one vector. Generally, the following equation:
a(U n ) = 0.4158n −0.949 (16) describes the relationship well for n > 1. This is an important finding, since one of the main steps in both heuristics is to determine the minimum distance. The nearest node Algorithm 1 finds the minimum in line 5; the closest vehicle Algorithm 2 obtains it in line 6.
In the s-dimensional case Sors and Santaló [19] have documented the following finding. If X ⊆ R s is a ball with diameter d(X), then
where
The two-dimensional case simplifies to: a(X) = 64d(X)/(45π). Our experimental design was based on rectangles. Dunbar [5] have derived the following:
If X is a square, then the above simplifies to:
Example 5.4 (Average distance of two points). Assume a square with length 100. Hence, d(X) = √ 2 · 100. Equation (20) allows us to compute the average distance of two points in the Euclidean plane. This gives us: a(X) ∼ 0.36869d(X) = 0.36869 √ 2 · 100 =∼ 52.14.
Burgstaller and Pillichshammer [4] have found more general bounds on the average distance between two uniformly distributed points which are independently chosen from a compact convex subset X in an s-dimensional Euclidean space. This problem is formulated as: (21) where x and y are two points and λ denotes the s-dimensional Lebesgue measure.
The depot is located between a and b being a uniformly distributed random integer c. We begin our considerations with single salesman and the closest neighbour algorithm and the coordinates of customers being integers on a line between a and b. If there are sufficiently many customers, the uniform distribution means that customers are equally likely to be located at the borders. The algorithm first visits customers on one side covering d 1 = c − a. Followed by crossing over the depot (d 2 = c − a + 1) and visiting the customers on the other side d 3 = b − c. Finally returning to the depot d 4 = b − c. This means the expected distance is:
Let us now consider the two-dimensional case covering the area (b − a) 2 . Assume that customers are located at each grid point. We modify the closet neighbourhood algorithm such that going sideways is preferred when faced with similar distances. Otherwise the algorithm ends up in a kind of random walk causing many unnecessary "jumps". Figure 7 (a) gives an illustration of the traversal for one salesman, i.e. a TSP -starting at (a, a). Hence, the travelled route length is:
The travelled distance for two salesmen with balanced workload, fixed opposite corner depots and b − a being an even number -as illustrated in Figure 7 (b) is:
A general formula for the single corner depot case with two salesmen can be derived using a similar approach. Future work can take this as starting point to derive the exact relationship between distance and any number of salesmen.
Conclusion
The exact mTSP with balancing constraints is the preferable solution for small instances, e.g. #nodes less than n = 100 in a complete network. For larger instances runtime becomes an issue for exact methods, yet heuristics find solutions in O(n). The closest vehicle and nearest node heuristics were introduced here. They have similar solution values and runtimes. The closest vehicle heuristic can be used when bargaining for jobs in a real-world scenario. For instance, a truck has done a delivery and is assigned the closest customer as next drop-off location. The nearest neighbour heuristics can be used in a real-world collection scenario, such as a single truck doing all pick-ups but has limited capacity. Comparing these heuristics to metaheuristics from other studies (using the same test-instances) show surprisingly similar solution distances.
The second contribution is a closed form formula that describes the total mTSP-distance dependent on the number of vehicles and customers. Adding more salesmen to a scenario increases the total distance, because of the additional leaving and entering arc. Trivially, each vehicle's distance reduces; implying customers can serviced within a shorter time window. As starting point for the theoretical underpinnings, the expected distance of two uniformly distributed random points (real and integer) was reviewed. Additionally, the average minimum distance from one point to n points in U(0, 1) and {1, 2, . . . , n} were analysed, since this is at the core of the proposed mTSP heuristics. The relationship was expressed in Equation (16) . Further work is required to derive the precise statistical distance growth formula for the mTSP. However, a simulation of uniformly distributed nodes in a Euclidean grid plane shows, when the number of salesman is increased the distance grows approximately linearly. Furthermore, the growth in distance is roughly proportional to the square root of #customers. Combining those two relationships gives the closed form formula (14) in {1, 2, . . . , n} × {1, 2, . . . , n}, which expresses the expected mTSP distances the heuristics would have found. It is believed that a similar relationship holds for the exact methods and other heuristics in the Euclidean plane. Hence, giving an efficient way to estimate the distance increase and time reduction when vehicles are added or customer numbers change.
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