Path Following Control in 3D Using a Vector Field by Yao, Weijia & Cao, Ming
Path FollowingControl in 3D forNonholonomicRobots Using a
Vector Field ?
Weijia Yao a, Ming Cao a
aENTEG, University of Groningen, the Netherlands
Abstract
Using a designed vector field to control a mobile robot to follow a given desired path is intuitive and practical, and to build a rigorous
theory to guide its implementation is essential. In this paper, we study the properties of a general 3D vector field for robotic path following.
We propose and investigate assumptions that turn out to be crucial for this method, but have been rarely explicitly stated in related works.
We derive conditions under which the local path-following error vanishes exponentially in a sufficiently small neighborhood of the desired
path, which is key to show the local input-to-state stability (local ISS) property of the path-following error dynamics. The local ISS
property then justifies the control algorithm design for a fixed-wing aircraft model. Our approach is effective for any sufficiently smooth
desired path in 3D, bounded or unbounded; note that the case for unbounded desired paths has not been sufficiently discussed in the
literature. Simulations are conducted to verify the theoretical results.
Key words: path following, vector field, autonomous mobile robots, nonlinear systems, nonholonomic models
1 Introduction
For path following, a control algorithm is designed to steer
the output of a dynamical system to converge to and evolve
along a pre-specified desired path. The desired path, usually
not parametrized by time, is a geometric object which can be
described by the zero-level set of an implicit smooth func-
tion [6]. There are already many existing methods for path
following [1, 3, 5]. Notably, it is shown in [14] that vector-
field-based path following algorithms achieve the smallest
cross-track error while they require the least control efforts
among several tested algorithms. In this context, a (guiding)
vector field is carefully designed such that its integral curves
are proven to converge to and traverse the desired path.
Many of the vector-field-based path following algorithms are
only applicable to simple desired paths, such as circles and
straight lines [11]. In addition, convergence to the desired
path is often guaranteed locally in a small vicinity of the
desired path. This is partly due to the fact that usually there
are singular points 1 in the vector field. Recently, the work
[8] analyzes in details the properties of a 2D vector field
? Corresponding author: Ming Cao.
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1 A point where a vector field becomes zero is called a singular
point of the vector field [10, p. 219]. The set of singular points of
a vector field is called the singular set of the vector field.
for any desired path that is sufficiently smooth. The analysis
of the singular points is also presented, and almost global
convergence to the path is proven.
The previous study [8], as well as many other existing works
[4,11,14], only consider planar desired paths, while the 3D
counterpart is less studied. In [6], given that the desired path
is described by the intersection of several (hyper-)surfaces,
a general vector field is proposed for robot navigation in the
n-dimensional Euclidean space. However, strictly speaking,
the analysis of this approach is only valid for (bounded)
closed curves, such as circles, while the analysis cannot be
directly applied to unbounded desired paths such as a straight
line. Moreover, the assumption regarding the repulsiveness
of the set of singular points is conservative. For example,
this assumption is valid for a circle, but not for a Cassini oval
or some other desired paths. In some literature, for ease of
analysis, it is assumed that the workspace is free of singular
points, but usually this is only guaranteed locally near the
desired path.
In this paper, we justify and employ a 3D guiding vector field
for path following with rigorous analysis. Firstly, we present
some general technical assumptions for vector-field-based
path following, while relaxing the conservative assumption
about the repulsiveness of the singular points [6]. Note that
many existing related studies do not explicitly state these
assumptions, while we point out that these assumptions are
crucial in those reported results. Secondly, the convergence
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results and the maximal extensibility of solutions are an-
alyzed rigorously. In addition, the conditions under which
the local path-following error vanishes exponentially in a
sufficiently small neighborhood of the desired path are pro-
vided, which is typically not available in the related liter-
ature. Thirdly, we show the local input-to-state stability of
path-following error dynamics, which justifies the control
algorithm design for a nonholonomic model: a fixed-wing
aircraft. In comparison to many methods which only con-
sider standard paths such as circles and straight lines, our
method is applicable to any 3D desired path that can be de-
scribed by the intersection of the zero-level sets of two im-
plicit functions. And we specifically analyze rigorously the
case of unbounded desired paths. Note that the analysis for
the 3D vector field in this paper can be easily extended to
any higher dimensional vector field, while the analysis for
the 2D vector field in [8] cannot be easily adapted for the 3D
vector field. Preliminary results are presented in our confer-
ence paper [15], in which we only prove the asymptotic con-
vergence of the integral curves of the guiding vector field.
In this paper, we show analysis of the local exponential con-
vergence, the local ISS property and the normalization of
the vector field, and present more comprehensive and elabo-
rated technical details about the assumptions and the proofs
for the case of unbounded desired paths.
Compared with [8] and some other studies, we have pro-
vided additional analysis and features in this paper as fol-
lows: 1) Our analysis of the 3D vector field can be directly
applied to higher-dimensional vector fields by minor modi-
fications, while that of [8] might not. 2) We have presented
rigorous analysis for unbounded desired paths. 3) We show
the exponential vanishing of path-following error and the
local ISS property. 4) We elaborate on the assumptions that
are crucial.
The rest of this paper is organized as follows. Section 2
presents the problem formulation. Then the analysis of the
proposed vector field and its normalized and perturbed coun-
terparts are elaborated in Section 3 and 4 respectively. The
control algorithm for a fixed-wing aircraft model is provided
in Section 5. Finally, Section 7 concludes the paper.
2 Problem Formulation
We first introduce some frequently-used concepts. Given a
positive integer n, the distance between a point p0 ∈ Rn and
a set S ⊂ Rn is denoted by dist(p0,S) := inf{||p − p0|| :
p ∈ S}. Similarly, the distance between two non-empty sets
A and B is dist(A,B) = dist(B,A) := inf{||a − b|| : a ∈
A, b ∈ B}. We say that a trajectory ξ : [0,+∞) → Rn
asymptotically converges to a non-empty set A ⊂ Rn, if for
any  > 0, there exists T > 0 such that dist(ξ(t),A) < 
for all t > T . For the case that the trajectory can only be
maximally extended to t∗ <∞ [9], we say that it converges
to the nonempty set A as t approaches t∗, if for any  > 0,
there exists δ > 0 such that dist(ξ(t),A) <  for |t−t∗| < δ.
Suppose the desired path P is characterized by two func-
tions φi : R3 → R, i = 1, 2, which are twice continuously
differentiable:
P := {ξ ∈ R3 : φ1(ξ) = 0, φ2(ξ) = 0}. (1)
It is natural to assume that P is nonempty, connected and
one-dimensional. We will further require the regularity of
the desired path as stated later in Assumption 1. One of
the advantages of definition (1) is that the vector field can
be derived directly from the function φi(·) independent of
the specific parametrization of the path. Another advantage
is that the distance between a point ξ ∈ R3 and the path
dist(ξ,P) = inf{‖ξ − p‖ : p ∈ P} can be approximated
by the value of
∥∥(φ1(ξ), φ2(ξ))>∥∥ under some assumptions
presented later. Here, (·)> denotes the transpose operation.
We propose a 3D vector field χ ∈ C1 : R3 → R3 as follows:
χ(ξ) = n1(ξ)×n2(ξ)−k1e1(ξ)n1(ξ)−k2e2(ξ)n2(ξ), (2)
where ni(ξ) = ∇φi(ξ) is the gradient of φi, ki > 0 are con-
stant gains and the error function ei = φi(ξ) can be simply
treated as the signed “distance” to the surfaces {ξ ∈ R3 :
φi(ξ) = 0} for i = 1, 2. For notational simplicity, we define
kmin = min{k1, k2} and kmax = max{k1, k2} through-
out the paper. To write (2) in a compact form, let τ(ξ) =
n1(ξ) × n2(ξ), N(ξ) =
(
n1(ξ), n2(ξ)
)
, K = diag(k1, k2)
and e(ξ) =
(
e1(ξ), e2(ξ)
)>
. Then the vector field (2) is
rewritten to
χ(ξ) = τ(ξ)−N(ξ)Ke(ξ). (3)
To study the properties of the vector field, we investigate the
trajectory of the following nonlinear autonomous ordinary
differential equation (ODE):
d
dt
ξ(t) = χ(ξ(t)), t ≥ 0. (4)
The aim is that the integral curves of the vector field
converge to and move along the desired path. Namely,
dist(ξ(t),P) → 0 as t → ∞. Note that once the trajectory
is on the desired path, the vector field degenerates to the tan-
gential vector of the desired path (precisely, χ(ξ) = τ(ξ)),
thus the trajectory stays on the desired path and moves
along it.
To carry out the analysis and to exclude some pathological
cases, some assumptions are necessary. First we define the
invariant set M (its invariance will be shown later):
M = {ξ ∈ R3 : N(ξ)Ke(ξ) = 0}, (5)
and the singular set C:
C = {ξ ∈ R3 : χ(ξ) = 0} = {ξ ∈M : rank(N(ξ)) ≤ 1}.
(6)
2
The equivalence of the two expressions in (6) can be seen as
follows: if n1(ξ) and n2(ξ) are linearly independent, then
they are also linearly independent with n1(ξ)×n2(ξ). Since
the coefficient of n1(ξ)×n2(ξ) is non-zero, it is obvious that
χ(ξ) 6= 0. Therefore, the linear dependence of n1(ξ) and
n2(ξ), which is equivalent to rank(N(ξ)) ≤ 1, is a necessary
condition for χ = 0. Also note that in the second expression,
we restrict the elements to be in M. The elements of the
singular set are singular points of the vector field. Now we
present the main assumptions in this paper.
Assumption 1 It holds that dist(P, C) > 0.
Assumption 2 For any given constant κ > 0, we have
inf{||e(ξ)|| : dist(ξ,P) ≥ κ} > 0.
Assumption 3 For any given constant κ > 0, we have
inf{||N(ξ)Ke(ξ)|| : dist(ξ,M) ≥ κ} > 0.
Assumption 1 is needed for the “regularity” of the vector
field. If there are singular points on the desired path, then a
robot will get “stuck” on the desired path, since the “transla-
tional velocity” is zero at a singular point c (i.e., τ(c) = 0).
Assumption 2 is motivated by observing that the desired path
P can be equivalently defined as P = {ξ ∈ R3 : e(ξ) = 0}.
This inspires one to use ‖e(ξ)‖, the Euclidean norm of the
e vector, rather than the more complicated dist(ξ,P), to
quantify the distance between ξ ∈ R3 and the desired path.
Note that although it is usually assumed that ‖e(ξ)‖ approx-
imates the distance to the desired path dist(p,P), this is not
always the case if Assumption 2 is not verified. For instance,
as the error ‖e(ξ)‖ converges to 0, the distance dist(ξ,P)
may even diverge to infinity (see Example 3 in [15]). Thus,
Assumption 2 is crucial in the sense that it enables one to
use a Lyapunov function candidate related to ‖e(ξ)‖ and the
decreasing property to prove the convergence to the desired
path conveniently. A precise statement is presented in the
Appendix. Therefore, under Assumption 2, we call ‖e(ξ)‖
the path-following error, or simply the error, of a point
ξ ∈ R3 to the desired pathP throughout the paper. Similarly,
Assumption 3 enables one to use ||N(ξ)Ke(ξ)|| to measure
the distance to the invariant setM = P ∪C. It is suggestive
to regard ||N(ξ)Ke(ξ)|| as an “error” since when it equals
0, the point ξ is inM, in view of the definition ofM in (5).
Under Assumption 3, it can be similarly concluded that the
vanishing of the “invariant set error” ||N(ξ(t))Ke(ξ(t))||
implies the convergence of the trajectory to the setM, and
hence to the desired path P or the singular set C exclusively
as t→∞. A formal statement is in the Appendix.
3 Analysis of the Vector Field
3.1 Bounded Desired Path
Since the desired path is sufficiently smooth, a bounded
desired path is the trace of a simple closed curve. For a
bounded desired path, it is proved below that the integral
curves of (4) asymptotically converge to either the desired
path or the singular set.
Proposition 1 Let ξ(t) be the solution of (4). If the desired
path P is bounded, then ξ(t) will asymptotically converge
to the desired path or the singular set exclusively as t→∞.
Proof. [Sketch of proof] The full proof is presented in [15].
The main idea is using the LaSalle’s invariance theorem [9,
Theorem 4.4]. We define a Lyapunov function candidate by
V (ξ(t)) = 1/2 eT (ξ(t))Ke(ξ(t)), (7)
Taking the derivative of V with respect to t, we obtain
V˙ (ξ(t)) = −||N(ξ(t))Ke(ξ(t))||2 ≤ 0 on R3 \ P . To use
LaSalle’s invariance theorem, we need to construct a com-
pact set that is positively invariant with respect to (4). Given
r > 0, a (closed) ball is defined by Br = {ξ ∈ R3 : ||ξ|| ≤
r} ⊂ R3. Since P is bounded, r can be chosen sufficiently
large such that P ⊂ Br, and α = min||ξ||=r V (e(ξ)) > 0.
Take β ∈ (0, α) and let
Ωβ = {ξ ∈ Br : V (e(ξ)) ≤ β}. (8)
Obviously, Ωβ is in the interior of Br, and hence it is com-
pact. In addition, since V˙ (ξ(t)) ≤ 0, the set Ωβ is also
positively invariant. By the LaSalle’s invariance theorem [9,
Theorem 4.4], the solution will converge to the setM, and
thus converge either to the desired path or the singular set
as t→∞ by Lemma 6. 2
Asymptotic convergence is not quite appealing compared
to exponential convergence. For this reason, we show as
follows the exponential convergence result. We will use the
Lyapunov function candidate in (7), and the compact set Ωβ
in the proof of Proposition 1, which is proved to be positively
invariant as well. Moreover, we define two more sets:
Eα = {ξ ∈ R3 : ‖e(ξ)‖ ≤ α}, (9)
which is the set of points at which the error is less than some
positive number α. This set can be treated as the neighbor-
hood of the desired path P . Another set is defined by
C′ = {ξ ∈ R3 \M : τ(ξ) = 0}. (10)
This set contains all the points ξ ∈ R3 \M where the gradi-
ent vectors n1(ξ) and n2(ξ) are linearly dependent (includ-
ing the case where either of them is zero). Thus C ∩ C′ = ∅.
Now the theorem is stated below:
Theorem 1 Let ξ(t) be the solution to (4) and suppose that
the desired path P is bounded. If dist(P, C′) > 0, where
C′ is defined in (10), then there exists δ > 0 such that
Eδ defined in (9) is compact, and ‖τ(ξ)‖ 6= 0 for every
3
point ξ ∈ Eδ . Furthermore, the error ‖e(ξ(t))‖ (locally)
exponentially converges to 0 as t→∞, given that the initial
condition ξ(0) ∈ Eδ′ , where 0 < δ′ ≤ δ
√
kmin/kmax.
Proof. Since K is positive definite, from (7), we have
‖e(ξ)‖2 ≥ 2V (e(ξ))/kmax. Taking the derivative of (7)
with respect to time, we have (t is omitted for simplicity):
V˙ (e(ξ)) = −eT (ξ)Q(ξ)e(ξ) = −‖N(ξ)Ke(ξ)‖2 , where
Q(ξ) = KNT (ξ)N(ξ)K (11)
is positive semidefinite. Note that det(Q(ξ)) = k21k
2
2 ‖τ(ξ)‖2.
Therefore, det(Q(ξ)) 6= 0 if and only if n1 and n2
are linearly independent. Under Assumption 1 (i.e.,
dist(P, C) > 0) and the condition that dist(P, C′) > 0,
for any point ξ ∈ C ∪ C′, we have dist(ξ,P) > 0 and
‖τ(ξ)‖ = 0, and hence ‖e(ξ)‖ ≥ γ for some positive num-
ber γ (Assumption 2). Therefore, there exists 0 < δ ≤ γ,
such that for any point ξ ∈ Eδ as defined in (9), we
have ‖τ(ξ)‖ 6= 0. Note that δ can be chosen sufficiently
small such that Eδ is bounded, hence compact 2 . Let
ι = kminδ
2/2, then Ωι ⊂ Eδ 3 . Therefore, in the com-
pact and positively invariant set Ωι, ‖τ(ξ)‖ 6= 0, implying
that Q(ξ) does not loose rank, and further implying that
Q(ξ) is positive definite. Let Λ := minξ∈Ωι{λmin(Q(ξ))},
where λmin(·) denotes the minimum eigenvalue. It can be
observed that Λ > 0. Note that Λ always exists because
the eigenvalues of a matrix continuously depends on its
entries, and the minimum is obtained over a compact set.
Therefore, V˙ (e(ξ)) ≤ −Λ ‖e(ξ)‖2 ≤ −2ΛV (e(ξ))/kmax,
which implies that V (e(ξ)) ≤ V (e0) exp (−2Λt/kmax) ,
and furthermore, ||e(ξ)|| ≤ c||e0|| exp (−Λt/kmax) , where
e0 = e(ξ(0)) and c =
√
kmax/kmin. Therefore, ‖e(ξ(t))‖
exponentially approaches 0 as t approaches infinity. Lastly,
note that Eδ′ ⊂ Ωι; thus ξ(0) ∈ Eδ′ =⇒ ξ(0) ∈ Ωι. 2
Remark 1 For a 2D vector field as proposed in [8], the set
C′ = ∅, and thus the assumption in Theorem 1 is straight-
forwardly true. However, for the three-dimensional case,
it is possible that C′ 6= ∅ and thus the problem becomes
more complicated. This situation also appears for higher-
dimensional vector fields.
3.2 Unbounded Desired Path
The analysis presented above for bounded desired paths can-
not be directly applied to an unbounded desired path. This
2 This is justified as follows: one can choose a set Ωβ as de-
fined in (8), which is compact. Then there exists γ′ > 0 such that
Eγ′ ⊂ Ωβ (this is true because by choosing γ′ ≤
√
2β/kmax,
∀ξ ∈ Eγ′ , ‖e(ξ)‖ ≤ γ′ =⇒ V (ξ) ≤ kmax ‖e(ξ)‖2 /2 ≤
kmaxγ
′2/2 ≤ β =⇒ ξ ∈ Ωβ). Therefore, Eγ′ is compact. Fi-
nally, by selecting 0 < δ < min{γ, γ′}, it can be guaranteed that
Eδ is compact as desired (since Eδ ⊂ Eγ′ ⊂ Ωβ).
3 Since ∀ξ ∈ Ωι, kmin ‖e(ξ)‖2 /2 ≤ V (e(ξ)) ≤ ι =⇒
‖e(ξ)‖ ≤ δ =⇒ ξ ∈ Eδ .
is partly because for any (closed) ball Br containing part of
the desired path, α = min||ξ||=r V (e(ξ)) = 0. Therefore,
β ∈ (0, α) is not valid in the definition of Ωβ in (8). The key
issue is that LaSalle’s invariance theorem is no longer effec-
tive regarding an unbounded desired path, since a compact
set containing the desired path is not possible. In addition,
the solution to (4) may not be extended infinitely. Therefore,
we need to analyze this case differently.
3.2.1 Extensibility of Solutions
Assuming that ||τ || = ||n1×n2|| is upper bounded on some
set, it can still be proved that the solution can be extended
to infinity. We consider the following unbounded set:
Ξβ = {ξ ∈ R3 : V (e(ξ)) ≤ β}, (12)
where β > 0. The definition is similar to that of Ωβ in
(8), except that Ξβ is unbounded since P ⊂ Ξβ and P is
unbounded.
Lemma 1 Suppose ||τ || is upper bounded in Eα defined
in (9) for some α > 0. Let ξ(t) be the trajectory w.r.t.
(4). If the initial condition ξ(0) ∈ Eα′ , where 0 < α′ ≤
α
√
kmin/kmax, then the trajectory ξ(t) can be extended to
infinity.
Proof. Suppose the maximum extended time t∗ of the so-
lution is finite; i.e., t∗ < ∞. Let β = kminα2/2. First one
observes that Ξβ ⊂ Eα (since ∀x ∈ Ξβ , kmin ‖x‖2 /2 ≤
V (x) ≤ β =⇒ ‖x‖ ≤ √2β/kmin ≤ α =⇒ x ∈ Eα).
Using the same Lyapunov function as in (7), its derivative
with respect to t is V˙ (e(ξ(t))) = −||N(ξ(t))Ke(ξ(t))||2 ≤
0. Therefore, Ξβ is positively invariant (note that in this case
Ξβ is not bounded). This means that ξ(0) ∈ Ξβ =⇒ ξ(t) ∈
Ξβ ⊂ Eα for t ∈ [0, t∗), where ξ(t) is the trajectory with re-
spect to (4). In other words, ‖τ(ξ(t))‖ is upper bounded by
some positive number denoted by κb for all t ∈ [0, t∗). Since
V (ξ(t)) ≥ 0, it follows that ∫ t∗
0
||N(ξ(t))Ke(ξ(t))||2dt =
− ∫ t∗
0
V˙ (ξ(t))dt = V (ξ(0)) − V (ξ(t∗)) < ∞. There-
fore, for all 0 ≤ t˜ < t∗, ||ξ(t˜) − ξ(0)|| ≤ ∫ t˜
0
||ξ˙(t)||dt ≤∫ t˜
0
||τ(ξ(t))||dt + ∫ t˜
0
||N(ξ(t))Ke(ξ(t))||dt ≤ κbt∗ +√
t∗
∫ t∗
0
||N(ξ(t))Ke(ξ(t))||2dt := R < ∞. The last
inequality is due to Ho¨lder’s inequality. Therefore the
trajectory ξ(t) remains in a compact set {p ∈ R3 :
||p − ξ(0)|| ≤ R}, and hence the trajectory can be ex-
tended to infinity. Lastly, note that Eα′ ⊂ Ξβ ; thus
ξ(0) ∈ Eα′ =⇒ ξ(0) ∈ Ξβ . 2
Corollary 1 Suppose the assumptions of Lemma 1 are sat-
isfied. Then along the trajectory ξ(t) w.r.t. (4), we have∫ ∞
0
||N(ξ(t))Ke(ξ(t))||2dt = −
∫ ∞
0
V˙ (ξ(t))dt < +∞.
(13)
4
3.2.2 Convergence Results
We can draw a similar conclusion for the case of an un-
bounded desired path. To this end, we present the absolute
continuity of the Lebesgue integral first.
Lemma 2 (Absolute continuity of Lebesgue integrals [7])
If f is Lebesgue integrable on Rn, then for any  > 0, there
exists δ > 0 such that for all measurable sets D ⊂ Rn with
measure m(D) < δ, it follows that ∫D |f |dm < .
Now we are ready to prove the following result.
Corollary 2 For any  > 0, there exists 0 < δ ≤
 such that for all intervals with length |∆| < δ,∫
∆
||N(ξ(t))Ke(ξ(t))||dt < 2.
Proof. For any function f : R → Rn, we define a new
function f(t)>1 = f(t),∀||f(t)|| > 1 and f(t)>1 = 0,
otherwise. Another function f(t)≤1 is similarly de-
fined. It follows that
∫∞
0
||N(ξ(t))Ke(ξ(t))||>1dt ≤∫∞
0
||N(ξ(t))Ke(ξ(t))||2>1dt ≤
∫∞
0
||N(ξ(t))Ke(ξ(t))||2dt
<∞, where the last inequality is due to Corollary 1. There-
fore, ||N(ξ(t))Ke(ξ(t))||>1 is Lebesgue integrable. Thus,
for any  > 0, there exists γ > 0 as the length of the interval
such that Lemma 2 holds. In addition, taking δ = min{γ, },
then |∆| can be chosen sufficiently small such that
|∆| < δ ≤ , and ∫
∆
||N(ξ(t))Ke(ξ(t))||>1dt < . Finally,∫
∆
||N(ξ(t))Ke(ξ(t))||dt = ∫
∆
||N(ξ(t))Ke(ξ(t))||>1dt+∫
∆
||N(ξ(t))Ke(ξ(t))||≤1dt ≤ +  = 2. 2
The following proposition for an unbounded desired path is
the counterpart of Proposition 1.
Proposition 2 Let ξ(t) be the solution of (4). If P is un-
bounded and the assumptions of Lemma 1 are satisfied, then
the trajectory ξ(t) will asymptotically converge to the de-
sired path or the singular set exclusively as t→∞.
Proof. Define the Lyapunov function candidate V (ξ(t)) as
in Proposition 1 and denote η(ξ(t)) = ||N(ξ(t))Ke(ξ(t))||.
Suppose ξ(t) does not converge toM, then there exists a se-
quence {tk}, and tk →∞ as k →∞, such that (due to As-
sumption 3) dist(ξ(tk),M) > δ > 0⇒ η(ξ(tk)) >  > 0.
Therefore, V˙ (ξ(tk)) = −η2(ξ(tk)) < −2. Accord-
ing to Assumption 3, there exists ′ > 0 such that
when dist(ξ,M) > δ/2, one has ||η(ξ)|| > ′. Since
dist(ξ(tk),M) > δ, given a ball B(ξ(tk), δ/4), then for
any y ∈ B(ξ(tk), δ/4), it follows that dist(y,M) > δ/2⇒
V˙ (y) < −′2. Taking  = δ/(2(2 + κb)) in Corollary 2,
then there exists an interval ∆ with length |∆| <  such
that
∫
∆
||ξ˙(t)||dt = ∫
∆
||τ(ξ(t)) − N(ξ(t))Ke(ξ(t))||dt ≤∫
∆
||τ(ξ(t))||dt+ ∫
∆
||N(ξ(t))Ke(ξ(t))||dt ≤ (κb + 2) <
δ/2. Then it follows that ξ[tk − ∆/2, tk + ∆/2] ⊂
B(ξ(tk), δ/4). Therefore,
∫ tk+∆/2
tk−∆/2 V˙ (ξ(t))dt < −′2∆.
This leads to
∫∞
0
V˙ (ξ(t))dt ≤∑∞k=1 ∫ tk+∆/2tk−∆/2 V˙ (ξ(t))dt ≤
−∑∞k=1 ′2∆ ≤ −∞, which contradicts Corollary 1.
Therefore, ξ(t) converges to M as t → ∞. Then due to
Assumption 1, the solution converges either to the desired
path or the singular set. 2
For unbounded desired paths, we also have the following
exponential convergence result. Before presenting the result,
we say that a function f : Ω ⊂ Rm → Rn is bounded away
from zero in Ω if there exists a real number c > 0, such that
‖f(x)‖ > c for all x ∈ Ω.
Theorem 2 Let ξ(t) be the solution to (4) and the desired
path P be unbounded. Define Eα as in (9) for some α > 0.
Suppose both ‖n1(ξ)‖ and ‖n2(ξ)‖ are upper bounded in
Eα, and ‖τ(ξ)‖ is bounded away from zero on P , then there
exists 0 < γ ≤ α such that infξ∈Eγ ‖τ(ξ)‖ > 0. Further-
more, the error ‖e(ξ)‖ (locally) exponentially converges to
0 as t → ∞, given that the initial condition ξ(0) ∈ Eγ′ ,
where 0 < γ′ ≤ γ√kmin/kmax.
Proof. It is obvious that the assumptions of Lemma 1 are
satisfied. Thus the solution ξ(t) w.r.t (4) can be prolonged
to infinity. Since the desired path is unbounded, we can-
not find a compact set Ωβ as in Theorem 1. Instead, we
consider Ξβ defined in (12). Since ‖τ‖ is bounded away
from zero on P , and due to the continuity of τ(ξ) with
respect to its argument, there exists 0 < γ ≤ α such that
infξ∈Eγ ‖τ(ξ)‖ > 0. That is, ‖τ‖ is bounded away from
zero in the subset Eγ ⊂ Eα. It can be shown that there
exists a positively invariant set Ξβ ⊂ Eγ by choosing
β = kminγ
2/2 (see the proof in Lemma 1), where Ξβ is de-
fined in (12). Next we consider the case where the solution
ξ(t) starts from this invariant set Ξβ . Since ‖τ‖ is bounded
away from zero in the subset Eγ ⊃ Ξβ as shown previously,
there are no singular points in Ξβ , and thus we do not need
to consider the case where the solution converges to the
singular set, and thus the remaining proof is similar to that
of Theorem 1. It follows that infξ∈Ξβ λ1(Q(ξ))λ2(Q(ξ)) =
infξ∈Ξβ det(Q(ξ)) = k
2
1k
2
2 infξ∈Ξβ ‖τ(ξ)‖2 > 0, where
λ1(Q(ξ)) and λ2(Q(ξ)) are two eigenvalues of Q(ξ). Note
that the sum of the two eigenvalues λ1(Q(ξ))+λ2(Q(ξ)) =
tr(Q(ξ)) = k21 ‖n1‖2 + k22 ‖n2‖2. Since ‖n1‖ and ‖n2‖ are
upper bounded in Ξβ ⊂ Eα, the two eigenvalues are finite.
Therefore, we have Λ′ := infξ∈Ξβ{λmin(Q(ξ))} > 0. This
leads to V˙ (e(ξ)) ≤ −Λ′ ‖e(ξ)‖2 ≤ 2Λ′V (e(ξ))/kmax.
Therefore, V (e(ξ)) ≤ V (e0) exp (−2Λ′t/kmax) =⇒
||e(ξ)|| ≤ c||e0|| exp (−Λ′t/kmax) , where e0 = e(ξ(0))
and c =
√
kmax/kmin. Therefore, the error ‖e(ξ)‖ will ex-
ponentially approach 0 as t approaches infinity. Lastly, note
that Eγ′ ⊂ Ξβ ; thus ξ(0) ∈ Eγ′ =⇒ ξ(0) ∈ Ξβ . 2
Remark 2 For an unbounded desired path, the re-
sult presented above is valid under the condition that
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||τ || = ‖n1 × n2‖ is upper bounded. This seems restric-
tive. However, a smooth bouding operator fb : Rn → Rn,
||fb(τ)|| may be introduced [15]. Nevertheless, for practi-
cal reasons, it is desirable to normalize the original vector
field, while compromising the maximal extensibility of the
solutions. This will be discussed in the next section.
4 Normalization and Perturbation of the Vector Field
In this section, based on the results presented above, we
study the properties of a normalized 3D vector field. We
show that the essential feature of the vector field is the di-
rection rather than the amplitude at each point in R3. Then
the robustness of the vector field against perturbation is also
analyzed.
For notational simplicity, we define the normalization oper-
ator ·ˆ : Rn → Rn which normalizes a given nonzero vector
a such that aˆ := a/ ‖a‖. Therefore, the desired direction of
velocity at location ξ ∈ R3 is represented by χˆ(ξ), where
χ(ξ) is the vector field in (2). This vector field is well de-
fined in the open set R3 \ C, where ||χ|| 6= 0. The integral
curves of the normalized vector field correspond to the so-
lution to the following autonomous ODE:
d
dt
ξ(t) = χˆ(ξ(t)), (14)
where ξ : R≥0 → R3 \ C. The existence and uniqueness of
solutions of the ODE can be guaranteed since the right-hand
side of (14) is continuously differentiable inR3\C. Note that
the vector field in (14) differs from that in (4) by a positive
scalar function. Therefore, these two vector fields have the
same direction of each vector at the same point. This fact
implies that there is a bijection between non-equilibrium
solutions of the two differential equations (4) and (14).
Lemma 3 The ODE (14) with a normalized vector field and
the ODE (4) with the original vector field have the same
phase portrait in R3 \ C.
Proof. The right-hand side of (14) can be written as χˆ(ξ) =
χ(ξ)/||χ(ξ)||, where the original vector field χ(ξ) is scaled
down by a positive and continuously differentiable func-
tion 1/||χ(ξ)|| in R3 \ C. Therefore, the ODE (14) with a
normalized vector field is obtained from the ODE (4) by a
re-parametrization of time [2, Proposition 1.14]. Therefore,
they have the same phase portrait in R3 \ C [2]. 2
Since the differential equation (14) is defined in R3 \ C,
the maximal interval to which a solution can be extended is
finite when the solution is approaching C.
Lemma 4 Let ξ(t) be a solution to (14). If the solution is
maximally extended to t∗ <∞, then it will converge to the
singular set; that is, limt→t∗ dist(ξ(t), C) = 0.
Proof. Since
∥∥ξ˙(t)∥∥ is bounded, ξ∗ := limt→t∗ ξ(t) =
ξ(0) +
∫ t∗
0
ξ˙(t)dt exists. To show that ||χ(ξ∗)|| = 0, sup-
pose ||χ(ξ∗)|| > 0. Since χ continuously depends on ξ, the
same holds in the vicinity of ξ∗, and hence the right-hand
side of (14) is well defined and bounded in the vicinity of
ξ∗. This enables one to define the solution at t = t∗ and,
by the existence theorem [9], extend to [t∗, t∗+ ) for some
 > 0. We arrive at the contradiction with the definition of
t∗, which proves that ||χ(ξ∗)|| = 0. Thus the solution will
converge to the singular set. 2
Due to Lemma 4, the solution to (14) will possibly con-
verge to the singular set in finite time. However, it can still
be similarly proved that the trajectory will either converge
to the desired path or the singular set by Lemma 3. Further-
more, the exponential convergence results still hold under
the conditions of Theorem 1 for bounded desired paths or
Theorem 2 for unbounded desired paths. The corresponding
results are not presented due to page limits.
Now we consider a system with a perturbed vector field
ξ˙(t) = χ(ξ(t)) + d(t), (15)
where χ is the vector field in (2) and d is a bounded distur-
bance. Therefore, the dynamics for the path-following error
w.r.t. to (15) is
e˙(t) = N(ξ(t))>(χ(ξ(t)) + d(t)). (16)
It will be proved subsequently that the path-following error
dynamics (16) is locally input-to-state stable [9,13]. We will
use the definition of an open ball: given a > 0, the open ball
Ba ⊂ Rn is defined as Ba := {ξ ∈ Rn : ‖ξ‖ < a}.
Theorem 3 Suppose that the desired path P is bounded
and dist(P, C′) > 0, where C′ is defined in (10). Then the
path-following error (16) is locally input-to-state stable.
Proof. From Theorem 1, there exists δ > 0 such that Eδ
defined in (9) is compact, and ‖τ(ξ)‖ 6= 0 for every point ξ ∈
Eδ , and thus the eigenvalue Λ′ := minξ∈Eδ{λmin(Q(ξ))} >
0, where the matrix Q is defined in (11). We use the same
Lyapunov function in (7) and take the time derivative:
V˙ = −‖NKe‖2 + d>NKe (17)
≤ −1
2
‖NKe‖2 + 1
2
‖d‖2 (18)
(11)
= −1
2
e>Qe+
1
2
‖d‖2 (19)
≤ −1
2
Λ′ ‖e‖2 + 1
2
‖d‖2 (20)
≤ − 
2
Λ′ ‖e‖2 , ∀ ‖e‖ ≥ ρ(‖d‖) > 0, (21)
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for all (t, e, d) ∈ [0,∞)×Bδ×Br, where r = δ
√
(1− )Λ′
with 0 <  < 1, and ρ(‖d‖) = ‖d‖ /√(1− )Λ′ is a class
K function. Note that (18) is due to Young’s inequality (i.e.,
d>NKe ≤ ‖d‖2 /2 + ‖NKe‖2 /2). Also note that (20) is
verified since we have restricted e ∈ Bδ . The disturbance is
also restricted to d ∈ Br such that ρ(‖d‖) < δ is satisfied and
(21) is valid. Therefore, the path-following error in (16) is
locally input-to-state stable by the local version of Theorem
4.19 in [9]. 2
Remark 3 This theorem indicates that the error satisfies
‖e(ξ(t))‖ ≤ β(‖e(ξ(0))‖ , t) + γ
(
sups∈[0,t] ‖d(s)‖
)
for a
class KL function β and a class K function γ. If the dis-
turbance d(·) is vanishing, then the error ‖e(ξ(t)‖ → 0
as t → ∞; if the disturbance d(·) is non-vanishing but
bounded, then the error ‖e(ξ(t))‖ will be uniformly ulti-
mately bounded by a class K function of sups∈[0,∞) ‖d(s)‖.
5 Control Algorithm for a Fixed-wing Aircraft
We use the following fixed-wing aircraft kinematic model
discussed in [12]:
x˙ = s cos θ (22a)
y˙ = s sin θ (22b)
z˙ = τ−1z (−z + zu) (22c)
θ˙ = τ−1θ (−θ + θu) (22d)
s˙ = τ−1s (−s+ su), (22e)
where (x, y, z) is the position of the center of mass of the
aircraft, s > 0 is the airspeed, θ is the yaw angle, τz > 0,
τθ > 0 and τs > 0 are the time constants, and zu, θu and
su are the control inputs. The control of z coordinate in
(22c) and the airspeed s in (22e) are independent from the
other variables. Therefore, we can first consider the planar
orientation control. Denote the orientation of the aircraft on
the X-Y plane and that of the normalized vector field χˆ
on the X-Y plane by hp(θ) and χp respectively; that is,
hp(θ) := (cos θ, sin θ)> and χp := (χˆx, χˆy)>, where χˆx
and χˆy are the x- and y- components of χˆ. Note that the
superscript p implies that the vector is the projection on the
X-Y plane. To utilize the vector field designed and ana-
lyzed before, it is desirable that hp is steered to align with
χp. In other words, we want to achieve hˆp → χˆp, where ·ˆ is
the normalization operator defined before. For convenience,
we call hˆp and χˆp the planar orientations of the aircraft
and of the vector field respectively. It can be observed that
hˆp = hp and χˆp = χp/ ‖χp‖ = (χˆx, χˆy)>/
√
χˆ2
x + χˆ
2
y =
(χx, χy)
>/
√
χ2
x + χ
2
y. The following theorem gives the an-
gle control input θu which can steer the planar orientation
of the aircraft to that of the vector field asymptotically.
Theorem 4 Let the angle directed from χˆp to hˆp be denoted
by β ∈ (−pi, pi]. When the control input in (22d) takes the
form
θu = τθ(θ˙d − kθhˆp>Eχˆp) + θ, (23)
θ˙d =
−1
‖χp‖
χˆp
>
EJ(χp)ξ˙, (24)
whereE =
[
0 −1
1 0
]
is the rotation matrix of angle pi/2, kθ is
a positive gain, ξ˙ = (x˙, y˙, z˙) is the aircraft’s actual velocity
and J(χp) is the Jacobian matrix ofχp with respect to ξ, then
the angle β(t)→ 0 as t→∞ whenever β(0) ∈ (−pi, pi).
Proof. Substituting (23) into (22d), one has
θ˙ = θ˙d − kθhˆp>Eχˆp. (25)
First, one can calculate that ddt hˆ
p = (− sin θ, cos θ)>θ˙ =
θ˙Ehˆp, and ddt χˆ
p = (−χˆp>EJ(χp)ξ˙/ ‖χp‖)Eχˆp =
θ˙dEχˆ
p. Note that cosβ = hˆp
>
χˆp. Taking the time
derivative of both sides of the previous equation, we
have: − sinβ · β˙ = (θ˙Ehˆp)>χˆp + hˆp>θ˙dEχˆp = (θ˙d −
θ˙)hˆp
>
Eχˆp
(25)
= kθ(hˆp
>
Eχˆp)2 = kθ sin
2 β, where the last
equality is due to hˆp
>
Eχˆp = sinβ. Therefore, the dynamics
of the angle β is simply β˙ = −kθ sinβ. Since β ∈ (−pi, pi],
there are two equilibria β = 0 and β = pi in the previous dif-
ferential equation. Using linearization [9, Theorem 4.7], it
is easily shown that the equilibrium β = pi is unstable while
the other equilibrium β = 0 is asymptotically stable. One
also observes that β˙ < 0 when β ∈ (0, pi) and β˙ > 0 when
β ∈ (−pi, 0). Therefore, whenever β(0) ∈ (−pi, pi), the tra-
jectory of the angle β(t) will asymptotically converge to 0,
inferring that hˆp → χˆp asymptotically as t→∞. 2
This theorem implies that the planar orientation of the robot
hˆp will asymptotically converge to that of the vector field
χˆp (i.e., hˆp → χˆp) almost globally with respect to the initial
angle difference β(0). The altitude and airspeed control are
more straightforward. Since the planar orientation of the
aircraft hˆp = (x˙, y˙)>/s will approach that of the vector
field χˆp using the control input θu developed in the previous
part, it is desirable that z˙ equals the third component of
the vector field χz . However, in view of (22a) and (22b),
since ‖(x˙, y˙)‖ = s, z˙ should be scaled accordingly to z˙ =
s χz/
√
χ2
x + χ
2
y . Therefore, from (22d) it can be computed
that the altitude control input is
zu = z + τz s χz/
√
χ2
x + χ
2
y. (26)
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The idea of scaling is the same as that in [12]. Next, to let
the aircraft fly at the constant nominal speed (cruise speed)
s∗, the airspeed control input in (22e) is simply
su = s
∗. (27)
Therefore, the control input θu, zu and su results in the ori-
entation difference between the aircraft and the 3D vector
field asymptotically vanishes. If this orientation error is re-
garded as a vanishing disturbance, then according to the lo-
cal ISS property in Theorem 3, the path following error will
also vanish, and thus path following behavior is successfully
realized.
6 Simulations
In this section, we provide two simulations with a bounded
path and an unbounded path. The first simulation considers
a bounded desired path in 3D. The path is described by the
intersection of two cylindrical surfaces, φ1 = 0 and φ2 = 0.
Specifically,
φ1(ξ) = (x−a)2 + (z− b)2− r2, φ2(ξ) = y2 + z2−R2,
where a, b, R, r ∈ R are parameters. We choose R = 2,
r = 1, a = 0, b = 1.5. The desired path is shown in Fig. 1.
Then the vector field χ(ξ) is readily obtained according to
(2) with k1 = k2 = 2. It can be calculated that there are only
three isolated critical points in this vector field, as shown as
the cross marks in Fig. 1. In addition, the set C′ in (10) is
C′ = (L1 ∪ L2 ∪ L3) \ C, where L1, L2 and L3 are three
straight lines shown as dashed lines in Fig. 1. To be more
precise, L1 = {(a, y, b) ∈ R3 : y ∈ R}, L2 = {(x, 0, 0) ∈
R3 : x ∈ R} and L3 = {(a, 0, z) ∈ R3 : z ∈ R}. There-
fore, the control inputs in (23), (26) and (27) are used to
guide the airplane to follow this path. The other parame-
ters are set as follows: τz = τθ = τs = 1, kθ = 1 and
s∗ = 1. The initial value of the kinematics model (22) is
(x(0), y(0), z(0), θ(0), s(0)) = (1.8, 1, 2, pi/4, 0). The air-
plane trajectory is the solid line shown in Fig. 1, and the
error ‖e‖ is plotted in Fig. 2. As can be seen from the figure,
the error ‖e‖ is not monotonically decreasing. The initial
increase of the error is due to the fact that the robot can-
not move in any arbitrary direction; it first needs to steer
its orientation towards that of the vector field, resulting in
movement further away from the path in the beginning (see
the beginning segment of the trajectory in Fig. 1). However,
the airplane has successfully followed the desired bounded
path as the error eventually converges to zero.
For the 3D unbounded path, we choose a helix described by
φ1(ξ) = x− cos z, φ2(ξ) = y − sin z.
The surfaces φ1 = 0 and φ2 = 0, and the intersection (a
helix) are illustrated in Fig. 3. It can be easily calculated
that n1 = (1, 0, sin z)>, n2 = (0, 1,− cos z)> and τ =
Fig. 1. The trajectory of the fixed-wing airplane (the solid line)
successfully follows a 3D bounded desired path (the dashed line
being overlapped by the solid line). The arrows indicate the ori-
entation of the airplane.
0 5 10 15 20
time (s)
-2
0
2
4
6
8
10
12
e1
e2
||e||
Fig. 2. The errors e1, e2 and ‖e‖ corresponding to the bounded
desired path.
n1 × n2 = (− sin z, cos z, 1)>. It is interesting to note that
there are no critical points in this case as τ 6= 0 in R3. In
addition, since ‖n1‖ ≤
√
2, ‖n2‖ ≤
√
2 and ‖τ‖ = √2, the
assumptions in Theorem 2 are satisfied (globally). Therefore,
the control inputs in (23), (26) and (27) can be used to guide
the airplane to follow this path. The other parameters are
set as follows: τz = τθ = τs = 1, k1 = k2 = kθ = 1 and
s∗ = 1. The initial value is (x(0), y(0), z(0), θ(0), s(0)) =
(0.1, 0,−5, pi, 0). The airplane trajectory is the solid line
shown in Fig. 3, and the error ‖e‖ is plotted in Fig. 2. As
can be seen from the figures, the airplane has successfully
followed the desired unbounded path.
7 Conclusion
We have provided some rigorous theoretical results for path
following using a 3D vector field. Crucial assumptions are
proposed and elaborated. Based on this, we have shown the
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Fig. 3. The trajectory of the fixed-wing airplane (the solid line)
successfully follows a 3D unbounded desired path (the dashed
line). The arrows indicate the orientation of the airplane.
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Fig. 4. The errors e1, e2 and ‖e‖ corresponding to the unbounded
desired path.
asymptotic and exponential convergence of the path follow-
ing error for both the bounded and unbounded desired paths.
Furthermore, the local ISS property of the path-following
error dynamics is proved, which justifies the control algo-
rithm designed for a nonholonomic model: a fixed-wing air-
craft. Our vector field method is flexible in the sense that it
is valid for any general path that is sufficiently smooth, and
its extension to higher-dimension is straightforward.
It is our future work to design a new control algorithm to
mitigate the effect of wind on the path following perfor-
mance of a fixed-wing aircraft. An interesting extension is
to utilize the intuitiveness of the vector field for collision
avoidance together with path following.
A Appendix
Assumption 2 is utilized to avoid the pathological situation
where the distance dist(ξ,P) diverges to infinity as the er-
ror ‖e(ξ)‖ converges to 0 (see Example 3 in [15]). More
specifically, Assumption 2 leads to the following lemma.
Lemma 5 Let
(
p(tk)
)∞
k=1
be a sequence of points in R3,
where tk is a strictly increasing sequence of k and tk →∞
as k → ∞. Under Assumption 2, if the error converges
to zero, then
(
p(tk)
)∞
k=1
converges to the desired path P .
Equivalently,
lim
k→∞
||e(p(tk))|| = 0 =⇒ lim
k→∞
dist(p(tk),P) = 0.
Proof. We prove this lemma by contradiction. If
(
p(tk)
)∞
k=1
does not converge to the desired path P , then
(∃ > 0)(∀L > 0)(∃k′ ≥ L) dist(p(tk′),P) ≥ . (A.1)
According to Assumption 2, replacing κ by , we suppose
inf{||e(p)|| : dist(p,P) ≥ } = β > 0. (A.2)
Since limk→∞ ||e(p(tk))|| = 0, it follows that
(∃L′ > 0)(∀k ≥ L′) ‖e(p(tk))‖ < β. (A.3)
LetL be chosen asL′ in (A.1), then there exists k′ ≥ L′ such
that dist(p(tk′),P) ≥ . Then due to (A.2), ‖e(p(tk))‖ ≥
β, which contradicts (A.3). Therefore,
(
p(tk)
)∞
k=1
indeed
converges to the desired path P . 2
Due to Assumption 1 and Assumption 3, the convergence to
the setM implies that the trajectory converges exclusively
to the desired path P or the singular set C. This is stated in
the following lemma.
Lemma 6 Let p : R+ → R3 be a continuous function. If
P, C 6= ∅, dist(P, C) = β > 0 (i.e., Assumption 1), and p(t)
converges toM as t→∞, then p(t) converges to either P
or C exclusively as t→∞.
Before the proof of Lemma 6, we first present a lemma
which is similar to the triangle inequality.
Lemma 7 (Triangle inequality for dist) Let A,B ⊂ Rn
be two non-empty sets. Suppose dist(A,B) = β ≥ 0, then
for any point p ∈ Rn, dist(p,A) + dist(p,B) ≥ β.
Proof. [Proof of Lemma 6] Suppose dist(P, C) = β > 0.
First, it is obvious that p(t) does not converge to both P and
C at the same time. Next we show that p(t) does converge to
either P or C. We prove this by contradiction. Suppose p(t)
converges neither to P nor to C. Then there exist δ > 0, and
two subsequences
(
p(tk′)
)∞
k′=1 and
(
p(tk′′)
)∞
k′′=1, where
tk′ →∞ as k′ →∞ and tk′′ →∞ as k′′ →∞, such that
dist(p(tk′),P) > δ, dist(p(tk′′), C) > δ. (A.4)
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Fig. A.1. Proof of Lemma 6. In this figure,
d1 = dist(p(tm), C) > δ, d2 = dist(p(tm),P) ≤ γ < δ, β is
the distance between P and C.
Since p(t) converges to M, there exists T > 0 such that
∀t ≥ T ,
dist(p(t),M) ≤ γ =⇒
min{dist(p(t), C),dist(p(t),P)} ≤ γ, (A.5)
where 0 < γ < min{δ, β/4}. Due to (A.4) and (A.5), it
follows that
dist(p(tk′), C) ≤ γ, dist(p(tk′′),P) ≤ γ (A.6)
for all tk′ ≥ T and tk′′ ≥ T . We can pick a point p(tm)
from
(
p(tk′)
)∞
k′=1 and a point p(tn) from
(
p(tk′′)
)∞
k′′=1
such that tn > tm ≥ T (see Fig. A.1). Therefore, we have
dist(p(tm), C) ≤ γ < δ (due to (A.6)) and dist(p(tn), C) >
δ (due to (A.4)). Similarly, dist(p(tm),P) > δ (due to (A.4))
and dist(p(tn),P) ≤ γ < δ (due to (A.6)). By the continu-
ity of p(t) and Lemma 7, there exists τ ∈ (tm, tn) such that
dist(p(τ),P) = dist(p(τ), C) ≥ β/2. (A.7)
The formula (A.7) implies that dist(p(τ),M) ≥ β/2 > γ,
contradicting (A.5). Therefore, p(t) indeed converges to P
or C. Combining the two arguments, we have proven that
p(t) converges to P or C exclusively. 2
Remark 4 If dist(P, C) = 0, then β = 0 in the preceding
proof. In this case, it is possible that p(t) converges neither
to P nor to C.
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