The aim of this study was to evaluate the applicability of machine learning methods that combine data on age and prostate-specific antigen (PSA) levels for predicting prostate cancer.
INTRODUCTION
Prostate cancer is the most common malignancy among men in the Organization for Economic Co-operation and Development countries and the second most common malignancy worldwide. 1, 2 According to GLOBOCAN data, there were 1,276,106 new prostate cancer cases and 358,989 prostate-cancer-related deaths in 2018, and the number of newly diagnosed cases is expected to double by 2040 (2, 293, 818) ; however, mortality is predicted to increase by 1.05%. 3 In South Korea, the incidence of prostate cancer continues to increase, but the recent mortality rate has decreased rapidly. 4 Since Billroth first performed radical perineal prostatectomy in 1867, the surgical technique has undergone several developments to robotic-assisted radical prostatectomy. 5 In addition to radiation therapy, which has improved survival rates through the development of equipment and combination with hormonal therapy, the development of new drugs, such as androgen signaling target drugs and chemotherapeutic agents, continues to reduce mortality rates associated with single and combined therapy. To facilitate early diagnosis and to avoid unnecessary prostate biopsies, multiparametric magnetic resonance imaging (mpMRI) using a Prostate Imaging-Reporting and Data System (PI-RADS) 6 and biomarkers such as free prostate-specific antigen (PSA), total/free PSA ratio and 4Kscore, 7 prostate health index, 8 and PCA3 (prostate cancer antigen 3) 9 may be used to diagnose prostate cancer. The developed techniques of surgery, medicine, and diagnostic tools could help to reduce mortality of prostate cancer.
Recently, artificial intelligence technology and machine learning methods have been applied to analyze large amounts of data the medical field, and their adequacy and usefulness in diagnosis are increasing. 10 Analysis using a combination of machine learning methods and mammograms has led to an accurate diagnosis of breast cancer, 11 and an automatic grading system has been applied to determine the Gleason grade of prostate cancer using histopathological images. 12 To our knowledge, there have been no studies to evaluate the prediction rate of prostate cancer using machine learning methods in Korea until now. Thus, in this study, we evaluated the applicability of machine learning methods that combine data on age and PSA levels in predicting prostate cancer.
MATERIALS AND METHODS
This study was approved by the Ethics Committee of Chungnam National University Hospital (#2018-12-055). We Thereafter, we analyzed the prediction rate of prostate cancer and identified 20 feature importances that could be compared with biopsy results using 5 different algorithms: logistic regression (LR), 13 support vector machine (SVM), 14 random forest (RF), 15 extreme gradient boosting (XGB), 16 and light gradient boosting machine (LGBM). 17 While classical LR is one of the most common utilized linear statistical models for discriminant analysis and for clinical classification and regression problems, we expect that these machine learning algorithms may perform better than LR, which is based on generalized linear regression. SVM is much more geometrically motivated by finding the optimal hyperplane between target classes. We expect SVM to perform marginally better than LR. Conversely, the tree-based machine learning algorithms are the state of the art for structured data. In this manner, we applied RF, XGB, and LGBM. Compared to other machine learning methods, tree-based methods provide interpretation of the results via feature importance scores, which is the advantage of these methods that is corroborated by our results. For all machine learning prediction models, 80% of the randomly chosen samples of data (same data set for each algorithms) were used for training, the remaining 20% were used as a test set. The predicting models were trained the data set combined with augmented samples generated by synthetic minority oversampling technique 68.6% (55.0%-78.3%); LGBM, 68.3% (61.4%-81.2%); and LR, 67.1% (50.0%-75.4%). In 8 out of 9 groups, except in patients older than 75 years and with a PSA level of 2.5-10 ng/mL, the best prediction model for prostate cancer detection was the machine learning method. Among patients older than 75 years and with a PSA level less than 10 ng/mL, LR showed the best prediction rate (74.6%). In patients with a PSA level of 10-20 ng/mL or the 65-to 74-year age group, the best prediction model for prostate cancer detection was RF among the machine learning methods compared with LR analysis (Fig. 1) .
The feature importances that affected the detection rate of prostate cancer were analyzed using the best machine learning method. SVM is a statistical-based machine learning method, and it cannot derive the feature importances influencing the de-tection rate analysis, so we used the 2nd ranked tree-based machine learning algorithms to identify feature importances. PSA density was highest scored feature importance in patients younger than 75 years and with a PSA level less than 20 ng/mL. Aspartate aminotransferase (AST) and alanine aminotransferase (ALT) levels were identified as feature importances in patients with aged less than 65 years and with a PSA level of 20-100 ng/mL. However, in patients older than 75 years, the feature importances were different. Among them, transitional zone volume was the highest scored feature importance in patients with a PSA level less than 10.0 ng/mL (Fig. 2 ).
DISCUSSION
The incidence and mortality rates of prostate cancer were higher in Western society than in Eastern society. 18 Recently, it was reported that in South Korea, prostate cancer has a tendency to be expressed in patients in their 50s, similar to that in Western society. 4 Prostate cancer is the most frequent cancer in men, and most cases are diagnosed at an age of approximately 66 years. Of the patients diagnosed with prostate cancer, 69% die at an age older than 75 years. 19 Therefore, if prostate biopsy is performed considering the factors and feature importances that influence the detection rate of prostate cancer according to age, the detection rate of prostate cancer can be increased and the complications of prostate biopsy and unnecessary prostate biopsy, reduced, especially in elderly patients. Takeuchi et al. 20 reported that the prediction rate for prostate cancer improved by about 5%-10% when using a multilayer artificial neural network compared with LR analysis in 334 patients who underwent 3.0T mpMRI before TRUS-guided prostate biopsy. In this study, various machine learning methods were used to calculate the prediction rate for prostate cancer compared with conventional LR analysis. In patients aged over 75 years and with a PSA level of 2.5-10 ng/mL, LR analysis showed the best prediction rate (74.6%); however, machine learning methods were better than LR analysis in other patient groups. In particular, RF (prediction rate, 70.5%-72.4%) was the better than LR analysis (prediction rate, 65.6%-70.0%) in patients aged 65-74 years (Fig. 1) . In South Korea, it is difficult to apply mpMRI owing to several cost issues and insurance coverage; however, we believe that it is best to apply mpMRI using the PI-RADS for the detection of prostate cancer. In this study, we also analyzed the feature importances influencing the prediction rate of prostate cancer in each patient group. PSA density was the highest scored feature importance in patients aged below 75 years and with a PSA level less than 20 ng/mL ( Fig. 2) . Several reports have shown that PSA density is one of the most important predictors of the detection of prostate cancer. 21, 22 Sfoungaristos and Perimenis 23 19 Therefore, in most patients with a PSA level greater than 10-ng/mL prostate biopsy should be performed. However, as is known, it is associated with a smaller benefit to surgical treatment over active surveillance in patients over 75 years of age and in those with poor health status. 25 In terms of the minor benefits of cancer specific mortality and life expectancy, determining the feature importances that influence the prediction rate of prostate cancer may help to avoid unnecessary biopsy in patients of the older age groups, and it may be more persuasive for younger patient group.
We recognize that our present study has several limitations.
This study is retrospective and evaluated outcomes for a relatively small number of patients. Additional randomized, prospective multicenter studies are needed to confirm our data.
Furthermore, as medical records were sparse and the number of patients in each group were small, it was difficult to ensure sufficient training for machine learning. And the application of mpMRI using the PI-RADS may improve the prediction rate.
Considering the low cancer-specific mortality in low-risk prostate cancer, further research is needed to predict clinically significant disease. Gleason score and TNM staging should be included in future studies for unfavorable prostate cancer.
CONCLUSIONS
In the future, using prostate MRI combined with artificial intelligence or a variety of newly developed biomarkers will markedly improve the diagnosis rate of prostate cancer and allow direct diagnosis of prostate cancer without a prostate biopsy. In the current scenario, this study will be useful in determining the requirement for prostate biopsy by considering the feature importances according to age and PSA levels for the prediction of prostate cancer.
