Since the introduction by Shepp and Vardi [Shepp, L. A. & Vardi, Y. (1982) IEEE Trans. Med. Imaging 1, 113-121] of the expectation-maximiztion algorithm for the generation of maximum-likelihood images in emission tomography, a number of investigators have applied the maximumlikelihood method to imaging problems. Though this approach is promising, it is now well known that the unconstrained maximum-likelihood approach has two major drawbacks: (i) the algorithm is computationally demanding, resulting in reconstruction times that are not acceptable for routine clinical application, and (ii) the unconstrained maximum-likelihood estimator has a fundamental noise artifact that worsens as the iterative algorithm climbs the likelihood hill. In this paper the computation issue is addressed by proposing an implementation on the class of massively parallel single-instruction, multiple-data architectures. By restructuring the superposition integrals required for the expectation-maximization algorithm as the solutions of partial differential equations, the local data passage required for efficient computation on this class of machines is satisfied. For dealing with the "noise artifact" a Markov random field prior determined by Good's rotationally invariant roughness penalty is incorporated. These methods are demonstrated on the single-instruction multiple-data class of parallel processors, with the computation times compared with those on conventional and hypercube architectures.
Introduction
The image reconstruction problems addressed here arise in a variety of contexts in emission tomography where A(x), the image to be reconstructed, is an unknown positive intensity. Because of the physics of the detectors used in emission tomography, the measurements are fundamentally different in two ways from the conventional line-projection measurements of transmission tomography. The first is that in positron-emission tomography (PET) (1) and single-photonemission tomography (SPET) (2) the blurring due to collimator geometry and detector electronics result in Gaussian shaped projection functions through the image. Second, the measurements are photon limited and well modeled as Poisson counting processes with means given by the lineprojections through the underlying tracer concentration. Since the measurements are a random process, any attempt to simply invert the line-projection operator (as is done by means of the Radon transform in transmission tomography) may yield inconsistent estimates.
The reconstruction approach adopted here is based on the maximum-likelihood (ML) method, which produces estimates that maximize the Poisson likelihood subject to the constraint A(x) 2 0. This is a difficult nonlinear optimization problem and until the application of the iterative expectationmaximization (EM) algorithm by Shepp and Vardi in 1982 (3) , there was no method with known convergence properties for generating the ML solution. Following its introduction, there have been a host of investigators applying the ML method (4) (5) (6) (7) (8) (9) (10) (11) . The ML method is promising for clinical applications as it has the potential to yield higher resolution and lower noise reconstructions than conventional methods. For example, our group has shown decreases in variances in brain phantom images of upwards of a factor of 4 for constrained versions ofthe ML approach when compared to conventional linear approaches (10) . This method has significant potential for physiological studies requiring low radioactive tracer dosages [see Wagner (12) ]. Though the ML method has great promise, it suffers from two major limitations. (i) The kernel computation in the iterative algorithm requires regeneration of the linear superposition integrals corresponding to the generalized-projection measurements, twice per view angle per iteration, requiring several hundred superposition integrals per iteration of the EM algorithm, a formidable computational hurdle. (ii) It is now well known that application of unconstrained nonparametric ML estimation results in images that exhibit noise-like artifacts in the form of highly concentrated peaks and valleys that worsen as the EM algorithm climbs the "likelihood-hill" toward the ML solution (6) .
The objectives of this paper are to demonstrate an efficient implementation of the EM reconstruction algorithm and to implement Good's roughness penalty for stabilizing the ML reconstructions. With the recent advent of the massively parallel processors based on mesh-connected arrays of bitserial processor elements on single integrated circuits, it is now possible by proper restructuring of the computations to implement imaging algorithms with computation times that are several orders of magnitude lower than that obtained with conventional processors and scaling rules that are independent of the number of pixels in the image. By reformulating the Gaussian weighted superposition integrals as solutions of partial differential diffusion equations (PDEs) the speed-up required for clinical application may be attained. The key to the speed-up resides in the fact that the PDE solution exploits the most important requirement of mesh-connected processors, local data passage. The noise artifact associated with the unconstrained ML estimator is addressed by means of the introduction of Good's rotationally invariant roughness prior (13) into the likelihood functional, which leads to a maximum a posteriori (MAP) estimator that solves a set of nonlinear differential equations. These are solved using local Jacobilike iterations that are directly incorporated into the EM algorithm with negligible increase in computation.
Unconstrained ML Reconstruction
For emission tomography, the set of generalized projections is determined by the physics of the data-collection scheme, with each imaging device having its own point-spread function po(ulx) determining the positions in the image that contribute to the measurement. In PET the external measurements are of the line-of-flight of annihilation photons. Due to the finite detector size, the measurements do not locate the emissions along perfect lines, but rather correspond to Gaussian weighted surfaces through the intensity. For the newer PET systems, the differential propagation times of the annihilation photons are also measured [ The core computations for the iteration of Eq. 2.2 are the computation of the 2D integrals at each angle 6 . For a typical 100-angle system for which 50 iterations are required, 104 such integrations must be computed. The most direct approach for parallel implementation is to allocate a single processor for each of the point-spread function superposition integrals, for which the hypercube class of machines is an ideal candidate. Although this was the first approach we have taken for which results are shown in the ensuing Table 1 , the parallelism is determined by the number of view angles measured. For applications where there are fewer angles but the image remains large, this offers little parallelism without breaking the image into smaller subblocks and then recombining at the boundaries of the blocks. More important, for imaging applications where random field priors such as Good's roughness measure are introduced as constraints, the processing required does not divide up well across a small number of powerful processors.
An alternative approach relies on the allocation of a single processor to each image element. The superposition integrals required at each angle are computed serially, with the entire array dedicated at any one time to the computation of a single integral. For this approach, the processor configuration must be consistent with the image topology so that at the completion of the computation of the integral each processor has the pixel value required for the superposition sum across angles. This implementation strategy removes the communication required for the superposition across angles but forces a restructuring of the computations so that the array of processors is involved in parallel on the computation of each of the superposition integrals.
The method of choice for this approach is the now wellknown systolic convolution method. The key to the "classic" systolic implementation is the generation of the superposition integrals by means of a parallel, pipelined sequence of multiplications and additions. Though this is well suited for our application, we have preferred to implement the superposition integrals as solutions of PDEs as they map very naturally onto mesh-connected processor arrays by means of finite-difference approximations (15) . Since the computations required for a differential equation description involve nearest neighbors, this makes such an approach ideal for locally connected mesh architectures. The core computations required for the iteration are as follows. The integral at 0°to the grid requires 2 with each iteration of the difference equation "diffusing" the initial condition. The initial condition is set according to po(j) = i(j), where j is the discrete space variable denoting processor location, with n iterations of Eq. 2.3 resulting in a convolution with a Gaussian kernel of variance n/2.
The 2D convolutions lying along the coordinate axes (00, 90°) are separated as two iD convolutions. For arbitrary angle convolutions for which the 2D density is not separable on the fixed axes of the array, we have previously demonstrated (15) that they may be obtained by successive iD Gaussian convolutions along a set of predefined axes, leading to a more general method of performing the systolic convolutions of densities at arbitrary angles. As an example, a TOF-PET point-spread function at 300 to the mesh is generated by convolving three iD Gaussian densities with axes (1, 0), (1, 1) , and (2, 1) to the grid and variances of 4, 19, and 26 pixels, respectively (1 pixel = 0.35 cm). In ref. 15 , the method is derived for generating all 96 kernels for TOF-PET.
The PDE approach has been compared with implementation on conventional and hypercube architectures. Shown in Table 1 are the results of a collaborative study in our group for which the computation times of the EM algorithm implementation was compared on a number of different architectures, including a SUN 4/280 and the InMOS Transputer in which the algorithm was parallelized with one processor per view angle. Table 1 also shows implementations on the single-instruction multiple-data machines, the National Cash 16 views with 100,000 counts. Fig. 1 Lower depicts the evolution of the algorithm for 500 (Left), 1000 (Center), and 3000 iterations. After 3000 iterations ( Fig. 1 Lower Right), the reconstruction is continuing to increase in likelihood as well as roughness. These were implemented on the DAP architecture using the fully parallel method of implementation previously described. The simple Poisson model of Eq. 3.1 illustrates the fundamental difficulty. Grenander (16) notes that in ML problems such as these, the parameter space (positive, finite measurable functions) is too large. He proposes maximizing the likelihood over a constrained subspace; we describe the constraint space by means of the class of Markov random field (MRF) priors induced by Good's roughness penalty.
U.. As suggested by Good (13) , the roughness of a distribution may be measured by determining the difficulty of discriminating it from a shifted version of itself and is quantified in terms of the amount of information associated with the process of discrimination. Following Kullback (17) , the information divergence J(x, x + E) between a distribution A(x) and its shifted version A(x + E) is given by J(x, x + E) = J (A(x)-k(x + 6))log (x) d(x) Ak(x + e) cJ A dx= fI -(X)I2dX, [3.1] where fy(x) = V'i7x) and the right side is the first term in a = ffrleI21vvY2cos21dxdy. [3.2] For the 2D imaging application for which there are no preferred directions, the reconstruction should not depend on the orientation of the coordinate system, requiring the processing to be rotationally invariant. Applying this to the divergence measure J(x, x + eO) amounts to averaging over e4, with le#I1 = 1 for all 4 E [0, 27r), yielding the following roughness measure: J I v y le X [ax ay d-II Idxdy [3.3] This is the 2D penalty used throughout. The roughness measure is sensitive to discontinuities in A on sets of large measure and scales inversely with the size of the intensity. An alternative view of the roughness measure may be formulated by examining the detection limit of the position of a 1D waveform of known shape with unknown position. Assuming that the position of the pulse is uniformly distributed over the observation interval, the Cramer-Rao mean-square error bound on the position of the waveform when given Poisson data is given by the inverse ofthe Fisher information, which is precisely Good's 1D roughness measure of Eq. al(yi+i,j + yi-i,j + yi,j+1 + yi,j-1 -4yij) -a2Yi= [3.6] For their solution the 2D nonlinear version of the Jacobi iteration method for linear partial differential equations is used:
(YiJ)2 = 1 (nij + alyi, j(y 1 i + 4a, + a2
The appropriateness of the finite-difference solution of the nonlinear difference equation is clear in that it has the local data-passage properties required for the mesh-connected architecture. For generating the result of the k + 1st iteration of Eq. 3.7 on the mesh processor, we assume that nij and the previous result 'yi are resident at processor (i, j) of the array.
Every processor in parallel performs the operations of Eq.
3.7 on its neighboring values to generate the results yk+1. The iteration is continued until by stops changing.
A second equation arises coupling a, and a2 by means of constraints on the solution having total integral equal to the number of measurement points. We use straightforward gradient descent for setting the second Lagrange multiplier a2. In practice, however, the algorithm is found to be weakly sensitive to a2, and in all simulations that follow it has been preset to a2 = 1 delivering a normalization within 5% of the desired value over a broad range of stimulus conditions. This removes the need for a second iteration step.
Tomography Results
The noise artifact of the unconstrained ML solution in the emission tomography problem is illustrated by means of the constantly increasing roughness of over 500% from 500 to 3000 iterations plotted below each panel in Fig. 1 . This is addressed by means of Good's prior. In one dimension, the MAP solution with the prior is given by the intensity A, which maximizes the log-likelihood of expression 2.1 with the prior added The 2D version is identical with the rotationally invariant version of Good's prior substituted for the last term above. The EM algorithm may be combined with a prior for deriving the MAP estimator by simply adding the prior to the maximization at each stage of the algorithm. The k + 1st iterate maximizes the following complete-data log-posterior: fvk(dx)logA(x) -a2 fbA(x)dx -a, bA'(x) I' [4.2] where Nk(dx) is the conditional mean of the number of emissions in pixel [x, x + dx), given the projection measurements {Mei(du); 1 c i ' N0}, and is given by 7qk(d) = Ak(x)llIdXlI(f Peo(ulx)Me,(du) [4.3] The 2D results are identical except the 2D roughness must be substituted into expression 4.2. Notice the similarity of expression 4 Figs. 3 and 4 show a variance study on a six-slice pie phantom comparing a postfiltering of the unconstrained ML solution and the MAP estimator. Fig. 3 shows the tracer distribution for the pie phantom studied. Fig. 4 Left shows the 3000th iteration ofthe unconstrained ML algorithm applied to 16 view angle data having 460,000 (Fig. 4 Upper) and 1,200,000 (Fig. 4 Lower) total counts. Fig. 4 Center shows the result of postfiltering with Good's roughness, the final ML result on the left and the MAP solution on the right. The MAP solution was generated by adding Good's penalty to each Politte and Snyder (10) 
Condusions
One of the major objectives of this paper has been to provide a systematic method for removing the noise artifact that arises in unconstrained ML tomographic reconstructions. We first proposed the incorporation of Good's prior into the estimation procedure (6) as the smoothness properties of the class of objects being reconstructed were not incorporated in the unconstrained algorithm. The rotationally invariant roughness measure is closely related to the work of Poggio (19) on regularization of images in Gaussian noise where a bound is placed on the integral of the derivative squared. The smoothness constraint on the square root of the image is precisely this surface interpolation function. Good and Gaskins (20) have also proposed the incorporation of a second derivative curvature constraint on the intensity profile, which can be straightforwardly added to the MAP solution. The second derivative would require communication of pixel values across two nearest neighbors. The second result has been to demonstrate that with the advent of the massively parallel processor class of architectures it is now possible to implement algorithms requiring large numbers of superposition integrals so that communications and computations are performed synchronously with parallelism that grows as the number of processors. The pivotal property of such a restructuring is locality of communication. By posing the Gaussian convolutions and Good's prior as the solution of PDEs, the locality of data movement is ensured. For implementations such as in non-TOF-PET where the line integrals are iD in nature and the kernels may not be the solutions of differential equations, a more natural approach would be based on combining the systolic method of Kung with the difference equations induced by the random field priors.
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