Abstract-In this paper, direct adaptive neural-network (NN) control is presented for a class of affine nonlinear systems in the strict-feedback form with unknown nonlinearities. By utilizing a special property of the affine term, the developed scheme avoids the controller singularity problem completely. All the signals in the closed loop are guaranteed to be semiglobally uniformly ultimately bounded and the output of the system is proven to converge to a small neighborhood of the desired trajectory. The control performance of the closed-loop system is guaranteed by suitably choosing the design parameters. Simulation results are presented to show the effectiveness of the approach.
I. INTRODUCTION

I
N recent years, adaptive neural control schemes have been found to be particularly useful for the control of nonlinear uncertain systems with unknown nonlinear functions. In the literature of adaptive neural control, neural networks (NNs) are primarily used as on-line approximators for the unknown nonlinearities due to their inherent approximation capabilities. With the help of NN approximation, it is not necessary to spend much effort on system modeling in case such a modeling is of great difficulty. In the earlier NN control schemes, optimization techniques were mainly used to derive parameter adaptation laws, which lack for analytical results about stability and performance. To overcome these problems, several elegant adaptive NN control approaches have been proposed based on Lyapunov's stability theory [2] - [12] . One main advantage of these schemes is that the parameter adaptation laws are derived based on Lyapunov synthesis and therefore stability of the closed-loop system is guaranteed. However, one limitation of these schemes is that they can only applied to nonlinear systems where certain types of matching conditions are required to be satisfied.
By using the idea of backstepping design [1] , several interesting neural-based adaptive controllers [13] - [16] have been presented for some classes of uncertain nonlinear strict-feedback systems without the requirement of matching conditions (1) Manuscript received May 18, 2000; revised February 26, 2001 and September 27, 2001 .
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where are state variables, system input and output, respectively. In [14] , an indirect adaptive NN control scheme was presented for system (1) with being unknown smooth functions,
, and being an unknown constant. The unknown smooth functions are first approximated on-line by neural networks, then a stabilizing controller is constructed based on the approximation. In [15] , a neural controller is proposed for a class of unknown, minimum phase, feedback linearizable nonlinear system with known relative degree. In [16] , through the definition of a novel integral-type Lyapunov function, a direct adaptive neural control approach was proposed for the first time for strict-feedback system (1), where and are all unknown smooth functions. In the approach, a desired feedback control law is first proved to be in existence, then neural networks are used to parameterize the desired feedback control law, finally adaptive techniques are used to tune the weights of neural networks for closed-loop stability. The possible controller singularity problem usually met in adaptive control is completely overcome.
Note that for the control of the uncertain strict-feedback system (1), one of the main difficulties comes from the uncertain affine terms . When ) are known exactly, while are composed of dominant uncertain nonlinearities and/or parametric uncertainties, both robust adaptive backstepping design (e.g., [1] , [17] - [20] ) and neural control scheme provided in [13] are applicable. When are unknown nonlinearities, if feedback linearization type controllers are considered, where and are the estimates of and , respectively, and is a new control to be defined, difficulties arise when , which is referred to the controller singularity problem. To the authors' knowledge, without using neural networks or fuzzy logic, or any other universal approximators, there is no results available in the literature to control the uncertain strict-feedback system (1) . By combining adaptive neural design with backstepping methodology, a smooth adaptive neural controller was proposed in [16] , where integral-type Lyapunov functions are introduced and play an important role in overcoming this singularity problem. However, due to the integral operation, this approach is complicated and difficult to use in practice.
In this paper, motivated by the fact that better results can be obtained when more properties of the studied systems are exploited, a direct adaptive NN control scheme is presented for nonlinear strict-feedback system (1), where and are unknown smooth functions, and moreover, the affine term is assumed to be independent of state [11] . By exploiting this property, the developed neural control scheme avoids the controller singularity problem completely, and the stability of the resulting adaptive system is guaranteed without the requirement for integral-type Lyapunov functions. On the other hand, since differentiation of the virtual controls has to be performed in backstepping design, the differentiation requirement becomes a technical problem when designing controllers for the uncertain strict-feedback system (1). The derivatives of virtual controls will involve the uncertainties and , and thus are unknown nonlinear functions which are unavailable for implementation. Though these derivatives are smooth functions of the system states and neural weight estimates, and can also be approximated by NNs, the approximation might become computationally unacceptable when the large number of neural weight estimates are taken as inputs to the NNs. By introducing some intermediate variables as inputs to NNs, where the intermediate variables are available through the computation of system states and neural weight estimates, the NN approximation can be implemented by using the minimal number of NN inputs. Hence, the differentiation requirement can be satisfied by using NNs to approximate all the uncertainties, including the derivatives of virtual controls, while intermediate variables are introduced to make the NN approximation computationally feasible.
With the proposed neural control scheme, semiglobal uniform ultimate boundedness of all the signals in the closed-loop are guaranteed, and the output of the system is proven to converge to a small neighborhood of the desired trajectory. The control performance of the closed-loop system is guaranteed by suitably choosing the design parameters. The proposed direct adaptive NN controller can be applied to a large class of nonlinear strict-feedback systems in the form (1) without repeating the complex controller design procedure for different system nonlinearities. The rest of the paper is organized as follows: The problem formulation is presented in Section II. In Section III, a direct adaptive NN controller is presented for controlling uncertain nonlinear system (1). Simulation results performed on an illustrative example are demonstrated to show the effectiveness of the approach in Section IV. Section V contains the conclusion.
II. PROBLEM FORMULATION
The control objective is to design a direct adaptive NN controller for system (1) such that 1) all the signals in the closed-loop remain semiglobally uniformly ultimately bounded and 2) the output follows a desired trajectory generated from the following smooth bounded reference model: (2) where are the states, is the system output, are known smooth nonlinear functions. Assume that the states of the reference model remain bounded, i.e., .
Note that in the following derivation of the adaptive neural controller, NN approximation is only guaranteed within some compact sets. Accordingly, the stability results obtained in this work are semiglobal in the sense that, as long as the input variables of the NNs remain within some compact sets, where the compact sets can be made as large as desired, there exists controller(s) with sufficiently large number of NN nodes such that all the signals in the closed-loop remain bounded.
Since are smooth functions, they are therefore bounded within some compact set. Accordingly, we can make the following assumption as commonly being done in the literature.
Assumption 1: The signs of are known, and there exist constants such that . The above assumption implies that smooth functions are strictly either positive or negative. Without losing generality, we shall assume . The derivatives of are given by
Clearly, they only depend on states . Because and are assumed to be smooth functions, they are therefore bounded within the compact set . Accordingly, we have the following assumption.
Assumption 2: There exist constants such that . In control engineering, radial basis function (RBF) NN is usually used as a tool for modeling nonlinear functions because of their good capabilities in function approximation. The RBF NN can be considered as a two-layer network in which the hidden layer performs a fixed nonlinear transformation with no adjustable parameters, i.e., the input space is mapped into a new space. The output layer then combines the outputs in the latter space linearly. Therefore, they belong to a class of linearly parameterized networks. In this paper, the following RBF NN [22] is used to approximate the continuous function (4) where the input vector , weight vector , the NN node number ; and , with being chosen as the commonly used Gaussian functions, which have the form (5) where is the center of the receptive field and is the width of the Gaussian function.
It has been proven that network (4) can approximate any continuous function over a compact set to arbitrary any accuracy as (6) where is ideal constant weights, and is the approximation error.
Assumption 3: There exist ideal constant weights such that with constant for all . The ideal weight vector is an "artificial" quantity required for analytical purposes.
is defined as the value of that minimizes for all , i.e.,
In the following, we let denote the 2-norm, and and denote the largest and smallest eigenvalues of a square matrix , respectively.
Note that the RBF NN represents a class of linearly parameterized approximators, and can be replaced by any other linearly parameterized approximators such as spline functions [21] or fuzzy systems [9] . Moreover, nonlinearly parameterized approximators, such as multilayer neural network (MNN), can be linearized as linearly parameterized approximators, with the higher order terms of Taylor series expansions being taken as part of the modeling error, as shown in [8] and [16] . The stability and performance properties of the adaptive system using nonlinearly parameterized approximators can be analyzed by combining the design procedures in [8] and [16] and those in this paper. It is omitted here for clarity and conciseness.
III. DIRECT ADAPTIVE NN CONTROL
In this section, by restricting our attention to uncertain strictfeedback system (1) where is unknown and independent of state , we propose a singularity-free direct adaptive NN control scheme without using integral-type Lyapunov functions. In our scheme, direct adaptive NN design is combined with backstepping method. At each recursive step in backstepping design, the desired virtual control and the desired control are first shown to exist which possess some desired stabilizing properties. The desired virtual control contains uncertainties and , and thus cannot be implemented in practice. To solve this problem, the virtual control and the practical control are constructed by using RBF neural networks to parameterize the unknown parts in the desired virtual control and the desired control . Then, adaptive techniques are used to update the weights of neural networks for closed-loop stability. Note that in our scheme, neural networks are not employed to approximate the unknown nonlinearities and . By using the virtual control , the th-order subsystem is stabilized with respect to a Lyapunov function . The control law is designed in the last step to stabilize the whole closed-loop system with respect to an overall Lyapunov function , which is the sum of all the sub-Lyapunov functions.
The detailed design procedure is described in the following steps. For clarity and conciseness of presentation, Step 1 and 2 are described with detailed explanations, while Step and Step are simplified, with redundant equations and explanations being omitted.
Step 1: Define . Its derivative is By viewing as a virtual control input, i.e., if we choose as the control input for the -subsystem in the above equation, and consider the Lyapunov function candidate , whose derivative is then there exists a desired feedback control (8) where is a design constant, such that . Therefore is a Lyapunov function, and is asymptotically stable.
Since and are unknown smooth functions, the desired feedback control cannot be implemented in practice. From (8) , it can be seen that the unknown part is a smooth function of and . Denote (9) where . By employing an RBF neural network to approximate can be expressed as (10) where denotes the ideal constant weights, and is the approximation error with constant . Since is unknown, let be the estimate of . Remark 1: The principle for designing the neural network is to use as few neurons as possible to approximate the unknown functions . Since is available through the computation of , we use instead of as an input to NN , i.e., we define , rather than to approximate . Thus, minimal inputs to the neural network are employed to implement the approximation.
Since is only taken as a virtual control, not as the real control input for the -subsystem, by introducing the error variable and choosing the virtual control
the equation becomes (12) where . Through out this paper, we shall define .
Consider the following Lyapunov function candidate: (13) where is an adaptation gain matrix. The derivative of is (14) Consider the following adaptation law:
where is a small constant. The -modification term is introduced to improve the robustness in the presence of the NN approximation error [23] . Without such a modification term, the NN weight estimates might drift to very large values, which will result in a variation of a high-gain control scheme [11] . Let , with and . Then, (14) becomes (16) By completion of squares, we have
Because , by choosing such that , we have the following inequality: (18) where the coupling term will be canceled in the next step.
Step 2: The derivative of is . By viewing as a virtual control input to stabilize the -subsystem, there exists a desired feedback control (19) where is a positive constant to be specified later. From (11) are not recommended to be taken as inputs to the NN because of the curse of dimensionality of RBF NN [22] . By defining intermediate variables and , which are available through the computation of and , the NN approximation of the unknown function can be computed by using the minimal number of NN inputs . The introductions of intermediate variables help to avoid curse of dimensionality, and make the proposed neural control scheme computationally implementable. The same idea of choosing the input variables of NNs is also used in the following design steps.
Consider the Lyapunov function candidate (25) where is an adaptation gain matrix. The derivative of is (26) Consider the following adaptation law: (27) where is a small constant. Let , where and . By using (18) , (24) , and (27), and with some completion of squares and straightforward derivation similar to those employed in Step 1, the derivative of becomes (28) where is chosen such that .
Step . By using (28), (35), and (37), and with some completion of squares and straightforward derivation similar to those employed in the former steps, the derivative of becomes (38) where is chosen such that Step : This is the final step. The derivative of is . To stabilize the whole system , there exists a desired feedback control (39) where (40) with computable. Let 
where is a small constant. Let , where and . By using (38), (45), and (47), and with some completion of squares and straightforward derivation similar to those employed in the former steps, the derivative of becomes (48) where is chosen such that . Let
. If we choose such that , i.e., choose such that , where is a positive constant, and choose and such that , then from (48) we have the following inequality:
The following theorem shows the stability and control performance of the closed-loop adaptive system. Theorem 1: Consider the closed-loop system consisting of the plant (1), the reference model (2), the controller (44), and the NN weight updating laws (15), (27), (37), and (47). Assume there exists sufficiently large compact sets such that for all . Then, for bounded initial conditions, we have the following.
1) All signals in the closed-loop system remain bounded, and the states and the neural weight estimates eventually converge to the compact set (50) 2) The output tracking error converges to a small neighborhood around zero by appropriately choosing design parameters. Proof: 1) From (49), using the boundedness theorem (e.g., [20, Th. 2.14]), we have that all and are uniformly ultimately bounded. Since and are bounded, we have that is bounded. From , and the definitions of virtual controls (11) , (23), (34) we have that remain bounded. Using (44), we conclude that control is also bounded. Thus, all the signals in the closed-loop system remain bounded.
To provide some estimates of the regions of attraction of (49), we consider the following two conditions. (56) where is the size of a small residual set which depends on the NN approximation error and controller parameters , , and . It is easily seen that the increase in the control gain , adaptive gain and NN node number will result in a better tracking performance.
Remark 3: In the above analysis, it is clear that the uniform ultimate boundedness of all the signals are guaranteed by choosing large enough, such that . Moreover, it can be seen that 1) increasing might lead to larger , and increasing will reduce , thus, increasing will lead to smaller and 2) decreasing will help to reduce , and increasing the NN node number will help to reduce , both of which will help to reduce the size of . However, increasing will lead to a high gain control scheme. On the other hand, though is required to be chosen as a small positive constant when applying -modification [23] , a very small may not be enough to prevent the NN weight estimates from drifting to very large values in the presence of the NN approximation errors [11] , where the large might result in a variation of a high-gain control. Therefore, in practical applications, the design parameters should be adjusted carefully for achieving suitable transient performance and control action.
Remark 4: Note that in backstepping design, differentiation of the virtual controls has to be performed. For the control of uncertain strict-feedback system (1), the differentiation requirement becomes a technical problem due to the presence of uncertainties. The derivative of virtual control (30) involves the unknown nonlinear functions and , and thus is a unknown nonlinear function which is unavailable for implementation. Because derivative appears in the desired virtual control (29), an RBF neural network can be employed to approximate all the unknown part of (29), including the unknown . However, since is a smooth function of system states and neural weight estimates , as can be seen from (30), approximating the unknown nonlinear function might become computationally unacceptable when the large number of neural weight estimates are taken as inputs to the RBF NN, which will lead to curse of dimensionality [22] . By introducing some intermediate variables and as inputs to RBF NN , where the intermediate variables are available through the computation of system states and neural weight estimates , the NN approximation can be implemented by using the minimal number of NN input variables. Hence, the differentiation requirement can be satisfied by using RBF NNs to approximate all the uncertainties in the desired virtual controls and practical control, while intermediate variables are introduced to make the NN approximation computationally feasible.
Remark 5: The adaptive NN controller (44) adaptation laws (15), (37), and (47) are highly structural, and independent of the complexities of the system nonlinearities. Thus, it can be applied to other similar plants without repeating the complex controller design procedure for different system nonlinearities. In addition, such a structural property is particularly suitable for parallel processing and hardware implementation in practical applications.
IV. SIMULATION STUDIES
In practical application of the proposed scheme, the selection of the centers and widths of RBF has a great influence on the performance of the designed controller. According to [3] , Gaussian RBF NNs arranged on a regular lattice on can uniformly approximate sufficiently smooth functions on closed, bounded subsets. Furthermore, given only crude estimates of the smoothness of the function being approximated, it is feasible to select the centers and variances of a finite number of Gaussian nodes, so that the resulting NNs are capable of uniformly approximating the required function to a chosen tolerance everywhere on a prespecified subset. Accordingly, in the following simulation studies, we will select the centers and widths on a regular lattice in the respective compact sets. The proposed adaptive NN controller is applied to the following strict-feedback system:
The control objective is to guarantee 1) all the signals in the closed-loop system remain bounded and 2) the output follows a desired trajectory generated from the following van der Pol oscillator system: (58) As shown in [24] , the phase-plane trajectories of the van der Pol oscillator, starting from an initial state other than , approach a limit cycle when . Clearly, system (58) is in strict-feedback form (1) and satisfies Assumptions 1 and 2. As system (58) is of second order, the adaptive NN controller is chosen according to (44) as follows: (59) where and with (60) and NN weights and are updated by (15) and (27) correspondingly.
Neural networks contains 25 nodes (i.e., ), with centers evenly spaced in , and widths . Neural networks contains 135 nodes (i.e., ), with centers ( ) evenly spaced in , and widths . The design parameters of the above controller are . The initial weights . The initial conditions and . Figs. 1-3 shows the simulation results of applying controller (59) to system (58) for tracking desired signal with . From Fig. 1 , we can see that fairly good tracking performance is obtained. The boundedness of NN weights and control signal are shown in Figs. 2-3 , respectively.
V. CONCLUSION
In this paper, a direct adaptive neural control scheme is presented for a class of uncertain nonlinear strict-feedback systems. By utilizing a special property of the affine term, the developed scheme avoids the controller singularity problem completely. All the signals of the closed-loop system are guaranteed to be semiglobally uniformly ultimately bounded, and the output of the system is proven to converge to a small neighborhood of the desired trajectory. The proposed direct adaptive NN scheme can be applied to a large class of nonlinear strict-feedback systems without repeating the complex controller design procedure for different system nonlinearities.
