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by
F. Reese Harvey and H. Blaine Lawson, Jr.1
Abstract
We give a characterization of the boundaries of holo-
morphic chains in complex projective space. This ex-
tends previous work of the authors and complements
results of Dolbeault and Henkin.
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1
2§1. Introduction. Let M ⊂ X be a compact oriented submanifold of dimension
2p − 1 in a quasi-projective manifold X . The question addressed here is: under
what conditions does M bound a complex submanifold of dimension p, or more
generally, a holomorphic p-chain in X?
When X is Stein, much is known. For example if p > 1, a necessary and sufficient
condition is thatM bemaximally complex, i.e., that dimC(TxM ∩iTxM) = p−1
for all x ∈M (see [HL1]). This represents a geometric generalization of the Bochner-
Hartogs extension theorem for CR functions [B]. When p = 1, a necessary and
sufficient condition is that
∫
M
ω = 0 for all holomorphic 1-forms ω ∈ Ω1(Cn) (see
[HL1]). This is called the moment condition.
For a connected curve γ in Cn there is another, quite different characterization:
γ bounds a 1-dimensional analytic subvariety in Cn if and only if it is not polyno-
mially convex (i.e., the polynomials are not uniformly dense in C(γ)). When this
occurs, the subvariety with boundary γ coincides with the polynomial hull of γ.
This work goes back to classical results of J. Wermer [W1] for smooth curves with
generalizations to progressively less regular curves by E. Bishop, H. Royden, G.
Stolzenberg, H. Alexander and M. Lawrence (see [L]).
In Cn there is yet another characterization of boundaries of holomorphic chains
in terms of the positivity of linking numbers due to Alexander and Wermer [A],
[AW2], [W2].
For X = Pn − Pn−k, k > 1 there are results in [HL2] which extend those of
[HL1]. When p > k, maximal complexity suffices, and when p = k there is a
moment condition which is necessary and sufficient. (See the discussion in §2.)
However, the case where p < k, which corresponds essentially to taking X = Pn,
is quite difficult. There is beautiful work of Dolbeault and Henkin [DH1,2] which
recasts the problem in terms of certain structure in a Cauchy-Radon tranform of
M . Nevertheless, results for boundaries in Pn similar to those outlined above have
not been established. This is the first in a series of articles devoted to that problem.
In general terms what we prove here is the following.
The Main Result.Consider a maximally complex submanifold M of dimension
2p − 1 in Pn. Fix a projection π : Pn − −− > Pp which is proper on M , and
a “base point” a ∈ Pp − π(M). Then M bounds a holomorphic p-chain which is
positive and ℓ-sheeted over a if and only if M satisfies a sequence of (explicit and
algorithmically computable) non-linear moment conditions which depend on ℓ.
This generalizes the results in [HL1,2] where ℓ = 0, and complements those in
[DH1,2]. An expanded discussion of the main result, including a detailed exposition
of the moment conditions, is given in §3. These moment conditions involve certain
universal Newton polynomials. They constitute a complete set of computable ob-
structions to solving the central problem. The main theorem and its proof appear
in §§8–11.
In their paper [DH1,2] Dolbeault and Henkin also fix a projection π as above
and consider certain naturally associated Cauchy transforms T∗(M,π). They then
vary the projection in a neighborhood U of π on the Grassmannian. Their result
asserts thatM bounds a holomorphic p-chain iff second derivatives of T∗(M,π) can
be written as second derivatives of a linear combination of solutions of the “shock
equation” on U . This result is quite general, but it leaves open the difficult problem
3of determining, for a given boundary M , whether T∗(M,π) can be written in such
a fashion.
One of the major difficulties in establishing Pn-versions of this problem is the lack
of uniqueness of the solution. If dT = M , then d(T + C) = M for any algebraic
p-cycle C in Pn. Our condition of “positivity with ℓ sheets over a point” vastly
reduces the ambuguity in the solution and enables the derivation of the moment
conditions. The Dolbeault-Henkin theorem is much less explicit but automatically
incorporates the full order of non-uniqueness.
In pondering this problem one naturally wonders if boundaries of varieties in
P
n can be characterized by the vanishing of the integrals of certain forms with
singularities. For curves this leads to the following question. Given a compact
irreducible complex analytic curve C ⊂ Pn with boundary dC 6= ∅, does there exist
a divisor D in Pn such that D ∩ C = ∅? If this were always true then a given real
curve γ ⊂ Pn would bound an analytic variety iff it satisfied the standard moment
condition in some affine chart. This would amount to the condition that
∫
γ
ω = 0
for all rational 1-forms with poles on a fixed divisor D. However, in beautiful work
which employs the Rosenlicht generalized jacobians for singular curves, Bruno Fabre´
[Fa∗] has shown that this is not the case. There exist many such varieties C ⊂ P
2
(proper subsets of algebraic curves!) which have the property that they meet every
divisor.
In considering this problem it is also natural to ask if there exist extensions of
the work of Wermer and others from the affine to the projective case. The answer
is yes. In [HL3] we introduce the concept of the projective hull γ̂ of a subset
γ ⊂ Pn. When γ is a smooth curve which bounds an analytic variety C ⊂ Pn,
one has C ⊂ γ̂ and there is much evidence for the conjecture that at least for real
analytic γ one has
γ̂ =
{
Σ when C is a subset of an irreducible algebraic curve Σ
C otherwise.
In fact it has been shown in complete generality that for any compact subset
K ⊂ Pn, the set K̂− −K is 1-concave in the sense of [DL]. In particular, on any
domain in Pn −K where the Hausdorff 2-measure of K̂− −K is finite, K̂− −K is
a 1-dimensional analytic subvariety. Furthermore, for any finite union of smooth
pluripolar curves (e.g., real analytic curves) γ ⊂ P2, the Hausdorff dimension of γ̂
is ≤ 2. These results ([HL3]) make plausible certain specific analogues of the work
of Alexander and Wermer [AW2], [W2] for submanifolds of projective space. (See
[HL4].)
Recall that the polynomial hull of a set Y ⊂ Cn gives a concrete realization of
the Gelfand spectrum of the Banach algebra obtained by taking the uniform closure
of the the polynomials in C(Y ) (cf. [Ho] or [AW1]). Interestingly there exists a
projective Gelfand transformation defined for graded Banach algebras, which
for subsets of Pn gives a concrete realization of the projective hull mentioned above.
It is related to the usual Gelfand Transform much as Grothendieck’s Proj is related
to the spectrum of a ring. All this is introduced and discussed in [HL3].
A special but quite interesting instance of the problem considered here is that of
characterizing the boundary values of meromophic mappings F : Ω → X where Ω
4is a domain in Cp and X is a projective variety. If f : dΩ→ X is a given function,
consider its graph M = graph(f) ⊂ Ω×X ⊂ Pp × PN ⊂ PpN+p+N and look for a
variety V with dV =M . Any such V , if it exists, will lie in Pp ×X but in general
it will not be the graph of a function over Ω. Nevertheless, there is a relatively
simple solution to this problem which is presented in [HL4].
§2. Statement of the Problem.
Suppose that M is a compact oriented submanifold of class C1 and dimension
2p− 1 ≥ 1 in complex projective n-space Pn. This paper addresses the following:
Main Problem. Under what conditions on M does there exist a holomorphic
p-chain in Pn with boundary M? That is, under what conditions does there exist a
holomorphic p-chain T in Pn −M such that, as a current in Pn, T has finite mass
and satisfies dT =M?
Recall that a holomorphic p-chain in a complex manifold Y is a current T of
dimension 2p which can be written as a locally finite sum
T =
∑
j
nj [Vj ]
where for each j, nj ∈ Z and [Vj ] is the current given by integration over (the regular
points of) a canonically oriented irreducible analytic subvariety of dimension p in
Y .
There are two fundamental issues which we shall not discuss here since they are
well covered in the literature.
Boundary Regularity. It is shown in [HL1], [H] that if dT = M as above, then
one has boundary regularity almost everywhere in the following sense. There exists
a compact subset Σ ⊂M of (2p−1)-dimensional measure 0, such that if U ⊂M−Σ
is an open set where M is of class Ck, 1 ≤ k ≤ ω, then there is an open set U˜ ⊂ X
with U˜ ∩M = U in which T is a complex manifold with Ck-boundary M .
Allowable Singularities on M . The regularity conditions onM can be weakened
to allow “scar sets”. (See [H] for a complete discussion.) The solutions we shall
discuss here will also exist for these more general boundaries, however we will
restrict attention to the smooth case.
Some History. Whenever the submanifold M lies in the complement of a linear
subspace of codimension ≤ p, our problem is well understood. To state the results
we need two basic concepts.
Definition 2.1. The submanifoldM is said to bemaximally complex if for each
a ∈M ,
dimC(TaM ∩ iTaM) = p− 1.
This is equivalent to the condition that
(2.1) M =Mp−1,p +Mp,p−1
where M =
∑
r+2=2p−1Mr,s is the Dolbeault decomposition of the current M .
That is, the Dolbeault components Mr,s = 0 for |r − s| > 1. This condition is
automatic when p = 1.
5Definition 2.2. The submanifold M is said to satisfy the moment condition
on an open neighborhood Ω ⊂ Pn if∫
M
ω = 0 for all ω ∈ Ep,p−1(Ω) with ∂ω = 0.
Definition 2.3. Let M be a 2p− 1-dimensional current with compact support in
a complex manifold Ω. Then M is said to bound a holomorphic p-chain in
Ω if there exists a holomorphic p-chain T with finite mass in Ω − supp (M) and
supp (T ) ⊂⊂ Ω with the property that dT =M as currents in Ω. By [HS] any such
T is unique modulo holomorphic chains with compact support in Ω
Theorem 2.4. [HL1,2]. Let M ⊂ Pn be a compact oriented (2p− 1)-dimensional
submanifold of class C1, and suppose M is contained in
Ω = Pn − Pn−k
where Pn−k is some linear subspace of dimension n − k. Then M is the boundary
of a holomorphic p-chain in Ω if either
(1) k < p and M is maximally complex, or
(2) k = p and M is maximally complex and satisfies the moment condition
in Ω
Note that when k = 1, Ω ∼= Cn and the moment condition enters only for curves
(p = 1). Maximally complex submanifolds of higher dimension in Cn automatically
bound holomorphic chains. As noted in §1, the case of curves in Cn is alaso related
to the study of polynomial hulls and has a long history going back to fundamental
work of Wermer.
Note 2.5. If M bounds a holomorphic chain in Pn, then M bounds a holomorphic
chain in Ω = Pn − Pn−(p+1) for almost all linear subspaces Pn−(p+1). Hence the
cases k > p not considered in Theorem 2.4 are essentially equivalent to the one
being studied here.
In projective space maximal complexity does not guarantee that M bounds a
holomorphic chain, even for p >> 1. Consider the following examples.
Example 2.6. Let M be a smooth real hypersurface in a complex p-dimensional
submanifold Xp ⊂ Pn, and assume that M is not homologous to 0 in Xp. Then M
cannot bound a holomorphic chain in Pn for any such chain would necessarily have
support in Xp.
Example 2.7. Let Y ⊂ Pm be any projective variety and let C ⊂ C2 be the graph
of the function w = exp(z + 1
z
). Let M be any real hypersurface in Y × C which
is homologous to Y × γ where γ ⊂ C is the curve given by retricting the graph
to |z| = 1. Embed M into projective space by the composition M ⊂ Y × C ⊂
Pm×C2 ⊂ Pm×P2 ⊂ P3m+2 where the last map is the Segre´ embedding. AgainM
cannot bound a holomorphic chain in P3m+2 for any such chain would necessarily
have support in Y × C.
6The Non-uniqueness in the Projective Case. A subtle difficulty of our main
problem is the non-uniqueness of solutions when they exist. If T is a holomorphic
chain with boundary M in Pn, then so is T +T0, where T0 is any holomorphic chain
with dT0 = 0, i.e., any algebraic cycle.
There are of course canonical solutions. When M is connected, there is a unique
solution that is irreducible in Pn −M . More generally there is a unique solution
of least mass. However, these “simpliest”solutions are hard to characterize with a
process that also detects solutions for complicated, highly non-connected bound-
aries.
Structuring the Problem. To make the general problem more tractible one
could narrow the focus of the question. Two natural ways of doing this are as
follows.
1. Prescribe the homology class of the solution. We fix a homology class
u ∈ H2p(P
n,M ; Z) such that δu = [M ] where δ : H2p(P
n,M ; Z) → H2p−1(M ; Z)
is the boundary map, and search for a holomorphic chain in u. There is a short
exact sequence
(2.2) 0 −→ H2p(P
n; Z) −→ H2p(P
n,M ; Z)
δ
−→ H2p−1(M ; Z) −→ 0
from which we conclude the following.
Lemma 2.8. A class u ∈ H2p(Pn,M ; Z) with δu = [M ] is completely determined
by its intersection number u · Pn−p with any linear subspace Pn−p ⊂ Pn −M .
As noted in 2.5 our problem is equivalent to looking for solutions in open
subsets of the form Ω = Pn − Pn−p−1 which contain M . The homomorphism
H2p−1(Ω,M ; Z) → H2p−1(Pn,M ; Z) induced by inclusion, is an isomorphism by
general position arguments. Under the linear projection
(2.3) π : Pn − Pn−p−1 −→ Pp
the class π∗u corresponds to an integer-valued function C0 with dC0 = dπ∗u = π∗M .
In particular,
(2.4) C0(a) = u · P
n−p
a where P
n−p
a ≡ π
−1(a)
for any a ∈ Pp − πM .
Now integer-valued functions C0 with dC0 = π∗M are determined up to an
integer constant. Thus by Lemma 2.8 we see that:
(2.5)
Prescribing the homology class u is equivalent to
choosing such a function C0 for some projection π.
2. Require the solution T to be positive. We could restrict the question by
asking only for positive holomorphic chains: T =
∑
i ni[Vi] with ni ∈ Z
+, having
dT =M . This approach has several features:
• It covers the case where M is connected, which is already of considerable
interest.
7• If one also prescribes the homology class of the solution, then there exists
at most a finite-dimensional space of solutions.
• The integer-valued function C0 discussed above becomes the sheeting num-
ber of T over Pp for the projection π.
• Positive solutions in a homology class u are exactly the solutions to the
Plateau Problem for M in u for any Kaehler metric on Pn.
We shall impose somewhat weaker restrictions.
Our Approach: Prescribe the homology class of the solution and require
positivity only over one point for some projection π. We shall find that this
approach
• covers the case where M is connected,
• still guarantees finite-dimensionality of the solution space,
• recaptures Theorem 2.4 as a special case, and
• leads to explicit non-linear moment conditions necessary and sufficient for
the solution.
In fact when solutions to this problem exist, one also captures the canonical
solution (of smallest mass) by minimizing the sheeting number over the given point.
§3. Discussion of the Main Result.
Before launching a complete exposition we present the main ideas in outline
form. For clarity of exposition we focus here on the hypersurface case. However,
the result in general codimensions is very much the same (see §§9 and 10).
Fix a compact oriented C1-submanifoldM ⊂ Pn+1 of dimension 2n−1 ≥ 1 which
is maximally complex. Fix a point P0 /∈ M . Choose homogeneous coordinates
[z0 : · · · : zn+1] for Pn+1 with P0 = [0 : · · · : 0 : 1] and let
Ω ≡ Pn+1 − P0
π
−→ Pn
be the projection defined by π([z0 : · · · : zn+1]) = [z0 : · · · : zn]. Let w be
the tautological cross-section of π∗OPn(1) ∼= OPn+1(1)
∣∣
Ω
. Then each push-forward
π∗(w
dM) with d ≥ 0 is a well-defined current of degree one with values in the
bundle OPn(d). Let π∗(wdM)0,1 denote the Dolbeault component of bidegree (0, 1)
of this current. Then the maximal complexity of M (cf. (2.1)) and the fact that
dM = 0 imply that
∂π∗(w
dM)0,1 = 0 for d = 0, 1, 2, ...
Now fix a point a ∈ Pn−π(M). Then standard arguments show that there exists
a unique generalized section Cod of OPn(d) such that
(3.1) ∂Cod = π∗(w
dM)0,1
(3.2) Cod vanishes to order d at a,
8and any solution of (3.1) differs from Cod by a global holomorphic section of OPn(d),
i.e., a homogeneous polynomial of degree d in (z0, ..., zn).
The main idea now is the following. Suppose there exists a holomorphic chain
T with dT = M which misses P0. Then Cd ≡ π∗(wdT ) is a solution of (3.1) and
therefore can be written in the form
Cd ≡ π∗(w
dT ) = Cod + pd
for a unique homogenous polynomial
pd ∈ H
0(Pn,O(d)) ∼= C[z0, ..., zn]d ≡ H(d).
Let us suppose further that T is positive over a, i.e., positive in π−1(U) for some
neighborhood U of a in Pn − π(M). Then C0
∣∣
U
≡ ℓ ∈ Z+ is the sheeting number
of T over U , and with respect to any non-vanishing section σ of OU (1), there are
functions f1, ..., fℓ (locally defined and holomorphic outside a divisor, as in the
Weierstrauss Preparation Theorem) such that
(3.3)
Cd
σd
= fd1 + f
d
2 + · · ·+ f
d
ℓ .
A sequence {Cd}∞d=0 satisying (3.3) for some, and therefore any, σ is called a New-
ton hierarchy of level ℓ. Such hierarchies are freely determined by the first ℓ+1
functions C0, ..., Cℓ. The remaining functions can be written recursively by explicit
universal homogeneous polynomial expressions
(3.4) Cd = Qd,ℓ(C1, ..., Cℓ) for d > ℓ.
(When ℓ = 0, then Qd,ℓ = 0 for all d.) If these identities are satisfied then there
exist holomorphic sections f1σ, ..., fℓσ such that (3.3) holds. This leads to the
following.
Theorem 3.1. (The Main Result for Hypersurfaces). There exists a holo-
morphic chain T with dT =M which is supported in Pn+1−P0 and is positive over
a point a ∈ Pp − π(M) if and only if there exist an integer ℓ ≥ 0 and homogeneous
polynomials pd ∈ H(d) for d = 1, ..., ℓ such that in some neighborhood of a
(3.5) Cok ≡ Qk,ℓ(C1, ..., Cℓ) mod H(k) for all k > ℓ.
where Cd = C
o
d + pd for d = 1, ..., ℓ.
Condition (3.5) constitutes a non-linear moment condition. The essential
point is that the coefficients of degree > k in the power series expansion of Ck
at a can be written, via the Bochner-Martinelli kenel, as certain explicit integrals
over M . Condition (3.5) says that these coefficients for k > ℓ must equal certain
polynomial expressions in the coefficients of C1, ..., Cℓ and p1, .., pℓ.
The polynomials p1, .., pℓ are initially free. However, in general the equations
(3.5) will determine a certain number them. When we have an ℓ = ℓ0 so that T
exists and has no boundary-free components, then all of p1, .., pℓ0 will be deter-
mined. However, if we then increase ℓ, solutions will continue to exist but there
will remain some freedom in choosing p1, .., pℓ. This corresponds to the freedom in
adding positive boundary-free components to the original solution.
All this is best illustrated by considering the special case of curves in P2 (which
is essentially as complicated as the general case).
9Example 3.2. (Curves in P2). Let γ ⊂ P2 be a compact oriented C1-curve
without boundary and not necessarily connected. Fix a point P0 ∈ P2 not on γ.
Choose homogeneous coordinates [z0 : z1 : z2] so that P0 = [0 : 0 : 1] and define
π : P2 − P0 → P1 by setting π([z0 : z1 : z2]) = [z0 : z1] as above. Suppose
a ≡ [1 : 0] /∈ π(γ). Consider the affine coordinate z = z1/z0 on the open subset
U = {z0 6= 0} ⊂ P1. Then w([z0 : z1 : z2]) = z2 is the tautological section of π∗O(1)
on P2 − P0, and the integral
(3.6) Cd(z) =
1
2πi
∫
γ
wd
ζ − z
dζ
solves the equation2 ∂Cd = π∗(w
dγ)0,1.
Expanding (3.6) in a neighborhood of 0 we find that
Cd(z) =
∞∑
k=0
{
1
2πi
∫
γ
wd
ζk+1
dζ
}
zk ≡
∞∑
k=0
Ak(d)z
k
and so
Cod(z) =
∞∑
k=d+1
Ak(d)z
k
where
(3.7) Ak(d) =
1
2πi
∫
γ
wd
ζk+1
dζ
are classical moments of the curve γ.
We now have free polynomials pd(z) = c0(d)+c1(d)z+· · ·+cd(d)zd for d = 1, ..., ℓ.
Plugging into the equations (3.5) gives a sequence of polynomial relations in the
finite set {ck(d)} and the moments {Ak(d)}k>d>ℓ.
Consider for example the special case ℓ = 1. Then there is only one free polyno-
mial
p1(z) = c0 + c1z,
which means two free constants to determine. In this case the equations (3.5) have
the particularly simple form
Cd(z) ≡ (C
o
1 (z))
d ≡ (c0 + c1z + C1(z))
d
mod H(d)
for d ≥ 2. The first two non-zero coefficients of C2 give
A3(2) = 2A3(1)c0 + 2A2(1)c1 and A4(2) = 2A4(1)c0 + 2A3(1)c1 + A2(1)
2
Assume A3(1)
2−A2(1)A4(1) 6= 0 and for notational convenience let ck = Ak(1) for
k = 0, 1 denote the solutions of the equations above. Then we have the following.
2Note that this can be thought of as a scalar equation by writing
Cd(z) =
{
τd(z)
zd
0
}
zd0 =
{
1
2pii
∫
γ
(w/z0)
d
ζ − x
dζ
}
zd0
with respect to the cross-section σ = z0 of OP1(1) and then setting z0 = 1.
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Corollary 3.3. Necessary and sufficient conditions that γ bound a holomorphic
1-chain which is positive and 1-sheeted over 0 is that the non-linear moment con-
ditions
Ak(d) =
∑
j1+···+jr=k
cd,J Aj1(1) · · ·Ajr(1)
hold for all k > d > 2 where cd,J are the obvious combinatorial constants. Alter-
natively, in recurssive form this can be written as
Ak(d) =
∑
i+j=k
Ai(d− 1)Aj(1)
for all k > d ≥ 2.
Note 3.4. The case ℓ = 0 corresponds to the existence of a solution with compact
support in C2 = P2 − π−1(a). Here our moment conditions reduce to the linear
moment conditions Ak(d) = 0 for all k > d > 0. Making the substitution z = 1/ζ
in (3.7) we recover exactly the moment condition of [HL1].
§4. Newton Hierarchies
The following material is classical but central to our results. For the convenience
of the reader we review this material in a form that is particularly adapted to our
needs.
Definition 4.1. A sequence of complex numbers {cd}∞d=0 is called a Newton
hierarchy of level ℓ if there exist complex numbers b1, . . . , bℓ such that
cd = b
d
1 + · · ·+ b
d
ℓ for all d ≥ 0.
Note that c0 = ℓ.
The main fact is that in a Newton hierarchy of level ℓ the numbers c1, ..., cℓ can
be freely prescribed and the remaining terms in the sequence are given by explicit
polynomial expressions in terms of these.
Example 4.2. (ℓ = 1). cd = c
d
1 for all d.
Example 4.3. (ℓ = 2). cd = b
d
1 + b
d
2 for d = 0, 1, 2. Then b1 and b2 are the roots
of the polynomial x2 − (b1 + b2)x + b1b2 = x
2 − c1x +
1
2(c
2
1 − c2). Thus, setting
S1 = c1 and S2 =
1
2 (c
2
1 − c2) we see that b
d
j − S1b
d−1
j + S2b
d−2
j = 0 for all d ≥ 2.
Consequently,
cd − S1cd−1 + S2cd−2 = 0 for all d > 2.
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Proposition 4.4. Let {Sk(c1, ..., ck)}
∞
k=1 be the sequence of polynomials defined
recursively by the equations
cℓ − S1cℓ−1 + S2cℓ−2 − · · ·+ (−1)
ℓSℓℓ = 0.
Then setting
σk(x1, ..., xN) =
∑
i1<···<ik
xi1 . . . xik and ck(x1, ..., xN) =
N∑
i=1
xki
we have
σk(x) = Sk(c1(x), ..., ck(x))
in C[x1, ..., xN ] for all N ≥ k.
Proof. We first prove the assertion for N = k. This is easily checked for k = 1, 2.
Assume inductively that it holds for all k′ < k. Note that
(t− x1) . . . (t− xk) = t
k − σ1(x1, ..., xk)t
k−1 + · · ·+ (−1)kσk(x1, ..., xk).
Substituting t = xj and summing over j gives
ck(x)− σ1(x)ck−1(x) + · · ·+ (−1)
kσk(x)k = 0.
for x = (x1, ..., xk). Therefore, by induction
σk(x) =
(−1)k+1
k
{
ck(x)− σ1(x)ck−1(x) + σ2(x)ck−2(x)− σ3(x)ck−3(x) + . . .
}
=
(−1)k+1
k
{
ck(x)− S1(c1(x))ck−1(x) + S2(c1(x), c2(x))ck−2(x)
− S3(c1(x), c2(x), c3(x))ck−3(x) + . . .
}
= Sk(c1(x), ..., ck(x))
for x = (x1, ..., xk). It remains only to establish this identity for x = (x1, ..., xN)
whereN > k. For this we note that P (x1, ..., xN) ≡ σk(x1, ..., xN)−Sk(c1(x1, ..., xN), ..., ck(x1, ..., xN))
is a symmetric homogeneous polynomial of degree k such that P (x1, ..., xk, 0, ..., 0) =
0 by the identity proved above. By symmetry it follows that P (0, ..., 0, xi1, 0, ..., 0, xik, 0, ..., 0) =
0 for all 1 ≤ i1 < i2 < · · · < ik ≤ N . It follows that all the coefficients of P are
zero. 
Corollary 4.5. The sequence {cd}∞d=0 is a Newton hierarchy of level ℓ if and only
if c0 = ℓ and
(4.1) ck − S1(c1)ck−1 + S2(c1, c2)ck−2 − · · ·+ (−1)
ℓSℓ(c1, ..., cℓ)ck−ℓ = 0
for all k > ℓ.
In other words, fix ℓ ≥ 1 and let Qk,ℓ(c1, ..., cℓ) for k > ℓ be the sequence of
polynomials generated recursively by setting cj = Qj,ℓ in equation (4.1). Then the
sequence {cd}∞d=0 is a Newton hierarchy of level ℓ if and only if
(4.2) ck = Qk,ℓ(c1, ..., cℓ) for all k > ℓ.
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Proof. Let b1, ..., bℓ be the roots of the polynomial p(t) = t
ℓ − S1(c1)t
ℓ−1 +
S2(c1, c2)t
ℓ−2 − · · · + (−1)ℓSℓ(c1, ..., cℓ). Then cd = bd1 + · · · + b
d
ℓ for d = 1, ..., ℓ
by Proposition 4.4. Substituting t = bj into t
k−ℓp(t) and summing over j com-
pletes the proof. 
This gives the main result.
Theorem 4.6. Each ℓ-tuple (c1, ..., cℓ) ∈ C
ℓ extends to one and only one Newton
hierarchy {cd}∞d=0 of level ℓ. The numbers cd for d > ℓ are given by the universal
polynomials (4.2).
Note 4.7. Let Nℓ denote the space of Newton Hierarchies of level ℓ. Then N ≡
⊕d≥0Nd has a vector monoid structure. Given C = {cd} ∈ Nℓ, C˜ = {c˜d} ∈ Nℓ˜,
and t ∈ C, we have
t ·C = {tdcd}
∞
d=0 ∈ Nℓ and C+ C˜ = {cd + c˜d}
∞
d=0 ∈ Nℓ+ℓ˜.
§5. Newton Hierarchies with Coefficients in a Vector Bundle
and their Associated Multisections.
The notion of a Newton hierarchy extends immediately to powers of a line bundle.
Let π : E → X be a holomorphic line bundle over a complex manifold X of
dimension n, and suppose we are given holomorphic sections
(5.1) Cd ∈ H
0(X ; O(Ed)) for each integer d ≥ 0
where Ed = E ⊗ · · · ⊗ E (d-times). With respect to a local trivialization σ ∈
H0(U ; O(E)) of E over an open subset U ⊂ X we can write
Cd = cdσ
d for all d ≥ 0.
where cd ∈ O(U). If σ˜ ∈ H0(U ; O(E)) is another trivialization with Cd = c˜dσ˜d,
then
(5.2) c˜d =
(σ
σ˜
)d
cd in U.
Definition 5.1. A sequence of sections {Cd}
∞
d=0 as in (5.1) with C0 ≡ ℓ ∈ N is
called a Newton Hierarchy of level ℓ with coefficients in E if each point
x ∈ X has a neighborhood U and a local trivialization σ of E
∣∣
U
such that the
sequence of functions {Cd/σd}∞d=0 is a Newton hierarchy of level ℓ at each point of
U . By (5.2) if this condition holds for one trivialization over U , it holds for every
trivialization.
Definition 5.2. By a multi-section of degree ℓ of a line bundle π : E → X we
mean an effective divisor D on the total space of E such that π
∣∣
D
is proper and of
degree ℓ.
Recall that by an effective divisor we mean a positive holomorphic n-chain on
E where n = dimX , and by degree ℓ we mean that π∗D = ℓ[X ] (or equivalently
that the intersection 0-cycle D • π−1(x) (cf. [Fu]) has degree ℓ for all x ∈ X). The
first main result of this section is the following.
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Theorem 5.3. Let π : E → X be a holomorphic line bundle over a complex man-
ifold X . Then there is a one-to-one correspondence between Newton Hierarchies of
level ℓ with coefficients in E and multi-sections of E of degree ℓ.
This correspondence is given as follows. Let w ∈ H0(E,O(π∗E)) denote the
tautological cross-section w(e) = e. Then for a multi-section D the associated
Newton hierarchy is given by
(5.3) Cd = π∗(w
dD) for all d ≥ 0.
Proof. Since all notions are invariantly defined, it suffices to prove the result locally
on X . Let U ⊂ X be an open subset of X and σ a trivialization of E over U . This
gives an isomorphism
(5.4) U × C
∼=
−→ E
∣∣
U
defined by (x, t) 7→ tσ(x).
In U × C the tautological section w has the form w(tσ(x)) = tσ(x) and so
w/σ = t.
Under (5.4) the restriction of D to E
∣∣
U
becomes an effective divisor in U×C which
is proper and of degree ℓ over U , which shall be denoted by DU . Now it is classical
that
pr∗(t
dDU ) = f
d
1 + · · ·+ f
d
ℓ
where pr : U × C→ U is the projection, and {f1(x), ..., fℓ(x)} ≡ π−1(x) •DU ⊂ C
are the points of DU above x ∈ U listed to multiplicity (See [H], [HL1] for example).
It follows immediately that cd ≡ pr∗(t
dDU ) is a Newton hierarchy of level ℓ and so
Cd ≡ cd σd is a level-ℓ Newton hierarchy with coefficients in E.
For the converse suppose {Cd}∞d=0 is a Newton hierarchy with coefficients in E,
and write Cd = cdσ
d over U . Define holomorphic functions sk ∈ O(U) by
sk(x) = Sk(c1(x), ..., cℓ(x)) for k = 1, ..., ℓ
where the Sk are the polynomials defined in Proposition 4.4. Define P ∈ O(U ×C)
by
(5.5) P (x, t) = tℓ − s1(x)t
ℓ−1 + s1(x)t
ℓ−1 − · · ·+ (−1)ℓsℓ(x)
and
DU ≡ Div(P ) =
1
2π
ddC log |P |.
This is a divisor in U × C which is proper over U and has the property that
pr∗(t
dDU ) = cd for all d. 
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Note 5.5. One can check directly that the divisor of P is invariantly defined. If
σ˜ is another trivialization of E over U , and if we write t˜ = (σ/σ˜)t, c˜d = (σ/σ˜)
dcd
as above, then setting s˜k = Sk(c˜1, ..., c˜ℓ) we have P˜ (x, t˜) = (σ/σ˜)
ℓP (x, t), which
shows that Div(P˜ ) is the image of Div(P˜ ) under the change of trivialization.
We now pass to an important generalization of the discussion above. Consider
the q-fold direct sum
E⊕q = E ⊕ · · · ⊕ E
Π
−→ X.
For each λ = (λ1, ..., λq) ∈ Cq consider the projection
πλ : E
⊕q −→ E given by πλ(e1, . . . , eq) =
q∑
j=1
λjej .
Note the commutative diagram
E ⊕ · · · ⊕E
πλ−−−−→ E
Πց ւ π
X
Let w denote the tautological cross-section of π∗E over E as above and note that
(5.6) π∗λw =
q∑
j=1
λjwj ≡ λ ·w
where wj denotes the j
th tautological cross-section of Π∗E → E⊕q, i.e., wj(e1, ..., eq) =
ej .
Suppose now that D is a multi-section of E⊕q of degree ℓ, that is, a positive
holomorphic n-chain on E⊕q which is proper over X and of degree ℓ (i.e., Π∗D =
ℓ[X ]). Then for each λ, πλ is proper on the support of D and Dλ ≡ (πλ)∗D is
a mult-section of E of degree ℓ. Hence there is an associated Newton hierarchy
{Cd(λ)}∞d=0 of level ℓ on X (with coefficients in E) defined by
(5.7) Cd(λ) = π∗(w
dDλ) = Π∗{(λ ·w)
dD}.
Note that Cd(λ) is a homogeneous polynomial of degree d in λ with values in
H0(X,O(Ed)), i.e., Cd ∈ Sym
d(Cq)∨ ⊗ H0(X,O(Ed)). This polynomial can be
re-expressed as
(5.8) Cd(λ) =
∑
|α|=d
(
d
α
)
λαΠ∗{w
αD} =
∑
|α|=d
(
d
α
)
Cαλ
α
where wα = wα11 . . . w
αq
1 and |α| = α1 + . . . αq as usual, and
(5.9) Cα ≡ Π∗{w
αD}
is the αth moment of D.
Conversely, suppose we are given elements Cd ∈ Sym
d(Cq)∨⊗H0(X,O(Ed)) for
d ≥ 0, or equivalently, moments Cα ∈ H0(X,O(E|α|) for α ≥ (0, ..., 0).
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Definition 5.6. The family {Cα}α≥0 is called a Newton family of level ℓ with
coefficients in E⊕q if the polynomials Cd(λ) =
∑
|α|=d
(
d
α
)
Cαλ
α satisfy the con-
dition that
(5.10) {Cd(λ)}
∞
d=0 is a Newton hierarchy of level ℓ for all λ ∈ C
q.
It is straightforward to check from the result above and arguments in [HL1, §7]
that for any such family there exists a multi-section D of degree ℓ of E⊕q such that
Cα = Π∗(w
αD) for all α. Hence we obtain the following.
Theorem 5.7. Let π : E → X be a holomorphic line bundle over a complex
manifold X . Then there is a one-to-one correspondence between Newton families
of level ℓ with coefficients in E⊕q and multi-sections of E⊕q of degree ℓ.
This correspondence associates to a multi-section D the family of moments Cα =
Π∗(w
αD) where wα = wα11 . . . w
αq
q and wj is the j
th tautological cross-section of
Π∗E⊕q defined above.
We now observe that Newton families {Cα}α≥0 of level ℓ with coefficients
in E⊕q are universally determined by their terms of degree ≤ ℓ as in (4.2).
Indeed, by Corollary 4.5, our condition (5.10) above is equivalent to the condition
that
(5.11) Cd(λ) = Qd,ℓ (C1(λ), ...,Cℓ(λ)) for all d ≥ ℓ and λ ∈ C
q.
These universal polynomials Qd,ℓ(ξ1, ..., ξℓ) introduced in 4.5 are weighted homoge-
neous, that is,
Qd,ℓ(tξ1, t
2ξ2, ..., t
ℓξℓ) = t
dQd,ℓ(ξ1, ..., ξℓ) for all t ∈ C
or equivalently
Qd,ℓ(ξ1, ..., ξℓ) =
∑
β1+2β2+···+ℓβℓ=d
cβ ξ
β
Let e1, ..., eq denote the standard basis of C
q and write Cβ ≡ Cβ·e ≡ CΣiβiei . One
sees directly that
Qd,ℓ
∑
i
Ceiλi,
∑
ij
Cei+ejλiλj , ...,
∑
|β|=ℓ
(dβ)Cβλ
β
 = ∑
|α|=d
Qα,ℓ(C)λ
α
is a homogeneous polynomial of degree d in λ whose coefficients Qα,ℓ(C) are uni-
versal polynomials in the indeterminates C = {Cβ}|β|≤ℓ. This gives the following
generalization of Corollary 4.5 to this case.
Proposition 5.8. Let {Cα}α≥0 be a family of continuous sections of a complex
line bundle E on a space X . Then {Cα}α≥0 is a Newton family of level ℓ with
coefficients in E⊕q iff
(5.12) Cα = Qα,ℓ(C) for all |α| > ℓ
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where C = {Cβ}|β|≤ℓ.
§6. Vector Bundle-Valued Currents. In this section we prepare the general
analytical tools for solving the main problem. In the next section we shall examine
the concrete cases of interest.
For a smooth vector bundle E over a manifoldX we denote by E ′p(X,E) the space
of p-dimensional currents of compact support on X with values in E. By definition
this is the topological dual of the space Ep(X,E∗) of smooth p-forms with values in
E∗. To any smooth map f : Y → X between manifolds one associates a continuous
map
f∗ : E
′
p(Y, f
∗E) −→ E ′p(X,E)
given by f∗(T )(φ) = T (f
∗φ) for smooth forms φ ∈ Ep(X,E∗)
When X and Y are complex manifolds and E and f are holomorphic, there is
a decomposition of currents E ′p(X,E) = ⊕r+s=pE
′
r,s(X,E) preserved by f∗, and an
operator
∂ : E ′r,s(X,E) −→ E
′
r,s−1(X,E)
which commutes with f∗. The space E ′r,s(X,E) can be canonically identified with
the space of compactly supported (n− r, n−s)-forms with distribution coefficients.
Hence we shall write
E ′r,s(X,E)
def
= E ′
n−r,n−s
(X,E)
Under this identification ∂ is identified with the usual operator and we have the
following.
Theorem 6.1 (Dolbeault). There is a canonical isomorphism
(6.1) Hp,q(E ′
∗,∗
(X,E)) ∼= H
q
cpt(X ; Ω
p ⊗E).
where the right hand side denotes sheaf cohomology with compact supports and
coefficients in the sheaf of holomorphic p-forms with values in E.
§7. The Projective ∂-Problem. Let Pn denote complex projective n-space
with homogeneous coordinates [z0 : · · · : zn], and let Pn−p−1 ⊂ Pn denote the linear
subspace defined by z0 = z1 = · · · = zp = 0. Consider the linear projection
(7.1) Ω
def
= Pn − Pn−p−1
π
−→ Pp
defined by π([z0 : · · · : zn]) = [z0 : · · · : zp]. Note that π : Ω → Pp is isomorphic to
the vector bundle OPp(1)⊕(n−p).
Lemma 7.1. There is an isomorphism π∗OPp(1) ∼= OPn(1)
∣∣
Ω
.
Proof. This can be seen explicitly. Note that
OPn(−1) = {([z], ζ) ∈ P
n × Cn+1 : ζ = λz for some λ ∈ C},
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π∗OPp(−1) = {([z], ζ) ∈ Ω× C
p+1 : ζ = λ(z0, . . . , zp) for some λ ∈ C}.
We define Ψ : π∗OPp(−1)→ OPn(−1)
∣∣
Ω
by
Ψ([z0 : · · · : zn], (ζ0, . . . , ζp)) = ([z0 : · · · : zn], (ζ0, . . . , ζn))
where for given (z0, ..., zn) we have a unique λ ∈ C with ζk = λzk for k = 0, ..., p
and we define ζk = λzk for k > p. The adjoint Ψ
∗ gives the desired isomorphism.

Definition 7.2. The homogeneous coordinate functions z0, ..., zn are holomorphic
sections of OPn(1). By the Lemma above each
wk = zp+k
∣∣
Y
is a holomorphic section of OPn(1)
∣∣
Ω
∼= π∗OPp(1). The section wk will be called
the kth tautological cross-section of π∗OPp(1).
It follows from Lemma 7.1 that there are isomorphisms π∗OPp(d) ∼= OPn(d)
∣∣
Ω
for all integers d. Hence, by §6 the projection π induces continuous homomorphisms
on currents:
(7.2) π∗ : E
′
∗,∗(Ω,OΩ(d)) −→ E
′
∗,∗(P
p,OPp(d)).
Proposition 7.3. Let T ∈ E ′p,p−1(Ω) be a ∂-closed current on Ω and ϕ ∈ H
0(Pn,OPn(d))
a holomorphic section of OPn(d) for d ≥ 0. Then ∂π∗(ϕT ) = 0 and the associated
∂-problem has solutions
{S ∈ E ′
0
(Pp,OPp(d)) : ∂S = π∗(ϕT )} ∼= H
0(Pp,OPp(d)).
Proof. We have π∗(ϕT ) ∈ E ′p,p−1(P
p,OPp(d)) ∼= E ′
0,1
(Pp,OPp(d)) and since
H1(Pp,OPp(d)) = 0 there exists at least one current S with ∂S = T by Theo-
rem 6.1. For any other solution S′ we have ∂(S − S′) = 0 and the result follows
from the regularity of distributions in ker(∂). 
§8. Curves in P2. Let γ ⊂ P2 be a finite disjoint union of oriented closed curves
of class C1, and suppose γ is the (current) boundary of a holomorphic 1-chain T .
Choose a point P0 /∈ supp (T ) and consider the projection
(8.1) Ω ≡ P2 − P0
π
−→ P1
defined in §7. Recall that π is isomorphic to the line bundle π : O(1)→ P1, and so
π∗O(1) has a tautological cross-section which we denote by w. Thus, for each d ≥ 0
the current π∗(w
dT ) is a generalized section of OP1(d) which satisfies the equation
(8.2) ∂π∗(w
dT ) = π∗(w
dγ)0,1.
In particular, π∗(w
dT ) is a holomorphic section of O(d) over P1 − γ.
Recall that T is said to be positive over a point a ∈ P1 − π(γ) if its restriction
to π−1(U) is positive for some neighborhood U of a. From Theorem 5.3 we know
that:
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Lemma 8.1. If T is positive over a point a ∈ P1 − πγ, then the holomorphic
sections {π∗(wdT )}∞d=0 form a Newton hierarchy of level ℓ in a neighborhood of a
where ℓ = π∗(T ) = the sheeting number of T at a.
We now look in the converse direction. Let γ ⊂ P2 be as above and ask whether
γ bounds a holomorphic 1-chain in P2. If it does, then it bounds infinitely many
such chains since we are free to add any chain S with dS = 0. To eliminate this
ambiguity we first fix the homology class u ∈ H2(P2, γ; Z) of the solution T . We
assume ∂u = [γ], and so by the short exact sequence: 0 −→ H2(P2; Z) −→
H2(P
2, γ; Z)
∂
−→ H1(γ; Z) −→ 0, the class u is determined by its intersection
with any projective line L which does not meet γ. In particular, for a ∈ P1 − πγ
we set La = π
−1(a) and note that
La · u = π∗u(a) = the local net sheeting number of T over a.
If dT = γ, then π∗T is an integer-valued function whose value at a ∈ P1 − πγ is
precisely the net sheeting number of T over a. It satisfies the equation d(π∗T ) =
π∗γ, or equivalently ∂(π∗T ) = (π∗γ)
0,1 and is uniquely determined by this equation
up to an integer constant. Choosing this constant is equivalent to choosing the
homology class u.
Unfortunately, if there exists one solution in a given homology class, there exist
infinitely many in that class, since one can add algebraic cycles homologous to zero.
This indeterminacy is greatly reduced if we require T to be positive over a chosen
point a ∈ P1 − πγ. Then there can exist at most a finite-dimensional family of
solutions. Moreover, if such solutions exist for some ℓ > 0, then there is a minimal
ℓ0 ≥ 0 where the problem is solvable, and for ℓ0 the solution T is unique. For
each ℓ > ℓ0 all solutions are of the form T + S where S is in the finite-dimensional
family of positive algebraic 1-cycles homologous to (ℓ− ℓ0)P1.
With this motivation we fix a point a ∈ P1 − πγ and an integer ℓ ≥ 0, and we
look for holomorphic 1-chains T with dT = γ which are positive and ℓ-sheeted over
a.
To begin, observe that since dγ = 0, the currents π∗(w
dγ)0,1 for d ≥ 0 satisfy
∂π∗(w
dγ)0,1 = 0 on P1.
Therefore, by Proposition 7.2 the space
(8.3) Td,γ
def
= {Cd ∈ E
′0(P1,O(d)) : ∂Cd = π∗(w
dγ)0,1} has dimension d+1.
Any two elements of Td,γ differ by a unique element of H0(P1,O(d)), i.e., a homo-
geneous polynomial of degree d in homogeneous coordinates [z0 : z1] on P
1. This
means the following. Let z be an affine coordinate on P1 with z(a) = 0, choose a
trivialization of O(1) near 0 and for Cd ∈ Td,γ consider the power series expansion
Cd(z) ∼=
∞∑
k=0
αk(d)z
k
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Observation 8.3
(1) The coefficients {αk(d)}∞k=d+1 are independent of the choice of Cd ∈ Td,γ
since any two elements in Td,γ differ by a polynomial of degree ≤ d in z.
(2) There is a unique element Cod ∈ Td,γ which vanishes to order d at a.
To solve our problem we are seeking currents Cd ∈ Td,γ which form a Newton
heirarchy of level ℓ in a neighborhood of 0 (and are therefore of the form π∗(w
dT )
for some positive divisor of degree ℓ above that neighborhood). By Observation
8.3 there is some freedom in constructing these currents which comes from the
polynomial ambiguity in Cd for d ≤ ℓ. However, the equations governing Newton
hierarchies precisely limit the possibilities and will lead to a series of non-linear
moment conditions for the fixed coefficients αk(d), k > d > ℓ. These will be
necessary and sufficient for solving the problem.
The projection π in (8.1) is called good if π(γ) is an immersed curve with normal
crossings. Such projections are generic.
Theorem 8.4. Let γ ⊂ P2 be a finite union of oriented closed curves of class
C1 in the complex projective plane. Choose a good projection π : P2 − P0 → P1
from a point P0 /∈ γ and a point a ∈ P1 − πγ. Then γ bounds a holomorphic
1-chain T in P2 − P0 which is positive over the point a with sheeting number ℓ
if and only if there exists a sequence of homogeneous polynomials {pd(z0, z1)}∞d=1
with deg(pd) = d, such that {Cod + pd}
∞
d=1 is a Newton hierarchy of level ℓ in a
neighborhood of a.
Proof. The necessity of the condition has been established. For the converse sup-
pose {Cod + pd}
∞
d=1 is a Newton hierarchy of level ℓ in a neighborhood U0 of a. By
analyticity and Theorem 4.6 this must hold throughout the connected component
U of a in P1 − π(γ). Hence, by Theorem 5.3 there is a positive holomorphic chain
T in π−1(U) (a multisection of degree ℓ) such that
(8.6) Cd = π∗(w
dT ) in U.
The remainder of the proof now follows precisely the arguments given in [HL1,
§6]. In [HL1] we assumed Cd ≡ 0 in U = the component of ∞ ∈ P1 − γ. Using
boundary regularity, the “jump condition” [HL1, Lemma 5.5] and the Hadamard
criteria for rationality [HL1, Theorem 4.6] we showed that for every connected
component V of P1 − γ there exists a holomorphic 1-chain TV in V × C such that
π∗
{
wdTV
}
= Cd in V.
Furthermore, these chains extend across π−1(γ) to define a holomorphic 1-chain T
with dT = γ. All this was accomplished using just one good projection.
The arguments of [HL1, §6] are inductive – from component to component of
P1 − γ. To begin one assumed TU = 0. However, the arguments apply equally
well if one merely assumes the existence of a holomorphic chain T in π−1(U) which
satisfies (8.6) in U . 
An alternative argument for the end of the proof can be given as follows. Let
∆ǫ ⊂ U be the disk of radius ǫ centered at a and let Tǫ denote the restriction of
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T to π−1(∆ǫ). Choose ǫ so that dTǫ ≡ γǫ is a regular (oriented, analytic) curve.
Consider the new “boundary” curve Γ = γ − γǫ. Then for each d we have by (8.6)
that
(8.7) C˜d
def
= Cd − π∗{w
dTǫ} ≡ 0 in ∆ǫ,
and using (8.2) we see that
(8.8) dC˜d = π∗{w
dΓ}
We now pass to the affine coordinate chart ζ = z0/z1 on P
1 and the canonical
trivialization given by z1 over this chart. In this chart the solution to ∂φ = π∗(w
dΓ)
which vanishes to order d at infinity is given explicitly by the Cauchy kernel, i.e.,
C˜d(ζ) =
1
2πi
∫
Γ
wd
η − ζ
dη =
∞∑
k=0
{
1
2πi
∫
Γ
wdηk dη
}
ζ−k−1 ≡ 0
in a neighborhood of infinity in the ζ-plane. It follows that∫
Γ
wdηk dη = 0 for all k, d ≥ 0.
This restricted moment condition is the only hypothesis made in [HL1, §6] and so
those arguments apply directly to prove the existence of a holomorphic 1-chain T˜
with compact support in C2 and dT˜ = Γ. Hence, T ≡ T˜ + Tǫ is a holomorphic
1-chain in P2 − Γ with dT = γ − γǫ + γǫ = γ. Since Tǫ extends holomorphically
across γǫ, it follows easily that T is a is a holomorphic chain in P
2 − γ as desired.
By applying 4.6 we can restate Theorem 8.4 as follows. LetH(d) ≡ H0(P1,OP1(d))
denote the space of homogeneous polynomials of degree d in two variables.
Theorem 8.5. Let γ, P0, π and a be as in Theorem 8.4. Then γ bounds a
holomorphic 1-chain T in P2 − P0 which is positive over a with sheeting number ℓ
if and only if there exist homogeneous polynomials pd ∈ H(d) for d = 1, ..., ℓ, such
that
(8.9) Cok ≡ Qk,ℓ(C
o
1 + p1, ..., C
o
ℓ + pℓ) mod H(k)
in a neighborhood of a for all k > ℓ.
The non-linear moment conditions (8.9) represent an explicit sequence of poly-
nomial relations among the coefficients {αk(d)}∞k=d+1 discussed in 8.3 above.
Note 8.6. Theorems 8.4 and 8.5 continue to hold if one allows integer multiplicities
on the connected components of γ. The proofs are essentially the same.
§9. Curves in Pn. Let γ ⊂ Pn be an embedded finite union of oriented closed
curves of class C1. Fix a codimension-2 linear subspace Pn−2 with γ ∩ Pn−2 = ∅
and consider the projection
(9.1) Π : Pn − Pn−2 −→ P1
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defined in §7. This projection is called good if Π
∣∣
γ
is an immersion with normal
crossings. Recall from §7 that Π is isomorphic the vector bundle given as the
(n− 1)-fold direct sum
Π : OP1(1)⊕ · · · ⊕ OP1(1) −→ P
1,
Let w = (w1, ..., wn−1) denote the tautological cross section of Π
∗{OP1(1) ⊕ · · · ⊕
OP1(1)}, where wj is the tautological section of the j
th factor.
For each α = (α1, ..., αn−1) ≥ (0, ..., 0) in Zn−1 consider the equation of OP1(d)-
valued currents on P1:
(9.2) ∂Cα = Π(w
αγ)0,1.
by §7 this equation has solutions unique up to holomorphic sections of OP1(d).
Fix a point a ∈ P1 − Π(γ) and let Coα be the unique solution of (9.2) which
vanishes to order d at a. Then the general solution of (9.2) is of the form
(9.3) Cα = C
o
α + pα
where pα ∈ H0(P1,O(d)) is a homogeneous polynomial of degree d in homogeneous
coordinates on P1. We recall from §5 that this set of moments {Cα}α≥0 corresponds
to a homogeneous polynomial family of distributional sections of OP1(d)
(9.4) Cd(λ) =
∑
|α|=d
(dα)Cαλ
α,
which satisfy the equation
(9.5) ∂Cd(λ) = Π∗{(λ ·w)
d γ}0,1
for
λ ·w ≡
∑
j
λjwj = π
∗
λ(w)
where πλ : OP1(1)
⊕(n−1) −→ OP1(1) is the λ-projection and w is the tautological
cross-section of π∗OP1(1) over OP1(1). Recall from Definition 5.6 that {Cα}α≥0 is
called a Newton family of level ℓ (with coefficients in OP1(1)
⊕(n−1)) if {Cd(λ)}d≥0
is a Newton heirarchy of level ℓ (with coefficients in OP1(1)) for all λ ∈ C
q.
Theorem 9.1. Let γ ⊂ Pn be an embedded finite union of oriented closed curves
of class C1 with possible integer multiplicities on each component. Choose a good
projection Π : Pn − Pn−2 −→ P1 from a codimension-2 linear subspace Pn−2 ⊂
Pn − γ and fix a point a ∈ P1 − Π(γ). Then γ bounds a holomorphic 1-chain in
Pn−Pn−2 which is positive over a with sheeting number ℓ if and only if there exist
homogeneous polynomials {pα}α>0 with pα ∈ H0(P1,O(|α|)), such that the family
{Cα}α≥0 given in (9.2-3) is a Newton family of level ℓ in a neighborhood of a.
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Proof. If γ = dT where T is a holomorphic 1-chain in Pn−Pn−2 which is positive
with degree ℓ over the point a, then by Theorem 5.6, the functions Cd(λ) = Π∗((λ ·
w)dT ) form a Newton family of degree ℓ in a neighborhood of a. Furthermore, we
have ∂Cd(λ) = {dCd(λ)}0,1 = {Π∗((λ·w)ddT )}0,1 = {Π∗((λ·w)dγ)}0,1. Expanding
as in (9.4) gives the desired {Cα}α≥0.
Conversely, suppose that there exist polynomials {pα}α≥0 such that the solutions
(9.3) form a Newton family of level ℓ over a neighborhood of a. Then by Theorem
8.3 for almost every λ the projection πλ(γ) bounds a holomorphic chain T (λ) in
P2 − P0 with dT (λ) = πλ(γ). The holomorphic chain T is then easily constructed
from these projections as in [HL1, §7]. 
An alternative argument for the second half of the proof can be given as follows.
By Theorem 5.7 the existence of the Newton family {Cα}α≥0 implies the existence
of a multi-section T∆ of degree ℓ over a disk-neighborhood ∆ of a in P
1−Π(γ) such
that Π∗{wαT∆} = Cα in ∆. Now by shrinking ∆ slightly we may assume that dT∆
is a finite set of regular oriented closed curves with positive integer multiplicities.
One now verifies, as in §8 above, that the curve γ − dT∆ satisfies the moment
condition of [HL1] in C
n+1 = Pn+1 − Π−1(a). Hence, by [HL1, §7] there exists a
holomorphic 1-chain T0 with compact support in C
n+1 such that dT0 = γ − dT∆.
Thus, dT = γ where T ≡ T0 + T∆ is easily seen to be a holomorphic chain in
Pn+1 − γ (since T∆ has an analytic continuation across dT∆).
§10. Boundaries of Higher Dimension. Let M ⊂ Pn be a compact oriented
embedded (2p − 1)-dimensional submanifold which is maximally complex. Fix a
linear subspace Pn−p−1 of complex codimension p+ 1 such that M ∩ Pn−p−1 = ∅,
and consider the projection
(10.1) Π : Pn − Pn−p−1 −→ Pp
defined in §7. This projection is called good if Π
∣∣
M
is an immersion with normal
crossings outside a C1 stratified subset S =
⋃
µ≥1 Sµ where codimR(Sµ) = 2µ
2. If
M is of class C2p−1, then by Theorem A.4 in [HL1] a generic projection is good.
As in §9 we note that Π is isomorphic to Π : OPp(1)⊕ · · · ⊕OPp(1) −→ Pp and
let w = (w1, ..., wn−1) denote the tautological cross section of Π
∗{OPp(1) ⊕ · · · ⊕
OPp(1)}. For α = (α1, ..., αn−p) ≥ (0, ..., 0) in Z
n−p consider the equation
(10.2) ∂Cα = Π(w
αM)0,1.
of OPp(d)-valued currents on Pp. For p > 1 the maximal complexity of M implies
that
∂Π(wαM)0,1 = 0
(cf. [HL1, §3]). It follows that equation (10.2) has solutions unique up to holomor-
phic sections of OPp(d).
We now fix a point a ∈ Pp − Π(M) and let Coα be the unique solution of (10.2)
which vanishes to order d at a. The general solution of (10.2) is then of the form
(10.3) Cα = C
o
α + pα
for pα ∈ H0(Pp,O(d)).
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Theorem 10.1. Let M ⊂ Pn be as above and suppose Π : Pn − Pn−p−1 −→ Pp
is a good projection from a linear subspace Pn−p−1 ⊂ Pn −M . Fix a point a ∈
P1−Π(M). Then M bounds a holomorphic p-chain in Pn−Pn−2 which is positive
over a with sheeting number ℓ if and only if there exist homogeneous polynomials
{pα}α>0 with pα ∈ H0(P1,O(|α|)), such that the family {Cα}α≥0 given in (10.2-3)
is a Newton family of level ℓ in a neighborhood of a.
Proof. Necessity is proved exactly as in the proof of 9.1. The arguments for suffi-
ciency in the proof of Theorems 8.1 and 9.1 (using results in [HL1, §5,6]) establish
the existence of a holomorphic p-chain T with dT = M in Pn −M − Π−1(ΠS).
Furthermore, we have the following. let U be the neighborhood of a in Pp where
{Cα}α≥0 is a Newton family of level ℓ, and suppose L ⊂ Pp is a projective line which
meets U and for which the linear subspace Pn−p+1L ≡ Π
−1(L) meetsM transversely.
The restriction of {Cα}α≥0 to U ∩L is still a Newton family of level ℓ. Furthermore,
slicing by L commutes with ∂. Hence by Theorem 9.1 the curve ML = M ∩P
n−p+1
L
bounds a unique holomorphic chain TL with compact support in P
n−p+1
L − P
n−p−1
which is positive and ℓ-sheeted over a. Moreover,
TL = T ∩ P
n−p+1
L outside Π
−1(ΠS)
since they give rise to the same Newton family in U ∩ L. From this one concludes
that T has finite mass and bounded support in Pn − Pn−p−1. Consequently
in Pn − Pn−p−1 we have
dT =M +R with supp (R) ⊂⊂ Π−1(ΠS).
Now for each λ ∈ Cn−p let πλ and π denote the projections defined in 5.5 with
Π = π ◦ πλ. Then πλ∗T is a holomorphic p-chain with dπλ∗T = πλ∗M +Rλ where
Rλ = πλ∗R satisfies
(10.4) supp (Rλ) ⊂ πλ(Π
−1Π(S)) =
∐
µ≥1
π−1(ΠSµ).
The current Rλ is d-closed, integrally flat and of dimension 2p− 1. Since π−1(ΠS)
is a C1-stratified set of dimension 2p− 1, arguments of [F, 4.1.15] show that Rλ =
cπ−1(ΠS) for an integer-valued function c which is constant on components of
the top strata of π−1(ΠS). Unless c = 0 this current has unbounded support in
Pp+1 − Pp−1 = OPp(1) because it is invariant under dilations in this bundle. This
contradicts the boundedness of T in Pn − Pn−p−1. Thus R = 0 and the proof is
complete. 
§11. The General Result in Terms of Moment Conditions. The character-
ization given in Theorems 8.1, 9.1 and 10.1 can be reexpressed as a countable family
of non-linear moment conditions. They involve the spaces H(d) ≡ H0(Pp,O(d)),
and the universal polynomials Qα,ℓ given in Proposition 5.8.
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Theorem 11.1. Let M ⊂ Pn be a compact oriented submanifold of dimension
2p − 1 which is maximally complex. Suppose Π : Pn − Pn−p−1 −→ Pp is a good
projection from a linear subspace Pn−p−1 ⊂ Pn −M . Fix a point a ∈ P1 − Π(M).
Then M bounds a holomorphic p-chain in Pn − Pn−2 which is positive over a with
sheeting number ℓ if and only if there exist homogeneous polynomials pα ∈ H(|α|)
for 0 < |α| ≤ ℓ, such that the canonical solutions Coα of the equation (10.2) satisfy
(11.1) Coα ≡ Qα,ℓ(C) mod H(|α|) for all |α| > ℓ
in a neighbornood of a, where Cα = C
o
α + pα for |α| ≤ ℓ.
As discussed in §3, when p = 1 the equations (11.1) reduce to certain universal
polynomial relations among the classical moments of the curve in an affine chart
on Pn.
§12. The Relation to Dolbeault-Henkin. The main results here are related
and complementary to those of P. Dolbeault and G. Henkin [D], [DH1,2]. In our
notation these authors consider the canonical solutions Coα for |α| ≤ 1 as
functions of the projection Π. That is, they allow the projection to vary in
a neighborhood U of some fixed Π0 in the Grassmannian and consider the C
o
α as
functions on U . Their main result asserts that α bounds a holomorphic p-chain
in Pn iff the Coα can be expressed as a finite linear combination of functions which
satisfy a certain non-linear shock equation on U .
This result is beautiful and quite general in that no positivity assumptions are
required. On the other hand it is somewhat mysterious in that the functions which
satisfy the shock equation are produced deus ex machina. There is no direct rela-
tionship to the geometry of the boundary γ.
In our result we fix one projection Π0 and give a set of explicit congruences for
the functions Coα (for all α) which are equivalent to the existence of the holomorphic
p-chain. For this we need a positivity condition which guarantees at most a finite-
dimsnional family of possible solutions.
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