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PAC-Bayesian Meta-learning with Implicit Prior
and Posterior
Cuong Nguyen, Member, IEEE, Thanh-Toan Do, and Gustavo Carneiro
Abstract—We introduce a new and rigorously-formulated PAC-Bayes few-shot meta-learning algorithm that implicitly learns a prior
distribution of the model of interest. Our proposed method extends the PAC-Bayes framework from a single task setting to the few-shot
learning setting to upper-bound generalisation errors on unseen tasks and samples. We also propose a generative-based approach to
model the shared prior and the posterior of task-specific model parameters more expressively compared to the usual diagonal
Gaussian assumption. We show that the models trained with our proposed meta-learning algorithm are well calibrated and accurate,
with state-of-the-art calibration and classification results on few-shot classification (mini-ImageNet and tiered-ImageNet) and
regression (multi-modal task-distribution regression) benchmarks.
Index Terms—PAC Bayes, meta-learning, few-shot learning, transfer learning.
✦
1 INTRODUCTION
ONE unique ability of humans is to quickly learn newtasks with only a few training examples. This is due
to the fact that humans tend to exploit prior experience
to facilitate the learning of new tasks. Such exploitation
is markedly different from conventional machine learn-
ing approaches, where no prior knowledge (e.g. training
from scratch with random initialisation) [15], or weak prior
knowledge (e.g., fine tuning from pre-trained models) [39]
are employed to learn a new task. This motivates the de-
velopment of novel learning algorithms that can effectively
encode the knowledge learnt from training tasks, and ex-
ploit that knowledge to quickly adapt to future tasks [21].
Prior knowledge can be helpful for future learning only
if all tasks are assumed to be distributed according to a
latent task distribution. Learning this latent distribution is,
therefore, useful for solving an unseen task, even if the task
contains a limited number of training examples. Many ap-
proaches have been proposed and developed to achieve this
goal, namely: multi-task learning [9], domain adaptation [6, 8]
and meta-learning [44, 50]. Among these, meta-learning has
flourished as one of the most effective methods due to its
ability to leverage the knowledge learnt from many training
tasks to quickly adapt to unseen tasks.
Recent advances in meta-learning have produced state-
of-the-art results in many benchmarks of few-shot learn-
ing data sets [12, 29, 37, 42, 43, 46, 54]. Learning from a
few training examples is often difficult and easily leads
to over-fitting, especially when no model uncertainty is
taken into account. This issue has been addressed by several
recent probabilistic meta-learning approaches that incorpo-
rate model uncertainty into prediction, e.g., LLAMA (based
on Laplace method) [17], or PLATIPUS [12], Amortised
Bayesian Meta-learner (ABML) [36] and VERSA [16] that
• C. Nguyen and G. Carneiro are with the Australian Institute for Machine
Learning, University of Adelaide, SA, Australia 5000.
• T.-T. Do is with University of Liverpool, UK.
Manuscript received ; revised .
use variational inference (VI). However, these works have
not thoroughly investigated the generalisation errors for
unseen tasks and unseen samples, resulting in limited theo-
retical generalisation guarantees. Moreover, most of these
papers are based on variational functions that may not
represent well the richness of the underlying distributions.
For instance, a common choice for the variational function
relies on the diagonal Gaussian distribution, which can
potentially worsen the prediction accuracy given its limited
representability.
In this paper, we address the two problems listed above
with the following technical novelties: (i) derivation of a
rigorous upper-bound for the generalisation errors on un-
seen tasks and samples of few-shot learning setting based
on the PAC-Bayes framework, and (ii) proposal of a novel
implicit modelling approach to expressively represent the
learning of unseen tasks. Our evaluation shows that the
models trained with our proposed meta-learning algorithm
is at the same time well calibrated and accurate, with state-
of-the-art results in few-shot classification (mini-ImageNet
and tiered-ImageNet) and regression (multi-modal task-
distribution regression) benchmarks in terms of accuracy,
Expected Calibration Error (ECE) and Maximum Calibra-
tion Error (MCE).
2 RELATED WORK
Our paper is related to Bayesian few-shot meta-learning
techniques that have been developed to incorporate un-
certainty into model estimation. LLAMA [17] employs the
Laplace method to extend the deterministic estimation as-
sumed in MAML to a Gaussian distribution. However,
the need to estimate and invert the Hessian matrix makes
this approach computationally challenging for large-scale
models, such as deep neural networks. Variational inference
(VI) addresses such scalability issue – remarkable examples
of VI-based methods are PLATIPUS [13], BMAML [52],
ABML [36] and VERSA [16]. Although these VI-based ap-
proaches have demonstrated impressive results in regres-
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Fig. 1: Meta-learning graphical model with (x(.), y(.)) as
input and output data of a task, w as the model parameter
for that task, and θ as the shared prior of w.
sion, classification as well as reinforcement learning, they
do not provide any theoretical guarantee on generalisation
errors for unseen tasks and unseen samples within a task.
Moreover, the overly-simplified family of diagonal Gaus-
sian distributions that model task-specificmodel parameters
used in most of these works limits the expressiveness of
the variational approximation, resulting in a less accurate
prediction.
Our work is also related to the PAC-Bayes framework
used in meta-learning that upper-bounds generalisation er-
rors with certain confidence levels [3, 35]. The main dif-
ference between these previous works and ours is at the
generalisation bounds for unseen queried examples of a
task. To obtain this bound, MLAP – a previous work –
applied the conventional PAC-Bayes bound on a “tuple of
hypothesis” consisting of the shared prior and task-specific
parameter, while we derive a different bound without using
any hypothesis tuple. In addition, these previous works
follow non-Bayesian approaches to learn the shared prior1
and task-specific model parameters simultaneously. They
are, therefore, more applicable for multi-task learning set-
ting [3, Section 4.4], in which the learning is carried out on a
small number of tasks where each task consists of thousands
of training examples. In contrast, we follow the Bayesian
approach to formulate meta-learning as an Expectation-
Maximisation (EM) algorithm. In the E-step, the shared
prior is fixed, and the posterior of task-specific parameter
is obtained through variational Bayes inference. In the M-
step, the posterior of task-specific parameter obtained in the
E-step is used to optimise the shared prior. Due to the nature
of EM that learns in two steps, our proposed method is
more suitable for meta-learning, especially few-shot learn-
ing, than other PAC-Bayes learning approaches [3, 35] in
which the learning is performed onmillions of training tasks
where each task consists of a few training examples.
3 METHODOLOGY
3.1 Few-shot meta-learning
We use the notation of task environment to describe the
unknown distribution p(T ) over a family of tasks [5]. Each
task Ti sampled from p(T ) is indexed by i ∈ {1, . . . , T } and
associated with a dataset Di consisting of two disjoint data
1. The usage of posterior in this paper does not always follow the
Bayesian connotation, but depends on the context. In PAC-Bayes,
the posterior and prior does not need to be correlated through the
likelihood function as in standard Bayesian inference.
subsets: an observable support set D(t)i = {(x(t)ij , y(t)ij )}m
(t)
i
j=1
(x ∈ Rd is an observable input and y ∈ Y represents a label)
and a hidden query set D(v)i . Theoretically, D(v)i has infinite
examples, but in training tasks, we can observe only a finite
number of examples D̂(v)i = {(x(v)ij , y(v)ij )}m
(v)
i
j=1 ⊂ D(v)i . The
aim of few-shot learning is to accurately predict the output
y
(v)
ij of any queried input x
(v)
ij sampled from the query set
D(v)i , when being given a small support set D(t)i . We rely on
a hierarchical model shown in Figure 1, wherewi represents
the model parameter for task Ti, and θ denotes the meta-
parameter shared across all tasks [17].
The objective is to estimate the true posterior of the meta-
parameter θ defined as:
ρ(θ) = EDi∼p(T )E(x(v)
ij
,y
(v)
ij
)∼D
(v)
i[
p
(
θ
∣∣∣∣x(t)i,1:m(t)
i
, y
(t)
i,1:m
(t)
i
,x
(v)
i , y
(v)
i
)]
. (1)
However, the posterior is intractable, and hence, we
rely on variational inference – an approximate inference
technique – to estimate the posterior. The alternative ob-
jective is to find the parameter of a variational distribution
q(θ;ψ), parameterised by ψ, which minimises the Kullback-
Leibler (KL) divergence between the approximate and the
true posterior:
min
ψ
DKL [q(θ;ψ)‖ρ(θ)] = min
ψ
Eq(θ;ψ) [ln q(θ;ψ)− ln ρ(θ)] .
(2)
The negative logarithm of the true posterior in (2) can be
upper-bounded by Jensen’s inequality:
− ln ρ(θ) ≤ EDi∼p(T )E(x(v)ij ,y(v)ij )∼D(v)i[
− ln p
(
θ
∣∣∣∣x(t)i,1:m(t)i , y(t)i,1:m(t)i ,x(v)i , y(v)i
)]
. (3)
Note that the negative log-posterior in the expectation of
(3) can be expanded using Bayes’ rule:
− ln p
(
θ
∣∣∣∣x(t)i,1:m(t)i , y(t)i,1:m(t)i ,x(v)i , y(v)i
)
= − ln p
(
y
(v)
ij
∣∣∣∣x(v)ij ,x(t)i,1:m(t)i , y(t)i,1:m(t)i , θ
)
− ln p(θ)−
−
m
(t)
i∑
j=1
ln p
(
y
(t)
i
∣∣∣x(t)i , θ)+ const. w.r.t. θ (4)
The two negative log-likelihood terms in Eq. (4) can be
upper-bounded by Jensen’s inequality:
− ln p
(
y
(v)
ij |x(v)ij ,x(t)i,1:m(t)i , y
(t)
i,1:m
(t)
i
, θ
)
≤ L(v)ij (5)
−
m
(t)
i∑
j=1
ln p
(
y
(t)
i |x(t)i , θ
)
≤ L(t)i (6)
where:
L(v)ij = Eq(w;λi)
[
− ln p(y(v)ij |x(v)ij ,wi)
]
(7)
L(t)i = DKL [q(w;λi)‖p(w; θ)]−
−
m
(t)
i∑
k=1
Eq(w;λi)
[
ln p
(
y
(t)
ik |x(t)ik ,wi
)]
, (8)
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and q(w;λi) is a variational distribution for
p(w|x
i,1:m
(t)
i
, y
i,1:m
(t)
i
, θ).
Given the results in (3), (4), (5) and (6), we can upper-
bound the KL divergence in (2). Hence, instead of minimis-
ing the KL divergence in (2), we minimise its upper-bound,
resulting in the following objective function:
min
ψ
EDi∼p(T )E(x
(v)
ij ,y
(v)
ij )∼D
(v)
i
Eq(θ;ψ)
[
L(v)ij + L(t)i
]
+
+DKL [q(θ;ψ)‖p(θ)] . (9)
To evaluate the cost function in (9), we need to estimate
the variational posterior q(w;λi) of the task-specific model
parameter wi. The purpose of q(w;λi) is to approximate
the true posterior of wi given its prior θ and observ-
able data D(t)i , which is p(w|D(t)i , θ). In Bayesian learning,
p(w|D(t)i , θ) is obtained through Bayes’ rule, and is often
intractable, especially when the model used is a deep neural
network. Hence, in practice, we use q(w;λi) to approximate
p(w|D(t)i , θ). One way to obtain q(w;λi) is to use VI, which
minimises the KL divergence between the two distributions:
λ∗i = argmin
λi
DKL
[
q(w;λi)‖p(wi|x(t)
i,1:m
(t)
i
, y
(t)
i,1:m
(t)
i
, θ)
]
= argmin
λi
L(t)i +
m
(t)
i∑
k=1
ln p(y
(t)
ik |x(t)ik , θ)︸ ︷︷ ︸
const. wrt λi
,
(10)
where L(t)i is defined in Eq. (8).
The resulting cost function (excluding the constant term),
L(t)i , is often known as the variational free energy (VFE).
Exactly minimising VFE in (10) is computationally challeng-
ing. We, therefore, rely on the following truncated gradient
descent, consisting of a single step optimisation with θ as
the initialisation:
λi ← θ − αt∇λiL(t)i , (11)
where αt is the learning rate and the extension to a larger
number of steps is trivial.
Given q(w;λi) obtained in (10), the optimisation in (9) is
analogous to the Expectation-Maximisation algorithm:
E-step: λi = argmin
λi
L(t)i
M-step: min
ψ
EDi∼p(T )Eq(θ;ψ)
[
L(v)i + L(t)i
]
+
+DKL [q(θ;ψ)‖p(θ)] , (12)
where:
L(v)i = E(x(v)
ij
,y
(v)
ij
)∼D
(v)
i
[
L(v)ij
]
. (13)
To carry out the EM algorithm in (12), we need to eval-
uate the generalisation errors, denoted as the expectation of
L(v)i +L(t)i over unseen tasks D ∼ p(T ), with D /∈ {Di}Ti=1,
and unseen queried examples (x
(v)
ij , y
(v)
ij ) ∼ (D(v)i \ D̂(v)i ).
In the following subsection, we present a novel PAC-Bayes
bound derived for meta-learning to theoretically guarantee
the generalisation errors in the M-step of (12).
3.2 PAC-Bayes generalisation bound
The novel bound on the generalisation error for the losses
in (12) is shown in Theorem 1.
Theorem 1. For δ ∈ (0, 1] and τ > 1, the general error of few-
shot meta-learning (or, first term in (12)) can be upper-bounded
as:
Pr
(
Eq(θ;ψ)EDi∼p(T )
[
L(v)i + L(t)i
]
≤
≤ 1
T
T∑
i=1
Eq(θ;ψ)
[
L̂(v)i + L(t)i
]
+Ri +R0
)
≥ 1− δ,
where:
L̂(v)i =
1
m
(v)
i
m
(v)
i∑
j=1
L(v)ij (14)
R0 =
√
DKL [q(θ;ψ)‖p(θ)] + ln τTδ
2(T − 1) (15)
Ri =
√√√√Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + τT(τ−1)δ lnm(v)i
2(m
(v)
i − 1)
.
(16)
Proof sketch. The proof is divided into 3 steps. Firstly, we
consider a task as a sample and apply the conventional PAC-
Bayes bound (shown in Theorem 2 in Supplemental Mate-
rial A) to obtain a generalisation bound for unseen tasks,
resulting in Corollary 1. Secondly, we derive a generalisation
bound for the unseen queried examples within each task as
shown in Lemma 1. Finally, we combine the two results in
steps 1 and 2 to obtain the generalisation bound of interest.
Please refer to the Supplemental Material A for details.
The PAC-Bayes bound in Theorem 1 upper-bounds the
true error by three terms: (i) the empirical error on the train-
ing subset D(t)i and the query subset D̂(v)i of the training
tasks, (ii) the regularisation R0 for the generalisation error
due to unseen query tasks, and (iii) the regularisation Ri for
the generalisation error due to unseen queried samples.
Remark 1. Both Theorem 1 and MLAP [3] – also a meta-learning
method based on PAC-Bayes theory – aim to upper-bound the
same generalisation error. The main difference between the two
methods is at the PAC-Bayes bound derived for unseen queried
examples of each single task (Lemma 1 in the Supplemental
Material A of this paper versus the first step in sub-section
A1 of [3]). To derive the bound for unseen queried examples of
a task, MLAP uses a “tuple hypothesis” (θ,wi) to directly apply
the conventional PAC-Bayes bound (Theorem 2 in Supplemental
Material A) to obtain the bound. In contrast, we do not use any
“tuple hypothesis”, but derive a specialised bound for unseen
queried as shown in Lemma 1 presented in Supplemental Ma-
terial A. The main difference between the two bounds is, therefore,
at the balance between task regularisation and validation sample
size in Ri. MLAP includes KL divergence between q(θ;ψ) and
p(θ) (corresponding to Q and P if using MLAP’s notations) to
regularise according to the hyper-prior p(θ). Our derived bound
does not include that KL divergence, but has a higher weight on
the number of samples in the task-specific validation subset. In
practice, the KL divergence between q(θ;ψ) and p(θ) is often
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very large (in our implementation, it is in the magnitude of 105).
Hence, our proposed bound is practically tighter than MLAP.
Remark 2. One limitation of Theorem 1 is the assumption
of bounded loss which restricts the loss function within [0, 1].
Although there are several works that extend PAC-Bayes bound
for unbounded losses [1, 2, 10, 14], their formulations still require
strong assumptions on the moment generating function of the
unbounded losses. In this work, our main focus is to provide
a theoretical generalisation guarantee for meta-learning using
PAC-Bayes theory. Such extension is not necessary since in the
implementation our loss is clipped to be within [0, 1].
Instead of minimising the loss in (12), we minimise its
upper-bound shown in Theorem 1. The EM-based objective
function in (12) can, therefore, be changed to:
E-step: λi = argmin
λi
L(t)i
M-step: min
ψ
1
T
T∑
i=1
Eq(θ;ψ)
[
L(v)i + L(t)i
]
+Ri +R0+
+DKL [q(θ;ψ)‖p(θ)] . (17)
By employing a gradient-based optimisation in the E-
step, we can simplify further the optimisation of the M-step
in (17). The derivative of L(t)i w.r.t. the meta-parameter ψ
can be expressed as:
∂L(t)i
∂ψ
=
( ∂L(t)i
∂λi︸ ︷︷ ︸
0
∂λi
∂θ
+
∂L(t)i
∂θ
) ∂θ
∂ψ
=
∂L(t)i
∂θ
∂θ
∂ψ
. (18)
Hence, instead of including the whole loss function L(t)i in
the M-step, we can include only the terms of L(t)i containing
θ. This simplifies the objective function for the EM meta-
learning, resulting in:
E-step: λi = argmin
λi
L(t)i
M-step: min
ψ
1
T
T∑
i=1
Eq(θ;ψ)
[
L(v)i +DKL [q(w;λi)‖p(w; θ)]
]
+Ri + R0 +DKL [q(θ;ψ)‖p(θ)] .
(19)
3.3 Meta-learning algorithms with implicit prior and
posterior
In probabilistic statistics, the shared prior of task-specific
model parameter, p(w; θ), represents a modelling assump-
tion, and the variational posterior of task-specific model
parameter, q(w;λi), is a flexible function that can be ad-
justed to achieve a good trade-off between performance
and complexity. In general, p(w; θ) and q(w;λi) can be
modelled using two general types of probabilistic models:
prescribed and implicit [11]. For example, ABML [36] and
VAMPIRE [31] are prescribed approaches where both dis-
tributions are assumed to be diagonal Gaussians. Although
this modelling approach is simple, and easy to be imple-
mented, it requires to carefully re-weight the “reconstruc-
tion” loss and KL loss in the variational free energyL(t)i [19],
potentially resulting in a sub-optimal solution. Another
workaround solution is to anneal the weight between these
two losses [7]. Nevertheless, the approximation using di-
agonal Gaussian distributions is still inexpressive, resulting
in a poor estimation. Therefore, in this paper, we present
the implicit modelling approach to expressively represent
p(w; θ) and q(w;λi).
Both distributions p(w; θ) and q(w;λi) are now defined
at a more fundamental level whereby data is generated
through a stochastic mechanism without specifying para-
metric distributions. We use a parameterised model (i.e.,
a generator G represented by a deep neural network) to
model the sample generation:{
wi ∼ p(w; θ) ⇔ wi = G(z; θ), z ∼ p(z|βi)
wi ∼ q(w;λi) ⇔ wi = G(z;λi), z ∼ p(z|βi), (20)
where z ∈ RZ is the latent noise, βi is the parameter of the
latent noise distribution p(z|βi), which is learnt from the
unlabelled data x
(t)
i,1:m
(t)
i
of the support set D(t)i . One of the
challenges to model p(z|βi) is the permutation invariance
between training examples of the corresponding task Ti. We,
therefore, propose to use a pooling encoder [53] to aggregate
the output of unlabelled data:
βi =
1
m
(t)
i
m
(t)
i∑
k=1
FCenc(x
(t)
ik ;φenc), (21)
where FCenc(.;φenc) represents an encoder parameterised
by φenc. In general, p(z|βi) can be any standard distribu-
tion that can be easily sampled from, such as a diagonal
Gaussian. However, in our implementation, we observe
that as the training task varies, the means and covariances
of the Gaussian distribution represented by βi may vary
drastically, resulting in a large variation of the latent noise
sample z, and potentially, making the training more diffi-
cult. To overcome that, we model p(z|βi) as a Beta distri-
bution2, where the sampling procedure produces a latent
noise z ∈ [0, 1]Z . This constrains the latent noise space,
resulting in a more stable training. Under this modelling,
our approach is analogous to VAE-GAN [22].
Due to the nature of implicit models, the KL diver-
gence term of L(t)i in (8), or in particular, the density ratio
q(w;λi)/p(w; θ), cannot be evaluated either analytically or
symbolically. We, therefore, propose to employ the proba-
bilistic classification approach [48, Chapter 4] to estimate the
KL divergence term. We use a discriminator D, represented
by a deep neural network with parameter ωi, as a classifier
to distinguish different wi sampled from p(w; θ) (label 1)
or q(w;λi) (label 0). The objective function to train the
discriminator D is:
max
ωi
Ldisc(ωi) = Ep(z) [lnD (G(z; θ);ωi)] +
+ Ep(z) [ln (1−D (G(z;λi);ωi))] . (22)
The KL divergence term of L(t)i in (8) can, therefore, be
estimated as 3:
DKL [q(w;λi)‖p(w; θ)] ≈ − 1
Lt
Lt∑
l=1
V
(
G(z(l);λi);ωi
)
,
(23)
2. sampling from a Beta distribution can be done by applying repa-
rameterisation trick [40]
3. Refer to Supplemental Material B for details
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where z(l) ∼ p(z|βi) defined in (20), Lt is the number
of Monte Carlo samples, and V (., ωi) is the output of the
discriminator D without sigmoid activation.
The VFE in (10) can, therefore, be rewritten as:
L(t)i ≈ −
1
Lt
Lt∑
l=1
[
V
(
G(z(l);λi);ωi
)
+
+
m
(t)
i∑
k=1
ln p
(
y
(t)
ik
∣∣∣x(t)ik , G(z(l) ;λi)) ]. (24)
One problem that arises when estimating the loss in (24)
is how to obtain the local optimal parameters ω∗i for the
discriminator D. One simple approach is to learn a different
ωi for each different task Ti by training the discriminator
from scratch. The downside is the significant increase in
training time. We, therefore, propose to meta-learn ωi using
MAML [12] to reduce the training time for the discriminator.
In this scenario, we define ω0 as the meta-parameters (or
initialisation) of ωi. Within each task, we initialise ωi at ω0
and train on the generated wi from (20) until convergence
for that task. This approach leads to the proposed algo-
rithm, named SImPa (statistical implicit PAC-Bayes meta-
learning), which can be visualised in Figure 2. The details
of the algorithm can be referred to Algorithms 1 and 2
in the Supplemental Material C for training and testing,
respectively.
Another approach to estimate the KL divergence term of
L(t)i in (10) is to use a lower bound of f-divergence [32, 33]
as shown in Lemma 2. There is a difference between the
lower bound of KL divergence approach and the probabilistic
classification presented in this subsection. In the former ap-
proach, the lower bound of the KL divergence is maximised
to tighten the bound. In the latter approach, a discriminator
is trained to minimise the logistic regression loss to estimate
the ratio q(w;λi)/p(w; θ), and use Monte Carlo sampling
to approximate the KL divergence of interest. Despite the
difference mentioned above, the implementations of both
approaches are quite similar. However, the lower-bound of KL
divergence approach, with the computation of an exponential
term in the objective function, suffers from numerical insta-
bility, especially at the beginning of training. As a result, we
decide to use the probabilistic classification approach, where
training process is numerically more stable.
One potential drawback of the implicit modelling ap-
proach is the curse of dimensionality, resulting in com-
putationally expensive training process. This is an active
research question when dealing with generative models in
general. This issue can be addressed by encoding the high-
dimensional data, such as images, to a feature embedding
space by supervised-learning on the same training data
set [42]. This strategy reduces the dimension of the input
space, leading to smaller generator and discriminator mod-
els. The trade-off lies in the possibility of losing relevant
information that can affect the performance on held-out
tasks.
One advantage of our proposed method is the task-
awareness due to the conditional latent noise distribution
p(z|βi). While other Bayesian few-shot meta-learning meth-
ods, such as PLATIPUS [13] or ABML [36], randomly sample
wi from p(w; θ), our proposed SImPa uses unlabelled data
x
(t)
i,1:m
(t)
i
∼ D(t)i to extract more information about the
task Ti when generating wi as shown in (20), potentially
resulting in a better adaptation.
It is also worth noting that our proposed method is
easier to train than prior Bayesian few-shot meta-learning
methods [13, 36] because we no longer need to tune the
weighting factor of the KL divergence term of L(t)i in (10).
Although weighting the KL divergence term can be justified
by replacing the objective function in (10) by a constrained
optimisation as shown in Beta-VAE [19], the weighting
factor is the corresponding Lagrange multiplier of the con-
strained optimisation. Thus, simply setting that weighting
factor as a tunable hyper-parameter may result in a sub-
optimal solution for q(w;λi). In contrast, our proposed
approach follows the standard variational approximation
as shown in (10) without weighting the KL divergence
term. The trade-off of our approach lies in the need to
set the significance level δ, but tuning δ is arguably more
intuitive than tuning the correct weighting factor for the KL
divergence term.
4 EXPERIMENTAL EVALUATION
We evaluate SImPa on few-shot regression and classification
problems. The loss functions used are mean-squared error
and cross-entropy, respectively. Following the assumption
of bounded losses made in Section 3.2, the losses in the
derived upper-bound in Theorem 1 are clipped to [0, 1].
In addition, for simplicity, we limit our search to a family
of diagonal Gaussian: q(θ;ψ) = N (µθ, σ2θI), where σθ is a
hyper-parameter. This means ψ = µθ. The meta-parameter
θ can, therefore, be sampled from q(θ;ψ) by applying re-
parameterisation trick. The prior p(θ) is also assumed to
be a diagonal Gaussian N (µ01, σ20I), where µ0 and σ0 are
hyper-parameters.
4.1 Regression
The experiment in this subsection is a multi-modal task dis-
tribution where half of the data is generated from sinusoidal
functions, while the other half is from linear functions [13].
The sinusoidal function used in this experiment is in the
form y = A sin(x + Φ) + ε, where A and Φ are uniformly
sampled from [0.1, 5] and [0, π], respectively, while the linear
function considered is in the form y = ax+ b+ ε, where
a and b are randomly sampled from [−5, 5]. The noise ε
is sampled from N (0, 0.32). The experiment is carried out
under the 5-shot setting (m
(t)
i = 5), and the validation set
Dˆ(v)i consists of m(v)i = 15 data points. The details of the
experimental setup and additional visualisation results are
presented in Supplemental Material D.
As shown in Figure 3, SImPa is able to vary the pre-
diction variance, especially when there is more uncertainty
in the training data, while MAML can only output a single
value at each data point. For a quantitative comparison, we
train many probabilistic meta-learning methods, including
PLATIPUS [13], BMAML [52] and ABML [36], in the same
regression problem. Here, BMAML consists of 10 particles
trained without Chaser Loss, and ABML is trained with
a uniform hyper-posterior. As shown in Figure 4a, SImPa
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Fig. 2: The proposed algorithm, SImPa, consists of two phases illustrated in dashed rectangles: (a) task representation
encoding, where unlabelled data are encoded using an encoder aggregator, and (b) gradient-based variational inference,
where training data combined with the meta-parameter θ is used to update the generator to generate an adapted base
network that solves the corresponding task.
Fig. 3: SImPa and MAML are compared in a regression problem when training is based on multi-modal data – half of
the tasks are generated from sinusoidal functions, and the other half are from linear functions. The shaded area is the
prediction made by SImPa ± 3× standard deviation.
achieves much smaller negative log-likelihood (NLL), com-
paring to MAML, PLATIPUS and ABML, and comparable
NLL to the non-parametric BMAML. To further evaluate the
predictive uncertainty, we employ the reliability diagram
based on the quantile calibration for regression [47]. The
reliability diagram shows a correlation between predicted
and actual probability. A perfectly calibrated model will
have its predicted probability equal to the actual probability,
and hence, align well with the diagonal y = x. The results in
Figure 4b show that the model trained with SImPa achieves
the best calibration among all the methods considered. Due
to the nature of a deterministic approach, MAML [12] is
represented as a horizontal line, resulting in a poorly cal-
ibrated model. The two probabilistic meta-learning meth-
ods, PLATIPUS and ABML, perform better than MAML;
however, the averaged slopes of their performance curves
are quite close to MAML, implying that their diagonal
Gaussian posteriors of task-specific model parameters have
small covariances. This may be caused by their exclusive
reliance on less-expressive diagonal Gaussian variational
distributions. The performance of BMAML is slightly better
than PLATIPUS and ABML due to its non-parameteric
modelling approach. In contrast, SImPa employs a much
richer variational distribution for task specific parameters,
and therefore, produces a model with better calibration.
For another quantitative comparison, we plot the expected
calibration error (ECE) [18], which is the weighted average
of the absolute errors measuring from the diagonal, and the
maximum calibration error (MCE) [18], which returns the
maximum of absolute errors in Figure 4c. Overall, SImPa
outperforms all of the state-of-the-art methods in both ECE
and MCE.
4.2 Few-shot classification
We evaluate SImPa on the N -way k-shot setting, where a
meta learner is trained on many related tasks containing N
classes with k examples per class (m
(t)
i = kN ). The evalua-
tion is carried out by comparing the results of SImPa against
the results of state-of-the-art methods on three popular few-
shot learning benchmarking data sets: Omniglot [21], mini-
ImageNet [37, 51] and tiered-ImageNet [38].
Omniglot data set consists of 50 different alphabets with
a total of 1623 characters drawn online via Amazon’s Me-
chanical Turk by 20 different people. Hence, Omniglot is
4. Trained on 30-way 1-shot setting
5. Use extracted features [42] as input
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Fig. 4: Quantitative comparison between various probabilistic meta-learning approaches averaged over 1000 unseen tasks
shows that SImPa has the smallest NLL and calibration errors.
METHOD 1-SHOT 5-SHOT
Omniglot [21] - standard 4-block CNN
MAML [12] 97.143 ± 0.005
Prototypical nets [46] 96.359 ± 0.006
BMAML [52] 94.104 ± 0.008
ABML [36] 97.281 ± 0.004
SImPa 98.824 ± 0.004
Mini-ImageNet [37] - standard 4-block CNN
Matching nets [51] 43.56 ± 0.84 55.31 ± 0.73
Meta-learner LSTM [37] 43.44 ± 0.77 60.60 ± 0.71
MAML [12] 48.70 ± 1.84 63.15 ± 0.91
Prototypical nets [46]4 49.42 ± 0.78 68.20 ± 0.66
LLAMA [17] 49.40 ± 1.83
PLATIPUS [13] 50.13 ± 1.86
ABML [36] 45.00 ± 0.60
SImPa 52.11 ± 0.43 63.87 ± 0.35
Mini-ImageNet [37] - non-standard network
Relation nets [49] 50.44 ± 0.82 65.32 ± 0.70
VERSA [16] 53.40 ± 1.82 67.37 ± 0.86
SNAIL [28] 55.71 ± 0.99 68.88 ± 0.92
adaResNet [30] 56.88 ± 0.62 71.94 ± 0.57
TADAM [34] 58.50 ± 0.30 76.70 ± 0.30
LEO [42] 61.76 ± 0.08 77.59 ± 0.12
LGM-Net [24] 69.13 ± 0.35 71.18 ± 0.68
SImPa5 63.73 ± 0.57 78.04 ± 0.45
Tiered-ImageNet [38]
MAML [26] 51.67 ± 1.81 70.30 ± 0.08
Proto. Nets [38] 53.31 ± 0.89 72.69 ± 0.74
Relation Net [26] 54.48 ± 0.93 71.32 ± 0.78
Trns. Prp. Nets [26] 57.41 ± 0.94 71.55 ± 0.74
LEO [42] 66.33 ± 0.05 81.44 ± 0.09
MetaOptNet [23] 65.81 ± 0.74 81.75 ± 0.53
SImPa5 70.82 ± 0.33 81.84 ± 0.21
TABLE 1: The few-shot 5-way classification accuracy results
(in percentage, with 95% confidence interval) of SImPa
averaged over 1,048,576 tasks on Omniglot (top), and 600
tasks on mini-ImageNet (middle-top and middle-bottom)
and tiered-ImageNet (bottom) datasets. Overall, SImPa is
competitive, and outperforms the state-of-the-art in some
settings.
often considered as a “transposed” MNIST since Omniglot
has many classes, but each class has 20 images. We follow
the original train-test split where 30 alphabets are used for
training, while the other 20 alphabets are used for testing.
Note that many meta-learning methods in the literature
use non-standard train-test split where characters of all
50 alphabets are mixed, and randomly split. This splitting
potentially results in information leakage since knowing
a character in an alphabet might help to classify other
characters within that same alphabet. Moreover, the mixed
and random split is different from evaluation to evaluation,
creating difficulty to fairly compare different meta-learning
methods. To be consistent with previous evaluations, we
pre-process by down-sampling all images to 28-by-28 pixels.
No data augmentation, such as rotation, is used.
Mini-ImageNet has 100 classes with each class contain-
ing 600 colour images taken from ImageNet [41]. This data
set represents a common benchmark for few-shot learn-
ing [51]. We follow the standard train-test split which uses
64 classes for training, 16 classes for validation, and 20
classes for testing [37]. The images in the data set are pre-
processed by down-sampling to 84-by-84 pixels before any
training is carried out.
Tiered-ImageNet is one of the largest subsets of Ima-
geNet, which consists of total 608 classes grouped into 34
high-level categories [38]. Tiered-ImageNet is often used as
a benchmark for large-scaled few-shot learning. We also fol-
low the standard train-test split that consists of 20 categories
for training, 6 categories for validation, and 8 categories
for testing. In addition, our evaluation is carried out by
employing the features extracted from a residual network
trained on the data and classes from the training set [42].
Two architectures of the base network have been em-
ployed in the experiment: “standard” 4-layer convolutional
module network [12, 37, 51] when the raw image data is
used, and a customised fully connected network when ex-
tracted features [42] are used. Please refer to Supplemental
Material E for further details of the network architectures
used for the base network, encoder, generator and discrimi-
nator, as well as the hyper-parameters.
We report the classification accuracy of SImPa on these
three data sets in Table 1. For Omniglot, we use the pub-
lished code to reproduce the results for some common
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Fig. 5: Calibration of the “standard” 4-block CNN trained
with different meta-learning methods on 5-way 1-shot clas-
sification tasks on mini-ImageNet.
meta-learning methods to fairly compare with SImPa. The
accuracy averaged over more than 1 million testing tasks
show that the proposed SImPa is on par with many meta-
learning methods in the literature. For mini-ImageNet,
SImPa achieves the best results for the 1-shot setting when
the base model is the “standard” CNN, and for the 5-shot
setting when a different network architecture is used. SImPa
shows the second best results for the 5-shot setting with
the 4-layer CNN and the 1-shot setting with the differ-
ent network architecture. Note that for the 5-shot setting
using standard CNN, Prototypical networks need to train
with a much higher “way” setting. For tiered-ImageNet,
SImPa outperforms the current state-of-the-art on both 1-
and 5-shot settings. To obtain a fairer comparison, we re-
run MAML on the image data of mini-ImageNet using a
ResNet10, which has about 5 million parameters (ours has
about 8 millions parameters). However, MAML, with and
without L2 regularisation, over-fits to training data (our
best result was 89% accuracy on train, while only 42% on
test). This known issue of overfitting when using larger
networks in MAML was mentioned in the MAML’s paper
[12, Section 5.2]. We also try a similar model for ABML [36],
but observed no improvement.
Similarly to the experiment for regression, we use reli-
ability diagrams [18] to evaluate the predictive uncertainty.
For a fair comparison, we re-implement several probabilistic
meta-learning approaches, including MAML [12], PLATI-
PUS [13], BMAML [52] and ABML [36], using the base
model of a 4-block CNN, train under the same setting, and
plot their reliability chart. The performance curves in the re-
liability diagram show how well calibrated a model is when
testing across many unseen tasks. A perfectly calibrated
model will have its values overlapped with the identity
function y = x, indicating that the probability associated
with the label prediction is the same as the true probability.
To ease the visualisation, we normalise the reliability chart
by subtracting the predicted accuracy by its corresponding
value on the diagonal y = x, as shown in Figure 5a.
Hence, for the normalised reliability chart, the closer to
y = 0, the better the calibration. Visually, the model trained
with SImPa shows better calibration than the ones trained
with other meta-learning methods. To further evaluate, we
compute the expected calibration error (ECE) and maximum
calibration error (MCE) [18] of the models trained with these
methods. The results plotted in Figure 5b show that the
model trained with SImPa achieves the smallest ECE and
MCE among all the methods considered in this comparison.
The most competitive method to SImPa, regarding ECE
and MCE, is ABML, but note that ABML has a worse
classification accuracy than SImPa, as shown in Table 1 (Top)
– see row “ABML [36]”.
5 CONCLUSION
We introduce and formulate a new probabilistic algorithm
for few-shot meta-learning. The proposed algorithm, SImPa,
is based on PAC-Bayes framework which theoretically guar-
antees prediction generalisation on unseen tasks and sam-
ples. In addition, the proposed method employs a gener-
ative approach that implicitly models the prior of task-
specific model parameter, p(wi; θ), shared across all tasks,
and the task-specific posterior q(wi;λi), resulting in more
expressive variational approximation compared to the usual
diagonal Gaussian methods, such as PLATIPUS [13] or
ABML [36]. The uncertainty, in the form of the learnt im-
plicit distributions, can introduce more variability into the
decision made by the model, resulting in well-calibrated and
highly-accurate prediction. The algorithm can be combined
with different base models that are trainable with gradient-
based optimisation, and is applicable in regression and
classification. We demonstrate that the algorithm has state-
of-the-art calibration and prediction results on unseen data
in a multi-modal 5-shot learning regression problem, and
achieve state-of-the-art calibration and classification results
on few-shot 5-way tasks on mini-ImageNet and tiered-
ImageNet data sets.
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SUPPLEMENTAL MATERIAL A
PROOF OF PAC-BAYES FEW-SHOT META-LEARNING BOUND
The derivation is divided into three steps. The first two steps are to derive the PAC-Bayes bound for the generalisation
errors induced by the unseen tasks, and the unseen queried examples within each task. The novel bound is then constructed
by combining the results obtained in the first two steps and presented in Theorem 1.
To prove Theorem 1, we employ the general form of the PAC-Bayes bound for a single-task setting [27]. In addition,
instead of relying on 0-1 loss, we use the bound derived for a more generalised loss function as shown in [45, Theorem
31.1].
Theorem 2. Let D be an arbitrary distribution over an example domain Z . Let H be a hypothesis class, ℓ : H×Z → [0, 1] be a loss
function, π be a prior distribution over H, and δ ∈ (0, 1]. If S = {zj}mj=1 is an i.i.d. training set sampled according to D, then for
any “posterior” Q over H, the following holds:
Pr
(
Ezj∼p(z)Eq∼Qℓ(q, zj) ≤ Ezj∼SEq∼Qℓ(q, zj) +
√
DKL [Q‖π] + ln mδ
2(m− 1)
)
≥ 1− δ.
Theorem 2 indicates that with a high probability, the expected error of an arbitrary posterior Q on data distribution
p(z) is upper-bounded by the empirical error plus a complexity regularisation term. These two terms express the trade-off
between fitting data (bias) and regularising model complexity (variance).
A.1 PAC-Bayes bound for unseen tasks
We use Theorem 2 with the following substitutions: the loss function is L(v)i −Eq(w;λi) [ln p(w; θ)], where L(v)i is defined in
Eq. (13), the i.i.d. sample is the task-specific dataset Di, the hypothesis is the meta-parameter θ, the prior of the hypothesis
is p(θ), the posterior is the variational posterior q(θ;ψ). This leads to Corollary 1.
Corollary 1 (PAC-Bayes bound for unseen tasks).
Pr
(
EDi∼p(T )Eq(θ;ψ)
[
L(v)i − Eq(w;λi) [ln p(w; θ)]
]
≤
≤ 1
T
T∑
i=1
Eq(θ;ψ)
[
L(v)i − Eq(w;λi) [ln p(w; θ)]
]
+ R˜0
)
≥ 1− δ0,
where δ0 ∈ (0, 1], and:
R˜0 =
√
DKL [q(θ;ψ)‖p(θ)] + ln Tδ0
2(T − 1) .
In the following subsections, we will upper-bound further the right-hand-side term that contains L(v)i in the probability.
A.2 PAC-Bayes bound for queried examples of a single-task
We prove the following lemma.
Lemma 1 (PAC-Bayes bound for unseen queried examples of a task). For the true and empirical validation losses, L(v)i and
L̂(v)i , defined in Eqs. (13) and (14), Ri in Eq. (16), and for any δi > 0, the following holds:
Pr
(
Eq(θ;ψ)
[
L(v)i
]
≤ Eq(θ;ψ)
[
L̂(v)i
]
+ R˜i
)
≥ 1− δi,
where:
R˜i =
√√√√√Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + lnm(v)iδi
2(m
(v)
i − 1)
.
Proof. For convenience, we define the following notations:
• ℓ(x
(v)
ij , y
(v)
ij ,wi) = − ln p(y(v)ij |x(v)ij ,wi),
• Li = E(x(v)
ij
,y
(v)
ij
)∼D
(v)
i
[
ℓ(x
(v)
ij , y
(v)
ij ,wi)
]
• L̂i = E(x(v)
ij
,y
(v)
ij
)∼D̂
(v)
i
[
ℓ(x
(v)
ij , y
(v)
ij ,wi)
]
= 1
m
(v)
i
∑m(v)
i
j=1 ℓ(x
(v)
ij , y
(v)
ij ,wi)
• ∆(w) = Li − L̂i.
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With these notations, Li is fixed for i
th task, while L̂i varies depending on different validation sub-set D̂(v)i sampled
from Di. Therefore, ∆(w) is a function of D̂(v)i .
We then employ Lemma 2 with the following substitutions:
• h := w
• φ(h) := 2(m
(v)
i − 1)∆(wi)2
• P := p(w; θ)
• Q := q(w;λi).
This results in the following inequality:
2(m
(v)
i − 1)Eq(w;λi)
[
∆(w)2
] ≤ DKL [q(w;λi)‖p(w; θ)] + lnEp(w;θ) [e2(m(v)i −1)∆(w)2] . (25)
We will lower-bound the LHS term and upper-bound the RHS term. To lower-bound the LHS term in (25), we apply
Jensen’s inequality on the convex function x2 to obtain:
2(m
(v)
i − 1)
{
Eq(w;λi) [∆(w)]
}2 ≤ 2(m(v)i − 1)Eq(w;λi) [∆(w)2] . (26)
Hence, inequality (25) can be written as:√
2(m
(v)
i − 1)Eq(w;λi) [∆(w)] ≤
√
DKL [q(w;λi)‖p(w; θ)] + lnEp(w;θ)
[
e2(m
(v)
i
−1)∆(w)2
]
. (27)
Taking the expectation w.r.t. the meta-parameter θ on both sides gives:√
2(m
(v)
i − 1)Eq(θ;ψ)Eq(w;λi) [∆(w)]
≤ Eq(θ;ψ)
[√
DKL [q(w;λi)‖p(w; θ)] + lnEp(w;λi)
[
e2(m
(v)
i −1)∆(w)
2
]]
. (28)
Note that
√
x is a concave function, hence, we can apply Jensen’s inequality to upper-bound the RHS of (28) to obtain:√
2(m
(v)
i − 1)Eq(θ;ψ)Eq(w;λi) [∆(w)]
≤
√
Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + Eq(θ;ψ)
[
lnEp(w;θ)
[
e2(m
(v)
i −1)∆(w)
2
]]
. (29)
We upper-bound the last term of the RHS in (29) by using the result [45, Exercise 31.1] (see Lemma 3). To do that, we
consider the empirical loss on each observable data point in the validation set ℓ(x
(v)
ij , y
(v)
ij ,wi) as a random variable in [0, 1]
with empirical and true means L̂i and Li. Note that as mentioned in Remark 2, we clip the unbounded loss ℓ to be within
[0, 1]. Hence, one can apply Hoeffding’s inequality:
Pr (∆(w) ≥ ǫ) = Pr
(
Li − L̂i ≥ ǫ
)
≤ Pr
(∣∣∣Li − L̂i∣∣∣ ≥ ǫ) ≤ e−2m(v)i ǫ2 , ∀ǫ ≥ 0. (30)
Given the result in (30), we can apply Lemma 3 to obtain:
E
D̂
(v)
i
[
e2(m
(v)
i −1)∆(w)
2
]
≤ m(v)i . (31)
Taking expectation w.r.t. the prior of task-specific paramter on both side and applying Fubini’s theorem give:
E
D̂
(v)
i
Ep(w;θ)
[
e2(m
(v)
i −1)∆(w)
2
]
≤ Ep(w;θ)
[
m
(v)
i
]
= m
(v)
i . (32)
Taking logarithm on both sides gives:
lnE
D̂
(v)
i
Ep(w;θ)
[
e2(m
(v)
i −1)∆(w)
2
]
≤ lnm(v)i . (33)
Note that lnx is a convex function, hence, we can apply Jensen’s inequality to lower-bound the LHS as:
E
D̂
(v)
i
lnEp(w;θ)
[
e2(m
(v)
i
−1)∆(w)2
]
≤ lnE
D̂
(v)
i
Ep(w;θ)
[
e2(m
(v)
i
−1)∆(w)2
]
≤ lnm(v)i . (34)
Taking the expectation w.r.t. the meta-parameter θ on both sides and applying Fubini’s theorem give:
E
D̂
(v)
i
Eq(θ;ψ) lnEp(w;θ)
[
e2(m
(v)
i
−1)∆(w)2
]
≤ lnm(v)i . (35)
To remove the expectation w.r.t. D̂(v)i , we apply Markov’s inequality with ε > 0 as:
Pr
(
Eq(θ;ψ) lnEp(w;θ)
[
e2(m
(v)
i −1)∆(w)
2
]
≥ ε
)
≤
E
D̂
(v)
i
Eq(θ;ψ) lnEp(w;θ)
[
e2(m
(v)
i
−1)∆(w)2
]
ε
≤ lnm
(v)
i
ε
. (36)
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Hence:
Pr
(
Eq(θ;ψ) lnEp(w;θ)
[
e2(m
(v)
i
−1)∆(w)2
]
≤ ε
)
≥ 1− lnm
(v)
i
ε
. (37)
We can, therefore, utilise the equivalence of probability by adding the expectation of the KL divergence in (29) inside
the probability to obtain the following:
Pr
(√
Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + Eq(θ;ψ) lnEp(w;θ)
[
e2(m
(v)
i
−1)∆(w)2
]
≤
≤
√
Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + ε
)
≥ 1− lnm
(v)
i
ε
. (38)
We then use the inequality in (29) to lower-bound the LHS term inside the probability:
Pr
Eq(θ;ψ)Eq(w;λi) [∆(w)] ≤
√√√√Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + ε
2(m
(v)
i − 1)
 ≥ 1− lnm(v)i
ε
. (39)
To make it in the popular form of PAC-Bayes learning, let us define δi = ln(m
(v)
i )/ε to obtain:
Pr
Eq(θ;ψ)Eq(w;λi) [∆(w)] ≤
√√√√√Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + lnm(v)iδi
2(m
(v)
i − 1)
 ≥ 1− δi. (40)
Note that:
L(v)i = Eq(w;λ(θ))Li
L̂(v)i = Eq(w;λ(θ))L̂i.
Hence:
Pr
Eq(θ;ψ) [L(v)i ] ≤ Eq(θ;ψ) [L̂(v)i ]+
√√√√√Eq(θ;ψ) [DKL [q(w;λi)‖p(w; θ)]] + lnm(v)iδi
2(m
(v)
i − 1)
 ≥ 1− δi.
A.3 PAC-Bayes bound for meta-learning
We combine the results in Corollary 1 and Lemma 1 to derive a novel PAC-Bayes bound for the first term in (19). For
convenience, we restate the PAC-Bayes bound of interest as below.
Theorem 1. For δ ∈ (0, 1] and τ > 1, the general error of few-shot meta-learning (or, first term in (12)) can be upper-bounded as:
Pr
(
Eq(θ;ψ)EDi∼p(T )
[
L(v)i + L(t)i
]
≤
≤ 1
T
T∑
i=1
Eq(θ;ψ)
[
L̂(v)i + L(t)i
]
+Ri +R0
)
≥ 1− δ,
Proof. First, we extend the bound for the unseen examples of a single-task obtained in Lemma 1 to many tasks. We
apply the inequality in Lemma 6 (presented in Supplementary Material F) for Lemma 1 with the following substitution:
Xi = Eq(θ;ψ)
[
L(v)i
]
, Yi = Eq(θ;ψ)
[
L̂(v)i
]
+ R˜i, n = T , δi = δi to obtain:
Pr
(
T∑
i=1
Eq(θ;ψ)
[
L(v)i
]
≤
T∑
i=1
Eq(θ;ψ)
[
L̂(v)i
]
+ R˜i
)
≥ 1−
T∑
i=1
δi.
Adding relative entropy between q(w;λi) and p(w; θ) for both sides in the probability, and dividing by T give:
Pr
(
1
T
T∑
i=1
Eq(θ;ψ)
[
L(v)i − Eq(w;λi) [ln p(w; θ)]
]
≤ 1
T
T∑
i=1
Eq(θ;ψ)
[
L̂(v)i − Eq(w;λi) [ln p(w; θ)]
]
+ R˜i
)
≥ 1−
T∑
i=1
δi. (41)
Given Corollary 1 and the result in (41), we can apply Corallory 2 in Supplemental Material F to obtain:
Pr
(
EDi∼p(T )Eq(θ;ψ)
[
L(v)i
]
≤ 1
T
T∑
i=1
Eq(θ;ψ)
[
L̂(v)i
]
+ R˜i + R˜0
)
≥ 1−
T∑
i=0
δi. (42)
Setting δ0 =
δ
τ
, and δi =
τ−1
τ
δ
T
, where τ > 1 and i ∈ {1, . . . , T } completes the proof.
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SUPPLEMENTAL MATERIAL B
DERIVATION OF KL DIVERGENCE IN (23)
DKL [q(wi;λi)‖p(wi; θ)] = Eq(wi;λi)
[
ln
q(wi;λi)
p(wi; θ)
]
≈ Eq(wi;λi)
[
ln
1−D(wi;ωi)
D(wi;ωi)
]
.
Note that:
D(wi;ωi) = sigmoid [V (wi;ωi)] ,
and
wi ∼ q(wi;λi)⇔ wi = G (z;λi) . (20)
The KL divergence can, therefore, be approximated as:
DKL [q(wi;λi)‖p(wi; θ)] ≈ Eq(wi;λi)
[
ln
1− sigmoid [V (wi;ωi)]
sigmoid [V (wi;ωi)]
]
≈ −Eq(wi;λi) [V (wi;ωi)] = −Eq(wi;λi) [V (G (z;λi) ;ωi)] .
SUPPLEMENTAL MATERIAL C
ALGORITHM OF SIMPA
Algorithm 1 SImPa - train
Input: task distribution p(T ) and hyper-parameters: T, Lt, Lv, LD, αt, αv, γt, γv, ν, δ, η
Output: hyper-meta-parameters ψ, encoder parameters φenc and discriminator meta-parameters ω0
1: initialise ψ, φenc and ω0
2: while ψ not converged do
3: sample θ(k) ∼ q(θ;ψ), k ∈ {1, . . . ,K}
4: sample tasks Ti ∼ p(T ), i ∈ {1, . . . , T }
5: for each θ(k) do
6: for each task Ti do
7: λi ← θ(k)
8: ωi ← ω0
9: βi ← 1
m
(t)
i
∑m(t)
i
j=1 FCenc(xij ;φenc) ⊲ Eq. 21
10: repeat
11: sample z
(j)
i ∼ p(z;βi), j ∈ {1, . . . , LD}
12: w
(j)
(p),i ← G(z(j)i ; θ)
13: w
(j)
(q),i ← G(z(j)i ;λi)
14: ωi ← ωi + γt∇ωiLDi(ωi) ⊲ Eq. (22) - adapt discriminator
15: sample z
(lt)
i ∼ p(z;βi), lt ∈ {1, . . . , Lt}
16: ŵ
(lt)
i ← G(z(lt);λi)
17: λi ← λi − αt∇λiL(t)i ⊲ Eq. (24) - E-step
18: until η times
19: sample z
(lv)
i ∼ p(z;βi), lv ∈ {1, . . . , Lv}
20: ŵ
(lv)
(q),i ← G(z(lv);λi)
21: calculate L̂(v)i (θ) and Ri ⊲ Eqs. (14) and (16)
22: repeat steps 11 and 13 to calculate LDi(ωi) ⊲ Eq. 22
23: end for
24: end for
25: ψ ← ψ − αv
K
∑K
k=1
∂θ(k)
∂ψ
∇θ [L] ⊲ M-step
26: φenc ← φenc − νT∇φenc
∑T
i=1
[
L̂(v)i +Ri
]
27: ω0 ← ω0 + γvT ∇ω0
∑T
i=1 LDi(ωi)
28: end while
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Algorithm 2 SImPa - test
Input: unseen task TT+1, and parameters ψ, φenc and ω0 obtained in the training phase
Output: prediction y
(v)
(T+1)j
1: sample θ(k) ∼ q(θ;ψ), k ∈ {1, . . . ,K}
2: for each θ(k) do
3: λi ← θ(k)
4: ωi ← ω0
5: βi ← 1
m
(t)
i
∑m(t)
i
j=1 FCenc(xij ;φenc) ⊲ Eq. 21
6: repeat
7: sample z
(j)
i ∼ p(z;βi), j ∈ {1, . . . , LD}
8: w
(j)
(p),i ← G(z(j)i ; θ)
9: w
(j)
(q),i ← G(z(j)i ;λi)
10: ωi ← ωi + γt∇ωiLDi(ωi) ⊲ Eq. (22) - adapt discriminator
11: sample z
(lt)
i ∼ p(z;βi), lt ∈ {1, . . . , Lt}
12: ŵ
(lt)
i ← G(z(lt);λi)
13: calculate L(t)i (λi, ωi, θ) ⊲ Eq. (24) - calculate VFE
14: λi ← λi − αt∇λiL(t)i ⊲ Eq. (24) - E-step
15: until η times
16: sample z
(lt)
i ∼ p(z;βi), lt ∈ {1, . . . , Lv}
17: ŵ
(lv)
i ← G(z(lt);λi)
18: calculate p
(k)
lv
(y
(v)
T+1,j |x(v)T+1,j , ŵ(lv)i )
19: average: p(y
(v)
T+1,j |x(v)T+1,j ,D(t)T+1, θ(k)) = 1Lv
∑Lv
lv=1
p(y
(v)
T+1,j|x(v)T+1,j , ŵi(lv))
20: end for
21: final prediction: p(y
(v)
T+1,j |x(v)T+1,j ,D(t)T+1, ψ) = 1K
∑K
k=1 p(y
(v)
T+1,j|x(v)T+1,j ,D(t)T+1, θ(k))
SUPPLEMENTAL MATERIAL D
SETUP OF REGRESSION EXPERIMENT
The base model used for SImPa in this regression experiment is a two-hidden-layer fully connected neural network,
each having 40 nodes followed by ReLU activation. The dimension of the latent noise in (20) is Z = 40. The encoder
FCenc(.;φenc) in (21) has the same architecture as the base network with the output layer having 2 × Z units since a
Beta distribution has 2 parameters. The output of the encoder is then split into two halves, each assigned to βi1 and
βi2. The generator is a fully connected network with two hidden layers, containing 128 and 512 nodes, respectively. The
discriminator is a three-hidden-layer fully connected network consisting of 512, 128, and 40 nodes, respectively. All the
hidden layers of both the generator and discriminator are activated by ReLU, except that the output layers of the generator
and discriminator are activated by tanh and sigmoid, respectively. The reason that tanh is used to activate the output of the
generator is to limit the weights of the base network (similar to weight clipping) to prevent the not-a-number (NAN) error
at the very beginning of training due to overflow. In addition, no batch normalisation is used across the base, encoder,
generator and discriminator networks.
In the experiments, the significance level is δ = 10−2. The hyper-prior p(θ) is assumed to N (0, 100× I). The numbers
of Monte Carlo samples used to adapt to task and make prediction are Lt = Lv = 16. The number of samples of the base
network weights used for adapting the discriminator is LD = 128. The number of θ sampled from q(θ;ψ) is K = 4. The
task-specific variational parameters λi and discriminator parameters ωi are estimated by performing 5 gradient updates
with learning rates αt = 10
−3 and γt = 10
−4, respectively. The hyper-meta-parameters of interest ψ, which are the prior
of the generator’s parameters, the parameters of the encoder φenc, and the meta-parameters of the discriminator ω0 are
optimised by Adam optimisers [20] with step sizes αv = 10
−4 for the two formmer, and γv = 10
−5 for the latter.
In addition, we provide more visualisations of regression results in Figure 6.
SUPPLEMENTAL MATERIAL E
SETUP OF CLASSIFICATION EXPERIMENT
The setup of the N -way k-shot is done with the validation consisting of 15 examples in each class (m
(t)
i = kN , and
m
(v)
i = 15N ). In addition, we apply label smoothing when training the discriminator by randomly sampling a real label
from U [0.95, 1], and setting the fake label such that the sum of real and fake labels are 1. For the optimisation at task-level (or
meta level), Adam optimiser is employed to optimise ψ, φenc and ω0. Please refer to Table 2 for detailed hyper-parameters
used.
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Fig. 6: Additional visualisation for regression experiment with data generated from either a sinusoidal or linear function.
The shaded area is the prediction made by SImPa with ± 3 standard deviation.
The dimension of the latent noise is Z = 128. The generator is a 2-layer fully-connected network with 256 and 512
hidden nodes. The discriminator is a 3-layer fully-connected network with 512, 256 and 128 hidden nodes. Different base-
and encoder-networks are used in the experiments, depending on the input data.
E.1 Standard CNN with input as raw image data
The base-network, in this case, is a standard 4-CNN-module network [12, 37]. Each CNN-based module consists of a 3-by-3
convolution layer with 32 channels, followed by batch normalisation, ReLU and 2-by-2 max-pooling. The output of the last
convolutional module. These nodes are then fully connected to the output layer activated by softmax.
The encoder network shares a similar architecture, but has 5 modules with 32, 64, 128 and 256 channels in case of
Omniglot, and 5 modules with 32, 32, 32, 32 and 64 channels in case of mini-ImageNet. This results in 256-dimensional
vector at the output. This vector is then activated by a softplus function, and then split into 2 sub-vectors, each has 128
dimensions, as the parameters of the latent noise Beta distribution.
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E.2 Customised networks with input as extracted features (mini- and tiered-ImageNet)
The base network is a fully-connected neural network with 2 hidden layers. These layers consist of 128 and 32 hidden
nodes, respectively. ReLU is employed as the activation function without any batch normalisation.
The encoder is also a fully connected network with 2 hidden layers. Each layer consists of 256 hidden units activated
by ReLU. No batch normalisation is employed. The output layer has 256 units, then split into two vectors to parameterised
the latent noise Beta distribution.
Description Notation
Standard Non-standard
CNN network
Confident level δ 0.1
Number of tasks per meta-update T 2
Monte Carlo samples for θ K 2
Monte Carlo samples for wi at Eq. (11) Lt 4 16
Monte Carlo samples for meta-update Lv 4 16
Monte Carlo samples for discriminator Ld 1024
Learning rate for task-specific update αt 10−2
Learning rate for task-specific discriminator γt 10−4
Learning rate for meta-parameter αv 10−4
Learning rate for meta-discriminator γv 10−5
Learning rate for autoencoder ν 10−4
Prior covariance of meta-parameter σθ 10
−8
TABLE 2: Hyper-parameters used in the classification experiments.
SUPPLEMENTAL MATERIAL F
AUXILIARY LEMMAS
Lemma 2 (Compression lemma [4]). For any measurable function φ(h) on a set of predictors under consideration H, and any
distributions P and Q on H, the following holds:
EQ [φ(h)]− lnEP [exp (φ(h))] ≤ DKL [Q‖P ] .
Further,
sup
φ
EQ [φ(h)]− lnEP [exp (φ(h))] = DKL [Q‖P ] .
Proof. Please see [4, Lemma 1].
Lemma 3 (Exercise 31.1 in [45]). Let X be a non-negative random variable that satisfies: Pr (X ≥ ǫ) ≤ e−2mǫ2 , ∀ǫ ≥ 0. Prove
that: E
[
e2(m−1)X
2
]
≤ m.
Proof. We will present the expectation of interest in term of probability of X . For simplicity, let Y = e2(m−1)X
2
. Since
X ∈ [0,+∞), then Y ∈ [1,+∞). According to the layer cake representation [25, Page 26]:
Y =
∫ Y
0
dt =
∫ +∞
1
1 (Y ≥ t) dt,
where 1(A) is the indicator function of event A.
One important property of indicator function is that:
E [1 (Y ≥ t)] = Pr (Y ≥ t) .
.
With the above representation, we can express the expectation of interest as:
E [Y ] = E
[∫ +∞
1
1 (Y ≥ t) dt
]
=
∫ +∞
1
E [1 (Y ≥ t)] dt (Fubini’s theorem)
=
∫ +∞
1
Pr (Y ≥ t) dt.
Or:
E
[
e2(m−1)X
2
]
=
∫ +∞
1
Pr
(
e2(m−1)X
2 ≥ x
)
dx.
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We will change the variable from x to ǫ to utilise the given inequality. Let:
x = e2(m−1)ǫ
2
,
and since ǫ ≥ 0, then:
ǫ =
√
lnx
2(m− 1) ,
and
dx = 4(m− 1)ǫe2(m−1)ǫ2dǫ.
Hence, the expectation of interest can be written in term of the changed variable ǫ as:
E
[
e2(m−1)X
2
]
=
∫ +∞
0
Pr
(
e2(m−1)X
2 ≥ e2(m−1)ǫ2
)
4(m− 1)ǫe2(m−1)ǫ2dǫ
=
∫ +∞
0
Pr (X ≥ ǫ)︸ ︷︷ ︸
≤e−2mǫ
2
4(m− 1)ǫe2(m−1)ǫ2dǫ
≤
∫ +∞
0
4(m− 1)ǫe−2ǫ2dǫ = m.
Lemma 4. For i = 1 : n, if Xi and Yi are random variables, then:
p
(
n∑
i=1
Xi ≤
n∑
i=1
Yi
)
≥ p
(
n⋂
i=1
(Xi ≤ Yi)
)
.
Proof. The proof is quite direct:
Xi ≤ Yi =⇒
n∑
i=1
Xi ≤
n∑
i=1
Yi. (43)
Hence, applying the probability for implication completes the proof.
Lemma 5. For n events Ai with i = 1 : n, the following holds:
p
(
n⋂
i=1
Ai
)
≥
(
n∑
i=1
p(Ai)
)
− (n− 1), ∀n ≥ 2.
Proof. Proof can be done by induction.
For n = 2:
p(A1 ∩A2) = p(A1) + p(A2)− p(A1 ∪A2) ≥ p(A1) + p(A2)− 1.
Suppose that it is true for case n:
p
(
n⋂
i=1
Ai
)
≥
(
n∑
i=1
p(Ai)
)
− (n− 1).
We prove that this is also true for case (n+ 1):
p
(
n+1⋂
i=1
Ai
)
= p
(
n⋂
i=1
Ai
)
+ p(An+1)− p
((
n⋂
i=1
Ai
)⋃
An+1
)
≥ p
(
n⋂
i=1
Ai
)
+ p(An+1)− 1
≥
(
n∑
i=1
p(Ai)
)
− (n− 1) + p(An+1)− 1
(assumption of induction for case n)
≥
(
n+1∑
i=1
p(Ai)
)
− ((n+ 1)− 1) .
It is, therefore, true for (n+ 1), and hence, the proof.
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Lemma 6. Let Xi and Yi are random variables with i = 1 : n. If p(Xi ≤ Yi) ≥ 1− δi with δi ∈ (0, 1], then:
p
(
n∑
i=1
Xi ≤
n∑
i=1
Yi
)
≥ 1−
n∑
i=1
δi.
Proof. Applying Lemmas 4 and 5 for the left-hand side term of this lemma gives:
p
(
n∑
i=1
Xi ≤
n∑
i=1
Yi
)
≥ p
(
n⋂
i=1
(Xi ≤ Yi)
)
(Lemma 4)
≥
n∑
i=1
p ((Xi ≤ Yi))− (n− 1) (Lemma 5)
≥
n∑
i=1
(1− δi)− (n− 1)
= 1−
n∑
i=1
δi. (44)
Corollary 2. If p(a ≤ b) ≥ 1− δ1 and p(b ≤ c) ≥ 1− δ2 with δ1, δ2 ∈ (0, 1], then:
p(a ≤ c) ≥ 1− δ1 − δ2.
