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On Muting Mobile Terminals for Uplink Interference
Mitigation in HetNets – System-Level Analysis via Stochastic
Geometry
F. J. Martin-Vega, M. C. Aguayo-Torres, G. Gomez and M. Di Renzo
Abstract—We investigate the performance of a scheduling
algorithm where the Mobile Terminals (MTs) may be turned
off if they cause a level of interference greater than a given
threshold. This approach, which is referred to as Interference
Aware Muting (IAM), may be regarded as an interference-aware
scheme that is aimed to reduce the level of interference. We
analyze its performance with the aid of stochastic geometry and
compare it against other interference-unaware and interference-
aware schemes, where the level of interference is kept under
control in the power control scheme itself rather than in the
scheduling process. IAM is studied in terms of average transmit
power, mean and variance of the interference, coverage prob-
ability, Spectral Efficiency (SE), and Binary Rate (BR), which
accounts for the amount of resources allocated to the typical MT.
Simplified expressions of SE and BR for adaptive modulation and
coding schemes are proposed, which better characterize practical
communication systems. Our system-level analysis unveils that
IAM increases the BR and reduces the mean and variance of the
interference. It is proved that an operating regime exists, where
the performance of IAM is independent of the cell association
criterion, which simplifies the joint design of uplink and downlink
transmissions.
I. INTRODUCTION
INTERFERENCE awareness can be exploited at both thephysical and Medium Access Control (MAC) layers to
boost the performance of mobile networks. It is especially
useful in the Uplink (UL) of Heterogeneous Cellular Net-
works (HCNs) for interference mitigation and performance
enhancement. In current HCNs, the Mobile Terminals (MTs)
are associated with the same Base Station (BS) in the UL and
Downlink (DL) [1]. The cell association is performed based
on DL pilot signals and the serving BS is chosen based on
a given criterion, e.g., the highest average received power in
the DL. In the UL, the same BS is used [1] which leads to a
situation where MTs are associated with distant BSs. In this
context, the use of Fractional Power Control (FPC) accentuates
the detrimental effect of the MTs that cause strong interference
to neighboring BSs.
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A. UL Analysis: State-of-the-Art
The complex aforementioned interactions between power
control and association in the UL require accurate mathemat-
ical frameworks to gain insights about the performance trends
and limits of existing and future networks. Unfortunately, the
mathematical analysis of the UL of HCNs is more involved
than the analysis of the DL for two main reasons: i) due to
the use of power control, the transmit power of the MTs
depends on the distance to their serving BSs and ii) even
though the locations of BSs and MTs are drawn from two
independent Poisson Point Processes (PPPs), the locations of
the interfering MTs scheduled in a given orthogonal Resource
Block (RB) do not follow a PPP. These two peculiarities as
compared to to the DL make the mathematical analysis of
the UL intractable without resorting to approximations [2]. In
[3] it is studied the case of homogeneous cellular networks
with FPC. To avoid such a mathematical intractability, it is
assumed that the MTs that are scheduled in a given RB form
a Voronoi tessellation and a single BS is available in each
Voronoi cell. However, such an approach does not consider
HCNs. The case of the UL of HCNs is accurately modeled in
recent works like [2], [4]–[6], where it is considered the spatial
correlation between the location of the probe BS and those of
the interfering MTs. In [4], is studied a framework to model
HCNs with a truncated channel inversion power control under
smallest path loss association. In this work it is considered an
homogeneous PPP as a generative process for the locations of
interfering MTs, but then, the spatial correlation is added by
means of an indicator function that discards interfering MTs’
locations based on their received powers. The case of UL and
DL with decoupled access is considered in [2]. The association
is based on maximum weighted received powers and FPC
is considered in the UL. Here, to account for the spatial
correlation a non-homogeneous PPP is considered to model
the locations of interfering MTs. A framework for the UL of
HCNs with multi-antena BSs is stuided in [5]. In this work
it is considered FPC under a generalized association criteria
and two extreme detection techniques in terms of complexity
and performance: Maximum Ratio Combining (MRC) and
Optimum Combining (OC). It is demonstrated that OC, which
can be regarded as an interference-aware detection technique
for multi-antenna receivers, greatly outperforms MRC when
MTs use aggressive power control, i.e., when the interference
is high. The spatial correlation is imposed by means of a
conditional thinning that takes into account the generalized cell
association procedure. Interference-awareness is also st
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in [6], which considers HCNs with single-antenna BSs. In this
work, it is studied a power control mechanism [7], which is
referred to as Interference Aware Fractional Power Control
(IAFPC). This approach consists of introducing a maximum
interference level, i0, that the transmission of each MT is
allowed to cause to its most interfered BS. In simple terms, the
MTs adjust their transmit power in order to cause a maximum
interference level of i0 to their most interfered BS.
In the present paper, we investigate another option for
interference mitigation in the UL and compare it with previ-
ously reported schemes. The approach consists of exploiting
interference-awareness when scheduling the transmission of
the MTs, rather than in the power control scheme itself
(IAFPC) or in the detection process of the receiver (OC).
As a result, interference management is conducted at the
MAC layer rather than at the physical layer. The considered
approach is referred to as Interference Aware Muting (IAM)
and consists of turning off, i.e., muting, the MTs whose
interference towards the most interfered BS is above a given
threshold. The main difference between IAFPC and IAM can
be summarized as follows. In IAFPC, all the MTs are active
and adjust their transmit power for interference mitigation.
In IAM, on the other hand, the transmit power of the MTs
does not account for any interference constraints but some
MTs may not be allowed to transmit if they produce too
much interference. As a result, IAM has the potential of
reducing the aggregate interference in the UL and of enabling
the active MTs to better use the available resources, i.e., the
transmission bandwidth. On the other hand, it reduces the
fairness of allocating the resources among the MTs, since some
of them may be turned off. Nevertheless, thanks to mobility
and shadowing, muted MTs are only inactive for a given period
of time. Hence, from the perspective of MTs the question to
answer is whether this muting increases its achievable Binary
Rate (BR), taking into account both the active and inactive
periods. The main objective of the present paper is to quantify
the advantages and the limitations of IAM and compare it
against the IAFPC scheme.
B. Technical Contribution
In this paper, we overcome this mathematical intractability
by using an approach similar to [5] and [6], which is referred
to as conditional thinning. In simple terms, the locations
of the active MTs are assumed to be drawn from a PPP
but spatial constraints (correlations) are introduced, which
account for the location of the serving BS, for the location
of the most interfered BS, and for the maximum level of
interference allowed. Based on these modeling assumptions,
which are validated against extensive Monte Carlo simulations,
we provide the following contributions.
• We study IAM scheme in terms of average transmit power
of the MTs, mean and variance of the interference. The
mathematical analysis reveals that IAM is capable of
reducing the three latter performance metrics compared
with IAFPC, which results in several advantages for
practical implementations. Reducing the variance of the
interference, e.g., is beneficial for better estimating the
SINR and, thus, for reducing the error probability of
practical decoding schemes, e.g., turbo decoding, [8], and
for making easier the selection of the most appropriate
Modulation and Coding Scheme (MCS) to use in LTE
systems [7].
• To make our study and conclusions directly applicable
to current communication systems that are based on
Adaptive Modulation and Coding (AMC) transmission,
we provide tractable expressions of SE and BR based on
practical MCSs that are compliant with the LTE standard
and whose parameters are obtained from a link-level
simulator [9], [10].
• With the aid of the proposed mathematical frameworks,
we compare IAFPC and IAM schemes in terms of SE
and BR, which provide different information on their
strengths and weaknesses. The SE provides information
on how well the MTs exploit the available resources (e.g.,
bandwidth) that are shared among the MTs served by
the same BS, whereas the BR accounts for the specific
fraction of resources that is allocated to each MT served
by a given BS. While the IAFPC scheme is superior in
terms of SE, the IAM scheme is superior in terms of RB.
This implies that IAM provides service to fewer users,
which get better performance compared with IAFPC. To
characterize this trade-off, we investigate the fairness of
both schemes, which is defined as the probability that a
randomly chosen MT gets access to the resources, and
provide a tractable frameworks for its analysis.
• In light of the emerging UL-DL decoupling principle,
we develop the mathematical frameworks for a Gen-
eral Cell Association (GCA) criterion, whose association
weights may be appropriately optimized for performance
enhancement. By direct inspection of the mathematical
frameworks, we prove that three operating regimes can
be identified as a function of the interference threshold
i0: i) the first, where the performance is independent of
i0, ii) the second, where the performance depends on i0
but it does not depend on the cell association, and iii)
the third, where the performance depends on i0 and the
cell association. Of particular interest in this paper is the
second regime, which highlights that UL-DL decoupling
may not be an issue for some system setups, which in
turn simplifies the design of HCNs.
• As for the relevant case study for the UL where the
serving BS of the typical MT is identified based on
the Smallest Path-Loss Association (SPLA) criterion with
channel-inversion power control [1], we provide simple
and closed-form frameworks for relevant performance in-
dicators and prove that two operating regimes exist: i) the
first, where the performance depends on i0 (interference-
aware) and ii) the second, where the performance is
independent of i0 (interference-unaware). We prove, in
addition, that i) the scaling law of the average trans-
mit power of the MTs, the mean interference and the
probability that a MT gets access to the resources is a
polynomial function of i0 whose exponent depends on the
path-loss exponent, ii) the distance towards the serving
BS gets smaller as i0 increases; and iii) the CCDF of the
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SINR is independent of the density of BSs.
To the best of authors knowledge, all these contributions
are new in the literature and are not included in previous
works. For instance, the muting mechanism introduces further
correlations that do not exist in [6] and need to be taken
into account. This muting differentiates the whole analysis.
New metrics like the BR, which accounts for the amount
of resources allocated by the scheduler, are obtained and it
is also introduced a new framework to compute the SE and
BR with AMC, which is closer to real systems than Shannon
formula. Finally, a lot of closed-form expressions and remarks
are obtained which provide important insights about system
performance, fairness and cell association.
The remainder of this paper is organized as follows. Section
II introduces the system model and the approach for system-
level analysis. In Sections III and IV, the analysis of IAM is
presented for GCA and SPLA criteria, respectively. The BR
of AMC schemes is analyzed and discussed in Section V. In
Section VI, IAM and IAFPC schemes are compared against
each other via numerical simulations and the main findings
and performance trends derived in the paper are substantiated
with the aid of Monte Carlo simulations. Finally, Section VII
concludes this paper.
Notation: A summary of the main symbols and functions
used throughout the present paper is provided in Table I for
the convenience of the readers.
II. SYSTEM MODEL
We consider the UL of a HCN composed of two tiers,
j ∈ K = {1, 2}, e.g., macro and small-cell BSs, which are
spatially distributed according to two independent PPPs, Φ(j),
of intensities λ(j). Each transmitted signal goes through an
independent multi-path fading channel with Rayleigh fading
and log-normal shadowing. The path-loss is modeled by using
a path-loss slope τ and a path-loss exponent α > 21. The cell
association among MTs and BSs is based on the weighted
average received power criterion, similar to [2], where the
association weights are denoted by t(j) for tier j ∈ K. Hence,
the ith MT is associated with the nth BS of tier j if the
MT is in the weighted Voronoi cell of BS(j)n with respect to
Φ =
⋃
j∈K Φ
(j). With these assumptions, shadowing can be
modeled as a random displacement [11] of Φ(j) [6], [12].
For ease of writing, we introduce the event X
(j)
MTi
as follows.
Definition 1. The event X
(j)
MTi
is defined as “MTi is associ-
ated with tier j”.
In mathematical terms, therefore, the association criterion
can be formulated as follows:
X
(j)
MTi
=
{
t(j)
(
τR
(j)
MTi,(1)
)−α
> t(j˜)
(
τR
(j˜)
MTi,(1)
)−α}
(1)
where (τRMT)
−α is the path-loss at a distance2 RMT from
the transmitter, j˜ = {k ∈ K : k 6= j} is the complementary
1 The proposed framework can be generalized to account for a bounded
path loss model; however, an unbounded path loss model has been used for
the sake of mathematical tractability.
2Throughout this paper, all the distances implicitly include shadowing.
tier of j, i.e., 1˜ = 2 and 2˜ = 1, R
(j˜)
x,(q) is the distance from
x to the qth nearest BS of tier j˜, i.e., R
(j˜)
x,(1) is the distance
to the nearest BS. The association weights t(1) and t(2) allow
us to model the GCA criterion, which encompasses the SPLA
criterion for t(1) = t(2).
Throughout this paper, the analysis is performed for the
probe or typical MT, i.e., for a randomly chosen MT, which
is denoted by MT0. Its serving BS is referred to as the probe
BS.
A. Scheduling
We consider full-frequency reuse, where all the BSs share
the same bandwidth. Each BS has available a bandwidth of bw
Hz that is shared among the MTs that are in its Voronoi cell. In
practice, bw is divided in orthogonal RBs and each scheduled
MT in each cell transmits in one (or several) of these RBs.
Thus, no intra-cell interference is available. This implies that
a single MT per BS can interfere with the probe MT. The
set of active interfering MTs of tier k that are scheduled for
transmission in a given RB is denoted by Ψ(k). For tractability,
we assume that the number of RBs is large enough to be
regarded as a continuous resource by the scheduler.
Based on these assumptions, the scheduling process of every
BS consists of two steps:
1) To determine the set of active MTs. The active trans-
mitters are the MTs that, simultaneously, cause less
interference than i0 to any BSs and that transmit with
less power than pmax. The MTs that do not fulfill these
two constraints are turned off (muted).
2) Resource allocation. Once the active MTs in each cell
are identified, the bandwidth of each BS is equally
divided among the active MTs associated with it. Let
NA
BS
(j)
n
be the number of MTs associated with BS BS(j)n .
Each of them is allocated a bandwidth bw/N
A
BS
(j)
n
3 Hz.
This scheduling process characterizes the IAM scheme and
makes it different from the IAFPC scheme in [6]. In [6], all the
MTs are active and power control is responsible for controlling
the level of interference, by making sure that the interference
level at any BS is less than i0.
To better understand the implications of interference aware-
ness on turning off (muting) some MTs, we analyze the case
study i0 → ∞ as well, which is referred to as Interference-
Unaware Muting (IUM)4. For ease of writing, we introduce
some definitions that are useful for mathematical analysis.
Definition 2. The event Q
(m)
MTi
is defined as “the most inter-
fered BS of MTi belongs to tier m”.
3Although, in practice, the bandwidth is divided in RBs, we assume that
it can be treated as a continuous resource and hence that it can be equally
divided among the active MTs. This is assumed in [2] as well.
4In the present paper, IUM and Interference Unaware FPC (IUFPC)
schemes are similar but slightly different. IUM is referred to a setup where
i0 → ∞ and pmax < ∞. IUFPC is referred to a setup where i0 → ∞
and pmax →∞. As for IUM, only the constraint on the maximum transmit
power exists. As for IUFPC, there is no constraint on either the maximum
transmit power or the maximum interference.
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TABLE I
SUMMARY OF MAIN SYMBOLS AND FUNCTIONS USED THROUGHOUT THE PAPER.
Symbol/function Definition
2F1(·, ·, ·, ·) Gauss Hypergeometric function
K = {1, 2} Tier set: tier 1 is related to macro BSs and tier 2 is related to small cell BSs
j˜ = {k ∈ K : k 6= j} Complementary tier, i.e. 1˜ = 2 and 2˜ = 1
Φ(j), λ(j) PPP and its density related to the locations of macro (j = 1) and small cell BSs (j = 2)
λMT Density of the PPP of MTs’ positions
Φ, λ PPP and its density related to the locations of all BSs
t(j) Association weight for tier j
i0, p0, ǫ, pmax Interference threshold, target receive power, partial compensation factor, and maximum transmit power
τ, α Path loss slope and path loss exponent
MT0,MTi Position of the probe MT and position of a generic MT, e.g. an interfering MT
Ψ(k) PPP of interfering MTs’s locations
R
(j)
x,(q) Distance (including shadowing) between location x and the qth nearest BS from tier j
RMTi , UMTi , DMTi Distances (including shadowing) between MTi and its serving BS, its most interfered BS and the probe BS
HMTi Power gain of the multi-path fading which is exponentially distributed
pMT (r) = p0 (τr)
αǫ
Transmit power for a given distance towards the serving BS for active MTs. Muted MTs has 0 transmit power
σ2n, I Noise power and aggregate interference according to Assumption 1
X
(j)
MTi
Event defined as: MTi is associated with tier j
Q
(m)
MTi
Event defined as: the most interfered BS of MTi belongs to tier m
X
(j,m)
MTi
Event defined as: MTi is associated with tier j and the most interfered BS of MTi belongs to tier m
AMTi Event defined as: MTi is active, i.e., non-muted
O
(j,k)
MTi
Event defined as: the interfering MTi of tier k receives higher weighted average power
from its serving BS than from the probe BS that belong to tier j
ZMTi Event defined as: the interfering MTi causes a level of interference less than i0 to the probe BS
Definition 3. The event X
(j,m)
MTi
= X
(j)
MTi
∩Q
(m)
MTi
is defined as
“MTi is associated with tier j and the most interfered BS of
MTi belongs to tier m”.
In mathematical terms, X
(j,m)
MTi
can be formulated as follows:
X
(j,m)
MTi
= X
(j)
MTi
∩
Q
(m)
MTi︷ ︸︸ ︷{
R
(j)
MTi,(2)
> R
(m)
MTi,(1)
}
, ifj 6= m
X
(j,m)
MTi
= X
(j)
MTi
∩
Q
(m)
MTi︷ ︸︸ ︷{
R
(j)
MTi,(2)
< R
(j˜)
MTi,(1)
}
, ifj = m (2)
According to IAM, the MTs that either cause higher inter-
ference than i0 or transmit with higher power than pmax are
kept silent. The set of active MTs is defined as follows.
Definition 4. The event AMTi is defined as “MTi is active”.
In mathematical terms, AMTi can be formulated as follows:
AMTi = {(pMT (RMTi) < i0 (τUMTi)
α
∩ pMT (RMTi) < pmax)} (3)
where pMT(r), p0 and ǫ are related to power control and they
are described in Table I, RMTi is the distance between MTi
and its serving BS, and UMTi is the distance between MTi
and its most interfered BS. If the probe MT is associated with
tier j, i.e., the event X
(j)
MTi
is true, then RMTi = R
(j)
MTi,(1)
.
The distance UMTi depends, on the other hand, on the event
X
(j,m)
MTi
. Accordingly, UMTi = R
(m)
MTi,(1)
if j 6= m and UMTi =
R
(j)
MTi,(2)
if j = m. The aim of event AMTi is to capture the
spatial correlation between the position of a given MT, its
serving BS and it most interfered BS, which follows from the
muting process.
As far as IAM is concerned, fractional power control is
applied at the physical layer and is interference-unaware, i.e.,
the transmit power of the MTs that are not turned off depends
only on path-loss and shadowing and it can be expressed
as pMT (RMT0). If the MTs are muted, on the other hand,
their transmit power is equal to zero. This implies that their
associated SINR, BR, etc. are, by definition, equal to zero as
well.
B. SINR
The SINR of the typical active MT that is measured at the
probe BS can be formulated as:
SINRMT0 =
HMT0 (τRMT0)
−α
pMT (RMT0)
I + σ2n
(4)
where HMT0 is the channel gain, RMT0 is the distance from
the serving BS, pMT (RMT0) is the transmit power, I is the
other-cell interference, and σ2n is the noise power.
In the UL, as discussed in Section I, the set of interfering
MTs does not constitute a PPP, even though the MTs and
BSs are distributed according to a PPP. Further details can be
found in [5] and [6]. This makes the mathematical analysis
intractable. In the present paper, the distinctive scheduling
process of IAM negatively affects the mathematical tractability
of the problem at hand even further. To make the analysis
tractable, some approximations for modeling the set of active
MTs are needed. In [5] and [6], it is shown that a tractable
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approximation consists of assuming that the set of active MTs
can still be modeled as a PPP, provided that appropriate spatial
constraints on the locations of the MTs are introduced. Stated
differently, the set of active MTs is modeled as a spatially-
thinned PPP or equivalently as a non-homogeneous PPP.
Before introducing the approach to model interfering MTs’
locations, the following events need to be defined:
Definition 5. The event O
(j,k)
MTi
is defined as “the interfering
MTi of tier k receives higher weighted average power from
its serving BS than from the probe BS that belongs to tier j”.
In mathematical terms, O
(j,k)
MTi
can be formulated as follows:
O
(j,k)
MTi
=
{
t(k) (τRMTi)
−α
> t(j) (τDMTi)
−α
}
(5)
Definition 6. The event ZMTi is defined as “the interfering
MTi causes a level of interference less than i0 to the probe
BS”.
In mathematical terms, ZMTi can be formulated as follows:
ZMTi =
{
pMT (RMTi) (τDMTi)
−α
< i0
}
(6)
Hence, inspired by [5] and [6], our mathematical framework
is based on the following approximation.
Assumption 1. The other-cell interference of the typical active
MT is approximated as [6]:
I ≈
∑
k∈K
∑
MTi∈Ψ(k)
HMTipMT (RMTi)
(τDMTi)
α 1
(
O
(j,k)
MTi
)
1 (ZMTi)
(7)
where Ψ(k) is a PPP of intensity λ(k) whose points constitute
the locations of the interfering MTs that are scheduled for
transmission in the same RB as that of the typical MT, the
events O
(j,k)
MTi
and ZMTi take into account the necessary spa-
tial constraints imposed by the cell association criterion and
the maximum interference and power constraints, respectively,
RMTi and DMTi are the distances from MTi to its own
serving BS and to the probe BS, respectively.
More specifically, i) the event O
(j,k)
MTi
is necessary to account
for the spatial correlation that exists between the locations of
the probe BS, the interfering MTs and their serving BSs, since
the interfering MTs must lie outside the Voronoi cell of the
probe BS by definition of cell association, and ii) the event
ZMTi is necessary to account for the fact that the interfering
MTs need to cause less interference than i0 according to the
IAM scheduling process.
The next two sections provide mathematical expressions of
the CCDF of the SINR and of the mean and variance of the
other-cell interference for GCA and SPLA cell association
criteria respectively.
III. GENERAL CELL ASSOCIATION CRITERION
We start introducing some enabling results for proving the
main theorems of this section.
Proposition 1. The probability that the typical MT is active
and is associated with tier j is:
Pr (AMT0) =
∑
j∈K
∫
v>0
1
(
v <
1
τ
(
pmax
p0
) 1
α
)
×
(
ν(j) (v) + η(j) (v)
)
dv (8)
where ν(j)(v) and η(j)(v) are defined in (9) and (10), respec-
tively.
Proof. See Appendix A.
Proposition 1 is useful for understanding and quantifying
the fairness of the IAM scheme. The higher Pr (AMT0) is, in
fact, the higher the probability that a randomly chosen MT is
served in a given RB and, thus, the higher the fairness that it
gets access to the available resources is5.
Lemma 1. The Probability Density Function (PDF) of the
distance between the typical MT and its serving BS by con-
ditioning on the event X
(j,m)
MT0
∩ AMT0 can be formulated as
follows:
fRMT0
(
v|X
(j,m)
MT0
,AMT0
)
=

ν(j)(v)
Pr
(
X
(j,m)
MT0
,A
(j,m)
MT0
) , v < 1τ
(
pmax
p0
) 1
αǫ
, ifj 6= m
η(j)(v)
Pr
(
X
(j,j)
MT0
,A
(j,j)
MT0
) , v < 1τ
(
pmax
p0
) 1
αǫ
, ifj = m
(11)
where ν(j) (v) and η(j) (v) are defined in (9) and (10),
respectively.
Proof. The Cumulative Distribution Function (CDF) of the
distance between the typical MT and its serving BS by
conditioning on the MT being active and on X
(j,m)
MT0
is obtained
by using steps similar to Appendix A. The PDF is obtained
from the CDF by computing the derivative.
In the UL, an important performance metric to study is the
average transmit power of the typical MT, which is related
to its power consumption. Since some MTs may be turned
off in the IAM scheme, this implies that some MTs may
transmit zero power, which results in reducing their power
consumption. The following proposition provides the average
transmit power of the typical MT, by taking into account that
the typical MT may be a MT that is turned off as it does not
fulfill either the maximum power constraint or the maximum
interference constraint.
5The system fairness can be defined in different ways. In [13], e.g., it is
defined based on the proportionally fair criterion and is obtained by computing
the logarithm of the average rate. Our framework could be generalized for
analyzing the system fairness based on this definition, but this study is outside
the scope of the current paper and is postponed to future research.
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ν(j)(v) = 2πvλ(j)
(
e−πλ
(j)v2 ×

e−πλ(j˜)max2
((
p0
i0
) 1
α (τv)
ǫ
τ
,
(
t(j˜)
t(j)
) 1
α
v
)
− e−πλ
(j˜)v2

×
1

v > max

(p0
i0
) 1
α (τv)ǫ
τ
,
(
t(j˜)
t(j)
) 1
α
v



+ λ(j˜)
λ(j) + λ(j˜)
e
−π
(
λ(j)+λ(j˜)
)
max2
((
p0
i0
) 1
α (τv)
ǫ
τ
,
(
t(j˜)
t(j)
) 1
α
v,v
))
(9)
η(j)(v) = 2πvλ(j)
(
e
−πλ(j˜)
(
t(j˜)
t(j)
) 2
α
v2
×

e−πλ(j)max2
((
p0
i0
) 1
α (τv)
ǫ
τ
,v
)
− e
−πλ(j)
(
t(j˜)
t(j)
) 2
α
v2

×
1
(
v >
(
t(j)
t(j˜)
) 1
α
max
((
p0
i0
) 1
α (τv)ǫ
τ
, v
))
+
λ(j)
λ(j) + λ(j˜)
e
−π
(
λ(j)+λ(j˜)
)
max2
((
p0
i0
) 1
α (τv)
ǫ
τ
,v,
(
t(j˜)
t(j)
) 1
α
v
))
(10)
Proposition 2. The average transmit power of the typical MT
can be formulated as follows:
E [PMT0 ] =
∑
j∈K
∑
m∈K
Pr
(
X
(j,m)
MT0
,AMT0
) ∞∫
p=0
p
τp0αǫ
×
(
p
p0
) 1
αǫ
−1
fRMT0
(
1
τ
(
p
p0
) 1
αǫ
|X
(j,m)
MT0
,AMT0
)
dp
(12)
where fRMT0
(
v|X
(j,m)
MT0
,AMT0
)
is in (11) and
Pr
(
X
(j,m)
MT0
,AMT0
)
is defined in Appendix A.
Proof. It follows by computing the average transmit power by
conditioning on the events AMT0 and X
(j,m)
MT0
. The final result
is obtained from the total probability theorem.
Remark 1 (Exact analysis). The previous propositions and
lemmas are exact, since they do not depend on the set of active
interfering MTs but depend only on the locations of the BSs,
which constitute a PPP, and on the typical MT. In other words,
Assumption 1 is not applied.
The next lemma provides the Laplace transform of the other-
cell interference based on its mathematical formulation in (7),
which exploits Assumption 1.
Lemma 2. Assume that the typical MT is associated with
a BS of tier j. The Laplace transform of the (conditional)
interference in (7) can be formulated as follows:
LI
(
s|X
(j)
MT0
)
= exp
(
β(j)(s)
)
(13)
where β(j)(s) is defined as follows:
β(j)(s) = −
∑
k∈K
2πλ(k)
∑
n∈K
Pr
(
Q
(n)
MTi
|X
(k)
MTi
,AMTi
)
∞∫
0
fRMTi
(
r|X
(k,n)
MTi
,AMTi
)
χ (s, r) dr, (14)
fRMTi
(
r|X
(k,n)
MTi
,AMTi
)
is the PDF of the distance between
the ith interfering MT and its serving BS, which is provided
in Lemma 1, χ(s, r) is defined as follows:
χ(s,r) =
p0s (τr)
αǫ τ−α
α− 2
max2−α
((
t(j)
t(k)
) 1
α
r,
(
p0
i0
) 1
α (τr)ǫ
τ
)
2F1
(
1,
α− 2
α
, 2−
2
α
,−p0s (τr)
αǫ
τ−α
max−α
((
t(j)
t(k)
) 1
α
r,
(
p0
i0
) 1
α (τr)
ǫ
τ
))
(15)
and Pr
(
Q
(n)
MTi
|X
(k)
MTi
,AMTi
)
is defined as follows:
Pr
(
Q
(n)
MTi
|X
(k)
MTi
,AMTi
)
=
Pr
(
X
(k,n)
MTi
,AMTi
)
Pr
(
X
(k)
MTi
,AMTi
)
=
Pr
(
X
(k,n)
MTi
,AMTi
)
∑
q∈K
Pr
(
X
(k,q)
MTi
,AMTi
) (16)
Proof. See Appendix B.
From the Laplace transform in (13), the moments of the
interference can be obtained as shown in the next proposition.
Of particular interest is the variance of the interference, since
its affects the performance of AMC schemes [7]: the smaller
the variance is, the more robust and accurate the estimation of
the SINR is, which makes easier the choice of the best MCS
to use.
Proposition 3. The mean and variance of the interference can
be formulated as follows:
E [I] = −
∑
j∈K
Pr
(
X
(j)
MT0
)
β′(j) (0) (17)
var (I) = −
∑
j∈K
Pr
(
X
(j)
MT0
)
(
β′′(j) (0) +
(
β′(j) (0)
)2
− (E [I])2
)
(18)
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where the following definitions hold:
β′(j) (0) = −
∑
k∈K
2πλ(k)
∑
n∈K
Pr
(
Q
(n)
MTi
|X
(k)
MTi
,AMTi
)
∞∫
r=0
fRMTi
(
r|X
(k,n)
MTi
,AMTi
)p0 (τr)αǫ τ−α
α− 2
max2−α
((
t(j)
t(k)
) 1
α
r,
(
p0
i0
) 1
α (τr)
ǫ
τ
)
dr (19)
β′′(j) (0) = −
∑
k∈K
2πλ(k)
∑
n∈K
Pr
(
Q
(n)
MTi
|X
(k)
MTi
,AMTi
)
×
∞∫
r=0
fRMTi
(
r|X
(k,n)
MTi
,AMTi
)p20 (τr)2αǫ τ−2α
1− α
max2(1−α)
((
t(j)
t(k)
) 1
α
r,
(
p0
i0
) 1
α (τr)
ǫ
τ
)
dr (20)
Proof. It directly follows from the first and second derivative
of (13) evaluated at s = 0.
Remark 2 (Impact of i0). By inspection of Propositions 2 and
3, we evince that the average transmit power, the mean and
variance of the interference decrease by decreasing i0. Since
the interference-unaware setup is obtained by setting i0 →∞,
this implies that IAM is beneficial in terms of reducing the
power consumption of the MTs and of implementing AMC
schemes. The system fairness may, however, be negatively
affected if i0 decreases, as more MTs are muted.
The next theorem provides a tractable expression of the
coverage probability of HCNs.
Theorem 1. The CCDF of the SINR of the typical MT can be
formulated as follows:
F¯SINR (γ) =
∑
j∈K
∑
m∈K
Pr
(
X
(j,m)
MT0
,AMT0
)
∞∫
v=0
fRMT0
(
v|X
(j,m)
MT0
,AMT0
)
e−γσ
2
n(τv)
α(1−ǫ)p−10 LI
(
γ (τv)
α(1−ǫ)
p−10 |X
(j)
MT0
)
dv
(21)
Proof. With the aid of the total probability theorem, we have:
F¯SINR (γ) = F¯SINR (γ|AMT0) Pr (AMT0) + 0× Pr
(
AMT0
)
=
∑
j∈K
∑
m∈K
Pr
(
X
(j,m)
MT0
,AMT0
)
F¯SINR
(
γ|X
(j,m)
MT0
,AMT0
)
=
∑
j∈K
∑
m∈K
Pr
(
X
(j,m)
MT0
,AMT0
)
ERMT0
EI
[
Pr
(
HMT0 >
γ
p0
(
I + σ2n
)
(τRMT0)
α(1−ǫ) |X
(j,m)
MT0
,AMT0
)]
(22)
The proof follows by computing the two remaining expecta-
tions.
Corollary 1. Assume ǫ = 1, i.e., the active MTs apply a power
control scheme based on full channel inversion. The CCDF in
Theorem 1 simplifies as follows:
F¯SINR (γ) =
∑
j∈K
∑
m∈K
Pr
(
X
(j,m)
MT0
,AMT0
)
e−γσ
2
n/p0LI
(
γ/p0|X
(j)
MT0
)
(23)
Proof. It follows from (21) by setting ǫ = 1 and some algebra.
Remark 3 (Operating regimes as a function of i0). By
direct inspection of Corollary 1, three operating regimes as a
function of i0 can be identified: i) interference-unaware, where
the CCDF of the SINR is independent of i0. This occurs if
i0 > p0 and p0/i0 < min
(
t1/t(2), t(2)/t(1)
)
, ii) interference-
aware and cell association independent, where the CCDF of
the SINR depends on i0 but does not depend on the cell
association weights t(1) and t(2). This occurs if i0 < p0
and p0/i0 > max
(
t(1)/t(2), t(2)/t(1)
)
, iii) interference-aware
and cell association dependent, where the CCDF of the SINR
depends on i0 and t
(j˜)/t(j), ∀j ∈ K. This occurs if the
conditions above are not satisfied. The same operating regimes
can be identified from Propositions 1 and 2.
Proof. It follows by direct inspection of Pr
(
X
(j,m)
MT0
,AMT0
)
,
ν(j)(v) and η(j)(v).
The second operating regime, i.e., the performance is inde-
pendent of the cell association weights, is of particular interest
for making the design of HCNs easier: it implies that, for some
system parameters, optimizing the DL results in optimizing the
UL as well.
It is worth mentioning, in addition, that the conditions
that identify the three operating regimes in Remark 3 can
be conveniently formulated in dB as well, which provides
further information for system design. More precisely, regime
i) emerges if i0 > p0 dB and t
(1)/t(2) ∈ [−i0/p0, i0/p0]
dB and regime ii) emerges if i0 < p0 dB and t
(1)/t(2) ∈
[−p0/i0, p0/i0] dB.
IV. SMALLEST PATH-LOSS ASSOCIATION
In this section, tractable mathematical frameworks under the
SPLA scheme are provided. In this case, the condition t(1) =
t(2) holds and simplified formulas can be obtained. Under the
assumption that the path-loss exponents of all the tiers of BSs
are the same, in fact, multi-tier HCNs reduce to an equivalent
single-tier cellular network of intensity λ =
∑
j∈K λ
(j) [2].
Proposition 4. The probability that the typical MT is active
can be formulated as follows:
Pr (AMT0) =
∫ 1
τ
(
pmax
p0
) 1
α
r1=0
2πλr1e
−πλmax2
(
r1,
(
p0
i0
) 1
α (τr1)
ǫ
τ
)
dr1
(24)
Proof. The proof is similar to that of Proposition 1. The
difference is that only the joint PDF of the distance of nearest
and second nearest BSs needs to be used (see Appendix
A).
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Corollary 2. If ǫ = 1, Pr (AMT0) in (24) simplifies as follows:
Pr (AMT0) =
1− e
− π
τ2
(
pmax
p0
) 2
α λmax
(
1,
(
p0
i0
) 2
α
)
max
(
1,
(
p0
i0
) 2
α
) (25)
Proof. It directly follows from (24) by setting ǫ = 1 and
computing the integral.
Remark 4 (Operating regimes as a function of i0). From
(25), two operating regimes can be identified: i) interference-
unaware, i.e., Pr (AMT0) is independent of i0, which occurs
if i0 > p0 and ii) interference-aware, i.e., Pr (AMT0) depends
on i0, which occurs if i0 < p0.
Remark 5 (Unlimited transmit power of the MTs). Assume
pmax → ∞, i.e., the MTs have no maximum transmit power
constraint. From (25), the following holds: i) under the
interference-unaware regime (i0 > p0), Pr (AMT0) → 1,
and ii) under the interference-aware regime (i0 < p0),
Pr (AMT0) = (i0/p0)
2
α . In both regimes, Pr (AMT0) is
independent of the density of BSs λ.
Lemma 3. The PDF of the distance between the typical MT
and its serving BS is as follows:
fRMT0 (v|AMT0) =
2πλve
−πλmax2
(
v,
(
p0
i0
) 1
α (τv)
ǫ
τ
)
Pr (AMT0)
× 1
(
0 < v <
1
τ
(
pmax
p0
) 1
α
)
(26)
Proof. The proof is similar to that of Lemma 1. The difference
is that only the joint PDF of the distance of nearest and second
nearest BSs needs to be used (see Appendix A).
Remark 6 (Interference-awareness is equivalent to network
densification if pmax → ∞). If the system operates in the
interference-aware regime (i0 < p0) and pmax → ∞, (26)
reduces to:
fRMT0 (v|AMT0) = 2πλ
(
p0
i0
) 2
α
ve
−πλ
(
p0
i0
) 2
α v2
(27)
This implies that IAM’s impact is equivalent to increasing
the density of BSs from λ to λ(p0/i0)
2
α , since the PDF of
the distance from the nearest BS in Poisson cellular networks
is 2πλve−πλv
2
. Hence, the distance between probe MT and
probe BS is reduced, resulting in better performance.
Proposition 5. If ǫ = 1, the average transmit power of the
typical MT is as follows:
E [p (RMT0)] =
p0τ
α
(πλ)
α
2 max
(
1,
(
p0
i0
) 2
α
+1
)
(
Γ
(
1 +
α
2
)
− Γ
(
2 + α
2
,
λπ
τ2
(
pmax
p0
) 2
α
max
(
1,
(
p0
i0
) 2
α
)))
(28)
Proof. If follows from Proposition 2, by setting ǫ = 1 and
computing the integral.
Remark 7 (Impact of interference-awareness). If pmax →∞
and i0 < p0 (interference-aware regime), (28) simplifies as
follows:
E [pMT (RMT0)] =
ταΓ
(
1 + α2
)
(πλ)
α
2 p0
2
α
i0
2
α
+1
(29)
which implies that the average power consumption of the MTs
scales polynomially with exponent 2/α + 1, as a function of
the maximum interference constraint i0.
Lemma 4. Assume ǫ = 1. The Laplace transform of the aggre-
gate interference can be formulated as LI (s) = exp (β(s)),
where β(s) = −2πλθµ (s) and the following holds:
θ =
(
1−
(
1 +
π
τ2
λ
(
pmax
p0
) 2
α
)
× e
− π
τ2
λ
(
pmax
p0
) 2
α max
(
1,
(
p0
i0
) 2
α
))(
πλmax
(
1,
(
p0
i0
) 2
α
))−1
(30)
µ (s) =
p0s
α− 2
max2−α
(
1,
(
p0
i0
) 1
α
)
× 2F1
(
1,
α− 2
α
, 2−
2
α
,−p0s max
−α
(
1,
(
p0
i0
) 1
α
))
(31)
Proof. The proof follows from χ(s, r) in (15), by setting
t(1) = t(2) and formulating it as χ(s, r) = r2µ(s). Hence,
β(s) = −2πλµ (s) θ, where θ = E
[
R2MTi |AMT0
]
.
Proposition 6. Assume ǫ = 1. The mean and variance of the
interference can be expressed as:
E [I] = 2πλθ
p0max
2−α
(
1,
(
p0
i0
) 1
α
)
α− 2
var (I) = 2πλθ
p20max
2−2α
(
1,
(
p0
i0
) 1
α
)
α− 1
(32)
Proof. It follows from Lemma 4 evaluating the derivatives of
the Laplace transform at zero.
Remark 8 (Trends of mean and variance of the interference
as a function of i0). Assume pmax → ∞ and consider the
interference-aware regime, i.e., i0 < p0. Then, (30) simplifies
to θ = 1πλ
(
i0
p0
) 4
α
and the mean and variance of the interfer-
ence can be formulated as follows:
E [I] =
2
α− 2
p
− 2
α
0 i
α+2
α
0 ; var (I) =
2
α− 1
p
− 2
α
0 i
2(α+1)
α
0 (33)
which implies that the mean and variance of the interference
scale polynomially with exponents α+ 2/α and 2 (α+ 1) /α
as a function of i0, respectively, and they do not depend on
the BSs’ density.
DRAFT FOR IEEE JOURNAL, VOL. XX, NO. XX, MONTH 2017 9
Finally, the following theorem provides the coverage prob-
ability under the SPLA criterion.
Theorem 2. Assume ǫ = 1, pmax → ∞ and that the system
operates in the interference-aware regime (i0 < p0). The
CCDF of the SINR can be formulated as follows:
F¯SINR (γ|AMT0) = exp
(
−
γσ2n
p0
− 2
γ
α− 2
(
i0
p0
)α+2
α
× 2F1
(
1,
α− 2
α
, 2−
2
α
,−γ
(
i0
p0
)))
(34)
Proof. The proof follows from Theorem 1 by setting t(1) =
t(2) and ǫ = 1, and from Lemma 4 by letting pmax →∞ and
considering i0 < p0.
Remark 9 (SINR invariance as a function of λ). From (34),
we evince that the CCDF of the SINR is independent of λ, but
it depends on the ratio i0/p0 and the path-loss exponent α.
Interestingly the SINR in such a setup is invariant with
the BSs’ density. Intuitively, this means that both the desired
received power and the interference does not vary with the
BSs’ density. On the one hand, the desired power does not
vary thanks to full channel inversion power control (ǫ = 1,
pmax → ∞). On the other hand, although the distances
towards nearest interfering MTs decrease with λ, their transmit
power also decrease with λ, making received interference
invariant with λ, as it can be observed from its moments in
eq. (33). This density invariance has been also reported in [2],
[14] for the case of the SIR.
V. SPECTRAL EFFICIENCY AND BINARY RATE
This section is focused on the analysis of SE and BR. Unlike
the vast majority of papers on stochastic geometry modeling of
HCNs that evaluate these key performance indicators based on
the Shannon formula, we provide a mathematical formulation
that is more useful for current cellular deployments based
on practical AMC schemes and, thus, provides estimates of
SE and BR that can be achieved at a finite target value of
the Block Error Rate (BLER) rather than their theoretically
achievable counterparts under the assumptions of unlimited
decoding complexity and arbitrarily small BLER. We show,
remarkably, that more tractable expressions of SE and BR can
be provided, compared to those that can be obtained based
on the Shannon definition. As mentioned in Section I, the BR
accounts for the amount of bandwidth allocated to the typical
MT by the scheduler and, thus, accounts for the BS’s load,
i.e., the number of MTs that need to be simultaneously served
in the cell to which the typical MT belongs to. Accordingly,
SE and BR provide different information on the advantages
and limitations of transmission schemes and, as such, are
both employed for assessing the performance of practical LTE
systems [15].
SE and BR, however, are related to each other and, in
mathematical terms, we have:
BRMT0 =
bw
NABMT0
SEMT0 (bps) (35)
where bw is the available bandwidth per BS and N
A
BMT0
denotes the number of active MTs associated with the probe
BS, which is commonly referred to as the cell load [16].
As extensively discussed in, e.g., [16], [17] [18], the
distribution of NABMT0
is not available for cell association
criteria that are not based on the shortest distance, and, thus
approximations need to be used. For mathematical tractability,
but without loosing in accuracy, we exploit the approximation
in [17] which, for the convenience of the readers, is reported
in what follows.
Assumption 2. The Probability Mass Function (PMF) of the
number of active MTs, NABMT0
, associated with a BS of tier j
is approximated as follows:
Pr
(
NABMT0 = n|X
(j)
MT0
,AMT0
)
≈
3.53.5
(n− 1)!
Γ (n+ 3.5)
Γ (3.5)
λMT Pr
(
X
(j)
MT0
,AMT0
)
λ(j)


n−1

3.5 + λMT Pr
(
X
(j)
MT0
,AMT0
)
λ(j)

 (36)
where, for notational simplicity, the short-hand p =
Pr(X
(j)
MT0
,AMT0) is used.
A. Adaptive Modulation and Coding
In modern cellular systems [15], AMC is aimed to adapt
the MCS to be used to the channel conditions. This is needed
for maximizing the BR while providing a BLER below a
desired threshold BLERT . In practice, AMC is implemented
as follows. In the UL, the MTs transmit sounding reference
signals that are used by the BSs for estimating the SINR.
Based on these estimates, the BSs choose the MCS to use
(usually identified by an index), which corresponds to a
given Channel Quality Indicator (CQI), iCQI ∈ [1, nCQI], that
maximizes the SE while maintaining the BLER below BLERT .
The choice of the best MCS to use is made based on lookup
tables that provide the SINR thresholds, γiCQI , associated to
each value of CQI. Finally, the BSs inform each scheduled
MT of the MCS index to use for its subsequent transmission.
To reduce the reporting overhead associated with the CQIs,
the LTE standard assumes that the number of bits used for
reporting the CQI is equal to 4, which implies nCQI = 15.
Based on this working principle, the BR can be obtained
from (35) and the SE is as follows:
SEMT0 =
nCQI∑
iCQI=1
SEiCQI1
(
SINRMT0 ∈ [γiCQI , γiCQI+1)
)
(37)
where γ1 < · · · < γnCQI , iCQI = 0 if no transmission,⋂nCQI
iCQI=1
[γiCQI , γiCQI+1) = ∅, γnCQI+1 →∞.
Based on (37), the spatially-average SE can be obtained
from the CCDF of the SINR provided in Sections III and IV
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for GCA and SPLA criteria, respectively. More precisely, we
have:
E [SEMT0 ] =
∑
j∈K
∑
m∈K
Pr
(
X
(j,m)
MT0
,AMT0
)
nCQI∑
iCQI=1
SEiCQI
(
F¯SINR
(
γiCQI |X
(j,m)
MT0
,AMT0
)
− F¯SINR
(
γiCQI+1|X
(j,m)
MT0
,AMT0
))
(38)
With similar arguments, the average BR of the probe MT
can be written as follows:
E [BRMT0 ] =
∑
j∈K
∑
m∈K
∑
n>0
Pr
(
X
(j,m)
MT0
,AMT0
)
Pr
(
NABMT0 = n|X
(j)
MT0
,AMT0
)
nCQI∑
iCQI=1
bw
n
SEiCQI
(
F¯SINR
(
γiCQI |X
(j,m)
MT0
,AMT0
)
− F¯SINR
(
γiCQI+1|X
(j,m)
MT0
,AMT0
))
(a)
=
∑
j∈K
∑
m∈K
nCQI∑
iCQI=1
Pr
(
X
(j,m)
MT0
,AMT0
)
× SEiCQI
3.53.5bw
(
3.5λ(j) + λMTp
)(
1−
(
1− λMTp
λ(j)
)3.5)
λMTp
(
1− λMTp
λ(j)
)3.5
×
(
F¯SINR
(
γiCQI |X
(j,m)
MT0
,AMT0
)
− F¯SINR
(
γiCQI+1|X
(j,m)
MT0
,AMT0
))
(39)
where (a) is obtained by computing the summation over n =
NABMT0
in closed-form with the aid of the PMF in (36).
The mathematical expressions of SE and BR of AMC
schemes are easier to compute than the corresponding formu-
las obtained from the Shannon definition of SE, since the latter
definition requires an extra integral to be computed [16]. This
is remarkable, since the SE and BR in (38) and (39) account
for feedback’s overhead and limited-complexity receivers.
In the present paper, as a sensible case study, we consider
the range of CQI values and a target BLER equal to 10%, as
recommended by LTE specifications [15]. The SINR thresh-
olds γiCQI are obtained from link-level simulations conducted
with an accurate LTE simulator [9], [10]. More precisely, the
considered simulator assumes MTs of limited computational
complexity, where decoding is performed by using a 1-tap
zero forcing equalizer and a turbo decoder based on the soft
output Viterbi algorithm. Numerical illustrations are reported
in Section VI. For completeness, Table II reports the input
parameters that are needed for computing the SE and BR in
(38) and (39). It is worth emphasizing, however, that (38) and
(39) are general enough for being used for analyzing different
wireless standards and receiver implementations.
VI. NUMERICAL RESULTS
In this section, we validate the mathematical frameworks
and findings derived in the previous sections with the aid
of Monte Carlo simulations, as well as compare the IAM
scheme against IAFPC and IUFPC schemes. The following
setup compliant with LTE specifications is considered. The
bandwidth is equal to 10 MHz, which implies bw = 9 MHz by
excluding the guard bands. The noise power spectral density
is nthermal = −174 dBm/Hz and the noise figure of the
receiver is nF = 9 dB. Both GCA and SPLA criteria are
studied, and the association weights are, unless otherwise
stated, t(1)/t(2) = 9 dB and t(1)/t(2) = 0 dB, respectively.
The case study t(1)/t(2) = 9 dB is related to a cell association
based on the average DL received power criterion, where the
first tier of BSs (macro) has transmit power equal to 46 dBm
and the second tier of BSs (small-cell) has transmit power
equal to 37 dBm, which agrees with [19, Annex A: Simulation
Model]. Other simulation parameters are provided in Table
III. As far as Monte Carlo simulations are concerned, they
are obtained by considering 104 realizations of channels and
network topologies. In all the figures, analytical and Monte
Carlo simulation results are represented with solid lines and
markers, respectively.
A. Average Transmit Power, Probability of Being Active, Mean
& Variance of the Interference
In this section, we analyze the average transmit power
of the MTs, the probability that the typical MT is active,
which provides information on the system fairness, and the
mean and variance of the interference. Figures 1-4 confirm
the conclusions drawn in Remark 1, i.e., the mathematical
frameworks of average transmit power and probability of being
active are exact while those of mean and variance of the
interference are approximations that exploit Assumption 1.
Such an assumption considers that the position of interfering
MTs can be modeled as a conditionally thinned (i.e., non-
homogeneous) PPP. The difference between such a non-
homogeneous PPP, and the actual point process, which is
on the other hand not tractable, explains also the difference
between simulation and analytical results in all the metrics
that depend on the interference (SINR, SE, BR). The conclu-
sions drawn in Remark 2 are confirmed as well: the mean
and variance of the interference decrease by decreasing i0,
which provide important advantages for implementing AMC
schemes.
In the figures, IAM and IAFPC are compared as well. We
observe that IAM reduces the average transmit power and the
mean and variance of the interference.
Consider the SPLA criterion, which is illustrated with
dashed lines in the figures. We observe that the findings in
Remark 4 are confirmed: the system is interference-aware and
interference-unaware if i0 < p0 and i0 > p0, respectively. As
expected, the crossing point occurs at p0 = −70 dBm based
on the simulation parameters used. In addition, the scaling
laws of average transmit power and average interference are
in agreement with the findings in Remark 7, Remark 8.
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TABLE II
SINR THRESHOLDS AND SE VALUES OBTAINED FROM THE LTE LINK-LEVEL SIMULATOR IN [9], [10].
iCQI 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
SEiCQI [bps/Hz] 0.15 0.23 0.38 0.60 0.88 1.18 1.48 1.91 2.41 2.73 3.32 3.90 4.52 5.11 5.55
γiCQI [dB] -3.65 -1.60 0.00 2.25 3.75 4.75 9.00 10.50 12.35 15.40 17.18 18.85 20.70 24.0 25.0
TABLE III
SIMULATION SETUP.
Parameter Value Parameter Value
fc (MHz) 2× 10
3 hBS (m) 10
bw (MHz) 9 t
(1)/t(2) (dB) {9, 0}
λ(1) (points/m2) 2× 10−6 λ(2) (points/m2) 4 × 10−6
λMT (points/m
2) 80× 10−6 nthermal (dBm/Hz) −174
nF (dB) 9 σs (dB) 4
p0 (dBm) −70 pmax (dBm) {∞, 5}
i0 (dBm) [−120,−60] ǫ [0, 1]
−120 −110 −100 −90 −80 −70 −60
10−6
10−4
10−2
100
102
104
pmax =∞
pmax = 5dBm
i0(dBm)
E
(P
M
T
0
)
IAM (GCA t(1)/t(2) = 9 dB)
IAFPC (GCA t(1)/t(2) = 9 dB)
IAM (SPLA t(1)/t(2) = 0 dB)
Fig. 1. Average transmit power versus i0 for IAM and IAFPC methods with
ǫ = 1, pmax →∞ and pmax = 5 dBm.
All in all, the numerical illustrations reported in Figs. 1-4
confirm all the conclusions and performance trends discussed
in the previous sections and highlight the advantages of IAM.
B. Complementary Cumulative Distribution Function of the
SINR
In this section, we analyze the coverage probability (CCDF
of the SINR) of the active MTs. The results are illustrated in
Figs. 5 and 6 for ǫ = 1 and ǫ = 0.75, respectively, and by
assuming pmax →∞.
In both figures, we observe a good agreement between
mathematical frameworks and Monte Carlo simulations. In
particular, the figures confirm, once again, that the coverage
probability of IAM increases as i0 decreases. In Fig. 5, for
example, almost all the active MTs have a SINR greater than
20 dB if i0 = −120 dBm. This good SINR is obtained because
IAM keeps under control the interference by muting the MTs
that create more interference. Based on Fig. 2, in fact, we note
that only a small fraction of the MTs are allowed to be active
for i0 = −120 dBm. The active MTs, however, better exploit
the available bandwidth. Similar conclusions can be drawn
for ǫ = 0.75 shown in Fig. 6. The main difference is that,
in this latter figure, IAM provides almost the same coverage
−120 −110 −100 −90 −80 −70 −60
0
0.2
0.4
0.6
0.8
1
pmax =∞
pmax = 30dBm
pmax = 5dBm
i0(dBm)
P
r
(A
M
T
0
)
IAM (GCA t(1)/t(2) = 9 dB)
IAM (SPLA t(1)/t(2) = 0 dB)
Fig. 2. Probability of being active of the typical MT for IAM with ǫ = 1,
pmax →∞, pmax = 30 dBm and pmax = 5 dBm.
−120 −110 −100 −90 −80 −70 −60
10−17
10−15
10−13
10−11
10−9
10−7
pmax =∞
pmax = 5dBm
i0(dBm)
E
(I
)
IAM (GCA t(1)/t(2) = 9 dB)
IAFPC (GCA t(1)/t(2) = 9 dB)
IAM (SPLA t(1)/t(2) = 0 dB)
Fig. 3. Mean of the interference versus i0 for IAM and IAFPC methods with
ǫ = 1, pmax →∞ and pmax = 5 dBm.
probability for i0 = −60 dBm and i0 = −90 dBm. The reason
is that the MTs transmit with less power if ǫ = 0.75 and,
thus, there is almost no difference between the two interference
constraints. This brings to our attention that the design of the
UL of HCNs requires to jointly optimize i0, p0, pmax and ǫ,
in order to identify the desired operating regime that fulfills
the requirements in terms of system fairness and interference
mitigation. The proposed mathematical frameworks can be
used to this end.
C. Spectral Efficiency and Binary Rate
In this section, the average SE and average BR are analyzed,
as well as the IAFPC6 and IAM schemes are compared against
each other for several system setups.
6It is worth noting that the average SE of the IAFPC scheme based on
the Shannon formula was analyzed in [6]. In the present paper, we focus our
attention of the more practical definition provided in Section VI.
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r
(I
)
IAM (GCA t(1)/t(2) = 9 dB)
IAFPC (GCA t(1)/t(2) = 9 dB)
IAM (SPLA t(1)/t(2) = 0 dB)
Fig. 4. Variance of the interference versus i0 for IAM and IAFPC schemes
with ǫ = 1, pmax →∞ and pmax = 5 dBm.
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γ(dB)
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S
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R
(γ
|A
M
T
0
)
Analy. IAM
Sim. IAM
Fig. 5. CCDF of the SINR for the typical MT conditioned on being
active for IAM with ǫ = 1, t(1)/t(2) = 9 dB, pmax → ∞ and
i0 = {−120,−90,−60} dBm.
In Fig. 7, the average SE of IAFPC and IAM schemes is
analyzed and three conclusions can be drawn. By comparing
the average SE of the IAPFC scheme based on the definition
given in Section VI (i.e., for AMC schemes) and on the
Shannon formula, we note, as expected, that the latter formula
provides optimistic estimates of the average SE. By comparing
the average SE of the IAM scheme for typical (active and
muted) MTs and active (only) MTs, we note a different
performance trend as a function of i0. As for the active
MTs, the average SE increases as i0 decreases. As for the
typical MTs, on the other hand, the average SE decreases as
i0 decreases. This is because the lower i0 is the more MTs
are turned off, which on average, contributes to reduce the SE
of the typical MT. By comparing the average SE of IAPFC
and IAM schemes, we evince that IAFPC outperforms IAM
for all relevant values of the maximum interference constraint
i0, since all the MTs are active under the IAFPC scheme.
The average SE of the active MTs under the IAM scheme is,
however, much better than that of the IAFPC scheme, since
the other-cell interference is reduced.
As discussed in Section I, however, the SE does not provide
information on the amount of bandwidth that the scheduler
allocates to each active MT.
This trade-off is captured by the average BR, which is
shown Fig. 8. As far as the average BR is concerned, in
−40 −20 0 20 40
0
0.2
0.4
0.6
0.8
1
i0 = −120dBm
i0 = −60,−90dBm
γ(dB)
F¯
S
IN
R
(γ
|A
M
T
0
)
Analy. IAM
Sim. IAM
Fig. 6. CCDF of the SINR for the typical MT conditioned on being
active for IAM with ǫ = 0.75, t(1)/t(2) = 9 dB, pmax → ∞ and
i0 = {−120,−90,−60} dBm.
−120 −110 −100 −90 −80 −70 −60
0
2
4
6
i0(dBm)
E
(S
E
)
(b
p
s/
H
z)
IAFPC (AMC)
IAM typical MT (AMC)
IAM active MT (AMC)
IAFPC (Shannon)
Fig. 7. Comparison of average SE of IAFPC and IAM for ǫ = 1, t(1)/t(2) =
9 dB and pmax →∞. As for IAFPC, the average SE based on the Shannon
formula is shown as well.
particular, we note that IAFPC and IAM schemes provide
opposite trends compared to those evinced from the analysis
of the average SE of the typical MT. More precisely, IAM
provides a better average BR than IAFPC and there exists
an optimal value of i0 that maximizes it. This optimal value
of i0 emerges if the typical MT is considered, i.e., the MT
may be either active or inactive. The figure, however, shows
the average BR achieved only by the active MTs as well. In
this case, we note that the MTs that satisfy both power and
interference constraints achieve a very high throughput due to
the reduce level of interference that is generated in this case.
In a nutshell, IAM outperforms IAFPC in terms of average
BR because the available bandwidth is shared among fewer
MTs (only those active), which results in a higher throughput
for each of them. Even though some MTs may be turned off
in IAM, this may not necessarily be considered as a downside
from the user’s perspective: in high-mobility scenarios, for
example, some MTs may prefer to be muted for some periods
of time if their reward is achieving a higher throughput once
they are allowed to transmit. In Fig. 9, we study the impact
of pmax for a given maximum interference constraint i0. We
observe that pmax plays a critical role as well and highly
affects the average BR. This figure confirms, once again,
that both pmax and i0 constraints need to be appropriately
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Fig. 8. Comparison of average BR of IAFPC and IAM for ǫ = 1, t(1)/t(2) =
9 dB and pmax → ∞. As for IAM, two cases are considered: the typical
MT and the typical active MT.
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Fig. 9. Comparison of average BR of IAFPC and IAM for ǫ = 1, t(1)/t(2) =
9 dB and i0 = −90 dBm.
optimized in order for IAM to outperform IAFPC. In Fig. 10,
we illustrate the potential of IAM of reducing the variance of
the interference compared with IUM, while still guaranteeing
the same average BR. As discussed in the previous sections,
this is beneficial for implementing AMC schemes. The figure
shows a four-order magnitude reduction of the variance of the
interference for the considered setup of parameters.
D. Impact of the Association Weights: On UL-DL Decoupling
As shown in [2] and [5], optimizing the performance of
HCNs for DL transmission does not necessarily results in
optimizing their performance in the UL. Based on the GCA
criterion studied in Section IV, this implies that different cell
association weights (i.e., a different ratio t(1)/t(2) for two-tier
HCNs) may be needed in the DL and in the UL. However, this
approach, which is referred to as UL-DL decoupling, intro-
duces additional implementation challenges, which require the
modification of the existing network architecture and control
plane.
In this section, motivated by these considerations, we an-
alyze and compare IAM, IAFPC and IUFPC schemes as a
function of t(1)/t(2). The setup t(1)/t(2) = 0 dB corresponds
to the SPLA criterion. Some numerical illustrations are pro-
vided in Figs. 11 and 12, where the probability that the typical
MT is active and the average BR are shown, respectively.
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105
106
107
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E
(B
R
)
(b
p
s)
IUM (i0 →∞)
IAM (i0 = −90 dBm)
Fig. 10. Average BR as a function of the variance of the interference for
IAM (i0 = −90 dBm) and IUM (i0 → ∞) schemes with pmax = 5 dBm
and t(1)/t(2) = 9 dB.
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IAM i0 = −80 dBm
IAM i0 = −70 dBm
IAM i0 = −60 dBm
Fig. 11. Probability the typical MT is active as a function of t(1)/t(2)
for IUFPC (i0 → ∞) and IAM with i0 = {−90,−80,−70,−60} dBm.
pmax →∞ for both schemes.
In Fig. 12, in particular, we compare the average BR of
IUFPC and IAM schemes. The figure highlights important dif-
ferences between these two interference management schemes
for improving the performance of the UL of HCNs. First of all,
we note that the average BR of the IUFPC scheme decreases
as the ratio t(1)/t(2) increases. More specifically, the best
average BR is obtained if the SPLA criterion is used, which
is in agreement with previously published papers [17]. This
originates from the fact that the larger t(1)/t(2) is, the more
MTs are associated with more distance BSs, which, due to the
use of power control, results in increasing the interference in
the UL. The performance trend is, on the other hand, different
if the IAM scheme is used. In this case, there are several values
of i0 that provide a better average BR compared with IUFPC.
In addition, the average BR increases as t(1)/t(2) increases,
since the excess interference that is generated under the IUFPC
scheme is now kept under control by imposing the maximum
interference constraint i0. As observed in previous figures, Fig.
11 confirms that this gain is obtained since more MTs are
turned off.
Figures 11 and 12 confirm the findings in Remark 3 and,
in particular, the existence of an operating regime where the
performance of IAM is independent of the association weights.
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Fig. 12. Average BR as a function of t(1)/t(2) for IUFPC (i0 → ∞) and
IAM with i0 = {−90,−80,−70,−60} dBm. pmax →∞ for both schemes.
Let us consider, for example, the setup for i0 = −60 dBm. In
this case, i0 > p0 and hence, according to Remark 3, the sys-
tem is interference-unaware if t(1)/t(2) ∈ [−10,+10] dB. Fig-
ure 12, more specifically, confirms that IAM is interference-
unaware since it provides the same average BR as IUFPC for
t(1)/t(2) ∈ [−10,+10] dB7. Similar conclusions can be drawn
for other values of i0, where different operating regimes can
be identified as predicted in Remark 3. If i0 = −90 dBm, in
particular, then i0 < p0 and the system is independent of the
cell association criterion for t(1)/t(2) ∈ [−20,+20], which is
confirmed in Figs. 11 and 12. It is worth mentioning that the
values of t(1)/t(2) for which the considered system model is
cell association independent are usually adopted in practical
engineering applications. In particular, the authors of [2], [20]
have shown that the optimal cell association ratio that opti-
mizes the DL is usually less than 20 dB. This is in agreement
and compatible with the findings in Figs. 11 and 12. In view
of the numerical results and theoretical insights derived in this
work, it is possible to state the following arguments in favor
of such Interference-Aware Muting procedure:
1) Taking into account the periods where the typical MT
is active and those where it is muted, the average BR is
increased with IAM compared to IAFPC and IUFPC.
2) Thanks to mobility and shadowing, MTs are only muted
for a given period of time.
3) Since muted MTs do not transmit, its average transmit-
ted power is reduced compared to IAFPC and IUFPC.
This has been studied with Fig. 1.
4) With IAM, there is a regime where the UL performance
is independent of cell association, which eases joint
design of UL and DL transmissions as it have been
discussed above.
5) It is straightforward to extend the developed model to
consider other approaches where IAM take place only in
a portion of the resources (e.g., bandwidth), leading to
a higher system fairness. Let us consider, for instance,
that the system bandwidth is split in two orthogonal sub-
bands, e.g., BA and BM . BA is restricted to active MTs,
7Only positive values (in dB) of the association weights t(1)/t(2) are shown
in Figs. 11 and 12.
i.e., those whose interference is smaller than i0, whereas
the other sub-band is used to the rest of MTs8.
VII. CONCLUSION
In this paper, we have studied the performance of IAM: an
interference management scheme for enhancing the throughput
of HCNs. With the aid of stochastic geometry, we have devel-
oped a general mathematical approach for analyzing and opti-
mizing its performance as a function of several system param-
eters. Simplified and insightful expressions of the throughput
and other relevant performance indicators have been proposed
for simplified but relevant case studies, such as in the presence
of channel inversion power control and equal cell association
weights. Among the many performance trends that have been
identified, we have proved that, while optimizing the DL and
the UL of HCNs necessitates, in general, to use different cell
association weights, there exist some operating regimes where
IAM is cell association independent. This is shown to simplify
the design of HCNs, since no changes in their control plane
is needed compared with conventional cellular networks. The
mathematical frameworks and findings have been substantiated
against Monte Carlo simulations, as well as the achievable
performance of IAM has been compared against other IAFPC
and IUFPC schemes, by highlighting several important trade-
offs in terms of system fairness and system throughput.
APPENDIX A
PROOF OF PROPOSITION 1
The probability that a MT is active is by definition as
follows:
Pr (AMT0) =
∑
j∈K
∑
m∈K
Pr
(
X
(j,m)
MT0
,AMT0
)
(40)
where Pr
(
X
(j,m)
MT0
,AMT0
)
is the probability that the MT is
active, is associated to tier j and that the most interfered BS
belongs to tier m. If j 6= m, it can be written as follows:
Pr
(
X
(j,m)
MT0
,AMT0
)
(a)
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(
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) 1
α
(
τR
(j)
MT0,(1)
)ǫ
τ

] (41)
where (a) is obtained by definition of expectation formulated
with the aid of indicator functions.
To compute this expectation, the PDF of the distance of
the nearest BS and of the joint PDF of the distances of the
8Although it is possible to study more general frameworks for IAM, we
have focused on the case considered in this paper due to space limitations
and to study deeper the effect of MTs muting.
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nearest and second nearest BSs are needed. By definition of
PPP, they are equal to f
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(j)r2 and
f
R
(j)
MT0,(1)
,R
(j)
MT0,(2)
(r1, r2) = 4
(
πλ(j)
)2
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−πλ(j)r22 for r1 <
r2, respectively, [21]. With the aid of these PDFs, we obtain:
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(42)
The computation of the two-fold integral leads to the
function ν(j)(v) that is provided in (9).
The case j = m can be solved by using an approach
similar to the previous case. The final result corresponds to
the function η(j)(v) available in (10).
By combining both cases j = m and j 6= m,
Pr
(
X
(j,m)
MT0
,AMT0
)
can be written as follows:
Pr
(
X
(j,m)
MT0
,AMT0
)
=
∫ 1
τ
(
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p0
) 1
αǫ
0
×
(
1 (j 6= m) ν(j,m)(v)+ 1 (j = m) η(j)(v)
)
dv (43)
The proof follows by computing the summation overm ∈ K
in (40).
APPENDIX B
PROOF OF LEMMA 2
The Laplace transform of the interference can be expressed
as follows:
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By applying the Probability Generating Functional (PGF)
theorem in [11] and computing the expectation with respect
to the channel fading, LI
(
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)
is as follows:
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By conditioning on the event Q
(n)
MTi
defined in (2) and
by using the total probability theorem, LI
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)
can be
written as follows:
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The next step is the computation of the expectation with
respect to RMTi by conditioning on X
(k,n)
MTi
∩ AMTi and by
applying the definition of the event O
(j,k)
MTi
in (5) and of
ZMTi in (6). In particular, by conditioning on X
(k,n)
MTi
∩AMTi
for MTi ∈ Ψ(k), the distances RMTi are independent and
identically distributed random variables whose PDF is in (11).
With some algebra, LI
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)
can be written as follows:
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The proof follows by computing the inner integral.
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