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Abstract
The importance of computer-based modeling in technical and industrial use is evident. Especially
the aerodynamic industry has a huge interest in reliable and robust methods for accurately com-
puting aerodynamic flows. These flows are in general described by partial differential equations
of mixed elliptic-hyperbolic type, and as it is usually not possible to solve these equations exactly,
one has to rely on numerical methods. Industrial state-of-the-art codes are usually based on low-
order approximations, meaning that the underlying algorithm has a low order of consistency with
the partial differential equation. This results in very robust methods that have become extremely
efficient and therefore extremely popular. However, it is assumed that methods having a higher
order of consistency can outperform the before-mentioned methods. We thus investigate in this
work (known) high-order discretization schemes such as Discontinuous Galerkin Finite Elements,
and we present a new discretization method for the Navier-Stokes equations in the framework
of Hybrid Mixed Methods. The newly developed method is a combination of well-established
methods for the diffusive (elliptic) and the convective (hyperbolic) part.
Another aspect of numerical computation is the following: The practitioner’s interest is often
not in the quality of a numerical solution per se, but in a few derived quantities Ji, the so-called
target functionals. The error in these quantities can be approximated by an adjoint procedure,
meaning that one solves an additional, linear equation to obtain a weight z that relates the
residual of the discrete equations to the error. The resulting expression can be used for grid
adaptation, meaning to optimize the given underlying grid with respect to the accuracy of the
target functional. A property of a discretization that is very important in this context, is adjoint
consistency. This property ensures that the discretization can also be used to compute an
approximation zh to z. We therefore analyze existing Discontinuous Galerkin methods and the
newly developed Hybrid Mixed method with respect to this property, and show that they are in
fact adjoint consistent.
The adjoint idea is in principle based on a first order Taylor expansion. It is evident that this
requires a high degree of smoothness, which is usually not available in solutions to aerodynamic
flows. To address that problem, we present a new mathematical framework for the investigation
of the adjoint methodology in the case where the flow is non-smooth, and we give numerical
evidence on how to actually compute the adjoint.
Zusammenfassung
In Industrie und Technik besteht ein großer Bedarf an Computer basierter Modellierung. Vor
allem die aerodynamische Industrie hat ein großes Interesse an verlässlichen und robusten Metho-
den zur akkuraten Berechnung von aerodynamischen Strömungen. Die Natur dieser Strömungen
wird normalerweise durch partielle Differentialgleichungen von gemischt elliptischem/hyperbo-
lischem Typ beschrieben. In der Regel gibt es keine analytischen Lösungen zu diesen Gleichungen,
weswegen man numerische Methoden benutzen muss. Die zur Zeit in der Industrie verwendeten
numerischen Codes sind gewöhnlicherweise von niedriger Ordnung, wobei sich Ordnung hier auf
die Konsistenzordnung zur exakten partiellen Differentialgleichung bezieht. Das Verwenden einer
niedrigen Ordnung liefert sehr robuste Methoden, die über die Jahre sehr effizient und deswe-
gen sehr populär geworden sind. Trotzdem wird angenommen, dass Methoden, die eine höhere
Konsistenzordnung haben, den zuletztgenannten Methoden überlegen sind. Dies ist der Grund
warum wir in dieser Arbeit (bekannte) Diskretisierungsschemata höherer Ordnung wie die Dis-
continuous Galerkin Finite Elemente Methode untersuchen und ein neues Diskretisierungsschema
für die kompressiblen Navier-Stokes Gleichungen im Rahmen der bekannten Gemischt-Hybriden
Methoden entwickeln. Die neu entwickelte Methode ist eine Mischung aus etablierten Methoden
für den diffusiven (elliptischen) und den konvektiven (hyperbolischen) Teil.
Ein weiterer Aspekt der numerischen Berechnung ist, dass der Anwender oft nicht an der
Qualität der numerischen Lösung per se interessiert ist, sondern lediglich an einigen abgeleit-
eten Größen Ji, den sogenannten Zielfunktionalen. Dadurch, dass man diese Zielfunktionale
nur mit der numerischen Lösung auswertet, entsteht ein Fehler. Dieser Fehler kann durch eine
adjungierte Methode approximiert werden, was bedeutet, dass man eine zusätzliche, lineare par-
tielle Diffentialgleichung löst und ein Gewicht z erhält, welches das diskrete Residuum und den
Fehler zueinander in Beziehung setzt. Die resultierende Größe kann zur Netzadaption verwen-
det werden, immer mit dem Hinblick auf eine möglichst genaue Darstellung des Zielfunktionals.
Eine wichtige Eigenschaft einer Diskretisierung ist in diesem Kontext die Adjungierte Konsis-
tenz. Diese Eigenschaft stellt sicher, dass die Diskretisierung auch genutzt werden kann, um eine
Approximation zh an z zu berechnen. Aus diesem Grund analysieren wir sowohl die existierende
Discontinuous Galerkin Methode als auch die von uns entwickelte Gemischt-Hybride Methode
auf diese Eigenschaft hin und zeigen, dass sie tatsächlich adjungiert konsistent sind.
Die Idee, die hinter der adjungierten Methode steht, basiert im Wesentlichen auf der Taylor
Entwicklung. Diese setzt einen hohen Grad von Regularität an die Lösung voraus, welchen wir im
Allgemeinen in der Aerodynamik nicht erwarten dürfen. Für den Fall, dass eine Lösung unstetig
ist, stellen wir deswegen ein mathematisches Modell zur Analyse der adjungierten Methodik dar.
Zusätzlich untersuchen wir, wie die adjungierte Lösung in einem solchen Fall numerisch berechnet
werden kann.
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Chapter 1
Introduction
The possibility of using computer-aided simulation as a design tool [104, 75] has drastically
changed the chain of production in industrial technology. It is thus not surprising that much
research in the past decades has been focused on the understanding, modeling and mathematical
formulation of actual natural and technical phenomena [83, 3, 36].
Many of these mathematical formulations are derived from the famous principles of conser-
vation, such as mass, momentum and energy conservation, and therefore lead to mathematical
formulae of a very special structure, the so-called conservation laws. These are often nonlin-
ear systems of partial differential equations (PDE) of mixed elliptic-hyperbolic type, and their
mathematical solution often reveals the answer to a certain technical or physical problem. Only
in special cases, these solutions can be computed analytically. It is thus necessary to treat these
conservation laws numerically; an aspect this work focuses on.
Choosing aerodynamics as a particular application area [3], we present an integrated approach
to the numerical approximation, where especially the link between
• the mathematical structure of the equations,
• the formulation of a numerical algorithm having a high order of consistency, and
• the accurate prediction of engineering quantities
is emphasized and analyzed.
The beauty - but also the difficulty - of working with aerodynamic flows lies in the structural
diversity of the solutions, as they can for example exhibit shocks (jump discontinuities in a
mathematical setting), boundary layers (regions of high gradients), vortices and many more
features which are difficult to work with [3].
Mature methods for the computation of aerodynamic flows that have made their way into
industrial use are the Finite Volume methods. These are reliable and robust methods specifically
designed to be stable, which comes at the price of a reduced order of accuracy. The latter has
the negative effect that these methods are very dependent on underlying meshes and to obtain
a suitable resolution, the mesh has in general to consist of very many small elements. Possibly,
much better suited are methods using sub-cell resolution by representing the unknown solution
as a polynomial of a high degree, resulting in methods having a high order of consistency. The
use of these high-order methods is an active topic of research, its importance can be measured at
the amount of projects that are concerned with it such as the Adaptive Higher-order Variational
Methods for Aerodynamic Applications in Industry (ADIGMA) [83] project which is funded by
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the European Union and its follow-up project Industrialisation of High-Order Methods - A Top-
Down Approach (IDIHOM) [82], which specifically aims at bringing high-order methods to an
industrial stage.
However, the active and long research in that direction shows that the achievement of robust
high-order methods that are suitable for industrial needs, is not trivial. This is mainly due to the
facts that the stability of the resulting methods suffers from discontinuities that may occur in
the solution, and that pertinent relaxation and adaptation procedures are not as well established
as for low-order methods. This thesis is specifically devoted to high-order methods, in the hope
of contributing to the process of making these methods more mature.
Typically, engineering quantities of interest are only a few real-valued numbers. In the aero-
dynamic industry, standard examples include the lift and drag coefficient, which are weighted
integrals of aerodynamic quantities on the surface of an airfoil, an aircraft or another object
being surrounded by a moving fluid. From a mathematical point of view, these values can be
interpreted as functionals J (usually called target functionals) depending on the flow variables
w. The whole aim of computing an approximate solution wh is thus to evaluate the functional
J , which results in a few or even only one number that the engineer is interested in. The ques-
tion of quantifying the error |J(w) − J(wh)| and how to suitably incorporate this information
into a mesh adaptation algorithm to improve the overall efficiency with respect to those target
functionals arises thus naturally.
The straightforward approach of using a Taylor expansion,
J(w)− J(wh) ≈ J ′(wh)(w − wh) (1.1)
can be done and the action of the derivative on the difference can be estimated via an adjoint
procedure. This means that one has to solve an additional linear partial differential, so-called
adjoint equation that then again yields a computable adaptation criterion as the weight of the
adjoint solution z and the residual of wh. Such a procedure has shown to be very successful in
literature, and we build on existing work in this thesis.
An approximate solution zh to this additional adjoint equation can be computed by either
discretizing it independently of the original PDE (this is called continuous adjoint procedure),
or by using the discretization of the PDE and generate the adjoint of the discretization (discrete
adjoint procedure). For the latter to be a meaningful approach (in the sense that zh approximates
z), the underlying numerical algorithm has to be adjoint consistent. Not only from this respect
is adjoint consistency a desirable property, but it is also known that compatible functionals
converge faster if the discretization has this property. Furthermore, it is then trivial, in terms
of development, to compute the adjoint error estimator as it only involves the transposition of
an already computed matrix, i.e., the Jacobian if one uses a Newton-like method to solve the
original PDE.
We have already mentioned the structural diversity of aerodynamic flows, which includes
jump discontinuities. A Taylor expansion such as in (1.1) is at first sight only reasonable given
smooth flows. We therefore propose a framework of using an adjoint error estimator in the
context of w having a jump discontinuity, explain the right treatment there and numerically
analyze the behavior of our approach. The surprising outcome of this investigation is the fact
that even a non-convergent adjoint can yield reliable adaptation criteria. This is again a proof
of the robustness of the chosen methodology.
The thesis’ work is situated between applications and mathematics; its main contributions
are the following.
• Based on existing work for the linear convection-diffusion equation [44], we develop a
discretization of the Navier-Stokes equations (Hybrid Mixed Methods, Chapter 4).
3• We generalize existing analysis [89, 62] on the link between the discretization of a par-
tial differential equation and the discretization’s use within an error estimator procedure
(adjoint consistency, Chapter 6).
• We present a new framework for the investigation of jump discontinuities in an adjoint
error estimator, and investigate the adjoint’s use in an adaptation process. (Chapter 7).
As a code-basis for the two-dimensional computations, we use the Flexible Finite Element
Library and Mesh Generation Netgen / Ngsolve [109], developed by Joachim Schöberl at RWTH
Aachen University in Germany and Johannes Kepler University Linz in Austria. This library
offers geometry handling and mesh generation, quadrature formulae and the evaluation of basis
functions and its derivatives for various finite elements. Based on this framework, we have
developed a robust solver capable of
• computing two-dimensional aerodynamic flows with an arbitrary (high) order of consistency
using a Discontinuous Galerkin solver,
• incorporating discontinuities of the solution via artificial viscosity,
• computing an adaptation criterion based on the discrete adjoint approach and
• adapting the mesh accordingly.
In this framework, we have furthermore implemented the Hybrid Mixed methods for the Navier-
Stokes equations.
The outline of the thesis is as follows:
• In Chapter 2, we review the necessary basics for the thesis such as the underlying equations
and some notation. We furthermore give evidence why a simple residual-based estimator
is insufficient in the case of a hyperbolic equation.
• In Chapter 3, we review the Finite Volume discretization methodology, the Discontinuous
Galerkin discretization and necessary basics on both the incorporation of discontinuities
and the solution of the arising nonlinear system of equations.
• Based on the work in the preceding chapter, in Chapter 4, we derive the Hybrid Mixed
Finite Element methods for linear and nonlinear model problems and the full Navier-Stokes
equations. We also give, based on numerical results, evidence that the proposed algorithm
performs well.
• Chapter 5 outlines the adjoint approach to error estimation and derives in full length the
adjoint Navier-Stokes equations including boundary conditions explicitly.
• This work is needed in Chapter 6 where both the Discontinuous Galerkin and the Hybrid
Mixed method are analyzed with respect to whether they are adjoint consistent. For the
Hybrid Mixed method, we furthermore give evidence on how to compute the discrete adjoint
by using already available data structure similar to what one does with a Discontinuous
Galerkin method.
• The last Chapter 7 focuses on the adjoint equations in the case of a discontinuity in the
forward solution.
Preliminary results of this thesis have been published in [110, 111].
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Chapter 2
Governing Equations and
Preliminaries
1 Governing Equations
1.1 Hyperbolic Conservation Law
As a prototype of the equations we are looking at in all our investigations, we consider a conser-
vation law , usually written as
wt +∇ · f(w) = 0 ∀(t, x) ∈ ΩT (2.1)
w(0, x) = w0(x) ∀x ∈ Ω (2.2)
given on a space-time slab ΩT := [0, T ] × Ω where T ∈ (0,∞] and Ω ⊂ Rd with sufficiently
smooth boundary to allow integration by parts. w is a function w : ΩT → Rm and thus f is a
tensor-function f := (f1, . . . , fd) with fi : Rm → Rm. m denotes the dimension of the system.
The term conservation stems from the fact that w fulfills for every (sufficiently smooth) open
subset K ⊂ Ω the important conservation property
d
dt
∫
K
w dx = −
∫
∂K
f(w) · n dσ(x), (2.3)
i.e., w can only change due to fluctuations over the boundary.
This kind of equation - due to its conservative nature and thanks to physical conservation
laws such as mass, momentum or energy conservation - frequently arises in applications, for
example in fluid dynamics, magneto-hydro dynamics, oceanography and meteorology.
1.1.1 Hyperbolicity
We call (2.1) hyperbolic if, for every n ∈ Rd \{0}, the matrix f ′(w)·n := ∂f(w)∂w ·n :=
∑d
i=1
∂fi(w)
∂w ni
has a complete set of eigenvectors corresponding to real eigenvalues, which means that it can be
written as
f ′(w) · n = Q(w, n)Λ(w, n)Q−1(w, n)
for a diagonal matrix Λ(w, n). The eigenvalues are enumerated in a standard way (cf. [56]) as
λk(w, n). In the following, we motivate that this actually leads to a reduction of the directions
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in which the equation is differentiated. This has as consequence that, given the equation is
hyperbolic, one has a domain of dependence, which means that local disturbances have only
local effects (this is called finite speed of propagation). This is probably the most important
difference to elliptic equations, where local disturbances have global effects (in contrast, this is
called infinite speed of propagation).
Thus, following [56], we give the following definition:
Definition 2.1. A setM such that, given a solution w to (2.1),
M := {(t, x) ∈ R+×Rd |ϕ(t, x) = 0}
and det
(
Id
∂ϕ
∂t
+
d∑
i=1
∂fi(w)
∂w
∂ϕ
∂xi
)
= 0 (2.4)
is called characteristic.
Hyperbolicity now guarantees the existence of these characteristic sets, because (2.4) is ful-
filled for ϕt = −λk(w,∇xϕ). Note then that, since a normal vector to M is n = (nt, nx) =
(ϕt, ϕx), nt = −λk(w,∇xϕ) up to scaling. The most important property of characteristic sur-
faces is that discontinuities in the solution lie in these characteristic sets.
The importance of hyperbolicity lies in the fact that, roughly speaking, it is possible to reduce
the equations in such a way that there is differentiation only in d directions instead of d+1, these
directions forming the Monge cone. For reference, we give here a brief indication on why this
is so, following closely the lines of [56, p. 308, Lemma 1.2]. Nevertheless, for a more thorough
investigation of this issue see [40, 81] and again [56]. For simplicity, we work with only two
dimensions. Let us assume that the normal vector to a characteristic subset M is normalized
in such a way that it is given by (−λk(w, n), n) with n a unit-vector. Observe that tangential
vectors are then given by τ1 = (1, λk(w, n)n) and τ2 = (0,m) where m is an orthogonal unit
vector to n. For those vectors n and m, a smooth solution to (2.1) fulfills the equation
wt + (f
′(w) · n)(wx1n1 + wx2n2) + (f ′(w) ·m)(wx1m1 + wx2m2) = 0,
which can be easily verified by noting that n = ±(−m2,m1). Upon multiplying this from the
left by the k−th left eigenvector of f ′(w) · n, called as in [56] lk(w, n), we obtain
lk(w, n)
T (wt + λk(w, n)(∇w · n) + (f ′(w) ·m)(∇w ·m)) = 0,
which is equivalent to
lk(w, n)
T (τ1 · ∇t,xw + (f ′(w) ·m) (τ2 · ∇t,xw)) = 0.
This shows that only derivatives in direction tangential to M appear when considering the
propagation of the k−th family of eigenvectors. Doing this for all possible k = 1 . . .m, one
obtains a system of equations that lie all in certain characteristic manifolds.
There is much literature on the topic of hyperbolic conservation laws, see for example [115,
36, 55, 56, 88] and the references therein. In the following, we review this theory as far as it is
of interest for this work.
1.1.2 Steady-State Solution
We call a solution w to (2.1) a steady-state solution if it additionally fulfills wt = 0; in this case,
w solves the equation
∇ · f(w) = 0 ∀x ∈ Ω. (2.5)
1. GOVERNING EQUATIONS 7
Note that, if there does exist a function w ≡ w(x) such that for solutions of (2.1) limt→∞ w =
w, then w fulfills (2.5). One uses this property in many algorithms computing a solution to (2.5)
by introducing a so-called pseudo-time t and letting t → ∞. This makes sense because usually
solutions of (2.1) can be approximated more easily since hyperbolicity for steady-state problems is
not as trivial as in the time-dependent case. It turns out that, from two dimensions on, although
the underlying time dependent problem is hyperbolic, the steady state system is often of mixed
hyperbolic-elliptic nature [93]. Then again it makes sense to exploit the property that steady-
state problems can be seen as limits of time-dependent problems and eliminate the problems
related to this mixed nature.
1.1.3 Weak Solutions
Classical (which here means differentiable) solutions to (2.1) can - even for very smooth initial
data w0 - only be guaranteed for small times. (That, for small times, they can be guaranteed
given very smooth data, is the theorem sometimes called Cauchy-Kovalewskaya-Theorem, see
also the book by Kreiss and Lorenz [80].) Due to the nonlinearity, discontinuities can occur after
finite time, which also has as consequence that classical solutions to (2.5) do not have to exist
at all. This complicates both the analysis and the numerics of these equations.
To account for the possible non-smoothness of the solutions, these are usually defined in a
weak sense. The solution is supposed to be from BV (Ω), which is the space of functions of
bounded variation, defined as
BV (Ω) := {u : Ω→ Rm |u ∈ L1(Ω), ‖u‖BV <∞},
with the BV-seminorm on a domain Ω being defined as
‖u‖BV := sup
ϕ∈(C∞c (Ω))m
1
‖ϕ‖∞
∫
Ω
u∇ · ϕ dx.
This space admits discontinuous solutions, but is still very restrictive with respect to permissible
types of singularities; basically, only jump discontinuities are allowed. For scalar conservation
laws, BV (Ω) is the right space. However, as it excludes point singularities, it is not the right
space for some nonlinear systems [105]. We nevertheless always assume that our solution w lives
in BV (Ω) which is motivated by the scalar theory. An overview on the BV-theory can be found
in the textbook by Dafermos [36].
For future reference, we give the weak formulation of (2.1):
Definition 2.2. The weak formulation of (2.1) can be written as
N(w,ϕ) = 0 ∀ϕ ∈ (C∞c ([0, T )× Ω))m , (2.6)
with
N(w,ϕ) :=−
∫
ΩT
w · ϕt + f(w) · ∇ϕ d(x, t)−
∫
Ω
(w · ϕ)(0, x) dx.
By C∞c ([0, T )×Ω) we denote the space of infinitely differentiable functions having support com-
pactly embedded in [0, T )× Ω.
1.1.4 Rankine-Hugoniot Condition
A very basic restriction on the discontinuities allowed can be directly inferred from the famous
Rankine-Hugoniot Jump Condition, which is a consequence of the weak formulation. As we need
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it for our investigations, we are going to derive it in the following. Let Σ be a d−dimensional
manifold in space and time and let w be a weak solution of (2.1) that has a jump discontinuity at
Σ, but is smooth away from Σ. We define w± := limε→0+ w(x±εn), where n = (nt, nx)T is a nor-
mal to Σ. Then, the Rankine-Hugoniot condition states that the only permissible discontinuities
fulfill
(w+ − w−)nt + (f(w+)− f(w−)) · nx = 0. (2.7)
Property (2.7) can be easily derived from the weak formulation (2.6) by considering a fixed
point (t0, x0) ∈ Σ and a sequence of test functions ϕn with compact support in Xn := B 1
n
(t0, x0),
i.e., a ball with radius 1n centered at (t0, x0). Obviously, for n large enough, all the boundary
terms in (2.6) vanish, and one can easily compute
N(w,ϕn) =−
∫
Xn
w · ϕnt + f(w) · ∇ϕn d(x, t)
=
∫
Xn
wt · ϕn +∇ · f(w)ϕn d(x, t)
−
∫
Σ∩Xn
(w− · ϕn)nt dσ(x, t) +
∫
Σ∩Xn
(w+ · ϕn)nt dσ(x, t)
−
∫
Σ∩Xn
(f(w−) · nxϕn) dσ(x, t) +
∫
Σ∩Xn
(f(w+) · nxϕn) dσ(x, t)
=
∫
Xn
wt · ϕn +∇ · f(w)ϕn d(x, t)−
∫
Σ∩Xn
(w− − w+) · ϕnnt dσ(x, t) (2.8)
−
∫
Σ∩Xn
(f(w−)− f(w+)) · nxϕn) dσ(x, t).
In the limit as n→∞, the first term in (2.8) tends to zero due to our assumption of smoothness
away from the discontinuity. In order for the remaining terms to vanish, it is, due to the
arbitrariness of ϕn, necessary that w fulfills (2.7).
In the one-dimensional case, we can simplify (2.7) even more by expressing Σ as
Σ := {(t, σ(t)), t ∈ [0, T ]}.
A normal to Σ (up to normalization) is then given as n = (−σ′(t), 1), which yields
(w+ − w−)σ′(t) = f(w+)− f(w−).
A completely analogous derivation can be made for the steady-state case (2.5) by omitting all
terms coming from time, which yields
(f(w+)− f(w−)) · nx = 0 (multi-dimension, i.e., d > 1), (2.9)
f(w+) = f(w−) (one-dimension, i.e., d = 1). (2.10)
Neither the weak formulation nor the Rankine-Hugoniot condition (which is only a consequence
of the weak formulation) ensure uniqueness of the weak solution. Thus, one has to single out
the physically relevant solution. For scalar conservation laws and some one-dimensional systems,
there are at least two ways of doing so which we explain in the following.
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1.1.5 Small Viscosity Limit
The first way of eliminating non-physical solutions is defining a solution to (2.1) as the so-called
viscosity limit limε→0+ wε (the limit being taken in L1), where wε is the solution of
wεt +∇ · f(wε) = ε∆wε, (2.11)
with ε > 0. One can - at least in the scalar case (m = 1) and in some special one-dimensional
system cases (m = 2, d = 1) - show that the nonlinear parabolic problem (2.11) is a well-
posed problem and that the solutions wε are smooth. This can be shown by using a fixed point
argument due to Banach [55]. Due to the boundedness in the spaces L∞ and BV , one can then
conclude that a limit does also exist using Helly’s theorem [46, p. 176, Theorem 4].
Viscosity solutions wε play an important role in shock-capturing, as they do, on the one
hand, approximate w pointwise except at a discontinuity, and, on the other hand, are smooth
(but with a high gradient) which makes them suited for non-oscillatory approximation. They
are furthermore motivated by physical intuition, as they mimic the compressible Navier-Stokes
equations [3].
1.1.6 Entropy Conservation Law
The second way of obtaining uniqueness is to accompany the conservation law with a companion
conservation law (this is often termed entropy conservation law). We therefore have to define
an entropy pair (U,F): Let U : Rm → R be a smooth convex function (the so-called entropy
function) and F = (F1, . . . Fd), Fi : Rm → R be a function that fulfills (for all u ∈ Rm and all
i = 1, . . . d)
d
du
U(u)
d
du
fi(u) =
d
du
Fi(u).
Definition 2.3. A solution w is called entropy solution, if it fulfills for all possible entropy pairs
(U,F) and for all positive ϕ ∈ C∞c ([0, T )× Ω) the so-called entropy inequality
−
∫
ΩT
(U(w) · ϕt + F(w) · ∇ϕ) d(x, t)−
∫
Ω
(U(w) · ϕ)(0, x) dx ≤ 0. (2.12)
Note that due to the definition of the entropy pair (U,F), all smooth solutions to (2.1) fulfill
(2.12) with an equality. Thus, every smooth solution is also an entropy solution. Furthermore,
and this is the intuition behind the lower-equal sign, for the viscosity solution wε from (2.11), the
entropy condition is, due to the convexity of U, always fulfilled. This has as consequence that one
can show that the entropy and the small-viscosity solutions coincide for scalar or one-dimensional
equations. For further details, we again refer especially to [36] and, for a more recent survey, to
[18].
In the scalar case, i.e., m = 1, one can obtain uniqueness due to the fact that it is enough to
consider for all k ∈ R the so-called Kruzkov Entropy pairs [85]
U(u) = |u− k| (2.13)
Fi(u) = sgn(u− k)(fi(u)− fi(k)) (2.14)
and then use the technique of Kruzkov’s doubling of variables.
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1.1.7 Other Existence Approaches
For one-dimensional systems, there is an existence proof by Glimm [54] for initial data not far
away from constants (more precisely, both ‖w0‖BV and ‖w0−α‖∞ for some constant α are smaller
than some problem-dependent δ). This existence proof is unfortunately purely one-dimensional,
as it involves a very careful analysis of the Riemann Problem, which is the problem resulting if
w0 has the form w0(x) = a ·sgn(x−x0)+b for some (fixed) a, x0 and b, and the wave interactions
occurring for two interacting Riemann problems [54, 36].
Another existence approach, which up to now seems also only useful for scalar equations and
one-dimensional systems, is the use of measure-valued solutions. This approach circumvents the
use of the very restrictive BV−framework allowing Helly’s Theorem to be applied, and instead
considers measure-valued solutions, for which convergence can only be shown in a measure sense.
If the system is then equipped with enough entropy pairs, one can control the oscillations and
prove that the limit solution is not only measure-valued, but a weak solution. As the theoretical
analysis here goes beyond the scope of this thesis, we refer to [36], [121] and [42] for an overview.
1.1.8 Steady-State Problem
Much less is known for the steady-state problem (2.5), for systems and dimensions greater than
one, to the author’s knowledge, nearly nothing can be said about hyperbolic equations, neither
uniqueness nor solvability is in general known. It is only in special cases that one can prove
existence and stability, for an overview, we refer to [22].
1.2 Quasi One-Dimensional Nozzle Flow
1.2.1 Mathematical Description
As a special prototype of (2.5) with a source-term, we consider in many of our investigation the
steady-state quasi one-dimensional Euler equations which are a model for compressible nozzle
flow.
They have the form
f(w)x + S(w) = 0 ∀x ∈ Ω (2.15)
with
w = (ρ, ρu,E)T ,
f(w) = (ρu, ρu2 + p, u(E + p))T ,
S(w) =
A′
A
(ρu, ρu2, u(E + p))T .
The so-called conservative variables ρ, ρu,E are density, momentum (which equals density times
velocity) and total energy. Furthermore, A ≡ A(x) describes the nozzle geometry (assumed to
be rotational-symmetric, so A(x) does in fact describe the diameter) and
p := (γ − 1)(E − 1
2
ρu2) (2.16)
is the pressure, where we have used a specific equation of state for p that holds for a polytropic
ideal gas, and γ is the ratio of specific heats, a gas-specific constant, which takes γ = 1.4 for an
ideal di-atomic gas, of which air is a specific example.
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Boundary conditions UΓ can, for example, be set as
0 = UΓ(w) :=
{
p− p0 on the outflow boundary
(s, h)− (s0, h0) on the inflow boundary
(2.17)
where s = α0 log( pργ ) + α1 denotes entropy and h =
c2
γ−1 +
u2
2 total enthalpy, i.e., one prescribes
the pressure p0 at the outflow, enthalpy h0 and entropy s0 at the inflow. αi are constants, and
c denotes the speed of sound.
1.2.2 Physical Remarks
We do not intend to give a fully exhaustive description of what happens physically, but rather
to give a short introduction and refer for details and derivation to standard textbooks such as
the one by Anderson [3]. Suppose one wants to approximately know the characteristics of a flow
in a nozzle of given (rotational-symmetric) shape such as the one in Fig. 2.1 without working
with the fully three-dimensional inviscid, compressible flow features. Then - by assuming that all
the flow variables and the diameter of the shape do just depend on x - one is able to derive the
quasi one-dimensional Euler equations as given in (2.15) under the assumptions that the flow is
inviscid, adiabatic and without the influence of external body forces such as for example gravity.
Figure 2.1 – Example of a typical rotational-symmetric nozzle
One interesting fact about the equations is that one can derive an exact solution if the
geometry of the nozzle is known. The famous so called area-Mach number relation, which can
be expressed as [3]
(
A
A∗
)2
=
1
M2
(
2
γ + 1
+
γ − 1
γ + 1
M2
) γ+1
γ−1
(2.18)
relates the geometry to the Mach number M := uc . In (2.18), A
∗ is the size of the geometry at
the point where the flow is sonic, which means that it has Mach number M = 1 at this point.
For subsonic flow, where there is no such point, A∗ is the point where the flow would be sonic
in case one prolongates the nozzle accordingly. Let us explicitly state that (2.18) also holds
for non-smooth flow. For details, we again refer to [3]. Once the Mach number distribution is
known, one can derive all other variables by a simple computation. This constitutes one of the
great advantages of using the quasi one-dimensional Euler equations as a test model, because
the whole solution can be computed in advance exactly (where exactly means exactly up to
solving some occurring, one-dimensional nonlinear algebraic equations approximately, which can
be easily done with high precision).
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1.3 Two-Dimensional Euler Equations
A two-dimensional example of equations (2.1) are the Euler equations describing compressible,
inviscid flow. We present these equations here with a special emphasis on external aerodynamics,
and we thus consider flow around an airfoil of the type shown in Fig. 2.2.
Figure 2.2 – A NACA0012 airfoil with corresponding triangulation.
The vector w is usually defined as
w = (ρ, ρu, ρv, E)T ,
where ρ is the density, u is the velocity in x1−direction and v the velocity in x2−direction. E is
the energy. The equations are then stated by defining the flux function f = (f1, f2) as
f1 = (ρu, p+ ρu
2, ρuv, u(E + p))T (2.19)
f2 = (ρv, ρuv, p+ ρv
2, v(E + p))T .
Here p is the pressure. Using this definition of f in (2.1), one has only 4 equations for 5 unknowns.
This makes it necessary to add an equation of state. We use the equation of state for a polytropic
ideal gas in the following form:
p = (γ − 1) ·
(
E − 1
2
ρ(u2 + v2)
)
. (2.20)
At the airfoil boundary (also called wall boundary) Γw, the standard boundary condition to
impose is the so-called slip boundary condition, meaning that in normal direction n to the
boundary, the velocity is 0, in formula this reads
(u, v) · n = 0 ∀ x ∈ Γw.
This relationship can be exploited to get an expression of (f1, f2) ·n at the wall boundary which
will become important when constructing adjoint consistent DG-methods in the course of this
work:
(f1, f2) · n = n1 ·

ρu
p+ ρu2
ρuv
u(E + p)
+ n2 ·

ρv
ρuv
p+ ρv2
v(E + p)
 =

ρ · (un1 + vn2)
ρu · (un1 + vn2) + pn1
ρv · (un1 + vn2) + pn2
(E + p) · (un1 + vn2)
 (2.21)
= (0, pn1, pn2, 0)
T .
Thus, to weakly prescribe slip boundary conditions, one can set the flux f ·n to (0, pn1, pn2, 0)T .
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At the far field boundary, which is the assumed boundary that lies sufficiently far away from
the airfoil, boundary conditions can be defined by using characteristic upwinding [56]. This
involves a characteristic decomposition as defined here (with Λ(w, n) a diagonal matrix):
f ′(w) · n = Q(w, n) · Λ(w, n) ·Q−1(w, n)
wc := Q
−1(w, n)w
Now one does only prescribe those characteristic values (wc)i = (Q−1(w, n)w∞)i for which there
holds Λ(w, n)i,i < 0. w∞ are uniform flow parameters. We incorporate both types of boundary
conditions, slip at the wall and characteristic decomposition in the farfield, in our two-dimensional
code.
1.3.1 A Remark on Hadamard’s Criteria
A very well-known test case for the validation of an algorithm computing a solution to the Euler
equations is the so-called isentropic vortex [134]. The vortex flow is defined as w := (ρ, ρu, ρv, E),
where ρ, u, v and E are defined as follows: For a given positive parameter β and r :=
√
x21 + x
2
2,
we define
ρ = (1− (γ − 1)β
2
8γpi2
e1−r
2
)
1
γ−1
u =
−β
2pi
x2 e
0.5(1−r2)
v =
β
2pi
x1 e
0.5(1−r2)
E =
ργ
γ − 1 +
1
2
ρ(u2 + v2).
It is a simple (nevertheless tedious) task to verify that, with this choice of w, we have∇·f(w) = 0.
Part of our (preliminary) code verification is done with the help of this test case. In particular,
one can verify whether the approximation of curved boundaries is correct.
To the author’s knowledge, it is up to now not clear whether the solution to the steady two-
dimensional Euler equations fulfills the three criteria of Hadamard [45, p. 31] for a well-posed
problem, namely:
• The solution exists.
• The solution is unique.
• The solution depends continuously on given data.
Nevertheless, with the help of the isentropic vortex flow w, we can comment at least on the last
item. The idea of this remark came out of a numerical experiment we have conducted.
As one can clearly see, the isentropic vortex converges for r → ∞ exponentially towards
the function w := (1, 0, 0, 1γ−1 ). The latter means that every L
p-Norm ‖ · ‖, 1 ≤ p ≤ ∞, of
w − w on ∂Br(0) converges exponentially to zero for r →∞. On the other hand, obviously, the
norm ‖w − w‖Br(0) does not converge to zero for r → ∞. The function w is also a (constant)
solution of the Euler equations. Assume we have continuous dependency on the given data in
the Lp-norm with some continuity constant C(r), the following holds:
‖w − w‖Br(0) ≤ C(r)‖w − w‖∂Br(0)
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We can conclude - given that the solution depends continuously on the given data in the Lp-
norm - that the continuity constant has to grow exponentially in the radius r, which is of course
for numerical treatment as bad as having no continuity at all. This is essentially different to for
example Poisson’s equation, where the continuity constant grows due to Poincaré’s inequality
only linearly in the size of the domain. Note that even if one adds the traces of the derivatives
to the norm on ∂Br(0), this would not significantly change the results due to the exponential
convergence which means that also the derivatives converge exponentially to the derivatives of
w.
We thus cannot disprove the third criterion of Hadamard, but at least we can motivate that,
even if it is fulfilled, it seems not helpful from a practical point of view.
1.4 Two-Dimensional Navier-Stokes Equations
The Euler equations introduced in Subsection 1.2 and 1.3 describe compressible, inviscid flow.
Modeling compressible, viscous flow necessitates the use of Navier-Stokes equations. They can
also be derived from fundamental conservation properties. For details, we refer to [3].
The equations can be written as
∇ · (f(w)− fv(w,∇w)) = 0 ∀x ∈ Ω (2.22)
with w being again the vector of conserved variables w = (ρ, ρu, ρv, E) and f being the convective
flux from (2.19). fv denotes the diffusive fluxes given by
fv = (fv,1, fv,2) (2.23)
fv,1 = (0, τ11, τ21, τ11u+ τ12v + kTx1)
T
fv,2 = (0, τ12, τ22, τ21u+ τ22v + kTx2)
T .
In external aerodynamics, the viscous flux fv is usually small compared to the convective flux f ,
which is actually the basic physical motivation behind the small viscosity limit as discussed in
(2.11). In this sense, although not hyperbolic but elliptic, the Navier-Stokes equations fit very
well into the general framework.
Using the ideal gas law, the temperature T can be expressed as
T =
µγ
k · Pr
(
E
ρ
− 1
2
(u2 + v2)
)
=
1
(γ − 1)cv
p
ρ
, (2.24)
where Pr = µcpk is the Prandtl number, which for air at moderate conditions is constant with
a value of Pr = 0.72. k denotes the thermal conductivity coefficient, cp and cv are specific
heats and are related via γ = cpcv , where γ is again a constant with a value for air at standard
conditions of 1.4. τ is the viscous stress tensor, which, given a Newtonian fluid and assuming
that the Stokes hypothesis holds, can be written as
τ = µ
(
∇ŵ + (∇ŵ)T − 2
3
(∇ · ŵ)Id
)
, (2.25)
where we have set ŵ := (u, v)T . The dynamic viscosity µ is taken, using Sutherland’s law [120],
as
µ =
C1T
3/2
T + C2
(2.26)
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with C1 and C2 that can, for air at moderate temperatures, assumed to be constant.
Note that the viscous fluxes fv,i can be written as
fv,i(w) =
2∑
j=1
Bij(w)wxj (2.27)
where the matrices Bij(w) are given in the appendix in Section A. The relation (2.27) turns out
to be very handy in the course of this work.
The equations given so far are dimensional, meaning they contain physical units. For actually
solving the equations, one non-dimensionalizes them as has been done in the appendix in Section
C. It turns out that these non-dimensional equations depend on the flow conditions and physical
constants only through the Mach number M , the Prandtl number Pr, the constant γ and the
Reynolds number Re, the latter being defined as
Re :=
ULρ0
µ0
, (2.28)
where U is a reference speed, L a reference length (for example the chord length of an airfoil),
ρ0 is a reference density and µ0 a reference viscosity. It also turns out that for Re → ∞, the
Navier-Stokes equations reduce to the Euler equations.
The Navier-Stokes equations (2.22) are usually subject to the following boundary conditions:
• At the wall boundary Γw, one has the wall boundary condition, also called no-slip condition
UΓ,w(w) := (u, v) = 0.
For the temperature T , one can either choose
• the adiabatic boundary condition UΓ,T (w,∇w) := n · ∇T = 0
or
• the isothermal wall condition UΓ,T (w) := T − Twall = 0, for a prescribed value Twall.
In our applications from external aerodynamics, it is usually the adiabatic boundary condition
that is of interest. The overall boundary conditions are then defined as UΓ := (UΓ,w, UΓ,T ) = 0.
2 Some Basics of Functional Analysis
Since we formulate our algorithms in a Hilbert-space setting, we briefly recall here some notation,
definitions and properties. For a comprehensive introduction, we refer to [2] for the linear or [76]
for the nonlinear case.
Definition 2.4. Let X be a complete vector space equipped with a scalar product (·, ·)X (we
normally omit the subscript X if the context is clear) and a norm ‖w‖2X := (w,w)X . Then X is
called a Hilbert space.
Definition 2.5. Let X, Y be Hilbert spaces and J : X → Y be an operator. We call J Fréchet-
differentiable if for every u ∈ X there exists a linear operator A : X → Y such that
lim
w→0
1
‖w‖‖J(u+ w)− J(u)−Aw‖ = 0.
A is then denoted by J ′(u) and called Fréchet derivative of J at u.
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We have a chain rule also in a Hilbert space context:
Lemma 2.1. (Chain rule) Let X,Y and Z be Hilbert spaces, J : X → Y and K : Y → Z
be Fréchet-differentiable operators. Then the composition K ◦ J is Fréchet-differentiable with
derivative
(K ◦ J)′(u) = K ′(J(u))J ′(u).
Fundamental for all the derivations of the adjoint error analysis is the Taylor formula in
Hilbert spaces, which is formulated here:
Theorem 2.1. (Taylor formula) We give two versions of Taylor’s formula, both valid for an
arbitrary Fréchet-differentiable operator J : X → Y :
J(x)− J(y) =
∫ 1
0
d
dτ
J(τx+ (1− τ)y) dτ =
∫ 1
0
J ′(τx+ (1− τ)y) dτ(x− y) =: J ′(x− y)
J ′ is called the mean-value Jacobian of J , it depends on both x and y and is therefore sometimes
more explicitly written as J ′(x; y).
Another form of Taylor’s formula is
J(x)− J(y) = J ′(y)(x− y) +O(‖x− y‖2).
For adjoint-error control, we also need to know what adjoint or dual is.
Definition 2.6. Let L : X → X be a linear operator. The dual or adjoint operator L∗ is defined,
in the Hilbert-space context, as the unique linear operator L∗ : X → X such that, for all x ∈ X
and y ∈ X,
(Lx, y)X = (x, L
∗y)X .
Remark 2.1. In the special case of X = Rp, equipped with the standard scalar product, a linear
operator can be represented as a matrix A ∈ Rp×p . The adjoint then simply is the transposed
matrix AT ∈ Rp×p.
3 Error Estimators and Adaptivity for Hyperbolic Conser-
vation Laws
Although computational power has increased tremendously over the past few years, the need for
more and more complex simulations did also increase so that there will always be a mismatch
between what can be computed and what should be computed. To at least diminish this mis-
match, it is important to economically distribute the available resources by adjusting parameters
such as discretization, mesh size, polynomial degree of the approximation, underlying equations,
physical model, and everything that can make it possible to get better results in less time. This
work focuses on the two aspects of obtaining an efficient discretization and on computing the
error such that the mesh size can be chosen optimally.
Before starting to work with error, a strict definition is needed on what one understands as
error. Traditionally, in the context of elliptic partial differential equations, error has mainly been
defined as the deviation of the numerical solution wh from the exact solution w in some energy
norm induced by the underlying bilinear form, formally written as
eh := ‖w − wh‖X .
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To the author’s knowledge, there is only one way of rigorously estimating the error a posteriori
in the L1-norm for time-dependent hyperbolic equations, and it has been derived in [84, 41]. The
proof of this result is based on Kruzkov’s doubling of variables. This, however, presupposes that
the entropy can be given in the very special form we have seen in (2.13)-(2.14), which is only
fulfilled in the scalar case. To our knowledge, there has not been an extension of this to systems of
equations, even though this approach is probably the (theoretically) most rigorous one. Another
way of controlling the error for nonlinear equations is to use an adaptive Multiscale Scheme as
described by Müller [94] which has been extended to a Discontinuous Galerkin discretization
of the Euler equations in one dimension in [70] and [71]. The core idea of this method is to
decompose the approximate solution in average and detail coefficients and to refine when the
detail coefficients are above some user-defined threshold.
Controlling the error eh has in the elliptic case motivated the theory behind so-called residual-
based error estimators, which is for these kinds of equations very far advanced (for a good survey,
we refer to the exhaustive discussion in [1]). This is mostly due to two facts:
• The good regularity behavior (in terms of Sobolev spaces) of solutions to elliptic equations.
• The very fast decay of the corresponding Green’s function, which makes it easy to localize
the error.
Both items are not fulfilled for hyperbolic conservation laws (or hyperbolic equations in general),
which is probably the main reason why the development of reliable error bounds has - to a certain
extent - failed for this kind of equations. Let us motivate this on an example, similarly to what
has been done in [119]. We consider two standard PDE in two dimensions, namely the Laplace
and the wave equation, and say we are interested in the error at a specific point (x1, x2), i.e.,
eh := |w(x1, x2) − wh(x1, x2)|, where w denotes the actual solution of the Laplace or the wave
equation, respectively, and wh some generic approximation. Thus, the underlying functional of
interest is J(w) := w(x1, x2). Let us first treat the Laplacian in the bounded domain Ω: The
equation reads
−∆w = 0 ∀(x1, x2) ∈ Ω,
w(x1, x2) = g(x1, x2) ∀(x1, x2) ∈ ∂Ω,
with g some given function. For convenience, we assume that w and wh are functions in H2(Ω)∩
C0(Ω), both exactly fulfilling the boundary conditions. The C0 restriction is necessary to make
the point-wise evaluation well-defined, and can be relaxed in case the functional J is well-defined
for an H1-space, such as is a weighted integral. One can with methods similar to the ones that
we develop in Chapter 5 (or that can be found in [119]) prove that
w(x1, x2)− wh(x1, x2) =
∫
Ω
δ(x1,x2)(w − wh) dx =
∫
Ω
−∆z(w − wh) dx
=
∫
Ω
∇z · ∇(w − wh) dx−
∫
∂Ω
∇z · n(w − wh) dσ
=
∫
Ω
−z · (−∆wh) dx =:
∫
Ω
−z ·R(wh) dx,
given that z is a solution to the equation
−∆z = δ(x1,x2) ∀(x1, x2) ∈ Ω,
z(x1, x2) = 0 ∀(x1, x2) ∈ ∂Ω,
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with δ(x1,x2) denoting the Dirac measure in point (x1, x2). R(wh) is the so-called residual. If
wh = w, then R(wh) = 0. It can be seen from the equation that z is the Green’s function to the
Laplace operator (or, more formally, to the adjoint of the Laplace operator, which is nothing but
the Laplace operator itself). One can determine z analytically, and it is plotted in Fig. 2.3(a). It
can be clearly seen that z has a singularity at point (x1, x2), (where in the plot, we have chosen
(x1, x2) to be (0, 0)) away from which it decays very fast. This means that only those parts of
the residual which are located in a small neighborhood around (x1, x2) contribute in a notable
way to the overall error. These findings justify the following proceeding in adaptivity:
• First one determines the residual in some cell Ωk.
• If the residual is large, then the cell (and maybe the neighboring cells) are refined.
This then ultimately yields an error reduction.
Let us see what happens with the wave equation: The equation reads
wx1x1 − wx2x2 = 0 ∀(x1, x2) ∈ Ω,
subject to suitable boundary conditions, which again are not of relevance here. For the same
reasons as above, we assume that w and wh are functions in H2(Ω)∩C0(Ω). Again, it is possible
to write
w(x1, x2)− wh(x1, x2) =
∫
R2
−z · ((wh)x1x1 − (wh)x2x2) dx =:
∫
R2
−z ·R(wh) dx,
with z now fulfilling
zx1x1 − zx2x2 = δ(x1,x2),
subject to appropriate boundary conditions which we do not discuss here in detail. Again, a
(only) schematic plot of z can be found in Fig. 2.3(b). It can be seen to be nonzero in the yellow
triangular domain, which is the domain of influence of the point (x1, x2). One can now clearly
see the non-local character: Even residuals far away contribute to the error at point (x1, x2)
(which again is taken as (0, 0)). In this case, the refinement indicator should be able to detect
due to which influences the error is large, and then refine all detected cells.
(a) Adjoint Laplacian (b) Adjoint Wave Equation
Figure 2.3 – Sketch of Green’s functions of the adjoint operators.
Though this was only a somewhat idealized example (as it does not include boundary condi-
tions and other aspects such as actual regularity behavior instead of assumptions) it shows the
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main difference between error control in the elliptic, and in the hyperbolic case. This is why, in
this work, we deal with the dual problem - z in the above case - to get a weight for the residual
which accounts for the influences in one cell from ’further away’. Hence for convection-dominated
hyperbolic problems, the proceeding in adaptivity would be rather:
• Determine the residual tested against the dual in some cell Ωk.
• If this expression is large, then refine the cell.
Again, for a more thorough investigation of this and related issues, we refer to [119].
Measuring error has not necessarily to be done pointwise or in a global norm. From an
engineering point of view, there is another, more natural measure of error, which fits very well
into the above-mentioned framework: The error eh in a functional,
eh := |J(w)− J(wh)|,
where J is a suitable functional. In the aerodynamic context we are interested in, such a suitable
functional can for example be the lift or the drag of an airfoil. We introduce this in more detail
in (5.28). This definition of the error has motivated the so-called duality-based approach to error
control, which we are going to explain and thoroughly investigate in this thesis. This approach
has been developed over decades now, first in the context of elliptic/parabolic equations and later
on in a general context. For a good survey, we refer for example to [14] or [51] and the upcoming
chapters. Note that the procedure is the same as in our example, where we have implicitly set
J(w) = w(x1, x2).
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Chapter 3
Review of Numerical Discretizations
In this section, we review known spatial discretization methods for (2.1) and (2.22) as far as it is
of interest for our work. The focus of this thesis lies on both the standard Discontinuous Galerkin
(DG) and the Hybrid Mixed (HM) Methods. DG methods are well-established for the solution
of Navier Stokes equations, while the HM methods for this type of equation are only recently
being developed. In this section, we discuss the DG method in detail, while for an extensive
derivation of the HM methods, we refer to Chapter 4.
The first section gives a short motivation on why it is necessary to consider high-order dis-
cretizations, and why there are still many items to be explored. As DG methods use much of
the knowledge from Finite Volume (FV) Methods, in the second section, we briefly review the
basic idea behind these methods, the stability issues one encounters there and the most rele-
vant convergence results. The third section treats DG Methods, while the fourth section is a
general introduction on stabilization, especially on stabilization with artificial viscosity. Having
then completely discretized the spatial part, we are still left with a (continuous) contribution
from the time scale (in the time-dependent case) or a nonlinear system of equations (for the
steady-state case). This procedure - first discretizing space, then time - is standard and is called
Method of Lines. The fifth section is thus devoted to time discretization (for the time-dependent
case) or relaxation methods (for the steady-state case), which both can be written in a common
framework.
1 Motivation
Since industrial strength applications still largely rely on low-order methods, it seems necessary
to us to investigate the assets and drawbacks of high-order discretization techniques. In this
motivational section, we focus on the assets and motivate why we think that ultimately, in our
framework of external aerodynamics, these methods behave superiorly.
On the one hand, in terms of convergence versus degrees of freedom, for a smooth solution,
the high-order discretization is asymptotically always superior, as convergence properties are
exponential in terms of degrees of freedom.
On the other hand, it is by now also possible to formulate high-order methods while also
incorporating discontinuities within one cell. We focus on this aspect in Chapter 3.4. Both items
together show the potential of high-order methods: In smooth regions, one can benefit from
the high-order convergence effect, while at discontinuities in the solution, one can obtain sharp
gradients approximating this discontinuity within one single cell.
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Another advantage of using high order methods can be observed in the sequence of pictures in
Fig. 3.1, where we plotted a detailed-view of a smooth viscous flow around an airfoil, computed
with an increasing order of accuracy. One can notice with the bare eye that the resolution gets
better and better, without changing the mesh. Thus, where mesh generation is a bottleneck, for
example in very complicated geometries, this constitutes an advantage.
(a) p = 0 (b) p = 1
(c) p = 2 (d) p = 3
Figure 3.1 – Effect of an increasing order of accuracy on the solution
Furthermore, in the context of high Reynolds number Navier-Stokes flow, there exists a
variety of different scales that all have to be resolved appropriately to obtain a decent result of
integrated quantities such as lift or drag. This variety of scales cannot be resolved well using
traditional low-order methods. It is especially in this area assumed that high order methods
outperform the low order ones.
Let us however mention again that high order methods have not made it yet into a stage
of industrial applicability. Thus, there is still room for improvement in terms of relaxation
techniques, adaptation techniques, meshing techniques and (storage and CPU-time) efficient
implementation of the methods. Even the choice of the discretization is up to now not clear, so
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there are many issues to be resolved. These and other open questions guide us through the rest
of this thesis, in the hope that we are able to shed light at least on some of them.
2 Finite Volume Methods
Probably at the current time the most used methods to solve (2.1) are Finite Volume Methods.
They exploit the integral form of the conservation law which makes them particularly suited for
solutions containing shock waves. We briefly review the ideas behind the FV method because
many of these ideas are re-used in the DG framework to be explained in Section 3. For a good
overview, we refer to standard textbooks, such as [55, 56, 88].
In contrast to how Finite Volume Methods are presented here (and usually in literature,
too), these methods originate from Finite Difference Methods and have only subsequently been
generalized to the setting which is nowadays used. For one of the early and famous papers on that
subject, we refer to [87]. The idea behind FV methods is to exploit the conservation property
(2.3) to evaluate the mean of the function w, defined on (spatial) subcells Ωk ⊂ Ω as
wk := |Ωk|−1
∫
Ωk
w dx,
where we have introduced the abbreviation |K| := ∫
K
1 dx. Equation (2.3) then reads for these
mean values as follows:
d
dt
wk = − 1|Ωk|
∫
∂Ωk
f(w) · n dσ(x).
Of course the boundary integral is not well defined as long as we only know the mean values. In
fact, wk can be seen as a step-function, being discontinuous from one cell Ωk to another cell Ωk′ .
The idea is now to approximate f(w) · n by some so-called numerical flux function g(wk′ , wk, n)
(we comment on wk′ and wk below), which yields the Finite Volume Method
d
dt
wh = − 1|Ωk|
∫
∂Ωk
g(wk′ , wk, n) dσ(x),
where wh denotes an approximation to the step function that has value wk on cell Ωk. The
numerical flux function has to fulfill some properties to ensure consistency and ultimately con-
vergence to an entropy solution.
Definition 3.7. A numerical flux function g(u, v, n) is said to be
• consistent if it fulfills g(u, u, n) = f(u) · n ∀u, n, and
• conservative if it fulfills g(u, v, n) = −g(v, u,−n) ∀u, v, n.
Furthermore, in the scalar, one-dimensional case, where g only depends on n through the direction
of the latter, and we can write g ≡ g(u, v), we add that a numerical flux function is
• monotone if it fulfills ∂g∂u (u, v) ≤ 0 and ∂g∂v (u, v) ≥ 0 (in a distributional sense, i.e., tested
against positive test functions ϕ as has been seen in (2.12)).
The meaning of consistency is straightforward, and conservativity ensures that there is no in-
crease or decrease of mass in physical applications (which is, in fact, not allowed by the original
equation). The meaning of monotonicity is, without further study of the underlying differential
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equation, unclear. It has as consequence that the overall method is so-called TVD-stable (which
we explain below), which then again - due to Helly’s selection theorem [46, p. 176, Theorem
4] - has as consequence that the method is ultimately converging, and due to monotonicity,
convergence is towards the exact entropy solution. We refer to [55] for further reading.
A very important remark is that the most straightforward choice - taking g as
g(u, v, n) :=
1
2
(f(u) + f(v)) · n
(this is sometimes called central differencing) - is inherently unstable. This is due to the fact
that this flux does not introduce any diffusion to regularize the problem, while others do. In
fact, the one-dimensional restriction of this flux can be trivially seen to be non-monotone. We
postpone a more detailed investigation of this to Section 4.1.3.
In our above setting, wk and wk′ are approximations to w−∂Ωk and w
+
∂Ωk
, respectively. These
approximations have to be chosen in such a way that the resulting overall method is stable. If
w is supposed to be piecewise constant, the (scalar) method is - given a numerical flux function
according to Definition 3.7 - Total Variation Diminishing (TVD) i.e., stable with respect to the
BV-seminorm, which means that for sufficiently small ∆t:
‖wh(t+ ∆t)‖BV ≤ ‖wh(t)‖BV . (3.1)
In the case where wh is allowed to vary polynomially, one usually enforces constraint (3.1) or a
weaker version, allowing the BV-norm to grow only by a factor proportional to the mesh size
h, by using suitable limiter functions, which enforce the solution to remain TVD stable. We
comment on this more precisely in Section 4.
Example 3.1. There exist many famous numerical flux functions, such as for example
• Lax-Friedrichs Flux [87]
g(u, v, n) :=
1
2
· (f(u) · n+ f(v) · n)− 1
2
· α · (u− v) (3.2)
or in its modified version
g(u, v, n) := f(
u+ v
2
)− 1
2
· α · (u− v) (3.3)
which is a non-standard formulation, but which we use in the definition of our hybrid
methods. In both cases, α is usually taken as the maximum (absolute) eigenvalue of f ′(u)·n
and f ′(v) · n.
• Godunov Flux [57], where one solves a one-dimensional Riemann problem [88] in normal
direction n and evaluates f accordingly.
• Roe Flux, a version of Godunov’s idea where one solves a linearized one-dimensional Rie-
mann Problem in normal direction n [107].
• CUSP (Convective Upwind and Split Pressure) flux [74], which is a flux function for the
Euler equations specifically designed both to have a scalar diffusion term and to support
stationary shocks within a single point.
Much has been argued for and against using one or the other flux. While it is for low-order
Finite Volume computations extremely important to choose the right numerical flux (to avoid
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overly excessive damping of the solution or similar things), we have actually not seen much of a
difference in our high-order examples. This is why we did not put that much effort into choosing
the right numerical flux. Note that this phenomenon has already been noticed in [32].
In our numerical examples, we usually use the Lax-Friedrichs-Flux (which would not be a
good idea for low order methods) because of its simple and explicit dependency on f . Note that
all the other flux functions depend in one way or another on the eigenvectors of f ′.
3 Discontinuous Galerkin Methods
In this section we give a general paradigm on how to discretize (2.1) and its viscous counterpart
(2.11) using a DG Ansatz. First, we show how to discretize the convective part (Subsection 3.1),
and subsequently (Subsection 3.2) we demonstrate the discretization of the viscous term using the
operator ∆w as a simple example. Furthermore, though conceptually similar to the discretization
of the latter, we derive a complete DG discretization of the compressible Navier-Stokes equations
(2.22) as this is technically more involved (Subsection 3.3).
The DG Method has first been derived in the context of a steady-state transport equation
describing neutron flow in 1973 in a technical report by Reed and Hill [106]. It then took
some time until Cockburn and Shu in a series of papers [29, 28, 27, 25, 31] investigated and
promoted the use of DG Methods for hyperbolic equations, building on the work of Chavent and
Salzano [21]. Cockburn and Shu coupled the DG space discretization of a standard hyperbolic
conservation law to a Runge-Kutta (RK) time-stepping scheme and termed the newly developed
methods RKDG. They also extended this method to convection-diffusion equations, with the aim
of keeping the extreme locality of DG methods, and called the new methods Local Discontinuous
Galerkin (LDG) methods [30].
Many authors were involved in the improvement of DG Methods and the incorporation of
elliptic problems, at the beginning independently from the convective part, later then to discretize
the mixed hyperbolic-elliptic system of the compressible Navier-Stokes equations. One of the
early papers on that subject is the one by Douglas and Dupont [43], who introduce the well-
known Interior Penalty (IP) Methods as a way to overcome the difficulties in using continuous
finite element methods for the discretization of convection dominated equations. To achieve
continuity, they enforce, via a penalty, the jumps in the gradient of the approximated variable
to be small.
Other important contributions came from Bassi and Rebay [11] and Baumann and Oden [12]
in the context of external aerodynamics, Houston and Hartmann [63] (who also incorporated
adaptivity), and many many others. Without the aim of being complete, we mention the following
papers and the references therein as a starting point for further reading: [26] for an overview on
the development of Discontinuous Galerkin Methods, [5] for a unifying analysis for the elliptic case
and [68] for the incorporation of adaptivity into the method for first-order hyperbolic equations.
The probably most fundamental distinction between FV methods and DG methods is the
following: In contrast to the FV method, where one uses the original differential equation just
to update the mean-value of the solution, the DG method aims at exploiting the PDE for more
than the mean. To this end, one discretizes the equation (2.1) or (2.11) by means of a Galerkin
method, which means that one projects the equation on a finite-dimensional subspace Vh ⊂ V ,
where Vh is such that - in a certain sense - limh→0 Vh = V . V is an abstraction for the space
the solution is supposed to be from, we can consider for example V = BV (R)m. In standard
finite-element methods, one would use for Vh a globally continuous function space. Besides
having many advantages such as a lower number of degrees of freedom, this is in the context
of convection-dominated equations such as (2.1) usually unstable. Inspired by the FV Methods,
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the DG approach is to choose a discontinuous function space Vh. When taking polynomials
- as is usual the case - one would define, based on a triangulation {Ωk}Nk=1,
⋃N
k=1 Ωk = Ω,
Ωk ∩ Ωk′ = ∅, k 6= k′:
Vh := (Π
p
dis)
m
:= {f ∈ L2(Ω)|f|Ωk ∈ Πp(Ωk)}m (3.4)
where Πp is the space of polynomials up to degree p, which is different for simplices and quadri-
laterals. m is the dimension of the system (for the Euler equations, we have for d = 1 m = 3 or
for d = 2, m = 4). On simplices in two dimensions, the definition of the polynomial space would
be
Πp(Ω) := span{f ∈ L2(Ω)|f(x1, x2) = xi1xj2, i+ j ≤ p},
while on quadrilaterals, it would be
Πp(Ω) := span{f ∈ L2(Ω)|f(x1, x2) = xi1xj2, max{i, j} ≤ p}.
One of the main reasons why DG methods have not got yet into a stage of industrial application is
probably the dimension of the spaces Πp(Ω), which is, in contrast to Πp(Ω) in one dimension, not
linearly growing in p, but quadratically (Ω ⊂ R2) or even cubically (Ω ⊂ R3). This phenomenon
can be seen as a particular peculiarity of the curse of dimensionality. In Table 3.1 we have for
convenience listed the dimension of Πp(Ω) for simplices and quadrilaterals in two dimensions.
p 0 1 2 3 4 5 6 7 . . . p
dim(Πp(Ω)) (Simplices) 1 3 6 10 15 21 28 36 . . . (p+1)(p+2)2
dim(Πp(Ω)) (Quadrilaterals) 1 4 9 16 25 36 49 64 . . . (p+ 1)2
Table 3.1 – Dimension of a two-dimensional polynomial space for simplicial and quadrilateral
elements.
As we are using functions that are discontinuous on ∂Ωk, we have to make clear whether one
takes values from the interior or the exterior of Ωk. To this end, we define
vh(x)
± := lim
τ→0+
vh(x± τn), (3.5)
with n being an outward unit normal vector to ∂Ωk.
In order to incorporate inter-element jumps, we also need the definition of Γ, which is the set
of both interior and boundary edges. Following standard nomenclature, we define an interior edge
e as an intersection of two neighboring elements Ωk and Ωk′ having a positive (d−1)−dimensional
measure, excluding of course vertices. A boundary edge e is defined as the intersection of an
element Ωk with the physical boundary ∂Ω. We furthermore define Γ0 ⊂ Γ to be the set of all
internal edges. Assuming that Γ = {Γk}N̂k=1 and the Γk are equipped with an orientation given
by the direction of the corresponding normal vectors nk, we can define v±h in a similar way as in
(3.5). To express results a bit more conveniently, we define the average and jump operator on
an edge e ∈ Γ0 in the standard way as
{vh} = 0.5 · (v+h + v−h ),JvhK = v−h nk − v+h nk.
3. DISCONTINUOUS GALERKIN METHODS 27
Note that vh can be both a vector or a scalar, and that the expressions do not depend on the
particular cell chosen to evaluate v+h or v
−
h , respectively. At a boundary edge e ∈ Γ\Γ0, we also
use standard conventions and define average and jump, respectively, as
{vh} = v−h ,JvhK = v−h · n.
An identity that comes handy when formulating the cell-boundary terms of the DG method
in an edge-like fashion is the following one, assuming q ∈ Πpdis and ϕh ∈ (Πpdis)2, taken from [5]:
N∑
k=1
∫
∂Ωk
q−ϕ−h · n dσ =
∫
Γ
JqK · {ϕh} dσ + ∫
Γ0
{q}JϕhK dσ. (3.6)
3.1 Convective Part
The idea of using discontinuous Galerkin Methods for nonlinear hyperbolic conservation laws
goes back to Cockburn and Shu [29]. In this section, we describe how to discretize (2.1) following
their idea. The treatment is nowadays a standard way of discretizing these types of equations.
By multiplying equation (2.1) with a test function ψh ∈ Πpdis and integrating by parts, one
obtains the formulation:
Find wh ∈ Πpdis such that
N∑
k=1
(∫
Ωk
(wh)t · ψh dx−
∫
Ωk
f(wh) · ∇ψh dx+
∫
∂Ωk
ψ−h f(wh) · n dσ
)
= 0 ∀ψh ∈ Πpdis. (3.7)
Of course, now both ψh and wh are discontinuous, so that the boundary term is not well-defined.
To make it well-defined and keep the stability properties, one, motivated by the experiences of the
Finite Volume community, simply replaces f(wh) · n by a consistent and conservative numerical
flux g(w+h , w
−
h , n) in the interior of Ω, and a consistent flux ĝ(wΓ, w
−
h , n) at the physical boundary.
In a short way one can then write (3.7) as:
Find wh ∈ Πpdis such that
N(wh, ψh) = 0 ∀ψh ∈ Πpdis, (3.8)
where
N(wh, ψh) =
N∑
k=1
(∫
Ωk
(wh)t · ψh dx−
∫
Ωk
f(wh) · ∇ψh dx (3.9)
+
∫
∂Ωk\∂Ω
ψ−h g(w
+
h , w
−
h , n) dσ +
∫
∂Ωk∩∂Ω
ψ−h ĝ(wΓ, w
−
h , n) dσ
)
.
Due to the conservativity of the numerical flux, we can express this in an edge-based fashion as
N(wh, ψh) =
∫
Ω
(wh)t · ψh dx−
∫
Ω
f(wh) · ∇ψh dx
+
∫
Γ0
(ψ−h − ψ+h )g(w+h , w−h , n) dσ +
∫
Γ\Γ0
ψ−h ĝ(wΓ, w
−
h , n) dσ.
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Note again that this definition is independent of the orientation of the edges Γ. Furthermore,
ĝ is allowed to be different than g. In fact, to achieve adjoint consistency, we define it to be
f(wΓ) · n, where wΓ is a boundary state that exactly fulfills the given boundary conditions,
derived of course from the boundary conditions and the interior state w−.
3.2 Viscous Part
The discretization of the viscous part is a bit less straightforward than the discretization of the
convective part. By doing it in the most straightforward way, one can even get a non-convergent
scheme, which makes it necessary to repeat the basic discretization ideas here. When deriving
the scheme for the viscous terms (for simplicity in two-dimensions, but it is nowhere restricted
to that), we closely follow [5] that put many different extensions of DG to elliptic equations in a
uniform framework, because for analytical purposes, their framework is very convenient.
Let us thus in the following discretize
∆w = 0 ∀x ∈ Ω. (3.10)
Usually, when deriving discontinuous Galerkin methods, one writes (3.10) as a system of equa-
tions for the unknown function w and its gradient σ := ∇w:
∇ · σ = 0 ∀x ∈ Ω (3.11)
∇w = σ ∀x ∈ Ω. (3.12)
Multiplying (3.11) by ψh ∈ Πpdis and (3.12) by ϕh ∈ (Πpdis)2 and using integration by parts, we
obtain:
Find (σh, wh) ∈ (Πpdis)2 ×Πpdis such that ∀(ϕh, ψh) ∈ (Πpdis)2 ×Πpdis
N∑
k=1
(
−
∫
Ωk
σh · ∇ψh dx+
∫
∂Ωk
σ̂−ψ−h n dσ
)
= 0 (3.13)
N∑
k=1
(
−
∫
Ωk
wh(∇ · ϕh) dx+
∫
∂Ωk
ŵ−ϕ−h n dσ
)
=
N∑
k=1
∫
Ωk
σh · ϕh dx. (3.14)
Because again wh and σh are not well-defined at the boundary, we have already incorporated
numerical approximations ŵ and σ̂ in the above representation.
To formulate (3.13)-(3.14) without the sums, one uses average and jump operators and the
relation (3.6) to express (3.13) - (3.14) by
−
∫
Ω
σh · ∇ψh dx+
∫
Γ
JψhK{σ̂} dσ + ∫
Γ0
Jσ̂K{ψh} dσ = 0 (3.15)
−
∫
Ω
wh(∇ · ϕh) dx+
∫
Γ
JŵK{ϕh} dσ + ∫
Γ0
JϕhK{ŵ} dσ = ∫
Ω
σhϕh dx. (3.16)
In order for (3.15) - (3.16) to define a discretization procedure, we now only need to appropriately
define ŵ and σ̂. Nevertheless, as the gradient of w appears as an extra variable (which does not
always fit the needs the user has, and enlarges the size of the system under consideration), one
can make some extra computations to obtain what the authors in [5] call primal formulation.
Let us therefore use once more an integration by parts on (3.16) and flip the sign to obtain
−
∫
Ω
∇wh · ϕh dx−
∫
Γ
Jŵ − whK{ϕh} − ∫
Γ0
JϕhK{ŵ − wh} = −∫
Ω
σhϕh dx.
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As this has to hold for all ϕh ∈ (Πpdis)2 we can, in (3.15), substitute −
∫
Ω
σh · ∇ψh dx and get
the expression
Nvisc(wh, ψh) :=
∫
Ω
∇wh · ∇ψh dx−
∫
Γ
Jwh − ŵK{∇ψh} dσ (3.17)
−
∫
Γ0
J∇ψhK{wh − ŵ} dσ − ∫
Γ
JψhK{σ̂} dσ − ∫
Γ0
Jσ̂K{ψh} dσ = 0.
Nvisc(·, ·) is now an approximation of the Laplacian, and by simply scaling it with ε and adding
it to N(·; ·) defined in (3.8), one gets an approximation to (2.11).
It remains to determine the fluxes σ̂ and ŵ on which we give some conditions now:
Definition 3.8. The numerical fluxes ŵ ≡ ŵ(w+h , w−h ) and σ̂ ≡ σ̂(w+h , w−h ,∇w+h ,∇w−h , n) have
to be
• consistent, which means that for a smooth w, we have
ŵ(w,w) = w
σ̂(w,w,∇w,∇w, n) · n = ∇w · n.
• conservative, which means that we have
ŵ(w+h , w
−
h ) = ŵ(w
−
h , w
+
h )
σ̂(w+h , w
−
h ,∇w+h ,∇w−h , n) · n = −σ̂(w−h , w+h ,∇w−h ,∇w+h ,−n) · (−n).
• adjoint-consistent at the boundary, which means that we have
ŵ(wΓ, w
−
h ) = wΓ
σ̂(wΓ, w
−
h ,∇w+Γ ,∇w−h , n) · n =
{
∇w−h · n, Dirichlet boundary
h, Neumann boundary
.
wΓ ≡ wΓ(w−) is a state that exactly fulfills the boundary conditions, i.e., for a Dirichlet
boundary, wΓ(w−) = g if g denotes the prescribed boundary data, while for a Neumann
boundary, wΓ(w−) = w−. At the Neumann boundary, we assume that ∇w · n = h is
prescribed. For the moment, adjoint-consistency is just a definition. However, we show in
Chapter 6.3 that this boundary treatment actually yields an adjoint consistent discretization,
without the usual modification of the target functional as in for example [62].
The straightforward choice
ŵ = {wh}, σ̂ = {σh}
is unfortunately unstable. We thus for the interior faces usually work with the so-called Bassi-
Rebay 2 [5] discretization
ŵ = {wh}, σ̂ = {∇wh}+ {re(JwhK)},
where re is the local lifting operator associated to an edge e defined by∫
Ω
re(JwhK) · ϕh dx = − ∫
e
JwhK · {ϕh} dσ ∀ϕh ∈ (Πpdis)2 . (3.18)
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3.3 DG Discretization of the Navier-Stokes Equations
Similar to the discretization of ∆w, we derive the Discontinuous Galerkin Method using a mixed
formulation of the problem. Note that (2.22) is equivalent to
∇ · (f(w)− σ) = 0 ∀x ∈ Ω (3.19)
σ = fv(w,∇w) ∀x ∈ Ω. (3.20)
Let us first discretize (3.20) by testing it with ϕh ∈ (Πpdis)2 to get∫
Ω
σh · ϕh dx =
∫
Ω
(B(wh)∇wh)T · ϕh dx
= −
∫
Ω
wh∇ ·
(
B(wh)
Tϕh
)
dx+
N∑
k=1
∫
∂Ωk
ŵ
(
B(wh)
Tϕhn
)
dσ (3.21)
=
∫
Ω
fv(wh,∇wh)ϕh dx+
N∑
k=1
∫
∂Ωk
(ŵ − wh)
(
B(wh)
Tϕhn
)
dσ. (3.22)
Again, for the moment, we leave ŵ undefined. Discretizing (3.19) follows very much the same
paradigm as has been seen in Section 3.1:∫
Ω
∇ · (f(wh)− σh) · ψh dx (3.23)
=−
∫
Ω
(f(wh)− σh) · ∇ψh dx+
N∑
k=1
∫
∂Ωk
(g(w+h , w
−
h , n)− σ̂n) · ψh dσ.
In order to get a primal formulation, we substitute the term
∫
Ω
σh · ∇ψh by the right-hand side
of (3.22) and obtain
(3.23) =−
∫
Ω
(f(wh)− fv(wh,∇wh)) · ∇ψh dx+
N∑
k=1
∫
∂Ωk
(g(w+h , w
−
h , n)− σ̂n) · ψh dσ
+
N∑
k=1
∫
∂Ωk
(ŵ − wh)
(
B(wh)
T∇ψhn
)
dσ
=
∫
Ω
(−f(wh) + fv(wh,∇wh)) · ∇ψh dx
+
∫
Γ0
(ψ−h − ψ+h )g(w+h , w−h , n) dσ +
∫
Γ\Γ0
ψ−h ĝ(wΓ, w
−
h , n) dσ
+
∫
Γ
Jŵ − whK · {B(wh)T∇ψh} − {σ̂}JψhK dσ + ∫
Γ0
{ŵ − wh}JB(wh)T∇ψhK− Jσ̂K{ψh} dσ.
=:N(wh, ψh) (3.24)
In the latter, we have used the identity (3.6) and the obvious definition of B(w)T∇ψh (see also
Appendix, Section B).
We still did not define the terms ŵ and σ̂ yet, but we give some conditions on them, similar
to the purely diffusive case:
Definition 3.9. The numerical fluxes ŵ ≡ ŵ(w+h , w−h ) and σ̂ ≡ σ̂(w+h , w−h ,∇w+h ,∇w−h , n) have
to be
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• consistent, which means that for a smooth w, we have
ŵ(w,w) = w
σ̂(w,w,∇w,∇w, n) · n = fv(w,∇w) · n.
• conservative, which means that we have
ŵ(w+h , w
−
h ) = ŵ(w
−
h , w
+
h )
σ̂(w+h , w
−
h ,∇w+h ,∇w−h , n) · n = −σ̂(w−h , w+h ,∇w−h ,∇w+h ,−n) · (−n).
• adjoint-consistent at the boundary, which means that we have
ŵ(wΓ, w
−
h ) = wΓ
σ̂(wΓ, w
−
h ,∇Γ(w−h ,∇w−h ),∇w−h , n) · n = fv(wΓ,∇Γ(w−h ,∇w−h )) · n.
wΓ is a state that exactly fulfills the given boundary conditions. ∇Γ(w−,∇w−) is ∇w−
given that we consider an isothermal wall boundary, and a state that fulfills n · ∇T = 0
given that we consider an adiabatic boundary.
We remark that consistency and conservativity are standard, while the adjoint-consistent
boundary conditions for the viscous case seem to be new, although similar changes have been
made for the convective flux by Hartmann [62] and Lu [89].
In the interior, i.e., on Γ0, one can for example work with a Bassi Rebay 2 (BR2) discretization
which is conservative and consistent. The quantities σ̂ and ŵ are then defined as
ŵ = {wh}
σ̂ = {fv(wh,∇wh)}+ {re(JB(wh)whK)}.
For a definition of the local lifting operator re, we refer to (3.18).
3.4 Consistency
Important for the analysis of DG methods is the term consistency, i.e., whether the exact solution
also fulfills the discrete version of the equation:
Definition 3.10. We call a DG discretization N consistent, if the true solution w to be approx-
imated fulfills
N(w, v) = 0 ∀v ∈ V. (3.25)
Remark 3.2. One easily sees that consistency implies Galerkin-Orthogonality, i.e., one has
N(w, vh)−N(wh, vh) = 0 ∀vh ∈ Vh. (3.26)
In the linear, elliptic case, this means that the residual is orthogonal to the function space
Vh, if one endows V with the scalar-product induced by the elliptic bilinear form N , which is at
the root of the term orthogonality.
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Let us exemplarily show that the DG discretization (3.24) of the Navier-Stokes equations
(2.22) is consistent. So let w be a (smooth) solution to (2.22) and consider
N(w, vh) =
∫
Ω
(−f(w) + fv(w,∇w)) · ∇vh dx
+
∫
Γ0
(v−h − v+h )g(w+, w−, n) dσ +
∫
Γ\Γ0
v−h ĝ(wΓ, w
−, n) dσ
+
∫
Γ
Jŵ − wK · {B(w)T∇vh} − {σ̂}JvhK dσ
+
∫
Γ0
{ŵ − w}JB(w)T∇vhK− Jσ̂K{vh} dσ.
Note that w− = w+ due to the (assumed) smoothness of w. Performing integration by parts, we
then get
N(w, vh) =
∫
Ω
∇ · (f(w)− fv(w,∇w)) vh dx
+
∫
Γ0
(v−h − v+h )(g(w,w, n)− f(w) · n) dσ
+
∫
Γ\Γ0
v−h (ĝ(wΓ, w
−, n)− f(w) · n) dσ
+
∫
Γ
JvhK(fv(w,∇w)− σ̂) dσ + ∫
Γ0
{vh}Jfv(w,∇w)− σ̂K dσ
+
∫
Γ
Jŵ − wK · {B(w)T∇vh} dσ + ∫
Γ0
{ŵ − w}JB(w)T∇vhK dσ.
Given consistent numerical fluxes g(w,w, n) and ĝ(w,w, n), these reduce to f(w) · n, while a
consistent choice of ŵ reduces to w for smooth solutions (which then means ŵ−w = 0), as well
as σ̂ · n should reduce to fv(w,∇w) · n. The latter implies Jσ̂K = 0 in the interior of the domain.
Thus, with these assumptions, we can indeed state
N(w, vh) = 0.
3.5 Further Important Properties
Closely linked to stability is the concept of boundedness, as this enters many proofs. We therefore
make the following definition:
Definition 3.11. A Galerkin-Method N (which may also explicitly depend on h) is said to be
bounded, if there exists a constant Cb(w) independent of h, and a norm ‖ · ‖, such that one has
N ′(w)(u, v) ≤ Cb(w)‖u‖‖v‖ ∀u, v ∈ V. (3.27)
In the linear case, this is equivalent to
N(u, v) ≤ Cb‖u‖‖v‖ ∀u, v ∈ V.
Remark 3.3. It is not a-priori clear whether the DG discretization of the convective part leads
to a convergent scheme, unless in the case p = 0, where the DG-scheme is - with the choice of
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a monotone flux function - equivalent to a Finite Volume Scheme for which convergence to the
entropy solution is (at least in the scalar case, thanks to the monotonicity condition) known, see
also [55].
In [77], the authors have shown that the DG method for (2.1) is consistent with the square
entropy U(u) := u
2
2 , from which the L
2−stability
d
dt
‖wh‖L2 ≤ 0
trivially follows.
In [72], Jaffre, Johnsson and Szepessy showed that for arbitrary p ≥ 0, there is - in the scalar,
time-dependent case - convergence to the entropy solution if one includes a streamline diffusion
and an artificial viscosity term in the DG-formulation. Their proof does not rely on estimations
on the bounded variation (which are usually, due to the polynomial structure of the solution space,
quite hard to get), but it (implicitly) uses the notion of measure-valued solutions [42]. Due to
[121], it is enough to prove L∞−stability in time and L2−stability in space, consistency with all
the entropy conditions and of course consistency with initial data to show convergence towards
the unique entropy solution.
Analysis for the Poisson-equation has been done in [5]. The choice we use for the discretiza-
tion of the viscous interior terms is both stable and consistent, which ultimately yields convergence
for the Poisson-equation. This is nevertheless not clear for the discretization of (2.11), because
of the nonlinear convective terms.
4 Stabilization
4.1 Introduction
Working with hyperbolic or near-hyperbolic nonlinear conservation laws makes it indispensable
to work with discontinuous solutions.
On a first glance, it seems counterintuitive to approximate discontinuous solutions by high-
order polynomials. Nevertheless, two things save the day: On the one hand, the occurring
discontinuities are local, which means that the function is smooth in most parts of the domain,
and can thus be approximated well by high-order polynomials there. On the other hand, resolving
a discontinuity with a low-order method necessitates extreme mesh-refinement, while - as we are
going to see in the course of this chapter - with a high-order method, discontinuities can be
captured within one cell. Nevertheless, very special care has to be taken for the numerical
solution not to blow-off due to the occurring discontinuities.
Since the famous work of Godunov [57] it is known that a linear, monotonicity preserving
scheme for the linear convection equation can be at most first order accurate (except in the
special case where the CFL number is defined as cfl = a dtdx , with a the convection velocity).
Furthermore, a TVD stable scheme cannot be more than first order at so-called sonic extrema
(an extremum where f ′(u) vanishes). This is a simple consequence of the fact that a TVD-stable
scheme cannot create new extrema, and thus not resolve a sonic extrema more than linearly.
These results, as disappointing as they are, have nevertheless created a huge amount of methods
being capable of both preserving monotonicity and being - away from sonic extrema - of more
than first order. All these methods involve some kind of nonlinear switch forcing the scheme to
be TVD, the most famous nonlinear switch being arguably the so-called limiter functions. In
this introductory section, we present these methods.
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4.1.1 Stabilization via Limiter
The idea of this approach is to explicitly enforce the TVD constraint (3.1). This is done by either
limiting w− and w+, respectively (these are the so-called slope limiter methods and have first been
derived as so-called MUSCL-schemes in a series of papers by van Leer [124, 125, 126, 127, 128]), or
one can add a higher-order correction to the monotone numerical flux and limit this contribution
when necessary (these are the so-called flux limiter methods which go back to Boris and Book
[16]).
In both cases, one has to choose a suitable limiter function ϕ that does not affect the scheme
given that the underlying solution tends to be smooth (which of course needs some kind of a
discontinuity detector, such as for example the size of a difference quotient), but which reduces the
scheme to a stable low order Finite Volume Scheme given that the solution becomes discontinuous.
It is beyond the scope of this work to go into detail here, which is why we again refer to standard
literature such as [88, 55, 56] and the references therein.
One disadvantage of using a limiter is the following: Limiter methods are designed to force
the solution to be TVD-stable, even if the underlying algorithm does not guarantee this. This
can actually yield problems in a convergence towards steady-state problems, the algorithm can
end up in what is called limit cycles, which means that the residual cannot be decreased up to
machine zero [131].
Up to now, it is not completely clear how to resolve this issue, although many different limiters
have been invented to circumvent this and related problems.
4.1.2 Stabilization via Implicit Artificial Diffusion
Another way of trying to suppress spurious oscillations is the use of artificial viscosity. Viscosity
or diffusion in physical processes leads to a regularization of the problem, which means that
instead of discontinuities, the solution has only a high gradient, but is smooth. The artificial
viscosity idea is actually very old, it goes back to Von Neumann and Richtmyer [132], who, in
the context of a Finite Difference approximation of the hydrodynamic equation, have introduced
a diffusion-like term to automatically compute shocks (instead of ’guessing’ the shock position
and then enforce the Rankine-Hugoniot conditions). This idea has then been generalized to
monotone Finite Volume schemes, which use this diffusion term automatically, i.e., implicitly in
the definition of the numerical flux function. This is why for example a Lax-Friedrichs Flux is
stable, while a central flux is not. In this context, we demonstrate the use of implicit diffusion
via the so-called Modified Equation approach:
4.1.3 Modified Equations
One famous approach that has emerged to investigate the behavior of Finite Volume approxima-
tions is the so-called modified equation approach (see for example [88] and the references therein,
such as [64] where this approach has been investigated in the case of dissipative difference schemes
for a very simple equation).
For simplicity, we formulate this here for the lowest order scalar Finite Volume method in
one dimension. This means that we do not have to take limiting into account, and every cell Ωi
has exactly one degree of freedom wi ≡ wh(xi), where xi denotes the mid value of Ωi. Assuming
then that the cells are equally spaced with spacing h, the Finite Volume Method can be written
as
d
dt
wh(xi) = − 1
h
(g(wi+1, wi)− g(wi, wi−1)) . (3.28)
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One can think of method (3.28) as a method approximating the original equation (2.1) with order
h. Nevertheless, it is also interesting to investigate which continuous partial differential equation
is approximated to second order in h which itself approximates the original equation (2.1) to
order h. This is the so-called modified equation approach. We derive the modified equation of
order h2 for both the Lax-Friedrichs and the modified Lax-Friedrichs flux and show that they
are equal. This allows us to use both of these fluxes without distinguishing which one to use as
they should produce results equal up to third order. The following holds for smooth w:
f(wi+1) := f(w(xi+1)) = f(wi) + h
d
dx
f(wi) +
h2
2
d2
dx2
f(wi) +O(h
3)
f(wi−1) := f(w(xi−1)) = f(wi)− h d
dx
f(wi) +
h2
2
d2
dx2
f(wi) +O(h
3)
f(
wi+1 + wi
2
) =
1
2
(f(wi) + f(wi+1))− 1
8
f ′′(wi) (wi+1 − wi)2 +O(h3)
=
1
2
(f(wi) + f(wi+1))− h
2
8
f ′′(wi)(
d
dx
wi)
2 +O(h3)
wi+1 + wi−1 − 2wi = h2 d
2
dx2
wi +O(h
3)
Lax Friedrichs on a cell reads:
d
dt
wi = − 1
h
(g(wi+1, wi)− g(wi, wi−1))
= − 1
h
(
1
2
(f(wi+1) + f(wi))− α
2
(wi+1 − wi)− 1
2
(f(wi) + f(wi−1)) +
α
2
(wi − wi−1)
)
= − 1
h
(
1
2
(f(wi+1)− f(wi−1))− α
2
(wi+1 + wi−1 − 2wi)
)
= − d
dx
f(wi) +
hα
2
d2
dx2
wi +O(h
2)
The same expression results using the modified Lax-Friedrichs-Flux. The modified equation is
thus in both cases
wt = −f(w)x + αh
2
wxx. (3.29)
(3.29) is a nonlinear convection-diffusion equation. This explains the behavior of a first order
method using Lax-Friedrichs: It smears out all the discontinuities. This is an effect even stronger
the bigger the size of α is.
Doing the same calculations using all the other monotone flux functions, it turns out that they
all have similar diffusion terms in the modified equation, thus explaining the stability. Deriving
the modified equation for a central flux yields no diffusion, which can be easily seen by setting
α = 0 in the above derivation for the Lax-Friedrichs-Flux. Thus, central differencing results in
an unstable method.
4.1.4 Stabilization via Explicit Artificial Diffusion
Relying on the artificial viscosity that stems from the numerical flux is for a high-order DG
method not enough any more, because the numerical flux only introduces artificial viscosity of
order O(hp+2), where p is the order of the underlying polynomial. Thus, in the spirit of the
modified equation approach, one can try to modify the underlying equation by a diffusion term
ε(w)∆w and then approximate this term by a standard DG method. The ε(w) should be a
solution dependent term that is only active in regions of non-smooth flow. In the context of DG,
this idea has been shown to work well, and has been extended in the last few years.
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Probably the first numerical investigation of the use of artificial viscosity for DG can be found
in the paper by Persson and Peraire [101], who demonstrated very good looking results. They
discretized the diffusion term using a Local DG Method, which falls in the framework of DG
discretizations for diffusive equations which we have explained earlier. Thus, the discretization
of the diffusive term is completely carried out. This is different to the methodology proposed in
[61], which uses a shock capturing term known from SUPG and SD, not discretizing the whole
diffusive term per se, but just adding the term
∫
Ωk
ε(w)∇w∇ϕ dx as stabilization. Because of
its simplicity and effectiveness, we rely in our work on this term.
Using piecewise constant values of ε(w) (as is done by the last two authors) can sometimes
degrade quantities such as gradients of the flow variables downstream the shock. This is why
in [10], the authors have introduced a smooth form of ε(w), which is governed by an additional
convection equation. This is of course an overhead which, in the transonic regime we are usually
working with, seems to be unnecessary. Nevertheless, in the context of very high speed flow, this
might be the way to work with.
4.1.5 Shock Fitting Methods
We remark that there is another class of methods whose high-order properties are not affected
by Godunov’s theorem, the so-called shock-fitting methods [78, 79]. They use the shock location
explicitly as boundary condition in the computation, and connect the states to the left and to
the right via the Rankine-Hugoniot conditions. This is reasonable as the solution is very regular
away from the shock. Nevertheless, assuming that the shock location is known is already a very
restrictive point of view, because knowing the shock location presupposes some knowledge about
the solution (and, in fact, ultimately should the computation be able to give one that knowledge).
This is why we do not consider these methods and just refer to the above cited literature and
the references therein.
4.2 Choice of the Artificial Viscosity Model
The performance of a shock-capturing method in terms of reliably capturing the shock and in
terms of efficiency is mostly due to the choice of ε(w). There have been many suggestions on
how to choose ε(w) in the literature, see for example [101, 10, 61].
A common criterion for all these suggestions is that ε(w) should be less than O(hp+1) (where
p is the underlying order of the discretization) in regions of smoothness of the solution, while it
should be ’active’ in regions of discontinuities. In the following, hk denotes the cell diameter in
cell Ωk.
During our work, we have been conducting different experiments using different viscosity
models, and came up that the one proposed by Hartmann [61] with ε defined as (we usually
choose β small, normally even 0, and C ≈ 0.05)
ε(w)|Ωk =
Ch2−βk
|Ωk|
∫
Ωk
‖∇ · f(w)‖l1 dx (3.30)
works best for us. As it is beyond the scope of this work to compare different viscosity models,
we use from now on, if not otherwise stated, the above given definition of ε(w).
Note that this choice is reasonable, as ε(w) vanishes for smooth solutions up to level of
accuracy, while for non-smooth solutions, it is ’active’. This makes it suitable for the use in an
artificial viscosity model. Furthermore, it only depends on w in the interior of a cell Ωk and not
on a jump on ∂Ωk. This, in combination with the fact that we only use the term
∫
Ωk
ε(w)∇w∇ϕ
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as a ’discretization’ of the Laplacian, makes this ε especially attractive in the context of hybrid
methods, as the shock capturing terms only affect the definition of the local solver.
4.3 Numerical Examples
In this subsection, we show some numerical impressions of transonic flow around standard
NACA0012 airfoils showing the meaningfulness of the chosen artificial viscosity approach. As
already mentioned in [101], it is possible to obtain sub-cell resolution of the shock, which can be
seen in Fig. 3.2(b), where a standard test case using a free-stream Mach number of M = 0.8 and
an angle of attack α = 1.25◦ is plotted. This test case was computed with a polynomial order of
p = 3. The resolution of the discontinuity within one cell is one of the great advantages of using
high-order methods, as this is only possible for a high sub-cell resolution and avoids excessive
mesh-refinement. Nevertheless, we mention that strict monotonicity is of course deteriorated,
although in practice, the chosen approach works very well.
Another, much harder test case is supersonic flow. Although we only consider transonic
flow, we want to present that for moderate Mach numbers, the approach we pursue here is also
meaningful as can be seen from Fig. 3.3, where we have computed, this time using polynomials
of order p = 2, supersonic flow at M = 1.6 and α = 5.0◦.
(a) Mach Number distribution (b) Detailed view of the discontinuity
Figure 3.2 – NACA0012 airfoil. Initial conditions: M = 0.8 and α = 1.25◦.
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Figure 3.3 – NACA0012 airfoil. Initial conditions: M = 1.6 and α = 5.00◦.
5 Time Discretization / Relaxation Procedures
Up to now, we have only been concerned with the spatial discretization of the PDE and left the
time-variable t continuous. This is a standard procedure that is in the literature called Method of
Lines [37]. For time-dependent problems, we do of course still need a time discretization, while
this might seem unnecessary for steady-state problems. Nevertheless, for steady-state problems,
we are left with a system of nonlinear equations which has to be solved in one way or the other.
A standard way of doing this is to introduce a pseudo-time t∗ and letting t∗ go to infinity. This
is called relaxation procedure, and we have already commented on its mathematical reasoning
in Chapter 2.1.
So, in both cases, we obtain a set of finitely many equations having the (abstract) form
(wh)t = Nh(wh), (3.31)
with t continuous.
In this section, we first introduce possible time-discretization methods, and then explain
one particular relaxation procedure, so-called damped Newton and demonstrate its usefulness in
combination with a suitable choice of the starting vector by numerical examples.
5.1 Time Discretization
Having arrived at equation (3.31), one can use a (maybe specially tuned) ODE integrator to fully
discretize the equations. We just briefly recall the time-integration and leave the details to the
cited literature. In the following, we define wnh := wh(t
n) := wh(n∆t) for convenience, although
a uniform ∆t is not necessary. The simplest method to discretize (3.31) is to make an explicit
Euler approach:
wn+1h = w
n
h + ∆tNh(w
n
h) (3.32)
or (conceptually, but not technically) equally simple is the implicit Euler approach:
wn+1h = w
n
h + ∆tNh(w
n+1
h ). (3.33)
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Most of the work focused on stability analysis of Finite Volume or other discretizations has been
made in connection with the explicit or implicit Euler scheme. For this reason, Shu [113] and
Shu & Osher [114] have introduced time discretization schemes that are called Strong Stability
Preserving (SSP) Methods nowadays. These are Runge-Kutta Methods that are designed to
maintain stability properties of the Euler discretization but to get higher-order accuracy. This
typically comes at the price of a reduced time step ∆t. A good review on this is the paper by
Gottlieb, Ketcheson and Shu [58].
In our one-dimensional examples, we use - if not otherwise stated - for simplicity Shu’s 3rd-
order Runge-Kutta Scheme which is SSP in our numerical examples (see also [58]).
5.2 Relaxation
However, our focus is on steady-state problems (2.5). Discretized, these equations have the form
Nh(wh) = 0. (3.34)
We thus need a so-called iterative relaxation procedure that gives us a solution to (3.34). One
possibility to solve these equations is to introduce a pseudo-time t∗ and using one of the above-
mentioned time-stepping schemes until one has hopefully convergence of Nh(wnh) towards 0.
Unfortunately, though a simple approach, it is in our setting not very efficient.
5.2.1 Relaxation via Newton’s Method
One efficient discretization can be achieved by using a damped Newton’s method. Applying
standard Newton’s method (see for example [37]) to (3.34), one obtains the algorithm
wn+1h = w
n
h + s
n,
where sn solves
N ′h(w
n
h)s
n = −Nh(wnh). (3.35)
It is known that this method does not necessarily have to converge unless certain conditions are
fulfilled, one being that the initial guess w0h is sufficiently close to wh. With this respect, a more
reliable algorithm is the damped Newton’s method which adds a diagonal term to the equation
(3.35), so one computes sn as(
N ′h(w
n
h)−
1
∆tn
Id
)
sn = −Nh(wnh). (3.36)
Note that Newton’s method is formally recovered by setting ∆tn = ∞, while in all other cases,
this method can be interpreted as an implicit Euler method (3.33) where one does not completely
solve the nonlinear system of equations, but approximates the term Nh(wn+1h ) by Nh(w
n
h) +
N ′h(w
n
h)(w
n+1
h − wnh).
Of course ∆tn should in some way depend on wnh such that for w
n
h → wh, ∆tn → ∞. We
choose ∆tn empirically to consist of a ramping phase followed by a very fast increase. More
precisely, in our numerical methods, we choose an n0 and ε0 (usually around 3 and 10−6, respec-
tively), and c0, c1 such that we can express ∆tn := cfl(n) · h as a function of n as
cfl(n) =
c0
(
−2.( nn0 )3 + 3( nn0 )2
)
n ≤ n0, Nh(wnh) > ε0
cfl(n− 1)
(
1 + c1 max
(
0, log
(‖Nh(wn−1h )‖2
‖Nh(wnh )‖2
)))
otherwise.
.
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Both c0 and c1 are usually around 100. Of course these parameters depend on the problem at
hand, but can be reliably tuned for a wide range of problems.
It is known that the number of Newton steps needed until convergence is attained is very
heavily dependent on the choice of w0h. Whenever there is kind of a hierarchy involved (for
example different polynomial order or hierarchical meshes) it might be suitable to exploit this
structure when choosing a starting point. In both our DG and HM solver, the latter to be
explained later, we have an obvious hierarchy consisting of different polynomial orders. It is thus
natural and simple to use a p−Multigrid approach [91], which means that given one wants to
approximate a solution using polynomials of order p = 3, one starts by computing a solution
using polynomials p = 0, plugging this in as a starting point for p = 1 and so on. This procedure
makes the relaxation more robust as the solution corresponding to an order of degree less is a
good starting point in the Newton procedure.
To solve the systems of linear equations occurring in the relaxation procedure (3.36), we
use PETSc (Portable, Extensible Toolkit for Scientific Computation, [8, 7, 6]). This library can
handle the solution to (not only) linear systems of equations in parallel with many different
Krylov-type methods [108, 92] such as GMRES and BiCGStab. It allows for a very flexible
change of methods for research purposes. We use this flexibility mostly for preconditioners.
Another important ingredient in using Newton’s method is the exact differentiation of the
occurring terms to obtain an optimal order of convergence. To simplify this differentiation
process, we use an Automatic Differentiation library for C++ called CppAD [15]. Especially for
boundary conditions and (numerical) flux functions, this saves valuable development time. A
general introduction to Automatic Differentiation can be found in for example [59].
To asses the efficiency of the mentioned relaxation, we have considered two test cases, namely
the standard smooth test case characterized by the parameters M∞ = 0.4 and α = 5◦ and the
nonsmooth test case characterized by M∞ = 0.8 and α = 1.25◦.
In Fig. 3.4 and Fig. 3.7, we have plotted the size of the DG residual versus once the number
of Newton steps and once versus the number of weighted Newton steps for different choices
of w0h. As the overall effort for one Newton step is dominated by a third power of ndof(p),
with ndof(p) denoting the size of the underlying polynomial space, the weighting is actually
done by multiplying with ndof(p)3. (This can both be motivated by an analytical investigation
considering the preconditioning of the underlying Jacobian, or one can directly compare with
Fig. 3.5). One can in both figures clearly see the advantages of the Full Multigrid Approach.
(a) Unweighted (b) Weighted
Figure 3.4 – Residual against Newton steps for smooth flow.
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Figure 3.5 – Time consumed in one Newton step.
On refined meshes, the choice of w0h is the solution obtained on the coarse grid, projected
suitably. Fig. 3.6 shows the results of this approach.
Figure 3.6 – Residual convergence in an adaptive procedure.
5.2.2 Other Relaxation Techniques
There are other very good relaxation techniques available. Many authors use explicit instead of
implicit schemes (which is much less restrictive in terms of storage issues) and, to get very fast
convergence, they combine this explicit approach with multigrid techniques.
Using explicit schemes only results in very poor convergence, because information can only
travel between a fixed number of spatial cells per time step. Nevertheless, the combination with
multigrid results, due to coarser meshes, in a much faster travel of information. A consequence
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(a) Unweighted (b) Weighted
Figure 3.7 – Residual against Newton steps for nonsmooth flow.
is that, similar to Newton’s procedure, functionals such as Lift or Drag converge, with respect
to the already performed Newton steps, extremely fast, while for explicit methods without any
Multigrid procedure, these values converge very slowly.
This work does not focus explicitly on relaxation techniques and we thus cite a concurrent
PhD-Thesis for detailed information, see [69].
Chapter 4
Mixed and Hybrid Methods
In this chapter, we propose a new method for solving the compressible Navier-Stokes equations,
building on the (already existing) ideas of mixed and hybrid methods. The latter are established
methods for the solution of (usually linear) elliptic equations [20]. We have already seen the idea
of a mixed method in the derivation of a DG scheme: These methods introduce the diffusive flux
(which is the gradient of w in the case of a simple Poisson equation) as an additional unknown
σ, which is discretized independently of w. Nevertheless, upon using completely discontinuous
function spaces for both w and σ, one was in the DG case able to reduce the system to a system
in w only via lifting operations. Taking a space for σ that has some continuity requirement turns
out to be the main difference in developing the Hybrid Mixed methods. To this end, let us define
the space H(div,Ω) as
H(div,Ω) := {f ∈ L2(Ω)d|∇ · f ∈ L2(Ω)}m.
Given a triangulation as in Chapter 3, it is straightforward to show that for functions f being
smooth on the elements Ωk, and discontinuous over the edges, f ∈ H(div,Ω) holds iff the quantity
f · n is continuous. This is the continuity requirement as mentioned above. Note that, if the
context is clear (which is usually the case), we will write H(div) instead of H(div,Ω).
In the purely elliptic case on the one hand, the hybrid methods are as in the DG case derived
from a mixed formulation of the underlying equation, but as mentioned, the underlying spaces for
w and σ are essentially different. While the choice of the space Vh = Π
p
dis for the discretization
of w remains the same, σ is discretized in a space that is still discontinuous, but where the
divergence all over the domain is a well-defined operation, and so σh ∈ H˜h ⊂ H(div). (Note
that for functions in Πpdis, taking the divergence is only allowed locally.) This, however, leads to
a very large number of unknowns, and, in contrast to DG methods, it is not possible to reduce
the system to a system of wh only via lifting operations. This is a consequence of the fact that
the basis functions for σh have support on more than one cell, due to the continuity requirement
the H(div) space imposes. However, an implementational trick leads to hybrid methods. The
idea behind these methods is to relax σh ∈ H(div) to σh 6∈ H(div) and enforce the divergence-
constraint weakly by introducing even more unknowns, the so-called hybrid variables, which are
functions not living on the elements per se, but on their boundaries. These hybrid variables can
then be used to reduce the size of the system. The latter is done by static condensation or by
employing so-called local solvers, which are comparable to lifting procedures.
For the purely convective case on the other hand, we start with a simple DG discretization
where the numerical flux is chosen to be Lax-Friedrichs. Upon defining an auxiliary variable λh
which is defined as {wh} on the boundaries of the elements, it is then possible to couple the wh
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between cells only via the functions λ on the edges, and thus one is left with a smaller system
of equations albeit having an algebraically equivalent to a DG method. Such a method is called
hybridized Discontinuous Galerkin method [24].
Both discretization procedures, for the purely elliptic and for the purely convective case, can
then be easily combined to give the proposed HM scheme. To really make these ideas clear,
we have structured the chapter in such a way that we, before treating Navier-Stokes, derive the
HM methods for a Laplacian, then for a nonlinear convection equation and then simply put this
together to obtain a discretization of the convection-diffusion equation.
Subsequently we extend this procedure to the full Navier-Stokes equations, by introducing the
viscous flux fv(w,∇w) as the unknown σ. The motivation behind using hybrid mixed methods
for this kind of equation is twofold: On the one hand, the need for using DG methods also in
the context of elliptic equations seems to be necessary only because the convective operator is
discretized in a discontinuous way. It is known that due to the Riemannian wave structure,
discontinuous solutions are natural for the purely (nonlinear) convective equation. However, it
seems more natural to use classical Finite Elements on the elliptic part, there is hardly anyone
using discontinuous Ansatz spaces for the purely elliptic equation per se. With this respect, HM
methods provide a convenient way of mixing the established methods for both the convective
and the diffusive part. On the other hand, the viscous flux σ is discretized independently in a
higher order space, and converges thus with a better order of accuracy than for a DG scheme,
where only suboptimal order of convergence is obtained [98]. This seems interesting from the
point of view of computing for example viscous drag, where the contribution of σ is obvious.
One of the early papers on the subject and a good starting point for reading is the one by
Arnold and Brezzi [4] in the context of H(div)−methods, which is probably the first time where
the hybrid variable is used to post process and improve the quality of the underlying solution,
having before only been considered an implementational trick to reduce the coupled degrees of
freedom and to make the arising linear system symmetric positive definite. This is in the context
of Laplace equation, and so are the papers - to mention the arguably most important ones -
by Brezzi, Douglas and Marini (again in the context of H(div)−methods) [19], Cockburn and
Gopalakrishnan [23] and Cockburn, Gopalakrishnan and Lazarov [24] which tries - in a similar
way as [5] - to unify all sorts of hybridized DG methods for Laplace equation. The last two
papers are in the context of hybridized DG methods. From the paper [23] we borrow in our
analysis and implementation the idea of the local solver to be explained later. In the context
of hyperbolic conservation laws, we mention the papers by Nguyen et al [97, 98], which are
very close to our work, although their derivation (and, as a consequence, also their scheme) is
different. While they start from a DG method and then introduce hybrid variables, our approach
is really of mixed nature, as the DG methodology is only used on the convective term. As another
predecessor of the work proposed here, we mention the work by Dawson and Aizinger [39]. They
discretize a time-dependent convection-diffusion equation by approximating the viscous flux in
H(div) and incorporate upwinding into their method by using similar techniques as the DG
community. The method they derived is thus called Upwind Mixed Method (UMM). Egger and
Schöberl have analyzed and implemented a hybrid mixed discontinuous Galerkin method for a
linear convection-diffusion equation [44]. Our work is an extension of their work to nonlinear
systems of equations.
1 Method for Nonlinear Convection-Diffusion Equation
In this section, we formulate the definition of a hybrid-mixed method by using our standard
notation from Chapter 3.3 what concerns the definition of the triangulation and the function
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spaces. We proceed in the following way: We first give the definition of the additional underlying
spaces we need, subsequently formulate the method and then give some properties. To make the
ideas more transparent, we formulate the method for a nonlinear convection-diffusion equation
first, and only then extend it to the full Navier-Stokes equations. The structure of this section is
very similar to the structure used by Egger and Schöberl [44], because we formulate the hybrid
method for a diffusion problem first, then for a pure convection problem, and then combine the
latter two discretizations for a hybrid discretization of a nonlinear convection-diffusion equation.
In addition to the spaces introduced in Chapter 3.3, we need the following two spaces for the
gradient σ and the hybrid variable λ:
Hh := (Π
p+1
dis )
2m
Mh := {f ∈ L2(Γ)|f|e ∈ Πp+1(e) ∀e ∈ Γ}m
As usual, m is the size of the system of partial differential equations being considered. We call
Mh the hybrid space. Note that its domain of definition is the set of faces and not the set
of elements. This constitutes one of the potential advantages of a hybrid method because, in
contrast to what we have seen in the discussion of the DG method, the Jacobian matrix has
the size comparable to the dimension of Mh. Note that in two spatial dimensions, both the
dimension of Hh and Vh grow asymptotically as O(p2), while the dimension of Mh grows with
order p. With respect to storage requirements, this is of course a huge advantage.
Remark 4.4. The choice of both Hh and Mh is not necessarily the one we proposed above. It is
for example also possible to choose the space Ĥh as the (local) Raviart-Thomas space, defined as
Ĥh := {f ∈ L2(Ω)|f|Ωk = p(x) + xq(x), p ∈ Πp(Ωk)d, q ∈ Πp(Ωk)}m.
The corresponding space M̂h can then be chosen with one order of polynomial degree lower than
above, given as
M̂h := {f ∈ L2(Γ)|f|e ∈ Πp(e) ∀e ∈ Γ}m.
We note however that this work is only concerned with the spaces Hh and Mh.
1.1 Method for Linear Diffusion Equation
Let us in this section formulate the HM method for the linear diffusion equation
−∆w = g in Ω, w = 0 on ∂Ω, (4.1)
with Ω and g being sufficiently regular in such a way that we can expect w to be at least in
H2(Ω). The first ingredient in the derivation of the hybrid-mixed scheme - we have seen this
before in (3.11) - is to formulate (4.1) as a system of equations, where the additional unknown
is the gradient of w, formally, this yields
−∇ · σ = g in Ω, σ = ∇w in Ω, w = 0 on ∂Ω. (4.2)
The second ingredient is now to hybridize equation (4.2). In a similar way as Cockburn, Gopalakr-
ishnan and Lazarov [24], we motivate this first on a continuous level, without considering the
discrete level at all. The weak formulation of (4.1) is
N(w,ϕ) :=
∫
Ω
∇w · ∇ϕ dx =
∫
Ω
gϕ dx ∀ϕ ∈ H10 (Ω). (4.3)
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Let us now assume that we have separated our domain as Ω = Ω1∪Ω2 with the interior boundary
Γ := Ω1 ∩ Ω2. Our aim is to independently formulate (4.1) on both domains as
−∆w1 = g in Ω1, w1 = 0 on ∂Ω ∩ ∂Ω1, w1 = λ on Γ, (4.4)
−∆w2 = g in Ω2, w2 = 0 on ∂Ω ∩ ∂Ω2, w2 = λ on Γ,
with an additional parameter λ enforcing the continuity between w1 and w2. Again, we assume
that the wi are at least in H2(Ωi). The concatenated function
ŵ :=
{
w1 in Ω1,
w2 in Ω2
(4.5)
should then be a solution to (4.1). Nevertheless, one needs additional constraints in order to
make ŵ fulfill N(ŵ, ϕ) =
∫
Ω
gϕ dx (and then, in fact, being equal to w). This can be seen by
considering for ϕ ∈ H10 (Ω)
N(ŵ, ϕ) =
∫
Ω
∇ŵ · ∇ϕ dx (4.6)
= −
∫
Ω1
∆w1ϕ dx−
∫
Ω2
∆w2ϕ dx+
∫
Γ
ϕ(∇ŵ− −∇ŵ+) · n dσ
=
∫
Ω
gϕ dx+
∫
Γ
ϕ(∇ŵ− −∇ŵ+) · n dσ,
which is only equal to N(w,ϕ) if the gradient of ŵ has no jump on Γ, which imposes an additional
constraint on the relation between ∇w1 and ∇w2. Noting now that ∇w was in our mixed
formulation defined as σ, we can equivalently rewrite (4.1) as
−∇ · σ1 = g in Ω1, ∇w1 = σ1 in Ω1, w1 = 0 on ∂Ω ∩ ∂Ω1, w1 = λ on Γ, (4.7)
−∇ · σ2 = g in Ω2, ∇w2 = σ2 in Ω2, w2 = 0 on ∂Ω ∩ ∂Ω2, w2 = λ on Γ,
σ1 · n− σ2 · n = 0 on Γ. (4.8)
Note here the characteristics of (4.7): The σi and the wi are only coupled via λ. It is therefore
also possible to formulate the equation - at least formally - in terms of λ only as
σ1(λ) · n− σ2(λ) · n = 0 on Γ (4.9)
where σi(λ) fulfills, for given λ, the first or the second line (i = 1 and 2, respectively) of (4.7).
This idea is at the root of the reduction of the system size when using hybridized methods. Of
course (4.8) is just another way of stating that σ ∈ H(div). Let us mention that the extension
of the above to more than two divisions of Ω is a trivial task.
These considerations, which have already been done in [24], are now directly transferred into
a discretization scheme. Based on a triangulation {Ωk}Nk=1 with corresponding edges Γ (for
the notation, see Chapter 3.3), we introduce N local problems as in (4.7) and combine them
via the jump condition (4.8). The discretization then results by discretizing σ in Hh, w in Vh
and λ in Mh. In summary, the discretization can be written as the task of finding the triple
(σh, wh, λh) ∈ Hh × Vh ×Mh, such that for all (τh, ϕh, µh) ∈ Hh × Vh ×Mh
N∑
k=1
(∫
Ωk
σh · τh + wh∇ · τh dx−
∫
∂Ωk\∂Ω
λhτh · ndσ −
∫
∂Ωk∩∂Ω
wΓ(λh)τh · ndσ
)
= 0 (4.10)
−
∫
Ω
∇ · σhϕh dx =
∫
Ω
gϕh dx (4.11)∫
Γ0
µh
(
σ−h · n− σ+h · n
)
dσ +
∫
Γ\Γ0
µh (λh − wΓ(wh)) dσ = 0 (4.12)
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which of course resembles the process of splitting the original problem into smaller subproblems.
For convenience - and in order to incorporate more complicated boundary conditions - we have
already introduced the notation wΓ(wh), which, in this case, is identically zero, as we have a
Dirichlet problem with zero boundary conditions. Note that unlike other authors [97, 98], we
explicitly define λh to have support also on the physical boundary. (4.10)-(4.12) can be formally
stated as
N1(σh, wh, λh; τh, ϕh, µh) =
∫
Ω
gϕh dx ∀(τh, ϕh, µh) ∈ Hh × Vh ×Mh, (4.13)
where N1 is defined as the sum of the left-hand sides in (4.10)-(4.12). Standard properties for
this discretization, such as consistency, stability and convergence are well-established, which is
why we refer for those issues to the book by Brezzi and Fortin [20].
Due to the fact that both σh and wh are discontinuous, they are only implicitly coupled via
λh on the edges, and we can (and this could of course even be seen in the continuous PDE!)
express equation (4.13) as
N̂1(λh, µh) = b̂1(µh) ∀µh ∈Mh. (4.14)
This comes at the price of a higher assembly cost, but is a much smaller system of equations.
The fact that the reduction to (4.14) is possible can be seen from either an algebraic or an
analytic point of view. Defining Σ ∈ Rdim(Hh), W ∈ Rdim(Vh) and Λ ∈ Rdim(Mh) to be the vectors
corresponding to the representation of σh, wh and λh, respectively, in the corresponding spaces,
(4.13) leads to a system of equations having the form A B CBT 0 0
CT 0 D
 ΣW
Λ
 = b,
where due to the discontinuous structure of the spaces Hh and Vh, we can cheaply, because
locally, invert the contribution (
A B
BT 0
)
,
as it is a block-diagonal matrix. This then leads to a system in Λ only, which is of course the
algebraic equivalent to (4.14). Analytically, one can, as we have already seen, express both σh
and wh as σh(λh) and wh(λh), where the latter two are supposed to fulfill, for given λh, equations
(4.10)-(4.11). This can then be used to assemble both the N̂1 and b̂1. Conceptually, this might
seem less trivial, but it is much more convenient to implement than using the local inversion, as
it resembles the lifting process in a DG method.
1.2 Method for Nonlinear Convection Equation
Let us now consider the equation
∇ · f(w) = 0 in Ω, UΓ(w) = 0 on ∂Ω, (4.15)
where as usual UΓ are suitable boundary conditions. Our goal in this section is to formulate
a standard DG method as a hybridized method in the spirit of the preceding subsection. This
means that we want to formulate a method that fulfills:
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• The discretized variables are only coupled via a function λ having its support on the edges
Γ.
• The method is nothing but a reformulation of a DG method.
Our hybrid method is based on the modified Lax-Friedrichs flux as defined in (3.3). The standard
DG discretization of (4.15) can in a straightforward (but maybe not completely standard) way
be written as
N∑
k=1
(
−
∫
Ωk
f(wh) · ∇ϕh dx +
∫
∂Ωk\∂Ω
ϕ−h
(
f(
w+h + w
−
h
2
) · n− α(w
+
h + w
−
h
2
− w−h )
)
dσ
+
∫
∂Ωk∩∂Ω
ϕ−h f(wΓ(wh)) · n dσ
)
= 0.
As usual, wΓ denotes a state that exactly fulfills the given boundary conditions, UΓ(wΓ) = 0.
Now, it seems straightforward to define λh =
w+h+w
−
h
2 to get an equivalent scheme which is defined
as:
Find (wh, λh) ∈ Vh ×Mh s.t. ∀(ϕh, µh) ∈ Vh ×Mh :
N∑
k=1
(
−
∫
Ωk
f(wh) · ∇ϕh dx +
∫
∂Ωk\∂Ω
ϕ−h
(
f(λh) · n− α(λh − w−h )
)
dσ +
∫
∂Ωk∩∂Ω
ϕ−h f(wΓ(λh)) · ndσ
)
= 0.∫
Γ0
αµh(2λh − w−h − w+h ) dσ +
∫
Γ\Γ0
µh(λh − wΓ(wh)) dσ = 0. (4.16)
This is similar to the procedure in [44], although they defined - because they were working in a
linear setting - the upwind variable as λ, so with this respect, our proposed method can be seen
as an extension of their proposition. We can again write this formally as
N2(wh, λh;ϕh, µh) = 0 ∀(ϕh, µh) ∈ Vh ×Mh, (4.17)
where N2 is defined as the sum of the left-hand sides in (4.16). Similar to the proceeding before,
this can be expressed as a bilinear form in λh and µh only.
1.3 Method for Nonlinear Convection-Diffusion Equation
In this subsection, we finally consider the nonlinear convection-diffusion equation
∇ · f(w)− ε∆w = g in Ω, UΓ(w) = 0 on ∂Ω. (4.18)
As we have already discretized both the convective and the diffusive part - up to now indepen-
dently - and have made them compatible via the hybridization, we can now simply plug together
the methods in (4.10)-(4.12) and (4.16) to obtain the hybrid-mixed method for the nonlinear
convection-diffusion equation, being defined as
Nhybrid(σh, wh, λh; τh, ϕh, µh) =
∫
Ω
gϕh dx ∀(τh, ϕh, µh) ∈ Hh × Vh ×Mh,
where Nhybrid is in a straightforward manner defined as the scaled sum of N1 and N2, more
precisely, the method can be written as a system being defined as
1. METHOD FOR NONLINEAR CONVECTION-DIFFUSION EQUATION 49
Find (σh, wh, λh) ∈ Hh × Vh ×Mh s.t. ∀(τh, ϕh, µh) ∈ Hh × Vh ×Mh :
N∑
k=1
(∫
Ωk
σh · τh + εwh∇ · τh dx− ε
∫
∂Ωk\∂Ω
λhτh · ndσ − ε
∫
∂Ωk∩∂Ω
wΓ(λh)τh · ndσ
)
= 0
N∑
k=1
(
−
∫
Ωk
f(wh) · ∇ϕh dx +
∫
∂Ωk\∂Ω
ϕ−h
(
f(λh) · n− α(λh − w−h )
)
dσ
+
∫
∂Ωk∩∂Ω
ϕ−h f(wΓ(λh)) · n dσ −
∫
Ωk
∇ · σhϕh dx
)
=
∫
Ω
gϕh dx∫
Γ0
µh
(
σ−h · n− σ+h · n+ α(2λh − w−h − w+h )
)
dσ +
∫
Γ\Γ0
µh(λh − wΓ(wh)) dσ = 0. (4.19)
Due to the definition of the scheme, we can - in dependency of ε - distinguish the following
cases:
• ε → 0: In this case, the method reduces to a standard DG method for the nonlinear
convection equation and is thus known to perform well.
• ε→∞: In this case, the method reduces to a standard mixed method yielding a gradient
σ ∈ H(div). The method is also in this case known to work well.
• In-between, it was proven in [44] that this method, for a standard linear convection-diffusion
equation, is stable and convergent.
The limiting cases are allowed without any stabilization parameters to tune. (The given boundary
conditions have to be changed of course, but this is not a feature of the discretization but of the
equation.)
1.4 Validation for Nonlinear Convection-Diffusion Equation
In this subsection, we give evidence, based on numerical convergence studies, that the proposed
hybrid method is actually capable of accurately computing a solution to the steady-state version
of (2.11). To this end, we consider as a simple and very smooth test case the viscous two-
dimensional Burgers equation on the unit square Ω = [0; 1]2, given as
1
2
∇ · (w2, w2)−∆w = h ∀x ∈ Ω,
w = 0 ∀x ∈ ∂Ω,
where h ≡ h(x1, x2) is such that
w(x1, x2) := sin(2pix1) sin(2pix2),
is a solution to this equation. We have performed convergence studies for different orders of
polynomials and obtained spectral convergence as expected, see Fig. 4.1 and Table 4.1. The
L2-order of convergence p+ 1 is obtained for both wh and σh.
A more challenging test case that includes a boundary layer was proposed in [44]. The solution
is
w(x1, x2) =
(
x1 +
ec1x1/ε − 1
1− ec1/ε
)
·
(
x2 +
ec2x2/ε − 1
1− ec2/ε
)
.
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Figure 4.1 – L2−error versus polynomial degree for different mesh-sizes; Burger’s equation.
N p ‖w − wh‖L2 order ‖σ − σh‖L2 order p ‖w − wh‖L2 order ‖σ − σh‖L2 order
2
1
0.45E+00 - 0.32E+01 -
2
0.36E+00 - 0.25E+01 -
8 0.30E+00 0.59 0.18E+01 0.87 0.68E-01 2.40 0.28E+00 3.19
32 0.76E-01 1.96 0.34E+00 2.39 0.16E-01 2.05 0.65E-01 2.10
128 0.20E-01 1.96 0.69E-01 2.29 0.22E-02 2.92 0.68E-02 3.27
512 0.50E-02 1.99 0.15E-01 2.21 0.27E-03 2.98 0.75E-03 3.18
2048 0.12E-02 2.00 0.35E-02 2.12 0.34E-04 2.99 0.87E-04 3.10
2
3
0.28E+00 - 0.19E+01 -
4
0.13E+00 - 0.77E+00 -
8 0.48E-01 2.51 0.24E+00 3.02 0.50E-02 4.72 0.19E-01 5.37
32 0.29E-02 4.08 0.10E-01 4.53 0.41E-03 3.60 0.14E-02 3.75
128 0.19E-03 3.92 0.57E-03 4.18 0.14E-04 4.93 0.39E-04 5.16
512 0.12E-04 3.98 0.33E-04 4.12 0.43E-06 4.98 0.11E-05 5.11
2048 0.75E-06 3.99 0.19E-05 4.07 0.13E-07 5.00 0.34E-07 5.06
2
5
0.98E-01 - 0.59E+00 -
6
0.26E-01 - 0.13E+00 -
8 0.36E-02 4.75 0.15E-01 5.29 0.21E-03 6.96 0.70E-03 7.54
32 0.51E-04 6.17 0.16E-03 6.55 0.53E-05 5.27 0.16E-04 5.42
128 0.83E-06 5.93 0.23E-05 6.14 0.44E-07 6.94 0.12E-06 7.13
512 0.13E-07 5.98 0.34E-07 6.09 0.34E-09 6.98 0.87E-09 7.08
2
7
0.19E-01 - 0.98E-01 -
8
0.30E-02 - 0.13E-01 -
8 0.15E-03 6.97 0.56E-03 7.46 0.53E-05 9.13 0.17E-04 9.66
32 0.50E-06 8.24 0.15E-05 8.56 0.41E-07 7.01 0.12E-06 7.12
128 0.20E-08 7.94 0.53E-08 8.11 0.84E-10 8.95 0.22E-09 9.10
Table 4.1 – L2−error versus polynomial degree for different mesh-sizes; Burger’s equation.
It is easy to see, given h ≡ h(x1, x2) and f ≡ f(w) being defined as
h(x1, x2) = c1
(
x2 +
ec2x2/ε − 1
1− ec2/ε
)
+ c2
(
x1 +
ec1x1/ε − 1
1− ec1/ε
)
,
f(w) = (c1w, c2w)
T
,
that w solves the steady-state version of (2.11) with a right-hand side h instead of 0, for an
arbitrary choice of c1, c2 and ε. The smaller ε is, the more distinct is the boundary layer. A
contour plot corresponding to ε = 0.01 can be seen in Fig. 4.2. Also in this case, we obtained
spectral convergence (see Fig. 4.3 and Tables 4.2 - 4.4), although for small ε, we need of course
more degrees of freedom to accurately resolve the boundary layer (or, which would be a better
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thing to do, but is not part of this work, use a Shishkin mesh [95], a mesh specifically designed
to better resolve the boundary layer). One can observe that the optimal order of accuracy is
attained for the very smooth case of ε = 1.0, whereas for the other cases, the order is slightly
deteriorated, which is due to the fact that the solution cannot be represented very well on such
a coarse grid. However, one can observe that the error ratio of subsequent grids gets larger the
more resolved the grid is. In all the cases, we used c1 = 2 and c2 = 1.
Figure 4.2 – Boundary layer problem corresponding to ε = 0.01 - Contour Plot
N p ‖w − wh‖L2 order ‖σ − σh‖L2 order p ‖w − wh‖L2 order ‖σ − σh‖L2 order
2
1
0.79E-02 - 0.19E-01 -
2
0.22E-02 - 0.53E-02 -
8 0.25E-02 1.63 0.62E-02 1.64 0.47E-03 2.20 0.94E-03 2.48
32 0.68E-03 1.89 0.17E-02 1.89 0.68E-04 2.80 0.14E-03 2.75
128 0.17E-03 1.97 0.43E-03 1.96 0.88E-05 2.95 0.19E-04 2.90
512 0.44E-04 1.99 0.11E-03 1.98 0.11E-05 2.99 0.24E-05 2.96
2048 0.11E-04 2.00 0.28E-04 1.99 0.14E-06 3.00 0.30E-06 2.98
2
3
0.92E-03 - 0.16E-02 -
4
0.21E-03 - 0.39E-03 -
8 0.85E-04 3.44 0.17E-03 3.26 0.88E-05 4.59 0.18E-04 4.43
32 0.58E-05 3.86 0.12E-04 3.74 0.30E-06 4.89 0.65E-06 4.80
128 0.37E-06 3.97 0.84E-06 3.89 0.95E-08 4.97 0.22E-07 4.92
512 0.23E-07 3.99 0.54E-07 3.95 0.30E-09 4.99 0.69E-09 4.97
2048 0.15E-08 4.00 0.34E-08 3.98 0.93E-11 5.00 0.22E-10 4.98
2
5
0.32E-04 - 0.60E-04 -
6
0.37E-05 - 0.72E-05 -
8 0.64E-06 5.63 0.13E-05 5.48 0.37E-07 6.64 0.79E-07 6.51
32 0.11E-07 5.90 0.24E-07 5.82 0.31E-09 6.90 0.69E-09 6.83
128 0.17E-09 5.97 0.39E-09 5.93 0.25E-11 6.97 0.56E-11 6.94
512 0.27E-11 5.99 0.62E-11 5.97 0.19E-13 6.99 0.45E-13 6.97
2
7
0.36E-06 - 0.71E-06 -
8
0.31E-07 - 0.61E-07 -
8 0.18E-08 7.64 0.39E-08 7.53 0.77E-10 8.64 0.16E-09 8.54
32 0.76E-11 7.90 0.17E-10 7.84 0.16E-12 8.90 0.36E-12 8.85
128 0.30E-13 7.97 0.68E-13 7.94 0.37E-15 8.77 0.19E-14 7.52
Table 4.2 – Solution and gradient convergence of the boundary layer problem for ε = 1
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(a) ε = 1 (b) ε = 0.1
(c) ε = 0.01
Figure 4.3 – Solution convergence of the boundary layer problem for the hybrid method.
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N p ‖w − wh‖L2 order ‖σ − σh‖L2 order p ‖w − wh‖L2 order ‖σ − σh‖L2 order
2
1
0.74E-01 - 0.79E-01 -
2
0.75E-01 - 0.64E-01 -
8 0.64E-01 0.21 0.61E-01 0.37 0.30E-01 1.31 0.32E-01 1.00
32 0.31E-01 1.04 0.35E-01 0.79 0.97E-02 1.65 0.12E-01 1.40
128 0.12E-01 1.42 0.17E-01 1.03 0.22E-02 2.13 0.34E-02 1.82
512 0.35E-02 1.77 0.65E-02 1.41 0.35E-03 2.65 0.65E-03 2.40
2048 0.90E-03 1.94 0.20E-02 1.71 0.47E-04 2.90 0.97E-04 2.75
2
3
0.41E-01 - 0.42E-01 -
4
0.20E-01 - 0.25E-01 -
8 0.12E-01 1.75 0.15E-01 1.52 0.51E-02 2.01 0.67E-02 1.89
32 0.29E-02 2.09 0.39E-02 1.92 0.83E-03 2.61 0.12E-02 2.47
128 0.38E-03 2.90 0.63E-03 2.63 0.61E-04 3.76 0.11E-03 3.51
512 0.32E-04 3.58 0.61E-04 3.37 0.26E-05 4.54 0.51E-05 4.36
2048 0.22E-05 3.88 0.45E-05 3.75 0.90E-07 4.87 0.19E-06 4.76
2
5
0.10E-01 - 0.14E-01 -
6
0.55E-02 - 0.82E-02 -
8 0.22E-02 2.25 0.30E-02 2.24 0.92E-03 2.57 0.13E-02 2.63
32 0.22E-03 3.28 0.34E-03 3.14 0.55E-04 4.07 0.88E-04 3.91
128 0.88E-05 4.67 0.16E-04 4.44 0.11E-05 5.62 0.21E-05 5.40
512 0.19E-06 5.52 0.39E-06 5.36 0.12E-07 6.51 0.25E-07 6.36
2048 0.33E-08 5.86 0.71E-08 5.77 0.11E-09 6.86 0.23E-09 6.78
2
7
0.30E-02 - 0.47E-02 -
8
0.17E-02 - 0.27E-02 -
8 0.37E-03 3.04 0.54E-03 3.13 0.14E-03 3.64 0.20E-03 3.72
32 0.12E-04 4.92 0.20E-04 4.75 0.24E-05 5.82 0.41E-05 5.63
128 0.13E-06 6.58 0.24E-06 6.38 0.13E-07 7.56 0.25E-07 7.37
512 0.70E-09 7.50 0.15E-08 7.37 0.36E-10 8.49 0.75E-10 8.37
Table 4.3 – Solution and gradient convergence of the boundary layer problem for ε = 0.1
N p ‖w − wh‖L2 order ‖σ − σh‖L2 order p ‖w − wh‖L2 order ‖σ − σh‖L2 order
2
1
0.30E+00 - 0.50E-01 -
2
0.14E+00 - 0.44E-01 -
8 0.13E+00 1.21 0.50E-01 -.01 0.91E-01 0.68 0.48E-01 -.13
32 0.71E-01 0.89 0.47E-01 0.11 0.49E-01 0.88 0.40E-01 0.25
128 0.43E-01 0.74 0.38E-01 0.28 0.27E-01 0.87 0.28E-01 0.54
512 0.27E-01 0.67 0.26E-01 0.57 0.14E-01 0.97 0.14E-01 0.97
2048 0.15E-01 0.87 0.15E-01 0.81 0.53E-02 1.36 0.58E-02 1.30
2
3
0.14E+00 - 0.49E-01 -
4
0.11E+00 - 0.44E-01 -
8 0.72E-01 0.97 0.46E-01 0.10 0.56E-01 0.96 0.41E-01 0.12
32 0.36E-01 1.00 0.35E-01 0.40 0.25E-01 1.15 0.27E-01 0.59
128 0.17E-01 1.09 0.19E-01 0.84 0.10E-01 1.32 0.12E-01 1.18
512 0.67E-02 1.33 0.71E-02 1.44 0.31E-02 1.71 0.32E-02 1.88
2048 0.17E-02 1.94 0.20E-02 1.82 0.50E-03 2.62 0.61E-03 2.40
2
5
0.92E-01 - 0.40E-01 -
6
0.75E-01 - 0.36E-01 -
8 0.44E-01 1.07 0.36E-01 0.14 0.34E-01 1.17 0.31E-01 0.22
32 0.17E-01 1.33 0.21E-01 0.82 0.12E-01 1.51 0.15E-01 1.06
128 0.59E-02 1.57 0.70E-02 1.56 0.33E-02 1.83 0.39E-02 1.94
512 0.13E-02 2.18 0.14E-02 2.33 0.50E-03 2.72 0.56E-03 2.78
2048 0.13E-03 3.36 0.17E-03 3.07 0.29E-04 4.11 0.41E-04 3.79
2
7
0.64E-01 - 0.33E-01 -
8
0.53E-01 - 0.29E-01 -
8 0.26E-01 1.31 0.26E-01 0.32 0.19E-01 1.44 0.21E-01 0.47
32 0.79E-02 1.71 0.10E-01 1.33 0.52E-02 1.89 0.70E-02 1.60
128 0.18E-02 2.13 0.21E-02 2.33 0.93E-03 2.49 0.11E-02 2.71
512 0.18E-03 3.30 0.22E-03 3.27 0.63E-04 3.89 0.79E-04 3.76
Table 4.4 – Solution and gradient convergence of the boundary layer problem for ε = 0.01
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2 Method for Navier-Stokes Equations
Extending the previously explained method to the full Navier-Stokes equations is - considering
the underlying paradigms - a straightforward operation. We thus formulate the method first as
the task of finding the triple (σh, wh, λh) ∈ Hh×Vh×Mh such that we have for all (τh, ϕh, µh) ∈
Hh × Vh ×Mh:
N∑
k=1
(∫
Ωk
σh · τh dx+
∫
Ωk
wh∇ · (B(wh)T τh) dx −
∫
∂Ωk\∂Ω
λh · (B(wh)T τhn) dσ
−
∫
∂Ωk∩∂Ω
wΓ(λh) · (B(wh)T τhn) dσ
)
= 0 (4.20)
N∑
k=1
(
−
∫
Ωk
f(wh)∇ϕh dx−
∫
Ωk
∇ · σhϕh dx +
∫
∂Ωk\∂Ω
ϕ−h
(
f(λh) · n− α(λh − w−h )
)
dσ
+
∫
∂Ωk∩∂Ω
ϕ−h (f(wΓ(λh)) · n− α(λh − wΓ(wh))) dσ
)
= 0 (4.21)∫
Γ0
µhα(2λh − w−h − w+h ) + µh(σ−h · n− σ+h · n) dσ
+
∫
Γ\Γ0
µhα(λh − wΓ(wh)) + µh(σ−h · n− σΓ · n) dσ = 0. (4.22)
In the above definition, σΓ ≡ σΓ(σ) is defined as
σΓ(σ) · n = (0, σ2 · n, σ3 · n, 0). (4.23)
for the adiabatic case, for the isothermal case, the last row is chosen to be σ4 ·n. wΓ is as usual a
function that maps an input arguments to a function that exactly fulfills the boundary conditions.
σΓ denotes a state for σ that exactly fulfills the boundary conditions. Both ingredients are crucial
for an adjoint consistency analysis to be presented in Chapter 6. Note that in the isothermal
case, the boundary conditions are in fact hidden in the definition of wΓ. α denotes the Lax
Friedrichs constant. In our analysis, we consider it for simplicity to be constant, although this is
not necessary. We mention that the placement of the boundary operators could also be different.
Nevertheless, we justify this a posteriori when analyzing the adjoint consistency property in
Section 6.4.
2.1 Properties for the Discretization of the Navier-Stokes Equations
2.1.1 Characterization of λ
λh is a Lagrange parameter designed to reduce the globally coupled degrees of freedom. Thus,
the idea in the implementation is to express σh and wh as functions of λh. Nevertheless, for a
better insight into the method, it is also useful to have a characterization of λh in terms of the
other two variables. Let us derive one here, under the assumption that there are no hanging
nodes in the triangulation: Due to (4.22), we have that, on interior faces e, the equality∫
e
µh
(
2αλh − αw−h − αw+h − σ+h · n+ σ−h · n
)
dσ = 0
has to hold. Given that α is, on the edges, a constant with value other than zero, we can conclude
that λh is given as
λh =
w−h + w
+
h
2
− JσhK
2α
, (4.24)
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while on the boundary edges, we have
λh = ΠMh(wΓ(wh) + σΓ · n− σ−h · n), (4.25)
with ΠMh being the L2−projection onto Mh (the fact that a projection is necessary is a conse-
quence of the nonlinearity being hidden in wΓ).
Let us mention that also in the scenario of the Navier-Stokes equations, the two limiting cases
of pure diffusion (f(w) ≡ 0) and pure convection (B(w) ≡ 0) are treated correctly in the sense
that for pure diffusion, the method reduces to a standard H(div)-method, yielding a diffusive
flux σh ∈ H(div), while for pure convection, the method reduces to a standard discontinuous
Galerkin method, yielding σh ≡ 0 and w = wDG.
Thus, as already mentioned in [44], the method is both in the diffusive and in the convective
case a well-established method, and in-between a method without any parameters to tune. This
makes it especially attractive for our area of application.
2.1.2 Consistency
It is a straightforward operation to show that the method proposed here is consistent with the
weak formulation of the Navier-Stokes equations by substituting wh = w, σh = fv(w,∇w) and
λh = w in (4.20)-(4.22), which is why we do not explicitly show it.
2.1.3 Conservativity
The method proposed is both locally and globally conservative and thus in good agreement
with the physical meaning of conservation laws. Similar to what has been done in [44], local
conservativity can be gotten upon testing the method with ϕh = χΩk , yielding in the interior of
the domain, i.e., in a cell Ωk not intersecting the boundary,∫
∂Ωk
(
f(λh) · n− α(λh − w−h )− σh · n
)
dσ = 0. (4.26)
This is of course the definition of local conservativity. Global conservation can then be achieved
via noting that the flux over an interior cell boundary e can be due to (4.26) written as∫
e
−α(2λh − w−h − w+h )− σ−h · n+ σ+h · n dσ.
Due to (4.22), this expression vanishes, which results in the fact that we have discrete mass
conservation in our hybrid scheme.
2.2 Implementation
Let us point out that the general idea of using a hybrid method is to reduce the globally coupled
degrees of freedom. In this sense, the method as proposed in (4.20)-(4.22) is of course a nightmare
having tremendously more degrees of freedom than DG. Nevertheless, the degrees of freedom can
be decoupled as we have already pointed out in the context of the convection-diffusion equation.
Let us therefore consider an idea going back to Cockburn and Gopalakrishnan [23] and define
local solvers (wkh(λ), σ
k
h(λ)) fulfilling for a given λ (where for ease of notation, we omitted the
argument (λ))
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∫
Ωk
σkh · τh dx+
∫
Ωk
wkh∇ · (B(wkh)T τh) dx−
∫
∂Ωk\∂Ω
λh · (B(wkh)T τhn) dσ
+
∫
∂Ωk∩∂Ω
wΓ(λh) · (B(wkh)T τhn) dσ = 0 (4.27)
−
∫
Ωk
f(wkh)∇ϕh dx−
∫
Ωk
∇ · σkhϕh dx+
∫
∂Ωk\∂Ω
ϕ−h
(
f(λh) · n− α(λh − wk−h )
)
dσ
+
∫
∂Ωk∩∂Ω
ϕ−h
(
f(wΓ(λh)) · n− α(λh − wΓ(wk−h ))
)
dσ = 0 (4.28)
for all (τh, ϕh) ∈ Hh × Vh.
Now defining wh(λ) :=
∑N
k=1 w
k
h(λ) and similarly for σh(λ), the original method can be
formulated as
Find λh ∈Mh s.t. ∀µh ∈Mh :
N̂(λh, µh) :=
∫
Γ0
µh
(
α(2λh − wh(λh)− − wh(λh)+) + σh(λh)− · n− σh(λh)+ · n
)
dσ (4.29)
+
∫
Γ\Γ0
µhα(λh − wΓ(wh(λh))) + µh(σh(λh)− · n− σΓ · n) dσ = 0.
This has of course the same root as we have seen when deriving the method for the diffusive
equation in Section 1.1 by splitting the domain.
Thus, we obtain a nonlinear system whose dimension is dim(Mh) and not dim(Mh)+dim(Vh)+
dim(Hh) any more. This is also a reduction of workload in the course of an iterative Newton
procedure. Nevertheless, we mention that the assembly step for a Jacobian matrix of the method
is much more involved than the one for a standard DG procedure, as one has to solve many
(’small’, because local) linear systems of equations during the assembly.
Let us furthermore mention that the equivalence via the local solvers is only an equivalence
for discrete function spaces. This can be seen when considering for example consistency. While
the original method is consistent, the equivalently formulated method (4.29) is not. Thus, when
implementing the method (always presuming discrete function spaces of course), we can work
with (4.29), while when analyzing the method, we have to work with (4.20)-(4.22).
3 Storage Considerations
We have already mentioned that the amount of memory needed for the hybrid computation is in
general less than when computing the same test case using a DG method. In this short section,
we want to go a little bit deeper into that matter and take the following considerations into
account. We only consider the size of the Jacobian, as this is, with respect to storage, the main
bottleneck. We make the assumption that we have a regular simplicial mesh, meaning a mesh
without hanging nodes.
Considering this, the degrees of freedom of one cell in a DG method are coupled to three
neighbors. (This is not true at the boundary. However, we will from now on assume this without
loss of generality.) The DG residual is a vector of size 4N (p+1)(p+2)2 = 2N(p + 1)(p + 2) (for a
definition of the occurring quantities, we refer to Chapter 3.3). The amount of nonzero entries
of the Jacobian can thus be estimated by JDG := 4N (2(p+ 1)(p+ 2))
2
= O(p4).
After applying the local solves, the hybrid residual is a vector of size 4N̂(p+ 2). The hybrid
degrees of freedom on one edge are coupled to four neighbors (again, except at the boundary).
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The amount of nonzero entries of the hybrid Jacobian can thus be estimated by JHybrid :=
5N̂ (4(p+ 2))
2
= O(p2).
We have uniformly refined the mesh shown in Fig. 4.9 three times, N and N̂ are reported in
Table 4.5.
N N̂
1 668 1022
2 2672 5070
3 10688 21182
4 42752 85470
Table 4.5 – Uniform mesh refinement.
Figure 4.4 – Savings in memory: DG compared to Hybrid
Corresponding to these quantities, we have considered the difference of nonzero entries in the
DG and the hybrid Jacobian matrix. It turns out that from p = 3 on, the Hybrid method is in
terms of storage requirements more efficient than the DG method. A plot of the savings from
p = 3 to p = 8 onwards can be seen in Fig. 4.4, demonstrating the benefits of a hybrid method.
4 Numerical Results
In this section, we present numerical results that demonstrate the effectiveness of the HMmethods
when computing a solution to the Navier-Stokes equations and the Euler equations.
4.1 Inviscid Flow
4.1.1 Smooth Flow
We start by considering inviscid, subsonic flow around a NACA0012 airfoil. As a standard test
case, we choose to set the free-stream conditions to Mach number M = 0.4 and α = 5◦. In
Fig. 4.5 both the Mach number distribution and the underlying grid are plotted. The grid
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consists of 2560 elements and 3920 faces, including 160 faces at the boundary, and it stems from
a structured triangulation. As we have chosen to discretize wh using third order polynomials,
this results in 102400 degrees of freedom for the unknown wh, and 78400 degrees of freedom
for the unknown λh. The latter are of course the only coupled unknowns. Note that for purely
inviscid flow, one does not need to explicitly compute σh, as it is identically 0. For this test case,
the hybrid method reduces to a DG discretization using a modified Lax-Friedrichs flux. In Fig.
4.5(c), we have plotted the pressure along the airfoil once for a DG method, and once for our
Hybrid method. They should of course be identical from the theory, and in fact, they are.
4.1.2 Nonsmooth Flow
This test case was chosen to demonstrate that it is also possible to incorporate the artificial vis-
cosity shock-capturing procedure as explained in Chapter 3.4. This is no surprise as ε was chosen
in such a way that it does not depend on the inter-element jumps, this making it particularly
attractive for the use in the HM method as it only affects the definition of the local solvers. For
demonstration, we have thus chosen our standard test case characterized by a free-stream Mach
number of M = 0.8 and an angle of attack α = 1.25◦, results can be seen in Fig. 4.6. The
underlying polynomials for wh have been chosen to be of third order, the underlying mesh is
the same as in the previous test case, thus the number of degrees of freedom is also the same as
before.
4.2 Viscous Flow
4.2.1 Cylinder
To validate the viscous terms, we have chosen to compute laminar flow around a cylinder, which
is a well-known test case in the literature [65, 90]. The viscous drag as defined in (5.28) can
be split into the two parts J ≡ cD = cDp + cDf , where cDp is the pressure contribution of the
drag and cDf is the viscous contribution of the drag. Henderson [65] has given a functional
dependency for both cDp and cDf of the form c(Re) = a0Rea1 with parameters ai he determined
empirically. In Fig. 4.7(d), we have plotted the results computed with our hybrid solver and
compared them to the functional dependency of Henderson. The results have been computed
using third order polynomials for wh on a rather coarse grid that can be seen in Fig. 4.7(c). The
grid consists of 1596 elements, with 2460 faces, resulting in 63840 degrees of freedom for wh,
191520 degrees of freedom for σh and 49200 degrees of freedom for λh. Here again, the coupled
degrees are the ones of λh, which are for this example less than the ones corresponding to wh
and σh.
The picture shows a very good agreement of the drag coefficient, which validates our code
and shows that our proposed discretization works effectively.
4.2.2 NACA0012
Let us from now on consider viscous flow around a standard NACA0012 airfoil for different
Reynolds numbers.
4.2.2.1 Re 73 We begin by considering flow characterized by a Reynolds number Re = 73,
a free-stream Mach number M = 0.8 and an angle of attack α = 10◦. The results have been
computed on a rather coarse mesh consisting of 668 elements and 1022 faces. Due to the fact
that we discretized w with polynomials of order p = 3, this results in 26720 unknowns for wh,
80160 unknowns for σh and 20440 unknowns for λh. Again, the coupled degrees of freedom are
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(a) Grid (b) Mach number distribution
(c) Pressure distribution along the airfoil
Figure 4.5 – An inviscid NACA0012 test case. Free-stream conditions are M = 0.4 and α = 5◦.
Figure 4.6 – Mach Number distribution of inviscid flow around a NACA0012 airfoil. Free-stream
conditions are M = 0.8 and α = 1.25◦.
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(a) Mach Number distribution and Streamline Plot:
Re = 10
(b) Mach Number distribution and Streamline Plot:
Re = 35
(c) Used grid (d) Total, pressure-induced and viscosity-induced drag in com-
parison with results from the literature [65]
Figure 4.7 – Laminar flow around a cylinder.
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the ones belonging to λh, and these are less than the ones for wh. In Fig. 4.8, we have plotted
the pressure distribution once over the complete domain, and once over the airfoil. The obtained
results compare very well to the literature [90]. The very coarse underlying grid can be seen in
Fig. 4.9.
4.2.2.2 Re 500 Another well-known test case is viscous flow around a NACA0012 airfoil at
Reynolds number Re = 500, Mach number M = 0.8, and an angle of attack α = 10◦. These
parameters have been chosen to compare the method to results reported in the literature [90].
The underlying polynomial order was p = 3 for wh (and then, in consequence, p = 4 for both the
discretization of σh and λh). The underlying grid can be seen in Fig. 4.5(a), it is the same grid
that has been used to compute the inviscid test case from above. This then yields 102400 degrees
of freedom for wh, 307200 degrees of freedom for σh and 78400 degrees of freedom for λh. In Fig.
4.10, we have plotted both the Mach number distribution and the pressure distribution around
the airfoil. The Mach number distribution was computed using the primal variables wh, while
the pressure distribution along the airfoil was computed using the hybrid variables λh. The close
up view of the Mach number distribution reveals the smoothness of the underlying approximate
solution, which for this test case is of course a wanted feature.
We have furthermore documented the convergence history of our Newton solver for this test
case, once initializing with free-stream values, once using the full Multigrid approach. Results
can be seen in Fig. 4.11. It is evident that the number of Newton steps needed is similar to
those needed for the DG case, compare also Chapter 3.5.
4.2.2.3 Re 1500 As a final example, we consider again a flow around a NACA0012 airfoil,
but this time at a rather high Reynolds number of Re = 1500. This number is again chosen
to make our results comparable to literature [90], as well as are the parameters M = 0.8 and
α = 1.25◦. This test case exhibits a boundary layer which can for classical Finite Volume
schemes only be resolved by adding enough stretched cells to the boundary. To demonstrate the
effectiveness of our proposed method, we took the same mesh as in the above test cases, which
means that we do not have specially stretched cells along the boundary layer. The results in Fig.
4.12 indicate that this was successful, again showing the impact a high order scheme can have.
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(a) Domain around the airfoil (b) On the airfoil
Figure 4.8 – A viscous NACA0012 test case: Pressure plots. Free-stream conditions are M = 0.8,
α = 10◦, Re = 73.
Figure 4.9 – Coarse Grid. Number of elements: 668, number of faces: 1022
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(a) Mach number distribution (b) Mach number distribution - close up view
(c) Pressure contours along the airfoil
Figure 4.10 – A viscous NACA0012 test case. Free-stream conditions are M = 0.8, α = 10◦,
Re = 500.
(a) Standard Relaxation (b) Multigrid Relaxation
Figure 4.11 – Convergence history belonging to Re = 500 test case.
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(a) Mach number distribution (b) Mach number distribution - close up view
Figure 4.12 – A viscous NACA0012 test case. Free-stream conditions are M = 0.8, α = 1.25◦,
Re = 1500.
Chapter 5
Dual Equation and Error Estimation
In this chapter, we give a general introduction on the dual (or adjoint) equation with a special
focus on (but not restricted to) its use in an adaptive error estimation procedure.
There is not a precise definition of the term dual or adjoint equation, and depending on the
context, this can have many different meanings. In particular, we focus on the equation that is
adjoint to an operator in some sense we define below. The chapter is meant as a self-contained
introduction as far as our ongoing work needs it. As this can never be complete, we refer to the
cited literature and the references therein. We note that from now on, we use the terms adjoint
and dual as synonyms.
Let us briefly mention the most influential papers on that subject: Probably the most exhaus-
tive survey is the review article by Becker and Rannacher [14], which covers the complete basics
for the error estimation. Furthermore, these authors have also introduced the Dual Weighted
Residual Method in an earlier paper [13] (in the context of the Laplace equation), which is,
roughly speaking, at the root of the adaptation procedure we pursue here. Also in this con-
text falls the Paper by Larson and Barth [86], who, in addition, numerically investigate how
the approximation of the adjoint should be computed. However, in the context of hyperbolic
equations and Finite Volume approximations, it is probably mostly the work by Giles and Pierce
who, in many papers such as [52, 50, 103, 102] investigated and promoted the use of the adjoint
methodology in both the use for design, improvement of target functionals and error estimation.
A good starting point for the adjoint approach in the context of design optimization is their
review paper [51], while a good starting point for the adjoint approach in the context of error
estimation and target-functional improvement is the overview paper by Giles and Süli [53]. The
most influential work on optimization of airfoils goes back to Jameson [73] who developed the
methodology for the potential and the Euler equations. From a more theoretical point of view,
one must mention the papers by Tadmor [122] and Nessyahu and Tadmor [96] who develop -
based on a Lip′-topology - convergence of certain approximations to the unique entropy solution
to (2.1) by using duality techniques. Last but not least, one of the early papers treating the use
of the adjoint equation in the hyperbolic context - in this case to improve a target functional
such as lift or drag - were written by Venditti and Darmofal [129, 130].
This chapter is organized as follows: In a first section, we motivate the use of the adjoint
methodology on a simple example and show the difficulties one encounters there. We then
generalize the adjoint methodology to a variational Hilbert space setting and give some examples
of dual problems important for our further analysis. Especially, we derive the adjoint Navier-
Stokes equations in a rigorous setting. The chapter ends with a small section that is concerned
with the analytical well-posedness of the dual equation, which turns out to be not trivial at all.
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1 Target Error Control by the Continuous Adjoint Method
for a Hyperbolic Conservation Law
In most engineering applications, one is not interested in the solution w to a partial differential
equation per se, but one is rather interested in some specific features Ji of w, mostly resulting
in a few values Ji(w). For example, in external aerodynamics, two important measures are
the lift and the drag coefficient of an airplane. Lift is a measure for the strength of the force
perpendicular to the flow, while drag is a measure for the strength of the force parallel to the
flow, so lift is roughly speaking an indication for the airplane to carry high weights, while drag
is an indication of the force necessary to maintain a certain speed. In two dimensions, both
measures can be written as a weighted integral of pressure and the stress-tensor at the airfoil
boundary.
With these applications in mind, one is tempted to optimize adaptation with respect to a spe-
cific functional and not to the solution quality per se. To this end, we introduce a mathematical
framework. Let us, to demonstrate the general procedure, start with a very simple example:
Let w be a solution to (2.1) and J be a (possibly nonlinear) functional. Furthermore, we let
wh denote an approximate solution to (2.1), which means that
(wh)t +∇ · f(wh) = R(wh), (5.1)
where R(wh) is denoted the residual (and should of course vanish when a characteristic parameter
h such as the mesh-size goes to zero). Note that the viscous solution of (2.11) falls in that
framework with the obvious interchange of h and ε. (The adjoint error estimation in this case
has been mathematically investigated by Tadmor [122] in the context of pointwise approximations
of w via wε. This approach has been extended to convergence of approximate solutions to the
entropy solution by Nessyahu and Tadmor [96].)
Our aim is to control the difference
eh := J(wh)− J(w),
where J is supposed to be a functional of the form
J(w) =
∫
ΩT
ξ(w) d(x, t) +
∫
Rn
ξΓ(w(T, x))dx, (5.2)
where all notation is explained in the context of (2.1). To this end, we introduce the so called
dual equation
−zt − aT∇z = ξ′, (5.3)
also given on the space-time slab ΩT , where we have set
a :=
∫ 1
0
f ′(τwh + (1− τ)w) dτ (5.4)
and
ξ′ :=
∫ 1
0
ξ′(τwh + (1− τ)w) dτ, (5.5)
where in both cases the derivative is taken with respect to w. For simplicity, in this introductory
part, we do not consider boundary conditions. (As this is of course an important detail, we
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come back on it in Section 3.3 of this chapter for the steady-state case. For the time-dependent
case, we refer to [117, 116].) We thus assume Ω = Rd, where d is the spatial dimension of the
system, so that we are in fact dealing with a Cauchy problem. (In this case, ∂ΩT reduces to
{T} × Rd ∪{0} × Rd.) A simple calculation yields
J(wh)− J(w) =
∫
ΩT
ξ′(wh − w) d(x, t) +
∫
Rd
ξ′Γ(wh − w)]t=T dx (5.6)
=
∫ T
0
∫
Rd
z ·R(wh) dx dt−
∫
Rd
z · (wh − w)]t=T dx
+
∫
Rd
ξ′Γ(wh − w)]t=T dx+
∫
Rd
z · (wh − w)]t=0dx.
Note that (5.3) is a backwards transport equation, so we can prescribe ’initial’ values either on
t = 0 or on t = T . We choose t = T and set
z(T, x) = ξ′Γ(x), (5.7)
where ξ′Γ is defined analogously to ξ′ in (5.5).
Using these definitions, the second and the third term on the right-hand side of (5.6) can-
cel each other. Unfortunately, now it is not possible anymore to prescribe z(0, x) and the fifth
term does not vanish in general. Nevertheless, it is, given we have already computed z, com-
putable, because initial conditions to w have to be described exactly and are thus not subject to
uncertainty. So given we have already computed z, we obtain the computable error estimator
J(wh)− J(w) =
∫ T
0
∫
Rd
z ·R(wh) dx dt+
∫
Rd
z(wh − w)]t=0 dx. (5.8)
A functional where we - with the help of an appropriate dual equation - can get an equation
such as (5.8) is called compatible. Compatibility of functionals poses a more severe problem in
the context of non-Cauchy problems. We show in Section 3 in this chapter that it is a non-trivial
task to achieve this compatibility, and it turns out that only a few functionals are compatible in
’real’ applications.
Remark 5.5. It is not hard to copy all this to the steady-state case (2.5) by simply ignoring all
terms coming from time t. As we are going to see, the steady-state dual equation corresponding
to the functional J(w) =
∫
Ω
ξ(w) dx is then
−aT∇z = ξ′
with suitable boundary conditions to be explained in Section 5.3. The corresponding error esti-
mator is then
J(wh)− J(w) =
∫
Ω
z ·R(wh) dx+ boundary terms,
where the boundary terms are computable, given z has been computed.
Remark 5.6. The error formula (5.8) is in principle exact. Nevertheless, there are at least two
difficulties that come in when actually evaluating it:
• The dual problem depends on the exact solution w which is normally not at hand.
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• z is described via another PDE which can hardly be solved exactly. Thus, one has to
approximate z by some discrete version zh. This is of course another source of error that
has to be controlled.
It is not a-priori clear how to solve these issues, but let us comment on how one could possibly
circumvent them:
• To resolve the first issue, most authors simply replace a by f ′(wh) or by f ′(Iwh), where
Iwh is a higher-order interpolation of wh. (We refer to [86] for a numerical study.) This
can, as one can see from our results in Chapter 7, be actually a bad approximation when
working with discontinuous solutions (which is not surprising after all as Taylor expansion
is only supposed to work on smooth underlying quantities).
• The second issue is also not clear from a pure mathematical point of view, although it
also seems there is a common basis on how authors resolve this problem. In a variational
context, the approximation of z has in some sense to be ’better’ than the approximation to
w to not get a vanishing error estimator. This could mean that zh has to be computed using
higher order polynomials or a different, finer mesh. We come back to this problem in the
next chapter when actually presenting the methodology for DG methods, see Chapter 6.
Remark 5.7. Note that, by simplifying a to f ′(wh), the dual equation has the same characteristic
directions as the forward problem. This is due to the fact that the transpose of a matrix has the
same eigenvalues as the original matrix does.
2 Derivation in a Variational Framework
In this section, we generalize the ideas of the preceding section and put them in a common
mathematical framework.
Although the dual equation has historically been first derived in the context of design op-
timization (in this case, the dual z is usually referred to as a Lagrange parameter [66]), we
only consider the derivation of the adjoint in an error-estimator context. However, the common
ground is in both cases the same: The goal is to determine the action of a derivative on an
(unknown) function, being expressed as a weighted residual term, where the weight is exactly
the dual solution.
2.1 Derivation in an Error Estimator Context
Let V ⊂ L2(Ω) be a Hilbert space and J : X → R be a Fréchet differentiable functional. By
N : V ×V → R, we denote a semi-linear (meaning linear in the second argument) Fréchet differ-
entiable operator and as usual, (·, ·) denotes the standard L2−scalar product (f, g) = ∫
Ω
f · g dx.
We assume that the variational problem of finding w ∈ V such that
N(w, v) = 0 ∀v ∈ V (5.9)
is well-posed. We assume that boundary conditions are given in the formulation of N .
Let wh ∈ V denote an approximate solution fulfilling
N(wh, v) = Rwh(v).
Obviously, due to the well-posedness, we have wh ≡ w if and only if Rwh(v) ≡ 0 for all possible
v ∈ V . The quantity Rwh(·) is as usual called Residual and can be interpreted as a measure of
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how close wh is to w. Our concern is to compute the error eh in the functional J ,
eh := J(wh)− J(w)
and we therefore proceed along similar lines as in Section 1 and perform a mean-value linearization
of J :
eh = J(wh)− J(w) =
∫ 1
0
d
dτ
J(τwh + (1− τ)w) dτ (5.10)
=
∫ 1
0
J ′(τwh + (1− τ)w)(wh − w) dτ =: J ′(w;wh)(wh − w).
Similarly, we get
Rwh(v) = N(wh, v)−N(w, v) =: N ′(w;wh)(wh − w, v), (5.11)
with N ′(w;wh)(·, ·) being defined as
N ′(w;wh)(·, ·) :=
∫ 1
0
N ′(τwh + (1− τ)w)(·, ·) dτ, (5.12)
where the derivative is taken with respect to the first argument of N . With all these preparations,
we can now formulate the mean-value adjoint (or mean-value dual) equation:
Definition 5.12. The mean-value adjoint solution corresponding to a semi-linear form N and
a functional J (both as defined earlier) is the function z in V that fulfills
N ′(w;wh)(ϕ, z) = J ′(w;wh)(ϕ) ∀ϕ ∈ V. (5.13)
It is not clear whether such a solution z exists and which regularity properties it has. This
depends to a great extent on the adjoint operator and - in practice - on the behavior of N ′ and
J ′ on the boundary of the domain. We therefore make an important definition concerning the
functional J :
Definition 5.13. A functional J is called admissible if it allows a solution z of (5.13).
If a solution exists, one readily computes
eh = J ′(w;wh)(wh − w) = N ′(w;wh)(wh − w, z) = N(wh, z)−N(w, z) = Rwh(z). (5.14)
This is the abstract equivalent to equation (5.8). The dual solution z can thus be interpreted as
that weight that makes the residual being equal to the error. We have already commented on
this in Chapter 2.3.
Again, in practical computations, the mean-value linearizations are not computable as long
as one does only know wh. One thus has to replace them by suitable averages. Becker and
Rannacher [14] did a very careful analysis on remainder terms if one replaces (5.13) by
N ′(wh)(ϕ, z) = J ′(wh)(ϕ) ∀ϕ ∈ V (5.15)
(which is, if w is not explicitly given, of course the only computable choice). It turns out that
for wh smooth and ’sufficiently close’ to the also smooth solution w, the approximation is good
enough. Of course in practical settings, ’sufficiently close’ cannot be guaranteed, especially as
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this closeness is measured in a global norm, i.e., a norm containing the complete domain Ω in
contrast to some local norm.
It turns out that (5.15) is usually an over determination of the dual problem, which means
that the adjoint equation is not well-posed. However, the claim ϕ ∈ V can be relaxed to a smaller
subspace Z := V ∩Ker(U ′Γ(wh)), where UΓ is an abbreviation for the boundary conditions on
w (we have seen this already for example in the definition of the quasi one-dimensional Euler
equations, see Chapter 1.1.2). The fact that this is sufficient can be seen if one assumes that
UΓ(wh) = UΓ(w), which means that wh fulfills the boundary conditions exactly. If this is the
case, then
0 = UΓ(wh)− UΓ(w) = U ′Γ(wh)(w − wh) +O(‖w − wh‖2)
and (5.14) is still valid up to second order.
Not all discretization methods use an approximation wh in such a way that the approximate
solution exactly fulfills the boundary conditions. Nevertheless, we modify both our HM and DG
method to incorporate this feature. More of this can be seen in Chapter 6.
We are now ready to make the following definition of what we - and many other authors such
as [50, 73] - understand as exact continuous adjoint equation:
Definition 5.14. The solution z to
N ′(w)(ϕ, z) = J ′(w)(ϕ) ∀ϕ ∈ V ∩Ker(U ′Γ(w)) (5.16)
is called exact continuous adjoint of a PDE, if N denotes the weak formulation of the underlying
partial differential equation (such as (2.6)) with corresponding exact solution w, and UΓ denotes
the boundary conditions to that given PDE.
3 Some Examples of Dual Problems
In this section, we give three further examples of primal and corresponding dual problems. We
have already, in the introductory Section 1, seen the dual to a (nonlinear) hyperbolic conservation
law.
To make the ideas more transparent, and as it is of great importance for our overall work,
we consider here first Poisson’s equation, then the quasi one-dimensional Euler equations and
then - in a sense as a combination of the other two equations - the compressible Navier-Stokes
equations, where we especially focus on the appropriate formulation of the adjoint boundary
conditions. As this is the only computable choice, we use from this point on only the exact
continuous adjoint equations as defined in Definition 5.14.
3.1 Poisson Equation
This subsection is meant as an appetizer, where we compute the dual equation for a very simple
linear equation in the hope to make the ideas a bit more transparent for the upcoming, techni-
cally very intense examples. We furthermore need the results from this section in our adjoint
consistency analysis.
Let us recall Poisson equation with both Dirichlet and Neumann boundary conditions, given
as
−∆w = f, x ∈ Ω (5.17)
w = g, x ∈ ΓD
∇w · n = h, x ∈ ΓN ,
3. SOME EXAMPLES OF DUAL PROBLEMS 71
where we are given the subdivision ∂Ω = ΓN ∪ ΓD with ΓN and ΓD non-overlapping. To make
it a well-posed problem, we assume that |ΓD| > 0. The functional of interest we consider here is
supposed to be given as
J(w) =
∫
ΓD
ξD∇w · ndσ +
∫
ΓN
ξNw dσ, (5.18)
with the derivative
J ′(ϕ) =
∫
ΓD
ξD∇ϕ · ndσ +
∫
ΓN
ξNϕdσ. (5.19)
To determine the adjoint equation corresponding to J , let us linearize equation (5.17) in
direction ϕ, yielding −∆ϕ, and then test it against the adjoint solution z, yielding∫
Ω
−∆ϕz dx =
∫
Ω
∇ϕ∇z dx−
∫
∂Ω
z∇ϕ · ndσ (5.20)
= −
∫
Ω
ϕ∆z dx−
∫
∂Ω
z∇ϕ · ndσ +
∫
∂Ω
∇z · nϕdσ
=
∫
Ω
−ϕ∆z dx−
∫
ΓD
z∇ϕ · ndσ +
∫
ΓN
ϕ∇z · ndσ,
where we have made use of the fact that ϕ must not disturb the boundary conditions, yielding
ϕ = 0 on ΓD and ∇ϕ · n = 0 on ΓN . The fact that the right hand side of (5.20) should be equal
to J ′(ϕ) (compare also Def. 5.14) yields the adjoint Poisson equation
−∆z = 0, x ∈ Ω (5.21)
z = −ξD, x ∈ ΓD
∇z · n = ξN , x ∈ ΓN .
This equation is conceptually similar to the original Poisson equation, it can be seen that the
division of ∂Ω into Dirichlet and Neumann boundary for the primal problem is the same as for
the adjoint problem.
3.2 Quasi One-Dimensional Euler Equations
Let us in this section derive the adjoint equations for the quasi one-dimensional Euler equations,
where we also take adjoint boundary conditions into account. Such conditions for the dual
problem have been derived by Jameson [73] for the Navier-Stokes equations, and have then been
generalized for various cases by Giles and Pierce [50] and by Hartmann [62].
So let us begin by taking into account that we consider the functional
J(w) =
∫
Ω
ξ(w)dx, (5.22)
while the underlying equations are the (steady) quasi one-dimensional Euler equations discussed
in Chapter 2.1.2. The one-dimensional domain Ω is supposed to be Ω := [Ωl,Ωr]. The boundary
conditions are in an abstract form denoted by UΓ.
The linearization of (5.22) in direction ϕ is
J ′(w)(ϕ) =
∫
Ω
d
dw
ξ(w) ϕ dx, (5.23)
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while the linearization of (2.15) is
(
d
dw
f(w)ϕ)x + (
d
dw
S(w)ϕ) (5.24)
In order to obtain the adjoint equation, let us test (5.24) by a smooth test function z and integrate
by parts, also assuming that w is smooth:∫
Ω
zT ·
(
(
d
dw
f(w)ϕ)x + (
d
dw
S(w)ϕ)
)
dx
=
∫
Ω
zTx ·
(
− d
dw
f(w)ϕ
)
+ zT
(
d
dw
S(w)ϕ
)
dx+ [zT
d
dw
f(w)ϕ]ΩrΩl
=
∫
Ω
(−f ′(w)T zx + S′(w)T z)ϕ dx+ [zT f ′(w)ϕ]ΩrΩl (5.25)
Unifying (5.25) with (5.23) (compare also Def. 5.14), and taking into account that the test
functions ϕ ∈ Ker(U ′Γ(w)), we obtain the adjoint equation
−f ′(w)T zx + S′(w)T z = ξ′(w) x ∈ Ω (5.26)
(f ′(w)T z)ϕ = 0 ∀ϕ ∈ Ker(U ′Γ(w)), x ∈ ∂Ω. (5.27)
We do not further evaluate this (by specifying what the functions ϕ ∈ Ker(U ′Γ(w)) look like),
because we do this in more detail in the derivation of the adjoint Navier-Stokes equation in the
next subsection.
3.3 Navier-Stokes Equations
In this section, we derive the adjoint equations for the two-dimensional Navier-Stokes equations.
Similar work has been done by Hartmann [62] and Jameson [73]. We try to give a complete
and exhaustive derivation of the adjoint equations including also the explicit linearization of the
boundary conditions. The analysis to be presented is technically difficult. To at least reduce the
amount of formulae, we use a compact tensor-based notation. For convenience, we have listed
the most important abbreviations in the Appendix, Section B. We need the results of this section
in Chapter 6 when proving that both the DG and the HM methods are adjoint consistent.
The underlying functional of interest is a boundary functional (defined on the wall-boundary
Γw, which is in our two-dimensional examples the boundary of an airfoil) having the form (for the
definition of the occurring quantities, we refer the reader to equation (2.22) and the explanations
thereafter)
J(w) =
∫
Γw
p(w)β · n− (τβ) n dσ. (5.28)
n denotes the normal into the surface of the airfoil. Note that upon suitably choosing β, (viscous)
lift and drag fall within this form, more precisely, upon choosing β as βd for drag or βl for lift,
given by
βd =
1
C∞
(cos(α), sin(α))T ,
βl =
1
C∞
(− sin(α), cos(α))T ,
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respectively, J(w) is precisely the functional for computing drag and lift coefficient. As usual, α
denotes the angle of attack while C∞ is a normalized reference value defined as
C∞ =
1
2
(
γp∞M2∞l
)
.
l is the chord length of the airfoil, while p∞ andM∞ are the values of pressure and Mach number
at free-stream conditions, i.e., values in the far field.
The linearization of (5.28), i.e., ddwJ(w) ϕ can be written as (recall that τ ≡ τ(w,∇w)!)
J ′(w) ϕ =
∫
Γw
(
d
dw
p(w)ϕ
)
β · ndσ −
∫
Γw
d
dw
(τβ · n)ϕ− d
d∇w (τβ · n)∇ϕdσ. (5.29)
Note that this only involves the boundary, so the contribution to the dual equation in the interior
of Ω is zero.
Let us now proceed with the linearized version of (2.22), meaning that we consider the
directional derivative of equations (2.22) at point w in direction ϕ, which results in the term
∇ ·
(
d
dw
f(w)ϕ
)
−∇ ·
(
d
dw
fv(w,∇w)ϕ
)
−∇ ·
(
d
d∇wfv(w,∇w)∇ϕ
)
. (5.30)
To obtain the dual equations including boundary conditions, we test (5.30) versus a test-function
z, which is supposed to be smooth and perform two times an integration by parts
∫
Ω
zT
(
∇ ·
(
d
dw
f(w)ϕ− d
dw
fv(w,∇w)ϕ− d
d∇wfv(w,∇w)∇ϕ
))
dx
=−
∫
Ω
(∇z)T
(
d
dw
f(w)ϕ− d
dw
fv(w,∇w)ϕ− d
d∇wfv(w,∇w)∇ϕ
)
dx
+
∫
Γw
zT
(
d
dw
f(w)ϕ− d
dw
fv(w,∇w)ϕ− d
d∇wfv(w,∇w)∇ϕ
)
ndσ
=−
∫
Ω
((
d
dw
f(w))T∇z)Tϕ− ( d
dw
fv(w,∇w))T∇z)Tϕdx−
∫
Ω
∇ ·
(
(
d
d∇wfv(w,∇w))
T∇z
)T
ϕ dx
+
∫
Γw
zT
(
d
dw
f(w)ϕ− d
dw
fv(w,∇w)ϕ− d
d∇wfv(w,∇w)∇ϕ
)
ndσ (5.31)
+
∫
Γw
(
d
d∇wfv(w,∇w)
T∇zn
)
ϕdσ.
Due to the fact that the functional of interest has no contributions from the interior of Ω, and
that we can write dd∇wfv(w,∇w) = B(w), this yields the adjoint Navier-Stokes equations
− d
dw
f(w)T∇z +
(
d
dw
B(w)∇w
)T
∇z −∇ · (B(w)T∇z) = 0.
We now have to specify the adjoint boundary conditions. This is done by claiming that the
boundary contributions in (5.31) should be equal to the boundary contributions of the differen-
tiated functional J as in (5.29), in terms:
∫
Γw
zT
(
d
dw
f(w)ϕ− d
dw
fv(w,∇w)ϕ− d
d∇wfv(w,∇w)∇ϕ
)
ndσ +
∫
Γw
(
d
d∇wfv(w,∇w)
T∇zn
)
ϕdσ
=
∫
Γw
(
d
dw
p(w)ϕ
)
β · ndσ −
∫
Γw
d
dw
(τβ · n)ϕ− d
d∇w (τβ · n)∇ϕdσ. (5.32)
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Note that we only allow those variations ϕ that do not disturb the boundary conditions. Math-
ematically speaking, variations ϕ have to fulfill
U ′Γ(w)ϕ = 0
where UΓ(w) denotes the boundary conditions imposed on w. This especially means that, due
to ρu = ρv = 0 at the boundary Γw, we have
ϕ2 = ϕ3 = 0 on Γw. (5.33)
Given an isothermal wall boundary condition, T must not change, which yields the condition
dT
dw
(ρ, ρu, ρv, E) · ϕ = 0. (5.34)
We now proceed using the identities given in Chapter 2.1.4, especially (2.24), and the fact, that
given (u, v) = 0, we have p = (γ − 1)E. Because p depends quadratically on u and v, we even
have pxi = (γ − 1)Exi . We can thus rewrite (5.34) as
0 =
1
cv
1
ρ2
(−E, 0, 0, ρ) · ϕ = 1
cvρ2
(−Eϕ1 + ρϕ4) . (5.35)
In a similar fashion one can also give conditions on∇ϕ such that the adiabatic boundary condition
is not perturbed. This results in the restriction
d
d∇w (n · ∇T (w,∇w))∇ϕ =
ρn · ∇ϕ4 − En · ∇ϕ1
cvρ2
= 0. (5.36)
Similarly, we also claim ddw (n · ∇T (w,∇w))ϕ = 0 in the adiabatic case.
Now separating (5.32) into contributions from ϕ and ∇ϕ, we obtain
∫
Γw
zT ·
(
d
dw
f(w)ϕ− d
dw
B(w)ϕ ∇w
)
n dσ +
∫
Γw
(
B(w)T∇zn
)
ϕ dσ (5.37)
=
∫
Γw
(
d
dw
p(w)ϕ
)
β · n− d
dw
(τ(w,∇w)β · n) ϕ dσ (5.38)
and
−
∫
Γw
zT (B(w)∇ϕn) dσ =−
∫
Γw
d
d∇w (τ(w,∇w) β · n)∇ϕ dσ. (5.39)
Let us begin with (5.39). In the isothermal case, we need an identity there for all ∇ϕ, which
necessitates
(B(w)Tn)z =
d
d∇w (τ(w,∇w) β n) .
Using the assumption that (u, v) = 0 at Γw, we can compute B(w)Tnz (for convenience, we have
listed the B in the Appendix, Section A) to be
µ
ρ
(
−n1 γ EPr ρz4 43n1z2 − 23n2z3 n2z2 + n1z3 γPrn1z4
−n2 γ EPr ρz4 n2z2 + n1z3 − 23n1z2 + 43n2z3 γPrn2z4
)
(5.40)
while dd∇w (τ(w,∇w) β n) can be similarly written as
µ
ρ
(
0 43n1β1 − 23n2β2 n2β1 + n1β2 0
0 n2β1 + n1β2 − 23n1β1 + 43n2β2 0
)
.
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Unifying these two expressions necessitates the choice of
(z2, z3, z4) = (β1, β2, 0). (5.41)
Note that for adiabatic boundary conditions, it still holds that
(z2, z3) = (β1, β2), (5.42)
but due to the fact that the first and the last components in each row of (5.40) vanish upon
multiplying it with ∇ϕ (this follows from the constraints on ∇ϕ, see (5.36)), nothing can be said
about z4. (We will see however that there is in the adiabatic case a condition on ∇z4).
Let us now turn to (5.37)-(5.38) and note that we have
2∑
i=1
d
dw
(niBi,1wx1 + niBi,2wx2)ϕ =
d
dw
(fv · n)ϕ (5.43)
=
d
dw

0
τ11n1 + τ12n2
τ21n1 + τ22n2
τ11un1 + τ12vn1 + kTx1n1 + τ21un2 + τ22vn2 + kTx2n2
ϕ.
Multiplied by z4, the last line is 0, because either z4 is zero (isothermal boundary conditions) or
the heat flux kn · ∇T is zero, which for permissible variations ϕ yields ddw (kn · ∇T )ϕ = 0. The
rest cancels anyway as (u, v) = 0, yielding ddw (u, v)ϕ = 0. Using (z2, z3) = (β1, β2), this then,
together with
d
dw
(f1(w)n1 + f2(w)n2)ϕ =
d
dw
(p(w)(0, n1, n2, 0)
T )ϕ, (5.44)
cancels the right-hand side, and we can rewrite (5.37)-(5.38) equivalently as∫
Γw
(
(BT11zx1 +B
T
21zx2)n1 + (B
T
12zx1 +B
T
22zx2)n2
)
ϕ dσ = 0, (5.45)
because the other terms cancel each other.
Now note that the integrand in (5.45) can be written as
µ
ρ

− γPr Eρ∇z4 · n
4
3n1(z2)x1 − 2n13 (z3)x2 + n2(z2)x2 + n2(z3)x1
n1(z2)x2 + n1(z3)x1 − 2n23 (z2)x1 + 4n23 (z3)x2
γ
Pr∇z4 · n
 · ϕ = 0.
Due to (5.33), this is equivalent to
0 =
µ
ρ
γ
Pr
∇z4 · n
(
−E
ρ
ϕ1 + ϕ4
)
=
µ
ρ2
γ
Pr
∇z4 · n (−Eϕ1 + ρϕ4) .
Because of (5.35), this does not pose any condition on ∇z4 in the case we are at an isothermal
boundary. Nevertheless, for adiabatic boundary conditions, this gives
∇z4 · n = 0.
We have thus completely derived the adjoint Navier-Stokes equations. Let us summarize this in
the following way:
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Theorem 5.2. The adjoint Navier-Stokes equations corresponding to the functional J as in
(5.28), can be written as
− d
dw
f(w)T∇z +
(
d
dw
B(w)∇w
)T
∇z −∇ · (B(w)T∇z) = 0, x ∈ Ω (5.46)
U∗Γ(z,∇z) = 0, x ∈ Γw (5.47)
where U∗Γ is defined for isothermal boundary conditions as
U∗Γ(z,∇z) = (z2 − β1, z3 − β2, z4)
and for adiabatic boundary conditions in the original problem as
U∗Γ(z,∇z) = (z2 − β1, z3 − β2,∇z4 · n).
4 Well-Posedness
As we have seen in the introduction, there are open questions concerning the well-posedness of
the primal hyperbolic problem. The issue gets worse when considering the dual equation because
it is in general not in conservative form. In fact, it can be shown that the dual solution is not
always well defined, the well-definedness even breaks down in simple cases. Furthermore, one has
to extend the concept of solution from well-known function spaces such as BV (Rn) (which is a
standard space for hyperbolic conservation laws) to some measure-valued spaces. Note that, for
a function w ∈ BV (Rn), the (weak) derivative ∇w is usually not in Lp, but must be considered a
measure, which is roughly speaking one of the reasons for the ill-posedness of the dual equation.
4.1 Time-Dependent Dual Problem
In this chapter - for the ease of presentation and, much more important, because one obtains
theoretical results only there - we consider scalar, hyperbolic Cauchy equations of the form
wt + f(w)x = 0
w(0, x) = w0(x).
The corresponding dual equation with respect to the functional as defined in (5.2) then reads
(cf. (5.3) and (5.7))
−zt − azx = ξ′ (5.48)
z(T, x) = −ξ′Γ.
Note that, due to its definition, a may be discontinuous. For simplicity, we assume that ξ′ = 0.
In [17], Bouchut and James have investigated linear transport equations with a discontinuous
coefficient of type (5.48). In this setting, it turns out [17, 122], that a special condition, the
so-called One-Sided-Lipschitz-Condition (OSLC), plays an important role:
ess sup
x 6=y
(
a(t, x)− a(t, y)
x− y
)
≤ m(t), m ∈ L1[0, T ]
or, for short:
∂xa ≤ m(t), m ∈ L1[0, T ]. (5.49)
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Note that this in some way limits the discontinuities that a is allowed to have. Thanks to the
entropy condition as defined in (2.12), which does also limit jumps but for the primal solution of
the hyperbolic conservation law, the expression f ′(w) does obey the OSLC. If one defines very
special, so-called Lip′-consistent methods, then one can also prove that a does obey the OSLC
(for both the definition and the proof, see [96]). Given
a ∈ L1([0, T ]× R) ∪ L∞([0, T ]× R)
and (5.49) is fulfilled, this does - in the case of ξ′Γ ∈W 1,∞(R) - imply that there exists a solution
z ∈W 1,∞([0, T ]×R). Unfortunately, this solution is not unique as already mentioned by Conway
[35].
The authors in [17] develop - based on a careful duality analysis - a method to single out
the ’relevant’ solution to (5.48) which they call reversible solution. This means that if z is
the reversible solution, then it is stable with respect to perturbations in the coefficients, i.e., if
an → a in L∞((0, T )× R)− w∗, then for the solutions zn to
−(zn)t − an(zn)x = −ξ′
zn(x, T ) = ξ′Γ
one has zn → z in C([0, T ]× [−R,R]) for every fixed R.
In [123], Ulbrich, in the context of shape optimization, has extended this result to scalar
hyperbolic conservation laws including source terms. So, for proper final values ξ′Γ, one obtains
that reasonable solutions exist and are unique. Unfortunately, as noticed in [49] and subsequently
more theoretically investigated in [48], ξ′Γ does usually depend on w and wh, and so is likely to
have the jumps exactly where a has them (because its dependency on w and wh is similar). This
poses a severe problem, because it is then not possible any more to give a unique meaning to the
dual solution [17].
Giles [49] suggested one should take an additional interior boundary condition at the shock.
This, then again, would render the dual problem well-defined. Unfortunately, one needs shock
detection which is, even in the scalar case, not easy to achieve. In Chapter 7, we go a little bit
deeper into that matter. Nevertheless, there is, to the author’s best knowledge, no one who really
had to take this dual boundary condition into account. This is most likely due to the fact that
each numerical approximation of the dual solution would put in some viscosity, so one rather,
instead of (5.48) calculates something similar to
−zεt − azεx = −εzεxx + ξ′
zε(x, T ) = −ξ′Γ.
In this setting, one can prove that everything is well-defined [17, 48] as long as there is enough
diffusion. Again, we postpone this discussion to Chapter 7.
Regarding systems of dual equations such as the adjoint Navier-Stokes equations (5.46), there
is in principle no theory at all, because all important questions are still open even for the primal
problem.
4.2 Steady-State Dual Problem
Unlike in the time-dependent case, where well-posedness is simply not known, the issue is even
worse in the steady-state case, as one can give examples where the dual problem is not well-posed
meaning that there is no solution in BV (R). Even for smooth primal solutions, the well-posedness
of the dual can break down. For demonstration, let us consider the simple example of the adjoint
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to the one-dimensional Burgers equation. Burgers equation is equation (2.5) with a right-hand
side ψ and the flux f(w) = 0.5w2. The equation can thus be written as
d
dx
0.5
(
w2
)
= ψ(x).
The corresponding dual equation is
−azx = ξ′
If a has a root at some point x, i.e., a(x) = 0 (and ξ′(x) 6= 0), then this equation is certainly
not well-defined, because then one has z(x)x = ∞ which yields a singularity. Given that a
behaves approximately linearly, this singularity is logarithmic. As a consequence, z 6∈ BV (R).
It is remarkable that this loss of well-definedness is actually not due to a jump in the underlying
forward solution, so even for smooth coefficients, the adjoint solution can be non-smooth. Note
that in this case a ≈ f ′(w) = w, so that in the case of a zero in the original function, we get the
case of a(x) = 0.
Remark 5.8. In [52], Giles and Pierce analytically found the dual equation for the quasi one-
dimensional Euler equations and they noted that this equation is not well-defined in the case that
one eigenvalue of f ′(u) vanishes, i.e., at a sonic point. Nevertheless, they were able to derive
an actual dual solution that has a logarithmic singularity. This is completely analogous to the
conclusions one can draw from Burgers equation.
Furthermore, actually computing this singularity is not much of a problem as the numerical
investigations in [52] show.
Chapter 6
Discrete Adjoint and Adjoint
Consistency of DG and Hybrid
Methods
In this chapter, we give a self-contained introduction to the concept of discrete adjoint and
a very important concept in the use of discontinuous Galerkin methods, the so-called adjoint
consistency, which relates discrete and continuous adjoint. In principle, every Galerkin method
can be interpreted as a weak formulation of a certain PDE. This is especially obvious in the
standard cases such as the discretization of Poisson’s equation with classical Finite Elements,
where the Galerkin method is the weak formulation, just projected onto a certain subspace. So
considering this aspect, one can also, in the spirit as has been done in Chapter 5, derive an
adjoint equation from this weak formulation by differentiating the semi-linear form defining the
Galerkin method. This is called discrete adjoint procedure. However, it is not clear whether
the discrete adjoint approach is also meaningful in the sense that the adjoint solution implicitly
defined is an approximation to the continuous adjoint equation. Adjoint consistency states that
this discrete adjoint procedure is a consistent approximation to the continuous adjoint approach,
it is a (non-trivial) property of the discretization of the forward problem.
For the sake of completeness, we note that a discrete adjoint procedure can also be defined
in the context of a discretization method that is not based on Galerkin’s principle, such as for
example a FV method. The methodology is slightly different, especially, it cannot be cast in the
framework we present. As this is not of interest for our work, we do not consider this aspect,
although cite some literature for further reference.
The discrete adjoint concept has been successfully applied to Finite Volume Discretizations
by Venditti and Darmofal [129, 130], and to DG discretizations by Becker and Rannacher, where
we again cite the review paper [14]. Adjoint consistency - which, in the elliptic case is usually
named symmetric - is a fairly old concept, mostly known as it allows for Nitsche’s Trick [118]
to be applied, which then again results in optimal convergence of the approximate solution in
the L2−norm. In the concept of elliptic equations, for DG discretizations, this has of course
been mentioned in the overview paper [5]. Nevertheless, this concept has only very recently
been applied to discretizations of hyperbolic equations. In [112], the authors have applied the
concept of adjointness (which is nothing else than an adjoint consistency concept) to upwind
finite difference schemes in the context of an inverse problem being described by a convection
equation. Collis and Heinkenschloss [34] did some investigations concerning the optimize then
79
80 CHAPTER 6. ADJOINT CONSISTENCY
discretize and the contrary approach discretize then optimize which, in the context of design
optimization, refers to taking the continuous or the discrete adjoint, respectively. They used the
Streamline-Upwind-Petrov-Galerkin (SUPG) Method to discretize the resulting equations and
they found out that the optimize-then-discretize approach performs better in their case. This
is - with the methodology explained in this chapter - not surprising, because they are using an
adjoint inconsistent method. The importance of using adjoint consistent DG methods has been
promoted by Harriman, Gavaghan and Süli [60] in the context of elliptic equations.
In this section, we give a general paradigm for constructing adjoint-consistent methods by
using the adjoint-consistent boundary states introduced earlier. Lu [89] has done similar modifi-
cations to the boundary condition in the context of the Euler equation. Hartmann [62], building
on this work, has proposed a general framework for the investigation of the adjoint consistency
concept. The concept of asymptotic adjoint consistency has been introduced by Oliver and
Darmofal [100]. They investigated this concept in the context of state-dependent source terms
(which are not present in the Navier-Stokes equations we consider, but become important when
adding turbulence models). Upon discretizing these source-terms in the most standard way, one
obtains a discrete adjoint equation that is not consistent with the continuous adjoint equation.
The authors also show that the concept of asymptotic adjoint consistency really has some impact
on the quality of target functionals. We only need asymptotic adjoint consistency to incorporate
the shock-capturing terms from Chapter 3.4.
This chapter is organized as follows: We first introduce the discrete adjoint as the adjoint
to our discretization scheme. Building on the former, we define the concept of adjoint and
asymptotic adjoint consistency. We show that both our proposed DG and the proposed hybrid
discretization of the Navier-Stokes equations are adjoint consistent with our usual modification
of the boundary terms. In addition, the formulation of the discrete adjoint to the hybrid method
is not straightforward. We also investigate this issue in detail. The chapter ends with a short
note on why adjoint consistency is actually a good and desirable thing to have, and shows some
numerical comparisons.
1 Discrete Adjoint
In all the preceding discussion in Chapter 5, we have assumed that the PDE is given by an
expression such as
N(w, v) = 0 ∀v ∈ V
and have then defined a residual Rwh(v) (see (5.11)) that can be interpreted as a measure of
how wh fails to approximate the original differential equation. In this section, we now change
our viewpoint in the following way:
Assume we have some kind of a Finite Element method NFE that can be written as finding
the solution wh ∈ Vh to
NFE(wh, vh) = 0 ∀vh ∈ Vh,
with a standard consistency requirement that we have
NFE(w, v) = 0 ∀v ∈ V
for the solution w to be approximated. Upon changing the viewpoint, we do not ask how far wh
is away from the original PDE, but how far it is away from the discretization of the latter, and
we therefore define the discrete residual
Rwh(v) := NFE(wh, v)−NFE(w, v) = NFE(wh, v).
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Note that for all v ∈ Vh, the discrete residual is of course identically zero, while for v 6∈ Vh, it is
in general not. Now, on proceeding exactly as in Chapter 5 but with N replaced by NFE, one
can define a so-called discrete adjoint problem:
N ′FE(w;wh)(ϕ, z
d) = J ′(w;wh)(ϕ) ∀ϕ ∈ V, (6.1)
with the obvious definition of N ′FE (compare to (5.12)).
Conceptually, discrete and continuous adjoint do not differ, it is indeed just the view-point
that changes. Nevertheless, in an actual implementation, both variants do have their advantages,
especially the discrete adjoint approach offers in our setting a high flexibility, as all the code
structure is usually available. We come back on this in Remark 6.10.
Remark 6.9. For a Galerkin-Method NFE given for example as in (3.24), the discrete adjoint
zd is the solution of
N ′FE(w;wh)(ϕ, z
d) = J ′(w;wh)(ϕ) ∀ϕ ∈ V. (6.2)
In literature, however, (and again as in the case for the standard adjoint, we keep this definition)
one normally denotes by discrete adjoint the computable expression
N ′FE(wh)(ϕ, z
d) = J ′(wh)(ϕ) ∀ϕ ∈ V. (6.3)
An error estimator can then completely analogously to the proceeding in Chapter 5 be written as
eh := J(wh)− J(w) ≈ NFE(wh, zd). (6.4)
Remark 6.10. The advantage in using (6.3) as opposed to using a continuous adjoint approach,
meaning discretizing the dual equation independently of the discretization of the primal PDE, is
the following: For steady-state problems, which is what we are mostly interested in, we have seen
in Chapter 3.5.2 that it is usually necessary to compute the derivative in order to be able to work
with Newton’s method. We thus have, given a function space V̂h := span{ϕ1, . . . , ϕM}, a routine
available that computes the matrix A with Akl := N ′FE(wh)(ϕl, ϕk). It is, in the DG framework,
now easy to see that an approximation to (6.3) can be equivalently written as
ATα = j, (6.5)
with j ∈ RM defined as jk := J ′(wh)ϕk and α being the representation of zd in the basis of Vh.
The function space V̂h has to be suitable in the sense that it should be ’better’ than the original
function space Vh to not get the trivial value zero in (6.4). This is due to Galerkin orthogonality
which, for any zd ∈ Vh would result in the useless information NFE(wh, zd) = 0.
Surprisingly, the same statement as in (6.5) concerning the transposition of the underlying
Jacobian holds for a hybrid method even for our implementation involving the local solvers, which
is not trivial at all. To reduce the amount of notational work, we give a proof in Section 6.4
when defining what a discrete adjoint is in the context of hybrid methods.
2 Adjoint Consistency
We have already seen the concept of consistency in (3.25), which basically describes whether a
Galerkin Method really approximates the underlying equation or whether not. In this section,
we investigate whether the discrete adjoint (6.3) is a meaningful approach in the sense of actually
being consistent to the original, continuous adjoint equation. Such a property has become more
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and more important over the last few years, as it is the key for optimal order convergence in L2
and for super-convergence of consistent functionals [5, 60, 100, 62]. In the case of the standard
Finite Element method for Poisson’s equation, optimal order L2− convergence is usually proven
using so-called Aubin-Nitsche-Trick [118]. This is not possible any more for arbitrary Galerkin
discretizations. (Note that even for continuous elements such as Streamline-Diffusion, Aubin-
Nitsche does not work in general [67], so adjoint inconsistency is not a feature associated to the
discontinuous structure of the Ansatz spaces.)
Let us begin with the definition of adjoint consistency. Let Vh be a (finite-dimensional)
subspace of V , and, as usual, we denote by
NFE(wh, ψ) = f(ψ) ∀ψ ∈ Vh
a Galerkin method to approximate a solution w of a given partial differential equation.
Definition 6.15. We say that a Galerkin method NFE is adjoint consistent given that
N ′FE(w)(ϕ, z) = J
′(w)(ϕ) ∀ϕ ∈ V (6.6)
holds for the exact continuous adjoint solution z as defined in Definition 5.14.
We call a Galerkin method NFE that is explicitly dependent on a parameter h which is van-
ishing in the limit (typically mesh size) asymptotically adjoint consistent given that
lim
h→0
1
‖ϕ‖ (N
′
FE(w)(ϕ, z)− J ′(w)(ϕ)) = 0 ∀ϕ ∈ V (6.7)
holds for the exact continuous adjoint solution z.
Remark 6.11. Note that one takes in this definition the dual solution that corresponds to the
linearized equation, and not to the mean-value linearization.
Remark 6.12. If one uses the discrete adjoint approach as in (6.3), then for an adjoint con-
sistent method, the discrete adjoint is a consistent approximation of the continuous adjoint as
defined in (5.16). This means that discrete adjoint and exact adjoint method are - in the limit
- indistinguishable. Furthermore, if NFE is adjoint consistent and linear, and so the derivative
of NFE does not depend on neither w nor wh, discrete and exact adjoint fall together given that
the discrete adjoint is a well-posed problem (which we always assume implicitly).
3 Adjoint Consistency Analysis for DG
In this chapter, we investigate whether our modified DG-discretization for both the Poisson
(5.17) and the Navier-Stokes equations (2.22) is adjoint consistent for a smooth primal solution
and a smooth adjoint solution.
3.1 Poisson Equation
Let us begin by proving that the DG discretization of the Poisson equation is adjoint consistent.
Notational conventions concerning the DG method can be found in Chapter 3, especially near
the definition of Nvisc in (3.17). The underlying functional J is the same as in (5.18). The
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derivative of (3.17) can be written as (we directly substitute the adjoint solution z):
N ′visc(ϕ, z) =
∫
Ω
∇ϕ · ∇z dx−
∫
Γ0
Jϕ− dŵ
dw+
ϕ+ − dŵ
dw−
ϕ−K{∇z} dσ (6.8)
−
∫
Γ∩ΓD
ϕ∇z · ndσ −
∫
Γ0
J∇zK{ϕ− dŵ
dw+
ϕ+ − dŵ
dw−
ϕ−} dσ
−
∫
Γ0
JzK{ dσ̂
dw+
ϕ+ +
dσ̂
dw−
ϕ− +
dσ̂
d∇w+∇ϕ
+ +
dσ̂
d∇w−∇ϕ
−} dσ
−
∫
Γ∩ΓD
z∇ϕ · ndσ −
∫
Γ0
J dσ̂
dw+
ϕ+ +
dσ̂
dw−
ϕ− +
dσ̂
d∇w+∇ϕ
+ +
dσ̂
d∇w−∇ϕ
−K{z} dσ.
Leaving out the parts that trivially vanish due to the smoothness of z and ∇z, and noticing that
due to the conservativity of both ŵ and σ̂, their jumps vanish on the interior edges, one obtains
N ′visc(ϕ, z) =
∫
Ω
∇ϕ · ∇z dx−
∫
Γ0
JϕK∇z dσ − ∫
Γ∩ΓD
ϕ∇z · ndσ −
∫
Γ∩ΓD
z∇ϕ · ndσ
= −
∫
Ω
∆zϕ dx+
∫
Γ∩ΓN
ϕ∇z · ndσ −
∫
Γ∩ΓD
z∇ϕ · ndσ,
which is due to the defining properties of z (see equation (5.21)) equal to J ′(ϕ) (cf. 5.19), thereby
showing adjoint consistency without the additional terms in the functional that both Lu [89] and
Hartmann [62] have proposed. We note that the definition of the boundary states as done in
Definition 3.8 was crucial for the analysis.
3.2 Navier-Stokes Equations
After finishing the adjoint consistency analysis for the DG discretization of the Poisson equa-
tion, let us now turn to the more complicated case of the Navier-Stokes equations. In or-
der to show adjoint consistency, we assume that we are given the exact solution w to (2.22)
and the exact solution z to (5.46) - (5.47), and that they are smooth. We consider the func-
tional J(w,∇w) given in (5.28), but evaluated at not (w,∇w), but (wΓ,∇Γ(w,∇w)). This is
a consistent modification as (wΓ,∇Γ(w,∇w)) reduces to (w,∇w) given the exact solution, thus
J(w,∇w) = J(wΓ,∇Γ(w,∇w)). Nevertheless, this modification allows us to make our adjoint
consistency analysis.
We proceed straightforward in the spirit of Chapter 3.3, hereby omitting the tedious details
which are similar to what has been already seen. For ease of presentation, we omit the arguments
to g, σ and ŵ.
N ′(w)(ϕ, z) =−
∫
Ω
(
f ′(w)ϕ− d
dw
B(w)ϕ∇w −B(w)∇ϕ
)
∇z dx+
∫
Γ0
(
z− − z+)( dg
dw+
ϕ+ +
dg
dw−
ϕ−
)
dσ
+
∫
Γ\Γ0
z−f ′(wΓ)
dwΓ
dw
ϕ−n dσ +
∫
Γ0
J dŵ
dw+
ϕ+ +
dŵ
dw−
ϕ− − ϕK{B(w)T∇z} dσ
+
∫
Γ\Γ0
JdwΓ
dw
ϕ− − ϕK{B(w)T∇z} dσ + ∫
Γ
Jŵ − wK{ d
dw
B(w)Tϕ∇z
}
dσ
−
∫
Γ0
{
dσ̂
dw+
ϕ+ +
dσ̂
dw−
ϕ− +
dσ̂
d∇w+∇ϕ
+ +
dσ̂
d∇w−∇ϕ
−
} JzK dσ
−
∫
Γ\Γ0
(
d
dw
B(wΓ)
dwΓ
dw
ϕ∇w +B(wΓ)∇′Γ(ϕ,∇ϕ−)
)
nz dσ
+
∫
Γ0
{
dŵ
dw+
ϕ+ +
dŵ
dw−
ϕ− − ϕ
} JB(w)T∇zK dσ + ∫
Γ0
{ŵ − w} J d
dw
B(w)Tϕ∇zK dσ
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−
∫
Γ0
J dσ̂
dw+
ϕ+ +
dσ̂
dw−
ϕ− +
dσ̂
d∇w+∇ϕ
+ +
dσ̂
d∇w−∇ϕ
−K {z} dσ
Due to the smoothness of z and w, and the fact that ŵ is consistent, meaning ŵ(w) = w for a
smooth solution, we can trivially eliminate some terms. Furthermore, due to the conservativity
of ŵ, we can conclude that J dŵdw+ϕ+ + dŵdw−ϕ−K = 0, and due to the conservativity of σ̂, the last
term vanishes also. We are thus left with the expression
N ′(w)(ϕ, z) =−
∫
Ω
(
f ′(w)ϕ− d
dw
B(w)ϕ∇w −B(w)∇ϕ
)
∇z dx+
∫
Γ\Γ0
z−f ′(wΓ)
dwΓ
dw
ϕ−n dσ
−
∫
Γ0
JϕKB(w)T∇z dσ + ∫
Γ\Γ0
JdwΓ
dw
ϕ− − ϕKB(w)T∇z dσ
−
∫
Γ\Γ0
(
d
dw
B(wΓ)
dwΓ
dw
ϕ∇w +B(wΓ)∇′Γ(ϕ,∇ϕ−)
)
nz dσ.
Performing an integration by parts on the term involving ∇ϕ, we obtain
N ′(w)(ϕ, z) =−
∫
Ω
(
f ′(w)T∇z − ( d
dw
B(w)∇w)T∇z +∇ ·
(
B(w)T∇z
))
ϕ dx+
∫
Γ\Γ0
z−f ′(wΓ)
dwΓ
dw
ϕ−n dσ
−
∫
Γ\Γ0
(
d
dw
B(wΓ)
dwΓ
dw
ϕ∇w +B(wΓ)∇′Γ(ϕ,∇ϕ−)
)
nz dσ +
∫
Γ\Γ0
(
dwΓ
dw
ϕ−
)
B(w)T∇zn dσ.
The volume integrals vanish due to the fact that z is a solution to the adjoint equation (5.46).
Note that the expression ddwwΓϕ does (for every ϕ) not disturb the boundary conditions, as we
have (due to the fact that UΓ(wΓ) = 0 for all possible w)
0 =
d
dw
UΓ(wΓ)ϕ = U
′
Γ(wΓ)
d
dw
wΓϕ. (6.9)
This is not a particular feature of this equation or this discretization, but it can be stated as a
general paradigm: Upon using boundary states that exactly fulfill the given boundary conditions,
the appearing term ddwwΓϕ can be seen as a way of enforcing the adjoint boundary conditions
by ’projecting’ ϕ ∈ V onto ddwwΓϕ ∈ V ∩Ker(U ′Γ(w)).
We can now exactly proceed as in (5.32) and following equations, keeping in mind that
also J has to be evaluated at wΓ and ∇Γ(w,∇w). The adjoint boundary conditions on z then
ensure that all the terms involving ddwwΓϕ are equal to
d
dwJ(wΓ,∇Γ(w,∇w)) ddwwΓϕ. The term
B(wΓ)∇′Γ(ϕ,∇ϕ)nz is equal to dd∇wJ(wΓ,∇Γ(w,∇w))∇′Γ(ϕ,∇ϕ) which is due to the fact that
either z4 = 0 (isothermal case) or n ·∇T = 0 (adiabatic case), and the fact that due to Definition
3.9, the discretization ’respects’ these boundary conditions.
This then shows adjoint consistency, which in this case means that we have
N ′(w)(ϕ, z) = J ′(wΓ,∇Γ(w,∇w)). (6.10)
This analysis works again without the additional terms that Hartmann proposed [62]. In Fig.
6.1 we have plotted an example of a discrete dual solution corresponding to the Euler equation,
once computed with an adjoint inconsistent method and once with an adjoint consistent one.
The adjoint inconsistent method used a Riemann flux at the boundary instead of the boundary
state proposed in Definition 3.9. It can be clearly seen that the discrete adjoint corresponding
to the adjoint inconsistent discretization has oscillations near the boundary, which is where the
source of inconsistency originates. Without any further mathematical insight it is thus clear that
such an adjoint can never give an accurate measure for adaptation purposes.
Remark 6.13. Due to the fact that the artificial viscosity term as in (3.30) scales with a power
of h, it is trivial to see that our method is - even with the incorporation of this additional term -
still asymptotically adjoint consistent.
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(a) Adjoint Consistent Method (b) Adjoint Inconsistent Method
Figure 6.1 – A discrete adjoint computation. Underlying smooth problem is characterized by
free-stream values M = 0.4 and α = 5◦. We plotted the first adjoint component corresponding to
drag, the adjoint density so-to-speak.
4 Adjoint Formulation and Adjoint Consistency Analysis
for the Hybrid Method
The aim of the current section is twofold: We first give the formulation of the discrete adjoint
equation in the context of hybrid methods, and then prove that the latter are adjoint consis-
tent. We furthermore answer the question already raised such as whether the transposed of the
derivative in a Newton procedure can also be reused in a discrete adjoint setting. Because all
these issues seem not to be standard in mixed/hybrid Finite Elements, we first treat the Euler
equation for simplicity, and then come to the Navier-Stokes equations. Note that the adjoint to
the Euler equation can be obtained from the adjoint Navier-Stokes equations by simply ignoring
the diffusive terms.
4.1 Euler Equations
4.1.1 Hybrid Discrete Adjoint
The first thing to notice is that we have to rewrite the hybrid-mixed formulation as a scalar
expression in contrast to the system expression given in (4.20)-(4.22). Neglecting the Navier-
Stokes terms, the hybrid mixed method can be written as
N∑
k=1
(
−
∫
Ωk
f(wh)∇ϕh dx +
∫
∂Ωk\∂Ω
ϕ−h
(
f(λh) · n− α(λh − w−h )
)
dσ (6.11)
+
∫
∂Ωk∩∂Ω
ϕ−h
(
f(wΓ(λh)) · n− α(λh − wΓ(w−h ))
)
dσ
)
= 0∫
Γ0
µhα(2λh − w−h − w+h ) dσ +
∫
Γ\Γ0
µhα (λh − wΓ(wh)) dσ = 0,
which can then be equivalently rewritten as
N(wh, λh;ϕh, µh) :=−
∫
Ω
f(wh)∇ϕh dx+
∫
Γ0
(
ϕ−h − ϕ+h
)
f(λh) · n dσ (6.12)
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−
∫
Γ0
ϕ−h
(
α(λh − w−h )
)
+ ϕ+h
(
α(λh − w+h )
)
dσ
+
∫
Γ\Γ0
ϕ−h
(
f(wΓ(λh)) · n− α(λh − wΓ(w−h ))
)
dσ
+
∫
Γ0
µhα(2λh − w−h − w+h ) dσ +
∫
Γ\Γ0
µhα (λh − wΓ(wh)) dσ = 0.
We perform a linearization in direction (dw,dλ) ∈ Vh×Mh (for notation, we refer to Chapter 4),
which can be written as (note that for ease of presentation, from now on, we omit the argument
(wh, λh) to the derivative)
N ′(dw,dλ;ϕh, µh) =−
∫
Ω
f ′(wh)dw∇ϕh dx+
∫
Γ0
(
ϕ−h − ϕ+h
)
f ′(λh)dλ · n dσ (6.13)
−
∫
Γ0
ϕ−h
(
α(dλ− dw−))+ ϕ+h (α(dλ− dw+)) dσ
+
∫
Γ\Γ0
ϕ−h
(
f ′(wΓ(λh))w′Γ(λh)dλ · n− α(dλ− w′Γ(w−h )dw
)
dσ
+
∫
Γ0
µhα(2dλ− dw− − dw+) dσ +
∫
Γ\Γ0
µhα(dλ− w′Γ(wh)dw) dσ.
As we did in all the preceding analysis, we consider the target functional as in (5.28) (without the
stress-tensor term of course as we are only using the Euler equation). A consistent discretization
of this functional is
J(λ) :=
∫
∂Ω
p(wΓ(λ))β · ndσ. (6.14)
Thus, the hybrid discrete adjoint equations can be written as
Find (zh, κh) ∈ Vh ×Mh s.t. ∀(ϕh, µh) ∈ Vh ×Mh :
N ′(ϕh, µh; zh, κh) = J ′(λh)(µh). (6.15)
Similar to the primal formulation, κh is then an approximation to z on the edges.
4.1.1.1 Adjoint Consistency Analysis: In order to show adjoint consistency, we now
have to prove that
N ′(dw,dλ; z, z) = J ′(w)(dλ) (6.16)
for all dw and dλ if we substitute in (6.13) wh by w, λh by w and both ϕh and µh by the adjoint
solution z. As usual, both primal and adjoint solution are assumed to be smooth. We can then
write for all (dw,dλ):
N ′(dw,dλ; z, z) =−
∫
Ω
f ′(w)dw∇z dx−
∫
Γ0
zα
(
2dλ− dw− − dw+) dσ (6.17)
+
∫
Γ\Γ0
z (f ′(wΓ(w))w′Γ(w)dλ · n− α(dλ− w′Γ(w)dw) dσ
+
∫
Γ0
zα(2dλ− dw− − dw+) dσ +
∫
Γ\Γ0
zα(dλ− w′Γ(w)dw) dσ
=−
∫
Ω
dw
(
f ′(w)T∇z) dx+ ∫
Γ\Γ0
zf ′(wΓ(w))w′Γ(w)dλ · n dσ. (6.18)
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The first term in (6.18) vanishes due to the differential part of the adjoint equation. Furthermore,
we already know that the term w′Γ(w)dλ is for all dλ in Ker(U
′
Γ(w)) where UΓ denotes the exact
boundary conditions imposed on w. Thus, the last term - thanks to the adjoint boundary
conditions - can be written as∫
Γ\Γ0
zf ′(wΓ(w))w′Γdλ · n dσ =
∫
Γ\Γ0
p′(wΓ(w))w′Γdλβ · n dσ (6.19)
which is the derivative of the functional J as given in (6.14). This concludes the adjoint consis-
tency analysis for the Euler equations.
4.1.2 Computing the Hybrid Adjoint
Let us make a remark on how to actually compute the discrete adjoint without introducing any
further data structure (such as in the DG case, just use the Jacobian being assembled anyway
for the Newton procedure!).
Written more explicitly, (6.15) reads: Find (zh, κh) ∈ V̂h × M̂h such that we have for all
(ϕh, µh) ∈ V̂h × M̂h:
N ′(ϕh, µh; zh, κh) =−
∫
Ω
f ′(wh)ϕh∇zh dx+
∫
Γ0
(
z−h − z+h
)
f ′(λh)µh · n dσ (6.20)
−
∫
Γ0
z−h
(
α(µh − ϕ−h )
)
+ z+h
(
α(µh − ϕ+h )
)
dσ
+
∫
Γ\Γ0
z−h
(
f ′(wΓ(λh))w′Γ(λh)µh · n− α(µh − w′Γ(w−h )ϕh
)
dσ
+
∫
Γ0
κhα(2µh − ϕ−h − ϕ+h ) dσ +
∫
Γ\Γ0
κhα(µh − w′Γ(wh)ϕh) dσ
=
∫
Γ\Γ0
p′(wΓ(λh))w′Γ(λh)µh · n dσ.
Note that here again, we consider V̂h and M̂h to be enriched spaces. This could as in the DG case
mean that the approximation order is one degree higher. (6.20) can, similar to the procedure in
the primal problem, again be reformulated as a system of equations, given as
N∑
k=1
(
−
∫
Ωk
(
f ′(wh)T∇zh
)
ϕh dx+
∫
∂Ωk\∂Ω
α(zh − κh)ϕh dσ +
∫
∂Ωk∩∂Ω
α(zh − κh)w′Γ(wh)ϕh dσ
)
= 0∫
Γ0
(z−h − z+h )f ′(λh)µh · n dσ +
∫
Γ\Γ0
z−h (f
′(wΓ(λh))w′Γ(λh)µh · n dσ (6.21)
+
∫
Γ0
(2κh − z−h − z+h )αµh dσ +
∫
Γ\Γ0
α(κh − z−h )µh dσ =
∫
Γ\Γ0
p′(wΓ(λh))w′Γ(λh)µh · n dσ.
This is of course - at least on a first sight - different from the way one can compute the adjoint in
the DG context via the transposed of the Jacobian. As our goal is to efficiently - also in terms of
programming requirements - compute the adjoint, a desirable property to have is the following:
The discrete adjoint equations should independently of w and z be given as functions in κh only,
which means that they should have the form
N̂ ′(λh)(µh, κh) =
∫
Γ\Γ0
p′(wΓ(λh))w′Γ(λh)µh · n dσ ∀µh ∈Mh, (6.22)
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where N̂(µh, κh) is similarly defined as in (4.29),
N̂(µh, κh) =
∫
Γ0
ακh
(
2µh − w−h (µh)− w+h (µh)
)
dσ (6.23)
+
∫
Γ\Γ0
ακh (µh − wΓ(wh(µh))) dσ
with the usual definition of the local solver wh(µh) as the function wh ∈ Vh fulfilling
N∑
k=1
(∫
Ωk
−f(wh)∇ϕh dx+
∫
∂Ωk\∂Ω
(f(µh) · n− α(µh − wh))ϕh dσ
+
∫
∂Ωk∩∂Ω
(f(wΓ(λ) · n− α(λ− wΓ(wh))ϕh dσ
)
= 0 ∀ϕh ∈ Vh,
because this is what we have implemented in our code. It can be shown that (6.22) is equivalent
to (6.21). As this is a lengthy computation, we have put it into the Appendix in Section D.
4.2 Navier-Stokes Equations
In this section, we now consider the adjoint consistency analysis for the hybrid method dis-
cretizing the Navier-Stokes equations. We therefore proceed along similar lines as we did in the
previous section and write the discretization procedure as a scalar first, yielding the expression
for N(σh, wh, λh; τh, ϕh, µh) in (4.20) - (4.22) (where, for notational convenience, we omit the
dependency on (τh, ϕh, µh)):
N(σh, wh, λh) :=
∫
Ω
σh · τh dx+
∫
Ω
wh∇ · (B(wh)T τh) dx−
∫
Γ0
λh · ((B(w−h )T τ−h −B(w+h )T τ+h ))ndσ (6.24)
−
∫
Γ\Γ0
wΓ(λh) ·B(w)T τhndσ −
∫
Ω
f(wh)∇ϕh dx−
∫
Ω
∇ · σhϕh dx
+
∫
Γ0
(
ϕ−h − ϕ+h
)
f(λh) · n dσ −
∫
Γ0
ϕ−h
(
α(λh − w−h )
)
+ ϕ+h
(
α(λh − w+h )
)
dσ
+
∫
Γ\Γ0
ϕ−h
(
f(wΓ(λh)) · n− α(λh − wΓ(w−h ))
)
dσ +
∫
Γ0
µhα(2λh − w−h − w+h )
+
∫
Γ0
µh(σ
−
h · n− σ+h · n) dσ +
∫
Γ\Γ0
µhα(λh − wΓ(wh)) dσ
+
∫
Γ\Γ0
µh(σ
−
h · n− σΓ · n) dσ = 0. (6.25)
A consistent modification of our target functional (5.28) is achieved by considering
J(λ, σ) :=
∫
Γw
p(wΓ(λ))β · n− (σ2 · n, σ3 · n)β dσ. (6.26)
In order to show adjoint consistency, we have to show that the following expression holds:
N ′(dσ, dw,dλ) =J ′(dλ, dσ)
for all dσ, dw,dλ if one substitutes τ = −∇z, wh = w, λh = w, ϕh = z and µh = z. To simplify
matters, let us begin by only taking into account volume integral terms and differentiate them,
yielding
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−
∫
Ω
dσ∇z dx−
∫
Ω
dw∇ · (B(w)T∇z)dx−
∫
Ω
w∇ · ( d
dw
B(w)T dw∇z)dx−
∫
Ω
f ′(w)dw∇z dx−
∫
Ω
∇ · dσ z dx
=
∫
Ω
dw
(
(
d
dw
B(w)∇w)T∇z −∇ · (B(w)T∇z)− f ′(w)T∇z
)
dx (6.27)
−
∫
Γ0
w
((
d
dw
B(w)T dw− − d
dw
B(w)T dw+
)
∇zn
)
dσ −
∫
Γ\Γ0
w
(
d
dw
B(w)T dw∇zn
)
dσ (6.28)
−
∫
Γ0
(dσ− − dσ+)z · ndσ −
∫
Γ\Γ0
(dσ−)z · ndσ. (6.29)
(6.27) vanishes because z is supposed to fulfill the adjoint equation as in Theorem 5.2. Differ-
entiating the third term of formula (6.24), and substituting the appropriate variables as above,
one gets∫
Γ0
w
(
d
dw
B(w)Tdw− − d
dw
B(w)T dw+
)
∇zn+ dλ · (B(w)T −B(w)T )∇zn dσ.
The second term is zero, while the first term cancels with the first term in (6.28). The first
term of (6.29) cancels with the derivative of the first term in the fifth line of (6.24), while the
second term partly cancels with the derivative of the sixth line of (6.24). The second integral
in the third row of (6.24) cancels with the second integral in the fourth row of (6.24). The first
integral in the fourth row partly cancels with the second integral in the fifth row. In summary,
we are now left with (we directly exploit that the entry σΓ,4 does not matter as, tested against
z, it is 0 because either z4 is 0 (isothermal case) or σΓ,4 is 0 (adiabatic case), and we thus set
σΓ · n = (0, σ2 · n, σ3 · n, 0))
N ′(dσ,dw, dλ) =−
∫
Γ\Γ0
w
(
d
dw
B(w)T dw∇zn
)
dσ +
∫
Γ\Γ0
w · d
dw
B(w)T dw∇zn dσ
−
∫
Γ\Γ0
zT
d
dσ
(0, σ2 · n, σ3 · n, 0)dσ dσ
+
∫
Γ\Γ0
w′Γ(w)dλ · nB(w)T∇z dσ +
∫
Γ\Γ0
zf ′(wΓ(w))w′Γ(w)dλn dσ.
The first two terms cancel each other, while the second term is due to the boundary conditions
imposed on z exactly equal to the derivative of the second term in (6.26). The first term in the
third row is 0 due to (5.45), and the last term is the derivative of the first term in (6.26), thus
showing adjoint consistency.
5 Adjoint Consistency and Superconvergence
As we have already stated, adjoint consistency can lead to superconvergence in admissible func-
tionals and to optimal convergence in the L2−norm. In this subsection, we briefly explain the
mechanisms behind these ideas, and we also give some limitations on this theory. To make the
ideas more transparent, we split the section in a part completely using linear theory, and then
extend this using Fréchet derivatives.
5.1 Linear Theory
We assume that the Galerkin method is consistent and adjoint consistent and that the functional
is admissible. As usual, the Galerkin method is denoted by NFE, while the continuous adjoint
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solution is denoted by z. We can easily compute that the following holds: (we denote the
projection of z on Vh by zh):
J(w)− J(wh) = NFE(w − wh, z) = NFE(w − wh, z − zh)
≤ Cb‖w − wh‖V ‖z − zh‖Y ,
where ‖ · ‖V and ‖ · ‖Y are problem-dependent norms, in the DG case these are usually weighted
Sobolev norms [5]. This inequality has now to be exploited. Of course it depends on the given
norms, the choice of the function spaces Vh and the regularity of the underlying functions w and
z. We thus make a rather general assumption:
Assume one has
‖w − wh‖V ≤ Chr (6.30)
‖z − zh‖Y ≤ Chr,
then one can conclude that
|J(w)− J(wh)| ≤ Chr+r. (6.31)
One can see already here - given that r is a positive value - that J(wh) converges faster than
wh does in the V−norm. This is due to the three crucial mechanisms of a Galerkin method:
Galerkin-Orthogonality, which is nothing other than consistency, the boundedness property and
adjoint consistency.
Let us give an example to make clear what one can expect:
Example 6.2. (Laplacian discretized [5]) V = H10 , Vh = Π
p0
dis (see 3.4) with polynomial degree
p0 ≥ 0 and the underlying PDE is the Poisson equation. As we already know, this equation is self-
adjoint, and so the dual solution - for a sufficiently smooth functional and on a convex domain
- is infinitely regular [47]. A natural norm to measure boundedness depends on the Galerkin-
method, but is usually some broken H1 norm [5]. In that case, one gets ‖z − zh‖ = O(hp) and
‖w − wh‖ = O(hp), with h denoting some characteristic length, and therefore J(w) − J(wh) =
O(h2p).
Remark 6.14. It is crucial to see that the optimal order of convergence depends on the un-
derlying discretization (because of the approximation properties) and on the smoothness of the
underlying primal and dual functions w and z. It is especially in the nonlinear case not always
clear which regularity assumptions can be made for the dual z (we also refer to Chapter 5.4 for
an overview on this topic).
Remark 6.15. The Aubin-Nitsche Trick, which is a standard procedure of showing that an
approximate solution wh converges optimally in the L2−norm, can also be cast in this framework.
Therefore, one has again to make some assumptions, which can, in general, only be proven in
special cases such as the elliptic one or simple linear hyperbolic equations.
Let us consider the functional
J(u) :=
∫
Ω
u(w − wh) dx
and note that
J(w)− J(wh) = ‖w − wh‖2L2 . (6.32)
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Furthermore,
‖J‖H−1(Ω) = ‖w − wh‖L2 .
Let us suppose the dual solution z corresponding to J is such that it allows for an inequality as
‖z − zh‖Y ≤ C‖J‖H−1(Ω)h (6.33)
with zh denoting a suitable projection of z. (This is a reasonable assumption, as, due to the lack
of regularity in the functional J , we cannot expect zh to converge faster than first order.) The
constant C may in this case of course depend on z. In the case of an elliptic equation, such an
inequality can be derived as for example in [118].
If all these conditions are fulfilled, then one can use (6.30), (6.31), (6.32) and (6.33) to show
that:
‖w − wh‖2L2 = J(w)− J(wh)
= NFE(w − wh, z − zh)
≤ C‖J‖H−1(Ω)‖w − wh‖V h
= C‖w − wh‖L2‖w − wh‖V h
which leads to
‖w − wh‖L2 ≤ C‖w − wh‖V h.
This is indeed superconvergence as the L2 norm converges faster than the X-norm, which is
typically a (broken) H1-norm.
Remark 6.16. Finally, we cite the paper by Houston and Süli [68] who have made a very careful
analysis in the case of a linear hyperbolic equation on what one can expect if the mesh-size and
the polynomial order change from one cell to another. They get rigorous results for a standard
DG method.
5.2 Nonlinear Theory
We again assume the Galerkin-method NFE to be consistent and adjoint consistent and that the
functional J is admissible. The nonlinear theory goes along the exact lines as the linear one with
just some slight modifications: Due to the consistency of NFE, we have that ∀vh ∈ Xh
0 = NFE(wh, vh)−NFE(w, vh) = N ′FE(w)(wh − w, vh) +O(‖w − wh‖2). (6.34)
Then, it is straightforward, with the help of the boundedness condition (3.27), to see that
J(wh)− J(w) = J ′(w)(wh − w) +O(‖w − wh‖2)
(6.6)
= N ′FE(w)(wh − w, z) +O(‖wh − w‖2)
(6.34)
= N ′FE(w)(wh − w, z − zh) +O(‖wh − w‖2)
(3.27)
≤ Cb(w)‖wh − w‖‖z − zh‖
Now the argumentation about exploiting this inequality goes completely analogous to the linear
case so that we skip it.
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6 Numerical Results
6.1 Linear Problems
6.1.1 Performance of the Error Estimator
The aim of this section is to give a general impression on what is to be expected for the smoothness
of the adjoint, and the influences of the smoothness of the adjoint, in the context of a very simple,
linear, hyperbolic example. It is furthermore meant as a validation of our code framework.
To this end, let us consider in this example the generic form of a steady-state hyperbolic
conservation law (2.5) with a linear flux function f(w1, w2) = (w1, w2)T on the square Ω = [0, 1]2.
The boundary ∂Ω is divided into the inflow boundary Γin and the outflow boundary Γout, which
can be written as
Γin = {(x1, x2) ∈ ∂Ω|x1 · x2 = 0},
Γout = {(x1, x2) ∈ ∂Ω|x1 = 1 or x2 = 1}.
The boundary conditions given on Γin are such that the resulting function is the smooth, con-
vected sine wave w(x1, x2) = sin(x1 − x2).
We considered two functionals of interest, both having support on Γout:
J1(w) =
∫ 1
0
w(x1, 1) dx1,
J2(w) =
∫
Γout
sin(x1 − x2)w(x1, x2) dσ.
The corresponding adjoint solutions z1 and z2 are characterized by the equations
−∇ · z1 = 0, x ∈ Ω
z1(x1, x2) =
{
1, x2 = 1
0, x1 = 1
, (x1, x2) ∈ Γout
and
−∇ · z2 = 0 x ∈ Ω
z2(x1, x2) = sin(x1 − x2), (x1, x2) ∈ Γout,
respectively. One can thus give for both zi an explicit definition:
z1(x1, x2) =
{
1, x2 ≥ x1
0, x2 < x1
z2(x1, x2) = sin(x1 − x2).
Of course the adjoint corresponding to J2 is much smoother, and this is reflected in the conver-
gence of the target functionals as can be seen in the convergence plot in Fig. 6.2 where we have
plotted the convergence of the two target functionals for different polynomial degrees p with a
standard discontinuous Galerkin method. In addition, we have also plotted the error indicator
obtained via our adjoint approach (the adjoint solution is in this case computed with order p+1),
which shows in both cases a very good agreement with the actual error.
Let us close this section with the general remark that even a target functional as simple as
J1, in combination with an equation as simple as the linear advection (with a smooth solution),
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can result in an adjoint solution that is not even continuous. As not much is known about regu-
larity theory for Navier-Stokes, and even less is known for the corresponding adjoint, we refrain
from making any assumptions on that particular smoothness, as the situation gets more and
more complex when considering for example curved boundaries. Nevertheless, these smoothness
properties reflect themselves even if one is not interested in the adjoint, or an adjoint adaptation
procedure, per se. This is therefore a fact that should be kept in mind.
6.1.2 Adaptation
In this section, we want to investigate the adaptation behavior on a test case very similar to the
one we have seen in the preceding section. We consider the functional
J(w) =
∫ 0.5
0
w(x1, 1) dx, (6.35)
and the underlying equation is again the linear convection equation on the unit square with
the smooth solution w(x1, x2) = sin(x1 − x2). We start with a very coarse grid, consisting of
only two elements, and perform an adaptation procedure, once with an adjoint-based adaptation
criterion, and once with a residual-based criterion. The primal solution has been computed using
polynomials of order p = 3, while the adjoint is computed using polynomials of order p = 4. The
residual is also evaluated in a space of order p = 4. To assess the performance, we have compared
the results to a uniform refinement. Results can be seen in Fig. 6.3. It is obvious that the adjoint
adaptation criterion ultimately performs better, and by considering the grids after 6 refinements
in Fig. 6.4, one can clearly see that the grid has been only refined in the region where it is
needed for the calculation of J , while the residual tends to more or less refine uniformly at the
boundary.
6.2 Nonlinear Problems
The aim of this section is to give an impression on the behavior of the adjoint adaptation
procedure in comparison to more ad-hoc procedures. Let us therefore consider inviscid non-
smooth flow that is characterized by a free stream Mach number of M = 0.8 and an angle of
attack α = 1.5◦. The flow belonging to these parameters is computed using polynomials of order
p = 2. We have chosen to compare two different adaptation methodologies, one that is based
on the discrete adjoint methodology (the adjoint corresponding to the target functional drag
is calculated using polynomials of order p = 3), and one that is a simple residual-based error
estimator. In both cases, the mesh has been refined 6 times, which yields a typical image of the
resulting meshes that can be seen in Fig. 6.5, together with the Mach number distribution.
In our numerical experiments we have observed that the residual-based adaptation will stall
in both the lift and the drag convergence. Based on the grids that can be seen in Fig. 6.5, let
us comment on why this is not a surprising feature: First at all, the residual based adaptation
criterion will mainly focus on the part at and behind the airfoil, while the adjoint-based adap-
tation will mainly focus on the part at and in front of the airfoil. This is of course, as already
discussed in Chapter 2.3, a typical feature: The residual is mainly polluted downstream the flow,
while the source of error in the target functional, which lives at the airfoil itself, is of course
located in front, meaning upstream. The adjoint weight detects this and weights the residual
accordingly, so that one can see a refinement in the oncoming flow direction. Furthermore, like
other feature-based adaptation criteria, the residual mostly detects the shock structure, resulting
in a very good resolution of the shock, which might be unnecessary for the accurate computation
of the drag coefficient. However, the shock at the downside of the NACA airfoil is only detected
by the adjoint procedure, as it is under resolved in the beginning.
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(a) J1
(b) J2
Figure 6.2 – Convergence of the functionals of interest and the agreement of the error estimator.
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Figure 6.3 – Convergence of the functional of interest for different adaptation criteria.
(a) Residual-based adaptation (b) Adjoint-based adaptation
Figure 6.4 – Grids after 6 refinement steps.
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(a) Adjoint Grid (b) Residual Grid
(c) Mach Number on Adjoint Grid (d) Mach Number on Residual Grid
Figure 6.5 – Two differently adapted grids and corresponding Mach number distribution.
Chapter 7
On the Adjoint Solution in the Case
of a Shock
1 Introduction and Motivation
The aim of this chapter is to justify using the dual equation also for solutions having (jump-)
discontinuities. What we have seen so far had the following motivation: Given solutions w and
wh, a nonlinear quantity p can be decomposed as
p(w)− p(wh) =
∫ 1
0
p′(τw + (1− τ)wh) dτ (w − wh) =: p′(w − wh) ≈ p′(wh)(w − wh). (7.1)
The mean-value linearization is an exact procedure, while the linearization around p(wh) is not.
We have seen such a procedure before, for example in Chapter 5. The linearization makes a
resulting error estimator computable, because the mean-value always depends on the usually
unknown solution w. It is intuitive that the approximation given in (7.1) can only be meaningful
when approximating smooth solutions, as it is based on Taylor’s expansion.
The current chapter is thus devoted to what happens in the case of w being non-smooth. We
analytically derive the correct treatment in that situation, we show that the approximation of
the continuous adjoint can in some cases fail, and we investigate the influences this has on an
adaptation algorithm.
Although solutions having discontinuities arise naturally in the context of hyperbolic conser-
vation laws, only a few authors considered the correct adjoint formulation given that w is not
smooth. We mention for example [9, 48, 123] and the references therein. In the context of a very
simple, time-dependent scalar conservation law, Giles and Ulbrich [49, 48] observed that when
discretizing both the primal and the adjoint equation with a standard Finite Volume scheme,
the adjoint does not necessarily converge if the underlying solution w has a discontinuity. Even
worse, the loss of information in the shock makes it possible to generate for every given solution
a target functional whose underlying adjoint does not converge. It has been proven in [48] that
one has to smear the shock over an increasing number of cells, meaning that one has to use
artificial viscosity of O(hα) with a parameter α < 1. We show that this result also holds in the
context of the quasi one-dimensional Euler equations (2.15).
In a similar way as has been done in [48], we motivate that for a fixed number of gridpoints in
the shock region, one can always construct target functionals whose underlying adjoint solutions
do not converge. We therefore anticipate results of Section 2 showing that the dual solution z
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corresponding to the pressure integral depends on the jump in the primal solution w, see equation
(7.26), more specifically, it depends on the jump of the pressure. Note that this jump is encoded
in p′, and when simplifying the latter to p′(wh), this information can be lost.
Figure 7.1 – Density function in our test case
To illustrate this loss of information, we present a simplified example, where we assume
that pressure p is only a function of the density ρ. This is a simplification that is only done
for the ease of presentation, but the sketched idea carries over to the case of pressure being
a multivariate function easily. Fig. 7.1 shows density for a given model problem, having a
jump from approximately 0.55 to 0.8. For the values of ρ ranging in [0.55; 0.8], we have plotted
pressure against density in Fig. 7.2 (for arbitrary, but fixed values of ρu and E), and we have
added another function p˜, whose only agreement with pressure is that at the sampling points,
also shown in Fig. 7.2, it has the same gradient. However, the quantities p˜(0.8) − p˜(0.55) and
p(0.8) − p(0.55) differ, having as consequence that [p˜] 6= [p]. As the adjoint equation gets the
information on [p] through the gradient of p only, both functions yield, on the discrete level,
the same adjoint equations. However, on a continuous level, the corresponding adjoints differ.
It is thus clear that, given the number of sampling points does not increase as the grid is
refined, meaning that the shock structure is not resolved by an increasing number of points, the
convergence of the adjoint is not necessarily ensured.
The remainder of the chapter is as follows: In Section 2, we derive conditions on the adjoint
solution at the shock position, given a very special approximation v to w. We furthermore give
evidence that the so-called internal boundary condition to be explained in Definition 7.17 is
fulfilled for the limit of the viscous adjoint solutions zε as ε → 0. Section 3 is concerned with
the non-convergence of the dual equation in a numerical code, unless one adds enough diffusion.
Despite all that, in Section 4, we give an indication that for an adaptation process, the dual does
not need to be completely grid-converged to yield a suitable adaptation criterion.
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Figure 7.2 – Two functions with different jumps, but same gradient at indicated sampling points
2 The Adjoint in the Case of a Shock
In this section, we consider the example of the quasi one-dimensional Euler equations (2.15)
given on the domain Ω which, for simplicity, we take to be Ω = [0, 1]. We derive the adjoint
error representation for a non-smooth solution w and a non-smooth function v approximating w
in a certain sense we make more precise below. The extension of the material presented here to
more than one dimension is mathematically straightforward (we refer to [9] and the references
therein), however, the actual (numerical) investigation is most likely more involved.
For suitable boundary conditions, it is well-known that solutions to the Euler equations
exhibit jump discontinuities. The location of such a discontinuity (the so-called shock location)
is denoted by x = α. We assume that w is discontinuous in x = α, while it is sufficiently
smooth away from α, which means that especially limε→0+ w(α ± ε) =: w± exists. This is a
standard setting and in no way a restriction. Now assume w is perturbed in such a way that the
resulting function v := w + w has one (and only one) discontinuity at x = β =: α + α, and is
also smooth away from β. In the case of a non-smooth function w, being approximated by some
other non-smooth function v, we cannot simply say that ‖v − w‖∞ is small, say O(ν) for some
small parameter ν, because if α and β do not coincide, we always, in the region between α and
β, have an O(1) approximation error in the ∞−norm.
As a consequence, in the following definition, we state what we mean by a sufficiently small
perturbation w:
Definition 7.16 (Sufficiently close approximation of a discontinuous function). We say that w
is approximated by v to order ν if
• There exist smooth, invertible functions
ξ1 : [0, α]→ [0, β], (7.2)
ξ2 : [α, 1]→ [β, 1] (7.3)
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such that we have
w(x) = v(ξ1(x))
− +O(ν), x < α (7.4)
w(x) = v(ξ2(x))
+ +O(ν), x > α, (7.5)
with the O(ν)−bound assumed to be uniform.
• The ξi have to fulfill the properties
d
dx
ξ1 = 1 +O(ν), (7.6)
d
dx
ξ2 = 1 +O(ν), (7.7)
ξ1(α) = ξ2(α) = β (7.8)
and the second derivatives of ξi are bounded.
• The residual r(v) is sufficiently small, meaning that we have the property
r(v) := f(v)x + S(v) = O(µ) (7.9)
pointwise except at the discontinuity of v, where µ is another parameter going to zero.
Usually, µ tends much slower to zero than ν does. (We actually only need the somewhat
weaker formulation
∫ β
α
f(v)x + S(v) dx = o(ν), but keep the preceding for the ease of
presentation.)
Assumption 1. The results we obtain in this section are independent of the position of α and
β. However, for the sake of simplicity, we assume without loss of generality that α < β.
Lemma 7.2. We have
ξi(x)− x = O(ν) ∀i = 1, 2, (7.10)
which, as a special case, implies β − α = O(ν).
Proof. (We consider only the case i = 1, i = 2 is completely analogous with the obvious inter-
change of 0 and 1.) We have that
ξ1(0)− 0 = 0 due to the invertibility of ξ1 and
d
dx
(ξ1(x)− x) = O(ν) due to (7.6).
This proves the claim because we can write
ξ1(x)− x = ξ1(0)− 0 +
∫ x
0
d
dx
(ξ1(τ)− τ) dτ = O(ν).
Lemma 7.3. Due to the definition of sufficiently close, we have that
v(x)− w(x) = O(ν) ∀x ∈ Ω\[α, β]. (7.11)
Proof. (Without loss of generality, x < α)
v(x)− w(x) = v(ξ1(x))− w(x) + v(x)− v(ξ1(x))
(7.4)
= O(ν) + v(x)− v(ξ1(x))
= O(ν) + v′(ξ1(x)) · (x− ξ1(x)) +O(‖x− ξ1(x)‖2) (7.10)= O(ν).
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2.1 Linearization of the Rankine-Hugoniot Condition
The Rankine-Hugoniot Condition (2.10) for a steady-state Euler equation reads
[f(w)] := f(w(α))+ − f(w(α))− = 0. (7.12)
Let us again assume that we are interested in a somehow perturbed solution v = w + w (in the
sense of Definition 7.16) which has its only shock at x = β = α+α. In this section, we investigate
how the Rankine-Hugoniot condition changes for such a v.
Let us first state the following lemma:
Lemma 7.4. Given v approximates w sufficiently close in the sense of Definition 7.16, and
f ≡ f(w) is a smooth quantity, it holds that
[f(v)] = [f(w)] + f ′(w(β))(v(β)− w(β))+ − f ′(w(α))(v(α)− w(α))− + α[ d
dx
f(w(x))] +O(ν2).
(7.13)
Note that [f(v)] denotes a jump at x = β, while [f(w)] and [ ddxf(w(x))] denote jumps at x = α.
Proof. We have that
f(v(β))− = f(w(α))− + f(v(β))− − f(w(α))− (7.14)
= f(w(α))− + f(v(α))− − f(w(α))− + f(v(β))− − f(v(α))− (7.15)
= f(w(α))− + f ′(w(α))−(v(α)− w(α))− + d(f ◦ v)
dx
(α)− · α+O(ν2) (7.16)
= f(w(α))− + f ′(w(α))−(v(α)− w(α))− + d(f ◦ w)
dx
(α)− · α+O(ν2). (7.17)
The last step is true because by replacing d(f◦v)dx by
d(f◦w)
dx we make an O(ν) error which is
augmented to O(ν2) by multiplying it with α. By doing analog reasoning for f(v(β))+, and then
subtracting the quantities f(v(β))+ and f(v(β))−, we get the claimed identity (7.13).
Let us for the ease of notation define
[f ′(w)w] := f ′(w(β))(v(β)− w(β))+ − f ′(w(α))(v(α)− w(α))−. (7.18)
Exploiting then the Rankine-Hugoniot condition as given in (7.12), and assuming that w solves
(2.15), the jump in f(v) can be linearized as
[f(v)] = [f ′(w)w] + α[
d
dx
f(w(x))] +O(ν2). (7.19)
2.2 Linearization of the Functional
We are interested in computing the changes in the functional
J(w) :=
∫
Ω
p(w) dx, (7.20)
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with p being sufficiently regular. Again, we assume that v is sufficiently close to w. We can then
compute
J(v)− J(w) =
∫
Ω
p(v)− p(w) dx
=
∫
Ω\[α,β]
p′(w)(v − w) dx+O(ν2) +
∫ β
α
p(v)− p(w) dx
=
∫
Ω\[α,β]
p′(w)(v − w) dx+O(ν2) + (β − α)(p(v(α))− p(w(α))+) +O(ν2)
=
∫
Ω\[α,β]
p′(w)(v − w) dx− α[p(w)] +O(ν2),
and in summary, we have the following lemma:
Lemma 7.5. Given that J is as in (7.20), we can write
J(v)− J(w) =
∫
Ω\[α,β]
p′(w)(v − w) dx− α[p(w)] +O(ν2). (7.21)
2.3 Adjoint Approach
In this section, we put together the information from the previous subsections, and show that
the adjoint error control works under suitable assumptions as usual. We make the following
consistent modification to the functional and consider
J(w) =
∫
Ω
p(w) dx− zTα [f(w)] (7.22)
instead of J as in (7.20). zα ∈ R3 is a parameter that will be determined later. For the ease of
presentation, we also denote this functional by J , which is reasonable as [f(w)] vanishes for a
solution w to (2.15). The same modification has already been done in [52].
We assume that the dual solution z is given as in (5.26)-(5.27) (with the obvious interchange
of ξ′ and p′), and we additionally assume that it is at least Lipschitz-continuous. This is in
good agreement with both our numerical experiences and the observations done in [122]. In this
section, we do not care about boundary conditions at all, as the focus is just on the behavior of
the adjoint in the shock. We thus assume that all terms occurring at the (physical) boundary
vanish. This is not a restriction, because, upon choosing a v that exactly fulfills the boundary
conditions imposed on w, the adjoint boundary conditions ensure that the boundary terms are
zero or computable.
Putting all our information together, we can state the following theorem:
Theorem 7.3. Let w be an exact solution to (2.15), and v be an approximation to w in the
sense of Definition 7.16, for which additionally holds v = w at the boundary, i.e., v−w vanishes
at x = 0 and x = 1. Let furthermore be z a smooth (at least Lipschitz-continuous) solution
to (5.26)-(5.27). The functional J is defined as in (7.22) for a sufficiently smooth function
p ≡ p(w). Upon choosing zα := z(α), we can write
J(v)− J(w) =
∫
Ω
zT (f(v)x + S(v)) dx+ α
(
−z(α)T [ d
dx
f(w)]− [p(w)]
)
+ o(ν). (7.23)
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Proof. The proof is a direct computation, it exploits the already known linearizations of both
[f(w)] and J(w):
J(v)− J(w)
(7.21),(7.19)
=
∫
Ω\[α,β]
p′(w)(v − w) dx− α[p(w)]− zTα
(
[f ′(w)w] + α[
d
dx
f(w)]
)
+O(ν2)
(5.26)
=
∫
Ω\[α,β]
(−f ′(w)T zx + S′(w)T z)(v − w) dx− α[p(w)]− zTα
(
[f ′(w)w] + α[
d
dx
f(w)]
)
+O(ν2)
=
∫
Ω\[α,β]
(zx (f(w)− f(v)) + z (S(v)− S(w)) dx− α[p(w)]− zTα
(
[f ′(w)w] + α[
d
dx
f(w)]
)
+O(ν2)
(2.15)
=
∫
Ω\[α,β]
zT (f(v)x + S(v)) dx− z(α)T f ′(w(α))(v(α)− w(α))− + zT (β)f ′(w(β))(v(β)− w(β))+
− α[p(w)]− zTα
(
[f ′(w)w] + α[
d
dx
f(w)]
)
+O(ν2)
(7.18)
=
∫
Ω\[α,β]
zT (f(v)x + S(v)) dx+ z(α)
T [f ′(w)w]− zTα
(
[f ′(w)w] + α[
d
dx
f(w)]
)
− α[p(w)] +O(ν2),
where the last step is allowed due to the assumed Lipschitz-continuity of z and the fact that
[f ′(w)w] is of order ν. Furthermore, as f(v)x + S(v) is of order µ, we can augment the first
integral on the whole domain to conclude that we have
J(v)− J(w) =
∫
Ω
zT (f(v)x + S(v)) dx−
∫ β
α
zT (f(v)x + S(v)) dx+ z(α)
T [f ′(w)w] (7.24)
− zTα
(
[f ′(w)w] + α[
d
dx
f(w)]
)
− α[p(w)] +O(ν2)
=
∫
Ω
zT (f(v)x + S(v)) dx+ z(α)
T [f ′(w)w] (7.25)
− zTα
(
[f ′(w)w] + α[
d
dx
f(w)]
)
− α[p(w)] +O(ν2) +O(νµ).
Now upon choosing zα := z(α), we proved our claim (7.23) as the terms involving [f ′(w)w] cancel
each other.
Let us now make the following definition of what we mean by interior boundary condition:
Definition 7.17. A function z fulfills the interior boundary condition with respect to p and the
shock position α, given that
z(α)T [
d
dx
f(w)] = −[p(w)]. (7.26)
In the next section (2.5), we prove that the dual solution to the quasi one-dimensional Euler
equations, under standard assumptions, fulfills (7.26).
Corollar 7.18. Given that the adjoint solution z as given in (5.26)-(5.27) fulfills the interior
boundary condition (7.26), we have under the assumptions of Theorem 7.3 the usual adjoint
error representation
J(v)− J(w) =
∫
Ω
zT (f(v)x + S(v)) dx+ o(ν).
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2.4 Interior Boundary Condition for the Euler Equations
For the Euler equations (2.15) one can make (7.26) more explicit as follows: Due to the underlying
equation (2.15), we have for w = (w1, w2, w3) = (ρ, ρu,E)
[
d
dx
f(w)] = −[S(w)], (7.27)
[S(w)] =
A′(α)
A(α)
([ρu], [ρu2], [u(E + p(w))]) (7.28)
and due to Rankine-Hugoniot, we have that
[f(w)] = ([ρu], [ρu2 + p(w)], [u(E + p(w))]) = 0 (7.29)
which yields
[S(w)] =
A′(α)
A(α)
(0, [ρu2], 0). (7.30)
Plugging all this information into the interior boundary condition as given in (7.26), we get for
z = (z1, z2, z3)
z2(α)
−A′(α)
A(α)
[ρu2] = −[p(w)] (7.31)
which yields
z2(α) =
A(α)
A′(α)
[p(w)]
[ρu2]
. (7.32)
Again, thanks to Rankine-Hugoniot, we have
[ρu2] = −[p(w)] (7.33)
which in all yields the internal adjoint boundary condition for the Euler equations,
z2(α) = − A(α)
A′(α)
. (7.34)
Usually, (7.34) is of course not enforced in a numerical procedure, as for example α is not
known. Due to the fact that numerical schemes in general approximate the solution w by a viscous
regularization, it has been argued that neglecting (7.34) is reasonable. In the following chapter,
we therefore prove that, given the adjoint solution can be seen as a limit of a viscous adjoint
(to be defined below), the exact adjoint fulfills the interior boundary condition. Nevertheless, as
motivated, this does not necessarily hold for numerical approximations.
2.5 Convergence of the Interior Boundary Condition
In this section, we assume that the exact adjoint solution can be given as the small-viscosity
limit of a viscous adjoint solution. This is a reasonable assumption as already indicated in [17].
The viscous primal equation can be written as
f(wε)x + S(w
ε) = εwεxx (7.35)
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including again boundary conditions which are not relevant to this investigation here. The
corresponding dual equation is then
−f ′(wε)T zεx + S′(wε)T zε = εzεxx + p′(wε). (7.36)
Standard assumptions on the behavior of wε are that it is smooth all over the domain, albeit
having in a transition region [α−, α+] := [α− α, α+ α] a gradient that scales as 1ε . Outside this
region, we state that the gradient is of order unity, i.e., its order of magnitude is independent of
ε. α is a parameter that goes, in dependency of ε, to zero. We furthermore assume, in the spirit
of Tadmor [122], that the adjoint solution is Lipschitz-continuous at x = α. With respect to the
interior boundary conditions, it is thus interesting what happens with the expression
lim
ε→0+
([p(wε)]− [zεS(wε)]) , (7.37)
which, in the limit, should of course be equivalent to (7.26) and thus yield zero. Of course, only
involving smooth functions, (7.37) does not make sense unless we define what we mean by a
jump. A reasonable definition is
[wε] :=
∫ α+
α−
(
d
dx
wε
)
dx, (7.38)
which, if wε converges towards a function w that is discontinuous at x = α, also converges
towards the jump of w.
Let us state the following theorem:
Theorem 7.4. Given that both wε and zε, solutions to (7.35) and (7.36), respectively, are
smooth, and that outside the transition region [α−, α+], both zεx and wεx have orders of magnitude
independent of ε, it holds that
lim
ε→0+
([p(wε]− [zεS(wε)]) = 0. (7.39)
Proof. The proof exploits both the equations defining wε and zε, and can in principle in a
straightforward manner be written as
[p(wε)]− [zεS(wε)] (7.38)=
∫ α+
α−
d
dx
(p(wε)− zεS(wε)) dx
=
∫ α+
α−
p′(wε)wεx − zεxS(wε)− zεS′(wε)wεx dx
=
∫ α+
α−
(
p′(wε)− S′(wε)T zε)wεx − zεxS(wε) dx
(7.36)
=
∫ α+
α−
(−f ′(wε)T zεx − εzεxx)wεx − zεxS(wε) dx
=
∫ α+
α−
(−zεx(f ′(wε)wεx)− εzεxxwεx)− zεxS(wε) dx
=
∫ α+
α−
zεx (−f(wε)x + εwεxx − S(wε)) dx− [εzεxwεx]α
+
α−
(7.35)
= −ε[zεxwεx]α
+
α− = O(ε).
Because we are outside the transition region, the term [zεxwεx] scales independently of ε. This
proves our claim.
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Corollar 7.19. Under the assumptions that both wε and zε converge towards w and z pointwise,
z fulfills the interior boundary condition in the sense of Definition 7.17, given that the conditions
of Theorem 7.4 are met.
3 Non-Convergence of the Numerical Dual Solution
In this section, we systematically investigate the convergence properties of the numerically com-
puted adjoint solution. The setup of our experiment is as follows: We approximate the viscous
quasi one-dimensional Euler equations as in (7.35) by means of a BR2 method for the viscous
contribution in combination with a standard DG method using a Lax-Friedrichs flux for the
convective contribution. The adjoint solution is discretized in the same way, due to adjoint con-
sistency, it can both be seen as a continuous or a discrete adjoint procedure. Our solution is
characterized by an inflow Mach number of M = 0.5. Both the geometry and the Mach number
distribution are plotted in Fig. 7.3.
Figure 7.3 – Underlying Model Problem: Mach-number and geometry distribution.
In Fig. 7.4, we plotted the size of the viscosity ε versus the error in the dual solution for
different mesh sizes N , once for the discretization of both adjoint and primal equation with
polynomials of order 1, and once of order 3. Error is hereby defined as the relative deviation of
the numerical adjoint zh in fulfilling (7.34), meaning
eh :=
|z2,h(α) + A(α)A′(α) |
| A(α)A′(α) |
. (7.40)
(Let us note that the results of this section do not depend on the particular choice of the
polynomial order, especially not on the fact if one uses the same polynomial order for both the
primal and the dual equation.)
eh can be decomposed into two parts as
eh := eε + eDG, (7.41)
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(a) p = 1
(b) p = 3
Figure 7.4 – Amount of artificial viscosity versus eh.
where eε is the error that stems from the approximation of the conservation law by including
the viscous term, and eDG is the discretization error that is introduced by the DG method. One
can see from the picture that on the right hand side of the plot, where all the graphs lie above
each other, it is eε that dominates, while on the left hand side, it is eDG that dominates. The
occurrence of the point where eDG dominates is clearly not linearly dependent on ε, but occuring
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Figure 7.5 – Convergence history of eh for p = 3.
earlier and earlier, thus motivating the use of viscosity that scales as O(hα), where α is slightly
less than unity, to ultimately guarantee convergence of the adjoint solution.
For one particular choice of parameters, once α = 0.8 and once α = 1, the latter corresponding
to no over refinement of the shock, we plotted a convergence history of eh in Fig. 7.5. It can be
seen that the dual does not converge in the ε = O(h) setting.
It remains to prove these findings similar to [48]. Unfortunately, this is going to most likely
be - due to the more complicated structure of the Euler equations - a non-trivial task as already
mentioned in [48], and as indicated below: The proof in [48] relies on a very careful matched
asymptotic inner and outer analysis [33] and the fact that one has classical inequalities concerning
the growth of errors for standard Finite Volume Schemes. The matched asymptotic analysis is
only possible if one has very detailed knowledge of the underlying solution to be approximated
(in the case of [48], this was a classical solution to a conservation law), which is for the Euler
equations not at hand. Furthermore, the inequalities used did not seem to be easily extendable
to discontinuous Galerkin Methods, a problem very well known in the community [72].
4 Using the Dual for Adaptivity without giving Nonlinear
Diffusion
In the previous subsection, we have shown that there can be situations where the adjoint so-
lution does not converge. However, we are not interested in the convergence properties of the
adjoint solution per se, but we are interested in the qualities of it as an adaptation criterion to
obtain convergence for a certain target functional J . We thus performed a study using the same
parameters as the ones for Fig. 7.5 (with the difference that the adjoint is now computed with
order p = 4 to not obtain a trivial error estimator) and plotted convergence of the functional
J :=
∫
Ω
p(w) dx in Fig. 7.6. The grid was adaptively refined using the fixed-fraction criterion,
meaning that those 30% of the cells were refined that had the largest error indicator. The con-
stant viscosity was chosen to be dependent on the minimum mesh size h, once linearly and once
with an exponent α = 0.8. Clearly, the functional converges the better the less viscosity one
adds, even with the adaptation criterion being based on an incompletely converged adjoint.
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The results indicate the capability of the adjoint approach even if one does not enforce the
internal boundary condition (7.34).
Figure 7.6 – Convergence history of the adjoint solution and the target functional for p = 3.
110 CHAPTER 7. ON THE ADJOINT SOLUTION IN THE CASE OF A SHOCK
Chapter 8
Conclusions and Outlook
The work of this thesis focused on high-order Finite Element methods for the discretization of
the Navier-Stokes equations, on the discretization’s use within an adjoint adaptation procedure,
and on the adjoint equation in general. The main issues being tackled can be summarized as
follows:
• We have developed a new discretization of the compressible Navier-Stokes equations in
the framework of Hybrid Mixed methods. This discretization is a combination of a clas-
sical H(div)-scheme, approximating the viscous flux in a space having a globally defined
divergence, and a Discontinuous Galerkin scheme, approximating the convective term in
a standard way. The idea of hybridization can then be used to couple both discretization
methodologies and to tremendously reduce the amount of storage needed. This is a conse-
quence of the fact that the only remaining coupled degrees of freedom stem from functions
having support on not the elements but the element boundaries. We thus obtain a scheme
that is more storage efficient than a standard Discontinuous Galerkin Scheme.
• We have presented an integrated approach to adaptive, high-order numerical approximation
of the Navier-Stokes equations. We have made a complete adjoint consistency analysis for
the Hybrid Mixed Method, and generalized previous adjoint consistency analysis for the
Discontinuous Galerkin method. Both investigations built on a very careful derivation of
the adjoint Navier-Stokes equations.
• We have given a mathematical framework for the investigation of the adjoint equation in
combination with a jump discontinuity in the primal solution, which is easily extendable to
other situations and equations. We have furthermore demonstrated that it is a non-trivial
task to accurately resolve the adjoint, though this might not be necessary in practice.
However, there of course remain open questions and opportunities for future work. The most
important items are listed in the following:
• A very important ingredient in actually computing aerodynamic flows is the incorporation
of Turbulence Modeling [38, 133]. Although it seems straightforward how to extend both
the adjoint consistency analysis and the Hybrid Mixed methods, both items should be
investigated.
• Full three-dimensional aircraft computation poses its own challenges. One of the very near
future projects is the extension of the proposed strategy to such a setting.
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• There are other interesting areas of application using conservation laws as underlying equa-
tions such as oceanography, where especially well-balanced schemes are a suitable choice
[99]. Interesting research is the adaptation of our methods to these equations.
• We have not attempted to optimize the more expensive assembly process of the Hybrid
Mixed Methods with respect to runtime. The question remains whether we can make
the algorithm superior to a Discontinuous Galerkin or a Finite Volume discretization with
respect to computational efficiency.
• We have done various investigations concerning the numerical convergence of the adjoint
equation in the case of a discontinuity. Although having demonstrated numerically the
success, we were not able to prove the convergence mathematically. This, especially in
more dimensions and for the system case, seems a challenging approach, whose outcome is
not clear yet.
Appendix A
Viscous Navier-Stokes Matrices
In this part of the appendix, we give for convenience some computations concerning the com-
pressible Navier-Stokes equations.
First of all, we note that the viscous stress tensor defined in (2.25) can be written as
τ = µ
(
4
3ux1 − 23vx2 ux2 + vx1
ux2 + vx1
4
3vx2 − 23ux1
)
.
The viscous fluxes fv,j of the Navier-Stokes equations can be written as
fv,j =
2∑
i=1
Bjiuxi .
For convenience, we derive these matrices here. We need the following computation:
τ11u+ τ12v + kTx1 =µ
(
4
3
uux1 −
2
3
uvx2 + vux2 + vvx1 + k
γ
k · Pr
(
E
ρ
− 1
2
(u2 + v2)
)
x1
)
=µ
(
4
3
uux1 −
2
3
uvx2 + vux2 + vvx1 +
γ
Pr
(
Ex1ρ− ρx1E
ρ2
− uux1 − vvx1
))
=µ
((
4
3
− γ
Pr
)
uux1 +
(
1− γ
Pr
)
vvx1 −
2
3
uvx2 + vux2 +
γ
Pr
Ex1ρ− ρx1E
ρ2
)
=
µ
ρ
(
(
4
3
− γ
Pr
)u((ρu)x1 − uρx1)) + (1−
γ
Pr
)v((ρv)x1 − vρx1)−
2
3
u((ρv)x2 − vρx2)
+v((ρu)x2 − uρx2) +
γ
Pr
Ex1 −
γ
Pr
ρx1E
ρ
)
(A.1)
We can then go on computing:
fv,1 = (0, τ11, τ21, τ11u+ τ12v + kTx)
T
= µ(0,
4
3
ux1 −
2
3
vx2 , ux2 + vx1 ,
1
µ
(A.1))T
= µ(0,
4
3
(
ρu
ρ
)x1 −
2
3
(
ρv
ρ
)x2 , (
ρu
ρ
)x2 + (
ρv
ρ
)x1 ,
1
µ
(A.1))T
=
µ
ρ
(0,
4
3
(ρu)x1 −
4
3
uρx1 −
2
3
(ρv)x2 +
2
3
vρx2 , (ρu)x2 − uρx2 + (ρv)x1 − vρx1 ,
ρ
µ
(A.1))T
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Thus, we can conclude that B11 and B12 are given by
B11 =
µ
ρ

0 0 0 0
− 43u 43 0 0−v 0 1 0
−
(
4
3u
2 + v2 + γPr (
E
ρ − u2 − v2)
) (
4
3 − γPr
)
u
(
1− γPr
)
v γPr

and
B12 =
µ
ρ

0 0 0 0
2
3v 0 − 23 0−u 1 0 0
− 13uv v − 23u 0
 .
In a similar fashion, we can compute the matrices B21 and B22 as
B21 =
µ
ρ

0 0 0 0
−v 0 1 0
2
3u − 23 0 0− 13uv − 23v u 0

and
B22 =
µ
ρ

0 0 0 0
−u 1 0 0
− 43v 0 43 0
−
(
u2 + 43v
2 + γPr (
E
ρ − u2 − v2)
) (
1− γPr
)
u
(
4
3 − γPr
)
v γPr
 .
Appendix B
Generalized Matrix Product
Notation
We have sometimes used matrix-notation such as B(w)∇w also for B not being from the space of
matrices. In this section, we explain this notation and also give some evidence how for example
integration by parts works with such a notation.
Definition 2.20.
• Let A ∈ Xm×n and b ∈ Y n. Furthermore, let the product Aijbj be defined with a result in
Z. We then define A · b ∈ Zm as
(A · b)i =
n∑
j=1
Aijbj
• Let A ∈ Xm×n and b ∈ Y m. Furthermore, let the product ATijbj be defined with a result in
Z. We then define AT · b ∈ Zn as
(AT · b)i =
n∑
j=1
ATjibj
Usually, the point is omitted. We now suppose that our spatial dimension is d = 2, while the
dimension of w is m = 4.
Definition 2.21. We define ∇w to be in (R4)2 and the set of B matrices from the Navier-Stokes
equations to be in (R4×4)2×2. We then have
(B(w)∇w)i=1,2 := Bi1wx1 +Bi2wx2
∇ · (B(w)∇w) := (B11wx1 +B12wx2)x1 + (B21wx1 +B22wx2)x2
(B(w)T∇w)i=1,2 := BT1iwx1 +BT2iwx2
The following theorem now guarantees us that nothing ’special’ happens when doing integra-
tion by parts using the above-defined matrix notation.
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Theorem 2.5. (Integration by parts) The following is true for sufficiently regular w, ϕ, B and
Ω. ∫
Ω
∇ · (B(w)∇w) · ϕ dx = −
∫
Ω
(B(w)∇w) · ∇ϕ dx+
∫
∂Ω
(B(w)∇wn) · ϕ dσ
= −
∫
Ω
(B(w)∇w) · ∇ϕ dx+
∫
∂Ω
∇w · (B(w)Tϕn) dσ
= −
∫
Ω
∇w · (B(w)T∇ϕ) dx+ ∫
∂Ω
∇w · (B(w)Tϕn) dσ
Proof. The proof is a simple computation under exploitation of the definition.
During our analysis, we often have to differentiate expressions such as
E(w,∇w) :=
∫
Ω
∇ · (B(w)∇w) τ dx (B.1)
for (w,∇w) in direction (ϕ,∇ϕ).
With the notation introduced here we can, in a straightforward way, write this as
E′(w,∇w)(ϕ,∇ϕ) =
∫
Ω
∇ · ((B′(w)ϕ)∇w) · τ +∇ · (B(w)∇ϕ) · τ dx, (B.2)
where B′(w)ϕ is short for the derivative of B at position w in direction ϕ. More precisely, (B.2)
can be written as∫
Ω
4∑
i,j=1
(
(B11)
′
i,jϕ(wj)x1 + (B12)
′
i,jϕ(wj)x2 + (B11)ij(ϕj)x1 + (B12)ij(ϕj)x2
)
x1
τi
+
4∑
i,j=1
(
(B21)
′
i,jϕ(wj)x1 + (B22)
′
i,jϕ(wj)x2 + (B21)ij(ϕj)x1 + (B22)ij(ϕj)x2
)
x2
τi dx.
All the other extensions of this should be fairly straightforward, it is indeed just a way of
efficiently writing down the occurring quantities.
Appendix C
Non-Dimensionalization of the Euler
and Navier-Stokes Equations
The Navier-Stokes equations as stated in (2.22) are derived from fundamental properties of
the physics and are as such equations with a dimension, i.e., having units and depending on the
choice of these units, yield numerically different results. This is of course an unwanted feature. To
circumvent this, one has to non-dimensionalize the equations, which means that all the occurring
(dimensional) quantities are divided by some reference quantities. For convenience and for further
reference, we give here a detailed derivation of this non-dimensionalization and we discover the
(of course well-known) property of the Navier-Stokes equations to depend only on the size of
the Reynolds-number. We first non-dimensionalize the Euler equations, which leaves the system
formally unchanged, and then turn to the more complicated approach of non-dimensionalizing
the Navier-Stokes equations.
1 Euler Equations
The Euler equations can be written as
(ρu)x + (ρv)y = 0
(p+ ρu2)x + (ρuv)y = 0
(ρuv)x + (p+ ρv
2)y = 0
(u(E + p))x + (v(E + p))y = 0
Now let us introduce dimensionless quantities
x :=
x
L
, y :=
y
L
, u :=
u
√
γM
U
, v :=
v
√
γM
U
,
ρ :=
ρ
ρ0
, p :=
p
p0
, p0 :=
U2ρ0
γM2
, E :=
E
p0
.
The values indicated with a 0 thereby denote some reference values that can be chosen in advance,
although not completely independently. The defining equation for p0 follows from the fact that
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we can write the speed of sound as c = uM =
√
γp
ρ . From this setting follows
p0
ρ0U2
=
1
γM2
.
Note that, upon setting the dimensionless quantities as given, the equation of state for the
pressure is formally invariant:
p = (γ − 1)
(
E − 1
2
ρ(u2 + v2)
)
. (C.1)
This yields the system of equations:
ρ0U
L
√
γM
((ρu)x + (ρv)y) = 0 (C.2)
p0
L
px +
ρ0U
2
LγM2
(ρu2)x +
ρ0U
2
LγM2
(ρuv)y = 0 (C.3)
ρ0U
2
LγM2
(ρuv)x +
p0
L
py +
ρ0U
2
LγM2
(ρv2)y = 0 (C.4)
Up0
L
√
γM
(
(u(E + p))x + (v(E + p))y
)
= 0. (C.5)
Equations (C.2) and (C.5) remain formally unchanged. Due to the fact that the quantity p0γM
2
ρ0U2
is unity, also (C.3)-(C.4) remain unchanged. Furthermore, (C.1) remains also unchanged. Let us
summarize this in the usual abstract way: The dimensionless Euler equations can be written as
ρ0U
L
√
γM 0 0 0
0 ρ0U
2
LγM2 0 0
0 0 ρ0U
2
LγM2 0
0 0 0 Up0L√γM
∇ · f(ρ, ρu, ρv,E) = 0.
2 Navier-Stokes Equations
We now need to furthermore non-dimensionalize the quantities µ := µµ0 and T :=
T
T0
. We
therefore firstly define a reference temperature T̂0 for which we compute, using Sutherland’s law,
a reference viscosity µ0 as
µ0 =
C1T̂0
3
2
T̂0 + C2
.
The scaled quantity µ can then be computed as
µ =
C1T
3
2
(T + C2)µ0
,
where due to the ideal gas law p = ρRT (R denoting the universal gas constant, and being in
fact equal to (γ − 1)cv), we can compute T as
T =
p
ρR
=
pp0T̂0
ρρ0RT̂0
=
p
ρ
T̂0.
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The last step is justified due to the fact that for the reference quantities p0, ρ0 and T̂0, the ideal
gas law should also hold.
The viscous stress tensor τ can be written as (we set ŵ := (u, v) and ŵ := (u, v))
τ =
Uµ0
L
√
γM
µ
(
∇ŵ + (∇ŵ)T − 2
3
(∇ · ŵ)Id
)
=:
Uµ0
L
√
γM
τ.
We can furthermore write
(kTx)x =
1
L2
(kTx)x =
1
L2
(
k
(
p
ρR
)
x
)
x
=
1
L2
(
k
(
pp0
ρρ0R
)
x
)
x
=
U2
γM2L2
(
k
(
p
(γ − 1)cvρ
)
x
)
x
.
Now, the last component of (fv,1)x can be written as
(τ11u+ τ12v + kTx)x =
1
L
(
τ11u+ τ12v +
k
L
Tx
)
x
=
(
U2µ0
L2γM2
τ11u+
U2µ0
L2γM2
τ12v +
U2
L2γM2
(
k
(
1
(γ − 1)cv
p
ρ
)
x
)
x
)
.
Let us scale this by L
√
γM
Up0
(which is the inverse of the corresponding factor in the Euler equations)
to get: (√
γM
Re
(τ11u+ τ12v)
)
x
+ µ
√
γM
RePr
(
γ
γ − 1
p
ρ
)
xx
=
(√
γM
Re
(τ11u+ τ12v) + µ
√
γM
RePr
(
γ
γ − 1
p
ρ
)
x
)
x
.
So upon interpreting γγ−1
p
ρ as the new temperature and setting k :=
µ
Pr , the Navier-Stokes
equations can be written as
∇ · f(ρ, ρu, ρv,E) +

0 0 0 0
0
√
γM
Re 0 0
0 0
√
γM
Re 0
0 0 0
√
γM
Re
∇ · fv(ρ, ρu, ρv,E) = 0,
where we have defined the Reynolds number
Re :=
ULρ0
µ0
.
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Appendix D
Proof of (6.21) = (6.22)
In this appendix section, we give the proof to the statement from Chapter 6 Section 4 that has
been postponed.
Let us begin by stating that it is very easy to show that the derivative dw(µh)dξ of wh(µh) in
direction ξ at position µh fulfills the equation∑
k
∫
Ωk
−f ′(wh)dw(µh)
dξ
∇ϕh dx+
∫
∂Ωk\∂Ω
(
f ′(µh)ξ · n− α(ξ − dw(µh)
dξ
)
)
ϕh dσ (D.1)
+
∫
∂Ωk∩∂Ω
(
f ′(wΓ(µh))w′Γ(µh)ξ · n− α(ξ − w′Γ(wh)
dw(µh)
dξ
)
)
ϕh dσ = 0 ∀ϕh ∈ Vh.
With this, we can now show that (note that N̂ was defined in (6.23))
N̂ ′(λh)(µh, κh)
!
=
∫
Γ0
(z(κh)
− − z(κh)+)f ′(λh)µh · n dσ +
∫
Γ0
α(2κh − z(κh)− − z(κh)+)µh dσ∫
Γ\Γ0
z(κh)
−(f ′(wΓ(λh))w′Γ(λh)µh · n dσ +
∫
Γ\Γ0
(κh − z(κh)−)αµh dσ,
(D.2)
where we have defined z(κ) in a similar way as the local solves, so z(κ) is the solution that fulfills
N∑
k=1
(
−
∫
Ωk
(f ′(wh)T∇zh(κ))ϕh dx+
∫
∂Ωk\∂Ω
α(zh(κ)− κ)ϕh dσ +
∫
∂Ωk∩∂Ω
α(zh(κ)− κ)w′Γ(wh)ϕh dσ
)
= 0.
(D.3)
The right-hand side of (D.2) denotes the part of the variational formula tested against the
hybrid Ansatz functions i.e., the second part of (6.21). Let us compute (we abbreviate dw :=
dw(λh)
dµh
)
N̂ ′(λh)(µh, κh) =
∫
Γ0
ακh(2µh − dw− − dw+)dσ +
∫
Γ\Γ0
ακh
(
µh − w′Γ(w)dw
)
dσ
!
=
∫
Γ0
(z(κh)
− − z(κh)+)f ′(λh)µh · n dσ +
∫
Γ0
α(2κh − z(κh)− − z(κh)+)µhdσ
+
∫
Γ\Γ0
z(κh)
− (f ′(wΓ(λh))w′Γ(λh))µh · n dσ + ∫
Γ\Γ0
(
κh − z(κh)−
)
αµh dσ
⇔−
∫
Γ0
ακh(dw
− + dw+)dσ −
∫
Γ\Γ0
ακhw
′
Γ(w)dw dσ
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!
=
∫
Γ0
(z(κh)
− − z(κh)+)f ′(λh)µh · n dσ −
∫
Γ0
αµh(z(κh)
− + z(κh)+)dσ −
∫
Γ\Γ0
z(κh)αµh dσ
+
∫
Γ\Γ0
z(κh)f
′(wΓ(λh))w′Γ(λh)µh · ndσ
⇔
N∑
k=1
(
−
∫
∂Ωk\∂Ω
ακhdw
− dσ −
∫
∂Ωk∩∂Ω
ακhw
′
Γ(w)dw dσ
)
!
=
N∑
k=1
(∫
∂Ωk\∂Ω
z(κh)f
′(λh)µh · n dσ −
∫
∂Ωk\∂Ω
αz(κh)µh dσ −
∫
∂Ωk∩∂Ω
z(κh)
−αµh dσ
+
∫
∂Ωk∩∂Ω
z(κh)f
′(wΓ(λh))w′Γ(λh)µh · ndσ
)
Derivative of the local solver:
⇔
N∑
k=1
−
∫
∂Ωk\∂Ω
ακhdw
− dσ −
∫
∂Ωk∩∂Ω
ακhw
′
Γ(w)dw dσ
!
=
N∑
k=1
(∫
∂Ωk\∂Ω
α(µh − dw)z(κh) dσ +
∫
Ωk
f ′(wh)dw∇z(κh) dx−
∫
∂Ωk\∂Ω
αz(κh)µh dσ
+
∫
∂Ωk∩∂Ω
z(κh)α
(
µh − w′Γ(w)dw
)− z(κh)αµh dσ
)
⇔
N∑
k=1
−
∫
∂Ωk\∂Ω
ακhdw
−dσ −
∫
∂Ωk∩∂Ω
ακhw
′
Γ(w)dw dσ
!
=
N∑
k=1
(∫
∂Ωk\∂Ω
−αdwz(κh) dσ +
∫
Ωk
f ′(wh)dw∇z(κh) dx−
∫
∂Ωk∩∂Ω
αw′Γ(w)dwz(κh) dσ
)
Definition of z(κh):
⇔
N∑
k=1
−
∫
∂Ωk\∂Ω
ακhdw
− dσ −
∫
∂Ωk∩∂Ω
ακhw
′
Γ(w)dw dσ
!
=
N∑
k=1
(
−
∫
∂Ωk\∂Ω
αdwz(κh) dσ +
∫
∂Ωk\∂Ω
α(z(κh)− κh)dw dσ +
∫
∂Ωk∩∂Ω
α(z(κh)− κh)w′Γ(w)dw dσ
−
∫
∂Ωk∩∂Ω
αw′Γ(w)dwz(κh) dσ
)
This reduces to 0 = 0, and we have thus proved the claim.
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