Abstract. Recent works show that the determination of singularity exponents in images can be useful to assess their information content, and in some cases they can cast additional information about underlying physical processes. However, the concept of singularity exponent is associated to differential calculus and thus cannot be easily translated to a digital context, even using wavelets. In this work we show that a recently patented algorithm allows obtaining precise, meaningful values of singularity exponents at every point in the image by the use of a discretized combinatorial mask, which is an extension of a particular wavelet basis. This mask is defined under the hypothesis that singularity exponents are a measure not only of the degree of regularity of the image, but also of the reconstructibility of a signal from their points.
Introduction
Since the introduction of wavelet theory, it has been recognized that the calculation of local singularity exponents from digital signals can be used to codify them in a more compact way [10, 9] . The early studies carried out over turbulent flows and other systems proved that the singularity exponents at the top points in a Wavelet Transform Modulus Maxima (WTMM) line can be easily calculated [11, 12, 13] . However, the extension of this methodology to any point at resolution scale was far from simple, and for those points the WTMM method become convoluted and rather imprecise [20] , even for the mere assessment of the statistical properties of the signal [29] .
A different approach using numerical determinations of the local gradient modulus convolved with wavelets, even with positive multiscaling bases, showed more stable results over discretized signals [25, 27] , leading to accurate exponents values and fine spatial resolution [21] . This new approach to singularity analysis is in the basis of the so-called Microcanonical Multiscale Formalism (MMF) [32] , which has been shown to be useful to assess physical properties of turbulent flows and other multiscale systems [24, 6, 31, 32, 28, 15, 17, 16] . It has been hence demonstrated that obtaining the singularity exponents at each point of a signal can reveal many useful information not only about the image, but also about the physical processes giving raise to it.
However, the performance of MMF-based singularity analysis (namely, the quality of the exponents calculated with this approach) depends on the properties of the multiscaling function used [32] , the best multiscaling functions being positive functions with fast enough decay [21] . Although for statistical analysis almost any scaling function gives the same results [29] , a precise geometrical determination of the underlying patterns, edges and textures requires a very fine tuning of the multiscaling function.
In this paper we discuss a method for singularity analysis introduced in a recent patent [22] . This method allows high-performance determination of the singularity exponents, with a method which is fast, computationally cheap, stable, accurate and provides fine resolution. Its definition relies in the connection of singularity exponents with the concept of image reconstruction from the Most Singular Component (MSC), as presented in [30] . The paper is structured as follows: in the next Section we introduce the basics of singularity analysis, while Section 3 explains the key concept of reconstruction from the MSC. In Section 4 the conditions to define a UPM-based measure are discussed, while Section 5 gives the settings for the calculus on reduced neighborhoods. Finally, in Section 6 our method is presented and some results shown. The last Section, Section 7, presents the conclusions of our work.
Definition of Singularity Analysis
Singularity analysis is a term referring to different meanings in mathematical analysis (e.g. the studies of singularities of differentiable functions); in the present work we focus on its meaning in the theory of complex systems. Using singularity analysis we intend to describe and characterize the local behavior of a R m -valued function f (x) defined on R d around each one of its domain points x according to the so-called singularity exponent, Hölder exponent [7] or Hurst exponent [19, 8] . If the signal behaves at point x according to the following limiting behavior:
then h(x) is the singularity exponent at x: small displacements around x lead to function increment which scale as powers of the displacement modulus r = r . A strictly n-times derivable function obviously leads to a Hölder exponent h(x) = n, and so this formulation allows to generalize the concept of integer differentiability to real differentiability. To complete the transposition, a slightly more exigent formulation of eq. (1) is required, namely we should assume that there exists a (1, 1) continuous tensor from R d to R m , α(x), such that
