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SPECIFICATION AND TOWERS IN SHIFT SPACES
VAUGHN CLIMENHAGA
Abstract. We show that a shift space on a finite alphabet with a non-uniform specifica-
tion property can be modeled by a strongly positive recurrent countable-state Markov shift
to which every equilibrium state lifts. In addition to uniqueness of the equilibrium state,
this gives strong statistical properties including the Bernoulli property, exponential decay
of correlations, central limit theorem, and analyticity of pressure, which are new even for
uniform specification. We give applications to shifts of quasi-finite type, synchronised and
coded shifts, and factors of β-shifts and S-gap shifts.
1. Introduction
1.1. Main results. Let f : X → X be a continuous map on a compact metric space, and
let ϕ : X → R be continuous. The topological pressure is P (ϕ) := sup{h(µ) + ∫ ϕdµ},
where h(µ) is Kolmogorov–Sinai entropy and the supremum is taken over f -invariant Borel
probability measures. A measure achieving the supremum is called an equilibrium state
for (X, f, ϕ). Existence, uniqueness, and statistical properties of equilibrium states have
consequences for many areas of dynamics and geometry, such as distribution of closed
geodesics [Bow72, Kni98]; physical measures for smooth maps [Rue76]; entropy rigidity
for geodesic flow [Kat82]; large deviations [Kif90]; multifractal analysis [BSS02]; the Weil–
Petersson metric [McM08]; Teichmu¨ller flow [BG11]; phase transitions and quasicrystals
[BL13]; representation theory [BCLS15]; and diffusion along periodic surfaces [AHS16].
Here we study symbolic dynamics. Given a finite set A (the alphabet), the set AZ of
bi-infinite sequences is compact in the metric d(x, y) = e−min{|k|:xk 6=yk}, and the shift map
σ : AZ → AZ defined by (σx)k = xk+1 is continuous. A two-sided shift space on A is
a closed set X ⊂ AZ with σ(X) = X. Replacing AZ with AN∪{0} gives a one-sided shift
space; we will work with both one- and two-sided shifts. A word is a finite sequence of
symbols w ∈ A∗ := ⋃n≥0An; we write |w| for the length of w. Given x ∈ X and integers
i ≤ j, let x[i,j] := xixi+1 · · ·xj . The set of words obtained this way is the language
L = L(X) = ⋃n≥0 Ln, where Ln = {x[1,n] : x ∈ X} ⊂ An for n > 0, and L0 is the set
containing the empty word.
A shift space X is topologically transitive if for every v, w ∈ L there is u ∈ L such that
vuw ∈ L, and is a subshift of finite type (SFT) if there is a finite set F ⊂ A∗ such that
X = {x ∈ AZ : x[i,j] /∈ F for every i < j}. When X is a topologically transitive SFT, every
Ho¨lder continuous potential has a unique equilibrium state µ, and µ has strong statistical
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2 VAUGHN CLIMENHAGA
properties (Bernoulli property and exponential decay of correlations up to a period, central
limit theorem) [Bow75]; moreover, the topological pressure function is analytic [PP90].
A weaker criterion for uniqueness is the specification condition [Bow74], which does
not require the SFT condition but strengthens transitivity by requiring that there is τ ∈ N
such that for every v, w ∈ L there is u ∈ L with |u| ≤ τ such that vuw ∈ L.1 Uniqueness
results using non-uniform specification conditions have been proved by the author and D.J.
Thompson [CT12, CT13]. An important tool in these results, and here, is the notion of the
pressure of a collection of words D ⊂ L:
(1.1) P (D, ϕ) := lim
n→∞
1
n
log
∑
w∈D∩Ln
sup
{x∈X:x[1,n]=w}
eϕ(x)+ϕ(σx)+···+ϕ(σ
n−1x).
The variational principle [Wal82, Theorem 9.10] gives P (L, ϕ) = P (ϕ).
Uniqueness is enough to show that the topological pressure function is Gaˆteaux dif-
ferentiable – there are no first-order phase transitions – but does not immediately imply
analyticity, which would rule out phase transitions of all orders. Similarly, the stronger
statistical properties of µ do not appear to have been studied using any version of spec-
ification. They are known to hold for systems on which a certain ‘tower’ can be built
[You98, You99]. Our main result uses a non-uniform specification condition to establish
uniqueness, statistical properties, and analyticity by building a tower. To formulate the
condition, we need the following notion: a word w′ ∈ Lk is a prefix of a word w ∈ Ln if
k ≤ n and w′ = w[1,k]. Similarly, if w′ = w[j,|w|] for some 1 ≤ j ≤ |w| then w′ is a suffix of
w. See §2.2 for full definitions of the various conclusions.
Theorem 1.1. Let X be a one- or two-sided shift space on a finite alphabet with language
L and let ϕ : X → R be Ho¨lder continuous. Suppose there is G ⊂ L such that
[I] there is τ ∈ N such that for all v, w ∈ G, there is u ∈ L with |u| ≤ τ such that
v′uw′ ∈ G whenever v′ ∈ G is a suffix of v and w′ ∈ G is a prefix of w;
[II] there are Cp, Cs ⊂ L such that P (Cp ∪ Cs ∪ (L \ CpGCs), ϕ) < P (ϕ);
[III] there is L ∈ N such that if u, v, w ∈ L have |v| ≥ L, uvw ∈ L, and uv, vw ∈ G, then
v, uvw ∈ G.
Then the following are true.
(i) (X,ϕ) has a unique equilibrium state µ.
(ii) µ has the Gibbs property (2.14) for ϕ on G.
(iii) µ is the limiting distribution of ϕ-weighted periodic orbits.
(iv) (X,σ, µ) has exponential decay of correlations for Ho¨lder observables up to a period.
(v) (X,σ, µ) satisfies the central limit theorem for Ho¨lder observables ψ, with variance 0
if and only if ψ is cohomologous to a constant.
(vi) Given any Ho¨lder continuous ψ : X → R, there is ε > 0 such that the topological
pressure function t 7→ P (ϕ+ tψ) is real analytic on (−ε, ε).
When X is two-sided, (X,σ, µ) has the Bernoulli property up to a period.
1There are many versions of specification in the literature; this definition is specialised for the symbolic
setting and is slightly weaker than Bowen’s original one.
SPECIFICATION AND TOWERS IN SHIFT SPACES 3
When G = L, [I] is the classical specification property, [II] holds with Cp = Cs = ∅,
and [III] is immediate. Conclusions (i)–(iii) are well-known in this case [Bow74], but (iv)–
(vi) are new. When G 6= L, [I]–[III] should be interpreted as non-uniform specification
conditions.2 The idea is that G is a collection of ‘good’ words for which specification holds,
so Cp, Cs, and L \ CpGCs contain all ‘obstructions to specification’: every w ∈ CpGCs
admits a decomposition w = upvus with v ∈ G and up,s ∈ Cp,s, so w can be made good by
removing the prefix up and the suffix us. Condition [II] requires that the obstructions have
small pressure and hence are ‘invisible’ to equilibrium states.
Theorem 1.1 is an immediate corollary of the following two results. The first of these is
a structure theorem relating X to a countable-state Markov shift Σ; see §2.1 for complete
definitions. The second uses the fact that strong positive recurrence implies existence
of a unique Ruelle–Perron–Frobenius (RPF) measure m on Σ for the potential function
ϕ ◦ pi : Σ→ R, which has strong statistical properties [CS09].
Theorem 1.2. Let X be a one- or two-sided shift space on a finite alphabet and let ϕ : X →
R be Ho¨lder. If the language L of X has a subset G satisfying the non-uniform specification
conditions [I]–[III], then there exists an equilibrium state µ for (X,ϕ) that satisfies the
Gibbs property (4.17) for ϕ on G.3 Moreover, there is a topologically transitive countable-
state Markov shift Σ and a 1-block code pi : Σ→ X such that
(a) ϕ ◦ pi is strongly positive recurrent on Σ; and
(b) there is P ′ < P (ϕ) such that for every ergodic Borel probability measure µ on X with
h(µ) +
∫
ϕdµ > P ′, there is a shift-invariant Borel probability measure ν on Σ such
that µ = pi∗ν and h(µ) = h(ν).
In the case when X is a two-sided shift space, the map pi is injective.4 In both the one- and
two-sided cases, the following weaker property holds:
(1.2) if z, z′ ∈ Σ have pi(z) = pi(z′), then z[n,∞) = z′[n,∞) for some n ∈ N.
Injectivity generally fails in the one-sided case; see Example 3.7.
Theorem 1.3. Let X be a one- or two-sided shift space on a finite alphabet and let ϕ : X →
R be Ho¨lder. If there is a topologically transitive countable-state Markov shift Σ and a 1-
block code pi : Σ → X satisfying (a), (b), and (1.2), then (X,ϕ) has a unique equilibrium
state µ, which satisfies conclusions (iii)–(vi) of Theorem 1.1, and the period d in (iv) is
given by the gcd of the lengths of periodic orbits in Σ. In the case when X is two-sided,
(X,σ, µ) is Bernoulli up to the period d.
See §3 for a road map of the proofs. Theorem 1.3 is a relatively routine consequence
of well-known results about thermodynamic formalism for countable-state Markov shifts;
see Theorem 3.9. Most of the work in this paper is devoted to proving Theorem 1.2,
whose starting point is an argument of Bertrand for constructing a synchronising word
using specification [Ber88]. Although [I]–[III] do not imply that X is synchronised, we can
still ‘synchronise good words’, produce a collection F ⊂ L of words that can be ‘freely
concatenated’ (Theorem 3.1), and use F to describe Σ (Theorem 3.3).
2The term “non-uniform specification” is to be understood informally; it is not clear whether these
conditions imply the ones in [CT12, CT13], or vice versa.
3This is in fact the unique equilibrium state, but the proof of uniqueness waits until Theorem 1.3.
4For ϕ = 0, this and (b) imply that X and Σ are h-isomorphic in the sense of [Buz97].
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Structure of the paper. In §§1.2–1.8 we describe: motivating questions behind Theorem
1.1; a method for verifying [I]–[III] that passes to factors; and applications to a number of
classes of systems, including shifts of quasi-finite type, synchronised shifts, and coded shifts.
Further definitions and background are given in §2. In §3 we formulate some intermediate
results that imply Theorems 1.1–1.3. In §4 we give preparatory results for the proofs,
including mild strengthenings of the Birkhoff and Shannon–McMillan–Breiman theorems
that hold quite generally, not just in the setting of this paper. The results from §3 are
proved in §§5–7. In §8 we prove the remaining results stated in the introduction, including
the applications. We will have occasion to use various conditions that are related to [I],
[II], and [III]. For the reader’s convenience, we gather these in Appendix A.
1.2. Motivating questions. The non-uniform specification property introduced in [CT12]
was motivated by β-shifts and their factors. Given β > 1 and A = {0, . . . , dβe − 1}, the
greedy β-expansion of 1 is the lexicographically maximal z ∈ AN satisfying 1 = ∑∞k=1 zkβ−k,
and the β-shift Σβ is the subshift of AN defined by the condition that x ∈ Σβ if and only
if x[k,∞)  z for all k ∈ N, where  is the lexicographic order. The β-shift is the natural
coding space for the map x 7→ βx (mod 1) on the unit interval.
For Lebesgue-a.e. β > 1, the β-shift does not have specification [Sch97]; however, it can
be described in terms of a countable-state Markov shift, which was used by Hofbauer to
prove uniqueness of the equilibrium state for ϕ = 0, called the measure of maximal entropy
(MME) [Hof78]. The corresponding result for subshift factors of β-shifts remained open for
some time [Boy08, Problem 28.1], which led the author and D.J. Thompson to introduce
a set of non-uniform specification conditions that are satisfied by the β-shifts, that pass to
factors, and that guarantee uniqueness of the MME. This raised the following questions.
(1) Are there examples of systems with non-uniform specification that do not come from a
countable-state Markov shift?
(2) Hofbauer’s graph structure for the β-shifts (see also [Wal78] for equilibrium states for
ϕ 6= 0) can be used to get the stronger conclusions (iv)–(vi) that do not follow from
[CT12]. Can these conclusions be obtained using non-uniform specification?
These questions motivated this paper, which says that the answers are “no” and “yes”,
respectively: non-uniform specification in the sense of [I]–[III] leads to a countable-state
Markov structure with strong positive recurrence, so its statistical consequences are just
as strong.5 This can be interpreted as a negative result in the sense that every system to
which Theorem 1.1 applies could also have been studied by other techniques, by building a
tower or using a countable-state Markov shift. On the other hand, if the system is defined
in a manner that does not make this Markov structure explicit, then it may be difficult to
find the graph that does the job, or to determine its properties; see §1.4 for examples.
One can interpret the Markov shift Σ in Theorem 1.2 as a Young tower as in [You99]
by passing to its one-sided version Σ+ and inducing on a single state to get a full shift.
Condition (a) on strong positive recurrence implies that the tower has ‘exponential tails’,
and (b) guarantees that every equilibrium state is liftable to the tower; see [PSZ14] for
further discussion of this approach, and [Hof79, Kel89, Zwe05] for the original investigations
5It should be emphasised that although [I]–[III] are similar in spirit to the conditions in [CT12], and
apply to all the examples studied so far using those conditions, there does not appear to be a logical
relationship between the two sets of conditions in the sense of one implying the other.
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of liftability. The effort we expend to prove (a) and (b) illustrates a general theme: even
when it is clear how to build a tower, it is usually a non-trivial problem to verify that
equilibrium states lift to the tower and that the tower’s tails decay exponentially; see [Kwa04,
Buz05, Tho06] for symbolic examples, and [Kel89, PS08, BT09, IT10] for smooth examples.
One goal of the present approach is to give a set of more readily verifiable conditions
that can establish liftability and exponential tails. This will be particularly valuable if
it can be extended to the smooth setting. The non-uniform specification properties from
[CT12, CT13] have been extended and applied to various smooth systems [CT16, CFT18,
CFT, BCFT], such as geodesic flows over rank 1 manifolds of nonpositive curvature. It is
expected that the results given here will admit a similar generalisation.
1.3. Obstructions to specification. Since subshift factors of β-shifts were the original
examples studied in [CT12], it is natural to ask whether Theorems 1.1–1.3 apply to them
as well. Unlike the non-uniform specification conditions in [CT12], condition [III] does not
pass directly to factors. Here we give conditions that do pass to factors (see §1.7), and
which imply [I]–[III]. These will also be useful for some of our applications (see §1.4).
Given C+, C− ⊂ A∗ and M ∈ N, consider the collection
(1.3) G(C±,M) := {w ∈ L | w[1,i] /∈ C−, w(|w|−i,|w|] /∈ C+ for all M ≤ i ≤ |w|}
of all words that do not start with a long element of C− or end with a long element of C+.
Say that C± is a complete list of obstructions to specification if
[I∗] for every M ∈ N there is τ = τ(M) such that for all v, w ∈ G(C±,M) there is u ∈ L
with |u| ≤ τ such that vuw ∈ L.
The word vuw need not be in G(C±,M) (cf. [I]), so enlarging C± cannot cause [I∗] to fail;
in particular, every C± that contains a complete list of obstructions is itself a complete list.
The following is used in §1.7 to study factors, and is proved in §8.1.
Theorem 1.4. Let X be a one- or two-sided shift space with language L, and let ϕ : X → R
be Ho¨lder. Suppose C± ⊂ L is a complete list of obstructions to specification admitting the
pressure bound P (C− ∪ C+, ϕ) < P (ϕ) and satisfying the following condition:
(1.4) (vw ∈ C+ ⇒ v ∈ C+) and (vw ∈ C− ⇒ w ∈ C−).
Then there is G ⊂ L satisfying [I]–[III], so Theorems 1.1–1.3 apply to (X,ϕ).
Example 1.5. For the β-shift, let C− = ∅ and C+ = {z[1,n]}n∈N, where z is the β-expansion
of 1. In the standard graph presentation, G(C±,M) is the set of words that label paths
starting at the base vertex and ending in the first M vertices, so it satisfies [I∗] as shown
in [CT12]. Thus C± is a complete list of obstructions to specification. Clearly C± satisfy
(1.4), and it is shown in [CT13] that P (C+, ϕ) < P (ϕ) for every Ho¨lder ϕ.
1.4. Shifts of quasi-finite type. We apply Theorem 1.4 to the shifts of quasi-finite type
introduced by Buzzi in [Buz05]. Say that w ∈ L is a left constraint if there is v ∈ L
such that w[2,|w|]v ∈ L but wv /∈ L; let C` be the collection of left constraints, and Cr
the collection of analogously defined right constraints. The shift space X is a shift
of quasi-finite type (QFT) if min{h(C`), h(Cr)} < h(L). Topologically mixing QFTs
may have multiple MMEs [Buz05, Lemma 4]. The following result, proved in §8.2, gives
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uniqueness if both lists of constraints have small entropy, or if we have a stronger mixing
condition.
Theorem 1.6. Let X be a one- or two-sided shift space on a finite alphabet with language
L and let ϕ : X → R be Ho¨lder continuous.
(1) If X is topologically transitive, then C− = Cr and C+ = C` form a complete list of
obstructions to specification and satisfy (1.4). In particular, if P (C` ∪ Cr, ϕ) < P (ϕ),
then Theorem 1.4 applies.
(2) Suppose X+ = {x1x2 · · · | x ∈ X} is topologically exact: for every w ∈ L there is
N ∈ N such that σN ({x ∈ X+ | x[1,|w|] = w}) = X+. Then C− = ∅ and C+ = C`
form a complete list of obstructions to specification and satisfy (1.4). In particular, if
P (C`, ϕ) < P (ϕ) then Theorem 1.4 applies.
Part (2) of Theorem 1.6 applies to many of the piecewise affine transformations studied
by Buzzi in [Buz97]; these are maps on [0, 1]d given by f(x) = Ax + b (mod Zd), where
A : Rd → Rd is an expanding linear map and b ∈ Rd. Buzzi showed that the natural symbolic
codings of such maps are QFTs with h(C`) < h(L), and that they are topologically exact if
either (i) all eigenvalues of A exceed 1 +
√
d in absolute value, or (ii) A, b have all integer
entries.6 He proved that these examples have unique MMEs; Theorem 1.6(2) gives another
proof of this result, and lets it be extended to factors (see §1.7) and to a class of non-zero
potential functions. See also [Tho11] for further results on piecewise expanding maps.
1.5. Synchronised shifts and uniform specification. A shift X is synchronised if
there is s ∈ L such that vs, sw ∈ L implies vsw ∈ L; then s is a synchronising word.
Shifts with specification are synchronised [Ber88], but not vice versa. Note that β-shifts sat-
isfy the non-uniform specification conditions [I]–[III] but are not all synchronised [Sch97].
Synchronised shifts can have multiple equilibrium states even if they are topologically
transitive. Every synchronised shift has a canonical presentation via a countable graph
(the Fischer cover), and Thomsen [Tho06] proved that the corresponding countable-state
Markov shift is strongly positive recurrent (for the zero potential) if h(∂X) < h(X), where
∂X is the derived shift consisting of all x ∈ X that can be approximated by periodic
points of X and do not contain any synchronising words. The following gives a similar
result for nonzero potentials (although the countable graph provided by Theorem 1.2 need
not be the Fischer cover); see §8.3 for a proof.
Theorem 1.7. Let (X,σ) be a one- or two-sided topologically transitive shift with a syn-
chronising word s ∈ L. Let Y := {x ∈ X | s does not appear in x}. If ϕ : X → R is Ho¨lder
continuous and P (Y, ϕ) < P (X,ϕ), then the conclusions of Theorems 1.1–1.3 hold.
Shifts with the classical specification property are well-known to be synchronised [Ber88]
and to satisfy conclusions (i)–(iii) for every Ho¨lder ϕ [Bow74]. In particular, they have a
unique MME, which is fully supported, leading to the conclusion that h(∂X) < h(X). Thus
Thomsen’s results could be used to establish conclusions (iv)–(vi) for the unique MME, and
it seems likely that a similar approach would work for nonzero ϕ, but it does not appear
that this procedure has been carried out in the literature.
6Proposition 1 of [Buz97] only states that such f are topologically mixing, but the proof in [Buz97, §5.1,
Lemma 5] gives topological exactness.
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The proof of conclusions (iv)–(vi) in Theorem 1.1 relies on [CS09], which uses a Perron–
Frobenius theorem and a spectral gap for the appropriate transfer operator associated to
Σ. Ruelle [Rue92] proved a Perron–Frobenius theorem using specification directly, but did
not establish spectral gap or a rate of convergence. One class of shifts with specification for
which the transfer operator (for ϕ = 0) has been studied explicitly are the cocyclic subshifts
introduced by Kwapisz [Kwa00, Kwa04]; a cocyclic subshift over a finite alphabet A is
defined by fixing a finite dimensional vector space V and linear transformations Φi ∈
End(V ) for i ∈ A, then putting L = {w ∈ A∗ : Φw1 · · ·Φw|w| 6= 0}. Transitive cocyclic
subshifts often fail to be SFTs (or even sofic), but have specification and hence satisfy
conclusions (i)–(iii) of Theorem 1.1 by [Bow74]. For the zero potential, spectral properties
of the transfer operator were studied in [Kwa04], although conclusions (iv)–(vi) were not
discussed there. Theorem 1.1 establishes these conclusions for Ho¨lder potentials.
1.6. Coded shifts. Given a finite alphabet A and a set of words G ⊂ ⋃n∈NAn, let
G∞ := {x ∈ AZ | there is (nk)k∈Z ⊂ Z with nk < nk+1 and x[nk,nk+1) ∈ G for all k}.
A two-sided shift space X ⊂ AZ is called coded if X = G∞ for some G. Such a G is a
generating set for X. There is a sense in which every question about equilibrium states
for a shift satisfying [I]–[III] reduces to a question about coded shifts. If X satisfies [I]–
[III] and pi : Σ → X is the coding map from a countable-state Markov shift provided by
Theorem 1.2, then pi(Σ) ⊂ X is a coded subshift of X, and every equilibrium state for ϕ
gives full weight to this coded shift.
A generating set G is uniquely decipherable if whenever u1u2 · · ·um = v1v2 · · · vn with
ui, vj ∈ G, we have m = n and uj = vj for all j [LM95, Definition 8.1.21]. The condition
of unique decipherability for G is related to [III] for G∗, but does not imply it. Thus the
following is not a direct consequence of Theorems 1.1–1.3; it follows from Corollary 3.5 and
Theorem 3.9 below.
Theorem 1.8. Let X be a coded shift on a finite alphabet and ϕ a Ho¨lder potential on X.
If X has a uniquely decipherable generating set G such that D = D(G) := {w ∈ L | w is a
subword of some g ∈ G} satisfies P (D, ϕ) < P (ϕ), then (X,ϕ) satisfies conclusions (a)–(b)
of Theorem 1.2 and conclusions (i)–(vi) of Theorem 1.1, and µ is Bernoulli up to a period.
The coding map pi may not be injective, but it is still finite-to-one µ-a.e. for the unique
equilibrium state µ, and is injective on {z ∈ Σ : z is periodic, z0 = a} for each state a of Σ.
It is natural to ask what happens if one removes the condition that G be uniquely
decipherable. In this case one can still define a natural countable-state Markov shift Σ and
a coding map pi : Σ → X such that X = pi(Σ), but now we lose control of the multiplicity
of pi, and indeed, pi may decrease entropy; see Example 3.6.
It is shown in [BH86, Proposition 2.1] that every coded shift admits a uniquely decipher-
able generating set; similarly, [FF92, Theorem 1.7] shows that it is always possible to build
a ‘bi-resolving’ Σ for which pi is injective. However, in both cases one must abandon the
original generating set G and pass to a new generating set G′, for which we may a priori
have P (D(G′), ϕ) = P (ϕ), so Theorem 1.8 may not apply. On the other hand, the results
in [CT13] can be used to show that conclusions (i)–(iii) from Theorem 1.1 hold. Thus we
have the following open question.
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Question 1.9. Let X be a coded shift with language L and a (not uniquely decipherable)
generating set G ⊂ L such that P (D(G), ϕ) < P (ϕ) for some Ho¨lder ϕ. Let µ be the unique
equilibrium state for (X,ϕ). Do conclusions (iv)–(vi) of Theorem 1.1 still hold?
1.7. Factors. Before stating our results for factors we describe another motivating example
from [CT12] to which Theorem 1.4 applies; the S-gap shifts.
Example 1.10. Given S ⊂ N∪ {0}, the S-gap shift XS is the coded system with generating
set {10n | n ∈ S}. Take C+ = C− = {0k | k ∈ N}, so C± satisfy (1.4), and G(C±,M) =
{0a1w10b ∈ L | a, b < M}. Taking τ(M) = min{s ∈ S | s ≥ 2M}, we see that any two
words in G(C±,M) can be joined by 0c for some 0 ≤ c ≤ τ(M), and so [I∗] holds. Thus C± is
a complete list of obstructions to specification, and one can show that P (C+∪C−, ϕ) < P (ϕ)
for every Ho¨lder ϕ [CTY17, §5.1.3].
When ϕ = 0, we define the entropy of obstructions to specification as7
(1.5) h⊥spec(X) = inf{h(C+ ∪ C−) | C± ⊂ L(X) satisfy (1.4) and [I∗]}.
Note that β-shifts and S-gap shifts both have h⊥spec(X) = 0. Although the most obvious
way to get h⊥spec(X) = 0 is to have h(C+ ∪ C−) = 0 for some C±, we expect that there
are examples where h⊥spec(X) = 0 but the infimum is not achieved; a natural class of
candidates is given by shift spaces coding transitive piecewise monotonic transformations
of the interval, whose structure has been described by Hofbauer [Hof79, Hof81].
It follows from Theorem 1.4 that h⊥spec(X) < h(X) implies existence of a unique MME
together with the other conclusions of Theorem 1.1. In §8.4, we prove that h⊥spec is non-
increasing under passing to factors, and obtain the following results.8
Theorem 1.11. Let (X,σ) be a one- or two-sided shift space on a finite alphabet.
(1) Let (X˜, σ˜) be a subshift factor of (X,σ) such that h(X˜) > h⊥spec(X). Then the language
of X˜ contains a collection of words satisfying [I]–[III] for ϕ = 0, so (X˜, σ˜, 0) satisfies
the conclusions of Theorems 1.1–1.3.
(2) Suppose X satisfies gcd{k ∈ N | σk(x) = x for some x ∈ X} = 1 and h⊥spec(X) = 0,
and that there is G ⊂ L satisfying [I] such that LwL ∩ G 6= ∅ for every w ∈ L.9 Then
every subshift factor of (X,σ) satisfies the conclusion of the previous part.
Corollary 1.12. Let X˜ be a nontrivial subshift factor of a β-shift or of an S-gap shift.
Then X˜ satisfies the conclusions of Theorems 1.1–1.3 for ϕ = 0.
1.8. Hyperbolic potentials. Theorem 1.11 only deals with measures of maximal entropy,
so one may ask what can be said about equilibrium states for non-zero potentials on the
factors (X˜, σ˜). Following [IRRL12], say that ϕ : X → R is hyperbolic if
(1.6) lim
n→∞ supx∈X
1
n
Snϕ(x) < P (ϕ).
7A similar but distinct quantity was defined in [CT14].
8Compare Theorem 1.11 to [CT12, Corollary 2.3 and Theorem D]; the conclusions here are stronger, and
the hypotheses have some similarities but are independent. Corollary 1.12 strengthens [CT12, Theorem A].
9G need not satisfy [II] or [III]; in particular, it need not be the collection from Theorem 1.4.
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If ϕ is hyperbolic and h⊥spec(X) = 0, then one can easily find C± satisfying (1.4), [I∗], and
P (C− ∪ C+, ϕ) < P (ϕ); in particular, Theorem 1.4 applies as long as ϕ is Ho¨lder.
Every Ho¨lder potential is hyperbolic when X has specification [CFT, Theorem 6.1]. Buzzi
proved that the same is true for the coding spaces of continuous topologically transitive
piecewise monotonic interval maps [Buz04], and conjectured that the result remains true
without the assumption that the map is continuous.10 The result is known for a broad class
of non-uniformly expanding interval maps [LRL14], and for β-shifts [CT13, Proposition 3.1]
and S-gap shifts [CTY17, (5.1)]. The proofs of this result for β-shifts and for S-gap shifts
are very specific to these examples and in particular do not pass to their factors.
In the other direction, if X is the coded shift generated by {0n1n | n ∈ N}, then ϕ = t1[0]
is not hyperbolic for |t| sufficiently large [Con].
Question 1.13. Is there an axiomatic condition on a shift space X, weaker than specification
(perhaps some form of non-uniform specification), guaranteeing that every Ho¨lder potential
on X is hyperbolic? Is there such a condition that is preserved under passing to factors? In
particular, does every subshift factor of a β-shift or an S-gap shift have the property that
every Ho¨lder potential is hyperbolic?
Remark 1.14. Since this paper was completed, the author and V. Cyr have shown that if
there is G ⊂ L satisfying [I] such that every w ∈ L can be transformed into a word in G by
changing at most o(log |w|) of its symbols, then every Ho¨lder potential on X is hyperbolic
[CC]. This condition passes to factors and settles the above question in the affirmative for
subshift factors of β-shifts. However, S-gap shifts require more edits than this result allows,
so the question for subshift factors of S-gap shifts is still open.
Acknowledgments. I am grateful to the anonymous referees for many comments that
improved the exposition and for spotting errors in earlier versions of the result on factors and
of Lemma 7.5; the latter, which was also pointed out to me by Qu Congcong, necessitated
a change in the formulation of condition [I] from previous versions. I am also grateful to
Omri Sarig for clarifying aspects of strong positive recurrence as they appear in §2.1, and
to Dominik Kwietniak for introducing me to cocyclic subshifts and [Kwa00, Kwa04].
2. Definitions
2.1. Shift spaces and thermodynamic formalism. As in §1.1, we write L ⊂ A∗ for
the language of a shift space X over a finite alphabet A. When we work with an indexed
collection of words, we write indices as superscripts; thus w1, w2 represent two different
words, while w1, w2 represent the first and second symbols in the word w. We write |w| for
the length of a word w; given 1 ≤ i ≤ j ≤ |w|, we write w[i,j] = wi · · ·wj . When convenient,
we write w(i,j] = w[i+1,j], and similarly for w[i,j) and w(i,j). We use the same notation for
subwords of an infinite sequence x ∈ X, allowing i = −∞ or j =∞.
Juxtaposition denotes concatenation and will be used liberally throughout the paper both
for words and for collections of words; for example, given w ∈ A∗, we will have occasion to
10The Ho¨lder condition on the potential is with respect to the coding space, not the interval itself; Ho¨lder
on the interval is not enough, as the Manneville–Pomeau example shows.
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refer to the following sets, or similar ones:
wL ∩ L = the set of all words in L that begin with w,
L \ LwL = the set of all words in L that do not contain w as a subword.
Given a collection D ⊂ L, we write
Dn := {w ∈ D | |w| = n}, D≤n := {w ∈ D | |w| ≤ n}, D≥n := {w ∈ D | |w| ≥ n}.
We recall the basics of thermodynamic formalism (adapted to the symbolic setting) and fix
our notation. See [Wal82, CT12, CT13] for further details. Given a continuous function
ϕ : X → R, called a potential, let Snϕ(x) = ∑n−1j=0 ϕ(σjx) and define ϕˆ : L → R by
(2.1) ϕˆ(w) := sup
x∈[w]
S|w|ϕ(x),
where [w] := {x ∈ X | x[0,|w|) = w} is the cylinder defined by w. Given D ⊂ L, let
(2.2) Λn(D, ϕ) :=
∑
w∈Dn
eϕˆ(w), P (D, ϕ) := lim
n→∞
1
n
log Λn(D, ϕ).
The first quantity is the partition sum of ϕ on D, and the second is the pressure of ϕ
on D; note that this agrees with (1.1). It follows from (2.1) and (2.2) that
(2.3) |P (D, ϕ+ ψ)− P (D, ϕ)| ≤ ‖ψ‖ := sup{|ψ(x)| : x ∈ X}
for all D ⊂ L and continuous ϕ,ψ. We will need the following consequence of (2.2):
(2.4) P (C ∪ D, ϕ) = max{P (C, ϕ), P (D, ϕ)} for every C,D ⊂ L.
When D = L we write Λn(ϕ) := Λn(L, ϕ) and P (ϕ) := P (L, ϕ). In §1.1 we defined P (ϕ)
as sup{h(µ) + ∫ ϕdµ : µ ∈ Mσ(X)}, where Mσ(X) is the space of all σ-invariant Borel
probability measures on X, and h(µ) is the measure-theoretic (Kolmogorov–Sinai) entropy.
This agrees with the above definition by the variational principle [Wal82, Theorem 9.10].
A measure µ ∈Mσ(X) achieving the supremum is an equilibrium state.
When ϕ = 0 we write h(D) := P (D, 0) for the entropy of D, and h(X) := h(L) for
the topological entropy of the shift space X; an equilibrium state for ϕ = 0 is called a
measure of maximal entropy.
Because σ is expansive, the map µ 7→ h(µ)+∫ ϕdµ is upper semicontinuous on the weak*
compact set of all invariant Borel probability measures, so it achieves its supremum. Thus
equilibrium states exist for all continuous ϕ : X → R. To get uniqueness and statistical
properties, we require a regularity condition on ϕ. Given β > 0, let
|ϕ|β := sup{|ϕ(x)− ϕ(y)| /d(x, y)β : x, y ∈ X,x 6= y}.
Write Cβ(X) := {ϕ : X → R continuous : |ϕ|β <∞}. Note that for every n ≥ 0, we have
(2.5) |ϕ(x)− ϕ(y)| ≤ |ϕ|β e−βn whenever x, y ∈ X satisfy xk = yk for all |k| ≤ n.
We write Ch(X) :=
⋃
β>0C
β(X) for the set of all Ho¨lder functions. In addition to the
Ho¨lder semi-norm |ϕ|β we will use the Ho¨lder norm ‖ϕ‖β := ‖ϕ‖+ |ϕ|β. We note that
(2.6) ‖ϕ ◦ σ‖ = ‖ϕ‖ and |ϕ ◦ σ|β ≤ eβ |ϕ|β .
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We also work with Markov shifts on an infinite alphabet: given a directed graph with
a countably infinite vertex set V , one defines a countable-state Markov shift Σ ⊂ V Z
by the condition that z ∈ V Z is in Σ iff the graph contains an edge from zn to zn+1 for
every n ∈ Z. One-sided shifts are defined similarly. We write T : Σ → Σ for the shift map
in the countable-state Markov case, to distinguish from the shift σ : X → X. All of our
countable-state Markov shifts are topologically transitive: for any a, b ∈ V there is a
path in the graph that leads from a to b. Given a vertex a ∈ V , let
(2.7)
Pern(Σ, a) := {z ∈ Σ : Tnz = z and z0 = a},
Per∗n(Σ, a) := {z ∈ Pern(a) : zi 6= a for all 1 ≤ i ≤ n− 1}.
We also write
(2.8) Per(Σ, a) :=
⋃
n∈N
Pern(Σ, a) and Pern(Σ) :=
⋃
a∈V
Pern(Σ, a).
Let Σ be topologically transitive and put
(2.9) d = d(Σ) := gcd{n ∈ N : Pern(Σ) 6= ∅}.
Then Σ is topologically mixing if d = 1, and when d > 1 there is a spectral decompo-
sition of Σ into disjoint closed sets Σ0, . . . ,Σd−1 such that T (Σi) = Σ(i+1) mod d and each
(Σi, T d) is a topologically mixing countable-state Markov shift upon recoding by cylinders
of length d [Kit98, Remark 7.1.35].
Given a countable-state Markov shift Σ and a shift X on a finite alphabet A, we will be
interested in 1-block codes pi : Σ → X; this means that there is a map τ : V → A such
that pi(z)n = τ(zn) for every index n.
We use the thermodynamic formalism for countable-state Markov shifts developed by
Sarig and co-authors in [Sar99, BS03, CS09]. Those results are for one-sided shifts, but
standard techniques extend the parts we need to two-sided shifts; see §6.
As above, |Φ|β = sup{|Φ(z)− Φ(z′)| /d(z, z′)β : z, z′ ∈ Σ, z 6= z′} is the Ho¨lder semi-norm
of Φ, and Cβ(Σ) = {Φ: Σ→ R : |Φ|β <∞}, so that for every n ≥ 0 we have
(2.10)
∣∣Φ(z)− Φ(z′)∣∣ ≤ |Φ|β e−βn whenever z, z′ ∈ Σ satisfy zk = z′k for all |k| ≤ n.
Let Ch(Σ) :=
⋃
β>0C
β(Σ) be the set of Ho¨lder continuous functions.11 Given Φ ∈ Ch(Σ)
and a ∈ V , write
Zn(Φ, a) :=
∑
z∈Pern(Σ,a)
eSnΦ(z), Z∗n(Φ, a) :=
∑
z∈Per∗n(Σ,a)
eSnΦ(z).(2.11)
These vanish if n is not a multiple of d from (2.9).12 The Gurevich pressure of Φ is
(2.12) PG(Φ) := lim
n→∞
1
n
logZn(Φ, a);
11Sarig’s results hold for the broader class of locally Ho¨lder continuous Φ, for which there is |Φ|β
such that (2.10) holds for all n ≥ 1, with no requirement on n = 0; equivalently, with no requirement that
Φ be bounded. All the potentials we deal with will be bounded.
12The definitions here are used by Sarig in the topologically mixing case d = 1; since the shifts we use
may have d > 1 before we apply the spectral decomposition, we make these definitions more generally. See
also [BS03] for the extension from transitivity to mixing.
12 VAUGHN CLIMENHAGA
this is independent of a by topological transitivity. If Σ is topologically mixing then the
limit exists. When Φ = 0 we obtain the Gurevich entropy hG(Σ) = PG(0).
The potential Φ is strongly positive recurrent (SPR) if
(2.13) lim
n→∞
1
n
logZ∗n(Φ, a) < PG(Φ).
The definition of SPR in [Sar01] is given in terms of positivity of a certain discriminant.
Equivalence of the two definitions (in the topologically mixing case) follows from [Sar01]
but is not explicitly stated there; for completeness we prove it in §8.5.
2.2. Statistical properties. We recall several statistical properties a measure can have,
which will all be satisfied for the unique equilibrium state produced by [I]–[III].
2.2.1. Gibbs property. Given G ⊂ L and ϕ : X → R, we say that µ has the Gibbs property
for ϕ on G if there is Q1 > 0 such that13
(2.14)
for every w ∈ L, we have µ[w] ≤ Q1e−|w|P (ϕ)+ϕˆ(w); and
for every w ∈ G, we have µ[w] ≥ Q−11 e−|w|P (ϕ)+ϕˆ(w).
Note that the lower bound is only required on G, while the upper bound holds on all of L.
This weakened version of the Gibbs property was introduced in [CT12, CT13].
2.2.2. Periodic orbits. For n ∈ N, let Pern(X) = {x ∈ X | σnx = x} be the set of n-periodic
points. Note that Pern(X) is finite. Let
(2.15) µn :=
1∑n
k=1
∑
x∈Perk(X) e
Skϕ(x)
n∑
k=1
∑
x∈Perk(X)
eSkϕ(x)δx
be the ϕ-weighted periodic orbit measure corresponding to periodic orbits of length
at most n. Say that µ is the limiting distribution of ϕ-weighted periodic orbits if
µn converges to µ in the weak* topology.
2.2.3. Bernoulli property. Given a state space S and a probability vector p = (pa)a∈S , the
Bernoulli scheme with probability vector p is (SZ, σ, µp), where σ is the left shift map
and µp[w] =
∏|w|
i=1 pai for every w ∈ S∗. When X is a two-sided shift space, we say that µ
has the Bernoulli property up to a period if there are disjoint sets Y0, . . . , Yd−1 ⊂ X
such that µ(⋃d−1i=0 Yi) = 1, σ(Yi) = Y(i+1) mod d, and (Yi, σd, µ|Yi · d) is measure-theoretically
isomorphic to a Bernoulli scheme. In particular, this means that (X,σ, µ) is measure-
theoretically isomorphic to the direct product of a Bernoulli scheme and a finite rotation.
The analogous property for one-sided shifts is stronger than we can reasonably expect to
obtain in general, since entropy is not a complete invariant of one-sided Bernoulli schemes.
Thus for one-sided shift spaces, all that our results give regarding the Bernoulli property is
that the natural extension is Bernoulli up to a period.
13We will use Q1, Q2, . . . to denote ‘global constants’ that are referred to throughout the paper. We will
use K or C for ‘local constants’ that appear only within the proof of a given lemma or proposition, and are
not used for more than one or two paragraphs.
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2.2.4. Decay of correlations. Let (X,σ, µ) be a shift space with an invariant measure µ.
Given ψ1, ψ2 : X → R, consider the correlation functions
Corµn(ψ1, ψ2) :=
∫
(ψ1 ◦ σn)ψ2 dµ−
∫
ψ1 dµ
∫
ψ2 dµ.
Here we take n ∈ N if X is one-sided, and n ∈ Z is X is two-sided. We say that the system
has exponential decay of correlations for observables in Cβ(X) if there is θ ∈ (0, 1)
such that for every ψ1, ψ2 ∈ Cβ(X) there is K(ψ1, ψ2) > 0 such that
(2.16) |Corµn(ψ1, ψ2)| ≤ K(ψ1, ψ2)θ|n| for every n.
Since Corµn is linear in both ψ1, ψ2, it suffices to consider the case
∫
ψ1 dµ =
∫
ψ2 dµ = 0,
so Corµn(ψ1, ψ2) =
∫
(ψ1 ◦ σn)ψ2 dµ. It is also worth noting that although (2.16) does not
specify how K depends on ψ1, ψ2, we can use the following lemma, proved in §8.6, to deduce
existence of C > 0 such that K(ψ1, ψ2) = C‖ψ1‖β‖ψ2‖β satisfies (2.16).
Lemma 2.1. Let (B1, ‖ · ‖1) and (B2, ‖ · ‖2) be Banach spaces, and {Fi : B1 × B2 → R}i∈I
a family of continuous bilinear functions. Suppose ∆: I → (0,∞) is such that for every
ψ1 ∈ B1 and ψ2 ∈ B2, there is K(ψ1, ψ2) > 0 such that |Fi(ψ1, ψ2)| ≤ K(ψ1, ψ2)∆(i) for
all i ∈ I. Then there is C > 0 such that for all ψ1 ∈ B1, ψ2 ∈ B2, and i ∈ I, we have
|Fi(ψ1, ψ2)| ≤ C‖ψ1‖1‖ψ2‖2∆(i).
Lemma 2.1 applies to the estimate in (2.16) by taking I = Z for two-sided shifts and
I = N for one-sided shifts, then putting Fn(ψ1, ψ2) = Corµn(ψ1, ψ2) and ∆(i) = θ|i|.
As with the Bernoulli property, we say that (X,σ, µ) has exponential decay of correlations
up to a period if if there are disjoint sets Y0, . . . , Yd−1 ⊂ X such that µ(
⋃d−1
i=0 Yi) = 1,
σ(Yi) = Y(i+1) mod d, and (Yi, σd, µ|Yi · d) has exponential decay of correlations.
2.2.5. Central limit theorem. Given (X,σ, µ) as above and ψ : X → R, we say that the
central limit theorem holds for ψ if 1√
n
Sn(ψ −
∫
ψ dµ) converges in distribution to a
normal distribution N (0, σψ) for some σψ ≥ 0; that is, if
lim
n→∞µ
{
x | 1√
n
(
Snψ(x)− n
∫
ψ dµ
)
≤ τ
}
= 1
σψ
√
2pi
∫ τ
−∞
e−t
2/(2σ2ψ) dt
for every τ ∈ R. (When σψ = 0 the convergence is to the Heaviside function.) Say that
ψ is cohomologous to a constant if there are a µ-integrable function u : X → R and a
constant c ∈ R such that ψ(x) = u(x)− u(σx) + c for µ-a.e. x ∈ X. One generally expects
that σψ = 0 if and only if ψ is cohomologous to a constant. This will hold for us as well.
3. Intermediate results and structure of the proofs
We will prove Theorem 1.2 via Theorems 3.1 and 3.3 below (and their corollaries); for
Theorem 1.3, see Theorem 3.9. The strategy for Theorem 1.2 is to use [I]–[III] to produce
F ⊂ L satisfying the following free concatenation property, which is just [I] with τ = 0.14
[I0] Given any v, w ∈ F we have vw ∈ F .
14When τ = 0, the gluing word u is forced to be the empty word, and thus is independent of v, w.
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Once the collection F has been produced there is a natural way to construct a countable-
state Markov shift Σ that represents (part of) X. Writing
(3.1) I = I(F) := F \ FF = {w ∈ F | w 6= uv for any non-trivial u, v ∈ F}
for the set of irreducible elements of F ,15 we use the alphabet
(3.2) AI = {(w, k) ∈ I × N | w ∈ I and 1 ≤ k ≤ |w|};
think of (w, k) as representing the state “we are currently in the word w, and have seen the
first k symbols of w”. Let Σ = Σ(F) ⊂ (AI)Z be the Markov shift with transitions
(3.3)
(w, k)→ (w, k + 1) for any w ∈ I and 1 ≤ k < |w| ,
(w, |w|)→ (v, 1) for any w, v ∈ I.
Then Σ is topologically transitive, and the value d from (2.9) is given by d = gcd{|w| : w ∈
F}. In particular, Σ is topologically mixing if and only if gcd{|w| : w ∈ F} = 1. Define a
1-block code pi : Σ → X by (w, k) 7→ wk, the kth symbol of w. For Σ and pi to satisfy the
conclusions of Theorem 1.2, we need two more conditions on I and F = I∗.
[II′] P (I, ϕ) < P (ϕ), and there are Ep, Es ⊂ L with P (Ep ∪ Es ∪ (L \ EpFEs), ϕ) < P (ϕ).
Note that if F satisfies [II′], then G = F satisfies [II] with Cp,s = Ep,s. We also need the
following variant of [III].
[III∗] If x ∈ X and i ≤ j ≤ k ≤ ` are integers such that x[i,k), x[j,`) ∈ F , and there are
a < j and b > k such that x[a,j), x[k,b) ∈ F , then x[j,k) ∈ F .
To compare [III∗] and [III] it is helpful to reformulate the latter as follows.16
[III] There is L ∈ N such that if x ∈ X and i ≤ j ≤ k ≤ ` are integers such that k− j ≥ L
and x[i,k), x[j,`) ∈ G, then x[j,k), x[i,`) ∈ G.
Figure 3.1 illustrates both conditions. Although i, j, k, ` must appear in the order shown, a
can be to either side of i (or equal to it), so long as a < j; similarly, there is no constraint
on b and `. There is no requirement in [III∗] that k−j be large; in practice we will produce
F such that every overlap has length at least L, so the case k − j < L will never arise.
i k b
j ℓa P F P F
P F P F
hkkikkj hkkkkkikkkkkj
loooooooomoooooooon loomoon
ó
j khkkikkjP F
[III]
¥ L
i k
j ℓ
P G
P G
hkkkkkikkkkkj
loooooooomoooooooon
ó
j khkikjP G
i ℓ
loooooooooooomoooooooooooon
P G
[III]
Figure 3.1. Conditions [III] and [III∗].
Condition [III] implies the following two conditions (but not vice versa). These can be
used in its place in Theorems 1.1 and 1.2,17 which is useful for the applications in [CP].
15We adopt the convention that F does not contain the empty word.
16Note that [III∗] has no requirement on k − j, while [III] does not ask for a, b, so neither of these
conditions implies the other one.
17We will use [IIIa] repeatedly, while [IIIb] only appears once (see the footnote at the end of §7.2).
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[IIIa] There is L such that if uv, vw ∈ G, |v| ≥ L, and uvw ∈ L, then v ∈ G.
[IIIb] There is L such that if uv, vw ∈ G, |v| ≥ L, and xuvw ∈ G for some x ∈ L, then
uvw ∈ G.
The following result gives one half of the proof of Theorem 1.2; the other half is given by
Theorem 3.3 and its Corollaries 3.4 and 3.8.
Theorem 3.1. Let X be a one- or two-sided shift space on a finite alphabet, and let ϕ ∈
Ch(X). Suppose there is G ⊂ L = L(X) satisfying [I], [II], [IIIa], and [IIIb]. Then there
is F ⊂ L satisfying [I0], [II′], and [III∗] such that a measure µ has the Gibbs property for
ϕ on G if and only if it has the Gibbs property for ϕ on F . If in addition G satisfies
[I′] there is τ ∈ N such that for all v, w ∈ G, there is u ∈ L with |u| = τ such that v′uw′ ∈ G
whenever v′ ∈ G is a suffix of v and w′ ∈ G is a prefix of w,
then gcd{|w| | w ∈ F} = gcd{|v|+ τ | v ∈ G}.
The proof of Theorem 3.1 is given in §7.
Remark 3.2. Although Theorem 3.1 guarantees that E := I ∪ Ep ∪ Es ∪ (L \ EpFEs) has
P (E , ϕ) < P (ϕ) (by [II′]), we may have P (E , ϕ) > P (Cp∪Cs∪ (L\CpGCs, ϕ). This happens
already for SFTs; let X be the SFT on the alphabet {1, . . . , k} where x is allowed if and
only if xn+1 − xn = 1 or 2 (mod k) for every n. Then h(X) = log 2, and we show in §8.7
that if F ⊂ L is any collection satisfying [I0], then for every choice of Ep, Es ⊂ L we have
h(E) ≥ h(X)− 4 log 2k . This is despite the fact that L itself has specification and so we can
take G = L and Cp = Cs = ∅ in Theorem 3.1.
Once we have obtained F satisfying [I0], [II′], and [III∗], the relationship between Σ
and X is given by the following result; see Figure 3.2 for the overall structure.
Theorem 3.3. Let X be a two-sided shift space on a finite alphabet with language L, and
let ϕ ∈ Ch(X). Suppose that F ⊂ L satisfies [I0] and let I = F \ FF . Let Σ, pi be as in
(3.1)–(3.3).
〈A〉 If F satisfies [III∗] then pi is 1-1 on Σ.
〈B〉 I is uniquely decipherable if and only if pi is 1-1 on Per(Σ, a) for every a ∈ AI .
〈C〉 If I is uniquely decipherable and F satisfies [II′], then Φ = ϕ◦pi ∈ Ch(Σ) has PG(Φ) =
P (ϕ) and is strongly positive recurrent.
〈D〉 If F satisfies [II′], then there is P ′ < P (ϕ) such that every ergodic µ ∈ Mσ(X) with
h(µ) +
∫
ϕdµ > P ′ satisfies µ(pi(Σ)) = 1.18
〈E〉 If I is uniquely decipherable and F satisfies [II′], then there is P ′ < P (ϕ) such that
every ergodic µ ∈Mσ(X) with h(µ) +
∫
ϕdµ > P ′ has #pi−1(x) <∞ µ-a.e.
〈F〉 If µ is a σ-invariant probability measure on pi(Σ) and µ-a.e. x has #pi−1(x) <∞, then
there is a T -invariant measure ν on Σ such that µ = pi∗ν and h(µ) = h(ν).19
〈G〉 If I is a generating set for X and D = D(I) := {w ∈ L | uwv ∈ I for some u, v ∈ L}
has the property that P (D(I), ϕ) < P (ϕ), then F = I∗ satisfies [II′].
18If pi is 1-1, this immediately implies the liftability condition µ = pi∗ν by taking ν := (pi−1)∗µ. Without
injectivity the situation is more delicate.
19This differs from the rest of the statements in the theorem in that it is simply a special case of a
standard result on finite-to-one measurable factor maps; see Lemma 5.18.
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〈H〉 If F satisfies [II′], then there is at least one equilibrium state µ that has the Gibbs
property for ϕ on F .
Theorem 3.3 is proved in §5 and is illustrated by Figure 3.2. The properties involving
µ in the last row of that figure are to hold for every ergodic µ with h(µ) +
∫
ϕdµ > P ′,
where P ′ is some threshold < P (ϕ); in particular, they hold for every equilibrium state
(since every ergodic component of an equilibrium state is itself an equilibrium state).20
The labels on the arrows indicate which part of Theorem 3.3 establishes the corresponding
implication. Two arrows leading to a single property indicate an “and” relationship: both
of the corresponding hypotheses are required to deduce the conclusion.
[III∗] 〈A〉
// pi is 1-1
ww
P (D(I), ϕ) < P (ϕ)
〈G〉
pi is 1-1
on Per(Σ, a)
I uniquely
decipherable
//〈B〉oo
〈C〉yy

[II′]
〈H〉 //
tt
〈E〉xx
〈D〉
&&
∃ µ, Gibbs
for ϕ on F
PG(Φ) = P (ϕ)
Φ SPR
(a)
#pi−1 <∞
µ-a.e.
〈F〉 //
∃ ν, µ = pi∗ν
h(µ) = h(ν)
(b)
µ(pi(Σ)) = 1oo
Figure 3.2. The logical structure of Theorem 3.3, with conclusions (a) and
(b) of Theorem 1.2 marked.
Corollary 3.4. Let X be a two-sided shift space on a finite alphabet, and let ϕ ∈ Ch(X).
Suppose F ⊂ L(X) satisfies [I0], [II′], and [III∗], and let Σ be the two-sided countable-state
Markov shift given by (3.1)–(3.3). Then the 1-block code pi : Σ→ X defined by (w, k) 7→ wk
is 1-1, and conclusions (a)–(b) of Theorem 1.2 hold. Moreover, (X,σ, ϕ) has at least one
equilibrium state satisfying the Gibbs property for ϕ on F .
Proof. Follows from parts 〈A〉, 〈B〉, 〈C〉, 〈D〉, and 〈H〉 of Theorem 3.3. 
We remark that as in Theorem 3.3, the equilibrium state in Corollaries 3.4, 3.5, and 3.8
is in fact unique, but we need Theorem 3.9 to prove this.
Corollary 3.5. Let X be a coded shift, and suppose I is a uniquely decipherable generating
set with P (D(I), ϕ) < P (ϕ) for some ϕ ∈ Ch(X). Let Σ be the two-sided countable-state
Markov shift defined in (3.2)–(3.3), and pi : Σ → X the 1-block code defined there. Then
there is P ′ < P (ϕ) such that if µ ∈ Mσ(X) is ergodic and has h(µ) +
∫
ϕdµ > P ′, then
µ-a.e. x ∈ X has #pi−1(x) < ∞. Moreover, pi is 1-1 on Per(Σ, a) for every state a of Σ;
conclusions (a)–(b) of Theorem 1.2 hold; and (X,σ, ϕ) has at least one equilibrium state
satisfying the Gibbs property for ϕ on F = I∗.
20In fact we will eventually prove a posteriori that the equilibrium state is unique, but this must wait
until Theorem 3.9.
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Proof. Follows from parts 〈G〉, 〈B〉, 〈C〉, 〈D〉, 〈E〉, 〈F〉, and 〈H〉 of Theorem 3.3. 
The following example shows that without condition [III∗] or unique decipherability, the
coding map pi can fail to relate equilibrium states on Σ to equilibrium states on X.
Example 3.6. Let X ⊂ {0, 1}Z be the SFT defined by forbidding the word 111, and let
F = {0} ∪ {w ∈ L≥2 : w neither starts nor ends with the word 11}. Then F satisfies [I0],
we get I = I(F) = {0, 01, 10, 101} as the irreducible elements of F , and D(I) is finite so
P (D(I), ϕ) < P (ϕ) for all ϕ ∈ Ch(X). However, 010 = (01)(0) = (0)(10) ∈ F has two
different ‘factorisations’; in particular, pi−1(x) is uncountable whenever x contains infinitely
many copies of the word 010. It is not hard to show that [III∗] fails and h(Σ) > h(X).
For one-sided shift spaces, it turns out that injectivity (even on a set of full measure) is
too much to ask for.
Example 3.7. Let X ⊂ {0, 1}N be the one-sided SFT defined by forbidding the word 11,
and let F = {w ∈ L(X) : w|w| 6= 1}. One can easily check that I = {0, 10} and conditions
[I0], [II′], and [III∗] are satisfied, but every x ∈ X starting with the symbol 0 has two
preimages under pi.
Consequently, in the following version of Corollary 3.4 for one-sided shifts, we can only
deduce the weaker version of injectivity given in (1.2).
Corollary 3.8. Let X be a one-sided shift space on a finite alphabet, and let ϕ ∈ Ch(X).
Suppose F ⊂ L(X) satisfies [I0], [II′], and [III∗]. Let Σ ⊂ AN∪{0}I be the one-sided
countable-state Markov shift given by (3.1)–(3.3), and pi the 1-block code there. Then (1.2)
holds (and thus the map pi is 1-1 on Per(Σ) := ⋃n∈N Pern(Σ)); conclusions (a)–(b) of
Theorem 1.2 hold; and (X,σ, ϕ) has at least one equilibrium state satisfying the Gibbs
property for ϕ on F .
Corollary 3.8 is proved in §5.6. Now Theorem 1.2 follows from Theorem 3.1 and Corollar-
ies 3.4 and 3.8. Theorem 1.3 is an immediate corollary of the following result, which differs
from it only by clarifying that an even weaker injectivity property21 than (1.2) suffices to
deduce everything except the precise value of the period; this allows it to be used with
Corollary 3.5 to prove Theorem 1.8.
Theorem 3.9. Let (X,σ) be a one- or two-sided shift space on a finite alphabet, and let
ϕ ∈ Ch(X). Suppose that there is a topologically transitive countable-state Markov shift
(Σ, T ) and a 1-block code pi : Σ→ X such that there is a state a for Σ such that pi is 1-1 on
Pern(Σ, a) for all n ∈ N, and in addition properties (a)–(b) from Theorem 1.2 hold. Then
PG(ϕ ◦ pi) = P (ϕ), and (X,ϕ) has a unique equilibrium state µ, which satisfies conclusions
(iii)–(vi) of Theorem 1.1. The period d in (iv) is a factor of p = gcd{k : Perk(Σ) 6= ∅}, and
d = p if (1.2) holds.22 In the case when X is two-sided, (X,ϕ, µ) is Bernoulli up to the
period d.
Theorem 3.9 is proved in §6 using the existing literature on countable-state Markov
shifts. We use the results formulated by Cyr and Sarig [CS09], but the work of Young
[You98, You99] should certainly be mentioned here as well.
21Injectivity on Σ implies (1.2), which in turn implies injectivity on Pern(Σ, a) for every a, n.
22In particular, d = p if pi is injective on Σ.
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4. Preparation for the proofs
4.1. Ergodic theorems. In the proof of Theorem 3.3, we will need mild strengthenings of
the Birkhoff and Shannon–McMillan–Breiman ergodic theorems. These are general results
that hold beyond the setting of this paper. Throughout this section, (X,T, µ) is any
invertible ergodic measure-preserving transformation.
The Birkhoff ergodic theorem [Pet89, Theorem 2.2.3] says that if f : X → R is an L1
function, then for µ-a.e. x ∈ X and every ε > 0 there is N = N(x, ε) such that for all
n ≥ N we have | 1nSnf(x)−
∫
f dµ| < ε. We start with an elementary lemma.
Lemma 4.1. For all (X,T, µ) as above, all f ∈ L1(X,µ), and µ-a.e. x, the function
f˜n(x) = max{|f(T kx)| | −n ≤ k ≤ n} satisfies limn→∞ 1n f˜n(x) = 0.
Proof. By Birkhoff’s ergodic theorem, µ-a.e. x has the property that 1n
∑n−1
k=0 f(T kx) and
1
n
∑n−1
k=0 f(T−kx) both converge; each such x has 1nf(Tnx) → 0 and 1nf(T−nx) → 0. Let
kn ∈ [−n, n] be such that f˜n(x) = f(T knx). If there is K ∈ N such that |kn| ≤ K for
all n, then 1n |f˜n(x)| ≤ 1n |f˜K(x)| → 0. If there is no such K, then |kn| → ∞ since it is
nondecreasing, and since |kn| ≤ n we get 1n |f˜n(x)| ≤ |f(T knx)/kn| → 0. 
Theorem 4.2. If (X,T, µ) is an invertible ergodic measure-preserving transformation and
f : X → R is an L1 function, then for µ-a.e. x ∈ X and every ε > 0 there is N = N(x, ε)
such that for all n ≥ N and ` ∈ [0, n] we have | 1nSnf(T−`x)−
∫
f dµ| < ε.
Proof. Without loss of generality assume that
∫
f dµ = 0 (else replace f by f − ∫ f dµ).
Applying Birkhoff’s theorem to T and T−1, for every 0 < ε < 1 and µ-a.e. x ∈ X there
is N0 ∈ N such that for all n ≥ N0 we have |Snf(x)| < nε/2 and |Sn(f−nx)| < nε/2. Let
M = max(1, f˜N0(x)) and N = 2MN0/ε. Given n ≥ N and ` ∈ [0, n], we are in one of the
following three cases: (i) `, n − ` ≥ N0; (ii) ` < N0 and n − ` ≥ N −N0 ≥ MN0/ε ≥ N0;
(iii) n− ` < N0 and ` ≥MN0/ε ≥ N0. In the first case our choice of N0 gives
|Snf(T−`x)| ≤ |S`f(T−`x)|+ |Sn−`f(x)| < `ε/2 + (n− `)ε/2 = nε/2 < nε.
In the second case our definition of M and N gives N0M = Nε/2 ≤ nε/2, so
|Snf(T−`x)| ≤ |S`f(T−`x)|+ |Sn−`f(x)| < N0M + (n− `)ε/2 ≤ nε,
and the third case is similar, which proves the theorem. 
Given a countable (or finite) measurable partition α of X, write α(x) for the partition
element containing x, and for integers i < j, write αji =
∨j−1
k=i T
−kα. Recall that
Hµ(α) :=
∑
A∈α
−µ(A) logµ(A), hµ(α, T ) := lim
n→∞
1
n
Hµ(αn0 ).
The Shannon–McMillan–Breiman theorem [Pet89, Theorem 6.2.3] says that if Hµ(α) <∞,
then for µ-a.e. x ∈ X and every ε > 0 there is N = N(x, ε) such that for all n ≥ N we
have | − 1n logµ(αn0 (x))− hµ(α, T )| < ε.
Theorem 4.3. If (X,T, µ) is an invertible ergodic measure-preserving transformation and
α is a countable measurable partition with Hµ(α) < ∞, then for µ-a.e. x ∈ X and every
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ε > 0 there is N = N(x, ε) such that for all n ≥ N and ` ∈ [0, n] we have
(4.1)
∣∣∣∣− 1n logµ(αn−`−` (x))− hµ(α, T )
∣∣∣∣ < ε.
Proof. We adapt the standard argument to get the Shannon–McMillan–Breiman theorem
from Birkhoff’s theorem [Pet89, Theorem 6.2.3], using Theorem 4.2 where necessary.
Let In(x) = − logµ(αn0 (x)) and fn(x) = In(x)− In−1(Tx) = − log
(µ(αn0 (x))
µ(αn1 (x))
)
. Note that
In, fn ≥ 0. Then f∗ := supn≥1 fn ∈ L1 [Pet89, Corollary 6.2.2], and as shown in the proof
of [Pet89, Theorem 6.2.3], we have fn → f ≥ 0 both pointwise a.e. and in L1, where f is an
L1 function such that
∫
f dµ = hµ(α, T ). Moreover, iterating the relation In = fn+In−1◦T
gives In = fn + fn−1 ◦ T + In−2 ◦ T 2 = · · · = ∑n−1k=0 fn−k ◦ T k, and so
(4.2) − 1
n
logµ(αn−`−` (x)) =
1
n
In(T−`x) =
1
n
Snf(T−`x) +
1
n
n−1∑
k=0
(fn−k − f)(T k−`x).
By Theorem 4.2, for µ-a.e. x and every ε > 0 there is N such that for all n ≥ N , we have∣∣∣∣ 1nSnf(T−`x)− hµ(α, T )
∣∣∣∣ = ∣∣∣∣ 1nSnf(T−`x)−
∫
f dµ
∣∣∣∣ ≤ ε2 .
Thus to prove (4.1) it suffices to find N ′ such that for all n ≥ N ′ and 0 ≤ ` ≤ n, we have
(4.3) 1
n
n−1∑
k=0
∣∣∣(fn−k − f)(T k−`x)∣∣∣ < ε2 .
Givenm ∈ N, let Fm = supj≥m |fj − f |. Then 0 ≤ Fm ≤ f∗+f ∈ L1, and Fm → 0 pointwise
a.e., so by the dominated convergence theorem there is m such that 0 ≤ ∫ Fm dµ < ε/4.
We control the part of the sum in (4.3) with k ≤ n −m by applying Theorem 4.2 to Fm,
obtaining N1 ∈ N such that for all n ≥ N1 and ` ∈ [0, n] we have
(4.4) 1
n
n−m∑
k=0
∣∣∣(fn−k − f)(T k−`x)∣∣∣ ≤ 1
n
n−m∑
k=0
Fm(T k−`x) <
ε
4 .
To control the part of the sum with k > n −m, note that |fn−k − f | ≤ g := f∗ + f ∈ L1
for all k, so by Lemma 4.1 we have
1
n
n−1∑
k=n−m+1
∣∣∣(fn−k − f)(T k−`x)∣∣∣ ≤ 1
n
n−1∑
k=n−m+1
(f∗ + f)(T k−`x) ≤ m
n
g˜n(x)→ 0
as n → ∞ since m is fixed. Choosing N2 ∈ N such that mn g˜n(x) < ε/4 for all n ≥ N2, we
can add this to (4.4) and obtain (4.3) for all n ≥ N ′ := max(N1, N2) and 0 ≤ ` ≤ n. 
4.2. Bounded distortion and counting estimates. Now we return to the setting of
symbolic dynamics. Let X be a one- or two-sided shift space, and L its language. Given
β > 0 and ϕ ∈ Cβ(X), we see that for every w ∈ Ln and every x, y ∈ [w], (2.5) yields∣∣∣ϕ(σkx)− ϕ(σky)∣∣∣ ≤ |ϕ|β e−βmin(k,n−k) for all 0 ≤ k < n, so that in particular
(4.5) |Snϕ(x)− Snϕ(y)| ≤ 2 |ϕ|β
∞∑
j=0
e−βj =: |ϕ|d <∞.
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This can be thought of as a bounded distortion condition, and we think of |ϕ|d as the bound
on distortion of Snϕ within an n-cylinder.
It follows from (4.5) that for every v, w ∈ L such that vw ∈ L, we have
(4.6) ϕˆ(v) + ϕˆ(w)− |ϕ|d ≤ ϕˆ(vw) ≤ ϕˆ(v) + ϕˆ(w).
(The upper bound is immediate from (2.1).)
In the proofs of both Theorems 3.1 and 3.3, we will need various estimates on partition
sums over L and over G. We start with the general observation that given C,D ⊂ L and
m,n ∈ N, the bound ϕˆ(uv) ≤ ϕˆ(u) + ϕˆ(v) gives
(4.7) Λm+n(CmDn ∩ L, ϕ) ≤
∑
u∈Cm
∑
v∈Dn
eϕˆ(u)eϕˆ(v) = Λm(C, ϕ)Λn(D, ϕ);
this will be used in several places, as will the following consequence.
Lemma 4.4. Given C,D ⊂ L, we have P (CD ∩L, ϕ) ≤ max{P (C, ϕ), P (D, ϕ)}. Thus if G
satisfies [II] then P (G, ϕ) = P (ϕ), and if F satisfies [II′] then P (F , ϕ) = P (ϕ).
Proof. Let P ′ > max{P (C, ϕ), P (D, ϕ)} be arbitrary; then there is C > 0 such that
Λk(C, ϕ) ≤ CekP ′ and Λ`(D, ϕ) ≤ Ce`P ′ for all k, ` ∈ N, and (4.7) gives
Λn(CD ∩ L, ϕ) ≤
n∑
k=0
Λk(C, ϕ)Λn−k(D, ϕ) ≤
n∑
k=0
(CekP ′)(Ce(n−k)P ′) = (n+ 1)C2enP ′ ,
so P (CD ∩ L, ϕ) ≤ P ′. Sending P ′ ↘ max{P (C, ϕ), P (D, ϕ)} completes the proof. 
The following are similar to estimates appearing in [CT12, Lemmas 5.1–5.4] and [CT13,
Section 5]. The chief difference here is that we may have L \ CpGCs 6= ∅, but because the
pressure of this collection is controlled, we get the same results.
Lemma 4.5. Let X be a shift space on a finite alphabet and ϕ ∈ Ch(X). Let G ⊂ L(X) be
such that [I] and [II] hold. Then there is Q2 > 0 such that for every n we have
(4.8) enP (ϕ) ≤ Λn(ϕ) ≤ Q2enP (ϕ).
Furthermore, there are Q3 > 0 and N,n0 ∈ N such that for every n ≥ n0 there is j ∈
(n−N,n] with
(4.9) Λj(G, ϕ) ≥ Q3ejP (ϕ).
Proof. For the first inequality in (4.8), we start by observing that Lkn ⊂ LnLn · · · Ln (k
times), and so by iterating (4.7) we get
(4.10) Λkn(ϕ) ≤ Λn(ϕ)k,
which yields 1kn log Λkn(ϕ) ≤ 1n log Λn(ϕ). Sending k →∞ gives the first half of (4.8). Next
we use [I] and (4.5) to prove that there is C > 0, independent of n, such that
(4.11) Λn(G, ϕ) ≤ CenP (ϕ)
for every n; then we use (4.11) and [II] to prove the second half of (4.8).
By [I] there is a map pi : Gm × Gn → G given by pi(v, w) = vuw, where u ∈ L depends
on v, w but always satisfies |u| ≤ τ . Iterating and abusing notation slightly gives a map
pi : (Gn)k → G of the form pi(v1, . . . , vk) = v1u1v2 · · ·uk−1vk. This map may not be injective
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but we can control its multiplicity by observing that each ui has length in {0, . . . , τ},
and so #pi−1(w) ≤ (τ + 1)k−1. Truncating pi(w) to the first kn symbols gives a map
pˆi : (Gn)k → Lnk; because we delete at most kτ symbols, the multiplicity of this truncation
map is ≤ (#A+ 1)kτ . Thus for each w ∈ Lnk we have #pˆi−1(w) ≤ (τ + 1)k−1(#A+ 1)kτ .
Furthermore, (4.6) yields
ϕˆ(v1u1 · · ·uk−1vk) ≥ ϕˆ(v1) + · · ·+ ϕˆ(vk)− k(τ‖ϕ‖+ |ϕ|d),
and since truncation deletes at most kτ symbols, we have
ϕˆ(pˆi(v1, . . . , vk)) ≥ ϕˆ(v1) + · · ·+ ϕˆ(vk)− C ′k
for some C ′ independent of n, k, v1, . . . , vk. It follows that
Λkn(ϕ) ≥ (τ + 1)−k(#A+ 1)−kτe−C′kΛn(G, ϕ)k,
1
kn
log Λkn(ϕ) ≥ 1
n
log Λn(G, ϕ)− 1
n
(
C ′ + log(τ + 1) + τ log(#A+ 1)
)
.
Sending k →∞ gives (4.11).
By condition [II] there is ε > 0 and K > 0 such that
Λn(Cp ∪ Cs, ϕ) ≤ Ken(P (ϕ)−ε),(4.12)
Λn(L \ CpGCs, ϕ) ≤ Ken(P (ϕ)−ε)(4.13)
for all n. From (4.13) we get Λn(ϕ) ≤ Λn(CpGCs, ϕ) + Ken(P (ϕ)−ε), so it suffices to prove
the upper bound in (4.8) for Λn(CpGCs, ϕ).
Write aj = Λj(G, ϕ)e−jP (ϕ), and observe that aj ≤ C by (4.11). Since every word
x ∈ (CpGCs)n can be decomposed as x = uvw where u ∈ Cp, v ∈ G, and w ∈ Cs, we have
(4.14)
Λn(CpGCs, ϕ) ≤
∑
i+j+k=n
Λi(Cp, ϕ)Λj(G, ϕ)Λk(Cs, ϕ)
≤ K2
∑
i+j+k=n
ei(P (ϕ)−ε)ajejP (ϕ)ek(P (ϕ)−ε)
= K2enP (ϕ)
∑
i+j+k=n
aje
−(i+k)ε = K2enP (ϕ)
n∑
m=0
an−m(m+ 1)e−mε.
Because an−m ≤ C and ∑m≥0(m+ 1)e−mε <∞, this proves the second half of (4.8).
Finally, we use (4.13) and (4.14) to show (4.9). Note that it suffices to produce j ∈
(n−N,n] with aj ≥ Q3. Using (4.13), (4.14) and the first half of (4.8), we have
enP (ϕ) −Ken(P (ϕ)−ε) ≤ Λn(CpGCs, ϕ) ≤ K2enP (ϕ)
n∑
m=0
an−m(m+ 1)e−mε,
which yields 12 ≤ 1 −Ke−nε ≤ K2
∑n
m=0 an−m(m + 1)e−mε whenever n ≥ n0, where n0 is
chosen such that Ke−n0ε < 12 . Thus we can use the inequality an−m ≤ Q2 to get
1
2K
−2 ≤
N−1∑
m=0
an−m(m+ 1)e−mε +
∑
m≥N
Q2(m+ 1)e−mε.
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Let N be large enough that K ′ := 12K−2 −Q2
∑
m≥N (m+ 1)e−mε > 0, and let Q3 > 0 be
small enough that (m+ 1)e−mε ≤ K ′/(NQ3) for all m ≥ 0. Then
K ′
NQ3
N−1∑
m=0
an−m ≥
N−1∑
m=0
an−m(m+ 1)e−mε ≥ K ′ ⇒ 1
N
N−1∑
m=0
an−m ≥ Q3,
so there is 0 ≤ m < N with an−m ≥ Q3, which completes the proof of Lemma 4.5. 
Lemma 4.5 leads to the following bound. Given v ∈ Lk and 1 ≤ i ≤ n− k, consider
(4.15) Hn(v, i) = {w ∈ Ln | w[i,i+k) = v},
the set of words where v appears starting in index i, but the entries of w before i and after
i + k are free to vary (this is the finite-length analogue of a cylinder set). We will mostly
be interested in the case when v ∈ G. We will also need to consider
(4.16) G+ = {w[1,i] : w ∈ G, 1 ≤ i ≤ |w|} and H+(v) = G+ ∩ vL.
We have the following non-stationary version of the Gibbs property (for the measure-
theoretic equivalent, see [CT13, §5.2] and §2.2.1).
Proposition 4.6. If G satisfies [I] and [II], then there is Q4 > 0 such that for every
1 ≤ i ≤ i+ k ≤ n, we have
(4.17)
Λn(Hn(v, i), ϕ) ≤ Q4e(n−k)P (ϕ)+ϕˆ(v) for every v ∈ Lk,
Λn(Hn(v, i), ϕ) ≥ Q−14 e(n−k)P (ϕ)+ϕˆ(v) for every v ∈ Gk,
and similarly, for every 1 ≤ k ≤ n, we have
(4.18) Λn(H+(v), ϕ) ≥ Q−14 e(n−k)P (ϕ)+ϕˆ(v) for every v ∈ G+k .
Proof. For the upper bound in (4.17), observe that (4.7) gives
Λn(Hn(v, i), ϕ) ≤ Λi(L, ϕ)eϕˆ(v)Λn−(i+k)(L, ϕ),
and using (4.8) gives Λn(Hn(v, i), ϕ) ≤ (Q2)2e(n−k)P (ϕ)eϕˆ(v).
1 n
v
Gp Gq
i ︷ ︸︸ ︷
i+ k
length ≤ τ
−(τ +N)︸ ︷︷ ︸ n + τ +N︸ ︷︷ ︸
Figure 4.1. Estimating Λn(Hn(v, i)).
For the lower bound in (4.17), we use the usual specification argument. Let N,n0, Q3
be as in Lemma 4.5, and let c = max(n0, τ). We start by considering the case when i ≥ c
and i+ k ≤ n− c, illustrated in Figure 4.1. By Lemma 4.5, for every such i, k, n, there are
p, q ∈ N such that
(4.19)
Λp(G, ϕ) ≥ Q3epP (ϕ) and p ∈ [i, i+N ],
Λq(G, ϕ) ≥ Q3eqP (ϕ) and i+ k + q ∈ [n, n+N ].
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Let w1 ∈ Gp and w2 ∈ Gq be arbitrary. Then by [I] there are u1, u2 ∈ L with
∣∣uj∣∣ ≤ τ such
that w1u1vu2w2 ∈ G. Note that ∣∣w1u1∣∣ ∈ [i, i+N + τ ], and so by truncating at most τ +N
symbols from the beginning and end of w1u1vu2w2, we obtain a word T (w1, w2) ∈ Hn(v, i)
with the property that the first i− ∣∣u1∣∣ symbols of T (w1, w2) match the last i− ∣∣u1∣∣ symbols
of w1, and similarly for the end of T (w1, w2) and the beginning of w2.
This defines a map T : Gp × Gq → Hn(v, i). Note that
(4.20)
ϕˆ(T (w1, w2)) ≥ ϕˆ(w1u1vu2w2)− (2N + 2τ)‖ϕ‖
≥ ϕˆ(w1) + ϕˆ(v) + ϕˆ(w2)− (2N + 4τ)‖ϕ‖ − 2 |ϕ|d ,
Moreover, since
∣∣u1∣∣ , ∣∣u2∣∣ ∈ {0, . . . , τ} and truncation removes at most 2(N + τ) symbols
from w1u1vu2w2, each word in Hn(v, i) has at most (τ+1)2(#A+1)2(N+τ) preimages under
the map T . Thus there is C > 0, independent of n, v, i, such that
Λn(Hn(v, i)) ≥ (τ + 1)−2(#A+ 1)−2(N+τ)
∑
w1∈Gp
∑
w2∈Gq
eϕˆ(T (w
1,w2))
≥ C
∑
w1∈Gp
∑
w2∈Gq
eϕˆ(w
1)eϕˆ(v)eϕˆ(w
2) ≥ C(Q3)2eϕˆ(v)e−(n−k)P (ϕ),
where the first inequality uses the multiplicity bound, the second uses (4.20), and the third
uses (4.19). This proves the lower bound in (4.17) as long as i ≥ c and i+k ≤ n−c. If i < c
then we dispense with Gp and define T : Gq → Hn(v, i) by T (w) = (u1vu2w)[1,n], where u2
comes from [I] and u1 ∈ Li−1 is any word such that u1vu2w ∈ L. The rest of the proof
proceeds as above, and the case i+ k > n− c is similar. Finally, the lower bound in (4.18)
for Λn(H+(v), ϕ) proceeds as in the case i = 1, taking u1 to be the empty word and noting
that T (w) = (vu2w)[1,n] ∈ G+ since vu2w ∈ G by [I], and hence T (w) ∈ H+(v). 
We need one more counting estimate that we will use in the proof of Theorem 3.3, which
strengthens (4.9) when [I] is replaced with [I0].
Lemma 4.7. Suppose that F satisfies [I0] and [II], and let d = gcd{|w| | w ∈ F}. Then
there is Q5 > 0 such that Λnd(F , ϕ) ≥ Q5endP (ϕ) for all sufficiently large n.
Proof. Replacing σ with σd, we assume without loss of generality that gcd{|w| | w ∈ F} = 1,
so there is m ∈ N such that for every n ≥ m we have n = ∑ki=1 ai ∣∣wi∣∣ for some ai ∈ N
and wi ∈ F . Write (wi)ai for the word wi repeated ai times and note that by [I0] we have
w := (w1)a1 · · · (wk)ak ∈ F , and |w| = n. Thus Fn is non-empty for every n ≥ m.
Now by (4.9) there are n0, N ∈ N and Q3 > 0 such that for every n ≥ n0 + m there is
j ∈ (n−m−N,n−m] with
(4.21) Λj(F , ϕ) ≥ Q3ejP (ϕ) ≥ Q3e−(m+N)P (ϕ)enP (ϕ).
Since n − j ∈ [m,m + N), by the definition of m there is w ∈ Fn−j ; note that |ϕˆ(w)| ≤
(n− j)‖ϕ‖ ≤ (m+N)‖ϕ‖. Now we can use [I0] to get
Λn(F , ϕ) ≥
∑
v∈Fj
eϕˆ(vw) ≥ e−ϕˆ(w)−|ϕ|d
∑
v∈Fj
eϕˆ(v) ≥ e−‖ϕ‖(m+N)−|ϕ|dΛj(F , ϕ),
where the second inequality uses the first half of (4.6). Together with (4.21), this completes
the proof of Lemma 4.7. 
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5. Proof of Theorem 3.3 and Corollary 3.8
Throughout this section, X will be a two-sided shift space, L its language, and F ⊂ L
will satisfy [I0], so that I = F \FF has I∗ = F ⊂ L. Let Σ be the countable-state Markov
shift constructed in §3, T : Σ→ Σ the shift map, and pi : Σ→ X the one-block code given
there. We will denote a typical element of Σ by z = {zj}j∈Z, where each zj is of the form
(w, k) for some w ∈ I, 1 ≤ k ≤ |w|.
The list of items to prove in Theorem 3.3 was illustrated in (??). In §5.1 we prove 〈A〉
and 〈B〉; in §5.2 we prove 〈C〉; in §5.3 we prove 〈D〉; in §5.4 we prove 〈E〉 and 〈F〉; in §5.5
we prove 〈G〉 and 〈H〉. Corollary 3.8 is proved in §5.6.
5.1. F-marking sets, injectivity of pi, and unique decipherability.
Proposition 5.1. If F satisfies [III∗], then pi : Σ→ X is injective.
Proposition 5.2. The set I is uniquely decipherable if and only if pi is 1-1 on Per(Σ, a)
for every a ∈ AI .
This section proves Propositions 5.1 and 5.2, which are 〈A〉 and 〈B〉, respectively. First
we set up some terminology. Say that a (finite or infinite) set J ⊂ Z is F-marking for
x ∈ X if x[i,j) ∈ F for all i, j ∈ J with i < j. Call i, j ∈ J consecutive if k /∈ J for all k
between i and j. We record some immediate consequences of [I0] as a lemma.
Lemma 5.3. J ⊂ Z is F-marking for x if and only if x[i,j) ∈ F for all consecutive indices
i < j in J . In particular, the following are equivalent.
(1) J is F-marking.
(2) There are ak → −∞ and bk →∞ such that J ∩ [ak, bk] is F-marking for every k.
(3) J ∩ [a, b] is F-marking for every a, b ∈ Z with a < b.
Say that J ⊂ Z is bi-infinite if J ∩ [0,∞) and J ∩ (−∞, 0] are both infinite. Say that
J ⊂ Z is maximally F-marking for x if there is no F-marking set J ′ ⊂ Z with J ′ % J .
Recall that I is the collection of irreducible elements of F . The following lemma collects
properties of bi-infinite F-marking sets, and relates these to the multiplicity of the map pi.
The proofs are immediate from the definitions.
Lemma 5.4.
(a) A bi-infinite set J ⊂ Z is maximally F-marking for x if and only if x[i,j) ∈ I for all
consecutive indices i < j in J .
(b) Given z ∈ Σ, the set J(z) := {j | zj = (w, 1) for some w ∈ I} is bi-infinite and
maximally F-marking for pi(z) ∈ X.
(c) If J ⊂ Z is bi-infinite and maximally F-marking for x ∈ X, then there is exactly one
z ∈ Σ such that pi(z) = x and J(z) = J .
(d) Given x ∈ X, we have x ∈ pi(Σ) if and only if there is a bi-infinite F-marking set J ⊂ Z
for x. There is a 1-1 correspondence between elements of pi−1(x) ⊂ Σ and bi-infinite
maximal F-marking sets for x.
As (d) clarifies, Lemma 5.4(c) does not yet prove injectivity of pi, since it is a priori
possible that some x ∈ X has multiple maximally F-marking sets. To show injectivity of pi
it suffices to show that every x ∈ X has at most one bi-infinite maximally F-marking set.
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We accomplish this by showing that arbitrary unions of bi-infinite F-marking sets are still
bi-infinite and F-marking. This is where we need [III∗].
Lemma 5.5. Suppose F satisfies [III∗], and let {Jλ}λ∈Λ be any collection of sets Jλ ⊂ Z
such that each Jλ is F-marking for x. Let r < s be integers such that r > min Jλ and
s < max Jλ for all λ. Then (
⋃
λ Jλ) ∩ [r, s] is F-marking for x.
Proof. Pick j < k in ⋃λ Jλ with r ≤ j < k ≤ s. Let λ, λ′ be such that j ∈ Jλ and k ∈ Jλ′ .
Because min Jλ′ ≤ r there is i ∈ Jλ′ with i ≤ j; similarly, max Jλ ≥ s implies that there
is ` ∈ Jλ with ` ≥ k. Thus i ≤ j < k ≤ ` are such that x[i,k), x[j,`) ∈ F ; see Figure 5.1.
Moreover, choosing a ∈ Jλ with a < r and b ∈ Jλ′ with b > s, we have x[a,j), x[k,b) ∈ F , and
it follows from Condition [III∗] that x[j,k) ∈ F . This holds for all j, k ∈ (
⋃
λ Jλ) ∩ [r, s], so
we are done. 
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Figure 5.1. The union of F-marking sets is F-marking.
Lemma 5.6. If F satisfies [III∗] and {Jλ ⊂ Z}λ∈Λ is a collection of bi-infinite F-marking
sets for x, then ⋃λ Jλ is a bi-infinite F-marking set for x.
Proof. By Lemma 5.5, J ∩ [a, b] is F-marking for all integers a < b, so by Lemma 5.3, J is
F-marking for x. 
Now we can prove that pi is injective, as follows: given x ∈ pi(Σ), let {Jλ}λ∈Λ be the
collection of all bi-infinite F-marking sets for x. This collection is non-empty by Lemma
5.4(b). By Lemma 5.6, J = ⋃λ Jλ is bi-infinite and F-marking for x. Moreover, if J ′ is any
bi-infinite F-marking set, we have J ′ ⊂ J by construction, so J is maximal, and it is the
only bi-infinite maximal F-marking set. Thus pi is 1-1, which proves Proposition 5.1.
Proposition 5.2 is a consequence of the following.
Lemma 5.7. For each a = (v, i) ∈ AI , the following are equivalent.
(1) I is uniquely decipherable.
(2) The map Πn : Pern(Σ, a)→ Fn−|v| given by Πn(z) = pi(z)(|v|−i,n−i] is 1-1 for all n > |v|.
(3) pi is injective on Per(Σ, a).
Proof. We start by proving that (1) and (2) are equivalent. Define ι : I → A∗I by ι(w) =
(w, 1) · · · (w, |w|), and let GΣ = {ι(w) : w ∈ I}. Observe that G∗Σ is contained in the
language of Σ, and the map Πn is the composition of the following two maps.
Pern(Σ, a)→ (G∗Σ)n−|v| (G∗Σ)→ F = I∗
z 7→ z(|v|−i,n−i] ι(w1) · · · ι(wk) 7→ w1 · · ·wk
The first of these is always injective since every z ∈ Pern(Σ, a) is completely determined
by z(−i,n−i] and satisfies z(−i,|v|−i] = ι(v). The second map is injective if and only if I is
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uniquely decipherable; indeed, this is the definition of unique decipherability. Thus (1) and
(2) are equivalent.
For the equivalent of the last two conditions, first observe that if (2) fails then (3) fails.
Conversely, if y, z ∈ Per(Σ, a) have y 6= z and pi(y) = pi(z), then taking n > |v| to be a
common multiple of their least periods, we get y, z ∈ Pern(Σ, a) and Πn(y) = Πn(z). 
5.2. Strong positive recurrence.
Proposition 5.8. If F satisfies [II′] and I = F \ FF is uniquely decipherable, then Φ =
ϕ ◦ pi ∈ Ch(Σ) satisfies PG(Φ) = P (ϕ) and is strongly positive recurrent.
In this section we prove Proposition 5.8, which is 〈C〉. From (2.5) we have |ϕ(x)− ϕ(y)| ≤
|ϕ|β e−βn whenever x, y ∈ X have xk = yk for all |k| ≤ n. Then for every z, z′ ∈ Σ with
zk = z′k for all |k| ≤ n, we have pi(z)k = pi(z′)k for all |k| ≤ n (since pi is a one-block code)
and hence |Φ(z)− Φ(z′)| ≤ |ϕ|β e−βn. In particular, Φ ∈ Ch(Σ).
Lemma 5.9. If I is uniquely decipherable, then there is Q6 > 0 such that for every a =
(v, i) ∈ AI and n > |v| we have
e−Q6Λn−|v|(F , ϕ) ≤ Zn(Φ, a) ≤ eQ6Λn−|v|(F , ϕ),(5.1)
e−Q6Λn−|v|((I \ {v})∗, ϕ) ≤ Z∗n(Φ, a) ≤ eQ6Λn−|v|((I \ {v})∗, ϕ).(5.2)
Proof. Given n > |v|, let Πn be as in Lemma 5.7, and note that Πn is a bijection between
Pern(Σ, a) and Fn−|v| for all n > |v|. Let τ = Π−1n ; then
(5.3) Zn(Φ, a) =
∑
w∈Fn−|v|
eSnΦ(τ(w)), Z∗n(Φ, a) =
∑
w∈((I\{v})∗)n−|v|
eSnΦ(τ(w)).
For all x, y ∈ [w] and w ∈ Ln, (4.5) gives |Snϕ(x)− Snϕ(y)| ≤ |ϕ|d, so each w ∈ Fn has
|SnΦ(τ(w))− ϕˆ(w)| ≤ |ϕ|d + |v| ‖ϕ‖.
Along with (5.3), this completes the proof of Lemma 5.9. 
It follows from (5.1) and Lemma 4.4 that PG(Φ) = P (F , ϕ) = P (ϕ). By (2.13) and
Lemma 5.9, in order to prove that Φ is strongly positive recurrent, which will complete the
proof of Proposition 5.8, it suffices to show that P ((I ′)∗, ϕ) < P (ϕ) whenever I ′ $ I. This
uses the following result; note that P (I, ϕ) < P (ϕ) = P (I∗, ϕ) by [II′] and Lemma 4.4.
Lemma 5.10. If I ⊂ L is uniquely decipherable such that I∗ ⊂ L and P (I, ϕ) < P (I∗, ϕ),
then for every I ′ $ I we have P ((I ′)∗, ϕ) < P (I∗, ϕ).
Proof. Given w ∈ I∗, let 0 = j0 < j1 < · · · < j` < j`+1 = |w| be such that w(ji,ji+1] ∈ I for
all 0 ≤ i ≤ ` = `(w). Given `, n ∈ N with ` < n, let J` = {J ⊂ [1, n) | #J = `}; for each
J ∈ J`, let
Xn(J) = {w ∈ (I∗)n | `(w) = ` and {ji(w)}`i=1 = J}.
Given δ > 0, let Rδ = {w ∈ I∗ | #`(w) ≥ δ |w|}; we will prove Lemma 5.10 by showing
that for sufficiently small values of δ, we have
P (I∗ \ Rδ, ϕ) < P (I∗, ϕ),(5.4)
P ((I ′)∗ ∩Rδ, ϕ) < P (I∗, ϕ),(5.5)
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and then applying (2.4) to (I ′)∗ ⊂ ((I ′)∗ ∩ Rδ) ∪ (I∗ \ Rδ). To prove (5.4), we start by
writing (I∗ \ Rδ)n =
⋃bδnc
`=0
⋃
J∈J` Xn(J), so that
(5.6) Λn(I∗ \ Rδ) ≤
bδnc∑
`=0
∑
J∈J`
Λn(Xn(J), ϕ).
To get (5.4), we will get upper bounds on #J` and on Λn(Xn(J), ϕ). For the first of these,
we observe that #J` ≤
(n
`
)
and use the following useful result.
Lemma 5.11. Given δ ∈ (0, 1), write h(δ) = −δ log δ − (1− δ) log(1− δ) for the standard
entropy function. Then for every n ∈ N and 0 ≤ ` ≤ n, we have (n`) ≤ neh( `n )n.
Proof. First note that
∫ k
1 log t dt ≤
∑k
j=1 log j = log(k!) ≤
∫ k
1 log t dt+log k. Evaluating the
integrals gives k log k − k + 1 ≤ log(k!) ≤ k log k − k + 1 + log k, and so
(5.7)
log
(n
`
)
= log(n!)− log(`!)− log(n− `)!
≤ n logn+ logn− ` log `− (n− `) log(n− `) = h( `n)n+ logn,
which proves the lemma. 
Given δ ∈ (0, 12) and 0 ≤ ` ≤ δn, we conclude from Lemma 5.11 that #J` ≤ neh(δ)n. To
bound Λn(Xn(J), ϕ), fix ε > 0 such that P (I, ϕ) < P (I∗, ϕ)− 2ε; then there is K such that
Λj(I, ϕ) ≤ Kej(P (I∗,ϕ)−ε) for all j, and so
Λn(Xn(J), ϕ) ≤
∏`
i=0
Λji+1−ji(I, ϕ) ≤ K`+1en(P (I
∗,ϕ)−ε).
Together with (5.6) and the bound on #J`, this gives
Λn(I∗ \ Rδ) ≤ (δn+ 1)neh(δ)nKδn+1en(P (I∗,ϕ)−ε),
and (5.4) follows by taking δ small enough that h(δ) + δ log(K) < ε.
To prove (5.5), we will consider for each k ≥ 0 the collection Ak = ((I ′)kI∗) ∩ Rδ. By
unique decipherability, each w ∈ Ak uniquely determines u1, . . . , uk ∈ I ′, ` ≥ k + 1, and
uk+1, . . . , u` ∈ I such that w = u1 · · ·u`. It follows from the definition that Ak+1 ⊂ Ak and
((I ′)∗ ∩ Rδ)n ⊂ Akn for all k ≤ bδnc, so we can estimate Λn((I ′)∗ ∩ Rδ, ϕ) from above by
estimating Λn(Akn \ Ak+1n , ϕ). Let d = gcd{|u| | u ∈ I}; note that ((I ′)∗)n = ∅ whenever n
is not a multiple of d, so we can restrict our attention to the case when n is a multiple of d.
Fix v ∈ I \ I ′. Given u ∈ (I ′)k with |uv| ≤ n, we have (uv(I∗)n−|uv|)∩Rδ ⊂ Akn \Ak+1n .23
Taking the union over all such u gives
(5.8) Λn(I∗ \ Rδ, ϕ) + Λn(Ak \ Ak+1, ϕ) ≥
∑
u∈((I′)k)≤n−|v|
Λn(uv(I∗)n−|uv|, ϕ),
and we observe that
Λn(uv(I∗)n−|uv|, ϕ) ≥
∑
w∈(I∗)n−|uv|
eϕˆ(u)+ϕˆ(v)+ϕˆ(w)−2|ϕ|d = eϕˆ(v)−2|ϕ|deϕˆ(u)Λn−|uv|(I∗, ϕ).
23This requires unique decipherability to guarantee that uvw /∈ Ak+1n for every w ∈ (I∗)n−|uv|.
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Since we assumed that n is a multiple of d, and the same is clearly true of |uv|, Lemmas
4.5 and 4.7 give, for n sufficiently large,
Λn−|uv|(I∗, ϕ) ≥ Q5e(n−|uv|)P (ϕ) ≥ Q5e−|v|P (ϕ)Q−12 Λn−|u|(I∗, ϕ),
so writing γ = Q5e−|v|P (ϕ)Q−12 eϕˆ(v)−2|ϕ|d gives
(5.9) Λn(uv(I∗)n−|uv|, ϕ) ≥ γeϕˆ(u)Λn−|u|(I∗, ϕ).
Moreover, for every k ≤ bδnc − |v|, we have
(5.10) Akn =
⋃
`≥δn
(
(I ′)kI`−k
)
n
⊂
⋃
`≥δn
((I ′)k)≤n−(`−k)(I∗) ⊂ ((I ′)k)≤n−|v|(I∗),
where the first inclusion uses the fact that each element of I has length at least 1, and the
last inclusion uses the fact that ` − k ≥ bδnc − (bδnc − |v|) = |v|. Combining (5.8), (5.9),
and (5.10), for every k ≤ bδnc − |v| we get
Λn(I∗ \ Rδ, ϕ) + Λn(Ak \ Ak+1, ϕ) ≥
∑
u∈((I′)k)≤n−|v|
∑
w∈(I∗)n−|u|
γeϕˆ(u)eϕˆ(w) ≥ γΛn(Ak, ϕ).
We conclude that
Λn(Ak+1, ϕ) = Λn(Ak, ϕ)− Λn(Ak \ Ak+1, ϕ) ≤ (1− γ)Λn(Ak, ϕ) + Λn(I∗ \ Rδ, ϕ)
for all k ≤ bδnc− |v|. Using the fact that A0n = (I∗)n and ((I ′)∗ ∩Rδ)n ⊂ Abδnc−|v|n , we get
Λn((I ′)∗ ∩Rδ, ϕ) ≤ Λn(Abδnc−|v|, ϕ) ≤ (1− γ)bδnc−|v|Λn(I∗, ϕ) + δnΛn(I∗ \ Rδ, ϕ).
For any sequences bn, cn > 0, we have lim 1n log(bn + cn) ≤ max(lim 1n log bn, lim 1n log cn),
and using (5.4) we conclude that
P ((I ′)∗ ∩Rδ, ϕ) ≤ max
(
P (I∗, ϕ) + δ log(1− γ), P (I∗ \ Rδ, ϕ)
)
< P (I∗, ϕ),
which proves (5.5) and completes the proof of Lemma 5.10. 
5.3. Approximate equilibrium states charge the tower.
Proposition 5.12. If F satisfies [II′] with I = F \ FF , then the collection E ′ = I ∪
Ep ∪ Es ∪ (L \ EpFEs) has the following property: for any ergodic measure µ on X with
h(µ) +
∫
ϕdµ > P (E ′, ϕ), we have µ(pi(Σ)) = 1.
Note that Proposition 5.12 establishes 〈D〉 by taking P ′ = P (E ′, ϕ), since then [II′] gives
P ′ < P (ϕ). To prove the proposition, we will need the following notion: say that R ⊂ Z is
E ′-restricting for x ∈ X if for every i < j ∈ Z with x[i,j) ∈ E ′, the interval [i, j] contains
at most one element of R.
First we prove in Lemma 5.13 that x ∈ pi(Σ) whenever x has a bi-infinite E ′-restricting
set; then in Lemma 5.15 we show that µ-a.e. x ∈ X has such a set whenever µ is ergodic
and h(µ) +
∫
ϕdµ > P (E ′, ϕ). Together these will complete the proof of Proposition 5.12.
Lemma 5.13. If x ∈ X has a bi-infinite E ′-restricting set R ⊂ Z, then it has a bi-infinite
F-marking set J , and hence x ∈ pi(Σ) by Lemma 5.4(d).
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Proof. Enumerate R as R = {rn}n∈Z where rn is increasing (see Figure 5.2). Given n ∈ N,
note that x[r−n,rn) ∈ EpFEs since otherwise we would have a word in L \ EpFEs ⊂ E ′ that
crosses more than one index in R. Thus there are j′ ≤ j′′ in [r−n, rn) such that
x[r−n,j′) ∈ Ep, x[j′,j′′) ∈ F , x[j′′,rn) ∈ Es.
Now use the decomposition F = I∗ = ⋃k∈N Ik to get an increasing sequence {jni }k+1i=1 such
that jn1 = j′, jnk+1 = j′′, and x[jni ,jni+1) ∈ I for every 1 ≤ i ≤ k. Put jn0 = r−n and jnk+2 = rn.
Then x[jni ,jni+1) ∈ E ′ for each 0 ≤ i ≤ k + 1. Since R is E ′-restricting, we conclude that
#{` ∈ [−n, n) : r` ∈ [jni , jni+1]} ≤ 1 for every 0 ≤ i ≤ k + 1;
in particular, if i, ` are such that jni ≤ r` ≤ jni+1, then jni+1 ∈ [r`, r`+1). Since jn0 = r−n and
jnk+2 = rn, it follows that for every ` ∈ [−n, n) the interval [r`, r`+1) contains at least one
element of Jn := {jni }k+1i=1 . Note that Jn is F-marking for x.
r
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Figure 5.2. Constructing a bi-infinite F-marking set.
By the previous paragraph, there is s0 ∈ [r0, r1) such that the set N0 := {n ∈ N | s0 ∈ Jn}
is infinite. Similarly, there are s1 ∈ [r1, r2) and s−1 ∈ [r−1, r0) such that N1 := {n ∈ N0 |
s1, s−1 ∈ Jn} is infinite. Continuing in this manner, we choose for each ` ∈ N two indices
s` ∈ [r`, r`+1) and s−` ∈ [r−`, r−`+1) such that N` = {n ∈ N`−1 | s`, s−` ∈ Jn} is infinite.
It follows from the definition of Jn that x[s`,s`+1) ∈ F for every ` ∈ Z, so J := {s`}`∈Z is a
bi-infinite F-marking set for x. 
Lemma 5.14. Let µ be an ergodic measure for X, and let D ⊂ L be such that P (D, ϕ) <
h(µ) +
∫
ϕdµ. Then for µ-a.e. x ∈ X, there is n = n(x) ∈ N such that for all k ≥ n and
all ` ∈ [0, k] we have x[−`,k−`) /∈ D. Equivalently, the measure of the following sets decays
to 0 as n→∞:
(5.11) Bn(D) := {x ∈ X | x[−`,k−`) ∈ D for some k ≥ n and ` ∈ [0, k]}.
Proof. Fix ε > 0 such that h(µ) +
∫
ϕdµ − 5ε > P (D, ϕ). By Theorems 4.2 and 4.3, for
µ-a.e. x ∈ X there is Nx ∈ N such that for all n ≥ Nx and ` ∈ [0, n] we have
(5.12) µ[x[−`,−`+n)] ≤ e−nh(µ)+nε, Snϕ(σ−`x) ≥ n
(∫
ϕdµ− ε
)
, nε ≥ |ϕ|d .
Let An = {x ∈ X | Nx ≤ n}; then µ(An) → 1 as n → ∞. If k ≥ n and w ∈ Lk is such
that σ`[w] ∩ An 6= ∅ for some 0 ≤ ` ≤ k, then we can choose x in the intersection, so that
x[−`,−`+k) = w and k ≥ Nx; then (5.12) gives
µ[w] ≤ e−kh(µ)+kε and ϕˆ(w) ≥ (Skϕ(σ−`x))− |ϕ|d ≥ k
(∫
ϕdµ− 2ε
)
,
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so we get
(5.13) µ[w]e−ϕˆ(w) ≤ e−k(h(µ)+
∫
ϕdµ−3ε) ≤ e−kP (D,ϕ)e−2kε.
Summing over all long cylinders that intersect An ∩Bn(D) gives
µ(An ∩Bn(D)) ≤
∑
k≥n
∑
w∈Dk
k∑
`=0
µ(σ`[w] ∩An)
≤
∑
k≥n
(k + 1)
∑
w∈Dk
e−kP (D,ϕ)e−2kεeϕˆ(w) =
∑
k≥n
(k + 1)e−kP (D,ϕ)e−2kεΛk(D, ϕ).
Choose C such that Λk(D, ϕ) ≤ Cek(P (D,ϕ)+ε) for all k. Then
µ(An ∩Bn(D)) ≤ C
∑
k≥n
(k + 1)e−kε → 0 as n→∞,
so µ(Bn(D)) ≤ µ(X \An) +µ(An ∩Bn(D))→ 0 as n→∞. Thus µ(⋂n∈NBn(D)) = 0, and
so for µ-a.e. x ∈ X there is n > 0 with x /∈ Bn(D), which proves Lemma 5.14. 
Lemma 5.15. Let µ be any ergodic measure on X with h(µ) +
∫
ϕdµ > P (E ′, ϕ). Then
µ-a.e. x ∈ X has a bi-infinite E ′-restricting set.
Proof. Let E be the set of points satisfying the conclusion of Lemma 5.14 with D = E ′;
given x ∈ E there is n(x) such that for all k ≥ n(x) and all ` ∈ [0, k] we have x[−`,k−`) /∈ E ′.
By Lemma 5.14 we have µ(X \E) = 0, hence µ(σ−m(X \E)) = 0 for every m ∈ Z, and we
conclude that E′ := ⋂m∈Z σ−mE has full µ-measure. For every x ∈ E′ and every m ∈ Z
there is n(m) ∈ N such that for all a ≤ m ≤ b with b− a ≥ n(m), we have x[a,b) /∈ E ′.
Given x ∈ E′, define rj ∈ Z by r0 = 0; rj+1 = rj + n(rj) for j ≥ 0; and rj−1 = rj − n(rj)
for j ≤ 0. Let R = {rj}j∈Z, and note that R is bi-infinite. We claim that R is E ′-restricting
for x. Note that by the construction of R, we have rj+1−rj ≥ min(n(rj), n(rj+1)) for every
j ∈ Z. Thus if a < b ∈ Z are such that a ≤ rj and b ≥ rj+1, we either have b − a ≥ n(rj)
or b− a ≥ n(rj+1). It follows from the definition of n that x[a,b) /∈ E ′, since rj , rj+1 ∈ [a, b],
and we conclude that R is E ′-restricting for x. 
5.4. Finite multiplicity and liftability.
Proposition 5.16. Suppose that I is uniquely decipherable and F = I∗ satisfies [II′]. Let
E ′ = I ∪ Ep ∪ Es ∪ (L \ EpFEs), as in Proposition 5.12, and let µ be an ergodic measure
on X such that h(µ) +
∫
ϕdµ > P (E ′, ϕ) and h(µ) + ∫ ϕdµ > P ((I ′)∗, ϕ) for some I ′ $ I.
Then #pi−1(x) <∞ for µ-a.e. x ∈ X.
This section is devoted to Proposition 5.16, which establishes 〈E〉 by taking P ′ =
max(P (E ′, ϕ), P ((I ′)∗, ϕ)) (note that P ′ < P (ϕ) by [II′] and Lemma 5.10), and Lemma
5.18 below, which is 〈F〉. Let I ′ $ I be as in the hypothesis, and fix v ∈ I \ I ′. Then
a = (v, 1) ∈ AI is a vertex in the graph giving Σ, and we write
E ′′ := {pi(z1 · · · zn) | z ∈ Σ, n ∈ N, zi 6= a for all 1 ≤ i ≤ n}
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for the collection of all words in L that can be lifted to a word in the language of Σ that
avoids a. Observe that E ′′ ⊂ E ′(I ′)∗E ′, and thus by Lemma 4.4 we get
P (E ′′, ϕ) ≤ max{P (E ′, ϕ), P ((I ′)∗, ϕ)} < h(µ) +
∫
ϕdµ.
Now consider the sets CN := BN (E ′′) as in (5.11). Applying Lemma 5.14 with D = E ′′,
there is N ∈ N such that µ(X \ CN ) > 0. Consider the set E := {x ∈ X | fn(x) ∈ X \ CN
for infinitely many positive n and infinitely many negative n}. If µ is ergodic, then Poincare´
recurrence implies that µ(E) = 1, and so the proof of Proposition 5.16 is completed by the
following lemma, the idea of which goes back to Bowen and Marcus [Bow78, p. 13–14] (see
also [PP90, p. 229] and [Sar13, Theorem 12.8]).
Lemma 5.17. For every x ∈ E we have #pi−1(x) ≤ N2.
Proof. Suppose there are N2 + 1 distinct points z1, . . . , zN2+1 ∈ Σ such that pi(zi) = x
for every 1 ≤ i ≤ N2 + 1. Then there is m ∈ N such that the words zi[−m,m] are all
distinct. By the definition of E, there are n1, n2 ∈ Z such that n1 ≤ −m < m ≤ n2 and
fn1(x), fn2(x) ∈ X \ CN . By unique decipherability and the definition of Σ, for every pair
of integers k1 ∈ (n1 − N,n1] and k2 ∈ [n2, n2 + N) there is at most one z ∈ pi−1(x) such
that zk1 = zk2 = a. In particular, from the collection z1, . . . , zN
2+1, there must be some
zi ∈ pi−1(x) with the property that zik 6= a for every k ∈ (n1 −N,n1], or zik 6= a for every
k ∈ [n2, n2 + N). But then either pi(zi(n1−N,n1]) ∈ E ′′ or pi(zi[n2,n2+N)) ∈ E ′′, contradicting
the assumption that fn1(x), fn2(x) ∈ X \ CN . 
Part 〈F〉 of Theorem 3.3 is the following well-known lemma; for a proof, see [Sar13,
Proposition 13.2].24
Lemma 5.18. If µ is an ergodic invariant measure on X such that µ(pi(Σ)) = 1 and
#pi−1(x) < ∞ for µ-a.e. x ∈ X, then there is an ergodic invariant measure ν on Σ such
that pi∗ν = µ, and moreover h(ν) = h(µ).
5.5. Verifying the pressure gap and Gibbs property. The remaining items in Theo-
rem 3.3 are 〈G〉 and 〈H〉, which we prove here as Propositions 5.19 and 5.20, respectively.
Proposition 5.19. If I ⊂ L is a generating set for X for which D = D(I) = {w ∈ L :
LwL ∩ I 6= ∅} has the property that P (D, ϕ) < P (ϕ), then F = I∗ satisfies [II′].
Proof. The collection D consists of all words that appear as subwords of a generator; in
particular, I ⊂ D. Let Ep = Es = D; we claim that L \ EpFEs ⊂ DD ∪ D, so that
I∪Ep∪Es∪(L\EpFEs) ⊂ DD∪D, which will be enough to prove [II′] since P (DD∪D, ϕ) =
P (D, ϕ) by (2.4) and Lemma 4.4. To prove the claim, we show that L ⊂ DFD ∪ DD ∪ D.
Observe that since X = I∞, for every w ∈ L, the nonempty open set [w] intersects I∞.
Writing x ∈ [w]∩ I∞, there is (nk)k∈Z ⊂ Z such that nk < nk+1 and vk := x[nk,nk+1) ∈ I for
all k ∈ Z. Let j ≤ k be integers such that nj ≤ 1 < nj+1 and nk ≤ |w| + 1 < nk+1. Then
24The result there is stated in the context of surface diffeomorphisms, but only uses the fact that µ-a.e.
point has at least one and at most finitely many preimages.
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w = x[1,|w|] is a subword of x[nj ,nk+1) = wjwj+1 · · ·wk. If k = j this implies that w ∈ D; if
k = j + 1 then w ∈ DD, and if k ≥ j + 2 then
w = x[1,nj+1)w
j+1 · · ·wk−1x[nk,|w|] ∈ DFD,
which proves the claim and completes the proof of Proposition 5.19. 
Recall a standard construction of an equilibrium state: write δx for the point mass at
x ∈ X, then for each w ∈ L, let x(w) ∈ [w] be a point that maximises S|w|ϕ, and consider
the measures defined by
(5.14) νn =
1
Λn(L, ϕ)
∑
w∈Ln
eϕˆ(w)δx(w), µn =
1
n
n−1∑
k=0
σk∗νn.
Proposition 5.20. Every weak* limit point µ of the sequence {µn} is an equilibrium state
for ϕ, and has the Gibbs property (2.14) for ϕ on F .
Proof. The first claim is shown in the proof of [Wal82, Theorem 9.10]. For the second, first
fix n ∈ N and w ∈ Ln. Then for m > n and 1 ≤ k < m− n, we have
νm(σ−k[w]) =
Λm(Hm(w, k), ϕ)
Λm(L, ϕ) ≤
Q4e(m−|w|)P (ϕ)+ϕˆ(w)
emP (ϕ)
,
where the inequality uses Proposition 4.6 for the numerator and Lemma 4.5 (specifically
the first inequality of (4.8)) for the denominator. Sending m → ∞ gives the upper Gibbs
bound in (2.14). To prove the lower Gibbs bound, we observe that when w ∈ F , we have
νm(σ−k[w]) =
Λm(Hm(w, k), ϕ)
Λm(L, ϕ) ≥
Q5e(m−|w|)P (ϕ)+ϕˆ(w)
Q2emP (ϕ)
for all sufficiently large m; the inequality uses Lemma 4.5 for the denominator and Lemma
4.7 for the numerator. Sending m→∞ completes the proof of Proposition 5.20. 
5.6. Proof of Corollary 3.8. Let X˜ = {x ∈ AZ : x[n,∞) ∈ X for all n ∈ Z} and
Σ˜ = {z ∈ AZI : z[n,∞) ∈ Σ for all n ∈ Z}. Define p : X˜ → X by p(x) = x[0,∞), and pˆ : Σ˜→ Σ
similarly. Then p is not 1-1 but the induced map p∗ : Mσ(X˜) → Mσ(X) is an entropy-
preserving bijection, and similarly for pˆ∗ : MT (Σ˜) →MT (Σ); see [CT12, Proposition 2.1]
for a proof of this well-known fact. Now ϕ˜ = ϕ ◦ p ∈ Ch(X˜) and Φ˜ = Φ ◦ pˆ ∈ Ch(Σ˜) are
related by Φ˜ = ϕ˜ ◦ p˜i, where p˜i : Σ˜→ X˜ is the natural 1-block code. Because X and X˜ have
the same language, Corollary 3.4 applies to (X˜, ϕ˜), so Φ˜ is strongly positive recurrent, and
there is P ′ < P (ϕ˜) such that for every ergodic µ ∈Mσ(X˜) with h(µ)+
∫
ϕdµ > P ′, we have
µ = pi∗ν for some ν ∈ MT (Σ˜) with h(µ) = h(ν). Since Zn(Φ, a) = Zn(Φ˜, a), which gives
PG(Φ) = PG(Φ˜), and similarly for Z∗n, this implies conclusion (a) for Φ. Conclusion (b)
for (X,ϕ) follows since p∗, pˆ∗ are entropy-preserving bijections (and hence P (ϕ) = P (ϕ˜));
existence of an equilibrium state with the Gibbs property for ϕ on F follows similarly.
To prove (1.2), suppose z, z′ ∈ Σ have pi(z) = pi(z′). Choose z˜ ∈ pˆ−1(z) and z˜′ ∈ pˆ−1(z′).
By Lemma 5.4(d), x˜ = piz˜ ∈ X and x˜′ = piz˜′ ∈ X have bi-infinite F-marking sets J, J ′ ⊂ Z.
Choose r ∈ N such that J∩ [0, r) 6= ∅ and J ′∩ [0, r) 6= ∅. Because x˜[0,∞) = x˜′[0,∞), J ′∩ [0,∞)
is an F-marking set for x˜, and so by Lemma 5.5, (J ∪J ′)∩ [r,∞) is an F-marking set for x˜.
Let a = min(J ∩ [r,∞)), and let J ′′ = J ∪ (J ′ ∩ [a,∞)). Then J ′′ is a bi-infinite F-marking
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set for x˜. By Lemma 5.6, J ′′ is contained in a bi-infinite maximal F-marking set for x˜, and
so by Lemma 5.4(b), every j ∈ J ′′ has z˜j = (w, 1) for some w ∈ I.
A similar argument applies to z′, so for all sufficiently large n ∈ J∪J ′, there are w,w′ ∈ I
with |w| = |w′| such that zn = (w, 1) and z′n = (w′, 1). Since I is uniquely decipherable by
Proposition 5.1, this implies that w = w′, and we conclude that z[n,∞) = z′[n,∞). Injectivity
on Per(Σ) follows since every z ∈ Per(Σ) is completely determined by z[n,∞) for any n ∈ N.
6. Consequences of strong positive recurrence
In this section we prove Theorem 3.9. Equality of P (ϕ) and PG(Φ) is proved in §6.1,
together with conclusions (i) and (iii) on uniqueness and periodic orbits. The remaining
statistical properties are proved in §6.2 for one-sided shifts, and §6.3 for two-sided shifts.
Before proceeding, we recall some well-known facts about the relationship between the one-
and two-sided cases.
Let X and Σ be two-sided, with alphabets A and V , respectively. As in §5.6, define
p : AZ → AN∪{0} by p(x) = x[0,∞), and define pˆ : V Z → V N∪{0} similarly. Let X+ = p(X)
and Σ+ = pˆ(Σ). Then p∗ : Mσ(X) →Mσ(X+) and pˆ∗ : MT (Σ) →MT (Σ+) are entropy-
preserving bijections. The following result goes back to Sinai [Sin72, §3.2]; see also [Bow75,
Lemma 1.6], and [Dao13, Theorem 3.1] for the countable-state case.
Lemma 6.1. Given a two-sided countable-state Markov shift Σ and Ψ ∈ Ch(Σ), there is
a bounded function u ∈ Ch(Σ) such that the function Ψ+ := Ψ − u + u ◦ T ∈ Ch(Σ) only
depends on non-negative coordinates; that is, Ψ+(z) = Ψ+(z′) whenever zk = z′k for all
k ≥ 0. The maps Ψ 7→ u and Ψ 7→ Ψ+ are linear. The function Ψ+ can be considered
as a function Σ+ → R, and is Ho¨lder continuous with the same constant and exponent as
Ψ+ : Σ→ R. Finally, for any z ∈ Σ we have
(6.1)
∣∣∣SnΨ+(pˆ(z))− SnΨ(z)∣∣∣ ≤ 2‖u‖.
6.1. Equality of pressures.
Lemma 6.2. Let Σ be a one- or two-sided countable-state Markov shift and pi a 1-block
code from Σ to a shift space X on a finite alphabet. Then for every ϕ ∈ Cβ(X), we have
Φ = ϕ ◦ pi ∈ Cβ(Σ) with |Φ|β ≤ |ϕ|β. If there is a state a for Σ such that pi is 1-1 on
Pern(Σ, a) for every n ∈ N, then PG(Φ) ≤ limn→∞ 1n log
∑
x∈Pern(X) e
Snϕ(x) ≤ P (ϕ).
Proof. The estimate on |Φ|β follows since pi is a 1-block code and hence does not expand
distances. For the estimate on PG(Φ), observe that injectivity of pi on Pern(Σ, a) gives
Zn(Φ, a) =
∑
z∈Pern(Σ,a)
e
∑n−1
k=0 ϕ◦pi(Tkz) ≤
∑
x∈Pern(X)
eSnϕ(x) ≤ Λn(ϕ);
taking logs, dividing by n, and sending n→∞ completes the proof. 
Lemma 6.3. If (Σ, T ) is a topologically transitive one- or two-sided countable-state Markov
shift and Φ ∈ Ch(Σ) satisfies PG(Φ) <∞, then PG(Φ) = sup{h(ν) +
∫
Φ dν : ν ∈MT (Σ)},
and there is at most one ν ∈MT (Σ) that achieves the supremum.
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Proof. The one-sided case follows from [Sar99, Theorems 4 and 7] and [BS03, Theorem
1.1].25 In the two-sided case, let Φ+ ∈ Ch(Σ+) be given by Lemma 6.1. Then we have
PG(Φ) = PG(Φ+) = sup
ν∈MT (Σ)
(
h(pˆ∗ν) +
∫
Φ+ d(pˆ∗ν)
)
= sup
ν∈MT (Σ)
(
h(ν) +
∫
Φ dν
)
,
where the first equality uses (6.1), the second uses the one-sided result and the fact that
pˆ∗ is a bijection, and the third uses the fact that pˆ∗ preserves entropy and that Φ,Φ+ are
cohomologous so they have the same integrals with respect to any invariant measure. 
Lemma 6.4. If X, Σ, pi, ϕ are as in the hypothesis of Theorem 3.9, then Φ = ϕ ◦ pi has
PG(Φ) = P (ϕ). Moreover, (X,σ, ϕ) and (Σ, T,Φ) have unique equilibrium states µ, m,
related by µ = pi∗m.
Proof. Observe that (X,σ, ϕ) has at least one equilibrium state by upper semi-continuity
of entropy. If µ is any ergodic equilibrium state for (X,σ, ϕ), then by (b) we have µ = pi∗ν
for some ν ∈MT (Σ) with h(ν) = h(µ). Along with Lemmas 6.2 and 6.3, this gives
PG(Φ) ≤ P (ϕ) = h(µ) +
∫
ϕdµ = h(ν) +
∫
Φ dν ≤ PG(Φ).
Thus PG(Φ) = P (ϕ), and ν achieves the supremum in Lemma 6.3. Since there is at most
one ν achieving this supremum, the result follows. 
Lemma 6.4 establishes conclusion (i) of Theorem 1.1. For the result on periodic orbits,
let µn be the measures from (2.15). As in [Wal82, Theorem 9.10], any weak* limit point of
the sequence µn is invariant with h(µ) +
∫
ϕdµ ≥ limn→∞ 1n log
∑
x∈Pern(X) e
Snϕ(x) = P (ϕ),
where the last equality follows from Lemmas 6.2 and 6.4. This shows that every weak*-limit
point of the sequence µn is an equilibrium state for (X,ϕ); by uniqueness, this proves (iii).
6.2. One-sided shifts. Now we prove statistical properties for one-sided shifts; see §6.3 for
the two-sided case. Let Σ0, . . . ,Σp−1 be the disjoint closed sets in the spectral decomposition
of Σ, so that (Σi, T p) is a topologically mixing countable-state Markov shift upon recoding
by cylinders of length p. Under this recoding, Σi is equipped with the metric
dp(z, z′) = e−kp(z,z
′), kp(z, z′) = min{|k| : z[pk,(p+1)k) 6= z′[pk,(p+1)k)},
relative to which we have the following result for Φ′ := ∑p−1j=0 Φ ◦ T j .
Lemma 6.5. Φ′ is Ho¨lder continuous in the metric dp, with |Φ′|β ≤ pepβ |Φ|β.
Proof. For each z, z′ and 0 ≤ j < p we have d(T jz, T jz′) ≤ e−(kp(z,z′)−1)p ≤ epdp(z, z′)p,
and thus |Φ′(z)− Φ′(z′)| ≤ |Φ|β
∑p−1
j=0 d(T jz, T jz′)β ≤ pepβ |Φ|β dp(z, z′)pβ. 
For each i, Φ′ ∈ Ch(Σi) is strongly positive recurrent and (Σi, T p) is topologically mixing.
Let m ∈ MT (Σ) be the unique equilibrium state for (Σ, T,Φ) from Lemma 6.4; then
mi = m|Σi · p is the unique equilibrium state for (Σi, T p, Φ¯).
25See also [Sar15, Theorem 5.5]. Our assumptions here are stronger than Sarig’s; in particular, we only
consider Φ ∈ Ch(Σ), which are required to be bounded above and below, while Sarig considers locally
Ho¨lder potentials that may be unbounded, and thus must restrict the supremum to measures satisfying∫
Φ dν > −∞. In our setting there is no need to do this.
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To obtain the statistical properties claimed in conclusions (iv)–(vi), we use the formula-
tion given by Cyr and Sarig in [CS09], which is most convenient to our present setting. What
follows could also be done using the machinery of Young towers developed in [You98, You99].
By [CS09, Theorem 2.1], strong positive recurrence of (Σi, T d,Φ′) implies the spectral
gap property [CS09, Definition 1.1], and then [CS09, Theorem 1.1] implies the following.
• Exponential decay of correlations. Given β > 0, there are θ ∈ (0, 1) and C > 0 such
that for every Ψ1 ∈ L∞(Σi,mi), Ψ2 ∈ Cβ(Σi) and n ∈ N we have
(6.2)
∣∣∣∣∫ (Ψ1 ◦ T pn)Ψ2 dmi − ∫ Ψ1 dmi ∫ Ψ2 dmi∣∣∣∣ ≤ C‖Ψ1‖∞‖Ψ2‖βθn.
In [CS09] the upper bound is K(Ψ1,Ψ2)θn; the bound here uses Lemma 2.1.
• Central limit theorem. If Ψ′ ∈ Ch(Σi) has
∫
Ψ′ dmi = 0 and is not equal to v−v◦T p
for any continuous v : Σi → R, then there is σΨ′ > 0 such that for all τ ∈ R we have
(6.3) lim
n→∞mi
{
z ∈ Σi | 1√
n
n−1∑
k=0
Ψ′(T pkz) ≤ τ
}
= 1
σΨ′
√
2pi
∫ τ
−∞
e
− t2
2σ2
Ψ′ dt.
• Analyticity of pressure. If Ψ′ ∈ Cβ(Σi), then t 7→ P T pG (Φ′+ tΨ′) is real analytic on a
neighbourhood of 0; we write P T pG to emphasize that the quantity here is Gurevich
pressure for the action of T p on the shift whose alphabet is words of length p.
Now we prove (iv)–(vi) for X. For (iv), let Zi = pi(Σi) ⊂ X; these sets may not be disjoint
since pi is not 1-1. Given 0 ≤ j < p, let Xj := ⋃p−1i=0 Zi∩Zi+j (mod p). Then Xj is σ-invariant
and so be ergodicity we have µ(Xj) = 0 or µ(Xj) = 1 for each j. The set {j : µ(Xj) = 1}
is closed under addition mod p, so d := min{j > 0 : µ(Xj) = 1} is a factor of p. Given
0 ≤ i < d, let Yi = ⋃p/d−1k=0 Zi+kd; then µ(Yi∩Yi′) = 0 for all i 6= i′, and σ(Yi) = Yi+1 (mod d).
Note that if (1.2) is satisfied, then given z, z′ ∈ Σ with pi(z) = pi(z′), we have Tnz =
Tnz′ for some n ∈ N; let i ∈ {0, 1, . . . , p − 1} be such that Tnz = Tnz′ ∈ Σi, then
z, z′ ∈ Σi−n (mod p). Thus the sets Zi are all disjoint, and hence d = p when (1.2) holds.
Observe that the argument in this paragraph and the previous one works in both the one-
and two-sided cases.
Now we restrict our attention to the one-sided case. For each 0 ≤ i < d, let µi =
d
p
∑p/d−1
k=0 pi∗mi+kd, so µi(Yi) = 1. Given ψ1, ψ2 ∈ Cβ(X) with
∫
ψ1 dµi =
∫
ψ2 dµi = 0, let
Ψj = ψj ◦ pi ∈ Cβ(Σ), so
(6.4)
∣∣∣∣∫ (ψ1 ◦ σdn)ψ2 dµi∣∣∣∣ ≤ p/d−1∑
k=0
∣∣∣∣∫ (Ψ1 ◦ T dn)Ψ2 dmi+kd∣∣∣∣ .
Write dn = pq + r for q ∈ N and r ∈ {0, 1, . . . , p− 1}; then since mi+kd = T kd∗ mi, we have∣∣∣∣∫ (Ψ1 ◦ T dn)Ψ2 dmi+kd∣∣∣∣ = ∣∣∣∣∫ (Ψ1 ◦ T dk+pq+r)(Ψ2 ◦ T dk) dmi∣∣∣∣
≤ C‖Ψ1 ◦ T dk+r‖∞‖Ψ2 ◦ T dk‖βθ
d
p
n ≤ C‖Ψ1‖∞‖Ψ2‖βeβdkθ
d
p
n
,
where the first inequality uses (6.2) and the second uses (2.6) (with T instead of σ). Along
with (6.4), this gives
∣∣∣∫ (ψ1 ◦ σdn)ψ2 dµi∣∣∣ ≤ C pdeβp‖ψ1‖∞‖ψ2‖βθ dpn, which proves (iv).
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For the central limit theorem in conclusion (v), fix ψ ∈ Cβ(Σ) with ∫ ψ dµ = 0. Let
Ψ = ψ ◦ pi and Ψ′ = SpΨ, so
∫
Ψ′ dmi = 0 for each i.
Lemma 6.6. If Ψ′ = v − v ◦ T p for some continuous v : Σi → R, then ψ = u − u ◦ σ for
some µ-integrable u : X → R.
Proof. Let f = ∑p−1j=1 jΨ ◦ T p−1−j ; then f − f ◦ T = pΨ − Ψ′. Writing g = ∑p−1j=0 v ◦ T j
gives g− g ◦ T = v− v ◦ T p = Ψ′, so (f + g)− (f + g) ◦ T = pΨ. By [Gou06, Theorem 1.6],
v ∈ L1(m), so f + g ∈ L1(m). Consider the conditional expectation h = E[f + g | pi−1B],
where B is the Borel σ-algebra on X. By (pi−1B)-measurability of Ψ = ψ ◦ pi, we have
(6.5) h− h ◦ T = E[(f + g)− (f + g) ◦ T | pi−1B] = E[pΨ | pi−1B] = pΨ.
Since h is (pi−1B)-measurable, there is u ∈ L1(µ) such that h = pu ◦ pi, and (6.5) gives
u − u ◦ σ = ψ µ-a.e (using the fact that µ(piΣ) = 1). Modifying u on a null set gives the
coboundary relationship everywhere. 
By Lemma 6.6, if ψ is not cohomologous to a constant, then Ψ′ 6= v − v ◦ T p for any
continuous v, so (6.3) holds for some σΨ′ > 0. Using µ = pi∗m = 1p
∑p−1
i=0 pi∗mi, we get
(6.6) µ
{
x : 1√
pn
Spnψ(x) ≤ τ
}
= 1
p
p−1∑
i=0
mi
{
z : 1√
pn
n−1∑
k=0
Ψ′(T pkz) ≤ τ
}
→ 1
σΨ′
√
2pi
∫ τ√p
−∞
e
− t2
2σ2
Ψ′ dt =
√
p
σΨ′
√
2pi
∫ τ
−∞
e
− s2p
2σ2
Ψ′ ds,
where the last equality uses the change of variables s = t/√p. By comparing 1√pnSpnψ to
1
N SNψ for pn ≤ N < p(n+ 1) and using continuity in τ of the last expression in (6.6), this
implies the central limit theorem for ψ with σψ = σΨ′/
√
p, completing the proof of (v).
Finally, for analyticity we start by observing that given Ψ ∈ Ch(Σ), Lemma 6.3 gives
P T
p
G (SpΨ) = p · P TG (Ψ), and thus t 7→ PG(Φ + tΨ) is real analytic on a neighborhood of 0.
Now observe that injectivity of pi on Pern(Σ, a) does not depend on ϕ, and that properties
(a) and (b) are stable under uniformly small perturbations. More precisely, if ψ ∈ Ch(X)
has 2‖ψ‖ < PG(Φ)− lim 1n logZ∗n(Φ, a), then for Ψ = ψ ◦ pi we have
lim 1
n
logZ∗n(Φ + Ψ, a) ≤ ‖ψ‖+ lim
1
n
logZ∗n(Φ, a) < PG(Φ)− ‖ψ‖ ≤ PG(Φ + Ψ),
so Φ + Ψ is strongly positive recurrent as well. Similarly, if P ′ < P (ϕ) is as in (b) and
2‖ψ‖ ≤ P (ϕ) − P ′, then every ergodic µ ∈ Mσ(X) with h(µ) +
∫
(ϕ + ψ) dµ > P ′ + ‖ψ‖
has h(µ) +
∫
ϕdµ > P ′, and thus µ = pi∗ν for some ν ∈ MT (Σ) with h(ν) = h(µ); since
P ′+ ‖ψ‖ < P (ϕ)−‖ψ‖ ≤ P (ϕ+ψ), this shows that ϕ+ψ satisfies (b). By Lemma 6.4, we
conclude that for all ψ ∈ Ch(X), there is ε > 0 such that PG(Φ + tΨ) = P (ϕ + tψ) when
|t| < ε, hence t 7→ P (ϕ+ tψ) is real analytic on a neighborhood of 0, proving (vi).
6.3. Two-sided shifts. Now suppose that X is a two-sided shift space satisfying the hy-
potheses of Theorem 3.9 for some two-sided countable-state Markov shift Σ, 1-block code
pi : Σ → X, and ϕ ∈ Ch(X). Let Φ = ϕ ◦ pi ∈ Ch(Σ), and let Φ+ ∈ Ch(Σ+) be given by
Lemma 6.1. Since Φ is strongly positive recurrent, it follows from (6.1) that Φ+ is strongly
positive recurrent as well. Let µ and m be the unique equilibrium states for (X,σ, ϕ) and
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(Σ, T,Φ) from Lemma 6.4, and let m+ = pˆ∗m, so that m+ is the unique equilibrium state
for (Σ+, T,Φ+). Finally, let pi+ : Σ+ → X+ be the 1-block code defined by the same map
V → A as pi; then pi+ ◦ pˆ = p ◦ pi, and so µ+ := pi+∗ m+ = p∗µ.
We prove (iv)–(vi) assuming that Σ+ is topologically mixing; the extension to the topo-
logically transitive case is just as above. Given mixing, the previous section gives C > 0
such that for every ψ+1 , ψ+2 ∈ Cβ(X+) with
∫
ψ+1 dµ =
∫
ψ+2 dµ = 0, we have
(6.7)
∣∣∣∣∫ (ψ+1 ◦ σn)ψ+2 dµ+∣∣∣∣ ≤ C‖ψ+1 ‖‖ψ+2 ‖βθn for all n ≥ 0.
We deduce exponential decay of correlations for the two-sided shift (X,σ, µ) following
[PP90, Proposition 2.4] (see also [You98, §4]). Given ψ1, ψ2 ∈ Cβ(X) with
∫
ψ1 dµ =∫
ψ2 dµ = 0 and k ∈ N, we approximate ψi with functions ψki ∈ Cβ(X) that depend only
on the coordinates −k, . . . , k, as follows. Choose any function ξ : L2k+1 → X such that
ξ(w)i = wi+k+1 for all |i| ≤ k; then define ζk : X → X by ζk(x) = ξ(x[−k,k]). Finally,
put ψki = ψi ◦ ζk. Observe that |ψki |β ≤ |ψi|β since d(ζkx, ζky) ≤ d(x, y) for all x, y ∈ X.
Moreover, ‖ψi − ψki ‖ ≤ |ψ|β e−βk.
Since ψki (σkx) only depends on x[0,∞) = p(x), we can treat ψki ◦ σk as a function on X+,
and thus for every n ≥ 0, (6.7) and (2.6) give
(6.8)
∣∣∣∣∫ (ψk1 ◦ σn)ψk2 dµ∣∣∣∣ = ∣∣∣∣∫ ((ψk1 ◦ σk) ◦ σn)(ψk2 ◦ σk) dµ∣∣∣∣ ≤ C‖ψ1‖‖ψ2‖βeβkθn.
Thus by writing
(ψ1 ◦ σn)ψ2 = (ψ1 ◦ σn − ψk1 ◦ σn)ψ2 + (ψk1 ◦ σn)(ψ2 − ψk2 ) + (ψk1 ◦ σn)(ψk2 )
and integrating, we deduce that∣∣∣∣∫ (ψ1 ◦ σn)ψ2 dµ∣∣∣∣ ≤ ‖ψ1 − ψk1‖‖ψ2‖+ ‖ψ1‖‖ψ2 − ψk2‖+ C‖ψ1‖‖ψ2‖βeβkθn
≤ ‖ψ1‖β‖ψ2‖β(2e−βk + Ceβkθn).
Fix γ > 0 small enough that βγ + log θ < 0, and given n ∈ N, choose k ∈ N with
γn/2 ≤ k ≤ γn; then the above estimate gives∣∣∣∣∫ (ψ1 ◦ σn)ψ2 dµ∣∣∣∣ ≤ ‖ψ1‖β‖ψ2‖β(2e−βγn/2 +Ke(βγ+log θ)n),
which proves exponential decay of correlations for (X,σ, µ).
For the central limit theorem, consider ψ ∈ Cβ(X) with ∫ ψ dµ = 0. Let Ψ = ψ ◦
pi ∈ Cβ(Σ), and let Ψ+, u be as in Lemma 6.1. As in the previous section, if ψ is not
cohomologous to a constant then neither is Ψ+. By (6.1) we have
(6.9)
∣∣∣∣∣ 1√n
n−1∑
k=0
Ψ+(T kpˆ(z))− 1√
n
n−1∑
k=0
Ψ(T kz)
∣∣∣∣∣ ≤ 2‖u‖√n .
Write Gµn(τ) = µ{x ∈ X | 1√n
∑n−1
k=0 ψ(σkx) ≤ τ}, and similarly for Gmn (τ) (summing over
T -orbits on Σ+). Then (6.9) gives Gmn
(
τ − 2‖u‖√
n
)
≤ Gµn(τ) ≤ Gmn
(
τ + 2‖u‖√
n
)
, and thus
Gµn(τ) converges to the right-hand side of (6.3) (this uses continuity of that expression).
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For analyticity, we observe that the linearity in Lemma 6.1 gives (Φ + tΨ)+ = Φ+ + tΨ+,
so PG(Φ+ tΨ) = PG(Φ+ + tΨ+) is analytic in t near 0, and as in the one-sided case we have
P (ϕ+ tψ) = PG(Φ + tΨ) for |t| sufficiently small, proving conclusion (vi) of Theorem 1.1.
Finally, it follows from [Dao13] that (Σ, T,m) is Bernoulli up to a period, and thus its
factor (X,σ, µ) is also Bernoulli up to a period by [Orn70].
7. Proof of Theorem 3.1
Now we turn our attention to Theorem 3.1 and assume that we have G ⊂ L satisfying
[I], [II], [IIIa], [IIIb]. We must produce F ⊂ L satisfying [I0], [II′], and [III∗], such that
µ has the Gibbs property for ϕ on G if and only if µ has the Gibbs property for ϕ on F .
We first dispense with a trivial case. We say that G ⊂ L is periodic if there is a periodic
sequence x ∈ X such that every w ∈ G appears somewhere in x.
Proposition 7.1. If (X,ϕ) is such that there is a periodic G ⊂ L satisfying [I] and [II],
then there is F ⊂ L satisfying [I0], [II′], and [III∗].
Proof. Let x ∈ X be periodic such that every w ∈ G appears in x. Let d ∈ N be the least
period of x and let F = {x[1,kd] | k ∈ N}. Then F has [I0] and [III∗] (the second assertion
uses the fact that d is minimal). Let Cp, Cs be given by [II] and put Ep = CpL≤d ∩ L,
Es = L≤dCs ∩ L. Then given any up ∈ Cp, v ∈ G, us ∈ Cs, we note that there are i ∈ [1, d]
and j ∈ (|v| − d, |v|] such that v[i,j] ∈ F , and hence upvus = (upv[1,i))v[i,j](v(j,|v|]us) ∈
EpFEs. Together with the observation that P (Ep, ϕ) = P (Cp, ϕ), P (Es, ϕ) = P (Cs, ϕ), and
I = F \ FF is finite, this establishes [II′]. 
For non-periodic G, the key to producing F satisfying [I0] is the following definition.
Definition 7.2. Given G ⊂ L satisfying [I], we say that (r, c, s) is a synchronising triple
for G if r, s ∈ G, c ∈ L≤τ , and given any r′ ∈ Lr ∩ G and s′ ∈ sL ∩ G, we have r′cs′ ∈ G. In
this case we write Fr,c,s = c(Lr ∩ sL ∩ G).26
r
r1
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P G
s
s1
looooooooooomooooooooooon
P G
ó
r1 c s1
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P G
c rs
ó
loooooooooooomoooooooooooon
P G
c rs
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P Lr X sLX G
looooooooooooomooooooooooooon
P Fr,c,s
Figure 7.1. A synchronising triple (r, c, s) and the collection Fr,c,s it generates.
Theorem 3.1 follows immediately from Proposition 7.1 and the following two results,
which we prove in §7.1 and 7.2, respectively.
Proposition 7.3. Every G ⊂ L satisfying [I] has a synchronising triple (r, c, s), and both
r and s can be chosen to be arbitrarily long. In addition, we have:
26Note that this is not the same thing as defining Fr,c,s to be all words in G that are of the form csxr,
since we allow s and r to overlap.
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(a) If (r, c, s) is any synchronising triple for G, then Fr,c,s satisfies [I0].
(b) If (r, c, s) is any synchronising triple for G, then a measure µ is Gibbs for ϕ on G if
and only if it is Gibbs for ϕ on Fr,c,s.
(c) If G is not periodic, then it has a synchronising triple (r, c, s) with r, s arbitrarily long
and
(7.1) [rcs] ∩ σ−k[rcs] = ∅ for every 1 ≤ k ≤ max{|rc| , |cs|}.
If in addition G satisfies [I′] for some τ ∈ N, then we can take |c| = τ and get gcd{|w| |
w ∈ Fr,c,s} = gcd{|v|+ τ | v ∈ G}.
(d) If G satisfies [IIIa] for some L ∈ N, and (r, c, s) is any synchronising triple satisfying
(7.1) and |r| , |s| ≥ L, then Fr,c,s satisfies [III∗].
Proposition 7.4. Let X be a shift space on a finite alphabet and ϕ ∈ Cβ(X) for some
β > 0. Suppose G ⊂ L(X) satisfies [I], [II], [IIIa], [IIIb]. If (r, c, s) is any synchronising
triple for G satisfying (7.1) and |r| , |s| ≥ L, where L is large enough for both [IIIa] and
[IIIb] to hold, then F = Fr,c,s = c(sL ∩ Lr ∩ G) satisfies [II′]: for I = F \ FF we have
P (I, ϕ) < P (ϕ), and there are Ep, Es ⊂ L such that P (Ep ∪ Es ∪ (L \ EpFEs), ϕ) < P (ϕ).
7.1. Producing a collection of words with free concatenation. In this section we
prove Proposition 7.3. We start by establishing existence of arbitrarily long synchronising
triples in §7.1.1. In §7.1.2 we prove parts (a) and (b). In §7.1.3 we prove part (c). In §7.1.4
we prove (d).
7.1.1. Existence of a synchronising triple. The following lemma mimics the proof from
[Ber88] that specification implies synchronised.
Lemma 7.5. Suppose G satisfies [I]. Then given v, w ∈ G, there are q ∈ vL∩G, p ∈ Lw∩G,
and c ∈ L≤τ such that (p, c, q) is a synchronising triple for G. If in addition G satisfies [I′]
for some τ ∈ N, then (p, c, q) can be chosen so that |c| = τ .
Proof. Define a partial order on G × G by writing (v, w)  (v′, w′) if v ∈ v′L and w ∈ Lw′.
Given v, w ∈ G, let C(w, v) = {c ∈ L≤τ : w′cv′ ∈ G for all (v′, w′) ≺ (v, w)}. It follows
from the definition that C(w¯, v¯) ⊂ C(w, v) whenever (v¯, w¯)  (v, w). By [I], C(w, v) is
nonempty for all v, w ∈ G.27 Since C(w, v) is finite, there is a pair (p, q) ∈ G × G such that
(p, q)  (v, w) and C(w¯, v¯) = C(q, p) for all (v¯, w¯)  (p, q), which implies that (p, c, q) is a
synchronising triple for G. For the claim about the case when G satisfies [I′], it suffices to
replace L≤τ with Lτ in the definition of C(w, v) and then repeat this argument. 
Note that p, q can be taken arbitrarily long by choosing long words v, w in the lemma.
7.1.2. Free concatenation and Gibbs properties. Now we take an arbitrary synchronising
triple (p, c, q) and let F = Fp,c,q = c(Lp ∩ qL ∩ G). Given any v, w ∈ F there are v′, w′ ∈
Lp∩ qL∩ G such that v = cv′, w = cw′, and since (p, c, q) is a synchronising triple we have
v′cw′ ∈ Lp ∩ qL ∩ G as well, so vw = cv′cw′ ∈ F . Thus F satisfies [I0].
For part (b) of Proposition 7.3, we show that a measure µ has the Gibbs property for ϕ
on F if and only if it has the Gibbs property for ϕ on G. Note that the upper bound in
(2.14) is required to hold for all w, so it suffices to check the lower bound.
27This is the only place in the paper where we require the conclusion of [I] for v′ 6= v and w′ 6= w;
everywhere else, it would suffice to only require vuw ∈ G in [I].
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Suppose µ is Gibbs for ϕ on G with constant Q1, and (p, c, q) is a synchronising triple.
Then we have pw ∈ G for each w ∈ Fp,c,q, and in particular
µ[w] ≥ µ[pw] ≥ Q−11 e−|pw|P (ϕ)+ϕˆ(pw) ≥ Q−11 e−|w|P (ϕ)+ϕˆ(w)e−|p|(P (ϕ)+‖ϕ‖),
so µ is Gibbs for ϕ on Fp,c,q. Conversely, if µ is Gibbs for ϕ on Fp,c,q then given w ∈ G
there are u, v ∈ L≤τ such that cquwvp ∈ c(qL ∩ Lp ∩ G) = Fp,c,q, and hence
µ[w] ≥ µ[cquwvp] ≥ Q−11 e−|cquwvp|P (ϕ)+ϕˆ(cquwvp)
≥ Q−11 e−(|cq|+|p|+2τ)(P (ϕ)+‖ϕ‖)e−|w|P (ϕ)+ϕˆ(w),
so µ is Gibbs for ϕ on G. This completes the proof of Proposition 7.3(a)–(b).
7.1.3. A synchronising triple with no long overlaps. Now we prove Proposition 7.3(c). As-
sume that G ⊂ L satisfies [I] and is not periodic; this has the following consequence.28
Lemma 7.6. Suppose G has [I] and is not periodic, and let (p, c, q) be a synchronising
triple for G. Then there is ` ∈ N such that #G`m−|c| ≥ 2m for all m ∈ N.
Proof. Let F = Fp,c,q. First we show that there are v, w ∈ F such that |w| ≥ |v| and
w /∈ vL. Suppose this was false; then we can define x ∈ AN by xi = wi whenever w ∈ F≥i.
This is well-defined since vi = wi whenever v, w ∈ F≥i. Moreover, given v ∈ F we have
vv · · · v ∈ F for arbitrarily long concatenations of v with itself, so xi+k|v| = vi = xi for any
k ≥ 0 and 1 ≤ i ≤ |v|. It follows that x is periodic, and that every v ∈ F appears as a
prefix of x. But then x contains every w ∈ G as well, since as in §7.1.2 there are u, v ∈ L≤τ
such that cquwvp ∈ F .
By the previous paragraph there are v, w ∈ F such that vi 6= wi for some i ≤ min(|v| , |w|).
Let ` = |v| · |w|; let u1 = vv · · · v and u2 = ww · · ·w, where we concatenate |w| copies of
v and |v| copies of w so that ∣∣u1∣∣ = ∣∣u2∣∣ = `. By construction of v, w we have u1 6= u2.
Now for every m ∈ N and y ∈ {1, 2}m, we have uy1 · · ·uym ∈ Fm`. Moreover, different
choices of y yield different words in Fm`, so that #Fm` ≥ 2m. Since F ⊂ cG, we get
#Gm`−|c| ≥ 2m. 
Now let (p, c, q) be a synchronising triple for G with |p| , |q| ≥ L, where L is the constant
from [IIIa]. Let ` be as in Lemma 7.6, and choose α > 0 such that α` log(#A) < log 2,
where we recall that A is the alphabet. There are arbitrarily large m,n ∈ N such that
(7.2) `
α
m+ 2τ + |pcq|
α
≤ `n− |c| < 2m.
Say that a word w ∈ L is k-periodic if
(7.3) wi+k = wi for every 1 ≤ i ≤ |w| − k.
Lemma 7.7. For sufficiently large m,n satisfying (7.2), there are v ∈ G`m−|c| and w ∈
G`n−|c| such that v is not a subword of w, and w is not k-periodic for any 1 ≤ k ≤ α |w|.
28A very similar result is proved in [CT12, Proposition 2.4]; see §6.3 there. Our hypotheses here are
different; neither set of conditions implies the other.
SPECIFICATION AND TOWERS IN SHIFT SPACES 41
Proof. Consider the collection Pα = {w ∈ L | w is k-periodic for some 1 ≤ k ≤ α |w|}. If w
is k-periodic then it is determined by its first k entries, so
(7.4) #PαN ≤
bαNc∑
k=1
(#A)k ≤ (#A)αN
∞∑
j=0
(#A)−j = eα log(#A)N
( #A
#A− 1
)
.
Write γ := (log 2)/`−α log #A and note that γ > 0 by the choice of α. When N = `n− |c|
for some n ∈ N, Lemma 7.6 gives #GN ≥ 2n ≥ 2N/`, and so
(7.5) #GN#PαN
≥
(#A− 1
#A
)
e(log 2)
N
`
−α log(#A)N ≥
(#A− 1
#A
)
eγN .
For n sufficiently large this gives #GN > #PαN , so there is w ∈ GN = G`n−|c| that is not
k-periodic for any 1 ≤ k ≤ α |w|. To put it another way: for every sufficiently large n there
is w ∈ G`n−|c| such that
(7.6) for every 1 ≤ k ≤ α |w| there is 1 ≤ j ≤ |w| − k with wk+j 6= wk.
Now let m,n ∈ N be such that (7.2) is satisfied and (7.6) holds for some w ∈ G`n−|c|.
Note that w contains at most |w| subwords of length `m− |c|, while #G`m−|c| ≥ 2m > |w|
by Lemma 7.6 and (7.2). Thus there is v ∈ G`m−|c| such that w[i,i+|v|) 6= v for every
1 ≤ i ≤ |w| − |v|; that is, v is not a subword of w. 
Let v, w be the words provided by Lemma 7.7. By [I] there are u, u′ ∈ L≤τ such that
r = vup ∈ G and s = qu′w ∈ G. Then (r, c, s) is again a synchronising triple for G; we show
that it satisfies condition (7.1), which can be thought of as forbidding ‘long overlaps’ of rcs
with itself. Suppose that k > 0 is such that there is x ∈ [rcs] ∩ σ−k[rcs]. Then we have
(7.7) x[0,|rcs|) = x[k,k+|rcs|) = rcs = vupcqu′w.
Figure 7.2 illustrates the three possible ranges of k that we must deal with:
(1) 1 ≤ k ≤ |vupcqu′|, so v starts in x before w starts in σk(x);
(2) |vupcqu′| < k < |upcqu′w| = |rcs| − |v|, so v is a subword of w;
(3) k ≥ |upcqu′w| ≥ max(|vupc| , |cqu′w|).
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v u p c q u1 w
v u p c q u1 w
Case 1
Case 2
Case 3
Figure 7.2. Cases 1 and 2 are forbidden by our choice of v, w. Case 3 is permissible.
The first half of (7.2) gives |vupcqu′| ≤ `m+2τ+|pcq| ≤ α(`n−|c|) = α |w|. In particular,
if Case 1 occurs then we have w[1,|w|−k] = w[k+1,|w|] for some k ≤ |vupcqu′| ≤ α |w|, so w
is k-periodic, contradicting Lemma 7.7. Thus Case 1 does not occur. Case 2 is forbidden
since by Lemma 7.7, v does not appear as a subword of w. Thus (7.7) is not satisfied for
any 1 ≤ k ≤ |rcs| − |v|. Since |rc| ≤ |cs| = |rcs| − |r| ≤ |rcs| − |v|, this proves (7.1).
For the final claim in part (c), note that when G satisfies [I′] for some τ ∈ N, Lemma 7.5
gives a synchronising triple (p, c, q) with |c| = τ . As above, this extends to a synchronising
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triple (r, c, s) satisfying (7.1). Let F = {|w| : w ∈ Fr,c,s} ⊂ N and G = {|w| : w ∈ G} ⊂ N.
Clearly F ⊂ |c| + G = τ + G, so gcd(F ) is a multiple of d := gcd(τ + G). On the
other hand, τ + G ⊂ N is closed under addition by [I′], so there is N ∈ N such that
dN ∩ [N,∞) ⊂ τ +G. For every w ∈ G we have csuwvr ∈ Fr,c,s for some u, v ∈ Lτ , and so
F ⊃ τ +G+ (2τ + |r|+ |s|) ⊃ dN ∩ [N + 2τ + |r|+ |s| ,∞), which gives gcd(F ) = d.
7.1.4. Absence of long overlaps implies [III∗]. Now we prove part (d) of Proposition 7.3.
Let (r, c, s) be a synchronising triple for G satisfying (7.1). We show that
F := Fr,c,s = cBr,s = c(sL ∩ Lr ∩ G)
satisfies [III∗] if G satisfies [IIIa]. Note that F satisfies [I0] by part (a).
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Figure 7.3. Establishing [III∗].
Suppose x ∈ X and i ≤ j < k ≤ ` are integers such that x[i,k), x[j,`) ∈ F and there are
a < j and b > k such that x[a,j), x[k,b) ∈ F (see Figure 7.3). We must show that x[j,k) ∈ F .
Let j′ = j − |r| and k′ = k − |r|; then we have
x[j′,j′+|rcs|) = x[k′,k′+|rcs|) = rcs,
so (7.1) gives k − j = k′ − j′ ≥ max(|rc| , |cs|). Thus x[j,j+|c|) = c and x[j+|c|,k) ∈ sL ∩ Lr.
It remains only to show that x[j+|c|,k) ∈ G. For this we observe that x[i,k) ∈ F implies
x[i+|c|,k) ∈ G, and x[j,`) ∈ F implies x[j+|c|,`) ∈ G. Note that i + |c| ≤ j + |c| < k ≤ `, and
that k − j ≥ max(|rc| , |cs|) implies k − (j + |c|) ≥ max(|r| , |s|) ≥ L, so by [IIIa] we have
x[j+|c|,k) ∈ G. It follows that x[j,k) ∈ F , which establishes [III∗] for F . This completes the
proof of Proposition 7.3.
7.2. Construction of Ep and Es. In this section we prove Proposition 7.4, modulo a few
lemmas that are proved in §7.3.1. The argument here uses ideas similar to those in the
proof of Lemma 5.10, but is more complicated.
Suppose G satisfies [I], [II], [IIIa], [IIIb] and let r, c, s be a synchronising triple satisfying
(7.1) and such that |r| , |s| ≥ L, where L is large enough for both [IIIa] and [IIIb] to hold.
Let F = Fr,c,s and I = F\FF ; we must prove that P (I, ϕ) < P (ϕ) and produce Ep, Es ⊂ L
such that
(7.8) P (Ep ∪ Es ∪ (L \ EpFEs), ϕ) < P (ϕ).
To this end, given w ∈ G, consider the set of times where the synchronising triple appears
in a ‘good’ position relative to the start of the word:
(7.9) G−s (w) := {i ∈ [|r| , |w| − |cs|] | w[1,i] ∈ G and w(i−|r|,i+|cs|] = rcs}.
Let S(w) = {i ∈ G−s (w) | w(i+|c|,|w|] ∈ G} be the set of such times that are also ‘good’
relative to the end of the word. Then consider the collection
E := {w ∈ G | S(w) = ∅}.
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Note that F ⊂ cG, and if cw ∈ F has S(w) 6= ∅, then for i ∈ S(w) we have
w[1,i] ∈ G, w(i−|r|,i+|cs|] = rcs, w(i+|c|,|w|] ∈ G ⇒ cw = cw[1,i]cw(i+|c|,|w|] ∈ FF ;
this shows that I = F \ FF ⊂ cE , so P (I, ϕ) ≤ P (E , ϕ) by Lemma 4.4.
Let Ep := CpE and Es := ECs. We must describe L \ EpFEs. By [IIIa] and (7.1), given
w ∈ G and i, j ∈ S(w), we have w(i,j] ∈ F . Given v ∈ CpGCs we write v = upwus for
up ∈ Cp, w ∈ G, and us ∈ Cs. Then we have the following trichotomy: either
• #S(w) = 0, so w ∈ E and v ∈ CpECs = CpEs; or
• #S(w) = 1, so w ∈ EE and v ∈ CpEECs = EpEs; or
• #S(w) > 1, in which case we take i = minS(w) and j = maxS(w) to obtain w[1,i] ∈
E , w(i,j] ∈ F , and w(j,|w|] ∈ E . In particular, this gives v ∈ CpEFECs ⊂ EpFEs.
We conclude that L \ EpFEs ⊂ CpEs ∪ EpEs ∪ (L \ CpGCs), so Lemma 4.4 gives
P (Ep ∪ Es ∪ (L \ EpFEs), ϕ) ≤ max{P (E , ϕ), P (Cp, ϕ), P (Cs, ϕ)}.
By [II] and the fact that P (I, ϕ) ≤ P (E , ϕ), we see that in order to prove [II′] it suffices
to show that P (E , ϕ) < P (ϕ).
As in (4.16), let G+ := {w[1,i] | w ∈ G, 1 ≤ i ≤ |w|}, and similarly G− := {w[i,|w|] | w ∈
G, 1 ≤ i ≤ |w|}. The following lemma (proved in §7.3.1) says that with very few exceptions,
words in G+ admit a decomposition with no prefix, and words in G− admit a decomposition
with no suffix. In the proof, and below, we will use the collection
(7.10) C := Cp ∪ Cs ∪ (L \ CpGCs).
Lemma 7.8. If G satisfies [I], [II], and [IIIa] with some Cp, Cs ⊂ L, then P (G+ \
(GCs), ϕ) < P (ϕ), and similarly P (G− \ (CpG), ϕ) < P (ϕ). In particular, there are ξ > 0
and Q7 > 0 such that for every n ∈ N we have
(7.11)
Λn(G+ \ (GCs), ϕ) ≤ Q7en(P (ϕ)−ξ),
Λn(G− \ (CpG), ϕ) ≤ Q7en(P (ϕ)−ξ).
w P G r c s
i |c| P Gs pwq
GMs pwq Q i
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Figure 7.4. Candidates for good occurrences of (r, c, s).
Given w ∈ G+, define G−s (w) as in (7.9). For M ∈ N and w ∈ G+, let
GMs (w) := {i ∈ [|rc| , |w| − |s|] | i− |c| ∈ G−s (w) and w(i,i+M ] ∈ G},
as illustrated in Figure 7.4. The indices i ∈ GMs (w) are ‘candidates’ for good occurrences
of the synchronising triple (r, c, s). Note that here i represents the position where s starts,
rather than the position where r ends; this differs from our convention with G−s (w) but
will be more convenient in what follows. To guarantee that an index i ∈ GMs (w) represents
a genuinely good occurrence (that is, i − |c| ∈ S(w)), we will eventually need the added
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property that there is no long obstruction beginning at i; that is, w(i,i′] /∈ Cp for any
i′ ≥ i+M −L. By Lemma 7.8 this will (typically) guarantee existence of j ∈ (i, i+M −L]
such that w(j,|w|] ∈ G; this in turn will allow us to apply [IIIb] and deduce that w(i,|w|] ∈ G
and hence i− |c| ∈ S(w).
¤ τ
v
w P HMs pvqr c s
GMs pwq Q i
P G
hkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkj
P GM
looooooooooomooooooooooon
R C
hkkkkkkkkkkkkkkikkkkkkkkkkkkkkj
L
Figure 7.5. Obtaining i ∈ S(w) from i ∈ GMs (w).
To show that nearly every word w has indices in GMs (w), we will work left to right,
estimating the probability that the synchronising word appears soon in a good position,
conditioned on the symbols we have seen so far. For each v ∈ G, let H+(v) := G+ ∩ vL and
consider the following collection, illustrated in Figure 7.5:
HMs (v) := {w ∈ H+(v) | there is i ∈ [|v|+ |rc| , |v|+ |rc|+ τ ] ∩GMs (w)
such that w(i,i′] /∈ C for any i′ ∈ [i+M − L, |w|]},
Here C is as in (7.10). The following is proved in §7.3.2 and is the source of the exponential
decay that we eventually obtain.
Lemma 7.9. There is γ > 0 such that there are arbitrarily large values of M ∈ N such
that the following holds for every v ∈ G and n ≥ |v|+ τ + |rc|+M :
(7.12) Λn(HMs (v), ϕ) ≥ γΛn(H+(v), ϕ).
In order to apply Lemma 7.9, we need to show that for w ∈ G+, we have w[1,i] ∈ G
‘often enough’. Thanks to Lemma 7.8, we can do this by controlling how many words can
have long segments covered by a small number of words in C. To this end, given δ, β > 0,
consider the collection
Cˆβ,δ := {w ∈ L | there are {(ia, i′a] ⊂ [1, |w|]}Ba=1 with B ≤ 2bβ |w|c
such that w(ia,i′a] ∈ C and #
⋃B
a=1(ia, i′a] ≥ 2δ |w|}
of words for which at least 2δ of the length of the word can be covered by a small (≤ 2bβ |w|c)
number of subwords lying in C. When β  δ, the following estimate (proved in §7.3.3) shows
that Cˆβ,δ has small pressure, and gives a concrete estimate on the partition sum.
Lemma 7.10. For every δ > 0 there is β > 0 such that P (Cˆβ,δ, ϕ) < P (ϕ). In particular,
there are Q8 > 0 and θ < 1 such that
(7.13) Λn(Cˆβ,δ, ϕ) ≤ Q8θnenP (ϕ)
for every n ∈ N. Moreover, because Cˆβ′,δ ⊂ Cˆβ,δ for every 0 < β′ < β, (7.13) remains true
if β is replaced with any smaller positive number.
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Let δ = 1/8, and let β > 0 be such that Lemma 7.10 holds. Choose an integer M ≥
max(β−1, 2(|rc|+τ)) such that Lemma 7.9 holds and such that writing T = 2(M+ |rc|+τ),
the quantity ζ := (max(θ, e−ξ))T satisfies29
(7.14) Q2(Q7 +Q8)ζ(1− θ)−1(1− ζ)−1 < γ.
Observe our choice of M guarantees that 12T < β and that T ≤ 3M ; we will use this in
Lemma 7.11 below. For every k ∈ N and m ≥ kT , Lemmas 7.8 and 7.10 give
(7.15)
Λm(G+ \ (GCs), ϕ) ≤ Q7ζkemP (ϕ),
Λm(Cˆβ,δ, ϕ) ≤ Q8ζkemP (ϕ).
Consider the intervals Ij := (jT, (j + 12)T ] for j ∈ N, and write
(7.16) Ak := {w ∈ G+ | for all 0 ≤ j < k and i ∈ Ij ∩GMs (w),
there is i′ ∈ [i+M − L, |w|] such that w(i,i′] ∈ C}
for the set of words which avoid genuinely good occurrences of (r, c, s) in the first k intervals
Ij ; in particular, any candidate good occurrence within these intervals is ‘ruined’ sometime
before the end of w by a long obstruction from C. Note that Ak+1 ⊂ Ak, and that if
v ∈ Ak and |v| ≥ kT , then H+(v) ⊂ Ak. On the other hand, there may be w ∈ Ak with
w[1,kT ] /∈ Ak.
Our goal is to relate Λn(Ak+1, ϕ) and Λn(Ak, ϕ). We do this by decomposing (most of)
Ak into collections H+(v) where v ∈ G, and then applying Lemma 7.9. Given k ∈ N, write
(7.17)
mk := (k + 12)T − (τ + |rc|),
Zk := {v ∈ G | |v| ∈ [kT,mk], v[1,kT ] ∈ Ak, v[1,i] /∈ G for any kT ≤ i < |v|}.
We will use the following observations.
(1) The collections {H+(v) | v ∈ Zk} are disjoint; no word in Zk is a prefix of any other.
Indeed, given v′ ∈ Zk and v ∈ v′L ∩ G with v 6= v′, we have kT ≤ |v′| < |v| and
v[1,|v′|] = v′ ∈ G, so v /∈ Zk.
(2) Given v ∈ Zk and n ≥ (k + 1)T , we have HMs (v)n ⊂ H+n (v) \ Ak+1. To see this,
observe that HMs (v) ⊂ H+(v) by definition, and that moreover any w ∈ HMs (v) has
some i ∈ GMs (w) such that
• i ∈ [|v|+ |rc| , |v|+ |rc|+ τ ] ⊂ Ik (this last inclusion motivates our choice of mk),
and
• w(i,i′] /∈ C for any i′ ∈ [i+M − L, |w|].
The existence of such an i guarantees that w /∈ Ak+1.
The following lemma, proved in §7.3.4, relates Ak to ⊔v∈Zk H+(v) up to a small term whose
partition sum is well controlled by Lemmas 7.8 and 7.10.
Lemma 7.11. For every k ≥ 0 and n ≥ mk, we have
(7.18)
⊔
v∈Zk
H+n (v) ⊂ Akn ⊂
( ⊔
v∈Zk
H+n (v)
)
∪ Ykn,
29Recall that ξ, γ, θ are provided by Lemmas 7.8, 7.9, and 7.10, respectively. Note that in Lemma 7.9, γ
is independent of the choice of M .
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where
Ykn := (G+ \ (GCs))mkLn−mk ∪
( k−1⋃
j=0
n⋃
`=kT
AjjT Cˆβ,δ`−jTLn−`
)
.
Moreover, Yk := ⋃n∈N Ykn satisfies the bound (with θ, ζ as in (7.13)–(7.15))
(7.19) Λn(Yk, ϕ) ≤ Q2 · Q7 +Q81− θ
k−1∑
j=0
ΛjT (Aj , ϕ)ζk−je(n−jT )P (ϕ).
Now we estimate Λn(Ak, ϕ). Given v ∈ Zk and n ≥ (k + 1)T , we recall from above that
HMs (v)n ⊂ H+n (v) \ Ak+1n , and so Lemma 7.9 gives
(7.20) Λn(H+(v) ∩ Ak+1, ϕ) ≤ Λn(H+(v) \ HMs (v), ϕ) ≤ (1− γ)Λn(H+(v), ϕ).
Summing over v ∈ Zk and using Ak+1 ⊂ Ak together with the second half in (7.18) gives
(7.21) Λn(Ak+1, ϕ) ≤
( ∑
v∈Zk
Λn(H+(v) ∩ Ak+1, ϕ)
)
+ Λn(Yk, ϕ).
Using the first inclusion in (7.18) together with (7.20) gives∑
v∈Zk
Λn(H+(v) ∩ Ak+1, ϕ) ≤
∑
v∈Zk
(1− γ)Λn(H+(v), ϕ) ≤ (1− γ)Λn(Ak, ϕ),
and so from (7.21) we obtain
(7.22) Λn(Ak+1, ϕ) ≤ (1− γ)Λn(Ak, ϕ) + Λn(Yk, ϕ).
Let ak := supn≥kT Λn(Ak, ϕ)e−nP (ϕ) so that Λn(Ak, ϕ) ≤ akenP (ϕ) for all n ≥ kT . Lemma
4.5 gives ak ≤ a0 ≤ Q2; we will prove that ak ≤ Q2ηk for some η < 1. Write (7.19) as
Λn(Yk, ϕ) ≤ Q2Q7 +Q81− θ
k−1∑
j=0
ajζ
k−jenP (ϕ),
and multiply both sides of (7.22) by e−nP (ϕ) to get
(7.23) ak+1 ≤ (1− γ)ak +Q2Q7 +Q81− θ
k−1∑
j=0
ajζ
k−j .
Rewriting (7.14) as (1− γ) +Q2(Q7 +Q8)ζ(1− θ)−1(1− ζ)−1 < 1, choose η < 1 such that
(7.24) (1− γ)η−1 +Q2Q7 +Q81− θ ·
ζ
η(η − ζ) < 1.
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Let bk = akη−k and observe that b0 = a0 ≤ Q2. Suppose that k is such that bj ≤ Q2 for
every 0 ≤ j ≤ k. Then (7.23) gives
bk+1 = ak+1η−(k+1) ≤ (1− γ)akη−(k+1) +Q2Q7 +Q81− θ η
−(k+1)
k−1∑
j=0
bjη
jζk−j
≤ (1− γ)bkη−1 +Q2Q7 +Q81− θ ·
1
η
k−1∑
j=0
Q2
(
ζ
η
)k−j
≤ Q2
(
(1− γ)η−1 +Q2Q7 +Q81− θ ·
1
η
·
ζ
η
1− ζη
)
< Q2,
where the final inequality uses (7.24). It follows by induction that bk ≤ Q2 for every k ∈ N,
and thus ak ≤ Q2ηk for every k. In particular, this gives
(7.25) Λn(Ak, ϕ) ≤ Q2ηkenP (ϕ) for every 0 ≤ kT ≤ n.
It remains to relate En to Akn. Given n ∈ N large, choose kn ∈ [ n3T , n2T ] ∩ N. We claim that
(7.26) En ⊂ Aknn ∪
( knT⋃
m=0
Lm(G− \ CpG)n−m
)
.
Indeed, given w ∈ Gn, suppose that w is not contained in the right-hand side of (7.26); that
is, w /∈ Aknn and w(m,|w|] ∈ CpG for every 0 ≤ m ≤ knT . Then by the definition of Aknn ,
there are j < kn and i ∈ GMs (w) ∩ Ij such that w(i,i′] /∈ C for any i′ ≥ i + M − L. Since
w(i,|w|] ∈ CG, this implies that there is ` ∈ [i, i + M − L] such that w(`,|w|] ∈ G. Applying
[IIIb] to w(i,i+M ] and w(`,|w|], we conclude that w(i,|w|] ∈ G, and hence i− |c| ∈ S(w).30 In
particular, this proves that S(w) 6= ∅, so w /∈ En, establishing (7.26).
Using (7.26) together with (7.11) and (7.25), we now have the estimate
Λn(E , ϕ) ≤ Λn(Akn , ϕ) +
knT∑
m=0
Λm(L, ϕ)Λn−m(G− \ CpG, ϕ)
≤ Q2ηknenP (ϕ) +
knT∑
m=0
Q2e
mP (ϕ)Q7e
(n−m)(P (ϕ)−ξ)
≤ Q2enP (ϕ)
(
η
n
3T +Q7
∞∑
`=n−knT
e−`ξ
)
≤ Q2enP (ϕ)
(
η
n
3T +Q7(1− e−ξ)−1e−n2 ξ
)
.
Taking logs, dividing by n, and sending n→∞ gives
P (E , ϕ) ≤ P (ϕ) + max( 13T log η,− ξ2) < P (ϕ).
This completes the proof of Proposition 7.4, and hence of Theorem 3.1, modulo the proofs
of Lemmas 7.8–7.11, which we give in the next section.
7.3. Proofs of Lemmas 7.8–7.11.
30This is the only place in the paper where we use [IIIb].
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7.3.1. Proof of Lemma 7.8. We prove the lemma for G+ \GCs; the other claim follows from
a symmetric argument. It suffices to show that P (G+ \ GCs, ϕ) < P (ϕ), which we do by
finding R,S ⊂ L and c ∈ N with G+≥c \ GCs ⊂ R ∪ S, proving that P (R, ϕ) < P (ϕ) and
P (S, ϕ) < P (ϕ), and applying (2.4).
Fix ε > 0 small enough that P (C, ϕ) + ε < P (ϕ), so there is C > 0 with
(7.27) Λn(C, ϕ) ≤ Cen(P (ϕ)−ε) for every n ∈ N.
Then fix α > 0 such that α(P (ϕ) + ‖ϕ‖) < ε. Let N,Q3, n0 be as in Lemma 4.5, so
that given any n ≥ c := τ + dn0/αe we can choose mn ∈ [αn − τ − N,αn − τ ] for which
Λmn(G, ϕ) ≥ Q3emnP (ϕ). Note that mn + τ ≤ αn and 1nmn → α.
Given w ∈ G+≥c, let x ∈ L be such that wx ∈ G. For every v ∈ G, it follows from [I]
that there is u = u(v, w) ∈ L≤τ such that vuwx ∈ G. From now on we will consider x as a
function of w, and u as a function of w, v. Consider the collection R ⊂ G+≥c given by
R := {w ∈ G+≥c | for all v ∈ Gm|w| there is 1 ≤ k ≤ |w| such that vu(w[1,k]) ∈ C}.
In particular, for every n ≥ c and w ∈ G+n \ R, there are v ∈ Gmn and u ∈ L≤τ such that
vuw ∈ G+ and vu(w[1,k]) /∈ C for every 1 ≤ k ≤ |w|. We will consider v, u as functions of w
whenever w ∈ G+ \ R. Let
S := {w ∈ G+≥c \ R | |w| ≥ L and there is 1 ≤ j ≤ |vu|+ L such that (vuw)(j,|vuw|] ∈ C}.
We will demonstrate below that P (R ∪ S, ϕ) < P (ϕ). First we observe that if w ∈ G+≥c \
(R ∪ S), then we have vuw /∈ C and hence vuw ∈ CpGCs, so that in particular there are
1 ≤ i ≤ j ≤ |vuw| such that
(vuw)[1,i] ∈ Cp, (vuw)(i,j] ∈ G, (vuw)(j,|vuw|] ∈ Cs.
By the choice of v and u, we have i ≤ |vu|, and by the definition of S, we have j > |vu|+L.
In particular, writing ` = j − |vu|, we see that w(`,|w|] = (vuw)(j,|vuw|] ∈ Cs, and also w[1,`]
is the intersection of the two words (vuwx)(i,j] ∈ G and (vuwx)(|vu|,|vuwx|] = wx ∈ G. Since
` ≥ L this gives w[1,`] ∈ G (by [IIIa]) and thus w ∈ GCs.
Having proved that G+≥c \ GCs ⊂ R∪ S, it remains to estimate P (R, ϕ) and P (S, ϕ). To
estimate Λn(R, ϕ), we will estimate the partition sum of the collection {vuw | v ∈ Gmn , w ∈
Rn} in two different ways. First, note that every such vuw has length between n+mn and
n+mn + τ , so along the same lines as in the proof of Lemma 4.5, we have
(7.28)
∑
v∈Gmn
∑
w∈Rn
eϕˆ(vuw) ≥
∑
v∈Gmn
∑
w∈Rn
eϕˆ(v)eϕˆ(w)e−(τ‖ϕ‖+|ϕ|d)
≥ e−(τ‖ϕ‖+|ϕ|d)Λmn(G, ϕ)Λn(R, ϕ) ≥ e−(τ‖ϕ‖+|ϕ|d)Q3emnP (ϕ)Λn(R, ϕ).
On the other hand, for v ∈ Gmn and w ∈ Rn, we have vuw ∈ Cmn+|u|+kLn−k for some
1 ≤ k ≤ n, and thus as in (4.7),
(7.29)
∑
v∈Gmn
∑
w∈Rn
eϕˆ(vuw) ≤
n∑
k=1
τ∑
t=0
∑
x∈Cmn+t+k
∑
y∈Ln−k
eϕˆ(x)eϕˆ(y)
≤
n∑
k=1
τ∑
t=0
Ce(mn+t+k)(P (ϕ)−ε)Q2e(n−k)P (ϕ).
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Observe that for every 1 ≤ k ≤ n and 0 ≤ t ≤ τ we have
(n− k)P (ϕ) + (mn + t+ k)(P (ϕ)− ε)
= (n+mn + t)P (ϕ)− (mn + t+ k)ε ≤ (n+mn + τ)P (ϕ)−mnε
and so (7.29) gives∑
v∈Gmn
∑
w∈Rn
eϕˆ(vuw) ≤ n(τ + 1)Q2Ce(n+mn+τ)P (ϕ)e−mnε,
which together with (7.28) gives
Λn(R, ϕ) ≤ eτ‖ϕ‖+|ϕ|dQ−13 e−mnP (ϕ)n(τ + 1)Q2Ce(n+mn+τ)P (ϕ)e−mnε
≤ eτ‖ϕ‖+|ϕ|dQ−13 n(τ + 1)Q2Ce(n+τ)P (ϕ)e−mnε,
and we conclude that P (R, ϕ) ≤ P (ϕ)− αε < P (ϕ).
Now we consider Λn(S, ϕ). For every w ∈ Sn we have v ∈ Gmn and u ∈ Lt for some t ≤ τ
such that vuw ∈ LjC|vuw|−j for some j ≤ |vu|+ L. This gives
(7.30) Λn(S, ϕ) =
∑
w∈Sn
eϕˆ(w) ≤
∑
w∈Sn
e(τ+mn)‖ϕ‖+|ϕ|deϕˆ(vuw)
≤ eαn‖ϕ‖+|ϕ|d
τ∑
t=0
mn+t+L∑
j=1
Λj(L, ϕ)Λmn+t+n−j(C, ϕ).
For each choice of t, j we get
Λj(L, ϕ)Λmn+t+n−j(C, ϕ) ≤ Q2ejP (ϕ)Ce(mn+t+n−j)(P (ϕ)−ε)
= Q2Ce(mn+t)P (ϕ)enP (ϕ)e−ε(n+mn+t−j) ≤ Q2CeαnP (ϕ)enP (ϕ)e−ε`
where ` = n+mn + t− j ≥ n− L, and so
mn+t+L∑
j=1
Λj(L, ϕ)Λmn+t+n−j(C, ϕ) ≤ Q2CeαnP (ϕ)enP (ϕ)e−ε(n−L)(1− e−ε)−1.
Together with (7.30), this gives
Λn(S, ϕ) ≤ eαn(P (ϕ)+‖ϕ‖)e|ϕ|dQ2CenP (ϕ)(τ + 1)e−ε(n−L)(1− e−ε)−1,
and we conclude that P (S, ϕ) ≤ P (ϕ)+α(P (ϕ)+‖ϕ‖)−ε < P (ϕ), where the last inequality
uses our choice of α. This proves Lemma 7.8.
7.3.2. Proof of Lemma 7.9. We first describe the values of M that we will use, then give
a computation that proves (7.12) (and shows that γ is independent of M). By Lemma 4.5
there are arbitrarily large values of ` such that Λ`(G, ϕ) ≥ Q3e`P (ϕ). Given such an `, define
pi : G` →
⊔τ
i=0 sL ∩ G|s|+`+i using [I] by pi(w) = suw where u = u(w) ∈ L≤τ , and s is from
the synchronising triple. Then we have
τ∑
i=0
Λ|s|+`+i(sL ∩ G, ϕ) ≥
∑
w∈G`
eϕˆ(suw) ≥
∑
w∈G`
eϕˆ(su)eϕˆ(w)e−|ϕ|d
≥ e−(|s|+τ)‖ϕ‖−|ϕ|dΛ`(G, ϕ),
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so in particular there is M ∈ [|s|+ `, |s|+ `+ τ ] such that
ΛM (sL ∩ G, ϕ) ≥ (τ + 1)−1e−(|s|+τ)‖ϕ‖−|ϕ|dQ3e`P (ϕ)
≥ (τ + 1)−1e−(|s|+τ)(‖ϕ‖+P (ϕ))−|ϕ|dQ3eMP (ϕ).
Putting Q9 = (τ + 1)−1e−(|s|+τ)(‖ϕ‖+P (ϕ))−|ϕ|dQ3, we will use this in the form
(7.31) ΛM (sL ∩ G, ϕ) ≥ Q9eMP (ϕ).
Note that M can be taken arbitrarily large, and that Q9 only depends on Q3, τ, |s| , ϕ.
Now we fix v ∈ G and n ≥ |v| + τ + |rc| + M . By [I] there is p ∈ L≤τ such that
vpr ∈ G. Write i = |vprc| and m = n− i ≥M . For any s′ ∈ sL ∩ GM and w ∈ H+m(s′), the
synchronising property of (r, c, s) gives
vprcw ∈ H˜Ms (v, i) := {x ∈ H+n (vprc) | i ∈ GMs (x)};
that is, i represents a ‘candidate’ good occurrence of the synchronising triple in vprcw. We
first estimate how many such words vprcw there are, and then show that in most of them,
i must be a genuinely good occurrence; that is, there is typically not a long subword in C
beginning in position i. To start, Proposition 4.6 gives
(7.32) Λm(H+(s′), ϕ) ≥ Q−14 e(m−M)P (ϕ)eϕˆ(s
′)
so we have
Λn(H˜Ms (v, i), ϕ) ≥
∑
s′∈sL∩GM
∑
w∈H+m(s′)
eϕˆ(vprcw) ≥
∑
s′∈sL∩GM
∑
w∈H+m(s′)
eϕˆ(vprc)eϕˆ(w)e−|ϕ|d
≥ eϕˆ(v)−|prc|‖ϕ‖−2|ϕ|d
∑
s′∈sL∩GM
Λm(H+(s′), ϕ).
Using the bounds from (7.31) and (7.32), we get∑
s′∈sL∩GM
Λm(H+(s′), ϕ) ≥
∑
s′∈sL∩GM
Q−14 e
(m−M)P (ϕ)eϕˆ(s
′)
≥ Q−14 e(m−M)P (ϕ)ΛM (sL ∩ G, ϕ) ≥ Q−14 emP (ϕ)Q9,
which gives
(7.33) Λn(H˜Ms (v, i), ϕ) ≥ eϕˆ(v)emP (ϕ)e−|prc|‖ϕ‖−2|ϕ|dQ−14 Q9.
The upper bound in Proposition 4.6 gives
(7.34) Λn(H+(v), ϕ) ≤ Q4e(n−|v|)P (ϕ)eϕˆ(v) ≤ Q4e(τ+|rc|)P (ϕ)emP (ϕ)eϕˆ(v);
together with (7.33) this gives
(7.35) Λn(H˜Ms (v, i), ϕ) ≥ 2γΛn(H+(v), ϕ)
for γ = 12e−(τ+|rc|)(P (ϕ)+‖ϕ‖)−2|ϕ|dQ
−2
4 Q9. Applying Proposition 4.6 again gives
(7.36) Λn(H+(v), ϕ) ≥ Q−14 e(n−|v|)P (ϕ)eϕˆ(v) ≥ Q−14 emP (ϕ)e|rc|P (ϕ)eϕˆ(v).
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We must exclude those words x ∈ H˜Ms (v, i) for which x(i,i′] ∈ C for some i′ ∈ [i+M −L, n].
Let B(v, i) be the set of such x; note that B(v, i) ⊂ ⋃ni′=i+M−L vprcCi′−iLn−i′ , so taking
C, ε > 0 such that Λk(C, ϕ) ≤ Cek(P (ϕ)−ε) for all k ∈ N, we have
Λn(B(v, i), ϕ) ≤
n∑
i′=i+M−L
eϕˆ(vprc)Λi′−i(C, ϕ)Λn−i′(L, ϕ)
≤ eϕˆ(v)eτ‖ϕ‖+ϕˆ(rc)
n∑
i′=i+M−L
Ce(i
′−i)(P (ϕ)−ε)Q2e(n−i
′)P (ϕ)
≤ eϕˆ(v)eτ‖ϕ‖+ϕˆ(rc)e(n−i)P (ϕ)CQ2e−(M−L)ε(1− e−ε)−1.
Since e(n−i)P (ϕ) = emP (ϕ), by (7.36) we can take M large enough that for every n and v we
get Λn(B(v, i)) ≤ γΛn(H+(v), ϕ); together with (7.35) this shows that
Λn(H˜Ms (v, i) \ B(v, i), ϕ) ≥ γΛn(H+(v), ϕ).
Finally, H˜Ms (v, i) \ B(v, i) ⊂ HMs (v), completing the proof of Lemma 7.9.
7.3.3. Proof of Lemma 7.10. Given β, δ > 0 and w ∈ Cˆβ,δn , let ia, i′a be as in the definition
of Cˆβ,δ for a = 1, . . . , B ≤ 2bβnc. Write Ia = (ia, i′a]∩N and observe that if some i ∈ [1, |w|]
is contained in Ia for three distinct choices of a, then one of the corresponding intervals Ia
is contained in the union of the other two, and hence can be removed from the collection
without changing ⋃a Ia. Thus without loss of generality we may assume that every i ∈
[1, |w|] is contained in at most two of the Ia, and by re-indexing if necessary, we have
i1 < i
′
1 ≤ i3 < i′3 ≤ · · · , i2 < i′2 ≤ i4 < i′4 ≤ · · · .
Either ∑a even(i′a − ia) ≥ δn or ∑a odd(i′a − ia) ≥ δn. Write jb, j′b for the indices in the
larger sum, so b = 1, . . . , B′ where B′ ≤ bβnc (since B ≤ 2bβnc). We see that w ∈
Lj1Cj′1−j1Lj2−j′1Cj′2−j2 · · · Cj′b−jbLn−j′b ; in particular,
Cˆβ,δn ⊂
bβnc⋃
B′=1
⋃
~j,~j′
Lj1Cj′1−j1Lj2−j′1Cj′2−j2 · · · Cj′b−jbLn−j′b ,
where the inner union is over all sequences 0 ≤ j1 < j′1 ≤ j2 · · · ≤ j′B′ ≤ n such that∑
b(j′b − jb) ≥ δn. Assume that β < 12 , so 2B′ ≤ 2bβnc ≤ n; then the number of such
sequences is at most31
(2(n+1)
2B′
) ≤ (2n+22bβnc) ≤ 4( 2n2bβnc) ≤ 8neh(β)2n, where we use Lemma 5.11.
For each such sequence we can write `(~j,~j′) = ∑b(j′b − jb) ≥ δn and use (4.7), Lemma 4.5,
and (7.27) to get
Λn(Lj1Cj′1−j1Lj2−j′1Cj′2−j2 · · · Cj′b−jbLn−j′b , ϕ)
≤ QB′+12 e(n−`(~j,~j
′))P (ϕ)CB
′
e`(
~j,~j′)(P (ϕ)−ε) ≤ Q2(Q2C)βnenP (ϕ)e−δεn,
31The factor of 2 in the top half comes since we allow j′b = jb+1; to associate each such sequence to a
strictly increasing sequence we can duplicate each of the numbers 0, 1, . . . , n.
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where C, ε depend on C, but not on ~j or ~j′. Summing over all choices of B′ and of ~j,~j′ gives
Λn(Cˆβ,δ, ϕ) ≤ 8βn2eh(β)2nQ2e(log(Q2C))βnenP (ϕ)e−δεn,
and we conclude that
P (Cˆβ,δ, ϕ) ≤ 2h(β) + β log(Q2C) + P (ϕ)− δε.
For small enough β this is < P (ϕ), which proves Lemma 7.10.
7.3.4. Proof of Lemma 7.11. First we prove the inclusions in (7.18), then we prove the
estimate in (7.19). For the first inclusion in (7.18), if v ∈ Zk and w ∈ H+(v), then
w[1,kT ] = v[1,kT ] ∈ Ak by the definition of Zk, so w ∈ Ak.
The second inclusion requires more work. Let mk be as in (7.17), and let w ∈ Akn. If
w[1,mk] /∈ GCs, then w ∈ Yk, so we may assume that w[1,mk] ∈ GCs. Thus there is i ∈ [1,mk]
such that w[1,i] ∈ G and w(i,mk] ∈ Cs ⊂ C. Let k′ = bi/T c, so that 0 ≤ k′ ≤ k, and let j ≤ k′
be maximal such that w[1,jT ] ∈ Aj .
First suppose that k′ = k. Thus i ≥ kT , and so taking i′ ≥ kT to be minimal such that
v := w[1,i′] ∈ G, we see that v ∈ Zk and w ∈ H+(v). So we move on to the case k′ < k.
Lemma 7.12. Suppose w ∈ Ak, 0 ≤ k′ < k, and i ∈ [k′T, (k′+1)T ) are such that w[1,i] ∈ G
and w(i,mk] ∈ C, and j ≤ k′ is maximal such that w[1,jT ] ∈ Aj. Then there is ` ∈ [k′T, |w|]
such that (jT, `] contains B = k′ − j intervals {(ia, i′a]}Ba=1 such that
(7.37) w(ia,i′a] ∈ C for every a, and #
⋃B
a=1(ia, i′a] ≥ 12(`− jT ).
Proof. If j = k′ then taking ` = k′T suffices. So assume j < k′. Given 1 ≤ a ≤ B = k′ − j,
we have w[1,(j+a)T ] /∈ Aj+a by maximality of j. Thus there are ja < j + a and ia ∈ Ija =
(jaT, (ja + 12)T ] such that w(ia,i′] /∈ C for all i′ ∈ [ia + M − L, (j + a)T ]. Note that j ≤ ja
because w[1,jT ] ∈ Aj , and so jT < ia ≤ (ja + 12)T ≤ (j + a− 12)T .
On the other hand, w ∈ Ak and so for each a there is i′a ∈ [ia + M − L, |w|] such that
w(ia,i′a] ∈ C. By the previous paragraph we must have i′a > (j + a)T . Let ` = maxa i′a.
Because ia ≤ k′T for all a = 1, . . . , B, we have
B⋃
a=1
(ia, i′a] ⊃
( B⋃
a=1
(
(j + a− 12)T, (j + a)T
]) ∪ (k′T, `],
which proves (7.37). 
Let ` be given by Lemma 7.12. If ` ≥ kT then we have w ∈ Yk, since w(jT,`] ∈ Cˆβ,δ for
δ = 18 and β ≥ 12T , by the estimate B = k′ − j ≤ 1T (`− jT ).
Now consider the case ` < kT ; we claim that in this case we have w(jT,mk] ∈ Cˆβ,δ. Put
i0 = i and i′0 = mk; consider the collection of intervals {(ia, i′a]}Ba=0 ⊂ (jT,mk]. Note that
B + 1 = k′ − j + 1 ≤ k − j ≤ 1T (mk − jT ).
It remains to show that #⋃Ba=0(ia, i′a] ≥ 14(mk − jT ). From (7.37) we observe that
#⋃Ba=1(ia, i′a] ≥ 12(` − jT ). Moveover, this union is contained in (jT, `], so writing `′ =
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max(i, `), we use the general inequality w+xy+z ≥ min(wy , xz ) to get
(7.38) #
⋃B
a=0(ia, i′a]
mk − jT =
(#⋃Ba=1(ia, i′a]) + #(`′,mk]
(`− jT ) + (mk − `) ≥ min
(1
2 ,
mk − `′
mk − `
)
.
Since i < (k′+1)T , ` ≥ k′T , we get `′ = max(i, `) ≤ `+T , so `′− ` ≤ T . Recall from (7.17)
that mk = kT + T2 − (τ + |rc|); since i < (k′ + 1)T ≤ kT (using k′ < k) and ` < kT , we get
`′ < kT and hence mk − `′ ≥ T2 − (τ + |rc|) = M ≥ T3 , where we use the bound following
(7.14) to get T ≤ 3M . Thus (7.38) gives
mk − `′
mk − ` =
mk − `′
(mk − `′) + (`′ − `) =
1
1 + `′−`mk−`′
≥ 1
1 + TT/3
= 14 .
This proves that w(jT,mk] ∈ Cˆβ,δ and completes the proof of (7.18).
To complete the proof of Lemma 7.11 we must prove the estimate in (7.19). We do this
using (4.7), Lemma 4.5, and (7.15) to get
Λn((G+ \ (GCs))mkLn−mk , ϕ) ≤ Q7ζkemkP (ϕ)Q2e(n−mk)P (ϕ) = Q7Q2ζkenP (ϕ)
for the first part of Yk, and for the second part, (4.7), Lemma 4.5, and (7.13) to get
Λn
( k−1⋃
j=0
n⋃
`=kT
AjjT Cˆβ,δ`−jTLn−`, ϕ
)
≤
k−1∑
j=0
n∑
`=kT
ΛjT (Aj , ϕ)Λ`−jT (Cˆβ,δ, ϕ)Λn−`(L, ϕ)
≤
k−1∑
j=0
n∑
`=kT
ΛjT (Aj , ϕ)Q8θ`−jT e(`−jT )P (ϕ)Q2e(n−`)P (ϕ)
≤ Q8Q2
k−1∑
j=0
ΛjT (Aj , ϕ)θ
(kT−jT )
1− θ e
(n−jT )P (ϕ).
Adding the two estimates (and loosening the first) gives (7.19).32 This proves Lemma 7.11.
8. Proofs of other results
8.1. Proof of Theorem 1.4. We start with a lemma. Given A ⊂ L, let
Pˆ (A, ϕ) := sup
n∈N
1
n
log Λn(A, ϕ)
and consider the collection A∗ = {w1 · · ·wk ∈ L | wi ∈ A for all i}.
Lemma 8.1. Let ϕ be Ho¨lder and A ⊂ L≥M for some M ∈ N. Then
(8.1) P (A∗, ϕ) ≤ Pˆ (A, ϕ) + h( 1M ),
where h(δ) = −δ log δ − (1− δ) log(1− δ).
32Strictly speaking, in (7.19) we could put Q7 outside the fraction, and only multiply it by the term
in the sum corresponding to j = 0, but the looser estimate leads to less cumbersome bookkeeping and is
sufficient for our purposes.
54 VAUGHN CLIMENHAGA
Proof. Given n, k ∈ N, let
Nk = {(n1, n2, . . . , nk) ∈ Nk |
∑
ni = n and ni ≥M for all 1 ≤ i ≤ k}.
Note that Nk is empty for all k > nM . Now we have
Λn(A∗, ϕ) =
∑
k∈N
∑
Nk
∑
w1∈An1 ,···wk∈Ank
w1···wk∈L
eϕˆ(w
1···wk) ≤
∑
k
∑
Nk
∑
w1∈An1 ,···wk∈Ank
e
∑k
i=1 ϕˆ(w
i)
≤
∑
k
∑
Nk
k∏
i=1
Λni(A, ϕ) ≤
bn/Mc∑
k=1
(#Nk)enPˆ (A,ϕ)
Recalling Lemma 5.11, we see that for every k ≤ nM we have #Nk ≤
(n
k
) ≤ neh( 1M )n, which
gives the estimate
Λn(A∗, ϕ) ≤ n2M−1eh( 1M )nenPˆ (A,ϕ).
We conclude that P (A∗, ϕ) ≤ Pˆ (A, ϕ) + h( 1M ), as claimed. 
Now we prove Theorem 1.4. As in the statement of the theorem, let C± satisfy (1.4) and
[I∗], and fix ε > 0 small enough that P (C+ ∪ C−, ϕ) + 3ε < P (ϕ). We start by choosing
parameters M, τ,N to satisfy certain pressure estimates; then we use these to define Cp, Cs.
Finally, we define G and verify [I]–[III].
Step 1 (choosing M, τ,N): Choose M ∈ N such that h( 1M ) < ε and
(8.2) Pˆ (C−≥M , ϕ) < P (C−, ϕ) + ε, Pˆ (C+≥M , ϕ) < P (C+, ϕ) + ε.
Let τ = τ(M) be as in [I∗] and consider the collections
D− := {w ∈ L | there exists x ∈ L≤τ+M such that wx ∈ C−},
D+ := {w ∈ L | there exists x ∈ L≤τ+M such that xw ∈ C+}.
These have the same pressures as C±; indeed,
Λn(D−, ϕ) =
τ+M∑
i=0
∑
w∈D−n
|x(w)|=i
eϕˆ(w) ≤
τ+M∑
i=0
∑
v∈C−n+i
eϕˆ(v)+|ϕ|d+i‖ϕ‖
≤ (τ +M + 1)e|ϕ|d+(τ+M)‖ϕ‖e(n+τ+M)Pˆ (C−≥n,ϕ).
Sending n → ∞ gives P (D−, ϕ) ≤ P (C−, ϕ), and the estimate for D+ is similar. Thus we
can choose N ≥M large enough that log 2N < ε and
(8.3) Pˆ (D−≥N , ϕ) < P (C−, ϕ) + ε, Pˆ (D+≥N , ϕ) < P (C+, ϕ) + ε.
For use in Step 3 below we record the fact that (1.4) holds for D±: that is,
(8.4) (vw ∈ D+ ⇒ v ∈ D+) and (vw ∈ D− ⇒ w ∈ D−).
This follows quickly from (1.4) for C±: if vw ∈ D+ then there is x ∈ L≤τ+M such that
xvw ∈ C+, and since (1.4) gives xv ∈ C+, we get v ∈ D+. The case vw ∈ D− is similar.
SPECIFICATION AND TOWERS IN SHIFT SPACES 55
Step 2 (definition of Cp, Cs): Consider the collections
Cp := (C−≥M ∪ D+≥N )∗, Cs := (C+≥M ∪ D−≥N )∗.
By Lemma 8.1 we have
(8.5) P (Cp, ϕ) ≤ Pˆ (C−≥M ∪ D+≥N , ϕ) + h( 1M ).
To estimate the Pˆ term we note that for n ∈ [M,N) we have
Λn(C−≥M ∪ D+≥N , ϕ) = Λn(C−≥M , ϕ) ≤ enPˆ (C
−
≥M ,ϕ) ≤ en(P (C−,ϕ)+ε)
using (8.2), while for n ≥ N we have
Λn(C−≥M ∪ D+≥N , ϕ) ≤ Λn(C−≥M , ϕ) + Λn(D+≥N , ϕ)
≤ 2enmax{Pˆ (C−≥M ,ϕ),Pˆ (D+≥N ,ϕ)} ≤ 2en(max{P (C−,ϕ),P (C+,ϕ)}+ε)
using (8.2) and (8.3). We conclude that
Pˆ (C−≥M ∪ D+≥N , ϕ) ≤ P (C− ∪ C+, ϕ) + ε+ log 2N < P (C− ∪ C+, ϕ) + 2ε,
Together with (8.5) and the estimate on h( 1M ) this gives
(8.6) P (Cp, ϕ) < P (C− ∪ C+, ϕ) + 3ε < P (ϕ).
The estimate for P (Cs, ϕ) is similar.
Step 3 (definition of G): Now we describe G such that [I] and [III] hold and we have
P (L \ CpGCs, ϕ) < P (ϕ). Let
(8.7) G := {w ∈ L \ (D+ ∪ D−) | w[1,i] /∈ C−, w(|w|−i,|w|] /∈ C+ for all M ≤ i ≤ |w| ,
and w[1,i] /∈ D+, w(|w|−i,|w|] /∈ D− for all i ≥ N}.
Given w ∈ L, decompose w as w = upvus by beginning with v = w and up = us = ∅, and
then proceeding as follows.
(1) Choose the smallest i ∈ [1, |v|] such that v[1,i] ∈ C−≥M ∪ D+≥N (if such an i exists); then
replace up with upv[1,i] and replace v with v(i,|v|]. Iterate this step until no such i exists;
note that up ∈ Cp.
(2) Take the resulting word v and choose the smallest i ∈ [1, |v|] such that v(|v|−i,|v|] ∈
C+≥M ∪ D−≥N (if such an i exists); then replace us with v(|v|−i,|v|]us and v with v[1,|v|−i].
Iterate this step until no such i exists; note that us ∈ Cs.
(3) Observe that the resulting word v satisfies v ∈ G ∪ D+ ∪ D− by the definition of G.
We conclude that L \ CpGCs ⊂ Cp(D+ ∪ D−)Cs, and in particular,33
P (L \ CpGCs, ϕ) ≤ max{P (Cp, ϕ), P (D+, ϕ), P (D−, ϕ), P (Cs, ϕ)} < P (ϕ).
It remains to show that G satisfies [I] and [III]. For [I], first note that G ⊂ G(C±,M), and
so by [I∗], for every v, w ∈ G there is u ∈ L≤τ such that vuw ∈ L. Fix any such u and
observe that for all v′ = v[i,|v|] and w′ = w[1,j] we have v′uw′ ∈ L since it is a subword of
vuw. When v′, w′ ∈ G, the following lemma implies that v′uw′ ∈ G, which establishes [I].
33In fact, the estimates given here and earlier show that we can make P (Cp∪Cs∪ (L\CpGCs), ϕ) as close
to P (C+ ∪ C−, ϕ) as we like by taking M,N large.
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Lemma 8.2. If v′, w′ ∈ G and u ∈ L≤τ are such that v′uw′ ∈ L, then v′uw′ ∈ G.
Proof. We prove that
〈1〉 v′uw′ /∈ D+ and v′uw′ /∈ D−;
〈2〉 (v′uw′)[1,i] /∈ C− and (v′uw′)(|v′uw′|−i,|v′uw′|] /∈ C+ for all i ≥M ;
〈3〉 (v′uw′)[1,i] /∈ D+ and (v′uw′)(|v′uw′|−i,|v′uw′|] /∈ D− for all i ≥ N .
In each case we prove only the first assertion; the second follows by a symmetrical argument.
For 〈1〉, we see that v′ /∈ D+ implies v′uw′ /∈ D+ by (8.4). For 〈2〉 we consider (v′uw′)[1,i]
in the following three cases.
• M ≤ i ≤ |v′|. Then v′ ∈ G gives (v′uw′)[1,i] = v′[1,i] /∈ C−.
• |v′| < i ≤ |v′u| + M . Then since v′ /∈ D− and i − |v′| ≤ τ + M , we must have
(v′uw′)[1,i] = v′(uw′)[1,i−|v′|] /∈ C−.
• i > |v′u|+M . Then w′ ∈ G gives w′[1,i−|v′u|] /∈ C−, so (1.4) gives (v′uw′)[1,i] /∈ C−.
For 〈3〉, if N ≤ i < |v′|, then (v′uw′)[1,i] = v′[1,i] /∈ D+ by the definition of G; if i ≥ |v′|, then
v′ /∈ D+ implies (v′uw′)[1,i] /∈ D+ by (8.4). Thus v′uw′ ∈ G, which proves Lemma 8.2. 
The proof of [III] has a similar flavour. If uvw ∈ L and uv, vw ∈ G, we show that
uvw ∈ G, and that v ∈ G if |v| ≥ N . As above, we verify the conditions involving C− and
D+; the other conditions follow from symmetric arguments. We start with uvw.
〈1〉 Since uv /∈ D+, we have uvw /∈ D+ by (8.4).
〈2〉 For i ≥M , we check (uvw)[1,i] /∈ C− in the following three cases.
• M ≤ i ≤ |uv|. Then uv ∈ G gives (uvw)[1,i] = (uv)[1,i] /∈ C−.
• |uv| < i ≤ |uv| + M . Then uv /∈ D− implies that (uvw)[1,i] = (uv)w[1,i−|uv|] /∈ C−
since i− |uv| ≤M .
• i > |uv|+M ≥ |u|+M . Then vw ∈ G gives (vw)[1,i−|u|] /∈ C−, hence (uvw)[1,i] /∈ C−
by (1.4).
〈3〉 If N ≤ i ≤ |uv|, then uv ∈ G gives (uvw)[1,i] = (uv)[1,i] /∈ D+. If i ≥ |uv|, then uv /∈ D+
gives (uvw)[1,i] /∈ D+ by (8.4).
We conclude by showing that v ∈ G whenever |v| ≥ N .
〈1〉 Since vw ∈ G and |v| ≥ N , we have v = (vw)[1,|v| /∈ D+.
〈2〉 Given i ≥M we have v[1,i] = (vw)[1,i] /∈ C− since vw ∈ G.
〈3〉 Given i ≥ N we have v[1,i] = (vw)[1,i] /∈ D+ since vw ∈ G.
This establishes [III] for G and completes the proof of Theorem 1.4.
8.2. Shifts of quasi-finite type. To prove Theorem 1.6, we first prove (1.4) for C+ = C`
and C− = Cr. Given vw ∈ C+ = C`, let u ∈ L be such that (vw)[2,|vw|]u ∈ L but (vw)u /∈ L.
Then v[2,|v|](wu) ∈ L but v(wu) /∈ L, so v ∈ C+ = C`. The proof for C− = Cr is similar.
Now we show that C− = Cr and C+ = C` always form a complete list of obstructions to
specification as long as X is topologically transitive. Fix M ∈ N and let τ ∈ N be such
that for every v, w ∈ L≤M there is u ∈ L with |u| ≤ τ such that vuw ∈ L; note that such
a τ exists because X is transitive and L≤M is finite. Then given any v, w ∈ G(C±,M),
there is u ∈ L≤τ such that v[|v|−M+1,|v|]uw[1,M ] ∈ L. Since v, w ∈ G(C±,M), we have that
v[|v|−M,|v|] /∈ C+ = C`, and hence v[|v|−M,|v|]uw[1,M ] ∈ L. Proceeding inductively and using
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the fact that v[|v|−i,|v|] /∈ C` for any i > M , we conclude that vuw[1,M ] ∈ L. A similar
induction using w[1,i] /∈ C− = Cr yields vuw ∈ L. Since M was arbitrary, this gives [I∗].
The proof for C− = ∅ and C+ = C` in the topologically exact case is similar. Given
M ∈ N, exactness gives τ ∈ N such that for every v ∈ L≤M , we have στ+M [v] = X+. In
particular, for all v ∈ L≤M and w ∈ L, we have στ+M [v] ⊃ [w], so there is u ∈ Lτ such that
vuw ∈ L. Then given any v, w ∈ G(C±,M), there is u ∈ Lτ such that v(|v|−M,|v|]uw ∈ L,
and the same inductive argument as before shows that vuw ∈ L, so [I∗] holds.
8.3. Synchronised shifts. To deduce Theorem 1.7 from Theorems 1.2 and 1.3, let s be a
synchronising word and let G = L ∩ sL ∩ Ls be the set of words that start and end with s
(though s may overlap itself). Choose c ∈ L such that scs ∈ L, and let τ = |c|. For every
v, w ∈ G we have vcw ∈ G by the definition of a synchronising word, so G satisfies [I′]; since
the gluing word c does not depend on the choice of v, w ∈ G, the statement in [I′] involving
v′ and w′ holds automatically. Writing Cp = Cs = L(Y ) = L \ LsL for the collection of
words that do not contain s as a subword, every w ∈ L is either contained in Cp, or has
w = upvus ∈ CpGCs by marking the first and last occurrences of s as a subword of w. Thus
P (Cp∪Cs∪ (L\CpGCs), ϕ) = P (Y, ϕ), and the hypothesis that P (Y, ϕ) < P (ϕ) implies [II].
Finally, taking L = |s| we see that [III] is immediately satisfied by the definition of G.
8.4. Proof of Theorem 1.11. Theorem 1.11 is a consequence of Theorem 1.4 and the
following two propositions.
Proposition 8.3. If X˜ is a shift factor of X, then h⊥spec(X˜) ≤ h⊥spec(X).
Proposition 8.4. If there is G ⊂ L satisfying [I] such that every w ∈ L has LwL∩G 6= ∅,
then every subshift factor X˜ of X has h(X˜) > 0 or is a single periodic orbit. In particular, if
gcd{k | Perk(X) 6= ∅} = 1, then every non-trivial subshift factor of X has positive entropy.
Proof of Proposition 8.3. Let (X˜, σ˜) be a shift factor of (X,σ). We prove that h⊥spec(X˜) ≤
h⊥spec(X) by showing that if C± ⊂ L satisfy (1.4) and [I∗], then there are C˜± ⊂ L˜ satisfying
the same conditions and with the property that h(C˜− ∪ C˜+) ≤ h(C− ∪ C+).
We follow the proof of [CT12, Proposition 2.2]: given two shifts X, X˜ on finite alphabets
A, A˜ with a factor map pi : X → X˜, there is some m ∈ N and θ : L2m+1(X) → A˜ such
that pi(x)n = θ(x[n−m,n+m]) for every x ∈ X and n ∈ Z. Writing Θ: Ln+2m → L˜n for the
map induced by θ, we consider C± ⊂ L satisfying (1.4) and [I∗], and put C˜− = Θ(C−),
C˜+ = Θ(C+). Since #C˜−n ≤ #C−n+2m, and similarly for C˜+, we get h(C˜−∪C˜+) ≤ h(C−∪C+).
To prove (1.4) for C˜+, observe that given w˜ ∈ C˜+ and 1 ≤ i ≤ |w|, there is w ∈ C+ such
that w˜ = Θ(w), and in particular w˜[1,i] = Θ(w[1,i+2m]) ∈ Θ(C+) = C˜+ since C+ satisfies
(1.4). The proof for C˜− is similar.
Finally, every G(C˜±,M) has specification in the sense of [I∗]: given v˜ ∈ G(C˜±,M), let
v ∈ L be such that v˜ = Θ(v). Then v˜[1,i] /∈ C˜− for all i > M implies that v[1,j] /∈ C− for
all j > M + 2m, and we similarly deduce that v[i,|v|] /∈ C+ for i ≤ |v| −M − 2m, hence
v ∈ G(C±,M + 2m).
Now given v˜, w˜ ∈ G(C˜±,M), there are v, w ∈ G(C±,M + 2m) with Θ(v) = v˜ and Θ(w) =
w˜. By [I∗] for C± there is u ∈ L such that |u| ≤ τ(M + 2m) and vuw ∈ L. Thus Θ(vuw) =
v˜·Θ(v(|v|−2m,|v|]uw[1,2m])·w˜ ∈ L˜, so G(C˜±,M) satisfies [I∗] with τ˜(M) = τ(M+2m)+2m. 
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Proof of Proposition 8.4. If G is periodic in the sense of Proposition 7.1, then L is periodic
as well, since LwL ∩ G 6= ∅ for every w ∈ L, so X is a single periodic orbit. Thus if X is
not a single periodic orbit, Lemma 7.6 applies to give h(G) > 0, hence h(X) > 0.
If X˜ is a shift factor of X with factor map Θ: Ln+2m → L˜n, then taking G˜ = Θ(G) we
see that G˜ has [I]; indeed, given any v˜, w˜ ∈ G˜ we take v, w ∈ G such that Θ(v) = v˜ and
Θ(w) = w˜, then there is u ∈ L≤τ such that if v′, w′ ∈ G have v ∈ Lv′ and w ∈ w′L, then
v′uw′ ∈ G. In particular, vuw ∈ G, and Θ(vuw) = v˜u˜w˜ ∈ G˜, where |u˜| ≤ τ + 2m. Now if
v˜′, w˜′ ∈ G˜ have v˜ ∈ L˜v˜′ and w˜ ∈ w˜′L˜, then there are v′, w′ as above with Θ(v′) = v˜′ and
Θ(w′) = w˜′, and thus v˜′u˜w˜′ = Θ(v′uw′) ∈ G˜, so G˜ has [I].
Moreover, given any w˜ ∈ L˜ we have w˜ = Θ(w) for some w ∈ L, and thus there are
u, v ∈ L such that uwv ∈ G, hence u˜w˜v˜ := Θ(uwv) ∈ G˜. We have shown that G˜ satisfies
[I] and has the property that L˜w˜L˜ ∩ G˜ 6= ∅ for all w˜ ∈ L˜. It remains only to show that
if gcd{k | Perk(X) 6= ∅} = 1, then X˜ is not a single non-trivial periodic orbit. For this it
suffices to observe that if x ∈ Perk(X), then σk(x) = x and hence σ˜k(Θ(x)) = Θ(σk(x)) =
Θ(x), hence Θ(x) is periodic with period a factor of k. If X˜ is a single periodic orbit with
least period p, then p divides k whenever Perk(X) 6= ∅, and hence p = 1. 
8.5. Proof of claim in §2.1: ∆a[Φ] > 0 iff (2.13). The definition of strong positive
recurrence in [Sar01] involves positivity of a certain discriminant ∆a[Φ]. More precisely,
one defines the induced pressure function γ(p) := PG(Φ + p) for p ∈ R; this function can
take finite or infinite values, and we will not need to use its definition, only its properties
as proved in [Sar01]. Writing p∗a[Φ] = sup{p | γ(p) < ∞}, the discriminant is ∆a[Φ] =
sup{γ(p) | p < p∗a[Φ]}. By [Sar01, Proposition 3], the function γ(p) is continuous and
strictly increasing on (−∞, p∗a[Φ]]. We show that ∆a[Φ] > 0 iff (2.13) holds. By [Sar01,
(2),(4),(6)], we have ∆a[Φ] = γ(p∗a[Φ]) and
(8.8) p∗a[Φ] = − lim
1
n
logZ∗n(Φ, a), PG(Φ) =
{
−p(Φ) ∆a[Φ] ≥ 0,
−p∗a[Φ] ∆a[Φ] < 0,
where p(Φ) is the unique solution of γ(p) = 0, which exists iff ∆a[Φ] ≥ 0.
Now if ∆a[Φ] < 0, then (8.8) shows that PG(Φ) = lim 1nZ∗n(Φ, a), so that (2.13) fails. It
remains to consider the case when ∆a[Φ] ≥ 0, so the two sides of (2.13) are given by −p∗a[Φ]
and −p(Φ), where γ(p(Φ)) = 0 and γ(p∗a[Φ]) = ∆a[Φ]. Since γ(p) is strictly increasing in p,
it follows that ∆a[Φ] > 0 iff p(Φ) < p∗a[Φ], which is equivalent to (2.13).
8.6. Proof of Lemma 2.1. Given ψ1 ∈ B1, define a family of continuous linear maps
{Kψ1i : B2 → R}i∈I by Kψ1i (ψ2) = Fn(ψ1, ψ2)∆(i)−1. Then for every i ∈ I we have
|Kψ1i (ψ2)| ≤ K(ψ1, ψ2), so the family {Kψ1i }i∈I is pointwise bounded. By the uniform
boundedness principle, C0(ψ1) := supi∈I ‖Kψ1i ‖ < ∞. Now we define a family of contin-
uous linear maps {K ′i,ψ2 : B1 → R}i∈I,ψ2∈B2 by K ′i,ψ2(ψ1) = Fn(ψ1, ψ2)∆(i)−1‖ψ2‖−12 . For
each i and ψ2 we have |K ′i,ψ2(ψ1)| = |K
ψ1
i (ψ2)|/‖ψ2‖2 ≤ ‖Kψ1i ‖ ≤ C0(ψ1), so the family
{K ′i,ψ2}i∈I,ψ2∈B2 is pointwise bounded. Applying the uniform boundedness principle again
gives C := supi∈I,ψ2∈B2 ‖K ′i,ψ2‖ <∞, and thus for all ψ1 ∈ B1, ψ2 ∈ B2, and i ∈ I, we have
|Fi(ψ1, ψ2)| = |K ′i,ψ2(ψ1)|‖ψ2‖2∆(i) ≤ ‖K ′i,ψ2‖‖ψ1‖1‖ψ2‖2∆(i) ≤ C‖ψ1‖1‖ψ2‖2∆(i).
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8.7. Proof of claims in Remark 3.2. Suppose F ⊂ L(X) satisfies [I0]. Let B = {w1 |
w ∈ F} and C = {w|w| | w ∈ F}. Then by [I0] we have c → b for every c ∈ C and b ∈ B.
Since each a ∈ A has exactly two followers (two choices of b such that a → b) and no two
choices of a have the same set of two followers, one of B,C must be a singleton, call it {a}.
Then every word in F either starts or ends with a. Let D := {w ∈ L | wj 6= a for all 1 ≤
j ≤ |w|}. Then for any choice of Ep, Es and any w ∈ D, we have either w ∈ L \ EpFEs, or
w = upvus for some up ∈ Es, v ∈ F , and us ∈ Es; v must be the empty word since w does
not contain the symbol a, so D ⊂ (L \ EpFEs) ∪ EpEs, and by Lemma 4.4 we get
h(D) ≤ max{h(L \ EpFEs), h(Ep), h(Es)} ≤ h(E),
where E = I ∪ Ep ∪ Es ∪ (L \ EpFEs). Each state has two followers, so there are always two
choices for the next symbol, giving #Ln = k2n−1 and h(X) = log 2. We estimate h(D):
given u ∈ {1, 2}n, define pi(u) ∈ Dn+1 by pi(u)1 = a + 1 (working mod k throughout) and
pi(u)i+1 = pi(u)i + ui unless the right-hand side is a, in which case we set pi(u)i+1 to be
whichver of a± 1 is legal. Given u, v ∈ {1, 2}n, we have pi(u) = pi(v) if and only if ui = vi
for all i such that pi(u)i /∈ {a − 2, a − 1}, and since pi(u)i ∈ {a − 2, a − 1} occurs at most
twice in each k/2 consecutive values of i, every w ∈ Dn+1 has #pi−1(w) ≤ 22
n
k/2 . Thus
#Dn+1 ≥ 2n2−4n/k, giving h(E) ≥ h(D) ≥ (1− 4k ) log 2.
Appendix A. List of conditions
For ease of reference, we list here the various versions of [I], [II], [III] that appear
throughout the paper. First we list variants of [I], which all give a specification property.
[I] There is τ ∈ N such that for all v, w ∈ G, there is u ∈ L with |u| ≤ τ such that v′uw′ ∈ G
whenever v′ ∈ G is a suffix of v and w′ ∈ G is a prefix of w,
[I′] There is τ ∈ N such that for all v, w ∈ G, there is u ∈ L with |u| = τ such that
v′uw′ ∈ G whenever v′ ∈ G is a suffix of v and w′ ∈ G is a prefix of w.
[I0] Given any v, w ∈ F we have vw ∈ F .
[I∗] For every M ∈ N there is τ = τ(M) such that for all v, w ∈ G(C±,M) there is u ∈ L
with |u| ≤ τ such that vuw ∈ L.
Observe that [I′] is stronger than [I], and [I0] is stronger than both of them. Theorem
3.1 is devoted to going from [I] to [I0], without control on gcd{|w| | w ∈ F}; [I′] gives
control of this gcd. Condition [I∗] is used in Theorem 1.4; G(C±,M) is defined in (1.3).
The variants of [II] control the pressure of prefix and suffix collections.
[II] There are Cp, Cs ⊂ L such that P (Cp ∪ Cs ∪ (L \ CpGCs), ϕ) < P (ϕ).
[II′] P (I, ϕ) < P (ϕ), and there are Ep, Es ⊂ L with P (Ep ∪ Es ∪ (L \ EpFEs), ϕ) < P (ϕ).
Observe that [II′] is stronger than [II], since it imposes a condition on the set of generators
I = F \ FF in addition to the collection F = I∗. Note that [II′] only makes sense for
collections satisfying [I0] so that we can talk about a ‘set of generators’.
The variants of [III] impose conditions on how G behaves under intersections and unions.
We start with two equivalent formulations of [III], then list other related conditions.
[III] There is L ∈ N such that if u, v, w ∈ L have |v| ≥ L, uvw ∈ L, uv, vw ∈ G, then
v, uvw ∈ G.
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[III] There is L ∈ N such that if x ∈ X and i ≤ j ≤ k ≤ ` ∈ Z are such that k− j ≥ L and
x[i,k), x[j,`) ∈ G, then x[j,k), x[i,`) ∈ G.
[III∗] If x ∈ X and i ≤ j ≤ k ≤ ` are such that x[i,k), x[j,`) ∈ F , and there are a < j and
b > k such that x[a,j), x[k,b) ∈ F , then x[j,k) ∈ F .
[IIIa] There is L such that if uv, vw ∈ G, |v| ≥ L, and uvw ∈ L, then v ∈ G.
[IIIb] There is L such that if uv, vw ∈ G, |v| ≥ L, and xuvw ∈ G for some x ∈ L, then
uvw ∈ G.
Condition [III∗] neither implies nor follows from [III]. Conditions [IIIa] and [IIIb] both
follow from [III], but do not imply it, because of the freedom in choosing x in [IIIb]. As
seen in Theorem 3.1, these conditions are actually sufficient to prove the main result, which
is important for the applications in [CP].
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