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robots equipped with omni-directional video cameras and IEEE 802.11b wireless networking.
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Abstract
We are interested in the real time pose estima-
tion of a group of networked mobile robots based on
exteroceptive information from their vision systems.
Additionally, we are also interested in simultaneously
tracking a rigid unknown object. We present a local-
ization and object tracking approach based on statisti-
cal operators and simple graph searching algorithms.
The approach was implemented in our team of five car
like robots equipped with omni-directional video cam-
eras and IEEE 802.11b wireless networking.
1 Introduction
A robotic sensing system may be as simple as a sin-
gle sensor or composed by multiple sensors. In the last
scenario, data are processed and combined to provide
information that is more reliable and complete when
compared to the single sensor approach. We are in-
terested in situations where sensors are placed on net-
worked mobile robots programmed to perform a large
variety of cooperative tasks such as search and rescue,
surveillance, manipulation, and tracking.
In this paper our objective is to estimate in real
time the position and orientation of a group of mo-
bile robots using only information from their vision
systems. Additionally, we are also interested in si-
multaneously tracking a rigid unknown object. Our
approach is based on the fact that the combination of
multiple simultaneous observations of the same object
can provide information that is more complete, more
accurate, and more robust when compared to a single
observation.
The approach proposed here is closely related to
those presented in [1] and [2] in the sense that the
robots have access to their teammates sensor data (or
some related information) and combine these infor-
mation with the one coming from its own sensors. In
those papers, the robots use distributed sensing to
improve self localization [1] or target localization [2].
Both papers rely their methodologies on Kalman Fil-
ters. Papers [3] and [4] present solutions for the rela-
tive multirobot localization problem by combining in-
formation exchanged by the robots using least square
optimization. In this paper we present a different ap-
proach for localization and object tracking based on
Figure 1: The GRASP Lab. ClodBusters (left) and a sample
image from an omni-directional camera (right).
statistical operators and simple graph searching al-
gorithms. Furthermore, differently from the previous
approaches, we formulate the problem in such a way
that localization and object tracking can be solved by
the same algorithm. We also show how the advan-
tages related to optimality of previous works can be
easily incorporated in our methodology. As an exam-
ple, we show how to incorporate an Extended Kalman
Filter (EKF) in order to improve object tracking. In
order to validate our methodology we show results
obtained with our team of five car like robots (Fig-
ure 1) equipped with omni-directional video cameras
and IEEE 802.11b wireless networking.
2 Mathematical Modeling
Consider a planar world, W = R2, occupied
by a rigid polygonal object with m edges and a
group R = {R1, R2, . . . Rn} of n robots. The i
th
robot Ri is represented by the configuration qi =
(xi, yi, θi). The object is described by its corner set
O = {O1, O2, . . . Om} where each Oj is represented by
the configuration oj = (xj , yj).
The physical locations of the robots coupled with
the characteristics of the hardware and the require-
ments of the sensing and control algorithms dictate
the sensing network for the group of robots. This
network can be represented by a graph. Thus, let
G = (V, E ,Z,P) be a sensing graph where V = R∪O
is the set of vertices, E ⊂ V × V is the set of edges
that represent the presence of measurements between
two vertices, Z is the set of measurements, and P is
a set of variances that represent the quality of those
measurements. Observe that our graph is a directed
graph. Then, if a vertex vj has a incoming edge from
a vertex vi, it means vi has sensing information about
vj . This edge will be represented by eij = (vi, vj).
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Figure 2: (a) – A group of robots localizing and tracking a
rectangular object; and (b) – a sensing graph for this snapshot.
Clearly in this case vi has to be a robot (vi ∈ R)
while vj can be either a robot or an object corner
(vj ∈ R ∪O). Each element eij is associated with an
element zij ∈ Z. An element zij is a tuple (ρij , φij),
compose by the range and bearing measurements of
the jth vertex in relation to the ith vertex in i’s ref-
erence frame. Each element zij is associated with one
element pij = (σ
2
ρ, σ
2
φ) ∈ P, where σ
2
ρ and σ
2
φ are the
variances of ρij and φij respectively. The represen-
tation of measurements by range and bearing came
naturally due to the omnidirectional vision systems
used by our robots as sensors. In these systems the
coordinates can be directly measured and their qual-
ity directly estimated. Observe we do not assume any
kind of proprioceptive information such as robot’s ve-
locity and acceleration. Figure 2 shows an example of
our graph modelling.
3 Measurements Transformation
In the previous section we have assumed that the
variables measured by each robot are target’s range
and bearing. This representation is very convenient
for estimation of robots’ orientations but needs to be
converted in order to estimate the robots positions.
Observe in Figure 3(a) that ρij and φij can be con-
verted to xij and yij , which represent Rj ’s position in
Ri’s reference frame as:
xij = f(ρij , φij) = ρij cos(φij)
yij = g(ρij , φij) = ρij sin(φij) . (1)
In order to transform the associate covariance ma-
trix of ρij and φij and obtain a covariance matrix for
xij and yij , we will use the Jacobian of the transfor-
mation as proposed in [5]. This is a approximated
methodology that works very well when the variables
can be represented by unbiased normal distributions
with small standard deviations. We are also assuming
that ρij and φij are independent and consequently we
can write the covariance matrix of the robots mea-
surements as:
Pρφ =
[
σ2ρ 0
0 σ2φ
]
.
The Jacobian of the transformation, J, relates the
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Figure 3: (a) – Local transformation of variables; (b) – Sequen-
tial transformation.
deviation of original and transformed variables as:
[
∆x
∆y
]
= J
[
∆ρ
∆φ
]
=
[
∂f
∂ρ
∂f
∂φ
∂g
∂ρ
∂g
∂φ
]
[
∆ρ
∆φ
]
=
[
cos(φ) −ρ sin(φ)
sin(φ) ρ cos(φ)
] [
∆ρ
∆φ
]
. (2)
If we multiply both sides of Equation (2) by the
respective transposes and take the expectation ma-
trix of the result we have the transformed covariance
matrix as:
Pxy = JPρφ J
T
, (3)
which is a matrix of the form:
Pxy =
[
σ2x ασxσy
ασxσy σ
2
y
]
, (4)
where σ2x and σ
2
y are covariances along x and y respec-
tively and α is their correlation coefficient.
Together with xij and yij , another variable of inter-
est is the robots’ relative orientation, θij . Although it
can not be estimated by a single robot measurement,
if two robots exchange their bearing measurements,
the relative orientation can be estimated as:
θij = φij − φji + π , (5)
and its variance as:
σ
2
θij
= σ2φij + σ
2
φji
.
We are also interested in transforming variables
measured by one robot to another robot’s reference
frame. In Figure 3(b), for example, it could be in-
teresting for Ri to have the the relative position and
orientation of Rk even when they cannot sense each
other. In this specific situation Ri can sense Rj which
can sense Rk. Therefore, we want to transform Rj ’s
measurements to Ri’s reference frame.
Assuming positions (xjk, yjk) and (xij , yij), and
orientations θjk and θij respectively of Rk in relation
to Rj and Rj in relation to Ri are available, the ex-
pected values of xik, yik and θik are given by a well
known frame transformation:
xik = xij + xjk cos(θij)− yjk sin(θij)
yik = yij + xjk sin(θij) + yjk cos(θij) (6)
θik = θij + θjk .
Repeating the procedure explained before, we can
obtain the Jacobian matrix of the transformation as:
J=


1 0 −xjk sin(θij)− yjk cos(θij) cos(θij) − sin(θij) 0
0 1 xjk cos(θij)− yjk sin(θij) sin(θij) cos(θij) 0
0 0 1 0 0 1

 ,
and the covariance matrix of the measurements of Rj
in Ri’s reference frame as:
Pik = J
[
Pij αPijPjk
αPijPjk Pjk
]
J
T
, (7)
where α is a matrix that correlates Pij and Pki.
4 Measurements Combination
In the previous section we have shown how to trans-
form the robots’ measurements and how to estimate
their covariance matrices. In this section we will see
how to combine these information in order to have
pose estimation of both robots and targets.
As proposed in [5], by using the Kalman filter
equations for static-state estimation, if two estimates
q̂1 = [x1 y1 θ1]
T and q̂2 = [x2 y2 θ2]
T of the same vari-
able q, are expressed in the same reference frame, and
have covariance matrices P1 and P2, then a better
estimate q̂ of q can be obtained as:
K = P1 (P1 +P2)
−1
q̂ = q̂1 +K (q̂2 − q̂1) (8)
P = P1 − KP1 ,
whereK is the Kalman gain and P is the resulting co-
variance matrix. It is easy to verify that in the case of
independent one dimension measurements these equa-
tions reduce to:
β̂ =
σ22
σ21 + σ
2
2
β̂1 +
σ21
σ21 + σ
2
2
β̂2 (9)
σ
2 =
σ22 σ
2
1
σ21 + σ
2
2
,
where β̂1 and β̂2 are the estimates and σ
2
1 and σ
2
2 are
their covariance. These one dimensional equations are
very useful and can be used, for example, in order to
merge two values of range measured by two neigh-
boring robots before their transformation in x and y
using (1).
The previous equations are very direct and can
combine any number of estimates if they can be
paired. It’s well know, however, that the Kalman filter
is an iterative way to solve a weighted least squares
problem since its equations are based on the mini-
mization of the sum of the squares of the errors. In
this way, if more than two measurements are available
any general weighted least squares method (including
iterative and more efficient ones) can be used in order
to produce the same results obtained when several ap-
plications of (8) are made. Thus, if all measurements
can be grouped into a linear system as:
A q̂ = Q , (10)
a closed formula for the weighted least squares method
is given by:
q̂ = (ATWA)−1ATWQ , (11)
where Q = [q̂1 q̂2 . . . q̂k]T is the vec-
tor of measurements to be combined and W =
diag([P−11 P
−1
2 . . .P
−1
k ]) is the weight matrix. The
covariance matrix of the result is given by:
P = (ATWA)−1 .
As an example, consider the combination of three
one dimensional measurements. The linear system
can be posed as:


1
1
1

 β̂ =


β̂1
β̂2
β̂3

 , (12)
and the weighted least square problem can be solved
as:
β̂ =



[
1 1 1
]



1
σ2
1
0 0
0 1
σ2
2
0
0 0 1
σ2
3





1
1
1





−1
[
1 1 1
]



1
σ2
1
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σ2
2
0
0 0 1
σ2
3





β̂1
β̂2
β̂3

 ,
β̂ =
σ22σ
2
3 β̂1 + σ
2
1σ
2
3 β̂2 + σ
2
1σ
2
2 β̂3
σ21σ
2
2 + σ
2
2σ
2
3 + σ
2
1σ
2
3
. (13)
One can easily verify that (13) can also be obtained
by combining β̂1 and β̂2 using (9) and than combining
the result with β̂3 using the same equation. Thus, ob-
serve that for linear systems, the recursive application
of (8) and the least squares methodologies are equiv-
alent and provide the same results. However, (11)
cannot be directed applied for non-linear systems be-
cause, without initial values for the variables, it is not
possible to compute a complete linear approximation
of the system using the Jacobian. In these cases a re-
cursive combination using (8) on the locally linearized
systems is necessary.
In the discussion above we are assuming that data
to be combined are always measurements of the same
variable estimated in the same reference frame. When
measurements are made in different frames, the trans-
formation steps discussed in the previous section must
be used. However, when linear combinations of the
variables of interest are available, they can be used di-
rectly in (11) provided that A is adequately designed.
5 Localization Approach
Our localization approach assumes that each robot
has a unique identification (ID) both for communica-
tion and sensing. At first, we also assume object cor-
ners have distinct sensing IDs, but this assumption
can be relaxed if simple heuristics based on pattern
classification, such as the one presented in [6], is used
to solve the problem of associating robots measure-
ments. Our approach is centralized in the sense that
each robot collects sensing information from other
robots and combines this information using its own
computational resources. Thus, given the previous
background, localization in a network of robots can
be addressed by combining a series of operations that
involves transformations and combinations.
We’ve defined four basic operations in this paper:
(i) a transformation from the robots measurements
zij = (ρij , φij) to the target coordinate qij = (xij , yij)
that we represent here by a superscript t (Equa-
tion (1)); (ii) a combination/transformation from
the robots measurements zij and zji to robot pose
qij = (xij , yij , θij), that will be denoted by “◦” (Equa-
tion (5) for estimating θ, (9) for combining two ρ s,
and (1) for coordinate transformation); (iii) a trans-
formation from the measurements of one robot to an-
other reference frame, that will be denoted by “∨”
(Equation (6)); and (iv) a combination of two mea-
surements in the same reference frame that will be
denoted by “∧” (Equation (8)).
Assuming each robot has its own sensing data and
the information collected from the other robots orga-
nized in a graph similar to the one presented in Fig-
ure 2, the localization can be performed by using the
previous operators in an graph searching algorithm
similar to Breadth First Search (BFS). This algorithm
visits, only once, all nodes of a tree by visiting all the
nodes at the same depth before going deeper. Here,
since we are not considering trees, the nodes can be
visited more than once. Thus, if there are more than
one path between the root of the graph and a spe-
cific node, all these paths will be used. Thus, the first
time a vertex is visited its position is estimated. From
then on, each time a node is reached its previously
estimated pose is combined with the pose recently es-
timated using this new path.
Because we allow a node to be visited more than
once, theoretically, the algorithm could enter in loops.
Loops are the cause situations of interdependence
where, for example, the pose of vi can be computed
using information from vj and the pose of vj can be
computed using information from vi. In order to avoid
this problem, the original graph is transformed into a
directed graph where loops are removed. The new
graph is similar to a tree (however, it is not a tree)
with the root being the robot chosen as the origin.
Loops are avoided by removing edges between robots
with the same depth. Because objects do not have
measurements they never create loops and their edges
are never deleted. The same occurs with unidirec-
tional edges between two robots. A bidirectional edge
between two robots of different depths may also cre-
ate loops. These situations are avoided because the
algorithm treats the graph as a tree and never moves
towards the root. Exceptions are made with unidirec-
tional edges that are always followed independently of
the direction it points to.
Figure 4 shows an example of the derived graph
and four steps of the algorithm for the situation pre-
sented in Figure 2 when R4 is the origin. The vertices
are shaded gray when their poses are estimated or
upgraded. Notice how the edges between R1 and R2
(dotted line) were eliminated in order to avoid a loop.
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Figure 4: Four steps of the localization algorithm. All robots
and objects are localized in relation to R4. Sensor information
between R1 and R2 (dotted link) is eliminated in order to avoid
a loop. In step (a) R3, R5, O9 and O10 are localized. In step
(b) R1, R2 and O7 are localized and O10 position is updated
with information from R5. The algorithm proceeds until all
information is used or a specified graph depth is achieved.
Observe also that edge e41 = (R4, R1) was used only
in the second level of the graph since the absence of
e14 prevents the computation of θ41. After this vari-
able is estimated by another path, e41 is used in order
to improve x41 and y41 estimates.
If we use the previous algorithm to localize O9, for
example, the sensor combination is expressed using
the previously defined operators as:
q̂49 = z
t
49 ∧
{(
[(z43 ◦ z34) ∨ (z31 ◦ z13)] ∧ z
t
41
)
∨ z
t
19
}
.
This is actually the combination of R4 and R1 mea-
surements, but because R4 can not localize R1 di-
rectly, a path passing by R3 needed to be used.
One of the issues with the previous algorithm is
that some of the edges (such as e12 and e21 in the
previous example) are not used in the robots’ and
object’s pose estimation. In order to avoid wasting
useful information one could divide the algorithm in
two parts assuming the robot’s orientations and po-
sitions can be computed separately. This idea was
previously used in [4]. The two parts are: (I) – es-
timation of the robot’s orientations using the same
algorithm; and (II) – estimation of the robots and
targets positions using a linear weighted least squares
method that assumes that the positions of two robots
(Ri and Rj) in a third robot (Rk) coordinate frame
are linearly related by:
xki − xkj = ρij cos(θki + φij)
yki − ykj = ρij sin(θki + φij) .
where θki and φij are assumed to be known. The
necessity of knowing θki explains the division of the
algorithm in two parts. Besides computing the orien-
tations, the first part of the algorithm is responsible
for computing the number of robots connected to the
network and consequently defining the variables to be
computed. Some edges are still wasted in this part
of the algorithm, what is reasonable under the obser-
vation that bearing measurements tend to be much
better than the range ones.
Another improvement can be done by using a dy-
namic Kalman Filter in order to estimate the ob-
ject’s position. Because the object is rigid, if a model
that relates its corners is used, tracking can be per-
formed even when some corners cannot been seen by
the robots. A simple discrete model where the dimen-
sions of the object are not necessarily known is:
xj+1(k + 1) = xj(k) + vxj T + dj(k)cos(θj(k))
yj+1(k + 1) = yj(k) + vyj T + dj(k)sin(θj(k))
dj(k + 1) = dj(k)
θj(k + 1) = θj(k) + ω(k)
vxj(k + 1) = vxj(k)
vyj(k + 1) = vyj(k)
ω(k + 1) = ω(k) ,
where vxj and vyj are the velocity components of Oj ,
dj and θj are the size and orientation of the edge be-
tween Oj and Oj+1, T is the sample time, and ω is
the object angular velocity. This model considers that
the object’s velocity components are constant. Since
it is not always true, during the filter project, low val-
ues must be assigned to the variables that represent
the confidence level of the three last lines of model.
Because we are using a nonlinear model, an Extend
Kalman Filter (EKF) is necessary. The measurements
used in this filter will be x and y of each object corner
relative to the origin robot. Once the robots’s pose
are estimated, the transformation in Equations (6)
and (7) are used in order to compute the vector of
measurements and its covariance. Observe that the
EKF introduces another step in the algorithm. Thus,
the vertices of the graph relative to object corners
are removed from the localization step because sensor
combination is now performed by the filter.
5.1 Centralized × Distributed
While the previous centralized approach works very
well for a relative small group of robots, network is-
sues such as traffic and delays, and the lack of com-
putational power in one single robot can pose signif-
icant problems when we are considering groups with
tens or hundreds of robots. In these cases the use
of distributed algorithms become mandatory. Then,
we want a way to use the same algorithm and reduce
both, the computation and bandwidth needed by de-
centralizing part of the processing.
We start observing that, in general, mobile robots
only need local information in order to perform a task.
Thus, if each robot collects information from its imme-
diate neighbors and combine this data locally, it has
the information it needs most of the time. In the case
where a robot can listen to every robot in the group
(i.e., all robots are within its communication range)
it could receive all the data but, for example, local-
ize only the robots located within a certain distance
(measured by the depth in the graph) from it. In the
same communication configuration, the robot could
also be more selective and choose to localize only the
robots that can see a given object or location.
Another way to decentralize processing, which may
be useful when ad-hoc networks are used and the
robots cannot talk directly to each other, is localize
only the neighboring robots (robots in the commu-
nication range). In this situation the robots do not
need to work as routers for communication messages
and much bandwidth is preserved. If global informa-
tion is necessary, a robot may ask one or more of its
neighbors for the localization information (not the raw
data) they have and compute the other robots’ (or a
specific robot) position by using transformations (6)
and (7). When real-time is not a constraint, this pro-
cedure can be used recursively until full information
for the whole team is available.
5.2 Global Localization
Thus far, only relative localization is considered
once each robot computes the position of the others in
its own reference frame. When measurements relative
to a fixed frame in the world are available for the root
robot, simple transformations such as those shown in
Equation (6) are used in order to transform the rela-
tive estimates into world coordinates. This informa-
tion can be also used in the least squares methods
with minor modifications in the matrices. Notice that
if complete measurements about the root robot are
available (x, y and θ), this information is sufficient to
localize all connected robots in the world coordinates.
When partial information is available (x and y for ex-
ample) global information for at least two robots is
necessary.
6 Experimental Results
This section presents experimental results with our
team of five mobile robots. The only sensor the robots
carries is an omnidirectional camera having as field of
view a circle of approximately 1.5m of radius. Color
markers are used in order to facilitate the identifica-
tion of robots and object’s corners.
Figure 5 shows ground-truth data, obtained using
a calibrated overhead camera, for an experiment in
which one robot (R1) moves towards a target that is
localized by another robot (R2). In order to do so, this
robot needs to localize the target through information
broadcasted by the other robots. The dashed circles,
which represent the cameras’ field of view, show that
R1 can basically see one or two robots simultaneously.
In this figure we also show the estimation of R1’s mo-
tion in R0’s reference frame (which coincides with the
global reference frame) and R1’s actual trajectory.
Table 1: Localization Results in three different configurations.
Ground-Truth Configuration 1 Configuration 2 Configuration 3
Ri x (m) y (m) θ (
◦) x (m) y (m) θ (◦) x (m) y (m) θ (◦) x (m) y (m) θ (◦)
0 0.26 0.32 68.0 0.25 0.32 70.8 0.25 0.32 71.5 0.25 0.31 71.1
1 0.99 2.04 -41.0 0.95 2.01 -44.8 1.07 1.87 -46.1 1.03 1.88 -46.6
2 1.97 1.29 125.0 1.87 1.31 122.2 1.88 1.31 122.11 1.88 1.31 122.2
3 0.17 1.48 40.0 0.12 1.48 38.9 0.12 1.48 40.7 0.12 1.48 40.7
4 1.64 0.20 -125.0 1.64 0.27 -135.7 1.63 0.24 -128.1 1.56 0.42 -94.5
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Figure 5: R1 moves towards O1 based on information collected
by R2 and shared through the network. The dots represent R1’s
position estimated by R0 and the continuous line the actual
trajectory. The inner dashed circles represent the robot size
and the outward ones represent the cameras field of view.
Figure 6 shows two snapshots of three robots track-
ing a triangular box using an EKF. R0’s reference
frame is shown. Robots R1 and R2 are able to see the
box corners while R0 is only used in order to localize
the other two. Even though R0 cannot see the box
corners, it is able to track the box using information
from its teammates. The snapshot of the right shows
that when one robot goes blind the corners covariance
increases but the box is still tracked.
Our last result shows how the robots are able to be
globally localized if data from an external calibrated
camera is used. Figure 7 shows two images from the
external camera used in order to localize the robots
in the environment. Localization results in these two
configurations plus an intermediary one (Configura-
tion 2) in which R4 can be seen by the camera, are
shown in Table 1. Observe that due to the informa-
tion from other robots, robots that are not seen by
the external camera can still be localized.
7 Conclusions
We have presented a simple and efficient algorithm
for localization and tracking in networks of robots
based on basic statistical operators and graph algo-
Figure 6: Two snapshots of the experiment where three robots
are tracking a triangular box. The ellipses are the 3σ region of
confidence.
Figure 7: Configurations 1 (left) and 3 (right) which localization
results are shown in Table 1.
rithms. The algorithm uses well known statistical
concepts in order to combine multi-robot information.
Our algorithm was implemented and has been exten-
sively used in our lab in a large variety of multirobot
tasks that range from object manipulation [6] to sen-
sor deployment [7]. Future work includes the appli-
cation of images from an autonomous blimp equipped
with GPS in order to perform outdoor localization.
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