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Abstract. Bottom-up segmentation methods merge similar neighboring
regions according to a decision rule and a merging order. In this paper,
we propose a contribution for each of these two points. Firstly, under
statistical hypothesis of similarity, we provide an improved decision rule
for region merging based on signiﬁcance tests and the recent statistical
inequality of McDiarmid. Secondly, we propose a dynamic merging order
based on our merging predicate. This last heuristic is justiﬁed by consid-
ering an energy minimisation framework. Experimental results on both
natural and medical images show the validity of our method.
1 Introduction
Segmentation of images into homogeneous regions is a fundamental low-level op-
eration which is crucial for many applications such as video compression, image
enhancement (diﬀerent processing may be applied for diﬀerent objects), object
detection, etc. Spatial segmentation can be classiﬁed into two main categories,
namely contour-based and region-based methods. In the ﬁrst category, edges are
computed and connected components can be extracted (see [1] for example).
However, the connection of a set of disconnected edges in order to deﬁne an
image partition remains a challenging problem. Moreover such a segmentation
scheme can not take beneﬁt of statistical properties of the considered image
regions. The second category of methods, i.e. region-based, is then more often
used. Such an approach may use features computed along the contours of the re-
gions but uses the regions as basic elements within the segmentation scheme. We
are interested here in a bottom-up segmentation approach. In such an approach,
similar neighboring regions are merged according to a decision rule [2]. The ini-
tial regions can be deﬁned from the grid of pixels or an oversegmentation of the
image. The design of both the merging criterion and the merging order is crucial
for segmentation purposes. When dealing with the merging predicate, the choice
of the threshold is often diﬃcult and can be crucial. Compared to other classical
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approaches, e.g. [3,4], the authors of [5,6] have proposed recently an adaptive
threshold based on the use of statistical inequalities. Such a method provides
good results with few parameters to tune. However, their merging predicate is
based on the assumption that all the pixels of a given region have the same
expectation of their intensities. This last assumption is only valid for piecewise
constant images with a low level of noise. Let us also notice that the authors
of [6] show that their algorithm provides an oversegmentation especially for small
images. As far as the merging order is concerned, the authors propose two diﬀer-
ent distances between regions intensities computed once at the beginning of the
merging process. These orders are not clearly related to the merging criterion.
In [7] we have revisited this statistical segmentation framework using a con-
trario principles. The a contrario approach is based on the perception theory
and particularly the grouping law of the Wertheimer’s theory. This grouping law
states that “objects having a quality in common get perceptually grouped”. The
Helmholtz principle [8] which states that “an event is meaningful if its number
of occurrences is very small in a random model” is a quantitative version of
the previous law. More formally, let us consider an event E whose probability
under an hypothesis H0 is bounded by a low threshold δ, the a contrario ap-
proach leads to reject the hypothesis H0 if such an event occurs. Using such a
decision scheme, δ may be interpreted as an upper bound of the probability of
a false alarm (rejection of H0 while H0 is actually true). The upper bound δ
may be ﬁxed a priori in which case the test P (E|H0) < δ is called a signiﬁcance
test [9]. Desolneux [8] proposed to set δ according to the expected number of
false alarms. Such a method provides an elegant way to ﬁx the threshold but
reduces the adaptability of the method to user requirements.
Following the work in [7], we propose to apply a contrario principles and signif-
icance tests for the design of both the merging order and the merging predicate.
The general a contrario framework designed to compute merging predicates is
given in section 2. The merging order and the whole algorithm are described
in section 3. The inﬂuence of the merging order and the merging predicate are
studied in section 4.
2 Statistical Merging Predicates
Due to the random part in image acquisition systems, an image I is classically
considered as an observation of a perfect statistical image I∗. Using such an
image model, an ideal region is deﬁned as a vector X = (X1, . . . , Xn) of n random
variables representing the pixel intensities. A “real” region is then considered as
an observation of this random vector which takes its values in
∏n
k=1 Ak. In
natural images, the set of admissible values Ak usually corresponds to [0;M ]
where M = 255. However, in medical images (e.g. : MRI, Echography), the set
Ak may be larger.
Using such a statistical model of regions, segmentation by region growing is
realized through the deﬁnition of a merging predicate P (Xi, Xj) and a merging
order. The design of these two features determines the main properties of a
segmentation algorithm.
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2.1 Problem Statement Using a Contrario Approaches
Given two statistical regions X1 and X2 and a dissimilarity criterion d(., .), let
us consider two observations R1 and R2 of respectively X1 and X2 and the event
“E: the observed value d(R1, R2) of d(X1,X2) is greater than a threshold T ”. As
mentioned in section 1, the a contrario approach is based on the estimation of
the probability of this event under the similarity hypothesis H0. Let us consider
an upper bound δ of this probability:
P {d(X1,X2) ≥ T |H0} ≤ δ (1)
We can remark that the upper bound δ and the threshold T are dependent.
Indeed if the threshold T is set to a high value, the event E corresponds to a
non probable event under H0 and δ should then be small. On the contrary if
the threshold T is set to a small value, E corresponds to a probable event under
H0 and so δ must be large. More generally, one may usually assume that the
threshold T is a decreasing function of δ which may be denoted as T (δ).
Using the a contrario approach, if we take δ as a low probability value, the
event E is considered as not probable under the similarity hypothesis H0 and
this hypothesis is then rejected. Given two observations R1 and R2 of statistical
regions X1 and X2, our decision rule for region merging is thus deﬁned as follows:
if d(R1, R2) ≥ T (δ) then H0 is rejected (2)
The rejection of H0 means that X1 and X2 are diﬀerent and thus that the
regions R1 and R2 must not be merged.
2.2 Computation of Thresholds Using Concentration Inequalities
The main diﬃculty of the above approach lies in the computation of the thresh-
old T (δ). In this work, we propose to use the extension of the McDiarmid theo-
rem [10] which allows to bound the probability of a large class of events. Let us
remind this theorem:
Theorem 1. Let Y = (Y1, . . . , Yn) be a family of random variables with Yk
taking values in a set Ak, and let f be a bounded real-valued function defined on
Ω =
∏n
k=1 Ak. If μ denotes the expectation of f(Y) we have for any α ≥ μ:
P {f(Y) ≥ α} ≤ exp
(−2(α− μ)2
r2
)
+ P {Y ∈ C} (3)
Where C is a subset of Ω which corresponds to a set of outliers for Y and r2 is
the maximal sum of squared range [10] defined on C = Ω \ C.
Within our framework, we deﬁne f(Y) as our dissimilarity measure d(X1,X2)
and Y as an appropriate combination of the two vectors X1 and X2.
Let us denote by Δ(α), the bound provided by the McDiarmid’s theorem:
P {f(Y) ≥ α} ≤ Δ(α) (4)
The threshold T (δ) introduced in (1) can then be computed by setting δ = Δ(α)
and so α = Δ−1(δ) = T (δ).
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2.3 Piecewise Constant Predicate
We measure the similarity between the two regions by the following dissimilarity
measure:
f(X) = d(X1,X2) = |U1 − U2| (5)
where {Uj}j=1;2 denote the random variables corresponding to the means of the
statistical regions {Xj}j=1;2 of associated sizes |Xj | .
Our goal is to compute a decision rule that indicates if two observations R1 and
R2 of X1 and X2 are similar or not. We have thus to upper bound the probability
that the function f(X) = d(X1,X2) is greater than a given threshold α using
the McDiarmid’s theorem (theorem 1). Such an upper bound is provided by the
following proposition:
Proposition 1. Using the previously defined notations, we have for any couple
(X1,X2) of statistical similar regions and any threshold α > 0:
P {d(X1,X2) ≥ α} ≤ exp
(
− 2|X1||X2|
g2(|X1|+ |X2|) (α− μ12)
2
)
+ K (6)
with K = P {X ∈ C} where C ⊂ Ω is the set of outliers for X and μ12 =
E [d(X1,X2)]. The parameter g comes from the computation of the maximum
range r2 and is equal to N − N ′ when C = [N ;N ′] (N ′ > N) defines the
complementary of the set of outliers C in Ω.
See [11] for a similar proof of this proposition. Note that the McDiarmid’s The-
orem 1 doesn’t require the independence of random variables, but we make
this assumption. Rigorously, such an assumption is not valid, but allows to
simplify the computation of r2. In practice, we set N = minx∈I(I(x)) and
N ′ = maxx∈I(I(x)) which ensures a null value of the probability of outliers
K. The parameter μ12 may be estimated using assumptions on the noise model.
For example, in the case of a gaussian noise (Xi ∼ N (mi, σ) for 1 ≤ i ≤ N),
we obtain, for any couple (Xi,Xj) of statistical regions, and after some calculus
based on well-known properties for the combination of Gaussian models:
μij =
2σ
(√|Xi|+
√|Xj |
)
√
2π|Xi||Xj |
(7)
Given two observations Ri, Rj of two diﬀerent statistical regions Xi and Xj ,
our merging criterion is deﬁned by the following predicate:
P (Ri, Rj) =
{
true if |Ri −Rj | < αij
false otherwise
(8)
with αij = g
√
|Ri|+ |Rj |
2|Ri||Rj | ln
(
1
δ −K
)
+ μij .
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According to Proposition 1, the probability that P (Ri, Rj) is true under the
hypothesis that Xi and Xj are parts of a same statistical region is bounded by
δ. Note that for a ﬁxed δ, the αij value ensures (1), but is not necessarily the
largest value for which (1) holds.
This predicate can be understood as a generalization of the one proposed
by [6,7]. The general version of McDiarmid’s theorem provides an elegant way to
reduce the range of the random variables via the parameter g and the probability
K. It plays a similar role as the parameter Q introduced in [6]. Compared to this
last approach, we do not make the assumption that in a same statistical region
E [U1 − U2] = 0. In fact, this is not the case for noisy images. Such an assumption
is only valid under the law of large numbers and is therefore not veriﬁed for small
regions. This last point is illustrated by our experimental results (Section 4).
3 Merging Algorithm
Given an image I, the regions adjacency graph (RAG) G is composed of a set
of vertices V representing the observed regions and a set of edges E encoding
the adjacency of regions in 4-connectivity. In our implementation, regions are
initially reduced to a single pixel. A weighted edge is then a triplet composed of
a couple of nodes (vi, vj) with their corresponding weight wij . In our work, this
weight is deﬁned as the ratio of the value of the criterion (left side of (8)) and
the computed threshold (right side of (8)):
wij =
|Ri −Rj |
αij
=
|Ri −Rj |
g
√
|Ri|+|Rj|
2|Ri||Rj| ln
(
1
δ−K
)
+ μij
(9)
Using the above formula, the predicate P between 2 regions Ri and Rj is true
if and only if the weight of the edge eij between the associated vertices vi and
vj is lower than 1. Our merging order on the edges eij corresponds to a de-
creasing order on the probability that d(Ri, Rj) < αij (6). Let us consider two
distinct couple of regions (Ri, Rj) and (Ri′ , Rj′ ) such that wij ≤ wi′j′ < 1. Then
P (Ri′ , Rj′) is true implies that P (Ri, Rj) is true. The probability of the event
P (Ri, Rj) is thus greater than the one of P (Ri′ , Rj′). A merging order based
on decreasing probability of our predicate is thus achieved by sorting our edge
weights increasingly.
Our merging order diﬀers signiﬁcantly from the one proposed by [6,7]. More-
over it is updated at each merging step. We may also justify these choices using
an energy minimisation scheme on the set of image partitions. Considering, for
simplicity reasons, an image without noise (e.g. μij = 0, ∀i, j), we deﬁne the
energy of a partition at instant t of the merging process as follows:
E(R1, ..., RN ) =
N∑
k=1
∑
x∈Rk
(I(x) −Rk)2
g2
+ λN (10)
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where the number of regions N is a regularization term balanced by a positive
parameter λ. The merging of two selected regions Ri and Rj at step t + 1 leads
to an energy Et+1 and to the following energy diﬀerence:
ΔE = Et+1 − Et = |Ri||Rj ||Ri|+ |Rj |
(Ri −Rj)2
g2
− λ (11)
This diﬀerence must be negative to ensure the minimization of the energy E.
By setting λ = 0.5 ln 1δ−K and so regarding δ as our regularisation parameter,
ΔE becomes equal to
1
2
ln
1
δ −K (w
2
ij − 1). Our merging predicate (wij < 1)
thus ensures the negativity of ΔE. The merging order, if updated after each
merging operation, ensures the selection of the couple of regions that provides
the steepest energy descent for a ﬁxed δ.
4 Experimental Results
In the ﬁrst row of Fig. 1, the importance of the merging order is demonstrated.
For each segmentation result, the merging predicate (8) is used and the value of
the unique parameter δ is adjusted so as to obtain the same number of regions
(i.e. 55). The merging order used for the second column of Fig. 1 is simply a
scan-column, for the third column, we use a pre-computed order with wij =
(μi−μj)2 as in [7] and ﬁnally, segmentation using our dynamic update with the
weight (9) is given in the fourth column. The parameter g is chosen as mentioned
Fig. 1. Segmentation of the Trouville’s beach image (ﬁrst row). From left to right:
original image - segmentation using a scan-column order (δ = 0.5) - segmentation
using a pre-computed order with wij = (μi − μj)2 as in [7] (δ = 0.335) - segmentation
using a dynamic update and (9) (δ = 0.09). The parameter δ is adjusted to obtain 55
regions in both reordering methods. Segmentation of an hypo-perfused region inside
the myocardium in MRI perfusion imaging (second row) using respectively algorithm
from [7] (second column) and our one (third column).
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EGBIS [3] JSEG [4] SRM [6] TCVSEG [7] Our algorithm
Mean > 6 2.51 1.88 1.48 1
Minimum > 3.5 1.85 1.51 1.29 1
Maximum > 11 4.43 3.11 2.04 1
Fig. 2. Comparison with others algorithms on a random selection of 10 images from
the Berkeley database [12]. For each image, the parameters of each algorithm have
been chosen to obtain the same number of regions. The values represent the Mean
Square Error (MSE) normalized by the minimum of MSE over all algorithms. Each line
respectively presents the mean, the minimum, and the maximum of this normalized
MSE on all the 10 images.
in section 2.3, which gives g = max
x∈I
(I(x)) −min
x∈I
(I(x)). This parameter g is equal
to 243 and the standard deviance of the noise has been estimated to σ = 0.55.
The two last results are clearly better than the ﬁrst. The small regions such
as the lighthouse’s antenna or the lighthouse’s pillar are accurately recovered
with our dynamical merging process. Such a dynamical merging order generally
leads to a more accurate segmentation of small regions. This last point can be
explained by the fact that we take into account the sizes of the regions in our
merging order. The second row of Fig. 1 concerns the segmentation of hypo-
perfused regions (darkest regions) inside the myocardium in perfusion cardiac
MRI images. Accurate segmentation of pathological regions is a crucial task
for practitioners to allow perfusion quantiﬁcation inside these regions. The left
segmentation result has been obtained by setting δ = 0.1, it is composed of
5 regions. The right one has been obtained by setting δ = 10−4 and gives 4
regions, the standard deviance of the noise has been estimated to σ = 35.36
and the parameter g = 7040. We can see that the hypo-perfused region (low
contrast on the right side of the myocardium) is accurately segmented by our
method while the other method does not perfectly enclose the region. Generally,
given an equal number of regions, our algorithm doesn’t merge signiﬁcantly
diﬀerent regions even if one of them is small. This last point is illustrated in ﬁg. 2
which summarizes the results of our second experiment realized on 10 randomly
chosen images from the Berkeley database [12]. In this second experiment, we
have computed the MSE (Mean Square Error) normalized by the minimum of
the MSE value obtained over the 5 algorithms. The MSE is computed between
the original image and the image composed of segmented regions ﬁlled by their
mean values. The table 2 presents the mean, the minimum and the maximum of
this normalized MSE computed for each algorithm over all the 10 images. We
can remark that our algorithm always gives the minimum value of MSE which
is coherent with the fact that we ensure the steepest gradient descent of the
criterion E (10).
5 Conclusion
We have proposed in this paper a new region merging algorithm. The merging
predicate has been designed using an a contrario approach and a recent theorem
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about concentration inequalities. We have shown that merging criteria and merg-
ing orders are closely related and both contribute to the quality of the segmented
image. Concerning the merging order, we have proposed an original sorting cri-
terion based on the merging predicate and justiﬁed it within an energy min-
imisation scheme on the set of image partitions. Experimental results prove the
applicability of our method, especially for segmentation of small regions in med-
ical images.
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