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Abstract: Neumann series solutions for the linear integral equation G(x) = 1 + A/,‘{ 1 + 1 x - y I} cp( y) dy converge for 
small values of X. We use generalised inverse, function-valued Pad6 approximants to accelerate the convergence of the 
Neumann series and to estimate the singular value of A. These estimates are found to compare very favourably with 
those from the Fredholm determinant method and the Pad6 approximant method. 
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1. Introduction 
We consider a sequence of functions generated by 
f(x, X) = 5 c&x)A’, 
j=O 
(1) 
in which cj( x) E Zz( a, b) and (a, b) is the domain of definition of cj( x) in some natural sense. 
We also suppose that f( x, X) is analytic as a function of h at the origin h = 0. Then (1) 
converges for values of ) h ) which are small enough. In this paper, we see how the method of 
generalised inverse Pad6 approximants (GIPAs) can be used to accelerate convergence of a series 
having the form (1). Indeed, if 
where a( x, A) and b(X) are polynomials in h, then the diagonal sequence of GIPAs ultimately 
coincides with f(x, X). 
The method we adopt here is an analogue of the one previously used for GIPAs for 
vector-valued functions [12,14,15] in which series are discussed having the form 
f(z) = f CjZ’, cj E Cd. (2) 
j=O 
0377-0427/90/$03.50 0 1990 - Elsevier Science Publishers B.V. (North-Holland) 
118 P.R. Graves-Morris / Solution of integral equations 
In passing, we note that there is a direct relationship between the vector e-algorithm of Wynn 
[24,25] and GIPAs for (2) evaluated at the particular point z = 1. Notable progress with 
understanding the theory and effectiveness of the vector r-algorithm, all indirectly relevant to the 
present discussion, has been made by Cordellier [8] and Smith et al. [21]. 
Function-valued GIPAs are obtained as analogues of vector-valued GIPAs by making the 
replacements 
cj' "j(">, ci.cj+ J 
'c,(x)c,(x) dx, z+A, (3) 
CI 
throughout the formulation. The first step of this procedure is to see that (1) is the analogue of 
(2). In fact, Brezinski [5] observed that the whole formalism of the e-algorithm is applicable in a 
Banach space. Moreover, he observed that the formulations of the topological e-algorithm can be 
made in any normed linear space, and this scheme has been taken up in [6,18], [23, Chapter lo] 
and in references in these writings. The substitutions (3) arise naturally in these approaches, but 
the determinantal representations of the denominator polynomials (for the topological r-al- 
gorithm, for example) are quite different from the ones given here (in (6), for example). The 
formulae also suggest that introducing a weight function into (3) by the further replacement 
dx + w(x) dx may be desirable in other contexts. 
We define Y( x, X) to be a function-valued GIPA of type [n/2k] for f( x, h) if 
where P(X, A>, q(X) are polynomials in h, p (x, h) E Z1( a, b) as a function of x and 
(i> 
a{p}o-a 
8(q) =2k-2a i 
for some cy> 0, 
(ii) 
(iii) 
(iv) 
(v) 
(4) 
(5) 
We do not discuss cases of degeneracy here, in which condition (iv) is waived in favour of a 
weaker condition. If p(x, A), q(A) satisfy (i)-(v), then Y(X, h) defined by (4) is unique; the 
question of existence is treated in [HI. For the purposes of this paper we use the explicit formula 
0 M01 MO2 ..a MO,,-, MO,, 
-MO, 0 Ml2 * * * Ml:Zk- 1 M*:Zk 
m= : 
+40,2k-1 4,2k-I 4,2k-2 * * * 0 M2ki2k 
(6) 
A2k 
x2k-I A2k-2 . . . x 1 
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The elements of (6) are defined by 
j-i-1 b 
Mjj:= c j ~1+i+n-2k+l(~)[c~-1+nZko]* dx 
I=0 a 
for i = 0, l,..., 2k and j=i+l, i+2,... ,2k. We take cj(x) := 0 if j -C 0. The numerator 
p( x, X) follows from (5)(v) as 
P(X, A) := MUf(x, UL (8) 
where the notation indicates that truncation at degree n in X has been effected. If, in the 
representation (6), q(O) # 0, then T(X, A) defined by (4) (6) and (8) is the GIPA of type [n/2k] 
for f(x, h). 
2. Application to au integral equation 
For a long time, there has been interest in using PadC approximant methods for obtaining the 
solution of awkward integral equations, and especially those which admit of a generating 
function of the form (19), whether or not they have LE’* kernels [4,10]. Because Pad& approxi- 
mant methods are easy to use, and because they are ultimately exact for degenerate kernels of 
finite rank [7], they have been popular with scientists. 
We investigate the convergence of sequences of GIPAs for the Neumann series of an integral 
equation; to -this end, we need an integral 
equation 
equation with a known solution. The following 
O(x)=I+hJo’{I+ Ix-YIMY) dy (9) 
can be solved explicitly by converting it to a second-order ordinary differential equation using 
Baker’s method [3, p.3931. The solution of (9) is 
G(x) = 
2 cash V(X- :) 
2 cash iv - 31, sinh iv ’ (IO) 
where v = &i, except at the singular value. It is easily found that the denominator of (10) has 
just one simple zero at 
vC = 1.22290658. . . , 01) 
corresponding to a single characteristic value 
X, = 0.7477502556.. . . (12) 
It is familiar that the Neumann series of (9) converges for 1 A 1 < h,. 
The first few terms of this series are 
as may be found by iteration of (7) or by expansion of (10). 
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Table 1 
Estimates of the characteristic value of h; the exact value is X, = 0.747750255638..  
hF c APA c 
AGIPA 
c 
1.0 0.8 0.74766., . 
0.759.. . 0.745.. . 0.74775011.. 
0.7481.. . 0.74785.. . 0.7477502553.. .
0.74776.. . 0.747746.. . 0.7477502555634..  
3. Use of the Fredholm method 
Fredholm’s formula for the denominator of (10) (suitably normalised) is 
;i;’ ;; dx dy+ a..; 04) 
> 
the general term of (14) and the recurrence relation to generate it are given in [22, p.711. For the 
case in hand, 
d(A) = 1 - X - &ix’ - &X3 - &,A4 + . - - . (15) 
The estimates of X, are the (appropriate) roots of the nth-degree Maclaurin sections of (15), and 
they are listed in Table 1. 
4. Use of the Pad6 method 
Exploiting the fact that f( x, X) as a function of X has precisely one simple pole, we consider 
the sequence of [1/l] type PadC approximants of f(x, h) as given by (13). Of course, we must 
assign a particular value to x, and this is usually done using the principle of minimal sensitivity 
[1,2]. Because x = i is a turning point of each coefficient in (13), it is also a turning point of each 
PadC approximant, and we take x = : as the most natural value to take in this example. We find 
f(& h) = 1 + ;A + $A2 + #X3 + * * * . (16) 
Thus we take as estimates of X, the poles of the [1/l] PadC approximants of (16), and these are 
also listed in Table 1 for I= 0, 1, 2, 3. 
5. Use of the GIPA method 
GIPAs of type [n/2] are analogues of the [1/l] PadC approximants, with n := I + 1. The 
formula for the denominator polynomial follows from (6), (7) as 
0 Jo’ic.-1(x)1’ /, dx 2 ‘c,(x)c,_,(x) dx 
qt”/21 (A) = 
-Jo’[~~(x)]’ dx 0 i’[c.(x,l’ dx 
A2 h 1 
07) 
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We find that the zeros of q [n/21(X) are very close complex conjugate pairs. For example, for 
n = 2, the roots occur at h: = 0.74775011.. . f 0.0016.. . i. We take the real parts of the zeros as 
the GIPA estimates of X,, and these are listed in Table 1 for n = 1, 2, 3, 4. 
6. Comparisons and comments 
In Table 1, the estimates of the characteristic values of h are listed for each of the three 
iterative methods described: estimates from the Fredholm determinant method are headed by A:, 
those from the minimum sensitivity PadC approximant method are headed by ApA and those 
from the function-valued GIPA method are headed by hzrpA. 
Proof that the PadC approximant estimates X:* converge geometrically to A, follows as a 
consequence of Saff s [17] extension of the Montessus’ theorem [9]. Likewise proof that the GIPA 
estimates XGrPA converge geometrically to X, follows as a consequence of the row convergence 
theorem of Graves-Morris and Saff [16, Theorem 3.11. These mathematical results are empirically 
evident from Table 1. It is also obvious that the GIPA method converges much faster. Why 
should this be so? From the standard theory of Fredholm integral equations of the second kind, 
expressed by 
+(x) = g(x) + h I%> Y)+(Y) d_YY (18) 
it is known [22] that, when g(x) E=JZ~( a, 
G(x) =f(x, h) = “$;I:’ ) 
where (i) 6(X) is an analytic function of 
b) and K(x, y) is an _Y2 kernel, 
(19) 
X; (ii) S(0) # 0; (iii) A( x, h) EP~( a, b) for A fixed; 
(iv) A(x, X) is analytic as a function of h. 
There are certain mathematical counterexamples which show that simple-minded applications 
of the PadC approximant method can yield a divergent sequence of approximations for Neumann 
series of linear integral equations [ll]. We have noted that the more serious practical difficulty 
with the PadC approximant method is that the estimates of the singular values of h depend on 
the value of x selected. If we use GIPAs for accelerating convergence of the Neumann series, the 
previous counterexamples are inapplicable, and the estimates of the singular values are indepen- 
dent of the variable x, as expressed in (19). These observations go some way towards explaining 
the remarkable precision of the GIPA estimates shown in Table 1. 
7. Precision of the approximate solution 
The sum of three terms of the Neumann series gives an approximation in error by about 70% 
when h = 5, and so the method of series summation is ignored. In Fig. 1 we show the exact 
solution and that obtained using the [2/2] type GIPA, 
T(X, X) := p$$) 
= 
1 + [ - 1.425 + (x - f)Z] X + [ 0.122 - 1.425(x - +)’ + 0.167(x - $)“I X2 
1 - 2.675 X + 1.788 X2 
(20) 
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Fig. 1. Curve A shows @J(X), the exact solution of (9) for X = :. Curve A is imperceptibly different from the hybrid 
[l/l] type function-valued Pad6 approximant rH(x, 2) arising from (21). Curve B is the [2/2] type function-valued 
Pad6 approximant (20) with A = 3. Curve B is imperceptibly different from the ordinary [l/l] Pad6 approximant of 
(13). 
A precision of a few percent has been obtained, which is similar to what is obtained with [l/l] 
Pad6 approximation. 
The contrast between the precision of the estimates of X, and the approximation error of the 
GIPA shown in Fig. 1 is stark. These numerical results, and certain theoretical results 116, (3.9), 
(3.10)] strongly suggest hat, in cases where the actual characteristic values Ai are known to be 
real, the GIPA method should be used only to estimate the characteristic values. Suppose that 
the [n/2/~] GIPA has roots at A’p’ f ih’,“, j = 1, 2,. . . , k. We consider the method in which the 
denominator polynomial is taken to be 
qH(X) = ifil (1 - xA’iR’-r). (21) 
Its corresponding numerator polynomial is given by (5)( v , with qH( A) replacing q(h). We refer ) 
to this method, based on (21), as the hybrid method. Let ep(x, X), eG(x, X) and eH(x, X) 
denote the errors obtained in the solution of (9) with [l/l] type Pad6 approximants, [2/2] type 
GIPAs and the [2/2] type hybrid method. Table 2 shows the errors incurred by the Pad& GIPA 
and hybrid methods for x = O.O(O.1)O.S in the solution of (9), for the cases of A = 3 and h = 1. 
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Table 2 
Errors occurring in the solution of (9) using the [l/l] PadC approximant, [2/2] GIPA and [2/2] hybrid methods, first 
for the case of X = $, and then for X = 1 
X eP(X, f) 
0.0 - 0.20 
0.1 -0.14 
0.2 - 0.04 
0.3 0.07 
0.4 0.16 
0.5 0.19 
eG(X, f> 
- 0.21 
- 0.15 
- 0.04 
0.07 
0.15 
0.18 
eH(X, +I 
- 0.0011 
- 0.0009 
- 0.0005 
0.0000 
0.0004 
0.0005 
eP(X, 1) 
- 0.07 
- 0.05 
- 0.01 
0.03 
0.05 
0.06 
eG(x, 1) 
- 0.07 
- 0.05 
- 0.01 
0.03 
0.05 
0.06 
e”(X, 1) 
0.0008 
0.0006 
0.0001 
- 0.0004 
- 0.0008 
- 0.0009 
We conclude from Table 2 that the hybrid method gains about two decimal places of precision 
in this example. By analysing how a sequence of GIPAs converges, we have shown how to 
modify it to a hybrid method, which increases its accuracy substantially in this example. We 
expect that the same applies in a wider class of sequences of functions, and also to sequences of 
vectors [13]. It will be interesting to see how the results presented in this paper compare with 
those obtainable by using the MMPE, TEA, MRE and RRE (using the abbreviations of [18]) for 
the series (13). 
8. Conclusion 
A method of producing a sequence of algebraic approximations to the solution of linear 
integral equations has been described, and its effectiveness has been investigated in an example. 
Because the method is essentially one for accelerating the convergence of a sequence of 
functions, it is of much wider applicability. For instance it may also be used (i) for accelerating 
(or obtaining) convergence of iterative solutions of nonlinear integral equations and (ii) for 
improving the precision of an estimate of a given integral equation using its iterates, following 
the approach of Sloan [19,20]. 
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