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Abstract — With the rapid development of intelligent vehicles 
and Advanced Driving Assistance Systems (ADAS), a mixed 
level of human driver engagements is involved in the 
transportation system. Visual guidance for drivers is essential 
under this situation to prevent potential risks. To advance the 
development of visual guidance systems, we introduce a novel 
sensor fusion methodology, integrating camera image and 
Digital Twin knowledge from the cloud. Target vehicle bounding 
box is drawn and matched by combining results of object 
detector running on ego vehicle and position information from 
the cloud. The best matching result, with a 79.2% accuracy 
under 0.7 Intersection over Union (IoU) threshold, is obtained 
with depth image served as an additional feature source. Game 
engine-based simulation results also reveal that the visual 
guidance system could improve driving safety significantly 
cooperate with the cloud Digital Twin system. 
I. INTRODUCTION AND BACKGROUND 
A report from the National Highway Traffic Safety 
Administration (NHTSA) revealed that 94% of road accidents 
are caused by human errors [1]. Therefore, a significant effort 
in developing intelligent vehicles has been made over the past 
decade, with the expectation that such technology could 
prevent accidents and improve efficiency. While there is great 
interest in migrating from human control to fully automated 
vehicles, factors such as system performance, manufacture 
cost, government regulation, and public safety suggest it is 
more likely that intelligent vehicles with different level of 
automation will coexist in large-scale traffic scenarios. In such 
a scenario, the automation levels of intelligent vehicles could 
range from level 0 (i.e., no automation) to level 5 (i.e., full 
automation) and has a different degree of human driver 
engagements [2]. Therefore, a visual guidance system is 
necessary to alert drivers with potential risks and/or provide 
lane level guidance, ensuring safe and efficient driving. 
Object detection has been a critical part of both full 
automated driving systems and Advanced Driving Assistance 
Systems (ADAS), which determines whether objects of 
interested classes are present in an image, and identifies their 
sizes by using bounding boxes. It has been researched for 
decades in the field of computer vision, but only in recent 
years, the algorithm performance has been significantly 
increased with the development of Deep Convolutional Neural 
Networks (DCNNs) [3]. While almost all state-of-the-art 
approaches have been developed based on CNNs, it usually 
can be divided into two categories: two-stage detectors and 
one-stage detectors. 
Two-stage detectors first propose a set of Region of 
Interests (RoIs), then categorize by separate classifier 
networks. Two-stage detectors have higher detection 
performance, but at the cost of high computation power and 
running time. A lot of efforts have been made to improve 
detection speed, including Fast R-CNN [4] and Faster R-CNN 
model [5]. One-stage detectors, on the other hand, skip the 
region proposal stage and use a single network to produce 
object detection locations as well as class prediction 
simultaneously. It tends to have fast inference time and low 
memory cost, which is well suited for real-time automated 
driving systems and ADAS. YOLO (You Only Look Once) 
has been attracting increasing attention along with its 
evolvement [6], [7]. It uses a pre-trained DCNN to extract 
features from the image, which has been split into grid cells 
and significantly reduces the resolution of input images. Other 
widely used algorithms, RetinaNet [8] and Single Shot 
Detector (SSD) [9], attempt to use DCNN’s featured image 
pyramid [10] for efficient detection of objects of various sizes, 
trying to achieve the balance between speed and accuracy [11]. 
However, based solely on object detection sensors and the 
aforementioned computer vision techniques, only real-time 
information of the target vehicle can be perceived. Due to the 
short time horizon of detection, no historical data could be 
utilized to predict the behavior of the target vehicle. Digital 
Twin technology, as an emerging representation of Internet of 
Things (IoT), is able to provide cloud-based historical data to 
assist the prediction. Digital Twin often refers to systems with 
entities in the physical world and their digital replicas in the 
cyber world [12]. Although the Digital Twin concept has been 
widely studied and applied in the fields of aeronautics and 
space [12], [13], robotics [14], manufacturing [15], and 
informatics [16], it is still a relatively new concept in the 
automotive industry. Among the very few research studies of 
Digital Twin for vehicles, Alam and Saddik proposed a Digital 
Twin architecture reference model for the cloud-based ADAS 
[17], while Wang et al. conducted a field implementation of a 
Digital Twin-based ramp merging ADAS using three real 
passenger vehicles [18]. However, none of the existing studies 
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proposes to fuse the cloud Digital Twin information with the 
camera information, aiming to better predict the behavior of 
the target vehicle and hence provide better guidance to the ego 
vehicle. 
The rest of the paper is organized as follows: Section II 
delivers the problem statement of this study. Section III 
introduces the proposed sensor fusion methodology. 
Simulation design in the Unity game engine and the evaluation 
of its results are included in Section IV. Section V concludes 
the paper with potential future directions. 
II. PROBLEM STATEMENT 
Most of the existing automated driving systems or ADAS 
rely on perception sensors such as cameras to perceive the real-
time surrounding information, and make prediction regarding 
the future behaviors of other road entities (e.g., target vehicle). 
However, the perceived information only includes their 
dynamics status (e.g., vehicle speed, position) in real-time (or 
at most a short period of time), without a long horizon of 
historical data. 
By leveraging Digital Twin technology, virtual copies of 
real transportation entities (e.g., vehicles, drivers, pedestrians) 
are created on the cloud, where the data produced by these 
entities can be stored and processed by the cloud-based 
processing modules/algorithms. Once the online process is 
completed, the predicted information of the target entities 
(e.g., target vehicle’s intention to change lane) by the cloud 
server can augment the perceived information by ego vehicle’s 
cameras, assisting the automated driving systems or ADAS to 
make better decisions. 
However, a key issue arises as how to correctly overlay the 
cloud Digital Twin information received through vehicle-to-
cloud communication onto the correct target vehicle. Equally 
speaking, from the ego vehicle’s perspective, how to identify 
which is the target vehicle whose information has been shared 
[19]. It is true that cloud Digital Twin information includes a 
rich set of parameters regarding the target vehicle (both 
historical and real-time data), however, cameras can only 
detect a limited amount of real-time data. To the best of the 
authors’ knowledge, how to correctly fuse two different data 
sources, so the historical big data on the cloud can enhance 
real-time perception data remains an unsolved question in the 
automotive domain. 
In this study, we propose a sensor fusion technology to 
leverage the camera information and cloud Digital Twin 
information, aiming to predict the lane change behavior of 
other vehicles. Specifically, position information measured by 
vehicles’ Global Navigation Satellite System (GNSS) is 
utilized to identify the target vehicle (with a potential to 
change lane), hence the correct advisory can be visualized to 
the driver as a feature of ADAS on intelligent vehicles. The 
major contributions of our study are listed as follows. 
• To the best of the authors’ knowledge, this is one of the 
first studies that visualizes cloud Digital Twin 
information to assist the decision making of intelligent 
vehicles. 
• The difference between using one camera source (RGB 
camera) and using two camera sources (RGB and depth 
cameras) for target vehicle identification is studied. 
• Human-in-the-loop simulation is conducted in a game 
engine-based intelligent vehicle simulation environment, 
where the safety benefits of implementing the proposed 
sensor fusion methodology to the lane change scenario 
are shown. 
 
 
Fig. 1. System architecture of the proposed sensor fusion methodology 
  
III. PROPOSED SENSOR FUSION METHODOLOGY 
In this study, we assume all vehicles in the traffic 
environment have internet access, so their Digital Twins can 
be built on the cloud server based on the data they transmitted 
with the cloud (e.g., speed, position, etc.). Specifically, 
position information can be measured by vehicles’ onboard 
GNSS, and be frequently updated to the cloud Digital Twin. 
Since the focus of this study is the sensor fusion of GNSS and 
camera, we further assume Digital Twin model on the cloud 
server can provide useful information (driver type in this 
study) based on both historical and real-time data, so it can be 
visualized and assist the decision making of the intelligent 
vehicle. 
The system architecture of the proposed methodology can 
be illustrated as Fig. 1. There are four different data sources of 
the ego vehicle, including three 3D sources (i.e., ego vehicle 
position, camera onboard position, and depth image) and one 
2D source (i.e., RGB image). Regarding the target vehicle, all 
data comes from the cloud server, where we utilize the vehicle 
position for sensor fusion, and the predicted information (i.e., 
driver type) for the final visualization of ADAS. 
We propose four key algorithms in this architecture to tackle 
the sensor fusion problem, where their objectives and technical 
details are introduced in this section. 
A. Coordinate Transform Algorithm 
To transform a 3D GNSS coordinate to a 2D image point, 
the pinhole camera projection model is used here and two 
transformation matrices are required. They are the parameters 
used in a camera model to describe the relationship between 
the 3D coordinate of a point in world referenced frame and the 
2D coordinate of its projection onto the image plane [20], as 
shown in Fig. 2. 
 
Fig. 2. Transformation of the world point to image plane 
The extrinsic camera parameter matrix, also known as 
extrinsic parameters, are the parameters used to identify the 
transformation between the camera referenced frame and the 
world referenced frame. It consists of a 3x3 rotation matrix 𝑅, 
which brings the corresponding axes of the two frames into 
alignment. Followed by a translation vector 𝑡, which describes 
the relative positions of the origins of the two reference frames. 
Therefore, given a 3D GNSS point 𝑃 in world referenced 
frame Pw (Xw , Yw, Zw) , the relationship between Pw  and the 
corresponding point Pc (Xc, Yc, Zc) in camera referenced frame 
is 
𝑃𝑤 = [𝑅|𝑡]𝑃𝑐         (1) 
The intrinsic camera parameter matrix, or intrinsic 
parameters, are the parameters of the camera itself, such as the 
focal length, lens distortion and the transformation between 
image plane coordinates and pixel coordinates. Also illustrated 
in Fig. 2, let (𝑢0, 𝑣0) be the coordinates of the principal point 
in pixels, 𝑑𝑥, 𝑑𝑦 are the physical size of pixels, and 𝑓 is the 
focal length. The matrix containing the intrinsic parameters is 
𝑀𝑖 = [
𝑍𝑐𝑑𝑥/𝑓 0 −𝑍𝑐𝑑𝑥𝑢0/𝑓
0 𝑍𝑐𝑑𝑦/𝑓 −𝑍𝑐𝑑𝑦𝑣0/𝑓
0 0 𝑍𝑐
]   (2) 
The coordinates (𝑢, 𝑣) of our GNSS point in the image 
plane Pi are 
𝑃𝑖 =  𝑀𝑖
−1𝑃𝑐         (3) 
This point will be served as an “anchor point”, which helps 
the identification of the target vehicle in the future matching 
algorithm. 
B. Object Detection Algorithm 
For the development of ADAS, both accuracy and 
computational cost are essential factors. The detection module 
needs to be reliable, but also needs to operate at high speed to 
allow sufficient processing time for the rest modules to take 
actions. Under this consideration, one-stage detector is 
adopted in our approach. 
 
 
Fig. 3. Object detection network architecture 
 
We build our object detection module based on PyTorch 
YOLOv3 implementation [21] pre-trained on the COCO [22] 
dataset, where the network architecture is illustrated in Fig. 3. 
The original network draws a bounding box with a class id and 
confidence score for each detected object. However, in our 
approach, we replace the confidence score with distance 
calculated from depth image, and all bounding boxes 
information is cached for the matching step.  
C. Depth Evaluation Algorithm 
Additional features might be necessary if detected bounding 
boxes are not perfectly isolated (namely anchor point is 
located in multiple detected bounding boxes), as shown in Fig. 
4 (a). Here we propose to use spatial information to improve 
matching accuracy. For example, Fig. 4 (b) is the depth image  
taken at the same time, the distance from detected vehicles to 
the camera can be determined using Algorithm 1. For each 
detected bounding box, a total number of 𝑛  points are 
  
randomly sampled to calculate the distance. To ensure 
sampled points have good representativeness, first the box size 
is decreased by a certain threshold, then the points are selected 
from the lower quarter area of the box. This distance set will 
be served as supplementary information in our matching 
algorithm. 
 
  
(a)            (b) 
Fig. 4.  (a) One scenario that detected bounding boxes are not perfectly 
isolated, numbers are the distance results from depth evaluation algorithm. 
(b) Depth image taken at the same time, used as the input of depth evaluation 
algorithm 
 
D. Distance Matching Algorithm 
The object detection algorithm will have multiple detection 
results if a number of vehicles are presented in a single image. 
However, since the proposed ADAS needs to correctly overlay 
the right information to its associated target vehicle, we 
propose a distance matching algorithm in Algorithm 2. 
We first introduce the baseline matching approach based 
on the anchor point calculated from coordinate transformation. 
If the anchor point is located exclusively inside of one detected 
bounding box, this box will be selected as our target vehicle 
box. This approach yields a satisfied result most of the time, 
but fails to distinguish the target vehicle in some tricky 
scenarios as we introduced in the previous subsection. 
Therefore, spatial knowledge as additional features are 
employed. The distance set acquired from the depth evaluation 
algorithm will be used to compare with the distance directly 
obtained from GNSS. The box with minimum distance 
difference is selected as the target vehicle box. 
 
 
 
 
Algorithm 2: Distance Matching Algorithm 
Input: Anchor point (𝑃𝑖), detected bounding boxes (𝑩), Distance 
set ( 𝑫 ) from detected vehicles to camera, distance directly 
obtained from GNSS (𝐷𝑔). 
Output: Target vehicle bounding box (𝐵𝑡).   
1:   for each detected bounding box 𝐵𝑛 ∈ 𝑩 
2:         if 𝑃𝑖 ∈ 𝐵𝑛  then 
3:                put 𝐵𝑛 into the temporary set 𝜣; 
4:                𝑐𝑜𝑢𝑛𝑡𝑒𝑟 +=  1; 
5:         end if 
6:   end for 
7:   if 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 ==  1 then 
8:         return 𝐵𝑡 = 𝜣 
9:   else   
10:      for each box 𝐵𝑗 ∈ 𝜣 and distance 𝑑𝑗 ∈ 𝑫 
11:            calculate the distance difference ∆𝑑𝑗 = 𝑑𝑗 − 𝐷𝑔; 
12:            put ∆𝑑𝑗  into the temporary set 𝑻; 
13:      end for 
14      find the index 𝑖 ∈ 𝑙𝑒𝑛(𝑇) with min(distance difference); 
15      set target box 𝐵𝑡 = 𝜣𝑖; 
16:     return 𝐵𝑡 
17: end if 
IV. GAME ENGINE SIMULATION AND RESULTS EVALUATION 
A. Game Engine Simulation in Unity 
Naturalistic driving data and real-world testbeds are 
essential to modeling driver behaviors [23], [24], but the data 
collection and system implementation process are costly and 
time-consuming. Game engine-based simulation testbed, on 
the other hand, is helpful at the proof-of-concept stage with 
the ability to easily visualize cooperative driving systems that 
involve a large number of vehicles, and the flexibility to 
acquire extensive data under different and sometimes 
dangerous driving scenarios. 
Game engines (such as Unity [25] and Unreal [26]) are 
software systems that consist of a rendering engine for 2-D or 
3-D graphics, a physical engine for collision detection and 
response, and a scene graph for the managing elements (e.g., 
models, sound, scripts, threads, etc.) [18]. Different 
autonomous driving test environments have been built by 
game engines due to their advantages of visualization and 
integration, where the most widely used examples are LGSVL 
[27]and CARLA [28]. Some small-scale game environments 
were also developed by various studies to prototype 
connected vehicles [29], ADAS [30], and autonomous 
vehicles [31]. 
In this study, Unity game engine is utilized to demonstrate 
and evaluate our proposed sensor fusion methodology. Both 
RGB and depth cameras are implemented on the ego testing 
vehicle, which can generate real-time RGB images (such as 
Fig. 4 (a)) and depth images (such as Fig. 4 (b)). GNSS 
module is also implemented to enable vehicles to get real-time 
positions (as a 3D coordinate in the game environment). Since 
we assume all vehicles are intelligent vehicles with vehicle-
to-cloud communication (i.e., internet of vehicles), the ego 
vehicle has access to target vehicle predicted information in 
the simulation environment. Augmented Reality (AR)-based 
information visualization method is adopted to display the 
cloud-based predicted information to the ego vehicle. 
Algorithm 1: Depth Evaluation Algorithm 
Input: Depth image (𝐼𝑚𝑔𝑑), detected bounding boxes (𝑩), box 
resize threshold (𝑡ℎ), total number of sample points (𝑛). 
Output: Distance set (𝑫) from detected vehicles to camera.   
1:   for each detected bounding box 𝐵𝑖 ∈ 𝑩 
2:           decrease the box size according to the box resize threshold 
         (𝑡ℎ), select the lower ¼ area of the box as  𝑨; 
3:         for each point  𝑝𝑗 , 𝑗 < 𝑛   
4:               randomly select the point position where 𝑝𝑗 ∈ 𝑨; 
5:               calculate the distance (𝑝𝑑𝑗) between  𝑝𝑗 and camera  
                using value from 𝐼𝑚𝑔𝑑; 
6:               put 𝑝𝑑𝑗  into the temporary distance set 𝜣; 
7:         end for 
8:         calculate the distance 𝑑𝑖 = 𝑎𝑣𝑔(𝜣); 
9:         put 𝑑𝑗  into the distance set 𝑫; 
10: end for 
11: return  𝑫 
  
 
          
(a)              (b)            (c)            (d) 
          
(e)              (f)            (g)            (h) 
Fig. 5. Human-in-the-loop simulation in game engine with baseline approach (a)-(d), and sensor fusion-based ADAS approach (e)-(h) 
B. Distance Matching Algorithm Evaluation 
The first evaluation is a post-processing assessment to 
examine the performance of the distance matching algorithm. 
Various of tricky scenarios (e.g., surrounding vehicles are 
very close to each other from the ego vehicle’s perspective) 
are generated in the simulation environment. The proposed 
distance matching approach (fusion of RGB camera and depth 
camera) is compared with the baseline approach (RGB 
camera only). 
As shown in Fig. 6, results are evaluated with the target 
vehicle identification accuracy and Intersection over Union 
(IoU). It is clearly observed that the distance matching 
approach outperforms the baseline approach in terms of the 
target vehicle detection accuracy. By introducing spatial 
knowledge from depth images as additional features, a 7.7% 
improvement (79.2% over 73.5%) is obtained when the IoU 
threshold is set to 0.7. One thing to note is that among the 
failed matching cases, most of them are caused by the 
detection failure of overlapped vehicles. By introducing the 
depth camera, many of those tricky cases are successfully 
detected, and the correct target vehicle is picked out. 
C. Human-in-the-Loop Simulation Evaluation 
In the second experiment, a human-in-the-loop simulation 
is conducted to evaluate the effectiveness of our sensor fusion-
based ADAS. A real-world multi-lane highway scenario is 
built in Unity game engine, where the ego vehicle is 
surrounded by neighbor vehicles that might suddenly affect the 
ego vehicle’s trajectory. Participants of this simulation are 
asked to drive the ego vehicle to stay in its own lane and 
maintain safety margin with others.  
Fig. 5 (a) – (d) shows the snapshots of one simulation (out 
of many trials) with the baseline approach, where the 
participants drive the ego vehicle with no additional 
information. Since the left neighbor vehicle suddenly changes 
the lane to the right, the ego vehicle has limited time to react, 
hence it almost collides with that neighbor vehicle. On the 
other hand, Fig. 5 (e) – (h) shows the simulation snapshots with 
the proposed sensor fusion-based ADAS approach, where AR-
based visualization identifies the target vehicle and displays 
the predicted information from the cloud (i.e., that vehicle has 
an aggressive driver). 
 
Fig. 6. Target vehicle identification accuracy-IoU curve 
 
Fig. 7. Comparison results from simulation 
We compare the aforementioned approaches from the 
driving safety perspective, i.e., compare the values of speed 
variance and time-to-collision (TTC). The results are shown in 
Fig. 7, where the speed variance is decrease from 16.6 to 14.2 
by implementing the proposed model. Generally, the accidents 
rates increase with increased speed variance for all classes of 
roads, so a reduced speed variance value proves the safety of 
our model. Additionally, a significant increase of average TTC 
is observed from 1.2 seconds to 3.2 seconds. A larger TTC 
means the driver will have more time to react if any emergency 
  
happens. In conclusion, both speed variance and TTC results 
validate the safety benefit of the proposed sensor fusion-based 
ADAS. The participant of the simulation is notified by this 
information, and is able to decelerate ahead of time as a 
precaution to the potential dangerous behavior (i.e., sudden 
lane change) of the target vehicle.   
V. CONCLUSIONS AND FUTURE WORK 
In this study, a sensor fusion approach aiming to visualize 
cloud Digital Twin information is proposed. A target vehicle 
identification strategy utilizing spatial information is explored, 
achieving a 79.2% accuracy under 0.7 IoU threshold. Human-
in-the-loop simulation in Unity game engine is conducted, 
revealing the huge safety benefits (in terms of speed variance 
and TTC) of implementing the proposed sensor fusion 
methodology to intelligent vehicles. 
Since the transmission of GNSS information may have 
delays and limited update frequency, one of the future research 
directions is to integrate object tracking algorithm into the 
system to maintain the target vehicle identification accuracy. 
Another potential direction is to implement the proposed 
system from simulation to real-world passenger vehicles, with 
a separate monitor display or an advanced design of head-up 
display (HUD). 
ACKNOWLEDGMENT 
The contents of this paper only reflect the views of the 
authors, who are responsible for the facts and the accuracy of 
the data presented herein. The contents do not necessarily 
reflect the official views of Toyota Motor North America. 
REFERENCES 
[1] S. Singh, “Critical reasons for crashes investigated in the national motor 
vehicle crash causation survey,” No. DOT HS 812 115. 2015. 
[2] SAE International, “Taxonomy and definitions for terms related to 
driving automation systems for on-road motor vehicles,” 2020-03-10. 
[online] Available : 
https://www.sae.org/standards/content/j3016_201806/ 
[3] A.Krizhevsky, I. Sutskever, and G. Hinton. “Imagenet classification 
with deep convolutional neural networks,” Advances in neural 
information processing systems. 2012. 
[4] R. Girshick, “Fast R-CNN,” in Proceedings of the IEEE international 
conference on computer vision. 2015. 
[5] S. Ren, K. He, R. Grishick and S. Jian, “Faster R-CNN: Towards real-
time object detection with region proposal networks,” Advances in 
neural information processing systems. 2015. 
[6] J. Redmon, S. Drivvala, R. Girshick and A. Farhadi, “You only look 
once: Unified, real-time object detection,” in Proceedings of the IEEE 
conference on computer vision and pattern recognition. 2016. 
[7] J. Redmon and A. Farhadi, “Yolov3: An incremental 
improvement,” arXiv preprint arXiv:1804.02767, 2018. 
[8] T. Lin, P. Goyal, R. Girshick, K. He and P. Dollar, “Focal loss for dense 
object detection,” in Proceedings of the IEEE international conference 
on computer vision. 2017. 
[9] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C. Fu and A. Berg 
“SSD: Single shot multibox detector,” European conference on 
computer vision. 2016. 
[10] T. Lin, P. Dollar, R. Girshick, K. He, B. Hariharan and S. Belongie, 
“Feature pyramid networks for object detection,” in Proceedings of the 
IEEE conference on computer vision and pattern recognition. 2017. 
[11] S. Zhang, L. Wen, X. Bian, Z. Lei and S. Li, “Single-shot refinement 
neural network for object detection,” in Proceedings of the IEEE 
conference on computer vision and pattern recognition. 2018. 
[12] E. Glaessgen and D. Stargel, “The digital twin paradigm for future 
NASA and US Air Force vehicles,” in 53rd 
AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics and 
Materials Conference 20th AIAA/ASME/AHS Adaptive Structures 
Conference 14th AIAA, 2012, p.1818. 
[13] E. Tuegel, “The airframe digital twin: some challenges to realization,” 
in 53rd AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics 
and Materials Conference 20th AIAA/ASME/AHS Adaptive Structures 
Conference 14th AIAA, 2012, p. 1812. 
[14] M. Schluse and J. Rossmann, “From simulation to experimentable 
digital twins: Simulation-based development and operation of complex 
technical systems,” in 2016 IEEE International Symposium on Systems 
Engineering (ISSE), 2016, pp. 1–6. 
[15] J. Lee, E. Lapira, B. Bagheri, and H.-A. Kao, “Recent advances and 
trends in predictive manufacturing systems in big data environment,” 
Manufacturing letters, vol. 1, no. 1, pp. 38–41, 2013. 
[16] A. Canedo, “Industrial IoT lifecycle via digital twins,” in Proceedings 
of the Eleventh IEEE/ACM/IFIP International Conference on 
Hardware Software Codesign and System Synthesis. ACM, 2016, p. 29. 
[17] K. M. Alam and A. El Saddik, “C2PS: A digital twin architecture 
reference model for the cloud-based cyber-physical systems,” IEEE 
Access, vol. 5, pp. 2050–2062, 2017. 
[18] Z. Wang, X. Liao, X. Zhao, K. Han, P. Tiwari, M. J. Barth, and G. Wu, 
“A Digital Twin paradigm: vehicle-to-cloud based Advanced Driver 
Assistance Systems,” in 2020 IEEE 91st Vehicular Technology 
Conference, 2020. 
[19] H. Kobayashi, K. Han, and B. Kim, “Vehicle-to-vehicle message sender 
identification for co-operative driver assistance systems,” 2019 IEEE 
89th Vehicular Technology Conference, 2019. 
[20] University of Nevada, Reno, “Geometric Camera Parameters,” 2020-
03-10. [Online]. Available: https:// 
www.cse.unr.edu/~bebis/CS791E/Notes/CameraParameters.pdf 
[21] G. Jocher, guigarfr, perry0418, Ttayu, J. Veitch-Michaelis, G. Bianconi, 
F. Baltacı, D. Suess, WannaSeaU, and IlyaOvodov, “ultralytics/yolov3: 
Rectangular Inference, Conv2d + Batchnorm2d Layer Fusion”. Zenodo, 
2019. 
[22] T. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. 
Doll´ar, and C. L. Zitnick, “Microsoft coco: Common objects in 
context,” in European conference on computer vision, pp. 740–755, 
2014. 
[23] J. Hansen, C. Busso, Y. Zheng and A. Sathyanarayana, “Driver 
modeling for detection and assessment of driver distraction: Examples 
from the UTDrive test bed,” IEEE Signal Processing Magazine, vol. 
34, pp. 130–142, 2017. 
[24] Y. Liu and J. Hansen, “Analysis of Driving Performance Based on 
Driver Experience and Vehicle Familiarity: A UTDrive/Mobile-
UTDrive App Study,” SAE International Journal of Transportation 
Safety, vol.7, pp. 175–191, 2019. 
[25] Unity, “Unity for all,” 2020-02-29. [Online]. Available: 
https://www.unrealengine.com 
[26] Epic Games, “Unreal engine,” 2019-04-28. [Online]. Available: 
https://www.unity.com 
[27] G. Rong, et al, “LGSVL Simulator: A High Fidelity Simulator for 
Autonomous Driving,” arXiv preprint arXiv:2005.03778, 2020. 
[28] A. Dosovitskiy, G. Ros, F. Codevilla, A. Lopez, and V. Koltun, 
“CARLA: An open urban driving simulator,” arXiv preprint 
arXiv:1711.03938, 2017. 
[29] Z. Wang, G. Wu, K. Boriboonsomsin, M. J. Barth, K. Han, B. Kim, and 
P. Tiwari, “Cooperative ramp merging system: Agent-based modeling 
and simulation using game engine,” SAE International Journal of 
Connected and Automated Vehicles, vol. 2, no. 2, 2019. 
[30] M. Yamaura, N. Arechiga, S. Shiraishi, S. Eisele, J. Hite, S. Neema, 
J. Scott, and T. Bapty, “ADAS virtual prototyping using modelica and 
unity co-simulation via openmeta,” in The First Japanese Modelica 
Conferences, May 23-24, Tokyo, Japan, no. 124. Linköping University 
Electronic Press, 2016, pp. 43–49. 
[31] B. Kim, Y. Kashiba, S. Dai, and S. Shiraishi, “Testing autonomous 
vehicle software in the virtual prototyping environment,” IEEE 
Embedded Systems Letters, vol. 9, no. 1, pp. 5–8, 2017. 
