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Abstract
We introduce the discrete time version of the spin Calogero-Moser system. The
equations of motion follow from the dynamics of poles of rational solutions to the
matrix KP hierarchy with discrete time. The dynamics of poles is derived using
the auxiliary linear problem for the discrete flow.
1 Introduction
In the seminal paper [1] it was discovered that the motion of poles of rational solutions
to the Korteweg-de Vries and Boussinesq equations is given by dynamics of the many-
body Calogero-Moser system of particles [2, 3, 4] with some additional restrictions in the
phase space. In [5, 6] it was shown that in the case of the Kadomtsev-Petviashvili (KP)
equation this correspondence becomes an isomorphism: poles of rational solutions to
the KP equation move exactly as Calogero-Moser particles with the interaction potential
1/x2. This remarkable connection was further generalized to elliptic solutions in [7]. Later
the correspondence between dynamics of poles of rational KP solutions and many-body
integrable systems of particles on the line was extended [8] to the level of hierarchies.
Namely, it was proved that the evolution of poles in t1 = x with respect to the KP time
tk with k ≥ 2 is governed by the higher Hamiltonian Hk of the integrable Calogero-Moser
system.
Similar approach to the rational solutions of the matrix KP hierarchy was developed
in the paper [9], in which the results of [10] for the matrix KP equation were extended
to the whole hierarchy (see also [11, 12, 13, 14, 15], where similar results are discussed
from other perspectives and points of view). The matrix extension of the KP hierarchy
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is closely related to the so-called multi-component KP hierarchy [16, 17, 18, 19]. It has
been shown that the evolution of data of the rational solutions (positions of poles xi and
some vectors aαi , b
α
i parameterizing rank 1 matrix residues at the poles) is isomorphic
to the spin generalization of the Calogero-Moser system known as the Gibbons-Hermsen
system [20].
It is natural to expect that integrable time discretization of the Calogero-Moser system
and its spin generalization can be obtained from dynamics of poles of rational solutions to
semi-discrete soliton equations. “Semi” means that the time becomes discrete while the
space variable x, with respect to which one considers pole solutions, remains continuous.
At the same time, it is known that integrable discretizations of soliton equations can be
regarded as belonging to the same hierarchy as their continuous counterparts. Namely,
the discrete time step is equivalent to a special shift of infinitely many continuous hier-
archical times. This fact lies in the basis of the method of generating discrete soliton
equations developed in [21]. For integrable time discretization of many-body systems see
[22, 23, 24, 25, 26].
The equations of motion for the rational Calogero-Moser model in discrete time p
have the form [22]
∑
j
1
xi(p)− xj(p+ 1) +
∑
j
1
xi(p)− xj(p− 1) = 2
∑
j 6=i
1
xi(p)− xj(p) . (1)
Remarkably, they coincide with the nested Bethe ansatz equations for the integrable
quantum Gaudin magnet based on the algebra gl(M), the discrete time variable p playing
the role of “level” of the nested Bethe ansatz (in this case the values of p are restricted
to 0, 1, . . . ,M).
In this paper we derive equations of motion in discrete time for the spin generalization
of the Calogero-Moser model. It appears that they look like equations (1) “dressed”
by the spin variables aαi (p), b
α
i (p) associated with each particle with coordinate xi(p)
(α = 1, . . . , N):
∑
j
bγi (p)a
γ
j (p+ 1)b
β
j (p+ 1)a
β
i (p)
xi(p)− xj(p+ 1) +
∑
j
bγi (p)a
γ
j (p− 1)bβj (p− 1)aβi (p)
xi(p)− xj(p− 1)
= 2
∑
j 6=i
bγi (p)a
γ
j (p)b
β
j (p)a
β
i (p)
xi(p)− xj(p) ,
(2)
where the summation over repeated indices β, γ is implied. These equations follow from
the dynamics of poles of rational solutions to the discrete time matrix KP hierarchy.
Their possible meaning from the point of view of Bethe ansatz is to be clarified.
The main body of the paper starts from the multi-component KP hierarchy in the
bilinear formalism and subsequent specialization to the matrix KP hierarchy in section 2,
where the discrete time evolution is also considered. In section 3 we deal with pole
dynamics of rational solutions to the matrix KP hierarchy. The evolution of the poles
and the vectors aαi , b
α
i in discrete time is derived with the help of the corresponding linear
problems for the Baker-Akhiezer function and its adjoint. In the appendix, these linear
problems are derived from the basic bilinear identity for the tau-function.
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2 The multi-component and matrix KP hierarchies
We start from the multi-component KP hierarchy. Our exposition follows [18, 19]. The
multi-component KP hierarchy contains N infinite sets of continuous time variables
t = {t1, t2, . . . , tN}, tα = {tα,1, tα,2, tα,3, . . . }, α = 1, . . . , N
and N discrete integer variables s = {s1, s2, . . . , sN} called charges. They are constrained
by the condition
N∑
α=1
sα = 0. In the bilinear formalism, the dependent variable is the tau-
function τ(s; t) which depends on the charges and the times. The N -component KP
hierarchy is defined as the infinite set of bilinear equations for the tau-function that
follow from the basic bilinear identity
N∑
γ=1
ǫαγ(s)ǫβγ(s
′)
∮
C∞
dz zsγ−s
′
γ+δαγ+δβγ−2eξ(tγ−t
′
γ , z)
·τ
(
s + eα − eγ ; t− [z−1]γ
)
τ
(
s′ + eγ − eβ ; t′ + [z−1]γ
)
= 0, α, β = 1, . . . , N,
(3)
valid for any s, s′, t, t′. Here eα is the vector whose αth component is 1 and all other
entries are equal to zero, so for α 6= γ we have (s+ eα− eγ)β = sβ + δαβ − δγβ . Next, we
use the following standard notation:
ξ(tγ, z) =
∑
k≥1
tγ,kz
k,
(
t± [z−1]γ
)
αk
= tα,k ± δαγ z
−k
k
and ǫαγ(s) is the sign factor
ǫαγ(s) =


(−1)sα+1+...+sγ if α < γ
1 if α = γ
−(−1)sγ+1+...+sα if α > γ.
Obviously, for any distinct α, β it holds ǫαβ(s) = −ǫβα(s). The integration contour C∞
is a big circle around ∞.
Along with the tau-function, an important role in the theory of integrable hierarchies
is played by the Baker-Akhiezer function. In the multi-component KP hierarchy, the
Baker-Akhiezer function Ψ(s, t; z) and its adjoint Ψ†(s, t; z) are N ×N matrices with
components defined by the formulae:
Ψαβ(s, t; z) = ǫαβ(s)
τ (s+eα−eβ; t− [z−1]β)
τ(s; t)
zsβ+δαβ−1eξ(tβ ,z),
Ψ†αβ(s, t; z) = ǫβα(s)
τ (s+eα−eβ; t+ [z−1]α)
τ(s; t)
z−sα+δαβ−1e−ξ(tα,z)
(4)
(here and below † does not mean the Hermitian conjugation). The complex variable z
is called the spectral parameter. Around z =∞, the Baker-Akhiezer function Ψ can be
3
represented in the form of the series
Ψαβ(s, t; z) =

δαβ +∑
k≥1
w
(k)
αβ (s, t)
zk

 zsβeξ(tβ ,z), (5)
where w(k)(s, t) are some matrix functions. In terms of the Baker-Akhiezer functions,
the bilinear identity (3) can be written as∮
C∞
dzΨ(s, t; z)Ψ†(s′, t′; z) = 0. (6)
Another approach to the multi-component KP hierarchy is based on matrix pseudo-
differential operators. The hierarchy can be understood as an infinite set of evolution
equations in the times t for matrix functions of a variable x. For example, the coefficients
w(k) of the Baker-Akhiezer function can be taken as such matrix functions, the evolution
being w(k)(x) → w(k)(x, t). In what follows we denote τ(x, t), w(k)(x, t) simply as τ(t),
w(k)(t), suppressing the dependence on x. Let us introduce the matrix pseudo-differential
“wave operator” W with matrix elements
Wαβ = δαβ +
∑
k≥1
w
(k)
αβ (t)∂
−k
x , (7)
where w
(k)
αβ (t) are the same matrix functions as in (5). The Baker-Akhiezer function
(at s = 0) can be written as a result of action of the wave operator to the exponential
function:
Ψ(t; z) = W exp
(
xzI +
N∑
α=1
Eαξ(tα, z)
)
, (8)
where Eα is the N ×N matrix with the components (Eα)βγ = δαβδαγ . The adjoint
Baker-Akhiezer function can be written as
Ψ†(t; z) = exp
(
−xzI −
N∑
α=1
Eαξ(tα, z)
)
W−1. (9)
Here the operators ∂x entering W
−1 act to the left (i.e., we define f∂x ≡ −∂xf).
It is proved in [18] that the Baker-Akhiezer function and its adjoint satisfy the linear
equations
∂tα,mΨ(t; z) = BαmΨ(t; z),
−∂tα,mΨ†(t; z) = Ψ†(t; z)Bαm,
(10)
where Bαm is the differential operator
Bαm =
(
WEα∂
m
x W
−1
)
+
.
The notation (. . .)+ means the differential part of a pseudo-differential operator, i.e. the
sum of all terms with ∂kx , where k ≥ 0. In particular, it follows from (10) at m = 1 that
N∑
α=1
∂tα,1Ψ(t; z) = ∂xΨ(t; z), (11)
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so the vector field ∂x can be identified with the vector field
∑
α ∂tα,1 .
The matrix KP hierarchy results from the multicomponent KP one after a restriction
of the time and charge variables in the following manner:
tα,m = tm, sα = 0 for each α and m.
The corresponding vector fields are related as ∂tm =
∑N
α=1 ∂tα,m . In what follows we omit
the variables s in the notation for the tau-function and the Baker-Akhiezer functions and
put s = s′ = 0 in the bilinear identity, so it acquires the form
N∑
γ=1
ǫαγǫβγ
∮
C∞
dz zδαγ+δβγ−2eξ(tγ−t
′
γ , z)ταγ
(
t− [z−1]γ
)
τγβ
(
t′ + [z−1]γ
)
= 0, (12)
where
ταβ(t) = τ(eα − eβ; t) (13)
and ǫαγ = 1 if α ≤ γ, ǫαγ = −1 if α > γ. The Baker-Akhiezer function has the expansion
Ψαβ(t; z) =
(
δαβ + w
(1)
αβ (t)z
−1 +O(z−2)
)
exz+ξ(t,z), (14)
where ξ(t, z) =
∑
k≥1
tkz
k. The coefficient w
(1)
αβ (t) plays an important role in what follows.
As is seen from (4),
w
(1)
αβ (t) =


ǫαβ
ταβ(t)
τ(t)
if α 6= β
− ∂tα,1τ(t)
τ(t)
if α = β.
(15)
Differentiating the bilinear identity with respect to tm and putting t
′ = t after this,
we obtain the following useful corollary:
1
2πi
N∑
γ=1
∮
C∞
dz zmΨαγ(t; z)Ψ
†
γβ(t; z) = −∂tmw(1)αβ (t) (16)
or, equivalently, ∑
γ
res
∞
(
zmΨαγΨ
†
γβ
)
= −∂tmw(1)αβ . (17)
Recalling (11), we can identify ∂x = ∂t1 =
N∑
α=1
∂tα,1 . Equations (10) imply that the
Baker-Akhiezer function of the matrix KP hierarchy and its adjoint satisfy the linear
equations
∂tmΨ(t; z) = BmΨ(t; z), m ≥ 1,
−∂tmΨ†(t; z) = Ψ†(t; z)Bm, m ≥ 1,
(18)
where Bm is the differential operator Bm =
(
W∂mx W
−1
)
+
. Atm = 1 we have ∂t1Ψ = ∂xΨ,
so the evolution in t1 is a shift of the variable x: w
(k)(x, t1, t2, . . .) = w
(k)(x+ t1, t2, . . .).
At m = 2 equations (18) yield the linear problems
∂t2Ψ = ∂
2
xΨ+ V (t)Ψ, (19)
5
−∂t2Ψ† = ∂2xΨ† +Ψ†V (t) (20)
with
V (t) = −2∂xw(1)(t). (21)
The discrete time evolution in the matrix KP hierarchy is defined as a shift of con-
tinuous time variables according to the rule [21]
τ p = τ
(
t− p
N∑
α=1
[µ−1]α
)
, Ψp = Ψ
(
t− p
N∑
α=1
[µ−1]α; z
)
,
where p is the discrete time variable and µ is a continuous parameter. Each µ corresponds
to its own discrete time flow. This hierarchy is called semi-discrete because the variable
x (and time t1) remains continuous. One can show, using the explicit expressions of the
Baker-Akhiezer functions through the tau-function and some corollaries of the bilinear
identity (see the appendix) that the corresponding linear problems have the form
µΨp − µΨp+1 = ∂xΨp +
(
w(1)(p+ 1)− w(1)(p)
)
Ψp, (22)
µΨ†p − µΨ† p−1 = −∂xΨ†p +Ψ†p
(
w(1)(p)− w(1)(p− 1)
)
, (23)
or, in components,
µΨpαβ − µΨp+1αβ = ∂xΨpαβ +
∑
γ
(
w(1)αγ (p+ 1)− w(1)γα (p)
)
Ψpγβ, (24)
µΨ†pαβ − µΨ† p−1αβ = −∂xΨ†pαβ +
∑
γ
Ψ†pαγ
(
w
(1)
γβ (p)− w(1)γβ (p− 1)
)
. (25)
3 Rational solutions to the matrix KP hierarchy and
time discretization of the Calogero-Moser model
We are going to study solutions to the matrix KP hierarchy which are rational functions
of the variable x (and, therefore, t1). For the rational solutions, the tau-function should
be a polynomial in x:
τ p = C
N∏
i=1
(x− xi). (26)
The N roots xi (assumed to be distinct) depend on the times t and on the discrete
variable p. They are going to be coordinates of particles in the spin Calogero-Moser
system. Disregarding the dependence on t, we will denote xi = xi(p). It is clear from
(4) that the Baker-Akhiezer functions Ψ, Ψ† (and thus the coefficient w(1)), as functions
of x, have simple poles at x = xi. It is shown in [9] that the residues at these poles
are matrices of rank 1. Namely, we can parametrize them through some column vectors
ai = (a
1
i , a
2
i , . . . , a
N
i )
T , bi = (b
1
i , b
2
i , . . . , b
N
i )
T (T means transposition) as follows:
res
x=xi
w
(1)
αβ = −aαi bβi or resx=xiw
(1) = −aibTi . (27)
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Note that in [10] the form (27) was derived from some algebro-geometric reasoning using
analytic properties of the Baker-Akhiezer function on the algebraic curve. For the residues
of the Baker-Akhiezer functions we have [9]:
res
x=xi
Ψαβ = e
xiz+ξ(t,z)aαi c
β
i , resx=xi
Ψ†αβ = e
−xiz−ξ(t,z)c∗αi b
β
i , (28)
where cαi , c
∗α
i are components of some vectors ci = (c
1
i , . . . , c
N
i )
T , c∗i = (c
∗1
i , . . . , c
∗N
i )
T .
The vectors ai, bi depend on the times tk with k ≥ 2 while the vectors ci, c∗i depend on
the same set of times and on z. The dependence of the vectors on the discrete time will
be denoted as aαi = a
α
i (p), b
α
i = b
α
i (p). Therefore, we have the following representation of
the Baker-Akhiezer functions:
Ψαβ = e
xz+ξ(t,z)
(
Cαβ +
N∑
i=1
aαi c
β
i
x− xi
)
, (29)
Ψ†αβ = e
−xz−ξ(t,z)
(
C−1αβ +
N∑
i=1
c∗αi b
β
i
x− xi
)
, (30)
where Cαβ is a matrix of some x-independent coefficients. The fact that the constant
term in the adjoint Baker-Akhiezer function is the inverse matrix C−1αβ follows from (9).
For the matrices w(1) and V = −2∂xw(1) we have
w
(1)
αβ = Sαβ −
N∑
i=1
aαi b
β
i
x− xi , Vαβ = −2
N∑
i=1
aαi b
β
i
(x− xi)2 , (31)
where the matrix S does not depend on x. Tending x→ ∞ in (17), one concludes that
∂tmS = 0 for all m ≥ 1, so the matrix S does not depend on all the times.
Following [9, 10], we first consider the dynamics of poles with respect to the time t2.
To this end, we consider the linear problems (19), (20),
∂t2Ψαβ = ∂
2
xΨαβ − 2
N∑
i=1
∑
γ
aαi b
γ
i
(x− xi)2 Ψγβ ,
−∂t2Ψ†αβ = ∂2xΨ†αβ − 2
∑
γ
Ψ†αγ
N∑
i=1
aγi b
β
i
(x− xi)2
and substitute here the pole ansatz for the Baker-Akhiezer functions. Consider first the
equation for Ψ. First of all, comparing the behavior of the both sides as x → ∞, we
conclude that ∂t2Cαβ = 0, so Cαβ does not depend on t2 (in a similar way, one can see
from the higher linear problems that Cαβ does not depend on all the times tk). Equating
coefficients at the poles at x = xi of different orders, we get the conditions:
• At 1
(x−xi)3
: bγi a
γ
i = 1 or b
T
i ai = 1;
• At 1
(x−xi)2
: aαi c
β
i x˙i = −2zaαi cβi − 2aαi b˜βi − 2
∑
k 6=i
aαi b
γ
i a
γ
kc
β
k
xi − xk , b˜
β
i = b
γ
i Cγβ;
• At 1
x−xi
: ∂t2(a
α
i c
β
i ) = −2
∑
k 6=i
aαk b
γ
ka
γ
i c
β
i − aαi bγi aγkcβk
(xi − xk)2 ,
7
where summation over repeated Greek indices is implied and x˙i = ∂t2xi. The conditions
coming from the third order poles are constraints on the vectors ai, bi. The conditions
coming from the second order poles can be written in the matrix form:
N∑
k=1
(zI − L)ikcαk = −b˜αi , Lik = −
x˙i
2
δik − (1− δik) b
γ
i a
γ
k
xi − xk , (32)
where I is the N ×N unity matrix. The matrix L is going to be the Lax matrix for
the spin Calogero-Moser system. The conditions at the first order poles give evolution
equations in the time t2. They are written in detail in [9]. Similar calculations with the
linear problem for Ψ† lead to the same constraints bTi ai = 1 and to the linear equations
for the vectors c∗i with the same Lax matrix L:
N∑
k=1
c∗αk (zI − L)ki = a˜αi , a˜αi = C−1αγ aγi . (33)
For completeness, we give here the equations of motion in the time t2 (see [9] for details):
a˙αi = −2
∑
k 6=i
bγka
γ
i a
α
k
(xi − xk)2 , b˙
α
i = 2
∑
k 6=i
bγi a
γ
kb
α
k
(xi − xk)2 , (34)
x¨i = −8
∑
k 6=i
bγi a
γ
kb
γ′
k a
γ′
i
(xi − xk)3 . (35)
Now we turn to the discrete time evolution. The Baker-Akhiezer functions are
Ψpαβ =
(
1− z
µ
)p
exz+ξ(t,z)
(
Cαβ +
∑
i
aαi (p)c
β
i (p)
x− xi(p)
)
, (36)
Ψ†pαβ =
(
1− z
µ
)−p
e−xz−ξ(t,z)
(
C−1αβ +
∑
i
c∗αi (p)b
β
i (p)
x− xi(p)
)
. (37)
We should substitute them into the linear problems (24), (25) and compare the coefficients
at the poles at x = xi(p) and x = xi(p+ 1). Note that the constant term Sαβ in w
(1)
αβ (p)
cancels in the combination w
(1)
αβ (p+1)−w(1)αβ (p) because the shift p→ p+1 is equivalent
to a shift of times and Sαβ does not depend on them. The cancellation of poles gives the
following conditions:
• At 1
(x−xi(p))2
: bγi (p)a
γ
i (p) = 1;
• At 1
x−xi(p+1)
:
(z−µ)aαi (p+1)cβi (p+1) = −aαi (p+1)b˜βi (p+1)−
∑
j
aαi (p+ 1)b
γ
i (p+ 1)a
γ
j (p)c
β
j (p)
xi(p+ 1)− xj(p) ;
• At 1
x−xi(p)
:
(z − µ)aαi (p)cβi (p) + aαi (p)b˜βi (p)−
∑
j
aαj (p+ 1)b
γ
j (p+ 1)a
γ
i (p)c
β
i (p)
xi(p)− xj(p+ 1)
+
∑
j 6=i
aαi (p)b
γ
i (p)a
γ
j (p)c
β
j (p)
xi(p)− xj(p) +
∑
j 6=i
aαj (p)b
γ
j (p)a
γ
i (p)c
β
i (p)
xi(p)− xj(p) = 0.
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Similar conditions follow from the linear problem for Ψ†:
• At 1
(x−xi(p))2
: bγi (p)a
γ
i (p) = 1;
• At 1
x−xi(p−1)
:
(z−µ)c∗αi (p− 1)bβi (p− 1) = a˜αi (p− 1)bβi (p− 1)+
∑
j
c∗αj (p)b
γ
j (p)a
γ
i (p− 1)bβi (p− 1)
xi(p− 1)− xj(p) ;
• At 1
x−xi(p)
:
(z − µ)c∗αi (p)bβi (p)− a˜αi (p)bβi (p) +
∑
j
c∗αi (p)b
γ
i (p)a
γ
j (p− 1)bβj (p− 1)
xi(p)− xj(p− 1)
−∑
j 6=i
c∗αi (p)b
γ
i (p)a
γ
j (p)b
β
j (p)
xi(p)− xj(p) +
∑
j 6=i
c∗αj (p)b
γ
j (p)a
γ
i (p)b
β
i (p)
xj(p)− xi(p) = 0.
The condition at the second order pole is the same constraint as before. Introduce the
matrices
Lij(p) = −δij x˙i(p)
2
− (1− δij)
bγi (p)a
γ
j (p)
xi(p)− xj(p) (38)
(the same Lax matrix as in (32)) and
Mij(p) =
bγi (p+ 1)a
γ
j (p)
xi(p+ 1)− xj(p) , (39)
then the above conditions coming from the first order poles at xi(p) and xi(p ± 1) can
be written as

(z − µ)cβi (p+ 1) = −b˜βi (p+ 1)−
∑
j
Mij(p)c
β
j (p)
aαi (p)

∑
j
(
zδij − Lij(p)
)
cβj (p) + b˜
β
i (p)


︸ ︷︷ ︸
=0
+ cβi (p)

∑
j
aαj (p+ 1)Mji(p) +
∑
j
aαj (p)Lji(p)− µaαi (p)

 = 0,
(40)


(z − µ)c∗αi (p− 1) = a˜αi (p− 1)−
∑
j
c∗αj (p)Mji(p− 1)
bβi (p)

∑
j
c∗αj (p)
(
zδij − Lji(p)
)
− a˜αi (p)


︸ ︷︷ ︸
=0
+ c∗αi (p)

∑
j
Mij(p− 1)bβj (p− 1) +
∑
j
Lij(p)b
β
j (p)− µbβi (p)

 = 0.
(41)
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The first brackets in the second equations vanish because of (32), (33). Introduce
the N -component column vectors Cα = (cα1 , . . . , cαN )T , C∗α = (c∗α1 , . . . , c∗αN )T , Aα =
(aα1 , . . . , a
α
N )
T , Bα = (bα1 , . . . , b
α
N )
T and A˜α = (a˜α1 , . . . , a˜
α
N )
T , B˜α = (b˜α1 , . . . , b˜
α
N )
T . In this
notation, the above equations are rewritten as linear equations for the vectors Aα and
Bβ, 

AαT (p+ 1)M(p) +AαT (p)L(p) = µAαT (p)
M(p− 1)Bβ(p− 1) + L(p)Bβ(p) = µBβ(p),
(42)
and linear equations for the vectors Cα and C∗α:

(z − µ)Cβ(p+ 1) = −B˜β(p+ 1)−M(p)Cβ(p)
(z − µ)Cβ(p) = −B˜β(p) + L(p)Cβ(p)− µCβ(p),
(43)


(z − µ)C∗αT (p− 1) = A˜αT (p− 1)−C∗αT (p)M(p− 1)
(z − µ)C∗αT (p) = A˜αT (p) +C∗αT (p)L(p)− µC∗αT (p).
(44)
From equations (43) we have
M(p)Cβ(p) +
(
L(p+ 1)− µI
)
Cβ(p+ 1) = 0 (45)
while from (44) we have
C∗αT (p+ 1)M(p) +C∗αT (p)
(
L(p)− µI
)
= 0. (46)
Substituting equations (43) into (45) and equations (44) into (46), we obtain
M(p)
(
−B˜β(p) + L(p)Cβ(p)− µCβ(p)
)
−
(
L(p+ 1)−µI
)(
B˜β(p+ 1) +M(p)Cβ(p)
)
= 0,
(
A˜αT (p) +C∗αT (p)L(p)− µC∗αT (p)
)
M(p− 1)
+
(
A˜αT (p− 1)−C∗αT (p)M(p− 1)
)(
L(p− 1)−µI
)
= 0,
or, after simplifying and taking into account equations (42),(
M(p)L(p)− L(p + 1)M(p)
)
Cβ(p) = 0,
C∗αT (p+ 1)
(
M(p)L(p)− L(p+ 1)M(p)
)
= 0.
This implies the consistency condition
L(p + 1)M(p) = M(p)L(p) (47)
or L(p + 1) = M(p)L(p)M−1(p) which is the discrete Lax equation. One can show by
a direct calculation that it holds provided the equations (42) are satisfied, which are
equations of motion for the poles xi and components of the vectors ai, bi. Let us write
down these equations in detail:
∑
j
bγi (p)a
γ
j (p− 1)bβj (p− 1)
xi(p)− xj(p− 1) =
x˙i(p)
2
bβi (p) +
∑
j 6=i
bγi (p)a
γ
j (p)b
β
j (p)
xi(p)− xj(p) + µb
β
i (p), (48)
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∑
j
aαj (p+ 1)b
γ
j (p+ 1)a
γ
i (p)
xj(p+ 1)− xi(p) =
x˙i(p)
2
aαi (p) +
∑
j 6=i
aαj (p)b
γ
j (p)a
γ
i (p)
xj(p)− xi(p) + µa
α
i (p). (49)
Multiply the first equation by aβi (p) and sum over β, then multiply the second equation
by bαi (p), sum over α and take into account the constraint b
γ
i a
γ
i = 1. Subtracting the
resulting equations, we eliminate x˙i(p) and obtain the equations of motion (2):
∑
j
bγi (p)a
γ
j (p+ 1)b
β
j (p+ 1)a
β
i (p)
xi(p)− xj(p+ 1) +
∑
j
bγi (p)a
γ
j (p− 1)bβj (p− 1)aβi (p)
xi(p)− xj(p− 1)
= 2
∑
j 6=i
bγi (p)a
γ
j (p)b
β
j (p)a
β
i (p)
xi(p)− xj(p) .
(50)
Summing the resulting equations, we obtain an expression for x˙i(p):
x˙i(p) =
∑
j
bγi (p)a
γ
j (p− 1)bβj (p− 1)aβi (p)
xi(p)− xj(p− 1) −
∑
j
bγi (p)a
γ
j (p+ 1)b
β
j (p+ 1)a
β
i (p)
xi(p)− xj(p+ 1) − 2µ. (51)
Equations (48), (49) are not closed since they contain x˙i, the derivative of xi with
respect to the “wrong” time t2. However, it is possible to make them closed by differen-
tiating both sides with respect to t2 and using the equations (34), (35) for a˙
α
i , b˙
α
i , x¨i and
equations (48), (49) themselves for a˙αi x˙i, b˙
α
i x˙i. After some mysterious cancellations one
arrives in this way at the following relatively compact equations:
∑
j,k
b
γ
i (p)a
γ
j (p−1)bγ
′
j (p−1)aγ
′
k (p−2)bβk (p−2)
(xj(p− 1)−xi(p))2(xk(p− 2)−xj(p − 1)) +
∑
j,k
b
γ
i (p)a
γ
k(p)b
γ′
k (p)a
γ′
j (p−1)bβj (p−1)
(xj(p− 1)−xi(p))2(xk(p)−xj(p− 1))
+
∑
j 6=k
b
γ
i (p)b
γ′
k (p−1)aγ
′
j (p−1)aγk(p−1)bβj (p−1) + bγi (p)bγ
′
j (p−1)aγ
′
k (p−1)aγj (p−1)bβk (p−1)
(xj(p− 1)−xi(p))2(xi(p)−xk(p − 1)) = 0,
(52)
∑
j,k
b
γ
j (p+1)a
γ
i (p)b
γ′
k (p+2)a
γ′
j (p+1)a
α
k (p+2)
(xj(p+ 1)−xi(p))2(xk(p+ 2)−xj(p + 1)) +
∑
j,k
b
γ
j (p+1)a
γ
k(p)b
γ′
k (p)a
γ′
i (p)a
α
j (p+1)
(xj(p+ 1)−xi(p))2(xk(p)−xj(p+ 1))
+
∑
j 6=k
b
γ
k(p+1)a
γ
j (p+1)b
γ′
j (p+1)a
γ′
i (p)a
α
k (p+1) + b
γ
j (p+1)a
γ
k(p+1)b
γ′
k (p+1)a
γ′
i (p)a
α
j (p+1)
(xj(p+ 1)−xi(p))2(xi(p)−xk(p + 1)) = 0.
(53)
At last, let us discuss the continuum limit of equations (50), (48), (49). We expect
that the continuous time flow t corresponding to p tends to t2. We set xi(p) = λp+ yi(p)
and expand xi(p±1) = ±λ+xi(p)±ε∂tyi+ ε22 ∂2t yi+O(ε3), aαi (p±1) = aαi ±ε∂taαi +O(ε2),
bαi (p ± 1) = bαi ± ε∂tbαi + O(ε2), where λ = O(
√
ε). Separating the terms with j = i in
the first line of (50), we expand this equation up to the first non-vanishing order O(ε) as
ε→ 0 and obtain
∂2t yi = −2g
∑
j 6=i
bγi a
γ
j b
β
j a
β
i
(yi − yj)3 , g = λ
4/ε2 = O(1), (54)
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which are equations of motion for the continuous time spin Calogero-Moser system. We
see that the coupling constant depends on the way of tending the time step to zero.
Comparison with (35) shows that one should put g = 4, i.e., λ4 = 4ε2, then in the limit
one has ∂2t yi = y¨i.
The continuum limit of equations (48), (49) is a little bit more tricky. Expanding
(48) as λ, ε→ 0, we obtain:
bβi
λ
− ε
λ2
bβi ∂tyi −
ε
λ
bγi ∂ta
γ
i b
β
i −
ε
λ
∂tb
β
i − λ
∑
j 6=i
bγi a
γ
j b
β
j
(yi − yj)2 +O(ε) =
y˙i
2
bβi + µb
β
i .
Comparison of the leading terms gives λ = µ−1. The next order terms give
∂tyi = −λ
2
2ε
y˙i − λbγi ∂taγi +O(ε).
In order to make the t-flow identical to the t2-flow in the limit, one should require
λ2 = −2ε which agrees with the condition λ4 = 4ε2 mentioned above. Then in the order
O(λ) we obtain
∂tb
β
i = 2
∑
j 6=i
bγi a
γ
j b
β
j
(yi − yj)2 ,
which is the second equation in (34). The first one is obtained in a similar way from
equation (49).
4 Conclusion
To conclude, we have derived the discrete time equations of motion for the characteristic
data of rational solutions to the semi-discrete matrix KP hierarchy – positions of N poles
xi and vectors a
α
i , b
α
i parametrizing rank 1 matrix residues at the poles. These equations
define integrable time discretization of the spin Calogero-Moser N -particle system (which
is known as the Gibbons-Hermsen system). They look like equations of motion for the
discrete time spinless Calogero-Moser system “dressed” by scalar products of the vectors
aαi , b
α
j . The continuum limit of these equation coincides with the equations of motion for
the Gibbons-Hermsen system. The main technical tool for the derivation of the discrete
time equations of motion is the linear problems for the Baker-Akhiezer functions of the
semi-discrete matrix KP hierarchy, which are obtained as corollaries of the basic bilinear
identity for the tau-function.
It would be interesting to extend the results of this work to elliptic solutions to
the semi-discrete matrix KP hierarchy. We expect that the method of the paper [7] is
applicable in this case and the resulting equations of motion have a similar structure,
with the simple pole function (x − xi)−1 being replaced by the Weierstrass ζ-function
ζ(x− xi).
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Appendix
Some corollaries of the bilinear identity
Here we list some corollaries of the basic bilinear identity (12) which are used below in
the appendix for the derivation of the linear problems (24), (25).
Differentiating the bilinear identity (12) with respect to tγ,1 and setting t
′ = t−[µ−1]β,
we obtain, after calculating the residues, for any distinct α, β, γ:
ταβ(t−[µ−1]β)∂tγ,1τ(t)− τ(t)∂tγ,1ταβ(t−[µ−1]β) +
ǫαγǫγβ
ǫαβ
ταγ(t)τγβ(t−[µ−1]β) = 0 (A1)
(no summation over repeated indices!). Differentiating (12) with respect to tβ,1 and
setting t′ = t− [µ−1]α − [ν−1]β, we obtain, for any distinct α, β:
∂tβ,1ταβ(t− [ν−1]β)τ(t− [µ−1]α)− ∂tβ,1τ(t− [µ−1]α)ταβ(t− [ν−1]β)
+νταβ(t− [ν−1]β)τ(t− [µ−1]α)− νταβ(t)τ(t− [µ−1]α − [ν−1]β) = 0.
(A2)
In a similar way, differentiating (12) with respect to tα,1 and setting t
′ = t−[µ−1]α−[ν−1]β,
we obtain, for any distinct α, β:
∂tα,1ταβ(t− [ν−1]β)τ(t− [µ−1]α)− ∂tα,1τ(t− [µ−1]α)ταβ(t− [ν−1]β)
−µταβ(t− [ν−1]β)τ(t− [µ−1]α) + µτ(t)ταβ(t− [µ−1]α − [ν−1]β) = 0.
(A3)
Differentiating (12) at β = α with respect to tγ,1 (γ 6= α) and setting t′ = t− [µ−1]α, we
obtain, for any distinct α, γ:
∂tγ,1τ(t− [µ−1]α)τ(t)− ∂tγ,1τ(t)τ(t − [µ−1]α) + µ−1ταγ(t)τγα(t− [µ−1]α) = 0. (A4)
Setting t′ = t + [µ−1] − [ν−1]β , where we abbreviate [µ−1] ≡
N∑
γ=1
[µ−1]γ , we represent
the bilinear identity (12) at α 6= β in the form
ǫβα
∮
C∞
dzz−1
(
1− z
µ
)
τ
(
t− [z−1]α
)
ταβ
(
t+ [µ−1]− [ν−1]β + [z−1]α
)
+ ǫαβ
∮
C∞
dzz−1
1− z
µ
1− z
ν
ταβ
(
t− [z−1]β
)
τ
(
t+ [µ−1]− [ν−1]β + [z−1]β
)
+
∑
γ 6=α,β
ǫαγǫβγ
∮
C∞
dzz−2
(
1− z
µ
)
ταγ
(
t− [z−1]γ
)
τγβ
(
t+ [µ−1]− [ν−1]β + [z−1]γ
)
= 0.
Calculating the residues and multiplying by µ, we obtain:
ǫβαµτ(t)ταβ
(
t+ [µ−1]− [ν−1]β
)
+ ǫβα∂tα,1τ(t)ταβ
(
t+ [µ−1]− [ν−1]β
)
−ǫβατ(t)∂tα,1ταβ
(
t+ [µ−1]− [ν−1]β
)
+ǫαβ(µ− ν)ταβ
(
t− [ν−1]β
)
τ
(
t+ [µ−1]
)
+ ǫαβνταβ(t)τ
(
t+ [µ−1]− [ν−1]β
)
− ∑
γ 6=α,β
ǫαγǫβγταγ(t)τγβ
(
t+ [µ−1]− [ν−1]β
)
= 0.
(A5)
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Setting t′ = t+ [µ−1]− [ν−1]α, we represent the bilinear identity (12) at β = α in the
form ∮
C∞
dz
1− z
µ
1− z
ν
τ
(
t− [z−1]α
)
τ
(
t+ [µ−1]− [ν−1]α + [z−1]α
)
+
∑
γ 6=α
∮
C∞
dzz−2
(
1− z
µ
)
ταγ
(
t− [z−1]γ
)
τγα
(
t+ [µ−1]− [ν−1]α + [z−1]γ
)
= 0.
Calculating the residues and multiplying by µ, we obtain:
ν(µ − ν)τ
(
t− [ν−1]α
)
τ
(
t+ [µ−1]
)
− ν(µ− ν)τ(t)τ
(
t+ [µ−1]− [ν−1]α
)
−ν∂tα,1τ(t)τ
(
t+ [µ−1]− [ν−1]α
)
+ ντ(t)∂tα,1τ
(
t+ [µ−1]− [ν−1]α
)
−∑
γ 6=α
ταγ(t)τγα
(
t+ [µ−1]− [ν−1]α
)
= 0.
(A6)
Note that under the identification τ pαβ = ταβ
(
t − p[µ−1]
)
and the formal substitution
µ = 0 equations (A5) and (A6) become the corresponding bilinear equations for the
matrix modified KP hierarchy [27].
Derivation of the linear problems (24), (25)
Here we show that the linear problems (24), (25), which are the basic tools for deriving
the equations of motion for the discrete time pole dynamics, are equivalent to corollaries
of the bilinear identity (12). The derivation is similar to the one given in [27].
Let us give some details of the calculations for the linear problem (24). We start from
the case α 6= β. Substituting
Ψpαβ = ǫαβ
τ pαβ(t− [z−1]β)
τ p(t)
zδαβ−1
(
1− z
µ
)p
exz+ξ(t,z)
and
w(1)αγ (p) =


ǫαγ
τ pαγ(t)
τ p(t)
if α 6= γ
− ∂tα,1τ
p(t)
τ p(t)
if α = γ
into (24), we write it in the form
µz−1ǫαβ
τ pαβ(t− [z−1]β)
τ p(t)
+ (1− µz−1) ǫαβ
τ p+1αβ (t− [z−1]β)
τ p+1(t)
= ǫαβ
τ pαβ(t− [z−1]β)
τ p(t)
+ z−1ǫαβ ∂t1
(
τ pαβ(t− [z−1]β)
τ p(t)
)
+
∑
γ 6=α
zδγβ−1ǫαγǫγβ
(
τ p+1αγ (t
τ p+1(t)
− τ
p
αγ(t
τ p(t)
)
τ pγβ(t− [z−1]β)
τ p(t)
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−z−1ǫαβ
(
∂tα,1τ
p+1(t)
τ p+1(t)
− ∂tα,1τ
p(t)
τ p(t)
)
τ pαβ(t− [z−1]β)
τ p(t)
.
After some obvious transformations, separating the terms with the denominator (τ p(t))2,
we can rewrite this as
−(1 − µz−1)ǫαβ
τ p+1αβ (t− [z−1]β)
τ p+1(t)
+ (1− µz−1)ǫαβ
τ pαβ(t− [z−1]β)
τ p(t)
+ǫαβ
τ p+1αβ (t)τ
p(t− [z−1]β)
τ p+1(t)τ p(t)
+ z−1ǫαβ
∂t1τ
p
αβ(t− [z−1]β)
τ p(t)
− z−1ǫαβ
∂tα,1τ
p+1(t)τ pαβ(t− [z−1]β)
τ p+1(t)τ p(t)
+z−1
∑
γ 6=α,β
ǫαγǫγβ
τ p+1αγ (t)τ
p
γβ(t− [z−1]β)
τ p+1(t)τ p(t)
+
ǫαβ
(τ p(t))2

−z−1τ pαβ(t− [z−1]β)∂t1τ p(t)− τ pαβ(t)τ p(t− [z−1]β)
+z−1∂tα,1τ
p(t) τ pαβ(t− [z−1]β)− z−1
∑
γ 6=α,β
ǫαγǫγβ
ǫαβ
τ pαγ(t)τ
p
γβ(t− [z−1]β)

 = 0.
Th idea is to transform the expression in the brackets {. . .} using the bilinear relations
(A1) and (A2). Namely, taking into account that ∂t1 =
∑
γ ∂tγ,1 , we rewrite it in the form{
. . .
}
= −z−1τ pαβ
(
t− [z−1]β
)
∂tβ,1τ
p(t)− τ pαβ
(
t)τ p(t− [z−1]β
)
−z−1 ∑
γ 6=α,β
[
τ pαβ
(
t− [z−1]β
)
∂tγ,1τ
p(t) +
ǫαγǫγβ
ǫαβ
τ pαγ(t)τ
p
γβ
(
t− [z−1]β
)]
and apply (A2) with µ = ∞, ν = z in the first line and (A1) with µ = z in the second
line. The result is
{
. . .
}
= −τ p(t)

z−1∑
γ 6=α
∂tγ,1τ
p
αβ
(
t− [z−1]β
)
+ τ pαβ
(
t− [z−1]β
) .
Substituting this back and multiplying by τ p+1(t)τ p(t), we obtain, after some cancella-
tions:
zǫαβτ
p+1
αβ (t)τ
p
(
t− [z−1]β
)
− zǫαβτ p(t)τ p+1αβ
(
t− [z−1]β
)
+µǫαβτ
p(t)τ p+1αβ
(
t− [z−1]β
)
− µǫαβτ p+1(t)τ pαβ
(
t− [z−1]β
)
+ǫαβ∂tα,1τ
p
αβ
(
t− [z−1]β
)
τ p+1(t)− ǫαβ∂tα,1τ p+1(t)τ pαβ
(
t− [z−1]β
)
+
∑
γ 6=α,β
ǫαγǫγβτ
p+1
αγ (t)τ
p
γβ
(
t− [z−1]β
)
= 0.
Taking into account that τ pαβ(t) = ταβ
(
t − p[µ−1]
)
, one can see that this is exactly the
bilinear relation (A5), where one should put ν = z.
Let us now pass to the case α = β in (24):
µ
τ p(t− [z−1]α)
τ p(t)
+ (z − µ)τ
p+1(t− [z−1]α)
τ p+1(t)
= z
τ p(t− [z−1]α)
τ p(t)
+ ∂t1
(
τ p(t− [z−1]α
τ p(t)
)
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−z−1 ∑
γ 6=α
(
τ p+1αγ (t)
τ p+1(t)
− τ
p
αγ(t)
τ p(t)
)
τ pγα(t− [z−1]α)
τ p(t)
−
(
∂tα,1τ
p+1(t)
τ p+1(t)
− ∂tα,1τ
p(t)
τ p(t)
)
τ p(t− [z−1]α)
τ p(t)
.
Separating the terms with the denominator (τ p(t))2, we rewrite this as
(µ− z) τ
p+1(t− [z−1]α)
τ p+1(t)
− (µ− z) τ
p(t− [z−1]α)
τ p(t)
+
∂t1τ
p(t− [z−1]α)
τ p(t)
−z−1 ∑
γ 6=α
τ p+1αγ (t)τ
p
γα(t− [z−1]α)
τ p+1(t)τ p(t)
− ∂tα,1τ
p+1(t)τ p(t− [z−1]α)
τ p+1(t)τ p(t)
+
1
(τ p(t))2

∑
γ 6=α
(
z−1τ pαγ(t)τ
p
γα
(
t− [z−1]α
)
− τ p
(
t− [z−1]α
)
∂tγ,1τ
p(t)
)
 = 0.
Using the 3-term relation (A4), we have for the expression in the brackets {. . .}:{
. . .
}
= −τ p(t)∑
γ 6=α
∂tγ,1τ
p
(
t− [z−1]α
)
,
so, after multiplying by τ p+1(t)τ p(t), we obtain for the previous expression:
z(µ − z)τ p(t)τ p+1
(
t− [z−1]α
)
− z(µ− z)τ p+1(t)τ p
(
t− [z−1]α
)
+z∂tα,1τ
p
(
t− [z−1]α
)
τ p+1(t)− z∂tα,1τ p+1(t)τ p
(
t− [z−1]α
)
−∑
γ 6=α
τ p+1αγ (t)τ
p
γα
(
t− [z−1]α
)
= 0.
One can see that this is exactly the bilinear relation (A6), where one should put ν = z.
Equation (25) for Ψ† can be processed in a similar way using the bilinear relations
(A1), (A3), (A4).
Acknowledgments
This work was funded by the Russian Academic Excellence Project ‘5-100’ and supported
in part by RFBR grant 18-01-00461.
References
[1] H. Airault, H. P. McKean, and J. Moser, Rational and elliptic solutions of the
Korteweg-De Vries equation and a related many-body problem, Commun. Pure Appl.
Math., 30 (1977) 95-148.
[2] F. Calogero, Solution of the one-dimensional N-body problems with quadratic and/or
inversely quadratic pair potentials, J. Math. Phys. 12 (1971) 419-436.
16
[3] F. Calogero, Exactly solvable one-dimensional many-body systems, Lett. Nuovo Ci-
mento 13 (1975) 411-415.
[4] J. Moser, Three integrable Hamiltonian systems connected with isospectral deforma-
tions, Adv. Math. 16 (1975) 197-220.
[5] I.M. Krichever, Rational solutions of the Kadomtsev-Petviashvili equation and inte-
grable systems of N particles on a line, Funct. Anal. Appl. 12:1 (1978) 59-61.
[6] D.V. Chudnovsky, G.V. Chudnovsky, Pole expansions of non-linear partial differen-
tial equations, Nuovo Cimento 40B (1977) 339-350.
[7] I.M. Krichever, Elliptic solutions of the Kadomtsev-Petviashvili equation and inte-
grable systems of particles, Funk. Anal. i Ego Pril. 14:4 (1980) 45-54 (in Russian);
English translation: Functional Analysis and Its Applications 14:4 (1980) 282-290.
[8] T. Shiota, Calogero-Moser hierarchy and KP hierarchy, J. Math. Phys. 35 (1994)
5844-5849.
[9] V. Pashkov and A. Zabrodin, Spin generalization of the Calogero-Moser hierarchy
and the matrix KP hierarchy, J. Phys. A: Math. Theor. 51 (2018) 215201.
[10] I. Krichever, O. Babelon, E. Billey and M. Talon, Spin generalization of the Calogero-
Moser system and the matrix KP equation, Amer. Math. Soc. Transl. Ser. 2 170
(1995) 83-119.
[11] A. Tacchella, On rational solutions of multicomponent and matrix KP hierarchies,
Journal of Geometry and Physics 61 (2011) 1319-1328.
[12] M. Bergvelt, M. Gekhtman and A. Kasman, Spin Calogero particles and bispectral
solutions of the matrix KP hierarchy, Math. Phys. Analysis and Geometry 12 (2009)
181-200.
[13] D. Ben-Zvi and T. Nevins, D-bundles and integrable hierarchies, J. Eur. Math. Soc.
(JEMS) 13 (2011) 1505-1567.
[14] D. Ben-Zvi and T. Nevins, From solitons to many-body systems, Pure Appl. Math.
Q. 4 (2008) no. 2, Special Issue in honor of Fedor Bogomolov, Part 1, 319-361.
[15] O. Chalykh and A. Silantyev, KP hierarchy for the cyclic quiver, J. Math. Phys. 58
(2017) 071702.
[16] E. Date, M. Jimbo, M. Kashiwara and T. Miwa, Transformation groups for soliton
equations III, J. Phys. Soc. Japan 50 (1981) 3806-3812.
[17] V. Kac and J. van de Leur, The n-component KP hierarchy and representation
theory, in: A.S. Fokas, V.E. Zakharov (Eds.), Important Developments in Soliton
Theory, Springer-Verlag, Berlin, Heidelberg, 1993.
[18] L.-P. Teo, The multicomponent KP hierarchy: differential Fay identities and Lax
equations, J. Phys. A: Math. Theor. 44 (2011) 225201.
17
[19] K. Takasaki and T. Takebe, Integrable hierarchies and dispersionless limit, Physica
D 235 (2007) 109-125.
[20] J. Gibbons and T. Hermsen, A generalization of the Calogero-Moser system, Physica
D 11 (1984) 337-348.
[21] E. Date, M. Jimbo and T. Miwa, Method for generating discrete soliton equations I,
II, Journ. Phys. Soc. Japan 51 (1982) 4116-4131.
[22] F.W. Nihhoff and G.D. Pang, A time-discretized version of the Calogero-Moser
model, Phys. Lett. A 191 (1994) 101-107.
[23] F.W. Nihhoff, O. Ragnisco and V. Kuznetsov, Integrable time-discretization of the
Ruijsenaars-Schneider model, Commun. Math. Phys. 176 (1996) 681-700.
[24] O. Ragnisco and Yu. Suris, Integrable discretizations of the spin Ruijsenaars-
Schneider models, J. Math. Phys. 38 (1997) 4680-4691.
[25] Yu. Suris, The Problem of Integrable Discretization: Hamiltonian Approach, Springer
Basel AG, 2003.
[26] I. Krichever, P. Wiegmann and A. Zabrodin, Elliptic solutions to difference non-
linear equations and related many-body problems, Commun. Math. Phys. 193 (1998)
373-396.
[27] A. Zabrodin, On matrix modified KP hierarchy, arXiv:1802.02797.
18
