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Abstract
We start by analyzing the role of imprecision in information retrieval in
the Web, some theoretical contributions for managing this problem and its
presence in search engines, with special emphasis on the use of thesaurus in
order to increase the relevance of the documents retrieved. We then present
Fdsa, a Spanish electronic dictionary of synonyms that compute degrees of
synonymy, and an efficient implementation of it by using deterministic acyclic
finite-state automata. We conclude by conjecturing that the use of this e-
dictionary in a Spanish web searcher will increase recall without diminishing
too much precision and latency. Moreover, our electronic dictionary will be
freely available very soon for stand-alone use.
1 Imprecision and Information Retrieval on the
Web
Information retrieval is perhaps as old as the existence of libraries, institutions
where information is stored to be consulted. In order to improve the efficiency of
these consultations, librarians classify the information using some form of index-
ation system (alphabetical index of authors, subject index, etc.), which makes it
quick and easy to access the documents.
At present, information retrieval is automatic and this is largely due to the
success of computer technology. Computers have mode digital libraries possible,
where information is stored in electronic devices. In these new libraries, informa-
tion is not always managed by the normative criteria of librarians. Perhaps the
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largest digital library that exists at the moment is the Web, which has an enormous
amount of documents in every possible style or format. The Dublin Core metadata
suggest that every web page should define tags relative to its form and content, but
this initiative has not met with universal success. Moreover, in the Web a lot of
redundant (the number of repeated pages is estimated at 20% of the whole), false
and out-of-date information is stored. Consequently, there are a lot of data, but
finding useful and interesting information is quite a complicated task.
In order to help in this task, Web searchers appeared. They belong to two
main different classes, directories or search engines, although today both of them
provide mixed services. For example, Yahoo! offers the search engine of Google
and Google provides access to the Open Directory Project classification.
In the Web, the most commonly used search process is a lexical-grammatical
one, based on the possible matching between the terms of a query and some word of
the index in the database of the searcher, which is linked to a document. Moreover,
there are other models: the logical one, for which retrieval is a synonym of infer;
or the cognitive, in which retrieval is the simulation of the behaviour of a human
agent searching for information. What follows refers only to lexical model.
There are three main ways of matching in the lexical paradigm: exact, vector
space and probabilistic models. Exact matching is the most common and widely
implemented in the Web searchers, because it is simple and offers reasonably good
results. In exact matching a query is reduced to a set of terms, the document to a
set of keywords from the index and the matching is the identity between a query
term and an index term. But the relevance of a page rescued as the answer to
a query is not always a matter of yes or no. If it were, it would give very poor
results. In most cases, it is a question of degree, largely due to the uncertainty
present in the query or in the document. In queries, not all the terms may have
the same weight when it comes to expressing what we are searching for. In the
index, not all the words represent the document with equal strength. According to
this, other kinds of matching functions have been proposed: the vector model and
the probabilistic model are the best-known ones. They represent good theoretical
improvements, but are criticized: estimations of probabilities about the order of
documents in a way that will come close to user judgments about relevance are
often based on the absence of any examples of relevant documents.
It should be noted that the exact matching model does not exclude the treat-
ment of degrees of relevance, only its semantic limits to do so. An extended boolean
model makes it possible to use it as an approximate concept, not an exact one. Of all
the extensions of the boolean model, the fuzzy model has obtained some credit [6].
A fuzzy model uses a generalized membership function F (dk, tj) representing the
set of documents described by an index. Given a query with i terms, it is possible
to order those documents with respect to the query by combining the membership
values of the individual terms. The most popular modality of fuzzy logic that has
been used is the max-min logic:
F (dk, t1 ∧ t2) = min(F (dk, t1), F (dk, t2))
F (dk, t1 ∨ t2) = max(F (dk, t1), F (dk, t2))
F (dk,¬t1) = 1− F (dk, t1)
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If the membership function is in {0, 1}, the fuzzy model is equivalent to a boolean
model.
Some objections have been made to fuzzy models: they do not offer a criterion
for assigning weights to the query terms, and it is possible to classify documents
with the same ranking using either many or only a few query terms. Trillas’ studies
in [5] on:
• the formalization of Black’s consistence profiles with fuzzy logic techniques,
allowing us to approximately measure the role of each word in a query,
• and the study of t-norm and t-conorm families that allow us to aggregate
terms of fuzzy meaning, whilst still respecting their semantics,
are solutions to these objections and contribute to improving the fuzzy model.
The evaluation of a retrieval system is based on three parameters:
• Precision: ratio of relevant documents in the set of retrieved documents.
• Recall: ratio of retrieved documents in the set of relevant documents.
• Latency: speed and scalability of retrieval.
The introduction of new kinds of matching modelling leads to an improvement
in precision and recall ratios, but we must take care to test these models with
realistic collections of documents and to ensure that latency does not decrease, at
least if we want to implement it in a real searcher. These are the main problems
of fuzzy models. Latency is a critical factor since everything that delays a search
for more than one second must be rejected.
Even though real searchers are based on non-extended boolean matching models
whose semantics do not admit imprecision, they use predefined resources that in-
troduce certain fuzziness or generality in the queries. Thus, most of them include
proximity operators, such as near, which retrieve pages in which the proposed
terms occur more or less close together (about 10 or 20 words may appear between
them). Another form of query expansion is stemming (searching for words from
their prefix: impli/implication, implicate, implicit, implicitly, implied)
using wildcards (character used for substitution of one or several letters: impli*).
The near operator and wildcards increase recall but decrease precision. In order
to increase recall and precision, thesaurus have been used in some lexical models:
• In order to increase recall: Some searchers (such as Altavista) expand the
query by using a thesaurus, so asking about domestic violence is also ask-
ing about home violence, domestic aggression, etc. The effect of this is
the loss of precision in the answer due to the increase in the number of re-
trieved pages, although some pages retrieved by the use of a synonym could
be more relevant than other pages retrieved by the original term.
• In order to improve precision: Suppose that an excessively generic query has
been made, thereby retrieving an excessive number of pages. These pages
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would have been retrieved by the matching of some words in the index. Ap-
plying a dictionary of synonyms, pages with similar meaning or subject could
be grouped and consequently classified with the same order number. This
method has been used by Excite.
Up till now the use of dictionaries of synonyms in information retrieval has been
limited to its linguistic resources for associating similar meanings. This has pro-
vided an improvement in the search process, but it is possible to go one step further
by measuring the proximity of meaning between a term and its synonym through
similarity measures. This will enable us to offer a calculation of the degree of
synonymy between the entry and the synonyms in a dictionary of synonyms. We
will now present an implementation of a Spanish dictionary of synonyms, which
calculates the degree of synonymy between two words. We have carried out this
implementation by using minimal acyclic finite-state automata. The use of this
kind of automata turns the dictionary of synonyms into a quick and efficient tool.
It is plausible to conjecture that this will decrease latency and increase precision
and recall. The next step will be to implement it in an information retrieval system
and to evaluate the improvement of the system.
Section 2 gives the definition of synonymy and specifies how to calculate the
degree of synonymy between two entries of the dictionary. Section 3 describes
our general model of dictionary and allows us to understand the role of the finite-
state automata here. In Section 4, we describe Blecua’s Spanish dictionary of
synonyms [1] and detail all the transformations performed on it with the help of
our automata-based architecture for dictionaries. Our electronic dictionary, called
Fdsa (Fuzzy Dictionary of Synonyms and Antonyms), will be available in the very
near future for stand-alone use. In Section 5, we present its main features and
functionalities. Finally, Section 6 presents our conclusions.
2 Synonymy
The most frequent definition of synonymy conceives it as a relation between two
expressions with identical or similar meaning. The controversy of understanding
synonymy as a precise question or as an approximate question, i.e. as a question
of identity or as a question of similarity, has existed from the beginning of the
study of this semantic relation. In the present work, synonymy is understood as a
gradual relation between words. In order to calculate the degree of synonymy, we
use measures of similarity applied on the sets of synonyms provided by a dictionary
of synonyms for each of its entries. In the examples shown in this work, we will
use as our measure of similarity Jaccard’s coefficient, which is defined as follows.
Given two sets X and Y , their similarity is measured as:
sm(X,Y ) =
|X ∩ Y |
|X ∪ Y |
On the other hand, let us consider a word w with mi possible meanings, where
1 ≤ i ≤M , and another wordw′ withmj possible meanings, where 1 ≤ j ≤M
′. By
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dc(w,mi), we will represent the function that gives us the set of synonyms provided
by the dictionary for every entry w in the concrete meaning mi. Then, the degree
of synonymy of w and w′ in the meaning mi of w is calculated as follows [2]:
dg(w,mi, w
′) = max
1≤j≤M ′
sm[dc(w,mi), dc(w
′,mj)]
Furthermore, by calculating
k = arg max
1≤j≤M ′
sm[dc(w,mi), dc(w
′,mj)]
we obtain in mk the meaning of w
′ closest to the meaning mi of w.
The conception of synonymy as a gradual relation implies a distancing from
the idea that considers it as an equivalence relation. This is coherent with the
behaviour of synonymy in the printed dictionary, since it is possible to find cases
in which the reflexive, symmetrical and transitive properties do not hold:
• The reflexive relation is not usually included in dictionaries in order to reduce
the size of the corresponding implementations, since it is obvious that any
word is a synonym of itself in each one of its individual meanings.
• The lack of symmetry can be due to several factors. In certain cases, the
relation between two words can not be considered as one of synonymy. This
is the case of the words granito (granite) and piedra (stone), where the
relation is a hyponymy. This phenomenon also occurs with some expressions:
for instance, the expression ser u~na y carne (to be inseparable or, in literal
translation, to be nail and flesh) and the word u~na (nail). In other cases,
symmetry is not present because a word can have a synonym which is not an
entry in the dictionary. One reason for this is that the lemmas of the words
are not used when these words are provided as synonyms. Another possible
reason is an omission by the lexicographer who compiled the dictionary.
• Finally, if synonymy has been understood as similarity of meanings, it is
reasonable that transitivity does not always hold.
In the following section, we will describe a general architecture that uses minimal
deterministic acyclic finite-state automata in order to implement large dictionaries
of synonyms, and how this general architecture has allowed us to modify an initial
dictionary with the purpose of letting the relations between the entries and the
expressions provided as answers satisfy the reflexive and symmetrical properties,
but not the transitive one.
3 General Architecture of an Electronic Dictio-
nary of Synonyms
Words in a dictionary of synonyms are manually inserted by linguists. Therefore,
our first view of a dictionary is simply a text file, with the following line format:
62 S. Ferna´ndez Lanza et al.
word meaning homograph synonym
Words with several meanings, homographs or synonyms use a different line for each
possible relation. With no loss of generality, these relations could be alphabetically
ordered. Then, in the case of Blecua’s dictionary, the point at which the word
concesio´n (concession) appears could have this aspect:
concesio´n 1 1 gracia (grace)
concesio´n 1 1 licencia (licence)
concesio´n 1 1 permiso (permission)
concesio´n 1 1 privilegio (privilege)
concesio´n 2 1 epı´trope (a figure of speech)
For a later discussion, we say that the initial version of the dictionary had M =
27, 029 different words, with R = 87, 762 possible synonymy relations. This last
number is precisely the number of lines in the text file. The first relation of
concesio´n appears in line 25, 312, but the word takes the position 6, 419 in the set
of the M different words ordered lexicographically.
Of course, this is not an operative version for a dictionary. It is therefore
necessary to provide a compiled version to compact this large amount of data, and
also to guarantee an efficient access to it with the help of automata. The compiled
version is shown in Figure 1, and its main elements are:
• The Word to Index function changes a word into its relative position in the
set of different words (e.g. concesio´n into 6, 419).
• In a mapping array of size M + 1, this number is changed into the absolute
position of the word (e.g. 6, 419 into 25, 312). This new number is used to
access the rest of arrays, all of them of size R. The lexicographical ordering
guarantees that the relations of a given word are adjacent, but we need to
know how many they are. For this, it is enough to subtract the absolute
position of the word from the value of the next cell (e.g. 25, 317−25, 312 = 5
relations).
• The arrays m1 and h1 store numbers which represent the meanings and
homographs, respectively, of a given word. The arrays m2 and h2 have the
same purpose for each of its synonyms.
• The array w2 is devoted to synonyms and also stores numbers. A synonym
is a word that also has to appear in the dictionary. The number obtained
by the Word to Index function for this word is the number stored here, since
it is more compact than the synonym itself. The original synonym can be
recovered by the Index to Word function.
• The array dg directly stores the degrees of every possible synonymy relation.
In this case, no reduction is possible.
Note that the arrays m2, h2 and dg store data that are not present in the original
version of the dictionary. This new information was easily calculated from the rest
Introducing Fdsa (Fuzzy Dictionary of Synonyms and Antonyms) 63
1
1
1
1
1
1
1
1
1
Index_to_Word
1
2
3
mapping
= 87,762
M + 1 R + 1
= 27,029M
w2 h2m2h1m1 dg
1
2
3
25,312
6,419 25,312
25,317
R
1
0.333333
0.2
0.375
0,14285
2
1
1
1
1
2
2 1
1
1
1
13,059
15,811
19,422
20,538
10,751
concesión
Word_to_Index
epítrope
privilegio
permiso
licencia
gracia
Figure 1: Compact modeling of an electronic dictionary of synonyms
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of arrays with the formulas explained in Section 2, once the dictionary had been
compiled into this general model and those initial data could be efficiently accessed.
The specific transformations performed on the initial dictionary are detailed in
Section 4.
This is the most compact architecture for storing all the information of the words
present in a dictionary, when this information involves specific features of each
word, such as the degree of a synonymy relation. Furthermore, this architecture is
very flexible: it is easy to incorporate new arrays for other additional data (such
as part-of-speech tags), or to remove unused arrays (thus saving the corresponding
space). To complete this model, we only need the implementation of the functions
Word to Index and Index to Word. Both functions operate over a special type
of automata, the numbered minimal acyclic finite-state automata described in [3],
allowing us to efficiently perform perfect hashing between numbers and words.
4 Improving the Dictionary
The implementation of the dictionary of synonyms [1] was carried out in several
steps, some of which required manual processes whereas others could be made
automatically. The initial version of the dictionary had 21,098 entries; however it
also included 5,931 expressions that appear as synonyms of others but were not
entries by themselves (from now, no-entries). This version had 87,762 pairs of
synonyms and our first goal was to fill the information corresponding to the m2,
h2 and dg arrays described in Section 3. With respect to dg and m2, this could
be done mechanically by using the formulas of Section 2. The automatic detection
of homographs h2 was carried out by including all the homographs of the second
word in the calculation of the degree, but only 300 entries of dictionary proved to
have homographs. From these initial data we made further modifications related
to the properties that the synonymy relation satisfies in the dictionary:
• Symmetry: One of the reasons why symmetry does not hold is the existence
of 11,596 pairs involving no-entries. This means that there exist pairs of the
form (entry, no-entry) but not the converse pairs. The next improvement
was to add as entries all no-entry expressions. In order to do so, we had
to associate a set of synonyms to each no-entry. This set was made up of
all entries in which the no-entry expression appears as a synonym. In this
way, the number of entries and the number of pairs were increased to 27,029
and 99,358 respectively. At this moment, all the expressions involved in the
dictionary appear as entries. Nevertheless, the synonymy relation is still
non-symmetric. Since we use a measure of similarity, in this case Jaccard’s
coefficient, two meanings of two different entries will be non zero synonyms
(i.e. will be synonyms) if their associated sets of synonyms have some element
in common. Following this criterion, if an entry x has synonyms in common
with another y given two respective meanings of them, y will have the same
synonyms in common with x for those meanings. We have improved the
dictionary again by adding to each set of synonyms X the new entries that
had meanings whose associated sets of synonyms had elements in common
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with X . This second step does not further modify the number of entries of
the dictionary, but the number of pairs is modified increasing to 621,265. We
obtained a symmetric relation of synonymy and we transformed the initial
dictionary into a richer one.
• Reflexivity: The final improvement was to incorporate the reflexive pairs in
the synonymy relation by adding for each entry of the dictionary the entry
word itself in all the corresponding sets for each meaning of it. This is useful in
order to avoid some problems in the calculation of the degrees of synonymy.
For instance, when a word x appears as a unique synonym of another y
and y as a unique synonym of x for two specific meanings of them, the
corresponding sets of these meanings have no elements in common. In this
case, the degree of synonymy is 0; therefore x and y will not be considered as
synonyms, which is not very intuitive. By adding the reflexive case in the sets
of synonyms we avoid this problem. For example, let us consider the Spanish
words carrete and bobina1. The only meaning of the word carrete had as
its set of associated synonyms {bobina} and the only meaning of the word
bobina had as its set of associated synonyms {carrete}. If we calculate
the degree of synonymy between both words using the similarity measure
that we have presented in Section 2, we can see that the corresponding sets
of synonyms are not similar at all, resulting in a degree of synonymy equal
to 0. But if we include the reflexive case in the set of synonyms, we will
have the associated set {carrete, bobina} for both words, which results in
a degree of synonymy equal to 1 (i.e. the maximum degree). This second
option is more coherent with our intuitions about the synonymy of carrete
and bobina. After this modification the number of pairs increases to 655,583
and the relation is now reflexive and symmetric.
• Transitivity: Since the criterion followed indicates that two entries are syn-
onyms if their corresponding sets of synonyms have elements in common, it is
reasonable to think that the synonymy relation is not necessarily a transitive
one. This is because, in general, from the fact that a set of synonyms X has
elements in common with Y and Y has elements in common with Z it can
not be inferred that X has elements in common with Z. Although there ex-
ist some dictionaries of synonyms whose synonymy relation is transitive, the
dictionary we have used includes a considerable number of examples showing
the non-existence of this property.
With regard to the time figures involved in this final configuration of Blecua’s
dictionary, the time needed to build the automaton (27,029 words, 27,049 states
and 49,239 transitions) is 2.85 seconds, in a Pentium II 300 MHz. under Linux op-
erating system. A further 16.90 seconds are needed to incorporate the information
regarding meanings, homographs, synonyms and degrees, thus giving us a total
compilation time of 19.75 seconds. Finally, it should be noted that the recogni-
tion speed of our automata is around 80,000 words per second. This figure makes
1Both words can be translated into English as bobbin, reel or spool.
66 S. Ferna´ndez Lanza et al.
it possible to access the information very rapidly, thus proving the suitability of
our general architecture for both the process of improvement and the use of this
Spanish dictionary of synonyms.
5 Stand-Alone use of Fdsa
Fdsa (Fuzzy Dictionary of Synonyms and Antonyms) is the generic name of our
electronic dictionary of synonyms, although we usually reserve this name for its
stand-alone version. As we have seen, we propose a general architecture for this
kind of linguistic resource, it being possible to use this model to implement an
electronic dictionary of synonyms and antonyms for any language. In this work,
we build a dictionary for Spanish from all the information that appears in Blecua’s
printed dictionary of synonyms [1].
Currently, we are concluding a legal agreement with the publisher Bibliograf, in
order to provide on-line access to the Spanish stand-alone version of Fdsa through
Internet. Therefore, in this section, we give a preliminary overview of the main
features and ways of using of this new tool.
Since Fdsa is able to calculate the degree of synonymy between two entries, it
presents some advantages with respect to the printed dictionary, amongst which
are:
• It provides, using automatic procedures, the meaning of synonyms and antonyms
that it gives as answers.
• It provides, by automatic procedures too, the homograph of synonyms and
antonyms when these have various homographs.
• It orders the synonyms by the degree of synonymy with respect to the entry.
• It includes in the answer words that do not appear in the dictionary as syn-
onyms but which could be synonyms because they have a non null degree of
synonymy.
• It provides more antonyms than the printed dictionary using the criterion
that a synonym of an antonym of the entry may be an antonym of the entry.
• It allows the user to reduce the number of answers by the use of thresholds.
Moreover, Fdsa offers the user the possibility of implementing all the improve-
ment processes described in this work. The main components of this software are:
the electronic dictionaries, the algorithms that calculate the degrees of synonymy
and antonymy, and the graphical user interface.
The electronic dictionaries. Initially, they include all the information contained
in the printed dictionary. This information is stored in three different electronic
dictionaries, Syn, Ant and Inf:
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• Syn contains all the information about synonyms. To each entry we can
associate one or more homographs, to each homograph one or more meanings,
and to each meaning a set of synonyms.
• Ant contains all the information about antonyms. Its structure is similar to
Syn but now the sets associated to each meaning are sets of antonyms. In
other words, the information is classified in the same way for synonyms and
antonyms. Of course, this is not to say that synonymy and antonymy have
the same structure.
• Inf contains notes on style and usage, such as information about inflexion
suffixes, grammatical issues, technical terms, dialectalisms, loanwords, prag-
matic issues, diachronic issues, etc. The structure is similar to Syn and Ant
but now the sets associated to each meaning consist of this additional infor-
mation.
Modifications can be made to these initial versions of the electronic dictionaries
by applying various improvement techniques carried out by the algorithms that
calculate the degrees of synonymy and antonymy.
The algorithms that calculate the degrees of synonymy and antonymy.
These algorithms have been used to apply the improvements described in this work,
thus adding new information to the electronic dictionaries, such as:
• degrees of synonymy and antonymy,
• meanings and homographs of the synonymous and antonymous words,
• no-entries,
• reflexive cases,
• additional synonyms (with respect to the previous version of the dictionary).
Each of these improvements can be incorporated in an independent step, thus pro-
viding different versions of the electronic dictionaries. Moreover, the last of the
improvements cited above (additional synonyms) can be implemented repeatedly,
as a recurrent process. In each iteration, we will also obtain a different version
of the electronic dictionaries. However, care must be taken when exercising this
option, since it may lead to distortion of our starting point, i.e. the representation
of the meaning of a word using the sets of synonyms with which it is associated
in the printed dictionary of synonyms. This is particularly critical in the case of
polysemic and imprecise words.
The graphical user interface. The graphical user interface of Fdsa has three
components (see Figure 2): a main window and two dialog boxes (one of them
for synonyms and the other for antonyms). In the dialog for synonyms, a user
can introduce a Spanish word and will obtain, among other things, the synonyms
that the printed dictionary gives, the words that do not appear in the printed
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dictionary as synonyms but could be synonyms because they have a non null degree
of synonymy, the corresponding degree of synonymy, the verbalization of the degree
indicating whether the synonymy is low, medium, or high, and the information
about inflection suffixes, grammatical issues, technical terms, etc. Moreover, the
user can list the synonyms ordered by degree of synonymy, can fix a threshold that
reduces the number of answers, and can select one of various similarity measures.
Figure 2: The graphical user interface of Fdsa
The dialog for antonyms has the same structure but now the semantic relation
between entries and answers is antonymy.
The tool as described above is of interest to the general user, but Fdsa also
includes a module for advanced users such as computational linguists, lexicogra-
phers or natural language processing researchers. This module is named Statistics
and improvements (see Figure 3) and is useful for:
• Obtaining statistical information about the dictionary, for example, number
and list of entries, number and list of no-entries, number and list of pairs that
hold symmetry, number and list of pairs that do not hold symmetry, etc.
• Improving automatically the dictionaries by adding no-entries or new syn-
onyms using the procedures and criteria described in Section 4.
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• Dumping all the information stored in the dictionaries to a text file in order
to be reused by other tools.
Figure 3: The graphical user interface of the module Statistics and improvements
6 Conclusions
We have shown an electronic implementation of a Spanish dictionary of synonyms
which manages degrees of synonymy using deterministic acyclic finite-state au-
tomata. The implementation with automata turns it into a quick and effective
tool. This allows us to conjecture that the use of the e-dictionary in a Spanish
searcher will lead to an improvement in recall and precision parameters, with no
negative effect on latency. It is the first Spanish e-dictionary of synonyms and a
pioneer in the task of calculating the degree of synonymy.
The next step will be to integrate this dictionary of synonyms into a searcher,
and to measure the improvements produced in the above-mentioned parameters.
The use of synonymy relations in the task of automatic query expansion is not a new
subject, but the approaches presented until now do not assign a weight to the degree
of synonymy that exists between the original terms present in the query and those
produced by the process of expansion [4]. In spite of this limitation, the results
reported show potential improvements in the coverage, since they retrieve relevant
documents which do not contain any of the terms present in the query, particularly
in the case of short and incomplete queries. It therefore seems reasonable to think
that the use of more sophisticated synonymy relations will allow us to obtain further
improvements.
Finally, we also point out that this electronic dictionary can be used indepen-
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• To improve their knowledge of the lexicon of the language under considera-
tion, since it provides them with a user-friendly computational tool for finding
synonyms.
• To perform linguistic studies: Fdsa includes some interesting characteristics
for lexicographers since it gives more synonyms than the printed dictionary
and detects the meaning of the synonyms given as answer; this dictionary is
also useful for testing theoretical approaches about synonymy, particularly
those that consider synonymy as an imprecise or gradual relation.
Fdsa is a new linguistic resource which will shortly be available on-line, and we
expect to communicate the corresponding URL very soon. Moreover, we would
warmly welcome any new contributions for integration into Fdsa which would
allow it to cover synonymy relations for other languages than Spanish.
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