In this work we investigate the relationship between Bregman distances and regularized Logistic Regression model. We convert L1-regularized logistic regression (LR) into more general Bregman divergence framework and propose a primal-dual method based algorithm for learning the parameters of the model. The proposed method utilizes L1 regularization to incorporate parameter sparsity into the divergence minimization scheme. We perform tests on public domain data sets and produce results which are amongst the best reported.
Introduction
We study the problem of regularized logistic regression as proposed by [3] and [10] . L1 regularization has been studied extensively during recent years due to the sparsity of the classifiers obtained by such regularization [9] . The objective function in the L1-regularized LRP (Eqn. 2) is convex, but not differentiable, specifically, when some of the weights are zero. Despite the additional computational challenge posed by L1-regularized logistic regression, compared to L2-regularization, interest in the learning community has been growing due to the sparsity introduced.
Our work is based directly on the general setting of Lafferty et. al. [10] in which they attempt to solve optimization problems based on general Bregman distances. We closely follow the work by Collins et. al. [3] who propose a new category of parallel and sequential algorithms for boosting and logistic regression based on Bregman distance minimization. Most of the work related to connecting the idea of Bregman distance and logistic regression minimize the unconstrained auxiliary function. In this work we pose the problem with L1 constraints due to the favorable properties of L1 regularization for cases with large dimensions but relatively fewer number of training data points.
Logistic Regression
Let S = (x 1 , y 1 ), . . . , (x m , y m ) be a set of training examples where each instance x i belongs to a domain or instance space χ , and each label y i ∈ {−1, +1}. We assume that we are given a set of real-valued functions on χ, denoted by h i where i = {1, 2, . . . , n}. We study the problem of approximating the y i s using a linear combination of features. We are interested in the problem of finding a vector of parameters λ ∈ R n such that f λ (x i ) = n j=1 λ j h j (x i ) is a good approximation of y i . In the logistic regression framework we use the estimate
The regularized loss function can now be written as
where R(λ) is the regularization function and can have different forms depending on the regularization method.
Bregman Distance
Let F : ∆ → R be a continuously differentiable and strictly convex function defined on a closed convex set ∆ ⊆ R r + . The Bregman distance associated with F is defined for p, q ∈ ∆ to be
The distances B F were introduced by Bregman [2] along with an iterative algorithm for minimizing B F subject to linear constraints. Bregman distances have been used earlier by numerous authors to pose problems as generalized divergences. [1, 5] . It can be shown that KL divergence is a specialized case of Bregman divergence and hence the comprehensive success of such methods warrants a better investigation of Bregman divergence itself.
Bregman Distance to Logistic Regression
We pose the logistic regression problem in the Bergman distance framework which was developed by Collins and Schapire [3] . The key idea is to write the function F (p) in Eqn. 3, as
The resulting Bergman distance is
For this choice of F , the Legendre transform is found to be
Now we define the constraint matrix A as
Putting q 0 = (1/2)1 into eqn. 6 we get the logistic probability eqn. 1. Also note that
which gives
Finally, we can write the equivalent optimization problem as
where Q = {q :
as shown in Eqn. 6. Also, since each of the elements of q is Sigmoid function output, therefore, ∆ ∈ [0, 1] m . Once we have defined our optimization problem our aim is to find a sequence of q k = L F (λ T k A, q 0 ) which minimizes our cost function, all the while remaining feasible to the additional regularization constraint λ 1 ≤ c.
Auxiliary Function
The idea of auxiliary functions was proposed by Della Pietra et al. [10] . Since we are dealing with distances which are defined to be positive, so the quan-
for strict descent, which can be minimized iteratively, till convergence is achieved.
Definition 1 For a linear constraint matrix
The proof of this theorem is elucidated in Della Pietra et al. [10] .
Constrained Bregman Distance Minimization
Once we have shown the analogy between logistic regression and Bregman distances, we can proceed to find a suitable auxiliary function for our problem. One key observation is that we can write q k+1 as a simple function of q k as follows n×m , where A ji = y i h j (x i ), and
A Primal-Dual method for L1 regularized Logistic Regression
The basic algorithm for the unconstrained case was proposed by [3] . In this work we want to find the constrained minimizer of the auxiliary function. Since we need strict non-positive A(δ, q) ≤ 0, so the new set of conditions are arg min
st :
Noting that e
, and defining two quantities W + j (q) = sign(Aji)=+1 q i |A ji |, and W − j (q) = sign(Aji)=−1 q i |A ji |, we can re-write the optimization problem as arg min
Adopting from [4] , we can now introduce slack variables and write the penalty function as arg min δ,r,s,t,u∈R n n j=1
)(e δj − 1) and j = {1, . . . , n}. Finally, introducing the log barrier function and absorbing the two terms λ j and u j into one term c j = u j − λ j we get arg min
where φ(s j , t j , r j ) = log s j + log t j + log r j and µ is the barrier parameter.
Experiments and Results
In this section we report results for the experiments conducted for the new model proposed in this paper. For comparison with other algorithms we run the logistic classifier over public domain data namely the Wisconsin Diagnostic Breast Cancer (WDBC) data set and the Musk data base (Clean 1 and 2) [8] . The WDBC data has 569 instances with 30 real valued features. There are 357 benign (positive) instances and 212 malignant (negative) instances. The best reported result is 97.5% using decision trees constructed by linear programming [7] . Our method generated 16 false negatives and 23 false positives, totaling 39 errors with an accuracy of 93.15%. The key appeal of our method lies with the monotonous feature sparseness observed as we proceed with the iterations. The percentage of features dropped as a function of the iterations in shown in Fig. 1 . The musk clean 1 data-set describes a set of 92 molecules of which 47 are positive and the remaining 45 are negative examples. Similarly, the musk clean 2 data base describes a set of 102 molecules of which 39 are positive and the remaining 63 are negative examples. The many-to-one relationship between feature vectors and molecules is called the "multiple instance problem". When learning a classifier for this data, the classifier should classify a molecule as "musk" if ANY of its conformations is classified as a musk. A molecule should be classified as "non-musk" if NONE of its conformations is classified as a musk. We report results for tests conducted on the two data-bases. We compare our method L1 Logistic Regression based on Bregman Distances (L1LRB) against published results and our method outperforms most of them. The comparative results are shown in Table. 1 and Table. 2. Also note that the poor performance of C4.5 algorithm has been attributed to the fact that it does not take the multiinstance nature of the problem into consideration for training. We did not take this consideration while training and still our method ranks as the top 2 for among all the reported results. The details for the other methods mentioned have been discussed in [6] . 
Conclusion and extensions
We posed the problem of L1 regularized logistic regression as a constrained Bregman distance minimization problem and posed the optimization problem as a decoupled primal-dual problem in each of the dimensions of the parameter vector. The optimization technique mentioned in this work takes help from the strict feasibility properties of primal dual methods and hence 
