




Abstract—This work presents a new formulation to predict the 
steady state, stability and phase-noise properties of oscillator 
circuits including either a self-injection network or a two-port 
feedback network for phase-noise reduction. The additional 
network contains a slow-wave structure that stabilizes the 
oscillation signal. Its long delay inherently gives rise to 
multivalued solutions in some parameter intervals, which should 
be avoided for a reliable operation. Under a two-port feedback 
network, the circuit is formulated extracting two outer-tier 
admittance functions, which depend on the node-voltage 
amplitudes, phase shift between the two nodes and excitation 
frequency. Then, the effect of the slow-wave structure is 
predicted through an analytical formulation of the augmented 
oscillator, which depends on the numerical oscillator model and 
the structure admittance matrix. The solution curves are 
obtained in a straightforward manner by tracing a zero-error 
contour in the plane defined by the analysis parameter and the 
oscillation frequency. The impact of the slow-wave structure on 
the oscillator stability and noise properties is analyzed through a 
perturbation method, applied to the augmented oscillator. The 
phase-noise dependence on the group delay is investigated 
calculating the modulation of the oscillation carrier. The various 
analysis and design methods have been applied to an oscillator at 
2.73 GHz, which has been manufactured and measured, 
obtaining phase-noise reductions of 13 dB, under a one-port load 
network, and 18 dB, under a feedback network.  
 
Index Terms—Oscillator, phase-noise, slow-wave structure, 
stability. 
I. INTRODUCTION 
HASE noise is an undesired characteristic of oscillator 
circuits, which degrades their spectral purity and can give 
rise to demodulation errors [1]-[3]. The possibility to reduce 
the phase noise of an existing oscillator with the aid of long-
delay lines, through self-injection locking or using frequency 
discriminators has been demonstrated in several previous 
works [4]-[10]. However, this is generally inconvenient [4]-
[5], since the overall system becomes bulky due to the long 
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physical lengths required to achieve a significant phase-noise 
improvement. As shown in [11], the problem can be 
circumvented with slow-wave structures [12]-[14] 
implemented on microstrip line. Actually, oscillators based on 
slow-wave resonators with excellent performance have been 
demonstrated in the literature [15]-[16]. Taking a different 
approach, the recent work [11] uses the slow-wave structure as 
an external network, in a manner similar to what is done in 
[4]-[10] with long cables and delay lines. As in those previous 
works, the aim is to increase the oscillator quality factor, 
which is enabled by the high group delay of the slow-wave 
structure. The phase-noise reduction is achieved through a 
suitable synthesis of the slow-wave structure only, without 
having to redesign the oscillator circuit.  
The structure must be optimized to maximize the phase-
noise reduction, while ensuring a stable operation of the 
augmented oscillator. Note that instability problems resulting 
from the use of long delay lines and high quality-factor 
resonators have been reported in previous works [4], [17]. For 
this optimization, a new methodology is presented here, which 
departs from accurate numerical models of both the oscillator 
and the slow-wave structure. Their interaction is described 
through an analytical formulation of the augmented oscillator, 
which enables a realistic and insightful prediction of the effect 
of the structure.  
In comparison with the previous work [11], two different 
ways to introduce the slow-wave structure are considered: as a 
one-port configuration, connected to the oscillator output, and 
as an external two-port feedback network. The numerical 
model that describes the oscillator can be obtained through 
harmonic balance (HB) simulations [18]-[20] or through 
experimental measurements [21]. When using HB, the 
standalone oscillator is modeled with outer-tier admittance 
functions, extracted with the aid of auxiliary generators (AG) 
[18]-[20]. The two-port feedback network requires a two-port 
oscillator model, derived here for the first time. The model is 
extracted through the simultaneous connection of two AGs at 
the two circuit nodes between which the two-port feedback 
network is introduced. In turn, this feedback network is 
described with its frequency-dependent 2×2 admittance 
matrix. Note that the strong frequency variation of long-delay 
elements inherently gives rise to multi-valued solution curves 
under moderate attenuation. [11]. These curves cannot be 
obtained without complementary continuation techniques 
[22]-[23], which are not available by default in commercial 
HB software. Instead, the new formulation is able to provide 
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the multi-valued curves in a straight-forward manner and with 
a high accuracy. The main advantage of the new method is its 
generality of application to oscillators with arbitrary 
topologies, using any kind of slow-wave structure. This is 
because it relies on a numerical admittance description of the 
structure that can even be obtained through an electromagnetic 
simulation. 
Two different slow-wave structures will be considered. One 
has a unit cell made up of an open-ended stub and a Schiffman 
section [14], [24]. The other one is based on a simple 
distributed implementation of the inductors and capacitors in a 
discrete transmission line. The oscillator stability and noise are 
analyzed through a perturbation method, here applied, for the 
first time, to a formulation relying on two outer-tier 
admittance functions. In the presence of a two-port feedback 
network, the phase noise is predicted in two different manners. 
In the first one, the phase perturbations at the two analysis 
nodes are considered as system variables. In the second one, a 
direct calculation of the perturbed frequency is performed, as 
in the carrier-modulation approach [25]. Though the first 
formulation is more accurate, the second one enables a better 
insight into the mechanism for phase-noise reduction, which 
will be analytically related to the group delay of the slow-
wave structure. The analysis and synthesis methods have been 
applied to an oscillator at 2.73 GHz, which has been 
manufactured and measured. The accuracy is validated 
through comparisons with experimental measurements and 
circuit-level simulations (when HB convergence is achieved).  
The paper is organized as follows. Section II presents the 
analysis of the oscillator loaded with a one-port network. It 
comprises three subsections devoted to the calculation of the 
steady-state solutions, including the new zero-error contour, 
the stability analysis and the phase-noise analysis. Section III 
addresses the case of two-port feedback network, also 
considering the steady-state solutions, the stability analysis 
and the phase-noise analysis.  
II. OSCILLATOR LOADED WITH A ONE-PORT NETWORK 
CONTAINING A SLOW-WAVE STRUCTURE 
This section analyzes the effect of a slow-wave structure, 
connected to the output port of the oscillator circuit (Fig. 1).  
A. Steady-state solutions 
Let a free-running oscillator circuit be considered. The total 
admittance function must be equal to zero at all the circuit 
nodes [26]-[32] and, in particular, at the output node where the 
network containing the slow-wave structure will be connected. 
At this output node, the circuit fulfils the following steady-
state oscillation condition, at the fundamental frequency:  
( , ) ( , ) 0T o o o o oY V Y V Yω ω= + =       (1) 
where Vo is the first-harmonic amplitude, ωo, the oscillation 
frequency and -10.02 oY = Ω , the standard termination load. 
The solution ( , )o oV ω  of the standalone oscillator can be 
obtained using an auxiliary generator (AG) [26]-[27]. This is 
an artificial generator, in series with an ideal bandpass filter, 
connected in parallel at the analysis node (Fig. 1). It operates 
at the oscillation frequency ωAG = ωo, with the amplitude 
AAG = Ao. Both of them are unknowns that must be calculated 
during the solution process. They must provide a zero value of 
the AG current-to-voltage ratio [26]-[27] YAG(AAG, ωAG) = 0, 
which avoids the trivial solution with zero amplitude 
(AAG = 0). 
 
 
Fig. 1. Oscillator loaded with a one-port network containing a slow-wave 
structure. (a) Configuration based on a circulator. (b) Simpler configuration 
based on a slow-wave structure terminated in a short circuit. (c) Slow-wave 
structure based on a unit cell made up of a Schiffman section and an open-
ended stub. (d) Slow-wave structure based on a simple distributed 
implementation of the inductors and capacitors in a discrete transmission line. 
 
Next, a one-port network containing the slow-wave 
structure and exhibiting the input admittance Y1(ω) will be 
considered (Fig. 1), replacing the termination load Yo. In the 
presence of this one-port network, the total admittance 
function is: 
[ ]1( , ) ( ) ( , ) ( ) 0T o T LY V Y Y Y V Yω ω ω ω+ − = + =      (2) 
where ( )LY ω  is the additional load admittance due to the 
introduction of the one-port network. This may contain a 
circulator [Fig. 1(a)] such that the oscillator output is 
connected to Port 1 and the slow-wave structure is connected 
between Port 2 and Port 3. This is the set-up proposed in [4]-
[5], using long cables to obtain a high delay. Here, a simpler 
topology, shown in Fig. 1(b), is proposed, which avoids the 
need of a circulator and enables an increase of group delay, 
due to reflection effects. The additional load must not 
significantly alter the steady-state solution, so it includes an 
attenuator of L dB. Thus, it should be possible to expand the 
admittance function ( , )Y V ω  in (1), in a first-order Taylor 
series about the free-running solution ( , )o oV ω  of the 
standalone oscillator: 
( ) ( )( , ) ( , ) ( ) 0o o o oo o L







− + − + =
∂ ∂
  (3) 
where V and ω are the oscillation voltage amplitude and 
fundamental frequency, in the presence of the additional load, 
and higher order terms have been neglected. Note that the full 




long delay, it will exhibit significant changes versus ω. In 
simulation, the derivatives of the admittance function ( , )Y V ω  
are extracted from a HB analysis of the standalone oscillator, 
using an AG. The AG is connected in parallel at the same 
node where the one-port network is introduced, and the 
derivatives are calculated applying finite differences to the AG 
amplitude and frequency, as described in [18]-[19]. The 
derivatives are obtained using any suitable number (NH) of 
harmonic terms. In all the analyses performed in this work 
NH = 15 has been considered.  
Splitting (3) into real and imaginary parts,  
( ) ( )

















− + − + =
∂ ∂
∂ ∂
− + − + =
∂ ∂
          (4) 
where the subscripts and superscripts r and i indicate real and 
imaginary parts. Solving for ( )oω ω− , one obtains: 












ω ω             (5) 
where deto is: 
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             (6) 
To get some insight into the shape of the solution curves, one 
can express ( )LY ω  in terms of the reflection coefficient 
Γ = ρ exp(jφ) associated with Y1(ω). 
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= − ≅ − Γ −
+ Γ
= −
        (7) 
where it has been taken into account that ( )ωΓ  must have a 
low magnitude. Due to the long delay, the real and imaginary 
parts of ( )LY ω  will vary nearly sinusoidally with ω [also 
affected by ( )ρ ω ]. The solutions of (5) will correspond to the 
intersections of a straight line (ω-ωo) and a nearly-sinusoidal 
function, which [for not too small ( )ρ ω ] is susceptible to 
provide several distinct points for some ( )φ ω . 
To optimize the slow-wave structure, one should be able to 
predict the variation of the oscillation frequency ω versus any 
parameter η of this structure. This can be done taking 
advantage of the capability of commercial circuit-simulation 
software to provide constant-value contours of a given scalar 
quantity. Using (5), a zero-error contour is defined: 
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constant values calculated only once, from the initial 
simulation of the standalone free-running oscillator [see 
flowchart of Fig. 2(a)]. To obtain the contour, only the linear 
slow-wave structure is simulated, since, due to the relatively 
high attenuation, ( , )LY η ω  has a small magnitude, so it will 
not affect the Taylor series expansion of the oscillator 
admittance. A double sweep in η and ω is carried out to obtain 
the double entry function ( , )LY η ω . Then, the solution curve, 
in terms of ω versus η, agrees with the zero-value contour of 
( , )E η ω . Fig. 2(b) shows how the contour equation 
( , ) 0E η ω =  is introduced in the circuit-simulation software. 
Once ω is known, the increment in the oscillation amplitude 
Δ oV V V= −  is directly obtained by replacing ω in (3). 
Fig. 3(a) and (b) present an oscillator at 2.73 GHz, based on 
the transistor ATF34143. The prototype has an input port 
between the terminal T and ground, where a connector is used 
to introduce the feedback network at a later stage. Fig. 3(c) 
presents the measured phase-noise spectrum with and without 
the connector at T, obtained with the R&S FSWP8 - Phase 
Noise Analyzer and VCO Tester. For the phase-noise 
reduction, a slow-wave structure based on a unit cell made up 
of a Schiffman section and an open-ended stub (SS-OS) [13], 
[24] has been used, which is shown in Fig. 1(c). The 
dimensions of this structure are 36.2 mm (length) x 13.2 mm 
(width). Additionally, a slow-wave structure based on a simple 
distributed implementation of the inductors and capacitors in a 
discrete transmission line [Fig. 1(d)] will be considered in 
some specific tests. Its dimensions are 158 mm (length) x 
8.5 mm (width). Note that the first step in the optimization 
procedure is to achieve a high value of the group-delay of the 
slow-wave structure at the desired oscillation frequency, 
which in this case is fo = 2.73 GHz. Fig. 4(a) compares the 
measured group delay of the two configurations. The structure 
in Fig. 1(d) exhibits a high maximum but it is too close to the 
limit of the passband. The group delay of the SS-OS structure 
is lower, but maintains reasonably high values in a broader 
bandwidth about the intended oscillation frequency.  
A relevant parameter of the slow-wave structure in Fig. 1(c) 
the transversal length W. In Fig. 5(a), the contour 
( , ) 0=E W ω ,  obtained with the topology in Fig. 1(b), under 
the attenuation L = 6 dB, has been traced in the plane defined 
by the W and ω. In a manner similar to the solutions obtained 
with the circulator [11], the curves are multi-valued in some W 
intervals. The frequency excursions are similar in the two 
cases. The frequency ω obtained from the numerical solution 
of (5) agrees with the one resulting from the contour 
( , ) 0E η ω =  in (8), since the two equations are identical. 
However, (8) is solved through an error-minimization method 
and the contour is calculated through spline interpolation. The 
results of the analytical formulation have also been compared 
with those obtained through a demanding HB simulation of 
the whole oscillator system (including the slow-wave 
structure), with NH = 15. For this simulation, an auxiliary 
generator was used, since it was not possible to obtain 
convergence with the default oscillator analysis of the 
commercial HB software in wide intervals of the parameter W. 
Though the oscillator core is simple, when loaded with the 
slow-wave structure multi-valued regions arise in the solution 
curve, delimited by turning points, at which the Jacobian 
matrix is singular. Convergence problems arise in the HB 
system even before reaching these points, due to the ill-
conditioning of the Jacobian matrix. This prevents the user 
from getting sufficient information on the form of variation of 




flexible, since it enables the optimization of three variables, 
including the parameter η = W, to fulfill the non-perturbation 
condition YAG = 0.  
 
 
Fig. 2. Flowchart. (a) Steps of the analysis and design methodology, with 
emphasis on the calculation of the solution curves by tracing the contour 
( , ) 0E η ω = . (b) Replica of the data display of the circuit-simulation software 
with contour-tracing capabilities. It shows how the contour equation 
( , ) 0E η ω =  is introduced. 
 
The agreement with HB is very good, only degrading about 
the maximum frequency excursions, due to the limitations of 
the Taylor-series approximation. This good agreement is 









extracted using 15 harmonic terms. Though expression (4) 
only accounts for the effect of the additional one-port network 
at the fundamental frequency, the inherent filtering of the 
slow-wave structure reduces the impact of higher harmonic 
terms. This can be seen in the experimental measurement of 
Fig. 4(b), where the magnitude of the scattering parameter S21 
of the two slow-wave structures considered, shown in Fig. 1(c) 
and Fig. 1(d), has been represented versus frequency. The 
second and third harmonic components are attenuated more 
than 30 dB in the two cases.  
In the analysis of Fig. 5(b), the transversal length W is kept 
constant, varying the attenuation L. The oscillation frequency 
ω has been represented versus L for two values of the 
transversal length, marked in Fig. 3(a): W1, providing an 
oscillation frequency equal to the free-running one, 
f = fo = 2.73 GHz, and W2, providing a higher frequency. Note 
that the goal will be to set the operation point at the frequency 
of the original free-running oscillator ωo, since, in general, 
frequency shifts are undesired. The solution curves have been 
obtained tracing the zero-error contour ( , ) 0E L ω = . The 
consistency between (a) and (b) can be noted. The multivalued 
sections arise when reducing the attenuation L. For W1 the 
oscillation frequency keeps nearly constant at ωo for all the L 
values. For any other W, it tends to ωo when increasing the 
attenuation. Note that the optimum set of parameters should be 
selected after examining the system stability and phase-noise 
properties, which are the object of the next two subsections.  
 
 
Fig. 3. Oscillator based on the PHEMT transistor ATF34143 operating at 
2.73 GHz. (a) Schematic. (b) Photograph of the prototype built on Rogers 
4003C. (c) Characterization of the phase noise of the standalone oscillator 
with the R&S FSWP8 analyzer. Comparison with the simulated phase-noise 
spectrum after fitting the equivalent nose current source 2N || I< >  with 





Fig. 4. Experimental characterization of the slow-wave structures in Fig. 1(c) 
and Fig. 1(d), with the respective dimensions 36.2 mm (length) x 13.2 mm 
(width) and 158 mm (length) x 8.5 mm (width). (a) Group delay, which should 
have a high value at the desired oscillation frequency (2.73 GHz). (b) 
Magnitude of the scattering parameter S21 in the two cases. 
 
For an experimental validation, the solution curves have 
also been traced versus a parameter than can be varied 
continuously. This is the drain bias voltage VDS of the 
oscillator circuit. Thus, the numerical oscillator model must 
depend on VDS, so it will be given by Vo(VDS), ωo(VDS), 
( )DSY V V∂ ∂ , ( )DSY V ω∂ ∂ . This model is extracted by 
performing a sweep in VDS and calculating the steady-state 
solution of the standalone oscillator, plus the admittance-
function derivatives (through finite differences) at each sweep 
step. The resulting arrays are read and introduced in the error 
equation (4).  
Fig. 6(a) presents the simulated solution curves, in terms of 
ω versus VDS, for W 2 = 11.08 mm and L = 8 dB. There is a 
closed curve, existing from VDS = 2 V to VDS = 2.76 V, and an 
open curve at higher frequency values. This result is compared 
with the experimental trace, obtained using the mode for VCO 
characterization of the R&S FSWP8 analyzer. This 
experimental trace corresponds to the lower section of the 
closed curve. A jump occurs at VDS = 2.76 V, where the lower 
simulated curve exhibits a turning point (TP). At this point, 
the oscillation frequency undergoes a discontinuous increase, 
both in measurement and simulation. The latter predicts a 
jump to the upper solution curve. The shape of the curve is 
different in simulation and measurements, which is attributed 
to the limited accuracy of the models of the active and passive 
components in the oscillator core. We do not think that the 
accuracy problem comes from the formulation, since, as 
gathered from Fig. 5(a), it shows an excellent agreement with 
circuit-level simulations. However, for W2 = 11.08 mm, the 
augmented oscillator is in a multi-valued interval of Fig. 5(a), 
corresponding to VDS = 2.7 V. In these conditions, small 
parameter variations will give rise to significant changes, due 
to the proximity of the turning points.  
Fig. 6(b) presents the solution curve, in terms of ω versus 
VDS, for W1 = 10.1 mm and L = 6 dB. Both the simulated and 
measured curves are single valued and exhibit an excellent 
agreement, better than the one obtained in Fig. 5(a). This is 
because W1 = 10.1 mm corresponds to a single-valued interval 
of the solution curve in Fig. 5(a). The location of these single-
valued sections exhibits little dependence on VDS, since this 
bias voltage does not affect the drain-to-source capacitance, 
considered linear in the device model. Note that the goal of the 
analysis versus VDS is not to optimize the design of the 
oscillator system (as when using W as a parameter) but to 
validate the prediction capabilities of the analysis method 
under the continuous variation of a parameter.  
 
Fig. 5. Solution curves in terms of the oscillation frequency ω. (a) When using 
the configuration in Fig. 1(b), under an attenuation L = 6 dB. The zero-error 
contour ( , ) 0E W ω =  is validated through a comparison with a numerical 
solution of (4) and with circuit-level HB. (b) Solution curves versus the 
attenuation L for two values of the transversal length in (a): W1, providing an 
oscillation frequency equal to the free-running one, f = fo = 2.73 GHz, and W2, 








Fig. 6 Variation of the oscillation frequency ω versus the drain-bias voltage 
VDS. Comparison with experimental measurements using the mode for VCO 
characterization of the R&S FSWP8 analyzer. (a) For W 2 = 11.08 mm and L = 
8 dB. (b) For W 1 = 10.1 mm and L = 6 dB. 
 
B. Stability analysis 
When applying a small perturbation to equation (3), the 
voltage amplitude and phase at the analysis node become 
( ),  0 ( )V V t tδ δφ+ +  and the frequency becomes jsω − . 
Taking into account that the increment s acts as a time 
differentiator [28]-[29], the perturbed system is: 
( ) 0
 ∂∂ ∂ + + − + =  ∂ ∂ ∂  
L
o





    (9) 
Splitting the above equation into real and imaginary parts, 
and gathering the terms [ ]
T
Vδ δφ  and [ ]TVδ δφ , one 
obtains:     
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∂ 




  (10) 
System (10) can be rewritten in a compact manner as: 
[ ] [ ]2 1
   








                   (11) 
The stability properties are determined by the eigenvalues 
of the following matrix: 
[ ] [ ] [ ]12 1
−= −TM M M                      (12) 
Note that we are describing the augmented oscillator with a 
reduced-order model, derived from (4). The number M of 
eigenvalues agrees with the dimension of the differential-
equation system resulting from the perturbation analysis. In 
this case, one has the system (10), so M = 2. Since the matrix 
[ ]1M  contains a column of zeroes, one of the two eigenvalues 
of [ ]TM  is zero, λ1 = 0, which is consistent with the 
autonomous behavior of the overall system. The second 
eigenvalue, λ2, determines the stability properties of the 
loaded oscillator. For a stable behavior, one must have λ2 < 0. 
This pole can be calculated analytically and is given by: 
( ) ( )














ω ω ω ω
λ
ω ω
ω ω ω ω
   ∂ ∂∂ ∂∂ ∂
+ − +      ∂ ∂ ∂ ∂ ∂ ∂   = −
   ∂ ∂∂∂
+ + +      ∂ ∂ ∂ ∂   
 (13) 
The pole 2λ  depends on the frequency derivative of the 
admittance of the slow-wave structure and will be equal to 
zero at the turning points of the solution curve. Thus, at the 
turning points there will be a qualitative change of stability 
since the real pole λ2 crosses the imaginary axis.  
Fig. 7(a) presents the variation of λ2 through the solution 
curve in Fig. 5(a), using L = 6 dB. At the turning points of the 
curve the condition λ2 = 0 is satisfied. From the analysis in 
Fig. 7(a), the middle sections of the multi-valued intervals in 
Fig. 5(a) are unstable. The constant eigenvalues in standalone 
operation (λ1o = 0 and λ2o) are superimposed, for comparison. 
Fig. 7(b) presents the same analysis versus VDS, for the case 
W 2 = 11.08 mm and L = 8 dB, in Fig. 6(a), exhibiting a jump 
in the experimental trace. The lower section of the closed 
curve and the open curve are stable, whereas the upper section 
of the closed curve is unstable. This result is consistent with 
the experimental measurements.  
 
Fig. 7. Stability analysis. The eigenvalues of [ ]TM  have been represented 
versus the analysis parameter. The constant poles (λ1o = 0 and λ2o), obtained 
under standalone operation are superimposed for comparison. (a) Versus the 
transversal length W. (b) Versus the drain bias voltage VDS, for 





C. Noise analysis 
For the noise analysis one equivalent noise source IN must be 
introduced at the connection node of the one-port network. 
Following the method in [19], its spectral density is fitted in a 
preliminary phase-noise analysis or measurement of the 
standalone oscillator. The equivalent noise source critically 
affects the matching between theory and measurements. 
However, this source is adjusted in standalone operation and 
kept at the fitted values when introducing the slow-wave 
structure. Thus, it cannot affect the phase-noise reduction. The 
equivalent noise source IN may account for both white and 
flicker noise, in a manner similar to the analysis in [29], where 
the flicker noise is represented as an additional low-frequency 
fluctuation of the perturbed system (at the fundamental 
frequency).  
Introducing the noise source IN in system (11), applying the 
Fourier transform and solving for ,Vδ δφ , one obtains the 















    = Ω    
 
 
                              (14) 
where the subscripts r and i indicate real and imaginary part 
and Ω is the offset frequency and the matrix [MC] is: 
[ ] [ ] [ ]{ } 12 1( )  
−
Ω = Ω +CM j M M      (15) 
The noise spectral density is calculated from: 
[ ] [ ] [ ]
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where the symbol “*” indicates conjugation and “+” indicates 
conjugate transpose. The spectral density 2( )NI Ω  of the 
equivalent noise-current source has been decomposed into 
white and flicker noise contributions and expressed as: 
2 2 /w wI I k= + Ω . Equation (16) is able to predict noise 
variations up to the order Ω2 in the numerator and the order Ω4 
in the denominator. Solving for 2δφ , the phase-noise 
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     (17) 
where det() indicates determinant and the matrix [ ]oJ  is  
[ ]
∂ ∂ 
 ∂ ∂=  
∂ ∂ 
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Note that the following term in the denominator of (17): 
[ ]
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+ − =
∂ ∂ ∂ ∂
   ∂ ∂∂ ∂∂ ∂
+ − +      ∂ ∂ ∂ ∂ ∂ ∂   
    (19)  
agrees with opposite of the numerator of the pole real λ2. The 
coefficient (19) varies through the solution curve traced versus 
any parameter η. It will be zero at turning points of this curve 
and negative in the unstable sections. At the turning points, the 
phase noise does not tend to infinite due to the presence, in the 
denominator of (17), of the additional term in 4Ω .  
D. Phase-noise reduction in FET-based oscillator 
In the particular case of the transistor ATF34143, the 
dominant white noise source is a current source between the 
drain and source terminals, with the spectral density 
2 21 22 6 10 A /HzdI   .
−=  at VGS = 0 V and VDS = 2.5 V. The 
gate-to-source noise current source has the spectral density 
2 24 22 0 10 A /HzgI   .
−=  and the cross-correlation noise 
between the two sources is in the order of 
23 21 46 10 A /Hz*g dI I  j .
−< >= . On the other hand, the flicker 
noise current is usually modeled, as in this case, with a current 
noise source, connected between the intrinsic drain and source 
terminals. Taking the data provided by the manufacturer as 
initial values, the equivalent current source 2N| I |  was fitted 
to match the measured phase-noise spectral density of the 
standalone oscillator [32]. Note that the flicker-noise 
contribution The resulting values for the white-noise source 
and up-converted flicker noise were 2 22 0 0.25 10 A /HzwI
−= , 
k = 1.91 10-14 A2/Hz. The simulated and measured spectra are 
compared in Fig. 2(c). Fig. 8(a) presents the phase-noise 
variation though the solution curve versus W in Fig. 5(a), at 
the constant offset frequency 100 kHz. Fig. 8(b) compares this 
phase-noise variation with that of the coefficient affecting Ω2 
in the denominator of (17). This comparison is discussed in 
Subsection E. The spectral density of the free-running 
oscillator at the same offset frequency is superimposed, for 
comparison. At the experimental point indicated in the figure, 





Fig. 8. Variation of the phase-noise spectral density at the constant offset 
frequency 100 kHz. (a) Versus W. Comparison with the variation of the angle 
α in (25). (b) Versus W. Comparison with the variation of the coefficient 
affecting Ω2 in the denominator of (17). (c) Versus VDS, for W2 = 11.08 mm 
and L = 8 dB. (d) Versus VDS, for W1 = 10.1 mm and L = 6 dB. 
 
Fig. 8(c) and Fig. 8(d) present the variation of the phase-
noise spectral density at 100 kHz versus VDS for the two cases 
considered in Fig. 6. The results are validated with 
experimental traces obtained with the R&S® FSWP8 analyzer. 
For W 2 = 11.08 mm and L = 8 dB, in Fig. 6(a), the stable 
lower section of the closed curve shows a maximum phase-
noise reduction [Fig. 8(c)] of about 8 dB with respect to the 
free-running value. The phase-noise spectral density 
calculated through (17) exhibits a high value at the turning 
point TP, different from infinite, due to the presence of the Ω4 
term in the denominator. Through the open curve, after the 
turning point, the phase-noise reduction with respect to the 
free-running value is about 10 dB. The expression (17) and its 
relationship with the real pole (13) explains the experimental 
observations in Fig. 8(c). For W1 = 10.1 mm and L = 6 dB, in 
Fig. 6(b), there are no jumps and the phase-noise reduction is 
about 13 dB [Fig. 8(d)].  
Fig. 9 presents a comparison of the phase-noise spectrum 
obtained for W1 = 10.1 mm, L = 6 dB and VDS = 2.5 V with the 
one obtained in free-running conditions for the same VDS 
value. The optimum spectrum attained with the topology 
based on the circulator is also superimposed, for comparison.  
 
 
Fig. 9. Comparison of the phase-noise spectrum resulting for W1 = 10.1 mm, 
L = 6 dB and VDS = 2.5 V with the one obtained in free-running conditions for 
the same VDS. The optimum spectrum obtained with the topology based on the 
circulator is also superimposed. The spectra obtained with the complete 
expression (17) and with the approximation (26) are nearly overlapped.  
 
E. Mechanism for the phase-noise reduction 
To get insight into the mechanism for phase-noise reduction, 
some simplifications may be carried out. Up to a certain 
frequency offset Ωy it is possible to neglect the term in Ω2 
(affecting the noise source) in the numerator of (17). This 
offset frequency is calculated by making equal the magnitudes 












  (20) 
where VY  is the amplitude derivative of the admittance 
function. Note that because the order of magnitude of the 
frequency derivatives is smaller than that of the amplitude 
derivative, yΩ  will be generally rather large. For instance, at 
the operation point indicated in Fig. 8(a), corresponding to W 1 
= 10.1 mm and L = 6 dB, this offset frequency is fy = 71.7 
MHz. On the other hand, the two terms in Ω2 and Ω4 in the 


























            (21) 
Comparing the above expression with the one in (13) for the 
eigenvalue λ2, one will have Ω3dB = 0 when λ2 = 0, which 
occurs at the turning points of the solution curve. At these 
points, only the term in Ω4 remains in the denominator of (17). 
However, unless operating near a turning point, the corner 
frequency Ω3dB will also have a large value. For W 1 = 10.1 
mm and L = 6 dB, this corner frequency is fy = 71.27 MHz. 
Thus, for Ω << Ωy and Ω << Ω3dB, equation (17) can be 
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As gathered from (24), the reduction should be approximately 
independent of the offset frequency, in full agreement with the 
spectrum of Fig. 9. The denominator of (24) can be expressed 
as: 
[ ] ( )
2







+  ∂ ∂ 
    (25) 
where ( )α ω  is the angle between the frequency derivative and 
the amplitude derivative. To illustrate the impact of ( )α ω , the 
function sin(α) has been superimposed in Fig. 8(a). As can be 
seen, it varies between -1 and 1. The highest positive values 
are obtained in the parameter intervals providing the greatest 
phase-noise reductions. The function sin(α) takes a zero value 
at the parameter values at which the phase-noise agrees with 
that of the standalone oscillator circuit. It takes negative 
values within the multivalued sections. At the turning points 
of the solution curve, the phase-noise increases sharply.  
At the points with maximum phase-noise reduction sin(α) is 
not exactly 1 because the magnitude ( ) /LY ω ω∂ ∂  also has an 
effect on the phase-noise reduction, as gathered from the 
expressions (24) and (25). This can be seen in Fig. 8(b), where 
the term ( )/ / sin ( )LY V Y ω ω α ω∂ ∂ ∂ ∂  has been traced 
versus W. The local maxima of phase-noise reduction are 
obtained at the local maxima of this term. 
 To have an estimation of the maximum achievable phase-
noise reduction for a given group delay ( )gτ ω , one can 
approximate sin(α) ≅ 1 and ( )( ) 2 ( ) jL oY Y e
φ ωω ρ ω≅ − , due to 
the high attenuation values. Then, the phase-noise spectral 
density can be expressed as: 





















Ω + ∂ 
     (26) 
where ( ) ( ) /g = −∂ ∂τ ω φ ω ω  and the frequency derivative 
( ) /∂ ∂ρ ω ω  has been neglected. This is because the term 
contributed by ( ) /∂ ∂ρ ω ω  to the derivative ( ) /LY ω ω∂ ∂  is 
several orders of magnitude smaller than the one contributed 
by ( ) /φ ω ω∂ ∂ . For instance, at 2.73 GHz the first term is  
13 13 1 13.33 10 9.744 10  / sj− − − −⋅ + ⋅ Ω  and the second term is 
10 10 1 14.01 10 1.37 10  / sj− − − −− ⋅ + ⋅ Ω . From (26), the maximum 
reduction of the phase-noise spectral density is larger for a 
higher group delay ( )gτ ω . Note that expression (26) is only 
valid near the maxima of phase-noise reduction. It has been 
applied for W1 = 10.1 mm and L = 6 dB and the results are 
superimposed in Fig. 9.  
Qualitatively, the phase-noise reduction is due to the 
increase in the oscillator quality factor when this oscillator is 
loaded with the slow-wave structure. Using a commonly 
employed definition for the oscillator quality factor Q [30], the 
maximum Q value of the augmented oscillator is: 
( )[ ( )] ( )
2
i i
o L o o











   (27) 
where oQ  is the quality factor of the standalone oscillator.  
As shown in the flowchart of Fig. 2, the optimization 
procedure consists of three steps (i) Initial optimization of the 
slow-wave structure, which must be suitably chosen to obtain 
a high group delay ( )gτ ω  at the desired oscillation frequency 
ωo, as done in Fig. 4. (ii) Verification of the stable operation of 
the augmented oscillator in a single-valued section of the 
solution curve. Note that instabilities when dealing with high 
Q elements have been reported in previous works [5], [17]. 
(iii) Fine tuning of the parameters in the slow-wave structure 
to maximize the phase noise reduction at the desired 
oscillation frequency.  
III. TWO-PORT CONFIGURATION 
In the two-port configuration (Fig. 10), the slow-wave 
structure is connected between the output and input of the 
oscillator circuit. A small portion of the output signal passes 
through the slow-wave structure, which stabilizes this signal, 
due to the long delay. In comparison with the one-port 
configuration, the transistor gain may enable a higher phase-
noise reduction. However, the trade-off regarding circuit 






Fig. 10. Oscillator system including a two-port feedback network containing 
the SS-OS slow-wave structure. (a) Schematic. (b) Photograph.  
A. Steady-state solutions 
The steady-state analysis of the oscillator with a two-port 
feedback network requires the extraction a two-port model of 
the standalone oscillator. This oscillator will be described in 
terms of two admittance functions, Y1 and Y2, calculated at the 
two nodes where the feedback network will be connected (Fig. 
11). In free-running conditions, these two admittance 
functions are simultaneously equal to zero.  
1 1 2
2 1 2
( , , , ) 0
( , , , ) 0
o o o o







        (28) 
where ωo is the free-running oscillation frequency, V1o and 
V2o, are the steady-state amplitudes at the two nodes, 1 and 2, 
(between which the feedback network will be connected) and 
φo is the phase shift between these two voltages.  
 
 
Fig. 11. Sketch of the procedure to obtain the derivatives of the two outer-tier 
admittance functions that constitute the numerical oscillator model. 
 
The feedback network is described in terms of its two-port 
admittance matrix [Yfb]. In case this network replaces any 
terminal elements of the standalone oscillator circuit, the 
admittance matrix used for the oscillator analysis must take 
into account this replacement. For instance, in the case of Fig. 
11, one should consider the difference [YL] = [Yfb]-[Yo], where 
[Yo] is 2×2 matrix with Yo,ij = 0 except Yo,22 = Yo. Because the 
feedback network should not significantly alter the oscillatory 
solution, it must be possible to expand the admittance 
functions in a first-order Taylor series about the free-running 
solution of the standalone oscillator. This provides the 
following system.  
( ) ( ) ( )
( )
( ) ( )
1 1 1
1 1 1 2 1
1 2
1
1 11 1 12 2
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∆ + − +
∂ ∂
+ =
       (29) 
where Yij are the parameters of the matrix [YL], 1 1 1∆ = − oV V V , 
2 2 2∆ = − oV V V  and ∆ = − oφ φ φ . On the other hand, the 
derivatives are calculated introducing two AGs in the 
standalone oscillator, at the connection nodes of the feedback 
network. At the quiescent point, the two AGs values 
correspond to those of the free-running oscillation, calculated 
with a suitable number (NH) of harmonic terms. They operate 
at the frequency ωo, with amplitudes, V1o and V2o. The phase 
of the first AG is arbitrarily set to zero and the phase φo of the 
second AG is set to the difference between the phase values of 
the two node voltages. Then, finite differences are applied to 
the two AGs, in terms of the four variables V1, V2, φ and ω, 
performing a HB analysis for each variable increment and 
calculating the resulting increments in the two AG admittance 
functions. The same number NH of harmonic terms is 
considered for this finite-difference calculation. 
For a simpler analysis of (29), the constant exponential oje φ  
will be absorbed in various terms of this equation system: 
( ) ( )
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 For compactness, the following functions will also be 
introduced: 
( ) ( )









ω ω ω γ
ω ω β ω
 = − + 
 = − + 
        (31) 
where 2 1
1 2




γ β . Due to the circuit gain γ β>> . 
For instance, in the oscillator considered here, 7.02γ =  and 
0.142β = . For the sake of accuracy and generality, all the 
terms will be considered in the following derivations. 
However, insightful simplifications will be carried out once 
the final accurate expressions have been derived. Splitting (29) 
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where the subscripts r and i indicate real and imaginary 
parts. System (32) can be written in a compact matrix form as: 
[ ]oJ X H∆ =                                   (33) 
where 
( )1 2




r i r i
X V V
H H H H H
∆ = ∆ ∆ ∆ −  
 =  
φ ω ω
ω ω ω ω
       (34) 
And [ ]oJ  is the Jacobian matrix of the oscillator core, given 
by: 
[ ]
1, 1, 1, 1,
1 2
1, 1, 1, 1,
1 2
' ' ' '
2, 2, 2, 2,
1 2
' ' ' '
2, 2, 2, 2,
1 2
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     (35) 
Note that (35) only depends on the original oscillator 
design. It is independent of the slow-wave structure. Then, the 
steady-state solutions can be directly obtained by calculating 
the zeroes of the error function:  
( ) 1 1,
2 1, 3 2, 4 2,
( ) ( )
( ) ( ) ( ) 0
o o r
o i o r o i
E A H
A H A H A H
= − + −
+ − =
ω ω ω ω
ω ω ω
          (36) 
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   ∂ ∂   = = −
   ∂ ∂
   
   ∂ ∂   = = −
  (37) 
As in the case of the one-port slow-wave structure, the 
solution curves (in terms of the oscillation frequency ω versus 
any parameter η of the slow-wave structure, such as the 
transversal length W) can be traced by plotting the zero-value 
contour of the function E. This will be done by simulating the 
slow-wave structure only. A double sweep is performed in the 
particular slow-wave parameter, for instance η = W, and the 
excitation frequency ω. This gives rise to a double dependence 
of [YL] on η and ω. Once the double entry admittance matrix 
( , )fbY η ω    is available, one can trace the contour 
( , ) 0E η ω =  in the plane defined by η and ω. The expression 
for the contour is: 
( ) 1 1,
2 1, 3 2, 4 2,
( , ) ( , )
( , ) ( , ) ( , ) 0
o o r
o i o r o i
E A H
A H A H A H
η ω ω ω η ω
η ω η ω η ω
= − + −
+ − =
  (38) 
Once the oscillation frequency is known, the rest of 
variables, 1 2, ,V V φ∆ ∆ ∆ , can be calculated in a straightforward 
manner, by solving them from system (32).  
The above procedure has been applied to the oscillator in 
Fig. 3(a) and 3(b). The slow-wave structure, acting as a 
feedback network, is connected between the output and input 
ports of the oscillator circuit. As already stated, the input port 
is defined between the terminal T and ground, where a 
connector has been introduced [Fig. 3(b)]. Fig. 12(a) presents 
the variations of the oscillation frequency ω versus the 
transversal length W of the SS-OS slow-wave structure, with 
the attenuation L = 16 dB. Note that larger L values are needed 
due to the higher sensitivity at the device input port. The 
contour ( , ) 0=E W ω  is compared with the curve obtained 
through a numerical solution of the same error equation. We 
would like to emphasize that the equations considered in the 
two cases are identical. Therefore, the same results are 
expected, even if in Fig. 12(a) a slight difference emerges, 
close to the turning points, between the two solution methods. 
In Fig. 12(a), we also compare the results with those 
obtained through a HB simulation with 15 harmonic terms, 
unable to pass by default through the turning points. As 
expected the most noticeable discrepancies with HB are 
obtained at the larger frequency excursions, where the 
accuracy of the Taylor series expansion degrades. The range 
of variation of the oscillation frequency is much larger than in 
the one-port case, due to the higher sensitivity at the transistor 
input port. It could be reduced with a higher attenuation but 
this would also limit the phase-noise reduction capabilities. 
Fortunately, the quasi-oscillatory response of the augmented 
oscillator allows setting the oscillation frequency to the 
original free-running value. Fig. 12(b) presents the variation 
versus W of the oscillation amplitudes at the two ports 
between which the feedback network is connected. The curve 
obtained with the analytical formulation can also be compared 
with circuit-level HB simulations of the augmented oscillator. 
The discontinuities in the HB trace are indicative of bad 
convergence properties. This convergence completely fails in 
the multi-valued sections, which cannot be predicted with HB. 
Measurement points are superimposed, which have been 
obtained using an Agilent 1134A differential probe. At 2.73 
GHz, the amplitude ratio varies from γo = 7.02  in free-running 
conditions to γ = 6.234. The discrepancy in amplitude can only 
be attributed to inaccuracies in the models of the circuit 
components. 
In the analysis of Fig. 12(c), the transversal length W is kept 
constant and the attenuation L is varied. The oscillation 
frequency ω has been traced versus L for two values of the 
transversal length, marked in Fig. 12(a): W1 = 8.8 mm, 
providing an oscillation frequency equal to the free-running 




section. Note the consistency between this solution curve 
versus L and the one in Fig. 12(a), versus W. 
 
Fig. 12. Feedback with a two-port network containing the SS-OS slow-wave 
structure. (a) Oscillation frequency ω versus the transversal length W for the 
attenuation L = 16 dB. Results are compared with those obtained through a 
numerical solution of (38) and through HB with NH = 15. (b) Variation of the 
voltage amplitudes at the input and output ports of the augmented oscillator 
versus W for L = 16 dB. Results are compared with HB simulations. (c) 
Oscillation frequency ω versus L for two values of the transversal length, 
marked in (a): W1 = 8.8 mm and W2 = 8 mm. 
B. Stability analysis 
Applying a small perturbation to system (32), the node-
voltage amplitudes and phases become 1 1( )V V tδ+ , 
2 2 ( )V V tδ+ , 10 ( )tδφ+ , 2 ( )o tφ δφ+  and the frequency 
becomes jsω −  [28]-[29]. Taking also into account that s acts 
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where the following definition has been used: 
( ) ( )'21 21 ojY Y e φω ω −=      (40) 
Splitting (39) into real and imaginary parts, one obtains the 
following system in matrix form: 
[ ] [ ]2 1= −M X M Xδ δ       (41) 
where [ ]1 2 1 2( ) ( ) ( ) ( )
TX V t V t t tδ δ δ δφ δφ= . Each of the 
two matrixes [M1] and [M2] can be decomposed into one 
matrix accounting for the core oscillator (indicated with the 
subscript “o”) and a matrix accounting for the feedback 
network (indicated with subscript “fb”), as shown in the 
following: 
 
[ ]{ } [ ]{ }2 2 1 1   + = − +   o fb o fbM M X M M Xδ δ     (42) 
And the matrixes are given by: 
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The stability properties are determined by the four 
eigenvalues of the matrix [ ] [ ] [ ]12 1
−=TM M M . Note that both 
the one-port and two-port analyses constitute reduced-order 
descriptions of the augmented oscillator, which lead to 
differential equation systems with different dimensions. The 
two-port analysis is based on a two (complex) admittance 
functions, so the order of the derived differential-equation 
system M = 4. Thus, one obtains 4 eigenvalues. One of these 
eigenvalues is zero, due to the autonomous behavior of the 
whole system (in the presence of the feedback loop). This zero 
eigenvalue is consistent with the singularity of [ ]1M  and the 
fact that the whole oscillator system is invariant with respect 
to any arbitrary phase shift ∆φ, equally applied to the two node 
voltages, by doing 0+∆φ, φo+∆φ.  
 The results of the stability analysis are presented in Fig. 13. 
In Fig. 13(a), the real part of the four eigenvalues is traced 
versus W. The constant poles corresponding to the standalone 
oscillator are also superimposed for comparison. One of these 
poles is λ1o = 0. There is also a real pole, λ2o, and a pair of 
complex-conjugate poles, λ3o and λ4o. For experimental-
validation purposes, the analysis has also been carried out in 
terms of the oscillator drain-bias voltage, VDS, with the results 
shown in Fig. 13(b). The circuit is stable for the whole range 
of VDS values. This stable behavior will be confirmed with the 
phase-noise measurements of the next section. 
C. Noise analysis 
The phase noise analysis of an oscillator including a two-
port feedback network can be carried out considering, in 
principle, two equivalent noise sources IN1 and IN2, introduced 
in parallel at the connection nodes of the feedback network. 
These sources must be included in the perturbation system 
(39), which gives rise to an additional vector NI  on the right 
side of this equation. Applying the Fourier transform, the 



























δ                          (47) 
where V1o and V2o are the voltage amplitudes in free-running 
conditions and [ ]( )ΩCM  is: 
[ ] [ ] [ ]{ } 12 1( )  
−
Ω = Ω +CM j M M     (48) 
Then, the circuit noise is calculated multiplying Xδ  in (47) 
by the conjugate transpose Xδ + . All the noise terms, 
including the cross correlation ones, are directly obtained from 
the matrix   X Xδ δ + . In particular, the phase noise at the two 
connection nodes of the feedback network is given by 
2
mδφ , where m = 1,2.  
 
Fig. 13. Stability analysis of the oscillator in Fig. 10 under the effect of a two-
port feedback network, containing the SS-OS structure. The real part of the 
poles has been represented versus the analysis parameter. The constant poles 
obtained under standalone operation are superimposed for comparison. (a) 
Versus the transversal length W. (b) Versus the drain bias voltage VDS. 
 
To get some insight into the mechanism for the phase-noise 
reduction, an alternative formulation, based on the calculation 
of the modulation of the oscillation frequency, δω , will also be 
derived. This formulation is conceptually equivalent to the 
carrier-modulation approach [25], [28]. It takes into account 
that the steady-state solution of a free-running oscillator is 
invariant versus constant phase shifts. In fact, to solve the 
oscillator-equation system, one sets the phase of one state 
variable to zero and replaces it with the unknown oscillation 
frequency. In the carrier-modulation approach, the phase of 
the state variable is kept at zero even in the presence of noise 




(48), the calculation of the frequency modulation is simpler, 
so, in the case of the oscillator augmented with the slow-wave 
structure, it enables a better insight into the mechanism for 
phase-noise reduction. 
In our formulation, the phase shift of node 1, given by 1δφ , 
is replaced with δω . In the presence of noise perturbations, 
one obtains the following system: 
 
1, 1, 1, 1, 1,
1 2
1, 1, 1, 1, 1,
1 2
' ' ' '
2, 2, 2, 2, 2,
1 2
' ' ' '






∂ ∂ ∂ ∂ ∂ 
− ∂ ∂ ∂ ∂ ∂ 
∂ ∂ ∂ ∂ ∂ 
− ∂ ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂ ∂
 −
 ∂ ∂ ∂ ∂ ∂ 
 ∂ ∂ ∂ ∂ ∂
 −
 ∂ ∂ ∂ ∂ ∂ 
r r r r r
i i i i i
r r r r r
i i i i i
Y Y Y Y H
V V
Y Y Y Y H
V V
Y Y Y Y H
V V






















               =               
  
  





















  (49) 
Solving for δω  one obtains: 
[ ]
1 1 1 2 1 1 3 2 2 4 2 2/ / / /
det ( )
o N r o o N i o o N r o o N i o
o




− + − +
=
+
       
(50) 
where Amo, with m = 1 to 4, had been defined in (37), and only 
depend on the steady-state solution of the original oscillator 
(without the slow-wave structure) and the following quantity 
has been introduced: 
1, 1, 2, 2,
1 2 3 4( )
r i r i
o o o o
H H H H
H A A A Aω ω ω ω ω ω
∂ ∂ ∂ ∂
= − − − −
∂ ∂ ∂ ∂
   (51) 
Taking into account that jδω δφ= Ω , and considering that the 
two noise sources are uncorrelated, the phase-noise spectral 
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In the absence of the two-port feedback, the denominator of 
(52) is [ ]( )22 det oJΩ , so the phase-noise reduction is due to 
( )Hω ω . However, due to the circuit gain from input to output, 
not all the terms in (51) will have the same impact. Taking 
into account the definitions in (31) and the fact that γ β>> , 
one can write: 






























  (53) 
where 12, 1 2o o oA A jA= +  and θ is the angle between the two 
complex numbers, which will vary with the parameters of the 
slow-wave structure. Note that that 12,oA  depends on the 
steady-state solution of the standalone oscillator only. As in 
the case of the one-port network, the maximum phase-noise 
reduction will increase with the group delay, as this increases 
the magnitude of the frequency derivative '12Y ω∂ ∂ . There 
will also be minima and maxima, due to the sinusoidal 
dependence.  
To calculate the phase-noise spectral density we have 
considered the input and output noise current sources, as well 
as their correlation term, which, in this particular case, has 
negligible effect. Fig. 14(a) presents the variation of the phase-
noise spectral density at the constant frequency offset 100 kHz 
versus the transversal length W. The phase-noise spectral 
density of the free-running oscillator at the same offset 
frequency is superimposed, for comparison. The results of 
(47) and (52) exhibit some discrepancies in the multi-valued 
intervals. This is because only the method derived from (47) is 
able to predict resonance effects due to near critical poles in 
the offset-frequency range of the oscillator spectrum.  
 
 
Fig. 14. Oscillator using a feedback configuration containing the SS-OS slow-
wave structure. Variation of the phase-noise spectral density at the constant 




versus the drain bias voltage VDS. Results obtained in simulation and 
measurements are compared.  
 
Fig. 14(b) presents the variation of the phase-noise spectral 
density obtained for W = 8.8 mm, at 100 kHz, versus the drain 
bias voltage VDS, obtained in simulation and measurement. As 
can be seen, the oscillator is stable for the whole VDS range, in 
agreement with the predictions of Fig. 13(b). In both 
simulation and measurement, the spectral density exhibits very 
small variations. The spectral density corresponding to the 
free-running oscillator at the same offset frequency is 
superimposed, for comparison. The phase-noise reduction 
with respect to free-running operation is about 15 dB. 
An additional test with the slow-wave structure in Fig. 1(d), 
with the attenuation L = 16 dB, has been carried out. Fig. 15 
presents the variation of the phase-noise spectral density at 
100 kHz versus the drain bias voltage VDS, obtained in 
simulation and measurement. As in the previous case, the 
system is stable in the whole VDS range. For VDS = 2 V, a 
phase-noise reduction of 18 dB is achieved. Finally, Fig. 16 
presents a comparison of the phase-noise spectrum, at 
VDS = 2 V, with the one obtained in free-running conditions for 
the same VDS value.  
 
 
Fig. 15. Phase noise when using a feedback network containing the slow-wave 
in Fig. 1(d). Variation of the phase-noise spectral density at 100 kHz versus 
VDS, obtained in simulation and measurement.  
 
 
Fig. 16. Phase noise spectrum when using the slow-wave structure in Fig. 
1(d), with the attenuation L = 16 dB. The drain bias voltage is VDS = 2 V. 
IV. CONCLUSIONS 
A methodology to reduce the phase-noise spectral density 
of an existing oscillator through the connection of an external 
network, containing a slow-wave structure, has been 
presented. One problem associated with the long delay is the 
appearance of multi-valued solutions when considering 
variations in a relevant parameter, such as a length or width. 
These complex solution curves can be efficiently predicted 
with an analytical equation that combines a numerical 
oscillator model, extracted from harmonic-balance 
simulations, with the results of a linear analysis of the slow-
wave structure. The corresponding error function can be 
introduced in the data display of the linear analysis software, 
so the solution curve agrees with the zero-error contour in 
terms of the excitation/oscillation frequency and the analysis 
parameter. Several ways to connect the slow-wave structure 
have been proposed and compared. Its introduction as a two-
port feedback network requires the extraction of an outer-tier 
model of the standalone oscillator circuit based on two 
admittance functions. A perturbation analysis enables the 
determination of the stability properties and the phase-noise 
spectral density. The various analysis and design 
methodologies have been applied to an oscillator operating at 
2.73 GHz. A phase-noise reduction of 13 dB has been 
achieved with an external one-port network and a reduction of 
18 dB has been achieved with an external two-port network. 
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