Abstract-This paper presents an overview of physical (PHY) and medium access control (MAC) layers for IEEE 802.11a, which is a standard of a broadband high-speed wireless local area network (WLAN). IEEE 802.11a uses 5 GHz frequency band and its PHY is based on orthogonal frequency division multiplexing (OFDM). In this paper, we evaluate the OFDMbased PHY and MAC performance of IEEE 802.11a under various practical wideband channel models, which are abstracted from actual propagation measurements. The effects of different transmission modes defined in PHY on the IEEE 802.11 system performance are investigated. We also discuss the impact of link adaptation, which attempts to choose the best-suited transmission mode according to channel conditions, on the overall system performance.
I. INTRODUCTION
Wireless local area networks (WLANs) have gained a great deal of attention as a means for providing users with wireless local access to the Internet as well as ad hoc local connectivity among mobile computing devices. Two high-speed WLAN standards have recently emerged at unlicensed 5 GHz frequency band, IEEE 802.11a [1] and ETSI HIPERLAN/2 [2] , which both use orthogonal frequency division multiplexing (OFDM) for their physical layers (PHYs).
OFDM is a type of multicarrier transmission, where a single data stream is transmitted over a number of lower rate subcarriers. The roots of OFDM can be traced back to some of the works done in fifties [3] , sixties [4] , [5] , and in seventies [6] . OFDM has received enormous attention lately since it has been chosen as the physical layer for a variety of wireless broadband services, including not only WLANs but also mobile multimedia, digital video broadcasting (DVB) etc. One of the major reasons to use OFDM is to increase the robustness against frequency selective fading. In a single carrier system, a single fade or interferer may cause the entire link to fail. However, in a multi-carrier system, such a fade would affect only a few of the subcarriers. A properly designed error correction coding and interleaving, possibly in conjunction with a retransmission scheme, can then be used to mitigate the fading effect.
The IEEE 802.11a OFDM-based PHY defines 8 different transmission modes with different modulations and coding rates. Extensive performance evaluation and analysis with practical wireless channel models are required in order to understand the behavior of the different modes in real usage scenarios. A typical performance measure in PHY layer is packet error rate (PER). However, PER shows only the reliability of each transmission mode, and it is difficult to see its efficiency because each packet includes overhead bits in addition to the information bits. Furthermore, MAC mechanisms to resolve the contention of users introduce more overhead such as backoff time, control frame, etc. Therefore, MAC-level evaluation obtaining goodput, which shows how many information bits can be transmitted within a certain time interval, is required in order to discuss the trade-off between the reliability and efficiency of the different transmission modes. The understanding of MAC-level performance gives us a hint on how to appropriately choose one of the modes according to the channel conditions for improving overall system performance.
The purpose of the paper is to give an overview of PHY and MAC specifications of IEEE 802.11a, and provide extensive PHY and MAC performance evaluation under fading channel models which are abstracted from practical measurements. We also discuss the application of link adaptation mechanism which has been proposed for improving the IEEE 802.11a system performance. The paper is structured as follows. After this introduction, a general overview of IEEE 802.11a PHY is provided in Section II, including a brief description of OFDM system. Section III deals with the description of IEEE 802.11 MAC protocol. In Section IV, we show simulation model and results of IEEE 802.11a PHY, and discuss PER performance with different transmission modes under different environments of wireless channels. Section V deals with the MAC-level simulation of IEEE 802.11a where we provide goodput performance. We also introduce simple but powerful link adaptation scheme, and discuss its impact on the goodput performance. The paper ends with conclusions and scope for future works in Section VI.
II. DESCRIPTION OF IEEE 802.11A OFDM PHY
In this section, we start with the general description of OFDM, which is employed in the IEEE 802.11a PHY, followed by an overview of IEEE 802.11a PHY specifications.
A. General description of OFDM
The fundamental principle of OFDM is the use of overlapping subcarriers to modulate parallel data streams. This makes OFDM much more bandwidth efficient than the conventional non-overlapping multicarrier technique. The subcarriers in OFDM system need to be orthogonal, so that they do not interfere with each other. The fast fourier transform (FFT) technique is employed to derive a set of orthogonal subcarriers. By modulating low rate data streams onto these subcarriers, OFDM system can ensure flat fading condition on each subcarrier. Fig. 1 is the block diagram of an OFDM system. First, the binary data is mapped into symbols using a specific modulation scheme, such as QPSK or 16QAM. Then, the symbol stream is converted in N parallel symbol streams by means of a serial to parallel (S/P) converter. Inverse fast fourier transform (IFFT) is applied onto the symbol streams, for OFDM modulation. A parallel to serial (P/S) conversion is done further, and a cyclic prefix (CP) extension, or guard interval, is added to each OFDM symbol. The CP is inserted to prevent inter-symbol interference (ISI) between adjacent OFDM symbols, and inter-carrier interference (ICI) between adjacent subcarriers. Finally, the OFDM signal is transmitted after carrier modulation. The OFDM receiver chain begins with the carrier demodulator. After CP removal and S/P conversion, the FFT operation is performed. A further P/S conversion is needed to obtain original symbol stream. The symbol de-mapping module is used to estimate the transmitted binary data. For a detailed description of OFDM systems, readers are referred to [7] and [8] .
B. Description of IEEE 802.11a PHY
The IEEE 802.11a PHY is an interface between the MAC layer and wireless media, specifically designed for OFDM modulation. The IEEE 802.11a PHY utilizes the unlicensed 5 GHz band, to transmit frames at data rate up to 54 Mbps, enabling multimedia transmissions over WLAN networks. The IEEE 802.11a PHY uses 52 sub-carriers that can be modulated with BPSK, QPSK, 16QAM or 64QAM, depending upon the channel conditions. The forward error correction (FEC) is implemented through convolutional coding with the coding rate of 1/2, 2/3 or 3/4. As a result, different transmission modes with multiple data rates (i.e. 6, 9, 12, 18, 24, 36, 48 and 54 Mbps) are supported by the system as shown in Table I .
The schematic diagram of the IEEE 802.11a PHY is shown in Fig. 2 . First, the data for transmission, as obtained from the MAC layer, is scrambled to prevent long runs of 1s and 0s in the input data. The scrambled data then inputs to a convolutional encoder. The encoder consists of 1/2 rate coder and subsequent puncturing process to obtain 2/3 or 3/4 rate (if necessary). The coded data is interleaved in order to prevent error bursts from being input to the convolutional decoding process in the receiver. After interleaving, pilot bits are inserted. The data stream is OFDM modulated to create IEEE 802.11a PHY bursts and mapped onto 48 subcarriers, whereas, the pilot bits are mapped onto 4 subcarriers. At the receiver, inverse processes are used to recover the transmitted data and deliver them to the higher layer. We also note that, IEEE 802.11a PHY is very similar to that of the HIPERLAN2 specification [2] .
C. Interleaving/Deinterleaving Scheme
In a frequency selective fading channel, the OFDM subcarriers generally have different amplitudes. However, the deep fades in the frequency spectrum may cause groups of subcarriers to be less reliable than others, thereby causing bit errors to occur in bursts rather than being randomly scattered. Most of FEC codes are not designed to deal with error bursts. As a result, interleaving is usually employed to randomize the burst channel errors, so that the FEC codes could be more effective. According to the IEEE 802.11a specifications, all encoded data bits shall be interleaved by a block interleaver with a block size corresponding to the number of coded bits in a single OFDM symbol. The interleaver is defined by a twostep permutation: the first permutation ensures that adjacent coded bits are mapped onto nonadjacent subcarriers; the second ensures that adjacent coded bits are mapped alternately onto less and more significant bits of the constellation and, thereby, the probability to have contiguous stream of error bits is decreased [1] .
D. IEEE 802.11a PHY parameters
The relevant timing-related parameters for IEEE 802.11a PHY are listed in Table II . The pilot subcarriers are uniformly distributed over the bandwidth of interest. We assume that 
there is perfect timing and carrier synchronization (there is no frequency offset). This assumption is idealistic because exactly these two factors limit the performance of OFDM systems. Moreover we assume that the channel estimation performed with the training is perfect, i.e. the channel is perfectly known at the data subcarriers in both amplitude and phase.
III. DESCRIPTION OF IEEE 802.11 MAC

A. General Description
The IEEE 802.11 standard specifies a common MAC layer, which supports the seamless operation between higher layer, e.g. logical link control (LLC) layer, and different WLAN PHY layers, such as IEEE 802.11a OFDM-based PHY. The basic and mandatory mechanism in IEEE 802.11 MAC is called distributed coordination function (DCF), which enables the stations (STAs) to autonomously share the medium through the usage of carrier sense multiple access with collision avoidance (CSMA/CA). In this paper, we only focus on DCF. Before a STA starts transmission, it senses the wireless medium for some period of time to determine if any other STA is transmitting. If the medium appears to be idle during the period, the transmission may start, otherwise the STA has to defer until the end of the in-progress transmission. After deferral, or prior to attempting to transmit again immediately after a successful transmission, the STA must select a random backoff interval and wait until the backoff counter reaches zero before transmitting. The transmission can start only if the medium is still idle at the end of backoff interval.
B. Carrier Sense Mechanism
The DCF regulates that an IEEE 802.11 STA must perform both physical and virtual carrier sensing mechanisms. The physical mechanism is to listen to the medium and to detect a carrier (i.e. transmission activity) on the medium. The virtual mechanism is based on the network allocation vector (NAV), which always has the latest information possible on scheduled transmission on the medium. The NAV is updated when a STA receives a packet in which the information on the transmission period is included, and it acts as a backup mechanism to avoid collision. If a carrier is not sensed by physical means (for example, due to shadowing effects), the NAV can hopefully provide correct information on the medium activities. Thus, the STA should not attempt to transmit data until both physical and virtual carrier sense mechanisms sense the medium being idle. More information about setting of the NAV will be presented later in the section about the RTS/CTS access method.
C. Inter-Frame Spacing
The CSMA/CA mechanism requires a specified gap between contiguous frame transmissions. The gap between frames is called inter frame space (IFS). A STA must ensure that the medium has been idle for the specified IFS before attempting to transmit. The IEEE 802.11 defines four different IFSs to provide different priorities for access to the wireless medium. They are listed here in the increasing order, starting with the shortest defined IFS:
Short IFS (SIFS): This is the shortest IFS. It is used when two STAs have seized the medium and need to keep it for the duration of the frame exchange. Using the smallest gap between their transmissions, these STAs can prevent other STAs from attempting to use the medium since they are required to wait for the medium to be idle for a longer gap. Thus, it gives the priority to completion of the frame exchange sequence in progress. For example, the SIFS is used between a data frame and the corresponding acknowledgement (ACK) frame.
Point Coordination Function (PCF) IFS (PIFS):
This IFS is used only in STAs operating under the optional PCF mode to gain priority access to the medium. A STA using the PCF is allowed to transmit contention-free traffic after its carrier sense mechanism determining that the medium is idle for a PIFS. DCF IFS (DIFS): The DIFS is used by STAs operating under the DCF to transmit data frames. The STA under DCF is allowed to transmit after its carrier-sense mechanism determines that the medium is idle for a DIFS plus additional backoff time. Extended IFS (EIFS): This IFS is used by STAs operating under DCF whenever the PHY layer indicates to the MAC layer that a frame transmission was started but did not result in the correct reception of a complete MAC frame with correct frame check sequence (FCS) value. The EIFS is defined to provide enough time for another STA to acknowledge what was, to this STA, an incorrectly received frame before this STA commences transmission [9] .
D. Backoff procedure
The backoff interval in the DCF is referred to as collision avoidance mechanism, which aims at reducing the collision probability between multiple STAs accessing the medium. The high probability of collision exists when the medium becomes idle following a busy condition since multiple STAs could have been waiting for the medium to become available again to transmit. The random backoff interval for each STA could prevent multiple STAs from accessing the medium at the same time. The backoff mechanism is invoked for a STA in two cases: (a) When the STA attempts to transmit, but finds the medium busy as indicated by either the physical or virtual carrier-sense mechanisms; and (b) After finishing transmission of a data packet (which can be either successful or failed). To begin the backoff procedure, a STA sets its backoff timer to a random backoff time using the following equation:
where Random() is a pseudo-random integer drawn from a uniform distribution over the interval [0, CW]. The CW is referred to as contention window, and it is an integer within the range of aCWmin and aCWmax. aSlotTime is the slottime value depending on the characteristics of the PHY layer. If the medium is found to be inactive for a DIFS or EIFS, the STA starts to decrease its backoff timer. If no medium activity is indicated for the duration of a particular backoff slot, then the backoff procedure shall decrement its backoff time by aSlotTime. The count-down is suspended if activity is detected on the medium, i.e. the backoff timer shall not be decremented for that slot. In this case, the STA must wait until the channel is determined to be idle for a DIFS period or EIFS, before resuming its backoff procedure. Only when the backoff timer reaches zero, the STA can start its transmission. The backoff procedure employed in IEEE 802.11 is called a binary exponential backoff algorithm. In this algorithm, if the last attempt to transmit fails, the STA will assume that a collision has happened due to too many STAs accessing the medium at the same time. Then, the STA doubles its contention window, CW, to avoid collision in the next transmission. The initial attempt always takes CW equal to aCWmin to transmit the packet. Then, the CW shall take the next value in the series every time there is an unsuccessful attempt to transmit that frame, until it reaches the value of aCWmax [9] . The STA resets its CW to aCWmin when it receives the acknowledgement for the transmitted data frame.
E. Basic and RTS/CTS access methods
DCF provides two different access mechanisms: Basic access method and RTS/CTS access method. In the basic access method, a source STA starts to transmit the data packet directly after a DIFS or EIFS and backoff procedure (see Fig. 3 ). Upon successfully decoding the data frame, the destination STA replies with an ACK to acknowledge that the data packet has been received correctly. The SIFS is the time interval between reception of data packet and transmission of the corresponding ACK frame. If the data packet is not received correctly by the destination, no ACK frame is transmitted to the source, and the source will have to retransmit the data packet after an ACK timeout. The basic access mode requires minimum overhead information for each data frame transmission. This provides good performance in the case of very few collisions happening in the network. However, if the collisions are more likely to happen, the performance of basic access mode is quickly degraded especially when large packets are transmitted. This is because colliding packets wastefully consume the channel bandwidth for most of the time. The second access mechanism specified in DCF, the RTS/CTS access method, aims at reducing the impact of collision on system performance. Figure 4 illustrates the procedure of RTS/CTS access mechanism: before sending the data frame, the source STA starts by launching a RequestTo-Send (RTS) frame to the destination. Upon successfully receiving the RTS frame, the destination STA shall reply with a Clear-To-Send (CTS) frame to announce that it is ready for receiving the data frame, provided that its NAV shows that the medium is idle. In other words, if the virtual carrier-sensing mechanism at the destination STA indicates the medium is not idle, that STA shall not respond to the RTS frame. Only after the completion of exchanging RTS and CTS frame sequence, the data packet and its corresponding ACK are transmitted. As a result, this method is sometimes referred to as "handshaking access method". In combination with the virtual carrier sensing mechanism, the RTS/CTS access method is particularly effective against hidden terminal problem. Hidden terminal problem happens when two or more STAs want to talk to the third STA, but both senders are not in the range of the other. In this case, collisions happen if one sender (A) starts transmission to the destination (B) after (physically) sensing the channel idle while the other sender (C) is also transmitting its packet to B. This hidden terminal problem can be avoided thanks to the virtual carrier sensing mechanism of IEEE 802.11 standard: C sets the duration field in the RTS frame to B equal to the time needed to send the CTS, data, ACK frames plus three SIFS in micro-second. Likewise, B sets the duration field in the replied CTS frame equal to the duration field of received RTS frame, minus one SIFS and CTS frame duration. Any STA, which is not the source or destination, shall update its NAV according to the duration field contained in the most recent and valid RTS or CTS. Then, these STAs start to count-down their NAV, and do not transmit until the NAV is counted to be zero. As a result, A, which can listen to the CTS frame from B, will defer its transmission until C and B finish their conversation. The disadvantage of RTS/CTS mechanism is the considerable overhead information required in each transmission. Therefore, it is inefficient to use this access scheme for relatively short data frames. In IEEE 802.11, the use of RTS/CTS mechanism depends on the dot11RTSThreshold attribute [9] . This attribute may be set on a per-STA basis, which allows STAs to be configured to use RTS/CTS either always, never or only on frames longer than a specified length. Table III shows parameters and some requirements for IEEE 802.11a MAC layer. In this table, the ACKtime is the time required to send an ACK frame at the lowest mandatory rate (i.e. 6 Mbps). The aAirPropagationTime is propagation delay from the transmitting STA to the receiving STA. In addition, the aMACProcessingTime is the nominal time that the MAC uses to process a frame and prepare a response to the frame [9] .
F. IEEE 802.11a MAC parameters
IV. IEEE 802.11A PHY SIMULATION RESULTS
A. Simulation Model
When we focus on the packet-based communication system with convolutional coding like IEEE 802.11a, the most indicative performance measure for PHY is PER [10] , [11] . Therefore, in this work, we evaluate the PER for IEEE 802.11 PHY with different wireless channel models. References [12] and [13] provide a characterization of the radio propagation channel for various indoor scenarios. These indoor channel models have been developed for HIPERLAN/2 physical layer simulations. However, since the spectrum for HIPERLAN/2 systems is the same as that used for IEEE 802.11 systems, the channels can be used for IEEE 802.11a link level simulations as well. Typical large open space environment for NLOS condition, and 150ns rms delay spread. The same as environment C, but for LOS condition.
A 10dB spike at zero excess delay has been added, resulting in a rms delay of about 140ns.
Typical large open space environment for NLOS condition, and 250ns rms delay spread. There are five models, labeled A through E, as shown in Table IV . Tap delay line models with unequal tap spacing are used to characterize the different delay spread situations. For shorter delays, denser tap spacing is used. The root mean square (rms) delay spread varies between 50 ns for the environment A to 250 ns for the environment E. That is, the environment A has the shortest, while the environment E has the longest delay spread. The average power falls off exponentially with delay. All the taps are assumed to have Rayleigh fading characteristics, except for the first tap of the environment D, which has Rician statistics with a K factor of 10. A classical (Jakes) Doppler spectrum with doppler spread of 5 Hz is assumed for all taps [14] . The power delay profiles (PDPs) of the above-mentioned environments are plotted in Fig. 5 . They are based on values on Table VI through Table X , presented in the appendix. Fig. 6 and 7 show PER with different environments for transmission modes 1 and 8, respectively. In this work, the size of packet passed from MAC layer is fixed at 1000 bytes. We also put PER performance in Rayleigh (1-tap) and Rician (1-tap) flat fading channels in the figure.
B. Simulation Results and Discussions
First observation from these figures is that PER of the environment A is lower than those of the other environments for lower SNR region. This is because the environment A has the smallest rms delay spread, resulting in a smaller ratio of OFDM signal bandwidth and channel coherence bandwidth. In this situation, the channel frequency response is relatively flat within the OFDM signal bandwidth. If the channel state changes slowly during the packet transmission, bit errors tend to gather within certain packets, which leaves the other packets error-free or with few bit errors. On the other hand, when there is a larger rms delay spread, the frequency response is more frequency selective, and the conditions to have subcarriers affected by the deep fade are equally shared by all the packets. Therefore, the bit errors spread over packets more randomly, even if the channel is changing slowly compared to packet duration. This results in a worse PER performance than the one in the environment A. The same reason applies to explain the fact that the Rayleigh flat fading channel, which can cause bit errors to concentrate on some packets, performs much better than the wideband channels.
Second observation from these figures is that the environments B, C, D, E, which all have relatively larger rms delay spreads, have similar PER performance. For the environment D where a Rician component is present, the PER is slightly lower for higher SNR. However, due to the existence of the other taps with the Rayleigh components, the performance is almost similar to the other three environments, and it is quite different from that in a purely Rician channel.
Next, in Fig. 8 , we compare PER for the different transmission modes. The "Rate index" in the figure corresponds to each transmission mode in Table I . Here, the environment E is used as the channel model. From this figure, we can see that PER is lower as we use more reliable modulation scheme or lower coding rate. In general, the PER performance is degraded when a higher data rate is used. The only exception is the transmission mode 2. Our simulation shows that the mode 3 can perform equally to or even better than the mode 2. Although QPSK in mode 3 has worse error performance than BPSK in mode 2, the use of 1/2 convolutional code helps mode 3 to have almost same PER with mode 2 which employs 3/4 convolutional coding [16] . We confirmed that this effect of different modes on PER is similar among all the environments. Fig. 8 shows that more robust transmission strategy can lower PER. However, this reliability is increased at the cost of the data rate, and we need to evaluate and analyze the tradeoff between reliability and efficiency. Therefore, in the next section, we analyze the MAC-level performance with these different modes.
V. IEEE 802.11A MAC SIMULATION RESULTS
A. Simulation Model
The main objective of MAC simulation is to examine the effect of different transmission modes on MAC-level performance. To this end, we assume a simple node configuration where two STAs located at distance d transmit data packets with each other 1 . We assume that the traffic load is balanced and fully loaded, which means that the offered load is much higher than the minimum throughput and there is always at least one packet in the transmission queue. For each transmitted frame, PHY link layer simulation described in Section IV is performed in order to decide if the frame is transmitted successfully. The parameters defined for the MAC simulation are shown in Table V . We choose constant transmitted power, È Ì , of 50 mW (or 17 dBm), which is equal to the maximum allowable transmitting power for WLAN devices at 5GHz band regulated by the Danish radio interface specification [15] . We select the noise floor to be -93 dBm, which is the same value used in [16] . The path-loss exponent, Ò, is chosen to be 3.5, which represents the path-loss characteristic in office building [17] . Since the throughput of WLAN devices is insignificant in region where the SNR of received signal is very low, we assume that a packet is always discarded if the SNR is less than ËAEÊ Ñ Ò . As a result, the usable range of received power is from -83 to 17 dBm. The IEEE 802.11 mentions the ÃØ Ñ ÓÙØ and ÌËØ Ñ ÓÙØ, but does not specify their values [9] . In this simulation, we define the ÃØ Ñ ÓÙØ and ÌËØ Ñ ÓÙØ to be equal to the duration for transmitting an ACK frame (or CTS frame, which is identical) at the minimum mandatory data rate, plus two ËÁ Ë.
B. Simulation Results and Discussions
Figs. 9 and 10 show goodput performance against the distance d for different transmission modes with the basic access and handshaking access schemes, respectively. Here, the goodput is defined as the ratio of total number of information bits received by destinations to total simulation time. These figures show clearly that the mode with low data rate, which cannot provide high maximum goodput, is able to achieve reliable connection even at large distance. On the other hand, the performance of the mode with higher data rate, which offers higher goodput at close distance, is largely degraded at large distance. It is because the PER performance of the mode with higher data rate is severely degraded as SNR becomes The Goodput for different data rates (Basic Access Scheme, Environment A). The Goodput for different data rates (Handshaking Scheme, Environment A).
lower, or equivalently the distance becomes larger (see Fig. 7 ). Furthermore, we can observe that the goodput of mode 2 is always lower than mode 3. This is natural result since, as we saw in PHY simulation, PER of data rate modes 2 and 3 are almost similar while mode 3 offers higher data rate than mode 2. This is the coincide result with [16] . We can also notice that the performance of basic access scheme is slightly better than that of handshaking access scheme. This is because, in this particular configuration where there are only two STAs and no hidden terminal, the collision probability is low, and RTS and CTS frames only result in the additional overhead.
The most important observation from Figs. 9 and 10 is that we can maximize the goodput performance by adaptively choosing the transmission modes according to channel conditions. To achieve this link adaptation, we introduce a simple but powerful mechanism in the next subsection.
C. Application of Link Adaptation Mechanism 1) Link Adaptation Mechanism:
While IEEE 802.11a provides different transmission modes which can be used for link adaptation scheme, the actual link adaptation algorithm is left open. As a result, there are several link adaptation proposals for the IEEE 802.11a. For example, a "best PHY mode table" is used to find the suitable data rate according to packet size, SNR value and frame retry count in [16] . This method is relatively complicated, because it requires the estimation of SNR of transmission link. Besides, the "best PHY mode table" might not be valid for all types of channel models, which could induce negative effects to the performance of WLAN system operating on different types of channels.
In this work, in order to examine the impact of link adaptation, we implement another simpler, but equally powerful, link adaptation method proposed in [18] . The method is similar to the auto-rate fallback (ARF) method used in Lucent's WaveLAN-II device [19] . The basic mechanism is as follows:
1) The transmitter maintains two counters for each of its links, one for successful transmission and one for failed transmission.
2) The transmitter checks if the packet is transmitted successfully or not based on whether it receives the MAClevel ACK. 3) If a packet is transmitted successfully, the success counter is increased by one, and the failure counter is reset to zero. 4) If the transmission fails, then the failure counter is incremented by one and the success counter is reset to zero. 5) If the success counter is greater than a threshold value Ë, then the transmitter will start the next transmission using the next (i.e. higher) data rate available. 6) If number of packet failed is greater than the threshold , the transmission rate is decreased by one. 7) All the counters are reset to zero after the transmission mode is changed. The mechanism only uses simple information obtained from MAC, i.e., packet error monitoring using ACK frame which is an original function implemented in the IEEE 802.11.
2) Simulation Results and Discussions:
Figs. 11 and 12 show goodputs of the link adaptation schemes with basic access and handshaking access modes, respectively. The link adaptation mechanism employs only transmission modes 1, 3, 5, 6, 7, and 8 since modes 2 and 4 are often below or close to those of the other modes. For comparison, goodputs of fixed modes, 1, 3, 5, 6, 7, and 8 are also displayed. The link adaptation scheme is evaluated with three different sets
First, from these figures we can see that the set of parameters (Ë ½ ¼ , ½ ) provides much lower goodput than the other sets at close distance. This is because the link adaptation scheme, with a large value of Ë, cannot react fast enough to the improvement of the link quality, i.e. the STA will maintain a low transmission rate although the quality of the link allows the use of a higher rate [18] . However, at large distance, where only the lowest data rate is possible, Ë ½ ¼ leads to a slightly better goodput performance compared to those of Ë ¿ . In this case, a large value of Ë can avoid ineffective switching to higher rates when the channel has not improved. Large value of Ë is also said to be effective when the quality of the link is changing very slowly [18] , for similar reason. In our simulation, the channel changing rate is fixed at 5Hz and the value of Ë ¿ is proved to be a better choice at this particular rate.
Second, we can observe the performance of different values of . The set of parameters (Ë ¿, ½) achieves the higher goodput at distance larger than 10 meters, but (Ë ¿, ¾) is superior at closer distance. The value ½ dictates the STA to reduce its transmission rate whenever a transmission failure occurs, regardless of the cause of failure. This scheme works well at large distance, because most of transmission failures are due to the channel quality. At close distance, where the link quality is very good, collision becomes the main source of failure. Therefore, a larger value, ¾ , is a better choice in this case, because it reduces the probability of falling back to lower data rate incorrectly due to collision.
Finally, we can see that the link adaptation mechanism can achieve higher goodput for most of the distance . Although more analyses are required to optimize parameters Ë and according to channel conditions and collision probability, we can conclude that the link adaptation is effective under the practical wireless channel conditions.
VI. CONCLUSIONS
In this paper, we have studied PHY (PER) and MAC (goodput) performance of the OFDM-based WLAN standard IEEE 802.11a under 5 practical fading channel models obtained from actual measurements. We have investigated the effect of these environments on the PER , and shown that the environment A has relatively better PER performance than the others since errors are more grouped (i.e., less random) than the other environments due to the small rms delay. The MAC-level performance has been also discussed by evaluating goodputs of different transmission modes under fading environment. The results have clearly shown that it is necessary to introduce link adaptation mechanism to choose the best suited mode according to channel conditions. We have also shown that the simple link adaptation mechanism using only MAC-level information (i.e., packet error monitoring) can significantly improve overall system performance. However, the goodput performance of link adaptation mechanism clearly depends on the choice of the parameters, and this indicates the need towards an optimization taking account of channel conditions and collision probability. This however demands some more exhaustive study, and is left for future works.
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