Abstract-IEEE 802.11 DCF is the MAC protocol currently used in wireless LANs. However, due to idle and collision times, 802.11 DCF performs poorly when it comes to channel utilization, system throughput, and channel access time. To overcome these sources of inefficiency in 802.11 DCF, in this paper, we propose a distributed and dynamically adaptive MAC protocol for wireless networks, called Token-DCF. Main focus of our approach is on reducing idle and collision times by introducing an implicit token passing algorithm. In Token-DCF, a transmitting station schedules one of its neighboring stations for the next transmission epoch using a distributed opportunistic algorithm. Furthermore, packet overhearing is employed to exchange scheduling information across the network. Our simulation results show that Token-DCF achieves more than 2X improvement in system throughput and channel access delay compared to 802.11 DCF for most network configurations.
I. INTRODUCTION
IEEE 802.11 defines the distributed coordination function (DCF) to share the wireless medium among multiple stations. DCF employs CSMA/CA with a binary exponential backoff algorithm to resolve channel contention. DCF specifies random backoff, which forces a station to defer its access to the channel for a random period of time. This backoff period corresponds to the number of idle slots a station has to wait before its transmission attempt. If multiple stations choose the same backoff, they will attempt to transmit at the same time and collisions will occur. Two types of overhead are associated with random access protocols. One is channel idle time (i.e., backoff time) which is the time when contending stations are waiting to transmit. Another is collision which happens when multiple stations transmit simultaneously. If there are few contending stations, idle time is the dominant overhead. If there are many contending stations, collision probability increases and becomes the main source of low channel utilization.
In this paper, we design a distributed MAC protocol, called Token-DCF, in which both idle time and collision time are reduced and network throughput is improved significantly. In Token-DCF, when a station transmits on the channel, it might give a privilege (i.e., a token) to one of its neighbors. When a transmission ends, the privileged station, if there is any, starts transmitting after a short period of time, namely SIFS (Short Inter Frame Space). Non-privileged stations follow the backoff procedure of 802.11 to access the channel. In this way, the privileged station does not go through the contention resolution phase and grabs the channel immediately. A distributed scheduling algorithm is used for choosing the privileged stations.
Token-DCF is fully distributed and does not require any centralized point of coordination. In Token-DCF, a station might schedule one of its neighbors for transmission on the channel. In this way, each network station acts as a scheduler. Token-DCF uses an opportunistic approach based on packet overhearing for exchanging scheduling information as well as token passing. In Token-DCF, queue length of a station is included in the MAC header of the transmitted packets and is overheard by the neighboring stations. Each station keeps track of queue length of its neighbors. Queue length information is used in the scheduling component of the protocol, where a neighbor of the transmitting station is selected as the privileged station. No extra control packet is needed for giving a privilege to a station. Instead, the next privileged station (i.e., the scheduled station) is specified in the MAC header of data packets being transmitted on the channel. The probability of giving a privilege is always less than 1 to cope with newly arrived traffic as well as imperfections in traffic estimation. This probability is adjusted based on the accuracy of the neighbors' traffic estimation. Token-DCF is an opportunistic MAC protocol which behaves similar to 802.11 DCF when packets are not overheard by the neighboring stations. However, when the opportunistic overhearing is feasible, we eliminate the backoff procedure of 802.11 DCF to improve efficiency.
The rest of the paper is organized as follows. We first review some related work in Section II. We then present our protocol, Token-DCF, in Section III. We compare our protocol with IEEE 802.11 in Section IV and finally present concluding remarks in Section V.
II. RELATED WORK
We summarize the prior work into: 1) Distributed MAC protocols to improve the efficiency of 802.11 DCF [1] , [2] , [3] , [4] , [5] , [6] , [7] . 2) Token passing MAC protocols [8] , [9] , [10] .
3) Scheduling algorithms of wireless networks [11] , [12] , [13] , [14] , [15] . [1] . The backoff window size is tuned at run-time to increase the overall throughput. In this protocol, for light and medium load conditions, where the window size defined in 802.11 DCF is sufficient for guaranteeing low collision probabilities, the standard backoff algorithm is adopted. On the other hand, when the network congestion increases, based on the existing load condition, a contention window with the right size is used.
Tay et al. consider a network in which all stations become simultaneously backlogged at some point in time. They proposed CSMA/p * which finds the optimal backoff distribution for all stations [2] . In Idle Sense [3] , each host observes the average number of idle slots across its transmission attempts to dynamically control its contention window. Idle Sense enables each host to estimate its frame error rate, which is used for switching to the right bit rate. In Implicit pipelining [4] , the task of contention resolution and packet transmission is partially paralleled. This technique reduces the channel idle time and collision time.
Our protocol, Token-DCF, reduces idle time and collision time by implementing an opportunistic token passing algorithm. When a transmission ends, the station holding a token, if there is any, may immediately transmit after waiting for an idle duration of SIFS. A distributed scheduling algorithm that considers network status (e.g., links' queue length) is used to choose the next station receiving a token. This results in higher channel utilization and system throughput.
Zeng et al. present CHAIN [5] , in which clients maintain a precedence relation among one another, and a client can immediately transmit a new packet after overhearing a successful transmission of its predecessor. When the network load is low, CHAIN behaves similar to DCF; However, when the network becomes congested, clients automatically start transmission chains to improve efficiency. CHAIN requires transmission of control packets between an access point and its stations periodically, which adds overhead to the protocol. Furthermore, during each scheduling period, the specified precedence relation is fixed and does not adapt to traffic changes during that period.
IEEE 802.11 itself has been enhanced in a number of ways recently. For instance, IEEE 802.11e [6] has introduced the concept of transmission opportunities (TXOPs). A station that gains access to the channel can transmit multiple of frames separated by a SIFS. Thus, a backoff stage does not occur before each packet transmission; Instead, backoff happens before each TXOP. Also, an exchange mechanism called the Reverse Direction (RD) protocol has been introduced by IEEE 802.11n [7] . In this mechanism, once the transmitting station has obtained a TXOP, it may grant permission to another station to send information back during its TXOP. The transmitting station sends its permission to the RD responder using a Reverse Direction Grant (RDG) frame. The responder starts the response burst a SIFS after RDG. Our protocol, Token-DCF, is more general than these mechanisms, because in Token-DCF during each transmission, any station might be chosen as the privileged station, where a privileged station transmits on the channel without going to the backoff procedure.
B. Token passing MAC protocols
Token passing is a medium access method where a short packet called token is passed between stations to authorize a station for transmission. In token passing protocols, stations take turns in transmitting by passing the token from one station to another. Stations that have data frames to transmit must first acquire the token before they can transmit them. A station can only send data if it possesses the token; Thus, avoiding collisions. Token passing schemes provide roundrobin scheduling method. Their advantage over contentionbased medium access is that collisions are eliminated, and the available bandwidth can be fully utilized when there is a high demand. On the flip side, when the demand is light, a station wishing to transmit must wait for the token, increasing latency.
The IEEE 802.4 Token Bus protocol [8] is a well-known example of token passing protocols. This protocol is based on a broadcast medium (e.g., broadband coaxial cable), which connects all nodes to each other. The token is passed among a logical ring of stations attached to the medium. The order in which stations receive the token is determined based on their MAC addresses.
The Wireless Token Ring Protocol (WTRP) [9] is a token bus protocol, derived from IEEE 802.4. WTRP presents a token passing MAC protocol for wireless networks. When token passing is to be used in a WLAN, the characteristics of the wireless medium, such as connectivity loss, network partitioning and token loss, raise additional token management issues. WTRP is capable of recovering from token loss and duplication, and also dealing with changes in network connectivity and membership. The main modifications to 802.4, introduced by WTRP, address the partial connectivity issues in wireless networks.
Johnson et al. design another token passing MAC protocol for wireless networks, called High Frequency Token Protocol (HFTP) [10] . HFTP is based on WTRP, but adds two new mechanisms: token relaying and ring merging. Token relaying deals with a situation where a station attempts to pass a token to its successor, but fails to receive an acknowledgement due to link failure. In such a scenario, HFTP attempts to find an indirect path to its successor rather than reorganizing the ring to exclude that link. This requires new mechanisms to find and use token relay nodes. HFTP also differs from WTRP in how it merges rings that come into each other's range. This can occur after a network that was partitioned regains connectivity.
Our protocol, Token-DCF does not use round-robin scheduling for passing the token among network stations. In roundrobin scheduling, when demand is low, the token might be given to stations with no traffic, which results in underutilization of the medium. Instead, in Token-DCF, every station estimates queue length of its neighbors and the token is always given to a neighboring station with a non-zero queue length. Furthermore, token passing mechanism of Token-DCF is implicit, in which, no additional token message is transmitted to pass the token from one station to another. Instead, token passing is done via embedding the scheduling information in the header of data packets by the source station and overhearing the packets by the neighboring stations to retrieve such information. When opportunistic overhearing is not feasible, i.e. if token is not received by the privileged station, Token-DCF operates similar to 802.11 DCF. This method eliminates the need for dealing with complicated token management issues in wireless networks such as recovering from connectivity loss, network partitioning and token loss.
C. Scheduling algorithms of wireless networks
Prior work on scheduling algorithms of wireless networks can be largely classified into two main categories:
1) Throughput-optimal scheduling: Here it is assumed that the mean arrival rates of the packets into each queue is within the capacity region, where capacity region is defined as the set of sustainable arrival rates of the channel. The centralized scheduler knows the current queue lengths and the current channel conditions. The first throughput optimal scheduling algorithm was introduced in the seminal work of Tassiulas and Ephremides [11] . The proposed algorithm is a centralized algorithm known as Backpressure. In Backpressure algorithm, the schedule at each time slot t is determined by
For each link (i, j) from station i to station j, (q i − q j ) denotes its queue differential and r ij denotes its rate. R is the convex hull of the capacity region. In Backpressure, at each time slot, the set of non-conflicting links that maximizes the above sum is activated. Longest-Queue-First scheduling (a.k.a., greedy maximal scheduling) [12] is another centralized scheduling algorithm, which has been observed to achieve throughput optimality in most practical wireless networks. LQF makes scheduling decisions based on the queue length information as follows. It starts with an empty schedule and first adds the link with the largest queue length to the schedule. It then looks for the link with the largest queue length among the remaining links. This selected link will be added to the schedule only if this addition creates a feasible schedule (i.e., the set of added links satisfies the SINR constraints). This process continues until no more link can be added to the schedule. Throughput optimal scheduling algorithms are generalized in many different directions [13] , [14] , [15] . In throughput optimal scheduling algorithms, queues are stable if the arrival rates lie within the capacity region. Throughput-optimal scheduling is suitable for inelastic traffic where the sources do not adapt their transmission rate based on congestion in the network. In this case, admission control is required to ensure that the arrival rates lie within the capacity region of the network. 2) Fair Scheduling: An obvious drawback of throughput optimal policies is that no traffic policing is enforced. For instance, if one or more sources misbehave and increase their arrival rates so that the set of arrival rates lies outside the capacity region, then the system becomes unstable.
In other words, all flows will be penalized due to the behavior of a few misbehaving flows. Thus, an alternative is to allocate resources in a fair manner to the various queues. Two examples of fair allocation are weighted proportional fair allocation and max-min fair allocation [16] . Fair scheduling is more suited for elastic traffic sources which can adjust their traffic rates in response to feedback from the network regarding the network conditions. Various scheduling algorithms can be incorporated in our protocol, Token-DCF, depending on the objective of the scheduling algorithm and type of the arrival traffic.
III. TOKEN-DCF DESIGN
In this section, we first provide a high-level overview of Token-DCF and then detail the scheduler signaling and algorithm.
A. Overview
At a high level, the operation of Token-DCF is described as follows. Token-DCF runs an opportunistic token passing protocol, where a token (or a privilege) might be assigned by a transmitting station to one of its neighbors. In this paper, we use the terms privilege and token interchangeably. While transmitting, the transmitting station might select one of its neighbors and give it a higher priority for the next transmission. Various selection mechanisms can be used. When a transmission ends, the station with a higher priority, called privileged, starts transmitting after a short period of time (i.e., SIFS), if the channel is sensed idle. Since all other stations should wait for at least a longer DIFS, the transmission of the privileged station will not collide with other transmissions.
Token-DCF is implemented in the MAC layer of the protocol stack. Scheduling information is embedded in the MAC header of data packets and is transferred to the neighboring stations via overhearing. Each station maintains queue length of the neighboring stations. These queue lengths are then used in the scheduling phase to select the privileged station for the next transmission. Transmitting station announces the privileged station in the privileged field of the MAC header of the data packets it transmits. By overhearing these packets, the privileged station is informed that it has a higher priority for the next transmission. When a transmission ends, the privileged station can start transmitting after SIFS if the Signaling mechanism in the scheduling component of Token-DCF is done via embedding the scheduling information in the header of data packets by the source station and overhearing the packets to retrieve such information by the neighboring stations. When a packet is transmitted, the privileged station and the queue length of the transmitter are embedded in the MAC header of the packet. Once a packet is received or overheard, the queue length of the source of the packet is retrieved. Furthermore, a neighboring station checks the privileged field to find out if it is privileged for the next transmission. In Token-DCF, no extra control messages are transmitted to obtain network status and to pass the privileges. Collecting the information needed for scheduling, assigning a privilege to one of the neighbors and obtaining the privilege by the privileged station are all done through overhearing.
Token-DCF has two major components: (1) A method to reduce the idle time of the backoff procedure. (2) A scheduling algorithm to determine which neighbor should be chosen as the privileged station.
B. Reducing idle time
Token-DCF reduces the idle time of the backoff mechanism by assigning privileges to network stations. When a station transmits data packets, it might give a higher priority to one of its neighbors for the next transmission with probability p and with probability 1−p, no station is privileged. As we will explain in Section III-C, the scheduling algorithm of Token-DCF determines which neighbor is chosen as the privileged station. When a transmission ends, the privileged station starts transmitting after SIFS, if the channel is sensed idle. Nonprivileged stations follow the backoff procedure of IEEE 802.11 to access the wireless medium. Backoff mechanism of 802.11 DCF is shown in Figure 1 . In this mechanism, after a transmission ends, the station senses the channel after DIFS interval and if the channel is sensed idle, it waits for a random backoff time. It chooses backoff b, an integer distributed uniformly in the window [0, CW ], and waits for b time slots before trying to transmit.
Channel access method of our protocol is shown in Figure 2 . In Token-DCF, when the channel becomes idle, the privileged station, if there is any, starts transmitting on the channel immediately, and non-privileged stations have to defer backoff count down till when transmission of the privileged station finishes. This process of giving a privilege to one of the neighbors of the transmitting station repeats in each transmission. Whenever a privileged station transmits on the channel, the idle time of the channel is limited to SIFS. On the other hand, in IEEE 802.11 protocol, the channel idle time between two consecutive transmissions is equal to DIFS plus a random backoff duration. Furthermore, since the privileged station immediately transmits after waiting an idle duration of SIFS, while all other stations should wait for at least a longer DIFS, the transmission of the privileged station will not collide with other transmissions.
C. Scheduling algorithm
The scheduling algorithm of Token-DCF provides a mechanism for choosing the privileged stations. In Token-DCF, when a station transmits, it acts as a scheduler as well and with probability p gives a higher priority for the next transmission to one of its neighbors. This removes the need for a separate scheduler as well as transmission of control messages between the scheduler and network stations. If a privilege is assigned to a station with an empty queue, the privileged station would not take its chance to transmit on the channel without going through the contention phase. This simply results in underutilization of the underlying wireless channel. As long as the privilege is assigned to a station with backlogged traffic, the privileged station can immediately transmit a new packet without dealing with contention.
Different scheduling algorithms can be used for choosing the next privileged station, depending on the objective of the scheduling algorithm and type of the traffic. Here, we present two example scheduling policies. In the first algorithm, a transmitting station picks the neighbor with the largest q i as the next privileged station, where q i is the queue length of station i. In single hop networks, if every station overhears every transmission, this policy implements Longest-Queue-First [12] as the scheduling component of Token-DCF, which guarantees throughput optimality. In the second algorithm, a transmitting station uniformly at random chooses one of its neighbors with backlogged traffic (i.e., with non-zero queue length). This policy achieves fairness among the network stations, because in this policy all stations have an equal chance to be chosen for transmitting on the channel.
D. Protocol details
The detailed Token-DCF is presented in this section. Procedure III-D.1 sets the initial values of Token-DCF parameters. p, the probability of giving a privilege, is initially set to zero and changes during the execution. active denotes the set of neighbors of a station that has transmitted on the channel during the current scheduling period and the transmission is overheard by the station. The station itself, myId, is also included in the set active. When a station transmits, it might give a privilege to one of the stations in the set active. By including myId in the set active, a station might choose itself as the privileged. Each station keeps track of the transmissions on the channel by overhearing of the packets. nFail denotes the number of transmissions in which the sender of the packet is not in the set active. nSuccess denotes the number of transmissions from the set active. flag is a boolean variable denoting if the station has a privilege for accessing the channel or not. flag equals to true means that the station has a privilege for transmission on the channel. flag is initially set to false, meaning that no station is privileged initially. Initially, a station with data for transmission has to go through the backoff process to access the medium. Protocol parameters are reset to initial values after each period seconds. Protocol parameters are reset periodically in order to prevent the stale information from degrading the protocol performance.
III-D.1 Initialization at station myId
1: p = 0 2: active = {myId} 3: nFail = 0 4: nSuccess = 0 5: flag = false 6: call Initialization after period Procedure III-D.2 is executed right before a packet is transmitted on the channel. If the packet is a MAC data packet, the station might give a privilege to one of its neighbors. The mechanism of assigning a privilege or transmitting as the privileged station is not used when control packets are transmitted. In this way, the transmission of non-data packets such as ARP packets or routing packets are not affected by our protocol. The station that is chosen to be the privileged station is called privileged.
As explained before, different criteria can be used for choosing the privileged station, privileged. One example scheduling algorithm is presented in III-D.2. In III-D.2, privileged is the station in the set active with the longest queue. Another example of scheduling algorithms is the one in which privileged is chosen uniformly at random from the set of stations in active with non-zero queue length. This policy achieves fairness among the network stations. Many other queue based scheduling algorithms are presented in the literature that can be incorporated in Token-DCF protocol [11] , [13] , [14] .
If a station chooses itself as the privileged, it sets its flag to true. Otherwise, flag is set to false. Procedure III-D. 6 if privileged == myId then Procedure III-D.4 is executed when a station starts or resumes its backoff timer. If the station has higher priority (i.e., flag == true) and the packet is a MAC data packet, the backoff duration is set to SIFS. Otherwise, the backoff duration is chosen to be DIFS plus random number of time slots, similar to 802.11 DCF.
As explained in Procedure III-D.5, when the backoff timer expires, flag is reset to false. In this way, a privileged station has the privilege to transmit only one packet immediately after the last transmission ends. In case the packet is III-D.4 Starting or resuming backoff timer 1: if flag == true && packet is a MAC data packet then 2: schedule backoff timer for SIFS 3: else 4: schedule backoff timer for DIFS + random number of time slots lost, the station does not have the privilege for retransmission of the packet and will follow the backoff procedure to access the channel. When a host detects a failed transmission (it does not receive the ACK of a frame), it executes the exponential backoff algorithm, doubling Contention Window CW (CW may vary between CW min and CW max ).
III-D.5 Backoff timer expiration
1: flag = false When a packet is transmitted, received or overheard, Adapt (Procedure III-D.6) might be called, in order to update the value of nSuccess, nFail and p. Station i calls Adapt when it transmits, receives or overhears a packet. If transmitter of the packet, src, does not belong to the set active, nFail is increased by one and src is added to the set active. In this case, the station that receives or overhears the packet, has not received any transmission from src during the current transmission period. Otherwise, if src belongs to the set active, nSuccess is increased by 1. Recall that the set active is reset every period seconds.
Enough transmissions should happen before adapting p. If so, (i.e., if nSuccess+nFail >= maxNum), ratio of nSuccess to nSuccess+nFail is then recalculated to adapt p. If ratio is larger than a threshold, maxRatio, p is increased by δ and nSuccess and nFail are reset to 0. We note that p is increased up to a threshold, maxP. It is reasonable to choose maxP less than 1 in order to always give a chance to stations not in the set active to be able to transmit on the channel. If ratio is less than a threshold, minRatio, p is decreased by δ and nSuccess and nFail are reset to 0.
What we have presented in Procedure III-D.6 is an example of dynamically adapting the protocol parameters. There are other alternatives for adapting protocol parameters. For example, different moving average techniques (e.g., weighted, exponential, · · · ) can be used to adapt the parameters.
IV. EVALUATION
We simulate Token-DCF and 802.11g in ns-2 to measure and compare performance of these two MAC protocols. Table  I reports the configuration parameter values of the wireless network analyzed in this section. ratio = nSuccess / (nSuccess+nFail) 8: if (ratio >= maxRatio) then 9: if (p <= maxP) then if (ratio <= minRatio) then 14: if (p >= δ) then The aggregate throughput of 802.11 DCF and Token-DCF is presented in Figure 3 . As can be seen, throughput gain obtained by Token-DCF compared to IEEE 802.11 in Figure  3 is a factor of 1.7 − 1.9. Figure 4 shows the average access delay of the two protocols. Access delay is defined as the delay between the time a packet arrives at the MAC layer and the time the source of the packet receives acknowledgment from the destination. Access delay of a packet consists of the waiting time before transmitting on the channel and the time spent in packet retransmissions. As we can see in Figure  4 , access delay is smaller in Token-DCF by a factor of 0.53 − 0.81. As we will explain, the reason is that Token-DCF has a much shorter idle time compared to IEEE 802.11 DCF. Furthermore, many retransmissions are avoided because of reduced collision frequency. Figure 5 presents the average number of idle slots before each media access. Token-DCF has shorter channel idle time, because in Token-DCF, a privileged station accesses the channel immediately after the latest transmission finishes. In this way, channel stays idle only for SIFS seconds, instead of DIFS plus random backoff duration. We note that the average number of idle slots in Token-DCF is not zero. The reason is that with a non-zero probability, no station is chosen as the privileged station for the next transmission. In such a case, stations follow the backoff mechanism of 802.11 DCF to get an access for transmission on the channel.
Collision frequencies of 802.11 DCF and Token-DCF are shown in Figure 6 . Collision frequency is defined as the number of times a transmission fails due to collision normalized by the total number of transmissions (counting retransmissions as well). Figure 6 indicates that Token-DCF has a much lower collision frequency than 802.11 DCF. Recall that when a station transmits, it might choose one of its neighbors as the privileged station. In a single-hop network, at each time instant, at most one station successfully transmits on the media and as a result, there is at most one privileged station at each time instant. Since a privileged station does not follow the backoff mechanism of 802.11 DCF, the transmission by a privileged station does not collide with any other transmission in a single-hop network. This reduces the collision frequency of the protocol. Reducing the idle time and collision time of the channel increases throughput and decreases media access delay. As we can see in Figure 6 , with greater number of contending stations, the collision frequency in both Token-DCF and 802.11 DCF increases. Token-DCF has non-zero collision frequency, because with probability 1−p, stations implement backoff mechanism for contention resolution, which might cause collisions.
B. Performance evaluation in saturated multihop wireless networks
In this section, we study performance of Token-DCF in multihop wireless networks. We consider two network sizes; 800mx800m and 1500mx1500m. Recall that the effective transmission range in the simulations is limited to 250 meters and carrier sense range is limited to 550 meters. Traffic is full buffer CBR and all flows are single hop. Aggregate throughput and average access delay of the networks with size 800mx800m versus number of contending stations are presented in Figures 7 and 8 , respectively. Comparing Token-DCF and 802.11 DCF in these two figures, we can see that throughput gain is a factor of 1.8 − 2 and access delay is reduced by a factor of 0.53 − 0.58. For the networks of size 1500mx1500m, aggregate throughput and average access delay are presented in Figures 9 and 10 , respectively. In this case, throughput gain is a factor of 1.9 and access delay is 
C. Stations with unsaturated traffic
Having shown the performance improvement of Token-DCF over 802.11 for saturated networks, we further identify its performance in networks that have less traffic load. This set of simulations focuses on comparing the performance of Token-DCF with 802.11 when varying the traffic load from low to high. On/Off traffic with burst times and idle times taken from pareto distributions is used. Average on time of the traffic generator is 50ms. Its average off time is also set to 50ms.
We perform simulations for randomly generated networks of size 150mx150m. There are a total of 20 one-hop flows. Each source station generates its packets independently. Sending rate during on time, called Rate, is varied between 10 3 bps and 10 8 bps. With Rate = 10 3 bps and 1500 bytes packet size, the traffic demand is far below the network capacity. When gradually varying Rate from 10 3 to 10 8 bps, offered load is increased from small to very large. The corresponding aggregate throughput and average access delay are presented in Figures 11 and 12 , respectively. When the network load is very low, station queues are empty most of the time in which case, no station is chosen as the privileged station. Under low load, Token-DCF behaves very similar to 802.11 DCF. Their performance starts to diverge when the network is loaded more heavily. The saturation throughput of Token-DCF is approximately 2 times of 802.11 DCF.
V. CONCLUSION In this paper, we presented the design and performance evaluation of Token-DCF. Token-DCF is a distributed MAC protocol that uses an opportunistic overhearing mechanism to schedule network stations for transmission on the channel. The main design goal of Token-DCF is to reduce both idle time and collision time by introducing an implicit token passing algorithm. Our simulation results show that Token-DCF achieves 2X improvement in system throughput and channel access delay compared to 802.11 DCF for most network configurations.
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