Abstract. A polynomial f is said to have the half-plane property if there is an open half-plane H ⊂ C such that f is non-zero whenever all the variables are in H. This paper answers several open questions regarding multivariate polynomials with the half-plane property and matroid theory.
Introduction
Let H be an open half-plane in C. We say that a multivariate polynomial with complex coefficients is H-stable if it is nonzero whenever all the variables are in H. Often H = {z ∈ C : Im(z) > 0} or H = {z ∈ C : Re(z) > 0}. If f is H-stable for some H, then f is said to have the half-plane property. If H is the upper halfplane we say that f is stable, and if H is the right half-plane that f is Hurwitz stable. Multivariate polynomials with the half-plane property appear (sometimes hidden) in many different areas such as statistical mechanics [13, 19, 24] , complex analysis [15, 20] , differential equations [1, 10] , engineering [9, 18] , optimization [12] and combinatorics [5, 6, 7, 12, 13, 30, 31] . Recently a striking correspondence between polynomials with the half-plane property and matroids was found [6] . Choe, Oxley, Sokal and Wagner proved that the support of an H-stable multiaffine and homogeneous polynomial is the set of bases of a matroid. A polynomial is multi-affine if it has degree at most one in each variable. The study of the relationship between polynomials with the half-plane property and matroid theory has since then been continued in a series of papers [5, 7, 12, 30, 31] where several Date: April 11, 2008. interesting open questions have been raised. In this paper we prove some of these open questions and pose other.
What if a polynomial with the half-plane property is not homogeneous, nor multiaffine? What can then be said about its support. In [6] the problem (Problem 13.3) was raised to find a necessary condition for a subset F ⊂ N n to be the support of a polynomial with the half-plane property. In Section 3 we prove that the support of a polynomial with the half-plane property is a jump system. A jump system is a recent generalization of matroids introduced by Bouchet and Cunningham [4] and further studied by Lovász [25] . This also settles Question 13.4 of [6] . Prior to this paper no matroids were known not to be the support of a polynomial with the half-plane property and in [6] the question (Question 13.7) was raised if every matroid is the support of an H-stable polynomial. In Section 6 we prove that the Fano matroid, F 7 , is not the support of a polynomial with the half-plane property. In Section 5 we prove that a multi-affine polynomial f ∈ R[z 1 , . . . , z n ] is stable if and only if
for all x ∈ R n and 1 ≤ i, j ≤ n. This is used to answer two open questions in [7] .
Matroids, Delta-Matroids and Jump Systems
A matroid is a pair (M, E), where M is a collection of subsets of a finite set E satisfying,
(1)
The set, B, of maximal elements with respect to inclusion of M respects the exchange axiom:
A, B ∈ B and x ∈ A \ B =⇒ ∃y ∈ B \ A such that A \ {x} ∪ {y} ∈ B
The elements of M are called independent sets and the set B is called the set of bases of M. For more information on matroid theory, see [23] . Bouchet [2] introduced the notion of a delta-matroid as a generalization of both the independent sets and the set of bases of a matroid. A delta-matroid is a pair (F , E), where F is a collection of subsets of a finite set E such that ∪ A∈F A = E and satisfying the following symmetric exchange axiom:
A, B ∈ F, x ∈ A∆B =⇒ ∃y ∈ A∆B such that A∆{x, y} ∈ F.
Here ∆ is the symmetric difference. The independent sets of matroids are precisely those delta-matroids that are hereditary and sets of bases of matroids are precisely the delta-matroids for which all the members of F have the same cardinality.
Jump systems were introduced by Bouchet and Cunningham [4] as a generalization of delta-matroids, see also [25] . Let α, β ∈ Z n and define |α| = n i=1 |α i |. The set of steps from α to β is defined by
A collection F of points in Z n is called a jump system if it respects the following axiom. Two-step Axiom: If α, β ∈ F, σ ∈ St(α, β) and α + σ / ∈ F, then there is a τ ∈ St(α + σ, β) such that α + σ + τ ∈ F. Delta-matroids are precisely the jump systems for which F ⊆ {0, 1} n for some positive integer n. For examples of matroids, delta-matroids and jump systems see Section 4.
The Support of Polynomials with the Half-Plane Property
An important property of H-stable polynomials is that they are closed under taking partial derivatives, see e.g., [1, 6, 24] . Proposition 1. Let f be H-stable. Then either ∂f /∂z 1 = 0 or ∂f /∂z 1 is H-stable.
is an H-stable polynomial of degree κ i in each variable and suppose that α, β ∈ supp(f ) with α ≤ β. Let
It follows that z κ f (1/z) is H-stable where H = {z : z ∈ H} = {z −1 : z ∈ H}, and by Proposition 1 it follows that g(z) is also H-stable. Let
The next theorem says that the support of a polynomial with the half-plane property is a jump system. This theorem generalizes the main results of [6] (Theorem 7.1, Corollary 7.3) and [5] (Theorem 2) which say that the same is true when in addition the polynomial is homogeneous or all terms have degree of the same parity, respectively. 
It follows that it is no restriction in assuming that α ≤ β, when checking the validity of the two-step axiom.
Suppose that there is a Hurwitz stable polynomial f and α, β ∈ supp(f ) with α ≤ β for which the two-step axiom is violated. Also, let f and α, β be minimal with respect to |α − β|. Note that if f , α, β ∈ supp(f ) constitutes a counterexample then so does f α,β , 0, β − α ∈ supp(f α,β ). Hence we may assume that our minimal counterexample is of the form f (z) = γ a(γ)z γ ∈ C[z 1 , . . . , z n ] with a(0)a(β) = 0,
Let e 1 , . . . , e n be the standard orthonormal basis of R n . By symmetry we may assume that σ = e 1 in the two-step axiom. Then by the two-step axiom we have e 1 , 2e 1 , e 1 + e 2 , . . . , e 1 + e n / ∈ supp(f ), see 
which is then Hurwitz stable by Hurwitz's Theorem (on the continuity of the zeros of a polynomial), see e.g., [6, Footnote 3] for the appropriate multivariate version. We cannot have |β| ≤ 2, so |β| ≥ 3. This gives a contradiction since, when n ≥ 3, at least one of the nth roots of a non-zero complex number is in a given half-plane.
An immediate corollary of Theorem 1 is a positive answer to Question 13.4 of [6] . The Newton polytope of a polynomial is the convex hull of its support. In [4] it was shown that the convex hull of a jump system is a so called bisubmodular polyhedra, and conversely that the integral points of an integral bisubmodular polyhedra determine a jump system. Hence the following corollary.
Corollary 3. The Newton polytope of a polynomial with the half-plane property is a bisubmodular polytope.
A polynomial is real stable if it is stable and all coefficients are real. It follows that a polynomial f ∈ R[z 1 , . . . , z n ] is real stable if and only if for all lines z(t) = λt + α, where λ ∈ R n + and α ∈ R n , the polynomial f (z(t)) has all zeros real. Here R + denotes the set of all positive real numbers. In particular, a univariate polynomial with real coefficients is real stable if and only if all its zeros are real. Example 1. A finite subset F of N is a jump system if an only if it has holes of size at most 1, i.e,
Are all finite jump systems in N supports of polynomials with the half-plane property? Yes! In fact, if we assume that 0 ∈ F then there is a real-rooted polynomial f with simple zeros such that F = supp(f ). The proof of this is by induction over the maximal element of F . If 1 ∈ F then
is a jump system with 0 ∈ F 1 . Hence, by induction, there is a real-and simplerooted polynomial g such that supp(g) = F 1 . If ǫ > 0 is small enough then ǫ + zg will be real-and simple-rooted and supp(ǫ + zg) = F . If 1 / ∈ F then F = {0} or 2 ∈ F. In the latter case we have that
is a jump system with 0 ∈ F 2 . Hence, by induction, there is a real-and simplerooted polynomial g such that supp(g) = F 2 . For small ǫ > 0 the polynomial −ǫg(0) + z 2 g will be real-and simple-rooted and supp(−ǫg(0) + z 2 g) = F .
A well known property of real-rooted polynomials with non-negative coefficients is that the coefficients have no internal zeros, i.e., if f (z) = a 0 + a 1 z + · · · + a n z n is real-rooted and a i ≥ 0 for 0 ≤ i ≤ n, then i < j < k and a i a k = 0 =⇒ a j = 0.
This extends to several variables:
Corollary 4. Let f be a real stable polynomial with nonnegative coefficients. If α ≤ γ ≤ β and α, β ∈ supp(f ), then γ ∈ supp(f ).
Proof. If the corollary is false then there is a real stable polynomial f with nonnegative coefficients, and points α, β ∈ N n with α < β, α, β ∈ supp(f ) but α + e i / ∈ supp(f ) for some 1 ≤ i ≤ n with α + e i < β. By the two-step axiom there is a 1 ≤ j ≤ n such that ξ = α + e i + e j ∈ supp(f ). Now, f α,ξ = a + bz j + cz i z j , where a, b, c ≥ 0 and ac > 0 is real stable. If i = j then f α,ξ = a + cz 2 i is not real stable, so we must have i = j. By letting z i = λz and z j = λ −1 z, and letting λ → ∞ we have by Hurwitz's theorem that the univariate polynomial a + cz 2 is real stable. This is a contradiction.
Applications of the Support Theorem
Here we give examples of H-stable polynomials and their supports. Lemma 1. Let A i be complex positive semidefinite n × n matrices and let B be complex Hermitian. Then
is real stable.
Proof. By Hurwitz's theorem we may assume that the A i 's are all positive definite. Let z(t) = λt + α, where λ ∈ R n + and α ∈ R n . Then P = λ 1 A 1 + · · · + λ n A n is positive definite. Thus P has a square root and
where
) is a constant multiple of the characteristic polynomial of a Hermitian matrix, so all zeros of f (z(t)) are real.
In two variables there is a converse to the above lemma, see [1] .
Then f is real stable if and only if there are two n × n real positive semidefinite matrices A, B and a real symmetric matrix C such that f (x, y) = ± det(xA + yB + C).
The proof of Theorem 2 uses the Lax Conjecture on hyperbolic polynomials which was proved only very recently [21] , see also [14, 29] . Let Z = diag(z 1 , . . . , z n ) be a diagonal matrix. One consequence of Lemma 1 is that the polynomial det(Z + A) is real stable and that det(I + ZA) is real stable (Hurwitz stable) whenever A is a n × n Hermitian (skew Hermitian) matrix.
In [2] Bouchet proved that whenever A is a n × n symmetric or skew-symmetric matrix over a field then the set {S ⊆ {1, . . . , n} : A[S] is non-singular} is a delta-matroid. The proof is not trivial. However, when the field is C it follows as a corollary of Theorem 1. is stable (Hurwitz stable), so supp(det(I + ZA)) = F .
The general form of the Heilmann-Lieb Theorem [13] is the following.
Theorem 3 (Heilmann-Lieb). Let G = (V, E) be a graph, V = {1, . . . , n}. To each edge e = ij ∈ E assign a non-negative real number λ ij .Then the polynomial
is Hurwitz-stable.
As a corollary of the Heilmann-Lieb Theorem and Theorem 1 we get the following result which is usually proved using augmented path arguments. 
is clearly Hurwitz stable. As a consequence of Theorem 1 we get that {D(H) : H spanning subgraph of G} is a jump system. Let A be an r × n matrix with complex entries and let A * be its complex adjoint. By the Cauchy-Binet formula we have
Since (a ik a jk ) 1≤i,j≤r is positive semi definite, 1 ≤ k ≤ r, Lemma 1 gives that any matroid representable over C is the support of a real stable polynomial, see [6] for another proof.
A Characterization of Real Stable Multi-affine Polynomials
Here we will give a characterization of real stable multi-affine polynomials. First we will need some results on univariate stable polynomials and some results from [1] . Let α 1 ≤ α 2 ≤ · · · ≤ α n and β 1 ≤ β 2 ≤ · · · ≤ β m be the zeros of two univariate polynomials with real zeros only. The zeros are interlaced if they can be ordered so that
Note that by our convention, the zeros of any two polynomials of degree 0 or 1 interlace. It is not hard to see that if the zeros of h and g interlace then the Wronskian,
is either non-negative or non-positive on the whole of R. Let h, g ∈ R[z]. We say that h and g are in proper position, denoted h ≪ g if the zeros of h and g interlace and W [h, g] ≤ 0. For technical reasons we also say that the zeros of the polynomial 0 interlaces the zeros of any (non-zero) real-rooted polynomial f , and write 0 ≪ f and f ≪ 0. The Hermite-Biehler Theorem characterizes univariate stable polynomials, see [27] .
Theorem 4 (Hermite-Biehler). Let
. Then f is stable if and only if g ≪ h.
Obreschkoff's Theorem describes linear pencils of polynomials with real zeros only, see [22, 27] .
. Then all non-zero polynomials in the pencil {αh + βg : α, β ∈ R} are real-rooted if and only if h ≪ g, g ≪ h or h = g = 0.
Two multivariate polynomials h, g ∈ R[z 1 , . . . , z n ] are said to be in proper posi-
for all α ∈ R n and v ∈ R n + . The Hermite-Biehler Theorem and Obreschkoff's Theorem have the following extensions to several variables, see [1] .
Then f is stable if and only if g ≪ h. By combining the previous two theorems we get.
Corollary 7.
Let f = h + ig = 0 where h, g ∈ R[z 1 , . . . , z n ], and let z n+1 be a new indeterminate. Then the following are equivalent.
(a) f = h + ig is stable, (b) h + z n+1 g is real stable, (c) all nonzero polynomials in the pencil {αh + βg : α, β ∈ R} are real stable and
for all 1 ≤ j ≤ n and x ∈ R n .
Proof. (b) ⇒ (a):
If h + z n+1 g is real stable, then in particular it is stable. Hence, since Im(i) > 0, we have that h + ig is stable.
(a) ⇒ (c): If (a) is true then the statement about the pencil in (c) follows immediately from Theorem 6 and Theorem 7. Moreover, by (1), g(x + e j t) ≪ h(x + e j t) for all 1 ≤ j ≤ n so
(c) ⇒ (b): Fixing z n+1 = a+ib, we have to prove that h+(a+ib)g = (h+ag)+ibg is stable whenever a ∈ R and b ∈ R + . If α, β ∈ R then α(h + ag) + βbg = αh + (aα + bβ)g is either real-stable or identically zero by assumption. Since we do not have bg = h + ag = 0 we have by Theorem 7 that h + ag ≪ bg or bg ≪ h + ag. Now,
whenever α ∈ R n , v ∈ R n + and t ∈ R. The conclusion now follows from Theorem 6 and (1).
Using this corollary we may characterize real stable multi-affine polynomials as follows. For f ∈ C[z 1 , . . . , z n ] and 1 ≤ i, j ≤ n let
. . , z n ] be multi-affine. Then the following are equivalent (1) For all x ∈ R n and 1 ≤ i, j ≤ n
Since ∆ ij (f ) does not depend on z i and z j , we have by Corollary 7 that
(1) ⇒ (2): The proof is by induction over n. Write f ∈ R[z 1 , . . . , z n+1 ] as f = h + z n+1 g. Let α ∈ R, x ∈ R n and 1 ≤ i, j ≤ n. Then
By induction h + αg is real stable or h + αg = 0. Also,
for all x ∈ R n and 1 ≤ j ≤ n. By Corollary 7 this completes the proof.
so f is real stable if and only if det(a ij ) ≤ 0.
5.1.
The non-multi-affine case. For the non-multi-affine case we may apply the Grace-Walsh-Szegö Coincidence Theorem [11, 28, 32] . Let f ∈ C[z 1 , . . . , z n ] be a polynomial of degree d i in the variable z i . The polarization, P(f ), is the unique polynomial in the variables {z ij :
If we let z ij = z i for all i, j in P(f ) we recover f .
A circular region in C is either an open or closed affine half-plane or the open or closed interior or exterior of a circle.
Theorem 9 (Grace-Walsh-Szegö). Let f ∈ C[z 1 , . . . , z n ] be symmetric and multiaffine and let C be a circular region containing the points ζ 1 , . . . , ζ n . Then there exists a point ζ ∈ C such that
From the Grace-Walsh-Szegö Theorem we immediately deduce:
and let H be a half-plane in C. Then f is H-stable if and only if P(f ) is H-stable. I . Feder and Mihail say that M is balanced (or negatively correlated) if
for all i, j ∈ E. Motivated by a property of linear resistive electrical networks, Choe and Wagner introduced the notion of a Rayleigh matroid.
where the sum is over the set of bases of M. Then M is said to be Rayleigh if
for all z ∈ R n + and i, j ∈ E (|E| = n). Hence, a matroid is balanced if it is Rayleigh. A matroid, M, is strongly Rayleigh if
for all z ∈ R n and i, j ∈ E. A matroid M is HPP (half-plane property) if M (z) has the half-plane property. It was proved in [7] that a matroid is Rayleigh if it is HPP. We may now answer the following two open questions posed in [7] . We will in this section prove that the Fano matroid is not the support of a polynomial with the half-plane property. This is the first instance in the literature of a matroid which is not the support of an H-stable polynomial and answers Question 13.7 of [6] .
Lemma 2. Let f = T ⊆{1,...,n} a(T )z T be a homogeneous polynomial with the half-plane property. Suppose that S ∪ {i, j} / ∈ supp(f ). Then a(S ∪ {i, k})a(S ∪ {j, ℓ}) = a(S ∪ {i, ℓ})a(S ∪ {j, k})
for all k, ℓ ∈ {1, . . . , n}. 
{4,5}
{3,4} {3,5}
{2,3} {1,3}
{1,2}
Proof. The coefficients of a homogeneous polynomial with the half-plane property all have the same phase, i.e., the quotient of two non-zero coefficients is always a positive number, see [6, Theorem 6 .1]. Hence we may assume that all coefficients are non-negative. By considering f S,S∪{i,j,k,ℓ} we may assume that S = ∅ so that
It follows that ∆ ij (f )(x ℓ , x k ) ≥ 0 for all x ℓ , x k ∈ R if and only if a({i, k})a({j, ℓ}) = a({i, ℓ})a({j, k}), which proves the lemma by Theorem 8.
Lemma 3. Suppose that {i, j, x}, {i, j, y}, {i, k, x}, {i, k, y} ∈ F 7 . Then {i, j, k} / ∈ F 7 or {i, y, x} / ∈ F 7 .
Proof. Consider the minor obtained by contracting 7. The bases of this matroid consists of all the subsets of size two of {1, . . . , 7} except {1, 4}, {2, 5} and {3, 6}. Assume that {j, x}, {j, y}, {k, x}, {k, y} are independent. By symmetry we may assume that j = 1 and x = 2. If {j, k} is independent then k ∈ {3, 6}, so y / ∈ {3, 6} and y / ∈ {1, 4}. This means that y = 5, so {x, y} is dependent. Similarly, if {x, y} is independent then y ∈ {3, 6}. This means that k / ∈ {2, 5} and k / ∈ {3, 6}, so k = 4 and {j, k} = {1, 4} is thus dependent.
Fix 1 ≤ x, y ≤ 7 and let G xy be the graph with vertex set V = {{i, j} : {i, j, x}, {i, j, y} ∈ F 7 } and edges between sets that have non-empty intersection. Then G xy is connected, see Fig. 3 . Assume now that we have a real stable polynomial f = S∈F7 a(S)z is the same for all {i, j} in G xy .
Proof. Since G xy is connected it suffices to prove that
whenever {i, j, x}, {i, j, y}, {i, k, x}, {i, k, y} ∈ F 7 . By Lemma 3 we have either {i, j, k} / ∈ F 7 or {i, y, x} / ∈ F 7 . In the first case we get by letting i, j, k, x, y = a, b, c, d, e in (2) that a({i, j, x}) a({i, j, y}) = a({i, k, x}) a({i, k, y}) .
In the second case we have by letting i, y, x, j, k = a, b, c, d, e in (2) that
which is equivalent to (3).
For x, y ∈ {1, . . . , 7} let λ xy = a({i, j, x})/a({i, j, y}), where {i, j} ∈ G xy .
Lemma 5. Let x, y, z ∈ {1, . . . , 7}. Then
Proof. If {x, y, z} ∈ F 7 there are i, j such that {i, j, x}, {i, j, y}, {i, j, z} ∈ F 7 . Hence, λ xz = a({i, j, x}) a({i, j, y}) · a({i, j, y}) a({i, j, z}) = λ xy λ yz .
If {x, y, z} / ∈ F 7 then for all u / ∈ {x, y, z} we have {x, u, z}, {u, y, z} ∈ F 7 . Hence λ xz = λ xu λ uz = λ xy λ yu λ uy λ yz = λ xy λ yz .
Lemma 6. There are positive numbers v i , 1 ≤ i ≤ 7 and a complex number C such that a({i, j, k}) = Cv i v j v k for all {i, j, k} ∈ F 7 .
Proof. Let v i = λ i1 , so that λ xy = v x /v y for all 1 ≤ x, y ≤ 7. Let A = {i, j, k} ∈ F 7 , B = {ℓ, m, n} ∈ F 7 . If i = ℓ and j = m then a(A) a(B)
Otherwise, by the exchange axiom, there is a path
Consequently a(i, j, k) v i v j v k = C does not depend on i, j, k.
Theorem 11. There is no stable polynomial whose support is F 7 .
Proof. If there were such a polynomial then by the change of variables z i → z i /v i and Lemma 6 we would have that S∈F7 z S is stable. This is not the case, see [6] .
Open Problems
Can we extend the technique in Section 6 to other matroids. In particular we extend it to prove that the non-Pappus matroid is not the support of a polynomial with the half-plane property. When looking for H-stable polynomials with a given support it is enough to look among the real stable polynomials. Proposition 2. Let f be a polynomial with the half-plane property. Then there is a real stable polynomialf with supp(f ) = supp(f )
Proof. By a rotation of the variables we may assume that f = h + ig, h, g ∈ R[z 1 , . . . , z n ] is stable. By Corollary 7 we h + z n+1 g is real stable, so h + αg is real stable for every α ∈ R. Hence, supp(h + αg) = supp(f ), for all but finitely many α ∈ R.
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