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Abstract
The increasing availability of semantic data, which is commonly represented as
entity-property-value triples, has enabled novel information retrieval applica-
tions. However, the magnitude of semantic data, in particular the large number
of triples describing an entity, could overload users with excessive amounts of
information. This has motivated fruitful research on automated generation of
summaries for entity descriptions to satisfy users’ information needs efficiently
and effectively. We focus on this important topic of entity summarization, and
present the first comprehensive survey of existing research. We review existing
methods and evaluation efforts, and suggest directions for future work.
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1. Introduction
Semantic data has been used to broadly refer to structured or semi-structured
data that allows machines to easily understand and manipulate the conveyed in-
formation. It facilitates data integration and enables applications to derive value
from each other. Today, Web applications make information publicly accessible
not only as human-readable web pages but also as machine-readable semantic
∗Corresponding author; tel: +86 (0)25 89680923; fax: +86 (0)25 89680923
Email addresses: qxliu.nju@gmail.com (Qingxia Liu), gcheng@nju.edu.cn
(Gong Cheng), k.gunaratna@samsung.com (Kalpa Gunaratna), yzqu@nju.edu.cn
(Yuzhong Qu)
1Part of this work has been done while he was at Kno.e.sis Center, Wright State University.
Preprint submitted to arXiv October 21, 2019
ar
X
iv
:1
91
0.
08
25
2v
1 
 [c
s.I
R]
  1
8 O
ct 
20
19
<Websoft, TYPE, Institute>
<Websoft, foundingYear, "2009">
<Qu, TYPE, Person>
<Qu, TYPE, Professor>
<Qu, worksAt, Websoft>
<Qu, directs, Websoft>
<Qu, title, "Director of Websoft">
<Qu, knows, Jia>
<Qu, knows, Zhang>
<Jia, TYPE, Engineer>
<Liu, TYPE, Student>
<Liu, supervisor, Qu>
<Cheng, TYPE, Person>
<Cheng, worksAt, Websoft>
<Cheng, knows, Jia>
<Cheng, knows, Zhang>
<Cheng, gender, "male">
<Zhang, TYPE, Engineer>
<ENSECPaper, TYPE, Paper>
<ENSECPaper, author, Cheng>
<ENSECPaper, author, Liu>
<Hu, TYPE, Person>
<Hu, worksAt, Websoft>
<Hu, knows, Jia>
<Hu, gender, "male">
Figure 1: A running example of semantic data.
data. For example, semantic data has been either embedded in HTML web
pages using markup formats like RDFa [1] or Microdata [2], or served directly
as dump files or Linked RDF Data [3]. Semantic data in the form of a knowledge
graph helps enterprises to drive products and make them more intelligent [4].
Many of these different formats of semantic data essentially adopt a com-
mon generalized data model. They describe entities with property-value pairs,
which collectively form entity-property-value triples, or triples for short. As a
running example for this article, Figure 1 shows a set of triples about people in
a research group. An entity has one or more types such as Person, Professor,
and Engineer. Properties are divided into three categories: TYPE, attributes,
and relations, according to their binding values.
• TYPE has entity types (called classes) as values.
• Attributes have primitive data values (called literals) as values, e.g., title
whose value is a string.
• Relations have entities as values, e.g., worksAt whose value is an Institute
entity.
A set of triples can be represented as a directed graph where vertices represent
entities annotated with types and attributes, interconnected by arcs representing
relations. For example, Figure 2 depicts the triples in Figure 1.
The Web has witnessed an explosive growth of semantic data over the past
few years. As of November 2018, more than 31 billion triples had been embedded
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worksAt
worksAt
worksAt directs
knows
knows
knows
knows
knows
supervisor
author
author
Qu
TYPE: Person
TYPE: Professor
title    : "Director of Websoft"
Zhang
TYPE : Engineer
Liu
TYPE : Student Jia
TYPE : Engineer
Hu
TYPE: Person
gender: "male"
Websoft
TYPE : Institute
foundingYear: "2009"
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TYPE: Paper
Cheng
TYPE : Person
gender: "male"
Figure 2: A graph representation of our running example of semantic data.
in 37% of HTML web pages and found in 9.65 million domains2. As of March
2019, more than one thousand datasets are available as Linked Data, covering
government, life sciences, publications, social networking, and other domains3.
Besides, knowledge graphs comprising tens of billions of triples have been built
in some of the largest technology companies [4].
1.1. Motivation and Application for Entity Summarization
Semantic data, though primarily aiming to be consumed by machines, is
sometimes exposed to human users in a fairly plain format. For example, to
show an entity mentioned in a search query, Google Search retrieves from its
Knowledge Graph a set of triples describing the entity. These triples are shown
on the right-hand side of Google’s search results pages [5]. However, the de-
scription of an entity may comprise dozens or hundreds of triples, exceeding the
capacity of a typical user interface—particularly on mobile devices. A user, if
being served with all of those triples, would suffer information overload and find
it difficult to quickly identify the small part of facts that are truly needed.
To address this problem, one promising solution is to not show the entire
entity description but provide a short summary for the entity. A carefully gener-
2http://webdatacommons.org/structureddata/
3https://lod-cloud.net/
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ated summary, though possibly providing less and incomplete information, has
the potential to cost-effectively satisfy a user’s information need. For example,
instead of showing all the triples describing an entity in the Knowledge Graph,
Google provides “the best summary” for the entity by choosing and present-
ing a subset of triples that the user is likely to be searching for that particular
entity [5]. This problem of automatically summarizing entity descriptions has
been termed entity summarization by the research community.
In addition to search engines, entity summarization supports a multiplicity
of other applications [6, 7]. For example, entity summarization facilitates docu-
ment browsing. Some applications adopt entity linking techniques [8] to enrich
the content of a document (e.g., a news article) by linking entity mentions in
text with their corresponding entities in semantic data. Triples describing these
entities are then extracted from semantic data, to provide additional informa-
tion to the document and allow exploratory browsing options that are relevant
to the document content. Entity summarization helps to control the number
of triples presented to users at a manageable level and provide the most useful
triples [9, 10, 11].
Entity summarization has also assisted many research activities. For exam-
ple, in crowdsourced entity linking [12], human participants manually link entity
mentions in text to entities in semantic data. After seeing an entity mention,
a participant retrieves a set of candidate entities from semantic data. Each
of them is described by possibly a large set of triples. Entity summarization
retains the most distinctive triples, and helps the participant quickly identify
the correct entity [13]. Analogously, by identifying the most similar triples,
entity summarization has facilitated human intervention in entity resolution to
quickly determine whether two entity descriptions refer to the same real-world
entity [14, 15]. In these activities, human participants complete their tasks more
efficiently when they use summaries of entity descriptions.
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1.2. Problem Statement
Semantic Data. Let E,P,C,L be the sets of all entities, properties, classes, and
literals, respectively. Properties are divided into TYPE ∈ P, attributes A ⊆ P,
and relations R ⊆ P. Semantic data is a set of entity-property-value triples
denoted by
T ⊆ E× P× (C ∪ L ∪ E) , (1)
or more precisely:
T ⊆ (E× {TYPE} × C) ∪ (E× A× L) ∪ (E× R× E) . (2)
For readers who are familiar with Semantic Web standards, an entity-property-
value triple is a subject-predicate-object triple in the Resource Description
Framework (RDF). TYPE, attributes, and relations correspond to rdf:type,
data properties, and object properties, respectively. However, we do not use
Semantic Web terms in this article because entity summarization is not specific
to semantic data that complies with Semantic Web standards.
Entity Description. For convenience, let ent(t), prp(t), val(t) return the entity,
property, and value in a triple t ∈ T , respectively. In T , the description of an
entity e ∈ E consists of the subset of triples where e is described as an entity or
as a property value:
Desc(e) = {t ∈ T : ent(t) = e or val(t) = e} . (3)
For example, in Figure 1, the description of entity Qu comprises eight triples,
including 〈Liu, supervisor, Qu〉 where Qu is the property value. For conve-
nience, when the description of Qu is to be summarized, we re-write the above
triple as 〈Qu, supervisor−, Liu〉 where supervisor− represents the inverse of
supervisor, and Liu becomes the property value. In this way, in Desc(e) which
is to be summarized, every triple has e at the entity position. Summarization
is then focused on the property-value pair represented by each triple.
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Entity Summary. Existing efforts to summarize entity descriptions are mainly
extractive solutions. They define a summary S of entity e as a size-constrained
subset of triples selected from the description of e. A size constraint is usually
an upper bound k on the number of selected triples, i.e., a summary S ⊆ Desc(e)
satisfies |S| ≤ k. For example, given k = 5, any 1–5 triples selected from the
description of Qu in Figure 1 form a summary of Qu.
Entity Summarization. The problem of entity summarization is formulated as
finding an optimal summary:
find arg max
S⊆Desc(e)
score(S|T ), subject to |S| ≤ k , (4)
where score(S|T ) is the quality score of summary S given T . Note that the score
of S is conditioned on T . Although we focus on selecting triples from Desc(e),
all the triples in T—including those outside Desc(e)—are considered as input
because they are often useful when assessing triples in Desc(e).
An algorithm or system for solving the problem of entity summarization
is called an entity summarizer. Different entity summarizers define and com-
pute score(S|T ) in different ways. Some reduce Eq. (4) to a ranking problem,
e.g., [16, 17, 18]. They assume
score(S|T ) =
∑
t∈S
score(t|T ) , (5)
where score(t|T ) is the quality score of triple t ∈ S. So the problem turns into
ranking the triples in Desc(e) and then generating a summary by choosing k top-
ranked triples. Ranking is also a major step in many other entity summarizers,
e.g., [19, 20, 21, 22]. As entity summarization is closely related to triple ranking,
from a technical view we will not make a distinction between summary-based
methods and ranking-based methods.
1.3. Scope of Survey
The identification of entity summarizers for our survey was done according
to the following strategy. We scanned the proceedings of a set of highly rele-
vant conference series (WWW, ISWC, ESWC, SIGIR) and the volumes of some
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highly relevant journals (Journal of Web Semantics, Semantic Web Journal,
International Journal on Semantic Web and Information Systems, Information
Processing and Management). We also used the following query to search for
papers in Google Scholar:
“entity summarization” OR “entity summarisation” .
We chose relevant papers from the collected papers based on whether their stud-
ied problem is compatible with our problem statement presented in Section 1.2.
Furthermore, we followed citations and references to consider additional papers
that cite or are cited by the above relevant papers. With the defined search
strategy and selection criterion, we are confident that the risk of introducing a
researcher bias into the survey is low.
1.4. Related Problems and Surveys
Document Summarization. Document summarization has been studied for decades [23,
24]. It is fundamentally different from entity summarization. Triples in an entity
description are structured, whereas sentences in a document are unstructured
text. However, some techniques for document summarization have inspired the
development of entity summarizers. For example, RELIN [16] which is an early
entity summarizer uses a graph-based model which originates from the well-
known LexRank method [25] for document summarization.
Graph Summarization. Semantic data can be represented as a graph. Graph
summarization aims to reveal patterns in the data. A graph summary is gen-
erally an abstract representation of the original graph. For example, it can
be a single super-graph where super-vertices represent collections of vertices
in the original graph, or can be a set of frequent subgraph patterns. In the
graph representation of semantic data, the description of an entity is repre-
sented as the neighborhood of the entity. Interesting patterns can hardly be
mined from such a small star-shaped subgraph, and hence methods for graph
summarization [26, 27] are not suitable for entity summarization. Instead, entity
summarizers usually adopt extractive solutions.
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Ontology Summarization. An ontology provides an explicit specification of a
vocabulary for a shared domain. It is often used as a schema of semantic data.
Methods for ontology summarization mainly represent an ontology as a graph,
and then extract a subset of top-ranked terms and/or axioms based on graph
centrality [28, 29]. These methods are not suitable for entity summarization
because their graph representations are specifically designed for schema-level
ontologies rather than instance-level entity descriptions. However, graph cen-
trality measures are universal and apply to the graph representation of semantic
data.
1.5. Contribution of the Article
The far-reaching application of entity summarization has led to fruitful re-
search outcomes in recent years. However, there is a lack of comprehensive lit-
erature survey on this research topic. To the best of our knowledge, we provide
the first technical review of existing entity summarizers. Instead of separately
describing each summarizer, we identify their common technical features and
organize those features into a hierarchy to categorize the broad spectrum of re-
search on entity summarization. We also investigate various ways of combining
multiple features to assemble a full entity summarizer. Based on the review, we
suggest directions for future work.
1.6. Structure of the Article
The rest of this article is organized as follows. Section 2 reviews technical
features for entity summarization. Section 3 reviews frameworks for feature
combination. Section 4 reviews evaluation benchmarks for entity summariza-
tion. Finally, we suggest future directions in Section 5.
2. Technical Features for Entity Summarization
We broadly divide the technical features used in existing entity summarizers
into generic features and specific features, and we organize them into hierarchies
that are presented in Figure 3 and Figure 4, respectively. Many of these features
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Generic 
Features
Frequency and 
Centrality
Frequency of 
Property
Global
(gfE, gfT)
Type-
Specific (tf)
Class-Level 
(ntf)
Local (lf)
Frequency of 
Property Value 
(vfE, vfT)
Centrality of 
Property Value PageRank
Weighted 
PageRank
Centrality of 
Triple
Topical 
Centrality
Topic 
Coherence
LDA
FCA
Informativeness
Statistical
Ontological
Diversity and 
Coverage 
(Similarity)
Discrete
Textual
Edit 
Distance
Bag of 
Words
Semantic
Numerical
Logical
Figure 3: A hierarchy of generic features for entity summarization.
can find their counterparts in document summarization [23, 24], but they have
been successfully adapted for semantic data. Table 1 lists entity summarizers
and their features.
2.1. Generic Features
Generic features apply to a wide range of domains, applications, and users.
We identify generic features from existing entity summarizers and group them
into three categories: frequency/centrality, informativeness, and diversity/coverage.
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Specific 
Features
Domain 
Knowledge
Academic
Movie
Timeline
Wikipedia
Links
Categories
Context 
Awareness
Query 
Relevance
Keyword Query
Query Session
Document 
Relevance
Entity 
Interdependence
Personalization Click-Through Data
Figure 4: A hierarchy of specific features for entity summarization.
2.1.1. Frequency and Centrality
To generate a summary, an entity summarizer usually needs to measure the
salience of each single triple for ranking. In the following we will first show
measures based on frequency and centrality. Frequency is a common measure
that has been widely used in document summarization [23, 24]. Words that are
frequently seen in a document are often topical words repeated by the author,
and thus are usually (though not always) believed to be important. Graph
centrality computes extended frequency and may be more effective and robust.
Frequency of Property. To score an entity-property-value triple for entity
summarization, [13, 14, 15, 21, 22, 33, 35, 39, 40, 41, 44] calculate the frequency
of occurrence of the property over different scopes of data and interpret fre-
quency in different ways.
In [15, 21, 40], the global frequency of a property p is calculated over all the
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Table 1: Entity Summarizers (Sorted by Publication Date) and Their Technical Features
Generic Features Specific Features
Frequency and Centrality Informativeness Diversity and Cov-
erage (Similarity)
Domains, Contexts,
and Personalization
Falcons [30] bag-of-words query relevance
XRed [31] entity interdepen-
dence
Zhang et al. [32] weighted PageRank click-through data
RELIN [16] weighted PageRank statistical
Thalhammer et al. [17] statistical movie domain
Yovisto [33] tf academic domain,
Wikipedia links
MMR-QSFS [34] query relevance
DIVERSUM [35] lf discrete
SUMMARUM [36] PageRank discrete
FACES [19] vfT statistical bag-of-words
COMB [13] lf statistical edit-distance-like,
numerical, logical
document relevance,
entity interdepen-
dence
TimeMachine [37] timeline domain
C3D+P [14] lf statistical edit-distance-like,
numerical, logical
entity interdepen-
dence
TRank++ [9] vfE ontological document relevance
FACES-E [20] vfT statistical bag-of-words
CD [38] statistical edit-distance-like,
numerical, logical
Li et al. [21] gfE, lf movie domain
CES [18] weighted PageRank statistical session relevance
LinkSUM [22] gfT, lf, PageRank discrete Wikipedia links
Aemoo [39] tf
DynES [40] gfE, gfT, ntf, vfE, vfT query relevance
REMES [11] vfE statistical bag-of-words entity interdepen-
dence
Multi-EGS [41] tf, ntf, vfT edit-distance-like Wikipedia categories
ES-LDA [42] LDA Wikipedia categories
ES-LDAext [43] LDA
CTab [15] gfE bag-of-words,
numerical
entity interdepen-
dence
BAFREC [44] gfT, vfT ontological bag-of-words
KAFCA [45] FCA
MPSUM [46] LDA discrete Wikipedia categories
Gottschalk et al. [47] timeline domain,
Wikipedia links
11
entity descriptions in a dataset:
gfE(p) = |{e′ ∈ E : ∃t ∈ Desc(e′), prp(t) = p}| . (6)
For example, in Figure 1, worksAt which describes three entities (Qu, Cheng, and
Hu) may be ranked higher than directs which describes only one entity (Qu).
Another way of calculating global frequency is done at the triple level [22, 40, 44]:
gfT(p) = |{t ∈ T : prp(t) = p}| . (7)
The slight difference is that gfT magnifies the frequency of multi-valued prop-
erties. For example, in Figure 1, knows and worksAt have equal values of gfE
(= 3), but knows as a multi-valued property has a larger triple-level frequency
(5 > 3).
In [33, 39, 41], frequency is calculated over only those entity descriptions of
the same type. Priority is given to type-specific frequent properties rather than
generically frequent properties describing various types of entities. Formally, let
c ∈ C be the type of the entity to be summarized, and let Inst(c) ⊆ E be the
instances of c, i.e., the set of entities having c as their type. The type-specific
frequency of a property p is
tf(p) = |{e′ ∈ Inst(c) : ∃t ∈ Desc(e′), prp(t) = p}| . (8)
For example, in Figure 1, worksAt describes only one entity (Qu) of type Professor.
A related method is to calculate the number of types of entities that a
property p describes [40, 41]:
ntf(p) = |{c′ ∈ C : ∃e′ ∈ Inst(c′), t ∈ Desc(e′), prp(t) = p}| . (9)
It calculates frequency at the class level. For example, in Figure 1, worksAt
describes two types of entities (Person and Professor).
In [13, 14, 21, 22, 35], the scope of calculation is narrowed to Desc(e)—the
entity description to be summarized, to assess the local frequency of a property p:
lf(p) = |{t ∈ Desc(e) : prp(t) = p}| . (10)
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Again, (locally) multi-valued properties have higher frequency. For example,
inside the description of Qu in Figure 1, knows which describes Qu in two triples
may be ranked higher than worksAt which appears in only one triple, although
both of them describe three entities in the dataset (Qu, Cheng, and Hu).
Whereas most of the above methods favor frequent properties, some prefer
infrequent properties, leading to seemingly contradictory conclusions. For ex-
ample, in [21], both the most frequent and the most infrequent properties are
prioritized. Similarly, in [22], globally frequent but locally infrequent proper-
ties are preferred because they show (global) popularity and (local) exclusivity.
Locally infrequent properties are also believed to be discriminating in [13, 14],
and hence are useful for comparing entities. This contradicts the preference for
locally frequent properties in [35]. In [41], properties that have higher type-
specific frequency (i.e., tf) but describe fewer types of entities (i.e., ntf) are
ranked higher, which is conceptually similar to the TF-IDF scheme (short for
term frequency—inverse document frequency) used in document summariza-
tion [23, 24]. In the next section we will discuss infrequency from the angle of
informativeness.
Frequency of Property Value. In [40], the score of a triple depends on the
frequency of occurrence of the property value v over all the entity descriptions
in a dataset:
vfE(v) = |{e′ ∈ E : ∃t ∈ Desc(e′), val(t) = v}| . (11)
For example, in Figure 1, Jia which appears as a property value describing three
entities (Qu, Cheng, and Hu) may be ranked higher than Zhang which describes
two entities (Qu and Cheng). A slightly different way of calculating frequency is
done at the triple level [19, 20, 40, 11, 41, 44]:
vfT(v) = |{t ∈ T : val(t) = v}| . (12)
For example, in Figure 1, Websoft and Jia have equal values of vfE (= 3), but
Websoft has a larger triple-level frequency (4 > 3).
In particular, if the property is restricted to TYPE and the value is a class,
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the frequency of this class amounts to the number of its instances. In [9], this
number is calculated over different scopes of entities, such as all the entities in
a dataset or all the similar/related entities.
Centrality of Property Value. In the graph representation of semantic
data, the frequency of a property value which is a vertex in the graph is called its
degree. Degree is one of the simplest graph centrality measures, using only the
neighborhood structure of a vertex. More generally, graph centrality assesses the
extent to which a vertex is central in a graph. Among others, the well-known
PageRank algorithm [48] uses a model of a random surfer who continuously
walks in the graph, either moving from a vertex to a random neighbor or jumping
to a random vertex. The probability that the surfer is located at a vertex after
a sufficiently large number of steps is defined as the PageRank centrality of the
vertex. Compared with degree, PageRank is more powerful as it exploits the
whole structure of a graph. PageRank has been used to score property values
in entity summarization [22, 36].
In the original implementation of PageRank, the outgoing arcs of a vertex
are uniformly weighted, and the random surfer is equally likely to move to
any neighbor. However, arcs in semantic data can heterogeneously represent
different types of relations having different semantics. For example, in Figure 2,
the outgoing arcs of Qu represent three types of relations (knows, worksAt, and
directs). The random surfer may be more likely to move along certain arcs.
Taking this into account, [32] allows the random surfer to choose different arcs
with different probabilities, which are defined in a domain-specific way.
Centrality of Triple. The weighted PageRank model is also adopted
by [16], which presents a new graph representation for entity descriptions in-
spired by LexRank [25] for document summarization. The idea is to represent
all the triples in an entity description as vertices of a complete graph. Every
pair of vertices is connected by an arc weighted by the relatedness (i.e., simi-
larity) of the two corresponding triples. A triple is directly scored as a single
unit by running PageRank on this graph, to assess its topical centrality. This
weighting scheme is extended in [18] to also consider topic coherence in a query
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context. Compared with the separation of property scoring and value scoring,
such a joint model seems more suitable for the entity summarization task.
LDA. Going beyond frequency, recent research has started to adapt more
powerful statistical methods in information retrieval for entity summarization.
Among others, Latent Dirichlet Allocation (LDA) [49] is a generative statistical
model, assuming that each document is a mixture of a small number of topics
and each topic uses a small number of words frequently. In [42, 43, 46] where
LDA is used for entity summarization, properties are treated as topics, and
each property is a distribution over all the property values. With an LDA
model learned from data, properties and/or their values are scored by their
probabilities.
FCA. In [45], the Formal Concept Analysis (FCA) is performed to aggregate
properties and values into a hierarchy. A triple is scored based on the depth of
its elements in the hierarchy. The method implicitly gives preference to triples
with infrequent properties and frequent values. Here, frequency is computed at
the word level.
2.1.2. Informativeness
Another group of features for measuring the salience of a triple is informa-
tiveness. This concept has been widely implemented in document summariza-
tion [23, 24], where a word appearing in fewer documents carries more infor-
mation, and thus is more important. In the following we show two kinds of
informativeness measures used in existing entity summarizers.
Statistical Informativeness. A property-value pair 〈p, v〉 describing fewer
entities in a dataset is considered more important [11, 13, 14, 16, 17, 18, 19, 20,
38]. This statistical method has statistical and information theoretic explana-
tions. We can treat the occurrence of 〈e, p, v〉 in e’s description as a probabilistic
event. The informativeness of 〈p, v〉, i.e., the information content associated with
the event of its occurrence, is measured by self-information, namely the nega-
tive logarithm of the probability of this event. Probability is estimated using
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relative frequency observed in a dataset:
si(〈p, v〉) = − log |{e
′ ∈ E : 〈e′, p, v〉 ∈ Desc(e′)}|
|E| . (13)
A property-value pair that occurs less frequently will, once observed, carry a
larger amount of information. Therefore, the self-information of a property-
value pair shows its power of characterizing an entity. For example, in Figure 1,
the self-information of 〈worksAt, Websoft〉 is − log 38 because it occurs in three
out of the eight entity descriptions in the data. By comparison, 〈directs,
Websoft〉 occurs in only one entity description and its self-information, − log 18 ,
is larger.
Note that frequency, infrequency, and informativeness not necessarily con-
flict. They may be observed in different aspects of a property-value pair. For
example, it is possible that an informative property-value pair has a locally in-
frequent property and has a globally frequent entity as the value. In Figure 1,
〈directs, Websoft〉 is such a property-value pair.
Ontological Informativeness. If the property is restricted to TYPE and
the value is a class, there is another way of measuring informativeness based
on ontological semantics in the schema of data, aka an ontology. Classes in
an ontology typically form a subsumption hierarchy. For example, in Figure 1,
Professor can be a sub-class of Person. A class deeper in the hierarchy has a
more specific meaning than an upper-level one, and its occurrence carries more
information [9, 44]. Not surprisingly, such a class also has larger self-information
because it has fewer instances. However, in practice, statistical informativeness
and ontological informativeness are not equivalent due to the unbalance of the
class hierarchy (hurting the accuracy of ontological informativeness) and/or the
incompleteness of the data (hurting the accuracy of statistical informativeness).
2.1.3. Diversity and Coverage
Simply choosing a subset of the most salient triples may not generate a good
summary because the information they provide may cover limited aspects of an
entity, and on the other hand overlap with each other. Improving the diversity
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of a summary to more comprehensively cover the original information has been
considered in document summarization [23, 24] and also entity summarization.
The core task here is to measure the similarity between triples, and then avoid
selecting very similar triples into a summary. In the following, we show various
measures of similarity between two triples.
Discrete Similarity. One simple method is to choose triples that have
different properties [35, 46] or different values [22, 36] for a summary. This
method essentially uses discrete similarity. For two properties (or two values) i
and j, their similarity is binary:
ds(i, j) =
1 if i = j,0 if i 6= j. (14)
That is, different properties and different values are individually separate. Im-
plicit relationships between them are not explored.
Textual Similarity. Properties and values are not just symbols but as-
sociated with natural language labels, from which textual similarity can be
computed.
In [13, 14, 38, 41], edit-distance-like string metrics are used to measure the
similarity between the names of two properties and the similarity between the
string forms of two property values. For example, “Websoft” and “Director of
Websoft” are similar strings.
In [11, 15, 19, 20, 30, 44], a string (e.g., “Director of Websoft”) is represented
as a bag of words (e.g., “director”, “of”, “websoft”), or a word vector. The
similarity between two triples can be the cosine similarity between the two
corresponding vectors [30]. To handle the sparseness of vectors and glean sense-
level or higher-level abstract meanings of words, [11, 15, 19, 20] use WordNet [50]
to expand words by including their synonyms or hypernyms.
Semantic Similarity. Going beyond the superficial discrete and textual
methods, semantic similarity aims to more deeply understand the meaning of
data.
In [13, 14, 15, 38], when comparing the string forms of two property values,
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if both of them represent numbers, their string similarity will be substituted by
a special numerical similarity which treats them as numbers instead of ordinary
strings. For example, the numerical similarity between “99” and “100” is reason-
ably large, though as strings they comprise different characters. In [13, 14, 38],
the similarity between two numbers ni and nj is computed as follows, ranging
from -1 (dissimilar) to 1 (similar):
ns(ni, nj) =

1 if ni = nj ,
−1 if ni 6= nj and ninj ≤ 0,
min{|ni|,|nj |}
max{|ni|,|nj |} if ni 6= nj and ninj > 0.
(15)
For example, the similarity between “99” and “100” is 99100 .
In [13, 14, 38], they exploit ontological semantics to identify redundant triples
via logical reasoning. For example, in the description of Qu in Figure 1, 〈Qu,
TYPE, Person〉 and 〈Qu, TYPE, Professor〉 are redundant and will not be selected
together because Professor is a sub-class of Person.
2.2. Specific Features
All the aforementioned features assess the salience of triples only by ana-
lyzing entity descriptions, thereby being universally usable. By contrast, the
following features exploit external resources or consider external factors. They
exhibit effectiveness in specific domains or specific applications. These specific
features use domain knowledge, be informed of contexts, or realize personaliza-
tion.
2.2.1. Domain Knowledge
To summarize entities in a specific domain, it is possible and sometimes
essential to obtain prior domain knowledge about the importance of certain
triples. For example, [33] summarizes the descriptions of academic videos, and
gives priority to triples involving Place or Event entities because these classes
are known to be important in the domain. In [21], to summarize the description
of a film, the triple describing its most important actor is always selected into
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the summary. The importance of an actor is proportional to the number of
films the actor stars in. In [17], movie ratings are used. In [37, 47], a timeline
of events is generated for an entity to show the most important milestones and
relationships. During event selection, date relevance and temporal diversity are
considered.
In the description of an entity that has a Wikipedia page, a property value
whose Wikipedia page is backlinked to the above page is considered impor-
tant [22, 33, 47]. Wikipedia categories can be used to enrich semantic data
for LDA-based methods [42, 46]. It is also possible to group entities by their
Wikipedia categories from which an effective ranking of properties can be de-
rived [41].
2.2.2. Context Awareness
Some entity summarizers can produce different summaries for the same set
of triples, depending on the context in which the generated summary is to be
used.
In entity search engines, a keyword query forms the context, and the rel-
evance of a triple to the query is calculated for ranking and snippet genera-
tion [30, 34, 40]. For example, in Figure 1, 〈Qu, directs, Websoft〉 is relevant
to the query “researchers at Websoft”. This kind of context is extended from
one single query to a query session in [18].
In summary-assisted Web browsing, the content of a document surrounding
the mention of an entity forms the context. In [9, 13], preference is given to
property values whose types are the same as or similar to the types of the other
entities mentioned in the context.
In collective entity summarization [11, 13, 14, 15, 31], summaries of multi-
ple entity descriptions are generated together to help users compare or connect
these entities. When summarizing each of these entity descriptions, their in-
terdependence forms the context. Their different values of the same property
and/or their similar property-value pairs are prioritized. For example, in Fig-
ure 1, when summarizing two entities Qu and Cheng, 〈Qu, worksAt, Websoft〉
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and 〈Cheng, worksAt, Websoft〉 are likely to be selected, respectively, because
these two triples provide a connection between the two entities.
2.2.3. Personalization
It is useful to generate personalized entity summaries to meet users’ indi-
vidual needs. For example, [32] infers a user’s preference from his or her clicks
when interacting with an application.
3. Frameworks for Feature Combination
A practical entity summarizer often relies on multiple features. However,
different features may have conflicting objectives. In this section, we sketch out
existing entity summarizers and show how they choose and combine multiple
features.
3.1. Simple Frameworks
To integrate two or more features, one intuitive strategy is to separately rank
triples based on each individual feature, and then take the union of their top-
ranked results [21]. Alternatively, multiple ranking criteria can be combined
using an aggregate function, e.g., summation [22], multiplication [17, 22], or
their mixture [41]. However, these simple frameworks are not suitable for some
diversity and coverage features discussed in Section 2.1.3. More generalized
frameworks have been presented in the literature to formulate and solve a multi-
objective optimization problem, as we will see in the following.
3.2. Random Surfer Model
In RELIN [16], a weighted PageRank model is used to rank triples by com-
puting their PageRank centrality. In PageRank, a random surfer at each step
either moves from a vertex (i.e., a triple) to a random neighbor or jumps to a
random vertex. The two types of actions can have different probabilities, which
are exploited in RELIN to represent informativeness and relatedness. Specifi-
cally, the probability that a random surfer jumps to a random triple t, denoted
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by pJ(t), is proportional to the statistical informativeness of t, and the probabil-
ity that a random surfer moves from a triple t′ to a random neighbor t, denoted
by pM (t
′, t), is proportional to the topical relatedness between t′ and t. Finally,
the PageRank centrality of triple t, i.e., the probability that a random surfer
arrives at t is iteratively defined as
pr(t) = (1− d) · pJ(t) + d ·
∑
t′∈Nbr(t)
pr(t′) · pM (t′, t) , (16)
where Nbr(t) denotes the neighbors of t, and d ∈ [0, 1] is a damping factor.
The above weighted PageRank model can integrate more than two ranking
features. The probability of a move or a jump can be defined as a linear com-
bination of multiple ranking functions. For example, CES [18] extends RELIN
by adding session relevance to the model. Session relevance is the relevance
of a triple to a query session. In CES, probability is a linear combination of
informativeness, relatedness, and session relevance.
PageRank and other random surfer models are suitable for integrating centrality-
based and importance-style features. However, one of their shortcomings is that
diversity and coverage features cannot be naturally modeled.
3.3. Similarity-based Grouping
To explicitly support diversity and coverage, DIVERSUM [35] disallows se-
lected triples to have the same property. In other words, triples are grouped
by their properties. Only the top-ranked triple in each group can be selected.
In DIVERSUM, to rank triples within a group, the local frequency of their
properties are compared.
A similar framework is adopted by FACES [19] and its extension FACES-
E [20]. They represent a triple as a bag of words expanded with WordNet,
and group triples by an incremental and hierarchical text clustering algorithm.
The incremental nature of the approach enables it to work even in a streaming
data environment where the total number of data points (i.e., triples) are not
known a priori. Within each group, triples are ranked by a combination of their
statistical informativeness and the frequency of their property values. If the
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number of groups is larger than the number of triples to select (i.e., k), at most
one top-ranked triple will be selected from each group. Otherwise, at least one
top-ranked triple will be selected from each group. A similar strategy is adopted
by MPSUM [46].
Although this grouping-based framework supports diversity and coverage
features, it assumes that the similarity between triples is an equivalence relation
and induces a partition of triples. However, similarity is not necessarily a binary
function but is generally a numerical function. Such a strict partitioning of
triples is inflexible.
3.4. MMR-like Re-Ranking
MMR [51] (short for Maximal Marginal Relevance) is an information re-
trieval framework that improves the diversity of the results by selecting items
iteratively. In each iteration, the item to select is the candidate that maximizes
its quality score and minimizes its similarity with the items already selected in
previous iterations. That is, candidates are re-ranked in each iteration. MMR-
QSFS [34] adopts this framework to generate diversified query-relevant entity
summaries. Specifically, let S be the current entity summary consisting of the
triples selected in previous iterations. Initially S is empty. In each iteration,
the MMR score of each candidate triple t is given by
mmr(t) = λ · qr(t)− (1− λ) ·max
t′∈S
sim(t, t′) , (17)
where qr(t) is the relevance of t to the query, sim(t, t′) is the similarity between
two triples t and t′, and λ ∈ [0, 1] is a parameter to tune.
This framework achieves a trade-off between importance and diversity when
selecting triples. Compared with grouping, MMR is more flexible and fully
exploits the numerical values of similarity. More generally, this trade-off can be
reformulated as a linear combination of importance and diversity over all the
triples in a summary, as we will see in the next. From this point of view—
treating the linear combination as an objective function to optimize, MMR is
actually a greedy algorithm which may not produce the optimal solution.
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3.5. Combinatorial Optimization
To overcome the sub-optimality of MMR, it would be straightforward to
directly model entity summarization as a combinatorial optimization problem.
In CD [38], for each triple ti ∈ Desc(e), let xi be a binary variable representing
whether ti is selected into the summary (xi = 1) or not (xi = 0). The problem
is to
maximize γ
|Desc(e)|∑
i=1
xisi(ti)− δ
∑
i 6=j
xixjsim(ti, tj)
subject to
|Desc(e)|∑
i=1
xi ≤ k ,
(18)
where si(ti) is the self-information of ti, sim(ti, tj) is the similarity between ti
and tj which integrates string similarity, numerical similarity, and logical rea-
soning, and γ, δ > 0 are parameters to tune. This problem is an instance of the
quadratic knapsack problem, which has effective heuristic algorithms. Similar
frameworks are adopted by [11, 13, 14, 52]. In addition to knapsack-like model-
ing, [15, 31, 37] develop formulations of task-specific combinatorial optimization
problems.
Compared with MMR, combinatorial optimization provides a more prin-
cipled way of formulating the problem of entity summarization. However,
their difference is mainly theoretical rather than practical, because the formu-
lated combinatorial optimization problems are often NP-hard and are solved by
heuristic or greedy algorithms, which are conceptually similar to MMR.
3.6. Learning to Rank
From the view of machine learning, all the above frameworks are unsuper-
vised. When labeled data is available for training, it is possible to consider a
supervised learning framework. For example, for each triple we can define a fea-
ture vector where each feature is given by one of the above-mentioned technical
features. Entity summarization is then modeled as a learning-to-rank problem,
which can be solved by decision tree and linear regression [9], support vector
machine [47], gradient tree boosting [34, 40], or more sophisticated learners.
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Supervised learning has so far not been widely used for entity summarization
due to the lack of labeled data. Existing attempts [9, 34, 40, 47] focus on specific
applications where labeled data is available, such as user clicks for the generation
of query-relevant entity summaries.
4. Evaluation Benchmarks for Entity Summarization
Methods for evaluating entity summarization are broadly divided into intrin-
sic methods and extrinsic methods. Intrinsic evaluation directly measures the
quality of a machine-generated summary by comparing it with a human-made
ground-truth summary. Extrinsic evaluation indirectly measures the quality of
a machine-generated summary by applying it in a downstream task and mea-
suring users’ effectiveness and/or efficiency in completing the task based on the
summary.
Extrinsic methods are usually adopted to evaluate application-specific entity
summarizers. For example, C3D+P [14] and CTab [15] generate summaries to
facilitate human intervention in entity resolution. Their effectiveness is evalu-
ated by the accuracy and efficiency of manual entity resolution using machine-
generated summaries. However, extrinsic evaluation is often difficult to replicate
as human users are involved.
Intrinsic methods are more popular. Intrinsic evaluation is relatively easy
to perform, and the results are easily reproducible. In this section, we present
metrics used in intrinsic evaluation, describe ground-truth summaries that have
been created for evaluation, and report recent benchmark results.
4.1. Evaluation Metrics
Let Sm be a machine-generated entity summary. Let Sh be a human-made
ground-truth summary. Intrinsic evaluation compares Sm with Sh and measures
the quality of Sm based on the extent to which Sm is similar to Sh. Two
similarity metrics have been used: quality and F-measure.
Quality. Entity summarizers usually take a size constraint k as input,
to bound the number of triples in a summary. In intrinsic evaluation, k is
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commonly set to |Sh|, and hence we usually have |Sm| = |Sh|. In [16, 18, 19,
20, 22], the quality of Sm is computed based on its overlap with Sh:
Quality = |Sm ∩ Sh| . (19)
One shortcoming of this simple metric is the lack of normalization. There-
fore, the results in different settings of k are not comparable. Besides, this
metric may not be fair when |Sm| 6= |Sh|.
F-measure. To overcome the above shortcomings, recent evaluation efforts
use standard information retrieval metrics:
Precision =
|Sm ∩ Sh|
|Sm| ,
Recall =
|Sm ∩ Sh|
|Sh| ,
F1 =
2 · Precision · Recall
Precision + Recall
.
(20)
The results of Precision, Recall, and F1 are in the range of [0, 1].
Note that we will trivially have Precision=Recall=F1 if |Sm| = |Sh|. How-
ever, even if we set k = |Sh|, some entity summarizers may output less than
k triples, i.e., |Sm| < |Sh|. For example, DIVERSUM [35] disallows selected
triples to have the same property. It is possible that an entity description con-
tains less than k distinct properties and hence DIVERSUM has to output less
than k triples. In this case, Precision 6=Recall, and one should rely on F1.
Ranking-based Metrics. As mentioned in Section 1.2, some methods for-
mulate and solve entity summarization as a triple ranking problem. Given an
input entity description Desc(e), they output a ranking of the triples in Desc(e).
To evaluate this ranking, we can treat the k top-ranked triples as a machine-
generated summary and evaluate it using the above-mentioned set-based metrics
such as Precision. That amounts to calculating Precision at k, which is a popu-
lar evaluation metric in information retrieval. We can also use other information
retrieval metrics such as Mean Average Precision (MAP) and Normalized Dis-
counted Cumulative Gain (NDCG) to directly evaluate the entire ranking.
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Table 2: Datasets for Evaluating Entity Summarization
Entities Number
of Entities
Entity Types
Dataset for Evaluating RELIN [16] DBpedia 149 randomly selected
WhoKnows?Movies! [53]1 Freebase 60 movie
Dataset for Evaluating DIVERSUM [35] IMDb 20 actor
Langer et al. [54] DBpedia 14 theoretical physicist, Grammy winner, male “best
actor”, Academy Award winner, super heavyweight
boxer, U.S. president, etc.
Dataset for Evaluating FACES [19]2 DBpedia 50 politician, actor, scientist, song, film, country, city,
river, company, game, etc.
FRanCo [55] DBpedia 265 from 189 classes
Dataset for Evaluating FACES-E [20] DBpedia 80 randomly selected
ESBM v1.03 DBpedia,
LinkedMDB
140 agent, event, location, species, work, film, person
ESBM v1.14 DBpedia,
LinkedMDB
175 agent, event, location, species, work, film, person
4.2. Datasets
Table 2 presents known efforts in creating human-made ground-truth entity
summaries or triple scores. All these summaries or scores are generic, i.e., they
are created not for any particular application or any individual user, but for
general purposes. At the time of writing this article, only four of these datasets
are online accessible. Their hyperlinks are included in the table as footnotes.
Most of these efforts use entities in DBpedia [56], which is an RDF dataset
extracted from Wikipedia. Some use LinkedMDB or IMDb, both of which
contain semantic data for the movie domain.
The authors of RELIN [16] invited 24 human experts to independently create
ground-truth summaries for 149 entities randomly selected from DBpedia. Each
entity description contained 20–40 triples and was summarized by an average
of 4.43 participants. A participant created two summaries: one containing
5 selected triples and the other containing 10 triples.
The authors of FACES [19] and FACES-E [20] followed a similar procedure.
1http://yovisto.com/labs/iswc2012
2http://wiki.knoesis.org/index.php/FACES
3https://w3id.org/esbm/1.0
4https://w3id.org/esbm/1.1
26
To evaluate FACES, 15 human experts were invited to independently create
ground-truth summaries for 50 entities in DBpedia. Each entity was described
by at least 17 distinct properties and an average of 44 triples, and was summa-
rized by at least 7 participants. This dataset is available online. To evaluate
FACES-E, 17 human experts were invited to summarize 80 entities. Each entity
was summarized by at least 4 participants.
Langer et al. [54] and FRanCo [55] also used entities in DBpedia. Instead of
entity summaries, they collected graded importance score of each triple. In [54],
10 human experts were invited to independently label the triples in 14 entity
descriptions as highly relevant, relevant, less relevant, or irrelevant. In [55],
265 entities were processed by at least 5 participants. An entity description
contained 10–150 triples with a mean value of 48. Each participant selected the
importance of each fact in an entity description on the Likert scale, scoring it
from 1 to 5.
Whereas all the above efforts used DBpedia, the authors of DIVERSUM [35]
selected 20 entities from IMDb. They did not collect ground-truth summaries
from human experts but extracted from the Wikipedia info-box concerning each
entity, which was edited by a large population of editors and could be viewed
as a high-quality entity summary.
The WhoKnows?Movies! game [53] was designed to collect ground-truth
importance of triples. This online quiz game attracted 217 players who answered
8,308 questions about 2,829 triples in the descriptions of 60 movies taken from
Freebase. A question was generated out of a triple asking for movies having
a given property-value pair, e.g., an actor. The ratio of correctly answered
questions based on a triple could be used as an indicator of the importance of
the triple. This dataset is available online.
We created two versions of the Entity Summarization BenchMark (ESBM),
using entities from DBpedia and LinkedMDB. The 1.0 version collected ground-
truth summaries for 140 entities from 24 independent participants, and the
1.1 version added 35 entities and 6 participants. Each entity description con-
tained at least 20 triples, and was summarized by 6 participants. A participant
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Table 3: F-measure on ESBM v1.0
DBpedia LinkedMDB
k = 5 k = 10 k = 5 k = 10
RELIN [16] 0.250 0.468 0.210 0.260
DIVERSUM [35] 0.260 0.522 0.222 0.365
FACES [19] 0.272 0.439 0.160 0.259
FACES-E [20] 0.285 0.527 0.252 0.348
CD [38] 0.299 0.531 0.215 0.326
LinkSUM [22] 0.290 0.498 0.117 0.255
BAFREC [44] 0.349 0.505 0.333 0.333
KAFCA [45] 0.332 0.531 0.249 0.399
MPSUM [46] 0.313 0.522 0.270 0.440
Table 4: F-measure on ESBM v1.1
DBpedia LinkedMDB
k = 5 k = 10 k = 5 k = 10
RELIN [16] 0.242 0.455 0.302 0.258
DIVERSUM [35] 0.249 0.507 0.207 0.358
FACES [19] 0.270 0.428 0.169 0.263
FACES-E [20] 0.280 0.488 0.313 0.393
CD [38] 0.287 0.517 0.211 0.328
LinkSUM [22] 0.274 0.479 0.140 0.279
created two summaries: one containing 5 selected triples and the other con-
taining 10 triples. At the time of writing this article, ESBM is the largest
available dataset for evaluating entity summarization. Furthermore, it has been
used to evaluate a number of existing entity summarizers. Next, we present the
evaluation results.
28
4.3. Benchmark Results
Most datasets described in Section 4.2 have been used to evaluate no or
only a few entity summarizers. ESBM is an exception, which was published
together with the evaluation results of six entity summarizers: RELIN [16],
DIVERSUM [35], FACES [19], FACES-E [20], CD [38], and LinkSUM [22].
ESBM v1.0 was also used by the Entity Summarization Shared Task4 held by
the 1st International Workshop on EntitY REtrieval (EYRE 2018).
Table 3 and Table 4 present known results of existing entity summarizers
achieved on ESBM v1.0 and v1.1, respectively. Recall that for each entity and
each k ∈ {5, 10}, ESBM provides 6 ground-truth summaries created by different
human experts. For each machine-generated summary, it is compared with each
of the 6 ground-truth summaries to calculate F1, and their mean value is taken.
Finally, the mean F1 over all the entities is calculated.
On ESBM v1.0, BAFREC [44] shows the best performance on both DBpedia
and LinkedMDB when k = 5. CD [38], KAFCA [45], and MPSUM [46] are
leading methods when k = 10. On ESBM v1.1, CD [38] and FACES-E [20]
achieve state-of-the-art results on DBpedia and LinkedMDB, respectively. The
results show that no single entity summarizer could lead in all settings. Besides,
the absolute values of F-measure are not high. All these results suggest a lot of
room for future study and improvement.
5. Conclusion and Future Directions
We have presented a comprehensive technical review of existing entity sum-
marizers. To identify the most salient triples of an entity, existing methods
compute frequency and centrality, measure informativeness, assess diversity and
coverage, and consider domains, contexts, and personalization. Multiple fea-
tures are combined in different ways: from grouping and re-ranking frameworks
to random surfer, combinatorial optimization, and learning to rank models.
4https://sites.google.com/view/eyre18/sharedtasks
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Although the research on entity summarization is progressing rapidly, the prob-
lem is still far from being solved, as suggested by the current evaluation results.
Based on the review of the state of the art, we identify the following future
directions.
Use of Semantics. As shown in Table 1, existing entity summarizers rely on fre-
quency, centrality, and statistical informativeness. These statistical methods are
useful when the volume of semantic data is large and rising quickly. However,
it is not the magnitude but the semantics of data that distinguishes semantic
data from other types of structured data. Classes and properties are associated
with meaning characterized by axioms. This rich ontological semantics is unfor-
tunately not fully considered in existing research. We have only witnessed some
shallow use of class hierarchies for calculating informativeness [9, 44] or identi-
fying similar triples [13, 14, 38]. More semantics and more powerful reasoning
capabilities can be useful for entity summarization.
Human Factors. Most features in use are data-centric. They analyze various
aspects of semantic data. However, considering that entity summaries are gener-
ated to be presented to human users, more research attention needs to be given
to human factors. For example, when summarizing the description of a book,
its ISBN is statistically informative as it uniquely identifies a book. This triple
is likely to be selected into an entity summary by many existing summarizers,
and indeed it is useful for applications like entity resolution. However, it may
not be interesting to many human users because the information it provides is
not very useful. Here, a desired feature would be to assess the meaningfulness
or human friendliness of a triple to the lay audience. We have seen preliminary
efforts to learn users’ preference from their behavior [32]. Research of this kind
is in demand.
Supervised Methods. Only a few entity summarizers use supervised methods [9,
34, 40, 47]. All these methods focus on specific applications where labeled data
is available for training. For generic entity summarization, it is expensive to
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manually annotate a large set of entity summaries as training data. This has
hindered the development of supervised entity summarization in a general set-
ting. One possible solution is to programmatically annotate entity summaries.
For example, in [57], entity descriptions in DBpedia are automatically aligned
with abstracts of DBpedia articles to identify key triples for each entity and
form a summary. A large set of annotated entity summaries can be easily ob-
tained in this way to train a supervised entity summarizer. However, this kind
of training data may contain noise, and hence the supervision is weak.
Non-Extractive Methods. All the reviewed entity summarizers use extractive
methods. They generate a summary for an entity description by extracting a
subset of triples. In document summarization [23, 24], a paradigm complemen-
tary to extractive methods is non-extractive summarization, which generates
an abstractive summary consisting of ideas or concepts that are taken from
the original description but are re-interpreted in different and better forms. For
document summarization, non-extractive methods are complex as they need ex-
tensive natural language processing. For entity summarization, the exploration
of non-extractive methods is in the initial phase. It is still open to discuss the
form of an abstractive entity summary. Existing attempts generate summarized
text from an entity description using sequence-to-sequence models [58, 59, 60].
Interactive Methods. Entity summarizers are not perfect at all times. When an
one-shot summary fails to fulfill a user’s information needs, the user may expect
to see an improved summary after interacting with the summarizer. This kind
of interactive entity summarization has not received research attention. For
document summarization, interactive methods solicit feedback from the user to
capture opinions and interests [61, 62]. Entity summarization can follow this
line of research, and user feedback can be positive or negative opinions about
triples. However, considering the structured and semantic nature of entity de-
scriptions, directly adapting existing methods for interactive text summarization
is unlikely to be effective. Future research is expected to find suitable models
for characterizing a user’s interaction with an entity summarizer.
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