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We demonstrate how the spin-1/2 XYZ quantum Heisenberg model can be realized with bosonic
atoms loaded in the p band of an optical lattice in the Mott regime. The combination of Bose
statistics and the symmetry of the p-orbital wave functions leads to a non-integrable Heisenberg
model with anti-ferromagnetic couplings. Moreover, the sign and relative strength of the couplings
characterizing the model are shown to be experimentally tunable. We display the rich phase di-
agram in the one dimensional case, and discuss finite size effects relevant for trapped systems.
Finally, experimental issues related to preparation, manipulation, detection, and imperfections are
considered.
PACS numbers: 03.75.Lm, 67.85.Hj, 05.30.Rt
Introduction.– Powerful tools developed recently to un-
ravel the physics of many-body quantum systems offer an
exciting new platform for understanding quantum mag-
netism. It is now possible to engineer different systems in
the lab that mimic the physics of theoretically challenging
spin models [1], thereby performing “quantum simula-
tions” [2]. Along these lines, systems of trapped ions and
of polar molecules are promising candidates. Trapped
ions, for example, have already been employed to sim-
ulate both small [3] and large [4] numbers of spins. In
these setups, however, sustaining control over the param-
eters becomes very difficult as the system size increases.
Furthermore, due to trapping potentials realizations are
limited to chains with up to 25 spins. It is also very dif-
ficult to construct paradigmatic spin models with short
range interactions using systems of trapped ions. Simi-
lar limitations appear when using polar molecules, where
the effective spin interactions [5, 6] are obtained from
the intrinsic dipole-dipole interactions. Due to the char-
acter of the dipolar interaction, these systems give rise to
emergent models that are inherently long range and the
resulting couplings usually feature spatial anisotropies.
Short range spin models can instead be realized with
cold atoms in optical lattices [1]. A bosonic system in
a tilted lattice has recently been used to simulate the
phase transition in a 1D Ising model [7]. Fermionic atoms
were employed to study dynamical properties of quantum
magnetism for spin systems [8, 9]. This idea, first intro-
duced in Ref. [10], has also been applied to other config-
urations, and simulation of different types of spin models
have been proposed [11]. However, due to the charac-
ter of the atomic s-wave scattering among the different
Zeeman levels, such mappings usually yield effective spin
models supporting continuous symmetries like the XXZ
model. But as the main goal of a quantum simulator is
to realize systems that cannot be tackled via analytical
and/or numerical approaches, it is important to explore
alternative scenarios that yield low symmetry spin mod-
els with anisotropic couplings and external fields.
In this paper we propose such a scenario by demon-
strating that bosonic atoms in the first excited band (p
band) of a two-dimensional (2D) optical lattice can real-
ize the spin-1/2 XYZ quantum Heisenberg model in an
external field. Systems of cold atoms in excited bands
feature an additional orbital degree of freedom [12] that
gives rise to novel physical properties [13], which include
supersolids [14] and other types of novel phases [15],
unconventional condensation [16], and frustration [17].
Also a condensate with a complex order parameter was
recently observed experimentally [4, 19]. The dynam-
ics of bosons in the p band include anisotropic tunnel-
ing and orbital changing interactions, where two atoms
in one orbital state scatter into two atoms in a differ-
ent orbital state. This is the key mechanism leading to
the anisotropy of the effective spin model obtained here:
These processes reduce the continuous U(1) symmetry
characteristic of the XXZ model, which would effectively
describe fermions in the p band [20], into a set of dis-
crete Z2 symmetries characteristic of the XYZ model.
In addition, due to the anomalous p-band dispersions
the couplings of the resulting spin model can favor for
anti-ferromagnetic order even in the bosonic case.
We also demonstrate how further control of both the
strength and sign of the couplings is obtained by external
driving. This means that one can realize a whole class
of anisotropic XYZ models with ferromagnetic and/or
anti-ferromagnetic correlations. To illustrate the rich
physics that can be explored with this system we discuss
the phase diagram of the 1D XYZ chain in an external
field. This case exhibits ferromagnetic as well as anti-
ferromagnetic phases, a magnetized/polarized phase, a
spin-flop and a floating phase [21]. Finite size effects
relevant for the trapped case are examined via exact di-
agonalization. This reveals the appearance of a devil’s
2staircase manifested in the form of spin density waves.
Finally, we discuss how to experimentally probe and ma-
nipulate the spin degrees of freedom.
p-orbital Bose system.– We consider bosonic atoms
of mass m in a 2D optical lattice of the form V (r) =
Vx sin
2(kxx)+Vy sin
2(kyy). Assuming that all atoms are
in the first excited bands, the tight-binding Hamiltonian
is
Hˆ = −
∑
ij,α
tαij aˆ
†
i,αaˆj,α +
∑
i,α
[
Uαα
2
nˆi,α(nˆi,α − 1) + Epαnˆi,α
]
+
∑
i,α6=α′
(
Uαα′ nˆi,αnˆi,α′ +
Uαα′
2
aˆ†i,αaˆ
†
i,αaˆi,α′ aˆi,α′
)
. (1)
Here aˆ†i,α creates a bosonic particle in the orbital α =
px, py at site i, nˆi,α = aˆ
†
i,αaˆi,α, and the sum is over near-
est neighbors i, j. The tunneling matrix elements are
given by tαij = −
∫
drwαi (r)
∗
[−h¯2∇2/2m+ V (r)]wαj (r)
where wαi (r) is the Wannier function of orbital α at site
i. Note that tαij is anisotropic. For instance, a boson
in the px-orbital has a much larger tunneling rate in
the x-direction than in the y-direction. The coupling
constants are given by Uαα′ = U0
∫
dr |wαi (r)|2|wα
′
i (r)|2,
with U0 > 0 the onsite interaction strength determined
by the scattering length. The last term in (1) is the or-
bital changing term describing the flipping of a pair of
atoms from the state α′ to the state α. Note that this
term is absent in the case of fermionic atoms.
Effective spin Hamiltonian.– We are interested in the
physics of the Mott insulator phase with unit filling in the
strongly repulsive limit |tαij |2 ≪ Uαα′ . Projecting onto
the Mott space of singly occupied sites with the opera-
tor Pˆ , the Schro¨dinger equation becomes HˆMottPˆ |ψ〉 =
EPˆ |ψ〉 with HˆMott = −Pˆ Hˆ(HˆQ − E)−1HˆPˆ . Here Qˆ =
1 − Pˆ and HˆQ = QˆHˆQˆ [22]. Since E ∼ t2/U , we can
take (HˆQ − E)−1 = Hˆ−1Q .
The space of doubly occupied states of a given
site j is three-dimensional and spanned by |pxpx〉 =
2−1/2aˆ†jxaˆ
†
jx|0〉, |pypy〉 = 2−1/2aˆ†jy aˆ†jy|0〉, and |pxpy〉 =
aˆ†jxaˆ
†
jy|0〉. In this space, it is straightforward to find HˆQ
from (1), and subsequent inversion yields
Hˆ−1Q =

 Uyy/U2 −Uxy/U2 0−Uxy/U2 Uxx/U2 0
0 0 1/2Uxy

 (2)
with U2 = UxxUyy − U2xy. In particular, the off-diagonal
terms in Hˆ−1Q derive from the orbital changing term. Us-
ing (2) we can now calculate all possible matrix elements
of HˆMott in the Mott space,
HˆMott = −
∑
ij,α
(
2|tαij |2Uα¯α¯
U2
nˆi,αnˆj,α +
|tαij |2
2Uxy
nˆi,αnˆj,α¯
− 2t
x
ijt
y
jiUxy
U2
aˆ†i,αaˆi,α¯aˆ
†
j,αaˆj,α¯ +
txijt
y
ji
2Uxy
aˆ†i,αaˆi,α¯aˆ
†
j,α¯aˆj,α
)
(3)
where x¯ = y, and y¯ = x. By further employ-
ing the Schwinger angular momentum representation,
Sˆzi =
1
2 (aˆ
†
xiaˆxi − aˆ†yiaˆyi), Sˆ+i = Sˆxi + iSˆyi = aˆ†xiaˆyi and
Sˆ−i = Sˆ
x
i − iSˆyi = aˆ†yiaˆxi, together with the constraint
aˆ†xiaˆxi + aˆ
†
yiaˆyi = 1, we can (ignoring irrelevant con-
stants) map (3) onto a spin-1/2 XYZ model in an ex-
ternal field [23]
HˆXYZ =
∑
〈ij〉
Jij
[
(1 + γ)Sˆxi Sˆ
x
j + (1− γ)Sˆyi Sˆyj
]
+
∑
〈ij〉
∆ij Sˆ
z
i Sˆ
z
j + h
∑
i
Sˆzi . (4)
Here, 〈i, j〉 means summing over each nearest neighbor
pair i, j only once. The couplings are given by Jij =
−2txijtyji/Uxy, γ = −4U2xy/U2, and ∆ij = −4(|txij |2Uyy +
|tyij |2Uxx)/U2+(|txij |2+ |tyij |2)/Uxy. The magnetic field is
h = 4
∑
〈ij〉(|tyij |2Uxx− |txij |2Uyy)/U2+Epx −Epy , where
Eα is the onsite energy of the orbital α.
Equation (4) is a main result of this paper. It demon-
strates how p-orbital bosons in a 2D optical lattice can
realize the XYZ quantum spin-1/2 Heisenberg model.
Several interesting facts should be noted. First, txijt
y
ji < 0
due to the symmetry of the p-orbitals [12] and there-
fore Jij > 0. Furthermore, since |γ| < 1 we have anti-
ferromagnetic instead of the usual ferromagnetic cou-
plings for bosons. Also, we obtain the XYZ model when
γ 6= 0. The presence of γ can be traced to the orbital
changing term in Eq. (1), which reduces the continuous
U(1) symmetry of Sˆx and Sˆy to a set of Z2 symmetries.
The Z2 symmetries reflect the ‘parity’ conservation in the
original bosonic picture which classifies the many-body
states according to total even or odd number of atoms in
the px and py orbitals. Since the orbital changing term
is absent for fermions, the XYZ model with anisotropic
coupling is a peculiar feature of bosons in the p band. We
emphasize that the above derivation makes no assump-
tions regarding the geometry of the 2D lattice - i.e. it can
be square, hexagonal etc.
1D XYZ phase diagram.– To illustrate the rich physics
of the XYZ model, we now focus on the case of a 1D
lattice where where quantum fluctuations are especially
pronounced. Note that by increasing both the lattice
amplitude and spacing in the y direction keeping Vyk
2
y ≃
Vxk
2
x, one can exponentially suppress tunneling in the
y direction to obtain a 1D model, while the px and py
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FIG. 1. (Color online) (a) Schematic phase diagram of the
XYZ chain. (b) Finite size ’phase diagram’ obtained by exact
diagonalization of 18 spins. The finite size ’phase diagram’
comprises an incomplete devil’s staircase of SDW between the
PP and AFM phases. The anisotropy parameter is γ = 0.2
in (b).
orbitals are still quasi-degenerate [24]. In the 1D setting,
we will drop the ”direction” subscript ij on the coupling
constants.
For 1D, the importance of the orbital changing term
can be further illuminated, by employing the Jordan-
Wigner transformation Sˆ−i = e
ipi
∑i−1
j=1
cˆ†
j
cˆj cˆi for fermionic
operators cˆi. The result is the fermionic Hamiltonian
HˆK/J =
∑
n
[(
cˆ†ncˆn+1+ cˆ
†
n+1cˆn
)
+γ
(
cˆ†ncˆ
†
n+1+ cˆn+1cˆn
)
+
∆
J
(
cˆ†ncˆn +
1
2
)(
cˆ†n+1cˆn+1 −
1
2
)
+
h
J
(
cˆ†ncˆn −
1
2
)]
.
(5)
We see that γ 6= 0 leads to a pairing term that typically
opens a gap in the energy spectrum. Incidentally the
limit of ∆ → 0 in Eq. (5) is a realization of the Kitaev
chain [25].
The schematic phase diagram is illustrated in Fig. 1
(a). At zero field, the XYZ model is integrable [26].
For large positive values of ∆/J the system is anti-
ferromagnetic (AFM) in the z direction. Small values
of ∆/J are characterized by Ne´el ordering in the y di-
rection and the system is in the so-called spin-flop phase
(SF). The h = 0 line for large negative values of ∆/J
is characterized by a ferromagnetic phase (FM) in the
z direction, and for all the cases, the limit of large ex-
ternal field displays a magnetized phase (PP), where the
spins align along the orientation of the field in the z di-
rection. These three phases also characterize the phase
diagram of the XXZ model in a longitudinal field [27].
However, for non-zero anisotropy γ, a gapless floating
phase (FP) emerges between the SF and the AFM phases
which is characterized by power-law decay of the corre-
lations [21, 28, 29]. The transition from the AFM to the
FP is of the commensurate-incommensurate (C-IC) type
whereas the transition between the FP and SF phases is
of the Berezinsky-Kosterlitz-Thouless (BKT) type. For
∆ < −(1 + |γ|) there is a first order transition at h = 0
between the two polarized phases. Finally, there is an
Ising transition between the PP and the SF phases.
The experimental realization of the Heisenberg model
will inevitably involve finite size effects due to the har-
monic trapping potential. Within the local density ap-
proximation, the trap renormalizes the couplings so that
they become spatially dependent [30], but this effect can
be negligible if the orbitals are small compared to the
length scale of the trap. In the regime of strong repul-
sion, the main effect of the trap is instead that it gives
rise to “wedding cake” structures with Mott regions of in-
teger filling. This effect was observed in the lowest band
Bose-Hubbard model [1], and predicted theoretically to
occur for anti-ferromagnetic systems [31]. To examine fi-
nite size effects, we have performed exact diagonalization
in a chain with 18 spins with open boundary conditions.
Figure 1 (b) displays the resulting finite size ’phase di-
agram’. The colors correspond to different values of the
total magnetization M =
∑
i〈Sˆzi 〉 of the ground state.
While the PP phase and the AMF phase are both clearly
visible, the numerical results reveal a step like structure
of the magnetization in between the two phases. We at-
tribute these steps inM to a devil’s staircase structure of
spin-density-waves (SDW). As we see from Fig. 1 (b), it
is only possible to give a numerical result for the PP-SF
Ising transition. In particular, the C-IC and BKT transi-
tions are overshadowed by the transitions between SDW.
In the thermodynamic limit the staircase becomes com-
plete and the changes inM become smooth. One then re-
covers the phase diagram of Fig. 1 (a). These transitions,
between different SDW, are more pronounced for mod-
erate systems sizes. For a typical experimental system
with ∼50 sites, for example, we estimate ∼15 different
SDW between the AFM and PP phases.
Measurements and manipulations.– While time-of-
flight measurements can reveal some of the phases [19],
single-site addressing techniques [33] will be much more
powerful when extracting correlation functions. To ad-
dress single orbital states or even perform spin rota-
tions, one may borrow techniques developed for trapped
ions [3]. Making use of the symmetries of the px and
py orbitals, stimulated Raman transitions can drive both
sideband and carrier transitions for the chosen orbitals in
the Lamb-Dicke regime. These transitions can be made
so short that the system is essentially frozen during the
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FIG. 2. (Color online) Different types of models are achieved
by varying the relative tunneling strength and the relative
orbital squeezing. The three different parameter regions are:
(I) anti-ferromagnetic couplings in all spin components with
∆ > J(1 + |γ|), (II) ferromagnetic or anti-ferromagnetic cou-
plings in the z-component and anti-ferromagnetic in the y-
component with J(1 + |γ|) > |∆|, and (III) same as in (II)
but with |∆| > J(1+ |γ|). The inset shows one example of the
spin parameters Jxx = (1+ γ), Jyy = (1− γ), and Jzz = ∆/J
for ty/tx = −0.1.
operation. Driving sideband transitions in this way, spin
rotations may be implemented. For example, a spin ro-
tation around x is achieved by driving the red-sidebands
for both orbitals [23]. As a result, the two p orbitals
are coupled to the s orbital in a V configuration and in
the large detuned case an adiabatic elimination of the s
band gives an effective coupling between the px and py
orbitals [6]. This scheme, thus, realizes an effective spin
Hamiltonian Hˆ
(i)
x =
ΩxΩy
∆ps
Sˆxi with Ωα the effective Rabi
frequencies and ∆ps the detuning. Alternatively, Stark-
shifting one of the p orbitals results in a rotation around
z. Since the spin operators do not commute, any rota-
tion can be realized from these two operations. Perform-
ing fluorescence on single orbital states by driving the
carrier transition acts as measuring Sˆzi . This combined
with the above mentioned rotations makes it possible to
measure the spin at any site in any direction [3, 23].
Tuning of couplings.– For a square optical lattice, we
have Uxx = Uyy. Moreover, in the harmonic approxi-
mation Uxy = Uxx/3, from which it follows that ∆ < 0
and γ = −1/2. This gives ferromagnetic couplings for
the z component of neighboring spins, while the inter-
actions between x and between the y components have
anti-ferromagnetic couplings. We now show how the rel-
ative strength and sign of the different couplings can be
controlled by squeezing one of the orbital states. Such
squeezing can be accomplished by again driving the car-
rier transition of either of the two orbitals, dispersively
with a spatially dependent field [23]. The shape of the
drive can be chosen such that the resulting Stark shift
is weaker in the center of the sites, resulting in a nar-
rowing of the orbital. To be specific, assume that the
ratio σ of the harmonic length scales of the px and py or-
bitals in the y direction is tuned. A straightforward cal-
culation using harmonic oscillator functions yields α ≡
Uxx/Uxy = 2
−3/23(1 + σ2)3/2/σ and β ≡ Uyy/Uxy =
2−3/23(1 + σ2)3/2. The coupling constants now depend
on σ as ∆/J = 2tx(ty)−1β/(αβ − 1)+ 2ty(tx)−1α/(αβ −
1) − (tx/ty + ty/tx)/2 and γ = −4/(αβ − 1). The in-
set in Fig. 3 displays the three coupling parameters as a
function of σ for |tx/ty| = 0.1. We see that the relative
size and even the sign of the couplings can be tuned by
varying σ. In particular, while Sˆy always has AFM cou-
plings, they can be made both FM or AFM for Sˆx and
Sˆz. In the main part of Fig. 3, we sketch the different ac-
cessible models as a function of ty/tx and σ. This clearly
demonstrates that one can realize a whole class of XYZ
spin chains by using this method.
Experimental realization.– In Ref. [4], the experimen-
tal realization of p-orbital bosons in an effective 1D op-
tical lattice with a life-time of several milliseconds was
reported. With an average number of approximately two
atoms per site, the atoms could tunnel hundreds of times
in the p band before decaying. Since the main decay
mechanism stems from atom collisions [12, 32], an in-
crease of up to a factor of 5 in the lifetime is expected
when there is only one atom per site [4]. Typical val-
ues of the couplings can be estimated from the overlap
integrals of neighboring Wannier functions. Considering
87Rb atoms, λlat = 843nm and Vx = 30ER, Vy = 50ER
and Vz = 60ER, we obtain J/ER ∼ 0.01 and the char-
acteristic tunneling time τ = h¯/J ∼ 5ms. This corre-
sponds to a few dozens of times smaller than the expected
lifetimes [4], which should allow for experimental explo-
rations of our results since relaxation typically occurs on
a scale less than ten tuneling times [36]. In addition, as
pointed out in [23], it is possible to increase the lifetimes
even further with the use of external driving.
A major experimental challenge is to achieve a unit
filling of the p band. This could be achieved by having
an excess number of atoms in the p band and then adia-
batically opening up the trap such that the unit filling is
reached. A minority of sites will still be populated, how-
ever, by immobile s-orbital atoms. Since the interaction
energy between s- and p-orbital atoms is higher than be-
tween two p-orbital atoms, processes involving s-orbital
atoms will be suppressed. The presence of atoms in the s
band corresponds therefore to introducing static disorder
in the system [23]. This may affect correlations [13], but
the qualitative physics will remain unchanged for concen-
trations close to a unit filling. A more detailed study of
this interesting effect is beyond the scope of the present
work.
As a final remark we note that the spin correlations
discussed here will emerge at temperatures kBT <∼ J ∼
t2/U [10]. In addition, we estimate the required en-
tropy [38] by equating the critical temperature Tc to the
gap between the ground and first excited states in the
anti-ferromagnetic phase. Using the energy spectrum ob-
tained from exact diagonalization, S = (E−F )/Tc yields
5the entropy per particle S/N = 0.06kB. Experimentally
one has in fact already achieved S/N = 0.05kB [39],
which indicates that our results are within experimen-
tal reach.
Conclusions.– We showed that the Mott regime of unit
filling of bosonic atoms in the first excited bands of a
2D optical lattice realizes the spin-1/2 XYZ quantum
Heisenberg model. We then illustrated the rich physics
of this model by examining the phase diagram of the 1D
case. Finite size effects relevant to the trapped systems
were discussed in detail. We proposed a method to con-
trol the strength and relative size of the spin couplings
thereby demonstrating how one can realize a whole class
of XYZ models. We finally discussed experimental is-
sues related to the realization of this model. We end by
noting, that recent experiments reported a ∼99% load-
ing fidelity of bosons into the d-band [11], which indeed
opens possibilities to probe rich physics beyond spin-1/2
chains.
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6SUPPLEMENTARY MATERIAL
DERIVATION OF THE EFFECTIVE SPIN
MODEL
We are interested in the strong coupling regime where
the system is deep in the Mott insulator phase with a unit
filling n = 1 of the lattice sites. A natural way of ana-
lyzing this limit involves the use of projection operators
that divide the Hilbert space of the associated eigenvalue
problem in orthogonal subspaces according to site occu-
pations. We define the Pˆ and Qˆ operators that project,
respectively, into the subspace of states with a unit oc-
cupation and into the perpendicular subspace. They de-
compose the eigenvalue equation Hˆ |Ψ〉 = E|Ψ〉, with E
its associated energy, in the form(
QˆHˆtPˆ+QˆHˆtQˆ+QˆHˆU Pˆ+QˆHˆUQˆ
)
|Ψ〉 = EQˆ|Ψ〉
(
Pˆ HˆtPˆ+Pˆ HˆtQˆ+Pˆ HˆU Pˆ+Pˆ HˆU Qˆ
)
|Ψ〉 = EPˆ |Ψ〉,
(6)
where HˆU is the interaction part of the Hamiltonian.
Since QˆHˆtQˆ, QˆHˆU Pˆ , Pˆ HˆU Pˆ , and Pˆ HˆtPˆ all vanish, it
follows that
Qˆ|Ψ〉 = − 1
QˆHˆQˆ− E QˆHˆtPˆ |Ψ〉. (7)
By further substitution of Eq. (7) in the eigenvalue equa-
tion, we are left with the Hamiltonian which describes
the one particle Mott phase of p-orbital bosons
HˆMott = −Pˆ HˆtQˆ 1
QˆHˆU Qˆ− E
QˆHˆtPˆ . (8)
So far this result is exact. It explicitly shows the role of
the tunneling in the system, namely of coupling the sub-
space of states where the sites have unitary occupation
with the states that have one site doubly occupied. First,
a particle tunnels, say, from the site j to j+ 1, where it
interacts with another particle according to what is de-
scribed by HˆU . After interaction, one of the particles is
brought back to the site j, and the final state is again
characterized by lattice sites with a unit filling.
Equation (8) is the starting point in the derivation
of the effective Hamiltonian describing the n = 1 Mott
phase of p-orbital bosons. The procedure is developed
here for an effective 1D system with dynamics along the
x-axis, but generalization to the 2D lattice is straightfor-
ward. Realization of the 1D configuration relies on the
adjustment of the lattice parameters, that should con-
tain potential wells much deeper in the y than in the
x axis, but in such a way that the quasi degeneracy
between the different orbital states is still maintained.
This means that |txy|, |tyy| → 0, and furthermore, due to
the strong coupling regime condition, we also have that
Uαβ ≫ |txx|, |tyx|, α, β = {x, y}.
Under these assumptions, the operator 1/(QˆHˆQˆ− E)
in Eq. (8) can be expanded to second order in t/Uαβ
(α, β = {x, y}) in analogy to the customary procedure
used for the Hubbard model at half filling [1]. In the
tight-binding regime considered here, it is enough to con-
sider the 2-site problem. The basis spanning the subspace
of states with unit filling is
HP = {|x, x〉 |x, y〉, |y, x〉, |y, y〉},
where |α, β〉 represents the state with an pα-orbital atom
in site i and a pβ-orbital atom in site j. The relevant
states for the doubly occupied sites is
HQ = {|0, 2x〉, |0, 2y〉, |0, xy〉},
which span the intermediate states of the projection op-
eration. We notice, however, that due to the possibility
of transferring population between the different orbital
states, the projection of the Hamiltonian in the HQ sub-
space is not diagonal in this basis of intermediate states.
This is a peculiarity of the present model and derives
entirely from the orbital changing collisions. As a con-
sequence, we compute (HˆQ − E)−1, with HˆQ = QˆHˆQˆ
by calculating the projected Hamiltonian in the HQ
subspace and taking its corresponding inverse. Since
E ∼ t2/Uαβ, it is justified to ignore E and to consider
(HˆQ − E)−1 ≈ Hˆ−1Q . Explicitly,
HˆQ =

 Uxx Uxy 0Uxy Uyy 0
0 0 2Uxy


giving
Hˆ−1Q =

 Uyy/U2 −Uxy/U2 0−Uxy/U2 Uxx/U2 0
0 0 Uxy/2

 ,
where U2 ≡ UxxUyy − U2xy.
We determine the final form of the effective Hamilto-
nian by computing the relevant matrix elements of (8).
To this end, we consider in detail all the different cases
where the resulting action of the operator HˆMott of
Eq. (8) in the states of the HP subspace yield non van-
ishing contribution.
From states of the type |αi, αj〉
aˆ†α,iaˆα,jHˆ
−1
Q aˆ
†
α,j aˆα,i|αi, αj〉 = aˆ†α,iaˆα,jHˆ−1Q
√
2|0, 2αj〉
=
√
2aˆ†α,iaˆα,j
(
Uββ
U2
|0, 2αj〉 − Uαβ
U2
|0, 2βj〉
)
=
2Uββ
U2
|αi, αj〉
the effective Hamiltonian acquires a term of the form
−
∑
〈i,j〉
∑
α
2|tαij |2Uββ
U2
nˆα,inˆα,j .
7In these and the following expressions, it is understood
that β 6= α. In the same way, from the states of the type
|αi, βj〉,
aˆ†α,iaˆα,jHˆ
−1
Q aˆ
†
α,j aˆα,i|αi, βj〉 = aˆ†α,iaˆα,jHˆ−1Q |0, αjβj〉
=
1
2Uxy
aˆ†α,iaˆα,j |0, αjβj〉 =
1
2Uxy
|αi, βj〉,
corresponding to the operator
−
∑
〈i,j〉
∑
α
|tαij |2
2Uxy
nˆα,inˆβ,j.
From the states of the type |βi, αj〉 and the following
process
aˆ†α,iaˆα,jHˆ
−1
Q aˆ
†
β,jaˆβ,i|βi, αj〉 = aˆ†α,iaˆα,jHˆ−1Q |0, αjβj〉
=
1
2Uxy
aˆ†α,iaˆα,j |0, αjβj〉 =
1
2Uxy
|αi, βj〉,
the Hamiltonian gains a contribution as
−
∑
〈i,j〉
∑
α
tαjit
β
ij
2Uxy
aˆ†α,iaˆβ,iaˆ
†
β,jaˆα,j
Finally, we consider the states of the type |βi, βj〉,
aˆ†α,iaˆα,jHˆ
−1
Q aˆ
†
β,jaˆβ,i|βi, βj〉 = aˆ†α,iaˆα,jHˆ−1Q
√
2|0, 2βj〉
=
√
2aˆ†α,iaˆα,j
(
Uαα
U2
|0, 2βj〉−Uxy
U2
|0, 2αj〉
)
=−2Uxy
U2
|αi, αj〉,
that contribute to the effective Hamiltonian with a term
that changes the orbital states of the atoms in both sites
∑
〈i,j〉
∑
α,α6=β
2tαjit
β
ijUxy
U2
aˆ†α,iaˆβ,iaˆ
†
α,j aˆβ,j.
The resulting expression for the effective Hamiltonian
corresponds thus to
HˆMott = −
∑
〈i,j〉
∑
α
(
2|tα|2Uββ
U2
nˆα,inˆα,j +
|tα|2
2Uxy
nˆα,inˆβ,j
− 2txtyUxy
U2
aˆ†α,iaˆβ,iaˆ
†
α,j aˆβ,j +
txty
2Uxy
aˆ†α,iaˆβ,iaˆ
†
β,jaˆα,j
)
.
(9)
We now use the orbital states to define the Schwinger
spin operators
Sˆz =
1
2
(aˆ†xaˆx − aˆ†yaˆy)
Sˆ+ = Sˆx + iSˆy = aˆ†xaˆy
Sˆ− = Sˆx − iSˆy = aˆ†yaˆx,
(10)
and together with the constraint of unit occupation of the
lattice sites in the n = 1 Mott phase, i.e. nˆx,i+ nˆy,i = 1,
we rewrite Eq. (9) as
HˆMott =−
∑
〈i,j〉
(
JzzSˆzi Sˆ
z
j +J
xxSˆxi Sˆ
x
j +J
yySˆyi Sˆ
y
j
)
−
∑
i
JzSˆzi .
Thus, within the strong coupling regime, the physics of
the n = 1 Mott insulator phase is equivalent to the spin-
1/2 Heisenberg XYZ model in an external field. In terms
of the lattice parameters, the expressions for the various
couplings follow
Jxx = 2
txty
Uxy
(1− 4U
2
xy
U2
)
Jyy = 2
txty
Uxy
(1 + 4
U2xy
U2
)
Jzz = 4
|tx|2Uyy
U2
+ 4
|ty|2Uxx
U2
− |tx|
2
Uxy
− |ty|
2
Uxy
Jz =
4|tx|2Uyy
U2
− 4|ty|
2Uxx
U2
+ (Eosx − Eosy )
In terms of Eq. (3) of the main text, we can identify
∆ = −Jzz, h = −Jz, and γ = −4U2xy/U2.
SINGLE SITE ADDRESSING OF ORBITAL
STATES
Single site addressing for the present setup implies se-
lective detection/manipulation of the two orbitals. Since
the spin is encoded in external spatial degrees of free-
dom rather than internal atomic electronic states, meth-
ods like those described in Refs. [2] would not work. To
control the spatial state of the atoms at single sites we
may instead apply methods borrowed from trapped ion
physics [3]. Similar methods were already employed in
the experiment [4] in order to load bosons from the s
band to the p band. Mu¨ller et al. of Ref. [4] did not,
however, consider single site addressing and more impor-
tantly they did not discuss control of the orbital degree
of freedom.
Two internal atomic electronic states, e.g. an F = 1
and an F = 2 state for 87Rb atoms, are Raman cou-
pled with two lasers. This transition is described by the
matrix element Ω1Ω2〈F = 2|ei(k1−k2)·x|F = 1〉/δ where
Ωi and ki are the laser amplitudes and wave vectors, re-
spectively, and δ the detuning of the transitions relative
to the ancilla electronic state. The spatial dependence
of the lasers will induce couplings between vibrational
states of the atom, i.e. different bands. The time du-
ration for a π/2-pulse, for example, can be made very
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FIG. 3. (Color online) Schematic figure of coupling between
different onsite orbital states. The carrier transition acts upon
the internal atomic electronic states, while the red and blue
sideband transitions in addition lower and raise the external
vibrational state with a single phonon respectively, i.e. couple
different orbital degree of freedom.
short by making the effective Rabi frequency Ω = Ω1Ω2/δ
large. In particular, this time can be made short on any
other time scale in the system and one can approximately
consider the system dynamics frozen during the applied
pulse. Indeed, the same assumption applies to any single
site addressing in optical lattices. Furthermore, by driv-
ing resonant two-photon transitions we do not need to
worry about accidental degeneracies between other un-
desired states.
Deep in the Mott insulator phase, as considered in
this work, we can approximate single sites with two di-
mensional harmonic oscillators with frequencies ωα =√
2Vαk2α/m. The Lamb-Dicke parameters [3, 5] become
ηα = kα
√
h¯/2mωα, and within the Lamb-Dicke regime
(ηα ≪ 1) we can neglect multi-phonon transitions. Thus,
in one dimension we have three possible transitions: (i)
Carrier transitions - with no change in the vibrational
state, (ii) red sideband transitions - which lower the vi-
brational state with one quantum, and (iii) blue sideband
transitions - which raise the vibrational state with one
quantum. The various possibilities are demonstrated in
Fig. 3.
Since the different transitions are not degenerate, it
is possible to select single transitions by carefully choos-
ing the frequencies of the lasers. Moreover, considering
for example k1 − k2 = kx, i.e. no component in the y
direction, it is possible to only address the px-orbital.
Thus, we have a method to singly address the differ-
ent orbitals. Full control is achieved when every unitary
Rˆβ(ϕ) = e
−iSˆβϕ, where β = x, y, z and ϕ is an effective
rotation angle, can be realized. To start with the sim-
plest example, implementation of Rˆz(ϕ), we first note
that since we are considering the case with a single atom
per site Sˆz = Sˆ+Sˆ− − 1 such that it is enough to real-
ize the operation of Sˆ+Sˆ−. This is nothing but a phase
shift of one of the orbitals. This is most easily done by
driving the carrier transition off-resonantly for one of the
two orbitals. Since the driving is largely detuned it only
results in a Stark shift of the orbital.
The Rˆx(ϕ) operation is preferably achieved by simul-
taneously driving off-resonantly the red sidebands of the
two orbitals. The s-band will never get populated due to
the large detuning while instead the transition between
the two orbitals can be made resonant. More precisely,
for the three involved states {|x, 0, 0〉, |0, y, 0〉, |0, 0, s〉}
(with the last entry in the ket-vector being the s-orbital)
the resulting coupling Hamiltonian in the rotating wave
approximation has the form a V -coupled system [6]
HˆV =

 0 0 Ω10 0 Ω2
Ω1 Ω2 δ

 , (11)
where Ω1 and Ω2 have been taken real and for now spa-
tially independent. For δ ≫ Ω1, Ω2 we adiabatically
eliminate the state |0, 0, s〉 to obtain the desired Hamil-
tonian generating the rotation Rˆx(φ), namely
Hˆx =
[
0 Ω
Ω 0
]
= ΩSˆx. (12)
Note that if the Raman transition between the two
orbitals is not resonant, such an action performs a com-
bination of an x- and z-rotation. To perform y-rotations,
one could either adjust the phases of the lasers or simply
note that Rˆy(ϕ) = Rˆz(π/4)Rˆx(ϕ)Rˆz(−π/4). With this
at hand, any manipulation of single site spins can be per-
formed. To measure the spin state in a given direction
one should combine the rotations with single site resolved
fluorescence (i.e. measuring Sˆzi ) [7]. More precisely, since
the drive laser can couple to the two orbitals individually,
one orbital will be transparent to the laser while the other
one will show fluorescence. In other words, one measures
Sˆz on a single site. Other directions of the spin are mea-
sured in the same way, but after the correct rotation has
been implemented to it. Furthermore, with the help of
coincident detection it is possible to also extract corre-
lators 〈Sˆαi Sˆβj 〉 [8]. Since there is a single atom at every
site, the “parity problem” [2] of these techniques deriv-
ing from photon induced atom-atom collisions is avoided
and thereby loss of atoms will not limit our measurement
procedure. This summarizes how preparation, manipula-
tions, and detection of single site spins can be performed.
Finally we note that the methods discussed above can
be used in a broader context. For example, there is a
transition between two p-orbital atoms (one px- and one
py-orbital atom) and one s- and the dxy-orbital atom [9].
This transition is resonant for any parameters Vx and Vy
and could in principle cause rapid decay of the p-band
state, or even Rabi-type oscillations between the bands.
We note, however, that in the experiment of Ref. [4] the
collisional decay mechanism was surprisingly small de-
spite this resonant transition. Nevertheless, one could
suppress this resonant transition to increase the life-time
even further with the technique described above: By
9driving the red sideband for the two p-orbital states dis-
persively, the s and p bands will be repelled and thereby
this breaks the resonance condition for px+py → s+dxy.
EXTERNAL PARAMETER CONTROL
The ideas of the previous section can also be utilized to
change the system parameters. The simplest example is
the application of Sˆ+Sˆ− which implements a shift in the
external field h. Apart from the external field, it is also
desirable to control the coupling in the z component of
the spin, ∆, and especially to tune it from ferromagnetic
into anti-ferromagnetic.
Using the fact that |tx| ≫ |ty| we have
∆ ≈ −|tx|2
(
4
Uyy
UxxUyy − U2xy
− 1
Uxy
)
. (13)
This is most easily estimated in the harmonic approxi-
mation. Introducing the widths σα of the orbital wave
functions for the spatial directions α = x, y, z, in this
limit
Uxx = Uyy = 3Uxy ≡ u0
σxσyσz
, (14)
where u0 is an effective interaction strength (proportional
to the s-wave scattering length). We notice that even
though the use of lattice Wannier functions yields a dif-
ferent ratio between Uαα and Uαβ from what is obtained
in the harmonic limit [10], it does not affect the qualita-
tive picture of the results discussed here. Using (14) in
the expression for ∆ we find
∆ = −|tx|2 3σxσyσz
2u0
< 0, (15)
which yields ferromagnetic couplings for the z-component
of the spin in the harmonic approximation. This is
also the case for ∆ computed with numerically obtained
Wannier functions for physically relevant parameters, i.e.
within the tight-binding and single-band approximations
and deep in the insulating phase.
The anti-ferromagnetic regime can be reached, how-
ever, again with techniques of trapped ion physics. In-
stead of changing h by a constant amount in all sites we
consider a Stark shift of one of the two orbitals that is
spatially dependent. This is nothing but a potential that
reshapes the lattice sites differently for the two orbitals.
In particular we can imagine squeezing of one orbital in
the y direction. Thus, the two Wannier functions wx(~r)
and wy(~r) have the same widths σx but different widths
σy. This would require driving the carrier transition with
a field that has a spatially varying (on the length scale
of the y lattice spacing) mode profile. The squeezing in
the y-direction of one orbital wave function will not affect
the tunneling rates tx and ty, but change both Uyy and
FIG. 4. (Color online) Schematic plot of three random exper-
imental realization of the insulating state; yellow balls repre-
sent s-orbital atoms and blue ones p-orbital atoms.
Uxy. We have numerically verified that by sufficiently
strong squeezing, ∆ becomes negative resulting in anti-
ferromagnetic z-coupling (see Fig. 2 of the main text).
The anti-ferromagnetic coupling can also be obtained be
stretching one of the orbitals in the y direction. We note
that this manipulation also affects the anisotropy param-
eter γ and therefore slightly shifts the phase boundaries
of the phase diagram. However, the qualitative structure
is not changed. As a summary, both h and ∆ can be con-
trolled solely by external driving, i.e. without changing
the lattice parameters.
EFFECTIVE MODEL INCLUDING
IMPERFECTIONS DUE TO s-ORBITAL ATOMS
Transferring every atom from the s band to the p bands
is experimentally challenging. Even though the possibil-
ity of loading atoms from the lowest band to the d band
with 97-99% fidelity was recently reported [11], in exper-
iments involving the p band approximately 20% of the
atoms remain on the lowest band [4, 12]. In the experi-
ment reported in Ref. [4], the loading resulted in approx-
imately two p-orbital atoms per site. Increasing the lat-
tice amplitude and opening up the trap adiabatically will
create an insulating state with unit filling. The s-orbital
atoms can be considered immobile since the lattice am-
plitude will typically be around 20 recoil energies. Thus,
random sites in the lattice will be populated by s-orbital
atoms. Energetically it costs more energy to doubly oc-
cupy these states with one s- and one p-orbital atom than
those with two p-orbital atoms, i.e. Ups > Uαβ where
Ups = U0
∫
dr |wαi (r)|2|wsi (r)|2 (16)
and wsi (r) is the s-orbital Wannier function at site i.
Repeated experimental realizations will prepare differ-
ent random configurations as illustrated in Fig. 4. The
various configurations are presumably equally probable.
If a single realization is not determined from any mea-
surement, the state will be a statistical average over all
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possible configurations. That is, we integrate out the de-
grees of freedom of the s-band atoms (i.e. average over
all possible configurations constrained to a fixed ratio of
s-orbital atoms).
Let us consider two neighboring sites i and j, one with
a p-orbital atom and one with an s-orbital atom. Since we
have neglected tunneling of s-orbital atoms, the only non-
vanishing terms within second order perturbation theory
are
− t
2
α
Ups
aˆ†α,iaˆ
†
s,j aˆα,iaˆs,j = −
t2α
Ups
nˆα,i, (17)
where α = (x, y), aˆs,j is the annihilation operator for an
s-orbital atom at site j and we have used the fact that
ns,j = 1. Now, since tx 6= ty it follows that the presence
of an s-orbital shifts the external field h = Jz locally.
Thus, the presence of s-orbital atoms will be manifest in
local fluctuations in the external field, i.e. we obtain an
XY Z chain with disorder.
Hˆ
(dis)
Mott = −
∑
〈i,j〉
(
JzzSˆzi Sˆ
z
j +J
xxSˆxi Sˆ
x
j +J
yySˆyi Sˆ
y
j
)
−
∑
i
Jzi Sˆ
z
i .
For few atoms on the lowest band, this effect should not
qualitatively change the results presented in this paper.
We expect then that the disorder is irrelevant [13]. For
a larger fraction of s-orbital atoms one could expect the
disorder to become relevant and localized phases to ap-
pear [13]. This interesting topic is, however, outside the
scope of the present paper.
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