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Abstract
We study the effects of the electromagnetic subvacuum fluctuations on the dynamics of a nonrel-
ativistic charged particle in a wavepacket. The influence from the quantum field is expected to give
an additional effect to the velocity uncertainty of the particle. In the case of a static wavepacket,
the observed velocity dispersion is smaller in the electromagnetic squeezed vacuum background
than in the normal vacuum background. This leads to the subvacuum effect. The extent of reduc-
tion in velocity dispersion associated with this subvacuum effect is further studied by introducing
a switching function. It is shown that the slow switching process may make this subvacuum effect
insignificant. We also point out that when the center of the wavepacket undergoes non-inertial
motion, reduction in the velocity dispersion becomes less effective with its evolution, no matter
how we manipulate the nonstationary quantum noise via the choice of the squeeze parameters.
The role of the underlying fluctuation-dissipation relation is discussed.
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I. INTRODUCTION
Manipulating the quantum field may give rise to suppression of its vacuum fluctuations,
leading to a subvacuum phenomenon. One of the known examples is the existence of negative
energy density. It has been shown [1] that the renormalized expectation value of the energy
density operator can become negative in some spacetime region. This negative energy density
may imply exotic phenomena such as the traversable wormholes [2] and the warp drive [3].
It is also known [4–7] that the renormalized local energy density/flux can not be arbitrarily
negative for an arbitrarily long period of time. Similar to the uncertainty principle, there
exists an inequality, constraining negativeness and duration that might unruledly violate the
second law of thermodynamics [8, 9] and the cosmic censorship hypothesis by creating naked
singularities [4]. The squeezed vacuum state of the electromagnetic field is an example that
may cause subvacuum phenomena.
In the laboratory, squeezed light is produced by a nonlinear-optics technique of “squeez-
ing”, and then a set of rapidly rotating mirrors further separate the positive and negative
energy pulses from each other, so that the negative energy density can be possibly ob-
served [9, 10]. In the early universe the squeezed vacuum state of the quantum matter field
may be evolved from its initial vacuum state by amplification of the vacuum fluctuations
through the processes of particle creation, for example, during an inflation epoch [11].
Detection of the subvacuum fluctuations of the quantum scalar field has been studied by
considering the response of a static particle detector, whose monopole moment couples to
the field [12]. Various switching functions are introduced, but only one single time scale is
used to characterize the processes of switching on/off and measuring. This switching process
results in excitations of the detector via interaction with the quantum field. In particular,
the coupling to the squeezed vacuum state of the field may suppress the rate of excitations
of the detector to a level less than what would be caused by a normal vacuum state. The
quantum inequality associated with this subvacuum effect is then discussed. Some other
subvacuum phenomena have been proposed in laboratory experiments [13–15].
Here we would like to study the subvacuum effects of the quantized electromagnetic field,
so a natural choice of the detector is a charged particle since it has a well-defined particle-
field interaction. More specifically, we wish to explore the effects of electromagnetic squeezed
vacuum on the dynamics of the charged particle, which is prepared in a wavepacket. The
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charged particle is considered as the system of interest, and the degrees of freedom of the
fields as the environment. The linear coupling with the electromagnetic gauge potential
allows us to integrate out the field variables exactly. Within the context of the closed-time-
path formalism [16–25], we will obtain the influence functional that encodes all effects from
the fields upon the particle.
The influence of the electromagnetic field fluctuations is expected to give an additional
effect to the dynamics of the particle. Since the charged particle is never observed without
being affected by the electromagnetic zero-point fluctuations, the observed velocity disper-
sion should already include the additional effect due to normal vacuum fluctuations. Thus
we define the renormalized velocity dispersion of the free particle by absorbing the normal
vacuum contributions into the intrinsic velocity dispersion due to the finite wavepacket size.
Then, we investigate how this renormalized velocity dispersion can be possibly reduced by
the squeezed vacuum fluctuations so that it is smaller than its counterpart in normal vac-
uum fluctuations of the fields. This leads to the subvacuum phenomenon. Our approach of
treating a nonrelativistic charged particle quantum-mechanically should give leading-order
results when the cutoff energy scale of radiation fields is consistently set at the inverse of
the width of the wavepacket, much smaller than the rest mass energy of the particle. It
is no doubt that a more precise quantitative evaluation certainly requires the full QED
study. This, in spirit, follows a similar treatment of the Lamb shift, proposed by Weldon
in a more heuristic way [26], as well as by Bethe in terms of the time-dependent perturba-
tion theory [27]. There the associated energy shift of hydrogen states can be understood
mainly arising from the influence of the quantum fluctuations of electromagnetic fields on
nonrelativistic quantum-mechanical, bound electrons. Their approach turns out to yield an
estimated energy shift with the correct order of magnitude as compared with the results
from the full QED calculations [26].
Next, for a more detailed analysis of the subvacuum phenomena, we incorporate the
switching function, as a consequence of the finite-time switching-on/off process of interaction
between the charged particle and electromagnetic squeezed modes. We first consider a
sudden switching-on process, and then generalize the switching process to the case with
a finite switching time by introducing a suitable switching function. We can derive an
inequality associated with this subvacuum phenomenon. Finally, we consider that the center
of a wavepacket undergoes non-inertial motion where the electromagnetic self-force will give
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rise to a weak damping effect on the evolution of the trajectory. We find that non-trivial
motion tends to modify the result of the velocity dispersion in such a way that it becomes
less effective to suppress the environmental noise than the case of inertial motion.
Our presentation is organized as follows. In Sec. II, we briefly introduce the closed-
time-path formalism in order to describe the evolution of the reduced density matrix of
a nonrelativistic charged particle coupling to the squeezed vacuum state of the quantized
electromagnetic field. The field variables are traced out to obtain the influence functional.
The reduced density matrix of the particle is formally derived under the WKB approxima-
tion, in particular, when the particle is in non-inertial motion. The technique of solving
the Langevin equation in the dipole approximation has been introduced in Ref. [25]. We
then consider the velocity dispersion of the charged particle in Sec. III, where its full-time
evolution is studied both analytically and numerically. The results are summarized and the
implications are discussed in Sec. IV.
The Lorentz-Heaviside units and the convention ~ = c = 1 will be used unless otherwise
mentioned. The signature of the metric is diag{ηµν} = (+1,−1,−1,−1).
II. REDUCED DENSITY MATRIX
When a nonrelativistic particle with charge e and mass m0 interacts with the electromag-
netic field, its dynamics is described by the Lagrangian
L[q,AT] =
1
2
m0q˙
2 − V (q)−1
2
∫
d3x d3y %(x; q)G(x,y)%(y; q)
+
∫
d3x
[
1
2
(∂µAT)
2 + j ·AT
]
, (1)
where the Coulomb gauge ∇·AT = 0 is chosen. AT and q are the transverse components of
the gauge potential, and the position of the charge, respectively. The instantaneous Coulomb
Green’s function G(x,y) satisfies the Gauss law. The charge and current densities take the
forms, respectively,
%(x; q(t)) = e δ(3)(x− q(t)) , j(x; q(t)) = e q˙(t) δ(3)(x− q(t)) .
The density matrix of the combined charge-field system, ρˆ(t), evolves unitarily according to
the functional Liouville equation. The effects of the field on the particle’s dynamics can be
realized by the reduced density matrix ρˆr of the particle, which is obtained by tracing out
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the field variables in the total density matrix ρˆ(t). When the initial time t = ti is in the
remote past (ti → −∞), the system and environmental fields are conveniently assumed to
be uncorrelated,
ρˆ(ti) = ρˆe(ti)⊗ ρˆAT(ti) ,
where the field is originally in the vacuum state. This vacuum state will be further modified
later at the time t0 by the process of “squeezing”, resulting in the squeezed vacuum state.
Under this assumption of the factorizable initial condition, the reduced density matrix
at later time tf takes a simple form,
ρr(qf , q˜f , tf ) =
∫
dAT
〈
qf ,AT
∣∣ρ(tf )∣∣q˜f ,AT〉
=
∫
d3q1 d
3q2 J (qf , q˜f , tf ; q1,q2, ti) ρe(q1,q2, ti) , (2)
where the propagating function J (qf , q˜f , tf ; q1,q2, ti) is defined as
J (qf , q˜f , tf ; q1,q2, ti) =
∫ qf
q1
Dq+
∫ q˜f
q2
Dq− exp
[
i
∫ tf
ti
dt
(
Le[q
+]− Le[q−]
)]F [j+T, j−T] , (3)
and the Lagrangian Le[q] takes the form
Le
[
q
]
=
1
2
m0q˙
2 − V (q)− 1
2
∫
d3x d3y %(x; q)G(x,y) %(y; q) . (4)
The influence functional, F [j+T, j−T], which contains full information about the effects of the
environmental fields on the particle, is given by
F [j+T, j−T] = TrAT
{
U(tf , ti ; j
+
T) ρˆAT(ti)U
−1(tf , ti ; j−T)
}
,
where U(tf , ti ; jT) is an evolution operator of the free AT field driven by a classical current
density jT. Since the charge linearly couples to the electromagnetic field, the field variables
can be integrated out exactly. The laborious derivations of the influence functional can be
found in Ref. [22], and the resulting expression of F [j+, j−] is then obtained in terms of
real-time Green’s functions of the vector potentials, explicitly given in Appendix A.
The squeezed vacuum states can be constructed out of the normal vacuum state by
application of the squeeze operator S(ζk),
|0〉ζk = S(ζk) |0〉 .
The squeeze operator S(ζk) is defined by
S(ζk) = exp
[
ζ∗k
2
a2λk −
ζk
2
a† 2λk
]
, and ζk = rk e
iθk , (5)
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and the wave vector k labels the modes of the squeezed vacuum states. The squeeze param-
eter ζk = rk e
iθk is an arbitrary complex number with rk ≥ 0 and θk ∈ R. The creation and
annihilation operators satisfy the canonical commutation relations[
aλk, a
†
λ′ k′
]
= δλλ′δ
(3)(k− k′) ,
and the operator aλk annihilates the normal vacuum |0〉, that is, aλk|0〉 = 0. The plane-wave
expansion of the vector potential is of the form
AT(x) =
∫
d3k
(2pi)3/2
1√
2ω
∑
λ=1,2
ˆλk aλk e
ik·x−iωt + h.c. , (6)
with ω = |k|, and the polarization unit vectors ˆλk obey the transversality condition,∑
λ=1,2
ˆiλk ˆ
j
λk = δ
ij − k
ikj
|k|2 .
With the help of the Baker-Campbell-Hausdorff formula, we readily find the unitary trans-
formations of the creation and annihilation operators due to the squeeze operator S (ζk),
S† (ζk) aλk S (ζk) = µkaλk − νka†λk , and S† (ζk) a†λkS (ζk) = µka†λk − ν∗kaλk ,
with µk = cosh rk, νk = sinh rk e
iθk , ηk = |νk|, and µ2k − |νk|2 = µ2k − η2k = 1. The
expectation values of the creation and the annihilation operators in the squeezed vacuum
state are respectively given by
〈0| S† (ζk) aλk S (ζk) |0〉 = 0 , 〈0| S† (ζk) a†λk S (ζk) |0〉 = 0 .
Moreover, we have
〈0| S† (ζk) a2λk S (ζk) |0〉 = −µkνk , 〈0|S† (ζk) a† 2λk S (ζk) |0〉 = −µkν∗k ,
〈0| S† (ζk) a†λkaλk S (ζk) |0〉 = η2k . (7)
From Eq. (7), we see that the squeezed vacuum state is different from a normal vacuum
state, and it contains η2k photons on average for each mode k. Accordingly, all Green’s
functions can be evaluated from the expressions of these expectation values.
It is quite straightforward to cast the reduced density (2) into the form,
ρr(qf , q˜f , tf ) =
∫
Dξ P [ξ] ρr(qf , q˜f , tf ; ξ) , (8)
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in which ρr(qf , q˜f , tf ; ξ) is a reduced density of the particle under the influence of some
realization of the environmental stochastic noise ξ, and
ρr(qf , q˜f , tf ; ξ) =
∫ ∞
−∞
d3q1 d
3q2
∫ qf
q1
Dq+
∫ q˜f
q2
Dq− ei Sξ[q+,q−;ξ]ρe(q1,q2, ti) . (9)
Here Sξ is the stochastic coarse-grained effective action defined by
Sξ[q
+,q−; ξ] = Re
{
SCG[q
+,q−]
}− e ∫ tf
ti
dt (q+ − q−)k
(
δkl
d
dt
− ql∇k
)
ξl (10)
with the coarse-grained effective action SCG constructed as follows
SCG[q
+,q−] = Se[q+]− Se[q−]− i lnF [j+T, j−T] , (11)
in which Se[q] is the action corresponding to the Lagrangian (4). More detailed derivations
can be found in Appendix A. The average of a quantum operator associated with the charged
particle is thus defined by
〈O〉 =
∫
Dξ P [ξ]
∫ ∞
−∞
d3qf O ρr(qf ,qf , tf ; ξ) , (12)
with the probability distribution functional P [ξ(t)] given by
P [ξ(t)] = exp
{
−~
2
∫ tf
ti
dt
∫ tf
ti
dt′
[
ξi(t)GijH
−1 [q(t),q(t′); t, t′] ξj(t′)
]}
. (13)
The Hadamard function GijH will be defined later in (17).
If we consider the charged particle is initially prepared in a Gaussian wavepacket, then
in the case of the static motion the remaining integrals are all Gaussian so that the reduced
density matrix can be obtained exactly. However, when the center of the wavepacket under-
goes non-inertial motion, we have to formally use the WKB approximation to evaluate the
path integral expression in ρr(qf ,qf , tf ; ξ) about the particle’s classical trajectory, which is
determined by the Langevin equation [25],
m0q¨
i +∇iV (q(t)) = e[Ei(q) + ijkq˙j(t)Bk(q)]− ~ e (δil d
dt
− q˙l(t)∇i
)
ξl(t) .
The electromagnetic fields can be expressed in terms of the Lienard-Wiechert potential ALW
in the Coulomb gauge due to motion of the charge,
AiLW(q) = −e
∫ tf
ti
dt′ GljR [q(t),q(t
′); t− t′] q˙j(t′) , (14)
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so they are given by
E = − ∂
∂t
ALW , B = ∇q ×ALW . (15)
The stochastic noise ξi(t) satisfies the statistical correlation,
〈ξi(t)〉 = 0 , 〈ξi(t)ξj(t′)〉 = 1
~
GijH [q(t),q(t
′); t, t′] , (16)
and the higher moments of ξi(t) vanishes. This semiclassical approximation can be justified
as long as the initial width of the wavepacket is much larger than the de Broglie wavelength
of the particle, that is, σ0  λdB, where the uncertainty of the velocity is then much smaller
than its mean value. Here the trajectory, the center of the prepared wavepacket, is stochastic
in nature owing to the quantum fluctuations of the field. It is in analogy to the Brownian
motion [28]. This stochastic approach has consistently incorporated both fluctuation and
dissipation backreaction of the environmental fields on the particle.
This Langevin equation in Eqs.(14) and (16) encompasses the effects of fluctuation and
dissipation backreaction on the motion of the center of the wavepacket from the quantized
electromagnetic fields via the kernels GijH and G
ij
R, which are respectively defined by
~GijH(q(t),q(t
′); t, t′) =
1
2
〈{
AiT(q(t), t), A
j
T(q(t
′), t′)
}〉
(17)
=
1
2
∫
d3k
(2pi)3
1
2ω
(
δij − k
ikj
ω2
){[
2η2k θ(t− t0) θ(t′ − t0) + 1
]
e−iω(t−t
′)eik·[q(t)−q(t
′)]
− 2ηkµk θ(t− t0) θ(t′ − t0) eiθk−iω(t+t′)eik·[q(t)+q(t′)]
}
+ c.c.
= ~GijH, st(x, x
′) + ~GijH, ns(x, x
′) ,
~GijR(q(t),q(t
′); t, t′) = i θ(t− t′) 〈[AiT(q(t), t), AjT(q(t′), t′)]〉 (18)
= i θ(t− t′)
∫
d3k
(2pi)3
1
2ω
(
δij − k
ikj
ω2
){
e−iω(t−t
′)eik·[q(t)−q(t
′)]
}
+ c.c. ,
in which the squeezed vacuum modes are turned on at t = t0. Apparently, there are two
distinct contributions to the Hadamard function GijH of the squeezed vacuum state. The
first term GijH, st in the curly brackets comes from the stationary component of the noise.
However, there exists a nonstationary component GijH, ns due to the fact that the squeezed
state is generated by nonlinear processes of particle creation in which the time-translational
invariance is broken. In contrast, the retarded Green’s function, accounting for the dissi-
pation backreaction, is independent of the state of the environmental fields in the case of
linear coupling, and will contributes to the known self-force of the charged particle, given by
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a third-order time derivative of its position [25]. It will be shown that nonstationary noise
may result in the transient effects on the particle’s dynamics over the time scales determined
by the frequency bandwidth of the squeezed modes. On the other hand, since the dissipa-
tion backreaction is significant when the dynamics of the charge evolves into the relaxation
regime, the stationary part of the Hadamard function may become important to dynamically
stabilize this evolution, and thus we may derive a fluctuation-dissipation relation that links
the retarded Green’s function to the stationary component of the Hadamard function,
GijH, st[q(t),q(t
′);ω] = (2η2k + 1) [θ(ω)− θ(−ω)] ImGijR[q(t),q(t′);ω] , (19)
for t, t′  t0.
In Refs. [29, 30], the uncertainty relation of the particle of a harmonic oscillator, coupled
linearly to a bath of quantum oscillators, is studied, and the reduced density matrix of a
given initial Gaussian wavepacket is obtained exactly. Apart from the intrinsic dispersion
due to spreading of the wavepacket, the interaction with the environment may lead to
additional dispersion in the particle’s velocity. For example, the uncertainty of either the
position or the momentum has been found to have two distinct contributions [19]; one of
which comes from intrinsic quantum-mechanical spreading of the wavepacket and the other
is the consequence of coupling with the quantum fluctuations of the environment. Similar
results will be shown later for the case of a static charge.
In general, the environment-field contribution to the velocity dispersion, denoted by
〈∆v2(tf )〉ξ, will have ultraviolet divergence because we sum up all modes of the zero-point
fluctuations. Thus we have to regularize it by introducing a cutoff frequency. The cutoff-
dependent terms of the regularized result will be used to renormalize the intrinsic velocity
dispersion caused by a finite-width wavepacket. Because the particle’s wavepacket provides
a natural cutoff scale, the contributions from environment modes with frequencies much
higher than the inverse of wavepacket size are suppressed and need not be taken into con-
sideration. If the cutoff scale is chosen to be the width of the initial Gaussian wavpacket,
this regularized result will be shown to give the intrinsic velocity dispersion a perturbative
correction, which is about the order of the coupling constant. Explicit implementation of
the renormalization of the velocity dispersion and relevant discussions will be given later in
the case of the static charge.
As for non-inertial motion, since the influence of the normal vacuum fluctuations on the
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charge’s velocity dispersion has been studied in [25], here we focus on the modification of
the velocity dispersion δ〈∆v2(tf )〉ξ due to squeezed vacuum fluctuations of environmental
modes to find any possible reduction scheme in velocity dispersion. This can be viewed as the
effects solely coming from excitations of the corresponding modes from normal vacuum into
squeezed vacuum. The effect of the finite wavepacket size on δ〈∆v2(tf )〉ξ can be argued to
be negligible under a narrow width approximation. This can be seen as follows. We assume
that the modes within a certain band are excited to the squeezed vacuum states, and the
rest of them remain in their normal vacuum states. Now consider the band with the mean
frequency Ξ and the bandwidth ∆, and let the excited modes be distributed over an narrow
solid angle dΩs about a certain direction k
i in the momentum space. We denote the angular
contribution over the solid angle dΩs as A(dΩs) ≡ dΩs(2pi)3
(
δii − ki2
ω2
)
. Moreover, the squeeze
parameters are assumed to be mode-independent within the band; thus their subscript k
will be dropped hereafter. If the initial wavepacket has an uncertainty with width σ0, then
the wavepacket will merely modulate the contributions from the modes with wavelength
λ . O(σ0) of the environmental field. Thus, for the the band of modes under consideration
with wavelength cΞ−1  σ0, the finite wavepacket width has no significant effect. Let us
choose the value σ0 ∼ 10−9 m for an example. Then, as long as the central frequency Ξ is
below electron’s plasma frequency, the average over the reduced density matrix in Eq. (12)
can be ignored. For non-inertial motion, under the WKB approximation the inhomogeneous
solution to the Langevin equation is given by
vi(t) = − e
m
∫ t
ti
du K˙(t− u) ∂
∂u
ξi(u) , (20)
where m is the same renormalized mass as found in the Abraham-Dirac-Lorentz equation and
K(τ) is the kernel function of the equation of motion (see Ref. [25] for detailed derivations).
Hence the modification of the velocity dispersion due to squeezed vacuum of the electro-
magnetic field, turned on at t = t0, is obtained by averaging over the noise distribution
functional, and is given by
δ〈∆v2i (t)〉ξ =
e2
m2
∫ t
t0
du
∫ t
t0
du′ K˙(t− u)K˙(t− u′) ∂
∂u
∂
∂u′
δGiiH [q(u),q(u
′);u, u′] , (21)
The kernels δGijH is obtained from (17) by subtracting out the normal vacuum contribution.
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III. VELOCITY DISPERSION
A. static charge
Here we consider a static charged particle centered at q = 0 with V (q) = 0. The
additional wiggling in particle’s trajectory due to the quantum fluctuations of the electro-
magnetic field can be equivalently thought of as widening or narrowing of the width of
charge’s wavepacket. Let us denote σ0 the original, bare width of the wavepacket before the
charge comes into interaction with the quantized electromagnetic field. The initial density
matrix is assumed to take the Gaussian form,
ρe(q1,q2, ti) =
(
1
2piσ20
)3
exp
[
−(q1 + q2)
2 + (q1 − q2)2
8σ20
]
. (22)
It is convenient to introduce the center-of-mass and the relative coordinates q¯ and r¯ by q¯ =
(q+ +q−)/2 and r¯ = q+−q− such that q¯i = (q1 +q2)/2, r¯i = q1−q2, and q¯f = (qf + q˜f )/2,
r¯f = qf − q˜f . If the particle barely moves from the initial position, then the corresponding
stochastic coarse-grained effective action (10) can be obtained as
Sξ[ q¯, r¯;ξ ] =
∫
dt r¯ · [− (m0 + e2
3pi2
Λ
)
¨¯q +
e2
6pi2
...
q¯ − eξ] , (23)
by evaluating the kernels GijH and G
ij
R at q = 0. An ultraviolet frequency cutoff Λ is
introduced. It is known that the interaction with the electromagnetic fields leads to not
only mass renormalization of the charge, but also the self-force, given by a third-order time
derivative of the position [31]. Essentially the noise ξ accounts for the effects of the quantum
fluctuations of the environment field. We may define the renormalized mass m = m0 +
e2
3pi2
Λ
in (23) and immediately see that the correction is perturbatively small if the cutoff energy
scale Λ is chosen to be the inverse of the wavepacket width, because typically the width is
much larger than the Compton wavelength of the nonrelativistic particle [33]. Following the
same steps in [32], it is straightforward to obtain the exact reduced density matrix at the
final time tf from Eq. (8),
ρr(q¯f , r¯f , tf ) =
∫
Dξ P [ξ ]
∫
d3q¯i
∫
d3r¯i
(
m
2pi(tf − ti)
)3
(24)
exp
[
i
m
tf − ti (q¯f − q¯i) · (r¯f − r¯i) + i e
∫ tf
ti
dt ˙¯r(t) · ξ(t)
]
× ρe(q¯i, r¯i, ti) ,
11
where r¯(t) = r¯i + (r¯f − r¯i)× (t− ti)/(tf − ti). The velocity dispersion can be then computed
from Eq. (12). Since the canonical momentum operator can be expressed in terms of the
derivatives with respect to the position in the coordinate representation and the noise is the
manifestation of the electromagnetic vector potential, the velocity operator v is given by
v(tf ) = − i
m
∂
∂q¯f
+
e
m
ξ(tf ) . (25)
With the help of (24), the velocity dispersion is given by
〈∆v2i (t)〉tot = 〈∆v2i (t)〉σ + 〈∆v2i (t)〉ξ
=
1
4m2σ20
+
e2
m2
∫ t
ti
du
∫ t
ti
du′
∂
∂u
∂
∂u′
GiiH(0, 0;u, u
′) . (26)
Apparently, the first term comes from the intrinsic quantum mechanical uncertainty of the
particle and the second term is the consequence of the backreaction of the environmental
fields, which can be written simply in terms of the E field correlation function in a gauge
invariant way. It is seen that an extra contribution to the velocity dispersion comes from
the free field fluctuations. However, these field fluctuations might have acquired corrections
from the loop effects of vacuum polarization due to virtual production and annihilation of
electron-positron pairs within the context of QED. In addition, the charge e would have also
been renormalized by the vertex corrections of the loop effects. But presumably these loop
effects should contribute a perturbative correction in the low energy regime. Thus the result
of our approach by treating a nonrelativistic charged particle quantum-mechanically should
give a leading-order result although a complete and systematical treatment on these effects
requires the full QED calculations.
On substituting the expression of GiiH in Eq. (17), the induced velocity dispersion
〈∆v2i (t)〉ξ can be further split into the part due to the zero-point fluctuations of the fields
〈∆v2i (t)〉ξ, 0 and the part from the fluctuations of excited squeezed modes δ〈∆v2i (t)〉ξ,
〈∆v2i (t)〉ξ = 〈∆v2i (t)〉ξ, 0 + δ〈∆v2i (t)〉ξ . (27)
The expression 〈∆v2i (t)〉ξ, 0 is formally divergent and is saturated to a cutoff-dependent
constant as ti → −∞,
〈∆v2i (t)〉ξ, 0 =
e2
m2
1
3pi3
∫ Λ
dω ω
{
1− cos[ω(t− ti)]
}
=
e2Λ2
6pi2m2
{
1 +O
(
Λ−1(t− ti)−1
)}
. (28)
Because we can never turn off the electromagnetic zero-point fluctuations, a free charged
particle is always affected by them. Thus this cutoff-dependent result can be absorbed into
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the intrinsic quantum mechanical uncertainty such that the intrinsic velocity uncertainty
acquires a correction. If we choose the cutoff to be of the order σ−10 , the inverse of the
initial width of the wavepacket, then the renormalized width is given by σ = σ0 − e23pi2 Λ2σ30,
with a perturbatively small correction of the order of the fine structure constant. Similar
cutoff-dependence effects to the corrections of the width are also found in [19].
Hence from hereafter we will identify m and σ as the observed physical mass and width
of the particle state to be determined experimentally. In this article, we consider the term
δ〈∆v2i (t)〉ξ, the modification of the renormalized velocity dispersion due to the excited
squeezed vacuum modes. In a similar idea to the Casimir effect, it is not the effect due
to Minkowski vacuum to be observed, but the effect due to variations of Minkowski vacuum,
given by the change of the states or configurations, to be measured. To be more precise, we
consider that only a finite band of the electromagnetic modes are excited to the squeezed
vacuum states while the rest of the modes remain in their normal vacuum states. Let Ξ
and ∆ be the mean frequency and width of the band, respectively, and suppose the wave
vectors are distributed over small solid angle dΩs about a certain direction. Thus δ〈∆v2i (t)〉ξ
is given by
δ〈∆v2i (t)〉ξ =
e2
m2
A(dΩs)
∫ Ξ+∆/2
Ξ−∆/2
dω 4ω
[
η2 + µη cos(ωt− θ)
]
sin2
ωt
2
.
where the time t0 of turning on the squeezed modes are set to be t0 = 0, and the factor
A(dΩs) describes the angular contribution of excited modes. Let us assume that the squeezed
parameters µ, η and θ barely change with frequency within the band. Carrying out the ω-
integral gives
∫ Ξ+∆/2
Ξ−∆/2
dω ω η
[
η + µ cos(ωt− θ)
]
sin2
ωt
2
=
∆Ξ
4
η
[
2η − µ cos θ
]
+
η
8t2
sin
∆
2
t
[
8η sin Ξt− 8µ sin(Ξt− θ) + 2µ cos ∆
2
t sin(2Ξt− θ)
]
− η
8t
{[
Ξ +
∆
2
] [
µ sin(2Ξt+ ∆t− θ)− 4µ sin(Ξt+ ∆
2
t− θ) + 4η sin(Ξt+ ∆
2
t)
]
−
[
Ξ− ∆
2
] [
µ sin(2Ξt−∆t− θ)− 4µ sin(Ξt− ∆
2
t− θ) + 4η sin(Ξt− ∆
2
t)
]}
.
Except for the expression in the first pair of square brackets, the rest reveal a power-law decay
in time. We find, at asymptotic times the change of the renormalized velocity dispersion is
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dominated by the constant
δ〈∆v2i (t)〉ξ =
e2
m2
A(dΩs) (2Ξ∆)
[
η2 − 1
2
µη cos θ
]
. (29)
The nonstationary component of δ〈∆v2i (t)〉ξ, derived from the corresponding component of
the noise-noise correlation function, exhibits an interesting feature that it may change the
sign with an appropriate choice of squeeze parameters r and θ. The expression in the squared
brackets of Eq. (29) is always greater than η2 − µη/2, which is bounded below,
η2 − 1
2
µη ≥ −2−
√
3
4
> −1
2
. (30)
Thus, the change of the renormalized velocity fluctuations can be negative. In particular, it
implies that this observed velocity dispersion in squeezed vacuum can be reduced to a level
lower than its counterpart in normal vacuum of the electromagnetic fields with the same
frequency band. However, the reduction has a lower bound. Further discussion would be
more transparent if we single out the corresponding velocity dispersion 〈∆v2i (t)〉ξ, 0 due to
normal vacuum. It is given by replacing η2 with 1/2 and µ with 0 respectively in Eq. (29),
〈∆v2i (t)〉ξ, 0 =
e2
m2
A(dΩs) (2 Ξ∆)× 1
2
. (31)
We may then compare the value of δ〈∆v2i (t)〉ξ with 〈∆v2i (t)〉ξ, 0. Let the ratio of δ〈∆v2i (t)〉ξ
to 〈∆v2i (t)〉ξ, 0 define a function R(r, θ),
R(r, θ) = 2η2 − µη cos θ , (32)
whose dependence on the squeeze parameters is shown in Fig. 1. The function R(r, θ) is
negative in the region shaded in darker gray and encircled by the curve R(r, θ) = 0. Three
contours of R(r, θ) with different fixed values of r are highlighted by thick solid curves,
among which the foremost one passes through the minimum of R(r, θ). It is clearly seen
that with larger values of r, the interval of θ where R(r, θ) is negative becomes increasingly
narrower. From Eq. (30), we see that the minimum value of η2 − µη/2 is still greater than
−1/2. This can be understood by the fact that the total velocity dispersion, the sum of Eqs.
(29) and (31), is always positive, as is required by the definition of the velocity dispersion.
More general inequality can be found in Appendix B. Hence, the velocity dispersion can be
maximally reduced by a factor
√
3/2 ∼ 0.866 from its counterpart solely due to the normal
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FIG. 1. The surface plot of R(r, θ).
vacuum fluctuations. The corresponding photon number is n¯ = η2 = (2
√
3 − 3)/6  1,
namely, there is less than one photon in each mode k.
So far we have shown a possible scheme of reducing the velocity dispersion of the charge by
the nonstationary noises, which are manifested from the electromagnetic squeezed vacuum
fluctuations. This is an unusual feature that deserves further discussion. Let us consider
that the charge comes into contact with squeezed vacuum fluctuations at some nonvanishing
value of t0. Eq. (29) then becomes
δ〈∆v2i (t)〉ξ =
e2
m2
A(dΩs) (2 Ξ∆)
[
η2 − 1
2
µη cos(2Ξ t0 − θ)
]
, (33)
and reduction may occur when µη cos(2Ξ t0−θ) > 0. In analogy to the previous arguments,
maximal reduction can be achieved by choosing suitable values of the squeezing parameter.
Nevertheless, as is expected, any uncertainty associated with the initial time t0 may give an
average-out effect to undermine this noise-reduction mechanism. The averaged result over
fairly large uncertainty will instead lead to
δ〈∆v2i (t)〉ξ =
e2
m2
A(dΩs) (2 Ξ∆) η
2 > 0 , (34)
in which the change in the velocity dispersion is solely determined by the amplitude of the
squeezing parameter η, that is, by the number of the photons, n¯ = η2. Thus, roughly
speaking, as long as the uncertainty of the time t0 is limited to a value smaller than the
inverse of central frequency of squeezed light Ξ, noise reduction will be possibly observed.
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The same line of thought on an electromagnetic squeezed vacuum has been applied to
restore coherence in electron interferometry [15]. There, loss of coherence in the electron
interference experiment can be partially restored if the background electromagnetic field
is prepared in its squeezed vacuum state. This requires that electrons should be emitted
at a selected interval within the cycle of the excited modes of the electromagnetic field to
form interference fringe. The effect of recovering coherence between electron partial waves
is constrained by an inequality, and once all electrons are allowed to interfere, decoherence
reappears.
Next, let us reformulate the uncertainty of the initial time, in terms of a switching func-
tion, as a consequence of the finite-time switching-on/off process of interaction between the
charged particle and electromagnetic squeezed modes.
B. finite-time switching process
The finite-time switching effect can be incorporated by introducing an appropriate switch-
ing function. Here a rather general function f with two time scales τ and t, which describe
the switching processes and the measurement duration respectively, are chosen,
f(u) =

eu/τ ; −∞ < u < 0 ,
1 ; 0 < u < t ,
e−(u−t)/τ ; t < u <∞ .
(35)
The sudden switching process in the previous section corresponds to the limit τ → 0. Then
the change in the velocity dispersion for a static charge is described by
δ〈∆v2i (t)〉ξ =
e2
m2
∫ ∞
−∞
du
∫ ∞
−∞
du′ f(u)f(u′)
∂
∂u
∂
∂u′
δGiiH(0, 0;u, u
′) . (36)
We will set t0 = 0 in all subsequent sections. With an aid of Appendix B, an inequality of
the velocity dispersion in terms of this switching function can be found to be
δ〈∆v2i (t)〉ξ ≥ −
e2
m2
A(dΩs)
∫ Ξ+ ∆
2
Ξ−∆
2
dω
ω
2
∫ ∞
−∞
du
∫ ∞
−∞
du′ f(u)f(u′) e−iω(u−u
′)
= − e
2
m2
A(dΩs)
∫ Ξ+ ∆
2
Ξ−∆
2
dω
ω
2
∣∣∣∣∫ ∞−∞du f(u) e−iωu
∣∣∣∣2 . (37)
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It implies a lower bound on the negative value of the modification of the velocity dispersion
of a static charge. The Fourier transform of the switching function in the frequency domain
is ∫ ∞
−∞
du f(u) e−iω u =
1
ω
(
1
i+ ωτ
+
e−iωt
−i+ ωτ
)
. (38)
Then the inequality takes the form
δ〈∆v2i (t)〉ξ ≥ −
e2
m2
A(dΩs)
[
g(τ, t; Ξ +
∆
2
)− g(τ, t; Ξ− ∆
2
)
]
, (39)
where
g(τ, t;ω) =
∫ ω
dω′
2ω′
[
ω′τ cos(ω
′t
2
) + sin(ω
′t
2
)
]2
(1 + ω′2τ 2)2
.
In particular, if the measuring duration t is sufficiently long, we may let t → ∞, and see
that the function g(τ, t;ω) is saturated to the value,
g(τ, t =∞;ω) = 1
2τ 2
ln
[
1 + ω2τ 2
]
.
Thus, the lower bound in Eq. (39) crucially depends on the time scale τ . Two asymptotic
switching processes will be considered. The sudden switching corresponds to τ  1/ω while
the adiabatic switching means τ  1/ω, if the typical frequency of the modes in the band
be ω. Then the quantity g(τ, t =∞;ω) in these limits takes the respective values
g(τ, t =∞;ω) =

ω2
2
+O(τ 2) ; τ  ω−1 ,
ln(ωτ)
τ2
+O(τ−3) ; τ  ω−1 .
(40)
So for an adiabatic switching, (39) approaches zero as
δ〈∆v2i (t)〉ξ ≥ −
e2
m2
A(dΩs)
1
τ 2
ln
[
Ξ− ∆
2
Ξ + ∆
2
]2
. (41)
It means that in such a limit we cannot effectively suppress the velocity dispersion of the
charge in a slow switching process. On the other hand, for a sudden switching, the inequality
gets back to
δ〈∆v2i (∞)〉ξ ≥ −
e2
m2
A(dΩs) Ξ∆ , (42)
consistent with the result in (30) and (31). Thus, in order to have the optimal suppression
on the velocity dispersion of the particle, the charged particle (system) should come into
interaction with the properly chosen quantum states of the environmental field within a
time scale much shorter than any other scale in the problem. A slow switching process will
hinder the effect of noise reduction on the velocity dispersion of the particle.
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C. non-inertial motion of a charge
Now consider the center of the wavepacket undergoes a simple harmonic motion with
angular frequency ω0 in the direction i with V (q) =
1
2
m0ω
2
0q
2
i . The modification of the
velocity dispersion of the charge due to the electromagnetic squeezed vacuum fluctuations
is described by
δ〈∆v2i (t)〉ξ =
e2
m2
∫ t
0
du
∫ t
0
du′ K˙(t− u)K˙(t− u′) δGiiH [q(u),q(u′);u, u′] , (43)
Thus, this kernel function K(τ) serves to dynamically modulate the quantum fluctuations
of the environment fields, and in turn modify its influences on the evolution of the velocity
dispersion along the trajectory of the center of the wavepacket. The time derivative of the
kernel function K˙ [25] is
K˙(τ) = Z e−Γτ cos(Ω τ + δ) , (44)
with the resonance frequency Ω and the decay constant Γ given by [25]
Ω ∼ ω0 + Re Σ(ω0)
2ω0
, Z ∼
[
1− ∂ Re Σ(Ω)
∂Ω2
]−1
,
Γ ∼ Z Im Σ(Ω)
2Ω
, δ ∼ Z ∂ Im Σ(Ω)
∂Ω2
. (45)
Thus, the dissipation backreaction, which is given by the electromagnetic self-force due to
this non-inertial motion, renders the trajectory into underdamped motion. The kernels
Re Σ(ω) and Im Σ(ω) are defined by
Σ˜(s = i ω + 0±) = Re Σ(ω)± i Im Σ(ω) ,
and
Σ˜(s) =
e2
m
s2
{
G˜iiR[q = q
′ = 0; s]− Λ
3pi2
}
,
where the function G˜iiR[q = q
′ = 0; s] is the Laplace transformation of the retarded Green’s
function in the dipole approximation, eik·q ≈ 1. Under this situation, the semiclassical
approximation gives an exact result of the velocity dispersion from the influence of the
environmental fields [30]. The ultraviolet divergence is absorbed by appropriate mass renor-
malization of the particle with the physical mass m given by m = m0 +
e2
3pi2
Λ, in which Λ is
an ultraviolet cutoff frequency. Hence, up to order e2, we obtain [25]
Re Σ(ω) = 0 , Im Σ(ω) =
e2
4pim
sgn(ω)
2ω3
3
, (46)
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and in the weak coupling limit, we have Γ  Ω. Then, Eq. (43) can be further simplified
to,
δ〈∆v2i (t)〉ξ, st =
e2
m2
A(dΩs) η
2
∫ Ξ+∆/2
Ξ−∆/2
dω
ω3
2
∫ t
0
∫ t
0
dτdτ ′ K˙(τ)K˙(τ ′) e−iω(τ−τ
′) + c.c. , (47)
δ〈∆v2i (t)〉ξ, ns =
e2
m2
A(dΩs)µη
∫ Ξ+∆/2
Ξ−∆/2
dω
ω3
2
∫ t
0
∫ t
0
dτdτ ′ K˙(τ)K˙(τ ′) eiθ−iω(2t−τ−τ
′) + c.c. .
(48)
They respectively represent the the stationary and the nonstationary components of the
change in the velocity fluctuations as a consequence that a band of the field modes are excited
to squeezed vacuum states from the corresponding normal vacuum of the electromagnetic
fields.
Here we will consider the narrow band case, ∆  Ξ. The extension of our study to the
broad band case is straightforward if more details about the mode dependence of the squeeze
parameters are known. In principle, since each mode influences the charge’s dynamics inde-
pendently, we may split the broad band into many narrow bands within which the squeeze
parameters are frequency-independent but may take different values. Thus the result of
the broadband case with frequency-dependent squeeze parameters amounts to adding up
effects from all the narrow bands. Hence the narrow band example is simple enough to have
analytical expressions, but sufficiently sophisticated to capture all essences.
We assume that the resonance frequency Ω of the motion lies within the band of the
squeezed vacuum modes. For simplicity, let the mean frequency of the band Ξ coincide with
the resonance frequency Ω, namely Ξ = Ω, and consider the situation that the bandwidth
∆ is much smaller than the mean frequency Ξ. Recall that Γ = (e2/12pim) Ω2, as seen from
Eqs. (45) and (46). Then Γ/Ω ∼ rc × Ω/c, where the classical radius of the charge rc is
defined by rc = e
2/4pim. If we choose the charge as an electron, we have rc ∼ 2.82×10−15 m
and then
Γ
∆
≈ 10−17 ∆
Ω
Ω
106s−1
, (49)
which is an extremely small value for the typical choice of Ω and ∆. Hence, Γ  ∆ is
a plausible assumption. We then assume that Γ  ∆  Ξ = Ω holds for the following
discussion.
Integration over τ and τ ′ variables in Eqs. (47) and (48) is carried out in Appendix C.
When the particle sets into oscillatory motion, we notice that the integrands of the ω-integral
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in Eqs. (C1) and (C2) have a Breit-Wigner feature of the narrow resonance due to weak
coupling. The resonance peaks at frequency Ω and has width max{2pi/t,Γ}. It indicates
that the resonance width decreases with time as t−1 and then approaches to the value Γ as
the motion evolves into the relaxation regime. At early time Ω−1  t  ∆−1, since the
resonance width is of the order t−1, it is greater than the bandwidth of the squeezed vacuum
modes ∆, that is, ∆ t  1. The integrands in Eqs. (C1) and (C2) thus slowly vary inside
the bandwidth, and can be pull out of the ω-integral by substituting ω with Ξ. For narrow
resonance under consideration, the most dominant contributions of the stationary component
come from L1(Ω) and L2(Ω) in Appendix C because the sum of them contains terms of
the form [(ω − Ω)2 + Γ2]−1 around the resonance frequency. Similarly, the nonstationary
component is dominated by the term J1(Ω) since it varies like (ω−Ω)−2 in the neighborhood
of the resonance peak. By combining the stationary and nonstationary components of
δ〈∆v2i (t)〉ξ, we find that, at early time Ω−1  t  ∆−1, the modification of the velocity
dispersion is given by
δ〈∆v2i (t)〉ξ '
e2
m2
A(dΩs)
(
1
4
∆Ω3
)[
η2 + µη cos(2Ωt− θ + 2δ)
]
t2 , (50)
which grows quadratically in time, and depends on the bandwidth of the squeezed vacuum
modes ∆.
As the time progresses to the regime ∆−1  t  Γ−1, the resonance width gradually
decreases to a value about the same order of magnitude as Γ, which is smaller than the
bandwidth ∆. It implies there may exist a transition or crossover of the time dependence
of δ〈∆v2i (t)〉ξ at about t ' ∆−1. In addition, we expect when t  ∆−1, the squeezed
modes may start to evolve out of phase with each other. This may lead to cancelation
between modes in the contributions of the nonstationary component, and may slow down
the growth of the corresponding component of velocity dispersion. Analytically we find that
the stationary component of δ〈∆v2i (t)〉ξ in this time regime, ∆−1  t  Γ−1, increases
linearly in time,
δ〈∆v2i (t)〉ξ, st '
e2
m2
A(dΩs) η
2
(
pi
2
Ω3 t
)
. (51)
Heuristically this evolution behavior can also be obtained from the stationary component
of Eq. (50) by replacing the bandwidth ∆ with the resonance width, which is of order t−1.
This can be understood by the fact that when the bandwidth is wider than the resonance
width, the result of velocity dispersion should not explicitly depend on bandwidth [25]. In
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FIG. 2. The full-time evolution of the change of the velocity dispersion of a wavepacket with
its center undergoing simple harmonic motion in the case Γ  ∆  Ω = Ξ with Γ/Ω = 0.004
and ∆/Ω = 0.015 is drawn. The nonstationary component of δ〈∆v2i (t)〉ξ oscillates rapidly and
then vanishes eventually. The stationary component grows at early time and reaches saturation at
asymptotical times.
contrary, the nonstationary component flattens out, and behaves like
δ〈∆v2i (t)〉ξ, ns '
e2
m2
A(dΩs)µη
(
Ω3
∆
)
cos(2Ω t− θ + 2α) . (52)
It is seen that the growth rate of the envelope of the nonstationary component starts falling
behind that of the stationary component since coherence between the squeezed vacuum
modes is gradually lost. This cancelation effect will be more significant as the evolution
moves into the relaxation regime.
Finally, at much later time, t Γ−1, the nonstationary component falls off with time as
t−1, and vanishes eventually
δ〈∆v2i (t)〉ξ, ns ' −
e2
m2
A(dΩs)µη
(
Ω3
∆2t
)
sin(∆ t) cos(2Ω t− θ + 2α) , (53)
but the stationary component of δ〈∆v2i (t)〉 saturates to a time-independent constant. The
saturated value is given by
δ〈∆v2i (t)〉ξ, st '
e2
m2
A(dΩs) η
2 pi
4
(
Ω3
Γ
)
' η2 3pi
2
2
A(dΩs) ~Ω . (54)
To arrive at Eq. (54), we have again made an substitution of Γ = (e2/12pim) Ω2. Since the
nonstationary component vanishes at asymptotical times, the velocity dispersion can not
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be possibly reduced by manipulating the nonstationary component via squeeze parameters,
and its values is solely determined by the stationary component.
It has be seen that the fluctuation-dissipation relation plays a role in order to dynamically
stabilize the value of the velocity dispersion of the particle in a fluctuating environment. In
particular, when the charged particle undergoes non-inertial motion, it experiences dissipa-
tion backreaction by the electromagnetic self-force, but also its velocity dispersion acquires
an additional contribution from the accompanying field fluctuations. This is again a conse-
quence of the fluctuation-dissipation relation. Thus, it is no surprise that velocity dispersion
is saturated at late times.
The full-time evolution of δ〈∆v2i (t)〉ξ of a particle with the typical choice of the value of
the parameters is shown in Fig. 2. The evolution of δ〈∆v2i (t)〉ξ in the time regime t Γ−1
has been zoomed up. The vertical axis is normalized by the late-time values of the change
of velocity fluctuations δ〈∆v2i (∞)〉ξ. It is seen that the nonstationary component reveals
a much faster oscillatory behavior as compared with the stationary component. The time
scale after which the nonstationary component starts to die out is determined by t ' ∆−1
when the modes inside the band evolve out of coherence. Thus, the nonstationary noise
gives a transient effect on the dynamics of the velocity dispersion, and its effect depends
on the motion of the charged particle. We may further observe that in comparison with
δ〈∆v2i (t)〉ξ, st, the values of δ〈∆v2i (t)〉ξ, ns can be significant only in the much earlier stage of
motion where the evolution time is shorter than the oscillation period t Ω−1.
IV. SUMMARY AND CONCLUSION
The time evolution of the change of the velocity dispersion of a charged particle, coupled
to the squeezed vacuum modes of the electromagnetic field, is studied. We find that for
appropriate choices of the squeeze parameters, the presence of the nonstationary noise may
reduce the renormalized velocity dispersion of the static charge. The maximal reduction in
terms of the effective temperature is
δTeff ∼
√
3
4
(
e2Ξ
mc
)(
∆
Ξ
)
A(dΩs)
~Ξ
kB
∼ 10−10A(dΩs)
(
∆
Ξ
) (
Ξ
1012 s−1
)2
K , (55)
where ~ and c have been put back and kB is the Boltzmann constant. Thus, this temperature
reduction is small when the mean frequency of the squeezed vacuum modes Ξ lies within the
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radio frequency, and the bandwidth ∆ is of the same order as its mean value [34]. A more
precise quantitative evaluation requires quantum electrodynamics and it deserves further
study.
An quantum inequality to constrain negativeness of the change in the velocity dispersion
of the particle is derived by introducing a switching function. This switching function can
describe the time scale on which the system comes into interaction with the environment as
well as the measurement time scale. For large measuring time, it is shown that the lower
bound of the modification of the velocity dispersion can be optimally achieved by a sudden
switching process. On the other hand, reduction of quantum noise from the environment
may not be as effective in a slow switching process.
When the center of the wavepacket undergoes oscillatory motion, we consider the fre-
quency of the charged oscillator lies within the band of the squeezed vacuum modes ∆. We
find that the change in the velocity fluctuations in general grows with time at early moments,
t Γ−1. In this time regime, both the stationary component and the envelope of the non-
stationary component initially increase in a similar fashion, but their evolution behaviors go
through a transition at t ' ∆−1 when the excited squeezed vacuum modes gradually evolve
out of phase with each other. It is shown that after the transition time ∆−1, the station-
ary component does not grow as fast as at earlier time, but the nonstationary component
falls off much more quickly so its envelope flattens out in this time regime. Thus the non-
stationary component has become less significant than the stationary component. At late
time t Γ−1, the nonstationary component vanishes like t−1 but the stationary component
saturates. Therefore, the change in velocity fluctuations will reach a time-independent con-
stant, entirely determined by its stationary component. It also indicates that the squeezed
vacuum fluctuations are not as effective in reducing velocity dispersion of the particle at late
time. The effectiveness thus depends on the state of the motion of the wavepacket. The
corresponding modification in the effective temperature is given by
δTeff ∼ η2 3pi
2
2
A(dΩs)
~Ω
kB
∼ 10−3 n¯ A(dΩs)
(
Ω
106 s−1
)
K . (56)
Compared with the result in Ref. [25] where the normal vacuum states of the electromagnetic
fields are considered, the effective temperature we obtain here is found to depend on not
only the oscillation frequency of motion, but also the mean number of photons n¯ = η2 in
each squeezed vacuum mode. The non-inertial motion of the particle results in dissipation
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backreaction in the form of the electromagnetic self-force, which in turn induces fluctuations
back to the charge and then increase its velocity dispersion. This is a consequence of the
underlying fluctuation-dissipation relation.
In electrodynamics, the dynamics of a charged particle is governed by coupling between
the transverse component of the vector potential and the charged current density. This
interaction, depending on the first-order time derivative of the particle’s position, gives
rise to the electromagnetic self-force, which is a third-order time derivative of the position,
and it results in so-called supraohmic dynamics [35, 36]. This self-force can be argued
to be insignificant in the course of the evolution of a charge in inertial motion [36, 37].
It is in striking contrast to the Brownian motion in an ohmic environment, characterized
by the dissipation backreaction which is the first-order time derivative of the particle’s
position. This dissipative dynamics can be formulated in terms of coordinate coupling of the
particle with the environment [35, 36]. Furthermore stronger dissipation should be expected
to occur in the subohmic case [36]. According to the fluctuation-dissipation relation, the
effect of the fluctuations backreaction from the subohmic environment on the dynamics of
a particle should be rather different. It is then of interest to extend the scope of the current
study to compare the subvacuum effects from a fluctuating subohmic, ohmic, or supraohmic
environments on the particle when the particle undergoes quantum Brownian motion, an
important paradigm of quantum open systems. This work is in progress.
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Appendix A: Outlines of the derivation of Sξ[q
+,q−; ξ]
From Eq. (2) and the definition of the propagating function (3), the reduced density ρr
at time tf is rewritten as
ρr(qf , q˜f , tf ) =
∫ ∞
−∞
d3q1d
3q2
∫ qf
q1
Dq+
∫ q˜f
q2
Dq− ei SCG[q+,q−] ρe(q1,q2, ti) , (A1)
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Here the coarse-grained action SCG is defined by
SCG[q
+,q−] = Se[q+]− Se[q−]− i lnF [j+T, j−T] , (A2)
in which Se[q] is the action corresponding to the Lagrangian (4). The resulting expression
of F [j+, j−] is then obtained in terms of real-time Green’s functions of the vector potentials,
F [j+, j−] = exp{− 1
2~2
∫
d4x
∫
d4x′
[
j+i (x; q
+(t))
〈
A+iT (x)A
+j
T (x
′)
〉
j+j (x
′; q+(t′))
− j+i (x; q+(t))
〈
A+iT (x)A
−j
T (x
′)
〉
j−j (x
′; q−(t′))
− j−i (x; q−(t))
〈
A−iT (x)A
+j
T (x
′)
〉
j+j (x
′; q+(t′))
+ j−i (x; q
−(t))
〈
A−iT (x)A
−j
T (x
′)
〉
j−j (x
′; q−(t′))
]}
, (A3)
The Green’s functions in Eq. (A3) are respectively〈
A+iT (x)A
+j
T (x
′)
〉
=
〈
AiT(x)A
j
T(x
′)
〉
θ(t− t′) + 〈AjT(x′)AiT(x)〉 θ(t′ − t) ,〈
A−iT (x)A
−j
T (x
′)
〉
=
〈
AjT(x
′)AiT(x)
〉
θ(t− t′) + 〈AiT(x)AjT(x′)〉 θ(t′ − t) ,〈
A+iT (x)A
−j
T (x
′)
〉
=
〈
AjT(x
′)AiT(x)
〉 ≡ Tr{ρAT AjT(x′)AiT(x)} ,〈
A−iT (x)A
+j
T (x
′)
〉
=
〈
AiT(x)A
j
T(x
′)
〉 ≡ Tr{ρAT AiT(x)AjT(x′)} .
We rewrite the imaginary part of SCG in terms of probability functional P [ξ] of some stochas-
tic noise ξ,
e− Im{SCG[q+,q−]} =
∫
Dξ P [ξ] exp
[
−i e
∫ tf
ti
dt (q+ − q−)k
(
δkl
d
dt
− ql∇k
)
ξl
]
, (A4)
where
P [ξ(t)] = exp
{
−~
2
∫ ∞
−∞
dt
∫ ∞
−∞
dt′
[
ξi(t)GijH
−1 [q(t),q(t′); t, t′] ξj(t′)
]}
(A5)
and the Hadamard function GijH is defined in (17). From the derivations so far, we may
interpret the stochastic noise ξ as manifestation of quantum fluctuations of the environmental
field. Hereafter it is convenient to introduce the stochastic coarse-grained effective action Sξ
by
Sξ[q
+,q−; ξ] = Re
{
SCG[q
+,q−]
}− e ∫ tf
ti
dt (q+ − q−)k
(
δkl
d
dt
− ql∇k
)
ξl . (A6)
The reduced density (A1) then becomes
ρr(qf , q˜f , tf ) =
∫ ∞
−∞
d3q1 d
3q2
∫ qf
q1
Dq+
∫ q˜f
q2
Dq−
∫
Dξ P [ξ] ei Sξ[q+,q−;ξ]ρe(q1,q2, ti)
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=∫
Dξ P [ξ] ρr(qf , q˜f , tf ; ξ) , (A7)
in which ρr(qf , q˜f , tf ; ξ) is a reduced density of the particle under the influence of some
realization of environmental stochastic noise ξ,
ρr(qf , q˜f , tf ; ξ) =
∫ ∞
−∞
d3q1 d
3q2
∫ qf
q1
Dq+
∫ q˜f
q2
Dq− ei Sξ[q+,q−;ξ]ρe(q1,q2, ti) . (A8)
Appendix B: Derivation of Eq. (37)
We first observe that given a Hermitian operator [6]
O(x) =
∑
λ
{
aλ hλ(x) + a
†
λ hλ(x)
}
,
for some well-behaved scalar function hλ(x), the expectation value 〈O†O〉 is always greater
than or equal to zero for any state. The label λ denotes some quantum number no matter
discrete or continuous. The operators aλ and a
†
λ are annihilation and creation operators,
satisfying [aλ, a
†
λ′ ] = δλλ′ and zero otherwise. The consequence of positivity of 〈O†O〉,
〈O†O〉 =
∑
λλ′
{
〈aλaλ′〉hλhλ′ + 〈aλa†λ′〉hλh∗λ′ + 〈a†λaλ′〉h∗λhλ′ + 〈a†λa†λ′〉h∗λh∗λ′
}
=
∑
λλ′
{
〈aλaλ′〉hλhλ′ + 〈a†λ′aλ〉hλh∗λ′ + 〈a†λaλ′〉h∗λhλ′ + 〈a†λa†λ′〉h∗λh∗λ′
}
+
∑
λλ′
[aλ, a
†
λ′ ]hλh
∗
λ′
=
∑
λλ′
{
〈aλaλ′〉hλhλ′ + 〈a†λ′aλ〉hλh∗λ′ + 〈a†λaλ′〉h∗λhλ′ + 〈a†λa†λ′〉h∗λh∗λ′
}
+
∑
λ
hλh
∗
λ ≥ 0 ,
implies∑
λλ′
{
〈aλaλ′〉hλhλ′ + 〈a†λ′aλ〉hλh∗λ′ + 〈a†λaλ′〉h∗λhλ′ + 〈a†λa†λ′〉h∗λh∗λ′
}
≥ −
∑
λ
hλh
∗
λ . (B1)
Therefore, in the context of velocity dispersion of a static charge in the dipole approximation,
we have the scalar function hk equivalently given by
hk =
∫
du
e
m
√
1
2ω
f(u) e−iωu
with ω = |k|, such that the velocity dispersion takes the form
〈∆v2i (t)〉ξ =
1
2
∫
d3k
(2pi)
3
2
∫
d3k′
(2pi)
3
2
{
〈akak′〉hkhk′+〈aka†k′〉hkh∗k′+〈a†kak′〉h∗khk′+〈a†ka†k′〉h∗kh∗k′
}
+c.c. ,
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and the corresponding renormalized velocity dispersion δ〈∆v2i (t)〉 is given by
δ〈∆v2i (t)〉ξ =
∫
d3k
(2pi)
3
2
∫
d3k′
(2pi)
3
2
{
〈akak′〉hkhk′ + 〈a†k′ak〉hkh∗k′ + 〈a†kak′〉h∗khk′ + 〈a†ka†k′〉h∗kh∗k′
}
≥ −
∫
d3k
(2pi)3
hkh
∗
k . (B2)
Appendix C: Evaluation of Eqs. (47) and (48)
Here we preform integration over τ and τ ′ variables in Eqs. (47) and (48) which respec-
tively give rise to the expressions for the stationary component of the change in velocity
fluctuations
δ〈∆v2i (t)〉ξ, st = Z2
e2
m2
A(dΩs) η
2
∫ Ξ+∆/2
Ξ−∆/2
dω
ω3
4
{L1(ω) + L2(ω) + L3(ω) + L4(ω)} , (C1)
where
L1(ω) =
1
2Γ(Ω + iΓ)(ω − Ω− iΓ)
×
[
−i
(
Ω + iΓ
)(
1 + e−2Γt − e−Γt+iωt−iΩt − e−Γt−iωt+iΩt
)
+ e+2iδ Γ
(
1− e−Γt−iωt+iΩt − e−Γt+iωt+iΩt + e−2Γt+i2Ωt
)]
,
L2(ω) =
1
2Γ(Ω− iΓ)(ω − Ω + iΓ)
×
[
+i
(
Ω− iΓ
)(
1 + e−2Γt − e−Γt+iωt−iΩt − e−Γt−iωt+iΩt
)
+ e−2iδ Γ
(
1− e−Γt+iωt−iΩt − e−Γt−iωt−iΩt + e−2Γt−i2Ωt
)]
,
L3(ω) =
1
2Γ(Ω + iΓ)(ω + Ω + iΓ)
×
[
+i
(
Ω + iΓ
)(
1 + e−2Γt − e−Γt−iωt−iΩt − e−Γt+iωt+iΩt
)
− e+2iδ Γ
(
1− e−Γt−iωt+iΩt − e−Γt+iωt+iΩt + e−2Γt+i2Ωt
)]
,
L4(ω) =
1
2Γ(Ω− iΓ)(ω + Ω− iΓ)
×
[
−i
(
Ω− iΓ
)(
1 + e−2Γt − e−Γt−iωt−iΩt − e−Γt+iωt+iΩt
)
− e−2iδ Γ
(
1− e−Γt+iωt−iΩt − e−Γt−iωt−iΩt + e−2Γt−i2Ωt
)]
,
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and for the nonstationary component
δ〈∆v2i (t)〉ξ, ns = Z2
e2
m2
A(dΩs)µη
∫ Ξ+∆/2
Ξ−∆/2
dω
ω3
4
{J1(ω) + J2(ω) + J3(ω)} , (C2)
where
J1(ω) = e
−2iδ
[
− e
−2iωt+iθ
2(ω + iΓ− Ω)2 +
e−Γt−iωt−iΩt+iθ
(ω + iΓ− Ω)2 −
e−2Γt−2iΩt+iθ
2(ω + iΓ− Ω)2
]
+ e2iδ
[
− e
2iωt−iθ
2(ω − iΓ− Ω)2 +
e−Γt+iωt+iΩt−iθ
(ω − iΓ− Ω)2 −
e−2Γt+2iΩt−iθ
2(ω − iΓ− Ω)2
]
,
J2(ω) =
[
− e
−2Γt−iθ
(ω − iΓ)2 − Ω2 −
e2iωt−iθ
(ω − iΓ)2 − Ω2 +
e−Γt+iωt−iΩt−iθ
(ω − iΓ)2 − Ω2 +
e−Γt+iωt+iΩt−iθ
(ω − iΓ)2 − Ω2
− e
−2Γt+iθ
(ω + iΓ)2 − Ω2 −
e−2iωt+iθ
(ω + iΓ)2 − Ω2 +
e−Γt−iωt−iΩt+iθ
(ω + iΓ)2 − Ω2 +
e−Γt−iωt+iΩt+iθ
(ω + iΓ)2 − Ω2
]
,
J3(ω) = e
−2iδ
[
− e
2iωt−iθ
2(ω − iΓ + Ω)2 +
e−Γt+iωt−iΩt−iθ
(ω − iΓ + Ω)2 −
e−2Γt−2iΩt−iθ
2(ω − iΓ + Ω)2
]
+ e2iδ
[
− e
−2iωt+iθ
2(ω + iΓ + Ω)2
+
e−Γt−iωt+iΩt+iθ
(ω + iΓ + Ω)2
− e
−2Γt+2iΩt+iθ
2(ω + iΓ + Ω)2
]
.
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