Face-selective neurons are observed in the primate visual pathway and are considered the basis of facial 12 recognition in the brain. However, it is debated whether this neuronal selectivity can arise spontaneously, 13 or requires training from visual experience. Here, we show that face-selective neurons arise 14 spontaneously in random feedforward networks in the absence of learning. Using biologically inspired 15 deep neural networks, we found that face-selective neurons arise under three different network conditions: 16 one trained using non-face natural images, one randomized after being trained, and one never trained. 17 We confirmed that spontaneously emerged face-selective neurons show the biological view-point-18 invariant characteristics observed in monkeys. Such neurons suddenly vanished when feedforward 19 weight variation declined to a certain level. Our results suggest that innate face-selectivity originates from 20 statistical variation of the feedforward projections in hierarchical neural networks.
Introduction
we defined the selectivity index as the probability that a neuron generates a maximum response to the 86 preferred class of images 32 (see Methods for details). Face-selective neurons showed very sharp tuning 87 to face images such that their average selectivity index was significantly higher than that of a control 88 obtained from shuffled responses, and even slightly higher than that of neurons tuned to the trained 89 classes (Fig. 1F , ***p < 0.001, face class: 0.36 ± 0.16, non-face class average: 0.30 ± 0.08, response of 90 neurons shuffled: 0.04 ± 0.02, Mann-Whitney U test) . 91 Next, we tested whether the selective response of these neurons could provide sufficient 92 information for successful performance in a face classification task (Fig. 1G) . In this task, face (N = 60) 93 or non-face (N = 60) images were randomly presented to the network, and the observed neuronal 94 response of the final layer was used to train a support vector machine (SVM) to classify whether the 95 given image was a face or not (see Methods for details). We confirmed that the network successfully 96 performed the task from the activity of face-selective neurons. The measured correct performance rate 97 of the network was found to be 0.98 ± 0.02 (for N = 60 test images). This is significantly higher than with 98 the control of which the responses of the neurons were shuffled across two presented images (0.53±0.07, 99 Fig. 1H , ***p < 0.001, Mann-Whitney U test). This result implies that the face-selective neurons that 100 spontaneously emerged in the AlexNet trained to non-face natural images can provide the network with 101 the capability to distinguish a face.
To characterize qualitatively the response of these face-selective neurons, we reconstructed the 118 preferred feature images of individual neurons using the reverse correlation method ( Fig. 2E ). For this, 119 we presented 1,600 natural images including face and 15 non-face classes to the permuted network, and 120 then selected images that induced a response above the mean response of all neurons to all images 121 (See Methods). By adding supra-threshold images weighted by corresponding neural response, we 122 obtained preferred feature images of three different neuron groups: (1) face-selective neurons, (2) 123 neurons selective for non-face objects, (3) neurons with no selectivity. In face-selective neurons, face-124 like shapes including components such as eyes, nose, and mouth were observed in preferred feature 125 images ( Fig. 2F) . In some cases of neurons responsive to non-face objects, partial silhouettes such as 126 a part of car were observed, but not clearly visible as in case of face. No noticeable shape was detected 127 in neurons with no selectivity, as expected. Furthermore, we confirmed that face-like shapes in the 128 preferred feature image of face-selective neurons were more clearly noticeable in neurons of higher 129 selectivity index ( Fig. 2G) . 130 To test whether face-selective neurons that spontaneously emerged in the untrained network 131 could also enable the network to classify face images among other objects, we repeated the face 132 classification task with a support vector machine (SVM) by changing the number of face-selective 133 neurons used for SVM. We first found that the SVM trained only with face-selective neurons (Nface = 1,601) 134 showed performance comparable with that using all neurons (Nall = 43, 264) in the final layer ( Fig. 2H , 135 Face-neurons: 0.98 ± 0.02, All neurons: 0.99 ± 0.01). This implies that face-selective neurons can provide 136 the network with the capability to distinguish a face. To confirm further that the response of face-selective 137 neurons enabled this result, we compared the classification performance of an SVM using the same 138 number (N = 1,601) of randomly sampled neurons with no class-selectivity. We confirmed that the SVM 139 trained with only face-selective neurons shows noticeably better performance than that with neurons 140 without class-selectivity, as the number of neurons used in each condition was varied from N = 2 (0.1% 141 of the total face-selective neurons) to N = 1,601 (100%) (*p < 0.05, Kolmogorov-Smirnov test). This result 142 implies that the tuned activity of face-selective neurons can induce innate face recognition. In previous reports from the fMRI study on monkeys, it was observed that the face-selective neurons in 146 the inferior temporal cortex (IT) show responses invariant to diverse angles of the face images, a 147 condition called view-point invariance 6 (Fig. 3A) . It was also observed that neurons show an increasing 148 trend of invariance from middle lateral (ML) to anterior medial (AM) IT, as it goes to the higher hierarchy 149 in IT (Fig. 3B) . In subsequent analysis, we found that the face-selective neurons that spontaneously emerged in our untrained networks, reproduced view-point invariant profiles, consistent with that 151 observed in biological data 6 .
152
To investigate the view-point invariant characteristic of face-selective neurons, we measured the 153 response of the permuted AlexNet while artificially generated face images (FaceGen Modeler software, 154 singular inversions) from different angles were provided to the network ( Fig. 3C, Supplementary Fig.   155 S2, see Methods for details). We found that view-point invariant responses of face-selective neurons 156 were observed, and that their level of invariance was increased along the network hierarchy in the 157 permuted AlexNet, similar to that in monkey IT (Fig. 3D) . To quantify these invariant characteristics, we 158 introduced an invariance index of neurons, defined as the inverse of the response variance across 159 different view angles. As a result, we found that higher layers (conv4 and 5) show relatively higher 160 invariance than that in lower layers (conv3), consistent with observed monkey data 6 ( Fig. 3E , ***p < 0.001,
161
Mann-Whitney U test). In addition, the number of view-point invariant neurons increased in higher layers 162 in the network hierarchy, also similar to the condition observed in monkeys 6 ( Fig. 3F , ***p < 0.001, Mann-163 Whitney U test). These findings show that face-selective neurons spontaneously generated in untrained 164 networks have biologically realistic characteristics similar to those observed in monkey IT, not only in 165 single cells but also at population and inter-layer levels.
166
To examine the origin of such invariant characteristics, we examined the receptive fields of face-167 selective neurons, further considering the location and size of receptive fields in each layer. We 168 backtracked the convolutional feedforward inputs and calculated the correspondent receptive fields of 169 each neuron (Fig. 3G, top) . As a result, we found that face-selective neurons in the lower layers detect 170 only local compartments of a face, such as eyes, nose, and mouth, the shape of which sensitively varies 171 by face angle. On the other hand, neurons in higher layers were observed to integrate local components 172 and detect the features of the whole face, the profile of which is more consistent with variation of face 173 angle (Fig. 3G, bottom) . These results are consistent with the observed view-specific characteristics of 174 neurons in the lower layers and the view-invariant characteristics of neurons in the higher layers. To examine the origin of face-selectivity in untrained neural networks, we implemented a randomly 178 initialized network (randomized AlexNet) where values in each weight kernel were randomly drawn from 179 a Gaussian distribution that fit the weight distribution of the pre-trained state (Fig. 4A) . Here, the variation 180 of weights in the feedforward kernels could be controlled by modulating the width of the Gaussian ( , a 181 standard deviation of the weight distribution). Using this network, we investigated whether face-selective 182 neurons could spontaneously arise from the weight variation of random feedforward networks. 183 First, we found that face-selective neurons are also observed in the randomized AlexNet with 184 weight variation equivalent to pre-trained conditions (Fig. 4B, face) . Furthermore, the observed neurons 185 showed face-selective tuning such that the average selectivity index was significantly higher than that of 186 the control as measured from the shuffled response ( Fig. 4C , ***p < 0.001, Mann-Whitney U test). Similar 187 to this face tuning, we also found that neurons spontaneously tuned to other non-face classes in this 188 randomized AlexNet (Fig. 4C, non-face) . However, the number of neurons responsive to non-face objects 189 was significantly smaller than that of neurons responsive to face objects (Fig. 4B , ***p < 0.001, Whitney U test) and the average selectivity index of neurons responsive to non-face class was lower than 191 that of face-selective neurons (Fig. 4C , ***p < 0.001, Mann-Whitney U test). These results imply that 192 tuning for other non-face objects is not as strong as face-tuning at the population level.
193
Next, to test whether these spontaneous face-selective neurons enable classification of face 194 images among other objects, we examined the SVM performance for face classification using the 195 responses from the randomized AlexNet. We found that the SVM trained only with face-selective neurons 196 shows performance comparable with that from using entire neurons in the final layer (face neurons only: 197 0.98 ± 0.02, All neurons: 0.99 ± 0.01). Furthermore, we confirmed that the SVM trained with face-selective 198 neurons shows noticeably higher performance than that with neurons with no selectivity (Fig. 4D, * Next, to investigate whether face-selectivity originated from a simple statistical variation of 201 random feedforward projection, we reduced the weight variations of each kernel and examined changes 202 in the face-selectivity of the neurons. We found that face-selective neurons respond less selectively to 203 faces as the weight variation decreases (Fig. 4E) . In addition, the face-like shapes of the preferred feature 204 images in face-selective neurons were disrupted as the weight variation decreased (Fig. 4F) . When the 205 weight variation decreased to 53% of the original value, most neurons suddenly lost their face-selectivity 206 ( Fig. 4G ; R 2 of fit for the sigmoid function = 0.95; p < 10 -4 ). Similarly, the number of face-selective neurons 207 and the performance for the face classification task abruptly decreases when the weight variation is 208 reduced to 53% of that in the pre-trained network ( Fig. 4H and 4I ; R 2 of fit for the sigmoid function = 0.96 209 and 0.98; p < 10 -4 respectively). These results suggest that innate face-selective neurons can develop with the mathematical notion that a combination of convolutional and pooling architecture could develop 235 spatial frequency selectivity and translation invariance 38 . Overall, these results suggest that the initial 236 structure of random networks might play important roles in visual feature extraction before the training 237 process. It might even suggest that complex feature selectivity, such as face selectivity, might arise 238 innately from the structure of the random feedforward circuitry.
239
It must be noted that the current results do not necessarily mean that spontaneous face-240 selectivity is the tuning observed in adult animals. There is plenty of evidence that the higher areas of the 241 visual cortex are immature in the early development stage and that its functional circuit is modulated by 242 visual experience [39] [40] [41] [42] . There is also strong evidence that the IT region, where the face-selective neurons 
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In summary, we conclude that innate face-selectivity of neurons can spontaneously arise in a 255 completely untrained neural network, solely from the statistical variance of feedforward projections. This 256 finding suggests that various innate functions in the brain might originate from the organization of random 257 initial wirings of the neural circuits, and provides new insight into the origin of innate cognitive functions.
258

Analysis of responses of the network neurons 290
The responses of the network neurons in the fifth convolutional layer were examined. Base on a previous 291 study 26 , the face-selective neurons were defined as neurons that had significantly higher mean response 292 to the face images than to the images of any non-face classes (p < 0.01, Mann-Whitney U test). To find 293 non-face-class selective neurons, the same process was applied by replacing the face class with another 294 one. To quantify the degree of tuning, a selectivity index of a single neuron to a preferred class was Face vs non-face classification task for the network 311 A face vs non-face classification task was set to investigate whether face-selective neurons could perform 312 basic face perception. To answer the question, an SVM was trained with network responses to images 313 and predicted whether a class of unseen images was of face or not. the receptive field of other class selective or non-selective neurons, the same process was applied by 330 replacing the targeted neuron. 
