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Abstract
We study representations of a Leavitt path algebra L of a finitely sep-
arated digraph Γ over a field. We show that the category of L-modules
is equivalent to a full subcategory of quiver representations. When Γ
is a (non-separated) row-finite digraph we determine all possible finite
dimensional quotients of L after giving a necessary and sufficient graph
theoretic criterion for the existence of a nonzero finite dimensional quo-
tient. This criterion is also equivalent to L having UGN (Unbounded
Generating Number). We also realize the category of L-modules as a re-
tract, hence a quotient by an explicit Serre subcategory of the category of
quiver representations (that is, FΓ-modules) via a new colimit model for
M ⊗FΓ L.
Keywords : Leavitt path algebra, quiver representation, nonstable K-
theory, dimension function, Serre subcategory, quotient category.
1 Introduction
Our aim is to understand the representations (equivalently the module category)
of the Leavitt path algebra L(Γ) of a di(rected )graph Γ from the viewpoint of
quiver representations: The category of L(Γ)-modules is equivalent to a full
subcategory of quiver representations of Γ satisfying a natural isomorphism
condition (Proposition 3.2). In particular, we give a necessary and sufficient
condition for the existence of a (nonzero) finite dimensional quotient (Corollary
3.9) and determine all finite dimensional quotients of L(Γ) (Theorem 6.2). The
category of all (not just finite dimensional) L(Γ)-modules is in fact a retract
(hence a quotient) of the category of quiver representations (Theorem 7.10).
Even though we work with finitely separated digraphs and non-separated
row-finite digraphs, to keep the discussion less technical we will restrict atten-
tion to non-separated finite digraphs in this introduction. Before describing the
contents of each section below we provide some context, background and moti-
vation.
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Leavitt [25] defined L(1, n) as the F-algebra generated by X0, X1, · · · , Xn−1,
Y0, Y1, · · · , Yn−1 subject to the relations YiXj = δij for 0 ≤ i, j < n and
X0Y0+X1Y1+ · · ·+Xn−1Yn−1 = 1. He proved that L(1, n) is a simple algebra
and L(1, n) ∼= L(1, n)n but L(1, n) ≇ L(1, n)j for j = 2, · · · , n− 1. The algebra
L(1, n) is the Leavitt path algebra of Rn, the rose with n petals:
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The Leavitt path algebra L(Γ) of a di(rected )graph Γ was defined (many
decades after Leavitt’s seminal work, via a detour through functional analysis)
by Abrams, Aranda Pino [3] and by Ara, Moreno, Pardo [15] (independently
and essentially simultaneously) as an algebraic analog of a graph C∗-algebra. It
is a universal (Cohn) localization of the path algebra FΓ of the digraph Γ [13,
Corollary 4.2]. The excellent survey [1] is the definitive reference for the history
and development of Leavitt path algebras. We will give the precise definition of
L(Γ) in the next section.
A major theme in the theory of Leavitt path algebras is to establish a dic-
tionary between the graph theoretic properties of Γ and the algebraic structure
of L(Γ) (see [1], [2] and their references). In particular, in strictly ascending
order of generality, for a finite digraph Γ it is known that:
(i) L(Γ) has DCC (Descending Chain Condition) on right (or left) ideals [4,
Theorem 2.6] if and only if Γ is acyclic (that is, Γ has no directed cycles)
if and only if L(Γ) is von Neuman regular [10, Theorem 1] if and only if
L(Γ) is finite dimensional if and only if L(Γ) is isomorphic to a direct sum
of matrix algebras (over the ground field F) [5, Corollaries 3.6 and 3.7].
(ii) L(Γ) has ACC (Ascending Chain Condition) on right (or left) ideals [4,
Theorem 3.8] if and only if the cycles of Γ have no exits if and only if L(Γ)
is locally finite dimensional (i.e., a graded algebra with each homogeneous
summand being finite dimensional) if and only if L(Γ) is a principal ideal
ring [8, Proposition 17] in which case L(Γ) is isomorphic to a direct sum of
matrix algebras over F and/or matrix algebras over F[x, x−1] (the Laurent
polynomial algebra) [6, Theorems 3.8 and 3.10].
(iii) L(Γ) has finite GK (Gelfand-Kirillov) dimension, equivalently L(Γ) has
polynomial growth if and only if the cycles in Γ are mutually disjoint [11,
Theorem 5] if and only if all simple L(Γ)-modules are finitely presented
[16, Theorem 4.5].
In fact (i) and (ii) are special cases of (iii): Γ is acyclic if and only if the
GK dimension of L(Γ) is 0. The digraph Γ has a cycle but the cycles of
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Γ have no exits if and only if the GK dimension of L(Γ) is 1. The first
instance of L(Γ) with GK dimension > 1 is given by the Toeplitz digraph
Γ : •

−→ • ([21], [12], see Example 5.6 below).
We can add the following to this list:
(iv) L(Γ) has a nonzero finite dimensional quotient if and only if Γ has a sink
or a cycle such that there is no path from any other cycle to it (Theorem
6.5) if and only if L(Γ) has UGN (Unbounded Generating Number) [9,
Theorem 3.16] if and only if L(Γ)⊕L(Γ) is not a quotient of L(Γ) (Corol-
lary 6.6).
Our Corollary 6.8 states: If L(Γ) has finite Gelfand-Kirillov dimension
then L(Γ) has a nonzero finite dimensional quotient and if L(Γ) has a
nonzero finite dimensional quotient then L(Γ) has IBN. Neither of these
implications is reversible.
Here is a summary of the contents of the rest of this paper: We review the
relevant definitions and basic facts in the next section. In section 3, we work
in the category of unital modules over the Leavitt path algebra of a finitely
separated digraph Γ. After observing that this category is equivalent to a sub-
category of the category of quiver representations of Γ (Proposition 3.2) we
illustrate this point of view with several propositions and examples in sections
3 and 5, providing new proofs of slight extensions of some basic results. (Such
as Propositions 3.4 and 3.7 below.) Also, in Example 5.6 we give a short proof
of the non-splitting theorem in [12].
In section 3 we also give a necessary and sufficient criterion for the exis-
tence of a nonzero finite dimensional quotient in terms of dimension functions
(Corollary 3.9). While this criterion is still difficult to check in the generality of
separated digraphs, in the non-separated case it is equivalent to the existence of
a sink or a cycle to which only finitely many vertices can connect but no other
cycle.
In section 4 we collect a few definitions and facts needed later. We also
reinterpret the criterion for the existence of a nonzero finite dimensional repre-
sentation in terms of the nonstable K-theory of the Leavitt path algebra.
From section 5 on we focus on non-separated digraphs. Now finitely sep-
arated is the same as row-finite, that is, no vertex may emit infinitely many
arrows. We give an explicit graded projective resolution of L(Γ) as an FΓ-
module in Fact 5.2. The rest of this section is mostly about slight extensions of
important examples of L(Γ)-modules and their properties considered from our
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viewpoint.
In section 6 we determine all possible finite dimensional quotients of L(Γ)
for a row-finite digraph Γ: Any finite dimensional quotient of L(Γ) is isomorphic
to ⊕Mnk(Bk) where the sum is over maximal sinks and maximal cycles with
finitely many predecessors in Γ and nk is the number of paths in Γ terminating
at the relevant sink or at a chosen vertex on the relevant cycle. The cyclic alge-
bra Bk is F[x]/(Pk(x)) with Pk(0) = 1. If k corresponds to a sink then Bk = F if
this sink is in the support of M , otherwise Bk = 0 (Theorem 6.2). Theorem 6.5
states that L(Γ) has a nonzero finite dimensional quotient if and only if Γ has
a maximal sink or a maximal cycle. This criterion (for a finite Γ) is equivalent
to the one given in [9, Theorem 3.16] for L(Γ) to have UGN. In Corollary 6.6
we give a short proof of a generalization: For a Leavitt path algebra not having
UGN is equivalent to L(Γ)⊕ L(Γ) being a quotient of L(Γ) (Corollary 6.6).
Section 7 is about the relationship of the module categories MFΓ and ML(Γ)
of the path algebra FΓ and the Leavitt path algebra L(Γ). We know from
Proposition 3.2 that ML(Γ) is (essentially) a full subcategory of MFΓ. In fact
L(Γ) is a retract (or a summand) ofMFΓ via the functor ⊗FΓL(Γ) by Theorem
3.3. We can also realize ML(Γ) as a localization/quotient of MFΓ. We identify
the relevant Serre subcategory M̂Γ and show that MFΓ/M̂Γ is equivalent to
ML(Γ). The proof uses a new realization of M ⊗ L(Γ) as a direct limit. The
fact that L(Γ) is a flat FΓ-module is also relevant. This was proven in [13] for
a finite Γ, we give a short proof using the direct limit model for M ⊗ L(Γ) in
Lemma 7.3.
2 Preliminaries
A di(rected )graph Γ is a four-tuple (V,E, s, t) where V is the set of vertices, E is
the set of arrows, s and t : E −→ V are the source and the target functions. The
digraph Γ is finite if E and V are both finite. Γ is row-finite if s−1(v) is finite
for all v in V . Given V ′ ⊆ V the induced subgraph on V ′ is Γ′ := (V ′, E′, s′, t′)
with E′ := s−1(V ′) ∩ t−1(V ′) ; s′ := s|E′ ; t′ := t|E′ . A subgraph is full if it is
the induced subgraph on its vertices.
A vertex v in V is a sink if s−1(v) = ∅; it is a source if t−1(v) = ∅. An
isolated vertex is both a source and a sink. If t(e) = s(e) then e is a loop.
A path of length n > 0 is a sequence p = e1 . . . en such that t(ei) = s(ei+1)
for i = 1, . . . , n − 1. The source of p is s(p) := s(e1) and the target of p is
t(p) := t(en). A path p of length 0 consists of a single vertex v where s(p) := v
and t(p) := v. We will denote the length of p by l(p). A path C = e1e2 · · · en
with n > 0 is a cycle if s(C) = t(C) and s(ei) 6= s(ej) for i 6= j. An arrow e ∈ E
is an exit of the cycle C = e1e2 · · · en if there is an i such that s(e) = s(ei) but
e 6= ei. The digraph Γ is acyclic if it has no cycles. An infinite path is an infinite
sequence of arrows e1e2e3 · · · such that t(ek) = s(ek+1) for k = 1, 2, 3, · · · .
4
Remark 2.1 A digraph is also called an ”oriented graph” in graph theory, a
”diagram” in topology and category theory, a ”quiver” in representation theory,
usually just a ”graph” in C∗-algebras and Leavitt path algebras. The notation
above for a digraph is standard in graph theory. However Q = (Q0, Q1, s, t) is
more common in quiver representations while E = (E0, E1, s, r) is mostly used
in graph C∗-algebras and in Leavitt path algebras. We prefer the graph theory
notation which involves two more letters but no subscripts or superscripts. As
in quiver representations we view Γ as a small category, so ”arrow” is preferable
to ”edge”, similarly for ”target” versus ”range”.
There is a preorder defined on the set of sinks and cycles in Γ: we say that
a cycle C connects to a sink w denoted by C ❀ w if there is a path from C
to w. Similarly C ❀ D if there is a path from the cycle C to the cycle D. This
is a partial order if and only if the cycles in Γ are mutually disjoint. A cycle
is minimal with respect to ❀ if and only if it has no exit (sinks are always
minimal). A cycle C is maximal if no other cycle connects to C (in particular,
a maximal cycle is disjoint from all other cycles). A sink w is maximal if there
is no cycle C which connects to w.
Given a digraph Γ, the extended digraph of Γ is Γ˜ := (V,E ⊔ E∗, s, t) where
E∗ := {e∗ | e ∈ E} and the functions s and t are extended as s(e∗) :=
t(e), t(e∗) := s(e) for all e ∈ E. Thus the dual arrow e∗ has the opposite
orientation of e. We want to extend ∗ to an operator defined on all paths of
Γ˜: Let v∗ := v for all v in V , (e∗)∗ := e for all e in E and p∗ := e∗n . . . e
∗
1 for
a path p = e1 . . . en with e1, . . . , en in E ⊔ E∗. In particular ∗ is an involution,
i.e., ∗∗ = id.
A separated digraph is a pair (Γ,Π) where Γ = (V,E, s, t) is a digraph and
Π is a partition of E finer than
{
s−1(v) : v ∈ V with s−1(v) 6= ∅
}
. That is, if
e and f are in X ∈ Π then s(e) = s(f). Hence the induced source function
s : Π −→ V is well-defined. We will also denote by X the function E → Π
assigning to each arrow e the unique part X ∈ Π containing e.
If Γ′ = (V ′, E′) is a subgraph of the separated digraph Γ then Γ′ is also a
separated digraph with the separation Π′ := {X ∩ E′ | X ∈ Π , X ∩ E′ 6= ∅}.
A separated digraph is finitely separated if X is finite for all X in Π. Clearly,
a subgraph of a finitely separated digraph is also finitely separated. For a non-
separated digraph finitely separated is the same as row-finite, that is, s−1(v) is
finite for every vertex v.
The Leavitt path algebra of a separated digraph (Γ,Π) with coefficients in the
field F, as defined in [14], is the F-algebra LF(Γ,Π) generated by V ⊔ E ⊔ E∗
satisfying:
(V) vw = δv,wv for all v, w ∈ V,
(E) s(e)e = e = et(e) for all e ∈ E ⊔ E∗,
(SCK1) e∗f = δe,f t(e) for all e, f ∈ X and all X ∈ Π,
(SCK2) s(X) =
∑
e∈X ee
∗ for every finite X ∈ Π.
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We will usually suppress the subscript F when we denote our algebras. When
Γ or Π are clear from the context we may also omit these from our notation.
We will also abbreviate s(e), t(e) and s(X) etc., as se, te and sX to reduce
notational clutter.
The relations (V) simply state that the vertices are mutually orthogonal
idempotents. If we only impose the relations (V) and (E) then we obtain FΓ˜,
the path (or quiver) algebra of the extended digraph Γ˜ : The paths in Γ˜ form a
vector space basis of FΓ˜, the product pq of two paths p and q is their concate-
nation if tp = sq and 0 otherwise. We get the Cohn path algebra C(Γ,Π) of the
separated digraph (Γ,Π) when we impose the relations (SCK1) in addition to
(V) and (E). Hence L(Γ,Π) is a quotient of C(Γ,Π), which is a quotient of FΓ˜.
The abbreviation SCK stands for Separated Cuntz-Krieger.
Note that LF(Γ) is not a quotient of the polynomial algebra in the non-
commuting variables V ⊔ E ⊔ E∗ because we need to consider the algebra of
polynomials without a constant term. In particular, when Γ is a single vertex v
with no arrows then LF(Γ) = Fv ∼= F not F⊕Fv (Similarly for the path algebra
and also for the Cohn path algebra).
The algebras FΓ, FΓ˜, C(Γ,Π) and L(Γ,Π) have 1 if and only if V is finite,
in which case the sum of all the vertices is the unit: It is clear that
∑
v∈V v = 1
when V is finite. For the converse, a given element in any these algebras is a
finite linear combination of paths in Γ˜ and we can pick v ∈ V which is not the
source of any of these paths if V is infinite. Now left multiplication by v gives
zero, so there is no unit element in any of these algebras, since Proposition 3.7
below shows that v 6= 0 in L(Γ,Π) for every v ∈ V , hence also in C(Γ,Π).
When the vertex set V is infinite, L does not have 1 but L has local units :
a commuting set of idempotents Ω such that for all a, b in the ring there is a ω
in Ω with ωa = a = aω and ωb = b = bω. In L, as well as in FΓ and C(Γ,Π),
we may take Ω to be all finite sums of vertices. We call a ring homomorphism
ϕ : R −→ S unital if R has a set of local units Ω with ϕ(Ω) being a set of
local units in S. With this definition the natural homomorphisms between FΓ,
C(Γ,Π) and L are all unital.
When the ring has a 1 this definition of a unital ring homomorphism is equiv-
alent to ϕ(1) = 1 in S: If R has 1 then there is a ω ∈ Ω with 1 = ω1 = ω ∈ Ω,
hence 1 ∈ Ω. If ϕ is unital then there is ω ∈ Ω with ϕ(ω) = 1 since 1 ∈ ϕ(ω).
Now ϕ(1) = ϕ(1)1 = ϕ(1)ω = ϕ(ω) = 1. Hence our definition of a unital ring
homomorphism implies the standard definition when R and S have 1. For the
converse we may take Ω = {1}.
If an algebra A does not have 1 then the ideal I generated by U ⊆ A is
FU + AU + UA +AUA, in general. If A has local units then this simplifies to
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I = AUA.
There is a Z-grading on FΓ˜ and all the other algebras above given by |v| = 0
for v in V , |e| = 1 and |e∗| = −1 for e in E. This defines a grading on all our
algebras since all the relations are homogeneous. The linear extension of ∗ on
paths induces a grade-reversing involutive anti-automorphism (i.e., |α∗| = −|α|
and (αβ)∗ = β∗α∗). Hence these algebras are Z-graded ∗-algebras and the
(graded) categories of left modules and right modules for any of these algebras
are equivalent.
More generally, we may consider G-gradings on L(Γ,Π) for any group G,
with V ⊔ E being homogeneous.
Lemma 2.2 If G is a group and | | is a G-grading on L(Γ,Π) such that all
vertices v in V and all arrows e in E are homogeneous then all e∗ in E∗ are
also homogeneous with |e∗| = |e|−1.
Proof. We see that |v|= 1 for all v in V since v2 = v. Let e∗ =
∑
e∗g where
e∗g is the homogeneous component of e
∗ of grade g. Hence e∗ge = 0 if g 6= |e|
−1
since e∗e = te and |te| = 1. Similarly, if e ∈ X then e∗gf = 0 for e 6= f ∈ X .
Thus e∗gsX = e
∗
g
∑
f∈X ff
∗ = 0 if g 6= |e|−1. Also e∗gv = 0 if v 6= sX = se
because e∗v = 0. Since e∗gv = 0 for all v ∈ V when g 6= |e|
−1 we see that e∗ is
homogeneous and |e∗| = |e|−1.
Consequently, any function from E to G defines a unique G-grading on
L(Γ,Π) with |v| = 1 for all v ∈ V and |e∗| = |e|−1 since the relations (CK1) and
(CK2) are homogeneous. A morphism (or a refinement) from a G-grading to an
H-grading on the algebra A is given by a group homomorphism φ : G −→ H
such that for all h ∈ H , Ah = ⊕φ(g)=hAg where Ag := {a ∈ A : |a|G = g}∪ {0}.
There is a universal G-grading on L(Γ,Π) and C(Γ,Π) which is a refinement of
all others:
Proposition 2.3 Let G := FE be the free group on the set of arrows. The
G-grading defined by |v|
G
= 1 and |e|
G
= e is an initial (universal) object
in the category of G-gradings of FΓ or L(Γ,Π) or C(Γ,Π) with V ⊔ E being
homogeneous.
Proof. For any H-grading let φ : G → H be the homomorphism given by
φ(e) = |e|
H
.
Combined with the existence of certain representations of L(Γ,Π) defined in
the next section this universal grading is useful in showing that some elements
of L(Γ,Π) are nonzero (or linearly independent) as in Proposition 3.7 below.
When Π =
{
s−1(v) | v ∈ V, s−1(v) 6= ∅
}
, we say that Γ is not separated,
C(Γ,Π) is denoted by C(Γ) and called the Cohn path algebra of Γ. Similarly
L(Γ,Π) is denoted by L(Γ) and called the Leavitt path algebra of Γ. Also the
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conditions (SCK1) and (SCK2) are denoted by (CK1) and (CK2) respectively
[3], [15]. Since e∗f = e∗(se)(sf)f by (E), using (V ) the relation (SCK1) is
shortened to: (CK1) e∗f = δe,f te for all e, f ∈ E.
A subset H of V is hereditary if for any path p, sp ∈ H implies that tp ∈ H
[3]; H is Π-saturated if {te : e ∈ X} ⊆ H for some (finite) X ∈ Π implies that
sX ∈ H [14]. If I is an ideal of L(Γ,Π) and p is a path in Γ with sp ∈ I then
tp = p∗p = p∗(sp)p ∈ I, also if {te : e ∈ X} ⊆ I then sX =
∑
e∈X ee
∗ =∑
e∈X e(te)e
∗ ∈ I, so I ∩ V is hereditary and Π-saturated. We have a Galois
connection between the subsets of V and the ideals of L(Γ,Π) given by S 7→ (S)
and I 7→ I ∩ V which gives a bijection between hereditary saturated subsets of
V and graded ideals of L(Γ) when Γ is a (non-separated) row-finite digraph [15,
Theorem 5.3].
3 Quiver Representations and L(Γ,Π)-Modules
We will work in the category ML of unital (right) modules over L := LF(Γ,Π).
However L has a 1 if and only if the vertex set V is finite. Even if V is infinite, we
define a unital L-module as a module M with the property that ML =M , i.e.,
for any m inM we can find λ1, λ2, . . . , λn in L and m1,m2, . . . ,mn inM so that
m = m1λ1 +m2λ2 + · · ·+mnλn. This condition is equivalent to the standard
definition of unital (when L has a 1) since m1 = (m1λ1+m2λ2+ · · ·+mnλn)1 =
m1λ11+m2λ21+ · · ·+mnλn1 = m1λ1+m2λ2+ · · ·+mnλn = m. The category
of unital modules is an abelian category with sums since it is closed under taking
quotients, submodules, extensions, (arbitrary) sums (but not infinite products:
if V is infinite then the L-module LV is not unital).
We will need the following consequence of (SCK1) and (SCK2):
Lemma 3.1 Let Γ be a finitely separated digraph and M be a right L-module.
Then (µe)e∈X : MsX −→ ⊕e∈XMte for all X ∈ Π is an isomorphism (of
vector spaces), where µe is right multiplication by e. Moreover, if M is unital
then M = ⊕v∈VMv (as a vector space) and MsX = ⊕e∈XMee∗.
Proof. To see that the inverse of (µe)e∈X is [µe∗ ]e∈X : ⊕e∈XMte −→ MsX
given by (me)e∈X [µe∗ ]e∈X =
∑
e∈X mee
∗ we check their compositions:
(me)e∈X [µe∗ ]e∈X (µf )f∈X = (
∑
e∈X
mee
∗)(µf )f∈X = (
∑
e∈X
mee
∗f)
f∈X
=
(
mf
)
f∈X
where the last equality uses the relation e∗f = δ
e,f
tf and mf (tf) = mf since
mf ∈Mtf . Also for m ∈MsX we get
m(µe)e∈X [µe∗ ]e∈X =
(
me
)
e∈X
[µe∗ ]e∈X =
∑
e∈X
mee∗ = msX = m.
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When M is unital for any m in M we have m =
∑n
k=1mkαk =
∑l
j=1m
′
jvj
for some vertices v1, · · · , vl ∈ V . Hence M =
∑
v∈V Mv. This sum is di-
rect: For any finite set Λ of vertices with v /∈ Λ if m ∈ Mv ∩
∑
w∈ΛMw then
m = mv (since m ∈ Mv) but mv = 0 (since wv = 0 for each w ∈ Λ). Thus
Mv ∩
∑
w∈ΛMw = 0.
MsX =
∑
e∈X Mee
∗ since sX =
∑
e∈X ee
∗. If e 6= f in X then ee∗ff∗ =
e(e∗f)f∗ = 0. Also ee∗ee∗ = ee∗. That is, MsX = ⊕e∈XMee∗.
Consequently, the linear transformation defined by right multiplication with
any e in E fromMse toMte is onto. Hence right multiplication with any path p
fromMsp toMtp is also onto. Similarly, right multiplication with p∗ is injective.
We want to view the category ML as a subcategory of MFΓ, the category of
unital modules over the path algebra FΓ, or equivalently, the category of quiver
representations of Γ. The category of quiver representations of Γ is the category
of functors from the path category of the digraph Γ (whose objects are the ver-
tices V and the morphisms are the paths in Γ) to the category of F-vector spaces.
A morphism of quiver representations is a natural transformation between two
such functors. That is, a quiver representation ρ assigns a (possibly infinite
dimensional) vector space ρ(v) to each vertex v and a linear transformation
ρ(e) : ρ(se) −→ ρ(te) to each arrow e. A morphism of quiver representations
ϕ : ρ −→ σ is a family of linear transformations {ϕv : ρ(v) −→ σ(v)}v∈V such
that ∀e ∈ E the diagram
ρ(se)
ρ(e)
−→ ρ(te)
ϕse ↓ ↓ ϕte
σ(se)
σ(e)
−→ σ(te)
commutes [19].
In Proposition 3.2 below the hypothesis on Γ of being finitely separated may
be removed (even in the generality of Cohn-Leavitt path algebras of separated
digraphs as defined in [14]) at the cost of complicating condition (I). We will
not pursue this generality here.
Proposition 3.2 If Γ = (V,E, s, t,Π) is a finitely separated digraph then the
category ML is equivalent to the full subcategory of quiver representations ρ of
Γ satisfying:
For all X ∈ Π , (ρ(e))e∈X : ρ(sX) −→
⊕
e∈X
ρ(te) is an isomorphism. (I)
Similarly, the full subcategory of graded quiver representations (with respect to
the standard Z-grading where the grade of a path is its length) satisfying (I)
is equivalent to the category of graded unital L-modules (with respect to the
standard Z-grading).
Proof. Given a right L-module M we define a quiver representation ρ
M
as
follows: ρM (v) = Mv and ρM (e) : Mse −→ Mte is defined by m(se)ρM (e) :=
m(se)e = me(te). By the first part of Lemma 3.1 (I) is satisfied. If ϕ :M −→ N
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is an L-module homomorphism then ϕv is the linear transformation making the
diagram
ρ
M
(v) =Mv →֒M
ϕv ↓ ↓ ϕ
ρ
N
(v) = Nv →֒ N
commutative. This defines a homomorphism
of quiver representations, i.e., ρ
M
(e)ϕte = ϕseρN (e) because right multiplication
by e commutes with ϕ.
Given a quiver representation ρ we define (underlying vector space of) the
corresponding module Mρ = ⊕v∈V ρ(v). To define L-module structure we will
use the projections pv : ⊕w∈V ρ(w) −→ ρ(v), the inclusions ιv : ρ(v) −→
⊕w∈V ρ(w) for v ∈ V and the projections pe : ⊕f∈Xe ρ(tf) −→ ρ(te), the in-
clusions ιe : ρ(te) →֒ ⊕f∈Xeρ(tf). Now, let mv := mpvιv , me := mpseρ(e)ιte,
me∗ := mpteιe(ρ(f))
−1
f∈Xe
ιsX . It is routine (albeit tedious) to check that the
defining relations of L are satisfied.
Now let’s check that the constructions above yield equivalences of categories.
Mρ
M
:= ⊕
v∈V
Mv =M by Lemma 3.1, as vector spaces. It is easy to check that
the L-module structures also match. Also, given a module homomorphism ϕ :
M −→ N , we have ϕ = ⊕
v∈V
ϕv : ⊕v∈V Mv −→ ⊕v∈V Nv. For the composition
in the other order ρ
Mρ
(v) :=M
ρ
v :=
(
⊕
w∈V
ρ(w)
)
v = ρ(v) and ρ(e) = ρ
Mρ
(e) :
Mρse −→Mρte because the diagram
Mρse = ρ(se)
ιse
→֒Mρ := ⊕w∈V ρ(w)
ρ(e) ↓ ↓ pseρ(e)ιte
Mρte = ρ(te)
ιte
→֒Mρ := ⊕w∈V ρ(w)
commutes. Finally, for any homomorphism
{
ϕv : ρ(v) −→ σ(v)
}
v∈V
from ρ to
σ, the v-component of ⊕w∈V ϕw is ϕv : ρMρ (v) = ρ(v) −→ σMσ (v) = σ(v).
For the graded version the proof is essentially the same as above. Note that
the morphisms (ρ(e))e∈X : ρ(sX) −→
⊕
e∈X
ρ(te) for all X ∈ Π of condition (I)
necessarily have grade +1, i.e., a homogeneous element of grade n is send to a
homogeneous element of grade n+ 1.
The argument above almost proves the stronger statement that ML is iso-
morphic to the subcategory of quiver representations of Γ satisfying the con-
dition (I). The only issue is the difference between internal and external direct
sums. In fact, we can obtain an isomorphism of categories if we work in a graded
category where each subspaceMv of the L-moduleM , v ∈ V , is a homogeneous
summand. There is no need for such an artifice since equivalence of categories
is sufficient for our purposes.
L = ⊕ vL where the sum is over v ∈ V and each vL is a cyclic projective
L-module. The vector spaceMv ∼= HomL(vL,M) is actually a module over the
corner algebra vLv ∼= EndL(vL).
10
ML is not only a full subcategory of MFΓ but also a quotient, in fact, a
retract of MFΓ.
Theorem 3.3 The composition of the forgetful functor from ML(Γ,Π) to MFΓ
with ⊗FΓ L(Γ,Π) from MFΓ to ML(Γ,Π) is naturally equivalent to the identity
functor on ML(Γ,Π).
Proof. We first check that both the forgetful functor and ⊗FΓ L(Γ,Π)
send unital modules to unital modules. If M is a unital L(Γ,Π)-module then
M = ⊕v∈VMv by Lemma 3.1. Since V ⊂ FΓ,M is also unital as an FΓ-module.
If M is a unital L(Γ,Π)-module then (M ⊗L(Γ,Π))L(Γ,Π) =M ⊗L(Γ,Π) be-
cause L(Γ,Π) is unital as an L(Γ,Π)-module.
The L(Γ,Π)-module homomorphism M ⊗FΓ L(Γ,Π) −→M where m⊗α 7→
mα defines a natural transformation from the composition of the forgetful func-
tor with ⊗FΓ L(Γ,Π) to the identity functor when M is an L(Γ,Π)-module.
To see that this is an isomorphism we define its inverse M −→ M ⊗FΓ L(Γ,Π)
as m 7→
∑
m ⊗ v where the sum is over Vm := {v ∈ V |mv 6= 0}. This sum is
finite since M is unital. If u /∈ Vm then m⊗u = 0, hence the sum
∑
m⊗ v may
be taken over any finite subset of V containing Vm.
To see that this is L(Γ,Π)-linear it is enough to check the action of the gen-
erators V ⊔E ⊔E∗. For all u ∈ V and all m ∈M we have
∑
mu⊗ v = m⊗u =
(
∑
m⊗ v)u because V is a set of orthogonal idempotents. For all e ∈ E and all
m ∈ M we have
∑
me ⊗ v = me ⊗ te = m ⊗ e = (
∑
m ⊗ v)e because ve 6= 0
iff v = se. For all e∗ ∈ E∗ and all m ∈ M we have
∑
me∗ ⊗ v = me∗ ⊗ se =
me∗ ⊗
∑
f∈X ff
∗ =
∑
me∗f ⊗ f∗ = m(te)⊗ e∗ = m⊗ e∗ = (
∑
m⊗ v)e∗ using
(SCK2) and (SCK1) where e ∈ X ∈ Pi.
The composition m 7→
∑
m ⊗ v 7→
∑
mv = m by Lemma 3.1. Since
M = ⊕Mv and Path(Γ˜) spans L(Γ,Π), elements of the form m ⊗ v with
m ∈ Mv generate M ⊗ L(Γ,Π) as an L(Γ,Π)-module. For such elements
m ⊗ v 7→ mv 7→ mv ⊗ v = m ⊗ v. That is, the other composition is also
identity.
ML is a categorical localization of the quiver representations of Γ. This is
related to the fact that the algebra L is a universal localization of the path
algebra FΓ, when Γ is non-separated this is Corollary 4.2 of [13]. Recall that
the universal localization Σ−1A of an algebra A with respect to a set Σ =
{σ : Pσ −→ Qσ} of homomorphisms between finitely generated projective A-
modules, is an initial object among algebra homomorphisms f : A −→ B such
that σ ⊗ id : Pσ ⊗A B −→ Qσ ⊗A B is an isomorphism for every σ in Σ.
Proposition 3.4 If Γ is a finitely separated digraph then L(Γ,Π) is the univer-
sal localization of FΓ with respect to {σX : ⊕e∈X(te)FΓ −→ (sX)FΓ | X ∈ Π}
where σX
(
(ae)e∈X
)
:=
∑
e∈X eae.
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Proof. For any v ∈ V the cyclic (right) module vFΓ is projective since v is
an idempotent. For all X in Π, σX ⊗ idL(Γ,Π) is an isomorphism with inverse
(e∗·)e∈X where e∗· denotes left multiplication by e∗. When f : FΓ −→ B is an
algebra homomorphism f(v)2 = f(v) and vFΓ⊗FΓB ∼= f(v)B via a⊗b 7→ f(a)b
and b 7→ v ⊗ b (note that FΓ and B need not be unital). If f : FΓ −→ B is
an algebra homomorphism such that σX ⊗ idB is an isomorphism for all X in
Π then the composition f(sX)B ∼= (sX)FΓ ⊗FΓ B
σ
−1
X−→
(
⊕ (te′)FΓ
)
⊕FΓ B ∼=
⊕f(te′)B
pre
−→ f(te)B is uniquely and completely determined by the image of
f(sX), which we call f(e∗). Now f˜(v) := f(v) for all v in V , f˜(e) := f(e) for
all e in E ⊔ E∗ defines the unique homomorphism f˜ : L(Γ,Π) −→ B factoring
f through FΓ −→ L(Γ,Π).
With the quiver representation viewpoint there is no need to mention the
generators {e∗ : e ∈ E} explicitly, they are implicit in the condition (I). Theorem
3.2 also enables us to construct concrete models for L-modules and homomor-
phisms between them as illustrated in the following applications.
Proposition 3.5 Let Γ be a finitely separated digraph. If d : V −→ N ∪ {∞}
satisfies d(sX) =
∑
e∈X
d(te) for all X in Π then there is an L-module M with
dimF(Mv) = d(v).
Proof. Let the quiver representation ρ be given by ρ(v) := Fd(v) if d(v) <∞ and
ρ(v) := F(N) otherwise. We can find isomorphisms θ
X
: ρ(sX) −→ ⊕
e∈X
ρ(te) for
all X in Π by the hypothesis on d. Let ρ(e) := θXpre for all e in E. Condition
(I) is satisfied by construction and the corresponding L-module M of Theorem
3.2 has dimF(Mv) = dimFρ(v) = d(v).
Corollary 3.6 There is an L-module M with Mv ∼= F(N) for all v in V . Hence
p and p∗ are nonzero in L for every path p of Γ.
Proof. The existence of an L-module M with Mv ∼= F(N) for all v in V is given
by Proposition 3.5. Right multiplication by p is onto from Msp to Mtp ∼= F(N)
by Lemma 3.1. Hence every path p in L is nonzero. Since ∗ is an involution p∗
also is nonzero.
The next proposition shows that the natural algebra homomorphism from
FΓ to L(Γ,Π) is injective. (This is still true when Γ is not finitely separated.)
Thus we may regard the path algebra FΓ as a subalgebra of the Leavitt path
algebra L. For a non-separated digraph this is Lemma 1.6 of [20].
Proposition 3.7 If Γ is a finitely separated digraph then the homomorphism
from the path algebra FΓ to the Leavitt path algebra L is injective.
Proof. Let FE be the free group on E (the arrow set of Γ). We can define
FE-gradings on FΓ and L by |v| = 1 for all v ∈ V , |e| = e and |e∗| = e−1 for
all e ∈ E (since all the relations are homogeneous this grading is well-defined).
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The homomorphism FΓ −→ L is graded so its kernel is a graded ideal. Any
homogeneous element of FΓ is either a scalar multiple of some path p of posi-
tive length or a linear combination of vertices. By Proposition 3.5 there is an
L-module M with dim(Mv) =∞ for every v in V . Vertices of Γ are orthogonal
idempotents of L defining projections onM with infinite dimensional images, so
a linear combination of vertices will be zero in L if and only if it is trivial. Also,
Lemma 3.1 implies that the linear transformation given by right multiplication
with p of positive length from Msp to Mtp is onto, hence p 6= 0 in L. Therefore
the kernel of FΓ −→ L is trivial.
Lemma 1.6 of [20] actually states that the set of all paths and all dual paths
{p} ∪ {p∗} is linearly independent in L for a non-separated digraph Γ. The
proof above yields this stronger statement for a finitely separated Γ since all
elements of {p} ∪ {p∗} are nonzero (by Corollary 3.6) homogeneous and they
have different grades.
Definition 3.8 A dimension function of a finitely separated digraph Γ is a
function d : V −→ N satisfying d(sX) =
∑
e∈X d(te) for all X in Π.
If the L-module M is finitary, that is, dim(Mv) < ∞ for all v in V then
Lemma 3.1 shows that d(v) := dim(Mv) is a dimension function. The converse
also holds, that is, every dimension function is realizable:
Corollary 3.9 If d is a dimension function for Γ then there exists an L-module
M with dim(Mv) = d(v). Hence L has a nonzero finite dimensional module if
and only if Γ has a nonzero dimension function of finite support.
Proof. This is the special case of Proposition 3.5 with d : V −→ N. By Lemma
3.1, dim(M) =
∑
v∈V dim(Mv), hence d(v) = dim(Mv) has finite support ifM
is finite dimensional.
IfM is a nonzero finite dimensional L-module then the image of L in EndFM
is (isomorphic to) a nonzero finite dimensional quotient of L. Conversely a
nonzero finite dimensional quotient is also a (nonzero finite dimensional) L-
module. Thus the corollary above gives a necessary and sufficient condition
for the existence of nonzero finite dimensional quotient. When Γ is a (non-
separated) row-finite digraph we determine all possible finite dimensional quo-
tients of L(Γ) in Theorem 6.2 of Section 6.
4 Support Subgraphs and The Monoid of a Finitely
Separated Digraph
In this section we reinterpret the criterion for the existence of a nonzero fi-
nite dimensional representation in terms of the nonstable K-theory of L(Γ) :=
LF(Γ,Π). First we will need a few definitions.
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A subgraph Γ′ = (V ′, E′) of Γ = (V,E) is called cohereditary when for
all e in E if te ∈ V ′ then se also is in V ′. A subgraph Γ′ of the separated
digraph Γ is colorful for any X in Π if sX ∈ V ′ then X ∩ E′ 6= ∅. If M is a
right L(Γ)-module then the support subgraph of M , denoted by Γ
M
, is the
induced subgraph of Γ on VM := {v ∈ V |Mv 6= 0}.
The subgraph Γ′ = (V ′, E′) is cohereditary if and only if V \V ′ is a hereditary
subset of V . When Γ′ is full then Γ′ is colorful if and only if V \V ′ is Π-saturated
as defined in [14]. Our focus is more on the support subgraph rather than the
ideal IM generated by V \VM = {v ∈ V |Mv = 0}, so we work with cohereditary
and colorful instead of hereditary and Π-saturated.
Lemma 4.1 The following are equivalent for a subgraph Λ of a (finitely sepa-
rated) digraph Γ :
(i) Λ = Γ
M
, the support subgraph of a unital L(Γ)-module M .
(ii) Λ is a full, cohereditary and colorful subgraph.
(iii) If Λ = (V ′, E′) then
θ(v) =
{
v v ∈ V ′
0 v /∈ V ′
; θ(e) =
{
e e ∈ E′
0 e /∈ E′
; θ(e∗) =
{
e∗ e ∈ E′
0 e /∈ E′
defines an onto algebra homomorphism θ : L(Γ) −→ L(Λ).
Proof. (i) ⇒ (ii): Γ
M
is a induced subgraph hence full. If te is in Γ
M
then
0 6= Mte = Me∗e ⊆ Me = M(se)e, so Mse 6= 0, that is, se is also in ΓM and
ΓM is cohereditary. If sX is in ΓM then 0 6= MsX
∼=
∑
e∈X Mte implies that
there is an e in X with Mte 6= 0. Thus e is in ΓM and ΓM is colorful.
(ii)⇒ (iii): We need to check that θ preserves the defining relations of L(Γ).
No hypothesis is necessary to see that the path algebra relations are satisfied.
For e, f in X if e 6= f then e∗f = 0 in L(Λ) as well as in L(Γ). To see that
e∗e = te is preserved we need Λ to be cohereditary and full. (If e ∈ E′ then
te ∈ V ′ and e∗e = te holds in L(Λ) also. If te ∈ V ′ then se ∈ V ′ since Λ is
cohereditary. So e ∈ E′ since Λ is full. Again e∗e = te holds in L(Λ). Otherwise
e∗e = 0 = te in L(Λ).) Finally, if sX ∈ V ′ then X ∩ E′ 6= ∅ since Λ is colorful.
The image of sX =
∑
e∈X ee
∗ under θ is sX =
∑
e∈E′∩X ee
∗, a defining relation
of L(Λ).
(iii)⇒ (i): Given a subgraph Λ = (V ′, E′) so that θ : L(Γ) −→ L(Λ) defines
an algebra epimorphism, let M := L(Λ) ∼= L(Γ)/Kerθ. Now v ∈ V ′ if and only
if θ(v) 6= 0 and Mv = L(Λ)v 6= 0. Hence the vertex set of Γ
M
is V ′. But Λ is
full (if te ∈ V ′ then 0 6= θ(te) = θ(e∗)θ(e), so e ∈ E′) hence Γ
M
= Λ.
Proposition 4.2 If M is a unital L(Γ)-module then M also has the structure
of a unital L(Γ
M
)-module (where Γ
M
is the support subgraph of M) inducing
the L(Γ) structure via the epimorphism θ : L(Γ) −→ L(ΓM ). Hence Kerθ ⊆
AnnM .
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Proof. Let ρ
M
be the quiver representation of Γ corresponding to M (as in
Theorem 3.2). The restriction of ρM to ΓM satisfies (I) because for all X ∈ ΠM
ρ
M
|
ΓM
(sX) =MsX
∼=
−→
⊕
e∈X
Mte ∼=
⊕
e∈X∩EM
Mte =
⊕
e∈X∩EM
ρ
M
|
ΓM
(te)
(since Mte = 0 for e ∈ X \ EM ). Let M
′ be the unital L(ΓM )-module core-
sponding to ρ
M
|
ΓM
. Now M ′ is also an L(Γ)-module via θ : L(Γ) −→ L(Γ
M
).
As vector spaces M ′ =
⊕
v∈VM
Mv ∼=
⊕
v∈V Mv =M by Lemma 3.1 and since
Mv = 0 for v ∈ V \V
M
. We can define an L(Γ
M
)-module structure onM via this
isomorphism. But the action of the generatings v ∈ V , e ∈ E, e∗ ∈ E∗ on M
and M ′ is compatible with this isomorphism, so M ∼= M ′ as an L(Γ)-modules.
Thus the L(Γ)-module structure ofM is induced from the L(Γ
M
)-module struc-
ture via θ.
As an L(ΓM )-module, M has full support, that is, Mv 6= 0 for all v ∈ VM .
Remark 4.3 If I
M
is the kernel of θ : L(Γ) −→ L(Γ
M
) then I
M
is generated
by V \ V
M
= {v ∈ V |Mv = 0}.
Proof. Let J be the ideal generated by V \ V
M
. Clearly V \ V
M
⊆ I
M
, hence
we have the projection from L(Γ)/J to L(Γ)/I
M
∼= L(ΓM ). Conversely, let
ϕ : L(Γ
M
) −→ L(Γ)/J defined by: ϕ(v) = v+ J , ϕ(e) = e+ J , ϕ(e∗) = e∗+ J .
The defining relations of L(Γ
M
), except for (SCK2), are trivially satisfied. If
X ∩ EM 6= ∅ for X ∈ Π then
∑
e∈X∩E
M
ee∗ + J =
∑
e∈X ee
∗ + J because
sX ∈ V
M
so e ∈ X \ E
M
if and only if te /∈ V
M
. But ϕ is the inverse of the
projection L(Γ)/J −→ L(Γ)/I
M
thus I
M
= J .
Definition 4.4 The (additive) monoid S(Γ) of the finitely separated digraph Γ
is generated by V subject to the relations:
sX =
∑
e∈X
te for all X in Π.
Hence, dimension functions of Γ correspond exactly to monoid homomor-
phisms from S(Γ) to N (natural numbers under addition).
S(Γ) is isomorphic to the monoid V(L(Γ)) of nonstable K-Theory of L(Γ),
(that is, isomorphism classes of finitely generated projective L(Γ)-module un-
der direct sum). The generator v of S(Γ) corresponds to the (right) projective
L(Γ)-module vL(Γ) [15, Theorem 3.5], [14, Section 4], based on [17]. The cor-
responding relations among the isomorphism classes of the cyclic projective
modules vL(Γ) was shown to hold in the proof of Proposition 3.4. We can now
reinterpret the existence of a nonzero finite dimensional representation in terms
of the nonstable K-theory of L(Γ,Π).
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Theorem 4.5 L(Γ,Π) has a nonzero finite dimensional representation if and
only if Γ has a finite, full, cohereditary and colorful subgraph Λ with a nonzero
monoid homomorphism from V(L(Λ)) to N.
Proof. L(Γ,Π) has a nonzero finite dimensional representation if and only if Γ
has a nonzero dimension function of finite support by Corollary 3.9. The sup-
port of this dimension function defines a finite, full, cohereditary and colorful
subgraph Λ and its restriction gives a nonzero dimension function on Λ (hence,
a nonzero monoid homomorphism from V(L(Λ)) to N).
Conversely, a nonzero dimension function on Λ can be extended by 0 to
a dimension function on Γ since Λ is cohereditary and colorful. This gives a
nonzero dimension function of finite support on Γ.
5 LPAs of a Non-separated Digraph
Recall that when Π =
{
s−1(v) | v ∈ V, s−1(v) 6= ∅
}
, we say that Γ is not sepa-
rated. The Leavitt path algebra L(Γ,Π) and the Cohn path algebra C(Γ,Π) are
denoted by L(Γ) and C(Γ). The conditions (SCK1) and (SCK2) are denoted
by (CK1) and (CK2) respectively [3], [15]. Since e∗f = e∗(se)(sf)f by (E), us-
ing (V ) the relation (SCK1) is shortened to: (CK1) e∗f = δe,f te for all e, f ∈ E.
For any arrow e in E we have e∗e = te by (CK1). Consequently p∗p = t(p)
for any path p of Γ. Hence for any two paths p and q of Γ if q = pr then
p∗q = p∗pr = r, if p = qr then p∗q = (q∗p)∗ = r∗. Using (CK1) we see that
p∗q = 0 unless the path q is an initial segment of the path p (p = qr) or p is
an initial segment of q (q = pr). Thus the Cohn path algebra C(Γ) and the
Leavitt path algebra L(Γ) are spanned by {pq∗} where p and q are paths of Γ
with tp = tq. In fact this is a basis for C(Γ) which can be shown by defin-
ing an epimorphism from C(Γ) to a reduced semigroup algebra FS/F{0} where
S = {pq∗|p, q ∈ Path(Γ) , tp = tq} ⊔ {0} with the multiplication of S defined
formally as above. In L(Γ) however if E 6= ∅ then {pq∗ : tp = tq} is linearly
dependent because of (CK2).
Lemma 5.1 Let Γ be a row-finite digraph and M be an FΓ-module. Then
(i) C(Γ) = ⊕q∈Path(Γ)FΓq
∗.
(ii) FΓq∗ ∼= FΓtq as left FΓ-modules.
(iii) M ⊗FΓ FΓq∗ ∼=M ⊗FΓ FΓtq ∼=Mtq as vector spaces.
(iv) M ⊗FΓ C(Γ) =M ⊗FΓ (⊕q∈Path(Γ)FΓq
∗) ∼= ⊕q∈Path(Γ)Mtq.
Proof. (i) An F-basis for C(Γ) is {pq∗|p, q ∈ Path(Γ) , tp = tq}, therefore
C(Γ) = ⊕FΓq∗.
(ii) The isomorphism is given by ·q and its inverse is ·q∗.
(iii) The first isomorphism is a consequence of (ii) the second is m⊗α 7→ mα
with inverse m 7→ m⊗ tq for m ∈Mtq.
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(iv) This is a consequence of (i), (ii) and (iii).
Fact 5.2 0 → I → C(Γ) → L(Γ)→ 0 where I is the ideal of C(Γ) is a graded
(with respect to any grading of FΓ with V ⊔E homogeneous), projective resolution
of L(Γ) as a left FΓ-module.
Proof. A vertex v is an idempotent in FΓ hence the left FΓ-module FΓv is
projective. By Lemma 5.1 (i) and (ii) C(Γ) ∼= ⊕q∈Path(Γ)FΓtq, so C(Γ) is a
projective left FΓ-module.
When Γ is finite I is a projective FΓ-module because FΓ is a hereditary ring.
If Γ is row-finite FΓ should still be hereditary, but this fact does not seem to be
available in the literature. We will give another proof which also yields a more
concrete discription of I as an FΓ-module.
All elements of I are of the form
∑k
i=1 αi(vi −
∑
se=vi
ee∗)βi where αi, βi
are in C(Γ) (because C(Γ) has local units). However f∗(v −
∑
se=v ee
∗) = 0 =
(v−
∑
se=v ee
∗)f for all f ∈ E. Hence I =
∑
FΓ(tq−
∑
ee∗)q∗, in fact the sum
is direct:
Let
∑n
i=1 αi(tqi−
∑
ee∗)q∗i = 0 in I where the qis are distinct paths of Γ, αi
in FΓtqi and l(q1) ≥ l(q2) ≥ · · · ≥ l(qn). When i > 1 either q∗i q1 = 0 or it is in
Path(Γ) \V . Hence 0 =
∑n
i=1 αi(tqi−
∑
ee∗)q∗i q1 = α1(tq1−
∑
ee∗). The pro-
jection of α1(tq1−
∑
ee∗) in C(Γ) to the summand FΓtq1 is α1, thus α1 = 0. Sim-
ilarly we get that αi = 0 also for i = 2, · · · , k. Therefore, I = ⊕FΓ(tq−
∑
ee∗)q∗.
Since v−
∑
ee∗ is an idempotent in C(Γ) and (⊕se=vFΓe
∗)+FΓv is a projec-
tive FΓ-module, FΓ(v−
∑
ee∗) = ((⊕se=vFΓe∗)⊕FΓv)(v−
∑
ee∗) is projective.
Hence FΓ(tq −
∑
ee∗)q∗ ∼= FΓ(tq −
∑
ee∗) is also projective. Consequently, I
is a projective left FΓ-module. The inclusion of I into C(Γ) and the projection
from C(Γ) to L(Γ) are graded homorphisms (with respect to any G-grading such
that all elements of V ⊔ E are homogeneous) so 0→ I → C(Γ) → L(Γ)→ 0 is
a graded projective resolution.
Example 5.3 When Γ is the rose with n petals Rn, let M = ρ(v) := F(N) and
let ρ(ei) : ρ(v) −→ ρ(v) be given by (a0a1a2 · · · )ρ(ei) = (aiai+nai+2n · · · ) where
ei, i = 0, · · · , n − 1 are the loops of Γ. Condition (I) is satisfied, ρ(ei) are
the downsampling maps and this representation of L(Rn) in End F(N) gives the
realization of L(1, n) mentioned in the introduction.
Example 5.4 Let Γ be a row-finite digraph, w a sink in Γ and Pw the set of all
paths ending at w. We will define the L(Γ)-module Mw via the corresponding
quiver representation ρw where ρw(v) is the vector space with basis {p ∈ Pw |sp =
v} and ρw(e) is the linear transformation defined as
pρw(e) :=


w if p = e
e2e3 · · · en if p = ee2e3 · · · en
0 otherwise.
17
Grouping the paths from v to w by their first arrow gives Condition (I) since
for every nonsink v there is a bijection between the disjoint union of the given
bases of ρw(te) over e ∈ s−1(v) and the given basis of ρw(v).
Pw is an F-basis ofMw and (the proof of Theorem 3.2 shows that) pe∗ = ep.
Hence the image of pq∗ in EndF(Mw) with p, q in Pw is the elementary ma-
trix Epq, thus M
w is simple. The two-sided ideal (w) of L(Γ) is spanned by
{pq∗ |p, q in Pw} which is linearly independent in L(Γ) since the image set {Epq}
is linearly independent. Therefore (w) ∼= Mn(w)(F), the algebra of matrices in-
dexed by Pw with only finitely many nonzero entries where n(w) is the number
of paths ending at w.
Mapping p ∈ Pw to p∗ defines a homomorphism from Mw to wL(Γ) which
is onto: {pq∗ | sp = w, tp = tq } spans wL(Γ), but w is a sink so p = w = tq
and {q∗ | tq = w} spans wL(Γ). Since Mw is simple and wL(Γ) is nonzero by
Proposition 3.7, Mw ∼= wL(Γ) thus Mw is projective. If N is a finite direct sum
of {Mw} then dimF(Nu) is the multiplicity of Mu for any sink u. Hence there
are no relations among the isomorphism classes of distinct Mw. In particular if
u 6= w are sinks then Mu ≇Mw.
Defining the grade of p in Pw to be −l(p) makesMw a graded L(Γ)-module.
Then Epq is a graded homogeneous linear transformation of degree l(p)− l(q). If
for every vertex v in Γ there is a path from v to a sink then we have a monomor-
phism from L(Γ) to ⊕EndF(Mw) where the sum is over all sinks of Γ (because
this is a graded homomorphism whose kernel does not contain any vertex).
When Γ is finite and acyclic then EndF(Mw) ∼= Mn(w)(F) and the homo-
morphism from L(Γ) to ⊕Mn(w)(F) is onto since all the elementary matrices are
in its image. Acyclicity of Γ and (CK2) yields that {pq∗ | tp = tq = sink } spans
L(Γ). Their images {Epq} are linearly independent, so L(Γ) ∼= ⊕Mn(w)(F).
Thus Mw are the only simple modules of L(Γ) and also L(Γ) is finite dimen-
sional. Conversely, if L(Γ) is finite dimensional then Γ has finitely many vertices
and arrows as these are part of a basis of FΓ ⊆ L(Γ). If Γ had a cycle C then
Ck for k = 1, 2, · · · would be linearly independent in FΓ ⊆ L(Γ) contradicting
fact that L(Γ) is finite dimensional. Hence L(Γ) is finite dimensional if and only
if Γ is finite and acyclic [5, Corollary 3.6].
The discussion above applies verbatim, proving a generalization to infinite
digraphs:
Proposition 5.5 If Γ is row-finite and has no infinite paths then L(Γ) ∼=
⊕Mn(w)(F) where the sum is over all sinks. (Here Mn(w)(F) is the algebra
of matrices indexed by Pw with only finitely many nonzero entries.) Also Mw ∼=
wL(Γ) is a graded simple projective module for every sink w.
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Example 5.6 An important instance of Example 5.4 is the Toeplitz digraph:
Γ : •v
e
 f
−→ •w
The basis given above of Mw is {w, f, ef, e2f, · · · } which can be identified
with N via the length function. Therefore Mw ∼= F(N) as vector spaces where
a0w + a1f + a2ef + · · · corresponds to (a0 a1 a2 · · · ), a finite F-sequence. This
representation of L(Γ) also fits the framework of Proposition 3.5 with d(v) =∞
and d(w) = dimMww = dim wL(Γ)w = 1.
If S and T denote the images of e+ f and e∗ + f∗ in End F(N), respectively
then (a0 a1 a2 · · · )S = (a1 a2 a3 · · · ) and (a0 a1 a2 · · · )T = (0 a0 a1 a2 · · · ). We
have: v+w = 1, (e+f)(e∗+f∗) = ee∗+ff∗ = v , (e+f)w = f , w(e∗+f∗) = f∗
showing that e+ f and e∗ + f∗ generate L(Γ).
Since (e∗ + f∗)(e + f) = e∗e + f∗f = v + w = 1, we have an epimorphism
from the Jacobson [21] algebra F〈x, y〉 := F〈X,Y 〉/(1− Y X) to L(Γ) sending x
to e + f and y to e∗ + f∗. Composing this with the homomorphism from L(Γ)
to End F(N) gives a monomorphism as {xmyn |m, n ∈ N} spans the Jacobson
algebra and their images {SmT n | m, n ∈ N} are linearly independent. Thus
L(Γ) is isomorphic to the Jacobson algebra and also the subalgebra of EndF(N)
generated by S and T .
L(Γ)/(w) ∼= F[x, x−1] since w ↔ 1 − xy in the isomorphism between L(Γ)
and F〈x, y〉 above. The short exact sequenceM∞(F) ∼= (w) →֒ L(Γ)։ F[x, x−1]
does not split [12, Theorem 2]: If it were split then there would be a subalgebraA
of EndF(N) generated by S+α and T+β isomorphic to F[x, x−1] with x↔ S+α
and x−1 ↔ T+β, for some α and β with finite dimensional images. Considering
F(N) as a right A ∼= F[x, x−1]-module we see that S + α and T + β are inverses
of each other. There is a k with F(N)α ⊆ Fk := {a0a1 · · · | an = 0 for n ≥ k}
and so Fk+1(S + α) ⊆ Fk because Fk+1S = Fk. Thus S + α has a nontrivial
kernel, contradicting that S + α is invertible.
The short exact sequence M∞(F) ∼= (w) →֒ L(Γ)։ F[x, x−1] does not split
as L(Γ)-modules either since M∞(F) is not finitely generated. However, the in-
clusion wL(Γ) →֒ L(Γ) does split since v+w = 1, hence vL(Γ)⊕wL(Γ) = L(Γ).
By Proposition 3.4, vL(Γ) ∼= vL(Γ) ⊕ wL(Γ) thus L(Γ) ∼= wL(Γ) ⊕ L(Γ) ∼=
(wL(Γ))n ⊕ L(Γ) for any n ∈ N. Therefore the category of finitely generated
L(Γ)-modules does not have Krull-Schmidt because wL(Γ) is simple by Example
5.4, hence indecomposable. (More generally, if Γ is a finite digraph containing a
cycle and a path from this cycle to a sink then the category of finitely generated
representations of L(Γ) does not have Krull-Schmidt.)
When F = C we can replace the vector space of finite C-sequences C(N) with
the Hilbert space l2 of square summable sequences. Then S and T = S∗ above
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are bounded operators (of norm 1) and the closure with respect to the operator
norm of the ∗-subalgebra L(Γ) in the C∗-algebra of bounded linear operators
B(l2 ) generated by S and S∗ is the classical Toeplitz algebra.
Example 5.7 (Chen modules [18] ) Let Γ be a row-finite digraph, α = e1e2e3 · · ·
an infinite path and [α] the set of infinite paths β = f1f2f3 · · · having the same
tail as α (that is, fm+k = en+k for all k in N, for some m and n). We will define
the L(Γ)-module Mα via the quiver representation ρα as follows: ρα(v) is the F-
vector space with basis {β ∈ [α] | sβ = v} and ρα(e) is the linear transformation
defined as
βρα(e) :=
{
e2e3 · · · if β = ee2e3 · · ·
0 otherwise.
Grouping the paths starting at v in [α] by their first arrow gives Condition (I).
Thus [α] is a basis for Mα and the proof of Theorem 3.2 shows that βe∗ = eβ
when te = sβ and 0 otherwise. Also βpq∗ = qγ if β = pγ and 0 otherwise,
implying that Mα is simple.
There are two types of Mα depending on whether α is (eventually) pe-
riodic (that is, we can find m, n so that ek+n = ek for k > m) or not.
When α is not periodic, Mα is a graded L(Γ)-module: the degree of f1f2f3 · · ·
is m − n where m and n are the positive integers satisfying fm+k = en+k
for all k ∈ N. If α is periodic, picking the n, m above smallest possible
with C := em+1em+2 · · · em+n, we get a bijection between the set of paths
PC := {p | tp = sC, p does not end with C} and [α] given by p ↔ pC∞. Via
this identification the image of pClq∗ with l ∈ N and p, q ∈ PC in EndF(Mα)
is Epq.
When Γ is Rn, the rose with n petals and α = e0e0e0 · · · then Mα above is
(isomorphic to) the module of Example 5.3.
6 Finite Dimensional Quotients of the Leavitt
Path Algebra of a Row Finite Digraph
In this section, Γ will be a non-separated digraph, that is, Π := {s−1(v) |
s−1(v) nonempty }. In the non-separated context finitely separated means row-
finite. Recall that an L(Γ)-module is of finitary if dimF(Mv) <∞ for all v ∈ V .
When V is finite, finitary is the same as finite dimensional since M = ⊕v∈VMv
by Lemma 3.1.
Lemma 6.1 If an L(Γ)-module M is finitary then the cycles of its support
subgraph Γ
M
have no exits.
Proof. If v1, ..., vn, vn+1 = v1 are consecutive vertices in a cycle of ΓM then
dim(Mv1) ≥ dim(Mv2) ≥ · · · ≥ dim(Mvn) ≥ dim(Mv1) by Lemma 3.1. Hence
dim(Mvk) = dim(Mvk+1) for k = 1, · · · , n. It follows from Lemma 3.1 again
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that Mte = 0 for e ∈ s−1(vk) unless te = vk+1. Thus cycles of ΓM have no
exits.
Next we characterize all possible finite dimensional quotients of the Leavitt
path algebra of a row-finite digraph as direct sums of matrix algebras over finite
dimensional cyclic algebras.
Theorem 6.2 If A is a finite dimensional quotient of the Leavitt path algebra
L(Γ) of a row-finite digraph Γ then A ∼=
m⊕
k=1
Mnk(Bk), where each nk is a positive
integer, Bk = F [x]/ (Pk(x)) with Pk(x) non-constant and Pk(0) = 1, k =
1, 2, ...,m.
Proof. If A = L(Γ)/I is a finite dimensional quotient of L(Γ) then A is a
unital L(Γ)-module. Its support subgraph ΓA is finite by Lemma 3.1 and the
cycles of ΓA have no exits by Lemma 6.1. Let IA be the ideal generated by
V \ VA = {v ∈ V | L(Γ)v = Iv} = V ∩ I as in Remark 4.3. We have a homo-
morphism from L(ΓA) ∼= L(Γ)/IA onto L(Γ)/I = A (since IA is generated by
I∩V ). So we may replace Γ with ΓA, a finite digraph whose cycles have no exits.
L(ΓA) is isomorphic to a direct sum of matrix algebras over F and/or
F
[
x, x−1
]
by [6, Theorem 3.8 and 3.10] (the number of summands of the form
Mn(F) is the number of sinks in ΓA and the number of summands of the form
Mn(F
[
x, x−1
]
) is the number of cycles in ΓA) and A ∼= L(ΓA)/J . From now on
we will identify L(ΓA) with this direct sum of matrix algebras.
Let πk be the projection from L(ΓA) to the k th factorMnk(F) orMnk(F[x, x
−1])
and πkij be π
k composed with the projection to the ij-th entry. Note that mul-
tiplying on the left by Eli and on the right by Ejm in the k-th coordinate
moves the ij-th entry to the lm-th entry, hence πkij(J) is independent of ij
(since J is an ideal). If Jk := π
k
ij(J) then Jk is an ideal of F or F
[
x, x−1
]
and J = ⊕Mnk(Jk): We have J ⊆ ⊕Mnk(Jk) by the definition of the Jk. To
see the converse note that ⊕Mnk(Jk) is generated by E
k
ijα with α ∈ Jk where
Ekij denotes the element with Eij in the k-th coordinate and 0 all the others. If
α = πkij(β) with β ∈ J then E
k
iiβE
k
jj = E
k
ijα, thus E
k
ijα ∈ J and ⊕Mnk(Jk) ⊆ J .
If Jk ✁ F then either Jk = F, in which case the corresponding summand
does not appear in A, or Jk = 0 and the summand Mnk(F)
∼= Mnk(Bk) where
Bk = F [x]/(x − 1). If Jk ✁ F [x, x
−1] then either Jk = F[x, x
−1] so the cor-
responding summand does not appear in A, or Jk = (Pk(x)) and we may as-
sume that Pk is non-constant, Pk ∈ F [x] and Pk(0) = 1 (multiplying with a
power of x if necessary). Now Bk := F [x]/(Pk(x)) ∼= F [x, x−1]/(Pk(x)) and
A ∼= ⊕Mnk(F[x, x
−1])/Mnk(Jk)
∼= ⊕Mnk(Bk).
As mentioned in the final paragraph of section 2 above, the graded ideals of
L(Γ) when Γ is a row-finite digraph are in 1-1 correspondence with hereditary
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saturated subsets of vertices [15, Theorem 5.3]. This correspondence is given by
sending a graded ideal I to V ∩ I and its inverse sends a hereditary saturated
subset S of V to (S), the (graded) ideal generated by S. In particular, if I is a
graded ideal then I = (I ∩ V ). Consequently;
Fact 6.3 A graded ideal I of L(Γ) is nonzero if and only if I ∩ V 6= ∅. Hence,
a graded homomorphism ϕ from L(Γ) is one-to-one if and only if ϕ(v) 6= 0 for
all v ∈ V .
If a grading is a refinement of another then an ideal graded with respect to
the finer grading is clearly also graded with respect to the other. The converse
holds for the universal grading and standard Z-grading, i.e., an ideal is graded
with respect to one if and only if with respect to the other (since I is generated
by I ∩ V which consists of homogeneous elements).
A subset S of V is hereditary if and only if the induced subgraph on its
complement V \S is cohereditary. Also S is saturated if and only if the induced
subgraph on V \ S is colorful for a non-separated digraph. Hence we can add a
fourth equivalent condition to Lemma 4.1 (for Γ a row-finite digraph): There is
a 1-1 correspondence between graded ideals {I} of L(Γ) and support subgraphs
{Γ
M
= (V
M
, E
M
)} given by I = (V \ V
M
). Thus, for any ideal I of L(Γ) the
unique maximal graded ideal J contained in I is (V \ V
L(Γ)/I
). Moreover the
modules L(Γ)/I and L(Γ)/J have the same support subgraph.
Corollary 6.4 If I is a graded ideal of L(Γ) with dim(L(Γ)/I) finite then A :=
L(Γ)/I is isomorphic to a direct sum of matrix algebras over F.
Proof. When I is graded I = (V \VA) as explained above. There are no cycles
in ΓA because L(ΓA) ∼= L(Γ)/I is finite dimensional. Hence the only summands
of L(Γ)/I are matrix algebras over F.
In order to state a necessary and sufficient criterion (in terms of the digraph
Γ) for the existence of a nonzero finite dimensional quotient of L(Γ) we need a
few definitions. We say v connects to w, denoted v ❀ w, if there is a path p in
Γ such that sp = v and tp = w. This defines a preorder (reflexive and transitive
relation) on the vertices of Γ. If v and w are on a cycle then v ❀ w and w ❀ v.
Let U be the set of sinks and cycles of Γ. There is an induced preorder on U ,
also denoted by ❀. (This is a partial order on U if and only if the cycles of Γ
are disjoint.) A sink or a cycle u ∈ U is maximal if u′ ❀ u only if u′ = u.
The predecessors of v in V is V❀v := {w ∈ V | w ❀ v}. If u and w
are two vertices on a cycle C then they have the same predecessors, so V❀C is
well-defined. Let Γ❀v be the induced subgraph on V❀v .
Theorem 6.5 Let Γ be a row-finite digraph. L(Γ) has a nonzero finite dimen-
sional module (equivalently a nonzero finite dimensional quotient) if and only if
Γ has a maximal sink or cycle with finitely many predecessors.
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Proof. Having a nonzero finite dimensional quotient is equivalent to having
a nonzero finite dimensional module: Any quotient is also a module and con-
versely ifM is a nonzero finite dimensional L(Γ)-module then there is a nonzero
homomorphism from L(Γ) into End(M) whose image is finite dimensional.
If there is a nonzero finite dimensional quotient L(Γ)/I let M = L(Γ)/I and
Λ := Γ
M
, its support subgraph. Λ is a finite digraph (Lemma 3.1) whose cycles
have no exits (Lemma 6.1). If Λ has a sink w then w is also a sink in Γ because
Λ is colorful by Lemma 4.1. There is no path from any cycle in Γ to w since
this cycle would be a cycle with an exit in Λ (as Λ is cohereditary). Hence w is
a maximal sink. If there is no sink then the finite digraph Λ must have a cycle.
This cycle has to be maximal, as above, otherwise Λ would have a cycle with
an exit. The predecessors of this maximal sink or cycle is contained in Λ so it
is finite.
Conversely, if Γ has a maximal sink or cycle with finitely many predeces-
sors then the induced subgraph Λ on this finite set W of predecessors is full,
cohereditary and colorful. So L(Λ) is a quotient of L(Γ) by Lemma 4.1. More-
over, there is at most one cycle in Λ which has no exits. Thus L(Λ) ∼=Mn(F) if
there is no cycle or L(Λ) ∼=Mn(F[x, x−1]) when there is a cycle (as in the proof
of Theorem 6.2 above). In both cases the finite dimensional algebra Mn(F) can
be realized as a quotient of L(Λ) hence also of L(Γ).
When Γ is a (non-separated) row-finite digraph all finite dimensional repre-
sentations of L(Γ) are classified in [23].
For a ring R with 1, the UGN (Unbounded Generating Number) property
is: if Rm ∼= Rn ⊕ P as R-modules then m ≥ n. Equivalently, R does not have
UGN if and only if Rm+1 is a quotient of Rm (up to isomorphism) for some m.
We define the non-UGN type of R to be the smallest such m. For a non-UGN
Leavitt path algebra we prove below Corollary 6.6 that its type is always 1.
Corollary 6.6 also provides a different proof of the characterization of the UGN
property for Leavitt path algebras [9, Theorem 3.16]
Clearly, UGN implies IBN. Also the existence of a nonzero finite dimensional
quotient implies UGN (by a dimension count after tensoring with this quotient).
The UGN property of L(Γ) is characterized in terms of Γ in [9, Theorem 3.16]
for a finite digraph Γ. Even though their characterization is expressed quite
differently, it is not difficult to see that it is equivalent to the existence of a
maximal sink or a maximal cycle.
Corollary 6.6 Let Γ be a finite digraph. Then Γ has a maximal sink or a
maximal cycle if and only if L(Γ) has UGN if and only if L(Γ) has a nonzero
finite dimensional quotient if and only if L(Γ) ⊕ L(Γ) is not isomorphic to a
quotient module of L(Γ).
Proof. If Γ has a maximal sink or a maximal cycle then L(Γ) has a nonzero
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finite dimensional representation by Theorem 6.5, hence L(Γ) has UGN as ex-
plained above.
When Γ does not a maximal sink or a maximal cycle let U be the set of
vertices in Γ lying on at least two cycles and let P = ⊕u∈UuL(Γ). Since
L(Γ) = ⊕v∈V vL(Γ) we see that P is a quotient module of L(Γ).
Using the isomorphisms uL(Γ) ∼= ⊕se=uteL(Γ) of Proposition 3.4 repeatedly,
for each u ∈ U we can express uL(Γ) as a direct sum with at least two of the
summands being uL(Γ), since u lies on multiple cycles. Hence P ⊕P is quotient
of P .
If w is a sink then w is a descendant of a cycle since there are no maximal
sinks. If v ∈ V is on a cycle which meets another cycle then v is a descendant
of some u ∈ U . If v is on a cycle which is disjoint from all other cycles then v is
a descendant of a different cycle since there are no maximal cycles. Repeating
this if necessary we get that v is a descendant of some u in U because Γ is finite.
Thus all sinks and all vertices on a cycle are descendants of U .
For each v ∈ V all paths starting at v eventually reach a sink or a cycle.
Thus using vL(Γ) ∼= ⊕se=vteL(Γ) repeatedly we can express vL(Γ) as a direct
sum with summands wL(Γ) where each w is a descendant of U . If w is a de-
scendant of u in U then wL(Γ) is a quotient of uL(Γ) as above. Hence vL(Γ)
and also L(Γ) = ⊕vL(Γ) are quotients of P k for some k.
Now P is a quotient of L(Γ), also P ⊕ P hence P 2k are quotients of P
and L(Γ) ⊕ L(Γ) is a quotient of P 2k. Therefore if Γ has no maximal sinks or
maximal cycles then L(Γ)⊕ L(Γ) is a quotient of L(Γ).
Remark 6.7 For every positive integer m there are infinitely many non iso-
morphic algebras of non-UGN type m, namely the Leavitt algebras L(m,n) for
all n > m. These algebras can be realized as the corner algebras wLw of sep-
arated Leavitt path algebras L = L(Γm,n) where Γm,n is the digraph with two
vertices u, w and m + n arrows from u to w separated into a part of m and
another part of n arrows [14, Proposition 2.12 (1)]. Computing the non-stable
K-theory monoid V(wLw) gives: (i) Every finitely generated projective wLw is
free. (ii) All isomorphisms between finitely generated projective wLw-modules
are consequences of (wLw)m ∼= (wLw)n. Consequently, (wLw)k+1 is a quotient
of (wLw)k if and only if k ≥ m.
Corollary 6.8 We have the following implications for the Leavitt path alge-
bra of a finite digraph, neither of which is reversible: L(Γ) has finite Gelfand-
Kirillov dimension implies that L(Γ) has a nonzero finite dimensional quotient
implies that L(Γ) has IBN.
Proof. If L(Γ) has finite Gelfand-Kirillov dimension then the cycles in Γ are
disjoint [11, Theorem 5]. Thus Γ must have a maximal sink or a maximal cycle
24
and by Theorem 6.5, L(Γ) has a nonzero finite dimensional quotient. If L(Γ)
has a nonzero finite dimensional quotient then L(Γ) has IBN (since finite di-
mensional unital algebras have IBN and if a unital ring does not have IBN then
neither does any nonzero homomorphic image of it).
The examples below show that neither implication is reversible:
Γ1 : •v //

•u

XX
There is no path to the loop at v from any other cycle, hence L(Γ1) has
a nonzero finite dimensional quotient. But the Gelfand-Kirillov dimension is
infinite since the loops at u are not disjoint.
To see that the second implication is not reversible consider the digraph Γ2
below:
Γ2 : •v

XX
""// •u
L(Γ2) has no nonzero finite dimensional quotient (both cycles and the sink are
reachable from another cycle). But L(Γ2) has IBN by the criterion of Kanuni-
O¨zaydın [22]: The only relation we have is v = 2v + 2u, yielding (1, 2). Then
L(Γ2) has IBN since (1, 1) is not in the Q-span of (1, 2). Another way to see
that L(Γ2) has IBN is to note that L(Γ2) is isomorphic to a Cohn path algebra
(of the rose with 2 petals). Cohn path algebras have IBN [7].
7 MFΓ versus ML(Γ)
ML(Γ) is a full subcategory of MFΓ by Proposition 3.2 and ML(Γ) is a retract
of MFΓ by Theorem 3.3, that is, the composition of the forgetful functor from
ML(Γ) to MFΓ with ⊗FΓ L(Γ) from MFΓ to ML(Γ) is naturally equivalent to
the identity functor on ML(Γ). Thus, ML(Γ) is also a quotient of MFΓ. In this
section we identify explicitly the Serre subcategory of MFΓ that we quotient
out and along the way we realize the functor ⊗FΓ L(Γ) via a direct limit
construction.
We will need the following generalization of (CK1) and (CK2) which requires
a definition: Let En := {p ∈ Path(Γ)|l(p) = n or l(p) < n and tp is a sink }
and Evn := {p ∈ En|sp = v} for n ∈ N. In particular, E0 = V and E1 = S ⊔ E
where S is the set of sinks in Γ. If w is a sink then Ewn = {w} for all n ∈ N.
Lemma 7.1 For all n ∈ N and v ∈ V
(i) p∗q = δp,qtp for all p, q ∈ En;
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(ii) {pp∗|p ∈ En} is a set of orthogonal idempotents;
(iii) v =
∑
pp∗ where the sum is over p ∈ Evn.
Proof. (i) p∗q 6= 0 if and only if p is an initial segment of q or q is an initial
segment of p. This is possible only if p = q because either l(p) = n = l(q) or tp
or tq is a sink. Also p∗p = tp.
(ii) This follows directly from (i).
(iii) For n = 0 this says v = v. For n > 0 this follows from repeated applications
of (CK2) until l(p) = n or tp is a sink.
To understand the functor ⊗FΓ L(Γ) : MFΓ −→ ML(Γ) better we will
give an alternate model for M ⊗ L(Γ). If M is an FΓ-module then we define
the FΓ-modules σkM for all k ∈ N as a quiver representation: (σkM)v :=⊕
p∈Ev
k
Mtp for all v ∈ V . To define the linear transformation given by e ∈ E
from (σkM)se =
⊕
Mtp to (σkM)te =
⊕
Mtq we focus on a single block
Mtp −→ Mtq. This is defined to be zero unless p = ep′ and q = p′f with
f ∈ Etp1 , in which case it is right multiplication by f . Note that σ
0M = M
and σk(σlM) = σk+lM for k, l in N. For an FΓ-module N we have a module
homomorphism θN : N −→ σN given by Nv
(·f)
−→ ⊕f∈Ev1Mtf = (σN)v. We
get a directed system M
θM−→ σM
θσ(M)
−→ σ2M −→ · · · . We also have FΓ-
module homomorphisms from σkM to M ⊗ L(Γ) given by m 7→ m ⊗ p∗ for
m ∈Mtp ⊆ σkM yielding a commutative triangle
σkM
θ
σkM−→ σk+1M
ց ↓
M ⊗ L(Γ)
We get a homomorphism from the direct limit colim σkM to M ⊗ L(Γ).
Theorem 7.2 If M is an FΓ-module then colim σkM is an L(Γ)-module nat-
urally isomorphic to M ⊗FΓ L(Γ).
Proof. The homomorphism from colim σkM to M ⊗ L(Γ) was defined above.
In the opposite direction we want to show that the linear transformation from
M ⊗ L(Γ) to colimσkM sending m ⊗ p∗ to [m] where m ∈ Mtp ⊆ σl(p)M is
well-defined. Since {pq∗ | p, q ∈ Path(Γ) , tp = tq } is a basis for C(Γ) and
C(Γ) = ⊕v∈V vC(Γ) we have M ⊗C(Γ) ∼= ⊕q∈Path(Γ)Mtq. Thus m⊗ p
∗ 7→ [m]
is a well-defined linear transformation from M ⊗ C(Γ) to colimσkM . Since
m⊗ (v −
∑
se=v ee
∗)q∗ 7→ 0 for every non sink v ∈ V the linear transformation
M⊗L(Γ) −→ colimσkM is defined. Since these homomorphisms are inverses of
each other we have M ⊗FΓ L(Γ) ∼= colimσkM and the isomorphism is natural,
i.e., for any FΓ-module homomorphism f : M −→ N we get a commutative
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diagram
colimσkM
colimσkf
−→ colimσkN
∼=↓ ↓∼=
M ⊗ L(Γ)
f⊗idL(Γ)
−→ N ⊗ L(Γ)
The FΓ-module colimσkM satisfies condition (I) of Proposition 3.2 since it is
isomorphic to the L(Γ)-module M ⊗ L(Γ). Thus colimσkM and M ⊗ L(Γ) are
isomorphic as L(Γ)-modules.
When Γ is finite the fact that L(Γ) is a flat FΓ-module is proven in [13,
Proposition 4.1]. Below we give a different proof for a row-finite Γ using Theorem
7.2. This is not a consequence of L(Γ) being a localization of FΓ (Proposition
3.4) since universal localizations are not necessarily even stably flat [26, Lemma
1.4].
Lemma 7.3 L(Γ) is a flat left FΓ-module.
Proof. We need to check that ι ⊗ idL(Γ) is one-to-one where ι : A →֒ B is the
inclusion of an FΓ-submodule. We will use the model colimσk for ⊗ L(Γ).
If α ∈ colimσkA is in Ker(ι ⊗ idL(Γ)) then α = [αk] for some αk ∈ σ
kA and
k ∈ N. Since [αk] = 0 in colimσkB, we have n ≥ k with αk 7→ 0 in σnB. Then
αk ∈ σkA ⊆ σkB maps to αn = 0 ∈ σnA by naturality. Hence α = [αn] = 0,
i.e., ⊗ L(Γ) is left exact.
Example 7.4 Let Γ be •

and Λ be •

−→ • so FΓ ∼= F[x] and L(Γ) ∼=
F[x, x−1]. Also C(Γ) ∼= F < x, y > /(1 − yx) ∼= L(Λ) and I ∼= M∞(F), the
algebra of matrices indexed by N with only finitely many nonzero entries. The
ideal I in L(Λ) is generated by the sink in Λ. The projective resolution 0 →
I → C(Γ)→ L(Γ)→ 0 of Fact 5.2 does not split (over FΓ) because F[x, x−1] is
not a projective F[x]-module (since HomF[x](F[x, x−1],F[x]) = 0).
When M is an FΓ-module, let M̂ = {m ∈M | ∃n ∈ N ∀p ∈ En mp = 0}. If
m ∈ M̂ then mq ∈ M̂ for all q ∈ Path(Γ), hence M̂ is a submodule of M . Also,
if f : M → N is an FΓ-module homomorphism and m ∈ M̂ then f(m) ∈ N̂ sô is an endofunctor on MFΓ with f̂ := f |M̂ . The inclusions M̂ →֒M define a
natural transformation from ̂ to the identity functor. If A is a submodule of
M then Â = A ∩ M̂ , therefore ̂ is left exact.
Lemma 7.5 If M is an L(Γ)-module then the following are equivalent:
(i) M̂ = 0;
(ii) (·e)se=v :Mv −→ ⊕se=vMte for all nonsink v ∈ V is one-to-one;
(iii) (·p)p∈Evn :Mv −→ ⊕sp=vMtp for all v ∈ V and for all n ∈ N is one-to-one.
Proof. (i)⇒ (ii) : Ker((·e)se=v) ⊆ M̂ .
(ii) ⇒ (iii) : Since E1 is the union of E and all sinks in Γ, this follows from
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(E1)
n = En and the fact that composition of one-to-one functions is one-to-one.
(iii)⇒ (i) : This is immediate from the definition of M̂ .
Theorem 7.6 M̂ is the kernel of M −→ colimσkM , equivalently the kernel of
the composition M ∼=M ⊗FΓ FΓ
idM⊗ι−→ M ⊗FΓ L(Γ).
Proof. First we will prove this assuming M̂ = 0. The homomorphism M −→
σkM is one-to-one if M̂ = 0. Then colimσkM can be identified with ∪σkM .
Hence M −→ colimσkM has kernel 0 = M̂ . Note that
̂
M/M̂ = 0. Now,
consider the commutative square
M −→ M/M̂
↓ ↓
M ⊗ L(Γ) −→ M/M̂ ⊗ L(Γ)
If m ∈ Ker(M −→ M ⊗ L(Γ)) then m ∈ M̂ since M/M̂ −→ M/M̂ ⊗ L(Γ) is
one-to-one as shown above.
Theorem 7.7 Let f : A −→ B be a homomorphism of FΓ-modules. Then
f ⊗FΓ idL(Γ) = 0 if and only if f(A) ⊆ B̂.
Proof. If f(A) ⊆ B̂ then for all v ∈ V and for all a ∈ Av there is a k ∈ N such
that f(a)p = 0 for all p ∈ Evk . Now f(a)⊗v = f(a)⊗
∑
pp∗ =
∑
f(ap)⊗p∗ = 0
where the sum is over all p in Evk . Also f(a)⊗ λ = f(av)⊗λ = (f(a)⊗ v)λ = 0
for all λ in L(Γ). Since A = ⊕v∈VAv, we get that f ⊗ idL(Γ) = 0.
Conversely, if f ⊗FΓ idL(Γ) = 0 then in the commutative square
A
f
−→ B
↓ ↓
A⊗ L(Γ)
0
−→ B ⊗ L(Γ)
f(A) ⊆ Ker(B −→ B ⊗ L(Γ)) = B̂ by Theorem 7.6.
Corollary 7.8 M ⊗ L(Γ) = 0 for an FΓ-module M if and only if M = M̂ .
Proof. If M = M̂ then the inclusion M̂ →֒M is idM and idM (M̂) ⊆ M̂ hence
idM⊗L(Γ) = idM ⊗ idL(Γ) = 0 by Theorem 7.7. Thus M ⊗ L(Γ) = 0.
Conversely, if colimσkM ∼= M ⊗ L(Γ) = 0 then [m] = 0 in colimσkM for
all m ∈ M . Hence m ∈ Ker(M −→ σnM) for some n ∈ N. Thus m ∈ M̂ and
M = M̂ .
Corollary 7.9 Let M be an FΓ-module and let ι : FΓ −→ L(Γ) be the standard
algebra homomorphism. If for all nonsink v ∈ V
Mv
(·e) // ⊕
se=v
Mte
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is one-to-one then M ∼=M ⊗ FΓ
idM⊗ι // M ⊗ L(Γ) is one-to-one.
Proof. Since composition of one-to-one functions is again one-to-one, the hy-
pothesis implies that Mv
(·p)// ⊕
p∈Evn
Mtp is one-to-one for all n ∈ N. Hence
M̂ = 0 and M −→M ⊗ L(Γ) is one-to-one by Theorem 7.6.
Theorem 7.10 The full subcategory M̂Γ of quiver representations MFΓ with
objects M = M̂ is a Serre subcategory. The quotient category MFΓ/M̂Γ is
equivalent to ML(Γ).
Proof. If A is a FΓ-submodule of B then Â = B̂ ∩ A and if f is a FΓ-module
homomorphism then f(B̂) ⊆ f̂(B). It follows that M̂Γ is closed under subquo-
tients. If A is a submodule of B with Â = A and B̂/A = B/A then for b ∈ Bv
there is n such that bp ∈ A for all p ∈ Evn since B̂/A = B/A. Also for each bp
there is np such that bpq = 0 for all q ∈ Etpnp . Let k = max{np | p ∈ E
v
n}. Now
bp = 0 for all p ∈ Evn+k hence B̂ = B and M̂Γ is a Serre subcategory since it is
a full subcategory closed under sub quotients and extensions.
Recall that the quotient category MFΓ/M̂Γ has the same objects as MFΓ.
The morphisms are colimHom(A′, B/B′) where the direct limit is over ordered
pairs (A′, B′) such that A′ ≤ A with Â/A′ = A/A′ and B′ ≤ B with B̂′ = B′.
The functor from ML(Γ) to MFΓ/M̂Γ is the forgetful functor from ML(Γ) to
MFΓ composed with the quotient functor to MFΓ/M̂Γ.
The functor from MFΓ/M̂Γ to ML(Γ) is induced by ⊗FΓ L(Γ). The inclu-
sion A′ →֒ A and the quotient B −→ B/B′ give isomorphisms A ⊗FΓ L(Γ) ∼=
A′⊗FΓL(Γ) and B/B′⊗FΓL(Γ) ∼= B⊗FΓL(Γ) when Â/A′ = A/A′ and B̂′ = B′
by Lemma 7.3 and Corollary 7.8. The image of a morphism [A′
f
−→ B/B′] is
defined via the isomorphisms A⊗FΓ L(Γ) ∼= A′ ⊗FΓ L(Γ) and B/B′ ⊗FΓ L(Γ) ∼=
B⊗FΓL(Γ). Well-definedness follows from the naturality of these isomorphisms.
The composition of the two functors above from ML(Γ) to itself is naturally
equivalent to the identity functor on ML(Γ) by Theorem 3.3. The natural trans-
formation from the identity functor on MFΓ/M̂Γ to the other composition is
given by (the equivalence class of) : M ∼= M ⊗FΓ FΓ −→ M ⊗FΓ L(Γ), more
explicitly m =
∑
mivi 7→
∑
mi ⊗ vi for all m ∈ M . This defines an isomor-
phism in MFΓ/M̂Γ because its kernel is M̂ (by Theorem 7.6) and its cokernel
is also an object of M̂Γ: Given
∑k
i=1m
∗
i q
∗
i in M ⊗ L(Γ) if n = max{l(qi)}
k
i=1
then (
∑
m∗i q
∗
i )p is in the image of M for all p ∈ En. Since both compositions
are naturally equivalent to the identity functors, the categories MFΓ/M̂Γ and
ML(Γ) are equivalent.
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