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Abstract
Codes from generalized Hadamard matrices have already been in-
troduced. Here we deal with these codes when the generalized Hada-
mard matrices are cocyclic. As a consequence, a new class of codes
that we call generalized Hadamard full propelinear codes turns out.
We prove that their existence is equivalent to the existence of central
relative (v,w, v, v/w)-difference sets. Moreover, some structural prop-
erties of these codes are studied and examples are provided.
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1 Introduction
Let G and U be finite groups, with U abelian, of orders v and w, respectively.
A map ψ : G×G→ U such that
ψ(g, h)ψ(gh, k) = ψ(g, hk)ψ(h, k) ∀ g, h, k ∈ G (1)
is a cocycle (over G, with coefficients in U). We may assume that ψ is nor-
malized, i.e., ψ(g, 1) = ψ(1, g) = 1 for all g ∈ G. For any (normalized)
map φ : G → U , the cocycle ∂φ defined by ∂φ(g, h) = φ(g)−1φ(h)−1φ(gh)
is a coboundary. The set of all cocycles ψ : G×G→ U forms an abelian
group Z2(G,U) under pointwise multiplication. Factoring out the subgroup
of coboundaries gives H2(G,U), the second cohomology group of G with co-
efficients in U .
Given a group G and ψ ∈ Z2(G,U), denote by Eψ the canonical cen-
tral extension of U by G; this has elements {(u, g) | u ∈ U, g ∈ G} and
multiplication (u, g) (v, h) = (uvψ(g, h), gh). The image U × {1} of U lies
in the centre of Eψ and the set T (ψ) = {(1, g) : g ∈ G} is a normalized
transversal of U × {1} in Eψ. In the other direction, suppose that E is a
finite group with normalized transversal T for a central subgroup U . Put
G = E/U and σ(tU) = t for t ∈ T . The map ψT : G × G → U defined by
ψT (g, h) = σ(g)σ(h)σ(gh)
−1 is a cocycle; furthermore, EψT ∼= E.
Each cocycle ψ ∈ Z2(G,U) is displayed as a cocyclic matrix Mψ: under
some indexing of the rows and columns byG,Mψ has entry ψ(g, h) in position
(g, h).
A cocycle ψ ∈ Z2(G,U) is called orthogonal if, for each g 6= 1 ∈ G and
each u ∈ U , |{h ∈ G : ψ(g, h) = u}| = v/w. This definition arose as an
equivalent formulation of the condition that the G-cocyclic matrix Mψ be a
generalized Hadamard matrix GH(w, v/w) over U . We recall that a v × v
matrix H with entries in U , where w divides v, is a generalized Hadamard
matrix GH(w, v/w) if, for every i, j, 1 ≤ i < j ≤ v, each of the multisets
{hikh
−1
jk | 1 ≤ k ≤ v} contains every element of U exactly v/w times. A
GH(w, v/w) is normalized if the first row and first column consist entirely of
the identity element of U . We can always assume that our GH matrices are
normalized.
Let E be a group of order vw with a normal subgroup Z of order w.
Suppose that R is a k-subset of E, such that the multiset of quotients
r1r
−1
2 , ri ∈ R, r1 6= r2, contains each element of E \ Z exactly λ times,
and contains no element of Z. Then R is called a (v,m, k, λ)-relative differ-
ence set in E with forbidden subgroup Z. If Z is a central subgroup of E
then we call R a central relative difference set.
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For certain parameters, the existence of relative difference sets is equiva-
lent to the existence of Hadamard matrices. The following result addresses
this situation.
Theorem 1.1. [12, Theorem 4.1] The following statements are equivalent.
1. ψ ∈ Z2(G,U) is orthogonal.
2. Mψ is a (normalized) GH(w, v/w).
3. There is a (central) relative (v, w, v, v/w)-difference set T (ψ) = {(1, g) :
g ∈ G} in the central extension Eψ of U by G, relative to U × {1}.
Example 1.2. [11, Example 9.2.1.4 and Theorem 9.48] Let G be the additive
group of the finite field F3a and φ(a,b)(g) = g
(3b+1)/2, g ∈ G where (a, b) = 1,
b is odd and 1 < b < 2a− 1. Then
∂φ(a,b)(g, h) = φ(a,b)(g + h)− φ(a,b)(g)− φ(a,b)(h)
is an orthogonal coboundary. Hence, M∂φ(a,b) is a GH(3
a, 1). Later, we will
deal with a = 4 and b = 3.
Remark 1.3. 1. Coulter and Mathews found φ(a,b) as a new class of pla-
nar power functions over F3a (see [5]).
2. The symmetric orthogonal coboundaries ∂φ(a,b) cannot be multiplicative.
In particular, the resulting ternary Hadamard codes are not linear 3a-
ary codes (see [11, p.227]).
3. The orthogonal coboundaries ∂φ(a,b) and ∂φ(a,2a−b) determine equivalent
Hadamard codes (see [10, Lemma 4.1]). Hence we may restrict to the
range 3 ≤ b ≤ a− 1.
Let Fq denote the finite field of order q = pr, where p is prime. Fq
is an additive elementary abelian group of order q. From H a normalized
generalized Hadamard matrix GH(q, v/q) over Fq, we denote by FH the q-ary
code consisting of the rows ofH , and CH the one defined as CH = ∪α∈Fq(FH+
α1) where 1 denotes the all-one vector (and α1 the all-α vector). The code
CH over Fq is called generalized Hadamard code which has qv codewords,
length v and minimum distance v − v
q
. Note that FH and CH are generally
nonlinear codes over Fq.
An ordinary Hadamard matrix of order v = 4t corresponds to a GH(2, 2t),
where U = 〈−1〉. In this case two further equivalences are known.
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Proposition 1.4. When U = 〈−1〉 ∼= Z2, the equivalent statements of The-
orem 1.1 are further equivalent to the following statements.
4. There is a Hadamard group Eψ [9].
5. CH is a Hadamard full propelinear code [15].
Binary propelinear codes have been deeply studied in the literature, see
[1, 2, 13, 14] among other references. The Hadamard full propelinear codes
are an important family of this type of codes. However, aside from [3] not
much has been done for q-ary propelinear codes, especially for the class of
full propelinear codes. In this paper, we prove the analog of Proposition 1.4
when U is the additive group of a finite field (i.e. additive elementary abelian
group). As a consequence, the class of generalized Hadamard full propelinear
codes is introduced. Concerning equivalence 4., let us mention that the
Hadamard group Eψ in the binary case is effectively what is referred to as
the extension group of a cocyclic Hadamard matrix, which is also defined for
generalized Hadamard matrices with entries in U . Therefore, if the existence
of a generalized Hadamard full propelinear code is equivalent to the existence
of an orthogonal cocycle ψ, then there is an extension group Eψ. Finally,
let us point out that it seems that a generalized Hadamard matrix over any
abelian group U (should it exist) would afford the same theory, assuming
similar definitions of propelinear codes over groups and so forth.
2 Propelinear codes
Let Fnq be the vector space of dimension n over Fq. The Hamming distance
between two vectors v, w ∈ Fnq , denoted by d(v, w), is the number of the
coordinates in which v and w differ. A (q-ary) code C over Fq of length
n is a nonempty subset of Fnq . The elements of C are called codewords. A
code C over Fq is called linear if it is a linear space over Fq. The minimum
distance of a code is the smallest Hamming distance between any pair of
distinct codewords. Without loss of generality, we shall assume, unless stated
otherwise, that the all-zero vector, denoted by 0, is in C.
Two structural properties of (nonlinear) codes are the rank and dimension
of the kernel. The rank of a code C, r = rank(C), is the dimension of the
linear span of C. The kernel of a q-ary code, denoted by K(C), is defined
as K(C) := {x ∈ Fnq : C + α x = C for allα ∈ Fq}. The p-kernel of C is
defined as Kp(C) = {x ∈ Fnq : C + x = C}. Note that K(C) is a linear
subspace and Kp(C) is Fp-additive. We will denote the dimension of the
kernel of C by k = ker(C). These two parameters do not always give a
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full classification of codes, since two nonisomorphic codes could have the
same rank and dimension of the kernel. In spite of that, they can help
in classification, since if two codes have different rank or dimension of the
kernel, they are nonisomorphic. A code is linear if and only if its rank and
the dimension of its kernel are equal to the dimension of the code. In some
sense, these two parameters give information about the linearity of a code.
Assuming the Hamming metric, any isometry of Fnq is given by a coor-
dinate permutation π and n permutations σ1, . . . , σn of Fq. We denote by
Aut(Fnq ) the group of all isometries of F
n
q :
Aut(Fnq ) = {(σ, π) : σ = (σ1, . . . , σn)with σi ∈ SymFq, π ∈ Sn}
where SymFq and Sn denote, respectively, the symmetric group of permuta-
tions on Fq and on the set {1, . . . , n}.
For any σ = (σ1, . . . , σn) where σi ∈ SymFq, π ∈ Sn and v ∈ Fnq ,
v = (v1, . . . , vn), we write σ(v) and π(v) to denote (σ1(v1), . . . , σn(vn)) and
(vπ−1(1), . . . , vπ−1(n)), respectively.
The action of (σ, π) is defined as
(σ, π)(v) = σ(π(v)) for any v ∈ Fnq ,
and the group operation in Aut(Fnq ) is the composition
(σ, π)◦(σ′, π′) = ((σ1◦σ
′
π−1(1), . . . , σn◦σ
′
π−1(n)), π◦π
′) for all (σ, π), (σ′, π′) ∈ Aut(Fnq ).
Here and throughout the entire paper, we use the convention f ◦ g(v) =
f(g(v)), for v ∈ Fnq . We denote by Aut(C) the group of all isometries of F
n
q
fixing the code C and we call it the automorphism group of the code C.
At this point, we introduce some basic background on automophism group
of a matrix. Let K be a multiplicative group isomorphic to the additive el-
ementary abelian group Fq, and let φ : Fq → K be an isomorphism. An
automorphism of a matrix M with entries in a group K is a pair of mono-
mial matrices (P,Q) with non-zero entries in K such that PMQ∗ = M ,
where Q∗ denotes the matrix obtained from the transpose of Q by replac-
ing each non-zero entry with it’s inverse in K, and matrix multiplication is
carried out over the group ring Z[K]. The automorphism group Aut(M) of
M is the set of all such pairs of matrices, closed under the multiplication
(P,Q)(R, S) = (PR,QS). The permutation automorphism group of M is
the subgroup PAut(M) ⊂ Aut(M) comprised of all pairs of permutation
matrices in Aut(M).
Lemma 2.1. [6] Let M be a K-monomial matrix of order n. Then M has
a unique factorization DMPM where DM is a diagonal matrix and PM is a
permutation matrix.
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Here we will focus on GH-codes, CH , where H denotes a generalized
Hadamard matrix of order v with entries in the additive elementary abelian
group Fq and write φ(H) = [φ(hij)]1≤i,j≤v.
In what follows, we will make explicit the correspondence between the
elements of the automorphism group Aut(φ(H)) and certain isometries of CH
(elements of Aut(CH)). Let (M,N) ∈ Aut(φ(H)), x = [[DM ]1,1, . . . , [DM ]v,v]
and X be the v × v matrix such that each column is equal to xT . It follows
that φ(X+H) = DMφ(H). Likewise, if Y is a v×v matrix over Fq such that
each row is equal to y = [[DN ]1,1, . . . , [DN ]v,v], then φ(H−Y ) = φ(H)D∗N . So,
φ(X+PMHP
T
N−Y ) = Mφ(H)N
∗ = φ(H). Thus X+PMHP TN−Y = H and
(σ, π) ∈ Aut(CH) where σi(u) = u + [DN ]ii and π(1, . . . , v) = (1, . . . , v)PN .
We will say that (σ, π) is the isometry of CH associated to the automorphism
(M,N) of φ(H). Now, the following question arises naturally: Given an
isometry (σ, π) of CH , is it possible to define an automorphism (M,N) of
φ(H) associated to (σ, π)? We will answer this question affirmatively in a
particular case in the next section.
Definition 2.2. [3] A q-ary code C of length n, 0 ∈ C, is called properlinear
if for any codeword x ∈ C there exist πx ∈ Sn and σx = (σx,1, . . . , σx,n) with
σx,i ∈ SymFq satisfying:
(i) for any x ∈ C it holds (σx, πx)(C) = C and (σx, πx)(0) = x,
(ii) if y ∈ C and z = (σx, πx)(y), then (σz, πz) = (σx, πx) ◦ (σy, πy).
A q-ary code is called transitive if the Aut(C) acts transitively on its
codewords, i.e., the code satisfies the property (i) of the above definition.
For all x ∈ C and for all y ∈ Fnq , denote by ⋆ the binary operation such
that x ⋆ y = (σx, πx)(y). Then, (C, ⋆) is a group, which is not abelian in
general. This group structure is compatible with the Hamming distance,
that is, such that d(x ⋆ u, x ⋆ v) = d(u, v) where u, v ∈ Fnq .
The vector 0 is always a codeword where π0 = Idn is the identity co-
ordinate permutation and σ0,i = Idq is the identity permutation on Fq ∀i.
Hence, 0 is the identity element in C and πx−1 = π−1x and σx−1,i = σ
−1
x,πx(i)
for
all x ∈ C and for all i ∈ {1, . . . , n}. We also say that (C, ⋆) is a propelinear
code.
Clearly, the propelinear class is more general than the linear code class.
Proposition 2.3. Let (C, ⋆) ⊂ Fnq be a group. C is propelinear code if and
only if the group Aut(C) (the isometries) contains a regular subgroup acting
transitively on C.
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Proof. Firstly, we assume C is propelinear. Let ρx : C → C given by ρx(v) =
x⋆v. Let x, y, z be any codewords in C, we have ρxρy(z) = ρx(y ⋆z) = x⋆(y ⋆
z) = (x⋆y)⋆z = ρx⋆y(z). From [3, Lemma 5], we have d(x⋆y, x⋆z) = d(y, z),
and so d(ρx(y), ρx(z)) = d(x⋆y, x⋆z) = d(y, z). Therefore, G = {ρx | x ∈ G}
is a subgroup of Aut(C), and |G| = |C|. Given x, y ∈ C, we take z = y ⋆x−1,
and so we have ρz(x) = z ⋆ x = y ⋆ x−1 ⋆ x = y. Hence, G acts transitively
on C.
Conversely, we assume Aut(C) contains a regular subgroup G acting tran-
sitively on C, so |G| = |C|. We call ρx the element of G such that ρx(0) = x.
Note that G → C given by ρx → x is a bijection since G is regular and
acts transitively on C. For x ∈ C, we define (σx, πx)(y) = ρx(y). Note
that (σx, πx) ∈ Aut(C) because ρx is an isometry on C. We define x ⋆ y =
(σx, πx)(y) = ρx(y), where x ∈ C. Let us see that the operation ⋆ is prope-
linear, and so C has a propelinear structure. It is clear that (σx, πx)(C) =
ρx(C) = C, and x ⋆ 0 = ρx(0) = x for any x ∈ C. As G acts transitively
on C, we have ρxρy = ρx⋆y if and only if ρxρy(0) = ρx⋆y(0). Let x, y ∈ C,
then ρx⋆y(0) = x ⋆ y = ρx(y) = ρx(ρy(0)) = ρxρy(0). Thus, (σx⋆y, πx⋆y)(z) =
ρx⋆y(z) = ρxρy(z) = ρx((σy, πy)(z)) = (σx, πx) ◦ (σy, πy)(z).
In the binary case, when q = 2, taking the usual addition on F2, the
above definition is reduced to the following:
A binary code C of length n is propelinear [14] if for each codeword x ∈ C
there exists πx ∈ Sn satisfying the following conditions for all y ∈ C:
(i) x+ πx(y) ∈ C.
(ii) πxπy = πx+πx(y).
Furthermore, C is called full propelinear [15] if the permutation πx has not
any fixed coordinate when x 6= 0, x 6= 1; and if 1 ∈ C then π1 = Idn.
Definition 2.4. A full propelinear code is a propelinear code C such that
for every a ∈ C, σa(x) = a + x and πa has not any fixed coordinate when
a 6= α1 for α ∈ Fq. Otherwise, πa = Idn.
A generalized Hadamard code, which is also full propelinear, is called gen-
eralized Hadamard full propelinear code (briefly, GHFP-code). In the binary
case, we have the Hadamard full propelinear codes, they were introduced in
[15] and their equivalence with Hadamard groups was proven.
Lemma 2.5. Let (C, ⋆) be a GHFP-code and a, b ∈ C. If a− b = λ1 where
λ ∈ Fq then πa = πb.
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Proof. We have b ⋆λ1 = b+πb(λ1) = b+λ1 = a and a⋆λ1 = λ1⋆a. On the
other hand, πa(x) = a⋆x−a = (b⋆λ1)⋆x−(b+λ1) = (b⋆x)⋆λ1−(b+λ1) =
(b ⋆ x) + λ1− (b+ λ1) = b ⋆ x− b = πb(x), for all x ∈ C.
Lemma 2.6. Let C be a GHFP-code and ei be the unitary vector with only
nonzero coordinate at the i-th position. If x, y ∈ C then π−1x (ei) = π
−1
y (ei) if
and only if x = y + λ1, λ ∈ Fq. Furthermore, if x, y ∈ FH then x = y.
Proof. We have π−1x (ei) = π
−1
y (ei)⇔ ei = πxπ
−1
y (ei) = πxπy−1(ei) = πx⋆y−1(ei).
Since C is full then x ⋆ y−1 = λ1, λ ∈ Fq.
Lemma 2.7. Let C be a GHFP-code, Π = {πx : x ∈ C} and C1 = {λ1 : λ ∈
Fq}. Then C1 ⊂ K(C) and Π is isomorphic to C/C1.
Proof. It is immediate that C1 = {λ1 : u ∈ Fq}. The map x→ πx is a group
homomorphism from C to Π. Since C is full propelinear, the kernel of this
homomorphism is C1. Hence, we conclude with the desired result.
3 GHFP-codes and cocyclic generalized Hada-
mard matrices
From now on, H denotes a generalized Hadamard matrix of order v with
entries in the additive elementary abelian group Fq. K denotes a multiplica-
tive group isomporphic to the additive elementary abelian group Fq, and let
φ : Fq → K be an isomorphism. Write φ(H) = [φ(hij)]1≤i,j≤n.
Consider the qv × v matrix Eφ(H) comprised of the q blocks k0φ(H), . . . ,
kq−1φ(H) where K = {1 = k0, . . . , kq−1}. Assuming that CH is a GHFP-code
and a, x ∈ CH , then the action of a on CH defined by
ρa(x) = a ⋆ x = a + πa(x) ∈ CH ,
(ρa ∈ Aut(CH)) is equivalent to the action of N∗ on Eφ(H) by right matrix
multiplication where N∗ = Q∗D∗−a, with Q being the permutation matrix
according to πa, and Da the diagonal matrix with diagonal φ(a). Since
the action of a on C preserves C, there is a qv × qv permutation matrix
P ′ such that P ′Eφ(H)N∗ = Eφ(H). Moreover, the rows of Eφ(H) are the
rows of φ(H), k1φ(H), . . . , kq−1φ(H). Thus there is a v× v monomial matrix
M = DkP with k a vector of length v over K such that Mφ(H)N∗ = φ(H),
where for all 1 ≤ i, j ≤ v and 0 ≤ d ≤ q − 1, if P ′ permutes row j + dv to
row i then
• P permutes row j to row i, and
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• the i-th entry of k is kd.
Thus (M,N) is an automorphism of φ(H), and if a = λ1 for some λ ∈ Fq,
then the corresponding automorphism is of the form (φ(−λ)I, φ(−λ)I). This
proves the following.
Theorem 3.1. If H is a generalized Hadamard matrix over the additive
abelian group of Fq such that the rows of H comprise a GHFP-code C, then
the group (C, ⋆) ∼= R ⊆ Aut(φ(H)). Moreover, (kI, kI) ∈ R for all k ∈ K,
and R acts transitively on rows of φ(H).
Remark 3.2. R acts transitively on rows of φ(H) since ρa(x) = ρb(x) if and
only if a = b but not regularly since |R| 6= v.
Now, for a generalized Hadamard matrixM with entries in K, Aut(M) ∼=
PAut(EM) where EM = [kikjM ]0≤i,j≤q−1 (this is a special case of [6, Theorem
9.6.14]). Where Θ : Aut(M) → PAut(EM) is the isomorphism outlined in
[6, pp. 110–111]), we note that the center of Aut(M) contains the group of
pairs of diagonal matrices Z = {(kI, kI) : k ∈ K}, and thus Θ(Z) is a central
subgroup of PAut(EM). We require that πλ1 = Idn in order for C to be full
propelinear. The transitivity requirement of the group (C, ⋆) on C for full
propelinear codes then gives the following.
Theorem 3.3. C is a generalized Hadamard full propelinear code if and only
if there is a subgroup R ⊆ Aut(φ(H)) with Z ⊆ R such that PAut(Eφ(H))
contains a regular subgroup Θ(R), with Θ(Z) ⊆ Θ(R).
Proof. Let K = {1 = k0, . . . , kq−1} and Z = {zi = (kiI, kiI) : i ∈ {0, . . . , q −
1}} and let C be a generalized Hadamard full propelinear code. Theorem 3.1
gives that (C, ⋆) ∼= R ⊆ Aut(φ(H)) where Z ⊆ R, and R acts transitively on
the rows of φ(H). Since Z is central and acts only by multiplication on rows
of φ(H), there is a right transversal S of Z in R where for any j ∈ {1, . . . , n}
there is sj ∈ S such that φ(H)j = (sjφ(H))1. Thus Θ(zisj) permutes row 1
of Eφ(H) to row iq + j, proving that Θ(R) is transitive on rows of Eφ(H). By
Theorem 3.1, |R| = |(C, ⋆)| and thus Θ(R) acts regularly.
Conversely, assuming that H is generalized Hadamard over Fq and that
there is a subgroup R ⊆ Aut(φ(H)) with Z ⊆ R such thatΘ(R) ⊆ PAut(Eφ(H))
is regular and Θ(Z) ⊆ Θ(R). Label the rows of Eφ(H) with the codewords of
CH in the order of the rows of EH such that the first n entries of the row
of Eφ(H) are the entries in the codeword labelling the row. For any x ∈ CH
there is (MxNx) ∈ Θ(R) such that Mx sends row x to row 0. In the preim-
age of Θ, Nx corresponds to a monomial matrix D−xQx. For each x, let πx
be coordinate the permutation according to the action of Q∗ on columns of
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φ(H), and let σx(a) = a + x for all a ∈ EH , (i.e., πx and σx are determined
by the column action of Nx). It follows that if (πx, σx) ◦ (πy, σy) = (πz, σz)
then NxNy = Nz. It also follows that (σx, πx)(0) = x for all x.
Then let f : Θ(R) → CH be the map such that f(Mx, Nx) = x. Clearly
this map is bijective. Further, where λ ∈ Fq, it follows that (Mλ1, Nλ1) ∈
Θ(Z), where πλ1 = Idn. Because R ⊆ Aut(φ(H)), it follows that (σx, πx)(CH) =
CH for all x.
Now observe that ifNxNy = Nz, then z = (σz, πz)(0) = (σx, πx)(σy, πy)(0) =
(σx, πx)(y) and so z = x ⋆ y. Thus f(Mx, Nx) ⋆ f(My, Ny) = x ⋆ y = z =
f(Mz, Nz), and so f is a homomorphism and CH has a propelinear struc-
ture.
Let G be a group of order n and let ψ : G×G→ K be a 2-cocycle. Then
let Eψ denote the canonical central extension of K by G obtained from ψ.
The following is a special case of [6, Theorem 14.6.4].
Theorem 3.4. A generalized Hadamard matrix H over K is cocyclic with
cocycle ψ if and only if there exists a centrally regular embedding of Eψ into
PAut(EH).
Corollary 3.5. The code CH comprised of the rows of EH is a generalized
Hadamard full propelinear code if and only if the matrix H is cocyclic over
some cocycle ψ, with extension group Eψ ∼= R ∼= (CH , ⋆) where R is a regular
subgroup of PAut(EH).
Remark 3.6. We observe that a generalized Hadamard matrix H may be
cocyclic over several distinct cocycles ψ, and that the extension groups Eψ are
not necessarily isomorphic. As such, given a cocyclic generalized Hadamard
matrix H, there may be several codes (CH , ⋆) that are equal setwise, i.e., they
contain the same set of codewords, but are not isomorphic as groups.
In what follows, we will make explicit the correspondence between the
elements of Eψ and (CH , ⋆).
Assuming ψ ∈ Z2(G,K). For a fixed order in G = {g0 = 1, g1, . . . , gv−1}
and in K = {k0 = 1, k1, . . . , kq−1} (we recall that K denotes the multiplica-
tive group isomporphic to the additive elementary abelian group Fq), we can
define the following map:
Φ: Eψ → K
v
given an element (k, g) ∈ Eψ,
[Φ(k, g)]j = kl, if (k, g)−1tj ∈ T (ψ) (kl, 1),
10
where T (ψ) = {(t0 = (1, 1), t2 = (1, g1), . . . , tv−1 = (1, gv−1)}. Obviously,
T (ψ) (ci, 1) = (ci, 1)T (ψ) and Φ is well-defined. After some calculations,
[Φ(k, g)]j = (kψ(g, g
−1))−1 ψ(g−1, gj).
Hence, Φ(k, g) is equal to (kψ(g, g−1))−1-times the row of Mψ indexed with
the element g−1.
Clearly, Φ is an injective map. The inverse of Φ (over the ImΦ) is
Φ−1(λ (ψ(g, g1), . . . , ψ(g, gv))) = ((λψ(g
−1, g))−1, g−1),
where λ ∈ K and g ∈ G.
Proposition 3.7. If ψ ∈ Z2(G,K) is orthogonal then C = (Φ(Eψ), ⋆) is a
GHFP-code where x ⋆ y = Φ(Φ−1(x) · Φ−1(y)) with x, y ∈ Φ(Eψ).
Proof. Firstly, we will show that πx ∈ Sv where πx(y) = x ⋆ y − x. We
know that every codeword has to be a multiple of a row of Mψ. We take
x = λ (ψ(g, g1), . . . , ψ(g, gv)) and y = µ (ψ(h, g1), . . . , ψ(h, gv)). By a routine
computation, we get that
[x ⋆ y]j = λµψ(g
−1, g)ψ(h−1, h)
(
ψ(g−1, h−1)ψ((hg)−1, hg)
)−1
ψ(hg, gj).
Putting together,
[πx(y)]j = [x ⋆ y]j − [x]j
= µψ(g−1, g)ψ(h−1, h) (ψ(g−1, h−1)ψ((hg)−1, hg))
−1
ψ(hg, gj)(ψ(g, gj))
−1
= µψ(h, ggj).
In the last identity we have used these properties coming from (1)
• ψ(hg, gj)(ψ(g, gj))
−1 = ψ(h, ggj)(ψ(h, g))
−1.
• ψ(h−1, h)(ψ(h, g))−1 = ψ(h−1, hg).
• ψ(g−1, h−1)ψ(g−1h−1, hg) = ψ(g−1, g)ψ(h−1, hg).
Hence, the map πx is an element of Sv. Specifically, for any y, πx moves the
l-th coordinate of y to j-th coordinate where gl = ggj. As a consequence of
this fact, it is immediate that if x = λ1, λ ∈ Fq then πx = Idv since g = 1
the identity of G. Furthermore, if g 6= 1 (or equivalently x 6= λ1), then πx
has not any fixed coordinate.
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Secondly, we show an important property of these permutations. Con-
cretely, given x, y ∈ C, we have that πxπy = πx⋆y. To prove it, let z be an
element of C then
πx⋆y(z) = (x ⋆ y) ⋆ z − x ⋆ y
= x ⋆ (y ⋆ z)− x ⋆ y
= x+ πx(y ⋆ z)− πx(y)− x
= πx(y ⋆ z − y) = πx(πy(z)).
Let H be a normalized Hadamard matrix GH(q, v/q) over Fq and f be
any row of H . Dj denotes the subset of CH such that x ∈ Dj if [x]j = 0 ∈ Fq.
Let us observe the following facts:
1. Dj = ∪α∈Fq{f + (−α)1 : f ∈ FH ∧ [f ]j = α}.
2. D1 = FH .
3. For j > 1, |{f ∈ FH : [f ]j = α}| = v/q. Since Fq is abelian then HT
is a GH(q, v/q) (over Fq) too [11, Lemma 4.10]. Thus, the number of
entries equal to α in the j-th column of H is v/q, for all α ∈ Fq.
4. |Dj| = v and C = ∪i≥1Di.
Proposition 3.8. Let (C, ⋆) be a GHFP-code of length v over Fq coming
from H a GH(q, v/q). Then FH = D1 is a (central) relative (v, q, v, v/q)-
difference set in C relative to the normal subgroup C1 = {α1 : α ∈ Fq} ∼= Fq.
Proof. C1 is a central subgroup. We have to prove:
|FH ∩ x ⋆ FH | =


v x = 0
0 x ∈ C1 \ {0}
v/q x ∈ C \ C1
• Let us observe that if x ∈ C1 then πx = Idv. Now, if f ∈ FH then the
first entry of x ⋆ f = x+ f is 0 if and only if x = 0. So, we concluded
with the desired result for the first and the second identities.
• Let x /∈ C1 and πx(1) = j, (j 6= 1 since it is full propelinear).
Let α0 ∈ Fq be such that [x + α01]j = 0. Since (x+ α01) ⋆ f ∈ Dj for
all f ∈ FH and |y ⋆ FH | = v for all y ∈ CH then (x+ α01) ⋆ FH = Dj.
As a consequence,
x ⋆ FH = Dj − α01.
Therefore, |FH ∩ x ⋆ FH | = number of entries equal to −α0 in the j-th
column of H what it is equal to v/q. This conclude the proof.
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Corollary 3.9. Let (C, ⋆) be a GHFP-code of length v over Fq coming from
H a GH(q, v/q). Let G = C/C1 and σ(f ⋆ C1) = f for f ∈ FH . The map
ψFH : G×G→ K defined by
ψFH(g, h) = k, ifσ(g) ⋆ σ(h) ∈ k1 ⋆ FH
is an orthogonal cocycle, i.e. MψFH is a GH(w, v/w). Furthermore, (C, ⋆)
∼=
EψFH where F
⋆
H = {(1, g) : g ∈ G} is the isomorphic image of FH .
Proof. It is a consequence of [12, Theorem 3.1] and Proposition 3.8.
4 Examples
In this section, we provide some examples of generalized Hadamard full pro-
pelinear codes coming from cocyclic generalized Hadamard matrices. The
last one has a special interest since this family is not linear. We will study
their rank and the dimension of their kernel. In [7] the study of the rank and
dimension of the kernel of codes coming from generalized Hadamard matri-
ces was initiated. We begin with a definition of an infinite family of cocyclic
generalized Hadamard matrices.
Definition 4.1. [6, Section 9.2] Let q = pm be a prime power and denote
the k-dimensional vector space over Fq by V . Then
D(p,m,k) = [xy
⊤]x,y∈V
is a GH(q, qk−1). These are known as the generalized Sylvester matrices.
It is well known that the generalized Sylvester matrices are cocyclic, see
[11, p.122] for example. They were analyzed in terms of their cocyclic de-
velopment in [8]. The analysis shows that these matrices have several non-
isomorphic indexing and extension groups, and the number of non-isomorphic
indexing and extension groups grows with k and m. They are closely related
to the regular subgroups of the affine general linear group AGLk+1(V ). Hence
the matrix H = D(p,m,k) of order qk is cocyclic with multiple cocycles ψ and
has multiple non-isomorphic extension groups Eψ of order qk+1. As such, for
each ψ the associated codes (C, ⋆) each have the same set of codewords (the
rows of EH), but are non-isomorphic as groups. Some of the examples below
are members of the generalized Sylvester matrices.
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Example 4.2. If G = U = 〈a, b | a2 = b2 = (ab)2 = 1〉 ∼= Z22 (the additive
group of F4 but with multiplicative notation) with indexing {1, a, b, ab}, then
the G-cocyclic matrix with coefficients in U
H =


1 1 1 1
1 a ab b
1 ab b a
1 b a ab


is a generalized Hadamard matrix, GH(4, 1), with entries in F4.
Now, set Ci = {fi+α1 | α ∈ G}, where fi denotes the vector correspond-
ing to the i-th row of H and 1 denotes the all-one vector. (We will follow
this notation in the sequel examples). For instance,
C1 = {(1, 1, 1, 1), (a, a, a, a), (b, b, b, b), (ab, ab, ab, ab)}.
The generalized Hadamard code over U
C = C1 ∪ C2 ∪ C3 ∪ C4
can be endowed with a full propelinear structure with the following group
Π of permutations
πx =


I x ∈ C1
(1, 2)(3, 4) x ∈ C2
(1, 3)(2, 4) x ∈ C3
(1, 4)(2, 3) x ∈ C4
That is, x ⋆ y = x+ πx(y) where (C, ⋆) ∼= Z
2
4 and Π
∼= Z22. The rank and the
dimension of the kernel of this code are 2.
Example 4.3. If G = Z23 with indexing {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2),
(2, 0), (2, 1), (2, 2)}, then the G-cocyclic matrix over Z3
H =


0 0 0 0 0 0 0 0 0
0 1 2 0 1 2 0 1 2
0 2 1 0 2 1 0 2 1
0 0 0 1 1 1 2 2 2
0 1 2 1 2 0 2 0 1
0 2 1 1 0 2 2 1 0
0 0 0 2 2 2 1 1 1
0 1 2 2 0 1 1 2 0
0 2 1 2 1 0 1 0 2


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is a generalized Hadamard matrix (of Sylvester type), GH(3, 3), with entries
in F3. The generalized Hadamard code over G
C = C1 ∪ C2 ∪ . . . ∪ C9
can be endowed with a full propelinear structure with the following group
Π of permutations
πx =


I x ∈ C1
(1, 2, 3)(4, 5, 6)(7, 8, 9) x ∈ C2
(1, 3, 2)(4, 6, 5)(7, 9, 8) x ∈ C3
(1, 4, 7)(2, 5, 8)(3, 6, 9) x ∈ C4
(1, 5, 9)(2, 6, 7)(3, 4, 8) x ∈ C5
(1, 6, 8)(2, 4, 9)(3, 5, 7) x ∈ C6
(1, 7, 4)(2, 8, 5)(3, 9, 6) x ∈ C7
(1, 8, 6)(2, 9, 4)(3, 7, 5) x ∈ C8
(1, 9, 5)(2, 7, 6)(3, 8, 4) x ∈ C9
We have C ∼= Z33 and Π
∼= Z23. The rank and the dimension of the kernel
of this code are 3.
Example 4.4. Let G = U = Z32 be with indexing {0, 1, x, x
2, x3, x4, x5, x6}
where
+ 0 1 x x2 x3 x4 x5 x6
0 0 1 x x2 x3 x4 x5 x6
1 0 x3 x6 x x5 x4 x2
x 0 x4 1 x2 x6 x5
x2 0 x5 x x3 1
x3 0 x6 x2 x4
x4 0 1 x3
x5 0 x
x5 0
then the G-cocyclic matrix over U
H =


0 0 0 0 0 0 0 0
0 1 x x2 x3 x4 x5 x6
0 x x2 x3 x4 x5 x6 1
0 x2 x3 x4 x5 x6 1 x
0 x3 x4 x5 x6 1 x x2
0 x4 x5 x6 1 x x2 x3
0 x5 x6 1 x x2 x3 x4
0 x6 1 x x2 x3 x4 x5


15
is a generalized Hadamard matrix, GH(8, 1), with entries in F8. The gener-
alized Hadamard code over G
C = C1 ∪ C2 ∪ . . . ∪ C8
can be endowed with a full propelinear structure with the following group
Π of permutations
πx =


I x ∈ C1
(1, 2)(3, 5)(4, 8)(6, 7) x ∈ C2
(1, 3)(2, 5)(4, 6)(7, 8) x ∈ C3
(1, 4)(2, 8)(3, 6)(5, 7) x ∈ C4
(1, 5)(2, 3)(4, 7)(6, 8) x ∈ C5
(1, 6)(2, 7)(3, 4)(5, 8) x ∈ C6
(1, 7)(2, 6)(3, 8)(4, 5) x ∈ C7
(1, 8)(2, 4)(3, 7)(5, 6) x ∈ C8
We have (C, ⋆) ∼= Z34 and Π
∼= Z32. The rank and the dimension of the kernel
of this code are 2.
Example 4.5. Let G = U = Z43 be with indexing {0000, 0001, 0002, 0010, . . . ,
2222}, the irreducible polynomial which defines multiplication in the field is
2 + x+ x4 and let φ(4,3) as in Example 1.2. Then the G-cocyclic matrix over
U
[H ]g,h = ∂φ(4,3)(g, h)
is a generalized Hadamard matrix, GH(81, 1), with entries in F81.
C = C1 ∪ C2 ∪ . . . ∪ C81
can be endowed with a full propelinear structure. The group Π of permu-
tations and the matrix [H ]g,h can be downloaded from the following website
(ddd.uab.cat/record/204295).
We have that (C, ⋆) ∼= Z83 and Π
∼= Z43. The rank of this code is 11 and
the dimension of the kernel is 1. So, C is not linear as we knew.
In Table 1, we consider the codes associated to ∂φ(a,b) of Example 1.2.
Let us recall that φ(a,b)(g) = g(3
b+1)/2, with g ∈ F3a . Moreover, if (a, b) = 1, b
odd and 3 ≤ b ≤ a−1 then ∂φ(a,b) are orthogonal cocycles and the associated
GHFP-codes Ca,b are not linear but are they inequivalent? that is, fixed a
and assuming that b1 and b2 with b1 6= b2 are admissible values, are Ca,b1
and Ca,b2 inequivalent? If the conjecture below were true, we would have an
affirmative answer. For instance, for a = 7 we have two (cocyclic) GH(37, 1)
matrices (one for b = 3 and another for b = 5) where their codes (C7,3 and
C7,5) are inequivalent since they have different rank. Consequently, the GH
matrices are nonequivalent as well.
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Table 1: The pairs (r, k) of the entries of this table denote the rank and
the dimension of the kernel of the GHFP-codes Ca,b associated to ∂φ(a,b) of
Example 1.2.
b\a 4 5 6 7 8 9 10
3 (11,1) (11,1) (11,1) (11,1) (11,1)
5 (47,1) (47,1) (47,1) (47,1)
7 (191,1) (191,1) (191,1)
9 (767,1)
Let us notice that in Table 1, we have computed the rank and dimension of
the kernel for all admissible value of b for each a in the range 3 ≤ b ≤ a−1 and
4 ≤ a ≤ 10. All these computations have been carried out with magma [4].
We prove in Corollary 5.6 that always k = 1 and for the rank we conjecture
that r depends only on b by r(b) = 3 · 2b−1 − 1 with b odd.
5 Kronecker sum construction
In this section we extend the classical construction of Hadamard codes, based
on Kronecker products, to the case of GHFP-codes. As application, we con-
struct an infinite family of nonlinear GHFP-codes for each GH(3a, 1) matrix
as in Example 1.2. Some properties of their rank and the dimension of their
kernel are studied and they have been used to prove their nonlinearity.
The Kronecker sum construction [16] is a standard method to construct
GHmatrices from otherGHmatrices. That is, ifH = (hi,j) is anyGH(w, v/w)
matrix over U and B1, B2, . . . , Bv are any GH(w, v′/w)matrices over U then
the matrix
H ⊕ [B1, B2, . . . , Bv] =


h11 +B1 . . . h1v +B1
...
...
...
hv1 +Bn . . . hvv +Bv


is a GH(w, vv′/w) matrix. If B1 = B2 = . . . = Bv = B, then we denote
H ⊕ [B1, B2, . . . , Bv] by H ⊕B.
If ψ ∈ Z2(G,U) and ψ′ ∈ Z2(G′, U), then their tensor product ψ ⊗ ψ′ ∈
Z2(G×G′, U), where
(ψ ⊗ ψ′)((g, g′), (h, h′)) = ψ(g, h)ψ(g′, h′),
and Mψ⊗ψ′ = Mψ ⊕Mψ′ .
Let Sq be the normalizedGH(q, 1) matrix given by the multiplicative table
of Fq. We can recursively define St as a GH(q, qt−1) matrix, constructed as
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St = Sq ⊕ S
t−1 for t > 1, (this is an alternative definition for the generalized
Sylvester Hadamard matrices). It is well-known that Sq is cocyclic (see [11,
p. 122]) and rank(CSq) = ker(CSq) = 2.
Lemma 5.1. [7, Lemma 3] Let H1 and H2 be two GH matrices over Fq
and H = H1 ⊕ H2. Then rank(CH) = rank(CH1) + rank(CH2) − 1 and
ker(CH) = ker(CH1) + ker(CH2)− 1.
Immediate consequences of the result above are that rank(CSl) = ker(CSl) =
l + 1. On the other hand, if H1 is linear and H2 is not (or vice versa) then
H = H1 ⊕H2 is not linear.
Lemma 5.2. [7, Corollary 28] Let H be a GH(q, qh−1) matrix over Fq, with
q > 3 and h ≥ 1, or q = 3 and h ≥ 2. Then rank(CH) ∈ {h+1, . . . , ⌊q
h/2⌋}.
Lemma 5.3. [7, Proposition 9] Let H be a GH(q, λ) over Fq, where q = p
e
and p prime. Let v = qλ = pts such that gcd(p, s) = 1. Then 1 ≤ ker(CH) ≤
kerp(CH) ≤ 1 + t/e.
Lemma 5.4. Let C be a generalized full propelinear code. Then K(C) is a
subgroup of C.
Proof. As 0 ∈ C, we have that K(C) is linear. Let x, y be in K(C), so
αx + C = C and αy + C = C for all α ∈ Fq. Therefore, α(x ⋆ y) + C =
α(x+ πx(y)) + x ⋆ C = αx+ απx(y) + x+ πx(C) = αx+ x+ πx(αy + C) =
αx + x + πx(C) = αx + x ⋆ C = αx + C = C, and so x ⋆ y ∈ K(C). Thus,
the operation ⋆ is closed on K(C). Since K(C) is finite and 0 ∈ C, we have
that K(C) is a subgroup.
Proposition 5.5. Let H be a GH(3a, 1) over F3a where CH is a GHFP-code.
Then ker(CH) ∈ {1, 2}. If ker(CH) = 2, then CH is linear. Furthermore, if
a > 1, then rank(CH) ≥ 2.
Proof. From Lemma 5.3, we have that ker(CH) ∈ {1, 2}. We suppose that
K(CH) = 〈1, x〉, for some x ∈ CH with x 6= α1 for any α ∈ F3a . As the kernel
is a linear subspace of CH , we have that K(CH) = {α1 + βx : α, β ∈ F3a}.
Thus, |K(CH)| = 32a = |CH |. Therefore CH = K(CH) and so CH is linear.
From Lemma 5.2, we have that rank(CH) ≥ 2 if a > 1.
Corollary 5.6. Let H =M∂φ(a,b) be as in Example 1.2 then ker(CH) = 1.
Proof. CH is a nonlinear GHFP-code by Remark 1.3.
Corollary 5.7. If q = 3a with a > 1, H a GH matrix over Fq where CH is a
nonlinear GHFP-code and H ′ = Sq ⊕H. Then rank(CH′) = rank(CH) + 1 >
ker(CH′) = 2.
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Proposition 5.8. [11, Theorem 6.9] Let ψi ∈ Z
2(Gi, U), 1 ≤ i ≤ n and
ψ = ψ1⊗ · · · ⊗ψn ∈ Z
2(G1× · · · ×Gn, U). Then ψ is orthogonal if and only
if ψi is orthogonal, 1 ≤ i ≤ n.
Remark 5.9. As a direct consequence of Proposition 5.8, the Sylvester gen-
eralized Hadamard matrix Sl is cocyclic.
Proposition 5.10. Let B1 be a GH(w, v/w) matrix over U and B2 be a
GH(w, v′/w) matrix over U . If CB1 and CB2 are GHFP-codes then CH is a
GHFP-code too where H = B1 ⊕B2. Moreover,
πa⊕b(x⊕ y) = πa(x)⊕ πb(y),
(a⊕ b) ⋆ (x⊕ y) = (a ⋆ x)⊕ (b ⋆ y).
where a = (a1, a2, . . . , av), b = (b1, b2, . . . , bv′) and a⊕ b = (a1 + b1, . . . , a1 +
bv′ , a2 + b1, . . . , a2 + bv′ , . . . , av + b1, . . . , av + bv′) are rows in B1, B2 and H,
respectively; x ∈ CB1 and y ∈ CB2.
Proof. By Corollary 3.9, we have that Bi = Mψi for ψi ∈ Z
2(Gi, U) for a
specific ordering of the elements of Gi (for the rest of this proof, we are
assuming fixed this ordering in Gi) with i = 1, 2. Now, using Proposition
5.8, we have H =Mψ1 ⊕Mψ2 = Mψ1⊗ψ2 for ψ1 ⊗ψ2 ∈ Z
2(G1⊗G2, U) which
is orthogonal, i.e., H is a cocyclic GH(w, vv′/w). Therefore, by Proposition
3.7, CH is a GHFP-code.
Now, assume that a (resp. b) corresponds with a row of B1 (resp. B2)
indexed with the element g ∈ G1 (resp. h ∈ G2). By the proof of Proposition
3.7, we have πa(l) = i⇔ gl = ggi and πb(m) = j ⇔ hm = hhj , where gj ∈ G1
and hj ∈ G2. For the same reason, πa⊕b((l − 1)v + m) = (i − 1)v + j ⇔
(gl, hm) = (g, h)(gi, hj). Therefore, πa⊕b(x ⊕ y) = πa(x) ⊕ πb(y). Finally, as
a direct consequence, we conclude with the desired result (a⊕ b) ⋆ (x⊕ y) =
(a ⋆ x)⊕ (b ⋆ y).
Corollary 5.11. Let ∂φ(a,b) be as in Example 1.2 then CH are not linear
GHFP-codes where H = Sl ⊕M∂φ(a,b) , for l ≥ 1, are GH(3
a, 3al) matrices
with S = S3a. Moreover, ker(H) = l + 1 < rank(H).
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