Distributed ways of communicating, processing, and sensing are replacing more traditional centralized architectures. An early example of this revolution in distributed communications is appearing in the form of sensor networks, which are densely distributed networks of embedded signal sensors, controls and processors. These nodes could be simple signal sensors, but could also be cameras and microphones. In this distributed scenario, there are several interesting topics to investigate that span from traditional signal processing problems (Le, sampling, compression, detection) to communication and information theory (i.e. transmission protocols, capacity bounds for ad-hoc networks). This paper reviews some recent results on the topic of source representations and distributed source coding and transmission.
INTRODUCTION
With the advent of sensor networks and other distributed sources and channels, a new paradigm for signal processing and communications is emerging. This has a profound impact on the way we think about signals, the way we process and compress signals, and the way we transport them to the end user.
Before exploring this new paradigm, let us review the classical point-to-point scenwio: a source is acquired, processed and communicated, the typical example being speech processing and transmission. From the source point of view, the bandwidth is key for acquisition, and so is the rate-distortion function for compression. From the channel point of view, the bandwidth is critical, as is the capacity-cost function. Underlying both source and channel coding is the separation principle, which allows to exchange bits between the source and the channel.
In the new, distributed scenarios, both the sources and cbannels are distributed, and separation based coding is usually suboptimal. Consider the sources: signals are rarely point sources, rather, they are distributed phenomena spatially sampled by acquisition devices (e.g. temperature, sound fields). Thus, the critical value for acquisition is the spatio-temporal bandwidth. Historically, many phenomena were highly undenampled spatially, but the possibility of having dense sensor networks opens up the possibility of s&pling at the Nyquist rate.
The structure of the spatio-temporal data is critical to develop efficient compression schemes. Examples of such structures are 'This work was supported in pm by the Swiss National Competence Center in Research on Mobile Information and Communication Systems. www.nccr-micssh. already found in stereo images and sounds, and become even more relevant as the number of sensors increases. The compression can either be centralized or decentralized as is more often the case in sensor networks. In the former case, the structure of the data can be fully utilized, while in the latter case, distributed source coding needs to be applied.
The channel for transmission is typically a many-to-many channel, for example with shared bandwidth like in the wireless case. The attempted transmission might he many-to-one (like in many sensor applications), leading to a multi-access channel. In any case, such multiuser channels can lead to difficult questions regarding fundamental limits on capacity, and an effective method to use the channels. But even worse, since the separation principle does not hold, it is unclear that maximizing the capacity of the multi-user channel will ultimately lead to minimizing the distortion for the signals to be transmitted.
Finally, at the receivers, one or many reconstructions of the sensed signals are performed. The quality of such reconstructions will depend on all the steps described above, as well as on the reconstruction algorithms.
To be more specific, let us consider a multicamera system in a room. The structure of the visual data is given by the plenoptic function [I] . and sampling results indicate (approximately) the number of cameras required to be able to synthesize any view [21. Now, if the cameras are not connected by a cheap communication channel, they need to perform "independent" compression but using prior knowledge about correlations or dependencies in the data. The download of the video to a central observer uses a multiaccess channel. Moreover, the channel could be split into successive aggregations, where recoding could be pelformed. Finally, at the receiver, some arbitrary views (that is, as seen from a position between actual cameras) can be synthesized, possibly using super-resolution techniques.
As can be seen from this example, there is a wealth of interesting and challenging signal processing and communications issues to be addressed. To sum up, the problems central to distributed signal processing and communications concem: -distributed signal acquisition and sampling -representation of dependent data (e.g. plenoptic and plenacoustic functions) -distributed compression of correlated and dependent data -transmission and joint source-channel coding -reconstruction of distributed signals.
In the present paper, we will address the above points, and stress the fundamental interaction of sources and channels in distributed scenarios.
The outline of the paper is as follows. Section 2 is concerned with distributed signals and their structure, in pmicular the plenoptic and plenacoustic function, as well as the sampling of these functions. Section 3 reviews correlated source coding, and indicates some recent results on correlated data gathering. Finally, Section 4 discusses the distributed Karhunen-Lohe transform.
THE STRUCTURE OF DISTRIBUTED SIGNALS
Given a certain physical phenomena, the signals that are possible are potentially very structured. Consider the very familiar example of linear time-invariant systems, like for example a room and its associated acoustic field. If the source is a pure sinusoid, then whatever the location of a microphone, it will pick up a sinusoid of the same frequency, the only unknowns being the amplitude and phase. More generally, if many sensors pick up a phenomenon, strong dependencies may exist between that various sensor data. In the sequel, we investigate two cases of particular interest, namely light fields and acoustic fields. In both cases, the first question to solve is the sampling question: is a sufficient representation pnssible from a countable or finite set of senson?
The plenoptic function and its sampling
The plenoptic function was first described by Adelson and Bergen [I] . Let us consider the simpler problem of the number of camera along a line that are necessary to synthesize any view along the line. To study this, consider the model of a pinhole camera, which describes an idealization of the projective geometry performed by a camera. Thus, all rays from the real world (more precisely the one visible) pass through the pinhole and are projected on the film plane (which can be in the front or the back of the pinhole). Now consider the following simple set up: the camera can be located anywhere on a line t , and looks perpendicular to the line. The film plane is parallel to the line t , and indexed by s (for now we ignore the second dimension). This set up is shown schematically e, In pan (b), the mapping of two points is shown, leading to two lines in the plenoptic space. The key point is that the slope of the line depends on the distance of the point from the Focal point, and if there is a finite depth of field, there is a finite range of slopes. This is the key insight that leads to a sampling theorem for the plenoptic function, as derived by Shum et al. [Z] . In a nutshell, the Fourier transform will be limited angle as well, and if it decays sufficiently fast, a sampling can be done while retaining most of the energy, see Figure 2 . From such samples, the plenoptic function can be well interpolated, and thus, arbitrary views can by synthesized. Substantial work along this line has been done see for example [Z] .
Our work in this area led to both a positive and a negative result. First, if the obierved scene is made of simple objects, but not . In particular, plenoptic sampling is a particular case of the Radon sampling, and it was shown in [4] how a finite number of projections and a finite number of samples allowed to reconstruct perfectly a set of Diracs. Such a result can be seen as a superresolution approach to some parametric plenoptic functions.
As far as bandlimitedness is concerned, it can be shown that in general, the plenoptic function is not bandlimited. For the same argument, consider a smooth bandlimited wall, on which a bandlimited function has been painted. This seems a very well behaved environment. Unfortunately, unless the wall is linear, the resulting plenoptic function will not be bandlimited [51. The argument relies on time scaling of bandlimited functions, but can be intuitively be understood by the following argument: assume the wall is sinusoidal, in which case the plenoptic function relate lo frequency modulation. This in turn leads to Bessel function, which are not bandlimited.
Plenacoustic function
Similarly to the idea of the plenoptic function [I, 21, we have introduced the plenacoustic function. It characterizes the sound field in space, e.g. inside a room. We are interested in the room impulse responses to characterize what one would hear at any point in the room. Knowing this information, we can simply calculate the convolution of the sound produced by the source at some point in the room with the room impulse response from the source's position (S) to the listener's position (R). The plenacoustic function is thus parameterized by the following factors:
Pa(S a n d R position, characteristics of room, time)
As it is impossible to store the whole information contained in the plenacoustic function, we need to sample this function. First, we sample the room impulse responses at a certain temporal sampling rate depending on the desired audio bandwidth. Further. by taking an evenly spaced finite number of impulse responses, we uniformly sample the plenacoustic function in space. The study of the plenacoustic sampling answers the following question: "How many microphones do we need to place in space in order to completely reconstruct the sound field at any position in space? ' We consider (without loss of generality) the plenacoustic function along a line in the room. By calculating the 2-dimensional Fourier transform of this data, we obtain frequencies above some corresponding temporal frequency. Similarly to the Shannon theorem, we can develop a sampling theorem about the necessary spatial sampling frequency in order to reconStNCt the plenacoustic function up to some temporal frequency. To reconsmct the plenacoustic function, we use the usual interpolation techniques. We can also show that using a quincunx sampling grid divides the number of samples to process by a factor 2. In [6], we also find a mathematical derivation of the plenacoustic function and experimental results matching the developed theory are presented.
POWER EFFICIENT DATA GATHERING
In this section, we explore one particular case of source channel interaction, namely the question of how source correlation smcture influences the tree building process in a data gathering application.
The scarce resource for autonomous sensor networks is the battery power, which is mostly used when transmitting data. The goal is to find an optimal communication StNcture, which minimizes the overall power cost of the transmission. The darn gathering problem considers the case when there is one node to which all data should arrive (the base station), and all other nodes are information sources.
We will make a set of assumptions to make our model tractable to analysis. We assume nodes are fixed, and know their locations. We consider the link-based channel model, which corresponds to the case of e.g. uni-directional antennae. The network measures a propeny (e.g. temperature) of a random data field, at locations corresponding to the positions of its nodes. We assume measured data is spatially correlated, but i.i.d. in time. Denote by Xi the random variable that represents the data measured at node i. The correlation in the data nodes is independent of the distance between the nodes. We will assume moreover that the amount of information at any node can be coded with a fixed number of bits: H(Xi) = R , H ( X i I X j , . . . ) = r for all i , j # i, with O < r < R. L e t p = l -r / R , O < p < l b e t h e c o r r e l a t i o n coefficient. When p is close to 1, the data are strongly correlated; when p is close to 0, the data are independent. Our goal is to obtain a spanning tree for the network graph, that minimizes where L are the leaf nodes in the tree and d S T ( i , S ) the sum of weights of edges connecting node i to S on the ST tree. When p = 0 the optimal tree is the shortest path tree (which is known to be solvable in polynomial time by e.g. a distributed Bellman-Ford algorithm). When p = 1, the optimal solution is a spanning tree for which the sum of paths from the leaves to the base station is minimum (mulriple rroveling salesman problem), and finding it is known to be NP-hard. In [7] we show that the problem is NP-hard in the general case 0 < p 5 1. We only state here the main result, a detailed proof can be found in [7] . One practical scenario where such a setting is useful is the case of a distributed sensor network, where the sensors measure andor monitor some environmental data with strong correlation smcmre (e.g. temperature). In the set-up phase, autonomous sensors are dropped on the area of interest, and they find their respective locations in a distributed fashion. They build a data gathering tree using a distributed algorithm (e.g. the shortest path tree, or the minimum spanning tree). The sensors have to gather data over a long period of time, so power is the main resource that needs to be preserved. The algorithms that take into advantage correlation in the data can outperform standard algorithms for power efficient data gathering. Algorithms to find good approximate tree solutions for expression (1) may provide significant improvements in the power consumption. The heuristic we propose builds in a simple and distributed manner a structure which is more power efficient than standard algorithms. In our simulations with random networks, the power consumption is reduced with up to 40%, so the life time of the network can be increased accordingly. An example is shown in Figure 4. 
DISTRIBUTED COMPRESSION
In this section, we consider the distributed signal processing problem depicted in Figure 5 : Multiple sensors (in the figure, three) measure each a part of a set of correlated random variables X . We assume the covariance matrix of X to be known and fixed throughout, and for the purpose of this article, we also assume X to be a vector of jointly Gaussian random variables. More general cases are studied in [81. Sensor i senses Mi of the random vcables of X . Each sensor independently furnishes a certain approximation of what it measured to a central decoder whose goal is to produce an estimate X of the entire vector X in such a way as to minimize the mean-squared error EIIX -Xll*. We consider two approximation scenarios: 1. Sensor i furnishes a k,-dimensional approximation to its mea- 
