This article develops a new model of the ARCH class which allows volatility to react nonlinearly to past shocks as a function of the past volatility level. We show that this model approximates any CEV-diffusion model for stochastic volatility, and we judge its empirical performance as a diffusion approximation to models of the short-term rate with stochastic volatility and as a filter of the unobserved volatility. We show that the estimation of the continuous time scheme to which the discrete time ARCH model converges can be safely based on simple moment conditions linking the discrete time to the continuous time parameters. A natural substitute of a global specification test for just-identified problems based on indirect inference shows in fact that this approximation to diffusions gives rise to a negligible disaggregation bias. A Monte-Carlo study reveals that the filtering performances of this model are remarkably good, even in the presence of serious misspecification. r
Introduction
The estimation of continuous time models has recently received increasing attention by both financial economists and macroeconomists. From methods extending the original Hansen's (1982) GMM approach (see, for example, Duffie and Singleton, 1993; Gourie´roux et al., 1993; Gallant and Tauchen, 1996) , this literature has evolved towards approximating the maximum likelihood (ML) estimator. Aı¨t-Sahalia (2002 developed a closed-form approximation to the ML estimator for scalar and multivariate observable diffusions whereby the unknown transitional density of the model can be approximated, in closed-form, with great accuracy. Brandt and Santa-Clara (2002) and Durham and Gallant (2002) , both building on Pedersen (1995) , proposed to resort to simulating highfrequency paths of the state variables of the continuous time model and by means of these, to recover the unknown transition densities. Empirical results on short-term rate models are concordant, independently of the methodologies employed: traditional univariate diffusions perform poorly relative to bivariate continuous time models in which the interest rate dynamics is coupled with its conditional volatility dynamics.
1 These empirical findings are not unexpected. They simply represent the continuous time counterpart of the universal finding of ARCH-type effects in time series of financial price changes.
2 Their theoretical underpinnings may be found in the initial contribution of Nelson (1990) , who showed that the basic ARCH models are reasonable approximations to the typical diffusion processes used by theorists in financial economics. 3 For alternative (non-parametric) approaches to volatility measurements, see Andersen et al. (2002) .
In this paper, we study the effectiveness of ARCH-type models as auxiliary devices in a variety of interesting experiments of statistical inference. We pursue two fundamental objectives. We study whether ARCH-type models can be safely used to obtain (i) approximations to diffusions as well as (ii) filters in continuous time models with unobservable state variables. Our agenda is to take as given a continuous time data-generating process; and then test whether ARCH-type models can (i) approximate and/or support the estimation of its parameters and (ii) recover the dynamics of the unobservable volatility. This is a research topic started by Nelson (1990) and subsequently, for no apparent reason, abandoned. As an example of the lack of results in this field, Campbell et al. (1997) emphasized in their authoritative textbook that the empirical properties of ARCH as approximations to continuous time stochastic volatility processes ''have yet to be explored but will no doubt be the subject of future research' ' (p. 381) . This conjecture was
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1 See, e.g., Andersen and Lund (1997a,b) for results obtained through simulated methods of moments and Durham (2003) for results obtained through simulated ML methods. 2 The unanimous finding of Arch-type effects in financial data has led researchers (Hull and White, 1987; Wiggins, 1987; Longstaff and Schwartz, 1992; Heston, 1993) to extend early asset pricing theories (e.g., Black and Scholes, 1973; Merton, 1973; Vasicek, 1977) to the case in which volatility evolves in a stochastic manner. 3 The major contribution of Nelson to this literature can be found in Part II of the book edited by Rossi (1996) . indeed natural because ARCH models are relatively simple to implement by users not trained in the nuts and bolts of continuous time financial econometrics. And even for those of us who are, filtering continuous time volatility of a time series from a discrete time realization does represent a formidable challenge. Yet the literature started by Nelson (1990) theoretically demonstrated that ARCH models are natural devices to perform this task. Should ARCH models really exhibit good approximating properties in practice, they could be of substantial help to investment bankers or risk regulators concerned with estimation and volatility filtering of continuous time models. In this article, we investigate such empirical properties of ARCH models and show that they are very encouraging in practice.
Our second contribution is that we study these properties within a new class of ARCH models. This new class steps into the largely unexplored issue of how volatility reacts to shocks as a function of the volatility level. We assume that this reaction takes place in a non-linear way and we call the resulting model constant elasticity of variance (CEV)-ARCH because we show that it approximates any diffusion model in which volatility follows a CEV process. Given the general empirical success of CEV models for asset prices in finance, our contribution can thus be viewed as a natural attempt to introduce CEV features into the empirical modeling of volatility. We apply these ideas to continuous time models of the shortterm rate with stochastic volatility. This choice is in part motivated by an attempt to bridge a gap with theoretical (yield curve) models of the short-term rate volatility. For example, a popular class of yield curve models is the affine one (see Duffie and Kan, 1996) , in which the variance of volatility is an affine function of the volatility level. Such a property is not shared by any available ARCH model, but it may emerge as a special case of our general CEV-ARCH specification of the volatility process. Finally, the issue of how interest rate volatility changes with the level of the short-term rate has received considerable attention in the literature since the seminal contribution of Chan et al. (1992) . However, there are no analyses investigating the shape of the variance of volatility. Our model paves the way to investigating this issue in a relatively simple way.
On a more detailed level, our contribution in this paper is to show (i) that our CEV-ARCH scheme converges to a continuous time model as the sampling interval shrinks to zero; (ii) that one can safely use the likelihood function of the CEV-ARCH in lieu of the true likelihood function (which cannot be computed analytically); (iii) that our approximating model makes no significant error in recovering the true model's volatility -even in the presence of important misspecifications; and finally, (iv) that in an empirical application, our discrete time ARCH approximation does capture the salient statistical features predicted by the corresponding continuous time model. On a strictly theoretical standpoint, the main difficulty we face lies in the previous items (ii) and (iv). Indeed, we provide closedform moment conditions linking the discrete time to the continuous time parameters. These conditions do guarantee the weak convergence of the CEV-ARCH model towards the continuous time reference model. Yet ARCH models (and our CEV-ARCH model) are typically not closed under temporal aggregation (Drost and Nijman, 1993; Drost and Werker, 1996) . Therefore, we need to control for (and correct) potential ''disaggregation'' biases. To implement such an additional step, we use ARCH models as auxiliary devices in simulation-based (indirect inference) schemes. 4 To anticipate the results, we find that when applied to real data, the correction made by indirect inference is not statistically significant -a result we obtain through a global specification test for just-identified models originally suggested by Gourie´roux et al. (1993) .
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As we mentioned in the previous item (iii), not only do we care about the ability of CEV-ARCH models in correctly estimating the parameters of its continuous time limit; we also want to make sure that the model constitutes a good volatility filtering device. This is an important step of our analysis. Suppose for example that the short-term rate is generated by a continuous time two-factor model (such as Eq. (1) below). Standard evaluation models would then predict that in the absence of arbitrage opportunities, the rational bond price function depends on both the shortterm rate and its instantaneous volatility. As a result, volatility becomes an essential ingredient in the practical implementation of a term structure model in this context. We already know, from a theoretical standpoint, that appropriate sequences of ARCH models are able to give a consistent estimate of the volatility of a continuous time stochastic process as the sample frequency gets larger and larger, even in the presence of serious misspecifications (Nelson, 1992; Nelson and Foster, 1994) . 6 As put by Bollerslev and Rossi (1996) , ''one could regard the ARCH model as merely a device which can be used to perform filtering or smoothing estimation of unobserved volatilities'' (p. xiv). In this paper, we provide evidence that the desired filtering performances of standard ARCH models are also shared by the CEV-ARCH, as one might have expected by a suitable interpretation of the theory (see Nelson and Foster, 1994, Theorem 4.1) .
The article is organized as follows. Section 2 presents the basic structure of our continuous time model; it also provides intuition and preliminary results on the estimation and filtering methods to be implemented with the help of ARCH models that do not constrain the elasticity of variance to one (the CEV-ARCH). The econometric strategy is fully detailed in Section 3 while empirical results are in Section 4; Section 5 concludes and technical considerations and proofs are gathered in Appendix A and B.
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4 See Gourie´roux and Monfort (1996) for a full account of simulation-based inference methods. See also Fornari and Mele (2001) for further work related to diffusion approximation properties of Arch models in a financial derivatives context. 5 Our empirical findings are obtained with the same data set as Andersen and Lund (1997a) , who rely on the efficient method of moments (EMM) estimation proposed by Gallant and Tauchen (1996) . The advantage of the EMM estimator is that it asymptotically achieves the same efficiency as the true (intractable) ML estimator when the auxiliary model generates a density that 'smoothly embeds' the true likelihood function of the discretely sampled diffusion. Our estimation strategy has the aim of ascertaining whether our auxiliary model is a reasonable approximation to the continuous time model. 6 See Bollerslev and Rossi (1996, p. xiii-xvii) for a brief account on the filtering performances of Arch models applied to continuous time stochastic volatility models.
The reference continuous time model and the CEV-ARCH process

The CEV-ARCH model
We take as given a data-generating process in which the short-term-rate volatility is solution to a CEV process drðtÞ ¼ ði À yrðtÞÞ dt þ sðtÞ ffiffiffiffiffiffiffi ffi rðtÞ p dW ð1Þ ðtÞ,
where a ¼ ði; y; d; o; j; c; Z; rÞ is a vector of parameters, and W ðiÞ , i ¼ 1; 2, are standard Brownian motions. The ffiffi r p -term included in the diffusion term of the short rate equation captures an empirical regularity known as the 'level effect', i.e., ceteris paribus, the short-term rate volatility rises with the level of the short-term rate. Allowing for more general diffusion terms such as for instance sjrj d ðdX0:5Þ is possible, though it would not change dramatically our empirical results.
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The objective of this paper is to use ARCH-type models to implement (i) estimation of the above continuous time parameters and (ii) extraction of the unobserved short-term rate volatility process sðÁÞ.
To this aim, consider the following Euler-Maruyama discrete time approximation of (1):
where h denotes the discretization step,
and ð h r hk ; h s hk Þ 1 k¼1 are the discretized short-term interest rate and volatility processes. It is well known that as h # 0, (2) converges weakly (or in distribution) to (1). 8 Hence, the higher the sampling frequency, the higher should be the accuracy of, say, ML estimates of a obtained with (2). Unfortunately, (2) represents a discrete time stochastic variance model for which standard ML methods are practically Revuz and Yor (1999) , there exists then a strong solution X which is F Z ðtÞ-adapted where F Z ðtÞ sðZðuÞ : uptÞ. Since Z is a martingale, the case d ¼ 1 2 is treated by modifying the proof in through the usual Yamada-Watanabe device as described for example in Karatzas and Shreve (1991) (pp. 291-292 Stroock and Varadhan (1979) . It turns out that the conditions demanded by Stroock and Varadhan (1979) are difficult to verify when studying the convergence of Arch-type models. One then may wish to make reference to the conditions suggested by Nelson (1990) .
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unfeasible. Furthermore, there are no simple techniques to filter the actual volatility path out of (1). Our approach in this paper is very simple. We use ARCH models as diffusion approximations. To gain some intuition of how the approximation works, consider the standard Garch(1,1) of Bollerslev (1986) 
n ; n ðu Á sÞ n ; n ¼ 0; 1; . . . , where w; b and a are parameters, (w; b; aÞ 2 R 3 þ , is the residual of an observation equation, and the index n is an abstract notation for sample points at discrete time intervals (a more precise notation will be introduced in the next section). Rewrite the preceding equation as
and suppose that u$Nð0; 1Þ. Discretize time so as to make n : hkpnphðk þ 1Þ, k ¼ 1; 2; . . . and let the parameters w; b; a vary with h by introducing sequences w h ; b h ; a h . Next let h # 0; the resulting volatility process converges in distribution to:
where
Eq. (4) may correspond to the volatility dynamics in (1) when d ¼ 2, Z ¼ 1 and r ¼ 0. Similarly, it is possible to show that under conditions similar to (5), the socalled Taylor-Schwert model:
also converges in distribution to the following diffusion limit:
dsðtÞ ¼ ðo À jsðtÞÞ dt þ csðtÞ dW ð2Þ ðtÞ.
Eq. (6) may now correspond to the volatility dynamics of (1) when d ¼ Z ¼ 1 and r ¼ 0.
As these two basic examples should make clear, standard ARCH models do not converge in distribution to any unrestricted CEV process. Rather, in their diffusion limit, ARCH models typically make the variance of volatility proportional to the square of volatility, thus restricting the elasticity of variance to unity. This property
9 To obtain some intuition for this result, notice that the sequence ðx n Þ (5) is explained by the fact that x ¼ u 2 À Eðu 2 Þ ¼ u 2 À 1 is a chi-square variate with one degree of freedom and has a variance equal to two. The normality assumption for u is not needed to obtain the convergence. may significantly restrict the use of ARCH models in practice. In the term structure literature, for example, many modelers are interested in the so-called affine class of models (Duffie and Kan, 1996) , in which the variance of the variance is proportional to the variance level, dsðtÞ 2 ¼ ðo À jsðtÞ 2 Þ dt þ csðtÞ dW ð2Þ ðtÞ.
None of the previous ARCH models converges in distribution to such diffusion limit. We now introduce an ARCH scheme that does not force the elasticity of variance to one. 10 Consider, for instance, the following model:
which can also be written as
This model also collapses to the Garch(1,1) (3) when Z ¼ 1. In the next section and in Appendix A we show that under conditions similar to those of Nelson (1990) , this model converges in distribution to
ðtÞ.
Finally, to obtain convergence results closer to model (1), we shall be considering a generalization of (7) that sets the volatility propagation mechanism to
As before, we will show that as the sampling frequency gets higher and higher, the volatility process in (8) converges in distribution to
ðtÞ, which corresponds to the volatility dynamics in (1) when r ¼ 0. Complications arising from the presence of correlation will be treated by introducing asymmetries in the volatility dynamics of (8).
11
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This class of models can be shown to satisfy the most salient theoretical properties of an optimal volatility filter as developed in the optimal filtering theory of Nelson and Foster (1994, Theorems 4.1 and 5.2). 11 In the same vein, one may introduce non-linear volatility dynamics into discrete time models that match any desidered feature of the resulting diffusion limit. Consider, for instance, the following model:
Using the methods of Section 3, it can then be shown that this model converges in distribution toward the solution to dsðtÞ ¼ ½sðtÞðo À jsðtÞÞ dt þ csðtÞ 3=2 dW ð2Þ ðtÞ, as the sampling frequency gets higher and higher. Likewise, one can adjust both the short-term and the volatility equation to include both variables. In this paper, however, we will only test the adequacy of Arch-type models in the estimation and filtering of system (1).
Filtering and invariance properties of the CEV-ARCH: Preliminary Monte-Carlo evidence
The practical relevance of the previous approximation schemes can be grasped very simply. Fig. 1 depicts the typical filtering behavior of an ARCH model applied to a simplified version of (1). The unbroken line is one weekly sampled trajectory of the volatility, sðtÞ; simulated within the following model:
ðtÞ,
where W ðiÞ , i ¼ 1; 2; are standard Brownian motions, i; y; o; j and c are real-valued parameters fixed at their estimates obtained with US data (see Section 4). The dotted line represents instead the (rescaled) volatility obtained via an ARCH model fitted to the weekly sampled trajectory of the short-term rate rðtÞ, as simulated by (9). Naturally, for each simulated estimation of the ARCH model, we considered ourselves constrained to only knowing the realization of the simulated rðtÞ. Fig. 1 visualizes one of the simulations performed in the Monte-Carlo experiment of Section 4, but such a performance is typical of the overall experiment; this can be gauged by the very tiny RMSE between the two trajectories computed over all the simulations. More precisely, when we compare the volatility trajectories filtered with Eq. (8) (with parameters set at their estimates we obtain in our empirical section (see Section 4, Table 5)) to those directly simulated from (1), we find that their patterns are very similar and similar also to those of Fig. 1 . Table 1 reports precise results assessing the performance of this volatility filtering based on (8).
The result is what we call the 'volatility filtering error', which is defined precisely in Section 4. The findings reported in Table 1 are of the same order of magnitude as those derived from a much more detailed analysis and illustrated in Section 4. Note also that to compare the simulated volatility to the filtered volatility, the latter has to be ARTICLE IN PRESS ''rescaled for diffusions''; techniques for dealing with this issue are introduced and explained in Appendix B. When ascertaining whether (8) is able to deliver reliable parameter estimates beyond a consistent filtering of the unobservable volatility, it would be useful if some of the parameters of the continuous time model could be eliminated from the estimation procedure. An important simplification is obtained by fixing d and Z at their ML estimates obtained after fitting model (8). To ascertain whether such a 'time-scale invariance' is sensible in practice, we implemented a Monte-Carlo experiment. We considered model (1) and fixed r ¼ 0 (consistently with subsequent empirical evidence reported in Section 4) and the other coefficients at the values in Table 1 . We then simulated (1) 1000 times with an Euler-Maruyama approximation and sampled the simulated data at a weekly frequency (in this simulation we allow for 25 intra-week observations). All the simulated weekly paths have 1135 points, thus matching the sample size used in the empirical analysis (see Section 4). Finally, all weekly simulated short-term rate paths were fitted by a conditionally Gaussian AR(1) model of the form
with (8) as volatility propagation equation. Table 1 reports the results of the experiment. We begin with the case related to the empirical evidence provided in Section 4: there, we find that fitting (8) to actual US short-term rate data produces estimates of d and Z that are both statistically not distinguishable from unity. Now Table 1 shows that when the data-generating process in (1) has d ¼ Z ¼ 1, then estimating (8) also reproduces, on average, approximately the same ML estimates of d and Z. Results not reported here reveal that the same phenomenon occurs with other possible combinations of d and Z. As an example, Table 1 reports Monte-Carlo results concerning the case in which d ¼ 2 and Z ¼ 1 2 in (8). Based on this evidence we remove d and Z from the parameter vector a and fix them at their discrete time ML-based estimates.
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Some additional characteristics of the continuous time CEV model
Beyond providing a framework for CEV-type volatility modeling, (1) differs significantly from previous stochastic volatility models, since it does not constrain the 'volatility concept' to be 'variance' or 'standard deviation'; rather, in (1) d is a new parameter that must be estimated from data. In the empirical section of the paper, for instance, we uncover evidence that d ffi 1 and as we already mentioned, that Z ffi 1.
12 To understand the influence of d on the dynamics of s d t it may be interesting to recall that with Z ¼ 1 and positive mean-reversion, the volatility process s d , dX1, has a steady-state distribution that is an inverted Gamma with mean o=j (e.g., Lemma 3.1, p. 217 in Fornari and Mele (1997a) ); the stationary distribution of s is consequently given by
where GðÁÞ is the Gamma function (see Lemma A.2, p. 227, in Fornari and Mele (1997a) ). As shown by Fornari and Mele (2000, Chapter 5) , the density f d ðÁÞ tends to shrink to the left as d decreases.
The volatility equation in (1) encompasses other formulations already encountered in the stochastic volatility literature (see, for instance, Fornari and Mele (2000) for a list of the typical models in the stochastic volatility option pricing area). This is the case, for instance, of the non-stationary models of Hull and White (1987) or Johnson and Shanno (1987) , to which our volatility equation reduces when o 0. Indeed, V log s 2 is solution to
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Engle and Lee (1996) fitted a restricted version of the volatility equation of model (1) to stock returns, namely for d ¼ 2, and supported a model in which the volatility of volatility raised linearly with the square of volatility, as our empirical findings do.
Hence log-volatility mean-reverts in a non-linear manner when oa0. Therefore, (11) is rather different from the linear mean-reverting process for the log-volatility adopted in Wiggins (1987) in the stochastic volatility option pricing domain and in Andersen and Lund (1997a) or Gallant and Tauchen (1998) 
which becomes of course also the starting point of Wiggins (1987, Eq . (2) (1) when Z ¼ 1, the drift behaves rather differently in the two volatility equations. Fig. 2 (panel A) depicts a comparison between the stationary densities that are associated to (11) and (12). The first is given by (10) and has been produced using the estimates of Section 4; the latter is just a log-normal density, and has been produced using the estimates of Andersen and Lund (1997b) . While the two models approximately put the same probability masses on low levels of volatility, our model puts relatively more masses on high values of volatility. An explanation of such a phenomenon can be found by comparing the drift functions of the two models: as is clear from Fig. 2 (panel B) , the two drift functions have the same order of magnitude whenever volatility is low. But as soon as volatility visits higher regions, the Andersen-Lund linear drift function pulls volatility towards its steady-state expected value more rapidly than the drift function of our model. This implies that our model generates relatively more frequent episodes of high volatility than the AndersenLund model. Naturally, our model does not encompass the Andersen-Lund scheme, but it should be more flexible in practice due to the presence of the additional parameter d in the volatility equation: should the volatility equation in (1) be misspecified, such an additional parameter might give the model additional flexibility in fitting the statistical properties of the true volatility generating mechanism.
Statistical inference
As we mentioned in the Introduction, various methods have been recently proposed to estimate the parameters of a discretely sampled diffusion. In this situation, ML methods are in practice unfeasible because the likelihood function implied by the measure induced by a discretely sampled diffusion is typically unavailable in explicit form. In this paper, we consider a simple alternative and make use of a (tractable) exact likelihood function of a class of approximating models. The main idea is to resort to a suitably chosen class of ARCH models converging in distribution to the solution to (1) as the sampling frequency becomes infinite -as we heuristically illustrated in the previous section. Because the resulting likelihood function is associated with a model converging in distribution to the solution to (1) that is not an Euler approximation of (1), we call the resulting criterion ''quasi-approximated'' likelihood function.
The advantage of the quasi-approximated ML estimator is that it requires negligible computational effort. Its main drawback is that it is not necessarily consistent, as ARCH models are typically not closed under temporal aggregation; owing to this, a one-to-one correspondence between convergence in distribution of the discrete time models and disaggregation from a diffusion is not guaranteed.
13 To quantify such potential drawbacks of the procedure, we show how to construct a testing procedure of the validity of the moment conditions needed to guarantee the convergence to well-defined diffusion limits; as it turns out, such a testing procedure also gives information about the relevance of the disaggregation bias. Our strategy is based on the consistency test originally suggested by Gourie´roux et al. (1993, Section 4 .2), which can be viewed as the natural substitute of a global specification test in just-identified problems.
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On a strictly theoretical standpoint, such a correspondence may exist as soon as one weakens the concept of an Arch model (Drost and Nijman, 1993; Drost and Werker, 1996) . Moreover, Corradi (2000) criticized the conditions Nelson (1990) imposed to show the convergence of the basic Garch(1,1) to a diffusion (see our footnote 15 for details on how we adapt Corradi's critique to our setup).
Quasi-approximated likelihood functions
The rationale behind the quasi-approximated ML estimator that we propose lies in the weak convergence of a class of ARCH models towards the solution to (1). We start with considering the restricted version of (1) that sets Z 1; Theorem 3.2 below treats the general case. With Z ¼ 1, a model approximating (1) can be a discrete time approximation of the short-term rate equation in (1) modified by introducing the socalled asymmetric-power ARCH model of Ding et al. (1993) :
where the indexing n ¼ 0; Black (1976) , and incorporated by Nelson (1991) in ARCH-type models. To keep things relatively simple, we take advantage of the assumed time-scale invariance for ðd; ZÞ; we also assume that g shares the same property.
Heuristically, to obtain the weak convergence towards the solution to (1), discretize time as hkpnphðk þ 1Þ
(with s k ¼ signð h u hk Þ and, 8h40; ðfi h g; fy h gfw h g; fa h g; fb h gÞ 2 R 5 þ and g 2 ðÀ1; þ1Þ), and impose suitable Lipschitz conditions on the 'h-drift' as well as non-explosion conditions on the ' ffiffi ffi h p -diffusion' terms of volatility. Nelson (1996, p. 19 ) was one of the first to suggest a model of the kind of (14) as a discrete time approximation of a continuous time model for the short-term rate. More specifically, Nelson (1996) (14), and pointed out that the resulting scheme is the model of Brenner et al. (1996) , slightly changed to admit a diffusion limit. While our empirical results suggest a simplification of (1) in which d ¼ 1 and r ¼ 0 (see Section 4), here we provide more general results potentially useful to deal with different data sets and/or related problems. As originally remarked by Nelson (1996) , the kind of results that we are going to provide can be useful especially when a researcher is interested in the filtering performances of model (13) when r is not zero in (1).
14
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Moreover, we slightly complicate the theoretical analysis and allow standardized residuals to be general error distributed. This complication is not considered in the empirical section of the paper.
To save space, we shall be avoiding technical discussion on the construction of the measure space in (14): technical details can be found in Nelson (1990) and are those exploited in Fornari and Mele (1997a ,b, 2000 , 2001 ) (see also Duan (1997) 
and let h u hk = ffiffi ffi h p be general error distributed. Let
and suppose that lim h#0 h À1 i h ¼ i; lim h#0 h À1 y h ¼ y and
Then, f h r hðkÀ1Þ ; h s d hk g k¼0;1;... ) frðtÞ; sðtÞ d g tX0 as h # 0; where frðtÞ; sðtÞ d g tX0 are solutions to (1) when Z 1.
Let, in addition
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The preceding approximation result then says that when h shrinks to zero and the moment conditions in (17) are fulfilled, the distribution of the sample paths generated by the following model,
gets 'closer and closer' to the distribution generated by the sample paths generated by (1), with r given by (16). Comparing (13)- (18) then suggests an estimator based on moment conditions; specifically, the quasi-approximated ML (q-aml) estimators of o; j; c that we propose are
where b j D ; b c D are obtained by means of (15)- (16) (13), and the q-aml estimators of i and y are as those of o and j above. Finally, the q-aml estimator of r is obtained by plugging the qml estimators of (d; u; g) in formula (16).
As is clear, the convergence results in Theorem 3.1 are related to the rate at which discrete-time parameters converge to their continuous time counterparts. Interestingly, in the empirical section we find that not only does the parametrization in (14) provide a sensible picture of the volatility dynamics, it even passes the global consistency test that checks, ex post, the accuracy of the approximation in (15)- (16) and that we present below (see Section 3.2). 15 We now generalize both (7) and (8) and consider the following approximating model:
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The estimators in (19) are based on the moment conditions (17). As we noted earlier, they may be affected by a disaggregation bias. Furthermore, Corradi (2000) questioned the realism of the moment conditions Nelson (1990) originally developed in his seminal paper. Her reasoning can be generalized here as follows. In the third equation of (14), the term generating the diffusion terms is proportional to ðh Àd=2 a h Þ Á j h u hk j d . Under the third moment condition in (17), this term is o p ð ffiffi ffi h p Þ. Hence, a well-defined diffusion limit can be obtained by scaling the variance of j h u hk j d with a diverging sequence. In general, one would generate diffusion terms with a h Á j h u hk j d , where a h / h q ; q 2 R. This leaves three alternatives
The first condition is another way to express the condition under which (14) has a well-defined diffusion limit; the second condition implies that (14) does not converge to any diffusion limit; the third condition implies a 'degenerate' diffusion limit, i.e. with identically zero diffusion terms. (13), and rearranging, yields
Discretizing time in (20) as in
We have
Suppose that lim h#0 h In the same vein, one can make a creative use of other asymmetric ARCH models to obtain convergence to models with correlated Brownian motions. We briefly show this in Appendix A.
Quasi-indirect inference
We test and correct the potential disaggregation bias of the q-aml estimator via the indirect inference principle. The procedure that we follow is a natural generalization of Broze et al. (1995) and allows the volatility of the short-term rate to evolve in a stochastic and autonomous manner. Formally, if we replace the normality assumption with the ged assumption for the innovation process u in (21) (see Section 3.1), the q-aml estimator of b ¼ ðD (20) is (where u is the tail-thickness of the ged distribution)
where L N ð D r; bÞ is the likelihood function implied by (20), N is the sample size, and D r is the observations set, which is supposed to be a discretely sampled diffusion from (1) when the true parameter vector is a 0 . Note that dimðbÞ4 dimðaÞ. In the empirical implementation below, however, we shall consider the Gaussian case in which u 2. Motivated by the Monte-Carlo findings reported in Section 2.2, we impose time-scale invariance on d and Z, and assume the same for g. Accordingly, we re-interpret b as a vector in R 5 (with coordinates
, L N as a normal likelihood with d; Z and g fixed at pre-specified values (e.g. at the preliminary qml estimates obtained by fitting model (20), see Section 4), and a as a vector in R 5 , with coordinates i; y; o; j; c. Let
where € L 1 is invertible and L 1 is the limit of L N , and let L 1 L 1 ða 0 ; bÞ to emphasize the dependence of L 1 on the true parameter vector. Clearly, asymptotic normality of the pseudo-ML estimator holds The reason why we may also refer to the preceding inequality as a 'discretization bias' is that when we discretize time in (20) by creating sequences of the form fi h ; y h ; w h ; a h ; b h g, and substitute the moment conditions (22)- (25) 
then (20) Indirect inference methods correct the preceding bias in the following manner. Consider simulating (26) 
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and one has ffiffiffiffi ffi N
where G 0 is the asymptotic covariance matrix of the pseudo-ML estimator, and
i.e. the Jacobian of the binding function evaluated at a 0 . Broze et al. (1998) proved the preceding result in great generality (i.e. in the case of a general multidimensional diffusion) and to avoid bias due to the discretization step used during the simulations (hence the label 'quasi'-indirect inference), they also suggested to take h ¼ N Àd with d4 1 2 . Notice also that (26) does not represent the Euler approximation of (1), but this is not a disturbing feature for it has been known since Broze et al. (1998) that implementing the indirect inference estimator just requires the weak convergence of the high-frequency simulator toward the solution to (1). For comparison purposes, however, the empirical section also considers the case in which the high-frequency simulator is the Euler-Maruyama approximation of (1) (i.e. (2)).
Finally, a global specification test for the adequacy of the approximating model (20) Let I denote the identity matrix in R 5Â5 . Under H 0 , one has that
The previous result can thus be used to gauge the practical importance of disaggregation biases arising from the use of an approximating model.
Empirical analysis
The data
We use weekly data for the 3-month US T-Bill rates as an approximation to the short-term rate. 16 The motivation for using weekly data lies in an attempt to avoid problems raised by market microstructure effects. This is the same data
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See Chapman et al. (1999) for an analysis concerning the validity of such an approximation. set used by Andersen and Lund (1997a,b) , but here we restrict attention to the sample going from May 30, 1973 to February 22, 1995 , which has 1135 observations.
Raw data are converted into instantaneous figures, hereafter referred to as r. Table 2 contains some preliminary statistics for r and its autocorrelation function, showing high persistence in the data. Non-stationarity is formally tested through an augmented Dickey-Fuller test, according to which data are borderline stationary. As an example, the statistic takes a value of À2:435 at lag 5, which is roughly the threshold value for rejecting non-stationarity with a 90% probability; more generally, one rejects non-stationarity at the 85-90% to the extent of the 15th lag, but given the low power of the test, even such a slight rejection can be symptomatic of stationarity in the data. It is worth noticing that the same kind of results holds for the full sample originally employed in Andersen and Lund.
Fitting the short rate: Auxiliary discrete time model
We start by estimating model (20). Consistently, with previous results of Andersen and Lund (1997a) we do not find evidence of leverage effects, since the estimate of g is not statistically significant; further, the model gives rise to stable dynamics for the volatility process. As regards the estimates of d and Z, we find that they are 1:0326 and 1:0014, respectively, statistically not distinguishable from unity. As mentioned in Sections 2 and 3, we now simplify the representation in (1) and fix d ¼ Z ¼ 1. Such restrictions, along with g ¼ 0, will propagate into a much faster indirect inference phase. In the model that we select as an auxiliary device, we thus restrict ðd; Z; gÞ ð1; 1; 0Þ. Due to numerical stability issues, model (20) was estimated without explicitly disentangling the sample frequency. That is, under the restrictions ðd; Z; gÞ ð1; 1; 0Þ, the model was cast as
nÀ1 Á n ; n ðu Á sÞ n ; u$NIDð0; 1Þ, The time series r is the short-term interest rate as defined in Section 4. It is a sample of 1135 observation of the US 3-month T-Bill rate. It is observed between May 30, 1973 and February 22, 1995. where fr n g N n¼1 denotes the observed (weekly) series, and ðc 0 ; c 1 ; w; a; bÞ are real parameters. The correspondence between the estimators of the parameters in (20) and (29) is easily written as
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where b m N denotes the vector of the ML estimators of the parameters in (29), D 0 ¼ ð0
. Similarly, the Jacobian of the binding function that has been used to report the t-statistics and the consistency tests in Table 5 is based on the set of parameters of the auxiliary model (29): to such a set of parameters is associated a binding function of the form m ¼ mðaÞ, and the relationship between the Jacobians of b and m is qb qa
Model (29) is the absolute-value model of Taylor (1986) and Schwert (1989) with normal errors, studied by Nelson and Foster (1994) and Fornari and Mele (1997a) . Its main advantage over the more usual variance specifications is that it delivers estimates of volatility that are relatively more robust to the presence of possible outliers in the data. In this case, we also know that the invariant distribution of the residuals is approximately a generalized Student's-t when d ¼ u (Theorem 3.3, p. 218 in Fornari and Mele (1997a) ), which reduces to the celebrated Student's-t result of Nelson (1990) 
As mentioned in Section 3, we consider normally distributed errors only (i.e. u ¼ 2Þ, since expanding into non-normality makes the resulting model nonstationary. 18 Hence, we are left with a specification in which ðd; Z; uÞ ¼ ð1; 1; 2Þ. It is possible to show that in this case the invariant distribution of is more leptokurtic than the Student's-t obtained when ðd; Z; uÞ ¼ ð2; 1; 2Þ. Specifically, by applying Theorem 3.5, p. 218 in Fornari and Mele (1997a) , the invariant distribution of the
17
To recall, u is the tail-thickness parameter of the ged distribution (see Section 3.1) and d is the power to which s is raised (see Eq. (21)).
18
Such a phenomenon is also noted by Andersen and Lund (1997a) , who show that a specification based on Egarch-type models is more stable when the errors of the model are not normal. Motivated by further empirical findings of Andersen and Lund (1997a) , we also tried to include further lags in the volatility equation, but we did not observe any significant improvements. residuals in Eq. (21) is given by
as h # 0. column of Table 5 ; its shape suggests that it should capture the usual stylized facts of the unpredictable parts of the vast majority of financial time series. Table 3 reports the qml estimates of model (29). The condition for covariancestationarity of this model, reported in Theorem 3.1, i.e. 2Án 1;2 a þ b ¼ 0:798 Á a þ bo1 holds for the qml estimates reported in Table 3 . Table 4 presents summary statistics of the volatility filtered by the model (not yet 'rescaled for diffusions'). Fig. 4 depicts its behavior in the sample. For reasons of comparisons, we also depict the first differences of r. The model appears to successfully capture some stylized features of the data, including the high volatility induced by the 'Monetary Experiment' of the early 1980s. It is also worth noticing that perhaps due to such an isolated and yet relatively persistent episode, the long-run volatility as implied by the parameter estimates attains the value of
which is more than twice the average value of the filtered volatility for the whole sample. Because the estimated volatility wanders in a range of variation of about 0:026, however, such a difference is negligible: when we compute the ratio of the difference between the long run and average volatility to the range of variation, we find that it equals 0:321. 
ARTICLE IN PRESS
Correction of the discretization bias, consistency tests, and filtering
The second column of Table 5 reports the q-aml estimates of a. To correct their potential disaggregation bias we implement the indirect inference setup by simulating system (1) with the Euler-Maruyama approximation (2) with h À1 1300, which corresponds to generating 25 sub-intervals within a week. We use S ¼ 50 simulations. The estimation results are in the third column of Table 5 . The correction made by indirect inference does not appear to matter: none of the q-aml estimates lies outside the usual 95% probability bands around the corresponding indirect inference estimates. Perhaps more importantly, we formally checked the adequacy of the auxiliary model through the consistency test described in Section 3.2, and found that the adjustment speed of the short-term rate is the only parameter that does not pass the test at the standard 95% level. Finally, we performed a joint test of adequacy of the full vector b b N . Under the null that
b N is asymptotically chi-square distributed with 5 degrees of freedom. We find that W N ¼ 6:5304, which is well beyond the 95% critical level 11:05.
These findings are of special interest here because Drost and Nijman (1993) showed that only a weakened concept of ARCH model (the so-called weak-ARCH model) does aggregate. In the same vein, Drost and Werker (1996) generalized the Drost and Nijman setup and introduced the so-called ARCH diffusion which is, heuristically, the continuous time stochastic volatility process whose implied discrete differences form a weak-ARCH process. A natural interpretation of our empirical findings is that even though the standard ARCH models do not aggregate, they still remain, for a given frequency, an excellent approximation to the continuous time models toward which they converge in distribution. This is naturally so because a The second column reports the estimates of the parameters in (1) obtained through the moment conditions in Theorem 3.2. The second column reports estimates obtained via the indirect inference (II) strategy explained in Section 3, and the third column gives the corresponding t-statistics computed using the variance in (28) and (30) standard ARCH models do simply represent an excellent proxy to the corresponding (discrete time) weak-ARCH models. Naturally, these are issues deserving a deep theoretical investigation that lies far beyond the scope of this paper. Next, we wish to check that the previous estimation results do not depend on the dimension of the simulation experiment ðS ¼ 50Þ. We thus implement a sort of reverse engineering exercise in which we look for the ARCH model one may expect to estimate should the true data-generating mechanism be (1). Precisely, we simulate (1) with parameters fixed at the indirect inference estimates of Table 5 , sample the short-term rate at weekly frequency and estimate model (29) with such sampled data. We repeat the experiment 5000 times, and remove the simulations for which there was not stationarity for the short-term rate and volatility (i.e. those where the persistence was greater than one). Note that as a by-product of such an experiment, we will also get an assessment of the filtering performance of model (29). Table 6 provides some basic statistics of the estimates. Fig. 5 displays their relative frequencies. The distributions of the estimates are concentrated around the values of the estimates reported in Table 3 : specifically, the standard 95% confidence bands of the Monte-Carlo estimates are sufficiently tight to ensure statistical significance; yet they contain the figures corresponding to the true estimates reported in Table 3 .
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The filtering performance of the model is gauged in the following manner. Let s i;n denote the volatility simulated at the ith replication and sampled at n. Let b s i;n be the corresponding (rescaled) ARCH estimate. We are interested in evaluating the average filtering error in all the simulations, fE i g 5000 i¼1 , where
n¼1 ðs i;n À b s i;n Þ. Fig. 6 displays the Monte-Carlo distribution of the average filtering error. It has an average value of 9:610 Â 10 À5 and a standard deviation of 3:275 Â 10 À3 The RMSE, defined as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 5000
is equal to 0.0209. (29) to 5000 simulated weekly sampled trajectories from the stochastic differential equation system (2). In these simulations, parameters are set to their II estimates reported in the third column of Table 5 . The third and fourth columns report the Monte-Carlo median and standard deviation of the simulated qml estimates.
The last objective of this section is to show that even in the presence of an important kind of misspecification which one could be easily faced with in many applications involving the modeling of interest rates, the kind of models considered in this paper still remain a valid reference, at least insofar as one considers volatility filtering issues. Precisely, suppose that the data generating process is a three-factor model including the short-term rate, stochastic volatility, and a stochastic central tendency factor. The question we want to answer is: are the filtering results of this paper still valid when we attempt to extract the (unobserved) stochastic volatility of such a data generating process? In addition to its obvious practical content, such a problem is directly related to previous theoretical work by Nelson (1992) and Nelson and Foster (1994) . The main message of their work is that even in the presence of serious misspecification, ARCH models still remain robust volatility filters. Now we wish to ascertain whether such results hold in an experiment in which ARCH models are used to reconstruct the volatility dynamics of a three-factor data-generating process.
To this end, we implement a Monte-Carlo experiment in which we fit model (29) to 1000 simulated trajectories of a three-factor model that extends in a natural way model (9) as drðtÞ ¼ yðlðtÞ À rðtÞÞ dt þ ffiffiffiffiffiffiffi ffi rðtÞ p sðtÞ dW ð1Þ ðtÞ, dsðtÞ ¼ ðo À jsðtÞÞ dt þ csðtÞ dW ð2Þ ðtÞ,
where W ðiÞ , i ¼ 1; 2; 3, are standard Brownian motions, y; o; j and c are fixed at the indirect inference estimates of Table 5 , and b i , i ¼ 1; 2; 3, are fixed at the values suggested by Andersen and Lund (1997b) , i.e. b 1 ¼ 0:0078, b 2 ¼ 0:1257 and b 3 ¼ 0:0493; and repeat the same experiment as before. Table 7 provides the results. Even though model (29) is neglecting one of the factors of (32) (namely, the stochastic central tendency factor, lðtÞ), it exhibits remarkable volatility filtering properties. The Monte-Carlo volatility filtering error has the same order of magnitude as in the previous experiment and, again, the resulting dynamics of simulated vis-a`-vis filtered volatility trajectories display the same patterns as in Fig. 1 . Considered as a (stochastic) volatility filter, model (29) would be hardly rejected as a valid tool of analysis, even in the presence of neglected factors.
Conclusion
The intent of this paper was to explore to what extent ARCH models can be practically used for the purpose of providing parameter estimates and volatility filtering for diffusion processes. Since the standard ARCH models that have traditionally been used in the empirical literature converge in distribution towards a restrictive class of diffusion models, we considered a reasonably wide class of models, named CEV-ARCH, that converges toward any unrestricted CEV diffusion process as the sample frequency becomes larger and larger. Our searching strategy in this paper was to find sequences of ARCH models approximating CEV-diffusions with linear drift functions. This strategy may be extended quite easily to diffusions with non-linear drift functions. Also, our results rely in practice on using high-frequency data which could be contaminated by market microstructure noise. A very challenging topic for future research is to model such a noise, thus extending the results in Aı¨t-Sahalia et al. (2004) to the heteroskedastic case.
Despite the fact that the CEV coefficient of volatility was left unrestricted, we provided empirical evidence supporting a model in which the (stochastic) volatility process of the short-term rate follows a diffusion process with unit elasticity of variance. In addition, we made use of simulation-based techniques to implement a global specification test for just-identified problems and provided evidence that (suitably rescaled) ARCH estimates of relevant parameters are statistically not distinguishable from estimates that one obtains with indirect inference methods. Finally, the volatility filtering performances of the models are excellent. Even if the data generating mechanism is a three-factor model, the volatility filtering errors of a two-factor model have the same order of magnitude as in the absence of misspecification. These findings suggest very simple and yet efficient tools to extract the (unobserved) volatility of many multidimensional diffusion processes that are of interest in financial economics and macroeconomics. the same size, while 'small' negative shocks introduce less volatility than positive shocks of the same size. Such a phenomenon, referred to as 'volatility reversal' in Fornari and Mele (1997b) , seems to be pervasive in many stock markets. In this respect, model (A.1) represents a variant of the volatility-switching ARCH models that were originally introduced by Fornari and Mele (1997b) .
Our objective now is to give a sketch of the proof that (A.1) converges in distribution to (1) as the sampling frequency gets higher and higher. Consider the following approximating scheme: in order to use it to filter the actual (discretely sampled) volatility path generated by the second equation of the Euler-Maruyama discrete approximation of (1) The filtered series of volatility reported throughout the paper are based on formula (B.3) (see, however, below for numerical improvements of this formula). To relate the number found before to the correction given in formula (19) for the intercept of the volatility equation, note that:
Here the correcting term is D À1=2 ¼ 7:211, which in practice is very close to the conversion factor given above.
In addition to being based on the stability of volatility within unsampled periods, the conversion formula (B.3) is based on the assumption that the (small) changes of s ffiffi r p are not autocorrelated. Relaxing such an assumption requires a more complicated approach with continuous updatings. A reliable alternative is to numerically search for a conversion factor similar to (B.3). In this paper, we proceeded in the following way. We simulated 5000 times the continuous time system (1) in correspondence of the parameter estimates found in Section 4. Then we defined where s i ð' Á jÞ and v ij are simulated volatility and filtered volatility as of time j obtained in the ith simulation. We found that C % 6:928:
