Unmanned Aerial Vehicle(UAV) autonomous driving gets popular attention in machine learning field. Especially, autonomous navigation in outdoor environment has been in trouble since acquiring massive dataset of various environments is difficult and environment always changes dynamically. In this paper, we apply domain adaptation with adversarial learning framework to UAV autonomous navigation. We succeed UAV navigation in various courses without assigning corresponding label information to real outdoor images. Also, we show empirical and theoretical results which verify why our approach is feasible.
Introduction
Unmanned Aerial Vehicle(UAV) navigation without a human control has been a challenging task in the machine learning field. Most approaches for this task depend on lots of sensors such as GPS sensor, depth sensor and other kinds of sensors. However, using those sensors to navigate has been in trouble in that most sensors have limitations of their each own. For example, GPS sensor does not often operate well when UAV is located in indoors or in forest. In addition to that, depth sensor increases the weight of the body, which aggravates the motor's burden. Also, the high price is the main obstacle for using such sensors.
Therefore, UAV flight with raw 2D images gets popular attention inevitably. Unlike other sensors, monocular camera is quite light and cheap. Also, acquiring images in real time does not suffer from any environments. In addition, current big achievement of deep learning in the image domain (Krizhevsky et al., 2012) , gives us great opportunity to use monocular camera image for UAV navigation. In this paper, we exploit the deep learning framework to develop the UAV automatic navigation system.
Recently, lots of approaches of machine learning on UAV flight have been proposed (Giusti et al., 2016; Ross et al., * Equal contribution 1 Seoul National University, Seoul, Korea. Correspondence to: Sungroh Yoon <sryoon@snu.ac.kr>. 2013; Smolyanskiy et al., 2017) . However, UAV flight in the real outdoor environment is really tough because of some reasons. First of all, getting real images with exact label may be expensive and it is laborious to assign corresponding proper labels to massive existing images. In addition to labeling problem, it may be restrictive when it sometimes requires fully information such that distance from obstacles or altitude, which requires laboratory environment to acquire those data.
These troubles are not only limited to UAV flight but widely happen in various machine learning field. To address those troubles, there have been many trials that adopt the domain adaptation (Patel et al., 2015) . Domain adaptation represents adapting source domain into target domain in that one uses source domain data to train the model for some classifying tasks so that it can also work well in the target domain simultaneously. In the robotics including UAV navigation, one can use simulator as the source domain and make use of the simulator data to train the model that works well in the real environment, the target domain because simulator environment doesn't have such limitations mentioned in the above. In addition, the quality of the recent artificial graphic environment has been developed considerably as one can see in the virtual reality, computer games, which gives more attraction to use simulator.
In this paper, we develop UAV autonomous navigation system by exploiting the domain adaptation, especially domain adaptation with adversarial learning networks which have been introduced recently. By training our deep learning model using lots of simulation rendered images with labels and a few real images without any label, we succeed to navigate UAV automatically in the real outdoor environment.
The rest of the paper is organized as follows. At section 2 and 3, we provide a brief introduction on Generative Adversarial Networks(GAN), domain adaptation and introduce the related work. In section 4, we discuss our approach on UAV navigation and the experimental result is provided in section 5. Section 6 is devoted to guarantee the performance of our approach mathematically. In section 7, we discuss the ideas presented and section 8 is a conclusion.
We summarize our contributions as follow.
• We succeed in UAV navigation without any label of arXiv:1712.03742v2 [cs.CV] 13 Dec 2017 real surrounding images. As far as we know, we first apply domain adaptation with adversarial learning networks into UAV flight.
• We build the simulation environment to be used as a source domain to use in domain adaption framework. Also, we improve the existing supervised learning version of UAV navigation with domain adaptation framework which is highly attractive in that it does not need target domain labels.
• We provide our mathematical guarantee that shows why classification of real surrounding image works despite of the absence of label. We show that target domain classification performance has to be guaranteed with well-behaved classifier in transferred domain. Goodfellow et al. (2014) proposes Generative Adversarial Networks (GAN) which is a popular method for synthesizing images by adopting the generator G and the discriminator D. G produces synthetic images so as to fool D and D takes counterpart role of G in that it aims to distinguish real images and fake images generated by G. This adversarial behavior leads to following minimax objective function where p real (x) refers to real data probability distribution and p θ (x) refers to the distribution of the data generated by G : Z → X where Z and X stand for latent space and real data space respectively.
Background

Generative Adversarial Networks
min G max D E x∼p real log D(x) + E z∼pz log(1 − D(G(z))(1)
Domain Adaptation
Domain adaptation is a kind of transfer learning which tries to adapt source domain into the other unseen domain so called a target domain while task performance is maintained also in target domain. It can be thought as transferring prior known knowledge of source domain D S to target domain D T . More formally, let X and Y be the data space and label space respectively. Then source domain has a distribution D S on X × Y and the target domain has a different distribution D T on the same space. Then domain adaptation solves following problem: given labeled source domain data (x s , y s ) ∈ D S and unlabeled target domain data x t which comes from the marginal distribution of D T , learns a function h : X → Y which works on target domain distribution D T .
The simplest way to conduct the domain adaptation is just not to care about the difference between two domain which is known as domain discrepancy. Rather, training the model in the source domain and apply it on the target domain directly. However in many cases, it does not work well due to the domain discrepancy (Long et al., 2015) . The most popular way to overcome domain discrepancy is to reconstruct a common representation space for two domains (Ajakan et al., 2014; Long et al., 2015; Shen et al., 2017) . This approach attempts to obtain a domain invariant representation space where task performance is invariant from domains. Beyond this approach, there is an intuition that as distributions of two domain on the representation space become closer, the domain discrepancy gets smaller so that the classifying task for target domain gets to work better. Meanwhile, to find such representation space, one can use hand-crafted features but it can not be generalized and requires domain knowledge. Due to such reasons, there have been some trials to apply GAN framework to reconstruct such common representation autonomously (Ajakan et al., 2014; Shen et al., 2017) . It can achieve the goal of the domain adaptation by leading the feature representations to be indistinguishable between the two domains and helpful for the task classifier by adversarial learning with the discriminator.
Related Work
To conduct UAV navigation with real images, some researches proposed a supervised learning method in that they collected images and corresponding labels, then trained the controller with such paired data. (Ross et al., 2013) adopted linear regression using real 2D images and corresponding command labels. They proposed algorithm called DAGGER to tackle the mismatch between the desirable path distribution in the training phase and the execution path distribution in the test phase. It trains the linear controller with typical supervised learning and executes the partially trained controller. It gathers new images it met during the execution and new images are assigned corresponding labels appropriately. It trains the linear controller again with new paired data which it has collected. By iteratively doing this process, it aims to improve the supervised learned controller's performance. Meanwhile, Giusti et al. (2016) suggested to view UAV navigation as the classification problem instead of the regression problem. By classifying the orientation where UAV is pointing on, it tries to give proper steering command to the UAV so that it goes along the trail. Smolyanskiy et al. (2017) improved that classification problem by adding negative entropy regularization term in the objective functions and lateral classifier that classifies where UAV is located with respect to the road. On the other hand, Kahn et al. (2016) trained the UAV navigation in the simulator system by exploiting guided policy search which can be thought as a kind of supervised learning. It is different from the typical supervised learning in that it gets the label automatically using trajectory optimization. In this paper, we follow Giusti et al. (2016) and Smolyanskiy et al. (2017) 's classification framework on our UAV navigation because it simplifies the problem and addresses the sparse steering command in the regression.
The common property of above researches is that they adopted a supervised learning method so they needed laborious labeling works. These kind of approaches have fundamental limitation in that labeling for images cannot be done automatically and the execution of the partially trained model in the real environment may cause serious damage on the UAV. In addition, Kahn et al. (2016) needs full information about raw image such as depth image and numerical measurement, which is difficult to get in the outdoor environment. On the other hand, there is no such problem in the simulation environment as one can measure any physical properties such as location and velocity, and doesn't need to care about UAV's security problem. Mirowski et al. (2016) , Sadeghi & Levine (2016) interpreted UAV navigation as reinforcement learning (RL) in that they aimed to train the agent from trial and errors in simulation environment. Since RL needs the exploration which may cause lots of collision at the early part of the training, applying RL on the real environment directly is highly improper. However, because of the discrepancy of the simulator image and real image such as texture and color distribution, the trained model on simulation environment is not guaranteed to work well in the real environment. Mirowski et al. (2016) tackled such discrepancy issues by exploiting the depth image which is more invariant between the two environments. It used depth sensor or reconstructed depth from image to get depth image. However, using depth sensor increases the cost and weight of UAV and reconstructing depth image gives inaccurate images which incur error and high computing cost. Meanwhile, Sadeghi & Levine (2016) applied Q-learning on the UAV navigation learning. It showed that its model also worked well in the real indoor environment even though it did not offer any real images during the training. However, the indoor environment is relatively simple and plain compared with the outdoor environment so that it is still doubtful if it also works well in the real outdoor environment.
There have been some researches that apply domain adaptation for their each task. Daftry et al. (2016) used domain adaptation to learn transferable policies for UAV navigation. However, it tried to decrease domain discrepancy defined with Maximum Mean Discrepancy(MMD) of predefined kernel, which is highly sensitive to choice of kernel (Li et al., 2017) . Moreover, it utilized collected real im- ages as source domain images, while our work used simulation rendered images as source domain images. Since the simulator is much more general and easier to get data, Bousmalis et al. (2017) ; Shrivastava et al. (2016) used simulation rendered images for domain adaptation with adversarial learning framework. Bousmalis et al. (2017) adopted this framework for the grasping task. Their approach looks similar with ours, but we utilize domain adaptation in the UAV navigation task and show mathematical guarantee additionally. Shrivastava et al. (2016) refined the eye rendered image to be realistic using GAN. Using these refined images, it improved the performance of the eye classifier. Unlike us, it adopted two independent training steps of which first one is adversarial learning phase and other one is classification task.
Method
Building simulator environment data
We build our simulation environment using Gazebo (Koenig & Howard, 2004) , the widely known robot simulator. As our navigation system aims at the Dulle-gil trail made of a asphalt road surrounding the bush and tall tree as seen in top row of Figure 1 , we build similar environment that is similar with the targeted real environment as seen in middle row of Figure 1 .
We build our simulation environment by two phases. First, we try to get diverse road data by randomly picking up course coordinates for generalization. By determining the road's curvature and length according to the heuristic rule, we get natural road coordinates. Figure 2 shows the examples of generated road by simulator. After that, we make many objects such as maple tree, ginkgo tree, bushes, fences and so forth using the open source CAD tool Blender and arrange these objects alongside the road randomly. 
UAV navigation with domain adaptation
As mentioned earlier, we view the UAV navigation as multi-class classification problem. As in Smolyanskiy et al. (2017) , we train deep learning model that classifies where the UAV is located with respect to the road(left/center/right-lateral class) and where the UAV is heading on alongside the road(left/straight/right-head class) based on the camera image input. Figure 3 represents how we divide lateral and head classes. To train our model, we collect simulation rendered images with corresponding lateral, head labels and real data without any labels. To address a gap between simulation rendered images and target domain images and to deal with the absence of labels for real environment images, we adopt domain adaptation with adversarial learning framework.
Among several methods of domain adaptation with adversarial learning, Bousmalis et al. (2016) has been popular in that it focuses on transferring source domain images as if they look like target domain images while other approaches only concentrate on extracting domain-invariant non-image features (Ajakan et al., 2014) , (Shen et al., 2017) . We attempt to transfer source domain image which is a simulation rendered image into target domain image which is a real surrounding image as shown in Figure 5 , so classifying in target domain can be achieved without any labels of target domain image intuitively.
The overall flow of our domain adaptation model in UAV navigation is represented in Figure 4 . The model takes target images, source images and the noise vector picked from uniform distribution. In addition, the lateral class labels and the head class labels for the source images are given to the model. At the generator part, source image and random noise vector are converted into transferred image which should look like target image. The discriminator takes transferred images and target images then distinguishes whether its input comes from the generator or target domain. The classifier takes the transferred image and the ground-truth labels of source images which transferred images come from and learns to classify their lateral/head class respectively.
Object functions
Domain adaptation with adversarial learning framework is basically composed of transferred image generator G θg , discriminator D θ d and task classifier C θc as shown in Figure 4 . Therefore, object functions for our UAV navigation system may need adversarial objective term, classification objective term. Following paragraphs in this section detail each objective term in aspect of domain adaptation.
ADVERSARIAL LEARNING
Among lots of variants of GAN, we adopt Fisher GAN of Mroueh & Sercu (2017) . The reason for using Fisher GAN is that Fisher GAN belongs to Integral Probability Metric(IPM) family which is strongly and consistently convergent and more robust to disjoint supports of probability distributions (Hong et al., 2017) . Also Fisher GAN is known to have computational benefits over other IPMs such as Arjovsky et al. (2017); Gulrajani et al. (2017) . It should be noted that since we adopt IPM family rather than standard GAN objective, we rename the discriminator as the critic f θ d . The objective term for the adversarial learning L A is as follows where λ is the Lagrange multiplier and ρ is the quadratic penalty weight (Mroueh & Sercu, 2017) .
CLASSIFIER
We adopt typical softmax cross entropy objective function for the classification task. In addition to that, we are motivated from Smolyanskiy et al. (2017) in that we add the negative entropy regularization term and the penalty loss 
OVERALL OBJECTIVE
To sum up the above objective terms, we use following overall objective function L to optimize our model where κ, µ are the weights of L A and L C respectively. 
The positive y-axis linear velocity makes UAV go left by side and the positive z-axis angular velocity let UAV rotate by counter-clockwise. Aside from these commands, UAV flies forward by constant velocity as a default.
Experiment
Experiment Setup
We gathered around 8000 images for each lateral class and head class by randomizing the position of UAV in the simulator and fixing the titled angle by -45,0,45 degrees with respect to the road. Beyond the simulation rendered image for source domain, we got around total 30,000 images for target domain by recording at Gwanak Mountain trail in Seoul. In both case, we fixed the altitude of UAV around 1.5m. We used the parrot Bebop2 drone (Parrot, 2016) model for our experiment. To send the command from the trained model, we utilized parrot bebop ROS package with joystick connection. We sent the command to drone via joystick and activated joystick steering only when drone was stuck into dangerous position. We implemented our UAV navigation system with Tensorflow (Abadi et al., 2016) . During the test, we calculated our model's output by every 50ms with GTX 1060. However, we set our commanding interval by every one second to protect the pedestrians. Also, we sent the median of gathered commands to UAV to alleviate noise.
The quality of transferred image and off-line test
It can be naturally thought that transferred images should look like target domain images to succeed in navigation. Figure 5 shows the source images, corresponding transferred images. Images in bottom row show the most similar images in target domain. As shown in Figure 1 , we firstly used two kinds of source images. One contains not only the road but the background such as trees, sky. The other only contains the road and the other part's values are all zeros as seen in bottom row of Figure 1 . Even though two versions both succeeded to transfer source domain images as if look like target domain images, the task classification performance of a model with unmasked source images was worse and less robust than a model with road masked source image during UAV navigation in real outdoor environment. Therefore, we used the road masked images afterwards.
We tried off-line tests for our trained models. We observed not only classification accuracy but also steering command on the target test data which wasn't used in training phase. The reason why we checked both results is that UAV navigation depends on steering command not on classification accuracy. We compare our model with supervised learned(SL) model in 
UAV navigating result
We verify the performance of our approach based on two criteria. First, how many human interrupts are required to finish navigation in certain trail course. Second, how many times UAV recovers from intentional disturbance. We want to notify that as our approach focuses on the domain adaptation, not the architecture of the model, so we compare our model to SL model with source domain images and the one with target domain images. Since a source mask SL model shows the lowest performance on off-line test, we omit that case from navigation result.
AUTONOMOUS NAVIGATING
We test our model in three courses. The length of each course is about 190m, 60m and 110m respectively. These courses are thought to be sufficient to test our model because they contain road curving to the left and right as seen in Figure 6 . Course 1 in Figure 6 has relatively slight curves but course 2 and 3 have sharp curves compared to course 1. course 1 course 2 course 3 Source image SL > 10 · · Target image SL 0.2(1/5) 1.2(6/5) 0.2(1/5) Our model 0.8(4/5) 1.4(7/5) 0.0(0/5) 
RECOVERY FROM DISTURBANCE
We also tested out model focusing on how many times UAV recovers from the disturbance. The wind blows in the outdoor and strong air current occurs by UAV itself. Also, UAV have to avoid objects including humans. Therefore, it is quite common for UAV to deviate from the desirable location or path thus it is very important to recover from those hindrance. We let UAV to be in non-desirable position intentionally and measure how much ratio it goes back to desirable position. 
Mathematical discussion
Our paper addresses the lack of target domain's label by making source images look like target images and giving them their labels of source domain. Beyond our solution, there is an intuition that if a classifier works well for the transferred images and the transferred images are similar to target domain images, then the classifier should also fit on the target domain images. In this section, we show that our intuition is theoretically correct and guarantee the performance of the classifier.
According to Theorem 1.1 in Mroueh & Sercu (2017) , Fisher IPM is equal to the Chi-squared distance X 2 2 (p tar , p trans ) where p tar and p trans refer to target domain image probability distribution and transferred image probability distribution respectively. Therefore, if adversarial learning with Fisher GAN framework is successful, we may assume that X 2 2 (p tar , p trans ) < 1 is satisfied for arbitrary small positive number 1 > 0. With the relationship of X 2 2 (p tar , p trans ) = 1 4 X P 2 (p tar , (ptar+ptrans) 2 ) where X P 2 is Pearson divergence, we can get following equation.
X P 2 (p tar , p tar + p trans 2 ) < 4 1 (6) Gibbs & Su (2002) shows that Total Variation(TV)(P||Q) and X P 2 (P, Q) have following inequality which holds if P is dominated by Q where P, Q are probability distributions.
Since the support of p tar contains the support of ptar+ptrans 2 , we can derive equation 8 using inequality 7 in that substitute p tar into P and ptar+ptrans 2 into Q.
With the definition of T V (P||Q) = 1 2 |P − Q|dµ where µ is the measure on the probability space, we can derive following equation 9 and 10.
T V (p tar || p tar + p trans 2 )
Now, we assume there exists a classifier such that fits well in transferred data(i.e p trans ). From now on, we will show the classifier also should work well in target domain using the above equations. The mathematical flow is quite similar with that of Ross et al. (2013) but it can be thought as a special case with one time-step.
We define e(x) to be error rate(i.e inaccuracy in the interval 0,1 ) of the classifier for some fixed data. Then, error in transferred data domain can be derived as equation 11. It should be noted that we may assume that E trans < 2 is satisfied for arbitrary small positive number 2 > 0 for well-behaved classifier where E D stands for average error for domain D.
E trans = e(x)p trans (x)dx (11) Then, we show the error rate of the classifier on target domain is also small by following relation.
As 1 , 2 are sufficiently small, error on target domain should also be small. That means, the classifier's performance on target domain can be guaranteed as on transferred data domain and this result implies that why our empirical results in section 5 has pretty good performance.
Discussion
We succeeded to navigate UAV autonomously without any labels for target domain images. However, there were some failure cases. First of all, our model is less robust to light condition such as strong sunlight and dark. We collected real environment images during 3-5 pm in the fall and winter so almost images were exposed to only small amount of sunlight. Thus, the transferred image were necessarily biased to similar state. We tested on the same daytime and our model showed good performance at that time but failed at midday. When sun is strong, the road on the camera image changes its color from the gray to yellow and it makes navigation fail because there were no such images in target domain images. Therefore, to be robust to sunny light condition, lots of images under the various conditions may be necessary. UAV navigation also failed on the snowy road. As like sunlight, it is because that snowy road has never been appeared during the training. Secondly, not only our model but also target image SL model failed when branches from tree invades the road in the air. Though UAV is on the road, protruding branches are hung on the wing of UAV, which leads to failure too. Since the road is still visible through pine leaves, it could be difficult for UAV to avoid those obstacles. These problems remains as our future works.
There have been a few kind of models in the domain adaptation with adversarial learning framework. In this paper, we adopted the framework in Bousmalis et al. (2016) . We also tried Shen et al. (2017) 's model but noticed that it was hard to judge the training progress with non-image features. By observing the transferred image, it was much easier to tune the proper hyper-parameter. However, we take different approach with Bousmalis et al. (2016) in that we does not adopt content similarity objective term in training phase. Since the location of the road should be invariant between source image and transferred image for successful domain adaptation, we originally added the content similarity loss term as follows where m stands for road mask and • refers to element-wise multiplication.
We tested models with content similarity term but these cases guided the transferred images not as much as different from source images and resulted in poor performance at off-line test. Therefore, we masked simulation rendered image with road part instead of using content similarity term. We confirmed our model using masked source image without content similarity term still keeps the location of the road as shown in Figure 5 and performs much better than other models with content similarity term.
We also tried models with unmasked source images as shown in middle row of Figure 1 . Though the transferred images of these models look quite similar with target domain images they performed badly at off-line test. Analyzing the reason for that also remains as our future work.
In the section 6, we showed the performance of our model. However, it assumes the successful adversarial learning which leads that the transferred image distribution and the real image distribution is close to each other. Though the visual image supports the assumption, we have showed its closeness by embedding those images to the low dimensional space using t-SNE (Maaten & Hinton, 2008 ). As Figure 7 shows, the transferred data is much closer to real data than the source data, which supports our assumption.
Conclusion
In this paper, we apply domain adaptation with adversarial learning to train the deep neural network model for UAV navigation. It is noticeable that our model show quite good performance though we did not use any labels for real outdoor images. Also, we propose how to use the enormous and accessible simulator data for UAV navigation. In addition to the empirical results, we show the mathematical guarantee for our approach. 
