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ABSTRACT
The decision-making process of many state-of-the-art machine
learning models is inherently inscrutable to the extent that it is
impossible for a human to interpret the model directly: they are
black box models. This has led to a call for research on explaining
black box models, for which there are two main approaches. Global
explanations that aim to explain a model’s decision making process
in general, and local explanations that aim to explain a single predic-
tion. Since it remains challenging to establish fidelity to black box
models in globally interpretable approximations, much attention is
put on local explanations. However, whether local explanations are
able to reliably represent the black box model and provide useful
insights remains an open question. We present Global Aggregations
of Local Explanations (GALE) with the objective to provide insights
in a model’s global decision making process. Overall, our results re-
veal that the choice of aggregation matters. We find that the global
importance introduced by Local Interpretable Model-agnostic Ex-
planations (LIME) does not reliably represent the model’s global
behavior. Our proposed aggregations are better able to represent
how features affect the model’s predictions, and to provide global
insights by identifying distinguishing features.
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1 INTRODUCTION
Over the last decade, many machine learning breakthroughs oc-
curred, spiking widespread interest in the development of advanced
machine learning methods, most specifically in the field of deep
learning [2, 3, 6, 19]. By using many layers of non-linear operations
and abstractions, these complex models make it possible to make
more accurate predictions than simpler methods can achieve. The
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increased capabilities of these machine learning models have stimu-
lated the development of real-life applications in which consequen-
tial decisions are made based on model predictions. The downside
of advanced machine learning models is that the decision-making
process of such models is inherently inscrutable to the extent that it
is impossible for a human to interpret the model directly: they are
black box models. Since there is always a divergence between opti-
mization goals and requirements in real-life applications, we cannot
assume that the right rule is applied by the model, that the model
takes in all - and only - the relevant information, and that all the
data is accurate. The inscrutability of black box models, combined
with the potential applications for consequential decisions that
might affect our safety, our economy, or our opportunities, elicited
a call for research on explaining black box models. Recently, this
also led to EU regulation on the right to “meaningful information”
about the logic involved in automated decision-making1. Although
there is discussion on the legal implication of the terminology, ad-
mittedly it implies a right to explanation [17]. The difficulty lies
in questions regarding what makes for a valid, reliable and useful
explanation; what are the desiderata?
Prior work on explaining black box models has focused on ei-
ther global or local explanations, where global explanations aim to
explain a model’s decision making process in general, while local
explanations aim to explain a single prediction specifically [4, 15].
Global explanations suffer from the trade-off between interpretabil-
ity of the explanation model and fidelity to the black box model,
i.e. the more comprehensible a simplified explanation is, the less
faithful it can be to the complexity of the black box model. Local
explanations solve this by being restricted to local fidelity: fidelity
to the black box model in the vicinity of the instance examined. The
drawback is that it is unclear in what way the inspected instance is
representative of the global behavior of the model. Moreover, due
to the locality of these explanations and its undefined coverage,
there would be no way of saying something valid about even a
quite similar instance [11, 15].
Our work intends to fill this gap by presenting Global Aggrega-
tions of Local Explanations (GALE), to understand to what extent
local explanations are able to provide global insights on a black
box model. For this purpose, we analyze explanations obtained
through Local Interpretable Model-agnostic Explanations (LIME)
on models trained for a binary sentiment analysis task and a multi-
class document classification task. We present several approaches
to aggregate a set of local explanations and assess to what extent
they are representative of the models’ global decision rules and
provide reliable and useful insights.
1EU General Data Protection Regulation: https://gdpr-info.eu/
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2 RELATEDWORK
We first discuss various local explanations approaches that are
within the scope of our research. Next, we elaborate on the the gap
between local explanations and global model behavior, and discuss
previous work that addresses this limitation.
2.1 Local Explanations
The work of [8] identifies a family of approaches that provide a local
explanation model in the form of a linear function of binary vari-
ables. By representing the features as binary variables, the weights
w of the linear model can be directly interpreted as feature attri-
butions. This ensures that the explanation model is interpretable
to humans, even though the original model might use complex
features as input. For this reason, such methods require a mapping
between x , the feature input of the model, and x ′, an interpretable
representation of that input. The explanation model д(x ′) is a linear
function of the interpretable representation, and approximates a
model’s prediction on an instance f (x) as:
д
(
x ′
)
= w0 +
D∑
j=1
w jx
′
j (1)
where D is the input dimension of the instance explained. Local fea-
ture attribution methods provide the user with a local explanation
through the weights of this linear model. The weights are consid-
ered feature attributions that reflect the influence on a prediction
per feature. Attributions can either be supporting or opposing, and
the higher the attribution, the higher it accounts for a feature’s
influence on the prediction. The sum of the attributions for all
features in the input approximates the model output f (x).
Lundberg and Lee [8] propose a framework that unifies a family
of approaches that provide an explanation model that is a linear
function of binary variables as shown in Equation 1. Methods that
adhere to Equation 1 include Local Interpretable Model-agnostic
Explanations (LIME) [15], Layer-wise Relevance Propagation (LRP)
[1], DeepLift [18] and SHapley Additive exPlanation Values (SHAP)
[8].
LIME offers a local explanation by approximating the model in
the vicinity of the instance being explained. It gathers local infor-
mation by sampling instances from the instance being explained
and is therefore considered a perturbation-based approach. The
linear model that is fit on these samples offers an interpretable ex-
planation for a specific prediction that adheres to Equation 1 [8, 15].
LIME is a model-agnostic approach to the extent that it can explain
any classifier. Beyond this, the approach has inspired research on
perturbation-based explanations for other types of tasks, such as
models for ranking [20].
Layer-wise Relevance Propagation is a backpropagation-based
approach. It computes a relevance score, i.e. attribution, for each
input neuron by redistributing the output of the prediction function
backwards layer-by-layer. The exact redistribution function can
differ depending on the classifier, as long as it satisfies the relevance
conservation property: at each layer the total amount of relevance,
i.e. the sum of relevance of all neurons in the layer, equals the
output of the prediction function [1].
DeepLift is another backpropagation-based approach that im-
proves over LRP by introducing the notion of a reference value,
which is defined as the neurons activation to a reference input.
The reference input is defined per task for the input neurons and
propagated through the network to obtain reference values for all
neurons. DeepLift obtains contribution scores, i.e. attributions, by
expressing the difference from reference value of the output neuron
in terms of the difference from reference value of the input neuron
[7, 18].
Lundberg and Lee [8] propose to use the concept of Shapley
values, from the field of game theory, to quantify feature impor-
tance. The Shapley value of a feature is the averaged marginal
contribution of that feature to all possible subsets of features, i.e.
meaning the average difference in prediction with or without the
feature included for each subset. Lundberg and Lee [8] present
several approaches for approximating the Shapley values to obtain
an explanation model, calling their approach SHapley Additive
exPlanation values (SHAP).
The evaluation of our approach that is presented in this paper
uses explanations obtained by LIME. Nonetheless, the global ag-
gregations that we present in Section 3 are applicable to all local
explanations that adhere to Equation 1. Throughout this paper we
will use the more general description local explanation to refer to
this specific family of approaches.
Ribeiro et al. [15] stipulate LIME suffers from the fact that it is
unclear what the coverage of an explanation is, i.e. to what extent
it generalizes to other situations. Correspondingly, Mittelstadt et al.
[10] claim a three way trade-off, adding the size of the domain
described as a third desiderata besides fidelity and interpretability.
In another recent review, it was argued that explanations should be
required to show relevance, meaning they must provide insights
for users into a chosen domain problem [11]. In general, Murdoch
et al. [11] state this requires a diversity in approaches, varying the
balance in fidelity and interpretability, to meet the need of distinct
domain problems. Particularly in the case of local explanations,
they point out the gap between local explanations and global model
behavior, leading to a call for future work to answer the question:
to what extent local methods capture a model’s behavior and how
the explanations can best be used? Our work intends to increase
the understanding of the limitations of local explanations and in
doing so aims to improve the usefulness of such explanations.
2.2 Global Insight From Local Explanations
The authors of the LIME method acknowledge the gap between
their method and the model’s global behavior [15]. It is with this
limitation in mind that they propose their submodular pick algo-
rithm. In order to provide global insight, this algorithm selects a
set of data instances for which to present explanations to a user. It
selects the instances by picking those that contain features with a
high global importance score.
Ribeiro et al. [15] aim to define global importance such that
features that explain many different instances have a higher global
importance score, than features that explain less instances. In the
case of text classification, they propose the global importance Ij
of a feature j as the square root of the sum of its attributions, as
shown and further elaborated on in section 3.1. Additionally, they
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aim to pick a subset S out of N instances, such that there is little
redundancy in the features shown, arguing that if a feature appears
in multiple instances, this would lead to similar explanations shown
to a user. Both these intuitions are formalized as a coverage function
c . LetW be theN×M matrix containing the attributions per instance
for each feature out of M unique features. Then, given a set of
instances S , the explanation matrixW and the importance vector I ,
the coverage of the set S is defined by:
c (S,W , I ) =
∑
j=1
[∃i ∈ S :Wi j > 0] Ij (2)
Maximizing this function would yield the optimal set of instances
covering important features. However, since this problem is NP-
hard, a greedy algorithm is proposed that iteratively adds instances
to the set S to approximate the optimal set. The instance i added at
each iteration is the one with the highest marginal gain, which is
defined as c (S ∪ {i},W , I ) − c (S,W , I ) [15].
In the paper proposing this approach [15], only limited evalua-
tion on the submodular pick is provided. The authors only compare
their approach to providing randomly selected instances to the
user. They show that providing explanations for specific instances
chosen by the submodular pick algorithm makes users more able
to make choices that positively affect performance, such as com-
paring between models and features, than when they are shown
a random set of instances. It is unclear to what extent the chosen
instances are representative for the global behavior of the model,
and the importance function is not further evaluated. Therefore, the
gap between the local explanations and the global model behavior
remains.
3 METHODOLOGY
Our work intends to fill the gap between local explanations and
global model behavior. For this purpose, we propose a set of Global
Aggregations of Local Explanations (GALE). Rather than validating
local explanations independently, we assess the emerging insight
from aggregating multiple local explanations. The way to aggregate
local explanations is not straightforward since the attribution scores
are not determined in relation to other data instances. It is unclear
how attributions between different instances or in support of differ-
ent classifications relate to each other. This is further complicated
when applied to a textual task, given the sparsity of features in this
domain. Any choice of aggregation function implies assumptions
about the way in which local explanations are representative of
the global model behavior. In our discussion of GALE we intend to
make these assumptions explicit.
3.1 Global LIME Importance
Ribeiro et al. [15] propose their submodular pick algorithm to se-
lect a set of instances to show a user in order to provide global
insight. In order to select a representative and informative subset
of instances, they propose a global aggregation function I to assess
global feature importance. Specifically for the text domain, they
define the global feature importance ILimej as the square root of
the sum of attributionsWi j of the feature j over all data instances
i ∈ N :
ILimej =
√√ N∑
i=1
|Wi j | (3)
Two assumptions underlie this aggregation function:
A1 Features with higher attributions are expected to have a larger
effect on model predictions than features with lower attribu-
tions.
A2 Features that occur more often are expected to have a larger
effect on model predictions than features that occur less often.
In the aggregation over separate instances, these assumptions will
not always hold. Although A1 seems reasonable amongst the fea-
tures within one instance, this is less certain for feature attributions
from various instances. Since the explanation model is a linear func-
tion of attribution values, the magnitude of attributions are affected
by the amount of features per explanation. Similarly, the magnitude
of attributions are affected by the prediction value that the expla-
nation model is approximating. However, in comparison between
attributions from different instances, the absolute value of the at-
tribution might be less informative than its relative importance
within the instance.
With respect toA2, the amount of occurrences of a feature might
be a misleading notion for several reasons, especially in text classi-
fication. Firstly, the assumption is that occurrences across different
instances amount to a higher influence of the feature. Common
words such as “the”, “and”, or “is”, are thus likely to be ranked as
very important due to many occurrences in different instances, even
when their attributions are low. Secondly, as mentioned in [14],
local explanations for different instances can also be inconsistent
with each other. This issue is further amplified in case of a multi-
class classification task, because a single explanation does not show
the features’ possible relationship to other classes when providing
a single example. Features that occur in documents of different
classes will have a high global LIME importance, independently of
which classes the individual attributions support, or whether the
occurrences have a large impact on predictions.
3.2 Global Average Importance
In what follows we will not relax A1, but we will focus on A2.
Whether features that occur more often in the data are more im-
portant, clearly depends on the domain. In case of textual data we
often deal with sparse features; common words will occur often,
while most other words will only occur in few instances. For this
reason, we expect the global LIME importance to be unreasonably
biased towards common words.
Therefore, the first alternative aggregation we propose is the
average importance, which is computed as the sum of attributions
Wi j averaged over the feature’s occurrences in the dataset:
IAvgj =
∑N
i=1 |Wi j |∑
i :Wi j,0 1
(4)
Although the global average importance addresses the second
assumption that is made in global LIME importance, it also makes
its own assumption:
A3 Features are expected to have a similar effect in all of their
occurrences.
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To understand why this assumption might not hold, imagine the
case of a feature being important in the predictions for some class
and less important when appearing in documents unrelated to that
class. The occurrence in other documents will strongly lower its
average importance, even though the feature was highly important
for another class.
3.3 Global homogeneity-weighted importance
The global homogeneity-weighted importance is designed to ad-
dress A2 and A3. The idea is to determine the homogeneity of
a feature’s influence on the model in order to deal with multiple
occurrences and potential inconsistencies between occurrences. To
quantify the homogeneity per feature, the spread of attributions
over different classes is determined by Shannon entropy. First, we
define pj as the vector of normalized LIME importance per class:
pc j =
√∑
i ∈Sc |Wi j |∑
c ∈L
√∑
i ∈Sc |Wi j |
(5)
where Sc is the set of all instances i classified as class c and L is the
set of class labels. The normalized LIME importance pj represents
the distribution of feature j’s importance over all classes c ∈ L. The
Shannon entropy of this distribution is defined by:
Hj = −
∑
c ∈L
pc j log
(
pc j
)
(6)
This entropy score is used to assess the degree of homogeneity
with which the feature attributions of a feature are distributed over
multiple classes. Low entropy indicates most of the attributions
point to one particular class, as opposed to the case of high entropy
in which attributions point to many classes. However, since entropy
will be equally low for all features that only occur a single time in
the test set, the entropy score does not discriminate in these cases.
Therefore we propose to derive from this a homogeneity-weighted
importance IHj . For this purpose, the entropy score is normalized
and subtracted from 1 to obtain a weighting factor that is close to 1
if the feature is homogeneous and close to 0 when its attributions
are spread over many different classes. The homogeneity weighted
importance is the LIME importance of a feature weighted by this
weighting factor:
IHj =
(
1 − Hj − Hmin
Hmax − Hmin
)
ILIMEj (7)
where Hmin and Hmax are the minimum and maximum entropy
measured across all features.
4 EXPERIMENTAL DESIGN
Experiments are carried out on two distinct datasets: a relatively
small sentiment analysis dataset and a larger document classifi-
cation dataset. This makes us able to evaluate to what extent our
approach is influenced by the complexity of the task and the amount
of data available. For each task, a model with a task-specific archi-
tecture is trained on a subset of the data. Parameter tuning of these
models is done based on a validation set that is not further used
in our experiments. Subsequently, LIME explanations are obtained
for the model predictions on a separate test set and used to gather
the global aggregations over all instances in the test set. These
are evaluated quantitatively based on our AOPCдlobal metric and
qualitatively by visualization of the important features according
to each of the aggregations. In our experiments we answer the
following research questions:
RQ1 To what extent can global LIME importance represent how
features affect the model’s predictions?
RQ2 To what extent can global average and homogeneity-weighted
importance represent how features affect the model’s predic-
tions, i.e. can the proposed aggregations improve on global
LIME importance?
RQ3 To what extent do the quantitative results differ between a
binary and a multiclass text classification task?
4.1 Sentiment analysis task
Sentiment analysis is a binary classification task in which docu-
ments are labeled as expressing either an overall positive or negative
sentiment [12]. The sentiment analysis dataset used for this study
consists of 3000 sentences with labels evenly distributed over a
positive or negative sentiment2. Kotzias et al. [5] selected these in-
stances from larger datasets originating from the websites of IMDB,
Amazon and Yelp, incorporating 1000 sentences per source. The
LSTM architecture used for this task consist of one LSTM layer
with tanh activation function and both input and recurrent dropout
at 0.2, followed by one fully connected softmax layer. The neural
network is optimized with Adam over a run of 10 epochs with a
batch size of 32. The input features are pretrained 100-dimensional
GloVe word embeddings3, which are not further fine-tuned during
training [13]. With this setup we obtain an accuracy of 0.85.
4.2 Document classification task
The 20 Newsgroups dataset is a collection of approximately 20,000
newsgroup post, almost evenly distributed over 20 different classes4.
The CNN architecture consists of three convolutional layers with
ReLU activation functions, max pooling after each convolutional
layer and dropout at 0.2. The neural network has a final fully
connected softmax layer, is optimized with Adam and run for 10
epochs with batch size at 32. The input features are pretrained
100-dimensional GloVe word embeddings5, which are not further
fine-tuned during training [13]. With this setup we obtain an accu-
racy of around 0.75.
4.3 Quantitative Evaluation
In order to determine which global aggregation best represents the
global model behavior, we propose an adaptation of the Area Over
the Perturbation Curve (AOPC) evaluation. AOPC was proposed by
Samek et al. [16] as an evaluation metric for local feature attribution
methods. It defines a good local explanation as one that is able to
identify the features that have the largest effect on model prediction.
Adapting this, we propose AOPCдlobal to evaluate to what extent
the aggregations are able to identify the features that have the
largest global effect on model predictions. The models’ decisions on
2 Retrieved from https://archive.ics.uci.edu/ml/datasets/Sentiment+Labelled+
Sentences
3 Retrieved from https://nlp.stanford.edu/projects/glove/
4 Retrieved from http://qwone.com/~jason/20Newsgroups/
5 Retrieved from https://nlp.stanford.edu/projects/glove/
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the resulting documents are evaluated by computing AOPCдlobal
over a range of consecutive feature removals and compared against
a random baseline.
Our adaptation is that AOPCдlobal is measured by progressively
removing features per document in the order of their global ranking
by GALE, as opposed to removing features in the order of their
local ranking according to the local explanation as in AOPC for
local evaluation. For each aggregation of features, the features in a
document xi are ranked according to the global aggregation. Sub-
sequently, features are iteratively removed from the original data
point xi in the order of that ranking. Let r be the vector of feature
indices in document xi ranked in the order of the global aggrega-
tion. Then, the instance xki is the result of recursively removing
the k highest ranking features defined as follows:
x0i = xi
xki = s
(
xk−1i , rk
) (8)
where the function s removes the kth highest ranking feature in
document xi according to the global aggregation from index rk in
the data point xi .
We propose AOPCдlobal as a metric to evaluate the global rank-
ing of features per aggregation by quantifying the effect of K
removed features on model predictions. It is defined as the the
averaged cumulative sum up to K of the drop in predicted class
probability averaged over all instances in the test set:
AOPCдlobal =
1
K + 1
〈 K∑
k=0
f (x0i ) − f (xki )
〉i ∈N
avд
(9)
where ⟨·⟩i ∈Navд denotes the averaging over all instances in the test
set and the black box prediction function f returns the probability
for the predicted class.
This metric is computed over a consecutive range of removals
per document K . Specifically, at K = 1, AOPCдlobal is evaluated
by removing from each document one feature, that is the highest
ranking feature in that document according to the global aggre-
gation. The AOPCдlobal at K = 2 is computed by removing the
two highest ranking features according to the global aggregation
from each document, and so on. The resulting curve is evaluated
on two aspects. Firstly, the overall height of the curve is assessed.
A higher curve indicates a better ranking of features in the order
of global influence on predictions. Secondly, we assess the initial
slope of the curve. The steeper the slope of the curve for the first
features removed, the stronger their influence on the model. A good
aggregation is expected to demonstrate a positive decreasing slope
for the AOPCдlobal curve.
4.4 Qualitative Evaluation
In addition to the quantitative evaluation, we present qualitative
visualizations that enable examination of the global insights pro-
vided by GALE by demonstrating the most influential features per
class according to each of the aggregations. In this perspective, a
good global aggregation is one that considers features important if
they distinguish between classes. Based on the qualitative visual-
izations we intend to answer RQ1 and RQ2 by observing whether
the aggregations are able to identify distinguishing features.
A slightly adapted version of each aggregation function is used
to compute per class global aggregations. Let Sc be the set of all
instances i ∈ N classified as class c . Then, the global LIME class
importance for feature j and class c is defined as:
ILimec j =
√∑
i ∈Sc
|Wi j | (10)
The global average class importance for feature j and class c is
defined as:
IAvgc j =
∑
i ∈Sc |Wi j |∑
i ∈Sc :Wi j,0 1
(11)
And lastly, the global homogeneity-weighted class importance for
feature j and class c is defined as:
IHc j =
(
1 − Hj − Hmin
Hmax − Hmin
)
ILIMEc j (12)
Notice that for the homogeneity-weighted class importance, the
weighting factor remains the same as in Equation 7; it is still com-
puted over all classes.
These global class importance functions are used to visualize
the most important features per class, as determined by each of
the aggregation methods. The selected features are plotted using
t-SNE for dimensionality reduction on the word embeddings [9].
More than just illustrating the most influential features, these vi-
sualizations present clusters of words that share a similarity in
being indicative of a particular class. A global aggregation that can
better identify distinguishing features than other aggregations, is
expected to demonstrate more distinct clusters of words.
5 RESULTS
5.1 Quantitative Results
We evaluate if features that are considered globally important ac-
cording to the aggregations, indeed have a large impact on model
predictions. For each of the global aggregations, features are re-
moved in order of global importance, and compared against a ran-
dom baseline for which the removed words are selected at random.
The random baseline is averaged over five runs; the variance is
also shown in the result plot. The evaluation is carried out for both
classification tasks described in Section 4. The results for the senti-
ment analysis task are shown in Figure 1, where up to 20 features
are removed per sentence. Figure 2 presents the results for the 20
Newsgroup text classification task. Since this task entails larger
documents, results are shown for K up to 50 features removed per
document.
In both Figures 1 and 2, it can be seen that the global LIME aggre-
gation obtains only slightly higher AOPCдlobal results compared
to the random baseline. In particular it is found that the initial steep-
ness of all LIME importance curves is equal to the initial steepness
of the baseline. This indicates that the global LIME aggregation
especially fails to correctly identify the most important features; the
first features removed in the evaluation affect the models’ predic-
tions and performance no more than average. Our findings indicate
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Figure 1: Quantitative evaluation of GALE on the sentiment
analysis task. The AOPCдlobal @K is presented over a range
of feature removals K up to 20.
Figure 2: Quantitative evaluation of GALE on the multiclass
document classification task. The AOPCдlobal @ K is pre-
sented over a range of feature removals K up to 50.
that global insights through aggregation can be improved by se-
lecting an aggregation function that better represents the local
explanations with respect to the global model behavior.
Both the global average importance and the global homogeneity-
weighted importance surpass the AOPCдlobal values obtained by
global LIME importance and the random baseline, demonstrating
that these aggregations are more able to reliably represent the
model’s global behavior. Additionally, for both aggregations, the
AOPCдlobal displays a much steeper initial slope of the curve. This
finding implies that the global average and global homogeneity-
weighted importance, more adequately identify the most important
features; these aggregations are better able to rank the features
based on their global influence on model predictions. This is evi-
dence for our hypothesis that the global LIME importance is based
on misleading assumptions. More general, it reveals that the choice
of aggregation function matters regarding its ability to represent
the model’s global decision making process.
The average importance aggregation performs slightly better on
AOPCдlobal than the homogeneity-weighted importance in case
of the sentiment analysis task. On the contrary, the homogeneity-
weighted importance displays a steeper curve for AOPCдlobal in
the document classification task. Taking into account the difference
in scaling between these tasks, the difference in the document clas-
sification task is stronger than in the sentiment analysis task. A
possible explanation for why homogeneity-weighted importance
performance better on the document classification task is that the
sentiment analysis task is a binary classification task, while the
20 Newsgroup classification is a multiclass classification task. In a
binary classification a local explanation for a particular instance
informs about the feature influence for all possible class predictions
- there are only 2 classes. The attribution for a feature is either in
support of the predicted class or against it, in the latter case this
signifies support for the opposing class. In the case of multiclass
classification, local explanations only provide an explanation for
the influence of features in light of the predicted class. The global
average importance of a feature that is influential for some classes
would be significantly lowered due to low attributions in explana-
tions for other classes. The global homogeneity weighting factor is
more appropriate when explaining a multiclass classification model,
because the weighting factor is affected by the spread of a feature’s
attributions over different classes, specifically to the degree of uni-
formity of that distribution. The effect is that global importance is
reduced more for features that obtain high attributions for multiple
classes than for features with high attributions for one class and
low attributions in explanations for other classes.
5.2 Qualitative Results
To deepen our understanding of which global aggregation best
provide global insight in a complex model, several visualizations
are presented as described in Section 4.4. In this paper we provide
a confined version of the qualitative evaluation. More elaborate
results are available at https://github.com/iwcvanderlinden/GALE.
Figures 3-5 demonstrate the top ten features per class for 8 out of
20 Newsgroups classes, according to each of the global aggregations
respectively. Firstly, the presented visualization for global LIME im-
portance contains class-specific clusters of distinguishing features,
as well as less substantive features, e.g. commonwords and punctua-
tion, that do not appear in clearly distinct clusters. Both features that
are likely and unlikely to distinguish between classes, are deemed
important by the global LIME aggregation. Secondly, the visualiza-
tion for global average importance contains class-specific clusters
of distinguishing features for a minority of the classes in the docu-
ment classification task. The global average aggregation considers
substantive features important, i.e. no common words and punctua-
tion. The qualitative visualization for global homogeneity-weighted
importance demonstrates class-specific clusters of distinguishing
features for a majority of the classes in the document classifica-
tion task. Features deemed important by the global homogeneity-
weighted aggregation are substantive features that distinguish be-
tween classes.
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Figure 3: Top 10 features per class according to global LIME
importance. Class-specific clusters can be recognized for the
hockey, baseball and space classes. On the other hand some
clusters consist of the same common word or punctuation
mark considered important for multiple classes.
6 CONCLUSION & FUTUREWORK
In this work we propose GALE, which aims to provide insights
in a black-box model’s global decision making process. Overall,
we conclude that Global Aggregations of Local Explanations have
the potential to provide global insights from local explanations. In
addition to this, our findings reveal that the choice of aggregation
matters regarding the ability to gain reliable and useful global
insights on a black box model.
Our work offers opportunities to further develop GALE for dif-
ferent tasks as well as for other local explanations methods. For
instance, regression and ranking taskswould require different aggre-
gation functions. Future work could follow the procedure outlined
in our methodology. Determine which assumptions are likely or
unlikely to hold given the domain of the task, and design global
aggregations accordingly.
Furthermore, the GALE framework could be used to gather fur-
ther understanding of local explanations. Information about the
representativeness of individual explanations helps users compre-
hend and mitigate the gap between local explanations and global
model behavior. We also intend on evaluating the application of
GALE via a user-study.
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Figure 4: Top 10 features per class according to global av-
erage importance. Some class-specific clusters can be recog-
nized for the hockey, baseball and space classes, most are
not very distinct. The visualized features are more substan-
tive than in Figure 3.
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