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In this thesis, the nature of the neural code employed by the primary visual 
cortex was examined. Recordings of single, as well as pairs of cortical cells, were 
analyzed as they  were presented with natural movie stimuli. We found that the 
variability of spike counts could be adequately  described by a time-varying Poisson 
process incorporating an absolute and relative refractory  period. However, spike times 
were found to be much more precise than what was predicted by such a process. We 
also found evidence that spikes participating in bursts were as temporally precise as 
spikes separated by longer temporal intervals. 
This low temporal variability meant that information could potentially be 
reliably encoded using the intervals between spikes. Using techniques from 
information theory, it  was found that on average, 135% more information could be 
encoded by taking individual spike intervals into account compared to simply counting 
the number of spikes occurring in a temporal window. Furthermore, if joint  responses 
from pairs of neurons were used, 85% more information was encoded in spike times 
than in spike counts. In addition, 35% more information was encoded if the identity of 
neurons was kept, compared to simply  pooling their inputs together. Pairs of neurons 
were also found to encode information independently when identity was kept, while 
they tended to be redundant if their responses were pooled. 
Finally, in an attempt to analyze larger neuronal population, a novel algorithm 
was developed to assign recorded spikes to combinations of putative neurons. In this 
algorithm, we made use of the specific geometry of the multi-channel recording probe 
vi
to sort data recorded from a single cat presented with both movie and drifting grating 
stimuli. We were able to isolate an average of 59 simultaneously recorded units per 
recording site, which could aid in the understanding of joint neuronal activity across 
the primary visual cortex.
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The fundamental unit on which the many marvels of the nervous system are 
based is the neuron. This specialized cell has acquired the ability to produce and relay 
signals in the form of stereotypical, short-duration waves, also called spikes, which can 
transmit information over large distances. Despite a century of intense research, we are 
still far from a complete understanding of how a neuron’s signaling machinery works, 
and what, if any, limits exist on its performance. 
In this thesis, some aspects of neural communication are investigated, both in 
terms of the fidelity and precision of single neurons, as well as their ability  to encode 
information as part of a population.
A fundamental question in neuroscience is how reliably  individual neurons fire 
their action potentials. When presented repeatedly  with the same stimulus, studies have 
found that many neurons in the primary visual cortex seem to exhibit highly unreliable 
firing. In other words, the time at  which action potentials are emitted relative to the 
stimulus shows a high degree of variability from trial to trial. In Chapter 3, we set out 
to establish the reliability  of neurons in the primary visual cortex of cats, presented 
with both natural scenes and drifting sine gratings. We examined the variability  of both 
spike counts and spike times in windows corresponding to the frame duration of 
natural movies, by  comparing real data to realistic surrogate data. We generated these 
surrogates by averaging the firing rate over different temporal windows (roughly from 
3 to 40 ms), which we take to correspond to different levels of precision. In other 
words, surrogates generated from firing rates averaged over 3 ms window have a 
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precision of 3 ms. By comparing the variability of the data to the variability  of these 
surrogates, we established the temporal precision of the spike data.
How reliably  single neurons fire also affect the information that those neurons 
can encode about the stimulus. Information is here defined as the reduction in the 
uncertainty of one variable after observing another. In this context, we are asking how 
much uncertainty remains about the presented stimuli after we have observed the 
neural responses elicited by  those stimuli. Maximum information is encoded if, after 
observing the responses, the presented stimulus is unambiguously known. On the other 
hand, no information is encoded if the observation leaves us just  as ignorant about the 
stimulus as we were before the observation was made. 
The above intuition was put into a rigorous mathematical framework by 
Shannon (1948). This framework provides a very general way of looking at the 
relationship  between two variables without  having to make any assumptions on what 
that relationship might be. Numerous studies have used the framework of information 
theory  to examine how cortical neurons encode information about a presented visual 
stimulus precisely because of this advantage. In Chapter 4, we present the results of 
applying information theory to our data. We computed the information encoded by 
single neurons, as well as pairs of neurons recorded simultaneously when presented 
with natural movie stimuli.  We also examined different  ways in which the information 
was encoded in the neural responses. The two major hypotheses for how neurons 
encode information are the rate code and the time code. The former posits that the 
number of spikes in a given window constitutes the neural code, while for the latter, 
the code is made up of the arrival times of individual spikes. By  comparing the 
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information encoded about the stimulus under these two schemes, we determined 
which code allowed for the maximum amount of information to be transmitted. For the 
time code, we also examined the effects of looking at multiple time bins versus a 
single time bin. Finally, we compare the information encoded by cells individually  and 
the information encoded jointly  by pairs of cells, to answer questions about the 
encoding properties of neural populations.
In order to accurately characterize the activity of the different layers of the 
cortex, electrophysiological recordings of large populations of neurons are necessary. 
The advent of high-yield polytrodes (Blanche et al., 2005) promises to deliver the data, 
but our ability to draw useful conclusions from these data are limited by the spike 
sorting problem. The spike sorting problem consists, briefly, of identifying which cells, 
or combinations of cells, were responsible for a signal recorded across one or more 
channels of a recording probe. The Klustakwik package (Harris, 2000), which uses a 
mixture of Gaussians model with maximum likelihood estimation to sort data, has 
proven useful on signals recorded on single electrodes as well as tetrodes (Gray, 1995; 
Yen, 2007). However, it fails to work reliably for sorting data with a large number of 
channels (e.g. 54 channels in our case). In an attempt at alleviating this situation, we 
have developed a method that makes explicit use of the geometry  of our multi-channel 
electrode (polytrode) to solve the spike sorting problem. We present this method in 
chapter 5 of this thesis, and show its application on data recorded in the primary visual 
cortex of the cat. 
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In the last chapter, we attempt to draw a few conclusions from the presented work 
and point towards possible avenues for future research.
The data analyzed in Chapters 3,4 and 5 were collected in the Gray Lab at 
Montana State University. This thesis owes great thanks to Dr. Charles M. Gray  and 
Jonathan Baker for the use of that data.
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2.  Literature review
The primary visual cortex was one of the first cortical areas to be thoroughly 
studied. Through their pioneering work, Hubel and Wiesel (1959) projected light 
sources of varying sizes and moving at different speeds to map out the receptive fields 
of neurons in the cat striate cortex. It had already been shown by Kuffler (1953) that 
retinal cells had concentric receptive fields, with clear on and off regions. Hubel and 
Wiesel discovered that striate cortical cells exhibited a much larger variety  in receptive 
fields. Specifically, it was found that some cortical cells had receptive fields with an 
on-off structure that favored stimuli in the shape of oriented bars, while other cells had 
receptive fields favoring stimuli moving in a certain direction with a certain speed. 
With these observations, Hubel and Wiesel lay the foundation of the modern 
understanding of the visual system that persists until today. By filtering inputs through 
receptive fields, the visual system can be understood to work from the bottom up, by 
first breaking down the stimulus into simple components, and then integrating these 
components through several layers of processing to create a representation of the 
outside world.
2.1. Neuronal Variability
A common theme among earlier studies of both cat striate cortex as well as 
other cortical areas was that neurons were found to exhibit high trial-by-trial 
variability. In a 1974 study of the statistics of cortical neural discharge in anesthetized 
cats, Tomko and Crapper (1974) found that spiking events exhibited variability 
comparable to that of a Poisson process, i.e. with variance close to the mean of the 
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process. The authors also remarked on the apparent non-stationarity  of neural spike 
discharge, which was linked to varying EEG states during the experiment. The degree 
of non-stationarity in this experiment was also linked to the spontaneous activity of the 
neurons; cells with high spontaneous activity tended to exhibit non-stationary 
discharge probabilities to a greater extent than cells with low spontaneous activity.
Similar results were found by  Schiller and co-workers (Schiller et al., 1976), 
studying the receptive fields of the striate cortex of anesthetized monkeys. It was found 
that, averaged over trials and cells, the standard deviation of the number of spikes in 
responses that were collected in 1 second in duration optimally  oriented stimuli was 
35.4 % of the mean. This was higher than what was found for retinal cells under 
comparable conditions. The authors pointed out that response variability was 
correlated with the degree of convergent input, evidenced by  the fact that simple 
cortical cells exhibited higher variability  than complex cells. In addition, the variability 
of complex cells in cortical layers 5 and 6 was lower than for cells in upper layers, and 
these deep cells were known to receive substantial convergent inputs. 
When Tolhurst et al. (1983) analyzed neurons from the primary visual cortex of 
anesthetized cats and monkeys, they  found a variance to mean ratio, the Fano factor, of 
about 1, which is consistent with a Poisson process. The relationship varied, though, 
and much of this variation could be attributed to slow variations in the firing rates of 
the cells. The authors consequently  concluded that most  of the cells had similar 
instantaneous variations. 
Vogels et al. (1989) found similar results when they analyzed the responses of 
neurons in the primary visual cortex of behaving monkeys. These monkeys were 
trained to do an orientation discrimination task, by  indicating whether two successive 
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square gratings had different orientations. By performing experiments on awake 
monkeys engaged in a task, the authors addressed the question of whether the results 
observed in anesthetized animals would carry over to behaving animals. The authors 
found a response variance approximately 1.9 times the response strength, i.e. 
comparable to studies with anesthetized animals. However, it was also pointed out that 
a direct comparison was difficult due to lack of knowledge of the cortical state in the 
anesthetized animal.
Poisson-like spike count variability was also found by Softky  and Koch (1993), 
analyzing recordings from the primary visual cortex (data from Knierim and Van Essen 
(1992)) as well as the medial temporal cortex (area MT), a motion sensitive area in the 
visual pathway (data from Newsome et al. (1989)) in awake and behaving monkeys. 
The data from primary  visual cortex were collected while monkeys performed a 
fixation task as the classical receptive field was stimulated with oriented flashed bars. 
In the MT experiment, monkeys had to identify the direction of a subset of coherently 
moving dots embedded in a field of randomly moving dot kinematograms while 
maintaining fixation on a small spot on the stimulus screen. Comparing the observed 
data with two different models, the authors found that the observed variance was 
inconsistent both with a leaky integrate-and-fire model, as well as with a more realistic 
multi-compartmental model. In a leaky integrate-and-fire model, the increase in 
membrane potential following synaptic input is assumed to arise as a simple temporal 
integration of those inputs. Once the potential reaches a threshold, a spike is fired and 
the potential is reset to its resting value. 
From these observations, the authors concluded that, in order to explain the 
observed variance, neurons should act mostly as coincidence detectors with temporal 
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resolution in the millisecond range. For this to be feasible, neurons had to be 
embedded in a highly synchronized network where closely spaced synaptic inputs 
were likely to impinge a cell. This was in contrast to prevailing understanding of 
neurons as temporal integrators. Since an integrator tends to smooth its inputs, 
according to this understanding, neuronal variability should be much lower than what 
was observed. 
A separate aspect of neuronal variability  is represented by the fact that spike 
times vary  across trials. Addressing this issue, Bair and Koch (1996) also analyzed the 
data recorded  by Newsome et al. (1989).  To quantify  precision, Bair and Koch fitted 
Gaussian functions to the observed peaks in the peri-stimulus time histogram (PSTH), 
which counts the number of spikes in temporal windows aligned to stimulus time 
across trials, and identified temporal precision with the spread of the fitted Gaussian. 
They  found that for 80% of the cells, the periods of highest precision exhibited less 
than 10% jitter, with some cells having precision as high as 2-4 ms. The authors also 
found evidence of high temporal reliability, defined as the fraction of trials 
contributing to an activity peak (as defined above). Thus, the high spike-count 
variability found by Softky and Koch did not preclude the existence of low temporal 
variability in the same data, emphasizing the fact that high spike-count variability and 
high temporal precision were not mutually exclusive.
In Gur et al. (1997), an experiment was again performed on awake and 
behaving monkeys, trained to fixate on an LED while optimally oriented bars of 
different colors were presented. The eyes of the monkey were tracked, and only trials 
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in which the eyes remained stationary  were analyzed. This extra step was added to 
control for the variability  induced by  eye movements, something that had not been 
explicitly done in previous studies. The eye-movement corrected data exhibited much 
lower variability  than what had previously been observed; spike count distributions 
now had variance much lower than the mean, making them incompatible with a 
Poisson process, and much more like the low-variability distribution observed for 
retinal cells.  Since eye movements can only affect the neuronal variability  in awake, 
non-paralyzed animals, the authors pointed out that the apparent similarity in 
variability between awake and anesthetized animals observed previously  was 
misleading. The sources of variability under the two schemes cannot be assumed to be 
the same, since again, there are no eye movements in anesthetized animals. The 
authors thus argued that both the results of Vogels et al. (1989) and Softky and Koch 
(1993) should be re-interpreted in light of this observation, to put less emphasis on the 
equivalence of the awake and anesthetized cortex.
In Buracas et al. (1998), the motion sensitive area (MT) of monkeys was 
probed with moving sinusoidal gratings to investigate neuronal variability and 
temporal precision. The animals were awake and passively viewing the stimulus. The 
question addressed in this study was whether these two aspects of neuronal activity 
were affected by the rate of change of the stimulus. In other words, whether the low 
precision and high variability found in previous studies could at least in part  be 
explained by low temporal variability in the stimulus.  The authors found that, 
although the spike count variability was compatible with a Poisson process, the 
temporal precision for some cells was as high as 1.9 ms. Temporal precision was 
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estimated in the same manner as in Bair and Koch (1996), i.e. by  fitting Gaussians to 
the PSTH peaks. Using techniques from information theory, the authors found that the 
high temporal precision enabled the cells to discriminate about  4×10^4 different 
categories per second, which was higher than what was previously  found in monkey 
visual cortex. It is interesting to note that, unlike the study by Gur et al. (1997), the 
authors here did not attempt to correct for the influence of eye movements, although 
eye movements were recorded. It can only be speculated that  had they done so, they 
would have found spike count variability similar to Gur et al. (1997).
Shadlen and Newsome (1998), using data from the same experiment as Bair 
and Koch (1996), mentioned above, found Fano factors exceeding unity, both for spike 
times and spike counts. They then went on to construct plausible mathematical models 
that could explain the observed variability. They assumed that the spike generation 
process could be modeled as an integrate-and-fire process. A general property  of this 
class of models is that they usually  result  in low output variance, as pointed out by 
Softky and Koch (1993). To achieve the observed variance, Shadlen and Newsome 
incorporated “balanced inhibition” into their model. This differed from the model 
considered by  Softky and Koch (1993) in that a neuron was assumed to receive about 
the same amount of inhibitory  and excitatory input, which made the spike generation 
process take on the character of a random walk towards the spiking threshold. The 
authors dismissed the coincidence scheme suggested by Softky and Koch (1993) on 
the grounds that it  would require an unrealistically  small membrane time constant (≈ 1 
ms), or a highly sparse input, none of which were compatible with their data. In their 
model, variability  in individual inputs was overcome by summing over a number of 
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equivalent such inputs. Because the inputs were not independent, some residual 
variance remained, again consistent with experimental findings. The key element of 
this model is that it worked best under the assumption of high input, i.e. when a neuron 
has to integrate the activity of on the order of 100 inputs. 
In another study examining the activity of cortical neurons of behaving 
monkeys, McAdams and Maunsell (1999) explicitly tested the hypothesis that mental 
state influenced neuronal variability. The task of the monkeys in this experiment was 
to match presented samples separated by a delay, where the sample to be matched 
could either be attended or unattended by the monkey. The authors found no evidence 
of modulation of the Fano factor between attended and unattended trials, although they 
did observe an overall increase in the mean activity  for the attended trials. Thus, this 
seemed to strengthen the hypothesis that high variance to mean ratios are a 
fundamental property of neural activity, and that the cortical state plays a smaller role 
in modulating the variability of cortical cells.
As pointed out by  Kara et al. (2000), most of the studies reporting high spike 
count and/or spike time variability did not segregate cortical cells into layers. This 
could have an effect on the reported results, as cells located in layers 2/3 and 5 and 6 
could exhibit different  variability  compared to cells in the input layer (layer 4). 
Consequently, in their experiment, Kara et al. recorded from cells in cortical layer 4 of 
anesthetized cats. They  also performed simultaneous recordings on retinal ganglion 
cells, as well as cells from the lateral geniculate nucleus (LGN), which allowed them 
to compare variability at different stages of visual processing. Since these recordings 
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were simultaneous, it also guaranteed that the different  cells were responding to the 
same stimulus, something that had been missing from previous comparative studies. 
The visual stimulus presented was drifting sine gratings, with parameters chosen to 
optimally drive the cells. Contrary to most previous studies, Kara et al. found sub-
Poissonian variability (i.e. variance to mean ratio less than 1) at all three stages of 
processing, although the Fano factor did increase down the processing chain. This held 
true for a variety  of counting windows, as well as when firing rates were held constant. 
To explain these observations, the authors found that a time-varying Poisson process 
with relative refractory period was able to account for most of the variance at the 
different stages. In other words, the increasing variance from retina through LGN to 
cortex could be explained by a decrease in relative refractory  period length. The main 
reason for their finding of low variability  in cortical neurons was, according to the 
authors, their focus on layer 4 cortical cells. Interestingly, most the cells in the study by 
Gur et al. (1997) also involved layer 4 cells, which could explain some of the lower 
variability uncovered in that study. 
Another study contradicting the ubiquity of high variability among cortical 
neurons was conducted by DeWeese et al. (2003). In this study, recordings were made 
from cells in the auditory cortex of anesthetized rats exposed to pure-tone pips of 
varying length and frequency.  Both traditional extra-cellular recordings, as well as 
cell-attached recordings were used, the latter of which ensured extremely  well isolated 
single units. The Fano Factors of these responses were computed, and a significant 
portion of the cells was found to generate spikes according to a binary, rather than a 
Poisson process. Notably, only the cell-attached recordings exhibited binary spiking, 
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while all multi-unit activity recorded extra-cellularly showed the same high variability 
as found in previous studies. The authors tested whether the observed low variability 
could be attributed to short stimulus durations, but the effect persisted for stimulus 
lengths from 25 to 100 ms. In addition to low spike count variability, temporal 
precision as high as 1 ms was observed in the data, consistent with what Buracas et al. 
(1998) found in visual cortex. These results showed for the first time that cortical 
structures can support binary spiking, thereby contradicting the hypothesis that high 
variability is a necessary property of cortical processing. The authors also pointed out 
that the observed high variability of multi-unit responses could be explained using a 
simple model of positively correlated, binary spiking single units. 
Using a slightly different method, Amarasingham et al. (2006) also found 
evidence of significantly  sub-Poissonian cortical activity. They analyzed an experiment 
in which monkeys were trained to fixate while various types of images were flashed on 
the fixation screen. During the experiment, the monkeys’ eyes were tracked, and single 
cell recordings were made via electrodes lowered into the visual cortex. Analyzing the 
single responses in 50 and 100 ms chunks, the authors found evidence of significantly 
sub-Poissonian variability up to about  300 ms post stimulus onset. While Kara et al. 
(2000) found that most of the low variability in their data could be explained by the 
presence of a refractory  period, in this study, the effect persisted after correcting for the 
influence such a refractory period could be expected to have. Finally, addressing the 
point brought up by  Gur et al. (1997), i.e. that  eye movements could significantly 
influence variability, the authors did find that eye movement variability  increased in 
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later epochs. This, in turn, could explain some of the increasing spike-count variance 
in these epochs.
Prompted by  the suggestion put forth by Kara et al. (2000), i.e. that low 
variability could be layer-specific, Gur and Snodderly (2006) repeated the experiment 
performed in Gur et al. (1997), this time assigning recorded units to layers. The results 
were similar to those of their previous study; most of the cells exhibited Fano factors 
well below that expected from a Poisson process. In fact, 72% of the cells had Fano 
factors less than 0.4. Furthermore, when comparing variability  across layers, the 
authors found no significant difference, with the exception of cells located in layer 4A. 
These exhibited significantly lower variability  than the rest of the cells. The authors 
also tested the effect  of near threshold activity, which Kara et al. (2000) found to 
decrease the Fano factors, while in Tolhurst et al. (1983) they remained constant. 
Contrary  to both of these findings, the authors observed a dramatic increase in Fano 
factor for activity near threshold, as the variance changed little while the mean 
decreased. Similar to what was found by Amarasingham et al. (2006), Gur and 
Snodderly (2006) concluded that the presence of a refractory period could not explain 
the low spike count variability.
The same conclusion was reached by Kumbhani et al., (2007) in a study  where 
the temporal precision and reliability of LGN neurons and simple cortical layer 4 
neurons were compared. In this study, recordings were made in anesthetized cats being 
presented with Gabor patches with optimal orientation, spatial frequency, spatial phase 
and size, and time-varying contrast. These stimuli elicited responses with median spike 
time precision of 9.08 ms, for LGN cells and 8.90 for cortical layer 4 cells, where the 
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definition of precision was the inter-quartile range of the distribution of spike times 
confined to spiking events (Reinagel and Reid, 2000). Higher precision was observed 
if only the first spike in a firing event was analyzed; for this case, both LGN and layer 
4 exhibited median spike time precision of 8.15 ms. Conservation of spike time 
precision came at the expense of reliability, since LGN cells were significantly more 
reliable than cortical cells. This was reflected in the Fan factor, which was below 1 for 
LGN cells, but above 1 for cortical cells. Thus, this study followed the established 
trend of finding super-Poissonian behavior for the firing rates of cortical cells of 
anesthetized animals, but notably accompanied by precise spike timing. The 
explanation offered by the authors is that cortical cells could have a higher firing 
threshold than LGN cells, thereby only responding to reproducible LGN events. This 
could explain both the high precision as well as the lack to reliability  of cortical cells, 
as fewer LGN inputs would lead to output spikes in the cortex. Interestingly, these 
results were somewhat opposed to those found by Kara et al. (200), in that the Fano 
factor exceeded 1 for the simple layer 4 cells. Since both studies used anesthetized 
animals, the different results could most easily be explained by the difference in 
stimulus type. Indeed, the drifting sine gratings used by Kara et al. (2000) was shown 
to elicit much less variable responses than contrast-modulated stimuli (Reich et al., 
2001b).
In a bid to uncover whether temporal precision and spike count reliability  could 
be modulated by perceptual experience, Benedetti et al. (2009) recorded responses in 
mouse somato-sensory cortex after all but a single whisker had been removed from 
each side of the mouse’s face. This substantial change in perceptual input resulted in 
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increased temporal precision, compared to that found in control animals, but only  in 
the superficial cortical layers (layer 2/3). No significant difference was found in the 
input layer (layer 4). The increased temporal precision was accompanied by an 
increase in firing rate, but again only  in layer 2/3. However, the authors were able to 
show that these two phenomena were not causally related, i.e. they could be modulated 
by independent mechanisms.  Although the authors did not explicitly address the 
question of spike count variability, they did show that reliability, defined as the relative 
number of stimulus trials to which a cell responded, increased as a result of changes in 
the stimulus input. Thus, while this study did not directly address the question of how 
variable cortical cells are compared to a Poisson process, the results did suggest that 
temporal precision is not fixed for a given cortical area.
Also examining differences in variability  between cortical areas, a study by 
Maimon and Assad (2009) found that neurons in motor-related areas exhibited 
significantly lower variability than neurons in the visual cortex. In the experiment, 
monkeys were trained to execute a hand movement in response to a visual stimulus, 
and neural activity  was recorded from visual cortex (middle temporal area;MT) and 
two motor-related cortical areas (lateral intra-parietal (LIP) and area 5). The hand 
movement was either to indicate that the direction of a moving dot had changed 
(reactive mode), or to reverse the direction of motion before a moving dot hit a barrier 
(pro-active mode). Under this paradigm, both spike time and spike count variability 
decreased significantly  in going from MT to LIP to area 5, with MT exhibiting 
variability compatible with a Poisson process. This decrease could not be causally 
linked to changes in firing rates, as they did not change significantly  between areas. It 
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was also found that the decreasing variability could not be explained by differences in 
refractory period. In fact, since the variability analysis focused on response windows 
for which the cells’ firing rates were between 10 and 40 Hz, an absolute refractory  on 
the order of 1 ms could not have induced the observed variability decrease, compared 
to a Poisson process. Thus, neural activity in LIP and area 5 could not be described by 
a Poisson process with an imposed refractory period, unlike the conclusions of 
previous studies in the visual cortex. The authors also made a comment about possible 
selection bias, i.e. that their results could be biased if low variability cells were easier 
to record from than high-variability cells. This was a particular concern in area MT, 
where variability  was found to be high. Arguing against this was the authors’ 
observation that the least variable cells in LIP and area 5 tended to have high 
amplitude waveforms and firing rates, and thus such cells would have been recorded in 
area MT, had they been present.
High spike count and spike time variability  in visual cortex were also 
uncovered by  Tolhurst et al. (2009), studying the responses of neurons in the ferret 
primary visual cortex to flashed, natural scenes. Consistent with their previous results 
(Tolhurst et al., 1983), as well as with other studies mentioned above, it was found that 
primary cortical cells exhibited Fano factors close to unity, indicating Poisson type 
activity. This variability  was found to increase the sparseness of neuronal firing, but it 
also meant that the responses of multiple neurons would be needed by  a hypothetical 
downstream decoder to average out and counter the variability. This again would 
negate the metabolic advantage that sparse encoding is supposed to convey, since more 
neurons would have to be active at the same time. The study also examined temporal 
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reliability  to investigate whether information could be encoded in the latencies of 
spikes. It  was found that trial-to-trial variability  in latency exceeded the inter-stimulus 
latency variability, thereby reducing the feasibility of a neural code based on latencies. 
2.2. Information encoding
We turn now to the work carried out in trying to discern how information is 
encoded in neural responses. This question is related to neural variability, in that, for a 
neuronal response to carry  information about a stimulus, the trial-to-trial variability 
must be lower than the between-stimulus variability. 
The mathematical theory of information was formulated by Shannon (1948) to 
describe the transmission of information through a noisy communication channel. 
Although Shannon had in mind the transmission of signals using man-made 
communication channels, researchers in other fields quickly adapted the theory  to their 
particular area of interest. This could be done because Shannon’s theory was general 
enough to apply to any field where an input signal has to be transmitted through a 
noisy channel to produce some decodable output. 
Early works focused on computing theoretical limits on the amount of 
information that could be transmitted by neurons. One such study by MacKay and 
McCulloch (1952) explored the channel capacity, defined as the maximum amount of 
information that can be transmitted through a channel, of two possible models of 
neural activity. They found that under reasonable assumptions on the performance of a 
typical neuron, a pure binary code, i.e. a code where time bins either did or did not 
contain an impulse, was about 40% less effective at conveying information than a code 
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made up of intervals between impulses. However, the information rates estimated in 
this study were significantly  higher than those found by studying systems of cells 
(Jacobsen, 1950) and even whole organisms (Quastler, 1956). 
Prompted by this discrepancy, Stein (1967) derived channel capacities for 
neurons using a frequency code, which observational evidence suggested was more 
likely to be the code employed by  the majority of neurons. It was shown that this code 
resulted in a substantially smaller channel capacity, more in line with what had been 
estimated experimentally. 
In a series of papers by Eckorn and collaborators (Eckhorn and Pöpel, 1974, 
1975; Eckhorn et al., 1976), a rigorous framework was developed for applying 
information theory to neurophysiological data, and subsequently tested on recordings 
from three types of sensory neurons. For each type, 3 candidate neural codes were 
tested; a signal, or parameter free code, a rate code and a weighted average code. 
Under the signal code, time was discretized into bins of length ∆t and each bin was 
assigned a 1 if a neural pulse fell in this bin, or a 0 if the bin was empty. The weighted 
average code was defined as a code in which a kernel incorporating the cross-
correlation time between input and output was used to compute the weighted average 
over a counting window. The rate code, consisting simply  of the number of impulses in 
a counting window, could thus be seen as a special case of the weighted average code 
with a rectangular kernel. The authors tested these three codes on LGN neurons, 
muscle fibers and spinal neurons of cat. For all three types of neurons, the weighted 
average code accounted for between 90 and 99% of the signal code, while the ratio 
between the information conveyed using a rate code and a signal code ranged from 6 
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to 91%. For any given experiment, the rate code always accounted for less information 
that did the weighted average code.
 The notion of a signal code as a way to analyze the neural code without 
making any assumptions as to what is encoded, was also studied by Strong et al. 
(1998). Referring to this approach as the “direct method”, this study presented a 
thorough analysis of the problems associated with under-sampling. At the heart of the 
direct method is the idea that the entropy of the neural code is equivalent to the entropy 
of the signal itself, and that the way to compute this entropy is to examine the 
probability  distribution of responses within windows conditioned on the stimulus. The 
size of these response windows depends on the temporal correlations present in the 
code; long-range correlations require long windows, while if correlations are of limited 
range, shorter windows will suffice. However, the only way to remain agnostic about 
the parameters of the code is to always examine long windows, as this will ensure that 
the true response entropy  is being measured. This last observation is problematic when 
only limited amounts of data are available. As explained by Strong et al., the number 
of possible responses grows exponentially with the length of the analysis window, and 
the amount of data necessary to achieve accurate entropy estimation quickly exceeds 
that available in any realistic neurophysiological experiment. One solution proposed 
by Strong et al. is based on the fact that if the signal has finite correlation length, the 
leading contribution to the entropy rate is a constant. Thus, if entropy normalized by 
the length of the analysis window is plotted as a function of the inverse of the window 
length, a linear region can be identified and extrapolated to find the true entropy rate as 
the intersection with the y-axis. Strong et al. applied this technique to the H1 neuron of 
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the blowfly, and found that information about the stimulus could be transmitted with 
millisecond precision.  
 The direct approach has been the method of choice for many subsequent 
papers applying information theory  to neural data. In a study by  Reinagel and Reid 
(2000), the responses of LGN neurons of the anesthetized cat  to white noise stimuli 
were analyzed. The focus of this study was on the temporal aspect of the neural 
responses. The authors used the direct method to compute information encoded in 
binary  words consisting of consecutive bins, and extrapolated to infinite window 
length as explained above. It was found that information about the stimulus increased 
monotonically with decreasing bin size, all the way down to a bin size of 0.6 ms. This 
bin size coincided with the temporal precision of the spike trains. From this 
observation, the authors concluded that in order to obtain all the information encoded 
in these responses, neurons would need to be able to discern spikes on time scales 
shorter than the typical absolute refractory period of 1 ms. The finding that high 
temporal precision was coupled to high information content would seem to vindicate 
the initial calculations of MacKay and McCulloch (1952) that high information 
capacity could indeed be achieved by a binary code, although the reported maximum 
information rate of 102 bits/s reported by Reinagel and Reid fell short of the 250 bits/s 
capacity predicted by MacKay and McCulloch. 
Reinagel and Reid also investigated whether increasing the size of the analysis 
window, from 1 to several bins, increased the encoded information rate. The results 
were mixed, with the normalized difference between information rates in windows 
consisting of 8 bins and a single bin ranging from -9.4 to 18.6%. Thus, at  most 18.6% 
21
more information could be encoded in words of multiple bins compared to single bin 
words.
 The high information rates found in LGN have generally  been found not to 
carry  over to cortical neurons. Reich et al. (2000) recorded from such neurons in the 
anesthetized monkey presented with rapidly  flickering checkerboard patterns (a type of 
stimulus referred to as an m-sequence).  Neural response windows of 14.8 ms were 
binned at a resolution of 3.7 ms to form 4 bit words, and the direct method was used to 
compute information rates in units of bits/s and bits/spike. Since the windows were 
fixed, information was not estimated using the extrapolation procedure introduced by 
Strong et al. (1998). Rather, to correct for the bias in the estimated entropies, the 
authors of this study applied a correction from Panzeri and Treves (1996), given by 
(k-1)/(2N ln(2)), where, k is the number of relevant words and N is the total number of 
words observed. It  was found that most of the cells conveyed between 5 and 30 bits/s, 
or between 1 and 4 bits/spike about the stimulus, which was considerably  smaller than 
the information rates reported for LGN. Interestingly, spikes separated by short ISIs 
conveyed significantly  more information per spike than did spikes separated by 
medium and long ISIs, a result that had previously  been observed in LGN responses 
(Reinagel et al., 1999).  The authors were also able to show that, although receptive 
field estimation was unaffected by a procedure that essentially  shuffled spikes between 
trials without changing the firing rate, information rates were significantly changed by 
this procedure. In other words, ISIs did contribute to information encoding, such that 
downstream neurons could potentially  use intervals between successive spikes to aid in 
information decoding.
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Reich and colleagues conducted another two studies analyzing data from the 
same experimental setup  (Reich et al., 2001a, 2001b), in which the information 
encoded about specific stimulus attributes was addressed. In these studies, in addition 
to m-sequences, the animals were also presented with stationary and drifting sine 
gratings with optimal orientation, spatial and, for the latter stimulus type, temporal 
frequency. Each stimulus type was presented at different contrasts. The direct method 
was then used to compute the formal information, the information related to contrast, 
as well as the information related to spatio-temporal patterns. The latter was obtained 
by collapsing the responses across contrast, and thus represented the information about 
the stimulus without explicit knowledge of contrast. The formal information was 
obtained by averaging noise entropies computed at specific times and contrasts and 
subtracting this from the total entropy, and thus represented the total encoded 
information about the stimulus. Comparison of the three information rates across 
stimulus types showed that contrast specific information rates were fairly  similar 
across stimulus types, while both formal and spatio-temporal information rates were 
considerably higher for drifting gratings. This could be explained by the fact that 
simple cortical cells are particularly  sensitive to spatial phase, which was more 
prominent in drifting gratings. Interestingly, the authors found that the sum of 
attribute-specific information was in general lower than the formal information. In 
other words, information was lost if the responses were analyzed in attribute-specific 
classes. This observation could explain why previous studies, employing stimuli with 
specific and often simple attributes, only  found modest information rates (Tolhurst et 
al., 1989), and highlights the importance of using rich stimuli to fully probe the visual 
system.
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The difference in information encoding between LGN and cortex was also 
pointed out by  Kumbhani et al. (2007). They found that cells located in layer 4 of the 
cat primary visual cortex encoded information at half the rate of cells in the LGN. 
They  also found that precision was conserved, which indicated that the lower 
information rates did not mean that information was lost in going from LGN to cortex; 
rather, the information encoded by LGN neurons was more likely to be shared among a 
larger number of cortical neurons. A further line of evidence supporting this 
interpretation was the fact that less information was encoded in temporal patterns in 
cortical spike trains compared to LGN spike trains. In other words, while LGN 
neurons tended to encode information temporally, cortical cells were more likely to 
encode the same information spatially, i.e. shared among neurons.
2.2.1. Information encoded by cell populations
Aside from questions of neural precision and variability, information theory 
allows one to investigate how populations of cells encode stimulus parameters 
together. To do this, one requires simultaneously recorded cells, which one can most 
readily get from primary sensory afferents. Thus, Nirenberg et al. (2001) recorded 
from pairs of retinal ganglion cells exposed to natural movie stimuli and asked whether 
the observed pair-wise correlations contributed to information transmission. Such 
correlations had been observed among neurons in diverse areas of the nervous system, 
but no convincing conclusions existed for their importance in neural processing. To 
attempt such a conclusion, this study asked specifically whether the neural responses 
could be uniquely  and accurately  decoded by a decoder ignoring pair-wise 
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correlations. If this were the case, the authors argued, then the cell pair could be said to 
be independent, and correlations had no effect on the coding performance of the 
neurons. To measure the performance of this hypothetical decoder, the authors 
computed the relative entropy, also known as the Kullback-Leibler (KL) divergence, 
between a decoder incorporating the neural correlations and a decoder which explicitly 
assumed that the cells responded independently to the stimulus. The KL-divergence 
answers the question of how much information we lose if we try to decode a set of 
code words using the wrong codebook, and in their study Nirenberg et al. found that 
this was about 10%. In other words, 90% of the information encoded by responses of 
retinal ganglion cells could be obtained by a decoder ignoring pair wise correlations. 
Later findings by Puchalla et al. (2005) seemingly contradicted these results. In 
their study, salamander retinas were presented with natural movies and the responses 
of the retinal ganglion cells were recorded. They  used the direct  method to estimate the 
amount of information encoded about the stimuli, both for single cells and cell 
populations. They also computed a redundancy index, defined as the difference in the 
sum of information encoded by individual cells and the information encoded jointly by 
the same cells, normalized by the minimum, individually  encoded information. In 
other words, this index indicated to what extent cells in a population encoded the same 
information. The authors found evidence of redundancy  among cells with receptive 
fields separated by  as much as 500 µm. Of a total of 1838 recorded pairs, 114 pairs 
with receptive field distance less than or equal to 500 µm exhibited significant 
redundancy. The average redundancy of nearby  cells was 14%, compared to a 
maximum information loss by assuming independence of 10% reported by Nirenberg 
et al. (2001). The main difference between the two studies was in how redundancy and 
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independence was calculated. Since the retina is not the main focus of the present 
work, these two studies are mentioned here as representatives of opposing sides in a 
debate of what is the proper measure of independence. The approach used by  Puchalla 
et al. (2005) remains the most widely  used, as we will see, but it should be mentioned 
that Nirenberg and colleagues published follow-up papers to their 2001 study 
(Nirenberg and Latham, 2003, 2005), in which they argued the case that their measure 
is the only valid test of population independence.  The fundamental critique they have 
against other approaches is that they end up comparing information content of 
distributions that might never be realized in a neural population. As an example of that 
they  mean by this, consider the redundancy index of Puchalla et al. (2005) above. The 
computation involves comparing the jointly encoded information to the sum of 
information encoded individually. To get the last term, marginal distributions for the 
responses of individual responses are computed, which removes any correlations 
between the individual responses. When these distributions are used to compute 
encoded information, a non-zero weight  is placed on combinations of responses that 
never occur.  This, Nirenberg and colleagues argued, together with the fact that the 
KL-divergence is an established method for measuring the distance between two 
distributions, means that the KL-divergence is the only  measure sensitive to the 
importance of correlations for information coding.
Conversely, the approach adopted by  Puchalla et al. (2005) has been advocated 
by Schneidman et al. (2003). Their argument was that, for the specific question of 
whether pairs of neurons encode more information jointly than they do separately, the 
synergy (redundancy) measure mentioned above gives the intuitively correct answer. 
They  also showed that there are cases when the correlations between two neurons do 
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not make them either synergistic or redundant, but where the KL-divergence would 
incorrectly return a non-zero answer. 
Though no clear resolution has been reached on the issue of how correlations 
should be treated in an information theoretic framework, most studies dealing with this 
issue use synergy, defined as the difference between information encoded jointly and 
information encoded separately.
The information encoded by populations of neurons was also analyzed by 
Reich et al. (2001c). They used the same data as in their previous studies (Reich et al., 
2000, 2001a), from which they had access to groups of up to 6 simultaneously 
recorded cells in the monkey  primary visual cortex.  Similar to what was found for 
retinal ganglion cells, V1 neurons were found to be largely independent, where 
independence was defined as lack of both synergy and redundancy. It was found that 
independence held true as long as cell identity was kept. If, on the other hand, cell 
identity  was lost by pooling responses across the population, neurons became highly 
redundant. 
If populations of cortical neurons encoded information independently, then the 
activity of one neuron should not influence the information encoded by another 
neuron. This hypothesis was tested by Vinje and Gallant (2000, 2002) in a study where 
the effect of stimulating cortical neurons beyond their receptive fields was 
investigated. To that end, the responses of neurons from the primary visual cortex of 
awake monkeys were recorded while the monkeys were viewing movies of natural 
scenes. The receptive fields of these neurons were estimated using standard 
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techniques, i.e. by mapping out the responses of individual cells to oriented bars and 
gratings. During the stimulus presentation, the size of the stimulus was adjusted to 
extend beyond the receptive field boundaries, thus stimulating other neurons with 
adjacent receptive fields. If adjacent  neurons were independent, stimulating beyond the 
receptive field of one neuron should have no effect on the amount of information 
encoded by that neuron. What the authors found, though, was that for a number of 
neurons, the opposite was observed. The spike rates of most the neurons were subject 
to suppressive modulation, leading to sparser firing. This increase in sparseness 
translated to an increase in information rates, with a larger effect for information 
encoded per spike than information encoded per time. Thus, neighboring activity 
tended to focus the information into fewer spikes, but in such a way that the average 
encoded information was preserved. This effect persisted out to an area of about 3 
times the neuronal receptive field, indicating that neurons with receptive fields 
separated by a larger distance did not influence each other significantly. This 
observation has consequences for how the results of this study should be interpreted in 
the light of the findings of Reich et al., (2001c), mentioned above, i.e. that cortical 
neurons seemed to encode information independently. If the cells were sufficiently far 
apart, no conflict  exists between the two studies. Reich et al., (2001c) did not provide 
any data for cell distance other than two say that cells were recorded using tetrodes, 
but even if their cells were close enough for modulation effects to have been observed, 
there are a number of explanations why these effects were not observed. Vinje and 
Gallant did point out that the effects they  were seeing were likely to be stimulus 
dependent, which could mean that  the m-sequences employed by Reich et al. were 
simply  unsuited to elicit any significant modulation. Another possible explanation is 
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that Reich et al. based their conclusions on information rates in units of bits per 
second, for which Vinje and Gallant found less of an effect of surround modulation. It 
should also be noted that while Reich et al. used single bin binary words to encode the 
responses from each cell, Vinje and Gallant used the number of spikes in a word. This 
could also potentially explain some of the discrepancy, as more information can be 
encoded in spike counts than in single bin binary words.
An interesting approach to both temporal and population coding can be found 
in Aronov et al. (2003). In this study, the authors used a formalism for computing 
information developed by Victor and Purpura (1996, 1997), in which the amount of 
information encoded by neural spike trains about the stimulus is tied to how well spike 
trains elicited by one stimulus class can be discriminated from spike trains elicited by 
other stimulus classes. Discriminability was determined by computing distances 
between spike trains via a metric that sums up to the cost of transforming one spike 
train into another through a number of simple procedures. This approach differs from 
the direct method in that neural responses are only considered informative if they can 
be used to decode the stimulus, and as such provides a lower bound on the information 
estimated using the direct method.
In their study, Aronov et al. (2003) investigated temporal and population 
encoding of spatial phase by recording the responses of V1 neurons of anesthetized 
monkeys viewing sine gratings with optimal orientation and spatial frequency. The 
spatial phase of the gratings varied, and could take on 16 different values. Using the 
above approach, the authors found that temporal encoding of spatial phase resulted in 
significantly more information than a simple rate code, with information reaching a 
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maximum for a temporal precision of about 40 ms. The same level of precision was 
found for both simple and complex cells, and the distributions of the maximum 
information values for the two cell classes were substantially overlapping. Thus, 
although simple and complex cells did exhibit  different sensitivity  to spatial phase, this 
difference did not manifest itself in the cells’ encoded information about the stimulus. 
Furthermore, when looking at pairs of cells, the authors found that the effect of 
temporal coding was preserved; information increased as temporal precision was 
increased. In other words, it seemed like the effect of temporal precision was 
independent of neural origin.
The authors also found that pairs of neurons encoded less information jointly 
than they did on their own, i.e. they were redundant. This was true whether cell 
identity  was kept (i.e. labeled line coding) or completely ignored (i.e. pooled coding), 
although the degree of redundancy decreased as the importance of cell identity was 
increased. This observation seemingly conflicts with what  Reich et al. (2001c) found 
for cortical cells exposed to m-sequences. Aronov et al. (2003) offered several 
explanations for this discrepancy. One is that, because of their use of the direct method 
to estimate information, Reich et al. (2001c) were confined to use relatively short 
analysis windows. This meant that they could not rule out that redundancy would 
increase if longer windows could be considered. In fact, in their study, Reich et al. 
(2001c) reported that increasing the analysis window did lead to more redundancy, 
consistent with the conclusions of Aronov et al. (2003). A second explanation is that 
m-sequences vary along several feature dimensions, while the gratings employed by 
Aronov et al. (2003) only varied in their spatial phase. As pointed out by the authors, 
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this simplicity  could induce a higher degree of redundancy  than what a richer set  of 
stimuli would. 
Somewhat at odds with this explanation, Kayser and König (2004) found that 
pairs of primary visual cortical cells of the awake cat exhibited mostly synergistic 
activity when presented with oriented, drifting gratings. In this study, the spatial and 
temporal frequencies of the gratings were chosen to drive the recording site well. 
Information was estimated via the direct  method, using spike counts in 500 ms bins to 
encode the stimulus, while population synergy was defined as the difference between 
information encoded jointly  and the sum of information encoded individually. The 
authors found that significantly more information could be encoded in pairs of cells if 
cell identity  was kept, compared to when the responses were pooled across cells. 
Furthermore, though most cells exhibited synergistic activity, the synergy values were 
mostly  small, accounting for 19±15% of the total joint information. Thus, the authors 
found their results in agreement with those of Reich et al. (2001c), i.e. that a labeled 
line population code allowed significantly  more information to be encoded, and that 
pairs of neurons encoded information mostly independently of each other. 
Interestingly, Kayser and König’s finding that most cells tended to be slightly 
synergistic was inconsistent with the results of Aronov et al., even though the stimulus 
was of similar complexity (i.e. variance along a single dimension; orientation in the 
case of Kayser and König, spatial phase in the case of Aronov et al.). One possible 




The key  to characterizing large-scale extracellular neurophysiological 
recordings is an initial analysis step  known as spike sorting (Lewicki, 1998). 
Electrical signals recorded on each channel of the recording probe represent a 
mixture of multiple neural and non-neural signal sources (Gold et al., 2006). The 
reliable identification of spike waveforms from a particular neuron is a complex 
problem with two main components. Signals originating from neurons close to the 
recording sites must first be extracted from the background electrical noise, which 
is an inherent characteristic of neuro-electrophysiological recording systems. 
Subsequently, signals consisting of multiple neurons spiking at short temporal 
intervals must be recognized as compound signals and partitioned into their 
respective single unit components. The former problem is often addressed using a 
simple thresholding algorithm, whereby  activity  exceeding a certain threshold is 
labeled as unit activity, while everything below the threshold is labeled as noise. 
The latter problem, however, has no simple solution, and a variety of approaches 
has been proposed. We provide a very brief review here.
One of the first studies providing arguments towards the use of automatic 
sorting was done by Harris et al. (2000). They compared the performance of human 
operators to a semi-automatic routine that automatically  clustered spikes in a high-
dimensional space. This space was spanned by  feature vectors computed on the 
extracted spikes. The chief advantage of an automatic clustering algorithm was that 
it has access to all available dimensions simultaneously, while human operators 
rarely used more than 2 dimensions. There was a tendency for the automatic 
routine to over-cluster, though, i.e. to place spikes from the same cell into multiple 
32
cluster. Because of this, manual adjustment of the clusters was necessary, mainly  to 
merge these clusters. The authors showed that this semi-automatic algorithm 
outperformed human sorters, while requiring significantly less time.
Hulata et al. (2002) utilized a multi-resolution method in which signals were 
analyzed using wavelet packet decomposition (WPD). WPD is a process in which a 
signal is filtered using basis functions, called wavelets, which are shifted and 
scaled repeatedly to break up the signal into multiple sub-bands. A subset of 
wavelet packets was selected using a criterion function based on Shannon’s mutual 
information, and these wavelet packets formed a basis for both detection and 
sorting of spikes. 
A different approach, using temporal information in the spike waveforms and 
spatial information in the configuration of the recording sites, was described by 
Huang and Miller (2004). In their approach, a phased array  was used to detect and 
sort spikes propagating along different axons by tuning an analyzer to detect 
signals from different directions of arrival. 
Other studies have used ICA based methods (Takahashi et al., 2003; Hermle et 
al., 2004; Robert  et al., 2007) to decompose the signal into independent 
components, which then can be used as features in a clustering algorithm 
(Takahashi et al., 2003; Hermle et al., 2004). Horton et al. (2007) proposed an 
algorithm combining PCA with machine learning techniques to automatically select 
both the number of clusters and the cluster sizes, thereby minimizing the need for 
user intervention. Similarly, Ding and Yuan (2008) used the Support Vector 
Machine (SVM) approach to train a set of linear classifiers to recognize the 
individual neurons making up a signal, and resolve overlaps of individual signals. 
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Herbst et al. (2008) employed a hidden Markov model to learn characteristics such 
as firing rates and Gaussian noise parameters in a recording. Subsequently, the 
learned templates were superimposed to fit the recorded data. In Wood and Black 
(2008), an infinite Gaussian mixture model was used to compute a distribution over 
possible sorting outcomes, thereby providing uncertainties in the assignment of 
signals to putative single units.
Most of the above methods were applied to recordings using single electrodes, 
stereotrodes or tetrodes. Recently, polytrodes, probes containing up to 54 channels 
and capable of recording from all the layers of the cortex simultaneously  have been 
developed. In a pioneering study by Blanche et al. (2005), the recording properties 
of such polytrodes were investigated. The main advantage of these probes, in 
addition to the increased spatial extent of the recording volume, is that a spike from 
a given neuron can be picked up  by more channels than in tetrodes. In the same 
manner that tetrodes were shown to increase neuronal yield compared to single 
electrodes and stereotrodes (Gray  et al., 1995), Blanche et al. found that polytrodes 
significantly increased the number of single units that could be isolated in a 
recording. In a pilot experiment, the number of isolated units on a virtual tetrode 
was compared to the number of isolated units when additional polytrode channels 
were included. Using only the 4 tetrode channels, 7 units could be isolated, while 
including adjacent channels resolved a further 3 units. Thus, experiments using 
polytrodes could be expected to give a larger number of single units compared to 
tetrode experiments. 
It should be noted that Blanche et al. (2005) used a variation of the semi-
automatic algorithm of Harris et al. (2000) to do their single unit  isolation, and that 
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no fully  automatic spike sorting routine has yet been developed for use with 
polytrode experiments.
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3.  Spike count and spike time variability in 
cortical cells
3.1. Introduction
As an animal navigates through its environment, it relies on the responses of its 
sensory  system to identify  objects and locations in its surroundings. This implies a 
reproducible relation between specific features of the environment (such as colors, 
sounds, smells, etc.) and certain patterns of neuronal activity in the sensory system. In 
contrast to this notion, we saw in the previous chapter that earlier studies in visual 
cortex found high variability  in spike counts to repeated stimulus presentations 
(Schiller et al., 1976; Tolhurst et al., 1983; Vogels et al., 1989; Buracas et al., 1998; 
but see Gur et al., 1997; Kara et al., 2000; DeWeese et al., 2003; Gur and Snodderly, 
2006; Benedetti et al., 2009). In fact, the Fano Factor (FF), the ratio of the variance of 
the spike counts across repetitions to the mean spike count, was often found to be 
higher than that of a random Poisson process, which has a FF of 1. The variability in 
spike times was also found to be quite high (Tomko and Crapper 1974; Shadlen and 
Newsome 1998; McAdams and Maunsell, 1999; Tolhurst  et al., 2009; but see 
Richmond and Optican 1990; McClurkin et al., 1991; Bair and Koch 1996; Buracas et 
al., 1998; Benedetti et al., 2009; Maimon and Assad, 2009). As a result, neuronal 
responses have often been modeled using a time-varying Poisson process, where the 
probability  of a spike, or the firing rate, would be constant for a short time window, 
and then change to a different rate as a function of the stimulus (Victor and Purpura 
1996; Berry  and Meister, 1998; Oram et al., 1999). Using this model, the variance in 
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the spike counts in each time window would be equal to the mean spike count, and the 
spike times would be randomly distributed. 
However, these studies most often used simple, artificial stimuli like drifting 
bars and gratings, as well as random dot patterns, which lack the spatial (Field, 1987) 
and temporal (Dong and Atick, 1995) characteristics of natural visual images and thus 
might not be predictive of how these neurons would respond under natural stimulation. 
Indeed, a number of studies have showed that, when given appropriate stimuli, neurons 
that previously showed high response variability can exhibit highly reproducible 
responses (Mainen and Sejnowski 1995; Bair and Koch 1996; de Ruyter van 
Steveninck et al., 1997; Buracas et al., 1998; DeWeese et al., 2003; Gur and Snodderly 
2006; but see Kayser et al., 2003).
In order to study the responses of visual cortical neurons to more naturalistic 
stimulation, we recorded unit activity in the primary visual cortex of anesthetized cats, 
while presenting the animals with repeated presentations of natural movies. We 
computed the spike-count  and spike-time variability, as well as the firing rate 
distributions, and compared them to surrogates generated using a time-varying 
Poisson-process with a relative refractory period.  We also performed these analyses on 
cells responding to drifting sine gratings, which enabled us to directly  compare the 
variability elicited by complex and simple stimuli.
The work appearing in this chapter is under review as a research paper in the 
Journal of Neuroscience.
3.2. Methods
3.2.1. Surgery, Electrophysiology and Visual Stimulation
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All experiments were conducted on anesthetized and paralyzed cats (3–4 kg) of 
both genders. The surgical, electrophysiological methods, as well as the details of the 
visual stimulation are described in detail in Yen et al., (2007), and we present a 
summary of the relevant details below. 
Recordings were made using either sharp Tungsten electrodes (4 cells) or 16-
contact multi-electrode silicon probes (84 cells) provided by  the NeuroNexus Inc. 
Single units were isolated using a semi-automatic approach based on clustering of 
features extracted from the spike waveforms (Harris, 2000). Monochromatic natural 
movie sequences were presented at a distance of 57 cm using a 20-inch color monitor 
(Viewsonic P810) at a resolution of 800 x 600 pixels. During the course of this study, 
we used three different graphics cards, with increasing refresh rates of 85, 120 and 150 
Hz, and refresh intervals of 11.8, 8.33, and 6.67 ms. 
Movie frames were digitized from a variety  of DVD movies covering a wide 
range of natural and man-made scenes. These included Hollywood movies like “The 
Big Lebowski”, “The Matrix” and “Everest”, as well as two documentaries called “The 
Ultimate Guide - Big Cats and House Cats”, and “Animals in the Wild”. Individual 
movie frames had dimensions of 640 x 480 pixels and were converted to grayscale 
images. The movie was positioned at the center of the monitor screen, occupying 32º x 
24º of visual angle (0.05º/pixel), and was presented at rates of 3, 4 or 6 refreshes per 
frame (corresponding to the 85, 120 and 150 Hz graphics cards), making the frame rate 
of the movies 28.3 Hz, 30 Hz and 25 Hz, respectively, with corresponding frame 
durations of 35 ms, 33 ms, and 40 ms. For each recording site, we selected a short 
movie sequence, ranging in duration from 15-30 sec, and presented that clip  60-200 
times to the dominant eye.
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We also presented stimuli consisting of drifting, oriented sinusoidal gratings, 
with different temporal and spatial frequencies. Each block consisted of pseudo 
random permutations of combinations of 24 orientations, 5 temporal and 5 spatial 
frequencies, for a total of 600 different stimulus conditions. We presented each 
condition for 2 seconds and, at the end of each block, we collected a 5 second period 
of spontaneous activity. One block thus lasted for 1205 seconds, and we presented a 
total of 5 blocks at each recording site. All grating stimuli were presented using a 150 
Hz graphics card.
The protocol used in the experiments was approved by the Institutional Animal 
Care and Use Committee at Montana State University  and conformed to the guidelines 
recommended in Preparation and Maintenance of Higher Mammals During 
Neuroscience Experiments, NIH publication No. 91-3207 (National Institutes of 
Heath, Bethesda, MD, 1991).
3.2.2. Data Analysis
We recorded 88 well-isolated neurons from all layers of area 17 in 13 
anesthetized cats. All 88 cells exhibited responses that were significantly  different 
from random spike trains (see details in Yen et al., 2007) when stimulated with natural 
movie stimuli. We were interested in determining the variability  of these cells, 
compared to the variability of a time-varying Poisson process with rate equal to that of 
the neural responses. An additional 10 cells were presented with both movie and 
grating stimuli, which allowed us to make a direct comparison between responses to 
natural and simple stimuli. We focus first on the 88 cells for which we only recorded 
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responses to movie stimuli, and return to the comparison to grating responses at the 
end.
3.2.2.1. Inter-spike-interval analysis
To examine the distribution of intervals between spikes, we computed the inter-
spike interval (ISI) histograms for each cell using bin sizes of 0.2 ms. We excluded 28 
cells that had less than 50 intervals that were smaller than 50 ms as it would have made 
it difficult  for us to estimate the relative refractory period accurately. Thus, all 
subsequent analyses were performed on the remaining 60 cells.
3.2.2.2. Spike latency analysis
To examine spike times relative to the onset of movie frames, we computed the 
PSTH relative to the start of the movie frames. In other words, we computed a 
histogram (at 1 ms resolution) of the latency between each spike time and the start 
time of the movie frame in which the spike occurred. This allowed us to view the 
distribution of spike times in relation to the frames of the movie and the screen 
refreshes on the monitor. We then computed the Fast Fourier Transform (FFT) on the 
resulting histogram to identify  cells with clear video refresh following. This was 
accomplished by  computing the ratio of the magnitude of the frequency component 
closest to the refresh rate of the monitor, to the magnitude of the DC component. After 
visual inspection, cells with magnitude ratios higher than 0.13 (9 cells) were removed 
from further analysis.
3.2.2.3. Firing rate distribution analysis
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Firing rate distributions were constructed from the responses to multiple 
presentations (60–200 repetitions) of the movies. The PSTHs were first computed at 
the frame rate, with bin sizes ranging from 33 to 40 ms depending on the refresh rate 
of the monitor. We also computed the PSTH using 100 ms windows to see if window 
size made a difference in the results. Next, the firing rate distributions were calculated 
using 100 equally sized bins, and fitted to two different distributions:
Exponential: y = aebx ,
Power: y = axb ,
where a, and b are constants. The fits were performed using the curve fitting tools in 
Matlab 7.6 (cftool). In order to magnify the differences between these two functions, 
we transformed the data to semi-logarithmic scale (i.e. linear in spike rate, logarithmic 
in counts) and performed the curve fit in the semi-logarithmic scale using the 
following equations:
Exponential: Y = A + bx
Power: Y = A + b ln x
where Y = ln(y), and A and b are constants.
A number of the cells exhibited histograms that started with fewer occurrences 
of low firing rates, which then increased to a maximum at intermediate firing rates, 
before decreasing again at higher firing rates, while other cells exhibited the highest 
counts at the lowest firing rates, which decreased rapidly with increasing firing rates 
(see Figure 3.6). As a result, in order to obtain proper fits to the exponential and power 
functions, we first found the peak of the histogram and fit the functions only from the 
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peak to higher firing rates. Firing rates below the maximum count were excluded from 
the fits.
The goodness-of-fit  was computed for all fits using the degree-of-freedom 
adjusted coefficient of determination (adjusted R-square). In order to determine if one 
of the fits was significantly better than the others, the spike counts in each window 
across repetitions were bootstrapped (i.e. resampled with replacement) in order to 
create 1,000 surrogate PSTHs from which we obtained 1,000 distributions of firing 
rates that were then each fit  with the same exponential and power functions. This 
allowed us to generate two distributions of 1,000 adjusted R-square values for each 
cell, which were then compared using the parametric two-sample t-test (ttest2, p < 
0.05) to test if the mean of one of the distributions was significantly  higher than the 
other. An additional constraint was added to ensure that the adjusted R-square value for 
the function with the best fit was above 0.6 (see Figure 3.6).
We also compared our results to those of Baddeley et al. (1997), by generating 
firing rate distributions from the response of each movie presentation instead of from 
the PSTH, and fitted these distributions with the same exponential and power 
functions.
3.2.2.4. Surrogate generation
In order to determine the spike count variability and temporal reliability of our 
data, we compared it to surrogate data computed using methods from Berry and 
Meister (1998). Briefly, spike trains were modeled as time-varying Poisson-processes 
with an explicit recovery function to model a neuron’s absolute and relative refractory 
period. This was done by  modulating the stimulus induced firing rate with a function 
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that suppresses firing completely during the absolute refractory period of a cell, 
followed by an increase to simulate the relative refractory period
To compute the spike recovery function, the ISI histogram was first computed 
with bin sizes of 0.2 ms. Next, the counts were converted to probabilities, p(t), by 
dividing by the total number of inter-spike intervals. The recovery function, w(t), was 
computed up  to the interval with the highest  probability  using Equation (3.1). The 







The spike recovery function was then used to compute the stimulus induced 
firing rate, which has also been called the free firing rate (Berry and Meister, 1998). 
Essentially, this computes the probability of firing if the cell did not  have a refractory 
period, and reflects the response conditioned only on the stimulus. The free firing rate 
was computed by first placing the recovery  function whenever there was a spike and 
averaging the resulting probability function across repetitions to obtain the probability 
of free firing, W(t). The free firing rate, q(t), was then obtained by  dividing the 
observed firing rate, r(t), by W(t). 
The free firing rate, q(t), and the recovery function, w(t), were then used to 
generate the surrogate spike trains. First a set of random numbers, ai, uniformly 
distributed between 0 and 1 were generated. Following a spike at time ti, the next 
spike, at time ti+1 was determined by numerically integrating Equation (3.2) given by,
− lnα i+1 = qti
ti +1
∫ (t)w(t − ti )dt (3.2)
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In this study, we wanted to test the hypothesis that the neuronal response can be 
modeled using a time-varying Poisson process changing at different rates, so we 
computed the recovery function and the free firing rate at a resolution of 0.2 ms, and 
then averaged different numbers of bins of the free firing rate together to create 
surrogate spike trains with different underlying free firing rate dynamics. 
At one extreme, the free firing rate was averaged over the duration of a movie 
frame (33, 35, and 40 ms, corresponding to the different monitor refresh rates), while 
at the other extreme, the free firing rate was averaged over one-tenth of a movie frame 
(3.3, 3.5, and 4 ms respectively). We refer to the first type as “frame rate surrogates”, 
and the second type as “surrogates computed at ten times the frame rate”. Note that the 
free firing rate still had a resolution of 0.2 ms and Equation (3.2) was evaluated at a 
resolution of 0.2 ms. The key difference between the different types of surrogates was 
that the free firing rate was held constant for different lengths of time within a movie 
frame. As we decreased the size of the averaging window, the surrogates gradually 
became more temporally precise and more similar to the data. In windows where the 
data exhibited significant differences in variability  from the frame rate surrogates, the 
significant differences might gradually disappear when compared to surrogates 
computed at faster rates. We thus used the rates at which the differences no longer 
became significant to be our estimates of the precision of the neuronal response at 
different points in the movie. Ten thousand sets of surrogate spike trains were 
generated for each cell at each of the ten surrogate rates.  
3.2.2.5. Burst-removed data and surrogates
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Since our data contained numerous cells that responded with bursts of spikes 
(see Figure 3.2), we wanted to study the effects of burst firing on response variability. 
To accomplish this, we created a second data set in which only the first spike in a burst 
was retained. We defined a burst  as a series of spikes with inter-spike intervals less 
than 5 ms (Cattaneo et al., 1981; Bair et al., 1994; DeBusk et al., 1997; Maldonado et 
al., 2008). As it would be inappropriate to compare the burst-removed data with the 
original surrogates, since the spike counts will be greatly  reduced, we compared the 
burst-removed data to a second set of surrogates, generated using the same procedure 
as for the original data, but with the recovery  function and the free firing rate 
calculated from the burst-free data. Figure 3.7 shows an example of the effect of 
removing bursts.  
3.2.2.6. Spike-count variability
We characterized spike-count variability by first computing the spike count in 
each movie frame and then computing the mean and variance of the spike-counts 
across repetitions. The variability  was then expressed as the Fano Factor (FF), which is 
the ratio of the variance to the mean. The FF in each window was compared to those 
computed from the same window in the surrogates to obtain a FF Score (FFS) that 
indicated the percentage of surrogates that exhibited higher FFs compared to the data. 
Windows that  contained FFs that were lower than 95% of the surrogates (i.e. FFS ≥ 
95) were marked significant. In order to look at  how much lower the variability in the 
data was compared to the surrogates, we also determined a FF Z-score (FFZ) for the 
spike-count variability in each window by subtracting the mean FF value for the 
surrogates from the FF of the data and dividing by the standard deviation of the 
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surrogate FF values. If the FFZ was more negative than -2, for example, that  would 
mean that the spike-count variability in the data was lower than two times the standard 
deviation of the surrogates.
3.2.2.7. Spike-time variability
We wanted to investigate the variability of spike times across trials, quantified 
by the spike time entropy. To this end, we first subdivided the spike trains in each 
movie frame into n non-overlapping bins. Each bin inside a window was given a rank 
according to how many spikes it contained, such that the bin with the smallest number 
of spikes was ranked first. If more than one bin had the same number of spikes, they 
were each assigned the mean rank (e.g. if the second, third and fourth ranked bins had 
the same number of spikes, they  were all assigned the rank 3), following the procedure 
used in the Spearman rank order correlation measure to correct for equal ranks. The 
rank of a bin could therefore be any number in the range 1, 1.5, 2, 2.5, ... n, which 
meant there were 2n-1 possible ranks in each bin. For each window, we grouped all the 
repetitions together to calculate the probability  distribution of the rank for each bin to 
create an n x (2n-1) map. If the spike times within a window were identical across 
repetitions, the probability distribution map will be zero everywhere except in n boxes. 
However, if the spike times were unreliable, the maps will be quite flat (the rank of a 
bin in each repetition would be arbitrary). In order to quantify the distributions in these 
maps, and thus the spike-time reliability, we computed the entropy for each map using: 






∑ (ri, j )logP(ri, j ) ,
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where P(ri,j) is the probability of getting a rank i in bin j. Note: it was quite convenient 
to compute the entropy on the ranks instead of the actual numbers of spikes, because 
this reduced the number of possible values that could be reached in each bin. Here the 
dimensionality of the sample space was 2n-1, which was quite reasonable for 100 
repetitions. By using ranks instead of raw spike counts, we were also able to control 
for changes in overall spike counts due to state changes in the animals. In all our 
calculations, we used n = 10, which meant that our bin sizes were approximately  3.5 to 
4 ms depending on the frame duration of the movies.
Note that in the entropy calculation, windows with low mean spike counts will 
naturally  have lower entropy values compared to windows with high mean spike 
counts since only a few bins will have non-zero counts. To quantify how the entropy 
values behaved with increasing mean spike counts, we created random spike count 
arrays that contained 100 rows and 10 columns corresponding to the 100 repetitions 
and n = 10 bins used in our analysis. To simulate a window with a mean spike count of 
1, we randomly incremented the spike count in 100 points in the array. To simulate a 
window with a mean spike count of 2, we randomly incremented the spike count in 
200 points in the array, and so on. We did not simulate a refractory  period, so some 
points in the array  ended up  with spike counts higher than 1. We created 1,000 such 
arrays for each mean spike count and computed the entropy values for each of these 
arrays. We then found the range of entropy values at each mean spike count  that 95% 
of the random arrays occupied (i.e. we found the 2.5th and 97.5th percentiles of the 
entropy  values) and then used a cubic spline to interpolate between the entropy values 
calculated at discrete mean spike counts to obtain a range of entropy values that  we 
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would expect from randomly placed spikes for each mean spike count (see Figure 
3.10).
The entropy in each window was also compared to the entropies in the 
surrogates to obtain the Temporal Reliability Entropy Score (TRES). This score 
measured the percentage of entropy values obtained from the surrogate data that 
exceeded the entropy value calculated from the experimental data. Since larger entropy 
meant greater spike time variability, the TRES measured the percentage of the 
surrogate windows that were more variable than the experimental data, Windows with 
a TRES ≥ 95, (i.e. windows in which the entropy of the data was lower than 95% of 
the surrogates) were marked significant. We also tracked how the significance in these 
windows changed as we decreased the averaging window of the free firing rate in the 
surrogates. This allowed us to estimate the temporal precision of the response in the 
data. A normalized entropy measure, the Temporal Reliability Entropy Z-Score 
(TREZ) was also obtained by subtracting the mean entropy value for the surrogates 
from the entropy value of the data and dividing by the standard deviation of the 
surrogate entropy values. Negative TREZ values indicated that the spike-time 
variability in the data was lower than the variability in the surrogate data.
3.2.2.8. Response precision
To estimate the response precision for each cell at different points in the movie, 
we first  compared the data to the frame rate surrogates. Windows in which we did not 
find significant differences in spike-time variability  (i.e. TRES ≥ 95), when compared 
to the frame rate surrogates, were marked with a response precision of 0, indicating 
that they did not show any level of response precision higher than the frame duration. 
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If the TRES value for a window was greater than or equal to 95, when compared to the 
frame rate surrogates, but dropped below 95 when compared to the surrogates 
computed at twice the frame rate, we assigned the window to have a precision level of 
1. Similarly, if the TRES value for a window was greater than or equal to 95 for all ten 
surrogate rates, we assigned a precision level of 10 to that window. Generally, once the 
TRES value dropped below 95 at one surrogate rate, it remained below 95 for higher 
surrogate rates. However, occasionally, we found temporary reversals where the TRES 
values might increase to become greater than or equal to 95 after having dropped 
below 95 at the previous surrogate rate. We ignored these temporary reversals and used 
only the highest surrogate rate at which the TRES value consecutively remained above 
or equal to 95. For example, if the TRES values in a particular window for the 10 
surrogate rates were (in order from frame rate surrogates to surrogates computed at ten 
times the frame rate): 100, 100, 98, 93, 96, 91, 87, 84, 81, 77, then we would assign a 
precision level of 3 to this window.
3.2.2.9. Scene transition
In order to investigate if low variability  responses were simply due to large 
luminance changes in the movie due to scene transitions, we used a measure to identify 
scene transitions previously  described in Yen et al. (2007). Briefly, we computed the 
differences in gray level of every pixel between consecutive movie frames, and 
defined scene transitions as frames where 60% of the pixels changed by 10 gray levels. 
We confirmed these scene changes by visual inspection of the movie frames.
3.3. Results
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3.3.1. Inter-spike interval distributions 
Our goal in this study was to quantify the spike-count and spike-time 
variability in the neuronal responses to repeated presentations of natural movies. 
However, it has been shown that spike count variability  can be affected by the relative 
refractory period (Berry et al., 1997; Kara et al., 2000; Keat et al., 2001). In order to 
account for the effect of the relative refractory period on variability for each cell, we 
first computed ISI distributions for each of the responses in our database. Figure 3.1 
shows the responses of one of the cells in our database to natural movie stimulus. The 
peri-stimulus time histogram (PSTH) for the cell is shown in Figure 3.1A. In Figure 
3.1B, we plotted the raster for the 3-second segment highlighted in Figure 3.1A. while 
the ISI-histogram is shown in Figure 3.1C. Both the raster and PSTH show clear 
epochs of vigorous responses, with quieter periods in-between. The maximum firing 
rate for this cell was 58.3 Hz, and the peak of the ISI-histogram was located at  less 
than 2 ms. The shape of the ISI-histogram for this cell seemed to deviate from an 
exponential distribution, as such a distribution would look like a straight  line in a semi-
log plot. This is the distribution expected if the spike generation process were Poisson, 
Figure 3.1: The response of one of  our cells to natural movie stimulus.  A) 
PSTH of the cell. B) Raster consisting of  the response segment highlighted by 
the grey rectangle in A). Each row is a single repetition of a movie stimulus, 
and there are a total of  100 repetitions for this cell. C) The ISI-distribution of 
the cell, with log-counts on the y-axis. The bin size here was 1 ms. 
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a model that has been used to describe the spiking activity of neurons. To investigate 
the ISI characteristics of all the 60 cells in our database, we plotted their logISI 
histograms in Figure 3.2. The histograms were computed by  taking the base-10 
logarithm of the ISIs and binning this distribution using 100 equally sized bins. The 
reason for plotting the logISIs instead of the ISI themselves, is that we wanted to 
emphasize any multi-modality  the histograms might contain. A large fraction of the 
cells exhibited a predominance of short ISIs. The maximum value in the histogram in 
39 out of the 60 cells was below 2 ms, and was below 4 ms for all but 8 cells (cell 
numbers 5, 14, 19, 20, 26, 41, 51, and 52). These 8 cells are marked with asterisks in 
Figure 3.2. Most of our cells exhibited multimodal ISI-histograms, as can be seen in 
Figure 3.2. The occurrence of two distinct modes; one centered at short ISIs and one 
centered at slightly longer intervals, indicated that these cells exhibited a significant 
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degrees of bursting. Cells exhibiting bursting behavior can be further classified into 
two main classes; Intrinsically  Bursting (IB) and Chattering (CH). (Gray and 
McCormick, 1996; Wang, 1999; Nowak et al., 2003; Traub et al., 2003; Cunningham 
et al., 2004; Takekawa et al., 2007). The main difference between these two cell types 
can be found by closer examination of the ISI histograms; IB cells have a large mode 
at intermediate ISIs, indicating varying inter-burst intervals, and a narrower peak at 
short ISIs, indicating the intra-burst intervals. CH cells, on the other hand, have a 
higher peak at short ISI, with a relatively smaller and broader peak at the inter-burst 
interval. Using this approximate classification criterion, we labeled cells 2, 27, 28, 29, 
Figure 3.2: ISI histograms. Plots of the logISI histograms for all 60 cells. The histograms were 
computed by taking the base-10 logarithm of the ISIs and binning this distribution using 100 
equally sized bins. The shading classify cells as either Intrinsically Bursting (pink) or 
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30, 31, 54 and 55 as chattering (CH in Figure 3.2), while cells 1, 22, 26, 52 and 53 
were labeled as intrinsically bursting (IB in Figure 3.2). 
These different histogram shapes clearly hinted that the spiking process could 
not be modeled as a simple Poisson. We will return to this point  when we discuss the 
firing rate distributions in Figure 3.7.
Baddeley et al. (1997) performed a series of analyses on neural responses in 
primate V1 to natural stimuli, and found evidence that cells were not  very well 
described as generators of Poisson distributed spike counts. We repeated their analysis 
on our data, as described in the following. First, we normalized the ISI distributions to 
the mean of the inter-spike intervals for each cell. This allowed us to easily compare 
the shape of the distributions among the different cells. We plotted this on a log-log 
axis in Figure 3.3A for each cell, as well as for the average across cells. Here, we were 
explicitly looking for evidence that the ISI distributions could be described by a power 
law, as uncovered by Baddeley et al. (1997). If this were the case, the plots in Figure 
3.3A should look like straight lines.  However, unlike Baddeley et al. (1997), we found 
the average ISI distribution to deviate significantly from a straight line in the log-log 
axis. This may be due to the heterogeneity in the ISI distributions across cells as shown 
in Figure 3.2 and Figure 3.3A. 
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The distribution of the coefficient of variation (CV), which measures the 
variability in the inter-spike intervals, is shown in Figure 3.3B. We found the mean to 
be 2.82 with a standard deviation of 0.83, which was much higher than the values of 
1.91 ± 0.42 reported by Baddeley et al. (1997), and very  much higher than a CV of 1 
expected from a stationary Poisson process. Since our responses were far from 
stationary, we also computed a local measure of CV, CVn, which determined if groups 
of spikes could be described using a Poisson process. We did this by grouping 
successive ISIs, and then computing the CV in each group. To facilitate the 
comparison to a Poisson process, we also generated ISIs using an exponential 
distribution with a rate equal to the mean rate across all 60 cells, and performed the 




















































Figure 3.3: Variation in ISI distribution. A) The normalized ISIs plotted on a log-log scale for 
each cell (gray lines), as well as the mean across cells (thick black line). The error bars indicate 
standard errors.  The mean distribution was more consistent with a power-law than with an 
exponential, though we observed considerable variations among the cells.  B) The distribution 
of coefficients of variation (CV). The mean and standard deviation were 2.82 and 0.83. C) The 
local CVs for each cell (gray lines) as well as the mean across cells (thick black line). The error 
bars indicate standard errors. Four cells (highlighted in red) had groupings for which the local 
CV fell below that of a Poisson process.   D) The distribution of Pearson R-values between 
successive ISIs. One cell, highlighted in black, did not exhibit a statistically significant 
correlation (p>0.05). The mean and standard deviation were 0.19 and 0.08
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same computation on these. The local CV for a cell was then the ratio of the mean CV 
of the cells’ ISIs and the mean CV for the surrogate ISIs. The local CVs for all 60 cells 
are shown in Figure 3.3C. Again, most of our values were much greater than 1, with 
substantial variability across cells. Notably, though, four cells exhibited local CVs less 
than 1 for the first  few group  sizes n. The traces for these cells are highlighted in red 
for those n where the local CV was significantly  below 1. Here, we established 
significance by using the 5th percentile, instead of the mean, of the Poisson local CV to 
normalize the cells’ local CV and checking whether this lower bound fell below 1. We 
also found significant positive correlations between successive inter-spike intervals. 
This is shown in Figure 3.3D. The mean correlation was 0.19 with standard deviations 
of 0.08, which was a little higher than the 0.11 (s.d. = 0.1) reported by  Baddeley et al. 
(1997). 
3.3.2. Spike latencies
A few of the cells in Figure 3.2 appeared to be locked to the refresh rate of the 
monitor (it is most apparent on cell 54).  We wanted to exclude these cells from any 
variability analyses as they might show artificially high levels of temporal precision 
close to the refresh intervals of the monitor, typically 6.67, 8.33, or 11.7 ms (see 
Methods). As such, we subtracted each spike time by the onset time of the movie 
frame in which the spike occurred and then computed a histogram of the spike times 
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relative to the start of the movie frame. This is shown in Figure 3.4. The cells were 
sorted by the refresh rates used in the experiments, with the cells recorded using a 
monitor with a 150 Hz refresh rate (i.e. a movie frame consisted of 6 monitor 
refreshes) appearing first, followed by the cells recorded with monitors with 120 and 
85 Hz refresh rates, corresponding to 4 and 3 monitor refreshes per movie frame, 
respectively. Cells 52 to 60, all recorded using a monitor with a 85 Hz refresh rate, 
showed clear refresh artifacts (see Methods for the quantitative measure we used), 
which would have resulted in artificially  low spike-time variability, so we excluded 
these cells from the subsequent analysis. We were thus left with 51 cells.
Figure 3.4: Spike latencies. Histograms of spike times relative to the start of the movie frame in 
which the spikes occurred. The bin sizes were 1 ms. The vertical lines in the histogram indicate 
the times of the monitor refreshes. The movie frames were presented for 6 monitor refreshes at 
a rate of 150 Hz (pink bars), 4 refreshes at 120 Hz (blue bars), and 3 refreshes at 85 Hz (gray 
bars). Cells 52-60, exhibited activity that was clearly locked to the refresh frequency, and were 
excluded from further analysis. 
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Figure 3.4 also revealed some interesting aspects of the spike latencies. In some 
cells, the spike times were uniformly distributed with respect to the onset of a movie 
frame, but in other cells, there appeared to be a clear bias in terms of the latency of the 
spikes (e.g. cells 8, 9, 10, 15, 16, 19, 20 and 25). Although there appeared to be an 
increase in the number of spikes occurring at the start  and end of each movie frame, 
the increase at the start of the movie frame in all likelihood was the continuation of the 
increase at the end of the movie frame. This perhaps reflects the fact that these cells 
have response latencies between 33 and 40 ms, which is consistent with other studies 
of response latencies in the primary visual cortex of the anesthetized cat  (Bullier, 
2001).
3.3.3. Joint inter-spike interval analysis
To investigate whether the pre-dominance of short ISIs shown in Figure 3.2 
was due to spike doublets or bursts, we computed the joint  interval histogram of each 
spike interval versus the subsequent interval (Rodieck et al., 1962; Doiron et al., 
2003). These histograms are shown in Figure 3.5. The first interval is plotted on the 
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vertical axis and the subsequent interval is plotted on the horizontal axis. If spike 
doublets occurred with greater frequency, we should find short  intervals preceding 
longer intervals, as well as longer intervals preceding short intervals. This would 
appear as vertical and horizontal bands on the 2D histogram (e.g. cell 13). However, if 
bursts were more likely, we should see a majority of short intervals preceded and 
followed by other short intervals. This would appear as spherical regions in the bottom 
left corner of the 2D histograms. We found bursting to be much more common, with 
most of the cells showing a greater density of points in the lower left corner of the 
histograms. In addition, a number of the cells appeared to have vertically elongated 
regions in the histograms (e.g. cell 3). This suggests the occurrence of larger first 
Figure 3.5: Joint interval histograms. The joint interval histogram of each spike interval 
(vertical axis) versus the subsequent interval (horizontal axis) are shown for intervals between 
0 and 5 ms. Histogram bins were computed at 0.2 ms resolution. Consecutive short intervals, 
which are reflected in these plots as spherical blobs in the bottom left corner of the histogram, 
appeared to be most common, suggesting that many of  the cells responded with bursts of 
firing. The percentage of burst firing in each cell is shown in parenthesis after the cell number 
in the title of each plot.
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intervals followed by smaller subsequent intervals, which is typical of burst firing 
(Kepecs and Lisman, 2003). 
We also quantified the percentage of burst firing in each cell by dividing the 
number of spikes contained in bursts where the inter-spike intervals were less than 5 
ms, by the total number of spikes. This number is shown in parenthesis for each cell in 
Figure 3.5. Surprisingly, the cells did not fall into easily segregated categories. Instead, 
we found that burst firing made up less than 30% of the total number of spikes in the 
majority of the cells, although the proportion was as high as 84% in one cell (cell 31). 
3.3.4. Firing rate distributions
Previous studies have suggested that cortical neurons exhibit  exponential firing 
rate distributions that were characteristic of Poisson processes (Baddeley et al., 1997). 
The implication was that neuronal firing rates were thus optimized to transmit the 
greatest amount of information. Other studies have found deviations from exponential 
firing rate distributions and have suggested instead that the distributions matched a 
modified truncated Gaussian distribution with fast  and slow components (Treves et al., 
1999). Figure 3.6 shows the distributions of firing rates obtained from our data, by 
averaging responses across trials, plotted on semi-log axes. In these plots, exponential 
distributions will appear as straight lines, while power law distributions will appear as 
curved lines described by a logarithmic function of the firing rate. In our data, the 
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distribution of most of the cells appeared to deviate from linearity and appeared to 
match logarithmic functions much better.
In order to quantify  the distributions, we characterized the firing rate 
distributions of each neuron by fitting them to two different types of distributions: 
exponential, and power (see Methods). We found significantly better fits to the power 
function in 44 cells (plots with blue backgrounds in Figure 3.6; red dots in the scatter 
plots in the bottom row), as opposed to better fits to the exponential function in 2 cells 
(plots with pink background; green dot  in the scatter plots in the bottom row). For the 
remaining 5 cells (plots with white backgrounds), we were unable to confidently  fit the 
Figure 3.6: Firing rate distributions of 51 cells based on mean counts across repetitions.  The 
histogram of firing rates for each cell was fit to either an exponential (plotted in green), or a 
power function (plotted in red). Cells with significantly better fits to the power function are 
shown with blue backgrounds, while the one cell with significantly better fit to the exponential 
function is shown with a pink background. The plots with the white background were either 
cells in which the data fit both functions well (i.e.  R-square > 0.6) but they were not 
significantly different from each other (marked with asterisks), or cells in which the data fit 
neither of the two functions well.  The R-square values for the fits to the exponential and power 
functions are shown in the two scatter plots in the bottom row. The black points are the cells in 
which R-square > 0.6 for both functions but the difference between the two were not 















































































































































































two distributions tested. In 2 of the cases (cells 26 and 41, marked by  asterisks in 
Figure 3.6 and indicated with black dots in the scatter plot in the bottom row) this was 
because both functions fitted the distribution well (i.e. the adjusted R-square values 
were higher than 0.6), but we were not able to find one function that fit  the distribution 
significantly better than the other. In the other 3 cases (indicated with grey dots in the 
scatter plots in the bottom row of Figure 3.6), none of the functions produced fits with 
adjusted R-square values above 0.6 (cells 22, 24 and 48). 
We also quantified the fits to firing rate distributions obtained from 100 ms 
windows instead of the duration of the movie frames. In these, we found 46 cells with 
significantly better fits to the power function, while no cells exhibited better fits to the 
exponential function. Two of the remaining cells exhibited distributions of fit values 
that were not significantly different from each other, while the other 3 were not well fit 
by either function (i.e. R-square value < 0.6). All other parameters of the fits were 
identical to those described in the section before. These results reinforced our initial 
impression that the firing rate distributions of most of our cells appeared to resemble 
those of a power law function rather than those of an exponential function.
We also computed the firing rates by concatenating the spike trains for each 
stimulus repetition, and then counting the number of spikes in 40 ms windows. Since 
the counts were not averaged across stimuli, the distributions were made up only of 
integer spike counts. In this case, we found significantly better fits to the power 
function in 22 cells, as opposed to exponential functions in 27 cells. The remaining 2 
cells could not be fit confidently to any one distribution. Thus, we saw a shift  from a 
predominance of power-law distributed firing rates when averaging across repetitions, 
to a predominance of exponential distributions when the firing rates were calculated 
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using integer counts.  The latter agrees with Baddeley  et al. (1997) but the former 
might be more indicative of the real firing rate distribution since it includes responses 
from multiple stimulus repetitions. 
A final fit that we performed was to fit  the distributions of firing rates from the 
surrogate data. In this case, we found 37 of the cells to exhibit significantly better fits 
to the power function, while 7 of the cells exhibited better fits to the exponential 
function. One of the cells exhibited distributions of fits that  were not significantly 
different, while 6 of the cells exhibited R-square values that were below 0.6. This 
showed that the surrogates were able to replicate the power law firing rate distributions 
in the data using just a Poisson process with a relatively refractory period.
3.3.5. Variability and surrogates 
We turned next to the issue of spike-count and spike-time variability in the 
neuronal responses to natural movies. Spike count variability has been shown to be 
significantly affected by  the refractory  period of individual neurons (Berry  et al., 1997; 
Kara et al., 2000; Keat et al., 2001), and previous studies have shown that retinal spike 
trains may be modeled using time-varying Poisson processes with appropriate 
refractory periods (Berry  and Meister, 1998). As a result, we wanted to compare the 
variability of individual neurons in our database with surrogate spike trains created 
using a similar model in order to investigate how the variability  in cortical spike trains 
compared to those found in the retina. Using the ISI histograms in Figure 3.2, we 
computed the spike recovery function for each neuron, from which we generated 
surrogate spike trains that could be compared with the experimental data. Surrogate 
spike trains with firing rates varying at different rates were generated (see Methods) to 
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allow us to estimate the precision at which individual neurons were responding at 
different points in the movie. Examples of the surrogate spike trains are shown in 
Figure 3.7A. The data is shown in the top raster plot, while the surrogate spike trains, 
generated at a precision of the frame duration and at one tenth of the frame duration, 
respectively, are shown in the middle and bottom raster plot respectively. The 
surrogate spike trains replicated most  of the features of the data with the exception that 
they  generally exhibited more uniformity in their response across trials. This was due 
to the fact that each trial of the surrogates was generated using the identical free-firing 
rate, which in turn was computed by averaging across repetitions (see Methods). In the 
response epoch shown, the surrogate spike trains generated at the precision of the 
frame duration were able to replicate the data in most of the time windows (an 
example window is labeled with the letter "a"). However, in some of the windows (e.g. 
in the window labeled with the letter "b"), these surrogates were not able to replicate 
the finer features of the data. In these cases, the surrogates generated at higher 
precision did a much better job in replicating the data. Using quantitative measures 
(described in the Methods as well as in the following sections) to characterize these 
differences, we were thus able to quantify  how the response precision in the data 
changed as a function of time. The bottom panel displays the corresponding precision 
values for the respective windows. 
As shown in Figure 3.4, as well as in the raster plot for the data in Figure 3.7A, 
most of the cells in this study  exhibited some degree of burst firing. These bursts could 
significantly affect the variability of the data compared to the surrogates, which were 
largely free of burst firing since we did not attempt to model bursting in the surrogates. 
To study the effect of burst  firing on response variability, we created new spike trains 
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from the original data by  retaining only the first spike in a burst  and removing the 
remaining spikes. We defined a burst as a continuous set of spikes with inter-spike 
intervals of less than 5 ms. We then regenerated the surrogates, using the same 
procedure as for the original data, but with the recovery function and the free firing 
rate calculated from the burst-free data. Figure 3.7B shows an example of the effect  of 
removing bursts. The top  panels show raster plots of the data, while the middle two 
panels show the surrogates generated at the precision of the frame duration, as well as 
Figure 3.7: Surrogates and precision levels. Raster plots of the original data and the equivalent 
burst-removed data are shown in the top row. The surrogates generated at the movie frame 
rate (Surrogate 1) and at 10 times the movie frame rate (Surrogate 10) are shown in the middle 
two rows. The precision levels of the responses are shown in the bottom row. A precision level 
of 10 indicates that the entropy in the data was lower than 95% of  the surrogates that were 
generated at 10 times the movie frame rate. The activity in the window marked with the letter 
‘a’ is well modeled by the surrogates at frame level precision, while the window marked with 
the letter ‘b’ contains features that are not well modeled by the surrogates.
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those generated at a precision of one tenth of the frame duration. These surrogates 
were generated based on the burst-removed data and were thus quite different  from the 
surrogates shown in Figure 3.7A. This is shown more clearly in the bottom plot, which 
shows increases in response precision for the burst-removed data compared to the 
original data.
Figure 3.8 illustrates the comparison of the spike-count variability (Fano 
Factor) and spike-time variability  (Entropy) in the data to those of the frame-rate 
surrogates. The data is shown in the raster plot at the top. The FF for the data and 
surrogates are shown in the middle plot. The mean and standard deviation of the FF for 
65
the surrogates are shown in green. As expected, since the surrogates were generated 
using a Poisson model, the FF were fairly  close to 1, with occasional dips below 1 
presumably due to the effect of the relative refractory  period. As we found the FF for 
the data to be unstable when the mean spike count (MSC) was below 1 spike per 
window, we separated the windows into those with MSC ≥ 1 spike per window (black 
circles), and those with MSC < 1 (gray  circles). In addition, windows in which 95% of 
the surrogates exhibited higher FF than the data (i.e. Fano Factor Score, FFS ≥ 95) are 
plotted in red (for windows with MSC ≥ 1) and blue (for windows with MSC < 1, not 
Figure 3.8: Spike-count and spike-time variability of  the data compared to the frame rate 
surrogates. Windows with mean spike counts (MSC) lower than 1 are plotted in gray while the 
remaining windows are plotted in black. Windows with FFS ≥ 95 or TRES ≥ 95 of the 
surrogates are highlighted in blue (for MSC < 1) and red (for MSC ≥ 1). The mean and 






































found in this plot).  The plot in the lower panel uses the same color scheme to illustrate 
the comparisons of the spike-time variability measure (Entropy) between the data and 
the surrogates. In this figure, the last window stands out as having significantly lower 
both spike count  variability and spike time variability  than the surrogates. However, as 
we will see, such windows were fairly rare in our data, with spike count variability 
usually being equal to or greater than that of the surrogates.
3.3.6. Spike-count variability
The Fano Factors for all windows in the 51 cells in our study  are shown in 
Figure 3.9A. Windows with MSC ≤ 1 are shown in gray  while windows with higher 
mean spike counts are shown in black. Windows with FFS ≥ 95 are plotted in blue (for 
MSC < 1) and red (for MSC ≥ 1). The green dotted line in the top plot at FF = 1 
denotes the FF for a Poisson process, where the variance is equal to the mean. In 
agreement with previous observations in mammalian visual cortex (Schiller et al., 
1976; Tolhurst et al., 1983; Vogels et al., 1989), the Fano Factors in a large majority of 
the windows were higher than 1, indicating that the overall spike count variability was 
high. However, specific portions of the movie generated responses that were much less 
variable. Although we found FF below 1 in 17.1% (6,599/38,600) of the windows with 
non-zero mean spike counts in our database, we found the FF to be unstable when 
MSC < 1 spike per window. As a result, we limited our analysis to windows with MSC 
≥ 1, and found 15.8% (255/1,615) of those windows exhibited a FF less than 1. In 
total, the percentage of cells that had at least one window with a FF below 1, while the 
MSC ≥ 1, was 56.9% (29/51). The FF and the mean spike count for all windows with 
MSC ≥ 1 were negatively correlated (r = -0.29, p < 0.001). This is consistent with 
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previous reports that the FF decreases at high spike counts due to the limits imposed 
by the refractory period of spiking neurons 
The effect of the refractory period was also demonstrated in our comparison of 
the data to the surrogates. Even though the surrogates were generated using a Poisson 
process, they exhibited very similar FF to the data, including values that were lower 
than 1 (black and gray points below the green line in Figure 3.9A). When comparing 
the data to the frame rate surrogates, we found that only 1.18% (19/1,615) of the 
windows with MSC ≥ 1 exhibited FFS ≥ 95. This is smaller than the number of 
windows expected to have FF smaller than the surrogates if such windows occurred 
with a 5% chance, and thus the FF of the data could not be said to be significantly 
different from that of the surrogates.  A possible concern arises from the observation 
that windows with FF < 1 also tended to have high activity. These are exactly  the 
windows that an unmodified Poisson process is unable to model, and if our model fails 
for these windows, we cannot claim to have captured spike count variability. However, 
when analyzing all the windows conditioned on mean spike count, we found that the 
number of windows with FFS≥95 did not exceed that expected from chance for any of 
the MSC-bins tested. In other words, even the high activity windows were well 
modeled by the modified Poisson process. Additionally, the distribution of Fano Factor 
z-scores (FFZ) was weighted towards positive values (shown in Figure 3.9B), again 
indicating that very few windows exhibited variability that was significantly  lower 
than the surrogates. The windows with FFS≥95 occurred  in 23.5% (12/51) of the cells 
(see Figure 3.9C). 
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When the surrogate rates were increased to ten times the movie frame rate, 
these numbers decreased as expected (0.68% of the windows with MSC ≥ 1, and 
15.7% of the cells) as the surrogates more closely replicated the data. 
These results indicate that spike count variability in the responses to natural 
movies appear to be well modeled by a Poisson process with a relative refractory 
period, with a time-varying rate close to that of the movie frame rate. 
The results from the burst-removed data (shown in Figures 3.9D–F) were 
significantly different. In this case, we found 62.8% (353/562) of the windows with 
MSC ≥ 1 exhibited FFS ≥ 95. The distribution of FFZ now included a significant 
number of windows with variability  that was significantly lower than the surrogates 
(i.e. FFZ < -3). These windows occurred in 52.9% (27/51) of the cells. When the 
surrogate rates were increased to ten times the movie frame rate, these numbers 
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decreased as expected (62.1% of the windows with MSC ≥ 1, and 52.9% of the cells) 
as the surrogates more closely  replicated the data. This indicated that the spike count 
variability we observed in the original data was largely  due to burst  firing. Once the 
Figure 3.9: Spike-count variability for 51 cells. A) The Fano Factor (FF) for all the windows in 
the 51 cells in our data set is plotted against the mean spike count. Windows with mean spike 
counts smaller than 1 (MSC < 1) are plotted in gray while the rest are plotted in black. 
Windows with FFS ≥ 95 when compared to the frame-rate surrogates are plotted in blue (for 
MSC < 1) and red (for MSC ≥ 1). The green dashed line in the top panel indicates a FF Factor 
of 1, which describes a Poisson process. B) The distribution of FF z-scores for all the windows 
are shown in logarithmic scale on the vertical axis. The distribution for windows with MSC ≥ 1 
is shown in dark gray while the distribution for the remaining windows are shown in light 
gray. C) The number of windows in which MSC ≥ 1 and FFS ≥ 95 in each of the 51 cells. Blue 
bars indicate Chattering cells, while pink bars are Intrinsically Bursting cells.  Gray shading 
indicate stimulus refresh rate, from dark/high to light/low. D–F) The equivalent plots for the 
burst-removed data.
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subsequent spikes in a burst were removed, the spike count variability appeared to be 
lower than that expected from a Poisson process with a relative refractory period. 
3.3.7. Spike-time variability
The spike-time variability, quantified by the entropy, for the cells in our 
database is shown in Figure 3.10A. Similar to Figure 3.9A, windows with MSC < 1 are 
plotted in gray, while those with MSC ≥ 1 are plotted in black. Windows in which the 
entropy  of the data was lower than 95% of the surrogates (i.e. TRES ≥ 95) are plotted 
in red if MSC ≥ 1, and in blue if MSC < 1. For comparison, we computed the entropy 
in 1,000 windows with randomly placed spikes and obtained the range containing 95% 
of the values (see Methods).  These are shown by the pair of green lines. In total, when 
comparing to frame rate surrogates, we found that 12.1% (4,660/38,600) of all the 
windows exhibited TRES ≥ 95. For windows with MSC ≥ 1, this fraction increased to 
49.3% (796/1,615), and were found in 68.7% (35/51) of the cells (see Figure 3.10C). 
The distribution of the entropy z-scores (TREZ) showed large numbers of windows 
with entropy values that were more than 3 standard deviations smaller than the mean 
of the surrogates (see Figure 3.10B). The TREZ and the mean spike count for all 
windows with MSC ≥ 1 were weakly, but significantly, negatively correlated (r = 
-0.13, p  < 0.001), which meant that higher firing rates led to lower TREZ values (i.e. 
lower spike–time variability). When we increased the surrogate rate to ten times the 
frame rate, the proportion of windows with MSC ≥ 1 and TRES ≥ 95 decreased to 
34.3% (554/1,615) and were found in 52.9% (27/51) of the cells.
When bursts of spikes were removed from the data, we found a slight decrease 
in the number of windows less variable than the surrogates (see Figures 3.10D–F). 
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Now, 44.1% (248/562) of the windows with MSC ≥ 1 exhibited TRES ≥ 95, and these 
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Figure 3.10: Spike-time variability for 51 cells. A) The spike-time entropy for all the windows 
in the 51 cells in our data set are plotted against the mean spike count. Windows with mean 
spike counts smaller than 1 (MSC < 1) are plotted in gray while the rest are plotted in black. 
Windows with TRES ≥ 95 when compared to the frame-rate surrogates are plotted in blue (for 
MSC < 1) and red (for MSC ≥ 1). The two green lines denote the 2.5 and 97.5 percentile of the 
entropy values obtained from 1000 random spike trains. B) The distribution of TREZ for all 
the windows is shown in logarithmic scale on the vertical axis. The distribution for windows 
with MSC ≥ 1 is shown in dark gray while the distribution for the remaining windows are 
shown in light gray. C) The number of windows in which MSC ≥ 1 and TRES ≥ 95 in each of 
the 51 cells. The color coding is the same as in Figure 3.9. D–F) The equivalent plots for the 
burst-removed data.
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increased to ten times the frame rate, these numbers again decreased very  slightly  to 
38.8% (218/562) of the windows with MSC ≥ 1. 
These results suggest that  spike time variability  was much lower than that 
expected from a Poisson process. Furthermore, spikes belonging to a burst did not 
seem to contribute more to the observed variability than did the first spike in the 
bursts.
3.3.8. Response precision
By increasing the surrogate rate, we were also able to characterize the temporal 
precision of different response epochs in each cell. We did this by identifying the 
highest surrogate rate at which the data exhibited a significant difference in entropy 
from the surrogates (see Methods). For instance, if in a movie frame, the data exhibited 
significantly different  entropy when compared to the frame-rate surrogates, as well as 
surrogates at twice the frame rate, but not for any of the other surrogates generated 
using higher rates, we would consider the precision level of the data to be 
approximately 2 times the frame rate. The precision level is shown in the bottom panel 
of Figure 3.7A. Each bar width in the bottom plot  represents a duration  approximately 
equal to one movie frame. A high precision number means that the spike-time 
variability in the data was more precise. A precision value of zero meant that the data 
did not exhibit entropy significantly different from the frame rate surrogates. The panel 
shows several response epochs from one cell that exhibited different levels of 
precision. In the bottom panel of Figure 3.7B, we see the same epochs in the burst-
removed data have increased in their precision level, indicating that the first spike in a 
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burst exhibited lower variability than the subsequent spikes in the burst. This, however, 
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Figure 3.11: Distribution of windows with non-zero precision. The mean counts for all the 
windows shown here were larger than 1. A) The pie chart shows the distribution of  precision 
values for the original data.  A total of 804 windows with MSC ≥ 1 exhibited precision values 
greater than zero and the majority of these were at the highest precision (precision level of 10). 
B) The pie chart shows the distribution of precision values for the burst-removed data. A total 
of 248 windows with MSC ≥ 1 exhibited non-zero precision values and the majority of these 
were at the highest precision level. For the majority of  the windows that dropped to zero 
precision when bursts were removed, the mean spike count also dropped below 1. C) The 
distribution of windows with non-zero precision levels across the 51 cells in our data set. The 
asterisk marks the cell that is shown in E, while the shading and bar colors have the same 
meaning as in Figure 3.10. Note the logarithmic scale on the horizontal axis. D) The 
distribution of windows with non-zero precision levels in the burst-removed data. The asterisk 
marks the cell that is shown in E. E) The raster plot of the cell marked in B and D with 
numerous windows with high spike-time precision. Note the highly repeatable response across 
repetitions. F) A close-up view of a response window in which the burst-removed data (bottom) 
exhibited significantly lower variability than the original data (top). The black traces are the 
PSTH, normalized to a maximum count of 100, while the vertical lines indicate frame 
boundaries.  The red lines are the precision level of the individual frames. The precision levels 
for the original data were 2,  5 and 8 for the three frames shown, while the data with bursts 
removed exhibited a maximum precision of 10 for all three frames. 
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examined did not show a large difference in spike time variability  between original and 
burst removed data (see Figure 3.10).
In Figure 3.11A, we plot the distribution of the 804 movie frames in our data 
that exhibited non-zero precision values (with MSC ≥ 1). Surprisingly, 67.5% 
(537/796) of the movie frames exhibited precision at  the highest level of 10. This 
meant that in these windows, even though we were changing the free-firing rate every 
3 to 4 ms, we were not able to produce surrogates that exhibited the same spike-time 
precision as the data. In addition, we found these windows with the highest precision 
in a large number of cells (22 out of 51, see Figure 3.11C), with some cells containing 
many more than 10 windows with the highest precision, despite the fact that the 
neuronal responses were very sparse (Yen et al., 2007). 
In Figure 3.11B, we plot the distribution of the 248 movie frames in the burst-
removed data that exhibited non-zero precision values (with MSC ≥ 1). Here, 76.2% 
(189/248) of the windows in 13 out of 51 cells (see Figure 3.11D) exhibited precision 
at the highest level of 10. An example of a cell with numerous windows with the 
highest precision is shown in Figure 3.11E. This cell is marked with asterisks in 
Figures 3.11C and D. These results indicate that the precision in these windows was 
not due to the fact that the surrogates were unable to replicate the bursts found in the 
data. If this were the case, we would have seen a drop in precision level after removing 
the burst spikes, as the surrogates would now replicate the data more closely, rather 
than an increase. Rather, the high precision originated from the genuinely low 
variability of the spike times. This is shown in Figure 3.11F, where the original data 
containing bursts are shown on top, and the burst-removed data are shown below. 
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3.3.9. Spike-count and spike-time relationship
In our data, 43.9% (112/255) of the windows with MSC ≥ 1 and FF < 1 also 
exhibited TRES ≥ 95 (we used FF < 1 instead of FFS ≥ 95 as the former gave us 255 
windows while the latter only gave us 19 windows). These windows occurred in 45% 
(12/51) of the cells.  The FF and the TREZ were highly  correlated (Pearson r = 0.29, 
Spearman r = 0.33, p < 0.001 for both measures, see Figure 3.12A), indicating that the 
windows with low spike-count variability  were also the windows with low spike-time 
variability. This relationship can be seen even more clearly with the burst-removed 
Figure 3.12: Relationship between spike-count and spike-time variability. The 
TREZ values for the windows in which FF < 1 and MSC ≥ 1 are plotted 
against Fano Factor for the original data (top) and the burst-removed data 
(bottom). In both cases we found a positive correlation, but the effect was 
substantially larger when bursts were removed. This indicated that windows 
with low spike-time variability also exhibited low spike-count variability.
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data (Pearson r = 0.87, Spearman r = 0.95, p < 0.001 for both measures, see Figure 
3.12B). It turns out that it can be shown (See Appendix A) that the variability of spike 
counts in a window is lower when the rate function is non-uniform within the window. 
It also suggests that neuronal encoding schemes based on rates and temporal variations 
may not be as mutually  exclusive as previously  thought. In other words, response 
windows could exhibit low variability both in spike time and spike counts, thereby 
enabling information to be encoded using both rates and temporal patterns. We will 
investigate this matter more closely in Chapter 4.
3.3.10. Scene transitions in the movies
We performed a simple event-triggered analysis to see if the windows with low 
variability in spike count (FF < 1) and spike time (TRES ≥ 95) were simply  due to 
large luminance changes as a result of scene changes. In the windows with MSC ≥ 1 
and FF < 1 in the original data, we found only  5.9% (15/255) of the windows occurred 
within two movie frames of a scene change (a duration of approximately 66 to 80 ms). 
Similarly, we found 3.1% (25/796) of the windows with MSC ≥ 1 and TRES ≥ 95 
occurred within two movie frames of a scene change. In the burst-removed data, we 
found the corresponding numbers to be 2.0% (9/454) and 2.0% (5/248). This led us to 
conclude that  the effect of scene changes in our data was minimal. In all cases, only a 
very small fraction of the windows were preceded by scene changes. Instead, the 
responses with low variability appeared to be related to specific features in the movies.
77
3.3.11. Comparison to grating responses
We also recorded from an additional 10 cells that were presented with both 
movie and grating stimuli. The movie stimuli were the same as for the other 88 cells 
(with total stimulus durations of 4,200 to 4,500 seconds) while the grating responses 
consisted of drifting, sinusoidal gratings with different combinations of temporal and 
spatial frequencies (with total stimulus durations of 6,025 seconds). The ISI 
distributions for each of the 10 cells are plotted in Figure 3.13 A, with grating 
responses plotted in red and movie responses in blue. Except for differences in the 
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absolute counts, perhaps due to differences in the total stimulus duration in the two 
stimulus conditions, the two distributions look remarkably similar.
We repeated the same variability analysis as before for these 10 cells, using a 
window size of 40 ms for both the movie and grating responses. In the movie 
responses, we found that 19% (49/258) of the windows with MSC ≥ 1 exhibited low 
spike-time variability (TRES ≥ 95), while only 5.2% (1,182/22,592) of the windows in 
Figure 3.13: Comparison between movie and grating responses. A) ISI distributions for the 10 
cells presented with both movie (gray trace) and grating (black trace) stimuli. B) The median 
mean spike counts and TREZ values for the 10 cells.  The error bars are the 25th and 75th 
percentile of the mean spike counts and the TREZ values for the movie (vertical) and grating 
(horizontal) responses for each cell.  Grating responses consistently exhibited TREZ values 
closer to zero than the movie responses, indicating that the spike-time variability of the grating 
responses were more similar to a modified Poisson-process than the movie responses. 






































0.0 0.4 0.8 1.2 1.6


























the grating responses exhibited low spike-time variability. For spike-count  variability, 
these proportions were 2.3% (6/258) for movie, and 0.89% (1,182/22,592) for gratings. 
This suggested that spike-count variability  and spike-time variability  were both higher 
in the grating responses than in the movie responses.
To investigate these differences further in individual cells, we plotted the MSC 
values for the movie responses against those for the grating responses for each of the 
10 cells in Figure 3.13B. Similarly, we also plotted the TREZ values for the movie 
responses against  the grating responses. In both cases, windows with MSC = 0 were 
excluded. The error bars in Figure 3.13B indicate the 25th and 75th percentile of the 
distributions for each cell, while the dot indicates the median. We found the mean 
spike counts for the grating responses to be significantly higher in each of the 10 cells 
(one-tailed 2-sample Kolmogorov-Smirnov (KS) test, p < 0.001). Similarly, the TREZ 
values were significantly  higher (indicating higher temporal variability) for the grating 
responses than the movie responses (one-tailed KS test, p  < 0.001) in each of the 10 
cells. This is interesting as we found a weak but significant negative correlation 
between the mean spike count and the TREZ earlier in the movie responses, implying 
that more vigorous responses elicited less spike-time variability. Here, even though the 
grating responses exhibited significantly higher mean spike counts, they  also exhibited 
significantly higher TREZ values (i.e. higher spike-time variability). This again 
suggests that for each of the cells, the spike-time variability in the movie responses 
were lower than the variability in the grating responses. 
To exclude the possibility that the difference in spike-time variability was only 
found in windows with low spike counts, we compared the distribution of TREZ 
values for windows with MSC ≥ 1 in the movie responses to a similar distribution in 
80
the grating responses. Out of the 8 cells that  contained response windows with MSC ≥ 
1, the distribution of TREZ for movie responses was lower than that of the grating 
responses for 5 of them (1 sided, 2 sample KS-test, p  <0.05). This showed that the 
spike-time variability in response windows with MSC ≥ 1 was lower in the movie 
responses compared to the grating responses.
Since we observed much higher mean spike counts for grating than for movie 
responses (Figure 3.13B) as well as significantly higher TREZ (Figure 3.13C), we 
performed an additional analysis to uncover the source of the higher temporal 
variability of grating responses. To that effect, we plotted the distribution of TREZ 
values for grating and movie responses in windows with similar mean spike counts. 
This is shown in Figure 3.14, where the empirical cumulative probability distribution 
function (eCDF) is plotted for both movie and grating responses for bins with 0 < 
MSC ≤ 3. Since the number of windows for the grating responses was substantially 
larger than that for the movie responses (shown in red and blue numbers, respectively 
for grating and movie responses), we repeatedly  sub-sampled the distribution of TREZ 
values for the grating responses to match the number of values in the movie 
distributions. We generated 1,000 sub-samples in each bin, which then enabled us to 
attach error bars to the grating eCDFs. For the first three bins, i.e. for windows with 0 
< MSC ≤ 1.5, the distribution of TREZ values for movie was significantly more 
negative than the distribution for grating responses (1-sided KS-test, p < 0.05). We saw 
the same trend for windows with MSC between 2 and 2.5, though the effect was less 
significant.
Since TREZ compares the variability of the data to that of a time-varying 
Poisson process, we wanted to test whether the lower TREZ values for movie 
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responses could be attributed to the fact that the model fit the grating responses better. 
To this effect, we did the same MSC-conditioned analysis on the raw TR-entropy 
values. Note that in comparing TRE values between movie- and grating responses, the 
fact that we only  had 5 repetitions for the grating responses could bias the entropy 
towards low values. This was less of a problem for the TREZ analysis above, as we 
were normalizing using the surrogates. To account for the negative bias in computing 
TRE for grating, we sub-sampled the movie responses to create 1,000 response sets per 
cell, with each set consisting of 5 randomly selected repetitions from the full repetition 
response set. In this way, the two distributions had the same systematic bias towards 
low entropy values. We then compared each of the 1,000 sets of TRE distributions for 
movie responses to the distribution of TRE for grating responses in each MSC bin, 














































Figure 3.14: Movie and grating TREZ distributions conditioned on mean spike count. The title of 
each of  the plots indicates the range of the mean spike count. The p-value of the control median 
test are indicated in the plots, along with the number of  windows for movie (blue) and grating 
(red) responses. The blue traces represent the empirical cumulative distribution function (eCDF) 
for the movie data, while the red traces are the eCDF for the grating data. The error bars on the 
grating eCDF were computed by repeatedly sub-sampling the grating data to match the number 
of windows in the movie data in each MSC range.
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number of p-values less than 0.05 and compared that to the 95th percentile of a 
binomial distribution with N=1,000 and p=0.05. Using this approach, we found movie 
responses to have significantly  lower TRE than grating responses for MSC between 0 
and 2.5. Thus, while the TREZ comparison was compatible with the idea that spike 
time variability  was better explained by the time-varying Poisson process for grating 
than for movie responses for 0 < MSC ≤  1.5, the actual spike time variability  was 
lower for movie responses as long as MSC was below 2.5. This suggested that movie 
responses truly did exhibit  lower spike time variability  than grating responses, even 
when the firing rates were equal
3.4. Discussion
When stimulated with natural movies, we found that neuronal responses in 
primary visual cortex largely exhibited spike-count  variability that was comparable or 
higher than the variability  exhibited by  a Poisson process. Occasionally, we would find 
response epochs that exhibited low spike count variability  (i.e. FF < 1), but these were 
not statistically significant 
On the other hand, we found spike-time variability  that was much lower than 
that exhibited by a Poisson process with a relative refractory  period. Burst firing 
appeared to significantly increase the spike-count variability, suggesting that the 
number of spikes in a burst was highly variable. Burst firing, however, did not 
significantly affect spike-time variability, suggesting that even though the number of 
spikes in a burst  was highly variable, the time of the spikes was highly  conserved 
across repetitions. In addition, we found that response windows that showed low 
spike-time variability also showed low spike-count variability, a result that could be 
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attributed to a non-stationary  free firing rate. Finally, we found evidence that natural 
movies elicited responses that  exhibited lower spike-time variability than the responses 
elicited by drifting grating stimuli. This suggests that response variability to natural 
movies may be significantly lower than previously thought.
Previous studies have found reliable responses in neurons sensitive to visual 
motion using drifting artificial stimuli that have non-uniform rates of drifts and 
directions (Bair and Koch, 1996; de Ruyter van Steveninck et al., 1997; Buracas et al., 
1998). Although neurons in primary visual cortex are also known to be sensitive to 
visual motion, they respond to a much broader range of stimulus features than just 
motion. As such, natural movies, with their particular spatial and temporal 
characteristics, might be optimal in eliciting sparse, reliable responses from these 
neurons. Indeed, we found that when stimulated with drifting gratings, cells tended to 
exhibit higher spike count variability  as well as lower temporal reliability, as compared 
to when they were stimulated with natural movies. This is consistent with the results of 
a study by  Tolhurst et al. (2009), and supports the case that V1 responses to natural 
stimuli are more reliable than responses to artificially impoverished stimuli. 
Our results show that a modified, inhomogeneous Poisson process is unable to 
reproduce the temporal precision of V1 spike trains, even when the underlying free 
firing rate was varied in intervals as short as 3.5 ms. A major shortcoming of time-
varying Poisson processes in reproducing temporal reliability is that they lack a 
refractory period. The fact that real neurons are not able to generate spikes at an 
arbitrarily high frequency makes real spike trains more regular than those produced by 
a random process without such limitations. We attempted to minimize this difference 
by explicitly  modulating the free firing rate such that a refractory period was honored. 
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Despite this addition to the spike generation model, we were not able to match the 
precision of the real data. A possible objection is that a Poisson process, even with a 
time-varying firing rate, is a poor model for spiking process. Indeed, in a study by 
Barbieri et al. (2001), the authors found that an inverse Gaussian distribution exhibited 
a better fit to the spiking activity of place cells in rat hippocampus. Notably, this 
distribution did a much better job modeling short ISIs. We did not test  this model on 
our data, and it is possible that we could have matched the precision of regions of high 
firing better if we had. However, since the time-varying Poisson process is still a 
widely  used model for neural spike trains, it provides a recognizable standard against 
which to compare neural variability. Note also that the motivation for this study was to 
test whether cortical cells exposed to natural movie stimuli exhibit spike-count and 
spike-time variability  compatible with that found for cells exposed to simpler stimuli. 
As the majority  of the studies in the literature have compared the variability  to that 
expected from a Poisson process, the same standard was used here. 
We found that the firing rates of most of our cells, instead of being described 
by an exponential function, were better expressed as a power law. Since an exponential 
distribution gives the maximum encoding bandwidth for a given mean, it has been 
speculated that neurons with exponentially  distributed firing rates are optimized for 
rate coding (Baddeley et al., 1997). We did not see this in our data, which suggests that 
cortical neurons are not optimized for rate coding when stimulated with natural 
stimuli, although some cells exhibited firing rates that could also be described as 
exponential. However, most of these cells were better described by a power law, 
something that Baddeley et al. (1997) did not explicitly test. 
Our results show that while a time-varying Poisson processes was a poor model 
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for the temporal variability of cortical neurons, the variability  in spike counts was 
more consistent with such a model. A number of studies have uncovered sub-
Poissonian spike count variability in diverse cortical areas (DeWeese at al, 2003; 
Uzzell and Chichilnisky, 2004; Gur and Snodderly, 2006; Benedetti et al., 2009; 
Maimon and Assad, 2009).  On the other hand, Poisson-type variability  has been 
shown to enable the brain to make optimal Bayesian decisions, a feat that has been 
observed over a range of species and modalities (Beck et al., 2008). Our results fit in 
this framework, and supports the idea that  spike count variability  tends to increase as 
one moves to higher cortical areas (Kara et al., 2000, but see Maimon and Assad, 
2009). 
Our results also support the notion that bursting increases spike count 
variability. This increase in variability caused by burst spikes might be offset by these 
spikes’ ability to increase the probability that a downstream cell will fire a spike in 
response to input, thereby increasing the overall reliability of the circuit. (Arganda et 
al., 2007).
3.5. Conclusions
! In summary, we found that visual cortical cells
•  exhibited spike-count variability in excess of that expected from an 
inhomogeneous, modified Poisson process
• exhibited significantly lower spike-time variability than that expected from 
an inhomogeneous, modified Poisson process
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• contained epochs of burst firing in which
-  burst spikes tended to have higher spike-count variability than 
non-burst spikes
- burst spikes tended to have spike-time variability similar to non-
burst spikes
• exhibited less temporal variability when presented with natural movie 
stimuli than with drifting grating stimuli.
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4.  Information encoding in cortical cells
4.1. Introduction
Understanding how the visual system encodes information about the world has 
been one of the main forces fueling the progress of neuroscience ever since the field’s 
infancy. The ultimate goal is a framework that will give us a detailed account of how 
the images that are projected onto the retina are transformed through the various 
processing stages into a mental representation that allows an animal to interact 
successfully  with the external world. The construction of this framework poses several 
challenges, one of which is how the signals from the retina are represented by different 
neural populations. Recently, advances in recording technology have enabled 
neurophysiologists to read the simultaneous activity of an increasing number of 
neurons. Knowing the neural activity is one part of the puzzle, but an equally 
important part is how to relate the responses of neurons to the presented stimuli. 
The application of information theory to neurophysiological data has gained 
traction as a way to approach this problem.  Since the mathematical theory of 
information was introduced by Claude Shannon in his seminal 1948 paper (Shannon, 
1948), it has paved the way for today’s advances in digital communication. The central 
nervous system has long been recognized as an encoding system, with a ‟codebook” 
mapping input to output signals (MacKay and McCulloch, 1952). The main advantage 
of using information theory is that no assumptions on the relationship between input 
and output need to be made; as long as adequate data are available, the information 
that the output provides about the input can be computed in a completely  data-driven 
manner (Borst, 2003).
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As we saw in the introductory chapter, there have been a number of studies 
applying the principles of information theory to investigate the response properties of 
neurons in the visual system when presented with natural stimuli. The bulk of this 
research, however, has focused on the retina (Nirenberg et al., 2001; Puchalla et al., 
2005) and the lateral geniculate nucleus (LGN) (Reinagel and Reid, 2000; Lesica and 
Stanley, 2004; Kumbhani et al., 2007). These studies have found evidence of temporal 
patterns in the response influencing the amount of information that can be encoded by 
the visual system (Reinagel and Reid, 2000). On the other hand, correlations between 
individual cells seem to influence information encoding to a smaller degree (Nirenberg 
et al., 2001). Whether these conclusions hold true for cortical neurons responding to 
natural movie stimuli remain largely an unanswered question, as very  few studies have 
applied information theory to the relationship between natural movie stimuli and 
neural responses in the primary  visual cortex ( see for instance Vinje and Gallant, 
2000, 2002; Sharpee et al., 2006, Butts et al., 2007). 
Studies addressing the coding properties of visual cortical neurons have mostly 
used simplistic stimuli, such as sine-wave gratings (Tolhurst, 1989; Reich et al., 
2001b; Aronov et al., 2003; Kayser and König, 2004) and checkerboard patterns 
(Reich et al., 2000; Reich et al., 2001a; Reich et al., 2001b; Reich et al., 2001c). These 
studies have provided valuable insights into how cortical neurons encode information, 
both individually and as part of larger neural populations. By isolating individual 
stimulus features, such as contrast, orientation, spatial and temporal phase, estimation 
of the encoded information about these features was made tractable by  reducing the 
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complexity of the stimulus space. As a result, we now recognize the primary visual 
cortex as a sparsely distributed encoding system (Weliky et al., 2003). 
While natural and simple stimuli share many features, the way  in which 
features combine in a natural setting adds complexity that simple stimuli are unable to 
mimic. It  is well known that natural scenes, for instance, contain long-range spatial and 
temporal correlations that are not well modeled using grating and checkerboard stimuli 
(Kayser et al., 2003). To investigate whether neurons in the primary visual cortex are 
sensitive to this added complexity, it is important to analyze their responses to natural 
stimuli.
In this chapter, we addressed these issues by analyzing the encoded information 
in the responses of single visual cortical neurons, as well as pairs of simultaneously 
recorded neurons, to repeated presentations of natural movie stimuli. 
The work appearing in this chapter has been submitted as a research paper to 




The surgical and electrophysiological procedures as well as the stimuli used in 
this part of the study were identical to those presented in the previous chapter.
4.2.1. Entropy and Mutual Information
The neural responses to the presented stimulus were formatted into 2-D raster 
matrices, where each row represented a repetition and each column was a constant 
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window of time referenced to the start of the stimulus. Each repetition represented a 
complete presentation of a 15- or 30-second movie sequence. 
 
 Figure 4.1 illustrates our approach for converting spike trains to binary words. 
We first binned the spike train at a resolution of 1 ms (Figure 4.1A). Since some of our 
cells exhibited very  rapid firing, this short bin size was necessary to ensure that no bin 
contained more than one spike. We chose to use the same bin size across all cells, even 
though the firing patterns were diverse across cells, in order to simplify  the comparison 
of information rates across cells. As part of our analysis, we sometimes investigated 
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Figure 4.1: Illustration of how the neural responses were transformed into binary vectors. A) 
Five repetitions of a neural response,  binned at 1 ms (gray vertical lines), are shown. These 
bins were concatenated to form windows that were 6-ms long, each representing one 
stimulus class (black vertical lines). This gave us 6 stimulus classes, each with 5 repetitions. 
Each blue vertical line represents a spike. B) Each window in A represents a binary (column) 
vectors.  The vector highlighted in red represents the window highlighted in red in A. The 
bottom two rows of numbers are the decimalized version of the corresponding column 
vectors,  obtained by taking the dot product (from the left) with the column vector shown on 
the left. These numbers gave us a simple representation of each unique word, which allowed 
us to compute the histogram of words for each stimulus class easily.
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the effect of increasing the bin size beyond 1 ms, so that we could analyze longer 
temporal windows. When doing this, we still enforced a binary code, meaning that we 
allowed a maximum spike count of 1 in each bin. Although testing a code with an 
alphabet larger than binary, e.g. ternary (where each bin was allowed to contain up  to 2 
spikes) presents an interesting scenario, the resulting expansion of the dimension of the 
response space made estimation of information using the available data difficult. 
 After binning the entire response for each cell, we formed non-overlapping 
words by successively concatenating bins to achieve the desired word length. When 
investigating temporal codes, these words constituted the parameterization of the 
response space. For a count code, on the other hand, the responses were parameterized 
by the number of spikes in each word.
 The rich statistics of natural stimuli make it hard to segment the movies into 
relevant stimulus variables. We therefore chose a simple scheme for assigning 
responses to stimulus classes, which did not take the structure of the stimuli into 
account. We simply assumed that each binary  word represented a separate stimulus 
class s (Nirenberg et al., 2001). We then assigned a uniform prior, P(s), to these 
stimulus classes, which was equal to the inverse of the number of classes. In doing so, 
we assumed that the neural responses contained within a word were stationary across 
repetitions. For words extending over large temporal windows, this assumption may 
not necessarily  be valid, but since we focused our analyses on short words and small 
bins, this was less of a problem. 
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 The distribution of responses conditioned on the stimulus, P(r|s), was formed 
by computing the histograms of words for each stimulus class. Thus, stimuli presented 
100 times yielded histograms with 100 words. To make it easier to compute the 
histograms, each word was converted into a number (see Figure 4.1). Once the 
stimulus conditioned probability  distribution P(r|s) was formed, the response 
probability distribution P(r) could be computed as,
P(r) = P
s
∑ (r | s)P(s) (4.1)
From this, the stimulus-conditioned and full response entropies, respectively, are given 
as
H (R | S) = − P
r ,s
∑ (r, s)log2 P(r | s)
H (R) = − P
r
∑ (r)log2 P(r) ,
and finally the mutual information I(R;S) carried by the response about the stimulus 
takes the form,
I(R;S) = H (R) − H (R | S) (4.2)
 As the number of repetitions of each stimulus was limited, both the conditional 
and full response entropies calculated above were subject to biases. Since we obtained 
data for only a subset  of all the possible responses, the entropies, especially  the 
conditional entropy, were lower than the true values, reflecting the fact that a sub- 
sampled distribution in general contains less entropy than the full distribution. Because 
of the way the conditional entropy was computed, i.e. fixing the stimulus and tallying 
all responses to that particular stimulus, the second term in Equation (4.2) accounted 
for most of the bias. For the full response entropy, we were able to collect responses 
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across all stimuli, thereby coming close to sampling the true response distribution. The 
conditional response entropy was thus the greatest source of bias. To counter this bias, 
we made use of a technique involving shuffling the responses in the conditional 
entropy  (Montemurro et al., 2007; Panzeri et al., 2007). Specifically, the shuffle-
corrected mutual information, Ish(R;S), was computed as,
Ish (R;S) = H (R) − H (R | S) + H sh (R | S) − H ind (R | S) , (4.3)
where Hind(R |S) is the conditional entropy assuming each bin is independent, while Hsh
(R |S) is the conditional entropy obtained by shuffling individual bins in a word across 
stimulus repetitions. In the limit  of an infinite number of repetitions, these two 
measures of the conditional entropy are identical, and the terms cancel. For a small 
number of repetitions, the bias of H(R |S) and Hsh(R |S) are approximately  equal, as 
they  are computed from the same data, and cancel. The bias of Ish(R;S) is thus 
dominated by  the bias of Hind(R |S), which is much smaller, as the calculation of this 
quantity involves a less complex space. 
 We could improve the bias correction further by reducing the bias of the 
individual terms in Equation (4.3). To achieve this, we used a technique developed by 
Panzeri and Treves (1996), where analytical expressions were found for the first order 
bias correction to both the stimulus conditioned, and full response entropies:








Here, Rˆs and 
! 
ˆ R are the number of different responses with non-zero probability  of 
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being observed, for the stimulus conditioned and full response, respectively. These 
were found by estimating the probability Pˆ(r | s)  ( Pˆ(r) ) and requiring that the 
expected number of non-zero bins, <Rs> (<R>) was as close to the experimental value 
as possible. 
 These bias correction methods were implemented in the Python programming 
language by Ince et al., (2009), and we used their code to carry  out the computation on 
our data. 
 To justify our choice of bias correction method, Figure 4.2A shows a 
comparison of the information value computed using 5 different bias correction 
methods for different numbers of repetitions. Figure 4.2A is the same as Figure 4 in 
Ince et al., (2009), where four different bias correction methods were compared; the 
Bayesian correction scheme (Panzeri and Treves, 1996) adopted in this study, a 
quadratic extrapolation method (Treves and Panzeri, 1995; Strong et al., 1998) and the 
“Shrink” estimator (Hausser and Strimmer, 2009). We added a fifth correction method, 
called the Best-Upper-Bound correction, introduced in Paninski (2003). Each of these 
Figure 4.2: Illustration of bias correction. A) Estimated information using 5 different bias 
correction methods. The green trace indicates PT-correction, which was the method we used in 
this study. As can be seen from the figure, this method outperformed the other four methods 
tested; the basic plugin-estimator, with no bias correction, the Shrink estimator (Shrink) of 
(Hausser and Strimmer, 2009), the Best Upper Bound (BUB) estimator of (Paninski, 2003) and 
the Quadratic Expansion-method (QE) of (Treves and Panzeri, 1995). The black vertical line 
marks the information estimates using 100 repetitions, which was the number of repetitions 
available for most of our data. B, C) The PT-correction with shuffling applied to spike trains 
synthesized from real data using 6-bin and 8-bin words respectively (see text for more details).
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methods strives to eliminate the bias resulting from under-sampling of the conditional 
response entropy, H(R|S). With a large number of repetitions, this bias was very  small 
and the information value computed using the five different correction methods 
converged on the true information value. With a smaller number of repetitions, this 
bias became more significant and the information value computed with a relatively 
small number of repetitions began to diverge from the true information value. 
To produce Figure 4.2A, we used simple simulated cortical data, where a 
Poisson process was driven by a stimulus modulated firing rate (Ince et al., 2009). The 
error bars are the standard deviations of the estimated mutual information in 50 
separate simulations. For all five bias correction methods, the mutual information was 
computed using the shuffled information estimator in Equation (4.3).  Looking at 
Figure 4.2A, we clearly see that the PT-correction was the best  estimator, as it 
remained closest to the true information value even with relatively small numbers of 
repetitions. Consequently, this is the correction method we chose to employ  on our 
data.
 We also computed the information values of simulated spike trains based on 
our own data. These were the same surrogates used in Chapter 3. As we had a total of 
10,000 repetitions available, we were able to generate sub-sampled sets consisting of 
an increasing number of repetitions. We then computed information estimates (with 
and without the bias corrections described in Equations (4.3) and (4.4) based on these 
repetitions, as in Figure 4.2A. Figures 4.2B and 4.2C show examples of the computed 
information rates as a function of the number of repetitions for synthetic data based on 
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the firing rate of one of the cells in our database, using a bin size of 1 ms and words 
with 6 and 8 bins. Although these windows were very short, it should be noted that 
from the ISI analysis in Chapter 3, we found the peak ISI to be below 2 ms in the 
majority  of the cells, and below 4 ms in almost all the cells.  This suggests that our 
analysis included multiple spikes even in such short windows. 
 The information rates computed with the bias corrections are plotted using 
solid lines, while those computed without the correction are plotted using dotted lines. 
The black, vertical line indicates the 100-repetition mark, which was the number of 
repetitions available for most of our data. As in Figure 4.2A, with a large number of 
repetitions, the corrected and uncorrected information rates converged to the true 
information rate. However, with smaller numbers of repetitions, the error due to under-
sampling of the conditional response entropy led to positive biases in the uncorrected 
information rates. With 100 repetitions, the relative bias, i.e. the difference between the 
mean information rate and the true information rate, divided by the true information 
rate, was +7.6% for 6-bin words and +6.9% for 8-bin words without the correction. 
With the correction, the biases went down to -1.8% and -4.8% for 6-bin and 8-bin 
words. Consequently, we used 6-bin words for the information computations in this 
study. We also performed the analyses to follow using 8-bin words, but found that it 
did not affect our main conclusions. 
4.2.2. Mutual Information in Pairs
We also investigated information in simultaneously recorded pairs of cortical 
neurons. An interesting question is whether pairs of neurons exhibit  correlated 
responses, and to what extent those correlations influence the amount of information 
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the neurons can jointly encode. We quantified this by looking at a measure of 
population synergy/redundancy, defined by Gawne and Richmond (1993),
Syn(R1,R2;S) =
I(R1,R2;S) − I(R1;S) − I(R2;S)
I(R1,R2;S)
(4.5)
Here, I(Ri:S) is the mutual information between the responses of population 
member i and the stimulus S and I(R1,R2;S) is the joint mutual information between the 
combined responses of both population members and S. Here it is worth keeping in 
mind the discussion mentioned in the introductory chapter (Section 2.2.1) i.e. that 
quantifying the degree to which joint activity  contributes to information encoding is 
not unproblematic. However, Equation (4.5) is in line with the reasoning of 
Schneidman et al. (2003), and we use it in the following manner. If the population 
members encoded completely  different information about the stimulus, Equation (4.5) 
would be equal to zero. On the other hand, if the joint information was higher than the 
sum of the information carried by the individual members, Equation (4.5) would be 
positive, and the population could be said to encode information synergistically. 
Conversely, if the joint information was less than the sum of the individual 
contributions, Equation (4.5) would be negative, and the population response could be 
described as encoding information redundantly.
We also investigated if cell identity was important when processing 
information (Reich et al., 2001c, Kayser and König, 2004). To perform this analysis, 
we first computed the information encoded when all cell identities were lost, i.e. when 
the spikes from all population members were collapsed into a single spike train 
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(pooled responses). We then compared this to the case where the cell identities were 
known, i.e. the responses from individual members were kept  distinct, and the 
information analysis was performed on the joint responses (labeled responses). If cell 
identity  was indeed important, the information content in the labeled responses should 
be higher compared to the pooled responses. On the other hand, if cell identity  played 
no part in information encoding, i.e. information was wholly encoded in the pooled 
responses, labeled and pooled information rates should be identical.
We can differentiate the encoding scheme of the pooled responses into two sub-
schemes. The joint response of the cells could be combined using synaptic summation 
(i.e. a logical OR operation), such that a bin was non-zero if either one of the cells 
fired. On the other hand, the cells could be employing a coincidence detection scheme, 
whereby a bin was non-zero only if both cells fired a spike. The joint  response would 
then be formed by  a logical AND operation. We tested both these schemes but found 
negligible information values in the coincident detection scheme. This could be caused 
by the fact that we only had simultaneous pair-wise recordings. For a larger number of 
simultaneously  recorded cells, it may be possible that coincident detection plays a 
larger role in information encoding. Consequently, we only  tested the pooled 
summation code and the labeled line code. 
The joint responses were calculated in two different ways, depending on which 
neural code we were testing. Under a temporal code, where the responses took the 
form of binary words, the labeled line joint responses (labeled words) were simply the 
concatenation of words from the individual cells. Since each word formed a binary 
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vector (see Figure 4.1), the joint labeled responses were also binary vectors, with 
length equal to the sum of the lengths of the individual response vectors. For instance, 
if the individual responses were 3-bit binary words, the joint responses of two cells 
formed 6-bit binary words. For the pooled responses, we performed an OR operation 
between the individual words, such that the pooled responses simply  indicated if there 
was at least one spike in the different bins. Thus, in this case, the joint responses 
(pooled words) were binary  vectors of the same length as the words of the individual 
responses. 
When the responses took the form of spike counts, the labeled responses 
(labeled counts) were computed in a similar fashion as for the above case, except 
instead of 3-bin binary words, each bin now could have counts from 0 to m, where m 
was the maximum spike count within a bin across both cells. As a result, we performed 
a similar conversion from word to number as we did for the single cell responses (see 
Figure 4.1), except that now the words were (m+1)-ary  instead of binary. Thus, we 
computed the dot product between each word and a vector with components [1, (m
+1)]. For instance, if m = 3, and we wanted to distinguish the case with 2 spikes in the 
first cell and 3 spikes in the second cell from the case with 3 spikes in the first cell and 
2 spikes in the second cell, we multiplied the number of spikes in the first cell with 1 
and the second with (3+1) = 4 (i.e. 2 x 40 + 3 x 41 = 14 in the first  case and 3 x 40 + 2 x 
41 = 11). 
The pooled joint responses (pooled counts), on the other hand, were simply the 
sum of counts for each bin across all individual responses.
4.2.3. Shuffled statistics
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In order to test for significant differences between the information rates of 
individual cells and cell pairs, we made use of the fact that the shuffled correction 
(Equation (4.3)) involved shuffling the responses across repetitions. To create a 
distribution for the information rates, we performed the shuffling 100 times, to create 
100 different information estimates. We then computed the 2.5th and the 97.5th 
percentile of this distribution and used these as an approximate measure of the 95% 
confidence interval on the information values. We could then establish whether two 
cells, or two pairs of cells, encoded significantly different information by checking 
whether the 95% confidence intervals overlapped. If they did, the difference was not 
considered significant. We used this shuffled measure to establish significant 
differences for all cell-by-cell and pair-by-pair comparisons in this study.
4.3. Results
We computed the mutual information between stimulus and neural response for 
single cells as well as cell pairs. Our database consisted of 104 cells, which included 
the 98 cells used in the previous chapter, as well as an additional 6 cells which were 
not included in the variability  analysis. Of these 104 cells, we excluded the same 28 
cells with very sparse responses (less than 50 inter-spike intervals smaller than 50 ms), 
as well as the 9 cells with strong phase locking to the refresh rate of the computer 
monitor found in Section 3.3.2. This second set of cells were of particular concern as 
they  could exhibit high information rates due to the low variability in the responses 
due to the phase locking to the monitor refresh. These cells were thus excluded to 
avoid biasing our analysis, and we were left with 67 cells.
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A large fraction of the cells in our database were recorded simultaneously with 
other cells, thus, we created pairs of these cells, divided into two categories; intra-
group pairs consisted of cells recorded on the same tetrode (with contacts separated by 
25 um), while inter-group pairs consisted of cells recorded on different tetrodes (with 
150 um separation between the centers of the tetrodes). Our database consisted of 48 
intra-group pairs, and 86 inter-group pairs, giving us 134 pairs in all. 
4.3.1. Information in words versus counts
A fundamental question in neuroscience is the nature of the neural code. One 
possibility is that the neural system employs a rate code, in which the critical 
information is encoded in the number of spikes in a time window, and the individual 
spike times do not carry information. An alternative is a time code, in which individual 
spike times encode information. 
We first approached these questions by considering how the information rate 
changed when responses were assumed to be encoded by individual spike times, 


















Figure 4.3: Simulation to illustrate the effect of  temporal reliability on information rates 
computed using words and counts. At zero jitter, all spikes are perfectly reliable across 
repetitions, and the information rate for words is significantly higher than for counts. As 
the amount of jitter increases, the two rates approach each, to become indistinguishable 
at about 7 ms jitter.
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compared to when the same responses were assumed to be encoded using the spike 
counts. The latter scheme is a subset of the former, meaning that in keeping track of 
individual spikes we are also implicitly keeping track of the number of spikes. As a 
result, the information rate encoded by spike counts is a lower bound on the 
information encoded by  the timing of spikes. However, the information rate computed 
from a time code need not exceed the information rate computed for a count code. To 
illustrate this, we created a very simple simulation. We selected a random repetition 
from one of our spike trains, and replicated this one repetition to create a synthetic 
spike train with perfect trial-to-trial reliability. We then applied varying amounts of 
jitter to this spike train by adding a zero mean Gaussian random variable with varying 
standard deviation independently to each spike. This had the effect of increasing the 
temporal, as well as spike count variability as the amount of jitter increased. In Figure 
4.3, we illustrate how the information rates for words and counts were affected by the 
increasing jitter. As the spikes became less reliable, both information rates decreased, 
but the decrease was steeper for the information rate based on spike times. For this 
particular example, the information rates became indistinguishable for 7 ms jitter. In 
other words, spike times ceased to convey more information than spike counts for this 
amount of jitter. Thus, we see that the difference between information encoded by 
spike times and spike counts depends on the temporal variability  of the spikes across 
repetitions. In other words, a temporal code can be equivalent to a count code when the 
spike time variability is high.
The information rates for all 67 cells are shown in Figure 4.4. These rates were 
computed using 1 ms bins which we concatenated to form 6 ms words. The light gray 
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bars represent the information rates obtained from binary words, while the black bars 
are the observed information rates obtained when we counted the number of non-zero 
bins in the words. 
We found that all 67 cells showed significantly  higher information rates using 
words compared to using counts (i.e. the 95% confidence intervals obtained from the 
shuffled estimator using words and those using counts did not overlap, see Methods). 
The median and quartiles for the information rates based on words for movie responses 
were 5.51, 3.60 and 8.42 bits/s, while for counts the corresponding numbers were 2.06, 
0.83 and 4.01 bits/s. The distribution across all 67 cells of information rates using 
words was significantly 
h i g h e r t h a n t h e 
d i s t r i b u t i o n o f 
information rates using 
counts (1-tailed, 2-sample 
KS-test, p<0.001). When 
we computed the increase 
in information rate in 
each cell when going from encoding using counts (c) to encoding using words (w) (i.e. 
(Iw – Ic)/Ic), the median value across the 67 cells was 135%. 
We show representative samples from the rasters of two cells in Figure 4.5. The 
plot in Figure 4.5A shows a cell with an information rate, computed using words, that 
coincided with the median of the distribution across all cells, while the plot in Figure 
4.5B shows the cell with the maximum information rate, also computed using words. 
Figure 4.4: Information 
rates for 67 cells responding 
to the movie stimuli. The 
grey bars correspond to 
information rates estimated 
using bin sizes of  1 ms, 
concatenated to form 6-bit 
words, while the black bars 
represent information rates 
estimated using the spike 























Note the different vertical scales on the two bar plots. Looking at the cell in Figure 
4.5A, we see that the responses were scattered over a 2-s window. Some regions had a 
consistently higher density  of spikes across repetitions than others, but the high 
variability of spike times across repetitions in this cell meant  that it  exhibited an 
information rate of 5.51 bits/s, which constituted the median information rate across 
the 67 cells. For the cell in Figure 4.5B, on the other hand, we see that the responses 
were concentrated in a relatively short time window, surrounded by regions of sparse 
activity. Within each epoch of high activity, we also see multiple bands of increased 
firing, separated by narrow regions of lower activity. This temporal patterning meant 
that the responses conveyed substantial information about which frames of the movie 
stimulus the cell responded to, which resulted in this cell having the maximum 
information rate of 16.7 bits/s. To put  this number into context, 17 bits/s, or 1.7 bits per 
100 ms, is enough to encode a movie consisting of 3 pixels playing at a frame rate of 
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100 ms. In contrast, the cell in Figure 4.5A would only be able to encode a movie 
consisting of 1 pixel playing at a frame rate of 100 ms. 
The fact that all the cells in our database exhibited significantly  higher 
information rates for words than for counts strongly  suggested that  the spike-time 
variability across repetitions for these cells was low enough for the spike times to carry 
information, which is also consistent with what we found for the cells in Chapter 3. 
Thus, downstream cells sensitive to time scales of about 1 ms (this comes from the fact 
Figure 4.5: Details of the responses of two cells.  Each row in the rasters represents the response 
to a single movie presentation, with a total of 100 presentations for both cells. The bar plot 
shows the information rates, using words and counts. The error bars represent the quartiles of 
100 re-computations of the shuffled correction in Equation (4.3). 
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that we used 1 ms bins) have access to significantly more information than 
downstream cells that are sensitive only to the number of spikes in 6 ms windows. 
4.3.2. Information in temporal patterns
Having established that more information is available when the sensitivity is on 
the order of the absolutely refractory  period of neurons, we wanted to know whether 
there was any benefit in looking at longer temporal windows. An insight into the 
importance of temporal patterns for the encoding of information can be gained by 
comparing the information rate of single bin words to that of words consisting of 
multiple bins (Reinagel and Reid, 2000; Kumbhani et al., 2007). If temporal patterns 
do not contribute to the overall information, we expect that these two information rates 
should be equivalent. However, if temporal patterns allow the spikes to encode more 
information, this should be reflected in an increase in information rate when 
considering words consisting of multiple bins. We call this effect “temporal synergy”. 
Specifically, the temporal synergy was found by  taking the normalized difference, Z, 
between the information rate estimated at a word length of 6 bits (I6) and the 
information rate obtained by only considering single bin words (I1):
Z = I6 − I1I6
(4.6)
This quantity  reveals how much information we lose by not taking the temporal 
pattern of spiking activity into account. A Z-value less than zero meant that the cell 
encoded more information per time when temporal patterns were not taken into 
account, i.e. responses in multiple time bins were redundant with responses in single 
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bins. A simple example to illustrate this idea would be a burst of spikes, in which the 
information contained in the subsequent spikes in a burst do not encode any additional 
information that is different  from the information in the first spike in the burst. Another 
way to think about this would be that if downstream cells only  sampled this cell’s 
response once every few milliseconds, it would not lose any information. 
Conversely, a positive Z-value meant that information was lost by not taking 
into account the temporal patterns of spike firing. In other words, in this case a single 
bin was synergistic with subsequent bins, so waiting for the entire response to 
complete would provide additional information that would not be available at any  time 
prior to the end. Alternatively, using the sampling analogy from above, we would need 
a sampler that both sampled every bin, and kept a record of previous bins for 
comparison, to get  all the available information. A Z-value of 0 meant that single bin 
words contained just as much information as multiple bin words, suggesting that there 
Figure 4.6: Comparison of information rates using 6-bit words as well as single bins. Red 
points represent cells in which the information rates using 6-bit words were higher, black 
points represent cells in which there were no significant differences, and blue points represent 
cells in which the single bin information rates were higher. Filled circles indicate cells for 
which the relative absolute difference between the two information rates exceeded 10%. A) 
Information rates for movie responses. B) Information rates for movie responses using counts 
instead of words to encode the information. The majority of the cells now had higher 
information rates for single bins.




























was no information lost  by not considering extended temporal windows, and sampling 
the response evenly across time would provide the most information.
For completeness, we also applied this temporal pattern analysis to information 
computed from spike counts, i.e. the number of spikes contained in 6 ms windows. 
We show the result  of the above analyses in Figure 4.6. We found that for 
47.8% (32/67) of the cells, I6 was significantly  higher than I1 (these cells are indicated 
in red in Figure 4.6A), 18 of these exhibited temporal synergy that exceeded 10% 
(indicated by filled red circles in Figure 4.6A). Meanwhile, for 43.3 % (29/67) of the 
cells, I1 was significantly higher than I6 (these cells are indicated in blue in Figure 
4.6A), of which 14 cells exhibited more than 10% redundancy  (indicated by filled blue 
circles in Figure 4.6A). For 52.2% (35/67) of the cells, the absolute normalized 
difference between information rates computed at 1 and 6 bins was less than 10%. 
Across all 67 cells, the distribution of Z-values had median and quartiles of 0.66%, 
-7.56% and 10.9%, indicating a tendency  towards temporally  synergistic firing 
patterns. 
It is possible that  the relatively modest temporal redundancy/synergy  values 
were a result of the fact  that using a bin size of 1 ms and a word length of 6 ms did not 
allow us to probe the full extent of the temporal synergy present in the firing patterns. 
To investigate this, we performed the same comparison at bin sizes of 5, 10, 15 and 20 
ms. As described earlier, the spike count in each bin was capped at 1 spike regardless 
of the actual number of spikes. Using the same 6-bit word length as before, this 
corresponded to response windows of 30, 60, 90, and 120 ms. As we increased the bin 
size, more cells exhibited redundant firing patterns of at least  10%, increasing to 34, 
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38, 36, and 38 cells respectively, while the number of cells with synergy of at least 
10% decreased to 16, 15, 11 and 12. The median Z-value for all cells were -10.0%, 
-12.4%, -14.5%, and -12.3% respectively. This suggests that even over larger time 
windows temporal synergy was not readily apparent, implying that any temporal 
patterns present tended to be short and transient. This may be so because downstream 
cells need to act  on the information quickly and do not  have time to wait for the 
temporal pattern to complete in order for the information to be available. However, the 
loss of spikes resulting from enforcing a maximum count of 1 in each bin is a 
significant confounding factor, so additional experiments with much larger numbers of 
repetitions, enabling analysis using longer words, will be required to address this 
question appropriately. Additional experiments were not carried out at the time of 
writing of this thesis, but will be carried out as part of an ongoing collaboration with 
Dr. Gray’s lab at Montana State University.
For completeness, Figure 4.6B shows the results of the above temporal pattern 
analysis applied to the information rates encoded by spike counts in 1-ms windows 
compared to 6-ms windows. The movie responses now exhibited highly redundant 
coding, with larger information rates in single bins than in longer windows. This would 
be expected in a sparse code, where few spikes were used to encode the information. 
Under such a coding scheme, increasing the window size would not significantly 
increase the spike count, but rather result in fewer distinct spike counts and a 
decreasing information capacity. Consistent  with this expectation, the movie responses 
exhibited significant temporal redundancy for all but 1 cell (Figure 4.6B). The median 
and quartiles of the Z-values were -134%, -221% and -82.1%.
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4.3.3. Information in labeled versus pooled paired responses
Our database consisted of 48 simultaneously recorded intra-group  (i.e. within a 
tetrode, see Methods) cell pairs and 86 inter-group (i.e. between tetrodes, see Methods) 
cell pairs. With this data, we were able to determine if downstream cells would be able 
to access additional information if they kept the spikes from different cells distinct (i.e. 
labeled line neural code), versus if they  simply summed the spikes from multiple cells 
(i.e. pooled neural code) (Reich et al., 2001c). To compute information rates using 
binary  words in paired responses, we again used 6 bins. However, these 6 bins were 
constructed differently for labeled line neural codes (i.e. labeled words) and for 
unlabeled or pooled neural codes (i.e. pooled words). For labeled words, in which the 
cell identity for each spike was retained, the 6-bit word was made up of one 3-bit word 
from each cell. For pooled words, in which the spikes were pooled across cells, a 3-bit 
word from each cell was combined using a logical OR operation. This allowed us to 
keep  the response window for both the labeled and pooled words at the same temporal 
length (e.g. 3 ms for 1 ms bins), but meant that we were comparing 6-bit labeled words 
with 3-bit pooled words. However, since we were comparing information rates, which 






Pooled Words to Labeled Words 34.8% 34.9% 34.8%
Pooled Counts to Labeled Counts 52.8% 54.2% 53.3%
Labeled Counts to Labeled Words 76.3% 85.5% 84.9%
Pooled Counts to Pooled Words 121% 99.1% 104%
Pooled Counts to Label Words 178% 163% 172%
Table 1. Increase in information rates for paired data. Our database included 48 intra-group 
and 86 inter-group pairs. The increase is computed as (I2-I1)/I1.
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were normalized by  the length of the word, we decided that the difference in the length 
of the paired words was acceptable in order to ensure that we were comparing the 
same response windows in the two codes.
Figure 4.7 shows the information rates for the paired data. Information rates for 
labeled words are shown in gray bars, while information rates for pooled words are 
shown in black bars. The information rates for labeled codes were significantly  greater 
than pooled codes (1-tailed, 2-sample KS-test, p<0.05), regardless of whether words or 
counts were being used, and whether the responses were from intra-group  or inter-
group pairs (see Figure 4.8). By taking the difference in information rates when using 
labeled words instead of pooled words for each cell pair, we found the median increase 
in information rate to be 34.8%, as shown in Table 1. The increases in information rate 
between other codes are also shown in Table 1. 
Our results are consistent with previous studies (Reich et al., 2001c; Kayser 
and König, 2004) and indicate that downstream cells can potentially  have access to a 
Figure 4.7: Information rates of paired responses. A) Information rates for pairs of  neurons 
recorded on the same tetrode, estimated using the same procedure as for single cells. 
Information rates encoded using labeled words are shown in gray, while information rates 
encoded using pooled words are shown in black.  B) Same as for A, but for pairs of  neurons 
































lot more information (34.8% for words and 53.4% for counts) if they  paid attention to 
the cell identify  for each spike rather than summing all the spikes together. Combined 
with the higher information rates when using words instead of counts, increases in 
information rates can reach as high as 172% (going from pooled counts to labeled 
words).
4.3.4. Intra-group versus inter-group
We did not find any significant differences between the distributions of 
information rates for intra- and inter-group pairs for any of the neural codes we tested 
(labeled and pooled words, labeled and pooled counts), indicating that the two groups 
were similar in their paired encoding capacities. In Figure 4.8, we highlight this 
observation by showing the distributions of information rates for intra- and inter-group 
Figure 4.8: Summary of paired information rates.  A) Distribution of information rates encoded 
using words. Using labeled words returned significantly higher information rates than using 
pooled words (1-tailed KS-test, p<0.05) in both intra- and inter-group pairs.  There were no 
significant differences between distributions of intra- and inter-group paired information 
rates, for labeled or pooled words (2-sample KS-test, p>0.3). B) Distributions of information 
rates encoded using counts. Using labeled counts returned significantly higher information 
rates than using pooled counts (1-tailed KS-test, p<0.05) in both intra- and inter-group pairs. 
Intra- and inter-group distributions were not significantly different for labeled and pooled 
counts (2-sample KS-test, p>0.25).
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pairs, for both labeled and pooled movie responses. This is consistent with the results 
of our previous study  (Yen et al., 2007), indicating that neighboring cells exhibit 
significant heterogeneity in their responses.
Figure 4.9 shows the responses of two inter-group cell pairs, along with their 
individual and joint information rates, computed using labeled words. The raster on the 
left in each row of Figure 4.9 shows the superimposed responses of both cells to the 
movie stimuli. As in Figure 4.5, each row in this raster corresponds to a single 
Figure 4.9: Examples of paired responses. The plots in A and B show superimposed spike 
rasters (left) and information rates (right) for two different cell pairs. Each row in the rasters 
corresponds to a single presentation of a 2 s movie segment. The bar plots show information 
rates for both cells in the pair on their own, as well as the jointly encoded information rate 
using labeled words. In both A and B, the label ‘Cell 1’ refers to the raster plotted in red, while 
‘Cell 2’ refers to the raster plotted in blue. 
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presentation of the movie segment and we have highlighted a 2 s response window. We 
see that, for the first pair (Figure 4.9A), the responses of each cell were scattered 
across the 2 s window. The responses of cell 2 in particular, plotted in blue, appeared 
to give little information about the stimulus. This was also reflected in the low 
information rate encoded by cell 2 about the movie stimulus. Comparing this to the 
raster for the second pair, we see that this pair has much higher reliability  across 
repetitions. As a result, both cells of this pair encoded more information about the 
movie stimulus than what was the case for the first pair. The joint information rate for 
this pair was also much higher than the pair in Figure 4.9A, reflecting the fact  that  both 
cells conveyed information about the stimulus.
 
4.3.5. Effect of temporal patterns on paired information rates
For single cells, we found that  the majority  of the cells exhibited temporal 
synergy values that were between -10% and 10% (Figure 4.6). We wanted to 
investigate whether we could find similar evidence of the influence of temporal 
patterns on joint  information encoding. Thus, we computed the difference between the 
information rates encoded in words consisting of 6 bins (with 3 bins from each cell) 
and the information rates in single bins. Using 1-ms bins, this meant that for I6, we 
were analyzing 3-ms response windows (3 × 1 ms) in each cell, while for I1, we were 
analyzing 1 ms response windows. 
As we did not find any differences in the responses of intra- and inter-group 
pairs (see Figure 4.10B), we grouped them together for this analysis. We found that 
44.8% (60/134) of the pairs exhibited significant temporal synergy  (indicated in red in 
Figure 4.10A). Of these, we found 6 pairs for which the normalized difference between 
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I6 and I1 was at least 10% (indicated by filled red circles in Figure 4.10A). In other 
words, for these 6 pairs, not keeping a record of spikes over the entire 3 ms response 
window would result in at least 10% of the available information being lost. 
Conversely, 46.3% (62/134) of the pairs exhibited significant redundancy (indicated in 
blue in Figure 4.10A). Among these, we found 22 pairs for which the information in 
the 3-ms response shared more than 10% of the information with individual 1-ms bins 
(indicated by filled blue circles in Figure 4.10A). The remaining 79.1% (106/134) of 
the cell pairs appeared to encode information uniformly over time. 
Similar results were found for pooled words, shown in Figure 4.10B, which 
summarizes the population results. We found that using pooled responses resulted in 
distributions that were significantly  more positive, i.e. more temporally synergistic, 
than what was the case for labeled responses (1-tailed 2-sample KS-test, p<0.001), 
with 14 pairs exhibiting temporal synergy that exceeded 10%, and 16 pairs exhibiting 
temporal redundancy that exceeded 10%. This meant that, when disregarding the 
Figure 4.10: Temporal synergy for paired responses. A) Comparison of  information rates using 
6-bin words and 1-bin labeled words for intra- and inter-group pairs. Color scheme is the same 
as in Figure 4.6. B) The distributions of the normalized Z-value for labeled and pooled words, 
for intra- and inter-group pairs. The distributions were not significantly different (2 sample, 
KS-test,  p >0.1) between intra- and inter-group pairs, but labeled words exhibited significantly 
lower Z-values than pooled words (1-tailed, 2-sample KS-test,  p<0.02). C) Comparison of 
information rates using labeled counts for all pairs.












































identity  of individual cells’ responses, temporal patterns encoded a larger part  of the 
information than when the identity was kept.
We also analyzed the joint responses using counts instead of words to encode 
information. The biggest difference was that now most of the pairs exhibited 
significantly higher information rates in single bins than in words, leading to temporal 
redundancy. This is illustrated for labeled counts in Figure 4.10C. Similar to what we 
found for single cells, the main cause for this change in the effect of temporal patterns 
was that using counts to encode information reduced the information capacity of the 
responses. Since we were looking at very short time windows, the timing of single 
spikes rather than the number of spikes played a key  role in encoding the information. 
By simply counting spikes, all timing information of the spike within a word was lost, 
and so for many of the words information simply got smeared over a larger temporal 
window compared to when single bins were considered. 
4.3.6. Population synergy
 Although it has long been thought that nearby  cells in primary visual cortex 
encode redundant information as a way  to overcome response variability, recent results 
have suggested that response redundancy may be lower than previously thought (Reich 
et al., 2001c; Kayser and König, 2004; Yen et al., 2007). To quantify how encoding 
stimuli among pairs of cells differed from encoding in individual cells, we computed 
the population synergy (Equation (4.5)) for both intra- and inter-group  pairs. As 
explained in Section 4.2.2, population synergy  measures the relative difference 
between the information encoded in a pair and the sum of the information encoded in 
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the individual cells. A positive value means that the joint responses encoded more 
information than the individual cells, which results in a synergistic population code. 
On the other hand, a negative value means that the individual members encoded more 
information on their own than as a pair, and the population code is redundant. A value 
close to zero indicates that  observing the activity  of more cells provided additional 
information, but no information would have been lost if the cells were not observed 
simultaneously.
We found that for both intra- and inter-group pairs, population synergy  values 
were close to zero, but increased, i.e. the populations became more synergistic, as the 
bin size was increased. At a bin size of 1 ms, the distributions of population synergy 
values were not significantly different between intra- and inter-group pairs (2-sample 
KS-test, p=0.25). The median and quartiles of the distribution of population synergy 
Figure 4.11: Population synergy for paired responses using words. The sum of information 
rates for the individual members of a pair are plotted on the x-axis, while the joint information 
rates are plotted on the y-axis. Blue circles represent redundant pairs, i.e. pairs in which the 
sum of  individual information rates was significantly larger than the joint information rate, 
red circles represent synergistic pairs, i.e. pairs in which the joint information rate was 
significantly larger than the sum of  individual information rates,  and black dots represent 
pairs in which there were no significant differences between the two. Filled circles indicate 
pairs in which the absolute relative difference between the joint information rates and the sum 
exceeded 10%. A) Comparison of  joint versus summed information rates for labeled words for 
all pairs. B) Comparison of joint versus summed information rates for pooled words for all 
pairs. C) The distributions of  population synergy for labeled and pooled words, and for intra- 
and inter-group pairs. The distributions of synergy values were not significantly different 
between intra- and inter-group pairs (2-sample KS-test, p>0.2), but labeled words exhibited 
significantly higher values than pooled words (1-tailed, 2-sample KS-test, p<0.01).
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values, pooled across both intra- and inter-group pairs, were 1.00%, -0.72%, and 
2.28%. The maximum population synergy  value was 13.6% while the maximum 
redundancy value was 30.1%. In Figure 4.11A, we illustrate the relationship between 
the joint- and individual information rates for all pairs using labeled words. Most of 
the pairs clustered near the diagonal, indicating that even though many of the pairs 
exhibited significant differences between the two information rates (72/134 or 53.7% 
synergistic, shown in red; 36/134 or 26.9% redundant, shown in blue) the differences 
were small. Four pairs exhibited population synergy exceeding 10% (filled red circle), 
while 5 pairs exhibited population redundancy exceeding 10% (filled blue circles). 
Figure 4.11B shows the population synergy  when pooling the responses across both 
cells. Now, all pairs were redundant (indicated by blue symbols in Figure 4.11B), with 
132 out of 134 pairs exhibiting more than 10% redundancy (indicated by  filled blue 
circles in Figure 4.11B). Figure 4.11C summarizes the population results. The main 
message is that distributions of population synergy values were not  significantly 
different between the two types of pairs, but that pooled responses exhibited 
significantly more population redundancy (i.e. negative synergy values) than the 
labeled responses. 
For completeness, we repeated the above analysis using spike counts to encode 
the information. Since this would reduce the information capacity  of the spike trains, 
thus potentially making paired spike trains more similar to each other, we expected 
most pairs to exhibit higher redundancy. As was the case for words, the distributions of 
synergy values for intra- and inter-group pairs were not significantly  different (2-
sample KS-test, p=0.48 for labeled counts, p=0.64 for pooled counts), and encoding 
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information in counts rather than words did indeed cause significantly more population 
redundancy (1-tailed, 2-sample KS-test, p<0.01).
To sum up, we found that  labeling the responses of individual cells meant that 
different information could be obtained from the responses of different cells, although 
observing these cells together added little gain in information over observing them 
separately. This indicated that the cells mostly encoded information about different 
parts of the stimulus. Pooling across cells, on the other hand, introduced redundancy in 
the joint encoding of information for some cell pairs. This finding agrees with previous 
studies (Victor, 2000; Nirenberg et al., 2001; Reich et al., 2001c; Kayser and König, 
2004; Puchalla et al., 2005), where the independence of both cortical and retinal cells 
was pointed out. In fact, our results mirror those of Reich et al. (2001c), in which the 
responses of neurons in the primary  visual cortex of anesthetized monkeys were 
recorded during the presentation of checkerboard patterns.
4.4. Discussion
When presenting natural movies to cells in the primary visual cortex of 
anesthetized cats, we found that single cells encoded as much as 16.7 bits/s in 6 ms 
windows. As a result, we also found information rates to be 135% higher when 
encoding using spike times (words) versus spike counts in single cell responses, and 
between 76.3% to 85.5% higher in paired responses. When looking at information 
rates in long windows versus multiple short windows to see if temporal patterns 
contained information, we found that the information rate was uniformly distributed 
over time in most of the single-unit recordings, as well as the paired recordings, when 
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using labeled words. However, when using labeled counts, we found the responses to 
be largely redundant in time. We also investigated information rates encoded using 
labeled lines versus pooling in paired responses, and found that information rates using 
labeled codes were approximately 34.8% to 53.3% higher than pooled codes. In 
addition, we found that the information rate encoded jointly in paired responses was 
equivalent to the sum of the information rates from the individual single cells when 
using labeled codes (i.e. the responses were independent), but were redundant when 
using pooled codes. Finally, we did not find any differences in any of the information 
rates encoded by pairs of nearby cells versus pairs of cells that were separated by 
larger distances. This suggests that  when presented with natural movies, response 
heterogeneity might be quite high even in nearby cortical cells.
4.4.1.Rate code versus temporal code
Our results add to the accumulating evidence that a rate code, where spike 
counts serve as the fundamental element of the code, falls short of the performance 
observed in most neural systems (Jacobs et al., 2009). We showed that cortical cells 
encode information in excess of what a rate code is capable of. Thus, any amount of 
temporal precision beyond a simple spike count allowed the cells to encode 
significantly more information about the stimulus. 
4.4.2.Temporal patterns
The concept of temporal synergy  was previously explored in Reinagel and Reid 
(2000) for a population of cat LGN cells, where the amount of temporal synergy 
ranged from -9.4% to +18.6%. We found more widespread results in cortical cells, 
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with temporal synergy ranging from -44 to 32% for single cells, and -23 to 13% in 
pairs. However, more than 52% of the single cells, and more than 79% of the cell pairs 
appeared to encode information uniformly in time, i.e. temporal synergy was close to 
zero. Modest effects of temporal synergy was also found by Kumbhani et al. (2007). 
Thus, each spike contributed mostly independent information, which would be 
consistent with a paradigm in which the cells needed to respond quickly to rapidly 
changing stimuli. While more information could be packed into the same window if 
temporal synergy was present, this would mean that the system would have to spread 
the information across spikes. Thus, if maximizing information was the ultimate goal 
for downstream cells, the fact that the most of the information was present in very 
short windows meant that integration time of these cells could be reduced. Instead, we 
found that cortical cells, when presented with movie stimuli, tended to pack as much 
independent information as possible into a single spike. This suggests that cortical 
cells are much more sensitive to the temporal structure of the presented stimulus, as 
the amount of information about the stimulus that could be encoded diminished as the 
temporal precision decreased. The increase in temporal independence in going from 
LGN to cortex (Kumbhani et al. 2007) is perhaps not surprising when taking into 
account that one of the major roles of LGN is to act as a relay  station to cortex. It is 
possible that in order to reduce the number of thalamo-cortical connections between 
LGN and cortex, LGN cells encode substantial information across time (Reinagel and 
Reid, 2002). Cortical cells, on the other hand, might be more interested in processing 
the information as quickly as possible and are less constrained by available cortical-
cortical connections. A recent study (Nawrot et al., 2009) uncovered highly  reliable 
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and precise responses in neo-cortical cell populations, which is consistent with our 
finding of temporal independence in spikes elicited by natural stimuli. 
Our use of relatively short 6 bit words, combined with the small bin sizes (1 
ms), meant that we were only  able to test temporal patterns that were 6 ms long for 
single cell responses, and 3 ms long for paired responses. Although these windows 
were very  short, it should be noted that the ISI analysis described in Chapter 3 revealed 
that the peak of the ISI was below 2 ms in the majority of the cells, and below 4 ms in 
almost all the cells. This suggests that our analysis included multiple spikes even in 
such short windows. We did attempt to expand our analysis to longer windows by 
increasing the bin size, and found increased temporal redundancy. Thus, it is possible 
that we might have underestimated the temporal redundancy  given our limited 
response windows. However, when increasing the bin size, we were also collapsing 
spikes that would otherwise be kept distinct. Thus, it is difficult  to estimate the true 
effect of temporal synergy without analyzing the full complexity  of the response space. 
It should also be pointed out  that even if words contained only  a single spike, we could 
have a situation in which “seeing” that spike in the context of a 6 ms word added 
information that could not be gained by  looking at that spike in isolation. An example 
is a latency code, where the first occurrence of a spike after stimulus onset carries 
much of the information (Reich et al., 2001b; Gollisch and Meister, 2008). 
4.4.3.Joint information rates
For the paired analysis, we did not find any significant differences in the 
amount of information encoded about movie stimuli between cells that were close 
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together and cells that were further apart. The distributions of intra- and inter-group 
pairs were indistinguishable, both for labeled line and pooled encoding. The fact that 
distance did not seem to influence the joint encoding capabilities of cells supports the 
idea that the cortical network is more heterogeneous than previously thought. Rather 
than nearby cells being sensitive to the same stimulus properties, and thus exhibiting 
higher encoding redundancy than cells that are further apart, our results suggest that all 
cells, regardless of separation contribute independently to the encoded information. 
However, as the maximum separation between our cells was only  on the order of 150 
µm, it is possible that larger distances between cells might yield different results (see 
for instance Ohiorhenuan et al., 2010).
4.4.4.Labeled versus pooled responses
We also found that pairs of cells encoded significantly  higher information when 
the individual responses were labeled rather than pooled. This was true whether we 
used words or counts to encode the responses. To encode the maximum information 
about movie responses, it was advantageous to keep the identity  of the cells 
contributing to the joint encoding.  Additional support for this idea was the finding that 
individual cells tended to encode the same information separately as they did together, 
which is consistent with having a population of independently functioning members. 
This was also consistent with a previous study on the same data (Yen et al., 2007) 
showing that different cells rarely responded to the same frames of a movie, and as 
such were exhibiting largely  independent activity. This independence changed to 
redundancy when counts instead of words were used to encode the responses. The 
most direct reason for this is that counts have a much lower capacity  for information 
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than words, which means that it was more likely for two cells to encode the same 
information than what was the case for words.
Recently, experimental (Ecker et al., 2010) and theoretical studies (Renart et 
al., 2010) of cortical microcircuits have found that cortical cells with substantial 
amount of shared input exhibit very  low spike time correlations. Our finding that 
labeled joint responses encoded an equivalent amount of information whether observed 
together or separately  supports the conclusions of these studies. Thus, our results add 
to a growing amount of evidence that cortical cells receiving input from complex 
stimuli exhibit sparse, de-correlated coding, hinting that these neurons could be 
encoding independent information about the external world.
4.4.5.Effect of sampling bias
A major challenge we faced in estimating the information rates was to make 
sure there were enough repetitions per response to accurately estimate the information 
rate. Through simulations, we found that 100 repetitions were sufficient to accurately 
estimate the information in 6-bit  words with negligible error (see Figure 4.2). 
Increasing the number of bits beyond this number introduced more bias than the 
present bias-correction methods were able to correct. This meant that the only way to 
increase the temporal extent of the analysis window was to increase the bin size. The 
disadvantage of this approach is that as longer temporal windows are analyzed, the 
precision must necessarily decrease, as an increasing number of spikes are collected in 
the same bin. This was a possible confound to our analysis, since there could be 
situations in which maximum information rates could be obtained for larger bin sizes, 
if we allowed the nature of the code to expand beyond binary. Since we explicitly 
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enforced a binary code, it is possible that we were thus unable to identify such 
information maxima. However, the fact that the number of spikes in each bin was 
relatively low, even as bin sizes increased to 20 ms, indicated that such alternative 
information maxima were rare. Ideally, we would want to have at our disposal 
techniques that allow us to go beyond binary code, such that the full response 
dynamics can be explored. 
4.4.6.Alternative approaches to information estimation
It should be noted that the techniques employed to estimate the mutual 
information in our study represent the “state-of-the-art” in bias correction methods. We 
did some initial testing using the linear extrapolation method for finding the true 
information rate (Strong et al., 1998), but as this method relies on identifying a linear 
section in the graph for entropy rate versus inverse window size, we were unable to 
obtain good information estimates for a large proportion of the neurons in our 
database. This could be due to the sparse firing of cortical cells to natural stimuli, as 
well as the limited number of stimulus repetitions in our experiment. Despite this 
shortcoming, a number of studies successfully employed the linear extrapolation 
method to estimate the information in neural spike trains (Strong et al., 1998; Reinagel 
and Reid, 2000; Nirenberg et al., 2001; Nemenman et al., 2008). One obvious 
advantage of this method is that, since it relies on standard fitting algorithms to obtain 
the bias correction estimates, confidence intervals can be easily obtained without too 
much computational cost. 
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The most critical step of the bias correction procedure employed here is the 
cancellation of bias by introducing the independent and the shuffled conditional 
entropy  (see Equation. (4.3)). It exploits the fact that the shuffled conditional entropy, 
having been estimated from the same data as the true conditional entropy, suffers from 
the same bias. Its value, in the limit of infinite samples, is equal to the independent 
conditional entropy, which itself has a small bias as it was estimated using more data. 
The fact that this estimator can be used on top  of most other bias correction schemes to 
further minimize the estimation error makes it highly applicable to any problem 
involving the estimation of mutual information. Since we did not employ the linear 
extrapolation method in this study, we were unable to verify whether the shuffle 
correction indeed could facilitate this scheme as well. We are currently looking at 
including such an analysis in future work. An interesting alternative approach to 
estimating the mutual information in neural spike trains was discussed in Shlens et al. 
(2007). This approach makes use of context tree weighting to build an optimal model 
of spiking history preceding each bin of the neural responses. From this model, both 
the full response entropy and the conditional entropy can be estimated. The authors 
used this approach to estimate the mutual information in responses of the guinea pig 
retina to full field binary motion flicker. Since we did not test this method on our data, 
it is unclear how it would perform compared to the shuffled PT-correction (Equations 
(4.3) and (4.4)). However, from the performance of their estimator on both real and 
simulated data, it is doubtful whether it would improve upon the technique we 
employed in this study.
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We should also mention the binless strategy  for estimating information (Victor, 
2002). As the name implies, here spike trains are not binned, but rather analyzed as 
continuous variables, which are embedded in a Euclidian space. The entropies are then 
estimated based on the nearest-neighbor distance between spike trains represented as 
vectors in this Euclidian space. It was shown by Victor (2002) that the binless 
estimation procedure outperformed other bias-corrected estimators, including the 
Panzeri-Treves estimator (Equation (4.4)) used in this study. Again, we did not test this 
approach on our data, but it represents an interesting direction for future research.
4.4.7.Choosing stimulus parametrization
When it comes to parameterizing the movie stimuli, we used the standard 
approach of conditioning the responses on temporal windows in the responses 
themselves, rather than on features in the movie (Nirenberg et al., 2001). A limitation 
of this approach is that it does not take into account the rich statistics of natural stimuli 
(Kayser et al., 2004). Some studies have investigated the effect of using non-flat 
stimulus priors (Jacobs et al., 2009) and found little effect on decoding performance. 
However, the question of how stimulus priors affect  information encoding is still not 
settled.  Recent work by Sharpee et al. (2004) has advanced solutions that could 
provide information about  how natural stimuli are encoded by the visual system. The 
basic idea, which was also discussed in Dimitrov et al. (2003), is that neurons are 
expected to be sensitive to a small subset of the presented stimulus. Thus, if this subset 
were known, the problem of how to parameterize the stimulus would be essentially 
solved. The challenge lies in how to discover what stimulus features make up a given 
neuron’s preferred feature set. Dimitrov et al. (2003) and Sharpee et al. (2004) present 
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different approaches to this challenge, based on rate distortion and maximally 
informative direction, respectively. Recently, Sharpee et al. (2006) showed that 
receptive fields estimated from natural movie stimuli by maximizing the information 
carried by the neural responses about the stimulus, adapt to the presented stimulus in 
such a way as to encode as much information about the stimulus as possible. In 
general, these methods try to discover the “codebook”, i.e. the conditional probability 
linking response and stimulus. Dimitrov et al. (2003) pointed out that assuming a 
Gaussian relationship between input and response provides an upper bound on the 
information distortion. Thus, the channel mapping input to neural responses can be 
parameterized, which greatly simplifies the information estimation. 
4.5.Conclusions
In summary, we found that visual cortical cells
 
• encoded more information in spike times than in spike counts
• encoded information independently in time
In addition, we found that pairs of cortical cells
• encoded more information if cell identity was kept than if it was 
discarded
• encoded about the same information jointly as they did separately, 
indicating independent activity among the cells
• like single cells, encoded information independently in time
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5. Spike sorting of polytrode data
5.1. Introduction
The introduction of high-density  electrode arrays has facilitated the 
simultaneous recording of neuronal populations from local volumes of tissue 
(Csicsvari et al., 2003, Blanche et al., 2005). The increased spatial resolution of 
these arrays, compared to single micro-electrodes, results in better unit isolation, 
and the increased number of recording sites, compared to tetrodes (Gray et al., 
1995) means that units with a greater spatial separation can be recorded 
simultaneously (Blanche et al., 2005).
The solution to characterizing large-scale extracellular neurophysiological 
recordings depends critically on an initial analysis step known as spike sorting 
(Lewikci, 1998).  Electrical signals recorded on each channel represent a mixture 
of multiple neural and non-neural signal sources (Gold et al., 2006). The reliable 
identification of spike waveforms from a particular neuron is a complex problem 
with two main components. Signals originating from neurons close to the recording 
sites must first be extracted from the background electrical noise, which is an 
inherent characteristic of neuro-electrophysiological recording systems. 
Subsequently, signals consisting of multiple neurons spiking at short temporal 
intervals must be recognized as compound signals and partitioned into their 
respective single unit components. The former problem is often addressed using a 
simple thresholding algorithm, whereby  activity  exceeding a certain threshold is 
labeled as (multi)unit activity, while everything below the threshold is labeled as 
noise. The latter problem, however, has no simple solution, and a variety of 
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approaches have been proposed. (see Chapter 2 for a review). 
We have developed an algorithm that makes use of the geometry  of the 
polytrode in order to identify  signal distributions across the recording array, which 
we refer to as channel profiles, that are consistent with that of single units. Putative 
single unit templates were formed based on these profiles using a subset of the data 
and a template matching procedure was performed on the residual waveforms. We 
used this algorithm to sort spikes recorded from the striate cortex of an anesthetized 
cat presented with a variety of different visual stimuli.
5.2. Methods
5.2.1. Surgery
An experiment was performed on an anesthetized and paralyzed male cat (3.5 
kg). The surgical methods and experimental procedures were the same as those of 
the previous chapters. The protocol used in the experiments was approved by the 
Institutional Animal Care and Use Committee at Montana State University  and 
conformed to the guidelines recommended in Preparation and Maintenance of 
Higher Mammals During Neuroscience Experiments, NIH publication No. 91-3207 
(National Institutes of Health, Bethesda, MD, 1991).
5.2.2. Electrophysiology
Neuronal recordings were performed using polytrodes purchased from 
NeuroNexus Technologies (Polytrode 2A). A schematic of the polytrode is shown 
in Figure 5.1. The polytrodes were single shank, planar electrode arrays consisting 
of 54 contacts staggered in two columns. The vertical inter-channel spacing was 65 
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µm and the horizontal inter-
channel spacing was 56 µm 
(Blanche et al., 2005). 
Broadband signals (0.1-10 
kHz) were amplified 5000 
times, digitized with 14-bits 
resolution at a sampling rate 
of 30 kHz per channel and 
stored for off-line analysis. 
We p e r f o r m e d s e v e r a l 
penetrations, normal to the 
surface of the striate cortex, 
with each penetration labeled 
as a specific recording site. 
The fluorescent dye 3,3’-dioctadecyloxacarbocyanine perchlorate (DiO, Molecular 
Probes, Eugene, OR) (DiCarlo et al., 1996) was applied to the back of the 
polytrode and standard histology techniques were used to reconstruct the 
orientation and laminar position of the polytrode within the cortex. For each site, 
we presented a number of different visual stimuli, including movies of natural 
scenes (identical to those described in Chapter 3) drifting sine wave gratings and 
sparse noise stimuli. The extracted data from all experimental sessions at a site 
were concatenated, so that the identity of the individual cells could be kept 
consistent and tracked across multiple stimulus sessions.
Figure 5.1: Schematic of the 54-channel laminar probe 




To understand how action potentials from single neurons appeared on the 
polytrode, we created simulations based on the geometry of the polytrode. We 
simulated a spiking neuron as a point source with an action potential modeled as 
(1-eat)e-bt, where t is time and a and b are constants with a<b. We also assumed that 
the signal decayed as 1/r, with r being the distance between the cell and a given 
channel. From our simulations, we confirmed that signals from single neurons 
contained two common characteristics: 1) the signal decayed away from the main 
channel, and 2) the signal amplitudes on sequential channels alternated if the cell 
was closer to one of the columns of channels on the polytrode. Figure 5.2 illustrates 
the simulated signals. In Figure 5.2A, we simulated a single neuron close to 
channel 9. The amplitudes of the odd channels 5, 7, 11, 13, etc (shown in blue) 
were larger than the amplitudes of the even channels 6, 8, 10, 12, etc (shown in 
red). We refer to this difference in amplitude as “alternating decay”, and it helped 
to identify signals from single neurons.
In Figure 5.2B, we tested the case where two cells were well separated on 
different parts of the polytrode. The channel profile in this case contained two distinct 
modes, centered around each of the two channels closest  to the cell, i.e. channels 5 and 
25, and it  was relatively easy  to identify it as being due to the presence of multiple 
cells. However, if the cells were located closer together, the signal became more 
similar to that of a single cell. This situation is depicted in Figure 5.2C. Looking at the 
amplitudes of channels separated from the main channel (channel 5) by an even 
number of channels (e.g. channels 1, 3, 7, 9, etc.), the signal was compatible with that 
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from a single cell, such as the one shown in Figure 5.2A. However, if we examined the 
amplitudes of the channels separated from the main channel by  an odd number of 
Figure 5.2: Simulations of channel profiles.  The two columns of channels are represented 
in different colors for clarity. A) An example of the channel profile produced by a single 
cell. The signal is strongest on the channel closest to the cell and exhibits an alternating 
decay as it propagates to more distant channels. Shown here is the signal across 21 
channels. B) An example of  an easily identifiable multi-unit channel profile.  C) An example 


















































































channels (e.g. channels 4, 6, 8, 10, etc.), we see that these amplitudes did not  follow 
the required decay; the amplitude on channel 6 was lower than on channel 8, which 
would be inconsistent with a single-unit decay. Thus, the channel profile in Figure 
5.2C was labeled as originating from the combined activity of multi cells. 
5.2.3.2. Waveform extraction
Armed with the knowledge from our simulations, we proceeded to analyze the 
signals from our recordings. Spike waveforms were extracted from the broadband 
signal on each channel of the polytrode using a multi-step procedure. First, the 
broadband signal was filtered using a high-pass filter with a low frequency cut-off 
of 500 Hz and a high frequency cut-off of 10 kHz. This was achieved using a 
fourth order Butterworth filter (Matlab function “butter”) in conjunction with a 
non-causal zero-phase forward and reverse filter (Matlab function “filtfilt”) to 
remove the dominant lower frequencies of the broadband signal, and to reduce the 
potential for spike shape distortions (Quian, 2008). Figure 5.3 illustrates a short 
segment of the high-pass filtered data on 15 of the 54 channels on the polytrode. 
 Next, the standard deviation of the background signal (i.e. the signal in the 
absence of spikes) was estimated by first removing all data points from the high-
pass signal that exceeded its mean ± 4 standard deviations, and then re-computing 
the standard deviation. Local minima in the high-pass signal (i.e. negative peaks in 
the spike waveforms) were identified if they exceeded 4 standard deviations of the 
background signal.
Spike waveforms were extracted by storing 32 data points (11 points prior to 
and including the minimum, and 21 points following the minimum) on each of the 
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54 channels. 
The local minimum was labeled as the trigger point of the waveform. An 
additional constraint was included to prevent local minima from being within 3 
data points of each other in order to eliminate repeated extractions of the same 
waveform that  might result in the presence of high frequency noise. An example of 
an extracted waveform is shown in Figure 5.4. 
5.2.3.3. Channel complex identification
After the extraction of 32-point waveforms across all 54 channels, a channel 
was labeled as 'active' if it contained a local minimum within ±3 points (i.e. within 
Figure 5.3: An example of the high-pass signal for a subset of the recording channels. Each 
channel is represented by a different color. The sampling frequency was 30 kHz and the 




















0.1 ms) from the trigger point of the waveform that exceeded the extraction 
threshold. Our assumption here was that those channels with local minima within 3 
points of the trigger point were picking up the same action potential, while local 
minima outside that range were likely to come from different action potentials. 
However, since the polytrode spans a large extent of the tissue, it is quite 
possible for action potentials from neurons in different cortical layers to occur 
within 0.1 ms of each other (see Figure 5.2). To avoid grouping these active 
channels together, we divided them into contiguous groups, which we labeled as 
channel complexes. However, as the channels were staggered in two columns, 
consecutive channels could be at different distances from a neuron as shown in our 
simulations in Figure 5.2. As a result, two channels were allowed to be separated 
by one inactive channel, presumably  as a result of the cell being far away from one 
channel column (see Figure 5.2A), and still be considered part  of a complex. In 
such a case, we would prefix the missing channel by a ‘-’.  The channel with the 
largest negative voltage within ±3 points from the trigger point across all channels 
Complex 1
Complex 2
80 2 4 6 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52
Figure 5.4: An example of a waveform containing two channel complexes.  The profiles are 
(8,-9,10) and (23,24,25,26,27,28,29,-30,31) for complex  1 and 2 respectively. See text for the 
explanation of  the naming scheme. The horizontal bars indicate the extraction threshold 
for each channel. Only channels exceeding this threshold were labeled active.
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in a complex was labeled the main channel of the complex, and indicated by an 
underscore. In Figure 5.4, two channel complexes are illustrated: (8,-9,10) and 
(23,24,25,26,27,28,29,-30,31). It was possible for many channel complexes to have 
the same main channel but different numbers of active channels.
As can be seen from Figure 5.4, there was no signal on channel 40. This 
occasionally happened due to an open circuit or a high impedance connection. To 
prevent inactive channels from artificially breaking up channel complexes, we 
enforced the rule that all such channels should be automatically included in any 
adjacent complexes. In other words, if we identified a complex (37,38,39), this was 
expanded to include channel 40 as well. However, missing channels never took on 
the role of the main channel in any channel complex.
5.2.3.4. Channel complex classification
Once all the channel complexes were identified, we separated channel 
complexes that were likely to have been generated by a single cell from channel 
complexes that  were likely  to have been generated by multiple cells using the 
results of our simulations. This meant that single-unit  channel complexes exhibited 
channel profiles where the even and odd channels decayed monotonically from the 
main channel. We checked this by first locating the maximum negative amplitude 
within ±3 points from the trigger point of each channel within the channel profile. 
We then went on to separate the channel profile into even and odd channels, 
defining even channels as those with channel numbers separated from the main 
channel by a multiple of 2, while odd channels were channels separated from the 
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main channel by an odd number. Referring to the second complex in Figure 5.4, the 
even channels were 23,25,27,29,31 and the odd channels were 24,26,28,30. We 
verified that for both the even and odd channels, moving from the main channel 
towards either periphery resulted in each channel amplitude being smaller than or 
equal to the previous. Again, referring to complex 2 in Figure 5.4, this meant that 
the amplitudes a of the even channels had to fulfill a23≤a25≤a27≥a29≥a31, while the 
odd channel amplitudes had to fulfill a24≤a26, a28≥a30. Since, in this example, 
a24>a26, the complex was not compatible with a single-unit complex and it was 
instead labeled as a multi-unit complex. Multi-unit complexes were thus those 
complexes that did not fulfill monotonic decay requirement.
5.2.3.5. Impedance scaling
We observed that some channels on the polytrode tended to have amplitudes 
significantly different  from the other channels. One likely  reason for this could be 
differences in impedance. We tested the impedance for each contact in artificial 
cerebrospinal fluid prior to implantation and found impedance values ranging from 
0.9 MOhms to 1.5 MOhms, with an average around 1.0 MOhms. Nevertheless, the 
original impedance value could have changed after implantation, due to Di0 dye 
coverage, infiltration of surface blood between the polytrode surface and the 
cortex, or damage to the individual contacts.
The low amplitude channels could lead to single-unit complexes being labeled 
as multi-unit complexes due to violations of the alternating decay  rule that  we 
described above. This can be seen in Figure 5.2A, where if channel 11 had a lower 
impedance causing it to drop  to the amplitude level of channel 10, the single-unit 
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complex (5,6,7,8,9,10,11,12,13) would no longer have the required decay, and 
would instead be labeled a multi-unit complex. To identify  channels with 
impedance problem, we compared the standard deviation of each channel to the 
distribution of standard deviations across all the other channels. If the standard 
deviation of a channel fell below the 5th percentile of the distribution, we deemed it 
to have an impedance problem. For the channels found to exhibit an impedance 
problem, we scaled the signal so that the extraction threshold, i.e. the standard 
deviation, matched the mean extraction threshold of the other channels.
Figure 5.5 shows this phenomenon for a real channel complex. In this 
example, channel 9 had lower impedance than the rest of the channels, such that its 
amplitude was suppressed below that of channel 11. Thus, the complex 
(7,8,9,10,11) did not have a profile compatible with a single unit. In Figure 5.5 b, 
Figure 5.5: Illustration of artificially low impedance on channel 9 (highlighted in red). A) 
Without scaling,  channels 9 and 11 do not follow the expected decay, and since they are 
both above the extraction threshold, this complex  will be labeled as multi-unit. B) With 
scaling, channels 9 and 11 have the proper decay, and the channel complex  is recognized as 
a single-unit complex, with the channel profile (7,8,9,10,11).
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we show the same complex with channel 9 scaled to match the other channels. This 
scaling resulted in a decay pattern consistent with that  of a single unit, and the 
complex was thus labeled as such.
5.2.3.6. Summary of channel complex identification- and classification 
algorithm
In summary, the algorithm identifying channel complexes in a waveform 
consisted of the following steps:
1) We first established if any channels had amplitudes that differed 
significantly from the expected distribution and scaled those that did.
2) We computed the local minimum on each channel and kept an index of 
those channels for which the minimum exceeded the extraction threshold, 
and was located within ±3 points from the trigger point. 
3) A contiguous set of these channels then formed a channel complex. As the 
spike amplitude alternated if the cell was located closer to one of the 
columns of channels on the polytrode, a range of odd channels or a range of 
even channels was also considered a channel complex.
4) For each of the channel complexes, we identified the main channel as the 
one having the largest negative voltage.
5) The amplitudes of the minimum points of each channel in a complex were 
then checked for the required decay; even and odd channels, defined as 
channels separated from the main channel by an even or odd number of 
channels respectively, were checked separately. If both even and odd 
channels decayed away from the main channel, the channel complex was 
labeled as a single-unit complex, if not we labeled it as a multi-unit 
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complex.
The above algorithm was applied to all the extracted waveforms, and identical 
single- and multi-unit complexes, i.e. complexes with the same channel profiles, 
were grouped together to form channel complex clusters.
5.2.3.7. Channel complex merging
As the spike amplitudes decayed with distance from the main channel, it 
became increasingly likely that noise or the presence of overlapping waveforms 
could cause the spike amplitudes to drop below the extraction threshold and result 
in a different channel profile. This could have the effect of splitting the channel 
complexes from one single unit into multiple complex clusters. To prevent this 
over-splitting of channel complexes we used a hierarchical clustering algorithm to 
merge complex clusters that had similar channel profiles. Only clusters with the 
same main channel were considered for merging. The merging consisted of two 
steps. In the first step, complexes were selected as candidates for merging based on 
the distance between their channel profiles. This distance was assigned using a 
multi-step  process. First, the mean waveform was computed for all channels 
present in either of the two complex clusters. For instance, if complex clusters 
(5,6,7,8,9) and (6,7,8,9) were being considered, we would compute the mean 
waveform for channels 5 to 9 for both clusters. The largest negative amplitude on 
each channel was then identified. For each channel, we then computed the absolute 
difference in the amplitudes of the two complex clusters and divided this difference 
by the extraction threshold for that channel. Channels in which the amplitude ratio 
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was greater than 1 contributed one unit towards the distance between the two 
clusters. This effectively  prevented clusters with large differences in channel 
amplitudes from being merged. It also ensured that those clusters that were selected 
as candidates for merging were those for which the difference in amplitude could 
be attributed to noise interference or activity  related waveform variability  (Fee et 
al., 1996). Clusters were selected for merging if their distances were smaller or 
equal to 2, i.e. if at most two channels had voltage differences exceeding the 
extraction threshold. 
A second hierarchical clustering was used on each set of clusters that were 
selected for merging, this time using the correlation coefficient of their mean 
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waveforms across the active channels as the distance measure. This second step  
was added so that only  clusters with a similar waveform shape were merged. 
Clusters with similar channel profiles, and correlation coefficients exceeding 0.7, 
were marked as candidates for merging. If two template complexes had similar 
profiles, but did not have a sufficiently  high correlation coefficient, they  were not 
merged, but kept as separate templates. Marked clusters were merged if their 
resulting inter-spike interval histogram did not contain intervals less than 1 ms (i.e. 
the typical absolute refractory  period of neurons). Marked clusters that violated the 
Figure 5.6: Illustration of the hierarchical clustering algorithms. A) The means of four 
single unit complexes found to be candidates for merging. All four had channel 24 as the 
main channel. The channel profile distance between all of these clusters were less than 2. 
B) A dendrogram showing the hierarchical clustering using correlation coefficient as the 
distance measure.  The labels on the x-axis indicate which of  the single unit complexes in A) 
that were merged. For a distance threshold of 0.3, two template clusters were created by 
merging single unit complex 1 and 2, and 3 and 4 in a. C) The cross-correlation between 
the two resulting template clusters. D) The means of the template clusters.  No deficit count 
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ISI criterion were placed into a temporary multi-unit cluster for later processing. 
Thus, the resulting template clusters did not contain inter-spike intervals less than 1 
ms. Figure 5.6 shows as an example of the complex cluster merging. Figure 5.6A 
shows the mean waveform of four complex clusters, plotted for the union of their 
active channels. The distance between the channel profiles of all four template 
clusters was less than 2, and they were all considered similar. Figure 5.6B shows 
the dendrogram of the hierarchical clustering based on the correlation coefficient 
between the cluster means. A correlation coefficient of 0.7 corresponded to a 
cluster distance of 0.3, and as can be seen from the dendrogram, cutting the tree at 
this level resulted in 2 clusters. Figure 5.6C shows the cross-correlation histogram 
between the two resulting clusters. This histogram was quite flat, supporting the 
conclusion that the two clusters represented different cells. If this had not been the 
case, i.e. if the two clusters in reality represented signals from a single cell, the 
cross-correlation histogram should contain a dip at 0, corresponding to the 
refractory period of the cell. Figure 5.6D shows the cluster means, where channels 
23 and 24 exhibit substantial amplitude differences.
 
A final test was performed on the resulting clusters after merging. For each 
merged cluster, we calculated the signal-to-noise ratio, defined as the ratio between 
the maximum negative amplitude of the cluster mean and the extraction threshold. 
We used this SNR measure as a variable quantifying the quality  of the resulting 
single-unit assignments. As an example, the waveform in Figure 5.4 had two 
channel complexes in which the amplitude of the main channel exceeded 1.5 times 
the extraction threshold. Complexes fulfilling this constraint were well isolated 
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from the noise and the waveforms included in the complex were highly similar. 
Once an SNR criterion was imposed, the resulting template clusters served as the 
final cells in our spike sorting, and subsequent steps only consisted of assigning 
additional waveforms to these cells. 
5.2.3.8.Template matching
Once the template clusters were established, we searched among the multi-
unit channel complexes to identify those that could be accounted for by the average 
waveform of a template cluster on its own, or an overlap of the average waveforms 
of two template clusters. The multi-unit channel complexes were only compared to 
templates whose main channel was part  of the multi-unit  channel complex, e.g. two 
templates with channel profiles (5,6,7) and (6,7,8) would both be considered as 
possible matches to a multi-unit complex with channel profile (5,6,7,8,9), but not 
templates with channel profiles (9,10,11). To assess the fit to a multi-unit complex, 
the mean waveforms of the candidate templates were superimposed, and the 
correlation coefficient was computed between each multi-unit complex and each 
pair-wise overlap, as well as between each multi-unit complex and each template 
on its own. The correlation coefficient was computed only on the active channels in 
the multi-unit  complex profile. In addition, we used a reduced representation of the 
waveforms, which consisted of only the minimum point of each active channel 
within the 3 points from the trigger point of the waveform. This was to reduce the 
effect of noise when computing the correlation coefficient  on entire waveforms. We 
set the minimum correlation required for a multi-unit complex waveform to be 
matched to either a template complex on its own, or a pair-wise combination of 
146
templates, at 0.8.
Before a waveform was added to a matching template combination, the ISIs 
between the waveform to be added and all the waveforms already assigned to the 
two template channel complexes were again computed. The waveform was only 
added if no ISI-violations were created. The waveforms found to cause ISI 
violations were put in a multi-unit cluster and excluded from further analysis. The 
spike times of all the waveforms in each of the template clusters, with all the multi-
unit channel complexes merged in, were then used to create the final spike trains of 
the sorted cells.
5.3. Results
We tested our algorithm on data recorded from 7 individual sites within both 
hemispheres of the striate cortex from a single adult male cat. The total number of 
extracted waveforms was 18,557,503 with an average of about 3 million 
waveforms per site. From these we extracted a total of 5,541 different single-unit 
channel complexes and 111,644 different  multi-unit complexes, with 16,914,265 
waveforms assigned to single-unit  complexes and 4,630,609 assigned to multi-unit 
complexes. With an initial SNR requirement of 1.5, we managed to assign an 
average of 60% of the waveforms to at least one template cluster and 30% to at 
least two template clusters. Because of the generally low SNR of site 1, we could 
not isolate any  single units with SNR≥1.5 for this site. For the other 6 sites we 
found 93, 89, 28, 96, 59, and 49 cells respectively  (average of 59 cells per site). 
Relaxing the SNR requirement, so that all templates with SNR≥1 were accepted, 
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resulted in an average of 80% assignment to at least one template cluster and 60% 
to at least two template clusters. The number of cells at each site was 52, 725, 334, 
178, 225, 208, and 245 respectively.
 
5.3.1. Influence of cluster SNR
To get a better idea of the influence of the SNR criterion on the number of 
single-unit clusters, Figure 5.7 shows the channel profile of each of the template 
channel complexes found at site 7 as a function of both channel amplitude of the 
mean waveform across the active channels and number of spikes assigned to the 
complex. The color of the dots indicates the amplitude of the active channels, while 
the size of the dots indicates the number of complexes assigned to the cluster. For 
the strictest SNR requirements, 1.7 and 1.5, corresponding to the top row of Figure 
Figure 5.7: The distribution of template channel profiles for different values of SNR. The 
SNR were respectively A) 1.7, B) 1.5, C) 1.2 D) 1.0. The colors indicate the amplitude of the 
channels, while the size of the dots indicates the number of spikes initially assigned to the 
template complex. For high SNR, only complexes centered on channel 18 stand out, along 




































































5.7, we readily identified a band structure centered around channel 18, with a few 
complexes located around channels 5 and 45. As the SNR requirement was relaxed, 
the band structure was lost, and a continuum of complexes spanning the entire 
polytrode emerged, as can be seen in Figure 5.7D. Examining the top row of Figure 
5.7, we found a consistent decrease in amplitude of channels located near the edge 
of the observed bands. This was particularly  evident for complexes located around 
channel 45, for which the amplitudes tapered off towards channel 40. We saw the 
same tendency, though less marked, for the complexes located at channel 18, with 
peripheral channels dropping towards the noise level. This was a consequence of 
our requirement that  single-unit complexes exhibit an alternating decay in the 
channel profile. From the figure, the distribution of SNRs for the different channels 
could be discerned. For the lower channels, the signal-to-noise ratio was very low, 
such that we had to drop the SNR criterion down to 1.2 to get template clusters 
representing these channels. This relatively low requirement resulted in clusters 
that were less well separated from the noise level, as can be seen from the low 
amplitudes of the active channels on these clusters. We also observed that clusters 
located near the top  of the polytrode tended to exhibit a larger spatial extent, 
represented by a larger number of channels in the channel profiles, compared to 
clusters near the bottom. However, a trade-off was also observed, where the 
amplitude of the channels far from the main channel of the complex dropped below 
the noise threshold. This effect had two main causes; Noise interference, as well as 
interference from other neurons, which introduced jitter in the time of the main 
negative peak on these peripheral channel. This caused the average peak to smear 
out, and drop  below the noise level. Another cause was the fact the templates were 
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formed by merging single-unit complexes with up to two channels missing, i.e. the 
peripheral channels could potentially be active in only a small subset of the cluster 
waveforms. 
5.3.2. Sample template clusters
Figure 5.8 shows a subset of the template clusters with high SNRs identified 
at one of the seven sites, represented by their mean waveforms. Only channels 
belonging to the channel complexes are shown. These mean waveforms all follow 
the alternating decay, which is consistent with a cell being closer to one side of the 
polytrode, as can be seen from the model in Figure 5.2. This is most obvious in 
Figure 5.8A and 5.8D, where the odd channels average to zero. The waveforms in 
150
Figure 5.8E and F, exhibited a less marked alternating decay. This was most likely 
because the cells responsible for these signals were equally far away from both 
columns.
Figure 5.8: Examples of template clusters at one recording site. These templates were 









































































































Figure 5.9 shows a subset of the waveforms from another template cluster. 
These were all waveforms containing single-unit channel complexes similar to the 
Figure 5.9: A subset of the waveforms assigned to a template cluster. All waveforms 
contained channel complexes similar to the complex profile (25,26,27,28,29,30,31). a) All 
channels shown. The green trace is the mean across all channels. The mean exhibits the 
required alternating decay away from the main channel.  b) The same cluster with the 
active channels corresponding to the cluster channel profile highlighted. Notice that the 
mean falls below the extraction threshold, indicated by the horizontal blue lines,  on 
channels 25 and 29,  due to the fact that some of the waveforms assigned to this template 
were missing one or two channels in accordance with the merging criteria.
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channel complex (25,26,27,28,29,30), as defined by the merging criteria above. As 
can been seen, the mean (shown in green) dropped below the extraction threshold 
(shown in blue) for channel 25, and barely crossed the threshold on channel 29. 
This is evidence of the effects observed in Figure 5.7; the waveforms assigned to 
this cluster could have missing channels (up to two missing channels were allowed) 
and, as the amplitudes on these channels could be arbitrarily small, they could 
cause the overall mean to fall below the threshold. In addition, the jitter in the exact 
time of the negative peak on these channels, coupled with the increasing influence 
of noise as the signal was attenuated, made contributions towards lowering the 
amplitude of the mean.
5.3.3. Matching of multi-unit clusters to templates
 In Figure 5.10, the correlation coefficients 
for all multi-unit channel complexes 
considered for matching to individual template 
clusters or combinations of template clusters at 
one site are shown. As the correlation was 
computed using just the minimum point close 
to the trigger point on each channel, the 
majority  of the waveforms had correlation 
coefficients well in excess of the required 
value of 0.8. The added requirement of no ISI-
violations excluded less than 1% of these matches, resulting in almost 100% 
assignment of multi-unit complexes to template combinations. This shows that  the 
Figure 5.10: Normalized histogram 
of the correlation coefficients for all 
waveforms on one site that were 
matched to combinations of template 
channel complexes. Since we used 
only the minimum point on each 
active channel for matching, most of 
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main cause of waveforms remaining unassigned was the fact that  the SNR 
requirement tended to restrict the number of available templates. As a result, many 
multi-unit waveforms remained unassigned as no template combination could be 
found with the appropriate channel profile. An example of a multi-unit cluster 
matched to two template clusters is shown in Figure 5.11. Here, the top panel 
shows the multi-unit  waveform for its active channels in green, while the template 
combination being matched is shown in blue. The two bottom panels show the 
means of the two template clusters being combined. Though there were some 
differences in channel amplitudes, the overall correlation coefficient between the 
Figure 5.11: Example of  a multi-unit complex matched to a combination of two template 
clusters. The top plot contains the multi-unit complex in green and the template 
combination in blue. The bottom two plots show the mean waveforms of the two template 
clusters that were matched. The correlation coefficient for this match was 0.80, and as such 
this was a match that was just barely accepted according to our criteria of a correlation 






















































two waveforms shown in the top panel was high enough so that the match was 
successful.
5.3.4. SNR restricts the fraction of assigned waveforms
 Some waveforms were not 
assigned due to ISI violations, but 
the main variable deciding the 
f i n a l n u m b e r o f a s s i g n e d 
w a v e f o r m s w a s t h e S N R 
requirement of template clusters to 
be used. To illustrate this point, we 
computed the number of assigned 
waveforms before any multi-unit 
complexes were matched to 
templates. These were waveforms that were made up of one or more single-unit 
complexes, but did not contain any waveforms labeled as multi-unit complexes. 
The result is shown in Figure 5.12, where the cumulative percentage of waveforms 
assigned to template clusters is plotted as a function of SNR of the template 
clusters. What is apparent from this figure is that the majority of waveforms were 
assigned to low SNR template clusters, with only about 20% of waveforms 
assigned to template clusters with SNR > 1.5. This corroborated the result shown in 
Figure 5.7, where very few clusters had SNR>1.5. This described a general trend in 
our data; that low SNR activity, especially confined to the lower polytrode 
channels, often occurred on its own, i.e. without accompanying high SNR activity 
Figure 5.12: Cumulative percentage of waveforms 
assigned to template clusters as a function of 
cluster signal-to-noise ratio. The majority of 
waveforms were assigned exclusively to template 
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anywhere else on the probe, resulting in these waveforms being assigned only  to 
low SNR clusters. Thus, with tighter SNR restrictions, these waveforms would 
remain unassigned. This was the main reason why  our assignment percentage was 
relatively low. 
When restricting the templates used in the matching of multi-unit complexes, 
the template channel complexes did not span the entire polytrode, and so 
waveforms containing active channels that were not spanned by  the template 
complexes remained unassigned.
5.3.5. Examples of sorted cells
Figure 5.13 shows the final spike assignment of four cells using our method. 
The left column contains raster plots of the cells in response to 100 repetitions of a 
30 second segment of a movie containing natural movie stimuli. The right column 
contains the ISI histograms for intervals up to 40 milliseconds. For all four cells, 
different response epochs could be observed, with repeatable spike patterns across 
repetitions. The ISI histograms show that there were no ISIs smaller than 1 ms for 
any of the cells. 
In Figure 5.14 we plotted the cross-correlation histograms for the cells shown 
in Figure 5.13. The absence of very short time-scale correlations (< 1 ms) between 
two cells could possibly  indicate that the two cells are in reality the same cell. This 
is because the absence of short intervals could be due to the refractory period of a 
cell. Aside from a slight reduction in the occurrences of very short correlations in 
the top, left plot in Figure 5.14, the cross-correlations did not appear to exhibit this 
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phenomena.
 Based on Figure 5.7, we generated spike trains for site 7 for three different 
SNR values; 1.0, 1.2 and 1.5. For all three SNR thresholds, we computed the firing 
rates, response reliability, population sparseness, lifetime sparseness, and the peri-
stimulus time histogram (PSTH) correlations (Yen et al., 2007). The results are 
Figure 5.13: Examples of  4 single cell responses identified using our algorithm. The left 
column shows raster plots of spikes elicited by repeated presentations of  a movie stimulus, 
while the right column contains the ISI histograms.   Repeatable response epochs across 
repetitions were observed along with no ISI violations. 
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summarized in Figure 5.15. The general conclusion to be drawn from this figure is 
that for the low SNR case, the greater number of templates available for matching 
resulted in waveforms being more sparsely distributed among the templates, 
leaving relatively fewer waveforms assigned to each cluster. Thus, firing rates 
tended to be low for low SNR, while sparseness increased. The response reliability, 
which measured the cross-correlation of the single-trial PSTH for all possible 
combinations of stimulus repetitions, increased for increasing SNR. This was 
consistent with the fact that as more waveforms were assigned to each cluster, they 
Figure 5.14: Cross-correlation histograms of the cells shown in Figure 5.13. The pairing is, 
referring to the rows of Figure 5.13, 1-2,1-3,1-4,2-3,2-4,3-4 going from left to right.
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tended to increase the similarity between repetitions. Both population and lifetime 
sparseness decreased with increasing SNR, with the effect being more pronounced 
for lifetime sparseness. Again, this effect could be explained by the filling out of 
each frame of the stimulus with more spikes as the number of available template 
clusters decreased. The last plot  of Figure 5.15 shows that the PSTH cross-
correlations were slightly higher for SNR=1.5 compared to the lower SNR values.
5.4. Discussion
The success of our approach depends on the algorithm’s ability to find suitable 
templates. Currently, it is impossible to rule out multi-unit contamination, but there 
are steps one can take to minimize it. Selecting signals with a channel profile 
consistent with that of a single cell (Gold et al., 2006) is one of the steps we have 
implemented. While this would rule out the obvious multi-unit clusters from being 
used as templates, it  does not ensure that a template consists solely  of single-unit 
activity. 
5.4.1. Existing sorting algorithms
 We chose not to use statistical clustering methods such as the Klustakwik 
package (Harris et al., 2000), which have produced good results for tetrode data 
(Yen et al., 2007), after initial trial runs produced clusters that were poorly 
separated. We believe this was due to the large number of channels, which rapidly 
increased the dimensionality of the feature space for each waveform feature added. 
For instance, we typically used 3 waveform features for each channel when 
clustering tetrode data. This would only  create 12 dimensions in the feature space 
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for clustering, thereby making the computation tractable. However, with the current 
data set, this would create a 54×3 equalling a 162 dimensional space for clustering. 
With such large dimensional spaces, we found that the cost function in Klustakwik 
severely restricted the final number of clusters returned unless we had much larger 
numbers of waveforms in our data.
5.4.2. SNR severely constrains the algorithm

























































































Figure 5.15: Summary of the functional analysis of cells at site 7 for different SNR values. The 
five box plots show, from top-left, the distribution of firing rates, responsiveness, population 
sparseness, lifetime sparseness and PSTH cross-correlation. The general trend was for the 
cells at low SNR to exhibit lower firing rates, lower responsiveness and higher sparseness. The 
PSTH cross correlations seemed to decrease for lower SNR.
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majority  of the waveforms barely exceeded threshold. This was typically due to 
destructive noise interference or from the overlap of signals from other cells. The 
lack of templates affected the resolution of multi-unit channel complexes as this 
was only performed on combinations of template clusters that fulfilled the SNR 
requirement. Depending on where we set the SNR threshold, the number of “good” 
templates could constitute less than 50% of the total number of possible templates. 
If the SNR requirement severely  restricted the number of channels spanned by the 
template clusters, a substantial part  of the data would have to be left out or grouped 
together in a multi-unit  cluster.  Again, as pointed out above, this was the main 
reason why we were unable to assign more waveforms to single-units. There was a 
trade-off in the number of assigned waveforms versus the reliability of the resulting 
cells, so that  increasing the assignment led to decreasing single-unit quality. To 
alleviate this problem, we are directing our efforts towards improving the quality of 
the templates used for matching multi-unit complexes. This could be accomplished 
by imposing further restrictions on the waveforms making up the templates. 
5.4.3. Distribution of cells
It has been estimated that neurons within 50 to 100 microns of the electrode 
contact (Gray et al., 1995; Gerstein et al., 1964; Buzsáki, 2004) will exhibit signal-
to-noise ratios high enough to distinguish single-unit activity. For neurons beyond 
100 microns, single-unit spikes can be detected, but background multi-unit activity, 
amplifier and other intrinsic electrical noise sources typically contaminate the spike 
waveforms in a non-linear and random fashion. To reconcile these results with our 
findings, we note from Figure 5.7 that multiple clusters in the vicinity  of channel 
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20 had signal-to-noise ratios exceeding 2.0. These clusters tended to be well 
separated from the background noise, with a clear, alternating decaying profile. In 
our efforts to identify units distributed across as large a volume as possible, clusters 
with SNR approaching 1.0 did emerge, especially near the bottom of the polytrode. 
The low amplitudes of these clusters would be consistent with a greater distance 
from the polytrode.
The distribution of the cell complexes across the recording array, as illustrated 
in Figure 5.7, allowed us to correlate the spatial extent of these complexes with 
possible cell types (Csicsvari et al., 1999). Based on cortical anatomy, the 
pyramidal cells of cortical layers 2, 3, 5 and 6 should exhibit  extended spike 
waveforms, while spiny cells of layer 4 would be expected to produce more 
spatially  restricted spike waveforms. The cell complexes depicted in Figure 5.7 
show a mix of small and large cells, with most high SNR clusters having a 
relatively larger spatial extent. The central layer of clusters in Figure 5.7 consisted 
of a mix of spatially extended and spatially  restricted profiles, while the top layer 
consisted mainly  of spatially extended channel profiles, albeit with very  low 
amplitudes on the peripheral channels. Again, this could be attributed to noise 
interference, introducing jitter in exact temporal occurrence of the minimum point 
on these channels.
5.4.4. Algorithm parameters
Our approach to the complex problem of spike sorting contained several 
tuning parameters. The SNR requirement for a template cluster to be included in 
the template-matching step  was one of them, and we have shown that the 
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functional analysis of the sorted data was not independent of this criterion. Two 
other parameters were the thresholds on the correlation coefficients for template 
merging, and matching of multi-unit complexes to combinations of templates. A 
fourth parameter was the number of channels that two complexes were allowed to 
differ in and still be considered similar. For the correlation coefficients used to 
match multi-unit complexes, the best matches had coefficients well in excess of the 
chosen threshold, as can seen from Figure 5.10. Lowering the threshold resulted in 
more matches, but with the resulting clusters exhibiting lower SNR. A similar 
argument holds for the template-merging step. In future work, a more thorough 
search for optimal tuning parameters should be implemented.
5.5.Conclusions
 
! In summary, we have developed a spike sorting algorithm for polytrode data 
that
• uses the geometry of the polytrode to search for single-unit templates
• groups signals into channel complexes encompassing a subset for the 
available channels, containing information about spatially overlapping 
units
• uses template matching to resolve overlaps between single unit signals




The work carried out in this thesis has shown that  the activity of neurons in the 
primary visual cortex can be highly precise. When these cells were presented with 
natural movie stimuli, their responses exhibited significantly lower spike time 
variability than what was predicted by a time-varying Poisson process with refractory 
period. At the same time, the variability  in spike counts was found to be comparable to 
such a Poisson process. Furthermore, spike time variability was found to be lower for 
natural movies than for simpler stimuli, which lends support to the idea that the true 
performance of the visual system can only be estimated under realistic stimulus 
conditions. 
Low temporal variability resulted in information rates of up  to 16 bits/s for 
single cells, and up  to 30 bits/s for cell pairs. Furthermore, while we found evidence of 
cells encoding more than 10% of their information in temporal patterns, most the cells 
encoded their information in short temporal bins. This meant that downstream cells 
could access this information without having to integrate over long temporal windows, 
which suggests a cortical organization optimized for fast processing.
We also found that pairs of neurons tended to encode information 
independently when it was assumed that downstream neurons have access to cell 
identities, while they  became redundant if this were not the case. Thus, the cortex 
seems to employ labeled line coding where each neuron contributes distinct 
information.
Finally, we developed a method to sort electrophysiological data obtained from 
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polytrode recordings by using the geometry of the contacts on the probe as our main 
starting point. We obtained some promising results that suggest we might be able to 
successfully  reconstruct  the spike trains from a large number of simultaneously 
recorded neurons. Additional work will have to be undertaken to reduce some of the 
parameters used in our method and to improve the overall results.
Once an accurate spike sorting algorithm exists for data recorded on polytrodes, 
the techniques presented in Chapter 4 can easily be extended to analyze populations of 
more than two neurons. Thus, we will be able to more fully  answer the question of 
how populations of neurons in the primary visual cortex encode natural movie stimuli.
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A. Appendix
A.1. Mathematical expression of the Fano Factor
To understand how precise spike times and sub-stimulus rate modulations can 
influence spike count reliability, we used a very simple model of a neuron's response. 
This model was based on the assumption that the presence of a spike in a neuron at a 
given time, t, depends solely on a firing probability, p(t), which is constant across 
repetitions. This assumption is the basis of the well-known time-varying Poisson 
process. This assumption is obviously over-simplified since many factors can affect p
(t) across trials, such as changes in the depth of the anesthesia (Hartveit and 
Heggelund, 1994; Kisley and Gerstein, 1999), or ongoing brain activity  (Arieli et al., 
1996; Azouz and Gray, 1999). This is probably  the case in part of our data set  and may 
explain why we found a majority of Fano Factors higher than 1.
We added to this assumption the observation that neurons have an absolute 
refractory period that prevents them from firing more than one spike in a 1 ms interval 
(in our database of 104 cells, the minimum inter-spike interval (ISI) was 1.1 ms). Thus, 
we modeled the cell's response in a window of n ms, as a succession of n independent 
Bernoulli trials, each having a firing probability  p(n). To check for independence 
between time bins in our data, we used 35-40 ms windows (corresponding to a movie 
frame) with FF<1 and mean spike counts of at  least 1 (n=134). For each window, we 
computed the product between spike counts, si(t), in bins of 1 ms (spike counts were 




∑ (t)si (t + τ )
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with N = 60 and τ =1 ms. We computed the product for t = 1 – 35 ms and t = 1 
– 30 ms for a total of 1050 values for each 35 ms window. To obtain the expected 
values for independent spikes trains with the same firing probability, we used a Monte-




∑ (t)sx(i ) (t + τ )
where x(i) is shuffled and in general different from i. We repeated the trial-
shuffled procedure 100 times to obtain 100 sets of surrogate values. We then 
determined whether the values obtained from the data were higher than the surrogates 
at p<0.01. Across the 134 windows, only  0.34% (479 out  of a possible 140,700) of the 
products were significantly higher than the surrogates. That was well below chance 
level and showed that the time bins were indeed independent.
In each trial, the presence or absence of a spike in bin n was determined by 
whether a number, drawn randomly from a uniform distribution from 0 to 1, was 
smaller than p(n). This model, which we will refer to as a time-varying Bernoulli 
process, is comparable to a Poisson process with a very  precise rate modulation and a 
realistic absolute refractory  period, which was found to model neuronal responses 
correctly  in the visual cortex of alert primates (Buracas et al., 1998). To test the fit 
between the Fano Factor computed for our data and for the time-varying Bernoulli 
process, we selected 35 ms windows in every cell where the FF was lower than 1, and 
the mean spike count was above 1 spike per window. For each window, we computed 
the firing probability, p(n), across 60 repetitions in 1 ms steps. We then generated 100 
sets of 60 spike trains using p(n), and computed the FF for each set of 60 surrogate 
spike trains. Out of the 134 windows selected, only 6 windows had FF that deviated 
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from the mean of the surrogate spike trains by more than 3 standard deviations, which 
is slightly higher than would be expected by chance. Apart from these bins, the time-
varying Bernoulli process produced FF values that were very similar to those obtained 
from our data.
We modeled the neuron response to n repetitions of the same stimulus, with a 
duration of m ms, by  n binary time series of m samples. Each sample value, sij (sample 
i in trial j) could either be 1 (spike) or 0 (no spike). The probability  for a spike in sij is 
determined solely by the time-varying firing probability p(i), which is identical across 
trials.
The number of spikes in each time series is thenN j = sij
i
∑ . Since it is the sum 
of m independent Bernoulli processes, the mean and variance of Nj can easily be 
computed: 
Mean: 〈N j 〉 j = pj
j
∑
Variance: Var(N j ) j = pi
i
∑ (1− pi )
It follows that the Fano Factor would be:
FF(p) = Var(N j ) j
〈N j 〉 j





























FF can also be written as: 











2 = 1− M (p)
1
C(p)2 , (A.1)
where M(p) is the mean value of p, M (p) = 1m pii∑
, and C(p) is a direct measure of 











Intuitively, for an imposed value of the mean firing rate, low Fano Factors are 
reached for high values of the norm: pi2
i
∑ . This defines a simple geometrical 
problem that provides an intuitive idea of which distributions of p generate the lowest 
FF. Let us first  define P to be an m-dimensional vector of the values pi, and E to be the 
m-dimensional vector in which all values are 1. Then FF(p) can also be written as 
FF(p) = 1−‖P‖
2
PE . That  is for a given mean firing rate, (P·E, which defines a hyper-
plane of dimension m-1, orthogonal to E), FF(p) is minimal for vectors P with the 
highest norm, within that hyper-plane. 
169
While the Fano Factor of a constant or time-varying Poisson process is 1 over 
any time interval (Rieke, 1997), the FF of a time-varying Bernoulli process, as shown 
in Equation (A1), can be lower than 1. This is also true of a time-varying Poisson 
process with an absolute refractory  period (Berry and Meister, 1998). The FF is thus 
expressed in terms of the mean value, M(p), of p(n) in a response window, and C(p), a 
measure of the correlation between p(n), and a flat probability distribution, 
q(n) = 1
m
, with m being the number of 1 ms Bernoulli trials in the response window. 
C(p) is therefore a measure of the uniformity of p(n); the less uniform the firing 
probability, the lower the FF. Thus, for a given mean probability  of firing in a window, 
M(p), FF(p) will be at  its maximum when p(n) is uniform (i.e. p(n) = p0). In this case 
FF(p) = 1− M (p) = 1− p0 , which will be close to 1, except when the probability  of 
firing is near the saturation regime (where p0 is close to 1), where FF(p) will be close 
to 0. FF(p) will be at its minimum when C(p) is at its minimum, that is when p(n) is 
zero everywhere except for a single bin, where it is m.M(p). Then FF(p) = 1− mM (p) , 
which will be 0.
In our simulations with some non-uniform rate functions, we found significant 
negative Spearman rank order correlations (p<0.000001) between the analytical Fano 
Factor obtained from Equation (A.1) and the TRES/TREZ values. This means that the 
Bernoulli model also shows low spike count variability when the temporal precision is 
high. We also found significant positive Spearman rank order correlations 
(p<0.000001) between the analytical Fano Factor and the measured FF, which further 
validates the use of the Bernoulli model.
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