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a b s t r a c t
Cellular automata are used to model dynamical phenomena by focusing on their local
behavior which depends on the neighboring cells in order to express their global behavior.
The geometrical structure of the models suggests the algebraic structure of cellular
automata. After modeling the dynamical phenomena, it is sometimes an important
problem to be able tomove backwards in order to understand it better. This is only possible
if cellular automata is reversible. In this paper, 2D finite cellular automata defined by
local rules based on hexagonal cell structure are studied. Rule matrix of the hexagonal
finite cellular automaton is obtained. The rank of rule matrices representing the 2D
hexagonal finite cellular automata via an algorithm is computed. It is a well known fact
that determining the reversibility of a 2D cellular automata is a very difficult problem in
general. Here, the reversibility problem of this family of 2D hexagonal cellular automata is
also resolved completely.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
The hexagonal finite cellular automata (shortly HCA) are two dimensional (2D) cellular automata whose cells are of the
form of a hexagonal. Morita et al. [1] introduced this type of cellular automaton (CA) and they called it hexagonal partitioned
CA (HPCA). Hence, they studied logical universality of a reversible HPCA. They also stated that 2D HCAs are systems where
identical finite automata are placed uniformly on the infinite hexagonal lattice space, such that they synchronously change
their states by communicating with neighboring cells. The hexagonal cell arrangement of 2D automata has been observed
mainly on natural dynamical events. In the following, we mention some but surely not all of the latest applications of 2D
hexagonal cellular automata. A remarkable application of the family of these CAs is presented by Trunfio [2],where amodel is
presented to simulate the evolution of forest fires andHernández Encinas et al. [3],where they introduce anewmathematical
model for predicting the spread of a fire front in homogeneous and inhomogeneous environments. They have shown that
cells stand for regular hexagonal areas of the forest. Further, they have concluded that all graphical models obtained in
their study are seen to be in agreement with the experience of fire spreading in real forests. Also, in [4], debris flows are
simulated and modeled by 2D hexagonal cellular automata. These family of cellular automata are also applied to design
discrete models of chemical reaction–diffusion systems [5]. In [6], a graphics processor unit (GPU)-accelerated method for
real-time computing and rendering cellular automata (CA) applied to hexagonal grids is proposed and the advantage of this is
discussed. The authors in [6] present amodel for hexagonal grid algorithmswhich encodes and transmits large CA key-codes
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to the graphics card. Also, 2D CA have found applications in traffic modeling. For instance, multi-value (including ternary)
CA models for traffic flow are proposed in [7]. Recently, cellular automata have found applications in cryptography [8,9],
especially 2D CA have been proposed for a multisecret sharing scheme for colored images [10].
Recently, due to these applications andmodelings, the algebraic structure of cellular automata has been of much interest
to the researchers [11,12]. In [13], an extension of the well known Hedlund’s theorem is studied by generalizing the notion
of local rule in the definition of cellular automata. Further, the behavior of the linear 2D CA over binary fields (Z2 = {0, 1})
by using matrix algebra setting has been studied [14–17]. Further, Das [18] has studied the characterization of 1D CA by
means of matrix algebra. Khan et al. [15] developed an analytical tool to study all the nearest neighborhood 2D CA linear
transformations. They proposed a new rule convention to divide the 2D linear CA and tried to study the characterization of
that 2D CAwith different rules. Also, in [19], characterizations of 2D hybrid cellular automata over binary fields is presented.
Further in [20], 2D cellular automata are applied to text compression.
In [21], the authors have characterized a 2D finite CA by using matrix algebra built on Z3 = {0, 1, 2} and have analyzed
some results about the rule numbers 2460Nand2460P. In [22], the authors have obtainednecessary and sufficient conditions
for the existence of Garden of Eden configurations for 2D ternary CA and have provided an algorithm to obtain the number
of Garden of Eden configurations for the 2D CA defined by rule 2460N.
Algebraic representation of 2D CA helps in determining the characterization of CA. An important characterization is the
determination of the reversibility of CA. Kari [23] has proved that the reversibility of a CA with dimension larger or equal
to two is not decidable. In other words, due to its complexity, Kari has shown that the inverse of a given CA with higher
dimension cannot be found by an algorithm in general. Further, Durand in [24] shows that the problem of finding the inverse
of a 2D CA is a very difficult problem. Recently, the reversibility problem for elementary cellular automata with rule number
150 has been studied [25].
In this paper, we deal with CA defined by a hexagonal local rule over the ternary field Z3. We obtain the rule matrix of the
hexagonal finite cellular automaton (HFCA). We compute the rank of rule matrices related to HFCA via an algorithm. Hence,
we determine the reversibility of this type 2D CA which is one of the difficult problems in higher dimension as explained in
the previous paragraph. Further, by using thematrix algebra it is shown that the HFCA is reversible if the number of columns
is even and not reversible if the number of the columns is odd.
Now, we present 2D HFCA and their rule numbering. Since the tiling of a plane is done by hexagonal cells, we need to
make clear the reference address (or labeling) of the cells. So we distinguish them by separating it into two cases as follows:
depending on the neighborhood structure of the extreme cells, mainly there exist two approaches:
• A Periodic Boundary CA is the one where the extreme cells in the boundaries are adjacent to each other periodically.
• ANull Boundary CA is the onewhere the extreme cells in the boundaries are connected to the zero states. The surrounding
cells are all in zero state. For instance, see Fig. 2.
In this paper, we deal with CA defined by hexagonal rules under Null Boundary Condition (NBC). For convenience
of analysis, the state of each cell is an element of a finite or an infinite state set. Moreover, the state of the cell (i, j)
at time t is denoted by x(t)(i,j). The state of the cell (i, j) at time t + 1 is denoted by x(t+1)(i,j) = y(t)(i,j). Let us consider the
hexagonal information matrix C (t) =
x(t)11 . . . x(t)1n..
.
. . .
.
.
.
x(t)m1 . . . x
(t)
mn
 .The matrix C (t) is called the configuration of the 2D finite CA at
time t . We associate planar hexagonal presentations with column vectors by transforming them from C (t) to ([X]mn×1)T =
(x(t)11 , x
(t)
12 , . . . , x
(t)
1n , . . . , x
(t)
m1, . . . , x
(t)
mn)
T . Hence, we can consider the transition matrix TR such that (TR)mn×mn.[X]mn×1 =
[Y ]mn×1,where ([Y ]mn×1)T = (y(t)11 , y(t)12 , . . . , y(t)1n , . . . , y(t)m1, . . . , y(t)mn)T .
If j is an even positive integer (Fig. 1-(a)), then we have
y(t)(i,j) = ax(t)(i−1,j) + bx(t)(i,j+1) + cx(t)(i+1,j+1) + dx(t)(i+1,j) + ex(t)(i+1,j−1) + fx(t)(i,j−1) mod 3. (1)
If j is an odd positive integer (Fig. 1-(b)), then we have
y(t)(i,j) = ax(t)(i−1,j) + bx(t)(i−1,j+1) + cx(t)(i,j+1) + dx(t)(i+1,j) + ex(t)(i,j−1) + fx(t)(i−1,j−1) mod 3, (2)
where a, b, c, d, e, f ∈ Z∗3 = Z3 \ {0} = {1, 2} and x(t)(i,j) ∈ Z3.
2. The rule matrix of 2D HFCA with hexagonal rule
In this section, we obtain the rule matrix of 2D finite CA with hexagonal rule over the field Z3 under NBC (see [3] for
the details about the rule matrix). As we have set the labeling of the cells above, now we need to relate the states of these
cells. In Fig. 2, a sample state of order 3 × 4 is given. At a particular state t , we consider a hexagonal information matrix
representing the state of order m × n with entries from Z3, say C (t). The next t + 1 is also again a hexagonal information
matrix of order t + 1, say C (t+1). Due to the geometry and the relations of the neighborhoods, a change from the tth state to
t + 1th state is a function frommatrix space of orderm× nwith coefficients in Z3, denoted byMn×m(Z3) in its self. It is well
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(a) j is even positive integer. (b) j is odd positive integer.
Fig. 1. Two configurations of the HCA.
Fig. 2. Information matrix of the HFCA under NBC form = 3, n = 4.
known that algebraically the spaces Mn×m(Z3) and Zmn3 are isomorphic as vector spaces. Due to this fact, we will identify
these two spaces and hence instead of considering the matrix space we will consider the column space Zmn3 but preserving
the relations on the matrix space (plane) (see [21,22] for the details).
Theorem 1. Let a, b, c, d, e, f ∈ Z∗3 , m ≥ 3 and n be an even positive integer. Then, the rule matrix T 0R from Zmn3 to Zmn3 which
takes the tth finite hexagonal configuration C (t) of order m× n to the (t + 1)th state C (t+1) is given by
(T 0R )mn×mn =

A0 B0 O O · · · · · · O O
C0 A0 B0 O · · · · · · O O
O C0 A0 B0 O · · · O O
...
...
...
...
...
...
...
...
O O · · · O C0 A0 B0 O
O O · · · · · · O C0 A0 B0
O O · · · · · · O O C0 A0

mn×mn
, (3)
where each submatrix is of order n× n and O is zero matrix of order n× n,
A0 =

0 c 0 0 · · · 0 0
f 0 b 0 · · · 0 0
0 e 0 c · · · 0 0
0 0 f 0 · · · 0 0
...
...
...
...
. . .
...
...
0 0 · · · 0 e 0 c
0 0 · · · 0 0 f 0

, B0 =

d 0 0 0 · · · 0 0
e d c 0 · · · 0 0
0 0 d 0 · · · 0 0
0 0 e d · · · 0 0
...
...
...
...
. . .
...
...
0 0 · · · 0 0 d 0
0 0 · · · 0 0 e d

,
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Fig. 3. Hexagonal cellular space of orderm× n.
and C0 =

a b 0 0 · · · 0 0
0 a 0 0 · · · 0 0
0 f a b · · · 0 0
0 0 0 a · · · 0 0
...
...
...
...
. . .
...
...
0 0 · · · 0 f a b
0 0 · · · 0 0 0 a

.
Proof. In order to obtain the representation matrix T 0R it is sufficient to identify the images of basis elements of the vector
space Zmn3 . The images are determined by Eqs. (1) and (2) (see Fig. 3). Let E(i−1)n+j = Eij where 1 ≤ i ≤ n and 1 ≤ j ≤ m
denote the column vectormn×1 where the (i−1)n+ jth (or (i, j)th in matrix form) entry equals 1 and the others are equal
to zero. Thus,
T 0R (E11) = fE12 + aE21
T 0R (E12) = cE11 + eE13 + bE21 + fE23
T 0R (E13) = bE12 + fE14 + aE23
T 0R (E14) = cE13 + eE15 + bE23 + aE24
...
...
T 0R (E1n−1) = bE1,n−2 + fE1n + aE2,n−1
T 0R (E1n) = cE1,n−1 + bE2,n−1 + aE2n.
This gives the first column block of T 0R . For any kth (2 ≤ k ≤ m− 1) intermediate value, we have
T 0R (Ek1) = dEk1 + eEk2 + fEk+1,2
T 0R (Ek2) = dEk2 + eE13 + bE21 + fE23
T 0R (Ek3) = bE12 + fE14 + aE23
T 0R (Ek4) = cE13 + eE15 + bE23 + aE24
...
...
T 0R (Ekn−1) = bE1,n−2 + fE1n + aE2,n−1
T 0R (Ekn) = cE1,n−1 + bE2,n−1 + aE2n. 
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Example 1. Let m = 3, n = 4 (see Fig. 2) the rule matrix of 2D finite CA with hexagonal rule over the field Z3 be as
follows: T 0R =

A0 B0 O
C0 A0 B0
O C0 A0

,where a, b, c, d, e, f ∈ {1, 2} and A0, B0, C0 are the submatrices of order 4 × 4, where
A0 =
0 c 0 0
f 0 b 0
0 e 0 c
0 0 f 0

, B0 =
d 0 0 0
e d c 0
0 0 d 0
0 0 e d

, and C0 =
a b 0 0
0 a 0 0
0 f a b
0 0 0 a

.
Theorem 2. Let a, b, c, d, e, f ∈ Z∗3 , m ≥ 3 and n be an odd positive integer. Then, the rule matrix T (1)R from Zmn3 to Zmn3 which
takes the tth-state C (t) to the (t + 1)th state C (t+1) is given by
(T (1)R )mn×mn =

A(1) B(1) O O · · · · · · O O
C (1) A(1) B(1) O · · · · · · O O
O C (1) A(1) B(1) O · · · O O
O O C (1) A(1) B(1) · · · O O
...
...
...
...
...
...
...
...
O O · · · O C (1) A(1) B(1) O
O O · · · · · · O C (1) A(1) B(1)
O O · · · · · · O O C (1) A(1)

mn×mn
(4)
where each submatrix is of order n× n and O again is a zero matrix of order n× n,
A1 =

0 c 0 · · · 0 0
f 0 b · · · 0 0
0 e 0 · · · 0 0
...
...
...
. . .
...
...
0 0 · · · f 0 b
0 0 · · · 0 e 0
 , B
1 =

d 0 0 · · · 0 0
e d c · · · 0 0
0 0 d · · · 0 0
...
...
...
. . .
...
0 0 · · · e d c
0 0 · · · 0 0 d
 ,
and C1 =

a b 0 · · · 0 0
0 a 0 · · · 0 0
0 f a · · · 0 0
...
...
...
. . .
...
...
0 0 · · · 0 a 0
0 0 · · · 0 f a
 .
The proof of Theorem 2 can be obtained by following similar steps as in the proof of Theorem 1.
Example 2. Letm = 4, n = 5. Then, the rule matrix of 2D finite CA with hexagonal rule over the field Z3 is as follows:
T 1R =

A1 B1 0 0
C1 A1 B1 0
0 C1 A1 B1
0 0 C1 A1
 ,
where a, b, c, d, e, f ∈ {1, 2} and A1, B1, C1 are the submatrices of order 5× 5, one can write these submatrices as follows,
respectively:
A1 =

0 c 0 0 0
f 0 b 0 0
0 e 0 c 0
0 0 f 0 b
0 0 0 e 0
 , B1 =

d 0 0 0 0
e d c 0 0
0 0 d 0 0
0 0 e d c
0 0 0 0 d
 , C1 =

a b 0 0 0
0 a 0 0 0
0 f a b 0
0 0 0 a 0
0 0 0 f a
 .
3. The reversibility of 2D HFCA
As mentioned in introduction, the problem of determining whether a 2D CA is reversible is a very difficult problem in
general. Further, there is no algorithm in general [23]. In this section, we make use of the structure obtained in the previous
sections and determine the reversibility problem for all orders m × n. In order to present the problem and its solution, we
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need to split the problem into two parts depending on the integermwhether it is even or odd. We will conclude that if the
rule matrix associated to the HFCAm×n is invertible, then the HFCAm×n is reversible, otherwise, the HFCAm×n is irreversible.
To determine the invertibility of the rulematrix associated to the HFCAm×n, we first study the submatrix A0 for even case.
Lemma 1. For all even n, rank(A0) = n. Hence A0 is invertible.
Proof. We apply induction on n. For n = 2, A02 =

0 c
f 0

, hence det(A02) = −cf ≠ 0. For n = 4, A04 =
0 c 0 0
f 0 b 0
0 e 0 c
0 0 f 0

. Here,
by multiplying the first row by −c−1e and adding to the third row, and by multiplying the last row by −f −1b and adding
to the third row, the new matrix which has the same determinant with A04,
0 c 0 0
f 0 0 0
0 0 0 c
0 0 f 0

. Hence, det(A04) = (−cf )2 ≠ 0.
For n = 6, A06 =

0 c 0 0 0 0
f 0 b 0 0 0
0 e 0 c 0 0
0 0 f 0 b 0
0 0 0 e 0 c
0 0 0 0 f 0
. Here, by multiplying the first row by −c−1e and adding to the third row, next by
multiplying the third row by−c−1e and adding to the fourth row, and reversely bymultiplying the sixth (last) row by−f −1b
and adding to the fourth row, and finally by multiplying the fourth row by −f −1b and adding to the second row, the new
matrix which has the same determinant with A06 is
0 c 0 0 0 0
f 0 0 0 0 0
0 0 0 c 0 0
0 0 f 0 0 0
0 0 0 0 0 c
0 0 0 0 f 0
 .
Hence, det(A06) = (−cf )3 ≠ 0.
Thus, inductively, by multiplying the odd numbered rows beginning from the first by−c−1e and adding to the next odd
numbered rows, and reversely by multiplying the even numbered rows beginning from the last by−f −1b and adding to the
even odd numbered rows upwards, we obtain the matrix
A02 0 0 0 0 0
0 A02 0 0 0 0
0 0 A02 0 0 0
...
...
...
...
...
...
0 0 0 0 A02 0
0 0 0 0 0 A02
 .
Therefore, for n = 2k, det(A02k) = (−cf )k ≠ 0. 
Theorem 3. Let a, b, c, d, e, f ∈ Z∗3 , m ≥ 3 and n be an even positive integer. Then, the rule matrix given in Eq. (1) has full rank.
Hence, the 2D HCA associated to the rule matrix given in Eq. (1) is reversible.
Proof. By Lemma 1, A0 is invertible. So, bymultiplying the first row by−C0A0−1 and adding it to the second and inductively
by multiplying the second row by −C0A0−1 and adding it to the third, etc., we reach to an upper triangular block matrix
with invertible diagonals which gives the result. 
Lemma 2. If n ≥ 3 is odd, then rank(A1n) = n− 1.
Proof. If n = 3, then A13 =

0 c 0
f 0 b
0 e 0

. If we multiply the first row by−ec−1 and add it to the last row and also switch the
first and the second row, we have

f 0 b
0 c 0
0 0 0

. This matrix is in the upper triangular form and readily its rank equals to 2.
If n = 5, then
A15 =

0 c 0 0 0
f 0 b 0 0
0 e 0 c 0
0 0 f 0 b
0 0 0 e 0
 .
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If we multiply the first row by−ec−1 and add it to the third row, and apply necessary elementary row operations, then
we obtain the following upper triangular form and readily its rank equals to 4:
f 0 b 0 0
0 c 0 0 0
0 0 f 0 b
0 0 0 c 0
0 0 0 0 0
 .
Inductively, by applying suitable row operations, we obtain the result. 
Hence, when n is odd the rank of matrix A1 is not full, so another method for determining the reversibility of the CA
is needed. This method that presents an algorithm for determining the rank of the rule matrix is given in the sequel. To
determine the reversibility of the CA, we first study the determinant of the submatrix C1.
Lemma 3. For all odd n, if C1 =

a b 0 0 0 · · · 0 0
0 a 0 0 0 · · · 0 0
0 f a b 0 · · · 0 0
0 0 0 a 0 · · · 0 0
0 0 0 f a · · · 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 · · · 0 0 0 a 0
0 0 · · · 0 0 0 f a
 , then det(C
1) = an. Since, a ≠ 0, C1 is invertible.
Proof. We apply induction on n. For n = 3, C13 =

a b 0
0 a 0
0 f a

. By multiplying the second row by −f −1a and adding to
the third, we get C ′3 =

a b 0
0 a 0
0 0 a

. Since |C ′3| = a3 = |C13 |, we have det(C13 ) = a3 ≠ 0. Assume that, for n = 2k + 1,
det(C12k+1) = a2k+1 ≠ 0. Then, by definition
C12k+1 =

a b 0 0 0 · · · 0 0
0 a 0 0 0 · · · 0 0
0 f a b 0 · · · 0 0
0 0 0 a 0 · · · 0 0
0 0 0 f a · · · 0 0
...
...
...
...
...
. . .
...
...
0 0 · · · 0 0 0 a 0
0 0 · · · 0 0 0 f a

.
Next, by multiplying the fifth row by−f −1a and adding to the sixth row of the matrix C2k+1, we obtain
C ′2k+1 =

C13 03×2k−1
02k−1×3 C12k−1

,
where 02×2k−1 and 02k−1×2 are zero matrices. It is clear that |C12k+1| = |C ′2k+1|. Since, |C ′2k+1| = |C13 | · |C12k−1| = a2 · a2k−1 =
a2k+1. 
Theorem 4. Let the rule matrix T 1R from Z
mn
3 to Z
mn
3 be given as (4), where n is odd. Then, rank(T
1
mn×mn) = (m− 1)n+ rank(p1n),
where
p11 = A1, q11 = B1
p1k = −p1k−1(C1)−1A1 + q1k−1
q1k = −p1k−1(C1)−1B1
for all 2 ≤ k ≤ n.
Proof. By hypothesis, C1 is an invertible matrix. We apply induction on m. If we multiply the second row block by
−A1(C1)−1 = −p11(C1)−1 and add it to the first block row, the new first block row becomes [0, p2, q2, 0, . . . , 0], where
p2 = −A1(C1)−1A1 + B1 = −p1(C1)−1A1 + q1 and q2 = −A1(C1)−1B1 = −p1(C1)−1B1. Next, if we multiply the third row
block by−(−A1C−1A1 + B1)C−1 = −p2C−1 and add it to the first block row, the new first block row becomes
[0, 0,−p2(C1)−1A1 + q2 = p3,−p2(C1)−1B1 = q3, 0, . . . , 0] = [0, 0, p3, q3, 0, . . . , 0].
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Inductively, the representation matrix is equivalent to
T ′ =

0 0 0 0 · · · · · · 0 p1n
C1 A1 B1 0 · · · · · · 0 0
0 C1 A1 B1 0 · · · 0 0
...
...
...
...
...
...
...
...
0 0 · · · 0 C1 A1 B1 0
0 0 · · · · · · 0 C1 A1 B1
0 0 · · · · · · 0 0 C1 A1

mn×mn
.
So, rank ((T )mn×mn) = rank(T ′). Since the lower left corner sub matrix is a lower triangular matrix consisting of invertible
diagonal matrices C1, this matrix is of full rank. This observation leads to the required result. 
Now, we give two examples of the main theorems for even and odd cases. It can be also applied to a 2D HFCA with larger
order.
Example 3. Let m = 3, n = 4 (see Fig. 2) and a = 2, b = 2, c = 1, d = 1, e = 1, f = 2. Then we get
(TR)012×12 =

A0 B0 O
C0 A0 B0
O C0 A0

, where A0 =
0 1 0 0
2 0 2 0
0 1 0 1
0 0 2 0

, B0 =
1 0 0 0
1 1 1 0
0 0 1 0
0 0 1 1

, C0 =
2 2 0 0
0 2 0 0
0 2 2 2
0 0 0 2

.
Direct computation of the rank of (TR)012×12 gives 12, i.e. it is full rank. On the other hand, if we apply Theorem 3, then we
obtained that this HFCAm×n is always reversible for any a, b, c, d, e, f ∈ Z∗3 .
Example 4. Let m = 4, n = 5 and a = 1, b = 2, c = 1, d = 1, e = 1, f = 2. Then the rule matrix of
2D HFCA with hexagonal cells over the field Z3 is (TR)120×20 =
A1 B1 0 0C1 A1 B1 0
0 C1 A1 B1
0 0 C1 A1
, where A1 =
0 1 0 0 02 0 2 0 00 1 0 1 0
0 0 2 0 2
0 0 0 1 0
 ,
B1 =
1 0 0 0 01 1 1 0 00 0 1 0 0
0 0 1 1 1
0 0 0 0 1
 , C1 =
1 2 0 0 00 1 0 0 00 2 1 2 0
0 0 0 1 0
0 0 0 2 1
. Direct computation of the rank of (TR)120×20 gives 18. On the other
hand, by using Theorem 4, we have the following matrix identities up to n = 5;
p11 = A1, q11 = B1;
p12 = −p11C1−1A1 + q11 = −A1C1−1A1 + B1, q12 = −A1C1−1B1;
p13 = −p12C1−1A1 + q12, q13 = −p12C1−1B1;
p14 = −p13C1−1A1 + q13, q14 = −p13C1−1B1;
p15 = −p14C1−1A1 + q14.
Then it can be computed that rank(p15) = 3. Hence we obtain rank(T 120×20) = (4− 1)5+ rank(p15) = 15+ 3 = 18. Thus, for
m = 4, n = 5 the HFCA4×5 is irreversible.
4. Conclusion
In this paper, 2D finite CA defined by hexagonal local rule over the ternary field Z3 are studied. The rule matrix associated
to the 2D HFCA has been obtained. The rank of the rule matrices related to HFCA via an algorithm is computed. By using the
matrix algebra it is shown that the HFCA are reversible, if the number of columns is even and not otherwise. Properties of the
2DHFCAover other fields (see [26]) remain to be of great research interest. In this paper,we focus on algebraic representation
for a novel 2D CA over Z3. This paper answers the reversibility problem completely for this family of cellular automata. Since
this family is reversible with three states, it is expected that the applications in the areas such as cryptography, simulation
of natural phenomena, modeling, pseudo-random number generation, etc. will be of great interest.
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