Abstract. In this paper we describe an essential improvement of our recent algorithm for computing cohomology of Lie (super)algebra based on partition of the whole cochain complex into minimal subcomplexes. The improvement consists in replacing the arithmetic of rational numbers or integers by much cheaper arithmetic of modular field and using the inequality between the dimensions of cohomology computed over any modular field Z Z/pZ Z and over Q: dim Z Z/pZ Z H ≥ dimQ H. With this inequality we can, by computing over arbitrary Z Z/pZ Z, quickly find those (normally rare) subcomplexes for which dim Z Z/pZ Z H > 0 and then carry out the full computation over Q within these subcomplexes. We present also the results of application of corresponding C program to the Lie superalgebra of special vector fields acting on the (2|2)-dimensional odd symplectic supermanifold. In this way we found some new basis elements of cohomology in the trivial module for this algebra.
Introduction
Recently we proposed a new algorithm for computation of cohomology of Lie algebra or superalgebra. This algorithm reduces the computation for the whole cochain complex to a set of smaller tasks within smaller subcomplexes. This approach appeared to be efficient enough to cope with several difficult tasks in computing cohomology for particular Lie (super)algebras [1] [2] [3] [4] [5] . More detailed experiments with the C implementation of the algorithm, including profiling, reveal that arithmetic operations in the field of rational numbers Q take the main part of computational time (usually more than 90% for large tasks). The same is true if the field Q is replaced by the ring Z Z (though computation becomes somewhat faster). The standard way to reduce negative influence of this "bottle neck" is to compute several modular images of the problem with subsequent restoring the result over Q or Z Z by the Chinese remaindering algorithm. Though, as is clear, the sum of sizes of modules used for constructing images can not be less than the size of maximum integer in the final result, the modular approach allows to avoid the intermediate swelling of coefficients. Such swelling is typical for the Gauss elimination, the basic algorithm at computing cohomology. Moreover the use of modular images is much more advantageous in the case of cohomology computation than in the traditional problems of linear algebra. As we demonstrate further, the overwhelming part of computation can be accomplished using only one modular image.
To demonstrate the power of the new algorithm and program we present the results of computation of cohomology in the trivial module for the algebra SLe (2) . This is the Lie superalgebra of divergence free vector fields on the (2|2)-dimensional supermanifold equipped with odd symplectic structure [6] . The superalgebras of such kind, being superized (odd) counterparts of the Lie algebras of Hamiltonian vector fields, play an important role in the Batalin-Vilkovisky formalism.
Combining Splitting Algorithm with Modular Search
The kth cohomology is defined as the quotient space (or module if we consider the problem over a ring)
for the cochain complex
Here, C k are linear spaces of cochains, graded by the integer number k (called dimension or degree);
are the spaces of cocycles and coboundaries, respectively (see details in [7] ).
Let us start with a short scheme of the splitting algorithm. A more detailed description can be found in [1] [2] [3] [4] [5] .
To compute kth cohomology, it is sufficient to consider the following part of (1):
First of all we split (2) using Z Z grading in cochain spaces induced by the gradings in the Lie (super)algebra (and module over this algebra) participating in the construction of cochain spaces:
Here, G ⊆ Z Z is integer grading. It appears that, as a rule, any subcomplex in a given grade g can be split, in turn, into the smaller subcomplexes:
Here, S is finite or infinite set of subcomplexes. Equation (3) means that the spaces
and the matrices of the linear mappings d i g can be presented in the block-diagonal form
Construction of these subcomplexes is the central part of the splitting algorithm. Thus, the whole task reduces to a set of easier tasks of computing
As a basis of the cochain space C k g , we choose the set of super skew-symmetric monomials of the form c(e i1 , . . . ,
Here, e i and a α are basis elements of algebra and module, respectively, and e ) + gr(a α ) = g. Notice that gr(e ′ i ) = −gr(e i ) and this is an obstacle to extraction of finite-dimensional subcomplexes for infinitedimensional Lie (super)algebras when computing cohomology in the adjoint module (important in the deformation theory). We assume also i 1 ≤ · · · ≤ i k .
To construct some subcomplex
from the sum in right hand side of (3) we begin with choosing somehow an arbitrary starting monomial Repeating this process until its end we construct the minimal subcomplex of form (6) . This is the unique minimal subcomplex involving the starting monomial m Our modular approach is based on the following
Remarks. This inequality means that non-trivial cohomology classes computed over the field of rational numbers Q can exist only in those subcomplexes in which there are non-trivial cohomology classes computed over the finite field Z Z/pZ Z with arbitrary prime p. The inequality can be proved in different ways, we give here the direct constructive derivation as more suitable for the computer algebra approach. Proof. To prove inequality (7) we have to compute (4) in such a way to avoid cancellations of integers and apply the modular homomorphism φ p at the end of computation. Thus, it is convenient to consider (4) over the ring of integers Z Z instead of the field Q. The notation φ p means the ring homomorphism φ p : Z Z → Z Z/pZ Z. We assume that p is odd and use symmetric representation of Z Z/pZ Z, i. e.,
We will apply the notation φ p also to multicomponent objects over the ring Z Z like vectors and matrices. We begin with the following setup:
g,s and d 
respectively. We write A i j to emphasize that matrix A has i rows and j columns. 
Combining the relation
with the structure of the matrix S (see formula (8)), we can reduce the matrix D ′ determining coboundaries to the matrix D ′ acting in the submodule of cocycles:
Computing the Smith normal form S ′ = U ′ D ′ V ′ for the reduced coboundary matrix we have 
In this decomposition we have Ker d 
Now let us consider how (10) changes under the modular homomorphism φ p . The image of (10) takes the form
Since φ p is a ring homomorphism we have for arbitrary unimodular matrix A with integer entries
that is the above transformation matrices are mapped by φ p into the invertible matrices. Hence the number of elements in the decomposition basis a remains unchanged, that is m p = m. On the other hand, the invariant factors s ′ 1 , . . . , s ′ r ′ and s 1 , . . . , s r of the matrices S ′ and S divisible by p are mapped into zero, hence rank φ p (S) = r p ≤ r and rank φ p (S ′ ) = r ′ p ≤ r ′ and inequality (7) is proved by comparing (10) and (11) .
The algorithm based on the above ideas was implemented as a C program LieCohomologyModular and has the following structure:
1. Input Lie (super)algebra A, module X over A, cohomology degree (dimension) k and grade g. A and X should be defined over (some algebraic extension of) the ring Z Z or field Q. 2. Construct the full set M k g of k-cochain monomials in the grade g. Let us give some comments concerning the choice of prime p. From the practical point of view, we should use only primes p for which all operations in Z Z/pZ Z can be done within one machine word. Thus, for 32bit architecture we should choose p from the set of 8951 primes (3, 5, . . . , 92681). A good choice should not produce excessive cocycles. Of course, such cocycles will be removed at Step 7 anyway, but at the expense of additional work. In our context, "unlucky" prime is that divides the invariant factors of matrices of differentials and, as is clear, the probability for a given prime to be unlucky reduces with increase of the value of prime. On the other hand, there is some increase of the time (in the examples, we have computed, up to 2 or 3 times) and space expenses with increase of p within the set (3, 5, . . . , 92681), so it makes sense not to use too large primes for searching subcomplexes with potentially non-trivial cohomology. In our practice, we use, as a rule, the compromise prime near the half of 32bit word, namely, p = 65537 = 2 2 4 + 1, i. e., this is the 4th Fermat number.
Construct minimal subcomplex s
However, quite satisfactory results can be obtained even with much smaller primes, as is illustrated in Table 1 . The symbols n p(Q) in the boxes of this table mean that (non-zero) n = dim Z Z/pZ Z(Q) H(H(2)) k g , where H(H(2)) k g means the cohomology in the trivial module for the Lie algebra H(2) of formal hamiltonian vector fields on the 2-dimensional symplectic manifold. We performed computation over all modular fields from Z Z/3Z Z to Z Z/17Z Z. As is seen in Table 1 , the results for Z Z/17Z Z fully coincide with those for Q for all computed grades g ∈ [−2, . . . , 8] (and for all cohomology degrees k). The table also illustrates Theorem 1, i.e., all boxes containing non-zero dimensions for the field Q contain also non-zero (greater or equal than for Q) dimensions for all considered fields Z Z/pZ Z. 
))
In this section we present the results of application of the program LieCohomologyModular to the Lie superalgebra of vector fields acting on a special odd symplectic manifold of dimension (2|2). Special odd symplectic manifolds play an important role in the geometrical formulation of the Batalin-Vilkovisky formalism [10, 11] , an efficient method for quantizing gauge theories.
An odd symplectic manifold is an (n|n)-dimensional supermanifold equipped with an odd symplectic structure, that is an odd non-degenerate closed 2-form taking in so-called Darboux coordinates the form
Here, x 1 , . . . , x n and θ 1 , . . . , θ n are even and odd (grassmann) variables, respectively. The vector fields preserving 2-form (12) form a Lie superalgebra called the Buttin algebra B(n). The elements of this algebra can be expressed in terms of generating functions (also called hamiltonians.) The bracket for arbitrary two hamiltonians f and g is called Buttin bracket or antibracket or odd Poisson bracket and takes the form
Here, p(f ) is parity of function f.
Formally, the odd symplectic structure is a generalization of ordinary symplectic structure ω = n i=1 dq i ∧ dp i , where q i and p i are both even. But, in contrast to the ordinary case where there is the invariant volume form ρ ω = ω n (Liouville theorem) and all the vector fields preserving ω are divergence free automatically, there is no similar volume form in the supercase (see geometrical consideration of the subject in [12] ) and one can impose the divergence free condition additionally. Thus, we come to the so-called special Buttin algebra SB(n). Its generating functions f satisfy to the divergence free condition ∆f = 0, where ∆ is so-called odd Laplacian
This ∆-operator plays the key role in the formulation of so-called Batalin-Vilkovisky "master equation". We can reduce slightly the special Buttin algebra removing constants from generating functions, i.e., taking the quotient algebra w.r.t. the center Z. The resulting algebra SLe(n) = SB(n)/Z is called special Leites algebra.
Since the above algebras are infinite-dimensional, in order to compute cohomology, we have to introduce some grading by prescribing grades to the variables {x i } and {θ i } with subsequent extension of grading to the polynomial functions of these variables. Most natural grading can be provided by setting gr(x i ) = 1 and gr(θ i ) = −1. With this grading the algebras B(n) and Le(n) = B(n)/Z contain so-called internal grading elements guaranteeing that all non-trivial cohomology classes lie in the zero grade cochain subspaces (see [7] ). Unfortunately, there are no internal grading elements 2 in the divergence free algebras SB(n) and SLe(n). That is why the computation of cohomology for these algebras is much more difficult task than for the algebras without divergence free condition. 2 To be more precise, in the case of even n = 2k there exists grading (namely, gr(x i ) = 1 for 1 ≤ i ≤ k and gr(x i ) = −1 for k + 1 ≤ i ≤ n and opposite grades for conjugate variables θi) providing the algebras SB(2k) and SLe(2k) with internal grading elements, but this grading does not allow to split the cochain spaces into finite-dimensional subspaces.
Let us now turn to the algebra SLe (2) . Its basis elements up to grade 1 are
Here, x, y and θ, ψ are even and odd variables of the (2|2)-dimensional superspace, respectively; E i and O i are even and odd basis elements of the Lie superalgebra, respectively. Notice that odd generating function corresponds to the even element of superalgebra and vice versa. This is a property of Lie superalgebras with antibrackets called parity shift.
Let us present also the initial part of the commutator table of the algebra SLe(2) (only non-zero commutators are reproduced)
Studying this commutator table one can obtain some information about the structure of this algebra. For example, there are some subalgebras important in the construction of representations of the algebra: (2); -non-positive grade subalgebra A ≤0 = A <0 + ⊃ A 0 , a semidirect sum of commutative ideal and simple algebra.
The results of computation of cohomology H k g (SLe(2)) are presented in Table 2 . The boxes of this table contain either three numbers (with possible indication of non-trivial cohomology class) or right arrow. These numbers have in the top-down direction the following meanings: dim C In our computation we revealed four genuine cohomology classes, i. e., generators of the cohomology ring, α, β, γ, δ. They are parenthesized in the table. Their multiplicative consequences are underlined. Notice that the cohomology ring contains torsions: there are arbitrary powers of the cocycle α = c(θψ), but βα = 0, γα = 0 and δα 2 = 0.
Concluding Remark
When computing cohomology we start with the construction of the full set of (k, g)-monomials and we do not see at present how to avoid this in deterministic algorithms. To represent the set of monomials we need to allocate n = l × dim C k g elements of memory representing basis elements of algebra and module (l = k for the trivial and l = k + 1 for non-trivial module). In our implementation we represent basis elements by two-byte integers. For the last box in column 9 (k = 9) of Table 2 we have dim C k g = 648308 and the set of monomials occupies near 12MB. The dimensions grow very rapidly, so, in fact, we are working on the brink of abilities of 32bit architecture and, even theoretically, we can add only a few rows to Table 2 . But, as to arithmetical difficulties, we have some progress. 
