A b s t r a c t states with known signs. The unknown virtual conIn this paper, adaptive neural control is presented for a class of strict-feedback nonlinear systems with unknown time delays. Using appropriate LyapunovKrasovskii functionals, the uncertainties of varying unknown time delays are compensated for such that iterative backstepping design can be carried out. In addition, controller singularity problems are solved by using the integral Lyapunov function and employing practical robust neural network control. 
I n t r o d u c t i o n
Recent years have witnessed great progress in control of nonlinear systems. Adaptive control plays an important role due to its ability to compensate for parametric uncertainties. A recursive and systematic design procedure called adaptive backstepping design was developed in [l] for a class of nonlinear systems transformable to a parametric-pure-feedback form or a parametric-strict-feedback form. Several adaptive approaches for nonlinear systems with triangular struc- 
where f(z) and d(z) are estimates of f(z) and g(z). In this case, the assumption of 
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such that Ilz(t)ll < E for all t 2 t o + T . [lo] Assumption 2.1 The signs of'gi(Zi) are known> and there exist constants gLo and known sniootli functions In this section, the adaptive neural controller design is proposed for system (1) and the stability results of the closed-loop system are presented. The backstepping design procedure contains n steps.
At step i, an intermediate control function ai(t) shall he developed using an appropriate Lyapunov function &(t). The control law u ( t )
is designed in the last step to stabilized the whole closed-loop system using the overall Lyapunov function V,, which is the sum of the previous V,(t), i = l , . . . , n -1. The design of both the control laws and the adaptive laws are based on the following change of coordinates: Step 
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where cz, are constants that can be chosen arbitrarily small and ' I-" in (6) is used to denote the complement of set B in set A as follows
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The following lemma shows the compactness of set 
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will be handled in the next step. Step 2: Since z2 = z2 -al, the time derivative of 22 is given by where the coupling term G2(Z2(t))ts(t)23(t) will be handled in the next step. 
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S t e p i
Consider the following scalar funct,ion
u9,1(Zi-l,ui-ai-l)du
and the following Lyapunov function candidate K(t) as 
W t ) 5 s~( z " ( t ) ) z~( t ) t~+ l ( t )
where the coupling term Gi(Zi(t))zi(t)zi+l(t) will be handled in the next step.
Step n: This is the final step, since the actual control U appears in the derivative of 2 , as given in
Consider the following scalar function 
Performance Analysis
Theorems 3.1 and 3.2 only ensures the boundedness of all the signals in the closed-loop system, no transient performance of the closed-loop system is provided, which is actually of great importance in practical applications. The following theorem will discuss further about the transient performance of the closed-loop system analvticallv when the weishtins function is chosen
I _
as -yi(Zi) = S i ( % ) .
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Theorem 4.1 For the closed-loop system ( I ) , (10) and ( l l ) , the Jollowang properties hold under bounded initial conditions: 
Conclusion
An adaptive neural-based control has been addressed for a class of parametric-strict-feedback nonlinear systems with varying unknown time delays. The uncertainty from unknown time delays has been compensated through the use of appropriate LyapunovKrasovskii functionals. As a result, the iterative backstepping design has been carried out. In addition, the controller has been made to be free from singularity problem by using the integral type Lyapunov function and practical robust neural network control. The proposed systematic backstepping design method has beeii proved to be able to guarantee SGUUB of closed-loop signals. In addition, the output of the system has been proven to converge to an arbitrarily small neighborhood of the origin.
