Engineering sciences and applications of mathematics show unambiguously that positive semidefiniteness of matrices is the right generalization of nonnegative real numbers. This notion of nonnegativity for matrices has been well-studied in the literature; it has been the subject of review papers and entire chapters of books (as for example [HJ89, Chap. 7 
1 Introduction, motivations, presentation
Positive (semi)definiteness: a useful notion
Let us get into the linear space S n (R) of symmetric real matrices of size n × n. A matrix A ∈ S n (R) is said to be positive semidefinite (written as A 0), if
where the superscript · denotes the transposition. The matrix A is further called positive definite, and written as A 0, if the above inequality is strict for all nonzero x ∈ R n . Positive (semi)definite matrices are fundamental objects in applied mathematics and engineering. For example, they appear as covariance matrices in statistics, as Lyapunov functions in control, as kernels in machine learning, as diffusion tensors in medical imaging, as lifting matrices in combinatorics -just to name a few of the various uses to the concept. A recent, fruitful branch of optimization is devoted to problems involving positive semidefinite matrices; it is called semidefinite programming [SVW00] and has proved to be a power tool to model engineering problems. Many of these applications show that the right matrix generalization of a positive real (a > 0) is not the entry-wise positive matrix (A ij > 0 for all i, j), but indeed the positive definite matrix A 0.
This notion of nonnegativity for matrices has been well-studied in the literature; it has been the topic of review papers and entire chapters of books, for example [HJ89, Chap. 7 [Str09, Sec. 6 .5]. In the present paper, we also gather some results about positive (semi)definite matrices: some are well-known, some are more original, all have interest. The originality of this paper is that we adopt the viewpoint of variational analysis shedding a new light on these topics. The term variational is not to be understood in its old historical meaning (calculus of variations), but in the broadest possible sense (optimization, convex analysis, nonsmooth analysis, complementary problems,...). We insist in particular on the harmonious interplay between matrix analysis and optimization.
The set of positive semidefinite matrices S + n (R) = A ∈ S n (R) : x A x ≥ 0 for all x ∈ R n (2) as well as the set S ++ n (R) of positive definite matrices, are convex cones of S n (R). In fact, both sets S + n (R) and S ++ n (R) enjoy a nice geometry that is exploited in many applications. We review some of their useful and sometimes subtle geometrical properties -again with a variational eye. This study allows an illustration of convex, semialgebraic and Riemannian geometries: on top of all its practical uses, positive semidefiniteness has also some pedagogical interest!
Positive (semi)definiteness: a multi-facet notion
We start with a bunch of various, simple notions. The idea of this first section is, while sticking to basic properties, to show how different notions and various domains come into play when talking about positive semidefinite matrices. On the fly, we recall the background properties, introduce notation, and give a first flavour of what comes next.
(Bi)linear algebra at work. Let us recall the key-result for symmetric matrices: if A ∈ S n (R), then the n eigenvalues λ i of A lie in R and there exists an orthogonal matrix U such that U AU is the diagonal matrix with the λ i on the diagonal, denoted by diag(λ 1 , . . . , λ n ). Note that this result can also be written as follows: there exist n unit eigenvectors x i of A (the columns of U ) such that
This result mixes nicely linear and bilinear algebra: the matrix U allows both the diagonalization of A as U −1 AU = diag(λ 1 , . . . , λ n ) (linear algebra world), and to reduce the quadratic form associated with A as U AU = diag(λ 1 , . . . , λ n ), such that A(U y), U y = diag(λ 1 , . . . , λ n )y, y (bilinear algebra world). There are several proofs of this result; one is optimization-based (using optimality conditions by Lagrange multipliers, see e.g. [AGT87, p.222] ).
This decomposition is used to define the square root matrix: if A 0, the (positive) square root of A, denoted by A 1/2 , is the unique S 0 such that S 2 = A (it can defined by U SU = diag( √ λ 1 , . . . , √ λ n )). When A 0, we also have (A 1/2 ) −1 = (A −1 ) 1/2 so that the notation A −1/2 is not ambiguous.
We can also reduce two matrices at the same time. More precisely, the so-called simultaneous decomposition says that for A ∈ S n (R) and B ∈ S ++ n (R), there exists an invertible matrix P such that P AP = diag(λ 1 , . . . , λ n ) and P BP = diag(µ 1 , . . . , µ n ).
We are not aware of simple results of that kind for more than two matrices; the reason of the impossibility of such simultaneous decompositions might be deeper than one could think (see Problem 12 in [HU07] ).
Inner products. The space R n is equipped with the canonical inner product
We prefer to use the notation ·, · , often more handy than (·) · for calculus when the transpose is involved. Up to a double sum, this is the same for symmetric matrices: we equip S n (R) with the canonical inner product as well
A ij B ij = trace(A B) = trace(AB).
A connection between these two scalar products is
Ax, x = A, xx .
This easy property turns out to be important in combinatorial optimization: this "lifting" is the first step of the semidefinite relaxation of binary quadratic problems (see e.g. [PRW95] ). Another interesting connection between the inner products is the so-called Ky-Fan inequality: A, B ∈ S n (R) satisfy the inequality
where λ(A) = (λ 1 (A), . . . , λ n (A)) ∈ R n is the vector of the eigenvalues of A ordered nonincreasingly. Moreover equality holds if and only if A and B admit a simultaneous decomposition with ordered eigenvalues (see e.g. [BL00] and references therein). This inequality is a key tool for the study of spectral functions and spectral sets [Lew99] ; we come back episodically on spectral sets in the next sections.
Quadratic forms and differential calculus. Naturally associated with A ∈ S n (R) is the quadratic form
The definition of semidefiniteness (1) thus reads q(x) ≥ 0 for x ∈ R n . From an optimization point of view, we have inf
and the set of minimizers is ker A. The quadratic form q is obviously of class C ∞ on R n , and we have for all x ∈ R n ∇q(x) = Ax and
Easy to remind: we have formally the same formulae for q(x) = ax 2 /2 for x ∈ R. Note also that the factor 1/2 in the definition of q aims at avoiding the factor 2 when differentiating q. When A is positive definite, q gives a norm on R n . This can also be seen by the simultaneous decomposition: there exists P invertible such that P AP = I n , or in other words, up to the change of variables y = P −1 x, the quadratic form q is just the simpler form · 2 : y 2 = y, y = P AP y, y = AP y, P y = Ax, x .
When convex analysis enters into picture. Remind that a function f :
When f is smooth, convexity is characterized by the positive semidefiniteness of its Hessian matrix ∇ 2 f (x) for all x ∈ R n . From (3), we get that q is convex if and only if A 0. (Let us also mention that strict and strong convexities of q coincide and are equivalent to A 0.) During our visit of the positive semidefinite matrices world, we will meet several notions from convex analysis (polar cone, Moreau decomposition, tangent and normal cones,...). The first notion is the Legendre-Fenchel transformation, that is an important transformation in convex analysis [HUL01] introducing a duality in convex optimization. The LegendreFenchel transformation defined by
has a simple explicit expression for q(x) = Ax, x /2 (with A 0). In the case A 0, we obtain
Observe incidentally that (since q ≤ p implies q * ≥ p * ) this results in a quick variational method to establish B −1 ≺ A −1 as soon as B A, which is the matrix counterpart of the decreasing of the inverse for positive numbers. Note moreover that the involution A → A −1 of linear algebra corresponds to the involution q → q * of convex analysis. If we just have A 0, then
This is more delicate to obtain (use the decomposition in ker A and Im A). Making the transformation twice, we come back home: (q * ) * = q as expected.
Do not forget geometry. A geometrical view is often used to introduce linear algebra (as in textbook [Str09] ). The geometrical object also associated with a matrix A 0 (and the quadratic form q A ) is the ellipsoidal convex compact set
The eigenvalues of A give the idea of the shape of E A (see [Str09, Chap. 6] ). It is the unit ball of the inner product given by A. The linear function A −1/2 maps the canonical unit ball B to E A ; so the volume of the E A is 1/ det(A) times the volume of B (see Problem 3 in [HU07] for a question on the volume of convex bodies). We mention finally that the inversion A → A −1 coincide for E A with the polarity transformation of convex compact bodies having 0 in the interior (see [HUL01, Chap. C]).
Convex cone, visualisation in 3D. A positive semidefinite matrix has various properties; the set of positive semidefinite matrices has nice properties as well. We give a first flavour of its geometry here; and we will come back to this in Section 3. It is not difficult to show with definition (2) that S + n (R) is a (closed) convex cone. Recall that this means
and (α ≥ 0, A ∈ S + n (R)) =⇒ αA ∈ S + n (R). Since S 2 (R) is of dimension 3, we can visualize the cone S + 2 (R) as a subset of R 3 . We identify S 2 (R) and R 3 by an isomorphism
We can choose the isometry ϕ(A) = (a, √ 2b, c); but the best looking isomorphism is
that allows to identify the cone S 2 (R)
with ϕ(S 2 (R)) which is the following usual cone K of R 3 (see Figure 1 ) The boundary of K corresponds to the rank-one matrices, and the apex of K to the zero matrix. To avoid giving incorrect intuition, we emphasize that even if the boundary of S + 2 (R) deprived from 0 appears to be a smooth manifold, this is not true in general (it is in fact the union of smooth manifolds, see section Section 3.4).
2 Characterizations of positive (semi)definiteness
Characterizations of positive definiteness
The characterizations of positive definiteness are numerous. Depending on the context, each of them has its own usefulness. For example, the Gram formulation appears naturally in statistics, and so does the characterization by invariants in mechanics, or the exponential in dynamical systems. We discuss some of these characterizations here: we start with a couple of characterizations that use decompositions in particular forms; then, we insist on the characterizations by the positivity of n real numbers; we finish with a more original characterization.
Factorization-like characterizations
One of the most useful and most basic characterizations is the following factorization: A is positive definite if and only if there exists B invertible such that A = BB (in this case indeed Ax, x = Bx 2 for all x ∈ R n ). There exist different factorizations of this form, among those: the Cholesky factorization with B upper-triangular with positive diagonal elements; and the square root factorization, with B symmetric positive definite (see e.g. [Zha99] ).
Other famous decomposition-like characterizations use exponential or Gram matrices: the property A 0 is characterized by each of the two properties:
• Exponential form: there exists B ∈ S n (R) such that A = exp(B).
• Gram form: there exists a basis {v 1 , . . . , v n } of R n such that A ij = v i , v j for all i, j.
Positivity of n real numbers
Important characterizations of positive definiteness rely of the positivity of n real numbers associated with symmetric matrices. For example, it is well-known that positive eigenvalues characterize positive definiteness; we gather in the next theorem three similar properties.
Theorem 1 (Positive definiteness by positivity of n real numbers). Each of the following properties is equivalent to A 0:
(i) the eigenvalues λ 1 , . . . , λ n of A are positive;
(ii) the minors ∆ 1 , . . . , ∆ n of A are positive; (iii) the principal invariants i 1 (A), . . . , i n (A) are positive.
We recall that the minors are defined as ∆ k := det A k for k = 1, . . . , n, where A k is the submatrix of A made of the first k rows and first k columns of A. Recall also that the principal invariants of A are (up to a change of sign) the coefficients of monomials of the characteristic polynomial P A (x) of A; more precisely
where the λ i are the roots of P A , i.e. the eigenvalues of A. For example
Another definition of i k (A) is
i k (A) = sum of the principal minors of order k of A.
A principal minor of order k is the determinant of the k × k-matrix extracted from A by considering the rows and columns n 1 , . . . , n k with 1 ≤ n 1 < · · · < n k ≤ n. The result also follows from the factorization of a matrix in a product of triangular matrices; we sketch this proof here (see more in [HUP88] ). Let A ∈ S n (R) such that ∆ k = det(A k ) = 0 for all k = 1, . . . , n. Then there exists a (unique) lower triangular matrix with ones on the diagonal, denoted by S, such that
Proof. (of Theorem 1).
Then it is easy to establish characterization (ii). Let us prove here characterization (iii) which is less usual. One implication comes easily: if A 0, then all the eigenvalues of A are positive; each i k (A) is then positive as well (recall (4)). To establish the reverse implication, we assume that i k (A) > 0 for all k, so in particular det(A) > 0. Suppose now that there exists a negative eigenvalue of A, call it λ i 0 < 0. Then observe that
which contradicts the fact that P A (λ i 0 ) = 0. Thus we have λ i ≥ 0 for all i, and since 0 < det(A) = λ 1 · · · λ n , we get that λ i > 0 for all i, which guarantees that A is positive definite.
Example 2 (Invariants in dimension 2 and 3). Let us illustrate in small dimension the third point of the previous theorem. In the case n = 2, we have the simple formulation
We note by the way that this is a particular case of the development
where cof M stands for the cofactors matrix of the matrix M (in general, this development is obtained by differential calculus with the fact that the determinant is multilinear, see [ACHU10] ). Let us come back to our situation: the two principal invariants of A are trace A and det A, so that we have
For the case n = 3, we have
which is again a particular case of the nice formula
The three principal invariants are
Thus we have
which gives an handy characterization in dimension 3. These principal invariants are widely used for n = 3 in mechanics where they often have a physical interpretation (for example as stresses and strains), see the textbook [Tru91] .
Characterization by polar cones
Here is now a more original characterization, using convex cones in R n . We start by recalling some convex analysis (polar cones and Moreau polar decomposition) that is needed; those notions have some interest of their own, and turn out to be less known than they deserve (see more details [HUL01] ).
If K is a closed convex cone in a Euclidean space (E , ·, · ), then the polar cone K • of K is the closed convex cone of E made of all the points whose projection onto K is 0; in other terms,
Examples:
Thus polarity is to (closed) convex cones what orthogonality is to linear subspaces. As orthogonality, the fundamental result on polarity is that doing the polar transformation twice leads back home: (K • ) • = K. Another result that we will need later (and that is easy to prove from the definition) is that for an invertible matrix B, there holds
The most important result on polar cones is with no doubt the following Moreau decomposition (1962) . Let x, x 1 and x 2 be three elements of E , then the properties (i) and (ii) are equivalent:
Here P C stands for the projection onto the closed convex set C. This decomposition of R n on K and K • thus generalizes the decomposition of R n as the direct sum of a linear space L and its orthogonal L ⊥ . Note that if we know how to project onto K, we thus get as a bonus the projection onto K • , which is interesting in practice if K • is more complicated than K.
Let us come back to matrices, and let us prove the following original characterization of positive definiteness: let A ∈ S n (R) be invertible and K be a closed convex cone of R n ; then
Note the nice symmetry of the result since (A −1 ) −1 = A and (K • ) • = K. This characterization whose proof is not straightforward is due to [HM84] . It was used as a challenge in a graduate class: we present here a proof suggested by a student (X. Bonnefond, Toulouse University, 2009). As we can expect, it uses the Moreau decomposition. The fact that the condition is necessary follows directly from the definition of positive definiteness; we focus on sufficiency. Let A be an invertible matrix satisfying the condition, and consider an eigendecomposition A = U DU (where D = diag(λ 1 , . . . , λ n ) with nonzero λ i ).
Observe first that up to a change of cone (K ← U K), we can assume that A is diagonal: the condition can indeed be written
with the help of (6). So we consider that A = D is diagonal, and we just have to prove that the condition
yields that all the λ i are strictly positive. For the sake of contradiction, assume that the k (k < n) first eigenvalues λ 1 , . . . , λ k are positive while the n−k last λ k+1 , . . . , λ n are negative. We start by one more step of simplification of the expression by scaling the variables by S = diag( |λ 1 |, . . . , |λ n |). We introduce K = SK, and we observe that
After multiplying these two inequalities together, the Cauchy-Schwarz inequality yields
We apply this inequality to a well-chosen couple of vectors y and z to get a contradiction. Consider the basis vector e = (0, . . . , 0, 1) and note that e does not lie in K nor in K • . So its Moreau decomposition gives e = y + z with y ∈ K {0}, z ∈ K • {0} and y, z = 0.
Observe that we have z i = −y i for all i = 1, . . . , k so that
Now the orthogonality of y and z gives
This contradicts (8), so proves that k = n, which establishes the characterization.
Characterizations of positive semidefiniteness
Most of the characterizations of positive definiteness have their positive semidefiniteness counterparts. In this section, we briefly highlight some similarities and differences between the positive definite and semidefinitenesses.
The property A 0 is equivalent to each of the following statements.
• There exists a matrix B such that A = BB . This can also be read as: the quadratic form q A (x) = B x 2 is zero on ker B = ker A.
• The eigenvalues λ 1 , . . . , λ n of A are nonnegative. The set S + n (R) can thus be seen as the inverse image of R n
by the eigenvalue function λ : S n (R) → R n assigning to a symmetric A its eigenvalues in a nonincreasing order. The convex set S + n (R) is then a spectral set in the sense of [Lew99] . More generally, we can prove that a spectral set λ −1 (C) with C convex is convex as well.
• For k = 1, . . . , n, all the principal minors of order k of A are nonnegative.
This means that the determinants of all the submatrices made of k rows and k columns of A should be nonnegative -and not only the ∆ k introduced in Theorem 1! Having only ∆ k ≥ 0 does not guarantee indeed semidefiniteness, as shown by the following easy counter-example:
but A is not semidefinite positive (it is even semidefinite negative). Checking all the principal minors to conclude about the positive semidefiniteness would mean checking 2 n − 1 polynomial relations -and not only n as for the positive definiteness, which is a surprising gap! In the next characterization though, only n polynomial relations come into play.
• The principal invariants i 1 (A), . . . , i n (A) are nonnegative. 1 This is a sort of aggregate form of the previous condition, since for all k, the invariant i k (A) is the sum of n k principal minors. Checking the positivity of those n polynomial relations does yield semidefinite positiveness. The proof is conducted in the same way as for (iii) in Theorem 1 (see [HJ89, p.403] ). Counting the number of principal minors involved in this characterization by the i k (A), we naturally retrieve 2 n − 1 as
3 Geometry of the set of positive (semi)definite matrices
As already mentioned, the set S + n (R) of positive semidefinite matrices is a closed convex cone of S n (R). This cone enjoys a nice, subtle geometrical properties of whoch some aspects are exposed in this section. We see the cone S + n (R) as a concrete example to illustrate various notions of convex geometry and smooth geometry.
Stability by matrix operations
Stability by additions. As a convex cone, S + n (R) is stable by addition and by multiplication by α ≥ 0. We can add moreover the following property (easy to see on definitions) (A 0, B 0) =⇒ A + B 0. The cone S + n (R) is also stable by another addition, the so-called parallel sum of A 0 and B 0 defined by A / /B :
Since both the inversion and the sum preserve S + n (R), the parallel addition preserves it as well. This operation was introduced [AD69] in connection with electrical networks. Note indeed that two wires of resistances r 1 and r 2 connected in parallel have a total resistance r = 1/(1/r 1 +1/r 2 ) by the Kirchhoff law.
We can also define A / /B for A, B 0 using pseudo-inversion (see e.g. Stability by multiplications. The product of two positive semidefinite matrices is not positive semidefinite in general: the matrix product destroys symmetry. There is no way to get out of this since we have the following (rather surprising) result:
Any n × n-matrix A can be described as the product of two symmetric matrices.
This result can be traced back to G. Frobenius (1910) , and is presented by [Tau72] and [Bos86] for example. A quick way to prove it is to use that a matrix A and its transpose are similar: there exists an invertible S ∈ S n (R) (non unique, though) such that A = S −1 AS [TZ59] . As a consequence, we can decompose A = S 1 S 2 with S 1 = SA (which is symmetric by choice of S) and S 2 = S −1 which is symmetric.
Imposing symmetry solves this problem: if A, B 0 then the product AB is positive semidefinite as well whenever it is symmetric -that is exactly when A and B commute. We add here two (not well-known) results of the same kind:
• Result of E. Wigner (1963). If A 1 , A 2 , A 3 0 and the product A 1 A 2 A 3 is symmetric, then it is positive definite.
• Result of C. Ballantine (1968). Except the particular case A = −λI n with λ > 0 and n even, any square matrix with positive determinant can be written as the product of four positive definite matrices. (For the particular case let aside, five positive definite matrices are needed.)
Let us finally mention that for another nonstandard matrix product, S + n (R) is stable without any further assumption. If A = (a ij ) and B = (b ij ), we define (as a student that would have skipped the course could define it) the matrix product C = A • B = (c ij ) by c ij = a ij b ij for all i, j. Result: if A and B are positive definite (resp. semidefinite) then so is the product A • B (see [HJ89, 7.5 .3]).
Convex sets attached with S
+ n (R)
Interior and boundary
The (relative) interior of a convex set is always convex as well; here the interior of S + n (R) turns out to be exactly S ++ n (R). This is another appearance of the analogy with R + , since the interior of (R + ) n is (R * + ) n . The boundary of S + n (R) is exactly made of the singular matrices A 0. We found there the positive semidefinite matrices of rank k, for 1 ≤ k ≤ n − 1, forming smooth manifolds fitting nicely together (see Section 3.4).
Structure of faces of S +
n (R) A convex subset of F ⊂ C is a face of C if every segment of C having in its relative interior an element of F is entirely contained in F . All the faces of S + n (R) are moreover exposed faces: a face F of S + n (R) is the intersection of C with a supporting hyperplane (that is a hyperplane H such that C is entirely contained in one of the closed halfspaces delimited by H). More precisely, the result is the following (see [Lew97] for earlier references plus a discussion about the generalization to spectral sets): F is a face of S + n (R) if and only if F is the convex cone spanned by vv : v ∈ V where V is a subspace of R n . So the faces have dimensions {0, 1, . . . , n(n + 1)/2}, since the dimension of the face associated to V is d(d + 1)/2 if d is the dimension of V . For example for n = 2: there is a face of dimension 0 (the apex of the cone S + n (R)), faces of dimension 1 (extremal rays of S + 2 (R) directed by vectors xx with nonzero x ∈ R n ), and a face of dimension 3 (the whole S ++ 2 (R)). Another way to generate all the faces of S + n (R) is as follows. Let L be a linear subspace of R n of dimension m, and set
then F L is a face of S + n (R) of dimension r(r + 1)/2 with r = n − m. When L ranges all the subspaces of dimension m, F L visits all the faces of dimension r(r + 1)/2.
Let us mention that the knowledge of the faces of S + n (R) is used to reformulate degenerate semidefinite optimization problems by the so-called facial reduction techniques (see the recent [KW09] for references and an application to sensor network problem).
Polar cone and projection
Remember that the space S n (R) is equipped with the inner product ·, · . The polar cone (5) of K = S + n (R) in S n (R) is simply K • = −S + n (R). Furthermore, it is straightforward to determine the Moreau decomposition of a matrix A ∈ S n (R) onto S + n (R) and its polar. Consider indeed an orthogonal eigendecomposition U AU = diag(λ 1 , . . . , λ n ); then the two matrices A + := U diag max{0, λ 1 }, . . . , max{0, λ n } U A − := U diag min{0, λ 1 }, . . . , min{0, λ n } U are such that A = A + + A − and A + , A − = 0. Thus A + (resp. A − ) is the projection of A onto S + n (R) (resp. onto its polar −S + n (R)). Said otherwise, to project A onto S + n (R), we just have to compute an eigendecomposition of A and cut off negative eigenvalues by 0. It is remarkable that we have an explicit expression of the projection onto S + n (R), and moreover that this projection is easy to compute (since it consists essentially in computing an eigendecomposition). This has been noticed early by statisticians [SA79] , and since then the projection has been widely used (for example, to restore semidefiniteness of covariance matrices after modifications). More sophisticated projections onto subsets of S + n (R) are computable; it is not as straightforward as above, but it simply uses standard tools of numerical optimization [Mal04] . Those projection techniques have also many applications in statistics and finance.
Note finally that we can interpret the projection of A onto S + n (R) = λ −1 (R n + ) with respect to the projection of its eigenvalues onto R n + , namely
This result turns out to have a nice generalization: we can compute a projection onto a spectral set λ −1 (C) as soon as we know how to project onto the underlying C (see [LM08] ).
Tangent and normal cones
Normal cones in convex geometry play the role of normal spaces in smooth geometry: they give "orthogonal" directions to a set at a point of the set. Their "duals", the tangent cones, then give a simple approximation of a set around a point.
The normal cone to S + n (R) at X ∈ S + n (R) can be defined as the set of directions S ∈ S n (R) such that the projection of X + S onto S + n (R) is X itself. In more mathematical terms, this means N A := {S ∈ S n (R) : S, B − A ≤ 0 for all B ∈ S + n (R)}. The tangent cone is then defined as the polar of N A and admits the characterization:
To fix ideas, we give a illustrative representation of the cone with its tangent and normal space at a point (beware of the fact that this is not a real representation, since for n = 2 the boundary of the cone is smooth).
Figure 2: (Nonrealistic) illustration of the normal and tangent cones to S + n (R) at A For the special case A = 0, the tangent and normal cones are simply
For the general case A ∈ S + n (R), there holds
as well as This equivalence has a one-line proof using the following classical trick
The third expression comes easily from the second. We can then edescribe N A one step further from the last expression. Take A ∈ S + n (R) of rank r (< n). The dimension of ker A is n − r, let {u r+1 , . . . , u n } be a basis of it. Then
with α i ≤ 0 (i = r + 1, . . . , n).
Spectrahedrons
A special subset of S + n (R) plays an important role in the variational analysis of the eigenvalues (see [HUY95] , [OW93] ); it is called the spectraedron, and is defined by
This set is convex and compact; its extreme points are exactly the matrices xx where x is a unit vector of R n . It is equivalently defined through the eigenvalues: Ω 1 = λ −1 (Π 1 ) is just the spectral set associated with For example, Ω n is obviously reduced to a single element, the identity matrix I n . Note that we did not add λ max (A) ≤ 1 in the definition of Ω 1 , since it was automatically satisfied. The general result is the following: the set Ω m is convex and compact, and it is the convex hull of the matrices XX , where X is n × m-matrix such that X X = I m . In other words: the convex hull of the orthogonal projection matrices of rank m is exactly the set of symmetric matrices whose eigenvalues are between 0 and 1, and whose trace is m. To show this result, we start to prove that Ω m = λ −1 (Π m ) with the compact convex polyhedron
We can determine the extremal points of Π m : the point (λ 1 , . . . ,λ n ) is extremal in Π m if and only if all the entriesλ i are zeros, expected m of them that are ones.
Representation as inequality constrained set: a nonsmooth viewpoint
A common, pleasant situation in optimization is when the constraint set C is represented with the help of inequalities
and the interior of C with the help of strict inequalities with the same functions
Does there exist such a representation for C = S + n (R) and its interior S ++ n (R) ? The answer is yes. We highlight two types of representing functions: a nonsmooth one in this section, and polynomial ones in the next section.
Consider the function g : S n (R) → R defined by
This function is convex and positively homogeneous, as a maximum of linear functions. We have indeed the well-known Rayleigh quotient
Ax, x = max
A, xx = max
where Ω 1 is defined by (10). More precisely, the last expression says that λ max is the support function of Ω 1 (the notion of support function is fundamental in convex analysis, see [HUL01, Chap.C]). Let us come back to the representation of S + n (R) as an inequality constrained set: we easily have a first adequate representation as
We can thus represent S + n (R) as a constrained set with a single inequality, but we have to use the nonsmooth function λ max . On the other hand, in Section 3.4, we will represent it with several smooth function.
We mention briefly here that smooth approximations of the nonsmooth representing function λ max result in smooth approximations of S + n (R). Let us start from
and, following [Nes07] , define for all µ > 0
where the λ i (X) are the eigenvalues of X. This expression of f µ can be transformed to
In [Nes07] , it is shown that the function f µ is globally Lipschitz, is of class C 1 with gradient
, and that we have the uniform approximation
Therefore, we have a uniform global (µ log n)-approximation
Representation as inequality constrained sets: a semialgebraic viewpoint
The adequate representation of the previous section used a nonsmooth function. The algebraic nature of S + n (R) gives naturally a representation with polynomials, and it is tempting to consider the positively homogenous polynomial functions ∆ k . But we cannot use them to have the desired decomposition since (remember Section 2.2)
We still have an adequate representation with the help of principal invariants i k . Setting g k = −i k , there holds
The constraint functions g k are polynomial, positively homogeneous of degree k; obviously they are of class C ∞ , whereas g in (11) is nonsmooth. Note by the way that that S + n (R) represented by (12) is clearly a cone, but its convexity is way less clear (and comes from subtle reasons: hyperbolic polynomials and the convexity theorem of Gårding, see [Lew99] ).
Note also that we have the a priori knowledge of the active constraints at a matrix A in the representation (12) (those such that g k (A) = 0). Usually we only know this a posteriori, here we directly know from the rank r of A that g k (A) < 0 for k = 1, . . . , r and g k (A) = 0 for k = r + 1, . . . , n.
We now discuss briefly about the fact that S + n (R) is a semi-algebraic set as it appears on (12). A so-called semi-algebraic set is a set defined by unions and intersections of finite numbers of polynomial inequalities. It turns out that these sets enjoy very nice stability properties (almost any "finite"' operation preserves semialgebraicity, see [BCR98] ), which are useful tools for the analysis of structured nonsmooth optimization problems (see e.g. [BDL06] , [Iof09] ). One of the main properties of semialgebraic sets is that they can be decomposed as a union of connected smooth manifolds (so-called strata) that fit together nicely. Denoting by R r the smooth submanifold of S n (R) made up from the positive semidefinite matrices of fixed rank r (for r = 0, . . . , n), we observe indeed that the semialgebraic cone S + n (R) is the union of the n + 1 manifolds R r , which are themselves the union of their connected components, the strata of S + n (R). The two extreme cases are: r = 0 the apex of the cone and r = n the interior of the cone. The decomposition as union of manifolds is explicit in the representation of S 2 (R) in R 3 : the point (r = 0), the boundary deprived from the origin (r = 1) and the interior of the cone (r = 2).
As expected, the tangent space to R r at A (denoted by T A ) is connected to the tangent cone to S + n (R) at A. In fact, T A is the largest subspace included in T A (remind (9)), namely
3.5 Natural Riemannian metric on S ++ n (R)
In applications, the computations dealing with positive definite matrices involves many operations (like approximation, interpolation, filtering and estimation...). It has been noticed (see e.g. [Moa05] , [Moa06] and references therein) that Euclidean geometry does not always suit at best for some of these operations, as for example in medical imaging [Pen06] . We present here another more natural geometry, and we connect it to optimization in the next section. We refer to [Bha07, Chap. 6] for more details and proofs of the results. Note also that similar developments hold for fixed rank positive definite matrices, but they required more involved techniques (see [BS09] ). Although we use the language of Riemannian geometry, we stay here at a very basic level.
The cone S ++ n (R) is an open set with two natural geometries: the standard Euclidean geometry associated with the inner product ·, · of course, where the distance between A and B is
and also an intrinsic structure defined by the "infinitesimal length" at A, ds = A −1/2 (dA)A −1/2 2 , which allows to define a Riemannian metric in the following standard way.
Let A, B ∈ S ++ n (R) and a piecewise C 1 path γ :
and the Riemannian distance is
It turns out that we have nice explicit expressions of d R and associated geodesics: the unique geodesic that connects A and B is the following path
that reaches the minimum in (14), so that
(15) The last inequality comes from the fact that A −1 B and A 1/2 BA 1/2 are similar matrices, so they have the same eigenvalues. We can verify on (15) that we have indeed the desirable property d R (A, B) = d R (B, A) (since (A −1 B) −1 = B −1 A, the squared log of eigenvalues are the same). We finish with stressing two interesting properties to give a flavour on why this distance has a better behaviour for some applications.
Distance of inverses. We get easily that the inversion does not change the distance: for any A and B in S ++ n (R), we have
which does not hold for d 2 . This property simply follows from the fact that (A −1 B) = BA −1 have the same eigenvalues.
Geometric mean. Let A 1 , . . . , A m be m matrices of S ++ n (R); the usual (arithmetic) mean
can be seen as the matrix in S ++ n (R) that minimizes X → m i=1 ( X − A i 2 ) 2 . For the Riemannian geometry, we have similarly that there exists a unique matrix X in S ++ n (R) that minimizes Writing the optimality condition of (17), we get that the Riemannian mean is characterized by
For m = 2, we see that 3.6 Barrier function of S ++ n (R)
As a function of the real variable x > 0, the logarithm x → log x has a matrix relative which turns out to have a central role in optimization. The celebrated (opposite) log-function for matrices is X 0 −→ F (X) := − log(det(X)) = log(det X −1 ).
Differential calculus for F in S ++ n (R) gives the "same" results as for the log in R + . As a composite function, F is of class C ∞ on S ++ n (R) with derivative DF (X) :
which gives the gradient ∇F (X) = −X −1 . We have furthermore
We can also prove that F is strictly convex on S ++ n (R). This fundamental property is the topic of several exercises in [HU09] .
As mentioned above, this function has a very special role in optimization, more precisely in semidefinite programming [SVW00] . The function F is indeed a self-concordant barrierfunction for S ++ n (R). The role of barrier is intuitive: F (X) → +∞ when X 0 approaches the boundary of S ++ n (R), which consists of the singular matrices A 0. Self-concordance is a technical property, namely
for a constant α (here α = 2 is valid). In the 90s, Y. Nesterov and A. Nemirovski developed a theory [NN94] , that has had tremedous consequences in convex optimization. They showed that self-concordant barrier-functions allow to design algorithms (called interior-point methods) for linear optimization problems with conic constraints, and that moreover the complexity of those algorithms is fully understood. In particular, the interior-point algorithms for semidefinite programming made a little revolution during the 90s: they provided numerical methods to solve a wide range of engineering problems, for example in control [BGFB94] , or in combinatorial optimization [GW95] . The log-function F of (18) is at the heart of interior point methods for semidefinite programming; it has also a remarkable connection with the Riemmanian metric of Section 3.5. Observe indeed that the norm in S + n (R) associated to D 2 F (X) corresponds nicely with the infinitesimal norm defined by the Riemannian structure,
It follows that the Riemannian distance naturally associated with the barrier is exactly the natural Riemannian distance (15). This geometrical interpretation of the barrier function then shows that interior-point methods have an intrinsic appeal, and may explain their strong complexity results (see more in [NT02] ).
4 Unit partition in S ++ n (R)
In this last section, we discuss the following unit partition problem in S ++ n (R). Motivated by a problem originated from economy, I. Ekeland posed it as a challenge in a conference in 1997 [Eke97] . Given k +1 nonzeros vectors x 1 , . . . , x k , y in R n , when is it possible to find positive definite matrices M 1 , . . . , M k such that
and
The first equation is of the quasi-Newton type [BGLS03] ; the second equation gives the name of the problem. A condition that guarantees existence of such matrices should obviously depend on the vectors x 1 , . . . , x k , y. It is easy to get from (19) and (20) that a necessary condition is
Unfortunately, this condition is not sufficient, as shown by the following counter-example. Consider in R 2 , the three vectors
Then observe that for both i = 1, 2, the property M i x i = y with M i 0 yields We give here a constructive way to get the unit partition of S + n (R) (and later a variant of the result). The result is due to A. Inchakov, as we get aware of by [Eke03] .
Theorem 3 (Condition for unit partition of S ++ n (R)). Let k + 1 nonzeros vectors x 1 , . . . , x k , y in R n , satisfying (21). Then a necessary and sufficient condition for the existence of M i 0 satisfying (19) and (20) is that
is positive definite on y ⊥ .
Proof. Let us prove first that the condition (22) is necessary. The Cauchy-Schwarz inequality gives for all i and for all z ∈ R n M i y, z 2 ≤ M i y, y M i z, z with equality if and only if z ∈ Ry, which yields x i , z 2 ≤ x i , y M i z, z with equality if and only if z ∈ Ry.
As a consequence, we have Thus A 0 is positive semidefinite and of kernel reduced to Ry, and we get (22). To prove sufficiency of condition (22), we propose the matrices
By construction, we have k i=1 M i = I n ; and moreover, since A 0 y = 0, we also have M i x i = y for all i = 1, . . . , k. There remains to prove the positive definiteness of the M i 's.
It is clear that M i 0, since it is sum of two positive semidefinite matrices. Let us take z ∈ R n such that M i z, z = 0, and let us prove that z = 0. We have
x i , y = 0, which yields A 0 z, z = 0 (hence z ∈ Ry by (22)) x i , z = 0.
The conclusion follows easily: there exists α ∈ R such that z = αy, and the condition x i , y > 0 implies α = 0 and then z = 0, so M i is definite positive.
It is interesting to note that (22) is of the type (E 0 ) Ax, x > 0 for all x = 0 orthogonal to y, for A ∈ S n (R) and y = 0 in R n , which is a frequently encountered property in matrix analysis and optimization. Here is below four formulations equivalent to (E 0 ) (see e.g. [CC84] ).
(E 1 ) Finsler-Debreu condition: there exists µ ≥ 0 such that A + µyy 0.
(E 2 ) Condition on the augmented matrix: the matrixĀ ∈ S n+1 (R) defined by blocks as A = A y y 0 has exactly n positive eigenvalues.
(E 3 ) Condition on determinants (that the economists are keen of). For I ⊂ {1, . . . , n}, we note A I the matrix extracted from A in taking only columns and rows of indices in I. Similarly y I is obtained from y by taking the entries y i for i ∈ I. We set A I = A I y I y I 0 and the condition is det A I < 0 for all I = {1, 2}, {1, 2, 3}, . . . , {1, . . . , n}.
(E 4 ) Condition on the inverse of the augmented matrix. The matrixĀ is invertible and the n×n-matrix extracted formĀ −1 by taking the first n columns and rows is positive semidefinite.
We finish with a variant of Theorem 3 showing that starting from a weaker assumption, we get a weaker result. x i x i x i , y is positive semidefinite.
Note that under the assumption of the theorem, we have x i , y ≥ 0 for all i = 1, . . . , k and there is x i = 0 because k i=1 x i = y = 0.
Proof. The proof is similar to (and easier than) the previous one. Let us start with the necessity of the condition (24). We have A 0 y = 0 since n i=1 x i = {i: x i =0} x i = y. With the Cauchy-Schwarz inequality, we write
and then
{i:
Thus we get A 0 0. As for sufficiency, we propose the semidefinite matrices
It is easily checked that in both cases M i y = x i , and obviously we also have
