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Rectification of spin currents in spin chains
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Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel, Switzerland
(Dated: November 9, 2018)
We study spin transport in nonitinerant one-dimensional quantum spin chains. Motivated by
possible applications in spintronics, we consider rectification effects in both ferromagnetic and an-
tiferromagnetic systems. We find that the crucial ingredients in designing a system that displays a
nonzero rectification current are an anisotropy in the exchange interaction of the spin chain com-
bined with an offset magnetic field. For both ferromagnetic and antiferromagnetic systems we can
exploit the gap in the excitation spectrum that is created by a bulk anisotropy to obtain a mea-
surable rectification effect at realistic magnetic fields. For antiferromagnetic systems we also find
that we can achieve a similar effect by introducing a magnetic impurity, obtained by altering two
neighboring bonds in the spin Hamiltonian.
PACS numbers: 75.10.Jm, 75.10.Pq, 75.30.Ds, 75.76.+j
I. INTRODUCTION
Spintronics is the field of spin-based electronics, in
which the spin degree of freedom is taken as a carrier
of information instead of the charge, as is the case in
traditional electronics. The field has seen a rapid de-
velopment over the last decades.1 Among the potential
advantages of spin-based devices (which could be op-
erated at high switching speed) in comparison to their
charge-based counterparts are longer coherence times of
the spins and lower energy dissipation associated with
performing logical operations and transporting the infor-
mation carriers.1 The latter advantage is often strongly
reduced by the fact that most schemes for spin-based
devices rely on spin currents that are generated as a by-
product of associated charge currents.1–3
The focus of the present work lies on transport of spin
excitations in nonitinerant one-dimensional quantum sys-
tems (spin chains). In such systems magnetization can be
transported by magnons (spin waves) or spinons (domain
walls), without any transport of charge. Since transport
only occurs in the spin sector the energy dissipation as-
sociated with the transport of a single spin in nonitiner-
ant systems4 is much lower than in itinerant systems,5,6
in which spin transport is a by-product of the trans-
port of charge. Furthermore, nonitinerant systems have
also been proposed for performing low-power logic op-
erations.7 Since energy dissipation is such an important
limitation in modern spin and electronic devices, these
facts make nonitinerant systems a promising candidate
for applications in spintronics.8
Possible candidates for spin chains are, for instance,
bulk structures of KCuF3, SR2CuO3, or SrCuO2, in
which the exchange interaction between different chains
in the crystal is much weaker than the intrachain in-
teraction.9–12 There exist spin chains with rather larger
anisotropy in the exchange interaction, for instance,
Cs2CoCl4 (see Ref. 13). In a recent experiment
14 it has
been shown that the cuprate SrCuO2 has a mean-free
path for spinon excitations exceeding 1 µm, which shows
that ballistic transport of magnetic excitations over rel-
atively long distances in such systems is indeed possible.
Various mechanisms to create pure (no charge currents)
spin currents have been proposed, including spin pump-
ing15 and the creation of spin voltage by means of the spin
Seebeck effect.16 It has also been shown that, using the
spin Hall effect, it is possible to convert an electric signal
in a metal into a spin wave, which can then be trans-
mitted into an insulator.17 We mention here also the fact
that this type of ballistic transport in magnetic systems
is not the only kind of nearly dissipationless spin trans-
port. Other systems that have received wide attention
recently are topological insulators,18 where in particular
edge states in a quantum spin Hall insulator have been
predicted to be dissipationless.19 For an overview of other
possibilities, see a recent review by Sonin.20
Specifically, in this work we investigate rectification ef-
fects in nonitinerant one-dimensional quantum spin sys-
tems. Our motivation to do so lies therein that such
effects form the basis for a device crucial to spin- and
electronics, the transistor. In charge transport, rectifica-
tion effects in mesoscopic systems have received consid-
erable attention in recent years, both in one-dimensional
(1D)21–24 and higher dimensional systems.25–27 However,
these studies have so far been limited to the itinerant
electronic case. Here, we consider insulating spin chains
(without itinerant charge carriers) and study the analog
of such rectification effects in the transport of magneti-
zation; see Fig. 1.
The magnetic systems we consider are assumed to have
an anisotropy ∆ in the z direction in the exchange inter-
action between neighboring spins in the spin chain. To-
gether with an offset magnetic field applied to the entire
system, also in the z direction, this anisotropy will allow
us to design systems displaying a nonzero rectification ef-
fect. We consider both ferro- and antiferromagnetic sys-
tems, using respectively a spin-wave and a Luttinger liq-
uid description. For both types of magnetic order we find
that an enhanced exchange interaction in the z direction
gives rise to the opening of a gap in the excitation spec-
trum of the spin chain. We can use the offset magnetic
field to tune the system to just below the lower edge of the
2gap, so that we get the asymmetry in the spin current be-
tween positive and negative magnetic-field gradients ∆B
required to achieve a nonzero rectification current. We
find here that larger values of the exchange interaction J
or the exchange anisotropy ∆ lead to a larger gap, and
hence require stronger magnetic fields.
For the case of antiferromagnetic order we also dis-
cuss the case of suppressed exchange interaction in the
z direction. As it turns out, in this case we need an
extra ingredient to achieve a sizable rectification effect.
Here the extra is a ”site impurity,” a local change in the
exchange anisotropy, which models the substitution of
a single atom in the spin chain. We find that, in the
presence of the offset magnetic field, the leading term in
the perturbation caused by such an impurity flows - in a
renormalization-group sense- to strong coupling for low
energies. We can therefore, again in combination with
the offset magnetic field, use it to achieve the rectifica-
tion effect. In the regime where our calculations are valid,
we find that the rectification current is quadratic in the
strength of the impurity, and behaves as a negative power
of (∆B/J). The dependence of the rectification current
on the anisotropy ∆ is more complicated, and described
in detail in Sec. VIII.
This work is organized as follows: In Sec. II we intro-
duce our model, in Sec. III we discuss the rectification
effect for ferromagnetic systems using the spin-wave for-
malism. In Sec. IV we map the antiferromagnetic (AF)
Heisenberg Hamiltonian on the Luttinger liquid model
and describe the different perturbations resulting from
the anisotropic exchange anisotropy in the presence of
the offset magnetic field. We then continue in Sec. V
with a renormalization-group analysis to find the most
relevant perturbations. In Sec. VI we focus on the case
of enhanced exchange anisotropy and find the resulting
rectification effect. Section VII contains the analysis for
a suppressed exchange anisotropy in combination with
the site impurity, and in Sec. VIII we give numerical
estimates of the rectification effect for the latter system.
II. SYSTEM AND MODEL
The system we consider consists of a one-dimensional
spin chain of length L, adiabatically connected (see be-
low) to two three-dimensional spin reservoirs. This sys-
tem is described by the Heisenberg Hamiltonian
H =
∑
〈ij〉
Jij
[
Sxi S
x
j + S
y
i S
y
j +∆ijS
z
i S
z
j
]
+ gµB
∑
i
BiS
z
i .
(1)
Here 〈ij〉 denotes summation over nearest neighbors, and
we count each bond between nearest neighbors only once.
Sαi is the α component of the spin operator at position
~ri. Jij denotes the exchange coupling between the two
nearest neighbors at ~ri and ~rj . The non-negative vari-
able ∆ij is the anisotropy in the exchange coupling. Re-
garding the ground state of the spin chain, assuming ∆ij
FIG. 1. (Color online) (a) Schematic view of the nonitinerant
spin system. The 1D spin chain is adiabatically connected
(see text) to two spin reservoirs. (b) A magnetic-field gradi-
ent ∆B gives rise to transport of magnetization through the
spin chain, e.g. via spin waves. Depending on the exchange
interaction ∆i in the spin chain [see Eq. (1)], part of the spin
current can be reflected. In a rectifying system, the magni-
tude of the spin current through the system depends on the
sign of ∆B.
to be constant, we can distinguish two different classes
of ground states in the absence of an external magnetic
field, depending on the sign of the exchange coupling
Jij . For constant Jij < 0 the spin chain has a ferromag-
netic ground state and we can describe its low-energy
properties within the spin-wave formalism. For constant
Jij > 0 the ground state is antiferromagnetic, and, in
principle, we can determine the full excitation spectrum
using Bethe-ansatz methods.28 However, given the com-
plexity of the resulting solution it is convenient to use a
different approach and describe the system and its low-
lying excitations using inhomogeneous Luttinger liquid
theory, which is what we will do in this work.
We will study two different scenarios for the exchange
interaction in the spin chain. In the first scenario
∆ij = ∆ > 1. (2)
In general, such a constant anisotropy in the spin chain
will open a gap in the excitation spectrum, which we can
use to design a system that displays a nonzero rectifica-
tion effect. Furthermore, it will turn out that when the
constant ∆ satisfies 0 < ∆ < 1 we need a spatially vary-
ing ∆ij to achieve a sizable rectification effect. Therefore
in the second scenario we will consider a site impurity at
position i0. This perturbation, in which two adjacent
bonds are altered, describes the replacement of a single
atom in the spin chain. It can be modeled as
∆ij = ∆+∆
′δi,j−1 (δi,i0 + δi,i0+1) and ∆ < 1. (3)
Here δi,j is the Kronecker delta function.
3FIG. 2. (Color online) Schematic view of the system under
consideration (bottom) and the band structure for the ferro-
magnetic exchange interaction (top). The colored areas on
the left and right in the top picture depict the filled states in
the reservoirs. The position of the bottom of the band in the
left reservoir depends on ∆B. The striped area in the middle
denotes the band of allowed states in the spin chain. It is seen
that spin transport through the spin chain can be large for
∆B < 0, but only small for ∆B > 0.
The last term in the Hamiltonian (1) is the Zeeman
coupling caused by an external, possibly spatially vary-
ing, magnetic field Bi. This term defines the z axis as the
quantization axis of the spin. In all cases that we will con-
sider the total magnetic field Bi can be split into a con-
stant part and a spatially varying part, Bi = B0 +∆Bi.
Here the constant offset magnetic field B0 > 0 is applied
to the spin chain and the two reservoirs. ∆Bi is constant
and equal to −∆B in the left reservoir and goes to zero in
the contact region between the left reservoir and the spin
chain. We now define a rectifying system as a system in
which the spin current Is satisfies Is(∆B) 6= −Is(−∆B);
see also Fig. 1. To quantify the amount of rectification,
we use the rectification current Ir(∆B), defined as
Ir(∆B) =
Is(∆B) + Is(−∆B)
2
. (4)
III. RECTIFICATION IN FERROMAGNETIC
SPIN CHAINS: SPIN WAVE FORMALISM
To illustrate the mechanism behind the rectification
effect we first consider a ferromagnetic spin chain with
constant anisotropic exchange interaction in the z di-
rection [Jij = J < 0 and ∆ij = ∆ > 1 in Eq. (1)].
The spin chain is adiabatically connected (see below) to
two three-dimensional ferromagnetic reservoirs RL and
RR (see Fig. 1) and we assume initially that only the
the constant magnetic field B0 is present. For temper-
atures T ≪ gµB0/kB the density of spin excitations is
low, which allows us to use the Holstein-Primakoff trans-
formation to map the Heisenberg Hamiltonian on a set
of independent harmonic oscillators.29 In the presence of
a constant magnetic field B0 and a nonzero anisotropy
∆ the excitation spectrum of the magnons, the bosonic
excitations of the system, has the following form
~ωk = gµBB0 + 2 (∆− 1) |J |s+ |J |s(ka)2, (5)
with a the distance between nearest-neighbor spins and
s the magnitude of a single spin. The magnons have
magnetic moment −gµB zˆ. The magnon distribution is
given by the Bose-Einstein distribution nB(ωk). In order
for the spin chain and reservoirs to be adiabatically con-
nected, the length of the transition region Lt between
spin chain and reservoir must be much larger than the
typical wavelength of the excitations. From Eq. (5) we
can now see that for ferromagnets this requirement be-
comes Lt ≫ 2π
√
Js/gµBB0a (we ignore the anisotropy
in this estimate). For Js = 10kB J, B0 = 0.5 T the
requirement amounts to Lt ≫ 25a.
From Eq. (5) it follows that magnons in the spin
chain require a minimum energy of gµBB0+2 (∆− 1)Js,
whereas the magnons in the reservoirs (assuming that
∆ = 1 in the reservoirs) have a minimum energy of
gµBB0. The effect of applying a magnetic field −∆B to
the left reservoir is to create the nonequilibrium situation
in which the distribution of magnons in the left reservoir
is shifted by an amount −gµB∆B. From Fig. 2 it is seen
that shifting the magnon spectrum up (∆B < 0) allows
the magnons from RL to be transported through the spin
chain. Because of the asymmetry of the distributions in
RL and RR a large (negative) spin current will flow in
this situation. When we shift the spectrum in RL down
(∆B > 0), the spin current is blocked by the gap in the
excitation spectrum of the spin chain, hence only a small
(positive) spin current will flow. To determine the rectifi-
cation current we use the Landauer-Bu¨ttiker approach30
to calculate the spin current through the chain. The total
spin current is given by Is = IL→R − IR→L, where
IL→R(∆B) = −gµB
∫ kmax,L
kmin,L
dk
2π
nB(ωk)v(k)T (k), (6)
and IR→L is defined analogously. The ∆B-dependence
will be shown to be in the limits of integration. Here v(k)
is the group velocity of the magnons, v(k) = ∂ωk/∂k,
and T (k) is the transmission coefficient through the
spin chain. For this system the transmission coefficient
T (k) = 1 as long as the magnons are not blocked by the
gap in the excitation spectrum of the spin chain. In the
absence of ∆B the magnon spectrum in the reservoirs
reaches the upper edge of the gap in the spectrum at
wave vector k0 =
√
2(∆− 1)/a2. We can incorporate
the shift in the magnon spectrum in the left reservoir
by changing the lower boundary in the integral for the
spin current to kmin,L = max {0, kL}, where we defined
kL = Re
[√
k20 + ξ∆B
]
and ξ ≡ gµB/(Jsa2). For tem-
peratures T such that T ≪ sJ/kB, so that we can set
the upper boundary to infinity, we then have the limits
of integration (max {0, kL} ,∞) for the current from RL
to RR. For IR→L we have the limits (max {k0, kR} ,∞),
4FIG. 3. (Color online) Spin current as function of applied
magnetic field for the parameters J = 10kB J, s = 1, g = 2,
B0 = 0.1 T, T = 100 mK, and a = 10 nm. The spin cur-
rents for different anisotropies all saturate at the same posi-
tive value; this is the point where all the magnons incoming
from the left reservoir are transmitted. This maximum cur-
rent is on the order of 109 magnons per second. Since the
typical magnon velocity v¯ = Ja2k0/~ is on the order of 10
3 m
s−1, and assuming length L ≈ 1 µm for the spin chain, this
is indeed within the single magnon regime.
where kR = Re
[√−ξ∆B]. The resulting spin current is
then
Is(∆B) = −gµB
h
∫ max{k0,kR}
max{0,kL}
dk
2αk
eβ(αk2+gµBB0) − 1 ,
(7)
where α ≡ sa2J . The spin current has been plotted in
Fig. 3 for realistic material parameters.
IV. RECTIFICATION IN
ANTIFERROMAGNETIC SPIN CHAINS:
LUTTINGER LIQUID FORMALISM
We now consider the case of an antiferromagetic spin
chain consisting of spins-1/2 and adiabatically connected
(for the antiferromagnetic system this means Lt ≫
2πk−1F = 4a, see below) to two three-dimensional anti-
ferromagnetic reservoirs. We will show that it is possible
to map both the spin chain and the two reservoirs on the
Luttinger liquid model.
We start with the description of the spin chain and
come back to the description of the reservoirs at the end
of this section. To model the spin chain31 we use that in
one dimension we can apply the Jordan-Wigner transfor-
mation to map the spin operators onto fermionic opera-
tors: S+i → c†ieiπ
∑i−1
j=−∞ c
†
jcj and Szi → c†i ci − 1/2. This
allows us to rewrite the part of Hamiltonian (1) that de-
scribes the spin chain as the fermionic Hamiltonian:
H =
∑
i
J
2
(
c†i+1ci + c
†
i ci+1
)
+ gµB
∑
i
Bi
(
c†ici − 1/2
)
+
∑
i
J∆i
(
c†i+1ci+1 − 1/2
)(
c†ici − 1/2
)
≡ H0 +HB +Hz. (8)
We initially assume that the magnetic field satisfies
gµBB ≪ J and that ∆ ≪ 1, so that we can use pertur-
bation theory to describe HB +Hz. We will ultimately
want a description of the system by its bosonic action.
Considering first H0, and restricting the Hamiltonian
to low-energy excitations, we can take the continuum
limit and linearize the excitation spectrum around the
Fermi wave vector kF = π/(2a), where a is again the lat-
tice spacing, to arrive at an effective (1 + 1)-dimensional
field theory involving left- and right-moving fermionic ex-
citations. To this purpose we replace c†i → a1/2ψ†(x),∑
i a→
∫
dx and ∆i → ∆(x). Here x = ia. After intro-
ducing left- and right-moving fermions, ψ†(x) = ψ†L(x)+
ψ†R(x), we carry out a bosonization procedure
32,33 using
the following operators:
ψ†r(x) =
1√
2πa
e−ǫrkrxei[ǫrφ(x)−θ(x)]. (9)
Here r = L,R, ǫr = ∓1, and kr is the Fermi wave vector
for r-moving particles (see below). φ(x) is the bosonic
field related to the density fluctuations in the system as
∂xφ(x) = −π [ρR(x) + ρL(x)]. Here, θ(x) is its conju-
gate field, satisfying [φ(x), ∂x′θ(x
′)] = iπδ(x − x′). We
have left out the Klein operators in the fermionic creation
operators, since they cancel in the subsequent perturba-
tion theory. Using the aforementioned operations we can
transform the Hamiltonian H0 into the quadratic action
S0[φ] =
~
2πK
∫
d2r
[
u [∂xφ(~r)]
2 − 1
u
[∂tφ(~r)]
2
]
.(10)
Here and in the following we use the notation ~r = (x, t)
T
.
For the free action u = Ja/~ and K = 1, these param-
eters will change due to the presence of the HB and Hz
terms.
The effect of the inclusion of the magnetic-field term
HB is twofold: In the absence of any backscattering and
umklapp scattering the field will introduce different den-
sities of left- and right-moving excitations in the spin
chain. The effect of this is to change the Fermi wave
vectors in Eq. (9) for the respective particles to kR =
π/(2a)+ Ku~gµB (B0 −∆B) and kL = π/(2a)+ Ku~gµBB0.
This does not affect the bosonized form of H0, but will
have an effect on the bosonized form ofHz . Furthermore,
the spatial dependence of the magnetic field makes that
the spin chain is now described by S[φ] = S0[φ] + SB[φ],
where:
SB[φ] = −gµB
π
∫
d2rφ(~r)∂xB(~r). (11)
5We use the specific form of the magnetic field
∂xB(~r) = ∆Bδ(x − L/2), (12)
which corresponds to the magnetic field described in Sec.
II.
In the next step we derive the bosonic representation
of the Hz term.
34,35 In the continuum limit the z compo-
nent of the spin operator is given by the normal ordered
expression
Sz(x) = : ψ†R(x)ψR(x) + ψ
†
L(x)ψL(x)
+ψ†R(x)ψL(x) + ψ
†
L(x)ψR(x) : . (13)
The interaction term Hz contains terms that transfer ap-
proximately 0, 2kF or 4kF momentum. Around half fill-
ing and for a constant exchange anisotropy, e.g., the case
in Eq. (2), conservation of momentum requires that the
only terms that can survive are the ones that transfer ap-
proximately 0 or 4kF momentum, the 2kF terms are sup-
pressed by rapidly oscillating exp(±2ikFx) terms. The
terms that transfer small momentum give rise to terms
proportional to (∂xφ(~r))
2
, and hence change the param-
eters u,K in Eq. (10). It is not possible to determine the
exact values from the linearized theory, they can, how-
ever, be determined from the Bethe-ansatz solution.36
Important here is that for ∆ ≶ 1 we have K ≷ 1/2. The
4kF term (umklapp scattering term) becomes
SUS[φ] =
aJ
(2πa)2
∫
d2r∆(x) cos [4φ(~r)− 4ρx] , (14)
where ρ ≡ Ku~gµB (B0 −∆B/2). We have neglected a
constant term ∝ ρa inside the cosine.
If a spatially varying anisotropy is present, as in Eq.
(3), the 2kF -backscattering terms do not necessarily van-
ish in regions where ∆(x) varies on a scale of order
a. The bosonization of the 2kF terms then requires
some care. If we naively use the continuum form of
Eq. (8), this term contains infinities after the bosoniza-
tion. Therefore it has to be normal ordered,32 which
we can do using Wick’s theorem and the contraction
ψr(x)ψ
†
r′(x+a) = −r e
−irkra
2πai δr,r′ . Since the S
z
i S
z
i+1 term
contains four-fermion operators the normal ordering will
yield not only additional constants, but also two fermion
operators, as can, for instance, be seen from the typical
term ψ†R(x)ψR(x)ψ
†
R(x+ a)ψL(x + a), which becomes
: ψ†R(x)ψR(x)ψ
†
R(x+ a)ψL(x+ a) :
+ : ψ†R(x)ψL(x+ a) : ψR(x)ψ
†
R(x+ a). (15)
The latter term is equal to − e−ikRa2πai : ψ†R(x)ψL(x +
a) :. There are four such terms; together they give the
backscattering term
SBS[φ] = − 2aJ
(2πa)2
∫
d2r(−1)x/a∆(x)
×{sin [2φ(~r)− 2ρx] + sin [2φ(~r)− 2ρ(x+ a)]} .(16)
The completely normal-ordered term becomes
SBSN[φ] =
8aJ
(2πa)2
∫
d2r(−1)x/a∆(x) [a∂xφ(~r)]2
×{sin [2φ(~r)− 2ρx] + sin [2φ(~r)− 2ρ(x+ a)]} .(17)
The latter can be seen by expanding the normal ordered
term around x and invoking the Pauli exclusion princi-
ple. From simple dimension counting it is clear that the
dimension of this operator is 2 + K. Hence it is always
irrelevant, and we will neglect it in the following. The
total action describing the spin chain is then given by
S[φ] = S0[φ] + SB[φ] + SUS[φ] + SBS[φ]. (18)
Now we can distinguish between the two scenarios in
Eqs. (2) and (3). For the constant anisotropy in Eq. (2)
the SBS[φ] and SBSN[φ] terms vanish because they are
proportional to the rapidly oscillating (−1)x/a. Hence
only the bulk umklapp scattering term, given by
SBUS[φ] =
λ1
(2πa)2
∫
dxdt cos [4φ(~r)− 4ρx] , (19)
remains. Here λ1 ≡ aJ∆. The spin chain in Eq. (2)
is thus described by the action S0[φ] + SBUS[φ] + SB[φ].
As we will discuss in the next section, the bulk umklapp
scattering term renormalizes as 2− 4K, hence it is irrel-
evant for K > 1/2 (∆ < 1) and relevant for K < 1/2
(∆ > 1). If this term is relevant, as it is for the parame-
ters in Eq. (2), it opens a gap in the excitation spectrum
of the spin chain, which, as we will show in Sec. VI, can
be used to achieve the rectification effect in a similar way
as for the ferromagnetic system in Sec. III. To wit, if we
tune B0 such that it lies just below the upper edge of the
gap, for ∆B > 0 there can be no spin transport, since
there are no states available for transport in the chain,
whereas for ∆B < 0 the states above the edge of the gap
are accessible, and transport is made possible.
Next we discuss the case with spatially varying ex-
change anisotropy, Eq. (3). We start out by noting that,
since the bulk umklapp scattering term is irrelevant for
this scenario, the spin chain is not in a gapped state in
equilibrium. The effect of the applied magnetic field is
then to move the spin chain away from half filling. As
we will show later, in the current scenario this doping is
required in order to achieve a nonzero rectification cur-
rent. In the case of Eq. (3) the backscattering term
vanishes everywhere, except in the region where ∆(x) it-
self varies on a short lengthscale. For the specific form of
the anisotropy of Eq. (3), the action resulting from the
site impurity is
SBS[φ] = −a2J∆
′
(2π)2
∫
dt∂x{sin
[
2φ(x0, t)− 2ρ(x0 − a
2
)
]
+sin
[
2φ(x0, t)− 2ρ(x0 + a
2
)
]
}, (20)
where, here and elsewhere, ∂xf(x0, t) should be read as
∂xf(x, t)|x=x0 . Adding to this term the local umklapp
scattering term caused by the site impurity, the total
action coming from this impurity becomes
6SI[φ] =
1
π2a
∫
dt
{
1
4
[
λa2 cos 4φ(x0, t) + λ
b
2 sin 4φ(x0, t)
]
+ σ
[
λa3 cos 2φ(x0, t) + λ
b
3 sin 2φ(x0, t)
]
+a
[
λa4∂xφ(x0, t) cos 2φ(x0, t) + λ
b
4∂xφ(x0, t) sin 2φ(x0, t)
]}
, (21)
which contains terms caused by umklapp scattering (pro-
portional to λa,b2 ), terms that may be called offset-
induced backscattering terms (proportional to λa,b3 ), and
terms that describe combined forward- and backscatter-
ing (proportional to λa,b4 ). In the expression for the action
SI[φ] we have defined σ ≡ ρa = Kau~ gµB (B0 −∆B/2) =
K
(
gµB(B0−∆B/2)
~ωc
)
. Here we have identified the UV cut-
off of the theory ωc with u/a. Furthermore, the prefactors
are given by
λa2 = 2λ
[
cos 4ρ
(
x0 − a2
)
+ cos 4ρ
(
x0 +
a
2
)]
,
λb2 = 2λ
[
sin 4ρ
(
x0 − a2
)
+ sin 4ρ
(
x0 +
a
2
)]
,
λa3 = λ(−1)x0/a
[
cos 2ρ
(
x0 − a2
)
+ cos 2ρ
(
x0 +
a
2
)]
,
λb3 = λ(−1)x0/a
[
sin 2ρ
(
x0 − a2
)
+ sin 2ρ
(
x0 +
a
2
)]
.
(22)
Where λ = aJ∆′. Furthermore, λa,b4 = −λa,b3 . In
this scenario the spin chain is thus described by S0[φ] +
SBUS[φ] + SI[φ] + SB[φ].
Finally we return to the description of the spin reser-
voirs. As we show in detail in Appendix A, we can
describe the low-energy excitations of the reservoirs by
the quadratic Luttinger liquid action, Eq. (10). The
effective Luttinger liquid parameters ur,Kr of the three-
dimensional reservoirs can be determined by mapping its
dynamic susceptibility onto that of a Luttinger liquid,
using the nonlinear sigma model, resulting in
ur =
√
3Ja/~ Kr = π/(4
√
3). (23)
This means that we can describe the reservoirs by letting
u→ u(x) and K → K(x) in Eq. (10), where
u(x),K(x) =
{
u,K for x ∈ (−L/2, L/2),
ur,Kr for x /∈ (−L/2, L/2). (24)
V. RENORMALIZATION GROUP
TREATMENT
We start the analysis of the antiferrromagnetic spin
chain by studying the scaling behavior of the spin chain,
allowing us to determine which perturbations will be
most relevant in the low-energy sector. We perform
the renormalization-group (RG) calculation in momen-
tum space,31 assuming there is a hard natural momen-
tum cutoff Λ0 in the system. In the RG procedure the
cutoff Λ(l) = Λ0e
−l is decreased from Λ(l) to Λ(l + dl).
For the RG procedure we consider the partition function
written in terms of the action in imaginary time. As is
customary we split the field φ(~r) contained in this ac-
tion up in a fast and a slow part, φ(~r) = φ>(~r) + φ<(~r),
where the fast part contains Fourier components with
momentum between Λ(l + dl) and Λ(l), and the slow
part contains the components with momentum less than
Λ(l + dl). The RG procedure then consists of integrat-
ing out the fast modes, and subsequently restoring the
original cutoff in the action, in order to find an effective
low-energy action with the same couplings, but different
coupling constants. This allows us to find the relevant
(increasing in magnitude under a decrease of the cutoff)
and irrelevant (decreasing in magnitude under a decrease
of the cutoff) couplings. For completeness, we mention
the renormalization equations for the constant anisotropy
∆ (see Ref. 31)
dK
dl
= − 8λ
2
1
(2π~)2
1
u2
KCK ,
du
dl
=
8λ21K
2
(2π)3~2
1
u
Cu,
dρ
dl
= ρ,
dλ1
dl
= (2− 4K)λ1.
(25)
We have omitted several terms Λa, which are a number
of order 1. The different constants are given by [here
~¯r = Λ(x, uτ)T is dimensionless]
CK =
1
2
∫
d2r¯ cos [4ρx] r¯2J0(r¯)e
−8KF1(r¯),
Cu = −1
2
∫
d2r¯(x¯2 − u2τ¯2) cos [4ρx] J0(r¯)e−8KF1(r¯).
(26)
Here J0(r¯) is the zeroth order Bessel function and
F1(r¯) =
∫ 1
0 dq
1−J0(qr¯)
q . Both integrals converge and
are of order 1. From the last RG equation it follows
that for K < 1/2, which as we have seen before corre-
sponds to ∆ > 1, the perturbation caused by the bulk
umklapp scattering grows under renormalization. This
corresponds to the opening of a gap in the excitation
spectrum of the spin chain. The magnitude M of this
gap has been calculated analytically using Bethe-ansatz
methods,37 and is given by
M
J
=
π sinh ν
ν
∞∑
n=−∞
1
cosh [(2n+ 1)π2/2ν]
, (27)
where ν = acosh∆. For ∆ & 1 this gap is exponentially
small, M ≈ 4πJ exp
[
−π2/
(
(2 [2(∆− 1)]1/2
)]
, and for
∆→∞ it becomes M ≈ J [∆− 2].
7If we now assume to be in the regime where K > 1/2
and add the site impurity described by SI[φ], we get the
following additional equations:
dλ
a/b
2
dl
= (1− 4K)λa/b2 − Γa/b44 C1 − Γa/b33 Cβ ,
dλ
a/b
3
dl
= (1−K)λa/b3 − Γa/b23 Cα − Λb/a3∓ Cc ± Λb/a4± Cs,
dλ
a/b
4
dl
= (1−K)λa/b4 − Γa/b24 Cα − Λb/a4± Cc,
(28)
where we have defined the second-order
terms Γ
a/b
nm = λanλ
a/b
m + λbnλ
b/a
m and Λ
a/b
nη =(
ηλ
a/b
n sin 4ρx0 + λ
b/a
n cos 4ρx0
)
λ1. Here η = ±1.
The different constants used here are given by
C1 =
1
2π3~u
∫
dτ¯
J1(τ¯ )
τ¯
e−2KF1(τ¯),
Cα =
K
π2~u
∫
dτ¯J0(τ¯ )e
−3KF1(τ¯),
Cβ =
8Kσ2
π2~u
∫
d2r¯J0(r¯)e
−2KF1(r¯),
Cc =
K
2π2~u
∫
d2r¯ cos [4(ρ/Λ)x¯] J0(r¯)e
−3KF1(r¯),
Cs =
K2
σπ2~u
∫
d2r¯
x¯
r¯
sin [4(ρ/Λ)x¯] J0(r¯)e
−3KF1(r¯).
(29)
Again, all integrals converge and are of order 1. From
the form of the equations it follows that we can ignore
contributions that are of second order in the couplings,
and we see that the most relevant couplings are the λa,b3
and λa,b4 terms, which to first order scale as 1 −K. For
K ∈ (1/2, 1), the regime in which we operate in the case
of Eq. (3), these terms thus grow in magnitude under
a decrease of the cutoff. Because of the extra ∂xφ(x0, t)
proportionality in the λa,b4 terms, one would expect the
effect of these terms on the spin current to be smaller
than that of the λa,b3 terms. However, since the λ
a,b
3
terms have an additional σ in front of them, in the regime
B0 ≈ ∆B/2 these are suppressed, so that they could be-
come comparable to the λa,b4 terms. Therefore we will
consider the effect of both types of coupling when calcu-
lating the spin current for the system with anisotropy in
the exchange interaction as in Eq. (3) in Sec. VII.
VI. ENHANCED ANISOTROPY
As we have shown in Sec. V, the enhanced exchange
anisotropy of Eq. (2) gives rise to a bulk umklapp scat-
tering term in the action of the spin chain, and the chain
is described by the sine-Gordon model.31 This model has
been well studied, and is known to give rise to two pos-
sible phases depending on the value of the chemical po-
tential gµBB: For values of the chemical potential lower
than the gapM the system is a Mott insulator; when the
chemical potential is increased to values above this gap,
the system undergoes a commensurate-incommensurate
(C-IC) transition and becomes conducting.
To simplify the sine-Gordon model we replace φM (~r) =
2φ(~r) and, in order to keep the commutation relation be-
tween the two fields unchanged, θM (~r) = θ(~r)/2. The
umklapp scattering term then reduces to a backscatter-
ing term (a two-particle operator), and the effective Lut-
tinger parameter becomes 4K. The fermionic form of the
resulting new action is known as the massive Thirring
model. At the Luther-Emery point, K = 1/4, (Ref.
38) the new fermions whose action is given by the mas-
sive Thirring model are noninteracting, and we can di-
agonalize the quadratic part of the action by a Bogoli-
ubov transformation, which gives rise to two separate
bands of fermionic excitations with dispersion ǫ±(k) =
±
√
(uk)2 +M2. If K 6= 1/4 there are residual four-
fermion interactions present. However, it can be shown39
that, independent of the initial interactions, near the C-
IC transition the strength of these interactions vanishes
faster than the density of the fermions, so that the inter-
actions become negligible. The new free fermions are not
the original fermions; instead they correspond to soli-
tonic excitations of the original action. These solitons
have fractional magnetic moment −gµB/2. We finally
can relinearize the excitation spectrum around the point
M to arrive at a new Luttinger liquid in terms of the
fields φM (~r), θM (~r) with parameter KM = 4K.
To calculate the dc spin current through the system we
use8 that in linear-response theory the dc spin current is
given by Is = G∆B, where the conductance G is given
by
G = −i (gµB)
2
π2~
lim
ω→0
[
ω Gφφ(x, x
′, ωn)|iωn→ω+iǫ
]
, (30)
and Gφφ(x, x
′, ωn) is the time-ordered Green’s function
in imaginary time
Gφφ(x, x
′, ωn) =
∫ β
0
dτeiωnτ 〈Tτφ(x, τ)φ(x′, 0)〉S0 .
(31)
Here ωn is the Matsubara frequency. At zero tempera-
ture, and assuming infinitesimal dissipation in the reser-
voirs, the ω → 0 limit of this Green’s function can be
determined for the inhomogeneous system including the
two reservoirs,40 and is given by Kr2|ωn| . The effect of the
entire mapping of the original sine-Gordon model onto
the new free Luttinger liquid can be captured here by
replacing gµB → gµB/2 and Kr → 4Kr, so that the
conductance in the conducting phase is G = Kr
(gµB)
2
h .
Following Ref. 41 we conclude that excitations that are
injected at energies above the Mott gap are transported
through the chain, giving rise to the aforementioned con-
ductance, whereas excitations injected at chemical po-
tential lower than the gap are fully reflected. Assuming
8that gµBB0 ≈M , this gives rise to the spin current
Is(∆B) = Kr
(gµB)
2
h
∆BΘ(−∆B), (32)
where Θ(−∆B) is the unit step function. Since spin
transport is absent for ∆B > 0, we have Ir(∆B) =
Is(∆B)/2. In these calculations we assumed that the
length of the spin chain L → ∞, so that we can neglect
tunneling of solitons, and we have assumed zero temper-
ature. Finite size and temperatures are known to give
corrections to the conductance.42,43
VII. SUPPRESSED ANISOTROPY
To determine the rectification current resulting from
the exchange anisotropy as given in Eq. (3) we need to
calculate the spin current in the system given the action
S[φ] = S0[φ] + SI[φ] + SB [φ]. For simplicity we assume
here that the impurity is located at x0 = 0. We ignore
the bulk umklapp scattering term, since we have shown
in Sec. V that the contribution of this term is irrele-
vant for the parameters used here. From the RG analy-
sis it also followed that the most important terms are the
offset-induced backscattering terms and that in regions
where B0 ≈ ∆B/2 the effect of the terms describing com-
bined forward- and backscattering and the offset-induced
backscattering terms can become comparable, due to the
extra σ in front of the latter terms. Therefore we need to
calculate the spin current due to both types of contribu-
tion. We will show that the rectification effect appears
in the contributions to the spin current that are second
order in the coupling constants.
We calculate the spin current using the Keldysh tech-
nique.44 We assume that at t = −∞ the system is de-
scribed by the action S0[φ] + SB[φ], and that the per-
turbation SI[φ] is turned on adiabatically. From con-
servation of spin it follows that the expression for the
spin current in the Luttinger liquid is given by Is(~r) =
− gµBπ ∂tφ(~r). The spin current can then be calculated
as45
Is = −gµB
π
∂t
1
2
∑
η=±
〈φη(~r)〉S =
gµB
π
i∂t
(
δZ[J(~r)]
δJ(~r)
)
.(33)
Here 〈φ±(~r)〉S is the average of the field φ(~r) over the
Keldysh contour with respect to the action S[φ], where
the ± denotes that the field is located on the positive,
respectively negative, branch of the contour. The right-
hand side contains the functional derivative of the parti-
tion function of the system with respect to the generating
functional J(~r), which is given in Eq. (B2). The details
of the calculation are given in Appendix B; here we sum-
marize the results. We find that there are two fundamen-
tally different contributions to the spin current,
Is(∆B) = I0(∆B) + IBS(∆B). (34)
Here, I0(∆B) is the spin current through the systems in
the absence of SI [φ], given by the well-known expression
I0(∆B) = Kr
(gµB)
2
h
∆B, (35)
and IBS(∆B) describes (negative) contributions to the
spin current due to SI[φ], which we will derive next.
The contribution to the spin current resulting from
a σ
λa3
π2 cos[2φ(0, t)] term (which describes offset-induced
backscattering) is given by
I3a(∆B) =
gµBσ
2
(
λa3,R
)2
π4
1
as
KrA0(∆B), (36)
where
A0(∆B) = − K4
Kπ
Γ(1 + 2K)
γR |γR|−2+2K e−2|γR|. (37)
Here we introduce the dimensionless parameters λa3,R =
λa3/(~ωc) and γR = KrgµB∆B/(~ωc). As before, ωc de-
notes the UV cutoff of our theory, given by ωc = u/a.
In Sec. V it was determined that the backscattering
term scales as 1 − K under renormalization. To im-
prove our result we should therefore not use the bare
coupling λa3,R, but instead the renormalized coupling.
Since we assumed an infinitely long chain, and consider
zero temperature, the renormalization group procedure
is stopped on the energy scale determined by the mag-
netic field, gµB∆B. We can account for this by replacing
λ′a3,R →
∣∣∣gµB∆B
~ωc
∣∣∣−1+K λa3,R. At this point we have deter-
mined the spin current resulting from the backscattering
term. By repeating the previous calculation with both
the λa3- and the λ
b
3-proportional terms included it is eas-
ily seen that the
(
λb3
)2
-proportional contribution to the
spin current is also given by Eq. (36), with
(
λa3,R
)2
re-
placed by
(
λb3,R
)2
. The two cross terms proportional to
λa3λ
b
3 do not contribute to the spin current, since they
cancel each other.
The calculation of the contribution to the spin cur-
rent due to a term
aλa4
π2 ∂xφ(0, t) cos 2φ(0, t) that describes
combined forward- and backscattering proceeds along the
same lines; we refer again to Appendix B for the details.
The resulting contribution to the spin current is given by
I4a(∆B) =
gµB
(
λa4,R
)2
π4
1
as
KrA1(∆B), (38)
where
A1(∆B) = − 4
Kπ
Γ(2 + 2K)
γR |γR|2K e−2|γR|. (39)
Again, according to the RG analysis, we have to replace
the bare coupling with its renormalized value, in this
case, λ′a4,R →
∣∣∣ gµB∆B
~ωc
∣∣∣−1+K λa4,R. Like with the backscat-
tering terms, we can easily determine the effect of the λa4
9and λb4 terms combined. The spin current proportional
to
(
λb4
)2
is given by Eq. (38) with
(
λa4,R
)2
replaced by(
λb4,R
)2
, and the two cross terms cancel each other.
Finally, we need to consider the cross terms between
the λ3 and λ4 terms, such as, for instance, λ
a
3λ
b
4. Us-
ing the results from Appendix C it is easily seen that
these always vanish, since they are all proportional
to
〈
Tc∂xφ
η(0, t)e
±2i
[
φη(0,t)−φη
′
(0,t′)
]〉
= 0. The total
backscattered current is then given by
IBS(∆B) =
gµB
π4
Kr
as
{
σ2λ23,effA0(∆B) + λ
2
4,effA1(∆B)
}
,
(40)
where λi,eff =
[(
λ′ai,R
)2
+
(
λ′bi,R
)2]1/2
.
Equation (40) is the main result of this section. From
the explicit form of A0(∆B) and A1(∆B) [see Eqs. (37)
and (39)] it is clear that the impurity flows to strong
coupling for low ∆B, as was expected from the RG anal-
ysis. We note that, since both A0(∆B) and A1(∆B) are
odd in ∆B, one could naively think that the impurity
does not contribute to the rectification current, which
requires the spin current to have a component that is
even in ∆B. However, from the explicit form of the λi,eff
[see Eq. (22) for the bare couplings] it follows that these
couplings also contain parts that are proportional to ∆B.
Furthermore, the part of the spin current that is propor-
tional to A0(∆B) is proportional to σ
2, which also con-
tains a ∆B. Physically, these terms are caused by the
fact that an incoming excitation sees a slightly different
impurity depending on the energy with which it comes
in. The spin current Eq. (40) therefore has components
even in ∆B, which contribute to the rectification current.
We are now also in a position to explain why it is needed
to move the system away from half filling in order to ob-
tain a nonzero rectification current. If we set B0 = 0 in
Eq. (22), it turns out that the λi,eff’s and σ contain only
terms that are even in ∆B, so that the spin current is
odd in ∆B. In contrast, when B0 6= 0, we create terms
in the λi,eff’s and σ that are odd in ∆B, thereby causing
a nonzero rectification current.
VIII. ESTIMATE OF RECTIFICATION
CURRENTS
In this section we will give numerical estimates of the
rectification current for realistic experimental parame-
ters. Experimental results46 show that the exchange cou-
pling in certain spin chains can be on the order of J ≈ 102
K. The effect of a different exchange interaction is illus-
trated in Fig. 4. In the analysis of these results one
must keep in mind that, since our perturbative calcula-
tion of IBS(∆B) diverges for ∆B → 0, it breaks down for
field differences |∆B| < |∆B∗|, where ∆B∗ is the field
such that max [IBS(∆B
∗), IBS(−∆B∗)] = I0(∆B∗). In-
stead of showing the apparent divergent behavior. the
FIG. 4. (Color Online) Normalized rectification current
Ir/|I0| (main figure) and backscattering current IBS/|I0| (in-
set) as a function of the applied magnetic-field difference ∆B
for different values of the exchange interaction J . Param-
eters are K = 0.63, B0 = 750 mT, and ∆
′ = 0.5. The
black dots in the main figure denote the values ∆B∗ for
which max [|IBS(∆B
∗)|, |IBS(−∆B
∗)|] = |I0(∆B
∗)|. As ex-
plained in the text, our perturbative results are not valid for
|∆B| < |∆B∗|.
backscattering current must go to zero for ∆B < ∆B∗.
With this in mind, Fig. 4 shows that a smaller exchange
interaction J gives rise to a larger rectification current
at equal ∆B. The maximum value of Ir(∆B) will also
be reached at a higher value of ∆B. In order to get the
largest possible rectification current it is thus required
to use a material with an exchange interaction as small
as possible, with the constriction that it must be large
enough to yield its maximum at reasonable values of ∆B.
In Fig. 5 we show the dependence of the backscat-
tering and rectification current on the Luttinger liquid
parameter K. The behavior for smaller K is similar to
the behavior shown for smaller J : The maximum rectifi-
cation current is increased, but occurs at a higher value
of ∆B. Indeed, we know that both Is(∆B) and Ir(∆B)
obey a power-law dependence of ∆B with negative expo-
nent. Since the modulus of this exponent decreases for
increasing K, the behavior is as expected.
Figure 6 shows the dependence of the backscatter-
ing current on the applied magnetic field B0. A larger
amount of doping clearly corresponds to larger possible
rectification current, again at the price of a higher re-
quired magnetic field ∆B. This can be understood by
realizing that B0 determines to a large extent how much
of the impurity the incoming excitations see at low ener-
gies ∆B ≪ B0, as follows from the σ dependence in the
λa,b3 terms in the action Eq. (21).
In Ref. 8 it has been shown that N parallel uncoupled
AF spin chains connected between two three-dimensional
AF spin reservoirs, each one carrying a spin current
Is(∆B), give rise to an electric field
~E(~r) = N
µ0
2π
IS(∆B)
r2
(0, cos 2φ,− sin 2φ) (41)
Here the spin chains are assumed to extend in the x di-
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FIG. 5. (Color Online) IBS/|I0| as a function of the applied
magnetic field difference ∆B for different values of K. Pa-
rameters are B0 = 750 mT, J = 100 K, and ∆
′ = 0.5. See
the caption of Fig. 4 for the explanation of the black dots.
FIG. 6. (Color online) IBS/|I0| as a function of the applied
magnetic-field difference ∆B for different values of B0. Pa-
rameters are K = 0.63, J = 100 K, and ∆′ = 0.5. See the
caption of Fig. 4 for the explanation of the black dots.
rection, and z is the quantization axis as before. Also,
r =
√
y2 + z2, sinφ = y/r, and cosφ = z/r. We can
use this electric field to measure the rectification current
Ir(∆B). To illustrate the method we assume K = 0.6,
B0 = 750 mT, and N = 10
4. We apply the time-
dependent field ∆B(t) = ∆B cos (ωt) to the left reser-
voir. From Eq. (40) it follows that, if we trust our per-
turbative calculation of IBS up to the value ∆B
∗ ≈ −43
mT, where |I0(∆B∗)| ≈ |IBS(∆B∗)|, the difference in
magnitude between |IS(∆B∗)| and |IS(−∆B∗)| is on the
order of 10% of the unperturbed current |I0(∆B∗)|. From
Eq. (41), and assuming r = 10−5, it then follows that
the difference in voltage drop between two points (0, r, 0)
and (0, 0, r) is VS ≈ 10−13 V, which is within experi-
mental reach. Here we note that as long as the driving
frequency ω ≪ J/~, our calculation of the spin current
in the dc limit remains valid. Another constraint is given
by the spin-relaxation time τs, which is typically on the
order of 10−7 s.47 This allows us to use frequencies in the
MHz-GHz range.
Another possibility to observe the rectification effect
is by spin accumulation. By applying again an ac driv-
ing field to the left reservoir it is possible to measure an
accumulation of spin in the right reservoir, since trans-
port is asymmetric with respect to the sign of ∆B. We
consider again 104 parallel spin chains with K = 0.6,
consider B0 = 750 mT, and an amplitude ∆B = 43 mT
for the driving field. For ∆B(t) < 0 the spin current is
always zero. For ∆B(t) > 0 there is a nonzero spin cur-
rent. Assuming that the spin current is 10% of the un-
perturbed spin current [the value at ∆B(t) = ∆B] over
the entire range (0,∆B), the rate of spin accumulation
is about 10−11 JT−1s−1 ≈ 1012 magnons per second. We
also note that, contrary to the electric case, where charge
repulsion prevents a large charge accumulation, there is
no strong mechanism that prevents spin accumulation in
this scenario.
IX. CONCLUSIONS
In this work we have proposed various realizations of
the rectification effect in spin chains, consisting of ei-
ther ferromagnetically or antiferromagnetically coupled
spins, adiabatically connected to two spin reservoirs. For
both ferromagnetic and antiferromagnetic spin chains we
find that the two crucial ingredients to achieve a nonzero
rectification current are an anisotropy in the exchange
interaction in combination with an offset magnetic field,
both in the z direction. An enhanced anisotropy creates
a gap in the excitation spectrum of the spin chain. Us-
ing the magnetic field to tune the chemical potential of
the excitations to just below the lower edge of the gap
then allows us to achieve a large rectification current for
realistic values of the applied magnetic field. For antifer-
romagnetic coupling and suppressed exchange interaction
in the z direction we find that a uniform anisotropy is not
sufficient to achieve a sizable rectification effect; instead
we use a spatially varying anisotropy, which we attain in
the form of a site impurity. Away from half filling this
impurity flows to strong coupling under renormalization,
which allows us to achieve a sizable rectification effect for
realistic values of the applied magnetic field. We have
also proposed several ways to observe this rectification
effect.
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Appendix A: Determining Luttinger Liquid
parameters from the nonlinear sigma model.
In this section we calculate the magnetic susceptibil-
ity of a three-dimensional antiferromagnet, denoted by
11
χ3Dαβ(q). In the continuum limit, the magnetic suscepti-
bility is defined as
χ3Dαβ(q) =
(gµB
a3
)2 1
~
∫
d4seiq·s 〈TτSα(s)Sβ(0)〉 , (A1)
where s = (τ, ~r)T , q = (ωn, ~k)
T , and q · s = ωnτ − ~k · ~r.
We start from the isotropic Heisenberg model in three
dimensions, described by Eq. (1) with ∆ij = 1 and Bi =
0. We introduce the unit vector field ~nsi =
~Si/S. This
vector can be written as a staggered Ne´el vector part
~ni plus a fluctuating part ~li, both of which are slowly
varying on the scale a,
~nsi = (−1)i~ni
√
1− a2~l2 + a~li ≈ (−1)i~ni + a~li. (A2)
In the continuum limit it can be shown48 that the imag-
inary time action describing this system can be approxi-
mated as S[~n,~l] = S0[~n,~l] + Sl[~n,~l], where
S0[~n,~l] =
~
2γ
∫
d4s
[
1
c
(∂τ~n)
2
+
3∑
i=1
c (∂ri~n)
2
]
,(A3)
Sl[~n,~l] = 12~α
∫
d4s
[
~l + i
1
48a2α
(~n× ∂τ~n)
]2
.(A4)
Here, α = J/(8a~), c =
√
3Ja/~, and γ = 4
√
3a2. From
a substitution of Eq. (A2) in Eq. (A1) it is clear that we
can write
χ3Dαβ(q) =
(gµB
2a2
)2 1
~
∫
d4seiq·s 〈Tτ lα(s)lβ(0)〉S , (A5)
where the Green’s function is calculated with respect
to the action S[~n,~l]. The Green’s function is deter-
mined from the partition function Z =
∫
D~nD~lδ(~n2 −
1) exp
(
−~−1S[~n,~l]
)
. We can perform the functional in-
tegration over ~l in Eq. (A5) to arrive at
χ3Dαβ(q) =
(
gµB
γ
)2
1
~c
[
γδαβ −
∫
d4se−q·s
×
〈
(~n× ∂τ~n)α (s) (~n× ∂τ~n)β (0)
〉
S0
]
,(A6)
where we replaced τ → cτ . Here, the average is with re-
spect to S0[~n,~l]. Assuming the magnetization is ordered
along the z axis, we write ~n = (σ1, σ2,Π)
T
. The σi’s
describe thermal fluctuations perpendicular to the direc-
tion of order,49 and Π =
√
1− ~σ2. Also, ~σ = (σ1, σ2)T .
For low temperatures, we can then rewrite the action of
Eq. (A3) as
S0[~σ] = − ~
2γ
∫
d4s~σ ·
[
∂2τ +
3∑
i=1
∂2xi
]
~σ. (A7)
From this and Eq. (A6) it then follows that the magnetic
susceptibility in the gapless direction is given by
χ3D(q) =
(gµB)
2
~
c
γ
~q2
ω2n + (c~q)
2
. (A8)
To compare this relation to the magnetic susceptibility
in one dimension, we use χ1D(q) = a2χ3D(q). Since we
know31 that in the Luttinger liquid model
χLLzz (q) =
(gµB)
2
~
uK
π
~q2
(u~q)2 + ω2n
, (A9)
we have
ur =
√
3Ja/~ Kr = π/(4
√
3) (A10)
as effective Luttinger liquid parameters of the three-
dimensional reservoirs.
Appendix B: Calculation of the spin current in the
Keldysh formalism
In this appendix we will show how to calculate the
spin current Is(∆B) in a system described by the action
S[φ] = S0[φ] + SI[φ] + SB[φ]. According to Eq. (33), the
spin current is given by
Is = −gµB
π
∂t
1
2
∑
η=±
〈φη(~r)〉S =
gµBi
π
∂t
(
δZ[J(~r)]
δJ(~r)
)
.(B1)
We start by deriving the contribution to the current due
to a σ
λa3
π2 cos 2φ(0, t) term. In this case the partition func-
tion can be written in vectorized form as
Z[J(~r)] =
∫
D~φ exp
[
− 1
2
∫
d2rd2r′
×
[
~φ(~r) ·G0(~r, ~r′)~φ(~r′)− 2iδ(~r − ~r′)~φ(~r) ·Q~J(~r′)
] ]
× exp
[
iσλa3
π2~
∫ ∞
−∞
dt
∑
η=±
η cos [2φη(0, t)]
]
, (B2)
where we have defined
~φ(~r) =
(
φ+(~r)
φ−(~r)
)
,
~J(~r) =
√
2
( − gµBπ~ ∂xB(~r)
J(~r)/2
)
,
Q =
1√
2
(
1 −1
1 1
)
,
G0(~r, ~r
′) =
(
G++0 (~r, ~r
′) G+−0 (~r, ~r
′)
G−+0 (~r, ~r
′) G−−0 (~r, ~r
′)
)
.
(B3)
Here Gη,η
′
0 (~r, ~r
′) is the contour-ordered Green’s function
Gη,η
′
0 (~r, ~r
′) =
〈
Tcφ
η(~r)φη
′
(~r′)
〉
S0
. (B4)
We will also need the retarded, advanced, and Keldysh
Green’s functions G
R/A/K
0 (~r, ~r
′), which are related to
the contour-ordered Green’s functions in the usual way.
Performing the linear transformation ~φ′(~r) = ~φ(~r) −
i
∫
d~r′G0(~r, ~r
′)QT ~J(~r′) shows that the partition function
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can be factorized into two parts, the first one containing
the quadratic part of the action, the second containing
the backscattering term. The spin current is therefore
made up of two contributions. The first, I0, comes from
the quadratic action, and describes the spin current in
the absence of any backscattering. The second, I3a, orig-
inates from the backscattering term. Using the explicit
form for the magnetic field Eq. (12) it turns out that the
expression for the unperturbed spin current is given by
I0 = i
(gµB)
2
π2~
∆B∂t
∫ ∞
−∞
dt′GR0 (~r;−L/2, t′). (B5)
Since this is exactly the expression for the spin cur-
rent in the linear-response regime,8 which yields I0 =
Kr
(gµB)
2
h ∆B, we can infer that∫ ∞
−∞
dt′iGR0 (~r;−L/2, t′) =
πKrt
2
. (B6)
To calculate the contribution from the backscattering
term we perform the functional derivative of the partition
function with respect to J(~r). The resulting expression
is
I3a =
2gµBσλ
a
3
π3~
∂t
∫ ∞
−∞
dt′iGR0 (~r; 0, t
′)
× 〈sin [2φ′+(0, t′)− 2γt′]〉
S
, (B7)
where γ = Kr
gµB∆B
~
. Expanding this term in λa3 gives
I3a = i
2gµBσ
2 (λa3)
2
π5~2
∂t
∫ ∞
−∞
dt′iGR0 (~r; 0, t
′)dt′′ ×∑
η=±
η
〈
sin
[
2φ′+(0, t′)− 2γt′] cos [2φ′η(0, t′′)− 2γt′′]〉
S0
.
Since contour ordering reduces to time ordering for two
fields on the same branch of the Keldysh contour, and
because the system in equilibrium is time-reversal invari-
ant, the term with the fields at times t′ and t′′ on the
same branch averages to zero. Switching the variable
of integration to τ = t′ − t′′ and using Eq. (B6) it is
seen that the contribution from the backscattering term
is given by
I3a =
gµBσ
2
(
λa3,R
)2
π4
1
as
KrA0(∆B). (B8)
Here as = a/u can be interpreted as the cutoff in the time
domain. As before, we identify the cutoff in time with
the cutoff in frequency: as = ω
−1
c , so that we can write
the expression for the backscattering current in terms
of the dimensionless parameters λa3,R = λ
a
3/(~ωc), γR =
KrgµB∆B/(~ωc), and τ¯ = τ/as. Here
A0(∆B) =
i
2
∫ ∞
−∞
dτ¯ sin [2γRτ¯ ] e
−2
〈
Tc[φ+(0,τ)−φ−(0,0)]
2
〉
S0 .
(B9)
The contour-ordered correlation function can be deter-
mined from the inhomogeneous Luttinger liquid model40
and the fluctuation-dissipation theorem, and can be writ-
ten in terms of τ¯ as〈
Tc
[
φ+(0, τ)− φ−(0, 0)]2〉
S0
= K ln [−iτ¯ + 1] . (B10)
With this expression we can rewrite Eq. (B9) as a func-
tion of γR and K only
A0(∆B) = − K4
Kπ
Γ(1 + 2K)
γR |γR|−2+2K e−2|γR|. (B11)
Next we discuss the contribution of the
aλa4
π2 ∂xφ(0, t) cos 2φ(0, t) term from Eq. (21). We
again perform the linear transformation ~φ(~r) → ~φ′(~r),
which yields
I4a =
2gµBλ
a
4a
π3~
∂t
∫ ∞
−∞
dt′iGR0 (~r; 0, t
′)
× 〈∂x′φ′+(0, t′) sin [2φ′+(0, t′)− 2γt′]〉S .(B12)
There is also an additional term in the expression for
the spin current introduced by the linear transformation,
which is proportional to ∂x
∫
dtGR0 (0, t;~r
′′). Equation
(B6), however, shows that this term is zero. We can
expand Eq. (B12) in λa4 ,
I4a = i
2gµB (λ
a
4)
2
a2
π5~2
∂t
∫ ∞
−∞
dt′iGR0 (~r; 0, t
′)dt′′
×
∑
η=±
η
〈
∂x′φ
′+(0, t′) sin
[
2φ′+(0, t′)− 2γt′]
×∂x′′φ′η(0, t′′) cos [2φ′η(0, t′′)− 2γt′′]
〉
S0
.(B13)
We now use the results from Appendix C to evaluate the
correlation function,
∂x∂x′
〈
Tcφ
+(0, t)φ−(0, t′)
〉
S0
=
2
(uas)2
(
1 + iτ¯
1 + τ¯2
)2
.
(B14)
We also use that ∂x 〈Tcφ+(0, t)φ−(0, t′)〉S0 = 0, so that
the spin current is given by
IBS =
gµB
(
λa4,R
)2
π4
1
as
KrA1(∆B), (B15)
where the dependence on the parameters of the spin chain
and the applied magnetic field difference is contained in
the function A1(∆B)
A1(∆B) = i
(uas)
2
2
∫ ∞
−∞
dτ¯ e
−2
〈
Tc[φ+(0,τ)−φ−(0,0)]
2
〉
S0
×〈∂xφ′(0, τ)∂xφ′(0, 0)〉S0 sin [2γRτ¯ ] , (B16)
where we again used the fact that terms containing cor-
relators with both fields on the same branch of the con-
tour vanish. Straightforward manipulations show that
A1(∆B) is given by
A1(∆B) = − 4
Kπ
Γ(2 + 2K)
γR |γR|2K e−2|γR|. (B17)
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Appendix C: Correlators
In this appendix we show how to calculate a correlation
function of the form〈
TcΠi∂xiφ(xi, ti)e
i
∑
j Ajφ(xj ,tj)
〉
S0
. (C1)
First of all, we can pull the derivatives out-
side of the expectation value, so we can calculate〈
TcΠiφ(xi, ti)e
i
∑
j Ajφ(xj ,tj)
〉
S0
instead and take the
derivatives afterward. For a lighter notation we prove
the required results in discrete space, making the con-
nection φi = φ(~ri). We use the main result of Gaussian
integration50∫
d~φe−(1/2)
~φT ·G¯~φ+~jT ·~φ ∝ e~jT ·G¯−1~j . (C2)
Given the partition function
Z =
∫
d~φe−(1/2)
~φT ·G¯~φ, (C3)
we can then calculate, for instance, 〈φiφj〉S0 by letting
∂2jnjm
∣∣
~j=0
work on both sides of Eq. (C2). To calculate
the required correlator, Eq. (C1), we replace ~j → ~j +~b
in Eq. (C2), where ~b consists of the components bi =∑
j Ajδij . By letting ∂jn |~j=0 work on both sides of this
equation we arrive at
〈
φne
~bT ·~φ
〉
= G¯nlble
(1/2)~bT ·G¯−1~b. (C4)
Here we sum over double indices. We also used the fact
that G¯−1 is a symmetric matrix, e.g., G−1nm = G
−1
mn, which
is true since it contains contour ordered correlation func-
tions. By letting ∂2jnjm
∣∣
~j=0
work on Eq. (C2) we get
〈
φnφme
~bT ·~φ
〉
=
[
G¯−1mn + G¯
−1
mlblG¯
−1
nl bl
]
e(1/2)
~bT ·G¯−1~b.
(C5)
Both equations above are valid when
∑
j Aj = 0, other-
wise the correlators vanish.
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