Abstract. We first provide, for a given vector-valued mapping f, a lower semicontinuous (l.s.c) regularization. Further, we present a new characterization of lower semicontinuity, which allows to derive another type of l.s.c regularization. A quasi-l.s.c regularization is thereafter presented.
Introduction
In this paper, we present a new characterization of the lower semicontinuity of vector-valued mappings in terms of the hypographical profile mapping. Let us describe the contents of the paper. In Section 2, we recall in details the necessary ingredients needed in this work. In Section 3, we establish a lower semicontinuous regularization for mappings with values in an order complete Daniell space. In the following section we consider, for a given vector-valued mapping, a kind of lower level set which is unusually a subset of the target space. We prove that it enjoys the nice property of having an ideal efficient point under two different situations. Section 5 contains our main results: After presenting a characterization of semicontinuity of vector-valued mappings, Theorem 5.2, we present another point of view to regard the regularization under more weaker assumptions on the target space, Theorem 5.5. As well, we furnish a quasi-lower semicontinuous regularization that preserves convexity. The regularizations we present here offer a strong property of semicontinuity. We end the paper by a comment.
Preliminaries and Basic facts
Throughout this paper E is supposed to be a metrizable space and unless otherwise specified, F is a metrizable vector space ordered by a closed convex cone C with nonempty interior and pointed (C ∩ −C = {0}). We assume that F is metrizable and we denote by B(x, r) the open ball in F with center at x and radius r. For x, y ∈ F we write
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x ≤ C y to denote the relation y − x ∈ C. If +∞ denotes a greatest element with respect to the order ≤ C and −∞ denotes a least element, we use the notation F
• for F ∪ {+∞, −∞}. As usual, given a subset S ⊂ F , we use the notations Int S and cl S for the topological interior and the closure of S, respectively. For x, y ∈ E, we will write x < C y, if y − x ∈ Int C. For a subset A ⊂ F, whenever it exists, a point a ∈ F is called a least upper bound of A when for every d ∈ F the equivalence
is true. As usual, we denote by sup A the least upper bound of A. Similarly, the greatest lower bound of A, whenever it exists, inf A, is defined by for every c ∈ F, c ≤ C inf A if and only if c ≤ C b for every b ∈ A.
F is called order complete if every nonempty upper bounded (resp. lower bounded) subset D ⊂ F has a least upper bound (resp. a greatest lower bound). F is said to be a semilattice, if every finite set of F admits a least upper bound and a greatest lower bound. We need equally to recall that a subset D ⊂ F is said to be:
• directed, if any finite subset of D has an upper bound in D;
• free disposal, if A − C = A. Now, recall that a net {x α | α ∈ I} from E is said to be decreasing (resp. increasing) with respect to C if x β ≤ C x α and x β = x α (resp. x α ≤ C x β and x β = x α ) for each α, β ∈ I, β > α. F will hence be said Daniell, if every increasing and upper bounded net has a limit (in F ). It is worth recalling as well that a set A ⊂ F is said to be:
• C-complete if it has no covers of the form {(x α − C) c |α ∈ I} with {x α | α ∈ I} being a decreasing net in A, where B c denotes the complement of a subset B;
• C-compact if any cover of A of the form {U α +C | α ∈ I, U α is open} admits a finite subcover; • C-semicompact if any cover of A of the form {(x α − C) c | α ∈ I} admits a finite subcover. Now, let A be a subset of F . A point a is said to be
• an efficient (maximal) point of A with respect to C if (a + C) ∩ A = {a} .
• ideal efficient of A with respect to C if x ≤ a for each x ∈ A. Eff (A| C) and IEff (A| C) denote respectively the set of efficient and ideal efficient points of A.
Remark 2.1. Note that IEff (A| C) ⊂ Eff (A| C). If, IEff (A| C) is nonempty then IEff (A| C) = Eff (A| C) (see [5] ), and since the cone C is supposed to be pointed, IEff (A) reduces to a singleton.
Remark 2.3. The cone C being pointed, x 0 is a C-minimal of f if and only if
We conclude these preliminaries by pointing out some basic definitions: Given a map f : E → F
• , its domain is denoted by Dom f and defined by Dom
and its hypograph by
The hypographical mapping of f is given by H f : E ⇒ F and defined for x ∈ E by H f (x) = {α ∈ F | α ≤ C f (x)}. For a set-valued map S : E ⇒ F the domain and the graph are defined respectively by Dom S = {x ∈ E | S(x) = Ø} and ghpS = {(x, y) ∈ E × F | x ∈ Dom S, y ∈ S(x)}, we notice that gph H f = hypo f and that
The epigraphical (resp. strict) profile and similar remarks hold in parallel. Given a mapping f : E → F
• and x ∈ Dom f, we consider the subset
for a given set-valued map S : E ⇒ F and x ∈ Dom S. Since E and F are supposed to be metrizable, observe that
This subset was introduced in [2] as a kind of lower level set of f at a point x. We first recall some basic properties of L f from [2] :
Proof. This proposition has been presented in [2] under a more restrictive assumption on the space F (F has been supposed there to be a complete lattice). For the convenience of the reader we present the proof:
(1) Convexity. Take
and (x n ) a sequence in E that converges tox. Then, there exist two sequences b n and b n in F such that
and lim
Take b n = λb n + (1 − λ) b n . On one hand, we have
On the other hand,
we deduce from (2.2) and (2.3) that
(3) Directness: Take y 1 , y 2 ∈ L f (x) and a sequence (x n ) , converging to x. Then, there exist two sequences (b n ) and b n in F such that
Since F is supposed to be a semilattice by [Proposition 5.2 in [11] ], the map sup : F × F → F (x, y) → sup (x, y) is uniformly continuous. Taking into consideration (2.4) and (2.5) , we obtain lim
On the other hand, we have
It follows that sup (
Definition 2.5. f is said to be C-convex, if for every α ∈ [0, 1] and
• is said to be lower semicontinuous (l.s.c) at x ∈ E, if for any neighborhood V of zero (in F ) and for any b ∈ F satisfying b ≤ C f (x), there exists a neighborhood U ofx in E such that
Remark 2.7. Following [10] if f (x) ∈ F, then Definition 2.6 amounts to saying that for all neighborhood V of zero, there exists a neighborhood U ofx such that
Definition 2.8.
[3] A mapping f : E → F is said to be sequentially lower semicontinuous (s-l.s.c) at x ∈ E, if for any b ∈ F satisfying b ≤ C f (x) and for any sequence (x n ) of E which converges to x, there exists a sequence (b n ) of F converging to b and satisfying b n ≤ C f (x n ), for every n ∈ N.
Remark 2.9. For x ∈ Dom f , Definition 2.8 amounts to saying that for each sequence (x n ) converging to x, there exists a sequence (b n ) converging to f (x) such that b n ≤ C f (x n ) for all n ∈ N.
Note, from [3] , it has been proved that Definitions 2.6 and 2.8 coincide whenever E and F are metrizable.
Definition 2.11. A mapping f : E → F is called epi-closed if its epigraph is closed in the product space E × F.
Remark 2.12. Notice that every epi-closed map is quasi-l.s.c., while the converse is true if Int C = Ø. Also, every l.s.c. map is epi-closed but the converse may fail.
Remark 2.13. The quasi-lower semicontinuity is used under the terminology of C-lower semicontinuity in [4] . Definition 2.14. Let S : E ⇒ F be a set-valued map and x ∈ Dom S. S is lower semicontinuous at x if, and only if S(x) ⊂ lim inf x→x S(x).
The results

3.1.
A first lower semicontinuous regularization. In addition to hypotheses of section 2, we assume in this subsection that F is an order complete vector topological space and if f : E → F
• is a given map, for each x ∈ E, we denote by V(x) the family of neighborhoods of x and introduce the followinḡ
Clearly,f is
• well defined as F is an order complete;
• a minorant of f, i.e.,f (x) ≤ C f (x), for all x ∈ E.
Proof. The result is immediate if f (a) = −∞ and can be easily seen if f (a) = +∞. Suppose that f (a) ∈ F. For every e ∈ Int C, there exists a neighborhood U of a such that f (U ) ⊂ f (a) − e + C
• . This yields, f (a) − e ≤ C inf f (U ) and f (a) − e ≤ Cf (a). Since e is arbitrary in Int C, it follows that f (a) ≤f (a). Hence,f (a) = f (a). The proof is complete.
Corollary 3.2. Let f : E → F be a map. Suppose thatf is lower semicontinuous. If g : E → F
• is l.s.c and satisfies g(a) ≤ C f (a), a ∈ E, then g(a) ≤ Cf (a). In other words,f is the greatest lower semicontinuous minorant of f. Proof. It suffices to prove that for every a ∈ E we havef (a) ≤ Cf (a). Observe that for every neighborhood U of a and for every x ∈ U we have inf f (U ) ≤ Cf (x). Therefore inf f (U ) ≤ C inff (U ), and consequentlyf
The proof is therefore established.
Proposition 3.4. Let f : E → F and a ∈ E. Iff (a) = f (a), then f is quasi-lower semicontinuous at a.
Suppose on the contrary that for every neighborhood U of a, there exists some
Proposition 3.5. Assume that F is order complete Daniell. If, for a ∈ E,f (a) = f (a), then f is lower semicontinuous at a.
Proof. Since F is Daniell andf (a) = f (a), the net (inf f (U )) U ∈V(a) converges to f (a). Accordingly, for every neighborhood V of f (a), there exists a neighborhood U of a with inf f (U ) ∈ V such that f (U ) ⊂ V +C. The proof is complete. Having in mind that our goal is to define a l.s.c regularization, for a given vector-valued mapping f : E → F
• and some x ∈ Dom f, it is of interest to analyze the set L f (x) from the point of view of the existence of efficient points. The target space F will be supposed (in this section) a semilattice.
At first, we notice that L f (x) may be empty in some particular situations when, for instance, one impose some restrictions on the space F like C-completeness (C-semicompactness, compactness, respectively). Indeed, by Proposition 2.4, the set L f (x) is free disposal which is not possible in these cases. More generally, we establish the following: Proposition 4.1. Assume that F is C-complete. Then, there is no nonempty free disposal subset in F.
Proof. Assume for contradiction that there exists Ø = A ⊂ F such that A − C = A. We claim that A is C-complete. Indeed, if we suppose that A has some cover of the form {(x α − C) c | α ∈ I} where {x α | α ∈ I} is some decreasing net in A, it follows that
On the other hand, for all α ∈ I we have x α − C ⊂ A − C = A, which yields
and equivalently
Combining (4.1) and (4.2), we see that
c , a contradiction because F is C-complete. Therefore, we conclude that A is C-complete. Since A = Ø we can choose a point z ∈ A and consider the section A z of A (A z = A ∩ (z − C) = z − C). A z is free disposal. By similar arguments as before we deduce that A z is C-complete. Hence, by [Theorem 3.3, p. 46, [5] ] we have Eff(A| − C) = Ø. Let a 0 ∈ Eff(A| − C). By definition of a 0 we have A ∩ (a 0 − C) = {a 0 }, but A ∩ (a 0 − C) = a 0 − C (because A = A − C). This leads to a 0 = a 0 − C which is impossible since {0} = C, a contradiction.
Remark 4.2.
(1) The conclusion is similar if F is compact or Csemicompact, since these two cases imply the C-completeness, see [6] . (2) The condition that f is locally C-lower bounded is sufficient for L f (x) to be nonempty. It is also necessary as we will see later. Proof. Given that F is Daniell and cl L f (x) is closed and upper bounded, the result follows from [9] , quote also [5] (Theorem 3.3 and Lemma 3.5, pp. 46). Proposition 4.5. Let A ⊂ F and assume that F is semilattice and Daniell. If Eff (A| C) = Ø and A is directed, then IEff (A| C) = Ø and therefore IEff (A| C) = Eff (A| C). Moreover for some a ∈ A, IEff (A| C) = Eff (A| C) = {a}.
Proof. Let a ∈ Eff (A| C). We shall show that a ∈ IEff (A| C). Let b ∈ A, since A directed, take d = sup(a, b). Of course, a ≤ C d. As a ∈ Eff (A| C), it follows that d ≤ C a, hence by transitivity b ≤ C a, which means that a ∈ IEff (A| C). Remark 2.1 completes the proof. 
and reduces to a singleton.
Proof. Following Proposition 2.4, cl L f (x) is directed. Then the result follows from Proposition 4.5.
We denote by a x the unique (ideal) efficient point of cl L f (x). For a given map f : E → F
• such that for every x ∈ Dom f the subset L f (x) is nonempty, let us introduce the map J f : E → F defined for x ∈ Dom f by J f (x) = a x . We observe that Dom J f = Dom f.
Remark 4.7. The Daniell property is essential to prove the existence of ideal efficient point for L f (x). We would like to point out that the class of topological vector spaces with the Daniell property contains for examples:
• Every vector topological space for which the order-intervals are compacts; • Let (E, K) and (F, C) two topological vector spaces ordered respectively by the cones K and C. If C has a nonempty interior, then E is Daniell with respect to the strong topology β(E, F ); • Every semi-reflexive and normal space;
• Every vector topological space ordered by cone generated by a compact base;
, where a, b ∈ R; • Let E be a Hilbert space and H be the space of all hermitian operators on E, ordered by the cone H + defined by
(H, H + ) is Daniell for the pointwise convergence.
Second case:
F is order complete. In this case the supremum of L f (x), for every x ∈ Dom f, exists. We prove at first that it is preserved by any element of the continuous dual F * :
Proposition 4.8. For every x ∈ Dom f and every
Proof. Let ξ ∈ Y * . L f (x) being directed, thanks to Proposition 4.1 of [1] , it suffices to check that ξ is continuous with respect to the Scott topology. Since R is continuous (in the sense of [1] see example 1.1 in [1] for further details) and ξ is lower semicontinuous continuous (because continuous), it follows from [Theorem 4.2, [1] ] that ξ is Scottcontinuous. The proof is then complete.
Proof. cl L f (x) being nonempty and upper bounded, as F is order complete, sup cl L f (x) exists. Let us denote this supremum again by J f (x). Since cl L f (x) is convex, it can be rewritten as the intersection of all closed half spaces containing
where α ∈ R and ξ ∈ F * . Consider an half space ∆ ξ (α). Making use of Proposition 4.8, we deduce that
and is unique thanks to the pointedness of the cone C.
The main results
5.1.
Characterization of lower semicontinuity of vector-valued mappings. The aim of this section is to present a new characterization of lower semicontinuity for vector-valued mappings by means of their hypographical profile mappings, which will allow us to obtain a l.s.c regularization.
We begin with the following
Proof. Take e ∈ Int C. It suffices to prove for every ε > 0 that
Suppose on the contrary that there is some
with y ∈ L f (x). Then, there is η > 0 and a sequence (x k ) converging to x such that
For each k, we pick z
On the other hand, since y ∈ L f (x), then we can find a sequence (b k ) converging to y and
Theorem 5.2. Assume that for every x ∈ Dom f , L f (x) is nonempty and admits a supremum. The following assertions are equivalent:
(a 1 ) f is lower semicontinuous at a point x in its domain; 
and we establish the following technical Lemma:
Proof. Clearly, Q f (x) = cl (L f (x)). Let us prove the first equality. Let y ∈ cl (E f (x)) and select a sequence (y k ) k in E f (x) converging to y. Therefore, for all k > 0, we have y k ∈ L f (x) and
Thus, y ∈ cl (L f (x) and y ≤ C sup L f (x), which means that y ∈ Q f (x) and therefore cl (E f (x)) ⊆ H f (x). Now let y ∈ H f (x). We have y ∈ cl L f (x) and
Hence, there exists a sequence (y k ) k in L f (x) converging to y. Consider now a sequence (ν k ) k > 0 of real numbers converging to 0 and take, for all k > 0,
Accordingly, y ∈ cl E f (x). The proof of the Lemma is therefore complete.
Proof. of Theorem 5.2: we first establish the part "(a 1 ) ⇔ (a 2 )". Let β ∈ G f (x). First case: if β ∈ L f (x), according to Lemma 5.4 , it suffices to consider
and thus
Second case: if β ∈ H s f (x), clearly, β < C f (x). f being supposed to be lower semicontinuous at x, it follows that
and since L f (x) is free disposal, it follows that
and consequently ξ, β ≤ α. Equivalently, β ∈ cl L f (x). According to the above first case,
5.2. A regularization. We now consider a vector-valued mapping f : E → F
• . The existence of an ideal efficient point (resp. supremum) of cl [L f (x)] is crucial to define a regularization of f, which will be proven now to be lower semicontinous. Precisely, we claim the following:
Theorem 5.5. Assume F that for every x ∈ Dom f, L f (x) is nonempty and admits a supremum sup L f (x) = J f (x). Then a) J f is lower semicontinuous at every point of its domain; b) f is necessarily locally C-lower bounded; c) f is l.s.c at x ∈ Dom f if, and only if f (x) = J f (x); d) J f is the greatest lower semicontinuous map minorizing f, i.e., if g : E → F • is a lower semicontinuous map such that g ≤ C f, then necessarily g ≤ C J f .
Proof. We start by proving a) : Put g(x) = J f (x) for each x ∈ Dom f and take x ∈ Dom f Observe first that for every
, the other inclusion is obtained by regarding L f (x) as the intersection of all closed half spaces containing L f (x).) According to Lemma 5.3, for all (
If follows from Theorem 5.2 that g is lower semicontinuous. For b), according to a), J f is lower semicontinuous. Thus, as Int C = Ø, from [Proposition 2.12, [13] ] we deduce that J f is locally C-lower bounded. Then, f is also locally C-lower bounded. c) follows from Theorem 5.2. Now, let g be a l.s.c minorant of f. Observe, for
. The proof is therefore complete.
Remark 5.6. Notice that we have already remarked that a sufficient condition for L f (x) to be nonempty is to assume that f is locally Clower bounded, now Theorem 5.5 shows that the condition is necessary Now, we present a special case where the regularization preserves the convexity: Let H be a separable Hilbert space and let (e n ) n∈N be a basis of H. We suppose that the order is defined by the closed convex cone H + given by H + = {x ∈ H | e p , x ≥ 0, ∀p ∈ N}.
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Let f : E → F
• be a H + -convex map. We assert that J f is H + -convex. Indeed, observe first that epi e p , J f = cl epi e p , f , ∀p ∈ N.
Since f is H + -convex, for each p ∈ N, e p , f is convex. This yields e p , J f is convex for each p ∈ N, i.e., J f is H + -convex.
5.3.
A quasi-lower semicontinuous regularization. F is order complete Since the regularizations that preserve the convexity are of interest, we will present in the following paragraph a regularization of this kind which is not unfortunately lower semicontinuous but quasi-lower semicontinuous. Consider therefore, for f : E → F • , the map defined for x ∈ E by f * (x) = inf {y ∈ F
• | (x, y) ∈ cl gph(f )} (5.5) = inf{y ∈ F • | (x, y) ∈ cl epi(f )}. (5.6) Proposition 5.7. Assume that F is order complete. Let f : E → F
• be a C-convex map. Assume that Int C = Ø. Then f * is quasi-lower semicontinuous. In addition, f * is the greatest quasi-lower semicontinuous regularization minorizing f i.e, if a map g is quasi-lower semicontinuous and g ≤ C f, then g ≤ C f * .
Proof. Observe that epi (f * ) = cl epi(f ). Then, as f is C-convex, so epi(f ) is convex. Thus, epi (f * ) is necessarily convex, which implies that f * is C-convex. To complete the proof, it suffices to observe that if g is quasi-lower semicontinuous map minorizing f, then g * = g and then g ≤ C f * .
Remark 5.8. Notice that f * can also be defined as follows : f * (x) = Inf {µ ∈ F
• | x ∈ cl {y | f (y) ≤ C µ}}.
Remark 5.9. Suppose F is order complete and semilattice. Remark that J f ≤ C f * ≤ C f. If in addition F is Daniell, then J f =f .
Comment
A dual treatment would allow to define and obtain upper semicontinuous regularizations. Notice also that all regularizations, as well as different concepts of semicontinuity, presented here agree with those of extended-real-valued functions.
