Abstract-In this paper, we propose a video summarization system for analyzing basketball game videos. In contrast to previous video analysis technologies employing only visual and motion features to do video filtering, we add audio features to do video summarization in the system. First, we extract replay highlights by special effect detection. Next, we filter landscape shots using color range pixel and fast motion activity. Then, the corresponding audio features extracted from these landscape shots are used to identify landscape shot highlights by an SVM. Finally, we integrate the replay highlights and landscape shot highlights to complete the video summarization. From the experimental results, we find that the accuracy on the special effect detection, landscape shot extraction, and landscape shot highlight detection is very high. Thus, the final video summarization has high recall values on highlight extraction.
I. INTRODUCTION
The multimedia community needs an effective management scheme for handling the increasing amount of sports videos from TV broadcasts. Researchers have proposed many techniques to take full advantage of the characteristics that sports videos have, such as temporal structures, recurrent events, consistent features, and a fixed number of camera views. In this paper, we propose a video summarization system for analyzing basketball game videos as a basketball game is very popular in North American. With the huge collections of these video data, how to manage them becomes an important issue. In addition to visual features employed in the previous video analysis technologies, we would add audio features to do video summarization in our system. Video analysis technologies have been widely investigated for providing users with more rapid and convenient access to the interesting or important part of videos. Especially, accompanying with the increasing amount of the videos in TV, Internet, et al., the demand to automatically analyze and summarize videos becomes more urgent. With these technologies, users can save time by only watching the summarization of concerned programs. Besides, Internet or wireless communication networks can also be benefited from these technologies because their limited bandwidth is not Manuscript received February 13, 2014 ; revised May 10, 2014 . This work was supported by National Science Council of R.O.C under Grant NSC100-2218-E-224-011-MY3.
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suitable for transmitting a large amount of data. So far, some applications of video summarization have been investigated. For sports games, Wang et al. proposed the replay detection on soccer sports [1] . For news, TRECVID is the most popular provider from which Cunha et al. compared their work on the datasets [2] ; they focused on automatic rushes video summarization with BBC Rushes datasets, and compared with the methods CityU [3] , Lip6 [4] , and Nii [5] . Besides, some researchers focused on special effect detection [6] , [7] , and used special effects to extract highlights. Then, Luo et al. [8] and Zhao et al. [9] summarized sports videos by detecting slow-motion replays to extract highlights. Nevertheless, analyzing general rushes videos is still an open problem because of the variance and diversity of videos in different domains.
In this paper, we retrieve the videos from NBA, and segment these videos into a series of consecutive pictures first. Then, the shot boundaries between pictures are detected. After the shot detection, we exclude bright pictures (or noises) using color histogram. Next, we detect special effects and landscape shots. Special effects are made by human, within which the replay highlights can be extracted. A landscape is the scene that captures the full dynamic basketball game in playing. First, landscape shots are found, from which the corresponding audio features including "MFCC", "LPC", and "ZCR" can be extracted. These feature vectors can be used to identify landscape shot highlights by an SVM. Finally, we integrate the replay highlights and landscape shot highlights to complete the video summarization.
The remainder of this paper is organized as follows. Section II presents the basic concepts of video summarization systems. Section III introduces the system architecture and the features used in the system. Section IV describes the approaches used in the video summarization system. Section V discusses experimental results. Finally, Section VI draws some conclusions and discusses future work.
II. BASIC CONCEPTS
Video summarization providing concise and informative video summaries for people to browse and manage video files effectively has received more and more attention in recent years. Basically, there are two kinds of video summarization: static video summary and video compression.
A. Static Video Summary
A static video summary is composed of a set of salient images (or key frames) extracted or synthesized from an original video. Based on the way a key frame is extracted, the existing work in this area can be categorized into three classes:
shot-based, sampling-based, and segment-based.
For shot-based approaches, a shot is defined as a video segment taken from a continuous period. A natural and straightforward way is to extract one or more key frames from each shot using low-level features such as color or motion. A typical approach was proposed in [10] where key frames are extracted in a sequential fashion via thresholds. The first frame in each shot is always chosen, and then a new key frame is extracted when the color-histogram difference from the preceding frame exceeds a certain threshold. However, one drawback of the shot-based approach is that it does not scale up well for a long video.
For sampling-based approaches, key frames are either randomly chosen or uniformly sampled from an original video. The video Magnifier [11] and the Mini Video [12] systems are two examples. This approach is the simplest way to extract key frames, but such an arrangement may fail to capture the real video content, especially when a video is highly dynamic.
For segment-based approaches, efforts are made in extracting key frames at a higher level, referred to as the segment level. Various clustering-based extraction schemes have been proposed. In these schemes, segments are first generated from frame clustering, and then the frames closest to the centroid of each qualified segment are chosen as key frames [13] , [14] .
B. Video Compression
A video is composed of images, audio, and texts. It can be converted into frames and the video play rate is at least 25 to 30 frames per second. A video can also be compressed. Video compression refers to reducing the quantity of data used to represent video images and is a straightforward combination of image compression and motion compensation. There are four video compression methods: discrete cosine transform (DCT), vector quantization (VQ), fractal compression, and discrete wavelet transform (DWT).
Discrete cosine transform is a lossy compression algorithm that samples an image at regular intervals, analyzes the frequency components present in the sample, and discards those frequencies which do not affect the image as human eyes perceive it. DCT is the basis of standards such as JPEG, MPEG, H.261, and H.263.
Vector quantization is also a lossy compression that looks at an array of data, instead of individual values. It generalizes what it sees, and compresses redundant data, while at the same time retaining the desired object or the original intent of a data stream.
Fractal compression is a form of VQ. The compression is performed by locating self-similar sections of an image, using a fractal algorithm.
Discrete wavelet transform, like DCT, mathematically transforms an image into frequency components. The process is performed on an entire image, which differs from DCT working on smaller pieces of the desired data. The result is the hierarchical representation of an image where each layer represents a frequency band.
III. SYSTEM OVERVIEWS
In this section, we introduce the system architecture and the features used in the video summarization system. As illustrated in Fig. 1 , the system architecture consists of three major parts: 1) replay highlight extraction, 2) landscape shot extraction, and 3) landscape shot highlight detection. First, replay highlights are usually enclosed by a pair of special effects, so special effects must be detected in advance. Next, we filter landscape shots using color range pixel and fast motion activity. Then, the corresponding audio features including "MFCC", "LPC", and "ZCR" can be extracted from these landscape shots. These feature vectors can be used to identify landscape shot highlights by an SVM. Finally, we integrate the replay highlights and landscape shot highlights to complete the video summarization. 
A. Visual Features
The visual features used to train the SVM for special effect detection include Color Layout Descriptors (CLD) and Color Structure Descriptors (CSD) defined in the MPEG-7 Specification [15] - [18] . They are described as follows.
1) Color layout
The color layout descriptor (CLD) specifies the spatial distribution of colors for high-speed retrieval and browsing. It can be also applied both to a whole image and to any connected or unconnected parts of an image with arbitrary shapes. The color space is YCbCr with quantization to 8 bits, and the feature extraction process consists of two parts: grid-based representative color selection and a DCT used to represent features in a frequency domain. An input picture is divided into 64 (8×8) blocks and their average colors are derived. The derived average colors are transformed into a series of coefficients by performing 8×8 DCT. The quantized coefficients are scanned in a zigzag manner to obtain the descriptor values. Here, 12 coefficients of color layout, 6 coefficients for luminance (Y) and 3 coefficients for each chrominance (Cb and Cr), are used to train the SVM for special effect detection.
International Journal of Machine Learning and Computing, Vol. 4, No. 4, August 2014
2) Color structure The color structure descriptor (CSD) [19] is another color descriptor selected in our work. It captures both color contents (similar to a color histogram) and information about the content structure. The main function is image-to-image matching for still-image retrieval, where an image may consist of either arbitrarily shaped, possibly disconnected, regions or a single rectangular frame.
Color structure information is embedded into the descriptor by taking into account all colors in a structuring window of 8×8 pixels while the extraction method slides over an image, instead of considering each pixel individually. Although the number of samples in the structuring window is always 64, the spatial extent of the structuring window can scale with the image size.
The color structure descriptor containing a 256-bin histogram is extracted directly from the image based on a 256-cell quantization of the hue-min-max-difference (HMMD) color space. Actually, 128, 64, or 32 bins can be computed based on the unification of the bins of the same 256-bin descriptor. The HMMD color space is non-uniformly quantized into 5 subspaces, and each color subspace is uniformly quantized along the Hue and Sum axes. Here, the 32-bin histogram of color structure is used to train the SVM for special effect detection.
B. Audio Features
Audio features are extracted usually faster than visual features. In the system, we use "MFCC", "LPC", and "ZCR" to train the SVM for landscape shot highlight detection. They are useful features for speech recognition, and were very popular for the audio researches in recent years. They are described as follows.
1) MFCC (Mel-frequency cepstrum coefficients)
MFCCs are known and popular in the short-term power spectrum of a sound. They are based on the known variation of human ear's critical bandwidths with frequency. The MFCC technique makes use of two types of filters, namely, linearly spaced filters and logarithmically important characteristics of speeches; a signal is expressed in the Mel-frequency scale. MFCCs are commonly used as features in speech recognition systems, such as the systems which can automatically recognize numbers spoken into a telephone. They are also common in speaker recognition, which is the task of recognizing people from their voices. MFCCs are also increasingly finding uses in music information retrieval applications such as genre classification, audio similarity measures, etc. Here, 13 MFCCs (or features) are used to train the SVM for landscape shot highlight detection.
2) LPC (Linear predictive coding)
Linear predictive coding (LPC) is a tool used mostly in audio signal processing and speech processing for representing the spectral envelope of a digital signal of speech in compressed form, using the information of a linear predictive model. It is one of the most powerful speech analysis techniques, and one of the most useful methods for encoding good quality speech at a low bit rate and provides extremely accurate estimates of speech parameters. LPC is generally used for speech analysis and resynthesis. Here, 10 LPC coefficients (or features) are used to train the SVM for landscape shot highlight detection.
3) ZCR (Zero-crossing rate)
ZCR is the number of zero-crossing of the waveform within a given frame. In general, ZCR is large if an environment is full of noises. Here, we use this characteristic to detect audience acclaim. It can be expressed as follows.
IV. VIDEO SUMMARIZATION APPROACHES
In this section, we describe the characteristics of basketball videos and the approaches used in the video summarization system, as mentioned in Section III.
A. Characteristics of Basketball Videos
A basketball video is presented with consecutive scenes (or shots). These shots could be overlooking, long distance, replay, interviews et al. Among them, the highlights in a basketball video are the most ones to draw the attention of the audience. However, these highlights are not consecutive and appear at different time. Through further observation, some common features of the highlights can be found, such as noise around the highlights and the highlights enclosed by special effects. In addition, the highlights are usually located in landscape shots. Therefore, a specific algorithm is used to capture landscape shots.
B. Shot Boundary Detection
In order to detect special effects and landscape shots, the first step is to identify precise shot boundaries in a video. In general, there are two types of shot boundaries: abrupt also referred to as cuts, and gradual such as fades and dissolves. Here, we only focus on the abrupt shot boundary detection. In the past, many shot boundary detection algorithms using color histogram have been proposed and they achieved satisfied accuracy. For our method, we transfer the RGB color space to HSV color space first. The triple-color component (H, S, V) is uniformly quantized with 16 bins in H, and 4 bins in each S and V (i.e., 256 bins in total). In other words, the H is divided equally into 16 parts, the S into 4 parts, and the V into 4 parts as well. Then, we compare the color/intensity histograms of two consecutive frames, and identify a shot boundary if their difference exceeds a certain threshold.
C. Noise Remover
After the shot detection, we remove bright shots (or noises) as shown in Fig. 2 . In the video summarization researches, removing noises is an essential step. Usually, the videos coming from peer-to-peer shared resources on the Internet go through compression processing, so they definitely have noises. In order not to reduce the accuracy of subsequent steps, it is necessary to remove these noises. In our basketball video, we observe that most noise shots have only one frame. If a shot with only one frame is found, we transform the frame into a gray level and then extract the HSV color histogram. We only take the V component to determine whether it is a noise frame since over-brightness represents a noise. Finally, after
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replacing the noise frame with the last frame in the preceding shot, we merge the preceding shot, the noise shot, and the following shot into a complete shot, in order to reduce the total number of shots. 
D. Special Effect Detection
Special effects refer to the artificial effects that the post-processing is added in films to emphasize highlights. So far, some methods integrated highlights for more complete sports video summarization [20] . In most sport films, if players have wonderful performances, the replay fragments are usually produced in films. In general, these replay fragments (or replay highlights) are enclosed by a pair of special effects. Thus, before extracting replay highlights, we must identify special effects first, as shown in Fig. 3 . Since a special effect is added artificially and accompanied by rapid changes in color, a series of regular shots would be produced. Here, we found that a special effect is always continuous for five shots. Therefore, we use a sliding window <w1, w2, w3, w4, w5> to detect special effects, which is a series of shots. Then, we extract the color layout and color structure from each frame of shot <w3>, and take their averages as the features of shot <w3>. Besides, we also extract the number of frames for each shot <w1>, <w2>, …, <w5>, respectively. Thus, we have totally 49 features (5 features for the number of frames, 12 features for color layout, and 32 features for color structure) for the SVM to detect special effects. 
E. Key-Frame Extraction
Selecting a key-frame to represent its shot for further processing has been an important issue addressed in the previous work [21] - [23] . In general, the simplest way in the key-frame extraction is to select the first frame of a shot as the key-frame for the shot. However, since a shot is composed of a sequence of frames with multiple continuous camera operations, this simple strategy may not obtain good results. Here, we select a frame as the key-frame such that its color is the most similar to the average color histogram of a shot. The reason of using color to select key-frames is that the feature "Color Range Pixel" in key-frames would be used to detect landscape shots.
F. Landscape Shot Extraction
Since most important events are presented in landscape shots, extracting relevant landscape shots is the key point of video summarization. Landscape shots as shown in Fig. 4 are shots with full views in a basketball video. Here, we filter landscape shots using color range pixel and fast motion activity. We observe most basketball films still have the same floor color although they play in different basketball courts. Here, we use many fragmented pictures of basketball courts to estimate the color histogram of the pixels in courts (i.e., the color range pixel we call) as thresholds. Thus, we can calculate the color histogram of key-frames to filter landscape shots.
Some researchers ever used motion vectors to detect similarity shots [24] . Here, at the same time, we also calculate the motion vectors of each shot, called the fast motion activity. The fast motion activity is one of the motion activity defined in the MPEG7 specification [25] . In the MPEG7, the motion activity [26] consists of four definitions; i.e., intensity of activity, direction of activity, spatial distribution of activity, and temporal distribution of activity. Here, we adopt intensity of activity as the fast motion activity used in our algorithm. The fast motion activity of a shot can be regarded as the average motion value between adjacent frames in the shot by macro block-based computing. 
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G. Landscape Shot Highlight Detection
First, we map the landscape shots back to the original videos, and extract the corresponding audio, respectively. We represent the audio clips with <c1, c2, …, cn> where each clip with 65536 samples is about 4.2 sec. and overlaps its adjacent clips, as shown in Fig. 5 . Then, the audio features including "MFCC", "LPC", and "ZCR" are extracted from these clips, which can be used to identify landscape shot highlights by an SVM.
H. Integration
Finally, we integrate the replay highlights and landscape shot highlights to complete the video summarization. In order to ensure the time consistency of these highlights, we put them one-by-one according to their frame numbers.
V. EXPERIMENTS
The training/test videos used in the experiments are downloaded from the website with NBA bit-stream spaces. All the videos are compressed in the MPEG-4 format with frame size 480×270 and frame rate 30 fps. We select three videos from the NBA games randomly, which are Kings vs. 
A. Special Effect Detection
In our proposed method, a correct replay highlight extraction means a pair of correctly detected special effects. From the experimental results as shown in Table I , we find that two features such as color layout and color structure indeed correct the deficiencies of only using the window to detect special effects. For example, some special effects are advertising effects, but not ball game effects. However, after we consider the visual features, the precision reaches 100% and the accuracy is greatly improved (i.e., more than 99%), as shown in Table I . The reason with high accuracy is that we have many non-special-effect shots in the videos, and they can be easily detected. Table II have very high accuracy (i.e., more than 94%). As similar to the mention in Section V, we have many non-landscape shots in the videos, and they can be easily filtered out. 
C. Landscape Shot Highlight Detection
To identify landscape shot highlights by an SVM, the corresponding audio features are extracted from these landscape shots. To verify the detected landscape shot highlights, we retrieve the truth information recorded in the NBA official website. As a result, as shown in Table III , more than 65% of the ground truth appears in the detected landscape shot highlights. Besides, the results also present very high accuracy (i.e., more than 82%). In other words, many landscape shots without highlights can be easily discriminated. 
D. Results of Video Summarization
In the video summarization, we integrate the replay highlights and landscape shot highlights by a time sequence. Based on the audio clips used in the landscape shot highlight SVM, we extend these clips for more five seconds on the front and rear of landscape shots, respectively. The extended shots can be mapped back to the original videos for retrieving the corresponding frames. Extending the shot length is to ensure that the viewing quality of the summarization results is smooth and flowing. By the way, it also increases user awareness and video integrity. We calculate the compression rates and recall of the summarized videos over the original videos, as shown in Table IV . Here, we find that the final video summarization has high recall values on highlight extraction, and the compression rates could be extremely different since the highlights in basketball videos vary from each other. In this paper, we propose a video summarization system for providing users with more rapid and convenient access to the interesting or important part of basketball videos. First, we detect special effects and extract inside replay highlights. Then, we detect landscape shots capturing the full dynamic basketball game in playing. Finally, the replay highlights and landscape shot highlights are integrated together to complete the video summarization. From the experimental results, we find that the accuracy on the special effect detection, landscape shot extraction, and landscape shot highlight detection is very high. Thus, the final video summarization has high recall values on highlight extraction.
So far, we only implement the video summarization method on basketball videos. In the future, we hope to explore the possibility of generalizing the approaches used in the video summarization system to sports or even generic videos.
