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Resumen
Este trabajo describe un mecanismo de inferencia aplicado al Sistema de Bu´squeda de Respuestas AliQAn
para el idioma espan˜ol y en dominio abierto. AliQAn esta´ basado fundamentalmente en el uso de patrones
sinta´cticos para identificar las posibles respuestas. Un mecanismo de inferencia es aplicado al conjunto de
preguntas de tipo econo´mico. De esta manera, nuestro sistema mejora la precisio´n de este tipo de preguntas de
un 33 % a un 57 %.
This work describe an inference mechanism apply to AliQAn Question Answering System for Spanish
in open domain. AliQAn is based in use of syntactic pattern to identify the answers. Our approach apply an
inference mechanism to questions set of economic type. Thus, our system enhance the accuracy of this question
type of 33 % to 57 %.
Keywords: Keywords: Procesamiento de Lenguaje Natural, Bu´squeda de respuestas, Prueba lo´gica.
1. INTRODUCCI ´ON
El Procesamiento del Lenguaje Natural (PLN) es una parte esencial de la Inteligencia Artificial
mediante el cual se investiga y formula mecanismos computacionales. Estos mecanismos permiten
el desarrollo de sistemas capaces de comprender el conocimiento expresado en textos de un lenguaje
dado.
En los u´ltimos an˜os, la investigacio´n en el PLN se ha centrado en el desarrollo de recursos que pro-
veen mu´ltiples niveles de ana´lisis sinta´ctico y sema´ntico. Dichos recursos son aplicados a diferentes
aplicaciones como sistemas de traduccio´n automa´tica, recuperacio´n de informacio´n (RI), bu´squedas
de respuestas (BR), reconocimiento de entidades, clasificacio´n y filtrado de documentos, generacio´n
de resu´menes, etc.
Este trabajo se centra en la Bu´squedas de Respuestas (BR) o en su denominacio´n inglesa Question
Answering. Estos sistemas de BR suceden a los sistemas de RI en cuanto necesitamos una respuesta
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concreta a una pregunta dada. El objetivo de los sistemas cla´sicos de RI es devolver una lista orde-
nada de documentos en funcio´n de su relevancia sobre la consulta realizada por el usuario. Por otra
parte, el objetivo de los sistemas de BR es mucho ma´s ambicioso que el de mejorar la precisio´n de
los resultados devueltos, estos sistemas intentan recuperar el fragmento de texto que contiene la in-
formacio´n requerida por el usuario, y no el documento completo. Sin embargo, el estado actual de
los sistemas de BR au´n esta´ en sus albores. El nivel de conocimiento requerido para el entendimiento
de los documentos es cada vez mayor y esto hace la diferencia en la precisio´n de los sistemas de BR
actuales.
La actividad investigadora parte de la implementacio´n del sistema de bu´squeda de respuestas Ali-
QAn [25, 5] de dominio abierto para el idioma espan˜ol. AliQAn ha participado en las competencias
del CLEF 2005 monolingu¨e (QA@CLEF-2005), consiguiendo una precisio´n del 33 %. Este an˜o, Ali-
QAn tambie´n ha participado en la misma tarea, no so´lo para el idioma espan˜ol sino tambie´n en el
idioma ingle´s, es decir preguntas en ingle´s y textos en espan˜ol.
Si se caracterizan a los sistemas de BR presentados en competencias como el CLEF segu´n el
nivel de recursos de PLN utilizado, aquellos que llegan hasta un nivel sinta´ctico o a lo sumo un
nivel sema´ntico superficial (mediante la utilizacio´n de sinonimia, hiperonimia entre otras relaciones
similares) no superan cierto rango de precisio´n (50 % de efectividad aproximadamente). Los sistemas
que superan en gran medida dicho valor es debido a la utilizacio´n de te´cnicas ma´s complejas mediante
la utilizacio´n de fuentes de conocimientos. Esta investigacio´n pretende dar comienzo a un trabajo de
gran envergadura: desarrollar una herramienta robusta capaz de razonar automa´ticamente en dominios
abiertos para el idioma espan˜ol que podra´ ser integrada a distintas aplicaciones de PLN como BR,
implicacio´n (en su denominacio´n inglesa entailment) o EI entre otras.
La habilidad de razonar en los sistemas de BR aparecio´ a fines de los 70 en dominios cerrados.
Actualmente, los sistemas que integran gradualmente componentes de inferencias au´n no han evolu-
cionado como aquellos de dominio cerrado [2].
Pese a que los recursos disponibles para el idioma espan˜ol son muy escasos, se ha podido demos-
trar que la mejora de esta te´cnica puede ayudar significativamente en la efectividad de sistemas tal
como la BR.
En la seccio´n 2 se presenta una clasificacio´n de los sistemas que utilizan razonamiento. La seccio´n
3 elabora un procedimiento para la obtencio´n de la representacio´n elegida y desarrolla un conjunto de
te´cnicas de transformacio´n. Finalmente en las dos u´ltimas secciones se discute los resultados de las
pruebas elaboradas en la seccio´n anterior y ofrece trabajos futuros para extender el me´todo presentado
en este artı´culo.
2. ANTECEDENTES
En los u´ltimos an˜os, los resultados de los certa´menes TREC, CLEF o NTCIR han demostrado la
necesidad de me´todos con mayor grado de conocimiento sema´ntico. Sin embargo, a pesar de que han
surgido te´cnicas valiosas resta muchos problemas por resolver.
Por ello, es imprescindible tener una representacio´n del conocimiento unificada que provea una
codificacio´n jera´rquica de las propiedades sema´ntica, relacional y estructural de un texto dado y contar
con un mecanismo de inferencia que pueda ser usado sobre tal representacio´n.
El marco generalmente aceptado para el estudio del razonamiento para ser aplicado a diferentes
“sistemas inteligentes”son los enfoques basados en conocimiento. La idea es almacenar el conoci-
miento en algu´n lenguaje de representacio´n. Las sentencias expresadas con este lenguaje son alma-
cenadas en una “Base de Conocimiento”(BC). Finalmente, un mecanismo de razonamiento es usado
para determinar que´ puede ser inferido desde las sentencias en la BC. Diferentes sistemas de repre-
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sentacio´n (conjunto de reglas lo´gicas, redes probabilı´sticas, etc.) son asociadas con mecanismos de
razonamiento, cada uno con sus propios me´ritos y rango de aplicacio´n [16, 21]. Dada una base de
conocimiento lo´gica por ejemplo, el razonamiento puede ser abstraı´do como una tarea de deduccio´n:
determinar si una sentencia es lo´gicamente implicada por la BC.
2.1. Clasificacio´n
Las representaciones de conocimientos de propo´sito general junto con sus algoritmos de infe-
rencias de propo´sito general correspondientes no resuelven el tema clave de que´ representar y co´mo
derivar una representacio´n abstracta eficientemente considerando, adema´s, la complejidad del pro-
blema. Dentro de este marco podemos distinguir las te´cnicas o me´todos basadas en conocimientos y
probabilı´sticos. Los me´todos basados en conocimientos utilizan generalmente como lenguaje de re-
presentacio´n subyacente las Fo´rmulas Lo´gicas (FL), de las cuales podemos encontrar en la literatura
un abanico de variantes.
Para poder realizar una clasificacio´n los sistemas se hara´ segu´n las tareas involucradas en el pro-
ceso de conocimiento:
Representacio´n de conocimiento (RC): El lenguaje para poder representar el conocimiento.
Las RC de propo´sito general pueden ser FOL1, probabilı´stico o hı´brido.
Procedimiento para obtener esta representacio´n: Es el mecanismo mediante el cual se logra
la representacio´n del conocimiento en el lenguaje anteriormente mencionado.
Mecanismo de inferencias: Es un mecanismo efectivo para ser utilizado como medio de de-
duccio´n para decidir si una consulta es deducible a partir de una base de conocimiento descrita
en el lenguaje de presentacio´n elegido.
2.1.1. Representacio´n de conocimiento
Un sistema de razonamiento deberı´a seleccionar una estructura simbo´lica apropiada para poder
representar el conocimiento y un mecanismo de razonamiento apropiado para ser capaz de asimilar
nueva informacio´n y responder a consultas.
Como una primera introduccio´n en la clasificacio´n podemos ver que la representacio´n puede ser
basada en modelos o basada en FL.
Representacio´n basada en modelos: [12, 11, 13] la BC es representada como un conjunto
de modelos del mundo en lugar de describirlo como un conjunto de FL. Otra propuesta es
la presentada por [4] en la que se utiliza la sema´ntica de modelos estables definida por [7]
permitiendo otorgar sema´ntica a los programas lo´gicos con negacio´n.
Representacio´n basada en FL: Un nivel de representacio´n del significado independiente del
contexto son las Fo´rmulas Lo´gicas. Hay diversas formas de representacio´n [8, 18, 26, 20, 22].
Podemos considerar que el contenido empı´rico de la teorı´a de la FL tiene dos aspectos: uno
concierne a la sintaxis y la relacio´n de e´sta con la forma de las oraciones; el otro concierne al
papel de la FL en la explicacio´n de la nocio´n general de significado. Las teorı´a-FL y la sema´ntica
modelo-teo´rica son muy parecidas en algunos aspectos. Ambas tienen que ver con el significado
estructural, aleja´ndose del significado de la palabra y de la pragma´tica, y las dos proponen un
lenguaje lo´gico que represente el significado estructural de las oraciones. De este modo, podrı´a
decirse que en las dos teorı´as la FL es una subteorı´a discreta de la teorı´a de significado. La
sema´ntica modelo-teo´rica va au´n ma´s lejos al afirmar que la FL, ma´s una interpretacio´n teo´rica
establecida de e´sta, es una subteorı´a discreta de la teorı´a del significado.
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2.1.2. Proceso de obtencio´n de la representacio´n elegida
El proceso de obtencio´n de la representacio´n elegida es un tema de estudio en sı´ mismo. Si bien
la tarea de elegir una representacio´n adecuada es importante, la forma en que llegamos a ella lo es
au´n ma´s. Es difı´cil clasificar a los sistemas en este punto dado que son muy particulares cada uno de
ellos y necesitarı´amos detallar el mecanismo de cada uno de ellos en forma particular. Los grupos que
podemos identificar son los:
Sistemas basados en relaciones de dependencias [3, 9, 10, 14]
Sistemas basados en ana´lisis sinta´ctico [19, 17, 18, 8]
Sistemas basadas en ana´lisis mixto [23, 24, 1]
2.1.3. Mecanismos de inferencias
Inferir es concluir o decidir a partir de algo conocido o asumido. A su vez, razonar es pensar cohe-
rente y lo´gicamente, establecer inferencias o conclusiones a partir de hechos conocidos o asumidos.
El proceso de razonamiento, por lo tanto, involucra la realizacio´n de inferencias, a partir de hechos
conocidos. Realizar inferencias significa derivar nuevos hechos a partir de un conjunto de hechos
conocidos como verdaderos.
Entre los sistemas de inferencias podemos mencionar:
Sistemas de inferencia directos: Aplican un mecanismo de razonamiento “hacia delante”: par-
tiendo de resultados conocidos (los axiomas, y, en el caso de demostracio´n de razonamientos,
las premisas) aplican sucesivamente reglas de inferencia hasta llegar a la fo´rmula que se pre-
tende probar. Ejemplos: sistemas axioma´ticos o sistemas de Hilbert, deduccio´n natural, ca´lculo
de secuentes.
Sistemas de inferencias indirectos o por refutacio´n: Aplican un mecanismo de razonamiento
indirecto basado en la te´cnica de reduccio´n al absurdo: para demostrar que una fo´rmula es va´lida
se parte de su negacio´n y se realizan inferencias hasta llegar a una contradiccio´n. Ejemplos:
me´todo de Resolucio´n, tableaux sema´nticos.
Desafortunadamente, el PLN utiliza grandes cantidades de texto, que pueden ser transformados
en conocimiento. La Lo´gica Cla´sica es adecuada para trabajar en ciertos dominios concretos, pero
resulta insuficiente para modelar correctamente el razonamiento de este tipo de conocimiento.
Por ello, se han desarrollado otras lo´gicas, denominadas gene´ricamente Lo´gicas no Cla´sicas, cons-
truidas en base a la Lo´gica Cla´sica pero con mayor poder expresivo y con mu´ltiples aplicaciones
pra´cticas:
Lo´gicas que incorporan operadores aplicables sobre fo´rmulas (operadores de creencia, posibi-
lidad, necesidad, temporales, ...): Lo´gicas modales, Lo´gicas temporales.
Lo´gicas que permiten trabajar con informacio´n incompleta, incierta o imprecisa: Lo´gicas mul-
tivaluadas, Lo´gicas probabilistas, Lo´gicas difusas, Lo´gicas No Mono´tonas.
Existen diversos modelos de Razonamiento No Mono´tono, que pueden clasificarse en dos grandes
categorı´as:
Modelos Simbo´licos: Hipo´tesis del Mundo Cerrado o en su abreviatura inglesa (CWA), Lo´gicas
modales no mono´tonas, Lo´gicas defectivas o por defecto, Circunscripcio´n, entre otros.
Modelos No Simbo´licos: Modelos probabilsticos, Modelos difusos, Sistemas basados en heren-
cia, Sistemas de mantenimiento de la verdad, entre otros.
1969
FL
Pre-Formato
dela FL
Aplicacion de reglas
de correccion
de errores
Indexacion
Analizador
Sintactico
Pasajes
Pregunta
Axiomas
Proceso de
Inferencia
EuroWordNet
Proceso de obtencion de la FL
Proceso de Inferencia
Figura 1: Arquitectura del sistema de razonamiento
3. PROPUESTA
Como se menciono´ anteriormente los sistemas que utilizan recursos de PLN hasta un nivel sinta´cti-
co no superan un cierto rango de precisio´n. Una nueva generacio´n de sistemas ha comenzado y dan
un paso ma´s alla´ de estos tipos de sistemas. La nueva tendencia en los sistemas de BR tienden a incor-
porar ma´s sema´ntica en el proceso de comprensio´n de los textos mediante la utilizacio´n de te´cnicas
ma´s complejas utilizando fuentes de conocimientos externas.
A continuacio´n se detallara´ la representacio´n elegida, el proceso de traduccio´n de las FL, las
correcciones realizadas a partir de la entrada del proceso y, posteriormente, el sistema de inferencia.
3.1. Representacio´n lo´gica
Para elegir una representacio´n adecuada es necesario tener presente la utilidad que vayamos a
hacer de ella, los recursos utilizados, el idioma elegido y futuras extensiones entre otras cosas.
No existen sistemas que utilicen FL para el idioma castellano y por lo tanto no existen recursos
factibles de ser usados para ayudar al proceso de inferencia. Es conocido que el idioma ingle´s, es
un idioma en el que la mayorı´a de recursos se encuentran disponibles. Teniendo en cuenta esto,
se ha decidido optar por una representacio´n que sea fa´cil adaptar a la representacio´n resultante de
la traduccio´n al castellano de algunos de estos recursos. Esta representacio´n es la utilizada por el
ExtendedWordNet (XWN).
3.2. Proceso de transformacio´n en la representacio´n elegida
La figura 1 muestra la arquitectura del proceso de traduccio´n de la salida del analizador sinta´ctico
a FL y su posterior ingreso al proceso de inferencia.
Para transformar un pa´rrafo en su representacio´n lo´gica, partimos de la salida del analizador
sinta´ctico parcial SUPAR[6]. Luego de esto, tanto la pregunta como los pasajes son indexados. En
el proceso de indexacio´n, se realiza un proceso de desambiguacio´n [25, 5]. El ejemplo 2 muestra un
fragmento de un pasaje indexado. Obtenemos una jerarquı´a del texto dividido en oraciones y a su
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- La poblacio´n mundial aumentara´ un 50 por ciento en los pro´ximos 35 an˜os, sobre todo en los paı´ses en
desarrollo, alcanzando la cifra de 8.500 millones de personas, lo que creara´ ma´s dificultades, segu´n el Banco
Mundial.
Figura 2: Ejemplo de salida de la un pasaje indexado
vez dividirdas en cla´usulas. AliQAn almacena los bloques sinta´cticos obtenidos a partir del resultado
de la indexacio´n. Estos bloques pueden ser de diferentes tipos: Objetos (O), Sujetos (S), Verbo (V),
Complementos (C), Relativos (R) y Palabras Sueltas (X).
A partir de la salida de proceso de indexacio´n, se obtendra´ un pre-formato de las FL. El proceso
de transformacio´n no considera todos los tipos de los elementos. Algunos de ellos son irrelevantes
o pueden interferir en un correcto funcionamiento. Otro motivo por el cual se toman en cuenta so´lo
algunos tipos es la futura extensio´n del proceso a otras lenguas tal como el ingle´s. En dicha extensio´n
el proceso de traduccio´n suele ser dificultoso dado que no se cuenta con recursos sustanciales de
traduccio´n para grandes volu´menes de palabras.
La representacio´n lo´gica esta´ dada por el synset de la palabra, de esta manera reducimos el trabajo
de considerar la relacio´n de sinonimia de EuroWordNet (EWN) dado que queda implı´cita. Como
primer para´metro tenemos al lema del mismo. Luego el resto de para´metros depende de la etiqueta.
En el caso de los nombres que esta´n en EWN, el segundo para´metro representa a los dos primeros
caracteres de la etiqueta del PoS tagger, los cuales identifican la categorı´a y el tipo del mismo, por
u´ltimo para´metro tenemos la variable que sera´ usada para relacionar los predicados entre sı´. En el
caso de los nombres que no este´n en EWN, el nombre del predicado esta´ dado por el lema unido a los
caracteres correspondientes al tipo, los para´metros en este caso consistira´n del u´ltimo para´metro del
caso anterior correspondiente a la variable.
El caso de los verbos es similar a los nombres con la diferencia que agregan dos para´metros ma´s.
El segundo para´metro corresponde al evento que representa, el siguiente para´metro liga al sujeto y el
tercer argumento representa al objeto que modifica.
Los adjetivos tendra´n la misma variable como para´metro correspondiente a la variable del nombre
que modifica. Ana´logamente, los adverbios tendra´n la variable de evento que el posee el verbo que
esta´ modificando.
Como el analizador sinta´ctico es parcial, se producen ciertos errores que es necesario identifi-
car y corregir. Como el proceso de correccio´n es realizada en Prolog, se realiza el reconocimiento
anteriormente mencionado para formar un predicado llamado flooo. Esta estructura es de la forma
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El jugador zimbabuo de 37 an˜os, fue detenido el martes en el transcurso de un amplio operativo policial
flooo(3, [[1,c,[
[o,s03209158(jugador1,nc,x33),zimbabuo1_aq(x33)],
[c, de_(x35,x36), numero_Z(’37’,x36), s05642123(anyo1,nc,x36)],
[v,s(ser1,vs,x37), detener1_vm(e1,x38,x39)],
[s,fecha_W(’martes,S0,S1,S2,S3,S4’,x39), en_(x39,x40),
transcurso1_nc(x40), de_(x40,x41),
amplio1_aq(x41), s01178555(operacion1,nc,x41),
policial1_aq(x41), [rr, 2]],
[r,4]
]]]).
Figura 3: Ejemplo de salida de la estructura flooo
flooo(OOO, [CCC, Tipo, [[tipo, Predicado1, Predicado2, ... ], ... ]], [CCC, Tipo, [[tipo, Predi-
cado1, Predicado2, ... ], ...]]). Un ejemplo del ana´lisis y transformacio´n a esta estructura esta´ dada
por la figura 3. Posteriormente se aplican reglas de reduccio´n y correccio´n mediante el empleo de
heurı´sticas.
3.3. Proceso de inferencia
El proceso de inferencia es la resolucio´n. Las estrategia de resolucio´n elegida es la del conjunto
soporte por ser completa y sana, usando multiresolucio´n. Existen diversos razonadores disponibles
como Otter, Vampire entre otros. En este trabajo utilizamos el primer razonador mencionado.
En una teorı´a formal encontramos un conjunto de fo´rmulas bien formadas, un subconjunto de
e´stas que son los axiomas y un conjunto de reglas de inferencias. El conjunto de fo´rmulas bien forma-
das de nuestra propuesta son las FL descritas anteriormente. El proceso de inferencia utiliza axiomas.
Algunos de ellos generados automa´ticamente y otros creados manualmente. A continuacio´n ejem-
plificaremos algunas clases de axiomas utilizados. En particular se mostrara´n los axiomas que sera´n
utilizados en la siguiente seccio´n:
Axiomas generados por las relaciones de EWN: por ejemplo, sinonimia, hiperonimia, hiponi-
mia, etc.
Axiomas Lingu¨ı´sticos: Estos tipos de axiomas son generados manualmente.
• Los posesivos que sustituyen ∀X,X1por(X,X1)→ posesivo(X,X1)
• Los axiomas que relacionan nu´mero con cantidades por ejemplo, esto sera´ u´til para la
identificacio´n del tipo de respuesta esperado:
∀X,X1 (numero Zm(X,X1) → cantidad(X1))
• Como u´ltimo ejemplo, el siguiente axioma lingu¨ı´stico dice que un verbo tiene como su-
jeto un nombre o sintagma nominal entonces estos esta´n relacionados por medio de la
preposicio´n de:
∀X,X1 (interpol1 np(X) & disponerde1 vm(E,X,X1) &
s02607133(presupuesto1, nc,X1) → de (X1, X)).
Axiomas de Unio´n: Supongamos las siguiente FL:
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1. interpol1 np(x98) &
2. disponer1 vm(e1,x98,x99) &
3. de (x99,x100) &
4. s02607133(presupuesto1,nc,x100) &
5. de (x100,x101) &
6. numero Zm(28000000 dolar,x101)
En este caso el verbo disponer esta´ seguido por la preposicio´n de. Realizando un reconoci-
miento de multipalabra determinamos que el te´rmino disponerde esta´ contenido en EWN. De
esta manera, podemos reemplazar las FL 2 y 3 en una sola FL y cuyas variables de ligazo´n
sera´n combinadas de manera tal que la FL resultante sera´: disponerde vm(e1, x98, x100)
Axiomas de cambio de variables: estos axiomas corresponde al orden de las variables del verbo
disponerde y su significado, es decir podemos tener la siguiente implicacio´n:
∀X,X1, X2 (interpol1 np(X1) & disponerde vm(E1, X1, X2) & s02607133(presupuesto1,
nc, X2) → s02607133(presupuesto1, nc, X2) & de (X2, X1) & interpol1 np(X1))
A continuacio´n se muestra un fragmento del pa´rrafo que da solucio´n a la pregunta 112 del CLEF-
2006.
1. -cantidad(X2) | -s02607133(Presupuesto1, nc, X2) | -de (X2,X3) | -interpol1 np(X3) .
2. s06880763(narcotrafico1,nc,x88).
3. representar1 vm(e1,x90,x91).
4. actualmente1 rg(e91).
5. numero Zm(400000000000 dolar,x92).
6. de (x92,x93).
7. s02348211(beneficio1,nc,x93).
8. al (x93,x94).
9. s05642123(anyo1,nc,x94).
10. mientras que1 cs(x95).
11. interpol1 np(x98).
12. disponer1 vm(e1,x98,x99).
13. de (x99,x100).
14. s02607133(presupuesto1,nc,x100).
15. de (x100,x101).
16. numero Zm(28000000 dolar,x101).
17. -disponer1 vm(E, X, X1)| -de(X1, X2) | disponerde1 vm(E, X, X2).
18. -interpol1 np(X) | -disponerde1 vm(E, X, X1) | -s02607133(presupuesto1, nc, X1) | de (X1,X).
19. -interpol1 np(X) | -disponerde1 vm(E, X, X1) .
20. -s02607133(presupuesto1, nc, X1) | -disponerde1 vm(E, X, X1) .
21. -s02607133(presupuesto1, nc, X) | -de(X, X1) | -numero Zm(C, X1) | numero Zm(C, X).
22. -de (X, X1) | -numero Zm(C, X1) .
23. -numero Zm(X,X1) | cantidad(X1).
24. disponerde1 vm(E, 98, 100) (12, 13, 17)
25. de (100,98)(18, 14, 11)
26. numero Zm(28000000 dolar,x100)(14, 15, 16)
27. cantidad(x100) (23, 26)
28. (1, 14, 11, 25, 27)
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4. EVALUACI ´ON
En esta seccio´n, se detallara´n los resultados obtenidos mediante la utilizacio´n de la propuesta
descrita anteriormente, los cuales demuestran que la estrategia seguida mejora la precisio´n del sistema
de BR AliQAn. Antes de mostrar los resultados realizados, se detallan una serie de aspectos, como
son el conjunto de datos utilizado y la medida de evaluacio´n necesarios para obtener conclusiones de
los resultados.
La evaluacio´n realizada sobre el sistema AliQAn [25] y la aplicacio´n del mo´dulo de inferencia
han sido llevados a cabo usando el conjunto de preguntas propuesto por el CLEF 2006 clasificadas
por AliQAn como econo´micas, y la coleccio´n de documentos de la agencia EFE del an˜o 1994 y 1995
proporcionadas por el CLEF para el mismo an˜o.
Cada solucio´n devuelta por el sistema puede catalogarse entre las siguientes categorı´as:
Correcta: la respuesta devuelta por el sistema es exacta y no contiene elementos o componentes
extra.
Incorrecta: pueden ocurrir dos situaciones:
• las respuestas devueltas por el sistema no responden a la pregunta formulada;
• las preguntas no han sido contestadas aunque exista solucio´n en los documentos.
Inexacta: la respuesta devuelta por el sistema es correcta pero:
• incluye algu´n elemento o componente extra;
• le falta algu´n elemento con respecto a lo que deberı´a ser la solucio´n correcta.
No soportada: Son soluciones correctas descubiertas al azar, es decir, el sistema responde una
solucio´n correcta que ha sido extraı´da de documentos de los que no se puede inferir la respuesta.
Para poder realizar una evaluacio´n de la precisio´n del sistema, se necesita una medida que valora
los resultados generales del sistema en cada uno de los experimentos realizados.
Esta tarea se realiza utilizando la medida propuesta en el CLEF 2003 [15]. La ecuacio´n 1 muestra
el Mean Reciprocal Rank (MRR) en donde so´lo las respuestas correctas son puntuadas.
MRR =
(
∑Q
i=1
1
far(i)
)
Q
(1)
donde Q es el nu´mero totales de preguntas y far(i) indica la posicio´n de la primera respuesta
correcta. Para preguntas en las que no se puede encontrar respuestas, el valor de 1
far(i)
sera´ 0.
Las evaluacio´n del sistema AliQAn es realizada solamente para la tarea monolingu¨e en castellano.
So´lo se ha tenido en cuenta la evaluacio´n de preguntas del tipo econo´mico. En el futuro se ampliara´ la
evaluacio´n a otro tipo de preguntas utilizando nuevos recursos lingu¨ı´sticos incorporados como cono-
cimiento en el proceso de inferencia. El cuadro 1 muestra el aumento en la precisio´n de las preguntas
de tipo econo´mico del sistema AliQAn mediante la incorporacio´n de te´cnicas de inferencias.
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Cuadro 1: Evaluacio´n de la propuesta de Inferencia sobre AliQAn.
Conjunto de prueba MRR AliQAn( %) MRR con Razonamiento ( %)
preguntas de tipo
econo´mico del
CLEF 2006
33 58 (+75 %)
5. CONCLUSIONES
Se puede afirmar que la incorporacio´n de mecanismos de inferencias en sistemas de BR es crucial
para el incremento en la precisio´n de estos sistemas. A pesar de que au´n queda mucho trabajo por
hacer para que sean realmente eficaces o que logren evolucionar como aquellos en dominios cerrados.
Para ello es necesario un estudio pormenorizado y cuidadoso de recursos de PLN, entre otros, para
desarrollar una herramienta robusta capaz razonar automa´ticamente en dominios abiertos.
En este artı´culo se ha creado una clasificacio´n que caracteriza a los sistemas existentes, se han pre-
sentado los mecanismos de razonamientos existentes, aunque quedaron fueran diversas te´cnicas ma´s
elaboradas que sera´n estudiadas a posterior como pasos subsiguientes en esta tarea. Dichas te´cnicas
son la aplicacio´n de teorı´as de razonamiento no mono´tono, satisfaccio´n de restricciones, entre otras.
Adema´s, se ha desarrollado un mecanismo robusto de aplicacio´n de reglas mediante el cual se preten-
de solucionar algunos tipos de problemas que introducen las fases anteriores. Estas mejoras ayudan a
aumentar la calidad de informacio´n incorporada al sistema de inferencia. Junto a esto, se ha provisto
de te´cnicas de transformacio´n a partir de los recursos disponibles usados en el sistema AliQAn.
Se ha desarrollado una herramienta de inferencia para el idioma espan˜ol, idioma en el cual au´n no
se han desarrollado este tipo de herramientas y del cual existen pocos recursos capaces de ser usados
por un me´todo de inferencia.
Finalmente, la representacio´n en FL por sı´ misma puede ser vista como un cambio en la represen-
tacio´n de la salida de un analizador sinta´ctico y ello no conlleva ninguna mejora en la precisio´n de
los sistemas de BR, so´lo el conocimiento proporcionado ya sea explı´cita o implı´citamente lo hace. La
aplicacio´n de las reglas mejora la calidad de la salida de las fases anteriores tal como PoS tagger y
analizador sinta´ctico y la incorporacio´n de una mı´nima cantidad de conocimiento externo ha contri-
buido a un aumento en la precisio´n el cual resulta proporcional a la cantidad de conocimiento externo
incorporado en un 75 %.
Es importante destacar que esta a´rea de estudio es nueva y es necesaria la creacio´n de recursos
para el idioma espan˜ol, afianzando nuestra lengua en este campo de investigacio´n.
6. TRABAJOS FUTUROS
Como se ha comentado anteriormente, es grande el abanico de te´cnicas disponibles que puedan
posibilitar la creacio´n de un sistema de razonamiento robustos y eficaces. Por ello, es necesario un
estudio minucioso de las te´cnicas utilizadas por los sistemas existentes y tambie´n de las te´cnicas
factibles de ser usadas y que au´n no lo han sido.
Una tarea que no resulta fa´cil sera´ el estudio y elaboracio´n de herramientas para ser utilizadas
como recurso de conocimientos. Estas herramientas podra´n ser resultado de la traduccio´n de herra-
mientas disponibles en otro idioma, de la utilizacio´n ontologı´as a partir de corpus, entre otros medios.
Como se ha demostrado en los sistemas que ya esta´n utilizando inferencia en sus sistemas, la ad-
quisicio´n de tales recursos es fundamental en la mejora de la precisio´n de los sistemas de BR. El
idioma espan˜ol, a diferencia del ingle´s, por ejemplo, es muy libre en la generacio´n de sentencias va´li-
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das. Esto produce que una idea sea expresada en un nu´mero mayor de formas correctas. Esto juega
negativamente en la automatizacio´n de un sistema de BR para el espan˜ol. Sin embargo, es posible
compensar esta caracterı´stica, entre otras cosas mediante la incorporacio´n de ma´s axiomas que re-
presentan conocimiento externo va´lido para ser utilizado en el mecanismo de inferencia y ası´ poder
lograr independencia de la representacio´n del texto.
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