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We introduce the concept of the entanglement potential as the maximum amount of entanglement that can be
achieved by continuous-variable states under passive operations. Focusing, in particular, on two-mode Gaussian
states and measuring the entanglement through entanglement of formation, we derive analytical expressions
for the entanglement potential for specific classes of states. For more general states, we demonstrate that this
quantity can be upper-bounded by the minimum amount of squeezing needed to synthesize the Gaussian modes,
a quantity called squeezing of formation. Our work, thus, provides a new link between non-classicality of light
and the non-classicality of correlations.
I. INTRODUCTION
Squeezed states [1] have been recognized as a non-classical
resource that can be exploited to improve the performance of
several tasks beyond their classical limit [2–4], e.g., enhanced
sensitivity of the LIGO detector [5–7], and real-time phase-
tracking [8, 9]. Squeezing is usually associated with the vari-
ance of a single mode (reduced beyond the classical limit),
however recently, a measure to quantify the squeezing of a
multi-mode state has been proposed, i.e., the squeezing of for-
mation (SoF) [10], which quantifies the minimum amount of
squeezing needed to create a Gaussian state (spread over mul-
tiple modes).
Another fundamental resource in quantum information is
entanglement [11]. Entanglement is a property of quantum
systems that is manifested as correlations of quantum observ-
ables that cannot be classically reproduced [12]. This can lead
to the violation of Bell inequalities [13], steering [14], or pro-
tocols such as quantum teleportation [15], all of which are
impossible classically. There is no unique quantifier of entan-
glement; two examples are entanglement of formation (EoF)
[16] and logarithmic negativity (LogNeg) [17]. Given that dif-
ferent entanglement measures are, in general, inequivalent to
each other [18], the choice of a quantifier depends on the prob-
lem that is considered. A typical motivation for using LogNeg
is that, unlike EoF for example, it is easy to compute.
Entanglement and squeezing are closely related to each
other. In continuous-variable (CV) quantum information,
squeezing is considered a fundamental resource for entangle-
ment. While a state with squeezed quadratures is not neces-
sarily entangled, any squeezed state can be transformed into
an entangled state by passive operations (assuming access to
ancillary vacuum modes) [19]. Indeed, the maximum entan-
glement generated using passive operations, as quantified by
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LogNeg, has being previous investigated – and was shown
to be analytically computable for any two-mode Gaussian
state [19].
In this work, we introduce the entanglement potential of
a given two-mode Gaussian state as the maximum attainable
entanglement of formation through passive linear optics. For
certain special cases, we derive closed form solutions for this
quantity. In the more general case, we show that the entangle-
ment potential can be upper-bounded by the minimum amount
of squeezing needed to synthesize the state. This provides
an analytical relation between non-classicality of a quantum
state, and non-classicality of correlations in the Gaussian set-
ting.
This manuscript proceeds as follows. We begin in Sec. II
with a brief review regarding Gaussian states, Gaussian oper-
ations, and the quantification of squeezing and entanglement.
In Sec. III we define the notion of the entanglement poten-
tial between two optical modes and demonstrate how it may
be bounded from above by the squeezing of formation. In
Sec. IV we then derive analytical expressions for the entan-
glement potential, while Sec. V concludes with avenues of
further research.
II. PRELIMINARIES
A. Gaussian States
Quantized bosonic modes, that are the main focus in this
work, are described by CV states [20–22]. Those modes are
associated with the quadrature field operators xˆj := aˆj + aˆ
†
j
and pˆj := i(aˆ
†
j − aˆj), where aˆj and aˆ†j are the annihilation
and creation operators, respectively, with [aˆi, aˆ
†
j ] = δij , the
kronecker delta.
Gaussian states are a subclass of CV states that can be fully
described by the first two statistical moments (mean value and
variance) of the quadratures field operators. For the purposes
of this work we can ignore the mean value (fix it for simplicity
to zero as it does not contribute to the squeezing or the entan-
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2glement of the state), and fully describe the n-mode Gaussian
states through a real, symmetric and positive-definite matrix
called the covariance matrix, whose elements are given by
σij :=
1
2 〈{qˆi, qˆj}〉, where qˆ := (xˆ1, pˆ1, . . . , xˆn, pˆn)T is the
vectorial operator.
Every Gaussian state σ can be non-uniquely decomposed
as [23]
σ = pi +ϕ , (1)
where pi is a pure Gaussian state, i.e., det(pi) = 1, and ϕ > 0
is a positive-semidefinite matrix representing random corre-
lated displacements in the quadrature fields.
B. Gaussian Operations
The action of a Gaussian operation (any operation that
transforms a Gaussian state into another Gaussian state) on
the covariance matrix σ can be described by the following
symplectic transformation Σ
σ 7→ ΣσΣT , (2)
where ΣΩΣT = Ω, with Ω :=
⊕n
i=1
[
0 1
−1 0
]
, known as the
symplectic form.
Quantum operations can be distinguished as passive or ac-
tive, depending on whether the total average energy of the sys-
tem is conserved or not, respectively. From an operational
point of view, passive operations are considered “free”, since
they can be straightforwardly implemented in the laboratory.
On the other hand, active operations can alter the energy of
the system, and they are typically more demanding.
Any symplectic operation Σ can be decomposed uniquely
(up to a permutation of the symplectic spectrum) through the
Bloch-Messiah decomposition [24, 25], into a sequence of
passive and active operations (see Fig. 1) as follows
Σ = K
[
n⊕
i=1
S(ri)
]
L , (3)
where K and L are symplectic passive operations, e.g., phase
shifts or beam-splitters [26], while S(ri) is a set of single-
mode squeezing active operations, defined as
S(ri) :=
[
eri 0
0 e−ri
]
, (4)
with ri ∈ R. The Bloch-Messiah decomposition will be used
in the next section as an intuitive way for quantifying squeez-
ing in pure Gaussian states.
C. Squeezing of Formation
Experimentally, squeezing is a sophisticated operation that
involves non-linear processes, and thus practical limitations
emerge in our ability to construct certain quantum states. For
FIG. 1. Bloch-Messiah decomposition. A symplectic transformation
Σ can be uniquely decomposed into passive (K,L) and active (S)
operations.
a single mode, the quantification of squeezing is straightfor-
ward, since we only have to check how much the variance of
xˆ or pˆ beats the shot noise (the variance of any quadrature
of a vacuum state), which can also be considered as a non-
classicality measure [27]. For multi-mode quantum states,
though, where multiple interfering modes can be squeezed,
the situation is more complicated, and defining a measure that
reflects the “total” amount of squeezing in a state is a non-
trivial task.
Given an n-mode pure Gaussian state pi, we can write pi =
ΣΣT where Σ has a Bloch-Messiah decomposition with L =
1. Thus, applying the appropriate passive n-mode operation
K, we end up with a covariance matrix in the following form
pi 7→ KpiKT =
n⊕
i=1
[
e2ri 0
0 e−2ri
]
. (5)
This means that the pure state pi can be decomposed into n
uncorrelated pure squeezed states through the passive opera-
tionK. The 2n eigenvalues λi of this covariance matrix come
in reciprocal pairs, so if we arrange them in a increasing order,
i.e., λ↑i := λ1 6 λ2 6 · · · 6 λ2n, we can fully characterize
the eigenspectrum of pi through the first half of them. The
squeezing of this multi-mode pure state pi can be character-
ized through the following function [10]
F (pi) := −1
2
n∑
i=1
ln
[
λ↑i (pi)
]
=
n∑
i=1
|ri| , (6)
which gives the sum of the absolute squeezing parameters of
each mode for a pure state in the Bloch-Messiah decomposi-
tion.
Squeezing of formation (SoF) for an arbitrary state σ is de-
fined [10] as the convex-roof extension of Eq. (6), i.e.,
S(σ) := inf
pi
{
F (pi)
∣∣ σ = pi +ϕ} , (7)
and it quantifies the least amount of squeezing of the pure state
pi on which we can apply random correlated displacements
3ϕ to create the state σ. The merit of this measure is that it
rigorously characterizes the amount of squeezing in a state,
since the function S(σ) satisfies properties such as convexity
and continuity [10].
Remark 1. From the the Bloch-Messiah decomposition it
follows that two states with the same SoF cannot in general be
transformed under passive operations into one another. Con-
sider for example two pure states with the same SoF. The
symplectic operation (decomposed through the unique Bloch-
Messiah decomposition) applied onto the vacuum modes (for
each state) has, in general, different local squeezing param-
eters ri, and thus subsequent passive operations do not have
an impact on them. For example, with current technology the
highest amount of single mode squeezing has a parameter of
r ∼ 1.7 (or ∼15 dB) [28]. So, a given pure two-mode state of
S(σ) ∼ 2 can only be constructed if the squeezing is equally
distributed in each mode, but not if it is concentrated in a sin-
gle mode.
D. Entanglement of Formation
Entanglement of formation (EoF) is defined as the convex-
roof extension of the entropy of entanglement [16], and quan-
tifies the entanglement in terms of the entropy of entangle-
ment of the least entangled state needed to prepare it (under
local operations and classical communication).
For two-mode Gaussian states EoF is given by [29–33]
E(σ) := inf
pi
{
E(pi)
∣∣ σ = pi +ϕ} , (8)
where E(pi) is the entropy of entanglement of the bipartite
pure state pi. E(pi) is defined as the von Neumann entropy of
the reduced state, and given by [34, 35]
E(pi) :=
{
h
[
ν−
(
piΓ
)]
for ν−
(
piΓ
)
< 1
0 for ν−
(
piΓ
)
> 1 , (9)
where ν−
(
piΓ
)
is the lowest (of the two) symplectic eigen-
value of the partially transposed pure state pi, and h(x) is the
auxiliary function defined as
h(x) :=
(1+x)2
4x
log2
[
(1+x)2
4x
]
− (1−x)
2
4x
log2
[
(1−x)2
4x
]
.
(10)
Remark 2. Eq. (8) technically defines the Gaussian-EoF,
which for multi-mode Gaussian states, in general, is an upper
bound to the EoF, but for two-mode Gaussian states the two
measures coincide [36, 37]. For the rest of the work we focus
only on two-mode Gaussian states.
III. ENTANGLEMENT POTENTIAL
In this section, we introduce the concept of entanglement
potential using EoF as the entanglement measure, and we
present the main result of this work in Proposition 1, where
we upper-bound the entanglement potential for any two-mode
Gaussian state.
FIG. 2. Passive operations Kj applied on a two-mode Gaussian state
σ and n ancillary vacuum modes. The final state σj is the reduced
two-mode Gaussian state that remains after tracing out the last n
modes.
A. Definition of EoF-potential
Consider a two-mode Gaussian state with covariance ma-
trix σ, and access to n ancillary vacuum modes and (n+2)-
mode passive operations Kj . Entanglement of formation po-
tential (EoF-potential) quantifies the maximum attainable EoF
of a state σ as follows
P(σ) := sup
j
{E(σj) ∣∣ σj = trn [Kj(σ ⊕ 1n)KTj ]} ,
(11)
where trn denotes the partial trace over the last n modes (see
Fig. 2). The introduction of the ancillary vacuum modes in
the definition of the EoF-potential might seem redundant at
first sight, but a simple example where those extra modes can
indeed be useful is the following: consider two uncorrelated
modes, a squeezed vacuum and a thermal mode. Then, in or-
der to increase the entanglement of the final state over passive
operations, it is always beneficial to exploit a vacuum mode
instead of the thermal one.
Also, note that the definition given in Eq. (11) for the EoF-
potential can be modified for any other entanglement measure
or monotone. For instance, based on this context the proposi-
tion 2 of Ref. [19] corresponds to the LogNeg-potential.
B. Bounds of EoF-potential
By construction, the EoF of any state σ is a lower bound to
the EoF-potential, i.e.,
E(σ) 6 P(σ) . (12)
For two-mode Gaussian states we can always numerically
estimate the value of E(σ), and for special classes we can also
achieve analytical expressions [29–34]. A more interesting
bound to the EoF-potential would be an upper bound, that we
derive below.
Proposition 1 For an arbitrary two-mode Gaussian state σ,
the EoF-potential is upper-bounded as follows
P(σ) 6 h
[
e−S(σ)
]
, (13)
where S(σ) is the SoF of σ.
4Proof. The EoF-potential in Eq. (11) can be written as
P(σ) = sup
j
E(σj) = sup
j
inf
pi
E(pij) = sup
j
E(pie,j) , (14)
where pie,j is the state that achieves the infpi E(pij), and
σj = trn
[
Kj(pi +ϕ)K
T
j
]
= pij +ϕj . (15)
Based on Ref. [19], for any pure state pi we have
ν−
(
piΓ
)
>
√
λ↑1(pi) · λ↑2(pi)⇒ h
[
ν−
(
piΓ
)]
6 h
[
e−S(pi)
]
,
(16)
and for pure states we can always find a passive operation
(without introducing ancillary vacuum modes) that saturates
the above inequality, so for a generic pure state pi we have
sup
j
E(pij) = h
[
e−S(pij)
]
, (17)
where the right-hand side does not depend on the operation
Kj . Thus, the EoF-potential in Eq. (14) takes the following
form
P(σ) = h
[
e−S(pie,j)
]
. (18)
A passive operation cannot affect the SoF of a state, so
S(σj) = inf
pi
S(pij) = S(pis,j) = S(σ) , (19)
where pis,j is the state that achieves the infpi S(pij). For any
passive operation Kj we have
E(pie,j) 6 E(pis,j)⇒ sup
j
E(pie,j) 6 sup
j
E(pis,j) , (20)
and, so, we finally get
P(σ) 6 h
[
e−S(σ)
]
, (21)
which completes the proof.
In order to calculate the upper bound in Eq. (13) we need
to first calculate S(σ). In Ref. [10] a numerical method was
derived for the estimation of S(σ), along with some upper
and lower bounds. In the section below, we derive analytical
expressions for some specific classes of two-mode Gaussian
states.
Remark 3. Regardless of how each mode is individually
squeezed, EoF-potential is related to the overall squeezing,
quantified by SoF. Take for example a pure state pi1 that con-
sists of a position-quadrature squeezed vacuum (r1 = 2) and
a non-squeezed vacuum (r2 = 0), and another state pi2 that
consists of two squeezed vacuum modes, one in the position
quadrature (r1 = 1) and the other in the momentum quadra-
ture (r2 = −1). Those two states have the exact same amount
of SoF, since based on Eq. (6) we have S(pi1) = |2|+ |0| = 2
and S(pi2) = |1| + | − 1| = 2. The EoF for the two states
is also equal, which can be seen as follows. We apply to both
states a balanced (50:50) beam-splitter which (as a passive op-
eration) keeps the SoF constant. Then, through local unitary
operations (both passive and active), which keep the EoF con-
stant, we can end up with the exact same covariance matrix
(called the standard form of the covariance matrix [38, 39]),
so E(pi1) = E(pi2).
IV. EXACT VALUE FOR EOF-POTENTIAL IN SPECIAL
CASES
In this section, we derive analytical expressions for the SoF
of specific classes of two-mode Gaussian states, which in con-
junction with the corresponding expressions for the EoF, give
a closed formula for the EoF-potential.
Let us reorder the vectorial operator into qˆ′ :=
(xˆ1, xˆ2, pˆ1, pˆ2)
T , so the covariance matrix of a two-mode
Gaussian state takes the following form
σ =

〈x21〉 〈x1x2〉 12 〈{x1, p1}〉 〈x1p2〉
〈x2x1〉 〈x22〉 〈x2p1〉 12 〈{x2, p2}〉
1
2
〈{p1, x1}〉 〈p1x2〉 〈p21〉 〈p1p2〉
〈p2x1〉 12 〈{p2, x2}〉 〈p2p1〉 〈p22〉
 . (22)
Consider a state with no cross quadrature correlations1, i.e.,
〈xˆipˆj〉 = 〈pˆixˆj〉 = 0 ,∀ {i, j}, so Eq. (22) becomes
σ =
[
a1 c1
c1 b1
]
⊕
[
a2 c2
c2 b2
]
= cx ⊕ cp , (23)
where we require that aibi−ci > 1 for the state to be physical.
In order to simplify the calculation of SoF for states in the
form of Eq. (23) we show below that instead of minimizing
over all pure states we can restrict the optimization over only
a subset of them.
It has been shown in Ref. [29, 41] that a two-mode Gaus-
sian state is pure if and only if its covariance matrix has the
following form
pi(z,y) =
[
z zy
yz yzy + z−1
]
, (24)
where z = zT > 0 and y = yT are real and symmetric 2×2
sub-matrices.
Proposition 2 Among all pure two-mode Gaussian states
pi(z,y), squeezing of formation is minimized by pure states
of the form pi(z, 0), i.e.,
S[pi(z,y)] > S[pi(z, 0)] . (25)
Proof. Based on Eq. (6), SoF for a state pi(z,y) is equal or
larger than that of a state pi(z, 0) if we have
λ↑i [pi(z,y)] 6 λ
↑
i [pi(z, 0)] , for i = {1, 2} , (26)
where λ↑i [pi(z,y)] are the eigenvalues of each state in an
increasing order. Then, for a given orthogonal projection
Π = (1, 1, 0, 0)T on pi(z,y), i.e.,
z = ΠTpi(z,y)Π , (27)
1 This is not the most general class of states, since using only passive opera-
tions we cannot always end up to this type of covariance matrix, but it is an
experimentally relevant class (see Ref. [40] for a method to verify whether
a state has no cross quadrature correlations has been constructed by some
of us).
5the Cauchy interlacing theorem (Theorem 4.3.17 in Ref. [42])
imposes that
λ↑i [pi(z,y)] 6 λ
↑
i (z) = λ
↑
i [pi(z, 0)] , (28)
which completes the proof.
Based on the above proposition, for states in the form of
Eq. (23) the SoF needs to be minimized over only pure states
of the form pi(z, 0), and due to Eq. (1) the constraint σ > pi
becomes c−1p 6 z 6 cx, i.e.,
S[σ = cx ⊕ cp] := inf
z
{
F [pi(z, 0)]
∣∣ c−1p 6 z 6 cx} .
(29)
Below, we present the analytical expressions for two spe-
cific classes of two-mode Gaussian states.
A. Symmetric States
Symmetric states have quadratures with equal variance, but
(in general) different correlations in xˆ and pˆ. The covariance
matrix of symmetric states is given by
σsym =
[
a c1
c1 a
]
⊕
[
a c2
c2 a
]
. (30)
Interfering the two modes on a balanced beam-splitter, we
end up with the following covariance matrix[
a+ c1 0
0 a− c1
]
⊕
[
a+ c2 0
0 a− c2
]
, (31)
which represents two uncorrelated modes, and the constraint
c−1p 6 z 6 cx takes the form[ 1
a+c2
0
0 1a−c2
]
6 z 6
[
a+ c1 0
0 a− c1
]
. (32)
Squeezing of formation, then, is equal to
S(σsym) = − ln(µ+µ−) , (33)
where µ± = min{1,
√
a± c1,
√
a± c2}. The EoF of sym-
metric states is given by [43]
E(σsym) = h (µ+µ−) = h
[
e−S(σsym)
]
, (34)
and since the lower bound in Eq. (12) coincides with the upper
bound in Eq. (13), the EoF-potential of symmetric states is
given by
P(σsym) = h (µ+µ−) . (35)
B. Balanced Correlated States
Balanced correlated states have an equal amount of corre-
lations in xˆ and pˆ, i.e., c1 = −c2 = c > 0, as well as quadra-
tures with the same variance in xˆ and pˆ, i.e., a1 = a2 = a,
and b1 = b2 = b. Their covariance matrix has the following
form
σbc =
[
a c
c b
]
⊕
[
a −c
−c b
]
. (36)
These states correspond to the output of a two-mode
squeezed state passing through two independent phase-
invariant Gaussian channels, and they are typically encoun-
tered in quantum communication protocols, e.g., quantum
teleportation [44], and quantum key distribution [45]. If
1 − a − b + ab > c2 all the eigenvalues of σbc are greater
or equal to one, and thus the state is classical and SoF van-
ishes.
Unlike symmetric states, these states cannot be brought into
a diagonal form by a passive transformation. In App. A, we
show that in this case the optimal z is given by
zopt =
λ+
2
[
1 1
1 1
]
+
λ−
2
[
1 −1
−1 1
]
, (37)
where λ− and λ+ are the two eigenvalues of zopt, given by
λ+ =
1
λ−
=
a+ b+ 2c
1 + ab− c2 +√(1− ab+ c2)2 − (a− b)2 ,
(38)
and the SoF is
S(σbc) = lnλ+ . (39)
The EoF for balanced correlated states has been calculated
for the first time in Ref. [34] (where the name “GMEM” was
given to the same type of states), but a simpler expression can
be found in Refs. [32, 33]. As we show in App. B, the EoF is
equal to
E(σbc) = h
[
e−S(σbc)
]
= h(λ−) , (40)
and, since the lower bound in Eq. (12) coincides with the up-
per bound in Eq. (13), the EoF-potential for balanced corre-
lated states is given by
P(σbc) = h(λ−) . (41)
V. DISCUSSION
In continuous-variable optics, the class of operations that is
typically considered the most simple to realize is passive lin-
ear operations. In this work we ask, given two-mode Gaus-
sian states, what is the maximum amount of entanglement
that we can synthesize using such operations? We defined
this quantity as the entanglement potential, and analytically
computed it for certain special cases when entanglement is
quantified by the entanglement of formation. For more gen-
eral states, we demonstrated that entanglement potential can
be bounded from above given the squeezing of formation of
the same state – the amount of squeezing needed to synthesize
these modes. This, thus, presents another interesting connec-
tion between non-classicality of localized quantum states and
the non-classicality of correlations in the Gaussian regime.
6There are a number of interesting future directions. One
immediate question is the tightness of the bounds derived; an-
other being to what extent such relations can be generalized to
other measures of quantum correlations and non-classicality
in light. This would become especially pertinent should
we consider non-Gaussian states, whereby existing measures
of non-classicality have already been defined from the per-
spectives of metrological advantage and non-equilibrium en-
ergy [27, 46, 47]. Such directions could well shed light to
potential connections to entanglement distillation; where a no-
go theorem prevents distillation through local Gaussian oper-
ations [48–50].
Note added: Upon completion of this work we learnt
about a similar paper that recently appeared on arXiv [51],
where the authors bound EoF using a non-classicality mea-
sure called monotone of total noise.
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Appendix A: SoF for Balanced Correlated States
In this appendix, we compute the SoF for a balanced corre-
lated state [defined in Eq. (36)] through Eq. (29). Following
the analysis of Ref. [29], we set
cx :=
[
x0 + x1 x2
x2 x0 − x1
]
, c−1p :=
[
p0 + p1 p2
p2 p0 − p1
]
,
(A1)
and
z :=
[
z0 + z1 z2
z2 z0 − z1
]
, (A2)
and we represent the matrices z, cx, and c−1p , as points in
three dimensions with coordinates, e.g. (x1, x2, x0). With
this representation, and given the constraint c−1p 6 z 6 cx,
the coordinates of z must lie within the intersection of two
45-degrees vertical cones with vertices corresponding to cx
and c−1p . For states where both cx and cp have one eigen-
value greater than one and one eigenvalue less than one (σbc
falls in this category), the optimal z must also lie on the sur-
face of both these cones. This surface is parameterized by
det(z− cx) = 0 and det(c−1p − z) = 0. With these two con-
straints, the problem of quantifying the SoF reduces to finding
the optimal z, restricted to the ellipse defined by the intersec-
tion of the two surfaces of the cones.
The coordinates of this ellipse can be parametrized by the
angle θ as follows
z1(θ) =
x1 + p1
2
+ r1 cos γ sin θ − r2 sin γ cos θ , (A3a)
z2(θ) =
x2 + p2
2
+ r1 sin γ sin θ + r2 cos γ cos θ , (A3b)
z0(θ) = x0 −
√
(x1 − z1)2 + (x2 − z2)2 , (A3c)
where γ := arctan(c2/c1), ci := (ai − bi)/2, r1 := c0,
and r2 :=
√
c20 − (c21 + c22). The SoF of z is S[pi(z, 0)] =
1
2 log
λ+
λ−
, where
λ± = z0 ±
√
z21 + z
2
2 = z0
(
1±
√
z21 + z
2
2
z20
)
, (A4)
are the two eigenvalues of z. Minimizing S[pi(z, 0)] is equiv-
alent to minimizing (z21 +z
2
2)/z
2
0 , so, we need to find the angle
θ that minimizes (z21 + z
2
2)/z
2
0 . For an arbitrary cx and c
−1
p ,
this involves solving a transcendental equation which does not
have an analytical solution. However, for the balance corre-
lated state, this minimization can be done analytically, and
through long but straightforward computations, we find that
(z21 + z
2
2)/z
2
0 is minimized when
z0 =
λ+ + λ−
2
, z1 =
λ− − λ+
2
, and z2 = 0 , (A5)
with
λ+ =
1
λ−
=
a+ b+ 2c
1 + a b− c2 +√(1− a b+ c2)2 − (a− b)2 .
(A6)
Appendix B: Proof of Eq. (40)
Based on Refs. [32, 33] the EoF for entangled balanced correlated states is given by
E(σbc) = cosh2 ro log2
(
cosh2 ro
)− sinh2 ro log2 (sinh2 ro) , (B1)
where
ro =
1
4
ln
a2 (2b2−1)+2ab (1−2c2)−b2+2c4+2−2
√
(ab−c2+1)2 [(a2−1) (b2 − 1)−2c2(ab−1)+c4]
(a+b−2c)2
 . (B2)
7Let us simplify the above expression by setting
κ := ab− c2 + 1 , (B3a)
τ1 := 2c+ a+ b , (B3b)
τ2 := 2c− a− b , (B3c)
so that
ro =
1
4
log
[
2κ2 + τ1τ2 − 2
√
κ2 (κ2 + τ1τ2)
τ22
]
. (B4)
The parameter λ− in Eq. (38) can analogously be written as
λ− =
κ+
√
κ2 + τ1τ2
τ1
. (B5)
In order to prove Eq. (40) we need to show that
cosh2 ro =
(1 + e−2ro)2
4e−2ro
=
(1 + λ−)2
4λ−
=⇒ e−2ro = λ− =⇒ e−4ro = λ2− . (B6)
Consider
λ2−e
4ro =
[
2κ2 + τ1τ2 − 2
√
κ2 (κ2 + τ1τ2)
][
2κ2 + τ1τ2 + 2κ
√
κ2 + τ1τ2
]
τ21 τ
2
2
(B7a)
=
(2κ2 + τ1τ2)
2 − 4κ2(κ2 + τ1τ2)
τ21 τ
2
2
(B7b)
= 1 . (B7c)
Eq. (B7b) holds only when κ > 0, which is true for all quantum states, which completes the proof.
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