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We show how to sketch semidefinite programs (SDPs) using positive maps
in order to reduce their dimension. More precisely, we use Johnson-Lin-
denstrauss transforms to produce a smaller SDP whose solution preserves
feasibility or approximates the value of the original problem with high prob-
ability. These techniques allow to improve both complexity and storage space
requirements. They apply to problems in which the Schatten 1-norm of the
matrices specifying the SDP and also of a solution to the problem is constant
in the problem size. Furthermore, we provide some results which clarify the
limitations of positive, linear sketches in this setting.
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1 Introduction
Semidefinite programs (SDPs) are a prominent class of optimization problems [AL16].
They have applications across different areas of science and mathematics, such as discrete
optimization [WA02] or control theory [BEFB94].
However, although there are many different algorithms that solve an SDP up to an
error ǫ in a time that scales polynomially with the dimension and logarithmically with
ǫ−1 [Bub15], solving large instances of SDPs still remains a challenge. This is not only
due to the fact that the number and cost of the iterations scale superquadratically
with the dimension for most algorithms to solve SDPs, but also due to the fact that
the memory required to solve large instances is beyond current capabilities. This has
therefore motivated research on algorithms that can solve SDPs, or at least obtain an
approximate solution, with less memory requirements. One example are the so called
first order methods, which were developed to remedy the high memory requirements of
interior point methods; see [Ren14] and references therein. Another such example is the
recent [YUTC17], where ideas similar to ours were applied to achieve optimal storage
requirements necessary to solve a certain class of SDPs. While the latter work proposes
a new way to solve an SDP using linear sketches, our approach relies on standard convex
optimization methods.
In this work, we develop algorithms to estimate the value of an SDP with linear
inequality constraints and to determine if a given linear matrix inequality (LMI) is
feasible or not. These algorithms convert the original problem to one of the same type,
but of smaller dimension, which we call the sketched problem. Subsequently, this new
problem can be solved with the same techniques as the original one, but potentially
using less memory and achieving a smaller runtime. Therefore, we call this a black box
algorithm. With high probability an optimal solution to the sketched problem allows us
to obtain a good approximation of the value or to test the feasibility of the problem.
In the case of LMIs, if the sketched problem is infeasible, we obtain a certificate
that the original problem is also infeasible. If the sketched problem is feasible, we are
able to infer that the original problem is either “close to feasible” or feasible with high
probability, under some technical assumptions.
In the case of estimating the value of SDPs, we are able to give an upper bound that
holds with high probability and a lower bound on the value of the SDP from the value
of the sketched problem, again under some technical assumptions. For a certain class of
SDPs, which includes the so-called semidefinite packing problems [IPS05], we are able
to find a feasible point of the original problem which is close to the optimal point and
most technical aspects simplify significantly.
Our algorithms work by conjugating the matrices that define the constraints of the
SDP with Johnson-Lindenstrauss transforms [Woo14], thereby preserving the structure
of the problem. Similar ideas have been proposed to reduce the memory usage and
complexity of solving linear programs [VPL15]. While those techniques aim to reduce
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the number of constraints, our goal is to reduce the dimension of the matrices involved.
Unfortunately, the dimension of the sketch needed to have a fixed error with high
probability scales with the Schatten 1-norm of both the constraints and of an optimal
solution to the SDP, which significantly restricts the class of problems to which these
methods can be applied. We are able to show that one cannot significantly improve this
scaling and that one cannot sketch general SDPs using linear maps.
This paper is organized as follows: in Section 2, we fix our notation and recall some
basic notions from matrix analysis, Johnson-Lindenstrauss transforms, semidefinite pro-
grams and convex analysis which we will need throughout the paper. We then proceed to
show how to sketch the Hilbert-Schmidt scalar product with positive maps in Section 3.
We apply these techniques in Section 4 to show how to certify that certain LMIs are
infeasible by showing the infeasibility of an LMI of smaller dimension. In Section 5, we
apply similar ideas to estimate the value of an SDP with linear inequality constraints
by solving an SDP of lower dimension. We conclude with a discussion of the possible
gains in the complexity of solving these problems and for the memory requirements in
Section 6.
2 Preliminaries
We begin by fixing our notation. For brevity, we will write the set {1, . . . , d} as [d].
The positive vectors will denoted by Rm+ := {x ∈ Rm : xi ≥ 0 }. The set of real d ×D
matrices will be written as Md,D and just Md if d = D. We will denote by Msymd
the set of symmetric d × d matrices. For A ∈ Md, AT will denote the transpose of A.
To avoid cumbersome notation and redundant theorems, we will the statements only
for real matrices. However, note that all statements translate to the complex case in a
straightforward fashion. For A ∈ Msymd we will write A ≥ 0 if A is positive semidefinite.
We will denote the cone of d×d positive semidefinite matrices by S+d and its interior, the
positive definite matrices, by S++d . For the Schatten p-norm for p ∈ [1,∞) of a matrix
A ∈Md we will write
‖A‖p := Tr
[
(ATA)
p
2
] 1
p
.
The p = ∞ norm is the usual operator norm. The Schatten-2 norm is often called the
Hilbert-Schmidt (HS) norm and is induced by the Hilbert-Schmidt scalar product, which
is given by 〈A,B〉HS = Tr
(
ATB
)
.
A linear map Φ : MD → Md is called positive if Φ(S+D) ⊆ S+d . We will mostly
consider maps of the form Φ(X) = SXST with S ∈ Md,D.
The following families of matrices will play a crucial role for our purposes:
Definition 2.1 (Johnson-Lindenstrauss transform). A random matrix S ∈ Md,D is a
Johnson-Lindenstrauss transform (JLT) with parameters (ǫ, δ, k) if with probability at
least 1− δ, for any k-element subset V ⊆ RD, for all v,w ∈ V it holds that
|〈Sv, Sw〉 − 〈v,w〉| ≤ ǫ‖v‖2‖w‖2.
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Note that one usually only demands that the norm of the vectors involved is dis-
torted by at most ǫ in the definition of JLTs, but this is equivalent to the definition we
chose by the polarization identity. There are many different examples of JLTs in the
literature and we refer to [Woo14] and references therein for more details. Most of the
constructions of JLTs focus on real matrices, but the generalization to complex matrices
is straightforward. One simple example are random matrices S = 1√
d
R ∈ Md,D with R
having i.i.d. standard Gaussian random variables, which can be shown to be (ǫ, δ, k)-JLT
if d = Ω(ǫ−2 log
(
kδ−1
)
) [Woo14, Lemma 2.12].
It will later be of advantage to our algorithm to consider JLTs with a desired sparsity
s and we mention the following almost optimal result. We refer to [KN14, Section 1.1]
for a proof and remark that the proof is constructive.
Theorem 2.2 (Sparse JLT [KN14, Section 1.1]). There is an (ǫ, δ, k)-JLT S ∈ Md,D
with d = O (ǫ−2 log(kδ−1)) and s = O(ǫ−1 log(kδ−1)) nonzero entries per column.
Given some JLT S ∈ Md,D, the positive map Φ : MD → Md, X 7→ SXST will be
called the sketching map and d the sketching dimension.
We will now fix our notation for semidefinite programs. Semidefinite programs are
a class of optimization problems in which a linear functional is optimized under linear
constraints over the set of positive semidefinite matrices. We refer to [AL16] for an
introduction to the topic. There are many equivalent ways of formulating SDPs. In this
work, we will assume w.l.o.g. that the SDPs are given in the following form:
Definition 2.3 (Sketchable SDP). Let A,B1, . . . , Bm ∈MsymD and γ1, . . . , γm ∈ R. We
will call the constrained optimization problem
maximize Tr (AX)
subject to Tr (BiX) ≤ γi, i ∈ [m] (1)
X ≥ 0,
a sketchable SDP.
Sometimes we will also refer to a sketchable SDP as the original problem. We will
see later how to approximate the value of these SDPs. SDPs have a rich duality the-
ory [AL16]. The dual problem of a sketchable SDP is given by the following:
minimize 〈c, γ〉
subject to
m∑
i=1
ciBi −A ≥ 0 (2)
c ∈ Rm+ ,
where γ ∈ Rm is the vector with coefficients γi. SDPs and LMIs will be called feasible
if there is at least one point satisfying all the constraints, otherwise we will call them
infeasible. A sketchable SDP will be called strictly feasible if there is a point X > 0 such
that all the constraints in (1) are satisfied with strict inequality. Under some conditions,
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such as Slater’s condition [AL16], the primal problem (1) and the dual problem (2) have
the same value. This is called strong duality.
We will need some standard concepts from convex analysis. Given a1, . . . , an ∈ V
for a vector space V , we denote by conv{a1, . . . , an} the convex hull of the points. By
cone{a1, . . . , an} we will denote the cone generated by these elements and a convex cone
C will be called pointed if C ∩ −C = {0}.
3 Sketching the Hilbert-Schmidt product with positive maps
One of our main ingredients to sketch an SDP or LMI will be a random positive map
Φ :MD →Md that preserves the Hilbert-Schmidt scalar product with high probability.
We demand positivity to assure that the structure of the SDP or LMI is preserved.
Below, we first consider the example Φ(X) = SXST with S a JLT. A similar estimate
was proved in [SH16] for a different application.
Lemma 3.1. Let B1, . . . , Bm ∈ MsymD and S ∈ Md,D be an (ǫ, δ, k)-JLT with ǫ ≤ 1 and
k such that
k ≥
m∑
i=1
rankBi.
Then
P
[∀i, j ∈ [m] : |Tr (SBiSTSBjST )− Tr (BiBj) | ≤ 3ǫ‖Bi‖1‖Bj‖1] ≥ 1− δ. (3)
Proof. Observe that the eigenvectors of the Bi corresponding to nonzero eigenvalues of
the Bi form a subset of cardinality at most k of R
D. Let A,B ∈ {B1, . . . , Bm}. As S is
an (ǫ, δ, k)-JLT, with probability at least 1 − δ we have for all normalized eigenvectors
ai of A and bj of B that ∣∣|〈Sai, Sbj〉| − |〈ai, bj〉|∣∣ ≤ ǫ (4)
by the reverse triangle inequality. We also have that for any ai, bj
‖Sai‖2 ≤
√
1 + ǫ, ‖Sbj‖2 ≤
√
1 + ǫ,
again by the fact that S is a JLT. As ǫ ≤ 1 and by the Cauchy-Schwarz inequality, it
follows that
|〈Sai, Sbj〉|+ |〈ai, bj〉| ≤ 3 (5)
and hence, by multiplying (5) with (4),∣∣|〈Sai, Sbj〉|2 − |〈ai, bj〉|2∣∣ ≤ 3ǫ. (6)
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Now let λi and µj be the eigenvalues of A and B, respectively. We have:
∣∣Tr (SASTSBST )− Tr (AB) ∣∣ =
∣∣∣∣∣∣
D∑
i,j=1
λiµj(|〈Sai, Sbj〉|2 − |〈ai, bj〉|2)
∣∣∣∣∣∣
≤ 3ǫ
D∑
i,j=1
|λi||µj | = 3ǫ‖A‖1‖B‖1
with probability at least 1− δ. As A,B were arbitrary, the claim follows.
The scaling of the error with the Schatten 1-norm of the matrices involved in Lemma
3.1 is highly undesirable, as the norm might grow linearly with the dimension. Applying
JLTs for the Hilbert space MsymD would give a scaling of the error with the Schatten 2-
norm, but it would not necessarily preserve positivity of the matrices. The next theorem
shows that a scaling of the error with the Schatten 2-norm of the matrices involved is not
possible with positive maps if we want to achieve a non-trivial compression. Therefore,
we cannot hope for a much better error dependence even with more advanced tools than
the crude estimates which we have used.
Theorem 3.2. Let Φ : MD → Md be a random positive map such that with strictly
positive probability for any Y1, . . . YD+1 ∈ MD and 0 < ǫ < 14 we have
|Tr (Φ(Yi)TΦ(Yj)) −Tr (Y Ti Yj) | ≤ ǫ‖Yi‖2‖Yj‖2. (7)
Then d = Ω(D).
Proof. Let {ei}1≤i≤D be an orthonormal basis of RD and define Xi = eieTi . As Equa-
tion (7) is satisfied with positive probability, there must exist a positive map Φ :MD →
Md such that Equation (7) is satisfied for Yi = Xi, i ∈ [D], and YD+1 = 1. As the Xi
are orthonormal w.r.t. the Hilbert Schmidt scalar product and Φ is positive we have for
i, j ∈ [D]
Tr (Φ(Xi)Φ(Xj)) ∈
{
[0, ǫ], for i 6= j
[1− ǫ, 1 + ǫ], for i = j. (8)
Define the matrix A ∈ MD with (A)ij = Tr (Φ(Xi)Φ(Xj)) for i, j ∈ [D]. It is clear that
A is symmetric and that its entries are positive. We have∑
i,j∈[D]
Aij = Tr (Φ(1)Φ(1)) ∈ [(1− ǫ)D, (1 + ǫ)D] .
As Aii ≥ (1− ǫ), it follows that ∑
i 6=j
Aij ≤ 2ǫD. (9)
Let
J = { (i, j) ∈ [D]× [D] | i 6= j,Aij ≤ 1
D
} .
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It follows from Equation (9) that | { (i, j) ∈ [D]× [D] | i 6= j, (i, j) /∈ J } | ≤ 2D2ǫ and so
|J | ≥ ((1− 2ǫ)D2 −D) .
Since for (i, j) ∈ J also (j, i) ∈ J , we can write J = (I × I)\{(i, i)|i ∈ I} for I ⊆ [D].
Thus,
|J | = |I|(|I| − 1) ≥ ((1− 2ǫ)D2 −D) ≥
(
1
2
− 2ǫ
)
D2.
for D ≥ 2. From this it follows that
|I|2 ≥ |I|(|I| − 1) ≥
(
1
2
− 2ǫ
)
D2,
and we finally obtain
|I| ≥
√
1/2− 2ǫD. (10)
Notice that it follows from Equation (8) that we may rescale all the Xi to X
′
i such that
Tr
(
Φ(X ′i)
2
)
= 1 and the pairwise scalar product still satisfies Tr
(
Φ(X ′i)Φ(X
′
j)
)
≤ 1
D(1−ǫ)
for (i, j) ∈ J . If there is an N ∈ N such that d > √1/2 − 2ǫD for all D ≥ N , the
claim follows. We therefore now suppose that d ≤ √1/2− 2ǫD. Hence, d ≤ |I| by
Equation (10). By the positivity of Φ and the fact that the X ′i are positive semidefinite,
we have that Φ(X ′i) is positive semidefinite. In [Wol12, Proposition 2.7] it is shown that
for any set {Pi}i∈I of |I| ≥ d positive semidefinite matrices inMd such that Tr
(
P 2i
)
= 1
we have that ∑
i 6=j
Tr (PiPj)
2 ≥ (|I| − d)
2|I|
(|I| − 1)d2 .
By the definition of the set J , we have that
∑
(i,j)∈J
Tr
(
Φ(X ′i)Φ(X
′
j)
)2 ≤ |J |
(1− ǫ)2D2 ≤
1
(1− ǫ)2 ,
as |J | ≤ D2. From Equation (10) it follows that
1
(1− ǫ)2 ≥
(√
1/2 − 2ǫD
d
− 1
)2
and after some elementary computations we finally obtain
d ≥ (1− ǫ)
√
1/2− 2ǫ
2− ǫ D.
It remains open if one could achieve a better compression for a sublinear number of
matrices. We also note that other theorems that restrict the possibility of dimension-
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ality reduction using positive maps were proved in [HMS11], although their results are
restricted to maps that are in addition trace preserving and they also demand that the
distribution of maps is highly symmetric.
4 Sketching linear matrix inequality feasibility problems
In this section we will show how to use JLTs to certify that certain linear matrix inequal-
ities (LMI) are infeasible by showing that an LMI of smaller dimension is infeasible. The
following lemma is similar in spirit to the well-known Farkas’ lemma.
Lemma 4.1. Let A,B1, . . . , Bm ∈MsymD \ { 0 } such that
m∑
i=1
ciBi −A 6≥ 0 (11)
for all c ∈ Rm+ . Suppose further that
Λ = cone{B1, . . . , Bm}
is pointed and Λ ∩ S+D = {0}. Then there exists a ρ ∈ S+D such that for all i ∈ [m]
Tr (ρBi) < 0, Tr (−Aρ) < 0 and Tr (ρ) = 1. (12)
Proof. Let E = conv{−A,B1, . . . , Bm}. We will show that S+D ∩ E = ∅. Suppose there
exists an X = −p0A+
m∑
i=1
piBi ∈ S+D ∩ E with p ∈ [0, 1]m+1. If p0 > 0, we could rescale
X by p−10 and obtain a feasible point for (11), a contradiction. If p0 = 0 and X 6= 0,
this would in turn contradict Λ ∩ S+D = {0}. And if X = 0, the cone Λ would not be
pointed. From these arguments it follows that 0 6∈ E. The set E is therefore closed,
convex, compact and disjoint from the convex and closed set S+D . We may thus find a
hyperplane that strictly separates S+D from E. That is, a ρ ∈ MsymD such that w.l.o.g.
Tr (ρX) ≥ 0 for all X ∈ S+D , as 0 ∈ S+D, and Tr (Y ρ) < 0 for all Y ∈ E. As Tr (ρX) ≥ 0
for all X ≥ 0, it follows that ρ is positive semidefinite and it is clear that by normalizing
ρ we may choose ρ with Tr (ρ) = 1.
The main idea is now to show that under these conditions we may sketch the hyper-
plane in a way that it still separates the set of positive semidefinite matrices and the
sketched version of the set {∑mi=1 γiBi −A|γi ≥ 0}.
Theorem 4.2. Let A,B1, . . . , Bm ∈ MsymD \ { 0 } such that they satisfy the assumptions
of Lemma 4.1. Moreover, let ρ ∈ S+D be as in Equation (12). Set
ǫ =
1
6
min
{ ∣∣∣∣Tr (ρB1)‖B1‖1
∣∣∣∣ , . . . ,
∣∣∣∣Tr (ρBm)‖Bm‖1
∣∣∣∣ ,
∣∣∣∣Tr (ρA)‖A‖1
∣∣∣∣
}
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and take S ∈ Md,D to be an (ǫ, δ, k)-JLT. Here,
k ≥ rankA+ rank ρ+
m∑
i=1
rankBi.
Then
m∑
i=1
ciSBiS
T − SAST 6≥ 0 (13)
for all c ∈ Rm+ , with probability at least 1− δ.
Proof. It should first be noted that ρ exists and |Tr (Aρ) | > 0, |Tr (Biρ) | > 0 for all
i ∈ [m] by Lemma 4.1. Therefore, also ǫ > 0. The matrix ρ defines a hyperplane that
strictly separates the set
E =
{
m∑
i=1
ciBi −A
∣∣∣∣∣ c ∈ Rm+
}
and S+D. We will now show that SρS
T strictly separates the sets
ES =
{
m∑
i=1
ciSBiS
T − SAST
∣∣∣∣∣ c ∈ Rm+
}
and S+d with probability at least 1− δ, from which the claim follows. Note that by our
choice of ρ and ǫ, it follows from Lemma 3.1 that we have
Tr
(
SρSTSBiS
T
) ≤ Tr (ρBi) + 3ǫ‖Bi‖1 < 0
with probability at least 1− δ and similarly for −A instead of Bi. Therefore, it follows
that Tr(ZSρST ) < 0 for all Z ∈ ES . As SρST is a positive semidefinite matrix, it follows
that Tr
(
Y SρST
) ≥ 0 for all Y ∈ S+d . We have therefore found a strictly separating
hyperplane for ES and S
+
D and the LMI (13) is infeasible.
Theorem 4.2 suggests a way of sketching feasibility problems of the form
m∑
i=1
ciBi −A ≥ 0, c ∈ Rm+ . (14)
To obtain more concrete bounds on the probability that the original problem is infeasible
although the sketched problem is feasible, one would need to know the parameter ǫ, which
is not possible in most applications.
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5 Approximating the value of semidefinite programs through
sketching
We will now show how to approximate with high probability the value of a sketchable
SDP by first conjugating both the target matrix and the matrices that describe the
constraints with JLTs and subsequently solving a smaller SDP. The next theorem shows
that in general it is not possible to approximate with high probability the value of a
sketchable SDP using linear sketches.
Theorem 5.1. Let Φ :M2D → Rd be a random linear map such that for all sketchable
SDPs there exists an algorithm which allows us to estimate the value of an SDP up to a
constant factor 1 ≤ τ < 2√
3
given the sketch {Φ(A),Φ(B1), . . . ,Φ(Bm)} with probability
at least 9/10. Then d = Ω(D2).
Proof. It is well-known that the operator norm of a matrix G ∈ MD can be computed via
an SDP. A linear sketch of the constraints of this SDP would thus allow to approximately
compute the operator norm with high probability. However, in [Woo14, Theorem 6.5]
it was shown that any algorithm that estimates the operator norm of a matrix from a
linear sketch with probability larger than 9/10 must have sketch dimension Ω(D2).
The above result remains true even if we restrict to SDPs that have optimal points
with small Schatten 1-norm and low rank. However, we will see below that sketching
becomes possible if the matrices that define the constraints and the target function have
a small Schatten 1-norm.
Definition 5.2 (Sketched SDP). Let A,B1, . . . , Bm ∈ MsymD , η, γ1, . . . , γm ∈ R and
ǫ > 0. Let X∗ ∈ S+D be an optimal point of the sketchable SDP defined through these
matrices. Given that Tr (X∗) ≤ η and given a random matrix S ∈ Md,D, we call the
optimization problem
maximize Tr
(
SASTY
)
subject to Tr
(
SBiS
TY
) ≤ γi + µ‖Bi‖1, i ∈ [m] (15)
Y ≥ 0
with µ = 3ǫη the sketched SDP.
The motivation for defining the sketched SDP is given by the following theorem, which
follows directly form Lemma 3.1.
Theorem 5.3. Let A,B1, . . . , Bm ∈ MsymD , η, γ1, . . . , γm ∈ R and ǫ > 0. Denote by α
the value of the sketchable SDP and assume it is attained at an optimal point X∗ which
satisfies Tr (X∗) ≤ η. Moreover, let S ∈ Md,D be an (ǫ, δ, k)-JLT, with
k ≥ rankX∗ + rankA+
m∑
i=1
rankBi.
10
Let αS be the value of the sketched SDP defined by A, Bi and S. Then
αS + 3ǫη‖A‖1 ≥ α
with probability at least 1− δ.
Note that Theorem 5.3 does not rule out the possibility that the value of the sketched
problem is much larger than that of the sketchable SDP. To investigate this issue, we
introduce the following:
Definition 5.4 (Relaxed SDP). Let A,B1, . . . , Bm ∈ MsymD , η, γ1, . . . , γm ∈ R and
ǫ > 0. Given that an optimal point X∗ of the sketchable SDP defined through these
matrices satisfies Tr (X∗) ≤ η, we call the optimization problem
maximize Tr (AX)
subject to Tr (BiX) ≤ γi + ǫ˜i, i ∈ [m] (16)
X ≥ 0
with ǫ˜i = 3ǫη‖Bi‖1 the relaxed SDP.
We will obtain lower bounds on the value of the sketchable SDP in terms of the value
of the sketched SDP through continuity bounds on the relaxed SDP. The method of
using duality to derive perturbation bounds for a convex optimization problem used
here is standard and we refer to [BV04, Section 5.6] for a similar derivation. We denote
by A(ǫ˜) the feasible set of the relaxed SDP as in Definition 5.4 for some ǫ˜ ∈ Rm+ . With
this notation, A(0) is the feasible set of the sketchable SDP. Analogously, we denote
by α(ǫ˜) and α(0) the optimal value of the relaxed problem and of the sketchable SDP,
respectively. Note that the following result is not probabilistic and holds regardless of
the sketching matrix S used.
Theorem 5.5. We are in the setting of Definition 2.3. Assume that there exists an
X0 > 0 such that all the constraints of the sketchable SDP are strictly satisfied and that
the dual problem is feasible. Then, the value of the sketched SDP αS is bounded by
αS ≤ α(0) + C‖y∗‖1.
Here y∗ is an optimal solution to the dual problem and
C = max { 3ǫη‖Bi‖1 | i ∈ [m] } ,
where η ≥ Tr (X∗) for an optimal point X∗ of the sketchable SDP.
Proof. By Slater’s condition [Wat09, Theorem 2.2], strong duality holds and there is a
y∗ ≥ 0 which achieves the optimal value. Note that, given a feasible point Y to the
sketched SDP, STY S is a feasible point for the relaxed problem by the cyclicity of the
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trace. Thus, the relaxed SDP gives an upper bound for the sketched SDP. Hence, for
any X ≥ 0,
α(0) ≥
m∑
j=1
y∗jγj − Tr
([
m∑
i=1
y∗iBi −A
]
X
)
= Tr (AX)−
m∑
i=1
y∗i [Tr (BiX)− γi] . (17)
The first line holds by duality. If we take the supremum over X ∈ A(ǫ), we obtain
α(ǫ˜) ≤ α(0) + 〈ǫ˜, y∗〉,
from y∗i ≥ 0. Here, ǫ˜i = 3ηǫ‖Bi‖1, i ∈ [m]. The assertion then follows by an application
of Ho¨lder’s inequality.
Combining Theorem 5.3 and Theorem 5.5 it is possible to pick ǫ small enough to have
an arbitrarily small additive error under some structural assumptions on the SDP. That
is, we need bounds on the Schatten 1-norms both of A and Bi and we need a bound on
the Schatten 1-norm of an optimal solution to the sketchable SDP. Moreover, we need a
bound on the 1-norm of a dual solution as in [BS17]. The following proposition provides
a generic bound of this kind.
Proposition 5.6. Assume that there exists X0 ∈ A(0) such that X0 > 0 and the con-
straints are strictly satisfied. Then the value of the sketched SDP αS is bounded by
αS ≤ α(0) + ǫC1 (α(0) − Tr (AX0)) /C2.
Here,
C1 = max { 3η‖Bi‖1 | i ∈ [m] } ,
C2 = min { (γi −Tr (BiX0)) | i ∈ [m] } ,
where η ≥ Tr (X∗) for an optimal point X∗ of the sketchable SDP.
Proof. We need to bound ‖y∗‖1 in Theorem 5.5. From Equation (17) and [Tr (BiX0)− γi] <
0, it follows that
m∑
i=1
y∗i ≤ (α(0) − Tr (AX0))/ min
i∈[m]
[γi − Tr (BiX0)] .
With y∗ ≥ 0, the assertion follows from Theorem 5.5.
In the case that all the γi > 0 for a sketchable SDP we may obtain a bound on the
value and an approximate solution to it in a much simpler way. This class includes the
so-called semidefinite packing problems [IPS05]. These are defined as problems in which
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all Bi ≥ 0, and so also γi ≥ 0. Note that we may set all γi = 1 w.l.o.g. by dividing Bi
by γi. We then obtain:
Theorem 5.7. For a sketchable SDP with γi = 1 and ν = 3ǫηmax
i∈[m]
‖Bi‖1, we have that
αS
1 + ν
≤ α. (18)
Moreover, denoting by X∗S an optimal point of the sketched SDP, we have that
1
1+νS
TX∗SS
is a feasible point of the sketchable SDP that attains this lower bound.
Proof. The lower bound in Equation (18) follows immediately from the cyclicity of the
trace, as 11+νS
TX∗SS is a feasible point of the sketchable SDP.
6 Complexity and memory gains
In this section, we will discuss how much we gain by considering the sketched SDP
instead of the sketchable SDP. We focus on the results of Section 5, but the discussion
carries over to the results of Section 4. Throughout this section we will assume that we
are guaranteed that the Schatten 1-norms both of an optimal solution to our SDP and
of the matrices that define the constraints are O(1). We will suppose that upper bounds
on the Schatten 1-norm of both an optimal solution and the constraints are given.
To generate the sketched SDP, we need to compute m+1 matrices of the form SBST ,
where B ∈ MD. Each of this computations needs O(max { nnz(B),Dd } ǫ−1 log
(
kδ−1
)
)
operations. In the worst case, when all matrices {A,B1, . . . , Bm } are dense and have
full rank, this becomes O(mD2 log(mD)) operations to generate the sketched SDP for
fixed ǫ and δ. We obtain from these considerations and Theorem 5.3:
Proposition 6.1. Let A,B1, . . . , Bm ∈ MsymD , γ1, . . . , γm ∈ R of a sketchable SDP be
given. Furthermore, let z := max { nnz(A),nnz(B1), . . . ,nnz(Bm) } and SDP(m,d, ζ) be
the complexity of solving a sketchable SDP (up to accuracy ζ) of dimension d. Then a
number of
O(max{ z,Dǫ−2 log(kδ−1) } ǫ−1m log(kδ−1)+ SDP(m, ǫ−2 log(kδ−1), ζ))
operations is needed to generate and solve the sketched SDP, where k is defined as in
Theorem 5.3.
Typically, the costs of forming the sketched matrices SBiS
T dominates the overall
complexity. To compare the above result to other methods for solving SDPs, let us fix
ǫ, δ and ζ. Then, the ellipsoid method [GLS88, Chapter 3] needs O(max {m,D2 }D6)
operations to solve the sketchable SDP, whereas using interior point methods we need
O(max {m3,D2m2,mDω }D0.5 log(D)) operations [dK02, Chapter 5]. Here, ω is the
exponent of matrix multiplication. Compared to that, forming the sketched problem
and then solving it requires O(mD2 log(mD)) operations.
Another advantage is that using our methods, we need store much smaller matrices.
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Proposition 6.2. Let A,B1, . . . , Bm ∈ MsymD , γ1, . . . , γm ∈ R be a sketchable SDP.
Then we need only store O(mǫ−4 log(k/δ)2) entries for the sketched problem, where k is
defined as in Theorem 5.3.
Numerical experiments with random instances of SDPs and LMIs that satisfy our
requirements indicate that our methods may decrease the runtime of SDPs by one order
of magnitude. Moreover, they allow us to solve problems in dimensions that are larger
by one order of magnitude.
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