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Rellich Type Theorems for Unbounded Domains
Esa V. Vesalainen
Abstract
We give several generalizations of Rellich’s classical uniqueness the-
orem to unbounded domains. We give a natural half-space generaliza-
tion for super-exponentially decaying inhomogeneities using real variable
techniques. We also prove under super-exponential decay a discrete gen-
eralization where the inhomogeneity only needs to vanish in a suitable
cone.
The more traditional complex variable techniques are used to prove
the half-space result again, but with less exponential decay, and a variant
with polynomial decay, but with supports exponentially thin at infinity.
As an application, we prove the discreteness of non-scattering energies for
non-compactly supported potentials with suitable asymptotic behaviours
and supports.
1 Introduction
1.1 Scattering theory
Our objects of study arise from scattering theory. More precisely, time inde-
pendent scattering theory for short-range potentials, which models e.g. two-
body quantum scattering, acoustic scattering, and some classical electromag-
netic scattering situations (for a general reference, see e.g. [10]). Here one is
concerned with the situation where, at a fixed energy or wavenumber λ ∈ R+,
an incoming wave w, which is a solution to the free equation
(−∆− λ)w = 0,
is scattered by some perturbation of the flat homogeneous background. Here
this perturbation will be modeled by a real-valued function V in Rn having
enough decay at infinity. The total wave v, which models the “actual” wave,
then solves the perturbed equation
(−∆+ V − λ) v = 0.
For acoustic and electromagnetic scattering, one writes λV instead of V . Of
course, the two waves v and w must be linked together and the connection
is given by the Sommerfeld radiation condition. The upshot will be that the
difference u of v and w, the so-called scattered wave, will have an asymptotic
expansion of the shape
u(x) = v(x) − w(x) = A
(
x
|x|
)
ei
√
λ|x|
|x|(n−1)/2
+ error,
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where A depends on λ and w, and where the error term decays more rapidly than
the main term. The point here is that in the main term the dependences on the
radial and angular variables are neatly separated, and in practical applications
one usually measures the scattering amplitude or far-field pattern A, or its
absolute value |A|.
1.2 Non-scattering energies
It is a natural question whether we can have A ≡ 0 for some w 6≡ 0? This would
mean that the main term of the scattered wave vanishes at infinity, meaning
that the perturbation, for the special incident wave in question, is not seen far
away. Values of λ ∈ R+ for which such an incident wave w exists, are called
non-scattering energies (or appropriately, wavenumbers) of V . In order to avoid
the discussion of function spaces here, the precise definition is given in Section
2 below.
Results on the existence of non-scattering energies are scarce. Essentially
only two general results are known: For compactly supported radial potentials
the set of non-scattering energies is an infinite discrete set accumulating at infin-
ity [11], and for compactly supported potentials with suitable corners, Bl˚asten,
Pa¨iva¨rinta and Sylvester recently proved that the set of non-scattering energies
is empty [5].
We would like to mention the related topic of transparent potentials: there
one considers (at a fixed energy) potentials for which A vanishes for all w. The
knowledge of transparent potentials is more extensive. In particular, several
constructions of such radial potentials have been given, see e.g. the works
of Regge [32], Newton [28], Sabatier [37], Grinevich and Manakov [13], and
Grinevich and Novikov [14].
1.3 Rellich type theorems
In practice, discreteness of the set of non-scattering energies tends to be a
more attainable goal. The first key step towards that goal (for compactly sup-
ported V ) is supplied by Rellich’s classical uniqueness theorem which is the
following:
Theorem 1. Let u ∈ L2loc(Rn) solve the equation (−∆− λ) u = f , where
λ ∈ R+ and f ∈ L2(Rn) is compactly supported, and assume that
1
R
∫
B(0,R)
|u|2 −→ 0,
as R −→ ∞. Then u also is compactly supported.
This was first proved (though with a bit different decay condition) indepen-
dently by Rellich [33] and Vekua [45] in 1943. Of the succeeding work, which
includes generalizations of this result to more general constant coefficient dif-
ferential operators, we would like to mention the work of Tre`ves [43], Littman
[23, 24, 25], Murata [27] and Ho¨rmander [17]. Section 8 of [16] is also interesting.
We also mention that a theorem analogous to Theorem 1 also exists for the
discrete Laplacian (also to be defined more precisely in Section 2):
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Theorem 2. Let u : Zn −→ C be a solution to (−∆disc − λ) u = f , where
1
R
∑
ξ∈Zn,|ξ|6R
|u(ξ)|2 −→ 0,
as R −→∞, and f ∈ ℓ2(Zn) is non-zero only at finitely many points of Zn, and
λ ∈ ]0, n[. Then u also is non-zero only at finitely many points of Zn.
This theorem was proved recently by Isozaki and Morioka [19]. A less general
version of the result was implicit in the work of Shaban and Vainberg [40].
1.4 Transmission eigenvalues
Assume that V is compactly supported. The equations for v and w imply that
the scattered wave u solves the equation
(−∆− λ)u = −V v.
If furthermore A ≡ 0, then u will satisfy the decay condition in Theorem 1,
and so u = v − w will vanish outside a compact set. If the support of V is
essentially some suitable open domain Ω, the unique continuation principle for
the free Helmholtz equation allows us to conclude that actually
(−∆+ V − λ) v = 0 in Ω,
(−∆− λ)w = 0 in Ω,
v − w ∈ H20 (Ω).
This system, called the interior transmission problem, is a non-self-adjoint eigen-
value problem for λ, and the values of λ, for which this system has non-trivial
L2-solutions, are called (interior) transmission eigenvalues.
The non-scattering energies and transmission eigenvalues first appeared in
the papers of Colton and Monk [11] and Kirsch [21]. In [9] Colton, Kirsch
and Pa¨iva¨rinta proved the discreteness of transmission eigenvalues (and non-
scattering energies) for potentials that may even be mildly degenerate. The
early papers on the topic also considered, among other things, radial potentials;
for more on this, we refer to the article of Colton, Pa¨iva¨rinta and Sylvester [12].
In recent years, there has been a surge of interest in the topic starting with
the general existence results of Pa¨iva¨rinta and Sylvester [30], who established
existence of transmission eigenvalues for a large class of potentials, and Cakoni,
Gintides and Haddar [6], who established for acoustic scattering, that actually
the set of transmission eigenvalues must be infinite.
For potentials more general than the radial ones, a very common approach
to proving discreteness and other properties has been via quadratic forms: the
scattered wave solves the fourth-order equation
(−∆+ V − λ) 1
V
(−∆− λ)u = 0,
and this can be handled nicely with quadratic forms (or with variational formu-
lations) and analytic perturbation theory.
Recently, other approaches, not involving the fourth-order equation, to prov-
ing discreteness and many other results have been introduced by Sylvester [41],
Robbiano [34], and Lakshtanov and Vainberg [22].
For more information and a wealth of references on transmission eigenvalues,
we recommend the survey of Cakoni and Haddar [7] and their editorial [8].
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1.5 What we do and why?
Most of the work on non-scattering energies and transmission eigenvalues deals
with compactly supported potentials V . However, the basic short-range scat-
tering theory only requires V to have enough decay at infinity, essentially some-
thing like V (x)≪ |x|−1−ε. Thus, it makes perfect sense to study non-scattering
energies for non-compactly supported potentials.
In [46], we studied an analogue of the transmission eigenvalue problem for
certain unbounded domains establishing discreteness under the assumptions
that V (x) ≍ |x|−α for some α ∈ ]3,∞[, and that the underlying domain Ω
has the property that the embedding H20 (Ω) −→ L2(Ω) is compact.
Even though the formulation of the transmission problem was kept compat-
ible with scattering theory, the lack of a Rellich type theorem for unbounded
domains did not allow any conclusions about the discreteness of non-scattering
energies for the corresponding potentials. Here we will present several such Rel-
lich type theorems, two of which will give discreteness of non-scattering energies.
First, we prove a fairly general Rellich type theorem where instead of a com-
pactly supported inhomogeneity f , we consider f that is superexponentially
decaying and vanishes in a half-space. The conclusion will then be that the
solution u also vanishes in the same half-space. This is a fairly satisfying gen-
eralization. Also, it contains the classical Rellich lemma as a simple corollary.
We give a new kind of proof for this result based on real variable techniques,
first deriving a Carleman estimate weighted exponentially in one direction from
an estimate of Sylvester and Uhlmann [42] and then arguing immediately from
it.
However, we have so far been unable to apply the quadratic form approach
to superexponentially decaying potentials, and so we would like to have Rellich
type theorems which allow less decay. We shall give two results of this kind: the
first is for exponentially decaying inhomogeneities, the second is for polynomially
decaying potentials but for domains that are not only contained in a half-space
but also grow exponentially thin at infinity. These results are proved with a
more traditional complex variables argument [43, 23, 24, 25, 17].
The Rellich type theorem for polynomially decaying inhomogeneities can
be immediately combined with the results of [46] to give discreteness of non-
scattering energies for a class of polynomially decaying potentials. Obtaining a
discreteness result for a class of exponentially decaying potentials will require
some minor adjustments to the arguments of [46] which are presented in Section
5. Our manner of using quadratic forms to establish discreteness is a close rela-
tive of the application of quadratic forms to degenerate and singular potentials
in the works of Colton, Kirsch and Pa¨iva¨rinta [9], Serov and Sylvester[39], Serov
[38], and Hickmann [15].
Finally, as an interesting aside, and to provide a point of comparison, we
present a generalization of the discrete Rellich type theorem of Isozaki and
Morioka. It turns out that for superexponentially decaying potentials, one gets
a much stronger result than in the continuous case: we not only can consider
vanishing in half-spaces but vanishing in suitable cones. The proof depends
heavily on the arguments in [19] which are first used to show that the solution
must be superexponentially decaying. After this, the Rellich type conclusion
follows from a repeated application of the definition of the discrete Laplacian.
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1.6 On notation
We shall use the standard asymptotic notation. If f and g are complex functions
on some set A, then f ≪ g means that |f(x)| 6 C |g(x)| for all x ∈ A for some
positive real constant C, referred to as the implicit constant. The notation f ≍ g
means that both f ≪ g and g ≪ f . When C may depend on some parameters
α, β, . . . , we write f ≪α,β,... g, except that all the implicit constants are allowed
to depend on the dimension n ∈ {2, 3, . . .} of the ambient Euclidean space Rn.
For a vector x ∈ Rn, we define 〈x〉 =
√
1 + |x|2 and x′ = 〈x1, . . . , xn−1〉.
The letters e1, e2, . . . , en denote the standard basis of R
n:
e1 = 〈1, 0, 0, . . . , 0, 0〉 ,
e2 = 〈0, 1, 0, . . . , 0, 0〉 ,
.........................
en = 〈0, 0, 0, . . . , 0, 1〉 .
For a complex vector z ∈ Cn, we denote the real and imaginary parts of z by
ℜz = 〈ℜz1, . . . ,ℜzn〉 and ℑz = 〈ℑz1, . . . ,ℑzn〉 .
For R ∈ R+, we write B(0, R) for the open ball of vectors ξ ∈ Rn with |ξ| < R.
If we want to emphasize the dimension of the ambient Euclidean space, we write
Bn(0, R).
We shall use the shorthand ∇⊗∇ to simplify expressions of Sobolev norms
in the obvious way. For example, the usual H2-Sobolev norm would be given
by the expression √∥∥u∥∥2 + ∥∥∇u∥∥2 + ∥∥∇⊗∇u∥∥2.
We use Tn to denote the n-dimensional torus Rn/Zn. The corresponding
complex torus Tn
C
means Cn/Zn. Instead of analytic functions in Tn
C
one can
simply think of entire functions in Cn which are 1-periodic with respect to each
complex variable.
For a function f ∈ L2(Rn), f̂ denotes the usual Fourier transform normalized
as follows: for a Schwartz test function f and ξ ∈ Rn,
f̂(ξ) =
∫
Rn
f(x) e(−x · ξ) dx,
where e(·) stands for e2πi·. We will also denote by F ′f the Fourier transform of
f in the first n− 1 variables, and the corresponding inverse transform by F ′−1.
Similarly, we will denote by Fn the Fourier transform in the nth variable, and
by F−1n the corresponding inverse transform.
In the same vein, given a vector f ∈ ℓ2(Zn), fˇ denotes the Fourier series
connected to f : for x ∈ Tn,
fˇ(x) =
∑
ξ∈Zn
f(x) e(x · ξ),
and the convergence is in the L2-sense or pointwise, whichever is more appro-
priate.
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Finally, the usual L2-inner product is denoted by 〈·|·〉: for square-integrable
complex functions f and g in some domain Ω, we define
〈f |g〉 =
∫
Ω
f g.
2 The results
2.1 Rellich type theorems for unbounded domains
Before stating the main results, we would like to define the function spaces
from which solutions v, w and u are actually taken. The solutions v and w
should be taken from the Agmon–Ho¨rmander space B∗, which consists of those
L2loc(R
n)-functions u for which
‖u‖2B∗ = sup
R>1
1
R
∫
B(0,R)
|u|2 <∞.
Actually, it will then turn out that also the first- and second-order partial deriva-
tives of v and w will also belong to B∗, a fact which we will denote by v, w ∈ B∗2 .
When A ≡ 0, the scattered wave u will satisfy
1
R
∫
B(0,R)
|u|2 −→ 0
as R −→ ∞. The space of such L2loc(Rn)-functions is denoted by B˚∗. From
Theorem 14.3.6 of [18], it will follow that the first- and second-order partial
derivatives of u will also belong to B˚∗, and we will write u ∈ B˚∗2 . In view of
this, the growth condition for u in Theorem 1 could be replaced by u ∈ B˚∗2 , and
this is what we shall do in the theorems below.
The Agmon–Ho¨rmander spaces were introduced in the works of Agmon and
Ho¨rmander [4], and independently by Murata [26], in the study of asymptotics
of solutions to constant coefficient partial differential equations. Despite their
appearance, these spaces turn out to be fairly natural. In particular, the map-
ping from g ∈ L2(Sn−1) to the Herglotz wave
w(x) =
∫
Sn−1
g(ϑ) ei
√
λϑ·x dϑ
will give a bijection from L2(Sn−1) into the B∗-solutions of (−∆− λ)w = 0,
and the respective norms of g and the Herglotz wave w will be comparable.
Our first generalization of Theorem 1 considers vanishing in a half-space
instead of the exterior of a ball.
Theorem 3. Let u ∈ B˚∗2 solve
(−∆− λ)u = f,
where λ ∈ R+ and f ∈ e−γ〈·〉L2(Rn) for all γ ∈ R+, and suppose that f vanishes
in the lower half-space Rn−1 × R−. Then also u vanishes in Rn−1 × R−.
6
With complex variable techniques, we may allow less exponential decay:
Theorem 4. Let u ∈ B˚∗2 solve
(−∆− λ)u = f,
where λ ∈ R+ and f ∈ e−γ0〈·〉L2(Rn) for some γ0 ∈ R+, and suppose that f
vanishes in Rn−1 × R−. Then also u vanishes in Rn−1 × R−.
Finally, for polynomially decaying f we assume that the support of f is
exponentially thin at infinity:
Theorem 5. Let u ∈ B˚∗2 solve
(−∆− λ)u = f,
where λ ∈ R+ and the inhomogeneity f both vanishes in Rn−1×R− and satisfies
sup
ζ∈Cn−1
|ℑζ|<γ0
∫
Rn
∣∣∣〈x〉2 f(x) e(x · ζ)∣∣∣dx <∞
for some γ0 ∈ R+. Then u vanishes in the lower half-space Rn−1 × R−.
2.2 Applications to discreteness of non-scattering energies
The next two theorems will concern discreteness of non-scattering energies in
a somewhat special situations. The quadratic form techniques in Section 5
depend on the potential V being essentially supported in a domain Ω for which
the embedding H20 (Ω) −→ L2(Ω) is compact.
For a discussion of such compact embeddings for unbounded domains, we
refer to Chapter 6 of [2] or to the original article [1]. The conditions get slightly
more involved in higher dimensions, but in two- and three-dimensional cases,
the embedding H20 (Ω) −→ L2(Ω) is compact if and only if the domain Ω does
not contain an infinite sequence of pairwise disjoint congruent balls; cf. remarks
6.17.3, 6.9 and 6.11 in [2].
Combining Theorem 5 with the results in [46] easily gives the following
discreteness result for non-scattering energies:
Theorem 6. Let V ∈ L∞(Rn) take only nonnegative real values, and let Ω ⊆
Rn−1×R+ be a non-empty open set for which the Sobolev embeddingH20 (Ω) −→
L2(Ω) is compact. Assume the following:
I. V (·) ≍ 〈·〉−α in Ω for some α ∈ ]3,∞[, and V vanishes in Rn \ Ω.
II. The complement of Ω in Rn has a connected interior and is the closure of
the interior.
III. The integrals ∫
Ω
∣∣∣〈x〉2+1/2+ε−α e(x · ζ)∣∣∣2 dx
are uniformly bounded for all ζ ∈ Cn with |ℑζ| < γ0 for some γ0, ε ∈ R+.
Then the set of non-scattering energies for V is a discrete subset of [0,∞[, and
each of them is of finite multiplicity.
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Here multiplicity is defined to be the dimension of the vector space of pairs of
solutions 〈v, w〉 appearing in the definition of non-scattering energies. The point
of the condition III is that, combined with the Cauchy–Schwarz inequality, and
the definition ofB∗, it guarantees that V v satisfies the sup-condition of Theorem
5 for any v ∈ B∗.
Analogously to the Rellich type theorems, if the condition of polynomial
decay is replaced by exponential decay, then we can relax the conditions:
Theorem 7. Let V ∈ L∞(Rn) take only nonnegative real values, and let Ω ⊆
Rn−1×R+ be a non-empty open set for which the Sobolev embeddingH20 (Ω) −→
L2(Ω) is compact. Assume the following:
I. V (·) ≍ e−γ0〈·〉 in Ω for some γ0 ∈ R+ with γ0 ≪n 1, and V vanishes in
Rn \ Ω.
II. The complement of Ω in Rn has a connected interior and is the closure of
the interior.
Then the set of non-scattering energies for V is a discrete subset of [0,∞[ and
each of them is of finite multiplicity.
The proof will be similar to the arguments in [46]. We will outline the relevant
modifications in Section 5.
2.3 A discrete Rellich type theorem for unbounded domains
Let u ∈ Zn −→ C be a function on the square lattice Zn. Then we define
the discrete Laplacian of u to be the function −∆discu : Zn −→ C given by the
formula (−∆discu)(ξ) = n
2
u(ξ)− 1
4
n∑
ℓ=1
(
u(ξ + eℓ) + u(ξ − eℓ)
)
.
The spectrum of −∆disc is [0, n] and absolutely continuous. For more infor-
mation about the discrete setting, we refer to the presentation of Isozaki and
Morioka [19] and the references given there.
Our generalization of Theorem 2 will concern vanishing, not in a half-space,
but in a cone-like domain.
Theorem 8. Let C be the set of those ξ ∈ Zn for which
|ξ1|+ |ξ2|+ . . .+ |ξn−1| 6 ξn.
Also, let u : Zn −→ C be such that
1
R
∑
|ξ|6R
∣∣u(ξ)∣∣2 −→ 0
as R −→ ∞, and let f ∈ ℓ2(Zn) be such that
eγ〈·〉f ∈ ℓ2(Zn)
for all γ ∈ R+, and assume that f(ξ) = 0 for all ξ ∈ C. Finally, let λ ∈ ]0, n[,
and assume that
(−∆disc − λ) u = f
in Zn. Then also u(ξ) = 0 for all ξ ∈ C.
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3 Proof of Theorem 3 via Carleman estimates
The following is essentially Lemma 2.5 in [29, p. 1780], which may be reformu-
lated in the following way in view of Theorem 14.3.6 in [18].
Theorem 9. Let γ0 ∈ R+, and let f be a function such that eγ〈·〉 f ∈ L2(Rn)
for each γ ∈ ]0, γ0[. If u ∈ B˚∗2 solves the equation
(−∆− λ)u = f,
then eγ〈·〉 u ∈ H2(Rn) for each γ ∈ ]0, γ0[.
The following result is Proposition 2.1 in [42]. Even though the statement
there has λ = 0, the same proof also works for λ > 0.
Theorem 10. Let λ ∈ R+, δ ∈ ]−1, 0[, and let ρ ∈ Cn with ρ · ρ = λ and
|ℑρ| > 1. Then for any f ∈ 〈·〉−1−δ L2(Rn) the equation
(−∆− 2iρ · ∇) v = f
has a unique solution v ∈ 〈·〉−δ L2(Rn) satisfying the estimate∥∥〈·〉δ v∥∥
L2(Rn)
≪λ,δ 1|ρ|
∥∥〈·〉1+δ f∥∥
L2(Rn)
.
This result can be turned into a Carleman estimate weighted exponentially
in one coordinate direction:
Corollary 11. Let u ∈ C∞c (Rn), δ ∈ ]−1, 0[, λ ∈ R+, and let τ ∈ R+ with
τ ≫λ,δ 1. Then∥∥e−τxn 〈·〉δ u∥∥
L2(Rn)
≪λ,δ 1
τ
∥∥e−τxn 〈·〉δ+1 (−∆− λ)u∥∥
L2(Rn)
.
Of course, this also holds for u in the closure of C∞c (R
n) in the norm that
is given by the sum of the norms appearing in the estimate.
Proof. We shall apply Theorem 10 with ρ = α−iτen, where en = 〈0, 0, . . . , 0, 1〉
and α ∈ Rn is such that α ·en = 0 and |α|2 = τ2+λ, as well as with v = e−iρ·xu.
With these choices we have
ρ · ρ = λ, |ρ| ≍λ τ, and
∣∣e−iρ·x∣∣ = e−τxn ,
as well as
(−∆− 2iρ · ∇) v = e−iρ·x (−∆− λ) u.
Now Theorem 10 clearly says that∥∥e−τxn 〈·〉δ u∥∥
L2(Rn)
≪λ,δ 1
τ
∥∥e−τxn 〈·〉δ+1 (−∆− λ)u∥∥
L2(Rn)
.
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Proof of Theorem 3. Let us first observe that by Theorem 9 we must have
∂αu ∈ e−γ〈·〉L2(Rn) for each multi-index α with |α| 6 2. In particular, we also
have e−τxn 〈·〉δ+1 ∂αu ∈ L2(Rn) for all τ ∈ R, any fixed δ ∈ ]−1, 0[ and each
multi-index α with |α| 6 2.
Our goal will be to prove that u vanishes in Rn−1 × ]−∞,−2[. Then u also
vanishes in Rn−1 × R− by the unique continuation property of solutions to the
free Helmholtz equation.
We want to focus on the behaviour of u in the lower half-space and so we
will pick a cut-off function χ ∈ C∞(Rn) which only depends on xn, vanishes for
xn > −1, and is identically equal to 1 when xn < −2.
Now Theorem 11 tells us that for large τ ∈ R+,
e2τ
∥∥〈·〉δ u∥∥
L2(Rn−1×]−∞,−2[)
≪
∥∥e−τxn 〈·〉δ χu∥∥
L2(Rn)
≪λ,δ 1
τ
∥∥e−τxn 〈·〉δ+1 (−∆− λ) (χu)∥∥
L2(Rn)
=
1
τ
∥∥∥∥e−τxn 〈·〉δ+1(2 ∂χ∂xn · ∂u∂xn + ∂
2χ
∂x2n
u
)∥∥∥∥
L2(Rn−1×]−2,−1[)
≪ 1
τ
e2τ
∥∥∥∥〈·〉δ+1 (2 ∂χ∂xn · ∂u∂xn + ∂
2χ
∂x2n
u
)∥∥∥∥
L2(Rn−1×]−2,−1[)
and the result follows by dividing by e2τ and letting τ −→∞.
4 Proofs of Theorems 4 and 5
4.1 Differentiation under integral signs
The following lemmas have been adapted from the first chapter of Wong’s text-
book [47]. The reason for them is that we apply analytic continuations for
Fourier transforms, and to obtain these extensions with only polynomial decay,
we will differentiate under the integral sign in order to check that the Cauchy–
Riemann equations hold.
Lemma 12. Let D and Ω be open subsets of Rn and Rm, respectively, and let
f : D × Ω −→ C be measurable. Suppose that
I. f(x, ·) ∈ L1(Ω) for each x ∈ D;
II. f(·, y) ∈ C2(D) for almost every y ∈ Ω; and that
III. for multi-indices α with |α| 6 2, we have
sup
x∈D
∫
Ω
|∂αx f(x, y)| dy <∞.
Then, for each ℓ ∈ {1, 2, . . . , n}, the integrals∫
Ω
(
∂xℓf
)
(x, y) dy and
∫
Ω
∣∣(∂xℓf)(x, y)∣∣ dy
are uniformly continuous functions of x ∈ D.
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Proof. For each k ∈ {1, 2, . . . , n} and small h ∈ R, we may apply the mean
value theorem to estimate∫
Ω
∣∣(∂xℓf)(x1, . . . , xk + h, . . . , xn, y)− (∂xℓf)(x1, . . . , xk, . . . , xn, y)∣∣ dy
= |h|
∫
Ω
∣∣(∂xk∂xℓf)(x1, . . . , ξ(x, y;h), . . . , xn, y)∣∣ dy
6 |h| sup
x∈D
∫
Ω
∣∣(∂xk∂xℓf)(x, y)∣∣ dy.
Here ξ(. . .) has the obvious meaning.
Theorem 13. Let D and Ω be open subsets of Rn and Rm, respectively, and
let f : D × Ω −→ C be measurable. Suppose that
I. f(x, ·) ∈ L1(Ω) for each x ∈ D;
II. f(·, y) ∈ C2(D) for almost every y ∈ Ω; and that
III. for all multi-indices α with |α| 6 2, we have
sup
x∈D
∫
Ω
∣∣(∂αx f)(x, y)∣∣ dy <∞.
Then ∫
Ω
f(·, y) dy ∈ C1(D)
and
∂xℓ
∫
Ω
f(x, y) dy =
∫
Ω
(
∂xℓf
)
(x, y) dy
in D for each ℓ ∈ {1, 2, . . . , n}.
Proof. By the fundamental theorem of analysis, the previous lemma and Fu-
bini’s theorem,
∂xℓ
∫
Ω
f(x, y) dy
= lim
h−→0
1
h
∫
Ω
(
f(x1, . . . , xℓ + h, . . . , xn, y)− f(x1, . . . , xℓ, . . . , xn, y)
)
dy
= lim
h−→0
1
h
∫
Ω
xℓ+h∫
xℓ
(
∂xℓf
)
(x1, . . . , xℓ−1, s, xℓ+1, . . . , xn, y) ds dy
= lim
h−→0
1
h
xℓ+h∫
xℓ
∫
Ω
(
∂xℓf
)
(x1, . . . , xℓ−1, s, xℓ+1, . . . , xn, y) dy ds
=
∫
Ω
(
∂xℓf
)
(x, y) dy.
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4.2 Some Paley–Wiener theorems
The following classical result is e.g. Theorem 19.2 in Rudin’s textbook [35].
Theorem 14. A function f ∈ L2(R) is supported in [0,∞[ if and only if
its Fourier transform f̂ extends to an analytic function in the lower half-plane
{z ∈ C|ℑz < 0} and this continuation satisfies
sup
η∈R−
∥∥f̂(·+ iη)∥∥
L2(R)
<∞.
The following Paley–Wiener theorem is e.g. Theorem XI.13 in [31, p. 18].
Theorem 15. Let γ0 ∈ R+, and let f ∈ L2(Rn). Then eγ〈·〉 f ∈ L2(Rn) for each
γ ∈ ]0, γ0[ if and only if the Fourier transform f̂ ∈ L2(Rn) extends analytically
to the set {ζ ∈ Cn||ℑζ| < γ0} so that, for each η ∈ Rn with |η| < γ0, we have
f̂(·+ iη) ∈ L2(Rn), and that for each γ ∈ ]0, γ0[,
sup
η∈Rn
|η|6γ
∥∥f̂(·+ iη)∥∥
L2(Rn)
<∞.
4.3 Division by the symbol on the Fourier side
For the rest of this section we will simplify our notation by writing p for the
symbol polynomial 4π2
(
z21 + z
2
2 + . . .+ z
2
n
)
. We shall also consider the level-set
manifolds
MRλ = {ξ ∈ Rn | p(ξ) = λ} ,
and
MCλ = {ζ ∈ Cn | p(ζ) = λ} ,
where λ ∈ R+, as usual.
Lemma 16. Let D ⊆ Cn be an open set such that MRλ ⊆ D and MCλ ∩ D is
connected. If f : D −→ C is analytic and vanishes on the real sphere MRλ , then
f also vanishes in the intersection MCλ ∩D and the expression f/(p− λ) gives
rise to an analytic function in D.
The proof is modelled after a portion of the proof of Lemma 2.5 in [29].
Proof. Let ξ ∈ MRλ be arbitrary. At least one coordinate of ξ must be non-
zero, say ξn 6= 0. Thus, we have∇p = 8π2ξ 6= 0 at ξ, and by the inverse function
theorem, the mapping
ϕ = ζ 7−→ 〈ζ′, p(ζ) − λ〉 : W −→ Cn
is a biholomorphic diffeomorphism between an open connected neighbourhood
W of ξ in D and ϕ[W ]. This particular mapping “straightens out” a portion of
the sphere around ξ:
ϕ
[
MCλ ∩W
]
=
{
ζ ∈ ϕ[W ]
∣∣ ζn = 0}.
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The function f◦ϕ−1 : ϕ[W ] −→ C vanishes on ϕ[W ]∩(Rn−1 × {0}). There-
fore it also vanishes on ϕ
[
W
] ∩ (Cn−1 × {0}), which in turn implies that
f
∣∣
W
= f ◦ ϕ−1 ◦ ϕ
vanishes in MCλ ∩W .
Now f vanishes in a neighbourhood of MRλ in M
C
λ ∩ D and must vanish
everywhere onMCλ ∩D as an analytic function on a connected analytic manifold.
The second part of the lemma is proved by a similar reasoning. We pick
again an arbitrary point ξ, but this time from the complex sphere MCλ ∩ D.
Again we will have a biholomorphic diffeomorphism ϕ from some open connected
neighbourhood W of ξ in D into ϕ[W ], given by the same expression as before.
Since f ◦ϕ−1 vanishes on ϕ[W ]∩ (Cn−1 × {0}), the expression (f ◦ ϕ−1)(ζ)/ζn
defines a function analytic in ϕ[W ]. Finally, we conclude that
f
p− λ =
(
ζ 7−→
(
f ◦ ϕ−1) (ζ)
ζn
)
◦ ϕ
is analytic in W , and since ξ was arbitrary, and since fp−λ is definitely analytic
outside of MCλ , we are done.
4.4 Proving Theorems 4 and 5
The following proof works verbatim for both Theorems 4 and 5. The only
difference is in the reasons for the analytic continuations of f̂ . The proof is
modelled after the proof of Lemma 2.5 in [29] and the proof of Theorem 8.3 in
[16].
Taking Fourier transforms of both sides of the Helmholtz equation gives
(p− λ) û = f̂ ,
which holds in Rn. A basic result in scattering theory, Theorem 14.3.6 from
[18], says that f̂
∣∣
MR
λ
≡ 0.
The assumptions on f guarantee that f̂ extends to an analytic function in
D =
{
ζ ∈ Cn
∣∣ |ℑζ| < γ0},
where the constant γ0 ∈ R+ is the same as in the assumptions of the theorem.
For Theorems 4, this follows immediately from Theorem 15. For Theorem 5 we
use Theorem 13 which guarantees that the Fourier transform f̂ can be differen-
tiated under the integral sign and so, from the Cauchy–Riemann equations for
the integrand, we get the Cauchy–Riemann equations for f̂ .
In any case, combining the above facts with Lemma 16 leads to the conclu-
sion that the expression f̂ /(p − λ) gives rise to an analytic function in D. In
particular, û has an analytic extension to D.
Next, let us fix a point ξ′ ∈ Bn−1(0,
√
λ/2π) ⊆ Rn−1. For clarity, we write
q(·) for p(ξ′, ·). Then q − λ is an entire function of one complex variable, and
its only zeroes are simple ones at the points
±µ = ± 1
2π
√
λ− 4π2 |ξ′|2.
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Since f vanishes in Rn−1 × R−, the Fourier transform F ′f(ξ′, ·) vanishes in
R−, so that by Theorem 14 f̂ has an analytic extension in the last variable to
R× i ]−∞, γ0[, and
∞∫
−∞
∣∣f̂(ξ′, ξn − iη)∣∣2 dξn ≪ ∞∫
−∞
∣∣f̂(ξ′, ξn)∣∣2 dξn <∞
for all η ∈ R+. Of course, û(ξ′, ·) has an analytic extension to R× i ]−∞, γ0[ as
well.
Since |q(z)− λ| is bounded from below, when z ∈ C and ℑz < −1, we have
∞∫
−∞
∣∣û(ξ′, ξn − iη)∣∣2 dξn = ∞∫
−∞
∣∣∣∣∣ f̂(ξ′, ξn − iη)q(ξn − iη)− λ
∣∣∣∣∣
2
dξn ≪
∞∫
−∞
∣∣f̂(ξ′, ξn)∣∣2 dξn,
whenever η ∈ [1,∞[. In the same vein, the expression −2µ∫
−∞
+
∞∫
2µ
∣∣û(ξ′, ξn − iη)∣∣2 dξn
is also bounded by a constant independent of η, whenever η ∈ [0, 1[.
Also, since the function f̂(ξ′, ·)/(q−λ) is analytic in a neighbourhood of the
rectangle [−2µ, 2µ]× i [−1, 0] ⊆ C, it is bounded as well, and so
2µ∫
−2µ
∣∣û(ξ′, ξn − iη)∣∣2 dξn
is bounded from above by something constant and independent from η, even for
η ∈ [0, 1[.
Now we are able to conclude from Theorem 14 that
F ′u(ξ′, xn) = F−1n û(ξ
′, xn) = 0
for all ξ′ ∈ Bn−1
(
0,
√
λ
2π
)
and xn ∈ R−. Since F ′u is analytic with respect to
the first n − 1 variables, F ′u(ξ′, xn) = 0 for all ξ′ ∈ Rn−1 and all xn ∈ R−.
Finally, taking F ′−1 gives the desired conclusion that u vanishes in Rn−1×R−.
5 Proof of Theorem 7
Let λ be a non-scattering energy for V . Then{
(−∆+ V − λ) v = 0,
(−∆− λ)w = 0
in Rn for some v, w ∈ B∗2 \ 0 with v − w ∈ B˚∗2 . Now consider u = v − w, which
solves
(−∆− λ)u = −V v.
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By Theorem 4 and the assumptions of Theorem 7, the function u vanishes in
Rn \ Ω. Furthermore, Theorem 9 says that u belongs to the space H20 (Ω; eγ〈·〉)
with γ = γ0/2, which is the closure of test functions u ∈ C∞c (Ω) with respect
to the weighted Sobolev norm∥∥eγ〈·〉u∥∥+ ∥∥eγ〈·〉∇u∥∥+ ∥∥eγ〈·〉∇⊗∇u∥∥,
where ‖·‖ denotes the usual L2-norm.
We shall use H20 (Ω; e
γ〈·〉) as a quadratic form domain. As the ambient
Hilbert space we shall use the space L2(Ω; eγ〈·〉), defined in the obvious way by
the weighted norm
∥∥eγ〈·〉u∥∥.
Let us consider the composition of mappings
H20 (Ω; e
γ〈·〉) −→ H20 (Ω) −→ L2(Ω) −→ L2(Ω; eγ〈·〉),
where the middle mapping is the compact embedding, and the first and the last
mappings are just multiplication and division by eγ〈·〉, respectively. We easily
see that the first and last mappings are bounded, and so H20 (Ω; e
γ〈·〉) embeds
compactly into L2(Ω; eγ〈·〉).
We have now reduced the situation to a single fourth-order equation:
Lemma 17. Under the assumptions of Theorem 7, if λ ∈ R+ is a non-scattering
energy, then there exists a function u ∈ H20 (Ω; eγ〈·〉) \ 0 solving the fourth-order
equation
(−∆+ V − λ) 1
V
(−∆− λ) u = 0 (1)
in Ω in the sense of distributions. Furthermore, this transition respects multi-
plicities.
The discreteness of non-scattering energies will therefore follow from the follow-
ing proposition.
Theorem 18. The set of real numbers λ for which the equation (1) has a non-
trivial H20 (Ω; e
γ〈·〉)-solution is a discrete subset of [0,∞[. For each such λ the
space of solutions is finite dimensional.
The operator on the left-hand side of (1) can be treated nicely via quadratic
forms, and for this purpose we define for each λ ∈ C the quadratic form
Qλ = u 7−→
〈
(−∆+ V − λ)u
∣∣∣∣ 1V (−∆− λ)u
〉
: H20 (Ω; e
γ〈·〉) −→ C,
where the L2-inner product is linear in the second argument. The family
〈Qλ〉λ∈C has the pleasant properties enumerated in the theorem below. These
properties are analogous to a part of Theorem 4 of [46].
Theorem 19. 1. The quadratic forms Qλ form an entire self-adjoint ana-
lytic family of forms of type (a) with compact resolvent, and therefore
gives rise to a family of operators Tλ, which is an entire self-adjoint ana-
lytic family of operators of type (B) with compact resolvent.
2. Furthermore, there exists a sequence 〈µν(·)〉∞ν=1 of real-analytic functions
µν(·) : R −→ R such that, for real λ, the spectrum of Tλ, which consists
of a discrete set of real eigenvalues of finite multiplicity, consists of µ1(λ),
µ2(λ), . . . , including multiplicity.
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3. In addition, for any given T ∈ R+, there exists constant c ∈ R+ such that∣∣µν(λ)− µν(0)∣∣≪T ec|λ| − 1
for all λ ∈ [−T, T ] and each ν ∈ Z+.
4. The pairs 〈λ, u〉 ∈ R × H20 (Ω; eγ〈·〉) for which (1) holds, are in bijective
correspondence with the pairs 〈ν, λ〉 ∈ Z+ × R for which µν(λ) = 0.
Theorem 18 follows easily from these properties of Qλ: It is obvious that
zero is not an eigenvalue of Tλ for any negative real λ, as Qλ(u) > 0 for all
non-zero functions u ∈ DomQλ. Hence none of the functions µν(·) can vanish
identically, so that the set of zeroes of each of them is discrete. Why the union of
the zero sets can not have an accumulation point follows immediately from the
third statement above, which says that the functions µν(·) change their values
uniformly locally exponentially. That is, when the value of λ changes by a finite
amount, only finitely many µν(·) will have enough time to drop to zero, and the
discreteness has been obtained.
The proof of Theorem 19 depends heavily on the basic theory of quadratic
forms and analytic perturbation theory. For an excellent reference on these
topics, we recommend the book by Kato [20], in particular its Chapters VI and
VII.
As the arguments in [46], the proof of Theorem 4 there to be precise, work
verbatim in our case, except for the required weighted inequality, which is given
below, we simply refer the reader to [46]. The following weighted inequality
replaces Lemma 2 of [46].
Lemma 20. Let γ ∈ R+ with γ ≪n 1, and let us be given a compact subset
K ⊆ C. Then we have, for all λ ∈ K and all u ∈ C∞c (Rn), the weighted
inequality∥∥eγ〈·〉 u∥∥+ ∥∥eγ〈·〉∇u∥∥+ ∥∥eγ〈·〉∇⊗∇u∥∥≪n,K ∥∥eγ〈·〉 (−∆− λ) u∥∥+ ∥∥eγ〈·〉 u∥∥.
Proof. The elementary inequalities
〈·〉4 ≪ ∣∣4π2 |·|2 + 1∣∣2 ≪ ∣∣4π2 |·|2 − λ∣∣2 + |λ+ 1|2
imply that ∥∥u∥∥+ ∥∥∇u∥∥+ ∥∥∇⊗∇u∥∥≪n ∥∥(−∆− λ) u∥∥+ 〈λ〉 ∥∥u∥∥.
Now we can introduce the exponential weights into this applying Leibniz’s rule:∥∥eγ〈·〉 u∥∥+ ∥∥eγ〈·〉∇u∥∥+ ∥∥eγ〈·〉∇⊗∇u∥∥
≪n
∥∥eγ〈·〉 u∥∥+ ∥∥∇(eγ〈·〉 u)∥∥+ ∥∥∇⊗∇(eγ〈·〉 u)∥∥
+
∥∥(∇eγ〈·〉)u∥∥+ ∥∥(∇eγ〈·〉)⊗∇u∥∥+ ∥∥(∇⊗∇eγ〈·〉)u∥∥
≪n
∥∥(−∆− λ) (eγ〈·〉 u)∥∥+ 〈λ〉∥∥eγ〈·〉 u∥∥
+ γ
∥∥eγ〈·〉 u∥∥+ γ∥∥eγ〈·〉∇u∥∥+ (γ + γ2) ∥∥eγ〈·〉 u∥∥
≪n
∥∥eγ〈·〉 (−∆− λ) u∥∥+ ∥∥(∇eγ〈·〉) · ∇u∥∥+ ∥∥(∆eγ〈·〉)u∥∥
+
(〈λ〉+ γ + γ2) ∥∥eγ〈·〉 u∥∥+ γ∥∥eγ〈·〉∇u∥∥
≪n
∥∥eγ〈·〉 (−∆− λ) u∥∥+ (〈λ〉 + γ + γ2) ∥∥eγ〈·〉 u∥∥+ γ∥∥eγ〈·〉∇u∥∥.
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Finally, the last term may be absorbed to the original left-hand side provided
that γ ≪n 1.
6 Proof of Theorem 8
We begin with the following analogue of the Paley–Wiener theorem on expo-
nential decay of the Fourier transform for functions defined in Zn. It could be
compared to, say, Theorem IX.13 of [31].
Theorem 21. Let f ∈ ℓ2(Zn) and let γ0 ∈ R+. Then eγ〈·〉f ∈ ℓ2(Zn) for
all γ ∈ ]0, γ0[ if and only if the function fˇ ∈ L2(Tn) extends to an analytic
function in {
z ∈ TnC
∣∣ |ℑz| < γ0/(2π)}.
Proof. First, let γ0 ∈ R and f ∈ ℓ2(Zn) be such that eγ〈·〉f ∈ ℓ2(Zn) for all
γ ∈ ]0, γ0[. Fix some γ ∈ ]0, γ0[. Then certainly eε〈·〉e2πη·ξf(x) ∈ ℓ2(Zn) for any
η ∈ Rn with |η| 6 γ/2π, for small ε ∈ R+, and the series
fˇ(z) =
∑
ξ∈Zn
f(ξ) e(ξ · z)
clearly converges absolutely and uniformly for all z ∈ Tn
C
with |ℑz| 6 γ/2π, and
this limit must be analytic in z since each of the terms is.
Next, assume that f ∈ ℓ2(Zn) and γ0 ∈ R+ are such that fˇ ∈ L2(Rn)
extends to an analytic function in {z ∈ Tn
C
||ℑz| < γ0/2π}. Fix some γ ∈ ]0, γ0[.
Now the restriction of |fˇ | to the compact set {z ∈ Tn
C
||ℑz| 6 γ/2π} must be
uniformly bounded by some constant Cγ ∈ R+ only depending on γ.
Then, for arbitrary y ∈ Rn with |y| = γ/2π, we may estimate, using Cauchy’s
integral theorem, that for any given ξ ∈ Zn,
f(ξ) =
∫
Tn
fˇ(x) e(−x · ξ) dx
=
∫
Tn
fˇ(x− iy) e(−(x− iy) · ξ)) dx
≪ e2πy·ξ
∫
Tn
∣∣fˇ(x− iy)∣∣dx≪ e2πy·ξ Cγ .
Thus, we have
f(ξ)≪γ inf
y∈Rn,
|y|=γ/2π
e2πy·ξ = e−γ|ξ|.
The following is, more or less, a discrete analogue of Theorem 9.
Theorem 22. Let f ∈ ℓ2(Zn) be such that eγ〈·〉f ∈ ℓ2(Zn) for all γ ∈ R+.
Also, let u : Zn −→ C be such that
1
R
∑
|ξ|6R
∣∣u(ξ)∣∣2 −→ 0
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as R −→ ∞. Finally, let λ ∈ ]0, n[, and assume that
(−∆disc − λ) u = f
in Zn. Then also eγ〈·〉u ∈ ℓ2(Zn) for all γ ∈ R+.
This follows easily: By Theorem 21 the Fourier series fˇ extends to an entire
function in Tn
C
. Furthermore, (
h(x) − λ) uˇ = fˇ
for x ∈ Tn, where
h(x) =
n∑
j=1
sin2
xj
2
.
We point out that even though u doesn’t strictly speaking belong to ℓ2, it is cer-
tainly at most polynomially growing, allowing us to consider uˇ as a distribution;
for more on this point of view, see e.g. Chapter 3 in the book [36].
Now the arguments of Section 4 of [19] show that uˇ extends to an entire
function in Tn
C
. Namely, the arguments in Section 4.1 do not involve fˇ at all,
and in Section 4.2, the proof of Lemma 4.3 only depends on the smoothness of
fˇ , and after Lemma 4.4, when the analytic continuation of uˇ is obtained, only
the analytic continuation of fˇ is required. Finally, the conclusion follows from
Theorem 21.
Proof of Theorem 8. We shall prove that u(0) = 0. Given a point ξ0 ∈ C,
the same argument applied to u(·+ ξ0) and f(·+ ξ0) shows that u(ξ0) = 0.
The idea is to apply the definition of ∆disc and the discrete Helmholtz equa-
tion in the form:
u(ξ) = (2n− 4λ) u(ξ+en)−u(ξ+2en)−
n−1∑
j=1
(
u(ξ+en+ej)+u(ξ+en−ej)
)
. (2)
This holds for all ξ ∈ C. Applying this once to u(0) gives 6 2n terms of the
form u(ξ) with ξ ∈ C and 1 6 ξn 6 2, with constant coefficients, each of which
has absolute value 6 2n.
Applying (2) again to all the terms of the previous step gives rise to 6 4n2
terms of the form u(ξ) with ξ ∈ C and 2 6 ξn 6 4, with coefficients of size
6 4n2.
Continuing in this manner, after N ∈ Z+ steps u(0) has been represented as
the sum of 6 (2n)N terms of the form u(ξ) with ξ ∈ C and N 6 ξn 6 2N , with
coefficients of size 6 (2n)N . Thus, by the triangle inequality,
|u(0)| 6 (2n)N (2n)N max
ξ∈C,
N6ξn62N
|u(ξ)| .
Theorem 22 tells us that u(ξ)≪γ e−γ〈ξ〉 for all ξ ∈ Zn and any fixed γ ∈ R+.
In particular,
u(0)≪γ (4n2)N e−γN ,
and choosing γ > log 4n2 and letting N −→∞ gives the desired result.
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