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Abstract: A novel toolbox named FLOreS is presented for intuitive design of fractional order
controllers (FOC) using industry standard loop shaping technique. This will allow control
engineers to use frequency response data (FRD) of the plant to design FOCs by shaping
the open loop to meet the necessary specifications of stability, robustness, tracking, precision
and bandwidth. FLOreS provides a graphical approach using closed-loop sensitivity functions
for overall insight into system performance. The main advantage over existing optimization
toolboxes for FOC is that the engineer can use prior knowledge and expertise of plant during
design of FOC. Different approximation methods for fractional order filters are also included
for greater freedom of final implementation. This combined with the included example plants
enables additionally to be used as an educational tool. FLOreS has been used for design and
implementation of both integer and fractional order controllers on a precision stage to prove
industry readiness.
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1. INTRODUCTION
Fractional order controllers (FOC) are gaining popularity
in controls with active research and implementation in
various applications. FOCs provide additional capability
and flexibility in design and tuning compared to their
integer-order counterparts (IOC). In fact, FOCs form the
superset for IOCs and the former have found success-
ful implementation in (Delavari et al. (2012); HosseinNia
et al. (2013); Tejado et al. (2011); Zamani et al. (2009);
Hamamci (2007); Zhao et al. (2005); Saikumar and Hos-
seinNia (2017); Monje et al. (2010); Caponetto (2010)).
Several works specifically target design, tuning and opti-
mization of FOCs showcasing their growing importance
(Chen et al. (2009); Padula and Visioli (2011); Lee and
Chang (2010)).
Although FOCs are gaining traction in academia, the same
is not seen in the industry where integer order PID is used
in nearly 95% of applications. While some of the factors
contributing to this are simplicity of design, robustness
of PID; the main factor is that PID can be tuned using
loop-shaping and tested tools exist which enable this.
Loop-shaping is an intuitive method for designing and
tuning controllers where the frequency response of plant is
shaped in order to get the required closed loop properties
(Astro¨m and Murray (2010)). With loop-shaping, the
control engineer uses experience in order to design the
controllers with prior knowledge and expertise of the plant.
Tested toolboxes such as ShapeIt (Bruijnen et al. (2006))
further aid the engineer in this process and allow for overall
performance analysis.
Several toolboxes have been developed to aid design
of FOCs. The popular ones include CRONE toolbox
(Oustaloup et al. (2000)), FOMCON (Tepljakov et al.
(2011)), NINTEGER (Vale´rio and da Costa (2004)) and
FOTF (Moroz and Borovets (2017)). However, these tools
focus on designing FOCs from the time domain perspective
which is not popular in the industry. Frequency domain
based loop shaping tools only exist for IOCs. No existing
toolbox combines FOCs with loop shaping which would
enable transition of FOCs from academia to industry. This
paper presents such a loop shaping toolbox — FLOreS.
Different approximation methods necessary for practical
implementation of FOCs have also been included. FLOreS
uses a graphical approach making it also useful as an
educational tool. FLOreS is also used to design an FOC
and IOC for a practical system and results from FLOreS
are compared with practical results to show industry readi-
ness. It must be noted that this paper does not focus on
whether better performance can be achieved with FOCs
compared to IOCs or on design techniques for FOCs.
Instead, the focus is on filling the gap to enable industry
engineers to design FOCs using loop-shaping method.
2. PRELIMINARIES
2.1 Loop-Shaping
Loop-shaping is an industry popular technique where the
control engineer uses a graphical approach to shape the
system open loop in order to meet the required specifi-
cations. These specifications include bandwidth; stability
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and robustness in terms of gain margin, phase margin and
modulus margin; disturbance rejection and noise attenu-
ation. These behaviours are represented graphically using
Bode, Nyquist and Nichols plots.
While design is mainly carried out on open loop, plots of
closed-loop sensitivity functions allow for overall perfor-
mance analysis. The various sensitivity functions are as
given below.
y
r
=
PC
1 + PC
complementary sensitivity function (1)
y
d
=
P
1 + PC
process sensitivity function (2)
u
r
=
C
1 + PC
control sensitivity function (3)
y
n
=
1
1 + PC
sensitivity function (4)
In which the y, r, d and n are output, input, disturbance
and noise respectively and P and C are plant and controller
respectively.
2.2 Fractional order controllers
While the idea of non-integer orders for differentiation
was raised as early as 1695 by Leibniz, this was only
formalized with the works of Liuville and Riemann in
the 19th century. The resulting fractional order calculus
has been used in controls for both modelling of systems
and design of FOCs. Fractional order calculus can be
generalized in time domain as:
Dα =

dα
dtα
α > 0,
1 α = 0,
t∫
a
(dτ)−α α < 0,
(5)
Caponetto (2010)
While the definition and interpretation of fractional order
differentiation in time domain is useful, it is the laplace
transform of fractional integral of a function which is useful
for controller design using loop-shaping and this is given
as
L{Iα0 f(t)} =
1
sα
F (s) (6)
From the loop-shaping perspective, while an integrator has
−20 dB/decade slope in magnitude and −90◦ phase, a
fractional order integrator of order λ has −20λ dB/decade
slope and −90λ◦ phase. This interpretation allows for
effective adoption of fractional order calculus in design
of controllers. As an example, the industry popular PID
controller is given as:
IoPID = Kp
(
1 +
ωi
s
)(
1 + sωd
1 + sωt
)
(other filters) (7)
where ωi is integral action cut-off frequency, ωd and ωt are
frequencies at which derivative action starts and is tamed
respectively. Other filters including notch, anti-notch, low-
pass filters may be used to satisfy other performance
specifications. This representation of PID is used instead
of the parallel representation because all the parameters
of the equation directly relate to the frequency values of
the filters used. From the Laplace transform of fractional
calculus, PID can easily be extended to obtain Fractional
order PID (FoPID) as:
FoPID = Kp
(
1 +
ωi
s
)λ(
1 + sωd
1 + sωt
)α
(other filters) (8)
resulting in non-integer integral and derivative actions.
This provides two additional parameters during design and
hence increases freedom and flexibility in shaping the open
loop. It can be clearly seen that when α and λ are 1, integer
order PID is obtained.
2.3 Approximation methods
The Laplace interpretation of fractional order calculus
allows for simple and easy visualization of fractional or-
der integral and derivative actions. However, these can-
not be directly implemented practically. Approximation
techniques are required where fractional order transfer
functions are approximated by integer order ones. While
several approximation techniques exist, the most popular
ones which are also included in FLOreS are explained
here. The approximated transfer functions are of higher
order and accuracy of approximation is dependent on the
allowed order and this, in turn, depends on available com-
putational capacity. Further, all approximation techniques
work only within a range of frequencies.
Approximation techniques can be divided into continuous
and discrete methods. Since most implementations in in-
dustry and academia today are carried out in discrete do-
main; this allows the engineer to either obtain the approx-
imated transfer function in continuous domain and then
convert it to discrete or directly obtain approximation in
discrete domain. To provide this freedom to the engineer,
both have been included in FLOreS.
Continuous approximation methods:
Crone approximation: In FoPID, while λ provides
greater flexibility in design of integrator, the flexibility
provided by α in design of derivative action is more useful
since this directly relates to robustness and stability of
system. The derivative action is bounded to the frequency
range [ωd, ωt]. Crone approximation is popular among
control engineers since it allows for upper and lower
limits to be defined easily and accurately and hence easy
approximation of derivative action. Due to its popularity
in literature, this is the default approximation technique
of FLOreS. Crone approximation is based on a recursive
distribution of poles and zeros with the approximation
given as:
Iν(s) = C0
N∏
k=1
1 + sω′
k
1 + sωk
(9)
The values of ω′k and ωk determine both the frequency
range of approximation and order λ of integral action.
The complete calculation for obtaining these values can
be found in (Oustaloup et al., 2000).
Carlson approximation: This method presented in Carl-
son and Halijak (1964) is based on Newton’s iterative
method and is very accurate. However, its use in practice
is limited since it only works when the order ν is the
inverse of an integer such as 1/2 or 1/5. Other frac-
tional orders can be approximated by adding multiple
approximations. However, since this method generally
leads to higher order transfer functions depending on
number of iterations used, the summation of multiple ap-
proximations results in very large functions which might
be extremely computationally expensive. If we define the
fractional operator as
F (s) = sν
then it is approximated iteratively as
Fi(s) = Fi−1(s)
(
1
v
− 1
)
F
1/v
i−1(s) +
(
1
v
+ 1
)
s(
1
v
+ 1
)
F
1/v
i−1(s) +
(
1
v
− 1
)
s
(10)
with F0(s) = 1
Matsuda approximation: Matsuda approximation is
based on approximation of an irrational function by a
rational one. Assuming that the logarithmically spaced
points are ωk, k = 0, 1, 2...., approximation takes the
form:
F (s) = a0 +
s− s0
a1+
s− s1
a2+
s− s2
a3+
.... (11)
where ai = vi(si), v0(s) = s and vi+1(s) =
s−si
vi(s)−ai
For sν when |0 < ν < 1| it is moderately accurate with
a limited number of terms and is a good alternative for
Crone approximation.
The bode plots of approximated transfer functions
obtained from the 3 methods are plotted in Fig. 1. In
the case of Crone, since the frequency limits can be set
within the method, this is done so. However, in the other
2 cases, the limits can be imposed by choosing the number
of iterations. However, this is not accurate as shown. This
is true even though Carlson and Matsuda both result
in equally or more computationally expensive transfer
functions. In the design of both IoPID and FoPID using
loop-shaping method, the exact frequency range in which
derivative and integral actions perform is important.
From the results seen, it is clear that this accuracy is
better achieved with Crone. Hence, Crone is the default
approximation method of FLOreS.
Discrete approximation methods Three discrete ap-
proximation methods namely Tustin, Second-order back-
wards finite difference (SOBFD) and Third-order back-
wards finite difference (TOBFD) are included in FLOreS.
The methods are based on the same concept and consist
of 4 steps. (de Oliveira Vale´rio, 2005)
(1) Choosing an equation for conversion from continuous
s domain to discrete z domain
(2) Raising it to the desired fractional power
(3) Expanding the result into a continued fraction
(4) Truncating the series after a reasonable number of
terms
The difference between the methods is in the first step
over choice of s to z conversion.
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Fig. 1. Bode plot of fractional order s1/2 approximated
with the Crone, Carlson and Matsuda method. They
have 2, 6 and 2 poles respectively
Tustin approximation: Tustin approximation is popu-
lar and results in a function which oscillates around the
desired values. The equation is given as:
s ≈ 2
T
1− z−1
1 + z−1
(12)
Applying the next 3 steps gives:
Fˆ (z−1) =
(
2
T
)v
Γ(v + 1)Γ(−v + 1)x
N∑
k=0
z−k k∑
j=0
(−1)j
Γ(v − j + 1)Γ(k − j + 1)Γ(−v + j − k + 1)

(13)
Second/Third order backwards finite difference
approximation: The second order backwards finite dif-
ference and third order backwards finite difference are
common interpolation methods.
Second order function is given as:
s ≈ 3− 4z
−1 + z−2
2T
(14)
Applying the next 3 steps gives:
Fˆ (z−1) =
[Γ(v + 1)]2
(2T )v
x
N∑
k=0
z−k
k∑
j=0
3v−j(−1)k
Γ(j + 1)Γ(v − j + 1)Γ(k − j + 1)Γ(v − k + j + 1)
(15)
While TOBFD is slightly more accurate than SOBFD,
it sometimes also generates transfer functions with com-
plex parts which are not usable. The third order function
is given as:
s ≈ 11− 18z
−1 + 9z−2 − 2z−3
6T
(16)
Applying the next 3 steps gives:
Fˆ (z−1) =
[Γ(v + 1)]3
(3T )v
N∑
k=0
z−k
[
g[
k∑
t=0
t∑
p=0
(−1)p
Γ(p+ 1)Γ(v − p+ 1)Γ(t− p+ 1)
(−7
4
−
√
39
4
j)v−t+p((−7
4
−
√
39
4
j)v−k+t)
Γ(v − t+ p+ 1)Γ(k − t+ 1)Γ(v − k + t+ 1)
] (17)
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Fig. 2. Bode plost of fractional order s1/2 approximated
with the Tustin, SOBDF and TOBDF. They all have
3 poles.
Fig. 3. Screenshot of FLOreS while tuning controllers for
a 4th order system
The approximation obtained from these 3 methods is
shown in Fig. 2.
3. LOOP-SHAPING TOOLBOX — FLORES
FLOreS has been developed to enable loop-shaping for
fractional order controllers for both motion and process
control. The screenshot of the user interface is shown in
Fig. 3.The features of FLOreS are described below.
Plant A SISO system or plant can be imported to the
toolbox as transfer function from workspace. However,
in the industry, plant frequency response data obtained
directly is often used for tuning. Hence, FLOreS is
designed to import frd directly. Since FLOreS has also
been designed to be used as an educational tool, example
plants like mass-spring-damper systems are included and
can be selected. In this scenario, the variable values
can be set and the transfer function is generated and
imported automatically.
Controller The most important feature of FLOreS is in
the availability of fractional order filters for controller
design. While integer order filters like pd, pi, pid, lead lag,
notch are made available, fractional variants of all these
filters can also be used in FLOreS. Additionally, integer
order low pass filters can also be used. As noted earlier,
all fractional variants make use of crone approximation.
Additionally, a pre-filter can also be imported from
workspace.
Apart from the fractional variants of filters made
available, all the 6 approximation methods can also be
used separately to design separate filters.
The order of designed controllers is displayed to provide
an indication of computational requirements especially
since approximation can lead to higher order controllers.
Multiple controllers can be designed within FLOreS
simultaneously allowing for comparison of different per-
formance aspects.
Frequency response The frequency responses can be
seen as either Bode (with wrapping of phase being an
option), Nyquist or Nichols plots.The plots of one of
the following subsystems can be visualized at any time.
They are Plant, Controller, Open Loop, Closed Loop,
Sensitivity, Process Sensitivity and Control Sensitivity.
These plots play a crucial role in loop-shaping since they
allow for an intuitive graphical approach to designing
controllers. Further the frequency domain approach al-
lows for multiple performance aspects like stability, dis-
turbance rejection and noise attenuation to be analysed
within the same tool.
The visible frequency range is made adjustable. In case
the FRD of plant is imported, then this range is set
automatically for the available data.
Performance In the performance panel gain margin,
phase margin, modulus margin and system bandwidth are
displayed. Controller requirements can be defined by the
engineer and corresponding performance values will be
highlighted when the requirements aren’t met.
Time response The time response of closed loop system
to step, sine or sawtooth reference signal is plotted in this
window.
Additionally the response of system to step, sine or
gaussian disturbance signal or a sine or gaussian noise
signal can also be visualized. The time response of system
for either of the references in combination with selected
disturbance and/or noise can also be seen. This feature
is novel to FLOreS and helps the engineer get a feeling
for the system response for real-world conditions.
If a pre-filter is defined, the time response with and
without the pre-filter will be displayed to allow for
comparison and performance assessment.
However, this function is not available when the plant
is loaded using frequency response data.
Additional features The transfer function of the con-
troller can be exported to the MATLAB workspace al-
lowing for easy implementation. Further, the complete
design session on FLOreS can be saved as a ’.lstb’ file
allowing for restarting the session at a different time or
for engineers to work in groups.
4. FLORES - EXAMPLE
FLOreS is tested for designing controllers for a precision
positioning stage called ’Spyder Stage’ shown in Fig. 4.
The stage is actuated using Lorentz coil actuators shown
as 1A, 1B and 1C. 3 masses indicated by number 3 in
figure are connected to the real world using leaf flexures
providing large stiffness in 5 DOFs and relatively low
stiffness in the required DOF. Encoders placed below each
of these masses allow for accurate position measurement.
All the 3 masses are connected to central mass indicated
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Fig. 5. Frequency response data of the precision stage.
by number 2 with one leaf flexure each. The design of stage
allows 3 DOF planar movement of mass 2. Although this
stage allows for 3 DOF planar positioning, only one of the
DOFs is considered and used for the purpose of testing
FLOreS. Actuator 1A is selected for this purpose.
Fig. 4. 3 DOF planar precision positioning stage used for
testing FLOreS
Since modelling this system can be cumbersome, frequency
response of plant is obtained by applying a Chirp signal.
The FRD of system is shown in Fig. 5. The system has
the behaviour of a collocated double mass-spring system.
Although FLOreS is created to enable design of FOCs, an
IOC and an FOC are designed for this system for testing.
The parameters of both controllers are given in Table. 1
and Table. 2 respectively. In the case of FOC, a fractional
order derivative action is employed along with fractional
order filtering in range [1000, 10000 Hz] using a fractional
lead-lag filter. Since the controllers are designed for testing
FLOreS, both FOC and IOC have similar behaviour with
FOC having slightly higher phase margin and higher gain
at low frequencies.
The obtained controllers are implemented on NI Myrio
modules which allow for real-time implementation on
Table 1. Parameters of the integer order con-
troller
Type Parameters
gain Kp: 0.163
pi fi: 10
pd fd: 33.33 ft: 300
low pass fcutoff : 1000 order: 1
Table 2. Parameters of the fractional order
controller
Type Parameters
gain Kp: 0.0023
pi fi: 10
frac. pd fd: 33.33 ft: 300 α: 1.1 N: 3
frac. leadlag fz : 10000 fp: 1000 α: 1.8 N: 3
low pass fcutoff : 10000 order: 1
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Fig. 6. Step response of both the IOC and FOC controlled
system.
FPGA. The step responses obtained for both controllers
are shown in Fig. 6. As noted earlier, since the controllers
have similar behaviour, this is also seen in the step
response. The slightly higher gain of FOC translates to
better settling than IOC. Chirp reference signals are
applied to the system in closed-loop to obtain closed-loop
complementary sensitivity functions. These are compared
against the estimated ones shown in FLOreS in Fig. 7. The
estimated and measured frequency response matches very
well as seen in the figure and shows that FLOreS can be
used to advance FOCs in the industry.
5. CONCLUSION
FLOreS is the first toolbox designed to allow designing
fractional order controllers using the industry standard
loop shaping method. This allows for intuitive graphical
approach to design and assessment of different perfor-
mance aspects. FLOreS is designed to allow frequency
response data of practical plant to be directly used during
design. The main novelty of FLOreS is the availability
of fractional order filters which use crone as the default
approximation method. Apart from this, 5 other approxi-
mation methods can also be used.
Fig. 7. Closed loop bode plot of both the integer order and
fractional order controlled system.
Open loop and closed loop sensitivity functions are dis-
played graphically to assist the control engineer. Addition-
ally, stability margins and bandwidth are also displayed.
In the case where plant is imported as a transfer function,
time domain response of closed-loop plant to references,
noise and disturbances can also be visualized within FLO-
reS.
The toolbox is tested to design both IOC and FOC for
one of the DOFs of a planar precision positioning stage.
The FRD obtained practically is used for this purpose. The
designed controllers are tested on the setup and closed loop
frequency response obtained in practice is compared with
the one estimated by FLOreS. It is seen that the results
match well, showing industry readiness of toolbox.
The toolbox is available for use under fair usage policy on
the department website. Please contact the corresponding
author (****) for more information.
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