Abstract. The paper discusses possible ways for an autonomous robotic agent to learn to survive. Pitfalls linked with this task and possibilities to overcome them are investigated. This is done in respect to an existing real-world set-up and concrete learning approaches as well as on a general level. The connection between the energy-level of a robotic agent and its survivability is examined in some detail.
Introduction
The most important task for an autonomous agent is to stay alive, i.e., to ensure to be able to operate. In regard to robotic agents, this seems to be easy: the most important thing for the designer is to make sure, that the robot has always enough energy. But this naive assumption bears dangerous pitfalls: namely the concrete meanings of \always" and \enough".
One possibility is to make a deep analysis of the robot and its environment. But this limits the robot as well as its environment. There will be no room left for changes and adaption. Another possibility is to use the panacea of AI: learning. Just let the agent learn to survive.
But this leads to a vicious circle: the agent shall learn to survive, but in doing so, he shall not die. So, any informational feedback, which is needed for learning, seems to be impossible. If the agent gets the crucial feedback, it is already too late, because he is already dead. In this paper, we will look for possibilities how this circle can be broken.
The rest of this paper is organized as follows. Section 2 gives an introduction to an existing real-world set-up of an ecosystem with autonomous robotic agents. In section 3, basic behaviors of an agent in the ecosystem and possible ways of implementation of the behaviors are described. Section 4 introduces two concrete approaches for learning of behaviors. In section 5, evolutionary algorithms are discussed on a general level. The concepts of evolution of and in agents are introduced and their consequences are discussed. Section 6 lists problems and solutions linked to the quest of a measure for survivability. Section 7 concludes.
The Setup of the Ecosystem
Our interests are in doing experiments in an existing real-world setup at the VUB AI-lab ( gure 1). The setup models an ecosystem designed by Luc Steels and David McFarland. It consists of autonomous robotic agents, competitors and a charging station. The robots are LEGO vehicles ( gure 2) with two motors, bumpers, photosensors, and battery sensors. The robots are completely autonomous. The control is done via a carried-on microcontroller-board and the robots are capable of recharging themselves in the charging station.
The competitors | of the agents within the ecosystem | are lamps connected to the same global energy-source as the charging station. Therefore, they steal valuable resources of the agents. But the agents can defend. If an agent pushes against a box housing a lamp, the light of the lamp will fade. As a consequence, there will be more energy available for the agents. But only for a restricted time as the dimming of the lamp slowly decreases.
The environment can easily be extended to be more complex. For example (Dautenhahn, 1994) proposes the use of di erent types of robots and of a hilly surface landscape to investigate the establishment of social relations between agents. 
Basic Behaviors in the Ecosystem
Following behaviors are of basic importance to an agent living in the above described environment:
Recharge : To avoid \death", i.e., not to run out of energy, the agent has to recharge from time to time his batteries. This includes that the agent has to move towards the charging station, to stay there for a while, and to leave it again to avoid | disastrous | overcharging.
Obstacle Avoidance : To prevent physical damage, the robot has to \realize" obstacles and to turn away from them.
Fight Competitors : To get more energy | the environmental settings can be such that the robot dies without dimming the lamps |, the robot has to push against the boxes with the lamps.
There are several possibilities to implement these behaviors. A symbolic AI approach would implement all three behaviors in a hierarchical framework using components to solve tasks and subtasks. In contrast to this, the "arti cial life route to articial intelligence" (Steels and Brooks, 1993) | also denoted as the animat approach (Wilson, 1991) or behavior-oriented AI (Steels, 1990 ) | tries to exploit the physics of the agent and of his environment and the dynamics of their interactions.
For example Luc Steels has developed a behaviorbased control-mechanism for agents in the above described environment. A \rough" touch-based obstacle avoidance is directly implemented in the robot as elementary behavior: if a bumper is touched, speed in the opposite direction is increased and the robot rotates away from the location of the touch. But \feeding" and \ ghting" are not implemented as explicit procedures. They emerge from interactions of the elementary behaviors, which are working altogether all the time.
The e.g. \ ghting" as pushing against boxes is caused by two elementary behaviors: touch-based obstacle avoidance and attraction to modulated light. The attraction to light leads the robot to drive towards a box housing a lamp, he will bump into it, retract due to obstacle avoidance, being attracted again, and so on until the light is dimmed and the attraction is therefore gone.
An important feature of this approach is that it is very robust against changes in the environment. The programming of the agent is independent of number of robots in the environment, the positions of the lamps and the charging station, the total energy available and so on.
Finding new Behaviors
Though the behavioral approach helps the agents to cope with a changing environment, the adaption has its limits. Furthermore, it is necessary to design and choose the primary set of elementary behaviors very carefully. So the basic question is: how can a basic set of behaviors or new | more complex | behaviors be acquired without \reengineering", i.e., without interference of the designer of the experiment?
The most general answer is: agents have to build up behaviors, to try them and to stick to the good ones, i.e., there has to be a search. But this generates the next important questions How should behaviors be represented? How should behaviors be tried out, i.e., what search-strategy should be used? How should \goodness" of a behavior be judged? One possible mechanism for representation is proposed in (Steels, 1996a) . The programming of agents is based on quantities, a set of bounded variables. The speed of forward movement is e.g. a quantity. Quantities are controlled in timesteps by processes running in parallel. A process is a rule with a proposition p and a numerical expression v, stating that the quantity is increased | in one timestep | by v if p is true.
The control processes can be viewed as dynamically coupled maps. A dynamically coupled map < C; F; U > is an extension of the coupled map formalism in complex systems theory (Kaneko, 1992) . C = fx 1 ; :::; x n g is a set of quantities, F is a set of functions | de ning processes | and U is a mapping of pairs of quantities to functions depending on the time: U : C C T ! F. Updating of a quantity, i.e., computing its next value within a timestep, is done via following formula:
with u 2 U and x k (t) is the value of quantity x k at timestep t. In (Steels, 1996a ) the set of couplings F is restricted to combinations of following dependencies on the way a source quantity x j develops couple if the value of x j increases couple if the value of x j decreases with following ways to change a target quantity x i the similarity-coupling between x i and x j : x i tries to approach the value of x j (with a certain rate r) the reverse-coupling between x i and x j : x i tries to approach the opposite 1 value of x j (with a certain rate r)
So, a coupling | in this context | is de ned by the target quantity, the kind of coupling (similarity or reverse), the rate, the dependency (on increase or decrease) and the source quantity. This is called a bene in analogy to genes. A set of benes is called a strand.
The concept of benes and strands has been used to evolve control for agents in | a simulated version of | the above described environment (Steels, 1996b) . The search strategy that is used is the most simple one: starting with the strand of the empty bene set, new benes are enumerated and kept if they lead to better performance. Though this strategy is very simple, it leads to the discovery of the use of several sensors and functions. Even | proper | ghting of competitors is learned. But there are some weaknesses:
The experiment is done in a simulation.
The set of couplings is very restricted 2 to enforce a small search space.
The measure of performance is too simple.
The third point is the most critical one. Performance of a \control-strategy" is measured by trying it in a time period T of xed length. In T the robot's maximum and minimum energy-levels | max and min | are recorded and the center of mass c = min + (max ? min)=2 is computed.
If c moves up, the strategy is considered to be an improvement. The main problem is a good choice for the duration of T. If a bad strategy is tried too long, the agent dies. If a good strategy is only tried for a short amount of time, it might not have the right opportunity to \show o ". Another possible way to control a robotic agent is described in (Birk, 1996) . Simple elementary rules 3 for behavior-control are managed in a directed graph. An edge between two rules stands for a possible consecutive activation of the rules. A pointer in the graph models the current | not only geographic | position of the agent in its world. This helps to determine a | small | subset of the total knowledge as important for a given situation. This restricts the amount of knowledge that has to be processed. Furthermore, it allows planning to achieve given goals.
The collection and management of rules is guided by two simple universal, i.e., independent of the given agent/environment, heuristics: reliability and applicability. Rules state dependencies between sensors and e ectors. If the execution of a rule does not ful ll the expectations, the execution is considered to be not successful. Reliability of a rule is the ratio of its successful executions to all of its executions. Applicability of a rule is the ratio of executions per lifetime 4 .
The big disadvantage of the approach is that the problem of judging \goodness" is hidden in the need to supply the agent with goals. If no goals are handed to the agent, he will (try to) learn and use any possible behaviors including very harmful ones.
Although at rst glance both approaches have few in common, we believe there is a big common ground between them. This common ground, denoted as \learning as evolution in agents" is discussed in the next section. It is followed by a section where the main problem of both approaches is discussed: how can \goodness" of behaviors in respect to survivability be measured?
Evolution of Agents versus Evolution in Agents
Evolutionary Algorithm is the most general term for all forms of heuristic search techniques, that imitate or are at least inspired by the principle of evolution in nature. This means, they work with a set | the so-called population | of competing potential solutions of a given problem. Populations are generated one after another in so-called generations using rules of selection and transformation. In doing so, the rules of selection and transformation focus on good | in respect to a so-called tness-function | members of the current population. This means, better members are more likely to be chosen to be used by the operators leading to an improvement in the \goodness" of the population. Most people link evolution with genetics, leading to following beliefs:
1. Evolution is bounded to few xed operators, namely mutation (changing a member of the current population in a random way) and crossover (exchanging subparts between two members).
2. Evolution is bounded to work on large populations of animals on long time-scales. Though both views have their justi cation for the biological view on evolution, we belief that they are hindering the potential of Evolutionary Algorithms in Computer Science and especially in Arti cial Intelligence.
The four common classes of Evolutionary Algorithms | Genetic Algorithms (Goldberg, 1989; Holland, 1975) , Evolutionary Programming (Fogel et al., 1966) , Evolutionary Strategies (Schwefel, 1977; Rechenberg, 1973) and Genetic Programming (Koza, 1994; Koza, 1992 ) | seem to be strongly inuenced by the rst belief stating that evolution is bounded to few xed operators. Though the basic intension is nice | to have a universal tool | it seems not to be practical. This is indicated for example by the many di erent versions of crossover used in di erent applications. Though we believe that this subject is of general interest, we do not want to discuss it in detail here.
For the purpose of this paper, we are more interested in a discussion of the second belief, that evolution is bounded to work on populations of animals on long time-scales. We want to refer to this statement as \evolution of agents". In contrast to this, we view \evolution in agents" as an evolutionary search process that leads to an increasingly better control-mechanism of a single agent. We state that learning is an \evolution in agents".
The \evolution in agents" has big advantages in respect to realworld experiments with robotic agents. First of all, the number of robots is usually very limited due to nancial reasons. There are two possible solutions to implement an \evolu-tion of agents" with a large population of controlmechanisms and only few robots:
1. The control-mechanisms of one generation are evaluated one after another by running on a robot for a restricted amount of time.
2. Some control-mechanisms run on real robots, the rest controls simulated ones. From time to time, real robots and simulations are switched. Both \solutions" have great disadvantages. The main problem of the rst one is that the serialization of evaluation prevents real competition. Only few control-mechanisms are working in parallel ghting against each other for resources. Furthermore, the runtime for evaluation of one generation will be very high.
The second solution is a kind of hidden simulation, as most of the mechanisms will be working with the software environment. Furthermore, it is very hard to switch between the real and the simulated robot. A simulation would have to be very elaborate to su ciently map the state of the real robot.
Finally, both possibilities bear the problem that a control-strategy runs for a restricted amount of time on a real robot. This time-window would have to be very carefully chosen to get a meaningful evaluation. As we will see in the next section, judging a control-strategy should be based on its longterm performance.
By evolving the control-strategy in the agent, these disadvantages can be avoided. But this approach demands for a measure for survivability in the (single) agent.
6 How to measure Survivability At a rst glance, it seems to be very easy to measure survivability for an agent in the ecosystem described in section 2: just look at his energy-level. But this bears several problems; on the technical as well as on an abstract level. First of all, some technical details. The robots are powered by rechargeable batteries and the robots are able to measure the momentary voltage and current in their internal life. So, the energy-level can be computed as "starting level" minus "integrated voltage times current". If the energy-level gets under a certain threshold, the robot is not operational anymore; it is dead. But there are some technical problems. The "starting level" is only roughly known as the charging capability of the batteries is in uenced by many parameters: the age of the batteries, temperature, charging procedure and many others. Changes of 20% from one run to the next one are common.
Of course, the robot | or its programmer | can stick to a \better safe than sorry"-strategy using a minimal "starting level" as basis for computation of the energy-level. But this restricts the possibilities of the robot to a certain range. A robot with a \no risk, no fun"-strategy can exploit more of the environment. He can e.g. reach far away regions with additional resources, a second charging station for example.
Here, a kind of Meta-evolution is possible. The measure, which guides the evolution of the controlmechanism in the agent, can itself be a matter of evolution of agents. Though this idea is very interesting and will be followed in the future, an investigation of \hard-wired" measures of survivability has to be done rst.
Apart from the problems to calculate its proper value, the energy-level alone is not a very good measure of survivability. In addition, a "expected consumption for future survival" should be taken into account. Lets demonstrate this with following two situations:
1. The robot has a high energy-level, but he is so far away from the charging station that he can not reach it without dying on the way. 2. The robot has a low energy-level, but he is so close to the charging station that it is no problem to get energy whenever necessary. In general, this problem can be formulated as follows:
To survive the agent needs a supply of resources (here: energy), which have to be higher than a xed threshold. The availability of resources is not even distributed in the agent/environment state-space (here: it is \binary" bounded in physical space | the charging station is only at one location | and time | only one agent can enter the charging station at a time |). To get to a point in the agent/environment state-space where a resource or a combination of resources is available (here: the empty charging station), the agent has to consume from his supplies (here: powering the driving-motors with the batteries). It follows, that from an | even precise | knowledge of the current amount of supplies (here: energy-level) and the critical thresholds, a more than momentary conclusion about survivability can not be made 5 .
Two general possibilities exist to cope with the problem:
1. Trying to estimate the consumption needed for future survival
Smoothing the availability of resources
In regard to our ecosystem, future survival is strongly dependent on the energy-level and the agents distance to the charging-station. So, a solution within the scope of the rst possibility is to take the distance to the charging-station into account. At the moment, there is no possibility for the robots to measure it in our set-up. They nd the charging-station by photo-taxis, using only information about the proper direction.
A distance-measure based on light-intensity seems not to be feasible. An alternative is to count the rotations of the driving wheels. But this is a very rough estimate, because mounting and size of the wheels is not very precise.
In addition, distance to the charging-station tells just a little bit about future accessibility of energy. For example all energy in the ecosystem can be \eaten up" by the competitor-lamps just the moment a \starving" agent arrives at the \empty" charging-station.
A more interesting solution is o ered by the second general possibility: to \smooth" the availability of resources. The easiest way to get rid of the \binary character" of the current situation is to put more charging stations in the environment. But this is not very challenging. Instead, agents can supply each other with resources via cooperation and/or trading.
A direct exchange of energy between agents is not | or at least hardly | feasible. But agents can exchange information making the energy easier accessible. For example, a \hunting cry" of a feeding agent a 1 can indicate, that the energy-ow from the charging station is low, causing another agent a 2 to kill competitors. This would be bene cial for both. Agent a 1 gets immediately more energy and a 2 does not waste energy on a travel to the \empty" charging station. Or, a \cry for help" can cause an agent to push a starving agent to the charging station.
Again, usage of a Meta-evolution is possible; an evolution of agents which leads to social interactions for a more even distribution of resources on the (single-)agent/environment state space.
Conclusion
We discussed the problem of \How can an autonomous robotic agent learn to survive?" In doing so, we used an ecosystem with agents and competitors, where this question has a concrete meaning. Furthermore, we described two approaches for learning behaviors and their common ground: the attempt to evolve a \good" control-mechanism within an agent while preventing him from death. This leads to the vicious circle that the crucial feedback information | death | should be avoided (as much as possible). Possible solutions are proposed and investigated. This is done on basis of a general framework leading to theoretical conclusions as well as on concrete features of the agents and the environment. Especially, the connection between energy-level and survivability is examined.
So, the proposed solutions are motivated by theoretical considerations and some previous experiences with robotic agents. They are not (yet) based on appropriate experiments. The purpose of this paper is to motivate and to show some guidelines for such experiments, which will be done soon.
