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Abstract
We study the rate of convergence of some recursive procedures based on some “exact” or “approximate”
Euler schemes which converge to the invariant measure of an ergodic SDE driven by a Le´vy process. The
main interest of this work is to compare the rates induced by “exact” and “approximate” Euler schemes. In
our main result, we show that replacing the small jumps by a Brownian component in the approximate case
preserves the rate induced by the exact Euler scheme for a large class of Le´vy processes.
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1. Introduction
In a recent paper (see [15]), we investigated a family of several weighted empirical measures
based on some Euler schemes with decreasing step in order to approximate recursively the
invariant distribution ν of an ergodic jump diffusion process X = (X t )t≥0 solution to a SDE
driven by a Le´vy process. More precisely, let (X¯k)k≥1 be such an Euler scheme with sequence
of decreasing steps (γk)k≥1 and let (ηk)k≥1 be a sequence of nonnegative weights. We showed
under some Lyapunov-type mean-reverting assumptions on the coefficients of the SDE and some
∗ Corresponding address: Universite´ Pierre et Marie Curie, LPMA, bureau 4D1, 175, rue du Chevaleret, F-75013 Paris,
France. Tel.: +33 1 44 27 85 10; fax: +33 1 44 27 72 23.
E-mail address: panloup@ccr.jussieu.fr.
0304-4149/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2007.09.007
1352 F. Panloup / Stochastic Processes and their Applications 118 (2008) 1351–1384
light conditions on the steps and on the weights that,
ν¯n(ω, f ) = 1
η1 + · · · + ηn
n∑
k=1
ηk f (X¯k−1(ω))
n→+∞−−−−→ ν( f ) a.s., (1)
for a large class of functions f including bounded continuous functions (see Proposition 1 below,
or [15] for more general results, e.g., when ν is not unique). We obtained this result for two
types of Euler schemes: the “exact” Euler scheme that is built using the true increment of the
Le´vy process and some “approximate” Euler schemes in which the Le´vy process increments are
replaced by an approximation which can be simulated.
The aim of this paper is to study the rate of a.s. weak convergence of (ν¯n) toward ν for these
schemes and to devise some variants of our schemes which speed up this rate. This problem has
been first studied, for strongly mean-reverting Brownian diffusions, by Lamberton and Page´s [8]
when ηn = γn , and by Lemaire [11] for more general weight sequences (see also [9,10]). In
particular, Lemaire established in [11] that considering some more general weights does not
improve the rate obtained with ηn = γn (although some choices may improve the “sharp” rate).
Following this remark and in order to limit the technical difficulties, we will focus on the case
ηn = γn . However, we will assume that (X t ) solution to the Le´vy driven SDE (see (2)) is a
weakly mean-reverting stochastic process, i.e. that (X t ) satisfies a weaker Lyapunov assumption
than in the previously cited papers.
As a first result, we show that the rate induced by the Exact Euler scheme (Scheme (E)) is
the same as that obtained for Brownian diffusions, provided the Le´vy process has moments up to
order 4. In particular, the best rate is of order n
1
3 (see Theorems 1 and 3). However, in practice,
this “exact” scheme needs the increments of the jump component of the Le´vy process to be
simulated in an exact way. This is not possible in general except in some particular cases (stable
processes, compound Poisson process, Gamma processes, . . . ). That is why we need to consider
some approximate Euler schemes built with some approximations of the jump component,
especially when the Le´vy process jumps infinitely often on any compact time interval.
The canonical way to approximate the jump component is to truncate its small jumps (Scheme
(P)). This amounts to replacing this jump component by a compensated compound Poisson
process (CCPP). For this type of approximation, the smaller the truncation threshold is, the
closer the law of the corresponding CCPP is to that of the true jump component, but conversely,
the higher the intensity of its jumps is. So, there is a conflict between the approximation of the
jump component increments and the complexity of its simulation procedure (when there are too
many jumps). The choice of the truncation threshold is the result of a compromise between these
constraints. It is time varying depending on the sequence (γn) and on the Le´vy measure. When
the jump component has integrable variation, we show that it is possible to find a compromise
which preserves the best rate of the exact Euler scheme. We mean that it is possible to construct
a step sequence (γn) and a sequence of truncation thresholds such that on the one hand, the best
rate induced by this type of approximation is of order n
1
3 (see Proposition 2) and on the other
hand the mean number of jumps at each time step remains uniformly bounded. This implies that
the algorithm has a linear mean-complexity. Otherwise, this constraint of simulation slows down
the best achievable rate. In particular, when the local behavior of the jump component is very
irregular, Scheme (P) provides some very slow rates of convergence.
We propose to overcome this problem by adapting a work by Asmussen and Rosinski [1] in
which it is shown that when the truncation threshold tends to 0, the small jump component of
a one-dimensional Le´vy process has asymptotically a Brownian behavior. It can be extended
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to d-dimensional Le´vy processes (see Cohen and Rosinski [4]). We then construct another
Euler scheme (see Scheme (W)) by a wienerization of the small jumps. For this scheme, the
compromise between the simulation and the approximation of the jump component is less
constraining. Actually, we show that if the jump component has 3/2-integrable variation, it is
possible to preserve the rate of n
1
3 and to respect the constraint of simulation. Furthermore, if pi
is symmetric in a neighborhood of 0, the preceding assertion is valid without any conditions on
the small jumps (see Theorem 2 and Proposition 2).
Before outlining the structure of the paper, we list some notations:
• The setMd,l of matrices with d rows and l columns and real-valued entries will be endowed
with the norm ‖M‖ := sup{|x |≤1} |Mx |/|x |.
• For x ∈ Rd and k ∈ N, x⊗k denotes the element of (Rd)k defined by x⊗ki1,...,ik = xi1xi2 . . . xik
for every i1, . . . ik ∈ {1, . . . , d}.
• For every Ck-function f : Rd 7→ R and x, y ∈ Rd , we adopt the following notation:
Dk f (x)y⊗k =
∑
i1,...,ik∈{1,...,d}
∂k f
∂xi1 . . . ∂xik
(x)yi1 . . . yik .
If Dk f is bounded, we set
‖Dk f ‖∞ = sup
i1,...,ik∈{1,...,d}
sup
x∈Rd
∣∣∣∣ ∂k f∂xi1 . . . ∂xik (x)
∣∣∣∣ .
• We say that V : Rd 7→ R∗+ is an EQ-function (for Essentially Quadratic function) if V is
a C2-function such that lim V (x) = +∞ when |x | → +∞, |∇V | ≤ C√V and D2V is
bounded.
• We set Γn =∑nk=1 γk , and for s > 0, Γ (s)n =∑nk=1 γ (s)k .
In Section 2, we introduce the framework and the algorithm, and we recall a result of
convergence of the sequence of empirical measures established in [15]. In Section 3, we state our
main results about the rate of convergence induced by the exact and approximate Euler schemes
when the Le´vy process has moments higher than 4. Section 4 (resp. 5) are devoted to the proof of
these results in the exact case (resp. approximate case). In Section 6, we state a partial extension
of the main results when the Le´vy process has less moments. Finally, in Section 7, we propose
some numerical illustrations of our theoretical results.
2. Setting and background on convergence results
For a Le´vy measure pi on Rl , we denote by (Hp) the following moment assumption
(Hp) :
∫
|y|>1
|y|2ppi(dy) < +∞ with p ≥ 1.
We recall that a Le´vy process with Le´vy measure pi is 2p-integrable (see e.g. [2], Theorem 6.1).
In [15], we studied the convergence to the invariant measure for every p > 0. Here, we only
consider the p ≥ 1 case because our main problem is to observe the impact of the approximation
of the jump component which only depends on the small jumps.
Throughout this paper, we denote by (X t )t≥0 a solution to the following SDE
dX t = b(X t−)dt + σ(X t−)dWt + κ(X t−)dZ t (2)
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where b : Rd 7→ Rd , σ : Rd 7→ Md,l and κ : Rd 7→ Md,l are continuous with sublinear
growth, (Wt )t≥0 is a l-dimensional Brownian motion and (Z t )t≥0 is a locally square-integrable
purely discontinuous Rl -valued Le´vy process independent of (Wt )t≥0 with Le´vy measure pi and
characteristic function given for every t ≥ 0 by
E{ei〈u,Zt 〉} = exp
[
t
(∫
ei〈u,y〉 − 1− i〈u, y〉pi(dy)
)]
.
We recall that (Z t )t≥0 is a CCPP if and only if pi is a finite measure and that, otherwise, it can
be constructed as a limit of CCPP: let (un)n≥1 be a sequence of positive numbers converging to
0. Let Dn = {|y| > un} and let ((Z t,n)t≥0)n≥1 denote the sequence of processes defined by
Z t,n :=
∑
0<s≤t
1Zs1{∆Zs∈Dn} − t
∫
Dn
ypi(dy) ∀t ≥ 0. (3)
For every n ≥ 1, (Z t,n)t≥0 is a CCPP with intensity λn = pi(Dn) and jump size distribution
µn(dx) = 1Dn pi(dx)pi(Dn) . Furthermore, Z .,n
n→+∞−−−−→ Z in L2 locally uniformly, i.e.
E
{
sup
0≤t≤T
|Z t − Z t,n|2
}
n→+∞−−−−→ 0 ∀T > 0.
Discretization of the SDE. We introduce three Euler schemes. Scheme (E) is constructed with
the exact increments of the jump component and is called the exact Euler scheme. Schemes (P)
and (W) are approximate Euler schemes. In Scheme (P), we truncate the small jumps and in
Scheme (W), we refine the approximation by a wienerization of the small jumps.
Let (γn)n≥1 be a decreasing sequence of positive numbers such that lim γn = 0 and such that
Γn → +∞. Let (Un)n≥1 be a sequence of i.i.d. square integrable centered Rl -valued random
variables such that ΣU1 = Il (where ΣU1 stands for the covariance matrix of U1). Finally,
let (Z¯n)n≥1, (Z¯
P
n )n≥1 and (Z¯
W
n )n≥1 be sequences of independent Rl -valued random variables,
independent of (Un)n≥1 satisfying
Z¯n
L= Zγn , Z¯
P
n
L= Zγn ,n and Z¯
W
n
L= Z¯ Pn +
√
γnQnΛn ∀n ≥ 1,
where (Λn)n≥1 is a sequence of i.i.d. random variables, independent of (Z¯
P
n )n≥1, (Un)n≥1, such
that EΛ1 = 0, ΣΛ1 = Id and E{Λ⊗31 } = 0, and (Qn) is a sequence of l × l matrices such that
(QnQ
∗
n)i, j =
∫
|y|≤un
yi y jpi(dy).
We then denote by (X¯n), (X¯
P
n ) and (X¯
W
n ), the Euler schemes recursively defined by X¯0 = X¯ P0 =
X¯
W
0 = x ∈ Rd and
X¯n+1 = X¯n + γn+1b(X¯n)+
√
γn+1σ(X¯n)Un+1 + κ(X¯n)Z¯n+1 (E)
X¯
P
n+1 = X¯
P
n + γn+1b(X¯
P
n )+
√
γn+1σ(X¯
P
n )Un+1 + κ(X¯
P
n )Z¯
P
n+1 (P)
X¯
W
n+1 = X¯
W
n + γn+1b(X¯
W
n )+
√
γn+1σ(X¯
W
n )Un+1 + κ(X¯
W
n )Z¯
W
n+1. (W)
We denote by (Fn), (F Pn ) and (F
W
n ) the natural filtrations induced by (X¯n), (X¯
P
n ) and (X¯
W
n )
respectively.
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Remark 1. Note that Z¯
P
n can be simulated if both the intensity and the jump distribution of
(Z t,n)t≥0 can be computed. Its simulation time depends on the number of jumps of (Z t,n)t on
[0, γn]. Its mean is pi(Dn)γn . In order to ensure the linear mean-complexity of the algorithm, we
ask in practice these means to be bounded, i.e.
sup
n≥1
pi(Dn)γn < +∞. (4)
In scheme (W), Qn can be computed by the Choleski method as an upper triangular matrix if
QnQ∗n is definite. Otherwise, we can compute the principal square root of QnQ∗n .
Remark 2. In a constant step setting, such approximate Euler schemes have already been used in
a series of papers dealing with some finite-time approximation problems for Le´vy driven SDE’s.
In [21], Rubenthaler studies the problem of the functional approximation of {(X t ), 0 ≤ t ≤ T }
(T > 0) using an Euler scheme that corresponds to Scheme (P) (see also [5] for the same problem
with an exact Euler scheme and [22] in a more specific setting). In [6], the authors make use of a
general approximate Euler scheme (including constant step versions of Schemes (P) and (W)) for
the computation of E{ f (XT )} where f : Rd 7→ R is a sufficiently regular function (see also [20]
for the same problem with an exact Euler scheme).
The associated sequences of empirical measures are defined by
ν¯n =
1
Hn
n∑
k=1
ηkδX¯k−1 ν¯
P
n =
1
Hn
n∑
k=1
ηkδX¯
P
k−1
and ν¯
W
n =
1
Hn
n∑
k=1
ηkδX¯
W
k−1
(5)
where (ηk) is a sequence of positive numbers such that Hn =∑nk=1 ηk n→+∞−−−−→ +∞.
As already mentioned, the rate of convergence will be only studied in the case ηk = γk .
However, in the proof, we will intensively make use of convergence results for more general
weighted empirical measures. That is why Proposition 1 is recalled in quite a general setting.
Let us pass now to the Lyapunov mean-reverting assumption. Let a ∈ (0, 1] be a parameter
relative to the mean-reversion intensity. Let r ≥ 0 be a parameter relative to the growth of the
noise coefficients σ and κ . In the sequel, we assume that there exists an EQ-function V such
that
Assumption (Sa,r) : |b|2 ≤ CV a Tr(σσ ∗)+ ‖κ‖2 ≤ CV r with r < a.
Assumption (Ra) : 〈∇V, b〉 ≤ β¯ − α¯V a with α¯ > 0 and β¯ ∈ R.
The first deals with the growth control of the coefficients and the second is called the
mean-reverting assumption. These two assumptions imply assumptions (Sa,p,q) and (Ra,p,q)
introduced in [15]. Hence, we derive the following result from [15]:
Proposition 1. Let a ∈ (0, 1], p ≥ 1 and r ∈ [0, a). Assume (Hp), (Ra) and (Sa,r). Assume
E{|U1|2p} + E{|Λ1|2p} < +∞ and (ηn/γn) nonincreasing.
(a) i. Then,
sup
n≥1
ν¯n(V
p
2+a−1) < +∞ a.s. (6)
Hence, the sequence (ν¯n)n≥1 is a.s. tight as soon as p/2+ a − 1 > 0.
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ii. Moreover, if κ(x)
|x |→+∞= o(|x |) and Tr(σσ ∗) + ‖κ‖2 ≤ CV p2+a−1, then every
weak limit of (ν¯n) is an invariant probability for the SDE (2). In particular, if (X t )t≥0
admits a unique invariant probability ν, then for every continuous function f such that
f = o(V p2+a−1), limn→∞ ν¯n( f ) = ν( f ).
iii. Furthermore, E{V p(X¯n)} = O(Γn) and if a = 1, supn≥1 E{V p(X¯n)} < +∞.
(b) The same result holds for (ν¯
P
n )n≥1 and (ν¯
W
n )n≥1.
Remark 3. For schemes (E) and (P), the above proposition is a direct consequence of Theorem
2 and Proposition 2 of [15]. We did not study scheme (W) in [15] but it is straightforward to
show that the proposition holds true with a similar proof as that used for scheme (P). Note that
when a = 1, n 7→ E{V p(X¯n)} is bounded whereas when a < 1, i.e. when the intensity of the
mean-reverting is weak, one only has a control of its growth. This induces some technicalities
but has no significant influence on the main results.
3. Main results
In this section, we suppose that E|Z t |2p < +∞ with p > 2 (see Section 6 for an extension to
p ∈ [1, 2)). Let A denote the infinitesimal generator of (X t ). A is given for every C2-function f
with bounded second derivatives1 by,
A f (x) = 〈∇ f, b〉(x)+ 1
2
Tr(σ ∗D2 f σ)(x)
+
∫ (
f (x + κ(x)y)− f (x)− 〈∇ f (x), κ(x)y〉1{|y|≤1}
)
pi(dy).
We evaluate the rate of convergence on some test functions g such that g = A f + C where C is
a nonnegative real number and f satisfies the following assumption:
(Cpf ) : (i) f ∈ C4(Rd) and f (x) = O(V (x)) as |x | → +∞.
(ii) For k = 2, 3, 4, Dk f is a bounded and Lipschitz function.
(iii) |∇ f (x)|2 = O(V 2 (x)) as |x | → +∞ with  ∈ [0, p/2+ a − 1− r).
Since ν is invariant for the SDE (2), we know that ν(A f ) = 0 (see e.g. [14]) and then,
ν(g) = ν(A f + C) = C . It follows that it suffices to evaluate the rate when C = 0.
Remark 4. For a jump diffusion like (2), we are not able to characterize simply the set of
functions g which can be represented as g = A f + C with f satisfying (Cpf ). However, in the
case of Brownian diffusions processes, some important works have been done in that direction.
Actually, in [17–19], Pardoux and Veretennikov show that in a Sobolev framework, existence and
uniqueness hold for the Poisson equation g − ν(g) = A f where A is the infinitesimal generator
of a positive recurrent diffusion. Moreover, in [8], Lamberton and Page´s show that when the
diffusion is an Ornstein–Uhlenbeck process, the above equation can be solved in C2(Rd).
For this class of functions, the global structure of the rates of convergence is elucidated.
For Scheme (E), our main result is Theorem 1. We show that for every sequence (γn), there
exists a sequence (ρn) such that (ρn ν¯
E
n (A f )) converges weakly: a fast-decreasing sequence (γn)
1 Note that for such function, A f is well-defined since E|Zt |2 < +∞.
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(in a sense being precised in Theorem 1(a)) leads to a CLT and a slowly-decreasing sequence
(γn) leads to a convergence in probability to a deterministic constant (see Theorem 1(b)). The
rate (ρn) is maximal for a “critical” choice of (γn) for which both types of convergence occur
simultaneously. In particular, if γn = γ1n−ζ with ζ ∈ (0, 1], the best rate holds for ζ = 13 (see
“Particular case”). In this case, ρn is of order n
1
3 .
As concerns the approximate Euler schemes, our main results are Theorem 2 and
Proposition 2. In the first one, we describe the structure of the rate induced by Scheme (P) and
(W) as a function of (γn) and of (un). When (un) is decreasing “sufficiently fast” in a sense
depending on the choice of the scheme, on (γn) and on the Le´vy measure, the result induced by
Scheme (E) remains valid for Schemes (P) and (W). Otherwise, the approximation of the jump
component dictates a slower rate of convergence.
Theorem 2 can not be directly applied in practice because it does not specify whether the
fundamental condition of simulation (4) is compatible with the theoretical results. This is the
purpose of Proposition 2 in which we give the best possible rates for Schemes (P) and (W) under
condition (4) as a function depending on the local behavior of the small jumps. In particular,
Proposition 2 clarifies the impact of the wienerization of the small jumps announced in the
introduction and shows that it makes possible to preserve the same rate of convergence of the
exact Euler scheme for a wide class of Le´vy processes (for which the exact simulation of the
increments is impossible).
Let f ∈ C1(Rd). We define H˜ f by
H˜ f (z, x, y) = f (z + κ(x)y)− f (z)− 〈∇ f (z), κ(x)y〉
and z 7→ H˜ f (z, x, y) is denoted by H˜ f.,x,y . Our first result is the following:
Theorem 1. Assume that E|Z t |2p < +∞ with p > 2 and that (2) admits a unique invariant
measure ν. Let a ∈ (0, 1] and r ≥ 0 such that (Ra) and (Sa,r) are satisfied and p/2+a−1 > 2r .
If moreover,E{U⊗31 } = 0,E{|U1|2p} < +∞ and ηn = γn for every n ≥ 1, then for every function
f : Rd 7→ R satisfying (Cpf ),
(a) If Γ
(2)
n√
Γn
n→+∞−−−−→ γˆ ∈ [0,+∞),√Γn ν¯n(A f ) L−→n→+∞ N
(
γˆm, σˆ 2f
)
.
(b) If Γ
(2)
n√
Γn
n→+∞−−−−→ +∞, Γn
Γ (2)n
ν¯n(A f )
P−→
n→+∞ m
where σˆ 2f =
∫ (|σ ∗∇ f |2(x)+ ∫ ( f (x + κ(x)y)− f (x))2 pi(dy)) ν(dx) and,
m = −
∫
(φ1(x)+ φ2(x)+ φ3(x))ν(dx) with φ1(x) = 12D
2 f (x)b(x)⊗2,
φ2(x) =
∫
1
6
D3 f (x); b(x); (σ (x)u)⊗2 + 1
24
D4 f (x)(σ (x)u)⊗4PU1(du) and,
φ3(x) = 12
∫
pi(dy1)
∫
pi(dy2)H˜
H˜ f.,x,y1 (x, x, y2)
+
∫
pi(dy1)
(
〈∇ H˜ f.,x,y1(x), b(x)〉 +
∫
PU1(du)D
2(H˜ f.,x,y1)(x)(σ (x)u)
⊗2
)
.
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Fig. 1. Rate of convergence for polynomial steps.
Particular case. Assume that γn = γ1n−ζ with ζ ∈ (0, 1]. Then,
√
γ1 log nν¯n(A f )
L−→
n→+∞ N
(
0, σˆ 2f
)
if ζ = 1√
γ1
1−ζ n
1−ζ
2 ν¯n(A f )
L−→
n→+∞ N
(
γˆm, σˆ 2f
)
if ζ ∈ [1/3, 1)
1−2ζ
γ1(1−ζ )n
ζ ν¯n(A f )
P−→
n→+∞ m if ζ < 1/3
where γˆ = 0 if ζ ∈ (1/3, 1) and γˆ =
√
6γ 31 if ζ = 1/3. On Fig. 1, one represents ζ 7→ h(ζ )
where h(ζ ) denotes the exponent of the rate. One observes that maxζ∈(0,1] h(ζ ) = h(1/3) = 1/3.
Remark 5. Theorem 1 shows that the rate is the same as that obtained for Brownian diffusions.
In particular, when κ = 0, Theorem 1 extends the rate results of [8,11] to the weakly mean-
reverting diffusions (a < 1), whose convergence to the invariant measure has been studied in [9].
Note that the condition E{U⊗31 } = 0 is not necessary for the convergence of the empirical
measures but plays a role in the rate. Without this condition, the best rate would be of order n
1
4 ,
obtained for ζ = 1/2 (see [8] in the case of Brownian diffusions).
In the preceding theorem and in the following ones, uniqueness is required for the invariant
distribution. The main classical way to show this uniqueness is to exhibit some irreductibility
properties for the semi-group (see [12] for Le´vy driven SDE’s and [13] in a more general
setting). When the semi-group is degenerated, a second type of property that yields uniqueness of
the invariant distribution is the asymptotic confluence (or asymptotic flatness) of the stochastic
process. This means that for every x, y ∈ Rd , the trajectories of (X xt )t≥0 and (X yt )t≥0 have
a tendency to flow together at infinity. For more details on this topic, we refer to [3,11] for
Brownian diffusions and to [16] for Le´vy driven SDE’s.
Let us pass now to the main results for the approximate Euler schemes. Let (uk)k≥1 denote the
sequence of truncation thresholds and set β(s)n,pi = ∑nk=1 γk ∫|y|≤uk |y|spi(dy). For s ∈ {2, 3, 4},
we introduce a new assumption (A1s ) which is relative to the impact of the jump component
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approximation as a function of the steps and of the truncation thresholds:
(A1s ) :
β
(s)
n,pi
Γ (2)n
n→+∞−−−−→ αˆs ∈ [0,+∞] and β
(s)
n,pi√
Γn
n→+∞−−−−→ βˆs ∈ [0,+∞].
Since s 7→ β(s)n,pi is a decreasing function, s 7→ αˆs and s 7→ βˆs both decrease. This can be
interpreted as follows: the constraint on (uk) decreases with s.
For s ∈ {2, 3, 4}, we also introduce another assumption on the Le´vy measure that will be
necessary to transform some tightness results in some convergence in distribution results:
(A2s ) : For every i1, . . . , is ∈ {1, . . . , l},
(∫
|y|≤uk yi1 . . . yispi(dy)∫
|y|≤uk |y|spi(dy)
)
k≥1
converges in R.
For instance, the above assumption is satisfied if pi(dy) = ψ(y)λl(dy) where ψ satisfies: there
exists α ∈ [l, l + 2) such that |y|α+lψ(y)→ C0 ∈ R∗+ when y → 0.
Throughout this paper, we will say that the Le´vy measure pi is quasi-symmetric in a
neighborhood of 0 if
∫
{|y|≤u} y
⊗3pi(dy) = 0 for u sufficiently small. In particular, this assertion
holds if pi is symmetric in a neighborhood of 0.
We will also say that a real-valued random variable X is quasi-subgaussian if there exists
m > 0 and σ > 0 such that for all M > 0
P(|X | > M) ≤ P(|Y | + m > M) with Y ∼ N (0, σ 2).
Theorem 2. Let a ∈ (0, 1], r ≥ 0, p < 2 such that the conditions of Theorem 1 are satisfied.
Assume that E{|Λ1|2p} < +∞ and that (uk)k≥1 is decreasing to 0.
(a) i. Scheme (P): Assume that (A1s ) holds with s = 2.
• If αˆs = 0 or βˆs = 0, then the conclusions of Theorem 1 are still valid for (ν¯ Pn ).
• If αˆs ∈ (0,+∞] and βˆs ∈ (0,+∞), then ( Γn
β
(s)
n,pi
ν¯
P
n (A f ))n≥1 is tight with quasi-
subgaussian limiting distributions.
• If αˆs ∈ (0,+∞] and βˆs = +∞, then ( Γn
β
(s)
n,pi
ν¯
P
n (A f ))n≥1 is tight with bounded limiting
distributions.
ii. Scheme (W): Assume that (A13) holds.
Then, the conclusions of (a)i are valid for (ν¯
W
n (A f ))n≥1 with s = 3. Furthermore, if pi is
quasi-symmetric in a neighborhood of 0 and (A14) holds, the conclusions of (a).i are valid
for (ν¯
W
n (A f ))n≥1 with s = 4.
(b) i. Scheme (P): Assume that (A1s ) and (A
2
s ) hold with s = 2. Then,
Γn
β
(s)
n,pi
ν¯
P
n (A f )
L−→
n→+∞ N
(
m/αˆs − ms, (σˆ f /βˆs)2
)
if αˆs ∈ (0,+∞] and βˆs ∈ (0,+∞)
Γn
β
(s)
n,pi
ν¯
P
n (A f )
P−→
n→+∞ m/αˆs − ms if αˆs ∈ (0,+∞] and βˆs ∈ (0,+∞),
with |m2| ≤ m¯2 = (d/2)‖D2 f ‖∞
∫ ‖κ‖2(x)ν(dx) and m and σˆ 2f like in Theorem 1.
ii. Scheme (W): Assume that (A13) and (A
2
3) hold.
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Then, the conclusions of (b)i are valid for (ν¯
W
n (A f ))n≥1 with s = 3 and a real number m3
satisfying |m3| ≤ m¯3 = (d 32 /6)‖D3 f ‖∞
∫ ‖κ(x)‖2ν(dx).
Furthermore, if pi is quasi-symmetric in a neighborhood of 0 and if (A14) and (A
2
4) hold,
the conclusions of (b).i are valid for (ν¯
W
n (A f ))n≥1 with s = 4 and a real number m4 satisfying
|m4| ≤ m¯4 = (d2/24)‖D4 f ‖∞
∫ ‖κ(x)‖4ν(dx).
Remark 6. Note that in the one-dimensional case, Assumption (A2s ) is always satisfied when
s = 2 or s = 4. In those cases, ms = 1s!
∫
f (s)(x)κ(x)sν(dx). If s = 3, Assumption
(A2s ) is satisfied if
∫
{|y|≤uk } y
3pi(dy)/
∫
{|y|≤uk } |y|3pi(dy) → a3 ∈ R. In this case, m3 =
a3 13!
∫
f (3)(x)κ(x)3ν(dx). In the multidimensional case, the value of ms is also explicit but its
expression is more complicated (see proof of Lemma 7).
Let us now state Proposition 2. In (a), we provide some conditions on the Le´vy measure in the
neighborhood of 0 which preserve the rate of convergence induced by the exact Euler scheme
under the condition of simulation (4). In (b), we suppose that the Le´vy measure has a density
closed to that of an α-stable process in the neighborhood of 0 and give in that case the optimal
rate for the two schemes as a function of α. For these two parts, we also give some available
choices of steps and truncation thresholds.
Proposition 2. Let a ∈ (0, 1], r ≥ 0, p ≥ 2 such that the conditions of Theorem 1 are satisfied.
Assume that E{|Λ1|2p} < +∞.
(a) Assume that
∫
{|y|≤1} |y|qpi(dy) < +∞ with q ∈ [0, 2] and set γk = γ1k−
1
3 and uk = γ rk
with r ∈ [ 1s−q , 1q ]. Then, condition (4) holds and,
i. Scheme (P): If q ≤ 1 and s = 2, n 13 ν¯ Pn (A f ) L−→n→+∞
√
2/3N
(
m
√
6, σˆ 2f
)
.
ii. Scheme (W): If q ≤ 3/2 and s = 3, n 13 ν¯Wn (A f ) L−→n→+∞
√
2/3N
(
m
√
6, σˆ 2f
)
.
Furthermore, if pi is quasi-symmetric in the neighborhood of 0, the preceding assertion
is valid with s = 4 and every q ∈ [0, 2].
(b) Assume that there exists 0 > 0 such that
pi(dy) = ψ(y)λl(dy) with 1{0<|y|≤0}
C1
|y|α+l ≤ ψ(y) ≤
C2
|y|α+l 1{0<|y|≤0}. (7)
Set γk = γ1k−( 13∨ α2s−α ), uk = γ rk with r ∈ [ 1(s−α)∨α , 1α ]. Then, condition (4) holds and,
i. Scheme (P), s = 2:
(
n(
1
3∧ 2−α4−α )ν¯ Pn (A f )
)
n≥1 is tight.
ii. Scheme (W), s = 3:
(
n(
1
3∧ 3−α6−α )ν¯Wn (A f )
)
n≥1 is tight.
Remark 7. In Proposition 2(b), one observes that when α ≥ s/2 (with s depending on the
scheme), i.e. when the optimal rate is not of order n
1
3 , the only choice for the exponent r that
yields the optimal rate is r = 1/α, whereas when α < s/2, every r that owns to [1/(s−α), 1/α]
is an available choice. In this case, note that minimizing the complexity of the algorithm comes
down to take r = 1/(s − α) since it minimizes pi(Dn) that corresponds to the intensity of jumps
of (Z t,n).
In Fig. 2, we represent the graph of the function α 7→ h(α) where h(α) denotes the
exponent of the optimal rate induced by each approximate scheme under the assumptions of
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Fig. 2. Optimal rate in terms of the local behavior of the Le´vy process.
Proposition 2(b). This figure emphasizes the necessity of scheme (W) when the jump component
has infinite variation because the optimal rate of convergence induced by scheme (P) decreases
very fast in that case.
4. Proof of Theorem 1
In this section, we prove the main result induced by the exact Euler scheme: Theorem 1.
Firstly, we decompose ν¯n(A f ) (see Lemma 1) and then, we compute the rate of each term of the
decomposition in Lemmas 2, 4 and 3. (We will principally focus on Lemmas 2 and 3 where the
rate of the jump part of the decomposition is studied.) Finally, a synthesis of the previous lemmas
is realized in Section 4.2 and completes the proof of Theorem 1.
4.1. Decomposed computation of the rate of ν¯n(A f )
We set
X¯k,1 = X¯k−1 + γkb(X¯k−1), and X¯k,2 = X¯k,1 +√γkσ(X¯k−1)Uk .
Denote by (Z
(k)
)k≥1, a sequence of i.i.d. random variables such that Z
(1) L= Z and set Z¯k = Z (k)γk .
Lemma 1. For f ∈ C2(Rd), we have the following decomposition.
n∑
k=1
γk A f (X¯k−1) = f (X¯n)− f (X¯0)−
n∑
k=1
(
ξ1(γk, X¯k−1,Uk)+ ξ2(γk, X¯k−1, Z (k))
)
−
n∑
k=1
(
Θ1(γk, X¯k−1)+Θ2(γk, X¯k−1,Uk)+Θ3(γk, X¯k−1, X¯k,2, Z (k))
)
−
n∑
k=1
(
(R1 + R2)(γk, X¯k−1,Uk)+ R3(γk, X¯k−1, X¯k,2, Z (k))
)
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where,
ξ1(γ, x,Uk) = √γ 〈∇ f (x), σ (x)Uk〉,
ξ2(γ, x, Z) =
∫ γ
0
〈∇ f (x), κ(x)dZs〉
+
( ∑
0<s≤γ
H˜ f (x, x,1Zs)− γ
∫
H˜ f (x, x, y)pi(dy)
)
,
Θ1(γ, x) = γ
∫ 1
0
〈∇ f (x + θγ b(x))−∇ f (x), b(x)〉dθ,
Θ2(γ, x, u) = γ
∫ 1
0
(1− θ)
(
D2 f (x + γ b(x)+ θ√γ σ(x)u)− D2 f (x)
)
(σ (x)u)⊗2dθ,
Θ3(γ, x, z, Z) =
∑
0<s≤γ
(
H˜ f (x, z, Zs− ,∆Zs)− H˜ f (x, x, 0,∆Zs)
)
,
R1(γ, x,Uk) = √γ 〈∇ f (x + γ b(x))−∇ f (x), σ (x)Uk〉,
R2(γ, x,Uk) = γ2
(
D2 f (x)(σ (x)Uk)
⊗2 − E{D2 f (x)(σ (x)Uk)⊗2}
)
,
R3(γ, x, z, Z) =
∫ γ
0
〈∇ f (z + κ(x)Zs−)−∇ f (x), κ(x)dZs〉.
Proof. We write
f (X¯k)− f (X¯k−1) =
(
f (X¯k,1)− f (X¯k−1)
)+ ( f (X¯k,2)− f (X¯k,1))
+ ( f (X¯k)− f (X¯k,2)) .
We expand the first two terms by the Taylor formula and use the Ito´ formula (with jumps) for the
last one. The lemma follows by summing up the equality for k = 1, . . . , n. 
As mentioned before, we study successively the rate of convergence of each term of the previous
decomposition. We start by showing a CLT for the terms associated with ξ1 and ξ2.
Lemma 2. Assume that (Hp) holds for p > 2. Let f : Rd 7→ R satisfy (Cpf ). Then, with the
notations of Lemma 1, we have
(a)
E{|ξ2(γ, x, Z)|2} = γ
∫
( f (x + κ(x)y)− f (x))2 pi(dy) (8)
and there exists δ > 0 and a locally bounded function C such that
E{|ξ2(γ, x, Z)|2(1+δ)} ≤ C(x)γ. (9)
(b) Moreover, if (Ra) and (Sa,r) hold with 2r < p/2+ a − 1 and E{|U1|2p} < +∞, then,
1√
Γn
n∑
k=1
(
ξ1(γk, X¯k−1,Uk)+ ξ2(γk, X¯k−1, Z (k))
) L−→
n→+∞ N
(
0, σˆ 2f
)
,
with σˆ 2f =
∫ (|σ ∗∇ f |2(x)+ ∫ ( f (x + κ(x)y)− f (x))2 pi(dy)) ν(dx).
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Proof. (a). Let (Z .,n)n≥1 be the sequence of processes defined by (3). We know that
E
{
sup
{0≤s≤t}
|Zs,n − Zs |2
}
n→+∞−−−−→ 0.
As Z .,n has bounded variations, ξ2(γ, x, Z .,n) can be written
ξ2(γ, x, Z .,n) =
∑
0<s≤γ
1{|∆Zs |>un}( f (x + κ(x)∆Zs)− f (x))
− γ
∫
{|y|>un}
( f (x + κ(x)y)− f (x))pi(dy).
Since D2 f is bounded and E|Z t |4 < +∞, one easily checks that ξ2(γ, x, Z .,n) is a locally
square-integrable purely discontinuous martingale. We deduce from the compensation formula
that
E{|ξ2(γ, x, Z .,n)|2} = γ
∫
{|y|>un}
| f (x + κ(x)y))− f (x)|2pi(dy). (10)
We also check that
E{|ξ2(γ, x, Z)− ξ2(γ, x, Z .,n)|2} ≤ Cx
∫
{|y|≤un}
|y|2pi(dy) n→+∞−−−−→ 0.
Letting n →+∞ in (10) yields the first identity.
Now, let us prove the inequality. ξ2(γ, x, Z) = 〈∇ f (x), κ(x)Zγ 〉 + Mγ where M is a
martingale defined by
Mγ =
∑
0<s≤γ
∫ 1
0
〈∇ f (x + θκ(x)∆Zs)−∇ f (x), κ(x)∆Zs〉dθ
− γ
∫ ∫ 1
0
〈∇ f (x + θκ(x)y)−∇ f (x), κ(x)y〉dθpi(dy).
Let δ ∈ (0, 1] such that 4(1 + δ) ≤ 2p. Since ∇ f is Lipschitz continuous, we derive from the
Burkholder–Davis–Gundy inequality that
E|Zγ |2(1+δ) ≤ E

( ∑
0<s≤γ
|∆Zs |2
)1+δ and
E|Mγ |2(1+δ) ≤ C(x)E

( ∑
0<s≤γ
|∆Zs |4
)1+δ .
It follows that
E{|ξ2(γ, x, Z)|2(1+δ)} ≤ C1(x)E

( ∑
0<s≤γ
|∆Zs |2
)1+δ
+C2(x)E

( ∑
0<s≤γ
|∆Zs |4
)1+δ .
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Then, it suffices to prove that
E

( ∑
0<s≤γ
|∆Zs |2+ρ
)1+δ = O(γ ) for ρ = 0 and ρ = 2. (11)
Denote by (M˜s) the martingale defined by M˜s =∑0<s≤γ |∆Zs |2+ρ − γ ∫ |y|2+ρpi(dy). By the
elementary inequality
∀u, v ∈ R and α > 0, |u + v|α ≤ 2α∨1−1(|u|α + |v|α) (12)
we have,
E

( ∑
0<s≤γ
|∆Zs |2+ρ
)1+δ ≤ C
(
E|M˜γ |1+δ + γ 1+δ
∫
|y|2+ρpi(dy)
)
.
By the Burkho¨lder–Davis–Gundy inequality,
E|M˜γ |1+δ ≤ CE

( ∑
0<s≤γ
|∆Zs |2(2+ρ)
) 1+δ
2
 .
Since (1+ δ)/2 ≤ 1, it follows from (12) and from the compensation formula that
E|M˜γ |1+δ ≤ CE
{ ∑
0<s≤γ
|∆Zs |(2+ρ)(1+δ)
}
≤ Cγ
∫
|y|(2+ρ)(1+δ)pi(dy).
Since 2 ≤ (2+ ρ)(1+ δ) ≤ 2p, ∫ |y|(2+ρ)(1+δ)pi(dy) < +∞. (11) follows.
(b) Let {(ξnk ), k = 1, . . . , n, n ≥ 1} be a sequence of triangular arrays of square-integrable
martingale increments defined by
ξnk =
1√
Γn
(
ξ1(γk, X¯k−1,Uk)+ ξ2(γk, X¯k−1, Z (k))
)
.
Since ΣU1 = Il , we have
E{|ξ1(γk, X¯k−1,Uk)|2/Fk−1} = γk |σ ∗∇ f |2(X¯k−1).
Moreover, ξ1(γk, X¯k−1,Uk) and ξ2(γk, X¯k−1, Z
(k)
) are independent conditionally to Fk−1 and
E{ξ1(γk, X¯k−1,Uk)/Fk−1} = E{ξ2(γk, X¯k−1, Z (k))/Fk−1} = 0.
Then, we deduce from (8) that
E{|ξnk |2/Fk−1} =
1
Γn
(
E{|ξ1(γk, X¯k−1,Uk)|2/Fk−1} + E{|ξ2(γk, X¯k−1, Z (k))|2/Fk−1}
)
= γk
Γn
(
|σ ∗∇ f |2(X¯k−1)+
∫ (
f (X¯k−1 + κ(X¯k−1)y)− f (X¯k−1)
)2
pi(dy)
)
.
Since D2 f is bounded, we derive from Taylor’s formula and from the assumptions on r and on
∇ f that∫
( f (.+ κ(.)y)− f (.))2 pi(dy)+ |σ ∗∇ f |2 ≤ CV (+r)∨(2r) = o(V p2+a−1). (13)
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Hence, Proposition 1 yields
n∑
k=1
E{|ξnk |2/Fk−1} n→+∞−−−−→
∫ (
|σ ∗∇ f |2 +
∫
( f (.+ κ(.)y)− f (.))2 pi(dy)
)
dν. (14)
Then, the lemma will follow from the central limit theorem for arrays of square-integrable
martingale increments (see Hall and Heyde [7]) provided that the Lindeberg condition is fulfilled,
i.e.
Rρn =
n∑
k=1
E{|ξnk |21{|ξnk |≥ρ}/Fk−1}
n→+∞−−−−→ 0 a.s. ∀ρ > 0.
Let A ∈ (0,+∞) and set
Rρ,An,1 =
n∑
k=1
1{|X¯k−1|≤A}E{|ξnk |21{|ξnk |≥ρ}/Fk−1},
Rρ,An,2 =
n∑
k=1
1{|X¯k−1|≥A}E{|ξnk |21{|ξnk |≥ρ}/Fk−1}.
We have E{|ξnk |21{|ξnk |≥ρ}/Fk−1} = FnA(X¯k−1, γk) where
FnA(x, γ ) =
1
Γn
E{|ξ1(γ, x,U1)+ ξ2(γ, x, Z)|21{|ξ1(γ,x,U1)+ξ2(γ,x,Z)|≥ρ√Γn}}.
Let δ > 0 such that (9) holds. By setting p¯ = 1 + δ and q¯ = 1+δ
δ
, we derive from the Holder
inequality that
FnA(x, γ ) ≤
1
Γn
E{|ξ1(γ, x,U1)+ ξ2(γ, x, Z)|2(1+δ)} 11+δ
×
(
P(|ξ1(γ, x,U1)+ ξ2(γ, x, Z)| ≥ ρ
√
Γn)
) δ
1+δ
.
On the one hand, we deduce from (12) and from (9) that
E{|ξ1(γ, x,U1)+ ξ2(γ, x, Z)|2(1+δ)} 11+δ ≤ C(x, δ)(γ 1+δ + γ ) 11+δ ≤ C1(x, δ)γ 11+δ
where x 7→ C1(x, δ) is locally bounded. On the other hand, we deduce from the Chebyschev
inequality that,(
P(|ξ1(γ, x,U1)+ ξ2(γ, x, Z)| ≥ ρ
√
Γn)
) δ
2+δ
≤ 1
(ρ2Γn)
δ
1+δ
E{|ξ1(γ, x,U1)+ ξ2(γ, x, Z)|2} δ1+δ
≤ C2(x, δ, ρ)
(
γ
Γn
) δ
1+δ
where x 7→ C2(x, δ, ρ) is locally bounded. Then, for every A > 0 and ρ > 0,
Rρ,An,1 ≤ CA,ρ
1
Γ
1+ δ1+δ
n
n∑
k=1
γk = CA,ρ 1
Γ
δ
1+δ
n
n→+∞−−−−→ 0 a.s.
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Now, we observe Rρ,An,2 . From (13), we have: E{|ξnk |2/Fk−1} ≤ CV β(X¯k−1) with β < p/2 +
a − 1. Therefore,
RA,ρn,2 ≤
n∑
k=1
1{|X¯k−1|≥A}E{|ξnk |2/Fk−1} ≤ sup|x |≥A
V β(x)
V
p
2+a−1(x)
sup
n∈N
ν¯n(V
p
2+a−1)
= φ(A)ν¯n(V p2+a−1)
where φ(A)
A→+∞−−−−−→ 0. Since supn∈N ν¯n(V
p
2+a−1) < +∞ (see Proposition 1), letting
A →+∞ yields
Rρn
n→+∞−−−−→ 0 a.s. ∀ρ > 0.

Lemma 3. Let a ∈ (0, 1], r ≥ 0 and p > 2 such that (Hp), (Ra), (Sa,r) hold and p/2+a−1 >
2r . Assume that E{U⊗31 } = 0 and that E{|U1|2p} < +∞. Let f : Rd 7→ R satisfying (Cpf ).
Then,
(a) If Γ (2)n /
√
Γn → 0,
1√
Γn
n∑
k=1
Θ3(γk, X¯k−1, X¯k,2, Z
(k)
)
P−→
n→+∞ 0.
(b) If Γ (2)n /
√
Γn → γˆ ∈ (0,+∞],
1
Γ (2)n
n∑
k=1
Θ3(γk, X¯k−1, X¯k,2, Z
(k)
)
P−→
n→+∞
∫
φ3(x)ν(dx)
where φ3 is defined like in Theorem 1.
The proof of this lemma is realized in Section 4.3.
Remark 8. If Z is a compensated compound Poisson process, computing the rate of convergence
of Θ3 consists in evaluating what happens after its first jump. Naturally, this argument has no
sense when the Le´vy measure is not finite but the proof and the formulation of φ3 show that it
keeps some sense in average.
Lemma 4. Let a ∈ (0, 1], r ≥ 0 and p > 2 such that (Hp), (Ra), (Sa,r) hold and p/2+a−1 >
2r . Assume that E{U⊗31 } = 0 and that E{|U1|2p} < +∞. Let f : Rd 7→ R satisfying (Cpf ).
Then,
(a) If Γ (2)n /
√
Γn → 0,
1√
Γn
n∑
k=1
Θ1(γk, X¯k−1)+Θ2(γk, X¯k−1,Uk) P−→
n→+∞ 0,
1√
Γn
n∑
k=1
R1(γk, X¯k−1,Uk)+ R2(γk, X¯k−1,Uk)+ R3(γk, X¯k−1, X¯k,2, Z (k)) P−→
n→+∞ 0.
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(b) If Γ (2)n /
√
Γn
n→+∞−−−−→ γˆ ∈ (0,+∞], we have
1
Γ (2)n
n∑
k=1
Θ1(γk, X¯k−1)
P−→
n→+∞ m1 and
1
Γ (2)n
n∑
k=1
Θ2(γk, X¯k−1,Uk)
P−→
n→+∞ m2,
with m1 = 12
∫
D2 f (x)b(x)⊗2ν(dx)
and, m2 =
∫ ∫
1
6
D3 f (x); b(x); (σ (x)u)⊗2 + 1
24
D4 f (x)(σ (x)u)⊗4PU1(du)ν(dx).
At last,
1
Γ (2)n
n∑
k=1
R1(γk, X¯k−1,Uk)+ R2(γk, X¯k−1,Uk)+ R3(γk, X¯k−1, X¯k,2, Z (k)) P−→
n→+∞ 0.
Proof. The arguments of this proof are quite similar to those of the previous lemma. Then, we
leave it to the reader. 
4.2. Synthesis and proof of Theorem 1
• Proof of Theorem 1 when Γ (2)n /
√
Γn → 0: Looking into the decomposition of ν¯n(A f )
introduced in Lemma 1, we deduce from Lemma 2, Lemma 3(a) and 4(a) that√
Γn ν¯n(A f )−
(
f (X¯n)− f (X¯0)√
Γn
)
L−→
n→+∞ N
(
0, σˆ 2f
)
. (15)
Now, f ≤ CV . Then, by Proposition 1(a)iii and Jensen’s inequality, E{ f (X¯n)} ≤
E{V p(X¯n)} ≤ CΓ
1
p
n . It implies that
f (X¯n)− f (X¯0)√
Γn
L1−−→
n→+∞ 0
and Theorem 1 is obvious.
• Proof of Theorem 1 when Γ (2)n /
√
Γn → γˆ ∈ (0,+∞]: in this case,√Γn ≤ CΓ (2)n . It implies
that
f (X¯n)− f (X¯0)
Γ (2)n
L1−−→
n→+∞ 0.
According to Lemmas 2 and 3(b) and 4(b), we have
Γn
Γ (2)n
ν¯n(A f )−
(
f (X¯n)− f (X¯0)
Γ (2)n
)
P−→
n→+∞ m if γˆ = +∞
L−→
n→+∞ N
(
γˆm, σˆ 2f
)
if γˆ < +∞
and the result follows.
4.3. Proof of Lemma 3
In the proof of Lemma 3, we usually need to show that some sequences tend to 0 in probability.
The arguments used for this are collected in the following lemma (these arguments also work for
the proof of Lemma 4).
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Lemma 5. Let a ∈ (0, 1], r ≥ 0 and p > 2. Assume (Hp), (Ra) and (Sa,r). Suppose that
E{|U1|2p} < +∞ and let (Fk) be a sequence of random variables such that Fk isFk-measurable.
(a) Assume that Γ (2)n /
√
Γn → 0.
i. If |Fk | ≤ Cγ 2k V
p
2+a−1(X¯k−1), then, 1/
√
Γn
∑n
k=1 Fk−1
P−→
n→+∞ 0.
ii. If E{Fk/Fk−1} = 0 and E{|Fk |2/Fk−1} ≤ C(γ 3k V p(X¯k−1) + γ 2k V
p
2 (X¯k−1)) with
 ∈ [0, 1) then, 1/√Γn∑nk=1 Fk P−→n→+∞ 0.
(b) Assume that Γ (2)n /
√
Γn
n→+∞−−−−→ γˆ ∈ (0,+∞]. Then,
i. If |Fk | ≤ Cγ 2+δk V
p
2+a−1(X¯k−1), 1/Γ (2)n
∑n
k=1 Fk−1
P−→
n→+∞ 0.
ii. If E{Fk/Fk−1} = 0 and E{|Fk |2/Fk−1} ≤ C(γ 3k V p(X¯k−1) + γ 2k V
p
2 (X¯k−1)) with
 ∈ [0, 1) then, 1/Γ (2)n ∑nk=1 Fk P−→n→+∞ 0 .
Proof. (a)i. By Proposition 1(a)iii, E{V p(X¯n)} ≤ CΓn . We then derive from Jensen’s inequality
that
1√
Γn
E
{
n∑
k=1
|Fk−1|
}
≤ 1√
Γn
n∑
k=1
γ 2k Γ
p¯
p
k ,
where p¯ = p/2+ a − 1. Hence, the first assertion is obvious if
1√
Γn
n∑
k=1
γ 2k Γ
p¯
p
k
n→+∞−−−−→ 0. (16)
If (16) is not fulfilled, then we have lim inf 1√
Γn
∑n
k=1 γ 2k
√
Γk > 0 because p¯/p ≤ 1/2.
It follows from the Kronecker Lemma that we have necessary
∑
k≥1 γ 2k = +∞. By setting
ηk = γ 2k , we can apply Proposition 1 and deduce that
sup
n≥1
1
Γ (2)n
n∑
k=1
γ 2k V
p
2+a−1(X¯k−1) < +∞ a.s. (17)
Since Γ (2)n /
√
Γn
n→+∞−−−−→ 0, the first assertion follows when (16) is not fulfilled.
ii. Since E{V p(X¯n)} ≤ Γn , we derive from Jensen’s inequality that E{|Fk |2} ≤ C(γ 3k Γk +
γ 2k Γ

2
k ), with  ∈ [0, 1). On the one hand, one checks that
∑n
k=1 γ 3k Γk ≤ (Γ (2)n )2. Hence, since
Γ (2)n /
√
Γn
n→+∞−−−−→ 0, we have
1
Γn
n∑
k=1
γ 3k Γk ≤ C
(Γ (2)n )2
(
√
Γn)2
n→+∞−−−−→ 0. (18)
On the other hand, one observes that
∑n
k=1
γ 2k Γ

2
k
Γk
≤ ∑nk=1 γ 2k(Γ (2)k )2− < +∞. Hence, the
Kronecker Lemma implies that
1
Γn
n∑
k=1
γ 2k Γ

2
k
n→+∞−−−−→ 0. (19)
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It follows that 1Γn
∑n
k=1 E{|Fk |2} n→+∞−−−−→ 0. This yields the second assertion of (a).
(b)i. We derive from the assumptions that
1
Γ (2)n
n∑
k=1
|Fk | ≤ C
Γ (2)n
n∑
k=1
γ 2+δk V
p
2+a−1(X¯k−1). (20)
Then, (b)i follows from (17) which is still valid because
∑
k≥1 γ 2k = +∞.
ii. It suffices to check that
1
(Γ (2)n )2
n∑
k=1
E{|Fk |2} n→+∞−−−−→ +∞. (21)
With the same arguments as in (a)ii, one checks that
1
(Γ (2)n )2
n∑
k=1
E{|Fk |2} ≤ C
(Γ (2)n )2
n∑
k=1
γ 2k (Γ
(2)
k )
 + C
(Γ (2)n )2
n∑
k=1
γ 3k Γ

k with  ∈ [0, 1).
(22)
On the one hand, we deduce from the Kronecker Lemma that
1
(Γ (2)n )2
n∑
k=1
γ 2k (Γ
(2)
k )
 n→+∞−−−−→ 0.
On the other hand, for every  ∈ [0, 1)
1
(Γ (2)n )2
n∑
k=1
γ 3k Γ

k
n→+∞= 1
(Γ (2)n )2
n∑
k=1
γ 3k Γ

k < +∞
because
∑n
k=1 γ 3k Γk ≤ (Γ (2)n )2. Hence, we derive from (22) that
1
(Γ (2)n )2
n∑
k=1
E{|Fk |2} n→+∞−−−−→ 0
which completes the proof. 
Proof of Lemma 3. (a) In order to alleviate the notations, we prove the lemma in the one-
dimensional case. We set
Θ¯3(γ, x, z, Z) =
∫ γ
0
ds
∫
pi(dy1)
(
H˜ f (z + κ(x)Zs, x, y1)− H˜ f (x, x, y1)
)
.
Θ¯3(γ, x, z, Z) is the compensator of Θ3(γ, x, z, Z). Then, since Θ3(γ, x, z, Z) is a purely
discontinuous process, we have
E{|(Θ3 − Θ¯3)(γ, x, z, Z)|2}
= E
{∫ γ
0
ds
∫
pi(dy1)
∣∣∣H˜ f (z + κ(x)Zs, x, y1)− H˜ f (x, x, y1)∣∣∣2} .
By Taylor’s formula,
H˜ f (z, x, y1) =
∫ 1
0
(
f ′(z + θκ(x)y1)− f ′(x)
)
κ(x)y1dθ.
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It follows that,
|H˜ f (z + κ(x)Zs, x, y1)− H˜ f (x, x, y1)|
≤ sup
θ∈[0,1]
| f ′(z + κ(x)(Zs + θy1))− f ′(x + θκ(x)y1)|.|κ(x)y1|
+ | f ′(z + κ(x)Zs)− f ′(x)|.|κ(x)y1|.
f ′ is a Lipschitz continuous function. Then, by setting z = x + γ b(x) +√γ σ(x)u, we deduce
from the assumptions on the coefficients and from the fact that E{|Zs |2} = O(s) that
E{|(Θ3 − Θ¯3)(γ, x, z, Z)|2}
≤ CE
{∫ γ
0
ds
∫
pi(dy1)
(
γ 2|b|2(x)+ γ |σ(x)|2u2 + |κ(x)|2|Zs |2
)
|κ(x)|2y21
}
≤ C
(
γ 3V a+r (x)+ γ 2(1+ |u|2)V 2r (x)
)
. (23)
Set Fk = (Θ3 − Θ¯3)(γk, X¯k−1, X¯k,2, Z (k)). Since E{Fk/Fk−1} = 0, a + r < p and 2r <
p/2+ a − 1, it follows from Lemma 5(a)ii and from the preceding inequality that
1√
Γn
n∑
k=1
(Θ3 − Θ¯3)(γk, X¯k−1, X¯k,2, Z (k)) P−→ 0 when n →+∞. (24)
Now, since f (2) is bounded, we deduce from Taylor’s formula that
|H˜ f (z + κ(x)Zs, x, y1)− H˜ f (x, x, y1)| ≤ C‖κ(x)‖2.|y1|2.
Then,
E{|Θ¯3(γ, x, z, Z)|2} ≤ Cγ 2‖κ(x)‖4
∫
|y1|2pi(dy1)2 ≤ Cγ 2V 2r (x).
By Lemma 5(a)ii, it follows that,
1√
Γn
n∑
k=1
(
Θ¯3(γk, X¯k−1, X¯k,2, Z
(k)
)− E{Θ¯3(γk, X¯k−1, X¯k,2, Z (k))/Fk−1}
)
n→+∞−−−−→
P
0.
(25)
Then, by (24) and (25), (a) is obvious if we prove that
1√
Γn
n∑
k=1
E{Θ¯3,1(γk, X¯k−1, X¯k,2, Z (k))/Fk−1} P−→
n→+∞ 0 and, (26)
1√
Γn
n∑
k=1
E{Θ¯3,2(γk, X¯k−1, X¯k,2, Z (k))/Fk−1} P−→
n→+∞ 0 with (27)
Θ¯3,1(γ, x, z, Z) = γ p¯i
∫ 1
0
ds
∫
p˜i(dy1)
×
∫ 1
0
dθ
(
f (2)(z + κ(x)(Zsγ + θy1))− f (2)(z + θκ(x)y1)
)
(1− θ)κ2(x),
Θ¯3,2(γ, x, z) = γ
∫
p˜i(dy1)
×
∫ 1
0
dθ
(
f (2)(z + θκ(x)y1)− f (2)(x + θκ(x)y1)
)
(1− θ)κ2(x)
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where p¯i = ∫ y21pi(dy)(< +∞) and p˜i is a probability measure defined by p˜i(dy1) =
y21pi(dy1)/p¯i . Let us prove (26). By Ito´’s formula, we have
f (2)(z + κ(x)(Zsγ + θy1))− f (2)(z + θκ(x)y1)
=
∫ sγ
0
f (3) (z + κ(x)(Zv− + θy1)) κ(x)dZv
+
∑
0<v<sγ
H˜ f
(2)
(z + κ(x)(Zv− + θy1), x,∆Zv) .
Since f (3) is bounded, the first term of the right-hand side is a martingale. Therefore, we obtain
by the compensation formula that
E{Θ¯3,1(γ, x, z, Z)} = γ p¯i
∫ 1
0
ds
∫
p˜i(dy1)
∫ 1
0
dθ
∫ sγ
0
dv
∫
pi(dy2)
×E
{
H˜ f
(2)
(z + κ(x)(Zv + θy1), x, y2)
}
(1− θ)κ2(x).
Finally, since
|H˜ f (2) (z + κ(x)(Zv + θy1), x, y2) | ≤ C‖ f (4)‖∞κ2(x)y22 ,
we have
E{|Θ¯3,1(γk, X¯k−1, X¯k,2, Z (k))|/Fk−1} ≤ Cγ 2k κ4(X¯k−1) ≤ Cγ 2k V 2r (X¯k−1).
Since 2r ≤ p/2+ a − 1, (26) follows from Lemma 5(a)i.
Now, let us prove (27). Set z = x + γ b(x)+√γ σ(x)U1. By Taylor’s formula, there exist
ξ1 ∈ [x +√γ σ(x)U1 + θκ(x)y1, z + θκ(x)y1] and
ξ2 ∈ [x + θκ(x)y1, x +√γ σ(x)U1 + θκ(x)y1]
such that
f (2)(z + θκ(x)y1)− f (2)(x + κ(x)θκ(x)y1)
= γ f (3)(ξ2)b(x)+√γ f (3)(x + θκ(x)y1)σ (x)U1 + γ f (4)(ξ1)σ 2(x)U 21 .
Since f (3) and f (4) are bounded and U1 is centered,
|E{Θ¯3,2(γk, X¯k−1, X¯k,2)/Fk−1}| ≤ Cγ 2k
(
|b|κ2(X¯k−1)+ σ 2κ2(X¯k−1)
)
≤ Cγ 2k V a∨2r (X¯k−1)
where we have used that a/2+ r ≤ a ∨ 2r . Since a ∨ 2r ≤ p/2+ a − 1, we deduce (27) from
Lemma 5(a)i.
(b) We keep the notations of (a). On the one hand, by (23) and Lemma 5(b)ii, we have
1
Γ (2)n
n∑
k=1
(Θ3 − Θ¯3)(γk, X¯k−1, X¯k,2, Z (k)) n→+∞−−−−→P 0.
On the other hand, we have
E{|Θ¯3(γ, x, z, Z)|2} ≤ Cγ 2V p2 (x)
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with  ∈ [0, 1). Hence, by Lemma 5(b)ii, it follows that
1
Γ (2)n
n∑
k=1
(
Θ¯3(γk, X¯k−1, X¯k,2, Z
(k)
)− E{Θ¯3(γk, X¯k−1, X¯k,2, Z (k))/Fk−1}
)
n→+∞−−−−→
P
0.
Finally, it suffices to prove that
1
Γ (2)n
n∑
k=1
E{Θ¯3,1(γk, X¯k−1, X¯k,2, Z (k))/Fk−1} P−→
n→+∞ m3,1 (28)
and,
1
Γ (2)n
n∑
k=1
E{Θ¯3,2(γk, X¯k−1, X¯k,2, Z (k))/Fk−1} P−→
n→+∞ m3,2 (29)
with m3,1 + m3,2 =
∫
φ3(x)ν(dx). In order to prove (28), we first show that
1
Γ (2)n
n∑
k=1
(
E{Θ¯3,1(γk, X¯k−1, X¯k,2, Z (k))/Fk−1} − Θ¯3,1(γk, X¯k−1, X¯k−1, 0)
) P−→
n→+∞ 0.
(30)
Since f (4) is a bounded and Lipschitz continuous function, f (4) is also 2δ-Holder for every
δ ∈ (0, 1/2], i.e.
[ f (4)]2δ = sup
x,y∈Rd
| f (4)(y)− f (4)(x)|
|y − x |2δ < +∞.
It follows from the Taylor formula that∣∣∣H˜ f (2)(z + κ(x)(Zv + θy1), x, y2)− H˜ f (2)(z + κ(x)(Zv + θy1), x, y2)∣∣∣
≤ C[ f (4)]2δ
(
|z − x |2δ + κ(x)2δ|Zv|2δ
)
κ(x)2y22 .
By setting z = x + γ b(x)+√γ σ(x)u and taking δ sufficiently small, we have
E{|H˜ f (2)(z + κ(x)(Zv + θy1), x, y2)− H˜ f (2)(x + κ(x)θy1, x, y2)|}
≤ Cγ δ(1+ |u|2δ)V p2+a−1(x).
This implies that∣∣∣E {Θ¯3,1(γk, X¯k−1, X¯k,2, Z (k))− Θ¯3,1(γk, X¯k−1, X¯k−1, 0)/Fk−1}∣∣∣
≤ Cγ 2+δk V
p
2+a−1(X¯k−1).
Then, (30) follows from Lemma 5(b)i.
Now, Θ¯3,1(γk, X¯k−1, X¯k−1, 0) is Fk−1-measurable and
|Θ¯3,1(γk, X¯k−1, X¯k−1, 0)| ≤ Cγ 2k V 2r (X¯k−1).
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Since 2r < p/2+ a − 1, we can apply Proposition 1 with ηk = γ 2k . We obtain
1
Γ (2)n
n∑
k=1
Θ¯3,1(γk, X¯k−1, X¯k−1, 0)
= 1
Γ (2)n
n∑
k=1
γ 2k
2
φ3,1(X¯k−1)
n→+∞−−−−→
∫
φ3,1(x)ν(dx) a.s.
with φ3,1(x) = 12
∫
pi(dy1)
∫ 1
0
dθ
∫
pi(dy2)H˜ f
(2)
(x + κ(x)θy1, x, y2) (1− θ)κ2(x)y21
= 1
2
∫
pi(dy1)
∫
pi(dy2)H˜
H˜ f.,x,y1 (x, x, y2).
It follows from (30) that
1
Γ (2)n
n∑
k=1
Θ¯3,1(γk, X¯k−1, X¯k,2, Z
(k)
)/Fk−1} n→+∞−−−−→ m3,1 =
∫
φ3,1(x)ν(dx) a.s.
Finally, we prove (29). Since f (3) and f (4) are bounded and Lipschitz continuous, we deduce
from Taylor’s formula that for every δ ∈ [0, 1/2],
E{Θ¯3,2(γk, X¯k−1, X¯k,2)/Fk−1} = γ 2k (φ3,2(X¯k−1)+ φ3,3(X¯k−1))+ ρ¯1(X¯k−1, γk)
+ ρ¯2(X¯k−1, γk)
with φ3,2(x) =
∫
pi(dy1)
∫ 1
0
dθ f (3)(x + θκ(x)y1)b(x)(1− θ)(κ(x)y1)2
φ3,3(x) =
∫
pi(dy1)
∫ 1
0
dθ
∫
PU1(du) f
(4)(x + θκ(x)y1)σ 2(x)u2(1− θ)(κ(x)y1)2
|ρ¯1(x, γ )| ≤ [ f (3)]δγ 2+δ|b(x)|1+δ|κ(x)|2 and
|ρ¯2(x, γ )| ≤ [ f (4)]2δγ 2+δ|σ(x)|2(1+δ)|κ(x)|2.
Since (a/2+ r) ∨ (2r) < p/2+ a − 1, one can find δ > 0 such that
|b(x)|1+δ|κ(x)|2 + |σ(x)|2(1+δ)|κ(x)|2 ≤ V p2+a−1(x).
On the one hand, Lemma 5(b)i and the assumptions on the coefficients allow us to conclude that
1
Γ (2)n
n∑
k=1
(
ρ¯1(X¯k−1, γk)+ ρ¯2(X¯k−1, γk)
) n→+∞−−−−→ 0.
On the other hand, as |b|(x)|κ|2(x) + |σ |2(x)|κ|2(x) = o(V p2+a−1(x)) when |x | → +∞, we
derive from Proposition 1 applied with ηk = γ 2k that
1
Γ (2)n
n∑
k=1
γ 2k (φ3,2(X¯k−1)+ φ3,3(X¯k−1)) n→+∞−−−−→ m3,2
with m3,2 =
∫
(φ3,2(x)+ φ3,3(x))ν(dx). Checking that
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φ3,2(x)+ φ3,3(x) =
∫
pi(dy1)
(
(H f.,x,y1)
′(x)b(x)+
∫
PU1(du)(H
f
.,x,y1)
(2)(x)(σ (x)u)2
)
completes the proof.
5. Proof of Theorem 2
The proof is built as follows. Like in the proof of Theorem 1, we firstly decompose ν¯
P
n (A f )
and ν¯
W
n (A f ) (see Lemma 6). Some new terms appear due to the approximation of the jump
component. That is why in the sequel, we focus on these parts of the decomposition (see
Lemmas 7 and 8). The other terms can be studied by the same process as their corresponding
terms in the decomposition of ν¯n(A f ) and then, are left to the reader. We denote by (Z
(k)P
)k≥1,
a sequence of independent and ca`dla`g processes such that
(Z
(k)P
t )t≥0
L= (Z t,k)t≥0 and Z (k)Pγk = Z¯
P
k ∀k ≥ 1.
For a C2-function f such that D2 f is bounded, we define Ak,P and Ak,W by
Ak,P f (x) = 〈∇ f, b〉(x)+ 1
2
Tr(σ ∗D2 f σ)(x)+
∫
{|y|>uk }
H˜ f (x, x, y)pi(dy)
Ak,W f (x) = Ak,P f (x)+ 1
2
∫
{|y|≤uk }
D2 f (x)(κ(x)y)⊗2pi(dy).
These operators correspond respectively to the infinitesimal generators of
dX t = b(X t−)dt + σ(X t−)dWt + κ(X t−)dZ t,k and
dX t = b(X t−)dt + σ(X t−)dWt + κ(X t−)d(Z t,k + QkW˜t ),
where W˜ is a q-dimensional Brownian motion independent of W and (Z t,k)t≥0.
Lemma 6. For a C2-function f such that D2 f is bounded, we have the following
decompositions
(1)
n∑
k=1
γk A f (X¯
P
k−1) = G
P
n + f (X¯
P
n )− f (x)
−
n∑
k=1
(
ξ1(γk, X¯
P
k−1,Uk)+ ξ k2,P (γk, X¯ Pk−1, Z
(k)P
)
)
−
n∑
k=1
(
Θ1(γk, X¯
P
k−1)+Θ2(γk, X¯
P
k−1,Uk)+Θ3(γk, X¯
P
k−1, X¯
P
k,2, Z
(k)P
)
)
−
n∑
k=1
(
(R1 + R2)(γk, X¯ Pk−1,Uk)+ R3(γk, X¯
P
k−1, X¯
P
k,2, Z
(k)P
)
)
,
where X¯
P
k,2 = X¯ Pk−1+ γkb(X¯ Pk−1)+
√
γkσ(X¯ Pk−1)Uk,GPn =
∑n
k=1 γk(A f − Ak,P f )(X¯ Pk−1) and
for a ca`dla`g process Y ,
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ξ k2,P (γ, x, Y ) =
∫ γ
0
〈∇ f (x), κ(x)dYs〉
+
( ∑
0<s≤γ
H˜ f (x, x,∆Ys)− γ
∫
Dk
H˜ f (x, x, y)pi(dy)
)
.
(2)
n∑
k=1
γk A f (X¯
W
k−1) = G
W
n + J
W
n + f (X¯
W
n )− f (x)
−
n∑
k=1
(
ξ1(γk, X¯
W
k−1,Uk)+ ξ k2,B(γk, X¯
W
k−1, Z
(k)P
)
)
−
n∑
k=1
(
Θ1(γk, X¯
W
k−1)+Θ2(γk, X¯
W
k−1,Uk)+Θ3(γk, X¯
W
k−1, X¯
P
k,2, Z
(k)P
)
)
−
n∑
k=1
(
(R1 + R2)(γk, X¯Wk−1,Uk)+ R3(γk, X¯
W
k−1, X¯
P
k,2, Z
(k)P
)
)
,
where X¯
W
k,2 = X¯
W
k−1 + X¯
W
k−1 + γkb(X¯
W
k−1)+
√
γkσ(X¯
W
k−1)Uk ,
G
W
n =
n∑
k=1
γk(A f − Ak,W f )(X¯Wk−1), J
W
n
= −
n∑
k=1
f (X¯
W
k )− f (X¯
W
k,3)+ γk(Ak,P f − Ak,W f )(X¯
W
k−1),
with X¯
W
k,3 = X¯
W
k − κ(X¯
W
k−1)QkΛk .
The two following lemmas are devoted to the additional terms of the preceding decomposition.
In Lemma 7, we compute the rate of G
P
n and G
W
n and in Lemma 8, we show that J
W
n does not
have any consequences on the rate of the procedure.
Lemma 7. Let a ∈ (0, 1], r ≥ 0 and p > 2 such that (Hp), (Ra), (Sa,r) hold and 2r <
p/2+ a− 1. Suppose that E{|U1|2p} < +∞ and E{|Λ1|2p} < +∞. Let f : Rd 7→ R satisfying
(Cpf ). Then,
(1) i. If limn→+∞ β(2)n,pi < +∞, 1√Γn
∑n
k=1 γk(A f − Ak,P f )(X¯
P
k−1)
P−→
n→+∞ 0.
ii. If limn→+∞ β(2)n,pi = +∞,
lim sup
n→+∞
1
β
(2)
n,pi
n∑
k=1
γk
∣∣∣(A f − Ak,P f )(X¯ Pk−1)∣∣∣ ≤ m¯2 a.s.
where m¯2 = ‖D2 f ‖∞2
∫ ‖κ‖2(x)ν(dx). Furthermore, if (A22) holds,
1
β
(2)
n,pi
n∑
k=1
γk(A f − Ak,P f )(X¯ Pk−1) n→+∞−−−−→ m2 a.s. with |m2| ≤ m¯2. (31)
(2) Assume that s = 3 or that s = 4 if pi is quasi-symmetric in the neighborhood of 0.
i. If limn→+∞ β(s)n,pi < +∞ 1√Γn
∑n
k=1 γk(A f − Ak,W f )(X¯
W
k−1)
P−→
n→+∞ 0.
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ii. If limn→+∞ β(s)n,pi = +∞,
lim sup
n→+∞
1
β
(3)
n,pi
n∑
k=1
γk
∣∣∣(A f − Ak,W f )(X¯Wk−1)∣∣∣ ≤ m¯s a.s.
where m¯s = Cs‖Ds f ‖∞
∫ ‖κ(x)‖sν(dx) with C3 = d 326 and C4 = d224 . Furthermore, if, (A2s )
holds,
1
β
(s)
n,pi
n∑
k=1
γk(A f − Ak,W f )(X¯Wk−1) n→+∞−−−−→ ms a.s. with |ms | ≤ m¯s . (32)
Proof. (1)i. By Taylor’s formula, we have
|A f (x)− Ak,P f (x)| = 1
2
∫
D2 f (ξy)(κ(x)y)
⊗2pi(dy)
≤ ‖D
2 f ‖∞
2
∫ ∑
i, j
|(κ(x)y)i (κ(x)y) j |pi(dy).
For z ∈ Rd , |∑i, j zi z j | ≤ |z|21 ≤ d|z|2. It follows that
|A f (X¯ Pk−1)− Ak,P f (X¯
P
k−1)| ≤
d
2
‖D2 f ‖∞‖κ(X¯ Pk−1)‖2
∫
|y|≤uk
|y|2pi(dy). (33)
Since r ≤ p/2 and E{V p(X¯ Pk−1)} ≤ Γk , we deduce that
n∑
k=1
γkE{|A f (X¯ Pk−1)− Ak,P f (X¯
P
k−1)|} ≤
n∑
k=1
γk
∫
|y|≤uk
|y|2pi(dy)√Γk .
Now, as limn→+∞ β(2)n,pi < +∞, the Kronecker Lemma yields
1√
Γn
n∑
k=1
γk
∫
|y|≤uk
|y|2pi(dy)√Γk n→+∞−−−−→ 0.
The first assertion is obvious.
ii. Since limn→+∞ β(2)n,pi = +∞, we deduce from Proposition 1 with ηk =
γk
∫
|y|≤uk |y|2pi(dy) that
1
β
(2)
n,pi
n∑
k=1
γk
∫
|y|≤uk
|y|2pi(dy)‖κ(X¯ Pk−1)‖2 n→+∞−−−−→
∫
‖κ(x)‖2ν(dx) a.s.
because ‖κ‖2 = o(V p2+a−1). Then, the second assertion follows from (33).
Assume now that (A22) holds. Since D
2 f is Lipschitz continuous, we deduce from Taylor’s
formula that
A f (x)− Ak,P f (x) = 1
2
(∑
i, j
ρk(i, j)ψi, j (x)+ Rki, j (x)
)
with ρk(i, j) =
∫
{|y|≤uk }
yi y jpi(dy), ψi, j (x) =
∑
l,m
κi,l
∂2 f
∂l∂m
κm, j (x)
and |Rki, j (x)| ≤
∫
{|y|≤uk } |y|3pi(dy)‖κ(x)‖3.
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According to (A22), for every i, j , lim ρk(i, j)/
∫
{|y|≤uk } |y|2pi(dy) = αi, j ∈ R. Set ηk =
γk
∫
{|y|≤uk } |y|2pi(dy) and Hn =
∑n
k=1 ηk . Then,
1
β
(2)
n,pi
n∑
k=1
γkρk(i, j)ψi, j (X¯
P
k−1) =
αi, j
Hn
n∑
k=1
ηkψi, j (X¯
P
k−1)+
1
Hn
n∑
k=1
ε1kηkψi, j (X¯
P
k−1)
with ε1k = (ρk(i, j)− αi, jηk)/ηk . Firstly, since ψi, j ≤ CV r and r < p/2+ a− 1, Proposition 1
applied with ηk = γk
∫
{|y|≤uk } |y|2pi(dy) yields
1
Hn
n∑
k=1
ηkψi, j (X¯
P
k−1)
n→+∞−−−−→
∫
ψi, j (x)ν(dx) a.s.
Secondly, ε1k = o(1). Since supn≥1 1/Hn
∑n
k=1 ηkV
p
2+a−1(X¯ Pk−1) < +∞ a.s., it is then easy to
check that
1
Hn
n∑
k=1
ε1kηkψi, j (X¯
P
k−1)
n→+∞−−−−→ 0 a.s.
The same argument is appropriate for Rki, j with ε
2
k = (
∫
{|y|≤uk } |y|3pi(dy))/(
∫
{|y|≤uk } |y|2pi(dy)).
Finally, we obtain
1
β
(2)
n,pi
n∑
k=1
γk(A f − Ak,P f )(X¯ Pk−1) n→+∞−−−−→ m2 =
∑
i, j
αi, j
2
∫
ψi, j (x)ν(dx).
(2) We derive from Taylor’s formula
|A f (x)− Ak,W f (x)| ≤ Cs‖Ds f ‖∞‖κ(x)‖s
∫
|y|≤uk
|y|spi(dy) (34)
with s = 3 and C3 = d
3
2
6 , or s = 4 and C4 = d
2
24 if
∫
|y|≤uk y
⊗3pi(dy) = 0. As 2r ≤ p/2 and
E{V p(X¯Wk−1)} ≤ Γk , it implies that
n∑
k=1
γkE{|A f − Ak,W f |(X¯Wk−1)} ≤ C
n∑
k=1
γk
∫
|y|≤uk
|y|spi(dy)√Γk,
with s = 3 or s = 4 if ∫|y|≤uk y⊗3pi(dy) = 0. If limn→+∞ β(s)n,pi < +∞, we derive from the
Kronecker Lemma that
1√
Γn
n∑
k=1
γk
∫
|y|≤uk
|y|spi(dy)√Γk n→+∞−−−−→ 0
and the first assertion of (2) follows.
Assume now that limn→+∞ β(s)n,pi = +∞. Applying Proposition 1 to f (x) = ‖κ(x)‖s with
ηk = γk
∫
|y|≤uk |y|spi(dy) yields
lim sup
n→+∞
1
β
(s)
n,pi
n∑
k=1
γk
∫
|y|≤uk
|y|spi(dy)‖κ(X¯Wk−1)‖s < +∞ a.s.
Then, (2)ii follows from (34).
Finally, the proof of (32) is similar to that of (31).
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Lemma 8. Let a ∈ (0, 1], r ≥ 0 and p > 2 such that (Hp), (Ra), (Sa,r) hold and 2r <
p/2 + a − 1. Suppose that E{|U1|2p} < +∞ and that E{|Λ1|2p} < +∞. Let f : Rd 7→ R
satisfying (Cpf ). Then,
1√
Γn ∨ Γ (2)n
n∑
k=1
(
f (X¯
W
k )− f (X¯
W
k,3)+ γk(Ak,P f − Ak,W f )(X¯
W
k−1)
) P−→
n→+∞ 0. (35)
Proof. Since
(Ak,W f − Ak,P f )(x) = 1
2
∫
{|y|≤uk }
D2 f (x)(κ(x)y)⊗2pi(dy)
= 1
2
E{D2 f (x)(κ(x)QkΛk)⊗2},
we derive from Taylor’s formula that
f (X¯
W
k )− f (X¯
W
k,3)+ γk(Ak,P f − Ak,W ) f (X¯
W
k−1) = ξ1(γk, X¯
W
k,3, X¯
W
k−1, QkΛk)
+ R˜k,1(γk, X¯Wk−1, QkΛk)+ R˜k,2(γk, X¯
W
k,3, X¯
W
k−1, QkΛk)
where, ξ1(γ, z, x, QkΛk) = √γ 〈∇ f (z), κ(x)QkΛk〉,
R˜k,1(γ, x, QkΛk) = γ2
(
D2 f (x)(κ(x)QkΛk)⊗2 − E{D2 f (x)(κ(x)QkΛk)⊗2}
)
R˜k,2(γ, z, x, QkΛk) = γ
∫ 1
0
(
D2 f (z + θ√γ κ(x)QkΛk)− D2 f (x)
)
× (1− θ)(κ(x)QkΛk)⊗2dθ.
Setting θn = √Γn ∨ Γ (2)n , it suffices to show the three following steps:
(a) θ−1n
∑n
k=1 ξ1(γk, X¯
W
k−1, QkΛk)
P−→
n→+∞ 0,
(b) θ−1n
∑n
k=1 R˜k,1(γk, X¯
W
k−1, QkΛk)
P−→
n→+∞ 0,
(c) θ−1n
∑n
k=1 R˜k,2(γk, X¯
W
k,3, X¯
W
k−1, QkΛk)
P−→
n→+∞ 0.
(a) We set
ξ1(γ, z, x, QkΛk) = ξ1,1(γ, x, QkΛk)+ ξ1,2(γ, z, x, QkΛk)
with ξ1,1(γ, x, v) = √γ 〈∇ f (x), κ(x)v〉 and ξ1,2(γ, z, x, v) = √γ 〈∇ f (z) − ∇ f (x), κ(x)v〉.
Let (M1,n) and (M2,n) be the (Fn)-martingales defined by
M1,n =
n∑
k=1
ξ1,1(γk, X¯
W
k−1, QkΛk) and M2,n =
n∑
k=1
ξ1,2(γk, X¯
W
k,3, X¯
W
k−1, QkΛk).
We have to prove that θ−1n M1,n
n→+∞−−−−→ 0 and θ−1n M2,n n→+∞−−−−→ 0.
According to (Cpf ) and the assumptions on κ , we check that
〈M1〉n
Γn
≤ C
Γn
n∑
k=1
γk
∫
|y|≤uk
|y|2pi(dy)V p2+a−1(X¯Wk−1).
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Now, by (6), supn≥1 1/Γn
∑n
k=1 γkV
p
2+a−1(X¯Wk−1) < +∞ a.s. Since
∫
|y|≤uk |y|2pi(dy) → 0,
that 〈M1〉n/Γn n→+∞−−−−→ 0 a.s. Then,
1√
Γn ∨ Γ (2)n
|M1,n| ≤ 1√
Γn
|M1,n| P−→
n→+∞ 0. (36)
Now, we turn to (M2,n). Since ∇ f is Lipschitz continuous, it follows from the assumptions on
the coefficients that
E{|ξ1,2(γk, X¯Wk,3, X¯
W
k−1, QkΛk)|2/Fk−1}
≤ C
∫
|y|≤uk
|y|2pi(dy)
(
γ 3k V
p(X¯
W
k−1)+ γ 2k V 
p
2 (X¯
W
k−1)
)
with  < 1 and p¯ = p/2+ a − 1. Then, by a variant of Lemma 5(a)ii and (b)ii, one checks that
〈M2〉n
(
√
Γn ∨ Γ (2)n )2
n→+∞−−−−→ 0 a.s. =⇒ 1√
Γn ∨ Γ (2)n
M2,n
n→+∞−−−−→
L2
0.
(b) R˜k,1 is very closed to R2 introduced in Lemma 1 and the arguments are similar.
(c) As D2 f is bounded, one observes that
E{|R˜k,2(γk, X¯Wk,2, X¯
W
k−1, QkΛk)|2/Fk−1} ≤ Cγ 2k V 2r (X¯
W
k−1).
Then, since 2r < p/2, a variant of Lemma 5(a)ii and (b)ii yields
1√
Γn ∨ Γ (2)n
n∑
k=1
(R˜k,2(γk, X¯
W
k,2, X¯
W
k−1, QkΛk)
−E{R˜k,2(γk, X¯Wk,2, X¯
W
k−1, QkΛk)/Fk−1}) P−→n→+∞ 0. (37)
By setting ζk,θ (x) = x+γkb(x)+√γkσ(x)Uk+κ(x)(Z¯k+θQkΛk), we decompose the integrand
of R˜k,2 as follows:
D2 f (ζk,θ (x))− D2 f (x) =
(
D2 f (x + γkb(x))− D2 f (x)
)
+
(
D2 f (ζk,θ (x))− D2 f (x + γkb(x))
)
.
On the one hand, set yk = √γkQkΛk . By Taylor’s formula, we have
(D2 f (x + γkb(x))− D2 f (x))y⊗2k = D3 f (ξ1k ); γkb(x); y⊗2k
where D3 f (u); v; y⊗2 :=∑i, j 〈∇D2 fi, j (u), v〉yi y j and ξ1k ∈ [x, x+γkb(x)]. Thus, since D3 f
is bounded, we deduce that∣∣∣E {D3 f (X¯Wk−1); γkb(X¯Wk−1); (κ(X¯Wk−1)QkΛk)⊗2/FWk−1}∣∣∣
≤ Cγk
∫
|y|≤uk
|y|2pi(dy)V a2+r (X¯Wk−1).
On the other hand, set 1θ (γk, x) = ζk,θ (x)− (x + γ b(x)). By Taylor’s formula,
(D2 f (ζk,θ (x))− D2 f (x + γ b(x)))y⊗2k = D3 f (x);∆θ (γk, x); y⊗2k
+ 1
2
D4 f (ξ2k ); (∆θ (γk, x))⊗2; y⊗2k
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where D4 f (u); v⊗2; y⊗2 = ∑i, j D2(D2 fi, j (u))v⊗2yi y j and ξ2k ∈ [x + γ b(x), ζk,θ (x)].
The random variables Uk , Z¯k and Λk are independent and independent of FWk−1. Then, since
E{Uk/FWk−1} = E{Z¯k/F
W
k−1} = E{Λ⊗3k /F
W
k−1} = 0, we have
E
{
D3 f (X¯
W
k−1);∆θ (γk, X¯
W
k−1); (κ(X¯
W
k−1)QkΛk)⊗2/F
W
k−1
}
= 0.
Now, since D4 f is bounded, one checks that
E
{
|D4 f (X¯Wk−1);
(
∆θ (γk, X¯
W
k−1)
)⊗2 ; (κ(X¯Wk−1)QkΛk)⊗2/FWk−1|}
≤ C
∫
|y|≤uk
|y|2pi(dy)γkV 2r (X¯Wk−1).
Since a/2+ r ≤ p/2+ a − 1 and 2r ≤ p/2+ a − 1, it follows that
|E{R˜k,2(γk, X¯Wk,2, X¯
W
k−1, QkΛk)/Fk−1}| ≤ C
∫
|y|≤uk |y|2pi(dy)γ 2k V
p
2+a−1(X¯Wk−1).
By a variant of Lemma 5(a)i and (b)i, we derive from the previous inequality that
1√
Γn ∨ Γ (2)n
n∑
k=1
E{R˜k,2(γk, X¯Wk,2, X¯
W
k−1, QkΛk)/Fk−1} P−→n→+∞ 0,
Then, assertion (c) follows from (37). 
6. An additional result
In this section, we present a partial extension when the Le´vy process has a moment of order
2p with p ∈ (1, 2]. In this case, stating some global results as in Theorems 1 and 2 would
need two kinds of restrictions: either to assume that at least the derivatives of f tend to 0 when
|x | → +∞ or to impose more constraints on the growth of the coefficients. The first alternative
leads to a very technical proof and the second one can not be really envisaged for the drift term.
Actually, we recall that in this type of problem, b produces the mean-reverting effect and then, it
would not be natural to suppose that for instance, b is bounded.
That is why we propose to state a partial result for fast-decreasing steps for which the
extension does only require some weak restrictions on f . We introduce a new assumption on
the steps depending on the intensity of the mean-reverting:
Γ (2)n√
Γn
n→+∞−−−−→ 0 if a = 1 and, 1√
Γn
n∑
k=1
γ 2k Γ
a∨(2r)
p
k
n→+∞−−−−→ 0 if a < 1. (38)
Then,
Theorem 3. Assume that E{|Z t |2p} < +∞ with p ∈ (1, 2] and that (2) admits a unique
invariant measure ν. Let a ∈ (0, 1] and r ≥ 0 such that (Ra) and (Sa,r) are satisfied and
such that p/2 + a − 1 > r . Suppose that E{U⊗31 } = 0, E{|U1|4} < +∞ and ηn = γn for
every n ≥ 1. Let f : Rd 7→ R be a C4-function having bounded derivatives and satisfying
f (x) = O(√V (x)) as |x | → +∞. Then,
(a) Scheme (E): If (38) holds,
√
Γn ν¯n(A f )
L−→
n→+∞ N
(
0, σˆ 2f
)
.
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Fig. 3. n 7→ ν¯n(φ), α = 1.
(b) Scheme (P): If (38) holds and β(2)n,pi/
√
Γn → 0, the conclusion of (a) is valid for Scheme (P).
(c) Scheme (W): If (38) holds and β(s)n,pi/
√
Γn → 0, with s = 3 or s = 4 if pi is quasi-symmetric
in the neighborhood of 0, the conclusion of (a) is valid for Scheme (W).
Remark 9. We refer to [16] for a proof of this result.
Assumption Eq. (38) is less constraining when a = 1 because the L p-control of the Euler
scheme is better in this case (see Proposition 1). Note that when a = 1, Theorem 3(a) corresponds
to Theorem 1(a) when γˆ = 0.
Let γk = γ1k−ζ with ζ ∈ (0, 1] and γ1 > 0. For Scheme (E), Theorem 3 applies in the
following cases:
ζ >
1
3
if a = 1 and ζ > p + 2η
3p + 2η if a < 1
where η = a ∨ (2r). Since √Γn →+∞∼
√
γ1
1−ζ n
1−ζ
2 if ζ ∈ (0, 1), we derive that for every  > 0,
there exists an Euler scheme with polynomial step such that the rate of convergence is of order
n
1
3− if a = 1 and n p3p+2η− if a < 1.
7. Numerical comparison of Schemes (P) and (W)
1. When ν( f ) can be theoretically computed. In this first example, we are interested in the
two-dimensional SDE
dX t = −X t−dt + dZ t (39)
where Z is a symmetric purely discontinuous Le´vy process (having no drift term). We consider
φ : x 7→ |x |2 and denote by ν, the unique invariant SDE (39). We can easily compute ν(φ). In
fact, as pi is symmetric and ν(Aφ) = 0,
Aφ = −2φ +
∫
|y|2pi(dy) =⇒ ν(φ) = 1
2
∫
|y|2pi(dy).
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Fig. 4. n 7→ ν¯n(φ), α = 5/3.
Fig. 5. n 7→ ν¯n(φ), α = 1.
Let us test this theoretical result on a 2-dimensional example. Assume that
pi (α)(dy) = 1{|y|≤1} 1|y|α+2 λ2(dy)+ 1{|y|>1}
1
|y|8 λ2(dy) with α ∈ (1, 3).
We have ν(φ) = pi(1/(2 − α) + 1/4). In Figs. 3 and 4, we observe the rate for two values of α
taking the choices of steps and truncation thresholds of Proposition 2(b). These simulations are
coherent with the theoretical results. Indeed, when α = 1, the optimal asymptotic rates induced
by Schemes (P) and (W) are the same (with order n
1
3 ). When α = 5/3, the optimal asymptotic
rate induced by Scheme (W) is still of order n
1
3 whereas that of scheme (P) is of order n
1
7 .
2. Another example. Now, we observe the following two-dimensional SDE
dX t = − X t−√
1+ |X t− |
dt + (1+ |X t− |) 14 dZ t
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Fig. 6. n 7→ ν¯n(φ), α = 5/3.
where (Z t ) is a purely discontinuous Le´vy process having no drift term with Le´vy measure pi (α)
(defined in the preceding example). One checks that Proposition 2 applies with V (x) = 1+|x |2,
a = 3/4, r = 1/4 and every p ∈ (2, 3). As in the preceding example, we test our procedure in
the cases α = 1 and α = 5/3 (see Figs. 5 and 6). As the dynamical system is less stable, the
convergence is slower but we can observe the same phenomenon.
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