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Abstract
Collective operations, a key issue in the global efficiency of HPC applications, are optimized in current MPI libraries by choosing at runtime
between a set of algorithms, based on platform-dependent beforehand established parameters, as the message size or the number of processes.
However, with progressively more cores per node, the cost of a collective algorithm must be mainly imputed to process-to-processor mapping,
because its decisive influence over the network traffic. Hierarchical design of collective algorithms pursuits to minimize the data movement
through the slowest communication channels of the multi-core cluster. Nevertheless, the hierarchical implementation of some collectives becomes
inefficient, and even impracticable, due to the operation definition itself. This paper proposes a new approach that departs from a frequently found
regular mapping, either sequential or round-robin. While keeping the mapping, the rank assignation to the processes is temporarily changed prior
to the execution of the collective algorithm. The new assignation makes the communication pattern to adapt to the communication channels
hierarchy. We explore this technique for the Ring algorithm when used in the well-known MPI_Allreduce collective, and discuss the obtained
performance results. Extensions to other algorithms and collective operations are proposed.
Keywords MPI Collectives, Parallel Algorithms, Message Passing Interface, Multi-core Clusters
I. Introduction
MPI [1] collective functions involve a group of processes commu-
nicating by message passing in an isolated context, known as com-
municator. Each process of a communicator is identified by its rank,
an integer number ranging from 0 to P− 1, where P is the size of
the communicator. The optimisation of collectives is a key issue
in HPC applications. A collective operation can be executed by
different algorithms, each suitable for a given network technology,
communicator size, message size, etc. For example, in the MPICH
library [2], the implementation of MPI_Allreduce uses two algorithms
for medium and large messages when the number of processes is
a power of two, namely Recursive Doubling and Ring. The switch
from the first to the second algorithm is done at execution time,
with platform-dependent beforehand established message size and
process number thresholds.
Current parallel systems are composed of multi-core nodes con-
nected by a high performance network. The communication cost
between two MPI ranks depends on their location, being lower if
they share memory, and higher if they are in different nodes. There-
fore the performance of an application depends on the assignation
of the ranks to the processors of the cluster (mapping). In general,
two types of mapping cover the necessities of most applications:
sequential and round-robin. In the sequential mapping, ranks bind
to processors so that a domain is completed (e.g. socket or node)
before moving to the next domain. In round-robin, ranks are bound
to domains by rotating on the existing domains.
Mapping affects to the performance of the underlying algorithms
of collective operations. Interestingly, a given mapping may favour
an algorithm and, at the same time, being harmful to another al-
gorithm, not matter if both are used in the implementation of the
same collective. For example, in the implementation of the allreduce
operation in MPICH, referred above, the Recursive Doubling algo-
rithm shows a better performance when the mapping is round-robin,
while the Ring algorithm runs faster under the sequential mapping.
An approach to the issue of collectives performance is building
algorithms that are aware of the different capacities of the available
communication channels, as shared memory and network. These
algorithms, known as hierarchical, stand on minimizing the commu-
nications through the slower channels, but the implementation for
some collectives as allgather is not as effective as expected, even im-
practicable, and hence it is not provided in well-known MPI libraries
as Open MPI [3].
This paper describes a new approach to the optimization of col-
lectives in multi-core clusters. The goal is to obtain the best possible
communication throughput. For instance, in the Ring algorithm, the
communication takes place between consecutive ranks. If consecu-
tive ranks are mapped to different nodes, all the communications
progress through the network. Instead, a schedule of consecutive
ranks to processes placed in the same multi-core node favours the
much more efficient shared memory communication. Our method
is based on a temporal reassignment of ranks. That neither modifies
the algorithm nor the physical mapping. Instead, it is carried out
by means of a transformation function prior to the execution of
the algorithm. The function is simple and efficient, and converts a
sequential mapping to round-robin and vice versa only during the
execution of the algorithm.
This paper focuses on the Ring algorithm in the context of the
allreduce operation. Besides, the methodology described is directly
applicable to other algorithms used in the implementation of MPI
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collectives. Platform considered is characterized by P, the number of
processors (or processes involved in the operation), and M, the num-
ber of nodes in the cluster. Q = P/M is the number of processors per
node. Two channels are considered in the system, shared memory
and network, with different performance. The study is conducted
under two different mappings, sequential and round-robin, under
the assumption of a homogeneously distributed number of processes
over the nodes of the system. A hierarchical implementation of the
algorithm is examined as well. The attained cost reduction depends
on the number of nodes and the number of processes per node.
In the used experimental platform, even with a small number of
processes and nodes, the improvement reaches up to 2× for long
messages.
With respect to the structure of this article, following this intro-
duction, section II reviews proposals of optimization of collective
operations in a broad range of platforms. Section III studies the
allreduce Ring algorithm in multi-core clusters based on the incom-
ing mapping, and also a hierarchical allreduce implementation. The
section exposes our proposal to improve the performance of the
algorithm and the section IV outlines extensions to cases not covered
in this paper. Section V shows the obtained performance figures,
and section VI concludes the paper.
II. Related Work
MPI collectives performance is a key issue in high performance
computing applications, and significant work has been invested in
their design and optimization. Collectives in the MPI standard can
be implemented from several of a set of algorithms available.
For instance, MPI_Allreduce can be implemented using the Re-
cursive Doubling algorithm, that improves the latency when P is a
power of two for small messages because is optimum with regard to
the number of stages, however, the Ring algorithm performs better
for larger messages. Both algorithms are also used in the imple-
mentation of MPI_Allgather, for which, in addition, other proposed
algorithms improve the performance when requirements related to
message size, process number or hardware and network technolo-
gies are met. Bruck algorithm [4] is more efficient for very short
messages, even though it needs additional temporal memory, Neigh-
bour Exchange algorithm in [5] requires half the stages than the Ring
algorithm when the number of processes is even, and it exploits
the piggy-backing feature of the TCP/IP protocols, as well as the
Dissemination algorithm, proposed in [6], based on processes pair-
wise exchange of messages. Also related to the improvement of the
performance by exploiting some networks capabilities, Mamidala et
al. [7] evaluate the RDMA capacity for allowing concurrent direct
memory access by the processes either in the same or different node
of a multi-core cluster. Ma et al. [8] discuss the intra-node processes
direct copy communication through shared memory by using the ca-
pacities of the operating system, and in [9] evaluate its impact in the
collectives operations. Kielmann et al. [10] focus on the optimization
of collective communications for clustered wide area systems.
The use of several algorithms in the same collective, based on
system dependant beforehand established thresholds for message
size and number of processes is shown by Thakur et al. in work
[11] in a monoprocessor cluster of workstations. This approach
has been adopted by the MPICH library, and it is available in the
Open MPI library through its Modular Component Architecture
[12]. Vadhiyar et al. [13] evaluate such improvement of performance
through previous executed series of experiments conducted in an
specific platform.
Multi-core clusters introduce a new actor in the scene. Perfor-
mance becomes dependant on the effective use of the different com-
munication channels. Hierarchical algorithms are specifically built
to minimize the use of slower communication channels, and usually
execute in several stages [14]. The process group splits in subgroups,
with a local root per subgroup. Processes in a subgroup commu-
nicate through the faster communication channel, usually shared
memory, hence, a subgroup is assigned to a node in the system. The
application of these kind of algorithms to several implementations of
the MPI standard and hardware platforms is extensively evaluated
in [15], [16] and [17]. Based on analytical communication models,
Karonis et al. [18] demonstrated the advantages of a multilevel
topology-aware implementation of algorithms with respect to opti-
mal plain algorithms. Sack and Gropp [19] show that a suboptimal
algorithm in terms of inter-domain communications may produce
lesser congestion that an optimal algorithm, and therefore to achieve
a faster execution.
Former approximations adapt algorithms to the underlying com-
munication capabilities. An inverse approach is to improve the
performance through the calculation of the best layout of the pro-
cesses over the processors of the cluster. Kravtsov et al. [20] define
and propose an efficient solution to the topology-aware co-allocation
problem, and Jeannot et al. proposes the TreeMatch algorithm in [21]
applied to multi-core clusters. The challenge is optimally mapping
the graph that defines the communication necessities of an appli-
cation to the graph of the available resources. The solution can be
applied to MPI collective operations, provided that they are built
as a set of point-to-point transmissions [22]. Algorithms to auto-
matically build the optimal distance-aware collective communication
topology, based on the distance information between processes, are
proposed in [23]. The results are applied to Binomial Tree broadcast
and Ring allgather collectives.
III. MPI_Allreduce Ring Algorithm
In the MPI_Allreduce collective operation every process contributes
with a buffer of size m bytes and gets in the output buffer the result
of applying an specified operation to all the P processes buffers.
Ring algorithm implementation of the allreduce collective first
copies data from the input buffer to the output buffer. Next, it
operates on the output buffer in two phases: computation and distri-
bution. The algorithm does not preserve order of operations. As a
consequence, it can not be used with non commutative operations.
The computation phase is done in P− 1 stages. The data buffer is
divided up in segments of size m/P. In each stage k, from k = 0, a
process p sends its p− k segment to process p + 1, and next receives
in a temporary buffer a segment from process p− 1, that operates
with local p − k − 1 segment, with wraparounds. The operated
segment in each process will be sent in the next stage. After P− 1
stages, each process p has a full operated segment in the p + 1
position of the output buffer.
Distribution phase performs an allgather to distribute these seg-
ments between processes also using a Ring algorithm. The algorithm
operates in P− 1 stages. All processes contribute with an m/P bytes
segment at offset p + 1 and receive P segments ordered by rank, for
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Figure 1: Representation of the communications in the stages of the Allre-
duce Ring (both computation and distribution phases) algorithm when
processes are sequentially and round robin mapped, in a machine with
P = 6 processes and M = 2 nodes.
a total of m bytes. In each stage, process p sends to process p + 1 the
m/P bytes received in the previous stage from process p− 1, with
wraparound.
Figure 1 represents the transmissions between processes in a ma-
chine with P = 6 processes and M = 2 nodes under both sequential
(left) and round robin (right) mapping. In the Ring algorithm se-
quential mapping minimizes the point-to-point transmissions across
the network. The first process of each node receives from the for-
mer node, and the last process sends to the next node. The rest of
transmissions take place in shared memory and they progress in
parallel with a total of M inter-node flows. Nevertheless, when the
incoming mapping is round-robin M×Q inter-node transmissions
take place at a time, giving rise to a much higher contention that
degrades the communication. In networks as Ethernet, for instance,
the contention may lead to a performance breakdown that grows
with the number of simultaneous transfers. In section V, we evaluate
the performance of Ring algorithm with sequential and round-robin
mappings in a cluster based on Infiniband.
The fact is that the layout of the processes over the processors
has a great impact in the effective cost. In the allreduce, both
phases, computation and distribution, communicate each rank with
the nearest next and previous rank numbers, hence, consecutive
ranks must run in the same node in order to increase the data
transmissions inside a node and minimize the network contention.
The next section explores the design of algorithms which take into
account the mapping of processes on the physical hierarchy of
communications.
III.1 Hierarchical Allreduce Algorithm
An algorithm can be designed to minimize the data movement
through the slowest communication channels in a multi-core cluster
for the allreduce collective. For example, the implementation found
in Open MPI library is composed of three phases, that progress
sequentially.
The first phase performs a reduce operation local to each node
in the system. One process per node, called local root, obtains
the full operated Q segments in the output buffer. The second
phase performs an inter-node allreduce between local roots. The
number of processes running allreduce decreases with respect to
a simple allreduce operation in section III, from P to M, but the
size of messages contributed by each process increases from m/P to
m ·Q/P. Thus, the amount of data transmitted through the network
is the same as the allreduce Ring algorithm with sequential mapping.
Nevertheless, this hierarchical design of the allgather minimizes
the network contention regardless of the initial process mapping.
Finally, in the third phase, the local root process broadcasts its
resulting buffer to the rest of the processes in the same node.
Additional communicators must be created to perform collectives
inside each node, and the inter-node allreduce between local roots.
III.2 Allreduce Mapping Transformation at Run-
Time
Under awareness of a regular mapping, such as sequential or round-
robin, the programmer would be in the position of exploiting that
knowledge to increase the algorithm performance.
Necessity of minimize network communication advises a physical
rearrangement of the processes that guarantees a sequential mapping
before starting Ring algorithm. In practice, however, physically
moving the processes conveys an excessive latency and cached data
invalidation penalties. We propose instead a mere previous logical
rearrangement of the ranks, a solution that is applied dynamically
and efficiently. Logical renaming of processes ranks can be applied
to both computation and distribution phases. The new algorithm is
denoted as Ring*.
Let be a rank set R = {r0, r1, . . . , rP−1} assigned to the P processes
of a communicator following a Round Robin mapping. For simplicity
and without loss of generality, we define rp = p. The set R can be
transformed into another set S = {s0, s1, . . . , sP−1}, which shows a
sequential mapping, with sp = fSQ(p). The transformation function
fSQ is defined as:
fSQ(p) = ((p×Q)%P) + bp / Mc (1)
The number of nodes M must be known and the processes must
be homogeneously distributed between nodes, i.e., the number of
processes per node (Q) must be constant. See section IV for explana-
tions about extensions to irregular mappings.
Similarly, a rank set S = {s0, s1, . . . , sP−1} with sp = p
and a sequential mapping can be transformed into a set R =
{r0, r1, . . . , rP−1}, which shows a round robin mapping, with rp =
fRR(p). The transformation function fRR (inverse of fSQ) is defined
as:
fRR(p) = ((p×M)%P) + bp / Qc (2)
In the allreduce computation phase, renaming of processes is
applied prior to the execution of the Ring algorithm. A process with
rank p behaves as a process with rank fSQ(p), applying the definition
in (1). Then, in the stage k, a process sends the segment fSQ(p)− k to
process behaving as fSQ(p)+ 1, calculated as fRR
(
fSQ(p) + 1
)
. Next,
it receives a segment from process with rank fRR
(
fSQ(p)− 1
)
in a
temporary buffer, that operates with local segment fSQ(p)− k− 1.
For instance, process p = 2 in Figure 2 behaves as fSQ(2) = 1.
In the first stage k = 0, it sends the segment fSQ(2) − k =
1 to process behaving as the rank fSQ(2) + 1, which is calcu-
lated as fRR
(
fSQ(2) + 1
)
= fRR(2) = 4, and receives from
3
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Figure 2: Allreduce Ring algorithm computation phase, stage k = 0, with
round-robin mapping, P = 6 and M = 2. The buffer total size is divided up
in P segments. Processes renaming through the transformation functions
changes the mapping from round-robin to sequential before starting.
fRR
(
fSQ(2)− 1
)
= fRR(0) = 0 a segment to be operated with the
local segment number fSQ(2)− k− 1 = 0.
Again, allreduce distribution phase requires renaming of processes
from p into fSQ(p) prior to the execution of the regular Ring allgather
algorithm. The operating principle is the same as the computation
phase.
IV. Extensions of the Method
Our approach consists of departing from the a priori knowledge
of a layout with regular mapping and keeps the original algorithm
after having switched to another regular mapping, much more
favourable in terms of performance. Such mapping information
could be available through the processes manager module of the
particular MPI implementation.
The transformation functions can be applied to algorithms with
similar communication patterns to the Ring algorithm. For instance,
Neighbour Exchange and Binomial Tree perform better when processes
are sequentially mapped. Other algorithms have opposite require-
ments, such as Recursive Doubling and Dissemination algorithms,
better suited to initial round robin mapping, because the distance
between rank numbers communicating exponentially grows in each
stage. The mapping needs to change from sequential to round robin,
through the inverse application of the transformation functions.
The above-mentioned algorithms are used in a wide variety of
collectives operations defined in the MPI standard, as Broadcast,
Scatter, Allgather, etc. proving the method as highly generic.
Nevertheless, we can not always make assumptions about the
deployment of the ranks over the cluster, all the more so as this
layout may change with the creation of new communicators at run
time, that could assign different ranks to the processes. On that case,
with non-regular mappings, each rank involved in the collective
operation will need to have information about the layout of all
the ranks in the communicator. Resource requirements for that
information are under study by the authors.
Performance measurements in clusters with other network tech-
nologies, such as Ethernet, confirms the expected results, with an
increase in the difference of performance between mappings that is
proportional to the difference in bandwidth capabilities between the
channels.
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V. Performance Evaluation
The experimental platform used, named Fermi, is composed of eight
nodes connected by a QDR Infiniband network. Each node has two
2.27 GHz Quad core Intel Xeon E5520 processors, with 8MB of shared
L3 cache size, making a total of eight cores per node. The operating
system is Linux 2.6.32. We used IMB (Intel MPI Benchmark), version
3.2, to obtain the latency data. Bandwidth is calculated as the
message size divided by the latency, and showed in figures for the
sake of clarity. A high number of iterations are executed for each
collective algorithm and mean time is taken. IMB runs on Open
MPI 1.8, the library that provides the allreduce algorithms through
its Tuned and Hierarch collective components. Nonetheless it should
be noted that MVAPICH2 yields similar results, as well as MPICH,
which has been tested in Ethernet networks.
The allreduce Ring algorithm performance is plotted in Figures 3
to 5. Figures represent the bandwidth of sequential (SEQ) and round
robin (RR) mappings, as well as the Ring∗ algorithm and the hier-
archical implementation of the collective operation, for increasing
number of nodes (M), with Q = 8. The difference in bandwidth be-
tween sequential and Ring∗ algorithm with respect to less favourable
round robin mapping is nearly to 2×, for all the range of messages.
Ring∗ overload to the Ring algorithm is very low, because it is only
attributable to the execution of transformation functions.
Hierarchical implementation of the allreduce algorithm leads to a
higher performance than round robin, but it degrades with the size
of the message because phases must progress sequentially. Perfor-
mance depends as well on the algorithms used in each phase. In this
paper we use the binomial tree algorithm for the Reduce and Broadcast
algorithms in the phases 1 and 3, and allreduce Ring algorithm in
the inter-node phase 2. This configuration outperforms even the
allreduce Ring algorithm for short and medium messages.
In Figure 6 we plot the relative mean bandwidth (measured along
the whole range of messages plotted in figures) between different
cases for a constant number of nodes (M = 8), and a growing
number of processes per node. Note that the difference between the
sequential and the round-robin mapping grows with Q. As expected,
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Figure 4: Bandwidth of the allreduce Ring algorithm with sequential and
round-robin mappings, and the Ring* algorithm when executed with M = 4
nodes and Q = 8 processes by node, for a total of P = 32 processes.
the difference between sequential and Ring∗ remains constant, and
denotes a minimal overload. Respect to the hierarchical case, the
difference is constant for that small number of nodes.
It can be observed in Figure 3 that the change of mapping of the
Ring∗ algorithm shows an improvement with respect to the round
robin mapping even in a minimal configuration with only M = 2
nodes.
VI. Conclusions
The performance of MPI collective algorithms in multi-core clusters
highly depends on the deployment of the processes on the processors
of the system. These algorithms usually establish a communication
pattern between ranks that, if under specific regular mappings, use
the communication resources effectively, other mappings signifi-
cantly worsen their performance. The hierarchical design pursues
the optimal use of the system available communication channels,
regardless of the process mapping, but they are only efficient in a
limited subset of collectives operations.
This paper proposes a more generic approach, whose goal is to
adapt the mapping of processes to the communication pattern of
the collective algorithm in run-time to reduce network traffic and
contention. Such a switch does not require process migration, but a
renaming of the processes ranks prior to the execution of the original
algorithm.
Performance improvements of MPI_Allreduce collective is evalu-
ated when built upon the Ring algorithm, which performs better
when processes are mapped sequentially. The figures show that
the processes renaming adds a low impact upon the cost of the
original algorithm. Results are also compared to the hierarchical
implementation of the collective.
Our approach can be applied to other algorithms commonly used
in MPI collective operations, as the Recursive Doubling, Neighbour
Exchange, Dissemination or Binomial Tree, with different incoming
mapping necessities, covering a broad range of communication
patterns. In addition, the paper discusses extensions to cover non-
regular mapping of processes and other collective operations.
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