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che soddisfa le seguenti proprieta`
(i) ||f || ≥ 0 per ogni f ∈ H
(ii) ||f || = 0 ⇐⇒ f = 0
(iii) ||αf || = |α| ||f || per ogni f ∈ H, α ∈ R
(iv) ||f + g|| ≤ ||f ||+ ||g|| per ogni f, g ∈ H
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Disuguaglianza astratta di Schwarz




Se f, g ∈ L2(E) allora fg ∈ L1(E) e∣∣∣∣∫
E
f(x)g(x)dx
∣∣∣∣ = |〈f | g〉| ≤ ||fg||1 ≤ ||f ||2 ||g||2
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Proprieta` geometriche del prodotto interno
Legge del parallelogramma
||f + g||2 + ||f − g||2 = 2
(
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Se f ⊥ g allora ||f ||2 + ||g||2 = ||f + g||2
Angoli







Una successione (hn)n di elementi di H si dice successione di Cauchy
se per ogni ε > 0 esiste N ∈ N tale per cui se n, m > N allora
||hn − hm|| < ε
Lo spazio con prodotto interno H si dice spazio di Hilbert se ogni
successione di Cauchy in H converge ad un elemento di H
La convergenza delle successioni di Cauchy nella norma generata dal





Sia K un sottospazio completo dello spazio di Hilbert H. Per ogni
h ∈ H esiste uno ed un solo elemento ph ∈ K tale che x = h − ph e`
ortogonale a tutti gli elementi di K. Equivalentemente





Sia K un sottospazio completo dello spazio di Hilbert H. Per ogni
h ∈ H esiste uno ed un solo elemento ph ∈ K tale che x = h − ph e`
ortogonale a tutti gli elementi di K. Equivalentemente
||h− ph|| = inf {||h− k|| | k ∈ K}
Useremo l’esistenza della proiezione ortogonale sui sottospazi di





Una σ-algebra G contenuta in A si dice sotto σ-algebra di A.
Prendiamo una variabile aleatoria X ∈ L2 := L2 (Ω,A, P ) e conside-
riamo il sottospazio L2(G) costituito dalle funzioni G misurabili. Si
puo` dimostrare che tale sottospazio e` completo.
E` quindi possibile eseguire la proiezione ortogonale: denoteremo con
Y la proiezione ortogonale di X su L2(G)
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Possiamo pensare ad Y come la migliore “approssimazione” di X nella
classe delle funzioni G misurabili.
Sappiamo che X − Y e` ortogonale a L2(G). Questo per la definizione
del prodotto interno in L2 significa che per ogni Z ∈ L2(G)
〈X − Y | Z〉L2 =
∫
Ω
(X − Y )ZdP = 0
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Siano (Ω,A, P ) uno spazio di probabilita`, G una sotto σ-algebra di A.
Supponiamo che data una funzione A-misurabile X esista (a meno
di insiemi trascurabili) una funzione G-misurabile Y tale per per ogni
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Tale funzione sara` denotata con Y = E (X | G) e sara` detta valore
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di insiemi trascurabili) una funzione G-misurabile Y tale per per ogni






Tale funzione sara` denotata con Y = E (X | G) e sara` detta valore
atteso condizionato di X rispetto a G
Per quanto argomentato in precedenza la “conditional expectation”
e` ben definita quando X ∈ L2 ma la formula (∗) ha senso anche per
X, Y ∈ L1
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Come passo preliminare osserviamo che, siccome P (Ω) = 1 dalla disu-
guaglianza di Ho¨lder segue che X ∈ L2 (Ω) =⇒ X ∈ L1 (Ω) . Infatti,




|X| dP ≤ ||X||2 < +∞
Quindi P (Ω) = 1 =⇒ L2 (Ω) ⊂ L1 (Ω) . Tuttavia l’inclusione oppo-
sta non sussiste in generale, dunque abbiamo il problema di costruire
E (X | G) ∈ L1(G) per una arbitraria funzione X ∈ L1(G)
12/19 Pi?
22333ML232
Come passo preliminare osserviamo che, siccome P (Ω) = 1 dalla disu-
guaglianza di Ho¨lder segue che X ∈ L2 (Ω) =⇒ X ∈ L1 (Ω) . Infatti,









|X| dP ≤ ||X||2 < +∞
Quindi P (Ω) = 1 =⇒ L2 (Ω) ⊂ L1 (Ω) . Tuttavia l’inclusione oppo-
sta non sussiste in generale, dunque abbiamo il problema di costruire
E (X | G) ∈ L1(G) per una arbitraria funzione X ∈ L1(G)
12/19 Pi?
22333ML232
Come passo preliminare osserviamo che, siccome P (Ω) = 1 dalla disu-
guaglianza di Ho¨lder segue che X ∈ L2 (Ω) =⇒ X ∈ L1 (Ω) . Infatti,



















|X| dP ≤ ||X||2 < +∞
Quindi P (Ω) = 1 =⇒ L2 (Ω) ⊂ L1 (Ω) . Tuttavia l’inclusione oppo-
sta non sussiste in generale, dunque abbiamo il problema di costruire
E (X | G) ∈ L1(G) per una arbitraria funzione X ∈ L1(G)
13/19 Pi?
22333ML232
Costruiremo la funzione Y per diverse tipologie di funzioni X ∈ L1
Step 1 X non negativa e limitata
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Si ha che Y ≥ 0 quasi certamente. Se per assurdo Y prendesse valori
negativi su di un insieme di probabilita` positiva, allora esisterebbe
n ≥ 1 tale per cui G =
{
ω ∈ Ω | Y (ω) < −1
n
}
∈ G per cui P (G) > 0
e allora ∫
G
Y dP < −1
n
P (G) < 0
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Step 2 Successioni approssimanti una X ∈ L1 non negativa
Sia X ≥ 0 una arbitraria funzione in L1. Allora per ogni n ≥ 1




Step 2 Successioni approssimanti una X ∈ L1 non negativa
Sia X ≥ 0 una arbitraria funzione in L1. Allora per ogni n ≥ 1
definiamo la successione di funzioni
Xn = min{X,n}
In questo modo ciascuna delle Xn e` una funzione limitata e non negati-
va, quindi verifica le condizioni dello step 1 individuando una funzione








D’altra parte la successione di funzioni (Xn)n e` crescente con n e














Yn+1dP . Pertanto si ha che Yn+1 − Yn ≥ 0
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Yn+1dP . Pertanto si ha che Yn+1 − Yn ≥ 0
quasi certamente e quindi anche la successione (Yn)n e` crescente quasi
certamente.
Step 3 Passaggio al limite. Definiamo per ogni ω ∈ Ω la funzione
misurabile












X dP < +∞
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X dP < +∞










Y dP e quest’ultimo
integrale e` finito per modo che Y ∈ L1(G)
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Y dP e quest’ultimo

















Step 4 X di segno qualsiasi.
In questo caso si parte da X = X+ − X− e dal passo 3 possiamo
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Questa sussiste quasi dappertutto (quasi certamente in probabilita`)









si avrebbe Z = Y quasi certamente.
Il fatto che l’unicita` sia tale a meno di eventi trascurabili si esprime
dicendo che Y e` una versione di E (X | G)
