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Chapter 1
Introdution
Neurons display three dierent types of dynamis: Stationary behaviour and
osillations in the form of bursting and spiking. Bursting is haraterised by
osillations that are interrupted by quasistationary behaviour whereas spiking
onsists of ontinous osillations. Bursting is linked to many neural proesses.
For example sleep osillations in thalamoortial systems display bursting [33℄ as
well as respiratory paemaker neurons [3℄. The responses of ells in the visual
ortex of the at to intraellular injetion of urrent pulses [30℄ show lasses of
harateristi osillatory behaviour (see gure 1.1). Four main lasses of osilla-
tions are observed there: Regular spiking, fast spiking, hattering and intrinsi
bursting. Chattering ells onsist also of bursts, they generate repetitive bursting
of thin ation potentials.
In this thesis the phenomenon of bursting in a mathematial model for neurons is
investigated by onneting it with the bifuration properties of the model. This
leads to a better understanding of the underlying mehanisms of bursting and
gives new riteria for the ourene of bursting in dependene on parameters of
the neuron model used.
1.1 Neuron models
Mathematial models for neuron potentials are often based on the Hodgkin-
Huxley model [23, 25, 11℄ whih was developed to desribe the ation potentials
in the squid giant axon. The desription of the transmission of eletrial pulses
along a nerve membrane relies on the balane of a urrent that passes a resistane
and the hange of the membrane potential v of the neuron.
C
m
dv
dt
+ I
ion
= 0 (1.1)
The membrane potential v is the dierene between internal and external voltage
and the ion urrent depends on the spei membrane resistane: I
ion
= v=R.
5
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Figure 1.1: Examples of ation potential responses of ats ortial neurons (pi-
ture taken from [30℄).
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The Hodgkin-Huxley model onsists of an equation for the membrane potential v
of the neuron that depends on several ioni urrents (sodium ion urrents, potas-
sium ion urrents and leak urrents) and auxiliary equations modelling the gating
of ion hannels. We refer to appendix A for the desription of the Hodgkin-Huxley
equations.
FitzHugh and Nagumo developed a system that has similar qualitative proper-
ties than the four-dimensional Hodgkin-Huxley model but it is in ontrast only
two-dimensional [12, 29℄. FitzHugh's system gives aurate desriptions of an
ation potential only for the initial stage but sine its equations are simpler it
is an appropriate ansatz for numerial and analytial investigations of neurons.
A general version of the FitzHugh-Nagumo model whih is desribed in [25℄ is
system

dv
dt
= f
1
(v; w) + I; (1.2)
dw
dt
= f
2
(v; w)
where v denotes the membrane potential, w is onsidered as auxiliary variable,
I is a urrent that is generated by synapses and by external signals and  being
a small onstant parameter. Here the funtion f
1
(v; w) is a ubi polynomial
and f
2
(v; w) is a linear funtion. In this thesis the following speial variant of
FitzHugh-Nagumos system is employed whih is desribed in detail in [14, 17℄:
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u; (1.3)
_w(t) = (a  v(t)  bw(t))=:
Here, the external input to the system is replaed by the parameter u. a; b;  are
onstant parameters. In [14℄ the FitzHugh-Nagumo system (1.3) is regarded as
nonlinear osillator that generates the outgoing signal or membrane potential of
a neuron. All inoming signals of a neuron that are olleted at the synapses
are ommuted into the total postsynapti potential u. A network equation in
[14℄ models the umulation of the inoming presynapti potentials v and the
generation of the total postsynapti potential u.
 _u(t) =  u(t) + qg(v(t  T )) + e (1.4)
The parameter  haraterises the relaxation time of the postsynapti potential.
In biology three main lasses of postsynapti potentials are distinguished: fast,
slow and late slow postsynapti potentials. They dier from eah other in their
relaxation time. A more detailed desription of these temporal postsynapti dy-
namis is given in hapter 6 of this thesis. Coupling between neurons ours at
the synapses of a neuron. Synapses that strengthen the inoming presynapti
potential are alled exitatory synapses and are presented in (1.4) by positive
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oupling onstants q. Inhibitory oupling weakens or represses presynapti po-
tentials and are denoted in the network equation by negative values of q. Taking
into aount the propagation time of neural signals along the axon and the den-
drites a time delay T is appended. The relation between pre- and postsynapti
potential is given by the nonlinear sigmoidal transfer funtion g.
g(v(t  T )) =
1
1 + exp( 4v(t  T ))
(1.5)
Further external signals are onsidered with the variable e.
Pulling together the network equation and the FitzHugh-Nagumo osillator we
aquire ompletingly a mathematial model for neural ells whih is applied in
this thesis.
 _u(t) =  u(t) + qg(v(t  T )) + e;
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t); (1.6)
_w(t) = (a  v(t)  bw(t))=
General analytial and numerial investigations of the model as well as applia-
tions in the range of epileptiform ativity an be read in [14, 13, 21, 20℄.
In terms of biology the neuron model is extended to an m-dimensional system
displaying a network of oupled ells.

i
_u
i
(t) =  u
i
(t) +
m
X
k=1
q
ik
g(v
k
(t  T
ik
)) + e
i
;
_v
i
(t) = (w
i
(t) + v
i
(t) 
1
3
v
3
i
(t)) + u
i
;
_w
i
(t) = (a  v
i
(t)  bw
i
(t))=:
Figure 1.2 shows a sketh of the proesses that take plae during signal trans-
mission. Inoming signals v
k
(t T
ik
) are olleted at the synapses. Subsequently
the total postsynapti potential u
i
(t) is generated and propagates to the axon
hillok of the neuron. At the axon hillok the postsynapti potential an evoke
an outgoing membrane potential v
i
if it exeeds a ertain threshold.
System (1.6) exhibits two dierent osillation modes: bursting and spiking that
are ontrolled primarily by the parameters e and q. The FitzHugh-Nagumo os-
illator (1.3) an be onsidered as the fast subsystem of the whole model. The
osillatory dynamis of the fast subsystem alone onsists only of spikes. In om-
bination with a slow subsystem that is in our model the network equation (1.4)
the whole system is also able to osillate in the bursting mode. Bursting in the
ontext of slow-fast systems has been investigated for other neural models, see
for example [32℄.
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Figure 1.2: Sketh of two oupled neurons displaying signal transmission.
1.2 Outline of the thesis
It is the intention of the thesis to investigate the bursting mode of the neural
system (1.6). This will lead to a better understanding of the underlying meha-
nisms of bursting and in that way new riteria for the ourene of bursting in
dependene on important parameters of our neuron model are developed.
For this purpose bifuration properties of the neuron model are analysed and
are onneted with the bursting properties of the model. The most important
bifuration parameter of the system is the external signal e. Former investiga-
tions of the model [14, 13, 21℄ have already shown that the onset of osillations
an be ontrolled by the parameter e. Further a range of e had been determined
empirially for whih bursting in a single neuron as well as in networks of neurons
ours. The task of this thesis is to speify the appearane of bursting in detail
and to give riteria for the ourene of bursting that are diretly taken from the
bifuration analysis of the model.
Sine the neuron model is three dimensional, nonlinear and ontains a time delay
it is not possible to obtain a full bifuration analysis by using analytial methods.
We therefore approah the investigation of the bifuration properties of the sys-
tem with respet to the parameter e from three sides and ombine the obtained
results in order to explain bursting behaviour.
In hapter 2 the neural system (1.6) is examined for the limiting ase of innite
delay T . An iterated map an then be derived from the equations of the system.
The iterated map is investigated with analytial and numerial methods. It turns
out that the map possesses a bifuration to periodi solutions. The ritial values
of e that orrespond to the bifuration points of the map are determined. Further
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the type of the bifuration is lassied and the stability of the periodi region of
the map is determined.
Chapter 3 ontains a bifuration analysis of the neuron model based on the transi-
tion of stable stationary solutions to unstable stationary solutions. The obtained
transition points are potential Hopf points of the system. At a Hopf point there
ours a bifuration to periodi solutions. The transition points are determined
for nite and innite delay T , in both ases with respet to the parameters e and
q of the model. In addition, the system is analysed for the limiting ase of innite
time onstant  .
In hapter 4 a numerial bifuration analysis of the neural system (1.6) is arried
out. With the help of the Matlab pakage DDE-BIFTOOL [9℄ that allows the
numerial analysis of retarded dierential equations the Hopf points of the system
were deteted. Branhes of periodi solutions that emanate from the Hopf points
are followed and their stability is determined with the help of Floquet multipliers.
The numerial bifuration analysis yields a bifuration diagram of the variable v
with respet to the bifuration parameter e. This result is the rst bifuration
diagram that was obtained for the full, time delayed neuron model. Existing
publiations on the neuron model only deal with the bifuration properties of the
underlying FitzHugh-Nagumo system.
The results of the numerial bifuration analysis are ompared with the results of
the iterated map and those of the analysis of the transition points in hapter 5.
With the help of the numerial bifuration analysis the potential Hopf points of
the analysis of the loss of stability an be determined to be real Hopf bifuration
points. In addition, numerial simulations of the solutions of the neural system
are related to the results of the analysis of the iterated map and to examples
of the numerial bifuration analysis. Pulling these results together allows for a
deeper understanding of the origin of bursting. We sueed in giving riteria for
the ourene of bursting that are diretly related to the bifuration properties
of the model.
An appliation of the bursting phenomena of our model is presented in hapter
6. By means of enlarging the number of network equations in the neuron model
it is possible to model dierent lasses of postsynapti potentials that our in
nature. Due to the interation of multiple time sales the appearane of burst
multiplets is observed in numerial simulations. A redution of the multiple time
sale model to a three time sale model is given and the phenomenon of burst
multiplets is desribed on the basis of this redued model. The burst multiplets
are nally related to experimental data oming from respiratory researh.
An outlook of further aspets of the neuron model whose analysis seems to be
rewarding is given in hapter 7. A disussion and summary of the attained results
onludes this thesis.
Chapter 2
The iterated map
It is one aim of this work to nd riteria for the ourene of bursting whih are
based diretly on the mathematial properties of the neuron model.
The phenomenon of bursting in networks of neurons whih are modelled by the
following system (2.1) has been investigated numerially in [20℄ both for small
and large networks.
 _u(t) =  u(t) + qg(v(t  T )) + e;
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t); (2.1)
_w(t) = (a  v(t)  bw(t))=:
For appropriate parameters q and e and for  
1

system (2.1) displays bursting
[14℄. Figure 2.1 shows that the dynamis of v is haraterised during bursting
by an alternation between a quasistationary state and a state of repetitive ring.
If the total postsynapti potential enters the osillation interval I
os
(indiated
by dotted lines in gure (2.1)) of the FitzHugh-Nagumo osillator the membrane
potential v starts to osillate. Due to the delayed inoupling of v with a negative
oupling term the postsynapti potential is pushed outside the osillation interval
and the osillation is terminated. After relaxation u returns into the osillation
interval beause of the quasistationary behaviour of v that pushes u. The yle
starts again and a further burst is generated.
The most important bifuration parameter of the system is the external signal e.
Numerial simulations have shown that the neural system (2.1) displays bursting
only for a small regime of e. An investigation of the mathematial model with
analytial and numerial methods will give riteria for the dependene of bursting
on the bifuration parameter e.
Espeially in this hapter the bifuration behaviour of the neuron model is inves-
tigated for innite delay T by deriving an iterated map for the model. After an
introdution of dierent types of bifurations of iterated maps a bifuration anal-
ysis is performed whih yields the type of bifuration of the iterated map as well
11
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Figure 2.1: Bursting of the single neuron. The osillation interval of the
FitzHugh-Nagumo subsystem is indiated by the dotted lines. The simulation
was performed for (a; b; ; q; ; T; e) = (0:9; 0:9; 2:0;  1:0; 20; 30;  2:5).
as its stability properties. Finally the parameter values e for whih bifurations
our are determined.
2.1 Derivation of the iterated map
Investigating the osillation properties of the neural system (2.1) with respet to
the bifuration parameter is a diÆult task beause the phase spae of retarded
dierential equations is innite dimensional and no omplete bifuration theory
exists in this ase. The limiting ase of innite delay simplies our neural system
and so it is possible to examine the dynamis of system. First a variable trans-
formation has to be aomplished in order to simplify alulating the limit. The
new variables are given by
s :=
t
T
, U(s) := u(Ts), V (s) := v(Ts) and W (s) := w(Ts).
Under this transformation the system (1.6) beomes

T
dU(s)
ds
=  U(s) + qg(V (s  1)) + e;
1
T
dV (s)
ds
= (W (s) + V (s) 
1
3
V
3
(s)) + U(s); (2.2)
1
T
dW (s)
ds
= (a  V (s)  bW (s))=:
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Carrying out the limit T !1 we obtain a dierene-algebrai system
0 =  U(s) + qg(V (s  1)) + e;
0 = (W (s) + V (s) 
1
3
V
3
(s)) + U(s); (2.3)
0 = (a  V (s)  bW (s))=:
With the auxiliary funtion H(V (s))
H(V (s)) := (
1
3
V
3
(s) + V (s)(
1
b
  1) 
a
b
) = U(s) (2.4)
a salar iterated map is dedued from (2.3). The U -representation of the the map
is given by
U
n+1
= qg(H
 1
(U
n
)) + e: (2.5)
The expliit formula of the inverse H
 1
(U(s)) of the auxiliary funtion is given
in appendix B. For the V -representation we obtain

3
V
3
n+1
  (1 
1
b
)V
n+1
= qg(V
n
) +
a
b
+ e: (2.6)
Sine we are onsidering real variables we always take the real roots when we
solve the polynomials of third order.
2.2 Bifuration of the iterated map
A bifuration analysis of the iterated map is obtained in the following. In ad-
dition the type of bifuration is determined by a ombination of analytial and
numerial methods.
Computing the bifuration diagram of the saled iterated map in dependene on
the parameter e shows the existene of an area of periodi solutions.
The iterates of the map represent the two types of dynamis of the system. It-
erates for values of e that orrespond to stationary solutions of the iterated map
are shown in gure 2.3 as well as iterates for e lying in the periodi region of
the iterated map. The numerial omputed bifuration diagrams of the iterated
map, see gure 2.2, show that a period doubling bifuration ours and that the
transition to the periodi solutions is superritial. Properties of the period dou-
bling bifuration, whih is also alled ip bifuration or subharmoni bifuration
are shown in the next subsetion. Subsequently, our iterated map is investigated
with respet to the properties of the ip bifuration to verify its bifuration type.
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Figure 2.2: Bifuration diagrams of the iterated map with respet to the param-
eter e. The left gure shows the bifuration diagram for U and the right gure
displays the dependene of V on e. The parameters of the omputation were
a = b = 0:9,  = 2:0 and q =  1:0.
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Figure 2.3: Iterates of the salar map. Left: Stationary solution. Iterates for
e =  2:5. Right: Periodi solution. Iterates for e =  1:5.
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2.2.1 Flip bifuration
Disrete dynamial systems show three main lasses of one-parameter bifura-
tions of xed points: the saddle-node bifuration, the ip bifuration and the
Neimark-Saker bifuration. Salar systems have the lowest possible dimension
for the ourene of saddle-node and ip bifurations. Neimark-Saker bifur-
ations appear only in planar systems and higher dimensional systems. For a
detailed desription of iterated maps see [36, 28, 18℄.
Consider a disrete dynamial system depending on the parameter 
x 7! f(x; ); x 2 IR
n
;  2 IR
n
(2.7)
where f is C
r
. Suppose (2.7) has a xed point at (x; ) = (x
0
; 
0
).
Denition 2.1 A xed point (x
0
; 
0
) of f : IR
n
! IR
n
is alled hyperboli if
D
x
f(x
0
; 
0
) has no eigenvalues on the unit irle. D
x
f(x
0
; 
0
) is the Jaobian
matrix at the xed point.
Bifurations of maps only our if the hyperboliity ondition is violated. There
are three ways in whih a xed point of a map an be nonhyperboli.
Denition 2.2 Saddle-node bifuration: The linearised map D
x
f(x
0
; 
0
) has a
single eigenvalue equal to 1 and the remaining n-1 eigenvalues have moduli not
equal to 1.
Flip bifuration: The linearised map D
x
f(x
0
; 
0
) has a single eigenvalue equal to
-1 and the remaining n-1 eigenvalues have moduli not equal to 1.
Neimark-Saker (torus) bifuration: The linearised map D
x
f(x
0
; 
0
) has a pair of
omplex onjugate eigenvalues having moduli 1 and the remaining n-2 eigenvalues
have moduli not equal to 1.
Sine we are onsidering a one dimensional iterated map the Neimark-Saker
bifuration does not have any importane for the further onsiderations. The
saddle-node bifuration however an our in the iterated map and we will go
into this in the further ourse of the bifuration analysis.
In the following the ip bifuration is onsidered in its lowest possible dimension
and we obtain a one dimensional iterated map.
x 7! f(x; ); x 2 IR;  2 IR (2.8)
f is in this ase C
3
. In addition to the eigenvalue riterium it is suÆient for
system (2.8) to satisfy the following two onditions that an be found in the book
of Gukenheimer [16℄.
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1 −1
Figure 2.4: Eigenvalues on the unit irle of the omplex plane orresponding to
nonhyperboliity: a) Saddle-node bifuration, b) Flip bifuration, ) Neimark-
Saker bifuration.
Theorem 2.1 Let f : IR! IR be a one-parameter family of mappings suh that
f
0
has a xed point x
0
with eigenvalue -1. Assume
(
f


2
f
x
2
+ 2

2
f
x
) =
f


2
f
x
2
  (
f
x
  1)

2
f
x
6= 0 at (x
0
; 
0
); (F1)
a = (
1
2
(

2
f
x
2
)
2
+
1
3
(

3
f
x
3
)) 6= 0 at (x
0
; 
0
): (F2)
Then there is a smooth urve of xed points of f passing through (x
0
; 
0
), the
stability of whih hanges at (x
0
; 
0
). There is also a smooth ure  passing
through (x
0
; 
0
) so that    f(x
0
; 
0
)g is a union of hyperboli period 2 orbits.
The urve  has quadrati tangeny with the line IR  f
0
g at (x
0
; 
0
).
F1 is the -derivative of f
0
along the urve of the xed points and ondition F2
determines the stability of the periodi orbits. A positive value of a is related
to stable periodi orbits and if a is negative the periodi orbits are unstable. In
addition F2 gives the diretion of bifuration of the periodi orbits: positive a
orrespond to superritial bifurations and negative a to subritial bifurations.
Figure 2.5 shows a sketh of the two bifuration diretions.
2.2.2 Bifuration analysis
Starting from the desription of a general ip bifuration in the last subsetion
now the ip bifuration points of the salar iterated map
U 7! qg(H
 1
(U)) + e (2.9)
are alulated. For the xed points

U of (2.9) we obtain

U = qg(H
 1
(

U)) + e: (2.10)
An example of numerially alulated xed points of the V -map in dependene
on the parameter e is given in gure 2.7. In the ase of a saddle-node bifuration
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f
µ
f
µ
Figure 2.5: Sketh of bifuration diretions of the ip bifuration. Left: Sub-
ritial bifuration. Right: Superritial bifuration. Solid lines represent stable
solutions and dashed lines represent unstable solutions.
the eigenvalue of the linearisation of (2.9) at the xed point is equal to 1. In order
to ompare the results of the iterated map with results of the following hapters
the further analysis is restrited to a speial set of parameters that leads to a
ip bifuration of the iterated map. Therefore we will not study the saddle-node
bifuration subsequently.
The linearisation of (2.9) at the xed point is equal to  1 for ip bifurations.
D(qg(H
 1
(U)) + e) =  1: (2.11)
This is equivalent to
q g
0
(H
 1
(U))
1
H
0
(H
 1
(U))
=  1: (2.12)
We restrit the further analysis to the ase q =  1 for whih bifuration diagrams
were shown in gure 2.2 and obtain
g
0
(H
 1
(U)) = H
0
(H
 1
(U)): (2.13)
Inserting the auxiliary funtion
H(x) := (
1
3
x
3
+ x(
1
b
  1) 
a
b
) (2.14)
into the equation above leads to
g
0
(H
 1
(U)) =  ((H
 1
(U))
2
+
1
b
  1): (2.15)
The sigmoidal funtion
g(x) =
1
1 + exp( 4x)
(2.16)
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has a maximal slope of 1. The derivative H
0
of the auxiliary funtion has a
minimum at x = 0 sine we are always onsidering positive  in our model. With
the standard hoie of b = 0:9 and  = 2:0 the minimum of H
0
at x = 0 has the
value
2
9
. This implies that the derivatives of the funtion g and H have two points
of intersetion whih is shown in gure 2.6. The two intersetion points H
 1
(u
1
)
-2 -1 1 2 H
-1
0.5
1
1.5
2
2.5
g’,H’
Figure 2.6: Intersetions of the derivatives of g (shown in blak) and H (drawn
in blue) for the parameters b = 0:9 and  = 2:0.
and H
 1
(u
2
) were alulated numerially, u
1
and u
2
were determined with the
help of the inverseH
 1
for the parameter values (a; b; ; q) = (0:9; 0:9; 2:0;  1:0).
Inserting this into the iterated map yields the two bifuration points e
1
and e
2
of
the ip bifuration.
e
flip
1
=  1:97 e
flip
2
=  1:03 (2.17)
The numerially alulated bifuration diagrams for the same set of parameters
are shown in gure (2.2). They are in total agreement with the bifuration points
e
flip
1
and e
flip
2
obtained in the previous alulation.
The bifuration analysis of the iterated map is ompleted by alulating the on-
ditions given in theorem (2.1). Computing ondition (F1) guarantees that a
single urve of xed points passes through (x
0
; 
0
). Condition (F2) gives infor-
mation about the stability of the periodi orbit and the diretion of the bifur-
ation of the periodi orbit. The two onditions were alulated using the V
representation of the iterated map and the usual set of parameters (a; b; ; q) =
(0:9; 0:9; 2:0;  1:0). Evaluating both onditions leads to
ip point 1 :
8
>
<
>
:
(F1) is positive at (v
flip
1
; e
flip
1
);
(F2) is positive at (v
flip
1
; e
flip
1
)
(2.18)
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for the rst ip point and for the seond ip point there holds
ip point 2 :
8
>
<
>
:
(F1) is positive at (v
flip
2
; e
flip
2
);
(F2) is positive at (v
flip
2
; e
flip
2
):
(2.19)
The alulation of (F1) and (F2) have shown that for both ip points the bi-
furating periodi solutions are stable and that the diretion of the bifurating
periodi orbit is superritial.
-4 -3 -2 -1 1 2 e
-1
-0.5
0.5
1
1.5
v
Figure 2.7: Curve of xed points of V with respet to the parameter e. The
alulation was performed for (a; b; ; q) = (0:9; 0:9; 2:0;  1:0).
Chapter 3
Bifuration properties of the
neural system
In the previous hapter the bifuration points for innite delay were alulated.
The objetive of this hapter however is the alulation of bifuration points of
the neural system for nite delay.
The diret alulation of Hopf points is diÆult for the system (3.1) beause it
onsists of three oupled nonlinear dierential equations with delay. Neverthe-
less it is possible to examine the bifuration behaviour of the neural system by
studying the loss of stability of the stationary solutions. The latter failitates to
determine transition points between stationary and periodi behaviour. These
transition points are potential Hopf points of the system
 _u(t) =  u(t) + qg(v(t  T )) + e;
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t); (3.1)
_w(t) = (a  v(t)  bw(t))=:
In the rst two setions a review of results of the analysis of the neural system
is given whih yields the potential Hopf points in dependene on the parameter
q for nite delay T . This review is taken from [14℄. An analysis of the loss of
stability of the neural system in the ase of innite delay T and innite time
onstant  is given in the subsequent setions.
3.1 Existene and uniqueness of stationary so-
lutions
The solutions (u; v; w) 2 IR
3
of system (3.1) are stationary in the ase of
~
H(v) :=

3
v
3
+ (
1
b
  1)v   qg(v) = e+
a
b
u = qg(v) + e
w =
a v
b
:
(3.2)
20
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The following lemma gives onditions for the existene and the uniqueness of the
stationary solution. The lemma and the proof were taken from [14℄.
Lemma 3.1 (Existene of stationary solutions)
Assume a;  > 0 and 0 < b < 1. Further we assume g 2 C
2
(IR; IR) is an
inreasing funtion satisfying g
00
(v)v < 0 for all v 6= 0.
1. If (
1
b
  1)  qg
0
(0) then for any e 2 IR equation (3.1) possesses a unique
stationary solution.
2. If (
1
b
  1) < qg
0
(0) then there exist e
1
, e
2
2 IR with e
2
< e
1
suh that
(a) for e 2 ( 1; e
2
) [ (e
1
;+1) equation (3.1) has exatly one stationary
solution,
(b) for e 2 fe
1
; e
2
g equation (3.1) has exatly two stationary solutions,
() for e 2 (e
2
; e
1
) equation (3.1) has exatly three stationary solutions.
Proof: Sine
lim
v!1
~
H(v) = 1 ; (3.3)
equation (3.1) has at least one stationary solution.
For (
1
b
  1)  qg
0
(0) the funtion
~
H is stritly inreasing. This provides the
uniqueness of the stationary solution.
For (
1
b
 1) < qg
0
(0) there are exatly two solutions v
01
and v
02
with v
01
< 0 < v
02
of
~
H
0
(v) = v
2
+ (
1
b
  1)  qg
0
(v) = 0 ; (3.4)
suh that
~
H is stritly inreasing on ( 1; v
01
℄ and [v
02
;+1), and stritly de-
reasing on [v
01
; v
02
℄.
Setting
e
i
:=
~
H(v
0i
) 
a
b
= (

3
v
3
0i
+ (
1
b
  1)v
0i
)  qg(v
0i
) ; i = 1; 2 ; (3.5)
ompletes the proof. The dependene of e
i
on the parameter q is shown in gure
3.1 whih is plotted in the next setion.
3.2 Stability of stationary solutions
The loss of stability of the stationary solutions is alulated in this setion and
onditions for the transition to osillatory dynamis are given in dependene on
the parameters q and e.
Let (u; v; w) 2 R
3
be a stationary solution of the system (1.6). The linearisation
of a delay equation system is given by the Frehet-map in the Banah spae.
DF (x) = DF (x) x(t) +DF (x) x(t  T ) (3.6)
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Applying this to our system yields
 _u(t) =  u(t) + q g
0
(v)v(t  T ); (3.7)
_v(t) = 
 
w(t) + (1  v
2
)v(t)

+ u(t);
_w(t) = ( v(t)  bw(t)) =:
To alulate the harateristi equation of system (3.7) we hoose the following
ansatz for the derivatives of the left side
X = (u(t); v(t); w(t))
T
:= e
zt
  (3.8)
Inserting this into the linearisation
_
X(t) = AX(t) +BX(t  T ) (3.9)
with
A =
0

 
1

0 0
1 (1  v
2
) 
0  
1

 
b

1
A
and B =
0

0
1

gg
0
(v) 0
0 0 0
0 0 0
1
A
(3.10)
gives the harateristi equation of the linearised system
(z) = det(z1  A  Be
 zT
) = 0 (3.11)
whih is equivalent to
(z) = det
0

z +
1

 
e
 zT
qg
0
(v)

0
 1 z   (1  v
2
)  
0
1

b

+ z
1
A
: (3.12)
Evaluating the determinant gives the following expression for the harateristi
equation
(z) = p
3
(z) 
qg
0
(v)

(z +
b

) exp( zT ) = 0 (3.13)
where p
3
is a third order polynomial
p
3
(z) = (z +
1

)(z
2
  (1 
b

2
  v
2
)z + b(v
2
+
1
b
  1)): (3.14)
For z 6=  
b

the harateristi polynomial is equivalent to
q =
p
3
(z) exp(zT )
(z +
b

)g
0
(v)
: (3.15)
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z = i!, ! 2 IR is a solution of (3.13) if and only if
q = Æ
r
(!; v) (3.16)
and
Æ
i
(!; v) = 0; (3.17)
where
Æ
r
(!; v) := <
 
p
3
(i!) exp(i!T )
(i! +
b

)g
0
(v)
!
(3.18)
and
Æ
i
(!; v) := =
 
p
3
(i!) exp(i!T )
(i! +
b

)g
0
(v)
!
: (3.19)
Solving (3.17) with respet to v yields
v = 
1;2
(!) := 
r
P +Q
R
; (3.20)
with
P := tan(!T )(
2
!
4
+ (
3
  (
2
  b
2
))!
2
  b(1  b));
Q := 
2
(  1)!
3
+ (
2
  b
2
  b(1  b))!;
R := (tan(!T ) + !)(
2
!
2
+ b
2
)
provided that tan(!T ) + ! 6= 0 and
q
P+Q
R
 0. From (3.16) and (3.20) we
obtain
q = ~q
1;2
:=  !

2

2
!
4
  (
2
(
2
  b
2
)  
2
)!
2
  (
2
  b
2
)

2
!
2
+ b
2
)(! os(!T ) + sin(!T ))g
0
(
1;2
(!))
: (3.21)
We are onsidering only the ase of a unique existing stationary solution whih
implies that q 
(1 b)
bg
0
(0)
. The loss of stability then takes plaes at the boundaries
~e
1
= max
!
f
~
H(v
1
(!)) 
a
b
: q = ~q
1
(!)g;
~e
2
= min
!
f
~
H(v
2
(!)) 
a
b
: q = ~q
2
(!)g:
(3.22)
Provided that a and  are positive, 0 < b < 1, g 2 C
2
(IR; IR) and g
00
v < 0 for
all v 6= 0 the unique existing stationary solution of the neural system (3.1) is
asymptotially stable if and only if e =2 [~e
1
; ~e
2
℄.
The urves ~e
1
(q) and ~e
2
(q) represent the potential Hopf bifuration points of
system (3.1). This dependene between ~e and q is determined numerially and
the result is shown in gure 3.1.
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Figure 3.1: Stability hart of the stationary solution of the neural system (3.1).
The urves ~e
1
and ~e
2
denote the transition points between stable stationary and
unstable stationary behaviour. For q >
(1 b)
bg
0
(0)
there are two existing stationary
solutions (urves e
1
and e
2
). They an be read in equation (3.5). The simulation
parameters are (a; b; ; T; ) = (0:9; 0:9; 2:0; 30:0 40:0). Realulated from [14℄.
3.3 Limiting ase T !1
In the ase of T !1 the loss of stability of the stationary solution is alulated.
The results of this analysis an be diretly related to the bifuration struture of
the iterated map. Let (u; v; w) 2 R
3
be a stationary solution of the system (1.6).
For the harateristi polynomial whih was already alulated in the previous
setion holds
(z) = p
3
(z) 
qg
0
(v)

(z +
b

) exp( zT ) = 0 (3.23)
where p
3
is a third order polynomial
p
3
(z) = (z +
1

)(z
2
  (1 
b

2
  v
2
)z + b(v
2
+
1
b
  1)): (3.24)
In order to obtain the limit of T !1 we rst sale the harateristi polynomial
and replae z by z =
s
T
. For the orresponding expression for q we obtain in the
limit ase
q =
(v
2
+
1
b
  1) exp(s)
g
0
(v)
: (3.25)
Sine q is a real parameter, s = i!, ! 2 IR is a solution of equation (3.25) if the
imaginary part of q is equal to zero. Solving
(v
2
+
1
b
  1) sin(!)
g
0
(v)
= 0 (3.26)
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yields the ondition ! = k with k 2 IN
0
. The stationary solution of the neural
system loses its stability in the ase of innite delay if
q =
(v
2
+
1
b
  1) os(k)
g
0
(v)
; k 2 IN
0
: (3.27)
The hoie of k determines the type of bifuration. In the speial ase of the basi
parameters used in the alulations throughout this thesis ((b; ) = (0:9; 2:0)) and
the sigmoidal funtion g having a positive derivative, odd k orrespond to a Flip
bifuration whereas even k orrespond to a saddle-node bifuration. Restrition
to the ase q =  1 whih was regarded for the iterated map leads to the hoie
of an even k and we obtain the following ondition for the ip bifuration points
g
0
(v) = (v +
1
b
  1): (3.28)
Comparing this result with the linearisation of the iterated map at the xed point
for q =  1 (see equation (2.13))
g
0
(H
 1
(U)) = H
0
(H
 1
(U)) (3.29)
and evaluating the auxiliary funtion
H(H
 1
(U)) := (
1
3
(H
 1
(U))
3
+H
 1
(U)(
1
b
  1) 
a
b
) (3.30)
leads to
g
0
(H
 1
(U)) = ((H
 1
(U))
2
+
1
b
  1): (3.31)
Equation (3.28) derived from the loss of stability of the stationary solution is
equivalent to equation (3.31) that was obtained for the iterated map.
For the border ase of T !1 we obtain the following onlusion: The analysis
has shown that the stationary solutions lose their stability at the ip bifuration
points of the iterated map.
3.4 Limiting ase  !1
The ase of innite time onstant  is related to an innite refration time of the
postsynapti potential. The harateristi polynomial of the linearisation (3.13)
in this ase beomes
lim
!1
(z) = 

1
(z) = z
3
  (1 
b

2
  v
2
)z
2
+ b(

v
2
+
1
b
  1)z: (3.32)
The ase  !1 leads to a deoupling of the network equation and the FitzHugh-
Nagumo subsystem. u beomes onstant and an therefore no longer determine
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the stability of the system. The dynamis of the system is then determined by the
remaining FitzHugh-Nagumo system with u regarded as bifuration parameter.
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u; (3.33)
_w(t) = (a  v(t)  bw(t))=:
The bifuration behaviour of the FitzHugh-Nagumo system is well studied by
several authors [12, 17, 24, 35℄. We therefore give only a short summary of
the main bifurational results that are speied in [14℄. The results onerning
the FitzHugh-Nagumo system are used in the disussion of bifuration results
obtained in the further ourse of the thesis.
Lemma 3.2 (Hopf bifuration)
Assume a;  > 0, 0 < b < 1 and b > 
2
. With
u
(l)
=


[
1
3
v
(l)
3
+ (
1
b
  1)v
(l)
 
a
b
℄ ; (3.34)
where
v
(l)
= ( 1)
l
r
1 
b

2
; l = 1; 2 ; (3.35)
there holds:
If
1
2
< b < 1 and 
2
>
b
2
2b 1
, equation (1.3) undergoes a subritial Hopf bifuration
at u = u
(l)
, l = 1; 2. This means, there are positive numbers "
1
, "
2
suh that
(1.3) has a periodi solution for u 2 (u
(1)
  "
1
; u
1
) and u 2 (u
(2)
; u
(2)
+ "
2
). The
bifurating periodi solutions are unstable.
Lemma 3.3 (Global existene and nonexistene of periodi solutions)
Assume a;  > 0, 0 < b < 1 and b > 
2
. There are real numbers u
(1
0
)
, u
(2
0
)
with
u
(1
0
)
 u
(1)
< u
(2)
 u
(2
0
)
, u
(1)
and u
(2)
as in Lemma 3.2, suh that:
For u < u
(1
0
)
and u > u
(2
0
)
equation (1.3) has no nononstant periodi solutions.
In this ase the unique existing stationary solution of (1.3) is globally asymptot-
ially stable.
For u
(1
0
)
< u < u
(2
0
)
equation (1.3) has a nononstant periodi solution.
Lemma 3.4 (Uniqueness and Stability of periodi solutions)
Assume a;  > 0,
1
2
< b < 1 and b > 
2
>
b
2
2b 1
.
For u
(1)
< u < u
(2)
, u
(1)
and u
(2)
as in Lemma 3.2, equation (1.3) has a unique
periodi solution, whih is asymptotially orbitally stable.
Remark 3.1 (Bistability and saddle-node bifuration of periodi solutions)
Assume
1
2
< b < 1 and b > 
2
>
b
2
2b 1
.
A numerial alulation (see Figure 3.2) performed using [7℄ indiates that for
u
(1
0
)
< u < u
(1)
and u
(2)
< u < u
(2
0
)
there are exatly two periodi solutions,
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a stable and an unstable one. In this ase (1.3) is bistable. Notie that the
interior and the exterior of the trajetory of the unstable periodi solution are the
attration domains of the stable stationary and the periodi solution, respetively.
At u = u
(1
0
)
and u = u
(2
0
)
saddle-node bifurations of periodi solutions our.
Figure 3.2: Bifuration diagram of the FitzHugh-Nagumo subsystem with pa-
rameter u.
Numerial alulations using the parameters (a = b = 0:9 and  = 2:0) yield
that the FitzHugh-Nagumo osillator (1.3) has a subritial Hopf bifuration for
u = u
(1)
=  2:6505 and u = u
(2)
=  1:3495. From Lemma (3.3) and Remark
(3.1) the osillation interval I
os
of (1.3) an be alulated:
I
os
= [u
(1
0
)
; u
(2
0
)
℄ = [ 2:6969; 1:3031℄:
Chapter 4
Numerial bifuration analysis
In ontrast to the two previous hapters where the bifuration behaviour of the
neural model was analysed for the limiting ase of innite delay with the help of
analytial methods this hapter ontains a numerial bifuration analysis of the
neuron model for dierent time delays.
Numerial bifuration results for our model were until now only ahieved for
the underlying FitzHugh-Nagumo subsystem that onsists of ordinary dieren-
tial equations, see for example [14℄. A numerial bifuration analysis for the
whole model that ontains a time delay was still to be found. In ontrast to
ordinary dierential equations retarded dierential equations require speial nu-
merial bifuration tehniques. In the ase of ordinary dierential equations a
lot of numerial software exists to analyse the bifuration behaviour. To our
knowledge for delayed dierential equations there exists only one software that
is able to deal with bifurations of delay dierential systems. This software is
alled DDE-BIFTOOL (a matlab pakage for numerial bifuration analysis of
delay dierential equations with several xed, disrete delays), version 2.00 [9℄
and was developed by Koen Engelborghs and oauthors at the University of Leu-
ven, Belgium. DDE-BIFTOOL was applied suessfully on bifuration problems
for systems with time delay. For example mathematial models for semiondu-
tor lasers with delayed feedbak due to reetions on optial bers were analysed
with DDE-BIFTOOL [22, 15℄ as well as mathematial models for blood ell pro-
dution [2℄.
To prepare the numerial bifuration analysis of our delayed neuron model we
rst give a short introdution of the underlying theoretial methods for the bifur-
ation analysis of delayed dierential systems. On the basis of the introdutory
remarks we rst determine the stationary solutions of the neural system and anal-
yse the harateristi roots of the steady state with regard to the parameter e.
With that is is possible to detet the spei points of bifuration. Starting from
the bifuration point the branh of periodi solutions is alulated and so the bi-
furation diagram with respet to the bifuration parameter e is drawn up. The
stability along the branh of periodi solutions is determined using the Floquet
28
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multipliers. Stable as well as instable setions are found.
A alulation of the bifuration diagram for large time delays ompletes the nu-
merial bifuration analysis and failitates a omparison with the results of the
previous hapters that were obtained for innite delay.
A omparison of the results of the dierent approahes to bifuration analysis of
the neural system from hapter 2 (iterated map), hapter 3 (bifuration proper-
ties of the neural system) and hapter 4 (numerial bifuration analysis) is arried
out in the following hapter 5.
4.1 Bifuration analysis of delay dierential equa-
tions
The purpose of this setion is to provide a short summary of the bifuration
analysis of delayed dierential systems. In part, we follow [27, 26℄. A detailed
desription of delayed dierential systems and bifuration analysis an be found
in [6, 19, 28, 8℄.
4.1.1 Theoretial approah
In order to adapt it to our neuron model we restrit the further desription of
retarded dierential equations to systems with one onstant delay. The general
form of a retarded dierential system is then
_x(t) = f(x(t); x(t  T ); ) for t > 0; (4.1)
x(t) = ' for   T  t  0:
The spaes for the variables and parameters are: x 2 IR
n
, the delay T 2 IR
and the parameters  2 IR
p
. For the funtion f whih represents the right-hand
derivative holds
f : IR
2n
 IR
p
! IR
n
: (4.2)
In ontrast to ordinary dierential equations it is neessary to know the entire
history of x(0) to obtain a unique solution. The history is a ontinous funtion
on the interval [ T; 0℄. This denotes that the phase spae of (4.1) is an innite
dimensional spae of ontinous funtions denoted by C whih maps into the spae
IR
n
' : [ T; 0℄! IR
n
(4.3)
with the history f'(t) j t 2 [ T; 0)g and the head '(0). The temporal evolution
of every point ' in the phase spae C is determined by equation (4.1) for any
positive t and an be desribed by an evolution operator

t
: C ! C: (4.4)
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The solution of (4.1) starting from a point ' in C is then given by
x : [0;1)! IR
n
; t! 
t
('): (4.5)
Steady states of (4.1) are points '
0
suh that '
0
(t) = x
0
8 t 2 [ T; 0℄ and xed
x
0
2 IR
n
. This is equivalent to f(x
0
; x
0
; 
0
) = 0 for xed parameter values 
0
.
The stability of the xed point is given by the eigenvalues of the linearisation
Df(x
0
; x
0
; 
0
) = Df(x
0
; x
0
; 
0
) x(t) +Df(x
0
; x
0
; 
0
) x(t  T ) (4.6)
around the xed point. For x(t) we use the ansatz
x(t) = exp(zt)  (4.7)
and joining this together leads to the harateristi equation of the system
(z) = det(zI   A(x
0
; x
0
; 
0
)  B(x
0
; x
0
; 
0
) e
 z T
) = 0: (4.8)
In ontrast to ordinary dierential equations the harateristi equation is tran-
sendental and posseses an innite number of eigenvalues. In the ase of xed
delays the eigenvalues are disrete and the eigenvalues have an important prop-
erty that is given in the next theorem.
Theorem 4.1 Given any real number , equation (4.8) has no more than a nite
number of roots z suh that Re z  .
Further informations on this theorem an be found in [8, 19℄.
In analogy to the denition of hyperboliity for maps in denition 2.1 hyperboli
steady states of retarded dierential equations an be dened. They have no
eigenvalues of the harateristi equation that have zero real part.
Nonhyperboli steady states of retarded dierential equations show two types of
loal bifurations of odimension one:
 Saddle-node bifuration: a single real eigenvalue goes through zero.
 Hopf bifuration: a omplex onjugate pair of eigenvalues rosses the imag-
inary axis.
A solution x(t) of (4.1) is alled periodi if it is starting from a point q 2 C with
the property 
P
(q) = q for the period P . The periodi orbit   ontains all q
with 
P
(q) = q. In order to determine the stability of the periodi orbit we rst
introdue the notion Poinare map .
Denition 4.1 Let   be a periodi orbit of the ow 
t
and   IR
n
be a hyper-
plane perpendiular to  . If   IR
n
is xed and C

denotes the spae of points
in C whose heads are lying in  then the Poinare map  : C

! C

is dened
as
(') = 
t
q
' (4.9)
with t
q
> 0 being the return time to .
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The stability of the periodi orbit an be alulated with the help of the Floquet
multipliers. They are the eigenvalues of the linearisation D(q) of the Poinare
map around the xed point q 2 C

.
Hyperboliity in terms of periodi orbits means that there is no Floquet multiplier
lying on the unit irle exept the trivial Floquet multiplier at +1. Periodi orbits
of odimension one an display three basi loal bifurations if the hyperboliity
ondition is violated:
 Saddle-node bifuration: a single real eigenvalue goes through +1.
 Period doubling bifuration: a single real eigenvalue goes through -1.
 Neimark-Saker (or torus) bifuration: a omplex onjugate pair of Floquet
multipliers moves through the unit irle of the omplex plane at e
2i
with
 6= 0;
1
2
;
1
3
;
2
3
;
1
4
;
3
4
.
4.2 Numerial analysis of the bifurations
This setion ontains the numerial bifuration analysis of the neural system
using DDE-BIFTOOL. After a short desription of this tool, we alulate the
bifuration diagram of the neural system for the delay T = 30 and for large delay
T = 1000 in order to ompare the results with the alulations of the previous
hapters for innite delay.
4.2.1 DDE-BIFTOOL
The numerial bifuration analysis of our neuron model was arried out with
DDE-BIFTOOL, version 2.00 [9℄. DDE-BIFTOOL is a olletion of MATLAB
routines for the numerial analysis of delay dierential equations. The pakage
ontains various routines to analyse steady state solutions and periodi solutions
of delay dierential equations. After a steady state has been found it an om-
pute the eigenvalues of the harateristi equation and it allows to determine
the rightmost root that is deisive for the stability of the system. A orretion
of the eigenvalues follows using Newton iterations. DDE-BIFTOOL is able to
ompute and to ontinue Hopf bifurations and saddle-node bifurations from
steady states. Furthermore, it an detet the loal odimension one bifurations
of periodi orbits (saddle-node bifurations, period doubling bifurations and
Neimark-Saker bifurations) using orthogonal olloation. In addition adaptive
mesh seletion an be hosen to improve the results. In order to determine the
stability of points on the branh of periodi solutions the pakage provides also
routines to alulate the largest Floquet multipliers.
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4.2.2 Steady state solutions
Starting from our basi neuron model
 _u(t) =  u(t) + qg(v(t  T )) + e; (4.10)
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t);
_w(t) = (a  v(t)  bw(t))=
we rst determine the stationary solutions whih have been already dened in
equation (3.2)
~
H(v) :=

3
v
3
+ (
1
b
  1)v   qg(v) = e+
a
b
;
u = qg(v) + e;
w =
a v
b
:
(4.11)
We onsider only the ase of a unique existing solution (see lemma 3.1) whih
holds for
(
1
b
  1)  qg
0
(0) (4.12)
as ondition on the parameters. The most important bifuration parameter is
the external signal e for whih a numerial bifuration analysis is given in this
hapter. Numerial alulations have shown that the variation of the external
signal e auses a destabilisation of the system that leads to periodi osillations
in the form of bursting and spiking. Conseutively a xed set of basi parameters
was used in the bifuration analysis (a; b; ; q; ; T ) = (0:9; 0:9; 2:0; 1:0; 40; 30).
The steady state solution was omputed numerially and we obtain for the given
set of parameters and a starting value of e =  2:5 the points (u

=  2:5374; v

=
 0:8120; w

= 1:9022). Solving the harateristi equation
(z) = det(z1  A  Be
 zT
) = 0 (4.13)
with A and B given in (3.10) we obtain the rightmost roots whih are shown in
gure (4.1). The left piture shows the rightmost orretly omputed harater-
isti roots of the steady state that were alulated up to <(z)   0:04. The red
olour denotes unstable roots and the green olor orresponds to stable roots. In
the right piture the harateristi roots were alulated up to <(z)   0:3. The
alulation was extended in diretion to lower real part in order to obtain more
roots. There it is possible to see a small disrepany between approximated and
orreted roots. The alulations of the harateristi roots show that the steady
state solution is unstable beause a pair of harateristi roots with positive real
part <(z)  0:118 was found.
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Figure 4.1: Approximated () and orreted () roots of (1) at u

; v

; w

. Left:
Corretly omputed roots up to <(z)   0:04. Right: Roots alulated up to
<(z)   0:3.
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Figure 4.2: Real part of the harateristi roots of (1) at u

; v

; w

.
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4.2.3 Periodi solutions
The real part of the roots of the harateristi equation (4.13) an now be eval-
uated with respet to the bifuration parameter e, see gure 4.2. It an be seen
that there are two points at whih the real part of the harateristi roots is zero.
This ould orrespond to a Hopf bifuration of steady states. The two possible
Hopf points e

1
; e

2
an be determined numerially. The next step is to larify
whether the two Hopf point andidates fulll the Hopf riterium of a omplex
onjugate pair of eigenvalues that ross the imaginary axis. Figure 4.3 shows
that there is indeed a omplex onjugate pair passing the imaginary axis and this
onrms that we have found two Hopf bifuration points e

1
and e

2
.
Starting from the Hopf bifuration point e

1
the branh of periodi solutions is fol-
lowed in a two parameter spae. Subsequently the branhes of periodi solutions
an be alulated in dependene on the bifuration parameter e. Figure 4.4 shows
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Figure 4.3: Charateristi roots at Hopf point e

1
.
the omputation of the branh of periodi solutions with regard to the bifura-
tion parameter e. Preditions of the branh were plotted in green, orretions are
plotted in blue. It is visible that the numerial alulation was diÆult in some
regions of the bifuration diagram due to the disrepany between preditions
and orretions. The dots indiate the underlying mesh.
To determine the bifuration diretion of the periodi solution the branh was
followed for a small number of points in the viinity of the Hopf bifuration point.
Figure 4.5 displays the branh of periodi solutions whih is drawn in blue. The
branh of steady states is plotted in red. This reveals that the transition from
stationary to periodi solutions ours via a subritial Hopf bifuration.
The whole bifuration diagram displaying the branh of periodi v solutions in
dependene on the bifuration parameter e is drawn in gure 4.6. The red line
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Figure 4.4: Preditions and orretions of the periodi solution branh. The
branh emanates from the Hopf point e

1
and displays the preditions (green
olor) and orretions (blue olor) along the branh. The mesh is represented by
the dots.
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Figure 4.5: Part of the bifuration diagram for the membrane potential v in the
viinity of the bifuration with respet to the parameter e. This gure demon-
strates the subritial Hopf bifuration. The red line shows the stationary solu-
tion and the blue line represents the envelope of the maxima of the periodi v
solutions.
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displays the steady state solution and the blue lines indiate the branhes of pe-
riodi v solutions that emanate from the two Hopf points e

1
and e

2
. The period
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Figure 4.6: Bifuration diagram for the branh of periodi v solutions with respet
to the bifuration parameter e. The red line represents the stationary solution
v

and the blue lines depit the envelope of the periodi v solutions.
of the periodi orbits as a funtion of the bifuration parameter e is shown in
gure 4.7.
The stability of the periodi solution an be determined by alulating the Flo-
quet multipliers for eah point loated on the branh of the periodi solutions.
For three seleted points on the branh of periodi solutions the Floquet multi-
pliers are alulated in order to obtain information about the stability struture
of the branh. The approximate position of the hosen points is drawn in gure
4.8 and the Floquet multipliers themselves are displayed in gures 4.9, 4.10 and
4.11.
As we an see from the dierent ongurations of the three Floquet multipliers
the branh of periodi solutions for parameter values of e lying in the interval
of e 2 [e

1
=  2:62; 2:32℄ shows a omplex struture of a mixture of stable and
unstable points. The Floquet multipliers indiate unstable behaviour that or-
responds to saddle-node bifurations as well as period doubling bifurations and
Neimark-Saker bifurations for this part of the branh. It seems to be that these
stability hanges do not orrespond to real bifuration points of the branh of
periodi solutions but seem to be aused by omputational diÆulties. We have
already seen that right in the interval e 2 [e

1
=  2:62; 2:32℄ there exist big
disrepanies between preditions and orretions of the periodi solutions whih
was shown in gure 4.4.
To summarise we an say that it is not lear what happens denitely with
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Figure 4.7: Period of osillation of the periodi orbits with respet to the bifur-
ation parameter e.
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Figure 4.8: Branh of periodi solutions.
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Figure 4.9: Floquet multipliers of point 19 on the branh of periodi solutions.
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Figure 4.10: Floquet multipliers of point 38 on the branh of periodi solutions.
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Figure 4.11: Floquet multipliers of point 41 on the branh of periodi solutions.
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the branh of periodi solutions in the region that orresponds to e 2 [e

1
=
 2:62; 2:32℄. It seems to be a rather unstable part of the branh of periodi
solutions.
However, in the middle of the branh there is a range of periodi solutions that
have Floquet multipliers whih are all loated inside the unit irle and whih
orrespond to stable behaviour. This stable part of the branh starts at the re-
lated parameter value e =  2:32 and ends at e   0:71.
The information obtained by the numerial bifuration analysis of the neural
system is now ompared with the periodi solutions of the neural system (4.10)
whih were omputed using the software XPPAUT [10℄, with whih it is possible
to alulate the solutions of delay dierential equations.
The region of instability on the branh of periodi solutions orresponds to the
bursting regime of the neural system (see gure 4.12, left piture). The simu-
lation shows solutions for e =  2:5 displaying bursting. Spiking an be found
for the stable part of the branh. The numerial simulation in gure 4.12, right
piture, displays this spiking for e =  2:0.
With this a possible explanation for the numerial diÆulties in ontinuing the
branh of periodi solutions an now be found. Sine numerial simulations indi-
ate that bursting ours for parameter values of e that orrespond to the unstable
part of the branh the numerial alulation in this region has to treat a system
that displays a permanent hange from osillatory dynamis to quasistationary
behaviour. During bursting the interation of the two time sales of the model is
espeially visible. This may ause problems in following the branh of periodi
solutions and omputing the Floquet multipliers in the bursting region.
The spiking region always shows stable behaviour and there seems to be no nu-
merial diÆulty. This an be attributed to the permanent osillations during
spiking whih do not turn into quasistationary behaviour.
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Figure 4.12: Numerial simulations of the membrane potential v(t) with param-
eters (a; b; ; q; ; T ) = (0:9; 0:9; 2:0; 1:0; 40; 30) with XPPAUT. Left: Periodi
solution for e =  2:5 displaying bursting. Right: Periodi solution for e =  2:0
displaying spiking.
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To onlude this setion the point where the stable part of the branh of periodi
solutions begins is ompared with numerial solutions of the neural system. The
analysis with DDE-BIFTOOL revealed that the branh of periodi solutions be-
omes stable for e > e
stable
=  2:32. Looking at the periodi solution of the neu-
ral system around e
stable
in gure 4.13 alulated with XPPAUT shows that the
transition between bursting and spiking takes plae right there. The transition
ours for e =  2:34 whih is lose to the value alulated with DDE-BIFTOOL.
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Figure 4.13: The transition from bursting to spiking takes plae at a value of
e =  2:34 for the bifuration parameter (alulated with XPPAUT). This orre-
sponds very well to the transition point e
stable
=  2:32 that was alulated with
DDE-BIFTOOL.
4.3 Numerial bifuration analysis for large time
delay
This last setion of the numerial bifuration analysis of the neural model shows
the results of the bifuration analysis for a large time delay T = 1000. Similar to
the proeeding in the previous setion we rst alulate the steady state solution
and determine the bifuration points with respet to the parameter e. Starting
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from the Hopf points the branhes of periodi solutions are followed and the
bifuration diagram is alulated. Figure 4.14 shows the branhes of periodi v
solutions with regard to the bifuration parameter e for T = 1000. The branh of
steady states is drawn in red and the branhes of periodi solutions are plotted
in blue.
For alulations with DDE-BIFTOOL for large delay T (T = 10000) it turned
out that DDE-BIFTOOL is not able to alulate a omplete bifuration diagram.
For that reason also the alulated bifuration diagram for T = 1000 has to be
regarded septially espeially with respet to the diretion of bifuration and the
shape of the branhes. Calulations of the solution of the neuron model arried
out with XPPAUT onrm this lak of abilities of DDE-BIFTOOL.
However, the omparison with results of the iterated map show that for T = 1000
the bifuration points alulated with DDE-BIFTOOL are plausible.
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Figure 4.14: Branhes of periodi solutions for large time delay T = 1000 with
regard to the bifuration parameter e. The red line depits the branh of steady
state solutions and the branhes of periodi solutions are depited by blue lines.
In ontrast to the bifuration diagram 4.6 for time delay T = 30 the region
of periodi solutions has shrunk and the amplitude of the branh of periodi
solutions beame smaller. In addition the shape of the branh of periodi solutions
hanged.
Chapter 5
Comparison of analytial and
numerial results
It is the purpose of this hapter to ompare and to ombine the results of the
three previous hapters in order to nd an explanation of the bursting behaviour
of our neuron model
 _u(t) =  u(t) + qg(v(t  T )) + e;
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t); (5.1)
_w(t) = (a  v(t)  bw(t))=:
Chapter 2 ontains the onept of the iterated map. The neural system has been
investigated there for the limit ase of innite delay. The iterated map failitates
an analytial bifuration analysis (with support of some numerial alulations)
in the ase of innite delay. As a result the range of periodi solutions was
determined as well as the diretion of bifuration.
A dierent approah of analysing the bifuration behaviour of (5.1) is given in
hapter 3. Starting from the stationary solution we alulated mainly analytially
the potential Hopf points where the stationary solutions beome unstable. The
loss of stability of the stationary solutions was also alulated for innite delay
T whih led to the same bifuration points as for the iterated map.
The third approah to obtain information about the bifuration behaviour of
the neuron model was a numerial bifuration analysis that was arried out in
hapter 4. Bifuration diagrams and bifuration diretions were determined for
two dierent delays.
A detailed omparison of the three approahes is arried out in the following
subsetions and a onlusion for the ourene of bursting is drawn from the
results.
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5.1 Results for nite delay
An analytial result for nite delay is the stability diagram of the stationary
solution for the parameter set (a; b; ; T; ) = (0:9; 0:9; 2:0; 30:0; 40:0) alulated
from the loss of stability of the stationary solutions. The two urves ~e
1
and
~e
2
, see gure 5.1, represent the potential Hopf points of the neural system in
dependene on the oupling parameter q. The ase of q =  1 is depited by the
green line and yields two potential Hopf bifuration points. These are related
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1
–2 –1 1 2
e
e
e
e
~
e
q
~
2
2
1
1
Figure 5.1: Hopf points alulated from the loss of stability of the stationary
solutions. The solid green line emphasizes the ase q =  1 and the dashed green
lines refer to the orresponding value of e.
to parameter values e
Hopf
1
  2:62 and e
Hopf
2
  0:39 (dashed green lines).
This is in perfet agreement with the numerial bifuration analysis that was
arried out with DDE-BIFTOOL. For the parameter values (a; b; ; q; T; ) =
(0:9; 0:9; 2:0;  1:0; 30:0; 40:0) the DDE-BIFTOOL bifuration diagram is
shown in gure 5.2. So the numerial bifuration analysis with DDE-BIFTOOL
onrms that the potential Hopf points are indeed Hopf bifuration points.
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Figure 5.2: Hopf points alulated with the numerial bifuration analysis using
DDE-BIFTOOL. The solid green lines mark the two Hopf bifuration points and
refer to the orresponding e values.
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5.2 Results for innite and large delay
The bifuration points for innite delay have been alulated with the iterated
map and with the loss of stability of the stationary solutions. Both methods
deliver the same bifuration points.
For our standard set of parameters (a; b; ; q; T; ) = (0:9; 0:9; 2:0;  1:0; 30:0; 40:0)
the iterated map on the one hand has two bifuration points at
e
flip
1
=  1:97 e
flip
2
=  1:03 (5.2)
that were alulated using an analytial approah. The orresponding bifuration
diagram of the iterated V -map is drawn in gure 5.3.
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Figure 5.3: Bifuration diagram of the iterated V -map for innite delay.
The numerially alulated bifuration diagram for the v branh of periodi solu-
tions (gure 5.4) using DDE-BIFTOOL on the other hand shows the behaviour
of the system for a large time delay T = 1000. The bifuration points are the
same than those alulated using the iterated map for innite delay.
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Figure 5.4: Bifuration diagram of the branh of periodi v solutions for delay
T = 1000.
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5.3 Bursting in relation to the iterated map
To omplete the analysis of the iterated map we examined the onnetion between
the FitzHugh-Nagumo subsystem and the bifuration struture of the iterated
map. The FitzHugh-Nagumo subsystem has already been desribed in setion
3.4 and we know that its periodi solutions emanate from the stationary solution
via a subritial Hopf bifuration. The interval of osillations I
os
in dependene
on the parameter u has been alulated in [14℄ and it holds
I
os
= [u
(1
0
)
; u
(2
0
)
℄ = [ 2:6969; 1:3031℄:
Drawing together the iterated U -map and the osillation interval I
os
of the
FitzHugh-Nagumo system shows that the region of periodi solutions of the iter-
ated U -map lies ompletely within the osillation interval, see gure 5.5.
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Figure 5.5: The iterated U -map plotted together with the borders of the osilla-
tion interval of the FitzHugh-Nagumo subsystem (drawn in red).
In order to larify the onnetion between the iterated map, the osillation inter-
val of the FitzHugh-Nagumo osillator and the behaviour of the neural system
(5.1) we alulated its solutions for a large time delay T = 10000 and for various
values of parameters e 2 [ 2:7; 0:2℄ with XPPAUT. The result skethed in g-
ure 5.6 is very instrutive.
On the basis of the alulation of the iterated map and numerial alulations of
the neuron model for large delays we an draw the following onlusions on the
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Figure 5.6: The sketh displays the behaviour of the neural system for large time
delays T in omparison with the iterated map.
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generation of bursting:
Explaining the sketh (gure 5.6) from left to the right we start in the region for
the parameter e where the stationary solution of the iterated map lies outside
the interval of osillations of the FitzHugh-Nagumo (FHN) system. In this region
the orresponding solutions of the neural system are stationary.
For stationary solutions of the iterated map lying already in the osillation in-
terval of the FHN system but before the rst ip bifuration the neural system
shows bursting.
Parameter values e that orrespond to periodi solutions of the iterated map gen-
erate spiking in the neural system for large delays.
Values of e that orrespond to stationary solutions of the iterated map between
the seond ip bifuration point and the upper border of the osillation interval
of the FHN system lead again to bursting in the neural system.
Stationary solutions of the iterated map that lie outside the upper border of the
osillation interval of the FHN osillator are related to stationary behaviour of
the neural system for large delays.
To summarise one an say that bursting in the neuron model for large delays
ours if the bifuration parameter e orresponds to a stationary solution of the
iterated map that lies in the interval of osillation of the FitzHugh-Nagumo os-
illator.
To onlude we would like to show two numerial simulations that were taken
out of a san of the range of the parameter e whih are the basis for establishing
our theory of the reasons of bursting. Figure 5.7 shows the bursting behaviour
of the neural system for the parameter e =  2:3 and for time delay T = 10000.
The spiking region is shown in gure 5.8 for time delay T = 10000 and parameter
value e =  1:4.
5.4 Bursting for small delay
Regarding small delays in the neuron model it was not possible to use the iterated
map as an argument. So in this ase we had to look at the results of the numerial
bifuration analysis of our system. The stability analysis of the branh of periodi
solutions revealed that there exists a part of the branh that is stable and another
part that shows an unstable behaviour. With the help of the Floquet multipliers
it was possible to nd the parameter value e for whih the transition between
the unstable and the stable part of the branh ours. Inserting this parameter
into the numerial alulations of the solutions of the neuron model, arried out
with XPPAUT, also yields the transition point e
trans
from bursting to spiking,
see gure 4.13. Bursting ours for the unstable and spiking for the stable region
of the branh.
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Figure 5.7: Bursting: The gure displays the solutions v(t) (blak line) and u(t)
(blue line) of the neural system for large time delays T = 10000 and for the
parameter value e =  2:3 alulated with XPPAUT. In addition the borders
of the osillation interval of the FitzHugh-Nagumo osillator are plotted by red
dots.
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Figure 5.8: Spiking: The gure displays the solutions v(t) (blak line) and u(t)
(blue line) of the neural system for large time delays T = 10000 and for the
parameter value e =  1:4 alulated with XPPAUT. In addition the borders
of the osillation interval of the FitzHugh-Nagumo osillator are plotted by red
dots.
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5.5 Mehanisms of bursting
In summary the mehanisms of bursting an be desribed for two ases.
 Regarding small time delays numerial alulations lead to the onlusion
that bursting orresponds to the unstable part of the branh of periodi
solutions and spiking an be seen for the stable part of the branh of periodi
solutions. Piking out the branh point at whih the transition between
unstable and stable periodi solutions ours failitates the alulation of
the orresponding transition value of the parameter e
trans
. Bursting then
ours for parameter values of e that lie between the Hopf point of the
neuron system and the transition point e
trans
.
 For large time delays T bursting ours for parameter values e that orre-
spond either to the region between the lower boundary of the osillation
interval of the FitzHugh-Nagumo system and the rst ip bifuration point
e
flip
1
of the iterated map or between the seond ip bifuration point e
flip
2
of the iterated map and the upper boundary of the osillation interval of
the FitzHugh-Nagumo osillator.
Chapter 6
Multiple time sales
In the neuron model the FitzHugh-Nagumo subsystem represents one time sale
and the network equation whih desribes the postsynapti potential possesses
a seond time sale. Adding further network equations to our model enables
us to desribe several postsynapti potentials whih represent inoming signals.
As an example the system below desribes two dierent lasses of postsynapti
potentials u(t) within one neuron on the basis of the model

1
_u
1
(t) =  u
1
(t) + q
1
g(v(t  T
1
)) + e
1
;

2
_u
2
(t) =  u
2
(t) + q
2
g(v(t  T
2
)) + e
2
; (6.1)
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + (u
1
(t)+u
2
(t));
_w(t) = (a  v(t)  bw(t))=:
The postsynapti potentials may have dierent delay times T respetively dif-
ferent relaxation times  . So an appliation of our neuron model onsists in the
desription of nerve ells with potentials of dierent time sales whih an be
found in biologial systems.
In the rst part of this hapter the basi types of postsynapti potentials that
our in nature are listed and a short summary of their generation is given. We
apply the idea of dierent time sales to a small but realisti neural network and
demonstrate the simulation of dierent types of postsynapti potentials on the
basis of our neuron model. The variation of the time delay during the simulations
leads to an interesting phenomenon: With inreasing time delay the solutions of
the small neural network display burst multiplets. It has been found that it is
possible to also generate burst multiplets with a redued neural network model.
With the help of this redued model the ourene and shape of burst multiplets
and their transition states an denitively put down to the parameter T .
The hapter ends with an example of experimental data that attest that burst
multiplets also our in real neural networks.
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6.1 Postsynapti potentials
Every postsynapti potential is reated by a speial reation between a neuro-
transmitter and a reeptor. The postsynapti potentials are subdivided into two
lasses: inhibitory and exitatory postsynapti potentials. Inhibitory potentials
are reated by hyperpolarisation as a result of losure of ation ion hannels and
opening of anion ion hannels. Inhibitory postsynapti potentials are not able to
exeed the threshold that is neessary for the generation of ation potentials at
the axon hillok of the neuron. Exitatory postsynapti potentials are produed
from opening of ation ion hannels and the inux of positive ions into the neu-
ron. This leads to a depolarisation of the ell membrane and the exeed of the
threshold for generation of new ation potentials.
The deay of inhibitory as well as exitatory postsynapti potentials (IPSP re-
spetively EPSP) is splitted into the ategories fast, slow and late slow. Figure
6.1 shows a sketh of the temporal ourse of postsynapti potentials that our
in neurons. A detailed desription of the lasses of postsynapti potentials and
the underlying mehanisms is given in [31℄.
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Figure 6.1: Classes of postsynapti potentials.
6.2 Small neural network onsisting of three neu-
rons
A simple and biologially onvenient ansatz for the desription of dierent post-
synapti potentials is a system onsisting of three oupled neurons, see gure
6.2. It is very unlikely that one neuron has two synapses with itself or with an-
other neuron. We therefore hose the three neuron ansatz to model two dierent
synapses at one neuron. The two inhibitory neurons possess only one synapse
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 inh. inh.
exc.
Figure 6.2: Neural network with one exitatory and two inhibitory neurons.
whereas the exitatory nerve ell possesses two synapses. The inhibitory neurons
do not have a mutual oupling. The aim of the hoie of this three neuron net-
work is the modelling of three lasses of postsynapti potentials: fast IPSP, slow
IPSP and a fast EPSP.
The nerve ells of the small neural network in gure 6.2 are desribed by the
following equations. For the exitatory neuron holds
_v
ex
(t) = fw
ex
(t) + v
ex
(t) 
1
3
(v
ex
)
3
(t)g+ (u
in
1
(t) + u
in
2
(t) + e
ex
ext
);
_w
ex
(t) = (a  v
ex
(t)  bw
ex
(t))=;
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1
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1
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
in
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))g: slow IPSP
(6.2)
The parameters 
1
and 
2
and the oupling onstant q are hosen in a way that
the last two equations orrespond to a fast IPSP and to a slow IPSP. For the two
inhibitory neurons we obtain with k 2 f1; 2g
_v
in
k
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fw
in
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in
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(6.3)
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with 
k
and q providing a fast EPSP in the last equation. The variables and
parameters in the three neuron network are dened as follows:
u : postsynapti potential v : membrane potential
w : reovery variable g : neuronal transfer funtion
q
in
: inhibitory oupling (negative) q
ex
: exitatory oupling (positive)
 : synapti time onstant e
ext
: external signal
T : time delay between neurons T
Æ
; T

: dendriti, synapti time delay
 : membrane ondutane a; b;  : onstants
We take into aount delays due to synapti and dendriti propagation time of
the signal and the model ontains a general delay T haraterising the signal
transmission between neurons. In ontrast to the neuron model onsidered in the
previous hapters we also allow a membrane ondutane  representing diusive
eets.
The proesses of the signal transmission in the three neuron network are illus-
trated representatively for the exitatory neuron in a ow diagram in gure 6.3.
Both inhibitory neurons send their outgoing signal v to the exitatory neuron
where it is rst transformed by the neuronal transfer funtion g. Then the signal
passes the synapses and is supplied with an inhibitory oupling term q and a delay
due to synapti proesses. The eet of the network equation with respet to the
synapti time onstant an be regarded as a low pass lter. After an interneural
transmission time T
Æ
all postsynapti signals are summed up and they reah the
nonlinear osillator where an outgoing signal is generated in dependene on the
two inoming postsynapti potentials and the external signal e.
6.3 Burst multiplets
A numerial simulation of the oupled system onsisting of (6.2) and (6.3) was
performed using XPPAUT, see gure 9.4. Due to the hoie of the simulation
parameters the exitatory neuron generates a fast exitatory postsynapti poten-
tial whih is drawn in red. One inhibitory neuron with a small parameter value
of  displays a fast inhibitory postsynapti potential whih is drawn in blak.
The seond inhibitory neuron provided with a large time onstant  shows slow
inhibitory postsynapti osillations that are denoted by the blue urve.
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Figure 6.3: Flow diagram of the exitatory neuron.
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Figure 6.4: Dierent lasses of modelled postsynapti potentials. The blue po-
tential (ui2) orresponds to a slow inhibitory postsynapti potential, the blak
urve (ui1) shows a fast inhibitory postsynapti potential and the red urve
(ue=ue1=ue2) denotes a fast exitatory postsynapti potential.
The parameter set used for this simulation is

in
1
= 5 ms T + T
Æ
+ T

in
1
= 5 ms

in
2
= 40 ms T + T
Æ
+ T

in
2
varies

ex
k
= 5 ms T + T
Æ
+ T

ex
k
= 5 ms
q
ex
= 1:0 q
in
=  1:0
a = b = 0:9  = 2
e
ex
ext
=  2:5074 e
in
k
ext
=  2:725
 = 1:
With inreasing time delay of the slow inhibitory postsynapti potential an in-
teresting eet ours: Burst multiplets are reated in dependene on the time
delay. Results of the three neuron network show that the prerequisite for the
generation of burst multiplets is that both inhibitory synapses dier with re-
gard to the synapti time onstant and synapti time delay. This means that
one synapse generates a fast and the other a slow postsynapti potential. The
postsynapti potentials and the membrane potentials of all three neurons in our
small network are shown in gure 6.5 in dependene on the parameter T

in
2
. For
T

in
2
= 35 ms we obtain the lasses of postsynapti potentials desribed above.
With inreasing time delay new strutures are generated and for T

in
2
= 125 ms
the neural network displays osillations in the form of burst doublets. A further
inrease of the time delay to T

in
2
= 180 ms generates burst triplets.
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Figure 6.5: Generation of burst multiplets in the postsynapti potential and in
the membrane potential of the three neuron system.
Top: simulations for T

in
2
= 35ms, middle: simulations for T

in
2
= 125ms,
bottom: simulations for T

in
2
= 185ms.
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6.4 Redution of the model
The formation of burst multiplets shown in the previous setion an not be well
studied in a large system like the three neuron network. We therefore looked
for a redution of the three neuron model that still produes burst multiplets.
As mentioned above the superposition of dierent delays is responsible for the
generation of burst multiplets. So the simplest model for burst multiplets is the
basi neuron model with two inoupled potentials v that have dierent time delay.
Espeially the time delay of one membrane potential v an be equal to zero.
 _u(t) =  u(t) + qfg(v(t)) + g(v(t  T ))g+ e; (6.4)
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t);
_w(t) = (a  v(t)  bw(t))=:
System (6.4) ontains only three time sales: the fast subsystem of the FitzHugh-
Nagumo osillator and the slow subsystem of the network equation whih pos-
sesses two time sales due to one delayed and one non delayed membrane poten-
tial.
Equation (6.4) was analysed numerially and its solutions are plotted for dier-
ent values of delay T (gure 6.6). For T = 50 ms the solution displays periodi
bursting and a Fourier analysis of the frequenies shows that there are some main
osillation frequenies that are responsible for the periodi bursting.
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Figure 6.6: Simulations of the redued model for T = 50 ms. Left: membrane
potential. Right: frequeny spetrum.
The orresponding phase portrait in gure 6.7 as well as the frequeny analysis
in gure 6.6 indiate that the solution for T = 50 ms behaves almost non haoti.
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Figure 6.7: Phase diagram for T = 50 ms.
An inrease of the time delay to T = 80 ms in system (6.4) leads to a transition
state between regular bursting and a burst doublet. Here the transition state
displays a wide spetrum of frequenies and a haoti struture of the phase di-
agram (see gures 6.8 and 6.9).
At T = 110 ms the superposition of the three time sales yield the generation
of burst doublets, see gure 6.10. The frequenies are less wide spread than in
the transition state at T = 80 ms. The orresponding phase diagram is shown
in gure 6.11.
A further inrease of the time delay T leads to the generation of burst multiplets
ontaining three bursts et etera.
The study of the neural model onsisting of three time sales reveals that there
ours a bifuration of the number of bursts per multiplet with respet to the
bifuration parameter T .
Periodi osillations in the form of bursting are a widespread phenomenon in neu-
rons. But also the formation of burst doublets and burst triplets an be observed
in real neural networks. An example of burst multiplets is desribed in [34℄. Here
the ells of the brain stem of tadpoles are analysed in order to obtain informations
on gill and lung ventilation in pre- and postmetamorphi states. Reordings of
the tadpole brain stem are shown in gure 6.12 and in gure 6.13.
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Figure 6.8: Simulations of the redued model for T = 80 ms. Left: membrane
potential. Right: frequeny spetrum.
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Figure 6.9: Phase diagram for T = 80 ms.
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Figure 6.10: Simulations of the redued model for T = 110 ms. Left: membrane
potential. Right: frequeny spetrum.
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Figure 6.11: Phase diagram for T = 110 ms.
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Figure 6.12: Burst multiplets in the ells of the tadpole brain stem (taken from
[34℄).
Figure 6.13: Burst doublets in the tadpole brain stem (taken from [34℄).
Chapter 7
Prospets
It is the aim of this hapter to shortly present some aspets of the neuron model
and the bifuration analysis that ould not be investigated in this thesis but
whose analysis seems to be rewarding.
As mentioned in hapter 4 and 5 it turned out that DDE-BIFTOOL has diÆ-
ulties to follow a branh of periodi solutions in the ase of large delays and in
the ase of systems that obtain dierent time sales. It would be worth foussing
on this problem and making use of all numerial features of DDE-BIFTOOL in
order to larify whether this is a prinipal problem of DDE-BIFTOOL or only a
problem of the hosen numerial routines and related parameters.
In order to obtain an overall impression of the neuron model it would be very
useful to analyse its bifuration behaviour numerially in dependene on all im-
portant system parameters. Analytial methods similar to those already pre-
sented in hapter 2 and 3 ould supply the numerial results and ould be used
as referene results in order to avoid numerial artefats.
The oupling between pre- and postsynapti potentials in the neuron is mod-
elled by the oupling onstant q. The oupling between network equation and
FitzHugh-Nagumo subsystem however has been regarded up to now as onstant.
Introduing a diusive oupling onstant  into the neuron model
 _u(t) =  u(t) + qg(v(t  T )) + e;
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) +  u(t);
_w(t) = (a  v(t)  bw(t))=
and analysing its inuene on the system ould lead to a more realisti model of
the neuron.
A further extension of our system ould be the introdution of time dependent
external signals e(t).
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Figure 7.1: Waxing and waning membrane potential of the neuron due to super-
ritial Hopf bifuration in the underlying FitzHugh-Nagumo system.
To demonstrate an example of the properties of the model worth to be analysed
we present a possible appliation of our neuron model to spindle osillations in the
thalamus [5, 33, 4℄. Spindle osillations onsist of waxing and waning potentials
that are separated by long rest periods. Typially spindles our at the beginning
of sleep. They are put down to omplex mehanisms in the ells. Spindle osil-
lations as well as the related brain area are well investigated and experimental
data suggest that epilepti seizures are generated by mehanisms that are similar
to those that generate spindle osillations.
In order to model waxing and waning osillations with the neuron model used in
this thesis we will present shortly two possible methods. First an appliation of an
appropriate, time-dependent external signal e(t) an generate waxing and wan-
ing osillations. A seond method uses the properties of the FitzHugh-Nagumo
system: In the ase of a superritial Hopf bifuration that holds for
1
2
< b < 1,
b < 
2
<
b
2
2b 1
(see [14℄ for further details) the transition to periodi solutions
is soft whih leads to waxing and waning osillations for our neuron model (see
gure 7.1). The open task in this problem is to nd onditions for whih the
waxing and waning solutions beome separated by long quasistationary regions.
Chapter 8
Conlusion
Basis of the investigations within this thesis is a neuron model desribing the
membrane potentials as well as the postsynapti potentials of a neuron. The
neuron is modelled by a oupled system of three dierential equations with de-
lay. It onsists of a FitzHugh-Nagumo osillator that is to be onsidered as an
osillation generator at the axon hillok of the neuron. Further, the model on-
sists of a network equation that sums up all inoming signals and desribes the
synapti properties of the neuron. The solutions of the neuron model display
three dierent types of dynamis: stationary behaviour, bursting and spiking.
Bursting is haraterised by periodi osillations that are separated by phases
of quasistationary behaviour. Permanent osillations however are alled spiking.
The dierent types of dynamis depend on the parameters of the neuron model.
Bursting up to now has been regarded as a phenomenon that arises due to the
interation of dierent time sales within the model. Parameter values that lead
to bursting were obtained empirially.
It was the aim of this thesis to nd a onnetion between the appearane of
bursting and the bifuration properties of the neuron model.
For this purpose the neuron model was analysed using three dierent approahes.
These were the analysis of the omplete system for the limiting ase of innite
delay time T of the model, the analysis of the stability of the stationary solutions
of the model for nite and innite delay and a bifuration analysis of the om-
plete system using a numerial bifuration tool for delay dierential equations.
In the following a deeper insight into the three approahes is given.
First approah
For the limiting ase of innite delay time T it was possible to derive an iterated
map from the equations of the neuron model. The iterated map was analysed
numerially whih led to a bifuration diagram that displayed stationary solu-
tions as well as a range of periodi solutions in dependene on the bifuration
parameter e. In the model e represents an external signal to the network equa-
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tion. Biologially this signal is olleted at the synapse of the neuron.
With the numerial analysis the type of bifuration was determined to be a ip
bifuration of the iterated map.
Applying analytial methods with regard to ip bifurations we determined for
whih values of e the transition between stationary and periodi behaviour of the
iterated map oured.
Seond approah
As a seond step the bifuration properties of the neural system were examined
by an analysis of the stability of the stationary solutions of the model. For
this purpose a result of Giannakopoulos et al. [14℄ was used whih yields the
transition points between stable stationary and unstable stationary behaviour in
dependene on the parameters e and the oupling onstant q between membrane
potential and postsynapti potential.
The loss of stability of the stationary solutions was then alulated again for the
limiting ases T !1 and  !1 ( denotes the relaxation time of the postsy-
napti potential).
In the ase of T !1 the transition points between stable stationary and unsta-
ble stationary regions turned out to be exatly the ip bifuration points of the
iterated map.
In the ase of  ! 1 the equations of the system deouple. That means that
the postsynapti potential beomes stationary and the FitzHugh-Nagumo system
with the postsynapti potential u as bifuration parameter remains. The bifura-
tion behaviour of the FitzHugh-Nagumo system is well doumented in literature
[12, 17, 24, 35℄.
Third approah
Using the numerial bifuration tool DDE-BIFTOOL a bifuration analysis of the
omplete system was performed. DDE-BIFTOOL proeeds in analysing delay dif-
ferential systems as follows: Emanating from the stationary solution bifuration
points were searhed in dependene on e. If bifuration points were found the
type of bifuration an be determined. For our model two Hopf bifuration points
were deteted whih orrespond exatly to the transition points between stable
stationary and unstable stationary solutions given in approah two in the ase of
nite delay. Starting at the bifuration point a branh of periodi solutions an
be followed. In addition the stability of the periodi solutions an be determined
for eah point loated on the branh. Stable as well as unstable parts of the
branh of periodi solutions were found.
The bifuration analysis was also performed for a large time delay. Here the
resulting bifuration points are equal to those obtained for the iterated map.
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Regarding eah approah by itself leads to interesting results but within the frame
of this thesis it was important to ompare the three methods and study the or-
relations between them in order to obtain a deeper insight into the mehanisms
responsible for bursting.
For nite delay it turned out that there is no dierene between the potential
Hopf bifuration points of the neuron model obtained by analysing the stability
of stationary solutions and the Hopf bifuration points alulated with DDE-
BIFTOOL. That means that with the help of analytial alulations it is possi-
ble to hek the results of DDE-BIFTOOL whih for systems with dierent time
sales like our system sometimes displays diÆulties in produing reliable results.
The bifuration results of the iterated map and the analysis using DDE-BIFTOOL
an also be ompared. For this purpose one has to hoose a large delay time for
DDE-BIFTOOL beause the iterated map only yields results for innite delay.
Although the delay times are not equal and DDE-BIFTOOL has diÆulties in
alulating the branhes of periodi solutions for large time delay and the way to
nd the bifurations is dierent in both ases the same bifuration points were
found.
In addition, solutions of the neuron model for large time delay T were alulated
with XPPAUT, a software that solves delay dierential equations. The obtained
solutions displaying stationary behaviour, bursting or spiking in dependene on
e were ompared with the iterated map. Calulations yield that the periodi re-
gion of the iterated map for the variable U lies ompletely within the osillation
interval of the FitzHugh-Nagumo osillator. Now the omparison of solutions
of the neuron model for large time delays T yields that bursting orresponds to
speial regions for the values of e. These regions are haraterised by the iterated
map displaying stationary behaviour and lying within the osillation interval. In
ontrast spiking ours for values of e that are related to the periodi solutions
of the iterated map. For all other values of e the neural system is stationary.
In the ase of small delays it is not possible to refer to the iterated map. So one
has to take the results of the DDE-BIFTOOL analysis of the branh of periodi
solutions. The numerial alulations showed that for e orresponding to the
unstable part of the branh the solutions of the neuron model display bursting.
Spiking on the other hand refers to the stable part of the branh of periodi
solutions.
Finally in this thesis the neuron model was used to desribe qualitatively the
behaviour of postsynapti potentials of nerve ells. The idea of dierent time
sales was applied to a small but realisti neural network of three neurons whih
made it possible to model dierent types of postsynapti potentials. For well
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hosen e the time delay turned out to be a parameter whih is responsible for
the ourene of burst multiplets and the number of bursts within one multiplet.
With inreasing time delay the number of bursts in a multiplet grows. Sine
the formation of burst multiplets ould not be well studied in the large model of
the three neuron network the model was redued to a simpler model that still
generated burst multiplets. This system was analysed numerially. We found
that with inreasing number of bursts in a multiplet the system showed a more
omplex struture of the phase diagrams.
The phenomenon of burst multiplets whih was found in ontext with the mod-
elling of postsynapti potentials of nerve ells has also a ounterpart in biology.
Reordings of the brain stem of tadpoles in order to analyse pre- and postmeta-
morphi states of gill and lung ventilation for example display burst multiplets.
Chapter 9
Zusammenfassung
9.1 Bursting in Modellen mit Zeitverzogerung
fur neuronale Netze
In der vorliegenden Arbeit werden Mehanismen, die zu Bursting in einem Neu-
ronenmodell fuhren, untersuht. Als Bursting wird eine Oszillationsform der
Potentiale von Nervenzellen bezeihnet, die sih durh Phasen periodisher Ak-
tivitat auszeihnet. Zwishen den Phasen periodisher Aktivitat zeigt sih quasis-
tationares Verhalten. Eine weitere Oszillationsart von Nervenzellen ist Spiking,
das ein kontinuierlihes Oszillieren des Potentials bezeihnet.
In bisherigen Veroentlihungen wurden fur das Auftreten von Bursting empirish
gefundene Kriterien angegeben. Das heit, dass aus numerishen Simulationen
Parameterbereihe abgeleitet wurden, fur die Bursting auftritt. Ziel dieser Arbeit
ist es, Kriterien fur das Auftreten von Bursting zu nden, die sih direkt aus den
Verzweigungseigenshaften des Modells herleiten lassen.
9.1.1 Mathematishes Modell
Das Neuronenmodell, das in dieser Arbeit untersuht wird, besteht aus drei
gekoppelten nihtlinearen Dierentialgleihungen mit Zeitverzogerung T .
 _u(t) =  u(t) + qg(v(t  T )) + e;
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t);
_w(t) = (a  v(t)  bw(t))=:
Die Variable u beshreibt das postsynaptishe Potential einer Nervenzelle. Es
setzt sih aus allen Signalen zusammen, die an der Synapse eingehen und dort je
nah Art der Synapse entweder mit einer inhibitorishen (negativen) oder einer
exzitatorishen (positiven) Kopplung q versehen werden. Eine wihtige Eigen-
shaft der postsynaptishen Potentiale ist ihre Abklingzeit. Diese wird in un-
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serem Modell durh den Parameter  modelliert. Zusatzlih beruksihtigt wer-
den auerdem externe konstante Signale e, die ebenfalls in das postsynaptishe
Potential eingehen.
Das ausgehende Signal einer Nervenzelle wird am Axonhugel erzeugt. Im vor-
liegenden Modell entspriht das dem FitzHugh-Nagumo Untersystem, das aus
den Variablen v und w besteht. v ist das ausgehende Signal oder auh Membran-
potential und w ist eine Hilfsvariable.
9.1.2 Verzweigungsanalyse
Um Kriterien fur das Auftreten von Bursting zu nden, die auf der Parame-
terabhangigkeit des Modells beruhen, mussen die Verzweigungseigenshaften des
neuronalen Systems untersuht werden. Dies ist shwierig, da es sih um ein
dreidimensionales, nihtlineares System handelt, das eine Zeitverzogerung bein-
haltet. Deshalb werden drei vershiedene Wege gewahlt, um Verzweigungseigen-
shaften berehnen zu konnen. Die Kombination der Ergebnisse dieser Ansatze
ermogliht es dann, Bedingungen anzugeben, fur die Bursting in Abhangigkeit
vom Verzweigungsparameter e auftritt. Die vershiedenen Herangehensweisen
werden im Folgenden kurz dargestellt.
Iterierte Abbildung
Zunahst wird der Fall unendliher Zeitverzogerung untersuht. Das mathe-
matishe Modell fur ein Neuron kann dann in Form einer iterierten Abbildung
beshrieben werden. Die Darstellung der iterierten Abbildung fur die Variable U
ist durh
U
n+1
= qg(H
 1
(U
n
)) + e
gegeben. Die verwendete Hilfsfunktion lautet
H(V (s)) := (
1
3
V
3
(s) + V (s)(
1
b
  1) 
a
b
) = U(s):
Die explizite Darstellung ihrer inversen Funktion H
 1
(U(s)) ist im Anhang B
aufgefuhrt. Eine numerishe Verzweigungsanalyse der iterierten Abbildung ergibt,
dass es in Abhangigkeit vom Parameter e sowohl stationare als auh periodishe
Losungen der iterierten Abbildung gibt (siehe Abbildung 9.1). Der

Ubergang
zu den periodishen Losungen erfolgt als superkritishe Flip-Verzweigung der
iterierten Abbildung. Mit Hilfe von analytishen Methoden wurden die beiden
Flip-Ver-
zweigungspunkte bestimmt und die Verzweigungsrihtung bestatigt. Die beiden
Flip-Verzweigungspunkte wurden fur den Parametersatz (a; b; ; q) = (0:9; 0:9; 2:0;
 1:0) berehnet zu:
e
flip
1
=  1:97 e
flip
2
=  1:03:
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Figure 9.1: Iterierte U -Abbildung in Abhangigkeit vom Verzweigungsparameter
e.
Stabilitatsanalyse fur stationare Losungen
Die Verzweigungseigenshaften des Neuronenmodells werden im zweiten Ansatz
mittels einer Stabilitatsanalyse der stationaren Losung des Systems untersuht.
Ausgehend von Ergebnissen von Giannakopoulos et al. [14℄, die potentielle Hopf-
Punkte in Abhangigkeit von den Parametern e und q liefern, wird der Sta-
bilitatsverlust der stationaren Losung fur die beiden Grenzfalle T ! 1 und
 ! 1 untersuht. Im Falle unendliher Zeitverzogerung ergeben sih exakt
die Verzweigungspunkte, die in der Analyse der Flip-Verzweigung der iterierten
Abbildung berehnet wurden. Der Grenzfall  !1 fuhrt dagegen zu einer Ent-
kopplung des Systems. Die Dynamik wird dann nur noh durh den FitzHugh-
Nagumo Oszillator bestimmt, wobei das postsynaptishe Potential u als Verzwei-
gungsparameter dient.
Numerishe Verzweigungsanalyse
Eine numerishe Verzweigungsanalyse des Neuronenmodells wurde mit Hilfe des
Matlab Paketes DDE-BIFTOOL erstellt. Diese Sammlung numerisher Routinen
fur zeitverzogerte Dierentialgleihungen ermogliht die Berehnung von Verzwei-
gungspunkten und die Fortsetzung von periodishen Losungen.
Fur das Neuronenmodell wurden zwei Hopf-Verzweigungspunkte gefunden, und
durh Berehnen des Zweiges der periodishen Losungen wurde das Verzweigungs-
diagramm fur die Variable v in Abhangigkeit vom Verzweigungsparameter e er-
stellt (siehe Abbildung 9.2). Desweiteren wurde die Stabilitat auf dem Zweig der
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Figure 9.2: Verzweigungsdiagramm des Membranpotentials v in Abhangigkeit
vom Verzweigungsparamter e. Die rote Linie stellt die stationare Losung dar und
die Einhullende der periodishen Losung ist in blau aufgetragen.
periodishen Losungen mit Hilfe der Floquet-Multiplikatoren bestimmt. Eine Un-
tersuhung des Modells fur sehr groe Zeitverzogerungen shliet die numerishe
Verzweigungsanalyse ab.
9.1.3 Ergebnisse der Verzweigungsanalyse
Vergleih der Verzweigungseigenshaften
Fur endlihe Zeitverzogerungen wird durh die numerishe Verzweigungsanalyse
mit DDE-BIFTOOL bestatigt, dass es sih bei den potentiellen Hopf-Punkten,
die aus dem Ansatz des Stabilitatsverlustes der stationaren Losung berehnet
werden, tatsahlih um solhe handelt.
Im Falle unendliher bzw. sehr groer Zeitverzogerung konnen die Resultate
der iterierten Abbildung und der numerishen Verzweigungsanalyse fur groe
Zeitverzogerungen miteinander verglihen werden. In beiden Fallen wurden die
gleihen Parameterwerte fur die Verzweigungspunkte gefunden.
Ein weiteres Ergebnis dieser Arbeit ist die Erkenntnis, dass mit Hilfe analytisher
Methoden und mit der Simulation der Losungen des Neuronensystems unter Ver-
wendung der Software XPPAUT Kontrollrehnungen fur das Verzweigungsverhal-
ten moglih sind. Dies erweist sih als wihtig, da das DDE-BIFTOOL bei der
Berehnung von Zweigen periodisher Losungen fur Systeme mit mehreren Zeit-
skalen und fur sehr groe Zeitverzogerungen aufgrund numerisher Shwierigkeiten
an seine Grenzen stot.
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Mehanismen fur Bursting
Aus den Resultaten fur die vershiedenen Ansatze zur Verzweigungsanalyse lassen
sih folgende Kriterien fur das Auftreten von Bursting ableiten.
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Figure 9.3: Zuordnung von Bereihen des Verzweigungsdiagramms der iterierten
Abbildung zum Verhalten des Neuronenmodells fur groe Zeitverzogerungen.
 Fur groe/unendlihe Zeitverzogerungen: Bursting tritt fur solhe Parame-
terwerte e auf, die einer stationaren Losung der iterierten Abbildung entsprehen,
wobei diese stationare Losung imOszillationsintervall des FitzHugh-Nagumo
Oszillators liegen muss. Spiking entspriht dann Parameterwerten e, fur die
die iterierte Abbildung periodishe Losungen besitzt (siehe Abbildung 9.3).
 Fur endlihe/kleine Zeitverzogerungen: Bursting tritt fur Parameterwerte
e auf, die instabilen Bereihen auf dem Zweig der periodishen Losung
entsprehen. Stabile Bereihe des Zweiges der periodishen Losung entsprehen
Spiking.
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9.1.4 Systeme mit vielen Zeitskalen
Die Untersuhungen der Dissertation werden durh ein Anwendungsbeispiel fur
Bursting abgeshlossen. In der Natur treten viele Arten postsynaptisher Poten-
tiale auf, die in die Basiskategorien shnell, langsam, inhibitorish und exzita-
torish eingeteilt werden konnen. Durh die Hinzunahme weiterer Netzgleihun-
gen in das Modell wurde es moglih, diese Klassen postsynaptisher Potentiale
fur ein kleines neuronales Netz von drei Neuronen zu modellieren (siehe Abbil-
dung 9.4).
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Figure 9.4: Modellierung vershiedener postsynaptisher Potentiale. Das blaue
Potential (ui2) entspriht einem langsamen inhibitorishen postsynaptishen Po-
tential, das shwarze Potential (ui1) einem shnellen inhibitorishen postsynap-
tishen Potential und das rote Potential (ue=ue1=ue2) ist ein shnelles exzita-
torishes postsynaptishes Potential.
Das neuronale Netz zur Modellierung postsynaptisher Potentiale weist eine inter-
essante Eigenshaft auf: Mit wahsender Zeitverzogerung zeigen die Potentiale
die Bildung von Burst-Multipletts (siehe Abbildung 9.5). Dies sind Einheiten
einer gewissen Anzahl von Bursts, die sih periodish wiederholen. Um eine nu-
merishe Analyse des Burstverhaltens durhfuhren zu konnen, wird das Modell
auf ein System mit nur noh drei Zeitskalen reduziert, ohne dass das Auftreten
von Burst-Multipletts verloren geht.
 _u(t) =  u(t) + qfg(v(t)) + g(v(t  T ))g+ e;
_v(t) = (w(t) + v(t) 
1
3
v
3
(t)) + u(t);
_w(t) = (a  v(t)  bw(t))=:
Die Analyse dieses Systems zeigt, dass es zwishen den Zustanden mit Burst-
Multipletts

Ubergangsphasen gibt, die ein eher haotishes Verhalten zeigen. Es
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Figure 9.5: Burst-Multipletts des postsynaptishen Potentials und des Membran-
potentials in einem kleinen neuronalen Netz.
wird auh beobahtet, dass die Dynamik der Burst-Multipletts mit wahsender
Anzahl der Bursts ebenfalls komplexer wird.
Burst-Multipletts treten auh in realen neuronalen Netzen auf; sie wurden zum
Beispiel im Hirnstamm der Kaulquappe nahgewiesen.
Appendix A
Hodgkin-Huxley equations
The Hodgkin-Huxley model was developed in order to desribe the ation po-
tentials in the squid giant axon. v denotes the membrane potential of the ell
and the variables m, n and h desribe the ondutane of the ell membrane for
dierent types of ions (sodium, potassium and the rest is summed in a leak term).
C
m
dv
dt
=  g
K
n
4
(v   v
K
)  g
Na
m
3
h(v   v
Na
)  g
L
(v   v
L
) + I
app
;
dm
dt
= 
m
(1 m)  
m
m;
dn
dt
= 
n
(1  n)  
n
n;
dh
dt
= 
h
(1  h)  
h
h:
The spei funtions  and  depend on the membrane potentials and it holds

m
(v) = 0:1
25  v
exp (
25 v
10
)  1
;

m
(v) = 4 exp (
 v
18
);

h
(v) = 0:07 exp (
 v
20
);

h
(v) =
1
exp (
30 v
10
) + 1
;

n
(v) = 0:01
10  v
exp (
10 v
10
)  1
;

m
(v) = 0:125 exp (
 v
80
):
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The ondutivity parameters are g
Na
= 120, g
K
= 36 and g
L
= 0:3. For the
equilibrium potentials holds v
Na
= 115, v
K
=  12 and v
L
= 10:6.
A detailed review of the properties of the Hodgkin-Huxley model is given in [25℄.
Appendix B
Inverse funtion H
 1
(U (s))
Starting out from the limiting ase T ! 1 the neural system is desribed by a
dierene-algebrai system
0 =  U(s) + qg(V (s  1)) + e;
0 = (W (s) + V (s) 
1
3
V
3
(s)) + U(s);
0 = (a  V (s)  bW (s))=
with an auxiliary funtion
H(V (s)) := (
1
3
V
3
(s) + V (s)(
1
b
  1) 
a
b
) = U(s):
The inverse of H(V (s)) is
H
 1
(U(s)) =
 3 2
1
3
( + b )

 81 a b
2

3
  81 b
3

2
u+
q
 2916 b
3

3
( + b )
3
+ ( 81 a b
2

3
  81 b
3

2
u)
2
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