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析，但是其基于磁盘的 MapReduce 的计算严重影响了计算性能，而 Spark 引入
RDD(Resilient Distributed Datasets)基于内存计算迎合了广大用户的需求，极大提
高了分布式并行计算的效率。虽然在众多大数据工具中，Spark 得到了很大的关
注，但是 Spark 还不是十分完善，比如其机器学习库 MLlib 对聚类算法的支持只





建 KNN 图，结合 Spark 分布式计算的特点，本文提出了基于 Spark 的快速构建






















In recent years, the rapid development of computer science and technology 
generates a massive amount of data in various industries, challengingthe efficiency of 
data processing. At the same time, the technology of distributed computing made 
significant progress. Although Hadoop enables users to analyze large datasets, its 
disk-based computing framework, MapReduce, seriously affects the computing 
performance. However, Spark introduced Resilient Distributed Datasets (RDD) which 
is memory-based computing and greatly improved the efficiency of distributed 
parallel computing. Although Spark has gained remarkable popularity,its support for 
machine learning library is limited. For example, it only supports the method of 
k-means as the clustering algorithm.Furthermore,advanced algorithms, such 
asmanifold learning,arenot integrated either. 
The algorithm of manifold learning is widely used in the field of seismic 
exploration. Given the large dataset and high complexity of the algorithm, the data 
processing is usually a time-consuming procedure. This work aims to address this 
problem by proposing a novel method of constructing the KNN graph, which is the 
bottleneck of the computation performance. This method is implemented based on 
Spark and applied to the problem of data processing in the field of seismic exploration. 
The result shows that the proposed method is not only computationally efficient but 
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也经常被人们称为知识发现(knowledge discovery from data 或者 KDD)[2]，其一
般分析流程如图 1.1KDD 一般过程所示。 
 























域如图 1.2 数据挖掘涉及领域所示： 
 








Data Corporation)多年的研究结果也表明(如图 1.4 所示1)，全世界数据急速增加，


















到 2017 年全球数据总量会达到 16ZB，所以在这数据急速增长的时代，这也急切
需要我们去处理这些数据。现在数据已经成为了一个企业的资产，例如许多公司
使用用户网上记录来预测用户需求喜好，从而对用户推荐相关产品。大数据的特
征也经常被称为含有 5V 的特征[5][6]，如图 1.3 大数据的特征所示： 
 










[8]，其中 Hadoop 主要的一些组件有 HDFS 文件系统(Hadoop Distributed File 
System)，Hadoop MapReduce，HBase，其他一些相关项目有 Hadoop Yarn，Pig，
Hive，ZooKeeper 等，许多的企业也都在使用，包括 Facebook，Yahoo!，LinkedIn，
Twitter 等。虽然它有很强的可扩展性、容错性等但是和 MPI(Message Passing 
Interface)相比还是非常慢，因为每次做 MapReduce 都要读写文件，而 Spark7克
服了这个缺点，在保持可扩展性以及容错性等能力之外，它比 Hadoop 可以更快。 
本文的实验数据来源于石油地震勘探领域数据。许多国家对石油工业有着严




























































结分析[14]。从 20 世纪 60 年代开始，地震属性技术主要经历了 3 个发展阶段：
1)定性描述阶段(60 年代到 70 年代)，这一阶段主要是对地震剖面特征的定性描
述与分析，基本限于直观的分析地震剖面上的反射相应的强弱变化以及断裂发育



















具之一，近年来得到了飞速发展，从图 1.58中 stackoverflow 的 Hive，HBase，
MapReduce，YARN，Cassandra，Spark 问题数量对比看到其活跃度近年来非常
高。其核心模块有类似于 SQL 的 SparkSQL 模块，流数据处理 SparkStreaming
模块，MLlib 机器学习模块，图处理 GraphX 模块，这些模块也正处于快速发展



















LDA 模型(latent Dirichlet allocation),特征变换的 PCA 模型等常用模型。但是对于
流形学习算法(LLE 等)还没有实现。其中主要原因在于 LLE 等算法流程复杂，不
像 k-means 等典型的迭代式算法易于实现。 
 







快速高效计算出 KNN 图问题。其次，总结了 KNN 图的常用单机、并行等计算
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