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Abstract
We address the problem of learning to benchmark the best achievable classifier performance.
In this problem the objective is to establish statistically consistent estimates of the Bayes
misclassification error rate without having to learn a Bayes-optimal classifier. Our learning
to benchmark framework improves on previous work on learning bounds on Bayes misclas-
sification rate since it learns the exact Bayes error rate instead of a bound on error rate.
We propose a benchmark learner based on an ensemble of ε-ball estimators and Chebyshev
approximation. Under a smoothness assumption on the class densities we show that our
estimator achieves an optimal (parametric) mean squared error (MSE) rate of O(N−1),
where N is the number of samples.
Experiments on both simulated and real datasets establish that our proposed benchmark
learning algorithm produces estimates of the Bayes error that are more accurate than previous
approaches for learning bounds on Bayes error probability.
Keywords: Divergence estimation, Bayes error rate, ε-ball estimator, classification,
ensemble estimator, Chebyshev polynomials.
1. Introduction
This paper proposes a framework for empirical estimation of minimal achievable classification
error, i.e., Bayes error rate, directly from training data, a framework we call learning to
benchmark. Consider an observation-label pair (X,T ) takes values in Rd × {1, 2, . . . , λ}. For
class i, the prior probability is Pr{T = i} = pi and fi is the conditional distribution function
of X given that T = i. Let p = (p1, p2, . . . , pλ). A classifier C : Rd → {1, 2, . . . , λ} maps
each d-dimensional observation vector X into one of λ classes. The misclassification error
rate of C is defined as
EC = Pr(C(X) 6= T ), (1)
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which is the probability of classification associated with classifier function C. Among all
possible classifiers, the Bayes classifier achieves minimal misclassification rate and has the
form of a maximum a posteriori (MAP) classifier:
CBayes(x) = arg max
1≤i≤λ
Pr(T = i|X = x), (2)
The Bayes misclassification error rate is
EBayesp (f1, f2, . . . , fλ) = Pr(CBayes(X) 6= T ). (3)
The problem of learning to bound the Bayes error probability (3) has generated much
recent interest (Wang et al., 2005), (Po´czos et al., 2011), (Berisha et al., 2016),(Noshad
and O, 2018), (Moon et al., 2018). Approaches to this problem have proceeded in two
stages: 1) specification of lower and upper bounds that are functions of the class probabilities
(priors) and the class-conditioned distributions (likelihoods); and 2) specification of good
empirical estimators of these bounds given a data sample. The class of f -divergences (Ali
and Silvey, 1966), which are measures of dissimilarity between a pair of distributions, has
been a fruitful source of bounds on the Bayes error probability and include: the Kullback-
Leibler (KL) divergence (Kullback and Leibler, 1951), the Re´nyi divergence (Re´nyi, 1961)
the Bhattacharyya (BC) divergence (Bhattacharyya, 1946), Lin’s divergences (Lin, 1991),
and the Henze-Penrose (HP) divergence (Henze and Penrose, 1999). For example, the HP
divergence
Dp(f1, f2) :=
1
4p1p2
[∫
(p1f1(x)− p2f2(x))2
p1f1(x) + p2f2(x)
dx− (p1 − p2)2
]
. (4)
provides the bounds (Berisha et al., 2016):
1
2
−
√
4p1p2Dp(f1, f2) + (p1 − p2)2 ≤ EBayesp (f1, f2) ≤ 2p1p2(1−Dp(f1, f2)). (5)
A consistent empirical estimator of the HP divergence (4) was given in (Friedman, 2001),
and this was used to learn the bounds (5) in (Berisha et al., 2016). Many alternatives to the
HP divergence have been used to solve the learning to bound problem including the Fisher
Information (Berisha and Hero, 2014), the Bhattacharrya divergence (Berisha et al., 2016),
the Re´nyi divergence (Noshad and O, 2018), and the Kullback-Liebler divergence (Po´czos
et al., 2011; Moon and Hero, 2014).
This paper addresses the ultimate learning to bound problem, which is to learn the
tightest possible bound: the exact the Bayes error rate. We call this the learning to benchmark
problem. Specifically, the contributions of this paper are as follows:
• A simple base learner of the Bayes error is proposed for general binary classification, its
MSE convergence rate is derived, and it is shown to converge to the exact Bayes error
probability (see Theorem 4). Furthermore, expressions for the rate of convergence are
specified and we prove a central limit theorem for the proposed estimator (Theorem 5).
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• An ensemble estimation technique based on Chebyshev nodes is proposed. Using this
method a weighted ensemble of benchmark base learners is proposed having optimal
(parametric) MSE convergence rates (see Theorem 8). As contrasted to the ensemble
estimation technique discussed in (Moon et al., 2018), our method provides closed
form solutions for the optimal weights based on Chebyshev polynomials (Theorem 9).
• An extension of the ensemble benchmark learner is obtained for estimating the multi-
class Bayes classification error rate and its MSE convergence rate is shown to achieve
the optimal rate (see Theorem 10).
The rest of the paper is organized as follows. In Section 2, we introduce our proposed
Bayes error rate estimators for the binary classification problem. In Section 3 we use the
ensemble estimation method to improve the convergence rate of the base estimator. We
then address the multi-class classification problem in Section 4. In Section 5, we conduct
numerical experiments to illustrate the performance of the estimators. Finally, we discuss
the future work in Section 6.
2. Benchmark learning for Binary Classification
Our proposed learning to benchmark framework is based on an exact f -divergence represen-
tation (not a bound) for the minimum achievable binary misclassification error probability.
First, in section 2.1 we propose an accurate estimator of the density ratio (ε-ball estimator),
and then in section 2.2, based on the optimal estimation for the density ratio, we propose a
base estimator of Bayes error rate.
2.1 Density Ratio Estimator
Consider the independent and identically distributed (i.i.d) sample realizations X1 ={
X1,1, X1,2, . . . , X1,N1
} ∈ RN1×d from f1 and X2 = {X2,1, X2,2, . . . , X2,N2} ∈ RN2×d from
f2. Let η := N2/N1 be the ratio of two sample sizes. The problem is to estimate the density
ratio U(x) := f1(x)f2(x) at each of the points of the set X2. In this paper similar to the method
of (Noshad et al., 2017) we use the ratio of counts of nearest neighbor samples from different
classes to estimate the density ratio at each point. However, instead of considering the
k-nearest neighbor points, we use the -neighborhood (in terms of euclidean distance) of the
points. This allows us to remove the extra bias due to the discontinuity of the parameter k
when using an ensemble estimation technique. As shown in Figure. 1, ε-ball density ratio
estimator for each point Yi in Y (shown by blue points) is constructed by the ratio of the
counts of samples in X and Y which fall within ε-distance of Yi.
Definition 1 For each point X2,i ∈ X2, let N (ε)1,i ( resp. N (ε)2,i ) be the number of points
belonging to X1 ( resp. X2) within the ε-neighborhood (ε-ball) of X2,i. Then the density
ratio estimate is given by
Û (ε)(X2,i) := ηN
(ε)
1,i
/
N
(ε)
2,i . (6)
Sometimes in this paper we abbreviate Û(X2,i) as Û
(ε)
i .
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Figure 1: ε-ball density ratio estimator for each point Yi in Y (shown by blue points) is
constructed by the ratio of the counts of samples in X and Y which fall within
ε-distance of Yi.
2.2 Base learner of Bayes error
The Bayes error rate corresponding to class densities f1, f2, and the class probabilities vector
p = (p1, p2) is
EBayesp (f1, f2) = Pr(CBayes(X) 6= T )
=
∫
p1f1(x)≤p2f2(x)
p1f1(x)dx+
∫
p1f1(x)≥p2f2(x)
p2f2(x)dx, (7)
where CBayes(X) is the classifier mapping CBayes : X → {1, 2}. The Bayes error (7) can be
expressed as
EBayesp (f1, f2) =
1
2
∫
p1f1(x) + p2f2(x)− |p1f1(x)− p2f2(x)|dx
= p2 +
1
2
∫
(p1f1(x)− p2f2(x))− |p1f1(x)− p2f2(x)|dx
= min(p1, p2)−
∫
f2(x)t
(
f1(x)
f2(x)
)
dx
= min(p1, p2)− Ef2
[
t
(
f1(X)
f2(X)
)]
, (8)
where
t(x) := max(p2 − p1x, 0)−max(p2 − p1, 0)
is a convex function. The expectation Ef2
[
t
(
f1(X)
f2(X)
)]
is an f -divergence between density
functions f1 and f2. The f -divergence or Ali-Silvey distance, introduced in (Ali and Silvey,
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1966), is a measure of the dissimilarity between a pair of distributions. Several estimators of
f -divergences have been introduced (Berisha et al., 2016; Wang et al., 2005; Noshad and
O, 2018; Po´czos et al., 2011). Expressions for the bias and variance of these estimators
are derived under assumptions that the function t is differentiable, which is not true here.
In what follows we will only need to assume that the divergence function t is Lipschitz
continuous.
We make the following assumption on the densities. Note that these are similar to the
assumptions made in the previous work (Singh and Po´czos, 2014; ?; Moon et al., 2018).
Assumptions:
A.1. The densities functions f1 and f2 are both lower bounded by CL and upper
bounded by CU with CU ≥ CL > 0;
A.2. The densities f1 and f2 are Ho¨lder continuous with parameter 0 < γ ≤ 1, that is
there exists constants H1, H2 > 0 such that
|fi(x1)− fi(x2)| ≤ Hi||x1 − x2||γ , (9)
for i = 1, 2 and x1, x2 ∈ R.
Explicit upper and lower bounds CU and CL must be specified for the implementation
of the base estimator below. However, the lower and upper bounds do not need to be tight
and only affect the convergence rate of the estimator. We conjecture that this assumption
can be relaxed, but this is left for future work.
Define the base estimator of the Bayes error
Êε(X1,X2) := min(pˆ1, pˆ2)− 1
N2
N2∑
i=1
t˜
(
Ûi
)
, (10)
where t˜(x) := max(t(x), t(CL/CU )), and empirical estimates vector pˆ = (pˆ1, pˆ2) is obtained
from the relative frequencies of the class labels in the training set. Ûi is the estimation of
the density ratio at point X2,i, which can be computed based on ε-ball estimates.
Remark 2 The definition of Bayes error in (7) is symmetric, however, the definition of
Bayes error estimator in (10) is asymmetric with respect to X1 and X2. Therefore, we might
get different estimations from Êε(X1,X2) and Ê(X2,X1), while both of these estimations
asymptotically converge to the true Bayes error. It is obvious that any convex combination
of Êε(X1,X2) and Ê(X2,X1) defined is also an estimator of the Bayes error (with the same
convergence rate). In particular, we define the following symmetrized Bayes error estimator:
E∗ (X2,X1) :=
N2
N
Êε(X1,X2) + N1
N
Ê(X2,X1)
= min(pˆ1, pˆ2)− 1
N
N∑
i=1
t˜
(
Ûi
)
, (11)
where consistent with the definition in (6), for the points in X1, Û
(ε)
i is defined as the ratio
of the ε-neighbor points in X2 to the number of points in X1, while for the points in X2 is
5
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defined as the ratio of the points in X1 to the number of points in X2:
Û
(ε)
i :=
ηN
(ε)
1,i
/
N
(ε)
2,i 1 ≤ i ≤ N2
N
(ε)
2,i
/
ηN
(ε)
1,i N2 ≤ i ≤ N.
(12)
Algorithm 1: Base Learner of Bayes Error
Input : Data sets X = {X1, ..., XN1}, Y = {Y1, ..., YN2}
1 Z← X ∪Y
2 for each point Yi in Y do
3 Si: Set of ε-ball points of Yi in Z
4 Ûi ← |Si ∩X|/|Si ∩Y|
5 E∗ (X2,X1)← min(N1, N2)/(N1 +N2)− 1N
∑N
i=1 t˜
(
Ûi
)
,
Output : E∗ (X2,X1)
Remark 3 The ε-ball density ratio estimator is equivalent to the ratio of plug-in kernel
density estimators with a top-hat filter and bandwidth ε.
2.3 Convergence Analysis
The following theorem states that this estimator asymptotically converges in L2 norm to
the exact Bayes error as N1 and N2 go to infinity in a manner N2/N1 → η, with an MSE
rate of O(N
− 2γ
γ+d ).
Theorem 4 Under the Assumptions on f1 and f2 stated above, as N1, N2 → ∞ with
N2/N1 → η,
Êε(X1,X2) L
2→ EBayesp (f1, f2), (13)
where
L2→ denotes “convergence in L2 norm”. Further, the bias of E(X1,X2) is
B
[
Êε(X1,X2)
]
= O (γ) +O
(
−dN−11
)
, (14)
where ε is the radius of the neighborhood ball.
In addition, the variance of Êε(X1,X2) is
V
[
Êε(X1,X2)
]
= O (1/min(N1, N2)) . (15)
Proof Since according to (8) the Bayes error rate EBayes can be written as an f -divergence,
it suffice to derive the bias and variance of the ε-ball estimator of the divergence. The details
are given in Appendix. A.
In the following we give a theorem that establishes the Gaussian convergence of the
estimator proposed in equation (10).
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Theorem 5 Let ε→ 0 and 1
εdN
→ 0. If S be a standard normal random variable with mean
0 and variance 1, then,
Pr
 Êε(X1,X2)− E
[
Êε(X1,X2)
]
√
V
[
Êε(X1,X2)
] ≤ t
→ Pr(S ≤ t) (16)
Proof: The proof is based on the Slutsky’s Theorem and Efron-Stein inequality and is
discussed in details in Appendix. B.
3. Ensemble of Base Learners
It has long been known that ensemble averaging of base learners can improve the accuracy
and stability of learning algorithms (Dietterich, 2000). In this work in order to achieve the
optimal parametric MSE rate of O(1/N), we propose to use an ensemble estimation technique.
The ensemble estimation technique has previously used in estimation of f -divergence and
mutual information measures (Moon et al., 2018, 2016; Noshad and O, 2018). However,
the method used by these articles depends on the assumption that the function f of the
divergence (or general mutual information) measure is differentiable everywhere within its
the domain. As contrasted to this assumption, function t(x) defined in equation (8) is
not differentiable at x = p1/p2, and as a result, using the ensemble estimation technique
considered in the previous work is difficult. A simpler construction of the ensemble Bayes
error estimation is discussed in section 3.1. Next, in section 3.2 we propose an optimal
weight assigning method based on Chebyshev polynomials.
3.1 Construction of the Ensemble Estimator
Our proposed ensemble benchmark learner constructs a weighted average of L density ratio
estimates defined in (6), where each density ratio estimator uses a different value of .
Definition 6 Let Û
(εj)
i for j ∈ {1, ..., L} be L density ratio estimates with different pa-
rameters (εj) at point Yi. For a fixed weight vector w := (w1, w2, . . . , wL)
T , the ensemble
estimator is defined as
F(X1,X2) = min(pˆ1, pˆ2)− 1
N2
N2∑
i=1
[
max(pˆ2 − pˆ1Ûwi , 0)−max(pˆ2 − pˆ1, 0)
]
, (17)
where for the weighted density ratio estimator, Ûwi is defined as
Ûwi :=
L∑
l=1
wlÛ
(εl)
i . (18)
Remark 7 The construction of this ensemble estimator is fundamentally different from
standard ensembles of base estimators proposed before and, in particular, different from the
methods proposed in (Moon et al., 2018; Noshad and O, 2018). These standard methods
average the base learners whereas the ensemble estimator (17) averages over the argument
(estimated likelihood ratio f1/f2) of the base learners.
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Under additional conditions on the density functions, we can find the weights wl such
that the ensemble estimator in (17) achieves the optimal parametric MSE rate O(1/N).
Specifically, assume that 1) the density functions f1 and f2 are both Ho¨lder continuous with
parameter γ and continuously differentiable of order q = bγc ≥ d ,and 2) the q-th derivatives
are Ho¨lder continuous with exponent γ′ := γ − q. These are similar to assumptions that
have been made in the previous work (Moon et al., 2018; Singh and Po´czos, 2014; Noshad
and O, 2018). We prove that if the weight vector w is chosen according to an optimization
problem, the ensemble estimator can achieve the optimal parametric MSE rate O(1/N).
Theorem 8 Let N1, N2 → ∞ with N2/N1 → η. Also let Û (εj)i for j ∈ {1, ..., L} be L
(L > d) density ratio estimates with bandwidths εj := ξjN
−1/2d
1 at the points Yi. Define the
weight vector w = (w1, w2, . . . , wL)
T as the solution to the following optimization problem:
min
w
||w||2 (19)
subject to
L∑
l=1
wl = 1 and
L∑
l=1
wl · ξil = 0, ∀i = 1, . . . , d.
Then, under the assumptions stated above the ensemble estimator defined in (17) satisfies,
F(X1,X2) L
2→ EBayesp (f1, f2), (20)
with the MSE rate O(1/N1).
Proof See Appendix C.
One simple choice for ξl is an arithmetic sequence as ξl := l. With this setting the
optimization problem in the following optimization problem:
min
w
||w||2 (21)
subject to
L∑
l=1
wl = 1 and
L∑
l=1
wl · li = 0, ∀i = 1, . . . , d. (22)
Note that the optimization problem in (21) does not depend on the data sample distribution
and only depends on its dimension. Thus, it can be solved offline. In larger dimensions,
however, solving the optimization problem can be computationally difficult. In the following
we provide an optimal weight assigning approach based on Chebyshev polynomials that
reduces computational complexity and leads to improved stability. We use the orthogonality
properties of the Chebyshev polynomials to derive closed form solutions for the optimal
weights in (19).
3.2 Chebyshev Polynomial Approximation Method for Ensemble Estimation
Chebyshev polynomials are frequently used in function approximation theory (Kennedy,
2004). We denote the Chebyshev polynomials of the first kind defind in interval [−1, 1] by
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Tn, where n is the degree of the polynomial. An important feature of Chebyshev polynomials
is that the roots of these polynomials are used as polynomial interpolation points. We define
the shifted Chebyshev polynomials with a parameter α as Tαn (x) : [0, α]→ R in terms of the
standard Chebyshev polynomials as
Tαn (x) = Tn(
2x
α
− 1). (23)
We denote the roots of Tαn (x) by si, i ∈ {1, ..., n}. In this section we formulate the ensemble
estimation optimization in equation (19) in the Chebyshev polynomials basis and we propose
a simple closed form solution to this optimization problem. This is possible by setting
the parameters of the base density estimators εl proportional to the Chebyshev nodes sl.
Precisely, in equation (19) we set
ξl := sl. (24)
Theorem 9 For L > d, the solutions of the optimization problem in (19) for ξl := sl are
given as:
wi =
2
L
d∑
k=0
Tαk (0)T
α
k (si)−
1
L
∀i ∈ {0, ..., L− 1}. (25)
where si, i ∈ {0, ..., L− 1} are roots of TαL (x) given by
sk =
α
2
cos
((
k +
1
2
)
pi
L
)
+
α
2
, k = 0, . . . , L− 1 (26)
Proof The proof of Theorems 9 can be found in Appendix D.
4. Benchmark Learning for Multi-class Classification
Consider a multi-class classification problem with λ classes having respective density functions
f1, f2, . . . , fλ. The Bayes error rate for the multi-class classification is
EBayesp (f1, f2, . . . , fλ)
= 1−
∫ [
max
1≤i≤λ
pifi(x)
]
dx
= 1− p1 −
λ∑
k=2
∫ [
max
1≤i≤k
pifi(x)− max
1≤i≤k−1
pifi(x)
]
dx
= 1− p1 −
λ∑
k=2
∫
max
(
0, pk − max
1≤i≤k−1
pifi(x)/fk(x)
)
fk(x)dx
= 1− p1 −
λ∑
k=2
∫
tk
(
f1(x)
fk(x)
,
f2(x)
fk(x)
, . . . ,
fk−1(x)
fk(x)
)
fk(x)dx, (27)
9
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where
tk(x1, x2, . . . , xk−1) := max
(
0, pk − max
1≤i≤k−1
pixi
)
.
We denote the density fractions fi(x)fj(x) in the above equation by U(i/j)(x). Let Û
w
(i/j)(x)
denote the ensemble estimates of U(i/j)(x) using the ε-ball method, similar to the estimator
defined in (18). Thus, we propose the following direct estimator of EBayesp (f1, f2, . . . , fλ) as
follows:
H(X1,X2, . . . ,Xλ) := 1− p1− (28)
λ∑
l=2
1
Nl
Nl∑
i=1
t˜
(
Ûw(1/l)(Xl,i), Û
w
(2/l)(Xl,i), . . . , Û
w
(l−1/l)(Xl,i)
)
,
where
t˜k(x1, x2, . . . , xk−1) := max {tk(x1, x2, . . . , xk−1), tk(CL/CU , . . . , CL/CU )} .
Since t is elementwise Lipschitz continuous, we can easily generalize the argument used
in the proof of Theorem 4 to obtain the convergence rates for the multiclass case. Similar
to the assumptions of the ensemble estimator for the binary case in section 3.1, we assume
that 1) the density functions f1, f2, ..., fλ are both Ho¨lder continuous with parameter γ
and continuously differentiable of order q = bγc ≥ d and 2) the q-th derivatives are Ho¨lder
continuous with exponent γ′ := γ − q.
Theorem 10 As N1, N2, . . . , Nλ → ∞ with Nl/Nj → ηj,l for 1 ≤ j < l ≤ λ and N∗ =
max(N1, N2, . . . , Nλ),
Hk(X1,X2, . . . ,Xλ) L
2→ EBayesp (f1, f2, . . . , fλ). (29)
The bias and variance of Hk(X1,X2, . . . ,Xλ) are
B [Hk(X1,X2, . . . ,Xλ)] = O
(
λ/
√
N∗
)
, (30)
V [Hk(X1,X2, . . . ,Xλ)] = O
(
λ2/N∗
)
. (31)
Proof See Appendix E.
Remark 11 Note that the estimator Hk (28) depends on the ordering of the classes, which
is arbitrary. However the asymptotic MSE rates do not depend on the particular class
ordering.
Remark 12 In fact, (27) can be transformed into
EBayesp (f1, f2, . . . , fλ) = 1− p1 −
λ∑
k=2
pk
∫
max (0, 1− hk(x)/fk(x)) fk(x)dx, (32)
where hk(x) := max1≤i≤k−1 pifi(x)/pk. That shows that the Bayes error rate is actually a
linear combination of (λ− 1) f -divergences.
Remark 13 The function tk is not a properly defined generalized f -divergence (Duchi et al.,
2016), since tk
(
pk
p1
, pkp2 , . . . ,
pk
pk−1
)
= 0, while tk(1, 1, . . . , 1) is not necessarily equal to 0.
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Figure 2: Comparison of the optimal benchmark learner (Chebyshev method) with the Bayes
error lower and upper bounds using HP-divergence, for a binary classification
problems with 10-dimensional isotropic normal distributions with identity covari-
ance matrix, where the means are shifted by 5 units in the first dimension. While
the HP-divergence bounds have a large bias, the proposed benchmark learner
converges to the true value by increasing sample size.
5. Numerical Results
We apply the proposed benchmark learner on several numerical experiments for binary
and multi-class classification problems. We perform experiments on different simulated
datasets with dimensions of up to d = 100. We compare the benchmark learner to previous
lower and upper bounds on the Bayes error based on HP-divergence (5), as well as to a few
powerful classifiers on different classification problem. The proposed benchmark learner is
applied on the MNIST dataset with 70k samples and 784 features, learning theoretically
the best achievable classification error rate. This is compared to reported performances
of state of the art deep learning models applied on this dataset. Extensive experiments
regarding the sensitivity with respect to the estimator parameter, the difference between the
arithmetic and Chebyshev optimal weights and comparison of the corresponding ensemble
benchmark learner performances, and comparison to the previous bounds on the Bayes error
and classifiers on various simulated datasets with Gaussian, beta, Rayleigh and concentric
distributions are provided in Appendix F.
Figure 2 compares the optimal benchmark learner with the Bayes error lower and
upper bounds using HP-divergence, for a binary classification problems with 10-dimensional
isotropic normal distributions with identity covariance matrix, where the means are shifted
by 5 units in the first dimension. While the HP-divergence bounds have a large bias, the
proposed benchmark learner converges to the true value by increasing sample size.
11
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In Figure 3 we compare the optimal benchmark learner (Chebyshev method) with XG-
Boost, Random Forest and deep neural network (DNN) classifiers, for a 4-class classification
problem 20-dimensional concentric distributions. Note that as shown in (b) the concentric
distributions are resulted by dividing a Gaussian distribution with identity covariance matrix
into four quantiles such that each class has the same number of samples. The DNN classifier
consists of 5 hidden layers with [20, 64, 64, 10, 4] neurons and ReLU activations. Also in each
layer a dropout with rate 0.1 is applied to diminish the overfitting. The network is trained
using Adam optimizer and is trained for 150 epochs.
12
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(a) Four classes with concentric distributions
(b) Benchmark learner compared to a 5-layer DNN, XGBoost and Random
Forest classifiers for the concentric distributions
Figure 3: Comparison of the optimal benchmark learner (Chebyshev method) with a 5-
layer DNN, XGBoost and Random Forest classifiers, for a 4-class classification
problem 20-dimensional concentric distributions. Note that as shown in (b), the
concentric distributions are resulted by dividing a Gaussian distribution with
identity covariance matrix into four quantiles such that each class has the same
number of samples. The benchmark learner predicts the Bayes error rate better
than the DNN, XGBoost and Random Forest classifiers.
13
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Papers Method Error rate
(Cires¸an et al., 2010) Single 6-layer DNN 0.35%
(Ciresan et al., 2011) Ensemble of 7 CNNs and training data expansion 0.27%
(Cires¸an et al., 2012) Ensemble of 35 CNNs 0.23%
(Wan et al., 2013) Ensemble of 5 CNNs and DropConnect regularization 0.21%
Benchmark learner Ensemble -ball estimator 0.14%
Table 1: Comparison of error probabilities of several the state of the art deep models with
the benchmark learner, for the MNIST handwriting image classification dataset
Further, we compute the benchmark learner for the MNIST dataset with 784 dimensions
and 60,000 samples. In Table 1 we compare the estimated benchmark learner with the
reported state of the art convolutional neural network classifiers with 60,000 training samples.
Note that according to the online report (Benenson) the listed models achieve the best
reported classification performances.
The benchmark learner can also be used as a stopping rule for deep learning models.
This is demonstrated in figures 4 and 5. In both of these figures we consider a 3-class
classification problem with 30-dimensional Rayleigh distributions with parameters a =
0.7, 1.0, 1.3. We train a DNN model consisting of 5 layers with [30, 100, 64, 10, 3] neurons
and RELU activations. Also in each layer a dropout with rate 0.1 is applied to diminish
the overfitting. In Figure. 4 we feed in different numbers of samples and compare the
error rate of the classifier with the proposed benchmark learner. The network is trained
using Adam optimizer for 150 epochs. At around 500 samples, the error rate of the trained
DNN is within the confidence interval of the benchmark learner, and one can probably stop
increasing the sample number since the error rate of the DNN is close enough to the Bayes
error rate. In Figure. 5 we feed in 2000 samples to the network and plot the error rate for
different training epochs. At around 80 epochs, the error rate of the trained DNN is within
the confidence interval of the benchmark learner, and we can stop training the network since
the error rate of the DNN is close enough to the Bayes error rate.
6. Conclusion
In this paper, a new framework, benchmark learning, was proposed that learns the Bayes
error rate for classification problems. An ensemble of base learners was developed for binary
classification and it was shown to converge to the exact Bayes error probability with optimal
(parametric) MSE rate. An ensemble estimation technique based on Chebyshev polynomials
was proposed that provides closed form expressions for the optimum weights of the ensemble
estimator. Finally, the framework was extended to multi-class classification and the proposed
benchmark learner was shown to converge to the Bayes error probability with optimal MSE
rates.
14
Learning to Benchmark
Figure 4: Error rate of a DNN classifier compared to the benchmark learner for a 3-class
classification problem with 30-dimensional Rayleigh distributions with param-
eters a = 0.7, 1.0, 1.3. We train a DNN model consisting of 5 layers with
[30, 100, 64, 10, 3] neurons and RELU activations. Also in each layer a dropout
with rate 0.1 is applied to diminish the overfitting. We feed in different numbers of
samples and compare the error rate of the classifier with the proposed benchmark
learner. The network is trained for about 50 epochs. At around 500 samples, the
error rate of the trained DNN is within the confidence interval of the benchmark
learner, and one can probably stop increasing the sample number since the error
rate of the DNN is close enough to the Bayes error rate.
Appendix A. Proof of Theorem 4
Theorem 4 consists of two parts: bias and variance bounds. For the bias proof, from equation
(10) we can write
E
[
Êε(X1,X2)
]
= E
[
min(pˆ1, pˆ2)− 1
N2
N2∑
i=1
t˜
(
Ûi
)]
= min(pˆ1, pˆ2)− 1
N2
N2∑
i=1
E
[
t˜
(
Ûi
)]
= min(pˆ1, pˆ2)− EX2,1∼f2E
[
t˜
(
Û1
)
|X2,1
]
(33)
Now according to equation (33) of (Noshad and O, 2018), for any region for which its
geometry is independent of the samples and the largest diameter within the region is equal
to cε, where c is a constant, then we have
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Figure 5: Error rate of a DNN classifier compared to the benchmark learner for a 3-class
classification problem with 30-dimensional Rayleigh distributions with param-
eters a = 0.7, 1.0, 1.3. We train a DNN model consisting of 5 layers with
[30, 100, 64, 10, 3] neurons and RELU activations. Also in each layer a dropout
with rate 0.1 is applied to diminish the overfitting. We feed in 2000 samples to
the network and plot the error rate for different training epochs. At around 40
epochs, the error rate of the trained DNN is within the confidence interval of the
benchmark learner, and we can stop training the network since the error rate of
the DNN is close enough to the Bayes error rate.
E
[
t˜
(
Û1
)
|X2,1 = x
]
= t˜
(
f1(x)
f2(x)
)
+O (εγ) +O
(
1
Nεd
)
. (34)
Thus, plugging (34) in (33) results in
E
[
Êε(X1,X2)
]
= min(pˆ1, pˆ2)− Ef2
[
t˜
(
f1(X)
f2(X)
)]
+O (εγ) +O
(
1
Nεd
)
, (35)
which completes the bias proof.
Remark 14 It can easily be shown that if we use the NNR density ratio estimator (defined
in (Noshad et al., 2017)) with parameter k, the Bayes error estimator defined in (10) achieves
the bias rate of O
((
k
N
)γ/d)
+O
(
1
k
)
.
The approach for the proof of the variance bound is similar to the Hash-based estimator
(Noshad and O, 2018). Consider the two sets of nodes X1,i, 1 ≤ i ≤ N1 and X2,j , 1 ≤ j ≤ N2.
For simplicity we assume that N1 = N2, however, similar to the variance proofs in (Noshad
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et al., 2017; Noshad and O, 2018), by considering a number of virtual points one can
easily extend the proof to general N1 and N2. Let Zi := (X1,i, X2,i). For using the
Efron-Stein inequality on Z := (Z1, ..., ZN1), we consider another independent copy of Z as
Z′ := (Z ′1, ..., Z ′N1) and define Z
(i) := (Z1, ..., Zi−1, Z ′i, Zi+1, ..., ZN1). In the following we use
the Efron-Stein inequality. Note that we use the shorthand E(Z) := Êε(X1,X2).
V [E(Z)] ≤ 1
2
N1∑
i=1
E
[(
E(Z)− E(Z(i))
)2]
=
N1
2
E
[(
E(Z)− E(Z(1))
)2]
≤ N1
2
E
(
1
N1
N1∑
i=1
t˜
(
ηNi,1
Ni,2
)
− 1
N1
N1∑
i=1
t˜
(
ηN
(1)
1,i
N
(1)
2,i
))2
=
1
2N1
E
(
t˜
(
ηN1,1
N1,2
)
− t˜
(
ηN
(1)
1,1
N
(1)
2,1
))2
=
1
2N
O (1) = O(
1
N
). (36)
Thus, the variance proof is complete.
Appendix B. Proof of Theorem 5
In this section we provide the proof of theorem 5. For simplicity we assume that N1 = N2 and
we use the notation N := N1. Also note that for simplicity we use the notation Ûi := Ûi
(ε)
Using the definition of Êε(X1,X2) we have
√
N
(
Êε(X1,X2)− E
[
Êε(X1,X2)
])
=
√
N
(
1
2
− 1
N
N∑
i=1
t˜
(
Ûi
)
− E
[
1
2
− 1
N
N∑
i=1
t˜
(
Ûi
)])
=
1√
N
N∑
i=1
(
t˜
(
Ûi
)
− E
[
t˜
(
Ûi
)])
=
1√
N
N∑
i=1
(
t˜
(
Ûi
)
− Ei¯
[
t˜
(
Ûi
)])
+
1√
N
N∑
i=1
(
Ei¯
[
t˜
(
Ûi
)]
− E
[
t˜
(
Ûi
)])
, (37)
where Ei¯ denotes the expectation over all samples X1,X2 except X2,i. In the above equation,
we denote the first and second terms respectively by S1(X) and S2(X), where X := (X1,X2).
In the following we prove that S2(X) converges to a normal random variable, and S1(X)
converges to zero in probability. Therefore, using the Slutsky’s theorem, the left hand side
of (37) converges to a normal random variable.
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Lemma 15 Let N →∞. Then, S2(X) converges to a normal random variable.
Proof
Let Ai(X) := Ei¯
[
t˜
(
Ûi
)]
− E
[
t˜
(
Ûi
)]
. Since for all i ∈ {1, ..., N}, Ai(X) are i.i.d.
random variables, using the standard central limit theorem (Durrett, 2019), S2(X) converges
to a normal random variable.
Lemma 16 Let ε→ 0 and 1
εdN
→ 0. Then, S1(X) converges to 0 in mean square.
Proof In order to prove that MSE converges to zero, we need to compute the bias and
variance terms separately. The bias term is obviously equal to zero since
E[S1(X)] = E
[
1√
N
N∑
i=1
(
t˜
(
Ûi
)
− Ei¯
[
t˜
(
Ûi
)])]
=
1√
N
N∑
i=1
(
E
[
t˜
(
Ûi
)]
− E
[
t˜
(
Ûi
)])
= 0. (38)
Next, we find an upper bound on the variance of S1(X) using the Efron-Stein inequality.
Let X′ := (X′1,X
′
2) denote another copy of X = (X1,X2) with the same distribution. We
define the resampled dataset as
X(j) :=
{
(X1,1, ..., X1,j−1, X ′1,j , X1,j+1, ..., X1,N , X2,1, ..., X2,N ) if N + 1 ≤ j ≤ 2N
(X1,1, ..., X1,N , X2,1, ..., X2,j−1, X ′2,j , X2,j+1, ..., X2,N ) if 1 ≤ j ≤ N
(39)
Let ∆i =: t˜
(
Ûi
)
−Ei¯
[
t˜
(
Ûi
)]
−t˜
(
Ûi
(1)
)
+Ei¯
[
t˜
(
Ûi
(1)
)]
. Using the Efron-Stein inequality
we can write
V [S1(X1,X2)] ≤ 1
2
2N∑
j=1
E
[(
S1(X)− S1(X(j))
)2]
= NE
[(
S1(X)− S1(X(1))
)2]
= E
( N∑
i=1
∆i
)2 ,
=
N∑
i=1
E
[
∆2i
]
+
∑
i 6=j
E [∆i∆j ] . (40)
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We obtain bounds on the first and second terms in equation (40). First, we obtain separate
bounds on E
[
∆2i
]
for i = 1 and i 6= 1. We have
E
[
∆21
]
= E
[(
t˜
(
Ûi
)
− Ei¯
[
t˜
(
Ûi
)]
− t˜
(
Ûi
(1)
)
+ Ei¯
[
t˜
(
Ûi
(1)
)])2]
= E
[(
t˜
(
Ûi
)
− Ei¯
[
t˜
(
Ûi
)])2]
+ E
[(
t˜
(
Ûi
(1)
)
− Ei¯
[
t˜
(
Ûi
(1)
)])2]
− 2E
[(
t˜
(
Ûi
)
− Ei¯
[
t˜
(
Ûi
)])(
t˜
(
Ûi
(1)
)
− Ei¯
[
t˜
(
Ûi
(1)
)])]
≤ 4E
[(
t˜
(
Ûi
)
− Ei¯
[
t˜
(
Ûi
)])2]
(41)
≤ 4EX1
[
EX1¯
[(
t˜
(
Ûi
)
− Ei¯
[
t˜
(
Ûi
)])2 ∣∣∣X1 = x]]
≤ 4EX1
[
V
[
t˜
(
Ûi
)]]
(42)
≤ O( 1
N
). (43)
Now for the case of i 6= 1 note that Ei¯
[
t˜
(
Ûi
)]
= Ei¯
[
t˜
(
Ûi
(1)
)]
. Thus, we can bound
E
[
∆2i
]
as
E
[
∆2i
]
= E
[(
t˜
(
Ûi
)
− t˜
(
Ûi
(1)
))2]
≤ O
(
εd
)(
1−O
(
εd
))
O
((
1
εdN
)2)
=
1
N
O
(
1
εdN
)
. (44)
Hence, using (43) and (44) we get
N∑
i=1
E
[
∆2i
] ≤ O( 1
εdN
)
. (45)
Note that we can similarly prove that the bound
∑
i 6=j E [∆i∆j ] ≤ O
(
1
εdN
)
. Thus,
from equation (40) we have V [S1(X1,X2)] ≤ O
(
1
εdN
)
, which convergence to zero if the
assumption 1
εdN
→ 0 holds.
Appendix C. Proof of Theorem 8
First note that since N1,1 and N2,1 are independent we can write
E
[
N1,i
N2,i
∣∣∣∣X2,i] = E [N1,i|X2,i]E [N−12,i ∣∣∣X2,i] . (46)
From (37) and (38) of (Noshad and O, 2018) we have
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E [N1,i] = N1d
[
f1(X2,i) +
q∑
l=1
Cl(X2,i)
l +O (Cq(X2,i)
q)
]
, (47)
E
[
(N2,i)
−1] = N−12 −d
[
f2(X2,i) +
q∑
l=1
Cl(X2,i)
l +O (Cq(X2,i)
q)
]−1(
1 +O
(
1
N2df2(X2,i)
))
,
(48)
where Ci(x) for 1 ≤ i ≤ q are functions of x. Plugging equations (47) and (48) into (46)
results in
E
[
ηN1,i
N2,i
∣∣∣∣X2,i] = f1(X2,i)f2(X2,i) +
q∑
i=1
C ′′i 
i +O
(
1
Nd
)
, (49)
where C ′′1 , ..., C ′′q are constants.
Now apply the ensemble theorem ((Moon et al., 2018), Theorem 4). Let T := {t1, ..., tT }
be a set of index values with ti < c, where c > 0 is a constant. Define (t) := tN
−1/2d.
According to the ensemble theorem in ((Moon et al., 2018), Theorem 4) if we choose
the parameters ψi(t) = t
i/d and φ′i,d(N) = φi,κ(N)/N
i/d, the following weighted ensemble
converges to the true value with the MSE rate of O(1/N):
Ûwi :=
L∑
l=1
wlÛi, (50)
where the weights wl are the solutions of the optimization problem in equation (19). Thus,
the bias of the ensemble estimator can be written as
EX¯i
[
Ûwi
∣∣∣X2,i] = f1(X2,i)
f2(X2,i)
+O(1/
√
N1). (51)
By Lemma 4.4 in (Noshad et al., 2017) and the fact that function t(x) := |p1x−p2|−p1x
is Lipschitz continuous with constant 2p1,∣∣∣∣EX¯i [t(Ûwi )|X2,i]− t(f1(X2,i)f2(X2,i)
)∣∣∣∣ ≤ 2p1(√VX¯i [Ûwi |X2,i] + ∣∣∣BX¯i [Ûwi |X2,i]∣∣∣) . (52)
Here B and V represent bias and variance, respectively. By (51), we have BX¯i [Û
w
i |X2,i] =
O(1/
√
N1); and by Theorem 2.2 in (Noshad et al., 2017), VX¯i [Û
w
i |X2,i] = O(1/N1). Thus,
EX¯i [t(Û
w
i )|X2,i]− t
(
f1(X2,i)
f2(X2,i)
)
= O(1/
√
N1). (53)
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So the bias of the estimator F(X1,X2) is given by
B(F(X1,X2)) =
∣∣∣∣∣EX1,X2
[
1
2N2
N2∑
i=1
t(Ûwi )
]
− 1
2
EX2,i
[
t
(
f1(X2,i)
f2(X2,i)
)]∣∣∣∣∣
=
1
2N2
N2∑
i=1
∣∣∣∣EX2,i [EX¯i [t(Ûwi )|X2,i]− t(f1(X2,i)f2(X2,i)
)]∣∣∣∣ = O(1/√N1). (54)
Finally, since the variance of Ûwi can easily be upper bounded by O(1/N) using the Efron-
Stein inequality using the same steps in Appendix. A.
Appendix D. Proof of Theorem 9
In order to prove the theorem we first prove that the solutions of the constraint in (19) for
ti = si can be written as a function of the shifted Chebyshev polynomials. Then we find the
optimal solutions of wi which minimize ‖w‖22.
Lemma 17 All solutions of the constraint
L−1∑
k=0
ωks
j
k = 0, ∀j ∈ {1, ..., d}
L−1∑
k=0
ωk = 1, (55)
have the following form
wi =
d∑
k=0
2Tαk (0)
L
Tαk (si) +
L−1∑
k=d+1
ckT
α
k (si)−
1
L
∀i ∈ {0, ..., L− 1}, (56)
for some ck ∈ R, k ∈ {d+ 1, ..., L− 1}, and for any ck ∈ R, k ∈ {d+ 1, ..., L− 1}, wi given
by (56) satisfy the equations in (55).
Proof
We can rewrite (55) as
d∑
j=0
L−1∑
k=0
ωkxjs
j
k = x0 ∀xj ∈ R. (57)
Note that setting ∀i ∈ {1, ..., d}, xi = 0 in (57) yields the second constraint in (19),
and ∀i 6= j, xi = 0 results in the first set of d constraints in (19). Using the fact that∑
j
∑
k ωkxjs
j
k =
∑
k ωk
∑
j xjs
j
k we can equivalently write the constraint as
L−1∑
k=0
ωkf (sk) = f(o) ∀f ∈ Pd, (58)
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where Pd is the family of the polynomials of degree d. One can expand the polynomial
f(x) ∈ Pd defined in [0, α] in the Chebyshev polynomial basis:
f(x) =
d∑
i=0
riT
α
i (x).
Thus, we can write the constraint in (58) as
L−1∑
k=0
ωk
d∑
j=0
rjT
α
j (sk) =
d∑
j=0
rjT
α
j (0) ∀rj ∈ R, (59)
which can be further formulated as
d∑
j=0
rj
L−1∑
k=0
ωkT
α
j (sk) =
d∑
j=0
rjT
α
j (0) ∀rj ∈ R, (60)
which is equivalent to the following constraint in the Chebyshev polynomials basis:
L−1∑
k=0
ωkT
α
j (sk) = T
α
j (0) ∀j ∈ {0, ..., d}. (61)
Now we use the Chebyshev polynomial approximation method in order to simplify
the optimization problem in equation (19). Define a function f : [0, α] → R such that
f(si) = wi, i ∈ {0, ..., L− 1}.
We can write f(x) in terms of Chebyshev interpolation polynomials with the L points
0 < s0, ..., sL−1 < 1 as
f(x) =
L−1∑
k=0
ckT
α
k (x)−
c0
2
+R(x), (62)
where R(x) is the error of approximation and is given by
R(x) =
f (L)(ξ)
L!
L−1∏
j=0
(x− sj) , (63)
for some ξ ∈ [0, α]. Thus we have
wi = f(si) =
L−1∑
k=0
ckT
α
k (si)−
c0
2
∀i ∈ {0, ..., L− 1}. (64)
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The interpolation coefficients in (62) can be computed as follows
ck =
2
L
L−1∑
j=0
f (sj)T
α
k (sj) ∀k ∈ {0, ..., L− 1}. (65)
Comparing the equation (65) with the constraint in (61) we get
ck =
2Tαk (0)
L
∀k ∈ {0, ..., d}. (66)
Thus, we can write equation (64) as
wi = f(si) =
d∑
k=0
2Tαk (0)
L
Tαk (si) +
L−1∑
k=d+1
ckT
α
k (si)−
1
L
∀i ∈ {0, ..., L− 1}. (67)
Next, for any ck ∈ R, k ∈ {d+ 1, ..., L− 1}, wi given by (56) satisfy equation (61), which
is an equivalent form of the original constraints in equation (55). Using (67) we can write:
L−1∑
i=0
ωiT
α
j (si) =
L−1∑
i=0
Tαj (si)
[
d∑
k=0
2Tαk (0)
L
Tαk (si) +
L−1∑
k=d+1
ckT
α
k (si)−
c0
2
]
=
d∑
k=0
2Tαk (0)
L
L−1∑
i=0
Tαj (si)T
α
k (si) +
L−1∑
k=d+1
ck
L−1∑
i=0
Tαj (si)T
α
k (si)−
L−1∑
i=0
Tαj (si)
Tα0 (si)
L
,
(68)
where for the last term we have used the fact that c0 =
2Tα0 (0)
L =
2Tα0 (si)
L =
2
L from equation
(66). Now in order to simplify equation (68), we use the orthogonality property of the
Chebyshev (and shifted Chebyshev) polynomials. That is, if si are the zeros of T
∗
L, then
L−1∑
i=0
Tαj (si)T
α
k (si) = Kjδkj , (69)
where Kj = L for j = 0 and Kj = L/2 for L− 1 ≥ j > 0. Hence, (68) simplifies to
L−1∑
i=0
ωiT
α
j (si) =
d∑
k=0
2Tαk (0)
L
Kjδkj +
L−1∑
k=d+1
ckKjδkj −K0δ0j 1
L
. (70)
Thus, for j = 0 we get
L−1∑
i=0
ωiT
α
j (si) = 2T
α
0 (0)− 1 = Tα0 (0), (71)
and for d ≥ j > 0 we get
L−1∑
i=0
ωiT
α
j (si) = T
α
j (0), (72)
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which shows that wi satisfy the constraint in equation (61), which is an equivalent form of
the original constraints in equation (55). The proof of the lemma is complete.
Proof of Theorem 9: In (56), ck, k ∈ {d+ 1, ..., L− 1} will be determined such that
the term ‖w‖22 in the original optimization problem is minimized. Using (56), the objective
function of the optimization problem in (19) can be simplified as
‖w‖22 =
L−1∑
i=0
w2i
=
L−1∑
i=0
f(si)
2
=
L−1∑
i=0
A2i +
L−1∑
i=0
2Ai
L−1∑
k=d+1
ckT
α
k (si) +
L−1∑
i=0
(
L−1∑
k=d+1
ckT
α
k (si)
)2
(73)
where Ai :=
∑d
k=0
2T ∗k (0)
L T
α
k (si)− 1L . Note that since the first term in (73) is constant, the
minimization of ‖w‖22 is equivalent to minimization of the following quadratic expression in
terms of the variables {cd+1, ..., cL−1}:
G(cd+1, ..., cL−1) :=
L−1∑
i=0
2Ai
L−1∑
k=d+1
ckT
α
k (si) +
L−1∑
i=0
(
L−1∑
k=d+1
ckT
α
k (si)
)2
. (74)
We first show that the first term in (74) is equal to zero.
L−1∑
i=0
2Ai
L−1∑
k=d+1
ckT
α
k (si) =
L−1∑
i=0
2
(
d∑
k=0
2T ∗k (0)
L
Tαk (si)−
1
L
)
L−1∑
k=d+1
ckT
α
k (si)
=
2
L
L−1∑
i=0
d∑
k=0
L−1∑
j=d+1
2T ∗k (0)T
α
k (si)cjT
α
j (si)−
L−1∑
i=0
L−1∑
j=d+1
cjT
α
j (si)
=
2
L
d∑
k=0
L−1∑
j=d+1
2T ∗k (0)cj
L−1∑
i=0
Tαk (si)T
α
j (si)−
L−1∑
j=d+1
cj
L−1∑
i=0
Tαj (si)T
α
0 (si)
= 0. (75)
Note that in the third line, we have used the identity T ∗0 (si) = 1. In the fourth line we
have used the orthogonality identity (69). Finally, setting cd+1 = ... = cL−1 = 0 minimizes
the second term and as a result G(cd+1, ..., cL−1). Thus, the optimal solutions of wi are
given as
wi =
2
L
d∑
k=0
Tαk (0)T
α
k (si)−
1
L
∀i ∈ {0, ..., L− 1}, (76)
which completes the proof.
24
Learning to Benchmark
Appendix E. Proof of Theorem 10
Bias proof: In the following we state a multivariate generalization of Lemma 3.2 in (Noshad
et al., 2017).
Lemma 18 Assume that g(x1, x2, . . . , xk) : X × · · · × X → R is Lipschitz continuous with
constant Hg > 0, with respect to x1, . . . , xk. If T̂i where 0 ≤ i ≤ k be random variables, each
one with a variance V[T̂i] and a bias with respect to given constant values Ti, defined as
B[T̂i] := Ti − E[T̂i], then the bias of g(T̂1, . . . , T̂k) can be upper bounded by
∣∣∣E [g(T̂1, . . . , T̂k)− g(T1, . . . , Tk)]∣∣∣ ≤ Hg k∑
i=1
(√
V[T̂i] +
∣∣∣B[T̂i]∣∣∣) . (77)
Proof:
∣∣∣E [g(T̂1, . . . , T̂λ)− g(T1, . . . , Tλ)]∣∣∣ ≤ λ∑
i=1
∣∣∣E [g(T̂1, . . . , T̂i, Ti+1, . . . , Tλ)− g(T1, . . . , Tλ)]∣∣∣
≤
λ∑
i=1
Hg
(√
V[T̂i] +
∣∣∣B[T̂i]∣∣∣) , (78)
where in the last inequality we have used Lemma 3.2 in (Noshad et al., 2017), by assuming
that g is only a function of T̂i.
Now, we plug Ûwi defined in (50) into T̂i in (77). Using equation (51) and the fact that
VX¯i [Û
w
i |X2,i] = O(1/N1) (as mentioned in Appendix C), concludes the bias proof.
Variance proof: Without loss of generality, we assume that Nλ = max(N1, N2, . . . , Nλ).
We consider (Nλ − Nl) virtual random nodes Xl,Nl+1, . . . , Xl,Nλ for 1 ≤ l ≤ λ − 1 which
follow the same distribution as Xl,1, . . . , Xl,Nl . Let Zi := (X1,i, X2,i, . . . , Xλ,i). Now we
consider Z := (Z1, . . . , ZNλ) and another independent copy of Z as Z
′ := (Z ′1, . . . , Z ′Nλ),
where Zi := (X
′
1,i, X
′
2,i, . . . , X
′
λ,i). Let Z
(i) := (Z1, . . . , Zi−1, Z ′i, Zi+1, . . . , ZNλ) and Ek(Z) :=
Ek(X1,X2, . . . ,Xλ). Let
Bα,i := t˜
(
Ûw(1/λ)(Xλ,i), Û
w
(2/λ)(Xλ,i), . . . , Û
w
((λ−1)/λ))(Xλ,i)
)
− t˜
(
Ûw(1/λ)(X
′
λ,i), Û
w
(2/λ)(X
′
λ,i), . . . , Û
w
((λ−1)/λ)(X
′
λ,i)
)
. (79)
We have
1
2
Nλ∑
i=1
E
[(
Ek(Z)− Ek(Z(i))
)2]
=
1
2Nλ
E
[
Nλ∑
i=1
Bα,i
]2
=
1
2Nλ
Nλ∑
i=1
E[B2α,i] +
1
2Nλ
∑
i 6=j
E[Bα,iBα,j ] =
1
2
E[B2α,2] +
Nλ
2
E[Bα,2]2. (80)
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The last equality follows from E[Bα,iBα,j ] = E[Bα,i]E[Bα,j ] = E[Bα,i]2 for i 6= j. With a
parallel argument in the proof of Lemma 4.10 in (Noshad et al., 2017), we have
E[Bα,2] = O
(
λ
Nλ
)
and E[B2α,2] = O
(
λ2
Nλ
)
. (81)
Then applying Efron-Stein inequality, we obtain
V[Ek(Z)] ≤ 1
2
M∑
i=1
E
[(
Ek(Z)− Ek(Z(i))
)2]
= O
(
λ2
Nλ
)
. (82)
Since the ensemble estimator is a convex combination of some single estimators, the proof is
complete.
Appendix F. Supplementary Numerical Results
In this section we perform extended experiments on the proposed benchmark learner. We
perform experiments on different simulated datasets with Gaussian, beta, Rayleigh and
concentric distributions of various dimensions of up to d = 100.
Figure 6 represents the scaled coefficients of the base estimators and their corresponding
weights in the ensemble estimator using the arithmetic and Chebyshev nodes for (a) d = 10
(L = 11) and (b) d = 100 (L = 101). The optimal weights for the arithmetic nodes decreases
monotonically. However, the optimal weights for the Chebyshev nodes has an oscillating
pattern.
In Figures 7 and 8 we consider binary classification problems respectively with 4-
dimensional and 100-dimensional isotropic normal distributions with covariance matrix
σI, where the means are separated by 2 units in the first dimension. We plot the Bayes
error estimates for different methods of Chebyshev, arithmetic and uniform weight assigning
methods for different sample sizes, in terms of (a) MSE rate and (b) mean estimates with %95
confidence intervals. Although both the Chebyshev and arithmetic weight assigning methods
are asymptotically optimal, in our experiments the benchmark learner with Chebyshev nodes
has a better convergence rate for finite number of samples. For example in Figures 7 and
8, for 1600 samples, MSE of the Chebyshev method is respectively %10 and %92 less than
MSE of the arithmetic method.
In Figures 9 (a) and (b) we compare the Bayes error estimates for ensemble estimator
with Chebyshev nodes with different scaling coefficients α = 0.1, 0.3, 0.5, 1.0 for binary
classification problems respectively with 10-dimensional and 50-dimensional isotropic normal
distributions with covariance matrix 2I, where the means are separated by 5 units in the
first dimension.
Figure 10 compares of the Bayes error estimates for ensemble estimator with Chebyshev
nodes with different scaling coefficients α = 0.1, 0.3, 0.5, 1.0 for a 3-class classification
problems, where the distributions of each class are 50-dimensional beta distributions with
parameters (3, 1), (3, 1.5) and (3, 2). All of the experiments in Figures 9 and 10 show that the
performance of the estimator does not significantly vary for the scaling factor in the range
α ∈ [0.3, 0.5] and a good performance can be achieved for the scaling factor α ∈ [0.3, 0.5].
Figure 11 compares the optimal benchmark learner with the Bayes error lower and
upper bounds using HP-divergence, for a 3-class classification problem with 10-dimensional
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(a) d = 10
(b) d = 100
Figure 6: The scaled coefficients of the base estimators and their corresponding optimal
weights in the ensemble estimator using the arithmetic and Chebyshev nodes
for (a) d = 10 and (b) d = 100. The optimal weights for the arithmetic nodes
decreases monotonically. However, the optimal weights for the Chebyshev nodes
has an oscillating pattern.
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(a) Mean square error
(b) Mean estimates with %95 confidence intervals
Figure 7: Comparison of the Bayes error estimates for different methods of Chebyshev,
arithmetic and uniform weight assigning methods for a binary classification problem
with 4-dimensional isotropic normal distributions. The Chebyshev method provides
a better convergence rate.
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(a) Mean square error
(b) Mean estimates with %95 confidence intervals
Figure 8: Comparison of the Bayes error estimates for different methods of Chebyshev,
arithmetic and uniform weight assigning methods for a binary classification problem
with 100-dimensional isotropic normal distributions. The Chebyshev method
provides a better convergence rate compared to the arithmetic and uniform
methods.
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(a) Mean square error
(b) Mean estimates with %95 confidence intervals
Figure 9: Comparison of the Bayes error estimates for ensemble estimator with Chebyshev
nodes with different scaling coefficients α = 0.1, 0.3, 0.5, 1.0 for binary classifica-
tion problems with (a) 10-dimensional and (b) 100-dimensional isotropic normal
distributions with covariance matrix 2I, where the means are shifted by 5 units in
the first dimension.
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Figure 10: Comparison of the Bayes error estimates for ensemble estimator with Chebyshev
nodes with different scaling coefficients α = 0.1, 0.3, 0.5, 1.0 for a 3-class classifi-
cation problems, where the distributions of each class are 50-dimensional beta
distributions with parameters (3, 1), (3, 1.5) and (3, 2).
Rayleigh distributions with parameters a = 2, 4, 6. While the HP-divergence bounds have a
large bias, the proposed benchmark learner converges to the true value by increasing sample
size.
In Figure 12 we compare the optimal benchmark learner (Chebyshev method) with
XGBoost and Random Forest classifiers, for a 4-class classification problem 100-dimensional
isotropic mean-shifted Gaussian distributions with identity covariance matrix, where the
means are shifted by 5 units in the first dimension. The benchmark learner predicts the
error rate bound better than XGBoost and Random Forest classifiers.
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