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Introduction
The majority of engineering problems (design, control, identification, optimisation, development of prototypes, and so on) are essentially multi-criteria. Multi-objective formulations are realistic for many complex real-life optimisation problems because objectives usually conflict with each other. Due to the conflict of objectives functions, a perfect multi-objective solution that simultaneously optimises each objective function is almost impossible. Sufficient computational methods and tools exist to generate the set of solutions, each of which satisfies the objectives at an acceptable level without being dominated by any other solution.
Multi-objective approach for optimisation of the process is applied to a variety of fields. Current and future research trends indicate a preference in multi-objective optimisation for many industrial applications.
The main goal of multiple-criteria optimisation of designing electro-technological installations and systems is to find the set of design variables which will provide the best possible values of typical conflicting objective functions (maximum performance, minimum cost, the best quality, minimum energy consumption, etc.) simultaneously.
A bibliographic survey of the state-of-the-art of optimal design methods in electromagnetism is provided in Chereches et al. (2011) . Traditionally, a multi-objective problem is reduced to introducing a single objective function as the weighted sum of the several objectives to be minimised. However, the most informative solution is represented by the Pareto front of non-dominated solutions, i.e., those for which the decrease of a one objective function is not possible without the simultaneous increasing at least one of the other functions. This means that a family of optimal solutions appears, and the designer can select a single solution according to decision making criteria (Chaudhari et al., 2010) .
Actually, the idea of reformulating the design problem in terms of multi-objective optimisation and solving in the Pareto sense is not new in itself. However, implementing the automated procedure that combines a numerical FEM code for coupled field analysis with an optimisation algorithm and its subsequent application for designing induction mass heating processes make the proposed approach specific and original with respect to the available literature .
The paper describes main ideas and results of the research activities carried out by the authors during the last years in a multiple-criteria optimisation of induction heating design based on numerical coupled electromagnetic and temperature fields' analysis (Pleshivtseva et al., , 2017 .
Standard genetic algorithm (GA), non-dominated sorting genetic algorithms (NSGA-II), migration NSGA algorithm (MNSGA), and alternance method of parametric optimisation based on optimal control theory are applied as effective optimisation tools to solve the practice-oriented three-criteria optimisation problems based on FLUX and ANSYS codes for FEM analysis. The developed optimisation procedures are planned to be applied to the wide range of industrial problems of the optimal designing electromagnetic system and installations All the results have been obtained in the frame of joint scientific projects realised in close collaboration between Leibniz University of Hannover (Germany), Samara State Technical University (Russia), Padua and Pavia Universities (Italy).
Main research objectives and approaches
The main goal of the research is the application of different optimisation methods combined with the coupled field analysis to multiple-criteria optimisation in the designing industrial induction heating systems. Many comparisons have been done, tackling which optimisation method or technique is better than the other. The reason why this remains unresolved until now is that, each has its own advantages and drawbacks which actually vary depending upon the particular problem.
A multi-objective optimisation problem of designing induction mass heating can be formulated mathematically as a non-linear constrained optimisation problem in terms of the typical optimisation criteria: maximum heating accuracy, minimum energy consumption, minimum scale formation, minimum process time, etc.
Consider a decision-maker who wishes to optimise K conflicting objectives such that the objectives are non-commensurable and the decision-maker has no clear preference of the objectives relative to each other. A multi-objective optimisation problem with K objectives can be generally formulated as follows. It is necessary to find a given N-dimensional design variable vector p that minimises a given set of K objective functions simultaneously. The solution space is generally restricted by a series of equality and inequality constraints. N objectives might refer to the main goals of the induction heating system (e.g., temperature field homogeneity, power consumption, volume of the scale formation, process time, etc.) (Konak et al., 2006) .
For the study of the problem with respect of designing induction heating processes and for the proposal of appropriate method to be applied, the following tasks have to be solved for a number of case studies:
• investigation, analysis and comparison of different multiple-criteria approaches
• selection of the optimisation methods and tools
• development of user-guided and automated procedures based on coupled fields analysis for computations of parameters to be optimised
• analysis of the obtained results in the space of objective functions.
Three approaches can be taken in solving multi-objective optimisation problems. The first approach is reformulating the problem as a single objective problem. In this case additional information is required from the decision makers such as the relative importance or weights of the objectives, goal levels of the objectives, values functions, etc. The second approach requires that the decision makers interact with the optimisation procedure typically by specifying preferences between pairs of presented solutions. The third approach to handle multi-objective design problem is to employ the concept of Pareto-optimality when a representative set of non-dominated solutions approximating the Pareto front should be found (Chaudhari et all., 2010) .
All three approaches to solving multi-objective optimisation have advantages and drawbacks but they differ from each other by the stage at which the preference of decision maker is taken into account (Figure 1 ).
Figure 1 Approaches to solving multi-objective optimisation problems
The most traditional methods of scalarising the objective vector into a single objective function require choosing weights or goals for the criteria a priori that can be hard with conflicting and non-commensurate criteria. In those cases, the obtained solution is highly sensitive to the weights vector used in scalarisation process: the distribution of weights leading to the prescribed distribution of optimal solutions along the Pareto front is unknown. The solution returned by the single objective approach can be highly dependent on the weights and, in non-convex problems, the responses to changes in weights or goals may be unpredictable. At the same time the first approach returns a single solution.
Application of the interactive methods requires that preferences of decision makers influence to the optimisation procedure. Preference information from decision maker can be required at different optimisation stages and can be used by different ways depending on the kind of the interactive method. The interactive methods are differing also by the particular organisation scheme of optimisation procedure. In any case, applying interactive approaches one may consider usually a small set of non-dominated solutions due to the efforts required (Chaudhari et al., 2010) .
Pareto optimisation approaches return a potentially large number of solutions for consideration. Selecting a single solution from a large non-dominated set should be done posteriori and it can be difficult for any decision maker. An ideal solution procedure for multi-objective optimisation is to provide the decision makers with a globally representative subset of the non-dominated set that is sufficiently small so it can be tractable (Deb et al., 2002) . This aim can be reached by accepting the computational efforts required for generating a large non-dominated set and subsequently organising it based on its structure. This approach allows decision makers to tractably consider interesting subsets without a priori removal of any solutions from consideration (Chaudhari et al., 2010) .
However, the most informative description of multi-objective design solution is represented by the Pareto front of non-dominated solutions, which cannot be improved with respect to any objective without worsening at least one other objective.
In this paper standard genetic algorithm (GA), non-dominated sorting genetic algorithms (NSGA-II), migration NSGA algorithm (MNSGA), and alternance method of parametric optimisation based on optimal control theory are applied as effective optimisation tools to solve the practice-oriented three-criteria optimisation problems.
When designers are interested to identify the Pareto front, different parametrical optimisation algorithms can be used in practice. Genetic algorithms have been the most popular heuristic approach to multi-objective design and optimisation problems. Being a population-based approach, GA are well suited to solve multi-objective optimisation problems. A generic single-objective GA can be modified to find a set of multiple non-dominated solutions in a single run. The crossover operator of GA may exploit structures of good solutions with respect to different objectives to create new non-dominated solutions in unexplored parts of the Pareto front. In addition, most multi-objective GA do not require the user to prioritise, scale, or weigh objectives (Konak et al., 2006) . The ability of GA to simultaneously search different regions of a solution space makes it possible to apply them to quite troublesome problems of induction heating design with neither non-differentiable, nor convex objective functions.
After the traditional multi-objective GA, proposed by Schaffer (Schaffer, 1985) , several multi-objective evolutionary algorithms were developed including Fast Nondominated Sorting Genetic Algorithm (NSGA-II) (Deb, 2001; Deb et al., 2002) . The idea behind the algorithm is that a selection method is used to emphasise current nondominated solutions, and a niching method is used to maintain diversity in the population. NSGA method varies from a simple GA in the way the selection operator is used. Cross-over and mutation operators, in fact, remain as usual. However, before selection is performed, the population is ranked on the basis of the non-dominance level of an individual, and then a fitness value is assigned to each individual (Deb et al., 2002; Di Barba, 2010) .
Migration-NSGA, MNSGA, algorithm is a generalised version appeared when migration strategy has been applied to NSGA-II. MNSGA introduces the periodic insertion of a 'migrated' population with a new genetic heritage in order to modify the genetic heritage of the current population. MNSGA algorithms foresee the periodic migration of a population with a given number of individuals and has a new automatic stop feature based on utopia point movement (Di .
In practice, the designer often may not be interested in having a large number of Pareto optimal solutions. Therefore, many multi-objective optimisation problems are reformulated to find a manageable number of Pareto optimal vectors which are evenly distributed along the Pareto front and thus good representatives of the entire set of decisions. It is realistic from engineering point of view to select the unique solution. It must belong to the non-dominated solutions set taking into account the preferences of a designer.
Application of alternance method of optimal control theory is a powerful approach for multi-objective optimisation of induction heaters design. The method represents problemoriented parametric optimisation technique based on physical properties of non-stationary heat conductivity processes during induction heating (Rapoport and Pleshivtseva, 2007) . The universal qualitative features of temperature distribution within the heated billet at the end of the optimal heating processes are set. The features have a clear physical meaning and are similar to properties of the best uniform approximation of given functions to zero. Mathematically rigorous proof of these properties is provided in Rapoport (2000) .
Using these properties and some other a priori information about optimised induction heating processes, it is possible to write the set of equations that ought to be solved with respect to all unknown parameters, leading to the final solution of optimal design problem.
Alternance method offers advanced tools for designing cost-effective induction heating processes due to some advantages over well-known methods. First, it is strongly problem-oriented and takes into account all basic physical features of the optimised system. Second, it allows dramatic reducing the number of calls of FEM field analysis codes and objective function evaluations. At last, it leads to the global optimal solution that cannot be improved even theoretically. The application of optimisation strategy based on alternance method can be found in many publications (Rapoport and Pleshivtseva, 2012a , 2012b .
General multiple-criteria statement of design problem
The main goal of optimisation of induction heater is to find design' or operational modes' parameters which provide the best values of objective functions. Often, the optimised parameters influence several objective functions which cannot all be improved at the same time. In this case, a designer is supposed to decide how the optimisation criteria should be ranked. This leads to the formulation of multi-objective optimisation problem, i.e., a search which attempts to satisfy several goals simultaneously.
Multiple-criteria optimisation problem of designing an induction heating system can be formulated as non-linear constrained optimisation problems characterised by a vector 
fulfilling c n inequality and e n equality constraints and also v n constraints imposed on parameters values:
If the problem (1) and (2) is non-trivial, the pair ( )
f f represent only conflicting objectives for i j ≠ . In general, f n objectives are said to be in conflict if i p P ∃ ∈ and
, where P is a domain of vector p definition. The conflict among objectives is a basis which prevents from minimising all of them simultaneously (Di .
Equations (1) and (2) are subject to the solution of the system Maxwell's equations of electromagnetic field, as well as Fourier's equation of heat transfer that describes a spacetime temperature distribution within an inductively heated billet (Rudnev et al., 2003) .
The f n objectives might refer to the most important characteristics of the induction heating system (e.g., cost of materials, temperature field homogeneity, power consumption, etc.) to be optimised simultaneously, and a designer looks for the best compromises among all the objectives.
In induction mass heating technology a reduced non-uniformity of the temperature distribution within the workpiece is the most important process target. One of the typical optimisation approach provides the estimation of the heating accuracy by the absolute maximum deviation of the actual temperature distribution heat ( , , ) T x p t at the end of heating process heat t from desired one
where x X ∈ is a vector of spatial coordinates defined in the domain X . On the other hand, the main parameter influencing the process efficiency is the cost of energy used for heating. In this case, it is proper to consider the total energy consumption during heating time to be minimised, which typically can be represented in the following integral form:
where ( , ( , , ) , ) W p T x p t t is the supplied electric active power. When maximum productivity is required, a minimal total heating time heat t can be considered as a time-optimal criterion: ( ) 
In many cases, an essential part of the cost is material expenses. For high-temperature induction heating technologies, the appreciable portion of material expenses represents a metal loss due to scale formation. As shown in Rapoport and Pleshivtseva (2012a) , the value of metal losses can also be considered as optimisation criterion 4 f and could be written in the integral form as follows:
where ( ( )) sur f t t is a non-linear time-dependent function of surface temperature ( ) sur t t that can be calculated by different ways, for example as it is described in Rapoport (1993) or in Börgerding (1997) .
Numerical procedure for solving the problem
The numerical solution of the formulated problem (1)- (2) is quite troublesome. Objective functions (3)-(6) may be neither differentiable nor convex; from the numerical viewpoint, they could be non-smooth functions. Moreover, the objective functions evaluation is costly because any function call requires at least a solution of non-linear field analysis equations. This is the main source of insidiousness for field-based optimisation problems, which calls for a trade-off among accuracy, runtime and storage.
In the past decades a number of numerical technologies are used as common tools for the optimisation of different industrial processes and systems. The need to develop new problem-oriented optimisation technology is caused by such circumstance that availability of mathematical models and numerical optimisation algorithms (whatever complex and precise they are) may be not sufficient for successful design and modification of complex technological processes. It is important to note that in conformity with practical problems the mechanical combination of mathematical models and standard optimisation tools as a rule did not allow to derive practically valuable results.
To create competitive technology it is necessary to integrate the mathematical models with such optimisation method that would be able to give an alternating technical solution, which could not be improved regarding to chosen optimisation criteria. In this case it is necessary to develop such optimisation procedure, which combines problemoriented process model with appropriate problem-oriented optimisation tool.
Automated optimisation procedure has been developed for solving the formulated problem of multi-objective optimisation of induction heater design. It includes two main modules: optimisation module and field analysis code for a simulation of the heating process.
Optimisation module implements searching for the design variables using one of the described algorithms: GA, NSGA-II, MNSGA, and alternance method of optimal control theory (see Section 1). Input data for this module are values of objective functions; output is a vector of optimised design parameters.
Simulation module represents numerical code for coupled electromagnetic and temperature field analysis developed in FEM software.
Professional FEM software for numerical simulation of coupled electromagnetic and thermal fields during induction heating processes can be divided by two big groups: universal multi-physics program packages and software specially oriented for Electrical Engineering applications. The obvious leader among multi-physics simulation-driven products is a complex program (ANSYS) that provides unequalled depth and breadth of applicability coupled with comprehensive multi-physics foundation and adaptive architecture. These ANSYS advantages add value to the inductor design process by delivering efficiency and reducing physical constraints. By combining with external optimisation procedure ANSYS offers a comprehensive software suite that spans the entire range of engineering simulation and optimisation problems (Pleshivtseva et al., 2016) .
In the second group of software specially oriented for Electrical Engineering applications the program package Cedrat FLUX has become widely spread in the recent years. Despite the fact that universal packages have obvious advantages, researcher can face difficulties in setting specific properties for specific process simulation. For example, some induction heating process properties like heat insulation, workpiece movement, non-uniform initial temperature distribution, and design characteristics of induction heater cannot be easily specified in multi-physics software like ANSYS. Other advantages of specialised programs for simulation are easy-to-understand user interface and less resource requirements (Pleshivtseva et al., 2017, www.cedrat.com) .
For the coupling the numerical FEM code with optimisation module the different strategies can be used.
The easiest way is to implement semi-automated procedure using the commercial FEM analysis packages with a manually guided optimisation process for the local search of design variables values. This approach is often used and performed in different application areas.
For automated optimisation procedure user can implement an external driver module for the FEM code and optimisation module. In this case the interaction between optimisation module and a simulation model can be described as an iterative process. At each iterative step the values of design variables computed by the optimisation module are passed to the simulation model via a simple text file using a file interface of the simulation tool. After that, the next iteration starts and the simulation runs with the design parameters obtained at the previous iteration. After the simulation is finished, the values of N objective functions are calculated. Based on these results, the next iteration is carried out by the optimisation module in order to evaluate the solution quality. This procedure is repeated until the stop criterion that depends on the applied optimisation method is met. This approach is used by authors for coupling ANSYS numerical code with standard genetic algorithm.
Another approach is effective when simulation and optimisation tools do not need external user module to be coupled. For instance, user can pilot a FLUX code that has been prepared previously from MATLAB using Simulink library. The authors have applied the Matlab-FLUX coupling using Simulink library to test NSGA-II, MNSGA and alternance method algorithms (Pleshivtseva et al., 2016) .
Two examples below demonstrate optimisation of static induction heating processes based on 2D numerical FLUX and ANSYS models.
Three-criteria optimisation of induction heating of aluminium billets prior to hot forming
Let us consider a typical process in the forging industry that is the induction mass heating of billets before hot forming. Cylindrical aluminium billet should be heated up to final temperature of 450°C in the induction coil. A space-time temperature distribution within the inductively heated cylindrical billet is obtained by solving the highly complicated system of interrelated Maxwell and Fourier equations for electromagnetic and temperature fields. The accurate formulation for the numerical simulation of the process is given in Pleshivtseva et al. (2014) . The 2D numerical model of static induction heating of cylindrical billet in a multiturn encircling coil has been developed (Pleshivtseva et al., 2015) . The numerical solution of the coupled electro-thermal problem is based on a finite element method (FEM) FLUX software. The model allows performing the simulation of the electromagnetic field that induces internal heat sources in the billet and the consequent transient thermal analysis during the whole heating process. As a result, the model provides the temperature distribution within the billet as well as the information on electrical parameters of the process.
Electromagnetic and thermal material properties used in the model are temperature dependent and ensure the correct behaviour of the model in the whole investigated temperature range. They are evaluated for each time step of the transient thermal analysis. As the arrangement of the billet and the induction coil can be assumed as axis symmetrical, 2-dimensional modelling has been used for the description of the process. The coupled field analysis problem is solved in the complete longitudinal cross-section of the arrangement containing the coil, the heated billet, the refractory and the surrounding air. Common material data (relative permeability and electric resistivity) for standard aluminium have been used. For the thermal calculations (thermal conductivity and heat capacity), the basic material properties of aluminium have been chosen.
It is important to achieve as uniform as possible final temperature distribution within the billet with the minimum consumption of energy and in minimum time, so we might consider the objective functions (3)-(5) for the formulation of optimisation goals. Since these objectives are in conflict in principle, it is necessary to solve a multi-objective optimisation problem with respect to an appropriate set of parameters.
For the constant power supply voltage max u U = the most significant process characteristics influencing the temperature distribution at the end of heating process are duration Solution of the formulated problem has been performed with respect to input data presented in Table 1 . Table 1 Input data for the three-criteria optimisation of induction heating of aluminium billets prior to hot forming Table 2 (lines 1-3) reports the best solutions found using NSGA-II and MNSGA after 100 iterations and the one found using MNSGA after 78 iterations. Number of individuals in the population was used of 20. Table 2 ). At the same time MNSGA also improves the best solution with increasing the number of iterations from 78 to 100 (compare lines 2 and 3, Table 2 ). Table 2 (line 4) reports the results of problem solution by means of the alternance method for the voltage of power supply max 470 V U = . The comparison with the results found by genetic algorithms NSGA-II and MNSGA leads to the conclusion about quite a good coincidence of problem solutions (compare lines 1-3, with line 4, Table 2 ). 6 Induction heating of steel billet prior to hot forming: problem solution using GA
This section provides an example of the solution of the formulated design problem with respect to three optimisation criteria (3), (4), (6). Various hot forming technologies require heating of steel billets up to high temperatures of 1250-1280°C. Slow equalisation of temperature distribution in the billet core by thermal conduction makes the heating process long (up to tens of minutes). In this case intensive oxidation of the billet surface leads to high metal losses due to excessive scale formation, reduction of final product quality and lifetime of the forming equipment (Börgerding, 1997) . In this case a minimisation of scale formation during steel billet heating is an additional important task for the induction heater designer. Thus scale formation can be included into multi-objective procedure as an important optimisation criterion.
The formulation and numerical simulation are similar to the problem of optimisation of induction heating of aluminium billet prior to hot forming described above.
One three-criteria optimisation search has been carried out in combination of 2D numerical coupled electromagnetic-thermal analysis with GA as an optimisation tool. The model describes one slice of complete installation length where real quasi steadystate heating process is replaced by simulation in time. The induction coil is presented in the model as one turn slice of the real coil. Cylindrical steel billet with diameter of 100 mm is heated up to final temperature of 1200°C in induction coil at frequency of 1000 Hz. 2D FEM model takes into consideration temperature dependent electro-and thermo-physical properties of steel as well as thermal losses by convection and radiation. The FEM code is realised in the program package ANSYS.
Heating accuracy and energy consumption have been formulated as it is described in Section 2. The first optimisation criterion formulated as minimisation of absolute temperature deviation from the prescribed value of 1200°C was used as the goal function for GA in the form (3). The second criterion minimising the total energy consumption during heating time has been represented in the integral form (4). The optimisation criterion minimising scale formation on the billet surface has been calculated in the form (6) according to (Börgerding, 1997) and used as the third goal function for GA. Induction coil current, I, and heating time, t h , have been applied as two independent parameters to be optimised and restricted by the following constraints: 400 sec 800 sec; 4000 8000 Figure 3 (b). One can conclude that in general there is no conflict among these two objective functions. In this case, the single solution which is optimal with respect to scale formation and energy consumption can be selected quite easily and allows to obtain the following values of these two objective functions: 762.659 W*h for energy consumption and 1002.6 g/m 2 for scale formation. Set of solutions in the plane of heating accuracy and scale formation (see Figure 3(c) ) is concentrated in two groups of solution points with well pronounced gap between them. Minimum of the temperature deviation is smoother with sharp border on the left side. This effect as well as visual division of the solutions to the groups should be analysed deeper. However, one can already say that that solutions in the upper part of the plane are far from practicable problem solution and they come from specifics of optimisation procedure. Physical regularities can explain only the solutions in the down part of the plane. Moreover, some means of reducing or organising the non-dominated set of solutions are necessary for effective consideration because selecting a solution from such a large set is potentially intractable for a decision maker. For instance, clustering techniques can be used to organise and classify the solutions. Implementation of this methodology for various applications is discussed in Chaudhari et al. (2010) .
Conclusions
The idea of reformulation of design problem in terms of multiple-criteria optimisation is not new itself. However, combination of a FEM code with different genetic algorithms or optimisation module based on the alternance method in an optimisation procedure provides advanced design of induction heater and makes proposed approach specific and original.
Investigation, analysis and comparison of different multiple-criteria methods and tools are done on examples of induction heating designing problems formulated mathematically regarding the typical optimisation criteria: maximum heating accuracy, minimum energy consumption, minimum scale formation, minimum process time. User-guided and automated numerical procedures have been developed for computations of optimised parameters using GA, NSGA-II, MNSGA and alternance method of optimal control theory. The obtained results are analysed in the space of objective functions.
The presented optimisation results demonstrate that multiple-criteria approaches in all cases can actually enhance a designer's ability to create a better product.
There is no singular optimisation method or algorithm that is the best one in all engineering applications. At best, it can suit the class of optimisation problems, i.e., it outperforms other algorithms with respect to solution accuracy and convergence speed.
When designers are interested to identify the whole Pareto front, a preference can be seen for the use of optimisation procedures based on genetic algorithms.
If only a single solution should be selected out of the Pareto-optimal front the alternance method of optimal control theory can be applied that leads to a considerable reduction of iterations number and faster convergence of optimisation procedure.
The additional researches in other three-criteria optimisation problems of induction heating design are required to compare the effectiveness of different genetic algorithms and parametrical optimisation algorithm based on optimal control theory. The analysis should be concentrated not only on computational efforts required but also on the approaches to visualisation of the results and selection of an appropriate solution from a large set that is potentially intractable for a decision maker.
One of the directions of the researches' continuation is also extension of the application area of the developed approaches for optimisation of various industrial electromagnetic devices.
