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On the construction of Brownian house-moving and its
properties
Daisuke Hatakenaka, Kensuke Ishitani and Keisuke Suzuki
Abstract
The purpose of this paper is to construct a new stochastic process “Brownian house-moving,” which is a Brownian bridge
that stays between its starting point and its terminal point. To construct this process, statements are prepared on the weak
convergence of conditioned Brownian motion, a conditioned Brownian bridge, a conditioned Brownian meander, and a con-
ditioned three-dimensional Bessel bridge. Also studied are the sample path properties of Brownian house-moving and the
decomposition formula for its distribution.
1 Introduction and main results
LetC([0, 1],R) be a class ofR-valued continuous functions defined on [0, 1] and let d∞(w,w′) = sup0≤t≤1 |w(t) − w′(t)| (w,w′ ∈
C([0, 1],R)). B(C([0, 1],R)) denotes the Borel σ-algebra with respect to the topology generated by the metric d∞. In addition,
for 0 ≤ s < t ≤ 1, pi[s,t] : C([0, 1],R)→ C([s, t],R) denotes the restriction map.
Assume that Y : (Ω,F , P) → (C([0, 1],R),B(C([0, 1],R))) is a random variable and Λ ∈ B(C([0, 1],R)) satisfies P(Y ∈
Λ) > 0. Then, we define the probability measure PY−1(Λ) on (Y
−1(Λ), Y−1(Λ) ∩ F ) by
PY−1(Λ)(A) :=
P(A)
P(Y ∈ Λ) , A ∈ Y
−1(Λ) ∩ F :=
{
Y−1(Λ) ∩ F | F ∈ F
}
.
Throughout this paper, PY−1(Λ)(Y |Λ ∈ Γ) is often written as P(Y |Λ ∈ Γ).
For s > 0 and c < d, we define
ns(x) :=
1√
2pis
exp
(
− x
2
2s
)
, Ns(c, d) :=
∫ d
c
ns(x)dx,
and we set N0(0, d) :=
1
2
, d > 0.
If {Xn}∞n=1 converges to X in distribution, then we denote Xn
D→ X. In addition, we write X D= Y for random variables X, Y
that obey the same distribution.
We construct the new stochastic process called “Brownian house-moving” H0→b (b > 0) from 0 to b on [0, 1] as the weak
limit of the three-dimensional Bessel bridge (BES(3)-bridge for short) conditioned from above.
Theorem 1. Let b > 0 and r0→b = {r0→b(t)}t∈[0,1] be the BES(3)-bridge from 0 to b on [0, 1]. There exists an R-valued
continuous Markov process H0→b = {H0→b(t)}t∈[0,1] that satisfies
r0→b|K−(b+η) D−→ H0→b, η ↓ 0, (1)
where K−(b + η) := {w = {w(t)}t∈[0,1] ∈ C([0, 1],R) | w(t) ≤ b + η, 0 ≤ t ≤ 1}. Moreover, for all 0 < s < t < 1 and x, y ∈ (0, b),
the law of H0→b is given by
P
(
H0→b(t) ∈ dy
)
=
J
(b)
1
(t, y) J
(b)
2
(1 − t, y)
J(b)(b)
dy, (2)
P
(
H0→b(t) ∈ dy | H0→b(s) = x
)
=
J
(b)
2
(1 − t, y) J(b)
3
(s, x, t, y)
J
(b)
2
(1 − s, x)
dy, (3)
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where
J
(η)
1
(r, z) :=
∞∑
k=−∞
2(z + 2kη)
r
nr(z + 2kη), J
(η)
2
(r, z) := J
(η)
1
(r, η − z) =
∞∑
k=−∞
2(η − z + 2kη)
r
nr(η − z + 2kη),
J
(η)
3
(s, x, t, y) :=
∞∑
k=−∞
(nt−s(y − x + 2kη) − nt−s(y + x + 2kη)),
J
(η)
4
(r, z) :=
∂
∂η
J
(η)
1
(r, z) = 4
∞∑
k=−∞
k
(
1
r
− (z + 2kη)
2
r2
)
nr(z + 2kη),
J(η)(z) := J
(η)
4
(1, z) = 4
∞∑
k=−∞
k
(
1 − (z + 2kη)2
)
n1(z + 2kη).
Moreover, the sample path properties of Brownian house-moving H0→b are studied. It is shown that the Brownian house-
moving does not hit b on the time interval [0, 1). The regularity of the sample path of the Brownian house-moving is also
established.
Proposition 1.1. Let b > 0. For t ∈ (0, 1), it holds that
P
(
max
0≤u≤t
H0→b(u) < b
)
= 1.
Proposition 1.2. For every γ ∈ (0, 1
2
), the path of H0→b (b > 0) on [0, 1] is locally Ho¨lder-continuous with exponent γ:
P

∞⋃
n=1
 supt,s∈[0,1]
0<|t−s|≤ 1
n
∣∣∣H0→b(t) − H0→b(s)∣∣∣
|t − s|γ < ∞

 = 1.
It has been shown in [4] that both the Brownian meander conditioned for its terminal value to be in [0, ε) and the one-
dimensional Brownian bridge from 0 to 0 conditioned to stay in [−ε,∞) converge to a Brownian excursion (i.e., the BES(3)-
bridge from 0 to 0). Motivated by this work, we prove the following weak convergences that are used to construct Brownian
house-moving.
Theorem 2. Let b ≥ 0 and B0→b = {B0→b(t)}t∈[0,1] be the one-dimensional Brownian bridge from 0 to b on [0, 1], and let
r0→b = {r0→b(t)}t∈[0,1] be the BES(3)-bridge from 0 to b on [0, 1]. Then we have
B0→b|K+(−ε) D−→ r0→b, ε ↓ 0,
where K+(−ε) := {w = {w(t)}t∈[0,1] ∈ C([0, 1],R) | − ε ≤ w(t), 0 ≤ t ≤ 1}.
Theorem 3. Let b ≥ 0, W+ = {W+(t)}t∈[0,1] be the Brownian meander on [0, 1], and let r0→b = {r0→b(t)}t∈[0,1] be the BES(3)-
bridge from 0 to b on [0, 1]. Then we have
W+|I1(b−ε,b+ε)
D−→ r0→b, ε ↓ 0,
where I1(b − ε, b + ε) := {w = {w(t)}t∈[0,1] ∈ C([0, 1],R) | b − ε ≤ w(1) ≤ b + ε}.
Theorem 4. Let b ≥ 0, W = {W(t)}t∈[0,1] be the standard one-dimensional Brownian motion on [0, 1], and let r0→b =
{r0→b(t)}t∈[0,1] be the BES(3)-bridge from 0 to b on [0, 1]. Then we have
W |K+(−ε)∩I1 (b−ε,b+ε)
D−→ r0→b, ε ↓ 0,
where
K+(−ε) ∩ I1(b − ε, b + ε) = {w = {w(t)}t∈[0,1] ∈ C([0, 1],R) | b − ε ≤ w(1) ≤ b + ε, −ε ≤ w(t), 0 ≤ t ≤ 1}.
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For the Brownian house-movingH0→b = {H0→b(t)}t∈[0,1] (b > 0), we also establish the following weak convergence results.
Theorem 5. Let b > 0, B0→b = {B0→b(t)}t∈[0,1] be the one-dimensional Brownian bridge from 0 to b on [0, 1]. Then we have
B0→b|K(−ε,b+ε) D−→ H0→b, ε ↓ 0, (4)
where K(−ε, b + ε) := {w = {w(t)}t∈[0,1] ∈ C([0, 1],R) | − ε ≤ w(t) ≤ b + ε, 0 ≤ t ≤ 1}.
Theorem 6. Let b > 0, W = {W(t)}t∈[0,1] be the standard one-dimensional Brownian motion on [0, 1]. Then we have
W |K(−ε,b+ε)∩I1(b−ε,b+ε)
D−→ H0→b, ε ↓ 0, (5)
where
K(−ε, b + ε) ∩ I1(b − ε, b + ε) = {w ∈ C([0, 1],R) | b − ε ≤ w(1) ≤ b + ε, −ε ≤ w(t) ≤ b + ε, 0 ≤ t ≤ 1}.
The structure of this paper is as follows. Sections 2, 3, and 4 are devoted to proving Theorems 2, 3, and 4, respectively.
In Section 5, the exact calculation of the joint density of a BES(3)-bridge and its maximal value is given as an application
of Theorem 2. In Section 6, we construct the Brownian house-moving in various ways (Theorems 1, 5, and 6). In addition,
the sample path property of Brownian house-moving (Proposition 1.2) is proved in this section. Now, in view of Theorem 5,
Brownian house-moving can be considered as the one-dimensional Brownian bridge conditioned to stay between two constant
levels. From this viewpoint, in Section 7, we extend the notion of Brownian house-moving and construct the one-dimensional
Brownian bridge conditioned to stay between two curves. In other words, we establish the existence of the weak limit of
B0→b|K(g−−ε,g++η) = {B0→b|K(g−−ε,g++η)(t)}t∈[0,1] as ε, η tend to 0, where g−, g+ are C2-functions on [0, 1] satisfying g−(0) =
0, g+(1) = b > 0, and min0≤t≤1(g+(t) − g−(t)) > 0, and
K(g− − ε, g+ + η) := {w = {w(t)}t∈[0,1] ∈ C([0, 1],R) | g−(t) − ε ≤ w(t) ≤ g+(t) + η, 0 ≤ t ≤ 1}.
Applying the results in this section for the case of g−(t) = 0 and g+(t) = b (t ∈ [0, 1]), we also obtain the decomposition
formula for the distribution of Brownian motion, and we use this formula to prove Proposition 1.1. Section 7 also provides
the constructions of a Brownian meander and a BES(3)-bridge conditioned to stay above a single curve, and gives new
decomposition formulae for their distributions.
In the rest of this section, we present the notation used in this paper. For 0 ≤ t1 < t2 ≤ 1 and f , g ∈ C([0, 1],R), we define
K[t1 ,t2]( f , g) := {w = {w(t)}t∈[t1 ,t2] ∈ C([t1, t2],R) | f (t) ≤ w(t) ≤ g(t), t1 ≤ t ≤ t2},
K+[t1 ,t2]( f ) :=
∞⋃
n=1
K[t1 ,t2]( f , n), K
−
[t1 ,t2]
(g) :=
∞⋃
n=1
K[t1,t2](−n, g),
and
K( f , g) := K[0,1]( f , g), K
+( f ) := K+[0,1]( f ), K
−(g) := K−[0,1](g),
Kt( f , g) := K[0,t]( f , g), K
+
t ( f ) := K
+
[0,t]( f ), K
−
t (g) := K
−
[0,t](g).
For s ∈ [0, 1] and a < b, we define
Is(a, b) := {w = {w(t)}t∈[0,1] ∈ C([0, 1],R) | a ≤ w(s) ≤ b}.
For a continuous process X = {X(t)}t∈[0,1], we write its maximal and minimal values as follows:
M[t1 ,t2](X) = max
t1≤u≤t2
X(u), Mt(X) = M[0,t](X), M(X) = M[0,1](X),
m[t1 ,t2](X) = min
t1≤u≤t2
X(u), mt(X) = m[0,t](X), m(X) = m[0,1](X).
Moreover, the natural filtration σ(X(s) | 0 ≤ s ≤ t) of X is denoted by F Xt .
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(Ω,F ),W = {W(t)}t≥0, (Px)x∈R denotes the one-dimensional Brownian family, and P0 is written simply as P.
B0→b = {B0→b(t)}t∈[0,1] (b ∈ R), W+ = {W+(t)}t∈[0,1], r0→b = {r0→b(t)}t∈[0,1] (b > 0), and r0→0 = {r0→0(t)}t∈[0,1] denote the
one-dimensional Brownian bridge from 0 to b, a Brownian meander, the BES(3)-bridge from 0 to b, and a Brownian excursion
defined on some probability space (Ω,F , P), respectively. For 0 < s < t ≤ 1 and x, y > 0, we have the transition densities of
W+:
P
(
W+(t) ∈ dy) = 2√2piynt(y)
t
N1−t(0, y)dy, (6)
P
(
W+(t) ∈ dy | W+(s) = x) = (nt(y − x) − nt(y + x)) N1−t(0, y)
N1−s(0, x)
dy. (7)
Thus, it follows that P(W+(1) ≤ x) = 1 − exp
(
− x2
2
)
for x ≥ 0 andW+(1) obeys a Rayleigh distribution. For 0 < s < t < 1 and
x, y > 0, we have the transition densities of r0→b (b > 0):
P
(
r0→b(t) ∈ dy
)
=
ynt(y) (n1−t(b − y) − n1−t(b + y))
tbn1(b)
dy, (8)
P
(
r0→b(t) ∈ dy | r0→b(s) = x
)
=
(nt−s(y − x) − nt−s(y + x)) (n1−t(b − y) − n1−t(b + y))
n1−s(b − x) − n1−s(b + x)
dy. (9)
For 0 < s < t < 1 and x, y > 0, we have the transition densities of r0→0:
P
(
r0→0(t) ∈ dy
)
=
2y2
t(1 − t)nt(1−t)(y)dy, (10)
P
(
r0→0(t) ∈ dy | r0→0(s) = x
)
= (nt−s(y − x) − nt−s(y + x)) y(1 − s)n1−t(y)
x(1 − t)n1−s(x)
dy. (11)
2 Proof of Theorem 2
In [4], we can find the proof of Theorem 2 in the case of b = 0. Thus, in this section, we seek a proof of Theorem 2 for b > 0.
To this end, using a well-known fact about weak convergence (Theorem 8), it suffices to show the following conditions:
[T2] the family {B0→b|K+(−ε)}0<ε<ε0 is tight for some ε0 > 0;
[F2] the finite-dimensional distribution of B0→b|K+(−ε) converges to that of r0→b as ε ↓ 0 .
Now, Proposition A.2 yields the Markov property of B0→b|K+(−ε) and r0→b. Therefore, according to Lemma A.13, [F2]
follows from Corollary 1 below.
Lemma 2.1. For 0 < s < t < 1 and x, y > −ε, we have
P
(
B0→b|K+(−ε)(t) ∈ dy
)
=
(n1−t(b − y) − n1−t(b + y + 2ε)) (nt(y) − nt(y + 2ε))
n1(b) − n1(b + 2ε)
dy, (12)
P
(
B0→b|K+(−ε)(t) ∈ dy | B0→b|K+(−ε)(s) = x
)
=
(nt−s(y − x) − nt−s(y + x + 2ε)) (n1−t(b − y) − n1−t(b + y + 2ε))
n1−s(b − x) − n1−s(b + x + 2ε)
dy. (13)
Proof. Using (78) and (80), we have
P
(
B0→b|K+(−ε)(t) ∈ dy
)
= P
(
B0→b(t) ∈ dy | m(B0→b) ≥ −ε
)
=
P (W(t) ∈ dy,m(W) ≥ −ε,W(1) ∈ db)
P (m(W) ≥ −ε,W(1) ∈ db)
=
(n1−t(b − y) − n1−t(b + y + 2ε)) (nt(y) − nt(y + 2ε))
n1(b) − n1(b + 2ε)
dy.
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Using (80) and (82), we have
P
(
B0→b|K+(−ε)(t) ∈ dy | B0→b|K+(−ε)(s) = x
)
= P
(
B0→b(t) ∈ dy | B0→b(s) = x,m(B0→b) > −ε
)
=
P (W(t) ∈ dy,W(s) ∈ dx,m(W) ≥ −ε,W(1) ∈ db)
P (W(s) ∈ dx,m(W) ≥ −ε,W(1) ∈ db)
=
(nt−s(y − x) − nt−s(y + x + 2ε)) (n1−t(b − y) − n1−t(b + y + 2ε))
n1−s(b − x) − n1−s(b + x + 2ε) dy.

Corollary 1. For 0 < s < t < 1 and x, y > 0, we have
lim
ε↓0
P
(
B0→b|K+(−ε)(t) ∈ dy
)
= P
(
r0→b(t) ∈ dy
)
,
lim
ε↓0
P
(
B0→b|K+(−ε)(t) ∈ dy | B0→b|K+(−ε)(s) = x
)
= P
(
r0→b(t) ∈ dy | r0→b(s) = x
)
.
Proof. Let us define
ψ1(ε) := (n1−t(b − y) − n1−t(b + y + 2ε)) (nt(y) − nt(y + 2ε)) , ψ2(ε) := n1(b) − n1(b + 2ε).
Then simple calculations imply
lim
ε↓0
ψi(ε) = 0, i = 1, 2, lim
ε↓0
d
dε
ψ2(ε) = 2bn1(b),
lim
ε↓0
d
dε
ψ1(ε) = (n1−t(b − y) − n1−t(b + y)) 2y
t
nt(y). (14)
Using (12), (13), (14), and L’Hoˆspital’s rule, we establish the assertion. 
In the rest of this section, we prove [T2]. Theorem 9 is known to be a sufficient condition for the tightness of the family of
the laws of continuous processes. To use Theorem 9 for [T2], we prepare the following inequalities. Let
f (x) = (b + x)n1(b + x).
Because f (0) = bn1(b) > 0 and f is continuous at x = 0, we can take δ > 0 so that f (x) >
1
2
f (0) = 1
2
bn1(b) holds for all
0 < x < δ. Throughout this section, we fix such a δ and denote
ε0 := min
{
1,
δ
2
}
. (15)
We establish the moment inequalities of B0→b|K+(−ε).
Lemma 2.2. For each m ∈ N, we can find a constant Cm > 0 depending only on m (and b) so that
(1) sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(r)∣∣∣2m] ≤ Cm rm−1√
1 − r
, r ∈ (0, 1),
(2) sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(1 − r) − b∣∣∣2m] ≤ Cm rm√
(1 − r)3
, r ∈ (0, 1),
(3) sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(t) − B0→b|K+(−ε)(s)∣∣∣2m] ≤ Cm
s
√
1 − t
|t − s|m , s, t ∈ (0, 1).
Proof. Let C = 4b−1 exp(b2/2) and 0 < ε < ε0. First, we prove inequality (1). We estimate the density P
(
B0→b|K+(−ε)(r) ∈ dz
)
given by (12). According to Taylor’s theorem, there exists θ ∈ (0, 1) that satisfies
n1(b) − n1(b + 2ε) =
∫ b+2ε
b
zn1(z)dz = 2ε(b + 2εθ)n1(b + 2εθ) = 2ε f (2εθ) ≥ εbn1(b). (16)
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Note that we have
n1−r(b − z) − n1−r(b + z + 2ε) ≤ 1√
2pi(1 − r) . (17)
Thus, it follows from (16), (17), and Lemma A.1 that
P
(
B0→b|K+(−ε)(r) ∈ dz
)
<
1
εbn1(b)
1√
2pi(1 − r)
4ε
r
nr
(
z/
√
2
)
dz =
C
r
√
1 − r
nr
(
z/
√
2
)
dz.
Therefore,
E
[∣∣∣B0→b|K+(−ε)(r)∣∣∣2m] ≤ C2m√2
r
√
1 − r
∫
R
|x|2mnr(x)dx = C2
m
√
2
r
√
1 − r
(2m − 1)!!rm
holds and we obtain inequality (1).
Second, we prove inequality (2). We make an estimation different from the one above on the density P
(
B0→b|K+(−ε)(1 − r) ∈ dz
)
given by (12). Using Lemma A.1, we have
n1−r(z) − n1−r(z + 2ε) ≤
4ε
1 − r n1−r(z/
√
2) ≤ 4ε√
2pi(1 − r)3
, z ≥ −ε.
Combining these inequalities and (16), we obtain
P
(
B0→b|K+(−ε)(1 − r) ∈ dz
)
≤ 4ε√
2pi(1 − r)3
1
εbn1(b)
nr(b − z)dz = C√
(1 − r)3
nr(b − z)dz.
Therefore,
E
[∣∣∣B0→b|K+(−ε)(1 − r) − b∣∣∣2m] ≤ C√
(1 − r)3
∫
R
|z − b|2mnr(b − z)dz = C√
(1 − r)3
(2m − 1)!!rm
holds and we have established inequality (2).
Finally, we prove inequality (3). Let t, s ∈ (0, 1) satisfy s < t. By (12) and (13),
P
(
B0→b|K+(−ε)(t) ∈ dy, B0→b|K+(−ε)(s) ∈ dx
)
= P
(
B0→b|K+(−ε)(t) ∈ dy | B0→b|K+(−ε)(s) = x
)
P
(
B0→b|K+(−ε)(s) ∈ dx
)
=
(nt−s(y − x) − nt−s(y + x + 2ε))(n1−t(b − y) − n1−t(b + y + 2ε))(ns(x) − ns(x + 2ε))
n1(b) − n1(b + 2ε)
dxdy
holds. In addition, we have
nt−s(y − x) − nt−s(y + x + 2ε) ≤ nt−s(y − x), n1−t(b − y) − n1−t(b + y + 2ε) ≤ 1√
2pi(1 − t) . (18)
Thus, it follows from Lemma A.1 and (18) that
P
(
B0→b|K+(−ε)(t) ∈ dy, B0→b|K+(−ε)(s) ∈ dx
)
≤ 1
εbn1(b)
4ε
s
ns
(
x/
√
2
) 1√
2pi(1 − t)nt−s(y − x)dxdy
=
C
s
√
1 − t
ns
(
x/
√
2
)
nt−s(y − x)dxdy.
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Therefore,
E
[∣∣∣B0→b|K+(−ε)(t) − B0→b|K+(−ε)(s)∣∣∣2m] ≤ ∫
[−ε,∞)2
|y − x|2m C
s
√
1 − t
ns
(
x/
√
2
)
nt−s(y − x)dxdy
≤ C
s
√
1 − t
∫
R
(∫
R
|y − x|2mnt−s(y − x)dy
)
ns
(
x/
√
2
)
dx
=
C
s
√
1 − t
(2m − 1)!!|t − s|m
∫
R
ns
(
x/
√
2
)
dx
=
C
√
2
s
√
1 − t
(2m − 1)!!|t − s|m
holds and inequality (3) is obtained. 
The following is obtained by applying Lemma 2.2 (1) for m = 1 and Lemma 2.2 (3) for m = 2.
Corollary 2. (1) There exists ν > 0 that satisfies
sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(r)∣∣∣ν] < ∞, r ∈ [0, 1].
(2) For each u ∈
(
0, 1
2
)
, there exist α, β,C > 0 that satisfy
sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(t) − B0→b|K+(−ε)(s)∣∣∣α] ≤ C|t − s|1+β, t, s ∈ [u, 1 − u].
Therefore, for each u ∈
(
0, 1
2
)
, the family {pi[u,1−u] ◦ B0→b|K+(−ε)}0<ε<ε0 is tight.
Lemma 2.3. For each ξ > 0,
lim
u↓0
sup
0<ε<ε0
P
(
sup
0≤t≤u
∣∣∣B0→b|K+(−ε)(t)∣∣∣ > ξ) = 0, lim
u↓0
sup
0<ε<ε0
P
(
sup
1−u≤t≤1
∣∣∣B0→b|K+(−ε)(t) − b∣∣∣ > ξ) = 0
hold, where ε0 is the number defined in (15).
Proof. Applying Lemma 2.2 (1)–(3) for m = 4, for all 0 < r < 1 and 0 < s < t < 1, we have
sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(r)∣∣∣8] ≤ C4√
1 − r
r3, (19)
sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(1 − r) − b∣∣∣8] ≤ C4 r4√
(1 − r)3
, (20)
sup
0<ε<ε0
E
[∣∣∣B0→b|K+(−ε)(t) − B0→b|K+(−ε)(s)∣∣∣8] ≤ C4
s
√
1 − t
|t − s|4 . (21)
Let γ = 1
16
and let 0 < ε < ε0 and n ∈ N be fixed. We define
Fεn =
{
max
1≤k≤2n−1
∣∣∣∣∣∣B0→b|K+(−ε)
(
k − 1
2n
)
− B0→b|K+(−ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
F˜εn =
{
max
2n−1≤k≤2n
∣∣∣∣∣∣B0→b|K+(−ε)
(
k − 1
2n
)
− B0→b|K+(−ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k, ε) = P
(∣∣∣∣∣∣B0→b|K+(−ε)
(
k − 1
2n
)
− B0→b|K+(−ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
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Then, by Chebyshev’s inequality, we have
a(n, k, ε) ≤ (2nγ)8E
∣∣∣∣∣∣B0→b|K+(−ε)
(
k − 1
2n
)
− B0→b|K+(−ε)
(
k
2n
)∣∣∣∣∣∣8
 , 1 ≤ k ≤ 2n. (22)
Therefore, using (19), (20), (21), and (22), we have
a(n, 1, ε) ≤ 2 n2 C4√
1 − 1
2n
(
1
2n
)3
≤ 2 n2C42
1
2 2−3n < C42−n2−
n
2 ,
a(n, 2n, ε) ≤ 2 n2 C4√(
1 − 1
2n
)3
(
1
2n
)4
≤ C42−3n < C42−n2−
n
2 ,
a(n, k, ε) ≤ 2 n2
(
2n
k − 1
) √
2n
2n − kC4
(
1
2n
)4
≤ C42
n
2 2n2
n
2 2−4n < C42−n2−
n
2 , 2 ≤ k ≤ 2n − 1.
Thus, it follows that
P
(
Fεn
) ≤ 2n−1∑
k=1
a(n, k, ε) ≤ C42−
n
2 , P
(
F˜εn
)
≤
2n∑
k=2n−1
a(n, k, ε) ≤ C42−
n
2 .
Therefore, Lemmas A.15 and A.16 prove the desired results. 
By Corollary 2 and Lemma 2.3, we can apply Theorem 9 for {B0→b|K+(−ε)}0<ε<ε0 and obtain [T2].
3 Proof of Theorem 3
In [4], we can find the proof of Theorem 3 in the case of b = 0. Thus, in this section, we assume b > 0 and prove Theorem 3.
To this end, as in the previous section, it suffices to show the following conditions:
[T3] the family {W+ |I1(b−ε,b+ε)}0<ε<ε0 is tight for some ε0 > 0;
[F3] the finite-dimensional distribution ofW+|I1(b−ε,b+ε) converges to that of r0→b as ε ↓ 0.
Lemma 3.1. Let 0 < ε < b. For 0 < s < t < 1 and x, y > 0, we have
P
(
W+|I1(b−ε,b+ε)(t) ∈ dy
)
=
ynt(y)(N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y))
t(n1(b − ε) − n1(b + ε))
dy, (23)
P
(
W+|I1(b−ε,b+ε)(t) ∈ dy |W+ |I1(b−ε,b+ε)(s) = x
)
= (nt−s(y − x) − nt−s(y + x)) N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y)
N1−s(b − ε − x, b + ε − x) − N1−s(b − ε + x, b + ε + x)
dy. (24)
Proof. Using the Markov property ofW+, we can calculate the numerator of
P
(
W+ |I1(b−ε,b+ε)(t) ∈ dy
)
=
P (W+(t) ∈ dy,W+ ∈ I1(b − ε, b + ε))
P (W+ ∈ I1(b − ε, b + ε))
as
P
(
W+(t) ∈ dy,W+ ∈ I1(b − ε, b + ε)) = E [P (W+(t) ∈ dy,W+ ∈ I1(b − ε, b + ε) | F W+t )]
= E
[
P
(
W+ ∈ I1(b − ε, b + ε) |W+(t)
)
;W+(t) ∈ dy]
= P
(
W+ ∈ I1(b − ε, b + ε) |W+(t) = y
)
P
(
W+(t) ∈ dy) .
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The denominator is given as
P
(
W+ ∈ I1(b − ε, b + ε)
)
=
∫ b+ε
b−ε
y exp
(
−y
2
2
)
dy =
√
2pi (n1(b − ε) − n1(b + ε))
by (6). Thus, because we have
P
(
W+ ∈ I1(b − ε, b + ε) |W+(t) = y
)
=
∫ b+ε
b−ε
(n1−t(z − y) − n1−t(z + y)) N0(0, z)
N1−t(0, y)
dz
=
1
2N1−t(0, y)
(N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y))
from (7) and
P
(
W+(t) ∈ dy,W+ ∈ I1(b − ε, b + ε)
)
=
√
2piynt(y)
t
(N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y)) dy (25)
from (6), it follows that (23) holds. Next, we prove (24). The numerator of
P
(
W+|I1(b−ε,b+ε)(t) ∈ dy |W+|I1(b−ε,b+ε)(s) = x
)
= P
(
W+(t) ∈ dy |W+(s) = x, b − ε ≤ W+(1) ≤ b + ε)
=
P (W+(t) ∈ dy, W+(s) ∈ dx, b − ε ≤ W+(1) ≤ b + ε)
P (W+(s) ∈ dx, b − ε ≤ W+(1) ≤ b + ε)
is calculated as
P
(
W+(t) ∈ dy,W+(s) ∈ dx,W+ ∈ I1(b − ε, b + ε)
)
= P
(
W+(s) ∈ dx) P (W+(t) ∈ dy |W+(s) = x) ∫ b+ε
b−ε
P
(
W+(1) ∈ dz |W+(t) = y)
=
x
√
2pi
s
ns(x) (nt−s(y − x) − nt−s(y + x)) (N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y)) dxdy.
Therefore, combining this equality and (25), we obtain (24). 
Corollary 3. For 0 < s < t < 1 and x, y > 0, we have
lim
ε↓0
P
(
W+ |I1(b−ε,b+ε)(t) ∈ dy
)
= P
(
r0→b(t) ∈ dy
)
,
lim
ε↓0
P
(
W+ |I1(b−ε,b+ε)(t) ∈ dy |W+ |I1(b−ε,b+ε)(s) = x
)
= P
(
r0→b(t) ∈ dy | r0→b(s) = x
)
.
Proof. We have
lim
ε↓0
∂
∂ε
(n1(b − ε) − n1(b + ε)) = 2bn1(b),
lim
ε↓0
∂
∂ε
(Nr(b − ε − z, b + ε − z) − Nr(b − ε + z, b + ε + z)) = 2 (nr(b − z) − nr(b + z)) , r > 0, z ∈ R.
Thus, Lemma 3.1 and L’Hoˆspital’s rule imply the assertions. 
The Markov property of Brownian meander, Proposition A.2, Lemma A.13, and Corollary 3 imply [F3]. Therefore, in the
rest of this section, we prove [T3] by using Theorem 9. To do so, we prepare the following inequalities. Let
f1(x) = (b − x)n1(b − x) + (b + x)n1(b + x).
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Since b > 0 and f1 is continuous at x = 0, we can take a δ > 0 so that f1(x) >
f1(0)
2
= bn1(b) holds for all 0 < x < δ.
Throughout this section, we fix such a δ and denote
ε0 := min
{
b,
δ
2
}
. (26)
For each r ∈ (0, 1) and ρ ∈ (−b, b), we define
f
(ρ,r)
2
(z) =
2z(b + ρ)
r
nr(z − b − ρ), z ≥ 0.
By a simple calculation, we have
d
dz
f
(ρ,r)
2
(z) = −2(b + ρ)
r
{
z2 − (b + ρ)z − r
r
}
nr(z − b − ρ).
Therefore, we have
max
z≥0
∣∣∣ f (ρ,r)
2
(z)
∣∣∣ = max
z≥0
f
(ρ,r)
2
(z) = f
(ρ,r)
2
(z0) ≤ 2z0(b + ρ)
r
√
2pir
≤ 4z0b
r
√
2pir
≤ 4b(b +
√
1 + b2)
r
√
2pir
, (27)
with z0 =
b+ρ
2
+
√
r +
(b+ρ)2
4
. The following is in preparation for Lemma 3.3.
Lemma 3.2. For each t ∈ (0, 1) and 0 < ε < ε0, we have the following inequalities:
(1) N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y) < 8b(b +
√
1 + b2)√
2pi(1 − t)3
ε,
(2) n1(b − ε) − n1(b + ε) > εbn1(b).
Proof. First, we prove inequality (1). Let g1(ε) = N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y). By Taylor’s theorem,
there exists θ1 ∈ (0, 1) that satisfies
g1(ε) = g1(0) + εg
′
1(εθ1)
= ε {n1−t(b + εθ1 − y) + n1−t(b − εθ1 − y) − n1−t(b + εθ1 + y) − n1−t(b + εθ1 − y)} .
Combining this inequality, the estimation
nr(x − y) − nr(x + y) = nr(x − y)
(
1 − exp
(
−2xy
r
))
≤ 2xy
r
nr(x − y), r > 0, x ∈ R,
and (27), we obtain
g1(ε) ≤ ε
{
2y(b + εθ1)
1 − t n1−t(b + εθ1 − y) +
2y(b − εθ1)
1 − t n1−t(b − εθ1 − y)
}
≤ 2ε 4b(b +
√
1 + b2)
(1 − t)√2pi(1 − t) .
Second, we prove inequality (2). Let g2(ε) = n1(b − ε) − n1(b + ε). Then, by Taylor’s theorem, there exists θ2 ∈ (0, 1) that
satisfies
g2(ε) = g2(0) + εg
′
2(εθ2) = ε {(b − εθ2)n1(b − εθ2) + (b + εθ2)n1(b + εθ2)} .
Therefore, we have g2(ε) = ε f1(εθ2) > εbn1(b) and inequality (2) is proved. 
Lemma 3.3. For each m ∈ N, we can find a constant Cm depending only on m (and b) so that
(1) sup
0<ε<ε0
E
[∣∣∣W+|I1(b−ε,b+ε)(r)∣∣∣2m] ≤ Cm rm−1√
(1 − r)3
, r ∈ (0, 1),
(2) sup
0<ε<ε0
E
[∣∣∣W+|I1(b−ε,b+ε)(1 − r) −W+|I1(b−ε,b+ε)(1)∣∣∣2m] ≤ Cm rm− 12√
1 − r
, r ∈ (0, 1),
(3) sup
0<ε<ε0
E
[∣∣∣W+|I1(b−ε,b+ε)(t) −W+|I1(b−ε,b+ε)(s)∣∣∣2m] ≤ Cm√
s(1 − t)3
|t − s|m , s, t ∈ (0, 1).
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Proof. Let C = (2pi)−1/2
(
8(b +
√
1 + b2)
)
exp(b2/2) and 0 < ε < ε0. First, we prove inequality (1). According to Lemma 3.2
and (27), the density given by (23) is estimated as
P
(
W+|I1(b−ε,b+ε)(r) ∈ dz
) ≤ znr(z)
rεbn1(b)
8b(b +
√
1 + b2)√
2pi(1 − r)3
εdz =
C
√
2pi
r(1 − r) 32
znr(z)dz.
Therefore, we obtain
E
[∣∣∣W+|I1(b−ε,b+ε)(r)∣∣∣2m] ≤ C √2pi
r(1 − r) 32
∫ ∞
0
z2m+1nr(z)dz =
2mm!C
(1 − r) 32
rm−
1
2 ,
and inequality (1) holds.
Second, we prove inequality (2). Using W |K+(−ξ) D→ W+ (see [4]) and P(W+ ∈ ∂I1(b − ε, b + ε)) = P(W+(1) = b − ε) +
P(W+(1) = b + ε) = 0, we have
P
(
W+|I1(b−ε,b+ε)(1) ∈ dy |W+|I1(b−ε,b+ε)(s) = x
)
= lim
ξ↓0
P
(
W |K+(−ξ)(1) ∈ dy |W |K+(−ξ)(s) = x,W |K+(−ξ) ∈ I1(b − ε, b + ε)
)
= lim
ξ↓0
P (W(1) ∈ dy,W(s) ∈ dx,W ∈ I1(b − ε, b + ε),m(W) ≥ −ξ)
P (W(s) ∈ dx,W ∈ I1(b − ε, b + ε),m(W) ≥ −ξ)
.
Using the Markov property ofW, we obtain
P (W(s) ∈ dx,W ∈ I1(b − ε, b + ε),m(W) ≥ −ξ)
= P (W(s) ∈ dx,ms(W) ≥ −ξ) Px (W ∈ I1−s(b − ε, b + ε),m1−s(W) ≥ −ξ) ,
P (W(1) ∈ dy,W(s) ∈ dx,W ∈ I1(b − ε, b + ε),m(W) ≥ −ξ)
= P (W(s) ∈ dx,ms(W) ≥ −ξ) Px (W(1 − s) ∈ dy,W ∈ I1−s(b − ε, b + ε),m1−s(W) ≥ −ξ) .
Therefore, it follows that
P
(
W+|I1(b−ε,b+ε)(1) ∈ dy |W+|I1(b−ε,b+ε)(s) = x
)
= lim
ξ↓0
Px (W(1 − s) ∈ dy,W ∈ I1−s(b − ε, b + ε),m1−s(W) ≥ −ξ)
Px (W ∈ I1−s(b − ε, b + ε),m1−s(W) ≥ −ξ)
.
Using (78), the denominator and numerator of this fraction are calculated as
Px (W ∈ I1−s(b − ε, b + ε),m1−s(W) ≥ −ξ) = P (W ∈ I1−s(b − ε − x, b + ε − x),m1−s(W) ≥ −ξ − x)
=
∫ b+ε−x
b−ε−x
P (W(1 − s) ∈ dz,m1−s(W) ≥ −ξ − x)
=
∫ b+ε−x
b−ε−x
(n1−s(z) − n1−s(z + 2x + 2ξ)) dz,
and
Px (W(1 − s) ∈ dy,W ∈ I1−s(b − ε, b + ε),m1−s(W) ≥ −ξ)
= 1[b−ε,b+ε](y)P (x +W(1 − s) ∈ dy,m1−s(W) ≥ −ξ − x)
= 1[b−ε,b+ε](y) (n1−s(y − x) − n1−s(y + x + 2ξ)) dy,
respectively. Therefore, we obtain
P
(
W+|I1(b−ε,b+ε)(1) ∈ dy |W+ |I1(b−ε,b+ε)(s) = x
)
=
1[b−ε,b+ε](y) (n1−s(y − x) − n1−s(y + x))
N1−s(b − ε − x, b + ε − x) − N1−s(b − ε + x, b + ε + x)
dy. (28)
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Combining (28), (23), and Lemma 3.2, we have
P
(
W+|I1(b−ε,b+ε)(1) ∈ dy,W+|I1(b−ε,b+ε)(1 − r) ∈ dx
)
= P
(
W+|I1(b−ε,b+ε)(1) ∈ dy |W+|I1(b−ε,b+ε)(1 − r) = x
)
P
(
W+ |I1(b−ε,b+ε)(1 − r) ∈ dx
)
=
xn1−r(x)
1 − r
1[b−ε,b+ε](y) (nr(y − x) − nr(y + x))
n1(b − ε) − n1(b + ε)
dxdy
≤ xn1−r(x)
1 − r
1[b−ε,b+ε](y) (nr(y − x) − nr(y + x))
εbn1(b)
dxdy.
Therefore, it follows that
E
[∣∣∣W+|I1(b−ε,b+ε)(1 − r) −W+ |I1(b−ε,b+ε)(1)∣∣∣2m] ≤ ∫ ∞
0
(∫ b+ε
b−ε
|y − x|2m (nr(y − x) − nr(y + x)) dy
)
xn1−r(x)
(1 − r)εbn1(b)
dx.
Since the inequality exp
(
(y−x)2
2r
)
≥ 1
m!
(
(y−x)2
2r
)m
yields
|y − x|2m (nr(y − x) − nr(y + x)) ≤ |y − x|2mnr(y − x) ≤
2mm!√
2pir
rm,
we obtain
E
[∣∣∣W+|I1(b−ε,b+ε)(1 − r) −W+|I1(b−ε,b+ε)(1)∣∣∣2m] ≤ ∫ ∞
0
(∫ b+ε
b−ε
2mm!√
2pir
rmdy
)
xn1−r(x)
(1 − r)εbn1(b)
dx
=
2m+1m!
(1 − r)bn1(b)
√
2pir
rm
∫ ∞
0
xn1−r(x)dx
=
2m+1m!
b
√
2pi
exp(b2/2)(1 − r)− 12 rm− 12
and inequality (2) holds.
Finally, we prove inequality (3). Let t, s ∈ (0, 1) satisfy s < t. By (23) and (24),
P
(
W+ |I1(b−ε,b+ε)(t) ∈ dy,W+|I1(b−ε,b+ε)(s) ∈ dx
)
= P
(
W+ |I1(b−ε,b+ε)(t) ∈ dy | W+|I1(b−ε,b+ε)(s) = x
)
P
(
W+|I1(b−ε,b+ε)(s) ∈ dx
)
= (nt−s(y − x) − nt−s(y + x))
xns(x)(N1−t(b − ε − y, b + ε − y) − N1−t(b − ε + y, b + ε + y))
s(n1(b − ε) − n1(b + ε))
dxdy
holds. Therefore, it follows from Lemma 3.2 that
P
(
W+|I1(b−ε,b+ε)(t) ∈ dy,W+|I1(b−ε,b+ε)(s) ∈ dx
) ≤ nt−s(y − x) xns(x)
sεbn1(b)
8b(b +
√
1 + b2)√
2pi(1 − t)3
εdxdy
= C
√
2pi(1 − t)− 32 s−1nt−s(y − x)xns(x)dxdy.
Hence, inequality (3) is obtained as
E
[∣∣∣W+|I1(b−ε,b+ε)(t) −W+ |I1(b−ε,b+ε)(s)∣∣∣2m] ≤ C √2pi(1 − t)− 32 s−1 ∫ ∞
0
(∫ ∞
0
|y − x|2mnt−s(y − x)dy
)
xns(x)dx
= C
√
2pi(1 − t)− 32 s−1(2m − 1)!!|t − s|m
∫ ∞
0
xns(x)dx
= (2m − 1)!!C(1 − t)− 32 s− 12 |t − s|m.

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The following is obtained by applying Lemma 3.3 (1) for m = 1 and Lemma 3.3 (3) for m = 2.
Corollary 4. (1) There exists ν > 0 that satisfies
sup
0<ε<ε0
E
[∣∣∣W+|I1(b−ε,b+ε)(r)∣∣∣ν] < ∞, r ∈ [0, 1].
(2) For each u ∈
(
0, 1
2
)
, there exist α, β,C > 0 that satisfy
sup
0<ε<ε0
E
[∣∣∣W+|I1(b−ε,b+ε)(t) −W+|I1(b−ε,b+ε)(s)∣∣∣α] ≤ C|t − s|1+β, t, s ∈ [u, 1 − u].
Therefore, for each u ∈
(
0, 1
2
)
, the family {pi[u,1−u] ◦W+|I1(b−ε,b+ε)}0<ε<ε0 is tight.
Lemma 3.4. For each ξ > 0,
lim
u↓0
sup
0<ε<ε0
P
(
sup
0≤t≤u
∣∣∣W+|I1(b−ε,b+ε)(t)∣∣∣ > ξ) = 0, lim
u↓0
sup
0<ε<ε0
P
(
sup
1−u≤t≤1
∣∣∣W+|I1(b−ε,b+ε)(t) −W+|I1(b−ε,b+ε)(1)∣∣∣ > ξ) = 0
hold, where ε0 is the number defined in (26).
Proof. Applying Lemma 3.3 (1)–(3) for m = 5, for all 0 < r < 1 and 0 < s < t < 1, we have
sup
0<ε<ε0
E
[∣∣∣W+ |I1(b−ε,b+ε)(r)∣∣∣10] ≤ C5 r4√
(1 − r)3
, (29)
sup
0<ε<ε0
E
[∣∣∣W+ |I1(b−ε,b+ε)(1 − r) −W+|I1(b−ε,b+ε)(1)∣∣∣10] ≤ C5 r 92√
1 − r
, (30)
sup
0<ε<ε0
E
[∣∣∣W+ |I1(b−ε,b+ε)(t) −W+|I1(b−ε,b+ε)(s)∣∣∣10] ≤ C5√
s(1 − t)3
|t − s|5 . (31)
Let γ = 1
20
and let 0 < ε < ε0 and n ∈ N be fixed. We define
Fεn =
{
max
1≤k≤2n−1
∣∣∣∣∣∣W+|I1(b−ε,b+ε)
(
k − 1
2n
)
−W+ |I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
F˜εn =
{
max
2n−1≤k≤2n
∣∣∣∣∣∣W+|I1(b−ε,b+ε)
(
k − 1
2n
)
−W+ |I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k, ε) = P
(∣∣∣∣∣∣W+|I1(b−ε,b+ε)
(
k − 1
2n
)
−W+ |I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
Then, by Chebyshev’s inequality, we have
a(n, k, ε) ≤ (2nγ)10E
∣∣∣∣∣∣W+|I1(b−ε,b+ε)
(
k − 1
2n
)
−W+|I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣10
 , 1 ≤ k ≤ 2n. (32)
Therefore, using (29), (30), (31), and (32), we have
a(n, 1, ε) ≤ 2 n2 C5√(
1 − 1
2n
)3
(
1
2n
)4
≤ 2 n2C52
3
2 2−4n < C52−n2−
n
2 ,
a(n, 2n, ε) ≤ 2 n2C5
1√
1 − 1
2n
(
1
2n
) 9
2
≤ 2 n2C52
1
2 2−
9n
2 < C52
−n2−
n
2 ,
a(n, k, ε) ≤ 2 n2
(
2n
k − 1
) 1
2
(
2n
2n − k
) 3
2
C5
(
1
2n
)5
≤ C52−n2−
n
2 , 2 ≤ k ≤ 2n − 1.
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Thus, it follows that
P
(
Fεn
) ≤ 2n−1∑
k=1
a(n, k, ε) ≤ C52−
n
2 , P
(
F˜εn
)
≤
2n∑
k=2n−1
a(n, k, ε) ≤ C52−
n
2 .
Therefore, Lemmas A.15 and A.16 complete the proof. 
By Corollary 4 and Lemma 3.4, we can apply Theorem 9 for {W+ |I1(b−ε,b+ε)}0<ε<ε0 and obtain [T3].
4 Proof of Theorem 4
In this section, we assume b ≥ 0 and prove Theorem 4. To this end, it suffices to show the following conditions:
[T4] the family {W |K+(−ε)∩I1(b−ε,b+ε)}0<ε<ε0 is tight for some ε0 > 0;
[F4] the finite-dimensional distribution ofW |K+(−ε)∩I1 (b−ε,b+ε) converges to that of r0→b as ε ↓ 0.
Lemma A.2 implies the following Lemma, which is in preparation for Corollary 5.
Lemma 4.1. Let b ≥ 0. For every ε > 0 and x, y, z > −ε, 0 < r ≤ 1, we have
(1) Px(−ε < mr(W),W(r) ∈ dy) = (nr(y − x) − nr(y + x + 2ε))dy,
(2) Pz(−ε < mr(W),W(r) ∈ Ir(b − ε, b + ε)) = Nr(−b + z − ε,−b + z + ε) − Nr(−b − z − 3ε,−b − z − ε).
Corollary 5. Let b ≥ 0. For every ε > 0 and x, y > −ε, 0 < s < t < 1, we have
(1) P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy)
= (nt(y) − nt(y + 2ε))N1−t(−b + y − ε,−b + y + ε) − N1−t(−b − y − 3ε,−b − y − ε)
N1(−b − ε,−b + ε) − N1(−b − 3ε,−b − ε)
dy,
(2) P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy | W |K+(−ε)∩I1(b−ε,b+ε)(s) = x)
= (nt−s(y − x) − nt−s(y + x + 2ε)) N1−t(−b + y − ε,−b + y + ε) − N1−t(−b − y − 3ε,−b − y − ε)
N1−s(−b + x − ε,−b + x + ε) − N1−s(−b − x − 3ε,−b − x − ε)
dy.
Proof. Since it follows from the Markov property ofW that
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy) =
P(−ε < m(W),W(t) ∈ dy,W ∈ I1(b − ε, b + ε))
P(−ε < m(W),W ∈ I1(b − ε, b + ε))
=
P(−ε < mt(W),W(t) ∈ dy)Py(−ε < m1−t(W),W ∈ I1−t(b − ε, b + ε))
P(−ε < m(W),W ∈ I1(b − ε, b + ε))
,
we obtain (1) by Lemma 4.1. Also, (2) follows from
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy | W |K+(−ε)∩I1 (b−ε,b+ε)(s) = x)
=
P(−ε < m(W),W(s) ∈ dx,W(t) ∈ dy,W ∈ I1(b − ε, b + ε))
P(−ε < m(W),W(s) ∈ dx,W ∈ I1(b − ε, b + ε))
=
P(−ε < ms(W),W(s) ∈ dx)Px(−ε < m1−s(W),W(t − s) ∈ dy,W ∈ I1−s(b − ε, b + ε))
P(−ε < ms(W),W(s) ∈ dx)Px(−ε < m1−s(W),W ∈ I1−s(b − ε, b + ε))
=
Px(−ε < mt−s(W),W(t − s) ∈ dy)Py(−ε < m1−t(W),W ∈ I1−t(b − ε, b + ε))
Px(−ε < m1−s(W),W ∈ I1−s(b − ε, b + ε))
and Lemma 4.1. 
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Corollary 6. Let b ≥ 0. For x, y > 0, 0 < s < t < 1, we have
(1) lim
ε↓0
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy) = P
(
r0→b(t) ∈ dy
)
,
(2) lim
ε↓0
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy |W |K+(−ε)∩I1 (b−ε,b+ε)(s) = x) = P
(
r0→b(t) ∈ dy | r0→b(s) = x
)
.
Proof. Let us define
ψ(r, z, ε) := nr(z) − nr(z + 2ε),
ϕb(r, z, ε) := Nr(−b + z − ε,−b + z + ε) − Nr(−b − z − 3ε,−b − z − ε)
for r > 0. Then, Corollary 5 implies
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy) =
ψ(t, y, ε)ϕb(1 − t, y, ε)
ϕb(1, 0, ε)
dy,
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy | W |K+(−ε)∩I1 (b−ε,b+ε)(s) = x) = (nt−s(y − x) − nt−s(y + x + 2ε))
ϕb(1 − t, y, ε)
ϕb(1 − s, x, ε)
dy.
By simple calculations, we have
lim
ε↓0
ψ(r, z, ε) = 0, lim
ε↓0
∂
∂ε
ψ(r, z, ε) =
2z
r
nr(z),
lim
ε↓0
ϕb(r, z, ε) = 0, lim
ε↓0
∂
∂ε
ϕb(r, z, ε) = 2(nr(b − z) − nr(b + z)),
lim
ε↓0
∂2
∂ε2
ϕb(r, 0, ε) =
8b
r
nr(b), lim
ε↓0
∂2
∂ε2
ϕ0(r, z, ε) =
8z
r
nr(z), lim
ε↓0
∂3
∂ε3
ϕ0(r, 0, ε) =
24√
2pir3
.
Thus, Corollary 5 and Taylor’s theorem imply
lim
ε↓0
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy) = 2! ×
∂
∂ε
ψ(t, y, ε) × ∂
∂ε
ϕb(1 − t, y, ε)
∣∣∣
ε=0
∂2
∂ε2
ϕb(1, 0, ε)
∣∣∣
ε=0
dy
=
ynt(y) × (n1−t(b − y) − n1−t(b + y))
tbn1(b)
dy
and
lim
ε↓0
P(W |K+(−ε)∩I1 (b−ε,b+ε)(t) ∈ dy |W |K+(−ε)∩I1(b−ε,b+ε)(s) = x)
= (nt−s(y − x) − nt−s(y + x))
∂
∂ε
ϕb(1 − t, y, ε)
∣∣∣
ε=0
∂
∂ε
ϕb(1 − s, x, ε)
∣∣∣
ε=0
dy
= (nt−s(y − x) − nt−s(y + x))
n1−t(b − y) − n1−t(b + y)
n1−s(b − x) − n1−s(b + x)
dy
for b > 0. Furthermore, Corollary 5 and Taylor’s theorem also imply
lim
ε↓0
P(W |K+(−ε)∩I1 (−ε,ε)(t) ∈ dy) =
3!
2!
×
∂
∂ε
ψ(t, y, ε) × ∂2
∂ε2
ϕ0(1 − t, y, ε)
∣∣∣
ε=0
∂3
∂ε3
ϕ0(1, 0, ε)
∣∣∣
ε=0
dy
= 3 ×
√
2pi
24
× 2y
t
nt(y) × 8y
1 − t n1−t(y)dy
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and
lim
ε↓0
P(W |K+(−ε)∩I1 (−ε,ε)(t) ∈ dy |W |K+(−ε)∩I1(−ε,ε)(s) = x)
= (nt−s(y − x) − nt−s(y + x))
∂2
∂ε2
ϕ0(1 − t, y, ε)
∣∣∣
ε=0
∂2
∂ε2
ϕ0(1 − s, x, ε)
∣∣∣
ε=0
= (nt−s(y − x) − nt−s(y + x)) y(1 − s)n1−t(y)
x(1 − t)n1−s(x)
dy.
Therefore, we obtain the assertions. 
4.1 Convergence of conditioned Brownian motion to BES(3)-bridge r0→b (b > 0)
In this subsection, we show conditions [T4] and [F4] when b > 0. Let
fb(ε) = N1(−b − ε,−b + ε) − N1(−b − 3ε,−b − ε).
Then we have
f ′b(ε) = n1(ε − b) + 2n1(ε + b) − 3n1(3ε + b),
f ′′b (ε) = ε {27n1(b + 3ε) − n1(b − ε) − 2n1(b + ε)}
+ b {n1(b − ε) − 2n1(b − ε) + 9n1(b + 3ε)} .
Thus, we can find ε1 > 0 so that
f ′′b (ε) ≥
1
2
f ′′b (0) = 4bn1(b), 0 < ε < ε1.
On the other hand, by Taylor’s theorem, there exists θ ∈ (0, 1) that satisfies
fb(ε) =
ε2
2!
f ′′b (θε).
Therefore, we obtain
N1(−b − ε,−b + ε) − N1(−b − 3ε,−b − ε) ≥ 2bn1(b)ε2,
which holds for all 0 < ε < ε1. For this ε1 > 0, we set
ε0 ≔ min{ε1, 1}.
Lemma 4.2. Let b > 0. For every ε ∈ (0, ε0) and all y, z > −ε, r ∈ (0, 1), we have
(1) Nr(−b + z − ε,−b + z + ε) − Nr(−b − z − 3ε,−b − z − ε) ≤ 3ε√
2pir
,
(2) Py(−ε < mr(W),W(r) ∈ dz,W(r) ∈ Ir(b − ε, b + ε)) ≤ nr(z − y)1(b−ε,b+ε)(z)dz.
Proof. According to Taylor’s theorem, there exists θ ∈ (0, 1) that satisfies
Nr(−b + z − ε,−b + z + ε) − Nr(−b − z − 3ε,−b − z − ε)
= ε(nr(−b + z + θε) + nr(−b + z − θε) + nr(−b − z − θε) − 3nr(−b − z − 3θε))
≤ ε√
2pir
(1 + 1 + 1 − 0) = 3ε√
2pir
.
(2) is obvious since we have
Py(−ε < mr(W),W(r) ∈ dz,W(r) ∈ Ir(b − ε, b + ε)) ≤ Py(W(r) ∈ dz,W(r) ∈ Ir(b − ε, b + ε)).

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Corollary 7. Let b > 0. For every ε ∈ (0, ε0) and all x, y > −ε, 0 < s < t < 1, we have
(1) P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy) ≤
6
bn1(b)
√
2pi(1 − t)t2
nt(y/
√
2)dy,
(2) P(W |K+(−ε)∩I1(b−ε,b+ε)(s) ∈ dx,W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy) ≤
6
bn1(b)
√
2pi(1 − t)s2
nt−s(y − x)ns(x/
√
2)dxdy,
(3) P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy,W |K+(−ε)∩I1(b−ε,b+ε)(1) ∈ dz) ≤ 1(b−ε,b+ε)(z)
2
tεbn1(b)
n1−t(z − y)nt(y/
√
2)dydz.
Proof. Corollary 5, Lemma 4.2, and Lemma A.1 show that
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy)
= (nt(y) − nt(y + 2ε))N1−t(−b + y − ε,−b + y + ε) − N1−t(−b − y − 3ε,−b − y − ε)
N1(−b − ε,−b + ε) − N1(−b − 3ε,−b − ε)
dy
≤ 4ε
t
nt(y/
√
2)
3ε√
2pi(1 − t)
1
2bn1(b)ε2
dy,
P(W |K+(−ε)∩I1(b−ε,b+ε)(s) ∈ dx,W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy)
= (nt−s(y − x) − nt−s(y + x + 2ε))(ns(x) − ns(x + 2ε))
× N1−t(−b + y − ε,−b + y + ε) − N1−t(−b − y − 3ε,−b − y − ε)
N1(−b − ε,−b + ε) − N1(−b − 3ε,−b − ε)
dxdy
≤ nt−s(y − x)
4ε
s
ns(x/
√
2)
3ε√
2pi(1 − t)
1
2bn1(b)ε2
dxdy,
and
P(W |K+(−ε)∩I1(b−ε,b+ε)(t) ∈ dy,W |K+(−ε)∩I1(b−ε,b+ε)(1) ∈ dz)
=
P(−ε < mt(W),W(t) ∈ dy)Py(−ε < m1−t(W),W(1 − t) ∈ dz,W ∈ I1−t(b − ε, b + ε))
P(−ε < m(W),W ∈ I1(b − ε, b + ε))
= (nt(y) − nt(y + 2ε))P
y(−ε < m1−t(W),W(1 − t) ∈ dz,W ∈ I1−t(b − ε, b + ε))
N1(−b − ε,−b + ε) − N1(−b − 3ε,−b − ε)
dy
≤ 4ε
t
nt(y/
√
2)
1(b−ε,b+ε)(z)n1−t(z − y)
2bn1(b)ε2
dydz.

Lemma 4.3. Let b > 0. For each m ∈ N, we can find a constant Cm > 0 depending only on m (and b) so that
(1) sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(r)∣∣∣2m] ≤ Cm rm−1√
1 − r
, r ∈ (0, 1),
(2) sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(1 − r) −W |K+(−ε)∩I1(b−ε,b+ε)(1)∣∣∣2m] ≤ Cm rm− 121 − r , r ∈ (0, 1),
(3) sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(t) −W |K+(−ε)∩I1 (b−ε,b+ε)(s)∣∣∣2m] ≤ Cm
s
√
1 − t
|t − s|m , s, t ∈ (0, 1).
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Proof. Let C ≔
3√
pibn1(b)
. First, we prove (1). It follows from Corollary 7 (1) that
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(r)∣∣∣2m] ≤ C √2
r
√
1 − r
∫
R
y2mnr(y/
√
2)dy
≤ C
√
2
r
√
1 − r
max
y≥0
{
y2m exp
(
− y
2
8r
)}∫
R
nr(y/2)dy
= C
mm8mrm
√
2
emr
√
1 − r
∫
R
nr(y/2)dy
= 2
√
2Cmm8me−m
rm−1√
1 − r
,
and hence (1) holds. Second, we prove (2). By Corollary 7 (3), we have
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(1 − r) −W |K+(−ε)∩I1(b−ε,b+ε)(1)∣∣∣2m]
≤ C
√
2pi
ε(1 − r)
∫
R
(∫ b+ε
b−ε
|z − y|2mnr(z − y)dz
)
n1−r(y/
√
2)dy
≤ C
√
2pi
ε(1 − r)2εmaxz≥0
{
z2mnr(z)
} ∫
R
n1−r(y/
√
2)dy
=
√
2C2m+1mme−m
rm−
1
2
1 − r ,
and hence (2) holds. Finally, we prove (3). By Corollary 7 (2), we have
E
[∣∣∣W |K+(−ε)∩I1(b−ε,b+ε)(t) −W |K+(−ε)∩I1(b−ε,b+ε)(s)∣∣∣2m]
≤ C
√
2√
(1 − t)s2
∫
R
(∫
R
|y − x|2mnt−s(y − x)dy
)
ns(x/
√
2)dx
≤ C
√
2√
(1 − t)s2
max
z≥0
{
z2m exp
(
− z
2
4(t − s)
)}∫
R
(∫
R
nt−s((y − x)/
√
2)dy
)
ns(x/
√
2)dx
=
√
2C22m+1mme−m
|t − s|m
s
√
1 − t
,
and hence (3) holds. 
The following is obtained by applying Lemma 4.3 (1) for m = 1 and Lemma 4.3 (3) for m = 2.
Corollary 8. Let b > 0.
(1) There exists ν > 0 that satisfies
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(b−ε,b+ε)(r)∣∣∣ν] < ∞, r ∈ (0, 1).
(2) For each u ∈
(
0, 1
2
)
, there exist α, β,C > 0 that satisfy
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(b−ε,b+ε)(t) −W |K+(−ε)∩I1(b−ε,b+ε)(s)∣∣∣α] ≤ C|t − s|1+β, t, s ∈ [u, 1 − u].
Therefore, for each u ∈
(
0, 1
2
)
, the family {pi[u,1−u] ◦W |K+(−ε)∩I1(b−ε,b+ε)}0<ε<ε0 is tight.
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Lemma 4.4. Let b > 0. For each ξ > 0, we have
lim
u↓0
sup
0<ε<ε0
P
(
sup
0≤t≤u
∣∣∣W |K+(−ε)∩I1(b−ε,b+ε)(t)∣∣∣ > ξ) = 0,
lim
u↓0
sup
0<ε<ε0
P
(
sup
1−u≤t≤1
∣∣∣W |K+(−ε)∩I1(b−ε,b+ε)(t) −W |K+(−ε)∩I1(b−ε,b+ε)(1)∣∣∣ > ξ) = 0.
Proof. Applying Lemma 4.3 (1)–(3) for m = 6, for all 0 < r < 1 and 0 < s < t < 1, we have
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(r)∣∣∣12] ≤ C6 r5√
1 − r
, (33)
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(1 − r) −W |K+(−ε)∩I1(b−ε,b+ε)(1)∣∣∣12] ≤ C6 r 1121 − r , (34)
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)(t) −W |K+(−ε)∩I1 (b−ε,b+ε)(s)∣∣∣12] ≤ C6
s
√
1 − t
|t − s|6 . (35)
Let γ = 1
4
and let 0 < ε < ε0 and n ∈ N be fixed. We define
Fεn =
{
max
1≤k≤2n−1
∣∣∣∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1 (b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
F˜εn =
{
max
2n−1≤k≤2n
∣∣∣∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1 (b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k, ε) = P
(∣∣∣∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
Then, by Chebyshev’s inequality, we have
a(n, k, ε) ≤ (2nγ)12E
∣∣∣∣∣∣W |K+(−ε)∩I1 (b−ε,b+ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1 (b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣12
 , 1 ≤ k ≤ 2n. (36)
Therefore, using (33), (34), (35), and (36), we have
a(n, 1, ε) ≤ 23nC6 1√
1 − 1
2n
(
1
2n
)5
≤
√
2C62
−2n, a(n, 2n, ε) ≤ 23nC6 1
1 − 1
2n
(
1
2n
) 11
2
≤ 2C62−
5
2
n,
a(n, k, ε) ≤ 23nC6 1
k−1
2n
√
1 − k
2n
(
1
2n
)6
≤ C623n2n2
n
2 2−6n = C62−
3
2
n, 2 ≤ k ≤ 2n − 1.
Thus, it follows that
P
(
Fεn
) ≤ 2n−1∑
k=1
a(n, k, ε) ≤ 2C62−
n
2 , P
(
F˜εn
)
≤
2n∑
k=2n−1
a(n, k, ε) ≤ 2C62−
n
2 .
Therefore, Lemmas A.15 and A.16 prove the desired results. 
By Corollary 8 and Lemma 4.4, we can apply Theorem 9 for {W |K+(−ε)∩I1(b−ε,b+ε)}0<ε<ε0 and obtain [T4]. In addition,
combining Lemma A.13, Corollary 6, and Proposition A.1, we obtain [F4].
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4.2 Convergence of conditioned Brownian motion to Brownian excursion r0→0
In this subsection, we show conditions [T4] and [F4] when b = 0. Let
f (ε) = N1(−ε, ε) − N1(−3ε,−ε).
Then we have
f ′(ε) = n1(ε) + 2n1(−ε) − 3n1(−3ε), f ′′(ε) = ε{27n1(3ε) − 3n1(ε)},
f ′′′(ε) = 27n1(3ε) − 3n1(ε) + 3ε2{n1(ε) − 34n1(3ε)}.
We can find ε1 > 0 so that
f ′′′(ε) ≥ 1
2
f ′′′(0) =
12√
2pi
holds for all 0 < ε < ε1. Thus, for ε ∈ (0, ε1), there exists θ ∈ (0, 1) that satisfies
f (ε) =
ε3
3!
f ′′′(θε) ≥ ε
3
3!
12√
2pi
=
2ε3√
2pi
by Taylor’s theorem. For this ε1 > 0, we set
ε0 ≔ min{ε1, 1}.
Lemma 4.5. For every ε ∈ (0, ε0) and all y, z > −ε, r ∈ (0, 1), we have
(1) Nr(z − ε, z + ε) − Nr(−z − 3ε,−z − ε) ≤ 6ε
2
r
,
(2) Py(−ε < mr(W),W(r) ∈ dz,W(r) ∈ Ir(−ε, ε)) ≤ 1(−ε,ε)(z)nr(y − z)4ε(|y| + 1)
r
dz.
Proof. Let fr,z(ε) = Nr(z − ε, z + ε) − Nr(−z − 3ε,−z − ε). Then we have
f ′r,z(ε) = 2nr(z + ε) + nr(ε − z) − 3nr(3ε + z),
f ′′r,z(ε) = 2n
′
r(z + ε) + n
′
r(ε − z) − 9n′r(3ε + z).
By Taylor’s theorem, there exists θ ∈ (0, 1) that satisfies
0 ≤ fr,z(ε) = ε
2
2!
f ′′r,z(θε) ≤
ε2
2
× 12max
x∈R
|n′r(x)| =
6ε2
r
√
2pie
≤ 6ε
2
r
,
and (1) is proved.
Combining Lemma A.2, the inequality 1 − e−x ≤ x, x ≥ 0, and the assumption y, z > −ε, we obtain
Py(−ε < mr(W),W(r) ∈ dz,W(r) ∈ Ir(−ε, ε)) = 1(−ε,ε)(z) {nr(y − z) − nr(y + z + 2ε)} dz
= 1(−ε,ε)(z)nr(y − z)
(
1 − exp
(
−2(y + ε)(z + ε)
r
))
dz
≤ 1(−ε,ε)(z)nr(y − z)
2(y + ε)(z + ε)
r
dz
≤ 1(−ε,ε)(z)nr(y − z)4ε(|y| + 1)
r
dz,
and hence (2) holds. 
20
Corollary 9. For every ε ∈ (0, ε0) and all x, y > −ε, 0 < s < t < 1, we have
(1) P(W |K+(−ε)∩I1 (−ε,ε)(t) ∈ dy) ≤
12
√
2pi
t(1 − t) nt(y/
√
2)dy,
(2) P(W |K+(−ε)∩I1 (−ε,ε)(s) ∈ dx,W |K+(−ε)∩I1(−ε,ε)(t) ∈ dy) ≤
12
√
2pi
s(1 − t)nt−s(y − x)ns(x/
√
2)dxdy,
(3) P(W |K+(−ε)∩I1 (−ε,ε)(t) ∈ dy,W |K+(−ε)∩I1(−ε,ε)(1) ∈ dz) ≤ 1(−ε,ε)(z)
8
√
2pi(|y| + 1)
ε(1 − t)t nt(y/
√
2)n1−t(y − z)dydz.
Proof. (1), (2) are obtained by the definition of ε0, Corollary 5, Lemma 4.5, and Lemma A.1 as
P(W |K+(−ε)∩I1(−ε,ε)(t) ∈ dy)
= (nt(y) − nt(y + 2ε))
N1−t(y − ε, y + ε) − N1−t(−y − 3ε,−y − ε)
N1(−ε,+ε) − N1(−3ε,−ε)
dy
≤ 4ε
t
nt(y/
√
2)
6ε2
1 − t
(
2ε3√
2pi
)−1
dy
=
12
√
2pi
t(1 − t) nt(y/
√
2)dy,
P(W |K+(−ε)∩I1(−ε,ε)(s) ∈ dx,W |K+(−ε)∩I1(−ε,ε)(t) ∈ dy)
= (ns(x) − ns(x + 2ε))(nt−s(y − x) − nt−s(y + x + 2ε))
× N1−t(y − ε, y + ε) − N1−t(−y − 3ε,−y − ε)
N1(−ε, ε) − N1(−3ε,−ε)
dxdy
≤ 4ε
s
ns(x/
√
2)nt−s(y − x) 6ε
2
1 − t
(
2ε3√
2pi
)−1
dxdy
=
12
√
2pi
s(1 − t)nt−s(y − x)ns(x/
√
2)dxdy.
Also, by the definition of ε0, Corollary 5, Lemma 4.5, and Lemma A.1, (3) follows as
P(W |K+(−ε)∩I1 (−ε,ε)(t) ∈ dy,W |K+(−ε)∩I1(−ε,ε)(1) ∈ dz)
=
P(−ε < mt(W),W(t) ∈ dy)Py(−ε < m1−t(W),W(1 − t) ∈ dz,W ∈ I1−t(−ε, ε))
P(−ε < m(W),W ∈ I1(−ε, ε))
= (nt(y) − nt(y + 2ε))P
y(−ε < m1−t(W),W(1 − t) ∈ dz,W ∈ I1−t(−ε, ε))
N1(−ε, ε) − N1(−3ε,−ε)
dy
≤ 4ε
t
nt(y/
√
2)1(−ε,ε)(z)n1−t(y − z)4ε(|y| + 1)
1 − t
(
2ε3√
2pi
)−1
dydz
= 1(−ε,ε)(z)
8
√
2pi(|y| + 1)
ε(1 − t)t nt(y/
√
2)n1−t(y − z)dydz.

Lemma 4.6. For each m ∈ N, we can find a constant Cm > 0 depending only on m (and b) so that
(1) sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(r)∣∣∣2m] ≤ Cm rm−11 − r , r ∈ (0, 1),
(2) sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(1 − r) −W |K+(−ε)∩I1(−ε,ε)(1)∣∣∣2m] ≤ Cm rm− 321 − r , r ∈ (0, 1),
(3) sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(t) −W |K+(−ε)∩I1(−ε,ε)(s)∣∣∣2m] ≤ Cm |t − s|ms(1 − t) , s, t ∈ (0, 1).
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Proof. First, we prove (1). It follows from Corollary 9 (1) that
E
[∣∣∣W |K+(−ε)∩I1 (−ε,ε)(r)∣∣∣2m] ≤ 12√2pir(1 − r)
∫
R
y2mnr(y/
√
2)dy
≤ 12
√
2pi
r(1 − r) maxz≥0
{
z2m exp
(
− z
2
8r
)}∫
R
nr(y/2)dy
= 24
√
2pi8mmme−m
rm−1
1 − r .
Hence, (1) holds.
Second, we prove (2). By Corollary 9 (3), we have
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(1 − r) −W |K+(−ε)∩I1(−ε,ε)(1)∣∣∣2m]
≤ 8
√
2pi
ε(1 − r)r
∫
R
(∫ ε
−ε
|z − y|2mnr(y − z)dz
)
(|y| + 1)n1−r(y/
√
2)dy
≤ 8
√
2pi
ε(1 − r)r2εmaxx≥0
{
x2mnr(x)
} ∫
R
(|y| + 1)n1−r(y/
√
2)dy
= 2m+4mme−m
rm−
3
2
1 − r
4
√
1 − r√
2pi
+
√
2

≤ 2m+4mme−m
{
4√
2pi
+
√
2
}
rm−
3
2
1 − r ,
and hence (2) holds.
Finally, we prove (3). By Corollary 9 (2), we have
E
[∣∣∣W |K+(−ε)∩I1 (−ε,ε)(t) −W |K+(−ε)∩I1 (−ε,ε)(s)∣∣∣2m]
≤ 12
√
2pi
(1 − t)s
∫
R
(∫
R
|y − x|2mnt−s(y − x)dy
)
ns(x/
√
2)dx
≤ 12
√
2pi
(1 − t)s maxz≥0
{
z2m exp
(
− z
2
4(t − s)
)} ∫
R
(∫
R
nt−s((y − x)/
√
2)dy
)
ns(x/
√
2)dx
= 6
√
2pi4m+1mme−m
|t − s|m
s(1 − t) ,
and hence (3) holds. 
The following is obtained by applying Lemma 4.6 (1) for m = 1 and Lemma 4.6 (3) for m = 2.
Corollary 10. (1) There exists ν > 0 that satisfies
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(r)∣∣∣ν] < ∞, r ∈ (0, 1).
(2) For each u ∈
(
0, 1
2
)
, there exist α, β,C > 0 that satisfy
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(t) −W |K+(−ε)∩I1(−ε,ε)(s)∣∣∣α] ≤ C|t − s|1+β, t, s ∈ [u, 1 − u].
Therefore, for each u ∈
(
0, 1
2
)
, the family {pi[u,1−u] ◦W |K+(−ε)∩I1(−ε,ε)}0<ε<ε0 is tight.
22
Lemma 4.7. For each ξ > 0, we have
lim
u↓0
sup
0<ε<ε0
P
(
sup
0≤t≤u
∣∣∣W |K+(−ε)∩I1(−ε,ε)(t)∣∣∣ > ξ) = 0,
lim
u↓0
sup
0<ε<ε0
P
(
sup
1−u≤t≤1
∣∣∣W |K+(−ε)∩I1(−ε,ε)(t) −W |K+(−ε)∩I1(−ε,ε)(1)∣∣∣ > ξ) = 0.
Proof. Applying Lemma 4.6 (1)–(3) for m = 7, for all 0 < r < 1 and 0 < s < t < 1, we have
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(r)∣∣∣14] ≤ C7 r61 − r , (37)
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(1 − r) −W |K+(−ε)∩I1 (−ε,ε)(1)∣∣∣14] ≤ C7 r 1121 − r , (38)
sup
0<ε<ε0
E
[∣∣∣W |K+(−ε)∩I1(−ε,ε)(t) −W |K+(−ε)∩I1(−ε,ε)(s)∣∣∣14] ≤ C7s(1 − t) |t − s|7 . (39)
Let γ = 1
4
and let 0 < ε < ε0 and n ∈ N be fixed. We define
Fεn =
{
max
1≤k≤2n−1
∣∣∣∣∣∣W |K+(−ε)∩I1(−ε,ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1 (−ε,ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
F˜εn =
{
max
2n−1≤k≤2n
∣∣∣∣∣∣W |K+(−ε)∩I1 (−ε,ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1 (−ε,ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k, ε) = P
(∣∣∣∣∣∣W |K+(−ε)∩I1 (−ε,ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1(−ε,ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
Then, by Chebyshev’s inequality, we have
a(n, k, ε) ≤ (2nγ)14E
∣∣∣∣∣∣W |K+(−ε)∩I1(−ε,ε)
(
k − 1
2n
)
−W |K+(−ε)∩I1 (−ε,ε)
(
k
2n
)∣∣∣∣∣∣14
 , 1 ≤ k ≤ 2n. (40)
Therefore, using (37), (38), (39), and (40), we have
a(n, 1, ε) ≤ 2 72 nC7 1
1 − 1
2n
(
1
2n
)6
≤ 2C72−
5
2
n, a(n, 2n, ε) ≤ 2 72 nC7 1
1 − 1
2n
(
1
2n
) 11
2
≤ 2C72−2n,
a(n, k, ε) ≤ 2 72 nC7 1(
k−1
2n
) (
1 − k
2n
) ( 1
2n
)7
≤ C72−
3
2
n, 2 ≤ k ≤ 2n − 1.
Thus, it follows that
P
(
Fεn
) ≤ 2n−1∑
k=1
a(n, k, ε) ≤ 2C72−
n
2 , P
(
F˜εn
)
≤
2n∑
k=2n−1
a(n, k, ε) ≤ 2C72−
n
2 .
Therefore, Lemmas A.15 and A.16 prove the desired results. 
By Corollary 10 and Lemma 4.7, we can apply Theorem 9 for {W |K+(−ε)∩I1(−ε,ε)}0<ε<ε0 and obtain [T4]. In addition,
combining Lemma A.13, Corollary 6, and Proposition A.1, we obtain [F4].
5 Distribution of maximal value of BES(3)-bridge and Brownian meander
As an application of Theorem 2, we derive the distribution of the maximal value of the BES(3)-bridge r0→b (b > 0).
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Lemma 5.1. For each x > b > 0, we have
lim
ε↓0
P
(
M(B0→b|K+(−ε)) ≤ x
)
=
J
(x)
1
(1, b)
2bn1(b)
. (41)
Proof. By using (80) and (82), we have
P
(
M(B0→b|K+(−ε)) ≤ x
)
= P
(
M(B0→b) ≤ x | − ε ≤ m(B0→b)
)
=
P (−ε ≤ m(W) < M(W) ≤ x,W(1) ∈ db)
P (−ε ≤ m(W),W(1) ∈ db) =
ψ1(ε)
ψ2(ε)
,
where
ψ1(ε) :=
∞∑
k=−∞
(n1(b + 2k(x + ε)) − n1(2ε + b + 2k(x + ε))) , ψ2(ε) := n1(b) − n1(b + 2ε).
By simple calculations, we obtain
lim
ε↓0
ψi(ε) = 0, i = 1, 2, lim
ε↓0
∂
∂ε
ψ2(ε) = 2bn1(b), lim
ε↓0
∂
∂ε
ψ1(ε) = J
(x)
1
(1, b).
Hence, L’Hoˆspital’s rule yields (41). 
Lemma 5.2. For x > b > 0, it holds that P
(
r0→b ∈ ∂K−(x)
)
= 0.
Proof. According to Lemma A.20, we have
int(K−(x)) =
{
w ∈ C([0, 1],R) | max
0≤u≤1
w(u) < x
}
.
Thus, B0→b|K+(−ε) D−→ r0→b and the Portmanteau theorem yield
P
(
r0→b ∈ K−(x)
)
≤ P
(
r0→b ∈ int(K−(x + δ))
)
≤ lim
ε↓0
P
(
B0→b|K+(−ε) ∈ int(K−(x + δ))
)
,
P
(
r0→b ∈ int(K−(x))
)
≥ P
(
r0→b ∈ K−(x − δ)
)
≥ lim
ε↓0
P
(
B0→b|K+(−ε) ∈ K−(x − δ)
)
for all 0 < δ < x − b. Therefore, it follows that
P
(
r0→b ∈ ∂K−(x)
)
= P
(
r0→b ∈ K−(x)
)
− P
(
r0→b ∈ int(K−(x))
)
≤ lim
ε↓0
P
(
B0→b|K+(−ε) ∈ int(K−(x + δ))
)
− lim
ε↓0
P
(
B0→b|K+(−ε) ∈ K−(x − δ)
)
.
Because we obtain
lim
δ↓0
lim
ε↓0
P
(
B0→b|K+(−ε) ∈ int(K−(x + δ))
)
= lim
δ↓0
lim
ε↓0
P
(
B0→b|K+(−ε) ∈ K−(x − δ)
)
by Lemma 5.1, P
(
r0→b ∈ ∂K−(x)
)
= 0 holds. 
Proposition 5.1. For each x > b > 0, we have
P
(
M(r0→b) ≤ x
)
=
J
(x)
1
(1, b)
2bn1(b)
> 0.
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Proof. By combining B0→b|K+(−ε) D−→ r0→b, the Portmanteau theorem, and Lemmas 5.1 and 5.2, we obtain
P
(
M(r0→b) ≤ b + η
)
=
J
(b+η)
1
(1, b)
2bn1(b)
=
∑∞
k=−∞ (b + 2k(b + η)) exp
(
− (b+2k(b+η))2
2
)
b exp
(
− b2
2
) , η > 0.
Now we consider the domain D and the function f on D defined by
D = {z = x + iy | x ∈ (0,∞), y ∈ (−b/2, b/2)} ,
f (z) =
∞∑
k=−∞
(b + 2k(b + z)) exp
(
− (b + 2k(b + z))
2
2
)
, z ∈ D.
Furthermore, we define
DR = {z = x + iy | x ∈ (0,R), y ∈ (−b/2, b/2)} , R > 0.
For R > 0, z ∈ DR, and k ∈ Z, we have
|b + 2k(b + z)| ≤ b + 2|k|(b + |x| + |y|) ≤ b + 2|k|(2b + R)
and ∣∣∣∣∣∣exp
(
− (b + 2k(b + z))
2
2
)∣∣∣∣∣∣ = exp
(
−1
2
b2 − 2k(b + x)b − 2k2(b + x)2 + 2k2y2
)
≤ exp
(
2|k|(b + R)b − 2k2b2 + 1
2
k2b2
)
= exp
(
−3
2
k2b2 + 2|k|(b + R)b
)
.
Thus, we see that f is holomorphic on D.
For the sake of contradiction, assume that f (η0) = 0 holds for some η0 > 0. Then, since f is non-decreasing and non-
negative on (0,∞), f (z) = 0, z ∈ D holds by the identity theorem. However, this contradicts
lim
η→∞
f (η) = b exp
(
−b
2
2
)
lim
η→∞
P(M(r0→b) ≤ b + η) = b exp
(
−b
2
2
)
> 0.

REMARK 5.1. More generally, in [9] p. 8 (28), Proposition 5.1 has been shown by the expanded Gikhman–Kiefer formula
for a BES(δ)-bridge.
Lemma 5.3. For any λ > 0 and b > 0, we have
E[exp(λM(r0→b))] < ∞.
Proof. Because we have
P(M(r0→b) < x) =
∞∑
k=−∞
(b + 2kx)n1(b + 2kx)
bn1(b)
, x > b
by Proposition 5.1, it follows that
P(M(r0→b) ≥ x) = 1 − P(M(r0→b) < x)
= −
∞∑
k=1
(b + 2kx)n1(b + 2kx)
bn1(b)
−
∞∑
k=1
(b − 2kx)n1(b − 2kx)
bn1(b)
≤
∞∑
k=1
(2kx − b)n1(2kx − b)
bn1(b)
.
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Thus, because we have
eλx(2kx − b)n1(2kx − b) ≤ eλx 4
2kx − b exp
(
− (2kx − b)
2
4
)
≤ eλx 4
b
1
2k − 1 exp
(
− (2kx − b)
2
4
)
=
4
b
1
2k − 1 exp
−k2 (x − kb + λ2k2
)2
+
(kb + λ)2
4k2
− b
2
4

≤ 4
b
exp
(
sup
l∈N
(lb + λ)2
4l2
)
1
2k − 1 exp
−k2 (x − kb + λ2k2
)2
for all k ≥ 1 and x > b, it follows that∫ ∞
0
eλxP(M(r0→b) ≥ x)dx ≤
∞∑
k=1
4
b
exp
(
sup
l∈N
(lb + λ)2
4l2
)
1
2k − 1
∫ ∞
b
exp
−k2 (x − kb + λ2k2
)2 dx
≤ 4
b
exp
(
sup
l∈N
(lb + λ)2
4l2
) ∞∑
k=1
1
2k − 1
√
pi
k
=
4
√
pi
b
exp
(
sup
l∈N
(lb + λ)2
4l2
) ∞∑
k=1
1
k(2k − 1)
< ∞.
Hence, by Fubini’s theorem we obtain
E
[
exp
(
λM(r0→b)
)]
= 1 + E
∫ M(r0→b)
0
λeλxdx
 = 1 + λ∫ ∞
0
eλxP
(
M(r0→b) ≥ x
)
dx < ∞.

Lemma 5.4. For λ > 0, we have
E
[
exp
(
λM(W+)
)]
< ∞.
Proof. It has been shown in [4] that for all x > 0,
P
(
M(W+) ≤ x) = 1 + 2 ∞∑
k=1
(−1)k exp
(
−k
2x2
2
)
.
Thus, we have
P
(
M(W+) > x
)
= 2
∞∑
k=1
(−1)k+1 exp
(
−k
2x2
2
)
= 2
∞∑
l=1
(
exp
(
− (2l − 1)
2x2
2
)
− exp
(
− (2l)
2x2
2
))
.
Because each term is estimated as
exp
(
− (2l − 1)
2x2
2
)
− exp
(
− (2l)
2x2
2
)
= exp
(
− (2l − 1)
2x2
2
) (
1 − exp
(
− (4l − 1)x
2
2
))
≤ (4l − 1)x
2
2
exp
(
− (2l − 1)
2x2
2
)
,
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we obtain ∫ ∞
0
eλxP
(
M(W+) > x
)
dx ≤
∫ ∞
0
eλx
∞∑
l=1
(4l − 1)x2
2
exp
(
− (2l − 1)
2x2
2
)
dx
=
∞∑
l=1
∫ ∞
0
eλx
(4l − 1)x2
2
exp
(
− (2l − 1)
2x2
2
)
dx.
Therefore, because we have
eλx
(4l − 1)x2
2
exp
(
− (2l − 1)
2x2
2
)
≤ eλx 2(4l − 1)
(2l − 1)2 exp
(
− (2l − 1)
2x2
4
)
=
2(4l − 1)
(2l − 1)2 exp
− (2l − 1)24
(
x − 2λ
(2l − 1)2
)2
+
λ2
(2l − 1)2

≤ eλ2 2(4l − 1)
(2l − 1)2 exp
− (2l − 1)24
(
x − 2λ
(2l − 1)2
)2 ,
it follows that
∞∑
l=1
∫ ∞
0
eλx
(4l − 1)x2
2
exp
(
− (2l − 1)
2x2
2
)
dx ≤
∞∑
l=1
eλ
2 2(4l − 1)
(2l − 1)2
∫ ∞
0
exp
− (2l − 1)24
(
x − 2λ
(2l − 1)2
)2 dx
≤
∞∑
l=1
4
√
pieλ
2 2(4l − 1)
(2l − 1)3
< ∞.
Hence,
E
[
exp
(
λM(W+)
)]
= 1 + E
[∫ M(W+)
0
λeλxdx
]
= 1 + λ
∫ ∞
0
eλxP
(
M(W+) ≥ x) dx < ∞
holds. 
Corollary 11. Assume that g ∈ C([0, 1],R) satisfies min0≤t≤1 g(t) > 0. Then we have
(A) P(W+ ∈ K−(g)) > 0 and (B) P(r0→b ∈ K−(g)) > 0, 0 < b < g(1).
Proof. Let b ∈ (0, g(1)). Take δ ∈ (0, 1) so that
c1 := min
t∈[1−δ,1]
g(t) ≥ 1
2
(g(1) + b)
holds. Let t0 = 1 − δ and c0 = b ∧min0≤u≤1 g(u) > 0. Then, Lemmas A.6 and A.7 imply
P(r0→b ∈ K−(g)) ≥ P
(
r0→b ∈ pi−1[0,t0](K−[0,t0](c0)) ∩ pi−1[t0,1](K−[t0 ,1](c1))
)
=
∫ c0
0
ht0(y)P
(
r0→b(t) ∈ dy
)
,
where
ht0(y) = P
(
r
0→y
[0,t0]
∈ K−[0,t0](c0)
) P(By→b
[t0,1]
∈ K[t0 ,1](0, c1))
P(B
y→b
[t0,1]
∈ K+
[t0 ,1]
(0))
.
Using Proposition 5.1 and Lemma A.10, we have ht0(y) > 0 on y ∈ (0.c0), and obtain (B).
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BecauseW |K+(−ε) D−→ W+ (ε ↓ 0) holds, the Markov property ofW implies that
P(W+ ∈ K−(g)) ≥ P
(
W+ ∈ pi−1[0,t1](K−[0,t1](c2)) ∩ pi−1[t1,1](K−[t1 ,1](c2))
)
=
∫ c2
0
h˜t1(y)P
(
W+(t1) ∈ dy
)
,
with 0 < t1 < 1 and c2 = min0≤u≤1 g(u) > 0, where
h˜t1(y) = P
(
r
0→y
[0,t1]
∈ K−[0,t1](c2)
) P (y +W[t1 ,1] ∈ K[t1 ,1](0, c2))
P
(
y +W[t1,1] ∈ K+[t1 ,1](0)
) .
Using Proposition 5.1, it holds that h˜t1(y) > 0 on y ∈ (0, c2), and P(W+ ∈ K−(g)) > 0. 
6 Construction of Brownian house-moving and its properties
In this section, we assume b > 0 and construct Brownian house-moving H0→b in various ways (Theorems 1, 5, and 6).
6.1 Construction by using BES(3)-bridge: proof of Theorem 1
In this subsection, we prove Theorem 1. To avoid complexity, the functions used in this subsection are denoted as follows:
J˜(b),η :=J
(b+η)
1
(1, b) =
∞∑
k=−∞
2 (b + 2k(b + η)) n1(b + 2k(b + η)),
J˜
(b),η
2
(r, z) :=P (z +W(r) ∈ db,−z ≤ mr(W) ≤ Mr(W) ≤ b − z + η) /db
=P (z +W(r) ∈ db,−η ≤ mr(W) ≤ Mr(W) ≤ b) /db
=
∞∑
k=−∞
(nr(b − z + 2k(b + η)) − nr(b − z + 2η + 2k(b + η))), r > 0, 0 < z < b + η.
Using these functions, we can express the densities of the conditioned process r0→b|K−(b+η) as follows.
Lemma 6.1. For 0 < s < t < 1 and x, y ∈ (0, b + η), we have
P
(
r0→b|K−(b+η)(t) ∈ dy
)
=
J
(b+η)
1
(t, y) J˜
(b),η
2
(1 − t, y)
J˜(b),η
dy, (42)
P
(
r0→b|K−(b+η)(t) ∈ dy | r0→b|K−(b+η)(s) = x
)
=
J˜
(b),η
2
(1 − t, y) J(b+η)
3
(s, x, t, y)
J˜
(b),η
2
(1 − s, x)
dy. (43)
Proof. Using the Markov property ofW, we have
P
(
B0→b|K+(−ε)(t) ∈ dy | M(B0→b|K+(−ε)) ≤ b + η
)
= P
(
B0→b(t) ∈ dy | M(B0→b) ≤ b + η,m(B0→b) ≥ −ε
)
=
P (W(t) ∈ dy,−ε ≤ m(W) < M(W) ≤ b + η,W(1) ∈ db)
P (−ε ≤ m(W) < M(W) ≤ b + η,W(1) ∈ db)
=
ψ1(ε)ψ2(ε)
ψ3(ε)
dy,
where
ψ1(ε) := P (W(t) ∈ dy,−ε ≤ mt(W) < Mt(W) ≤ b + η) /dy,
ψ2(ε) := P
y (W(1 − t) ∈ db,−ε ≤ m1−t(W) < M1−t(W) ≤ b + η) /db,
ψ3(ε) := P (W(1) ∈ db,−ε ≤ m(W) < M(W) ≤ b + η) /db.
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We easily obtain
ψ2(0) = P (y +W(1 − t) ∈ db,−y ≤ m1−t(W) < M1−t(W) ≤ b − y + η) /db = J˜(b),η2 (1 − t, y).
By using (79), we can see that limε↓0 ψi(ε) = 0 holds for i = 1, 3. On the other hand, we obtain
lim
ε↓0
∂
∂ε
ψ1(ε) = J
(b+η)
1
(t, y), lim
ε↓0
∂
∂ε
ψ3(ε) = J
(b+η)
1
(1, b) = J˜(b),η
by Lemma A.3. Therefore, it follows from L’Hoˆspital’s rule that
lim
ε↓0
P
(
B0→b|K+(−ε)(t) ∈ dy | M(B0→b|K+(−ε)) ≤ b + η
)
= lim
ε↓0
∂ψ1
∂ε
(ε)ψ2(ε) + ψ1(ε)
∂ψ2
∂ε
(ε)
∂ψ3
∂ε
(ε)
=
J
(b+η)
1
(t, y) J˜
(b),η
2
(1 − t, y)
J˜(b),η
dy.
On the other hand, because the weak convergence B0→b|K+(−ε) D−→ r0→b as ε ↓ 0 and Lemma 5.2 yield
lim
ε↓0
P(M(B0→b|K+(−ε)) ≤ b + η) = P(M(r0→b) ≤ b + η),
it follows from Corollary 1 and Lemma A.11 that
lim
ε↓0
∫
R
∣∣∣∣∣∣∣∣
P
(
B0→b|K+(−ε)(t) ∈ dy
)
P(M(B0→b|K+(−ε)) ≤ b + η)dy
−
P
(
r0→b(t) ∈ dy
)
P(M(r0→b) ≤ b + η)dy
∣∣∣∣∣∣∣∣ dy = 0.
Therefore, applying Lemma A.12 for
pε(y)dy = P
(
B0→b|K+(−ε)(t) ∈ dy | M(B0→b|K+(−ε)) ≤ b + η
)
,
p(y)dy =
J
(b+η)
1
(t, y) J˜
(b),η
2
(1 − t, y)
J˜(b),η
dy,
qε(y)dy =
P
(
B0→b|K+(−ε)(t) ∈ dy
)
P(M(B0→b|K+(−ε)) ≤ b + η)
, q(y)dy =
P
(
r0→b(t) ∈ dy
)
P(M(r0→b) ≤ b + η)dy ,
we obtain
lim
ε↓0
∫
R
|pε(y) − p(y)| dy = 0.
In particular, because
P
(
r0→b|K−(b+η)(t) ≤ y
)
= lim
ε↓0
P
(
B0→b|K+(−ε)(t) ≤ y | M(B0→b|K+(−ε)) ≤ b + η
)
holds by the weak convergence B0→b|K+(−ε) D−→ r0→b as ε ↓ 0, we obtain
P
(
r0→b|K−(b+η)(t) ≤ y
)
= lim
ε↓0
∫ y
0
pε(z)dz =
∫ y
0
p(z)dz
for all y ∈ (0, b). Hence, (42) holds.
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Now, let us prove (43). By the Markov property ofW, we have
P
(
B0→b|K+(−ε)(t) ∈ dy, B0→b|K+(−ε)(s) ∈ dx | M(B0→b|K+(−ε)) ≤ b + η
)
=
P (W(t) ∈ dy,W(s) ∈ dx,−ε ≤ m(W) < M(W) ≤ b + η,W(1) ∈ db)
P (−ε ≤ m(W) < M(W) ≤ b + η,W(1) ∈ db)
=
ψ4(ε)ψ5(ε)ψ6(ε)
ψ7(ε)
dxdy,
where
ψ4(ε) := P
y (W(1 − t) ∈ db,−ε ≤ m1−t(W) < M1−t(W) ≤ b + η) /db,
ψ5(ε) := P
x (W(t − s) ∈ dy,−ε ≤ mt−s(W) < Mt−s(W) ≤ b + η) /dy,
ψ6(ε) := P (W(s) ∈ dx,−ε ≤ ms(W) < Ms(W) ≤ b + η) /dx,
ψ7(ε) := ψ3(ε) = P (W(1) ∈ db,−ε ≤ m(W) < M(W) ≤ b + η) /db.
Thus, because we have
lim
ε↓0
ψ4(ε) = J˜
(b),η
2
(1 − t, y), lim
ε↓0
ψ5(ε) = J
(b+η)
3
(s, x, t, y), lim
ε↓0
ψ6(ε) = 0, lim
ε↓0
∂
∂ε
ψ6(ε) = J
(b+η)
1
(s, x),
by (79) and Lemma A.3, it follows that
lim
ε↓0
P
(
B0→b|K+(−ε)(t) ∈ dy, B0→b|K+(−ε)(s) ∈ dx | M(B0→b|K+(−ε)) ≤ b + η
)
= J˜
(b),η
2
(1 − t, y)J(b+η)
3
(s, x, t, y)
J
(b+η)
1
(s, x)
J˜(b),η
dxdy.
Now, in a similar manner to the proof of (42), we can prove
P
(
r0→b|K−(b+η)(t) ≤ y, r0→b|K−(b+η)(s) ≤ x
)
=
∫ x
0
∫ y
0
J˜
(b),η
2
(1 − t, v)J(b+η)
3
(s, u, t, v)
J
(b+η)
1
(s, u)
J˜(b),η
dudv
for all u, v ∈ (0, b). Therefore, for almost every x, y ∈ (0, b),
P
(
r0→b|K−(b+η)(t) ∈ dy, r0→b|K−(b+η)(s) ∈ dx
)
= J˜
(b),η
2
(1 − t, y)J(b+η)
3
(s, x, t, y)
J
(b+η)
1
(s, x)
J˜(b),η
dxdy
holds and hence (43) follows as
P
(
r0→b|K−(b+η)(t) ∈ dy | r0→b|K−(b+η)(s) = x
)
=
P
(
r0→b|K−(b+η)(t) ∈ dy, r0→b|K−(b+η)(s) ∈ dx
)
P
(
r0→b|K−(b+η)(s) ∈ dx
)
=
 J(b+η)1 (s, x) J˜(b),η2 (1 − s, x)
J˜(b),η
dx
−1 J˜(b),η2 (1 − t, y)J(b+η)3 (s, x, t, y) J(b+η)1 (s, x)
J˜(b),η
dxdy
=
J˜
(b),η
2
(1 − t, y) J(b+η)
3
(s, x, t, y)
J˜
(b),η
2
(1 − s, x)
dy.

Corollary 12. For 0 < s < t < 1 and x, y ∈ (0, b), we have
lim
η↓0
P
(
r0→b|K−(b+η)(t) ∈ dy
)
=
J
(b)
1
(t, y) J
(b)
2
(1 − t, y)
J(b)(b)
dy,
lim
η↓0
P
(
r0→b|K−(b+η)(t) ∈ dy
∣∣∣ r0→b|K−(b+η)(s) = x) = J(b)2 (1 − t, y) J(b)3 (s, x, t, y)
J
(b)
2
(1 − s, x)
dy.
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Proof. We easily obtain
lim
η↓0
J˜(b),η = 0, lim
η↓0
J˜
(b),η
2
(r, y) = 0, (r > 0),
lim
η↓0
J
(b+η)
1
(t, y) = J
(b)
1
(t, y), lim
η↓0
J
(b+η)
3
(s, x, t, y) = J
(b)
3
(s, x, t, y).
Furthermore, Lemma A.3 implies
∂
∂η
J˜(b),η =
∂
∂η
J
(b+η)
1
(1, b) = J
(b+η)
4
(1, b)→ J(b)
4
(1, b) = J(b)(b), η ↓ 0,
lim
η↓0
∂
∂η
J˜
(b),η
2
(r, y) = J
(b)
1
(r, b − y) = J(b)
2
(r, y), r > 0.
Therefore, taking η ↓ 0 in (42) and (43), we can obtain the results by L’Hoˆspital’s rule. 
It follows from Lemmas 6.2 and 6.3 below that the functions
hb(t, y) :=
J
(b)
1
(t, y) J
(b)
2
(1 − t, y)
J(b)(b)
, 0 < t < 1, 0 < y < b,
hb(s, x, t, y) :=
J
(b)
2
(1 − t, y) J(b)
3
(s, x, t, y)
J
(b)
2
(1 − s, x)
, 0 < s < t < 1, 0 < x, y < b
determine the probability distribution of a Markov process. By Propositions 7.5 and 7.6, we obtain Lemma 6.2.
Lemma 6.2. For each 0 < s < t < 1 and 0 < x < b, we have∫ b
0
hb(t, y)dy = 1,
∫ b
0
hb(s, x, t, y)dy = 1.
The following lemma implies that hb(s, x, t, y) satisfies the Chapman–Kolmogorov identity.
Lemma 6.3. For all 0 < s < t < u < 1 and x, z ∈ (0, b), it holds that
hb(s, x, u, z) =
∫ b
0
hb(s, x, t, y) hb(t, y, u, z)dy.
Proof. According to the definition of hb(s, x, t, y), the desired result is written as
J
(b)
2
(1 − u, z) J(b)
3
(s, x, u, z)
J
(b)
2
(1 − s, x)
=
∫ b
0
J
(b)
2
(1 − t, y) J(b)
3
(s, x, t, y)
J
(b)
2
(1 − s, x)
J
(b)
2
(1 − u, z) J(b)
3
(t, y, u, z)
J
(b)
2
(1 − t, y)
dy.
Therefore, we only have to show that
J
(b)
3
(s, x, u, z) =
∫ b
0
J
(b)
3
(s, x, t, y) J
(b)
3
(t, y, u, z)dy.
Because J
(b)
3
(s, x, u, z)dz = Px(W(u − s) ∈ dz, 0 ≤ mu−s(W) < Mu−s(W) ≤ b), by the Markov property ofW, this follows as
J
(b)
3
(s, x, u, z) = Px (W(u − s) ∈ dz, 0 ≤ mu−s(W) < Mu−s(W) ≤ b) /dz
=
∫ b
0
Px (W(u − s) ∈ dz, 0 ≤ mu−s(W) < Mu−s(W) ≤ b,W(t − s) ∈ dy) /dz
=
∫ b
0
Px (W(t − s) ∈ dy, 0 ≤ mt−s(W) < Mt−s(W) ≤ b)
× Py (W(u − t) ∈ dz, 0 ≤ mu−t(W) < Mu−t(W) ≤ b + η) /dz
=
∫ b
0
J
(b)
3
(s, x, t, y) J
(b)
3
(t, y, u, z)dy.

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Let H0→b = {H0→b(t)}t∈[0,1] denote the Markov process whose finite-dimensional distribution is determined by hb(s, x)dx
and hb(s, x, t, y)dy. Then, by Corollary 12 and Lemma A.13, we obtain the convergence r
0→b|K−(b+η) → H0→b as η ↓ 0
in the finite-dimensional distributional sense. Therefore, what remains to prove (1) is only the tightness of the family
{r0→b|K−(b+η)}0<η<η0 for some η0 > 0. Because J(b)(b) > 0 holds from Proposition 7.5, we obtain
lim
η↓0
|J(b)(b + η)| = |J(b)(b)| = J(b)(b).
Thus, we can take η1 > 0 so that |J(b)(b + η)| > J
(b)(b)
2
for all η ∈ (0, η1). Throughout this section, we fix such an η1 and denote
η0 := min{η1, 1}. (44)
For r > 0, we define
g(r, z) =
z
r
exp
(
− z
2
4r
)
, z ∈ R.
Then, by a simple calculation, we have
max
z∈R
|g(r, z)| = g(r,
√
2r) ∨
∣∣∣∣g(r,−√2r)∣∣∣∣ = √2r
r
exp
(
−2r
4r
)
< r−
1
2 . (45)
The following is in preparation for Lemma 6.5.
Lemma 6.4. Let 0 < η < η0 be fixed. Then, for all t, s, r ∈ (0, 1) with s < t and x, y, z ∈ (0, b + η], we have
(1) |J˜(b),η| > η J
(b)(b)
2
,
(2)
∣∣∣∣J(b+η)1 (r, z)∣∣∣∣ < 2
3 + 2 ∞∑
k=1
exp
(
−k2b2
) 1√
r
nr(z/
√
2),
(3)
∣∣∣∣J˜(b),η2 (r, z)∣∣∣∣ ≤ 2η(b + 1)r nr(b − z),
(4)
∣∣∣∣J(b+η)3 (s, x, t, y)∣∣∣∣ ≤ nt−s(y − x).
Proof. First, we prove inequality (1). According to Lemma A.3 and Taylor’s theorem, we can find θ ∈ (0, 1) so that
|J˜(b),η| = |J(b+η)
1
(1, b)| = η |J(b+θη)
4
(1, b)| = η |J(b)(b + θη)| > η J
(b)(b)
2
.
Second, we prove inequality (2). It follows by (45) that
|J(b+η)
1
(r, z)| ≤
∞∑
k=−∞
2 |g(r, z + 2k(b + η))| 1√
2pir
exp
(
− (z + 2k(b + η))
2
4r
)
<
2
√
r
√
2pir
∞∑
k=−∞
exp
(
− (z + 2k(b + η))
2
4r
)
=
2√
r
nr(z/
√
2)
∞∑
k=−∞
exp
(
−k
2(b + η)2 + k(b + η)z
r
)
. (46)
32
From (46), 0 < z ≤ b + η and k2 − k > (k − 1)2 holds for k ≥ 2, so we have
|J(b+η)
1
(r, z)| ≤ 2√
r
nr(z/
√
2)
∞∑
k=−∞
exp
(
− (k
2 − |k|)b2
r
)
=
2√
r
nr(z/
√
2)
1 + 2 ∞∑
k=1
exp
(
− (k
2 − k)b2
r
)
<
2√
r
nr(z/
√
2)
3 + 2 ∞∑
k=1
exp
(
−k
2b2
r
)
<
2√
r
3 + 2 ∞∑
k=1
exp
(
−k2b2
) nr(z/√2).
Third, we prove inequality (3). By [1] (11.10), we have
|J˜(b),η
2
(r, z)| = Pz (W(r) ∈ db, 0 ≤ mr(W) < Mr(W) ≤ b + η) /db
≤ Pz (W(r) ∈ db,Mr(W) ≤ b + η) /db
= nr(b − z)
(
1 − exp
(
−4η(b + η − z)
2r
))
≤ 2η(b + η − z)
r
nr(b − z)
for all 0 < z ≤ b + η.
Finally, we prove inequality (4), which follows from [1] (11.10) as
|J(b+η)
3
(s, x, t, y)| = Px (W(t − s) ∈ dy, 0 ≤ mt−s(W) < Mt−s(W) ≤ b + η) /dy
≤ Px (W(t − s) ∈ dy) /dy = nt−s(y − x).

Using Lemma 6.4, we obtain the following moment inequalities.
Lemma 6.5. For each m ∈ N, we can find a constant Cm > 0 depending only on m (and b) so that
(1) sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(r)∣∣∣2m] ≤ Cm 1
(1 − r) 32
rm−
1
2 , r ∈ (0, 1),
(2) sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(1 − r) − b∣∣∣2m] ≤ Cm 1
1 − r r
m−1, r ∈ (0, 1),
(3) sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(t) − r0→b|K−(b+η)(s)∣∣∣2m] ≤ Cm 1
(1 − t) 32 √s
|t − s|m, s, t ∈ (0, 1).
Proof. Let Ĉb = 2
(
3 + 2
∑∞
k=1 exp
(
−k2b2
))
. First, we prove inequality (1). By Lemma 6.4 (1)–(3), we have
P
(
r0→b|K−(b+η)(r) ∈ dz
)
<
2
ηJ(b)(b)
Ĉb
1√
r
nr(z/
√
2)
2η(b + 1)
1 − r n1−r(b − z)dz
≤ 4(b + 1)Ĉb
J(b)(b)
√
2pi
1√
r(1 − r)3
nr(z/
√
2)dz.
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Thus, it follows that
E
[∣∣∣r0→b|K−(b+η)(r)∣∣∣2m] = ∫ b+η
0
|z|2mP
(
r0→b|K−(b+η)(r) ∈ dz
)
≤ 4(b + 1)Ĉb
J(b)(b)
√
2pi
× 1
r
1
2 (1 − r) 32
∫
R
|z|2mnr(z/
√
2)dz
=
4(b + 1)Ĉb
J(b)(b)
√
2pi
× 2
m
√
2
r
1
2 (1 − r) 32
∫
R
|x|2mnr(x)dx
=
4(b + 1)Ĉb
J(b)(b)
√
2pi
2m
√
2(2m − 1)!! r
m− 1
2
(1 − r) 32
,
and inequality (1) holds.
Second, we prove inequality (2). Because Lemma 6.4 (1)–(3) yield
P
(
r0→b|K−(b+η)(1 − r) ∈ dz
)
<
2
ηJ(b)(b)
Ĉb
1√
1 − r
n1−r(z/
√
2)
2η(b + 1)
r
nr(b − z)dz
≤ 4(b + 1)Ĉb
J(b)(b)
√
2pi
1
r(1 − r)nr(b − z)dz,
inequality (2) is obtained as
E
[∣∣∣r0→b|K−(b+η)(1 − r) − b∣∣∣2m] = ∫ b+η
0
|z − b|2mP
(
r0→b|K−(b+η)(1 − r) ∈ dz
)
<
4(b + 1)Ĉb
J(b)(b)
√
2pi
1
r(1 − r)
∫ b+η
0
|z − b|2mnr(b − z)dz
≤ 4(b + 1)Ĉb
J(b)(b)
√
2pi
1
r(1 − r)
∫
R
|z|2mnr(z)dz
=
4(b + 1)Ĉb(2m − 1)!!
J(b)(b)
√
2pi
rm−1
1 − r .
Finally, we prove inequality (3). Using Lemma 6.4 (1)–(4), we obtain
P
(
r0→b|K−(b+η)(t) ∈ dy, r0→b|K−(b+η)(s) ∈ dx
)
= P
(
r0→b|K−(b+η)(t) ∈ dy | r0→b|K−(b+η)(s) = x
)
P
(
r0→b|K−(b+η)(s) ∈ dx
)
<
2
ηJ(b)(b)
Ĉb
1√
s
ns(x/
√
2)
2η(b + 1)
1 − t n1−t(b − y)nt−s(y − x)dxdy
≤ 4(b + 1)Ĉb
J(b)(b)
√
2pi
1
√
s(1 − t) 32
ns(x/
√
2)nt−s(y − x)dxdy.
Therefore, inequality (3) follows as
E
[∣∣∣r0→b|K−(b+η)(t) − r0→b|K−(b+η)(s)∣∣∣2m]
<
4(b + 1)Ĉb
J(b)(b)
√
2pi
1
√
s(1 − t) 32
∫
[0,b+η]2
|y − x|2mns(x/
√
2)nt−s(y − x)dxdy
<
4(b + 1)Ĉb
J(b)(b)
√
2pi
1
√
s(1 − t) 32
∫
R
(∫
R
|y − x|2mnt−s(y − x)dy
)
ns(x/
√
2)dx
=
4
√
2(b + 1)Ĉb(2m − 1)!!
J(b)(b)
√
2pi
|t − s|m
√
s(1 − t) 32
.

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The following is obtained by applying Lemma 6.5 (1) for m = 1 and Lemma 6.5 (3) for m = 2.
Corollary 13. (1) There exists ν > 0 that satisfies
sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(r)∣∣∣ν] < ∞, r ∈ [0, 1].
(2) For each u ∈
(
0, 1
2
)
, there exist α, β,C > 0 that satisfy
sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(t) − r0→b|K−(b+η)(s)∣∣∣α] ≤ C|t − s|1+β, t, s ∈ [u, 1 − u].
Therefore, for each u ∈
(
0, 1
2
)
, the family {pi[u,1−u] ◦ r0→b|K−(b+η)}0<η<η0 is tight.
Lemma 6.6. For each ξ > 0,
lim
u↓0
sup
0<η<η0
P
(
sup
0≤t≤u
∣∣∣r0→b|K−(b+η)(t)∣∣∣ > ξ) = 0, lim
u↓0
sup
0<η<η0
P
(
sup
1−u≤t≤1
∣∣∣r0→b|K−(b+η)(t) − b∣∣∣ > ξ) = 0
hold, where η0 is the number defined in (44).
Proof. Applying Lemma 6.5 (1)–(3) for m = 4, for all t, s, r ∈ (0, 1) with s < t, we have
sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(r)∣∣∣8] ≤ C4 1
(1 − r) 32
r
7
2 , (47)
sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(1 − r) − b∣∣∣8] ≤ C4 1
1 − r r
3, (48)
sup
0<η<η0
E
[∣∣∣r0→b|K−(b+η)(t) − r0→b|K−(b+η)(s)∣∣∣8] ≤ C4 1
(1 − t) 32 √s
|t − s|4. (49)
Let γ = 1
16
and let 0 < η < η0 and n ∈ N be fixed. We define
F
η
n =
{
max
1≤k≤2n−1
∣∣∣∣∣∣r0→b|K−(b+η)
(
k − 1
2n
)
− r0→b|K−(b+η)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
F˜
η
n =
{
max
2n−1≤k≤2n
∣∣∣∣∣∣r0→b|K−(b+η)
(
k − 1
2n
)
− r0→b|K−(b+η)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k, η) = P
(∣∣∣∣∣∣r0→b|K−(b+η)
(
k − 1
2n
)
− r0→b|K−(b+η)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
Then by Chebyshev’s inequality, we have
a(n, k, η) ≤ (2nγ)8E
∣∣∣∣∣∣r0→b|K−(b+η)
(
k − 1
2n
)
− r0→b|K−(b+η)
(
k
2n
)∣∣∣∣∣∣8
 , 1 ≤ k ≤ 2n. (50)
Therefore, using (47), (48), (49), and (50), we have
a(n, 1, η) ≤ 2 n2 C4(
1 − 1
2n
) 3
2
(
1
2n
) 7
2
≤ C42−n2−
n
2 , a(n, 2n, η) ≤ 2 n2C4 1(
1 − 1
2n
) ( 1
2n
)3
< C42
−n2−
n
2 ,
a(n, k, η) ≤ 2 n2
√(
2n
2n − k
)3√
2n
k − 1C4
(
1
2n
)4
≤ C42−n2−
n
2 , 2 ≤ k ≤ 2n − 1.
Thus, it follows that
P
(
F
η
n
)
≤
2n−1∑
k=1
a(n, k, η) ≤ C42−
n
2 , P
(
F˜
η
n
)
≤
2n∑
k=2n−1
a(n, k, η) ≤ C42−
n
2 .
Therefore, Lemmas A.15 and A.16 prove the desired results. 
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By Corollary 13 and Lemma 6.6, we can apply Theorem 9 for {r0→b|K−(b+η)}0<η<η0 and obtain the tightness of this family.
Hence, we have constructed the continuous Markov process {H0→b(t)}t∈[0,1] whose distribution is determined by (2) and
(3) and proved Theorem 1.
6.2 Construction by using Brownian bridge: Proof of Theorem 5
Since we have established the existence of Brownian house-moving H0→b in subsection 6.1, we only have to prove the weak
convergence B0→b|K(−ε,b+ε) D−→ H0→b as ε ↓ 0. To avoid complexity, functions used in this subsection are denoted as follows.
For t, s, r ∈ (0, 1) with s < t and x, y, z ∈ [−ε, b + ε],
L(b),ε ≔ P(W(1) ∈ db,−ε ≤ m1(W) < M1(W) ≤ b + ε)/db
=
∞∑
k=−∞
(n1(b + 2k(b + 2ε)) − n1(b + 2ε + 2k(b + 2ε))),
L
(b),ε
1
(r, z) ≔ P(W(r) ∈ dz,−ε ≤ mr(W) < Mr(W) ≤ b + ε)/dz
=
∞∑
k=−∞
(nr(z + 2k(b + 2ε)) − nr(2b − z + 2ε + 2k(b + 2ε))),
L
(b),ε
2
(r, z) ≔ L
(b),ε
1
(r, b − z)
=
∞∑
k=−∞
(nr(b − z + 2k(b + 2ε)) − nr(b + 2ε − z + 2k(b + 2ε))),
L
(b),ε
3
(s, x, t, y) ≔ Px(W(t − s) ∈ dy,−ε ≤ mt−s(W) ≤ Mt−s(W) ≤ b + ε)/dy
=
∞∑
k=−∞
(nt−s(y − x + 2k(b + 2ε)) − nt−s(y + x + 2ε + 2k(b + 2ε))).
Because H0→b is a Markov process, by Lemma A.13 and Corollary 14 below, we obtain the convergence B0→b|K(−ε,b+ε) →
H0→b as ε ↓ 0 in the finite-dimensional distributional sense.
Lemma 6.7. For 0 < s < t < 1 and x, y ∈ (−ε, b + ε),
P(B0→b|K(−ε,b+ε)(t) ∈ dy) =
L
(b),ε
1
(t, y) L
(b),ε
2
(1 − t, y)
L(b),ε
dy, (51)
P(B0→b|K(−ε,b+ε)(t) ∈ dy | B0→b|K(−ε,b+ε)(s) = x) =
L
(b),ε
2
(1 − t, y) L(b),ε
3
(s, x, t, y)
L
(b),ε
2
(1 − s, x)
dy. (52)
Proof. By the Markov property ofW, we have
P(B0→b|K(−ε,b+ε)(t) ∈ dy)
=
P(W(t) ∈ dy,mt(W) ≥ −ε,Mt(W) ≤ b + ε) Py(W(1 − t) ∈ db,m1−t(W) ≥ −ε,M1−t(W) ≤ b + ε)
P(W(1) ∈ db,m(W) ≥ −ε,M(W) ≤ b + ε)
=
L
(b),ε
1
(t, y) L
(b),ε
2
(1 − t, y)
L(b),ε
dy
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and
P
(
B0→b|K(−ε,b+ε)(t) ∈ dy | B0→b|K(−ε,b+ε)(s) = x
)
=
P (W(t) ∈ dy,W(s) ∈ dx,W(1) ∈ db,m(W) ≥ −ε,M(W) ≤ b + ε)
P (W(s) ∈ dx,W(1) ∈ db,m(W) ≥ −ε,M(W) ≤ b + ε)
=
Py(W(1 − t) ∈ db,m1−t(W) ≥ −ε,M1−t(W) ≤ b + ε) Px(W(t − s) ∈ dy,mt−s(W) ≥ −ε,Mt−s(W) ≤ b + ε)
Px(W(1 − s) ∈ db,m1−s(W) ≥ −ε,M1−s(W) ≤ b + ε)
=
L
(b),ε
2
(1 − t, y) L(b),ε
3
(s, x, t, y)
L
(b),ε
2
(1 − s, x)
dy.

Corollary 14. For 0 < s < t < 1 and x, y ∈ (0, b), we have
lim
ε↓0
P
(
B0→b|K(−ε,b+ε)(t) ∈ dy
)
= P
(
H0→b(t) ∈ dy
)
,
lim
ε↓0
P(B0→b|K(−ε,b+ε)(t) ∈ dy | B0→b|K(−ε,b+ε)(s) = x) = P
(
H0→b(t) ∈ dy | H0→b(s) = x
)
.
Proof. Lemma A.4 implies that
lim
ε↓0
L(b),ε = 0, lim
ε↓0
∂
∂ε
L(b),ε = 0, lim
ε↓0
∂2
∂ε2
L(b),ε = 2J(b)(b),
lim
ε↓0
L
(b),ε
1
(t, y) = 0, lim
ε↓0
∂
∂ε
L
(b),ε
1
(t, y) = J
(b)
1
(t, y),
lim
ε↓0
L
(b),ε
2
(1 − t, y) = 0, lim
ε↓0
∂
∂ε
L
(b),ε
2
(1 − t, y) = J(b)
2
(1 − t, y).
Therefore, using L’Hoˆspital’s rule, we obtain
lim
ε↓0
P(B0→b|K(−ε,b+ε)(t) ∈ dy) =
2J
(b)
1
(t, y) J
(b)
2
(1 − t, y)
2J(b)(b)
dy =
J
(b)
1
(t, y) J
(b)
2
(1 − t, y)
J(b)(b)
dy.
In addition, because
lim
ε↓0
L
(b),ε
3
(s, x, t, y) =
∞∑
k=−∞
(nt−s(y − x + 2kb) − nt−s(y + x + 2kb)) = J(b)3 (s, x, t, y)
holds, L’Hoˆspital’s rule yields
lim
ε↓0
P(B0→b|K(−ε,b+ε)(t) ∈ dy | B0→b|K(−ε,b+ε)(s) = x) =
J
(b)
2
(1 − t, y) J(b)
3
(s, x, t, y)
J
(b)
2
(1 − s, x)
dy.

Next, we prove the tightness of the family {B0→b|K(−ε,b+ε)}0<ε<ε0 for some ε0. To this end, we prepare the following notation.
Lemma A.4 implies that
lim
ε↓0
∂2
∂ε2
L(b),ε = 2J(b)(b).
Thus, we can take ε1 > 0 so that
inf
0<ε<ε1
∂2
∂ε2
L(b),ε > J(b)(b)
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holds. Throughout this section, we fix such an ε1 and denote
ε0 := min{ε1, 1}. (53)
The following is in preparation for Lemma 6.9.
Lemma 6.8. Let 0 < ε < ε0. Then for all 0 < r < 1 and z ∈ (−ε, b + ε), we have
(1) L(b),ε >
ε2J(b)(b)
2
, (2) L
(b),ε
1
(r, z) <
2ε(b + 2)
r
nr(z), (3) L
(b),ε
2
(r, z) <
2ε(b + 2)
r
nr(b − z).
Proof. Let f (ε) = L(b),ε. By Taylor’s theorem, there exists θ ∈ (0, 1) that satisfies
L(b),ε = f (ε) =
ε2
2!
f ′′(θε) >
ε2J(b)(b)
2
,
and hence (1) holds.
Second, we prove inequalities (2) and (3). For −ε ≤ z ≤ b + ε, we have
L
(b),ε
1
(r, z) ≤ P (W(r) ∈ dz,mr(W) ≥ −ε) /dz
= nr(z) − nr(z + 2ε)
≤ 2ε(z + ε)
r
nr(z)
≤ 2ε(b + 2)
r
nr(z)
by Lemma A.2 and the inequality 1 − e−x ≤ x (x ≥ 0). Then, we also obtain
L
(b),ε
2
(r, z) = L
(b),ε
1
(r, b − z) ≤ 2ε(b + 2)
r
nr(b − z).

Using Lemma 6.8, we obtain the following moment inequalities.
Lemma 6.9. For each m ∈ N, we can find a constant Cm > 0 depending on only m (and b) so that
(1) sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(r)∣∣∣2m] ≤ Cm 1
(1 − r) 32
rm−1, r ∈ (0, 1),
(2) sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(1 − r) − b∣∣∣2m] ≤ Cm 1
(1 − r) 32
rm−1, r ∈ (0, 1),
(3) sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(t) − B0→b|K(−ε,b+ε)(s)∣∣∣2m] ≤ Cm 1
s(1 − t) 32
|t − s|m, s, t ∈ (0, 1).
Proof. Let C =
8(b + 2)2
J(b)(b)
√
2pi
. First, we prove inequalities (1) and (2). Combining (51) and Lemma 6.8, we obtain
P
(
B0→b|K(−ε,b+ε)(r) ∈ dz
)
≤ 2
ε2J(b)(b)
2ε(b + 2)
1 − r n1−r(b − z)
2ε(b + 2)
r
nr(z)dz ≤ C
r(1 − r) 32
nr(z)dz,
P
(
B0→b|K(−ε,b+ε)(1 − r) ∈ dz
)
≤ 2
ε2J(b)(b)
2ε(b + 2)
r
nr(b − z)2ε(b + 2)
1 − r n1−r(z)dz <
C
r(1 − r) 32
nr(b − z)dz.
Thus, it follows that
E
[∣∣∣B0→b|K(−ε,b+ε)(r)∣∣∣2m] ≤ C
r(1 − r) 32
∫
R
|z|2mnr(z)dz = C
(1 − r) 32
(2m − 1)!!rm−1,
E
[∣∣∣B0→b|K(−ε,b+ε)(1 − r) − b∣∣∣2m] ≤ C
r(1 − r) 32
∫
R
|z − b|2mnr(b − z)dz = C
(1 − r) 32
(2m − 1)!!rm−1.
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Second, we prove inequality (3). We can deduce L
(b),ε
3
(s, x, t, y) < nt−s(y − x) in a similar manner to Lemma 6.4 (4).
Therefore, combining (51) and (52), we obtain
P
(
B0→b|K(−ε,b+ε)(t) ∈ dy, B0→b|K(−ε,b+ε)(s) ∈ dx
)
= P
(
B0→b|K(−ε,b+ε)(t) ∈ dy | B0→b|K(−ε,b+ε)(s) = x
)
P
(
B0→b|K(−ε,b+ε)(s) ∈ dx
)
=
L
(b),ε
2
(1 − t, y) L(b),ε
3
(s, x, t, y) L
(b),ε
1
(s, x)
L(b),ε
dxdy
≤ 2
ε2J(b)(b)
2ε(b + 2)
1 − t n1−t(y)nt−s(y − x)
2ε(b + 2)
s
ns(x)dxdy
≤ C
s(1 − t) 32
nt−s(y − x)ns(x)dxdy.
Hence, inequality (3) follows as
E
[∣∣∣B0→b|K(−ε,b+ε)(t) − B0→b|K(−ε,b+ε)(s)∣∣∣2m]
<
C
s(1 − t) 32
∫ b+ε
−ε
(∫ b+ε
−ε
|y − x|2mnt−s(y − x)dy
)
ns(x)dx
≤ C
s(1 − t) 32
∫
R
(∫
R
|y − x|2mnt−s(y − x)dy
)
ns(x)dx
=
C
s(1 − t) 32
(2m − 1)!!|t − s|m.

The following is obtained by applying Lemma 6.9 (1) for m = 1 and Lemma 6.9 (3) for m = 2.
Corollary 15. (1) There exists ν > 0 that satisfies
sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(r)∣∣∣ν] < ∞, r ∈ [0, 1].
(2) For each u ∈
(
0, 1
2
)
, there exist α, β,C > 0 that satisfy
sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(t) − B0→b|K(−ε,b+ε)(s)∣∣∣α] ≤ C|t − s|1+β.
Therefore, for each u ∈
(
0, 1
2
)
, the family {pi[u,1−u] ◦ B0→b|K(−ε,b+ε)}0<ε<ε0 is tight.
Lemma 6.10. For each ξ > 0,
lim
u↓0
sup
0<ε<ε0
P
(
sup
0≤t≤u
∣∣∣B0→b|K(−ε,b+ε)(t)∣∣∣ > ξ) = 0, lim
u↓0
sup
0<ε<ε0
P
(
sup
1−u≤t≤1
∣∣∣B0→b|K(−ε,b+ε)(t) − b∣∣∣ > ξ) = 0
hold, where ε0 is the number defined in (53).
Proof. Applying Lemma 6.9 (1)–(3) for m = 5, for all t, s, r ∈ (0, 1) with s < t, we have
sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(r)∣∣∣10] ≤ C5 1
(1 − r) 32
r4, (54)
sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(1 − r) − b∣∣∣10] ≤ C5 1
(1 − r) 32
r4, (55)
sup
0<ε<ε0
E
[∣∣∣B0→b|K(−ε,b+ε)(t) − B0→b|K(−ε,b+ε)(s)∣∣∣10] ≤ C5 1
s(1 − t) 32
|t − s|5. (56)
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Let γ = 1
20
and let 0 < ε < ε0 and n ∈ N be fixed. We define
Fεn =
{
max
1≤k≤2n−1
∣∣∣∣∣∣B0→b|K(−ε,b+ε)
(
k − 1
2n
)
− B0→b|K(−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
F˜εn =
{
max
2n−1≤k≤2n
∣∣∣∣∣∣B0→b|K(−ε,b+ε)
(
k − 1
2n
)
− B0→b|K(−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k, ε) = P
(∣∣∣∣∣∣B0→b|K(−ε,b+ε)
(
k − 1
2n
)
− B0→b|K(−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
Then, by Chebyshev’s inequality, we have
a(n, k, ε) ≤ (2nγ)10E
∣∣∣∣∣∣B0→b|K(−ε,b+ε)
(
k − 1
2n
)
− B0→b|K(−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣10
 , 1 ≤ k ≤ 2n. (57)
Therefore, using (54), (55), (56), and (57), we have
a(n, 1, ε) ≤ 2 n2 C5(
1 − 1
2n
) 3
2
(
1
2n
)4
< C52
−n2−
n
2 , a(n, 2n, ε) ≤ 2 n2C5
1(
1 − 1
2n
) ( 1
2n
)4
< C52
−n2−
n
2 ,
a(n, k, ε) ≤ 2 n2
√(
2n
2n − k
)3
2n
k − 1C5
(
1
2n
)5
≤ C52−n2−
n
2 , 2 ≤ k ≤ 2n − 1.
Thus, it follows that
P
(
Fεn
) ≤ 2n−1∑
k=1
a(n, k, ε) ≤ C52−
n
2 , P
(
F˜εn
)
≤
2n∑
k=2n−1
a(n, k, ε) ≤ C52−
n
2 .
Therefore, Lemmas A.15 and A.16 prove the desired results. 
By Corollary 15 and Lemma 6.10, we can apply Theorem 9 for {B0→b|K(−ε,b+ε)}0<ε<ε0 and obtain the tightness of this family.
As a result, Theorem 5 is obtained by Theorem 8.
6.3 Construction by using Brownian motion: Proof of Theorem 6
In this subsection, we prove Theorem 6. To this end, it suffices to show the following conditions:
[T6] the family {W |K(−ε,b+ε)∩I1(b−ε,b+ε)}0<ε<ε0 is tight for some ε0 > 0;
[F6] the finite-dimensional distribution ofW |K(−ε,b+ε)∩I1(b−ε,b+ε) converges to that of H0→b as ε ↓ 0.
To avoid complexity, we use the following notation:
Gε1(r, z) ≔ P(W(r) ∈ dz,−ε < mr(W) < Mr(W) < b + ε)/dz,
Gε2(r, z) ≔ P
z(b − ε < W(r) < b + ε,−ε < mr(W) < Mr(W) < b + ε),
Gε3(s, x, t, y) ≔ P
x(W(t − s) ∈ dy,−ε < mt−s(W) < Mt−s(W) < b + ε)/dy.
Lemma 6.11. For 0 < s < t < 1 and x, y ∈ (−ε, b + ε), we have
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy) =
Gε
1
(t, y) Gε
2
(1 − t, y)
Gε
2
(1, 0)
dy,
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy |W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s) = x) =
Gε
3
(s, x, t, y) Gε
2
(1 − t, y)
Gε
2
(1 − s, x) dy.
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Proof. By the Markov property ofW, we have
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy)
=
P(−ε < m(W) < M(W) < b + ε,W(t) ∈ dy, b − ε < W(1) < b + ε)
P(−ε < m(W) < M(W) < b + ε, b − ε < W(1) < b + ε)
= P(−ε < mt(W) < Mt(W) < b + ε,W(t) ∈ dy)
× Py(−ε < m1−t(W) < M1−t(W) < b + ε, b − ε < W(1 − t) < b + ε)
× P(−ε < m(W) < M(W) < b + ε, b − ε < W(1) < b + ε)−1
=
Gε
1
(t, y) Gε
2
(1 − t, y)
Gε
2
(1, 0)
dy
and
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy |W |K(−ε,b+ε)∩I1 (b−ε,b+ε)(s) = x)
=
P(−ε < m(W) < M(W) < b + ε,W(s) ∈ dx,W(t) ∈ dy, b − ε < W(1) < b + ε)
P(−ε < m(W) < M(W) < b + ε,W(s) ∈ dx, b − ε < W(1) < b + ε)
=
Px(−ε < m1−s(W) < M1−s(W) < b + ε,W(t − s) ∈ dy, b − ε < W(1 − s) < b + ε)
Px(−ε < m1−s(W) < M1−s(W) < b + ε, b − ε < W(1 − s) < b + ε)
= Px(−ε < mt−s(W) < Mt−s(W) < b + ε,W(t − s) ∈ dy)
× Py(−ε < m1−t(W) < M1−t(W) < b + ε, b − ε < W(1 − s) < b + ε)
× Px(−ε < m1−s(W) < M1−s(W) < b + ε, b − ε < W(1 − s) < b + ε)−1
=
Gε
3
(s, x, t, y) Gε
2
(1 − t, y)
Gε
2
(1 − s, x) dy.

By Lemmas A.5 and A.5, we can show the following lemma.
Lemma 6.12. For 0 < r < 1, 0 < s < t < 1, and z ∈ [0, b], we have
(1) lim
ε↓0
Gε1(r, z) = 0, lim
ε↓0
∂
∂ε
Gε1(r, z) = J
(b)
1
(r, z),
(2) lim
ε↓0
Gε2(r, z) = lim
ε↓0
∂
∂ε
Gε2(r, z) = 0, lim
ε↓0
∂2
∂ε2
Gε2(r, z) = 4J
(b)
2
(r, z),
(3) lim
ε↓0
Gε2(1, 0) = lim
ε↓0
∂
∂ε
Gε2(1, 0) = lim
ε↓0
∂2
∂ε2
Gε2(1, 0) = 0, lim
ε↓0
∂3
∂ε3
Gε2(1, 0) = 12J
(b)(b),
(4) lim
ε↓0
Gε3(s, x, t, y) = J
(b)
3
(s, x, t, y).
Corollary 16. For 0 < s < t < 1 and x, y ∈ (0, b), we have
lim
ε↓0
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy) =
J
(b)
1
(t, y) J
(b)
2
(1 − t, y)
J(b)(b)
dy,
lim
ε↓0
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy | W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s) = x) =
J
(b)
2
(1 − t, y) J(b)
3
(s, x, t, y)
J
(b)
2
(1 − s, x)
dy.
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Proof. L’Hoˆspital’s rule and Lemmas 6.11 and 6.12 imply
lim
ε↓0
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy) =
limε↓0
{
3
∂
∂ε
Gε
1
(t, y)
∂2
∂ε2
Gε
2
(1 − t, y)
}
limε↓0
∂3
∂ε3
Gε
2
(1, 0)
dy
=
3J
(b)
1
(t, y) · 4J(b)
2
(1 − t, y)
12J(b)(b)
dy
and
lim
ε↓0
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy | W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s) = x) =
limε↓0
{
Gε
3
(s, x, t, y)
∂2
∂ε2
Gε
2
(1 − t, y)
}
limε↓0
∂2
∂ε2
Gε
2
(1 − s, x)
=
J
(b)
3
(s, x, t, y) · 4J(b)
2
(1 − t, y)
4J
(b)
2
(1 − s, x)
dy.
Thus, we obtain our assertion. 
According to Lemma 6.12, we can find ε1 > 0 so that
inf
ε∈(0,ε1)
∣∣∣∣∣∣ ∂3∂ε3Gε2(1, 0)
∣∣∣∣∣∣ ≥ 6J(b)(b) > 0
holds. For this ε1, we set
ε0 ≔ min{ε1, 1}. (58)
Lemma 6.13. For each 0 < ε < ε0, 0 < r < 1, 0 < s < t < 1, and x, y, z ∈ (−ε, b + ε), we have
(1) |Gε1(r, z)| ≤
2ε(b + 2)
r
nr(z),
(2) |Gε2(r, z)| ≤
48(b + 1)√
2pir3
ε2,
(3) |Gε2(1, 0)| ≥ ε3J(b)(b),
(4) |Gε3(s, x, t, y)| ≤ nt−s(y − x).
Proof. (1) is obtained by Lemma 6.8 (2), and (4) is obtained by Lemma 6.4 (4). Let f (ε) = Gε
2
(1, 0). Then, by Taylor’s
theorem, there exists some θ ∈ (0, 1) that satisfies
| f (ε)| = ε
3
3!
∣∣∣ f ′′′(θε)∣∣∣ .
Therefore, by the definition of ε0, (3) follows.
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Finally, we prove (2), which follows from the inequality
Gε2(r, z) = P
z(−ε < mr(W) < Mr(W) < b + ε, b − ε < W(r) < b + ε)
≤ Pz(b − ε < W(r) < Mr(W) < b + ε)
=
∫ b−z+ε
b−z−ε
(∫ b−z+ε
a∨0
2(2c − a)√
r
nr(2c − a)dc
)
da
≤
∫
[b−z−ε,b−z+ε]2
2(2|c| + |a|)√
r
nr(2c − a)dadc
≤ 12(b + 1)√
r
∫
[b−z−ε,b−z+ε]2
nr(2c − a)dadc
≤ 12(b + 1)√
2pir3
∫
[b−z−ε,b−z+ε]2
dadc
≤ 48(b + 1)√
2pir3
ε2.

Corollary 17. For every 0 < ε < ε0, 0 < s < t < 1, we have
(1) P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy) ≤
96(b + 1)(b + 2)
J(b)(b)
√
2pi
nt(y)
t(1 − t) 32
dy,
(2) P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s) ∈ dx,W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy) ≤
96(b + 1)(b + 2)
J(b)(b)
√
2pi
nt−s(y − x)ns(x)
s(1 − t) 32
dxdy,
(3) P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy,W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1) ∈ dz) ≤ 1(b−ε,b+ε)(z)
8(b + 2)(b + 4)
εJ(b)(b)
nt(y)n1−t(z − y)
t(1 − t) dydz.
Proof. (1) and (2) follow from Lemmas 6.11 and 6.13 as
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy) =
Gε
1
(t, y) Gε
2
(1 − t, y)
Gε
2
(1, 0)
dy
≤ 2ε(b + 2)
t
nt(y)
48(b + 1)√
2pi(1 − t)3
ε2
1
ε3J(b)(b)
dy
≤ 96(b + 1)(b + 2)
J(b)(b)
√
2pi
nt(y)
t(1 − t) 32
dy
and
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s) ∈ dx,W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy)
= P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy |W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s) = x)
× P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s) ∈ dx)
=
Gε
3
(s, x, t, y) Gε
2
(1 − t, y) Gε
2
(s, x)
Gε
2
(1, 0)
dy
≤ nt−s(y − x) 48(b + 1)√
2pi(1 − t)3
ε2
2ε(b + 2)
s
ns(x)
1
ε3J(b)(b)
dxdy
=
96(b + 1)(b + 2)
J(b)(b)
√
2pi
nt−s(y − x)ns(x)
s(1 − t) 32
dxdy.
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By the Markov property ofW, the left-hand side of (3) is given by
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy,W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1) ∈ dz)
= P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1) ∈ dz |W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) = y) P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy)
=
Py(−ε < m1−t(W) < M1−t(W) < b + ε,W(1 − t) ∈ dz,W ∈ I1(b − ε, b + ε))
Gε
2
(1 − t, y)
Gε
1
(t, y) Gε
2
(1 − t, y)
Gε
2
(1, 0)
dy
=
Gε
1
(t, y)Py(−ε < m1−t(W) < M1−t(W) < b + ε,W(1 − t) ∈ dz,W ∈ I1(b − ε, b + ε))
Gε
2
(1, 0)
dy.
For y ∈ (−ε, b + ε) and z ∈ (b − ε, b + ε), we have
0 ≤ 2b − z − y + 2ε ≤ 2(z + ε) − z − y + 2ε = z − y + 4ε, 2ε + z − y ≥ 2ε + (b − ε) − (b + ε) = 0. (59)
Combining (59) and the inequality 1 − e−x ≤ x, x ≥ 0, we obtain
n1−t(z − y) − n1−t(2b − z − y + 2ε) ≤ n1−t(z − y) − n1−t(z − y + 4ε)
= n1−t(z − y)
(
1 − exp
(
−4ε(z − y) + 8ε
2
1 − t
))
≤ 4ε(z − y + 2ε)
1 − t n1−t(z − y)
≤ 4ε(b + 4)
1 − t n1−t(z − y).
Thus, it follows that
Py(−ε < m1−t(W) < M1−t(W) < b + ε,W(1 − t) ∈ dz,W ∈ I1(b − ε, b + ε))
≤ 1(b−ε,b+ε)(z)Py(M1−t(W) < b + ε,W(1 − t) ∈ dz)
= 1(b−ε,b+ε)(z) {n1−t(z − y) − n1−t(2b − z − y + 2ε)} dz
≤ 1(b−ε,b+ε)(z)
4ε(b + 4)
1 − t n1−t(z − y)dz.
Therefore, we obtain
P(W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) ∈ dy,W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1) ∈ dz)
≤ 2ε(b + 2)
t
nt(y)1(b−ε,b+ε)(z)
4ε(b + 4)
1 − t n1−t(z − y)
1
ε3J(b)(b)
dydz
≤ 1(b−ε,b+ε)(z)
8(b + 2)(b + 4)
εJ(b)(b)
nt(y)n1−t(z − y)
t(1 − t) dydz
by Lemma 6.13, and (3) follows. 
Lemma 6.14. For each m ∈ N, we can find a constant Cm > 0 depending only on m (and b) so that
(1) sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(r)∣∣∣2m] ≤ Cm rm−1√
(1 − r)3
, r ∈ (0, 1),
(2) sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1 − r) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1)∣∣∣2m] ≤ Cm rm− 321 − r , r ∈ (0, 1),
(3) sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s)∣∣∣2m] ≤ Cm
s
√
(1 − t)3
|t − s|m− 12 , s, t ∈ (0, 1).
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Proof. Let C ≔
96(b + 2)(b + 4)
J(b)(b)
and 0 < ε < ε0. First, we prove (1). Since y
2m exp
(
− y2
4r
)
≤ m!(4r)m holds, by Corollary 17
(1), we obtain
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(r)∣∣∣2m] ≤ C√
2pir(1 − r) 32
∫
R
y2mnr(y)dy
≤ C√
2pir(1 − r) 32
max
z≥0
{
z2m exp
(
− z
2
4r
)} ∫
R
nr(y/
√
2)dy
=
4mmme−mC√
pi
rm−1
(1 − r) 32
,
and hence (1) holds.
Second, we prove (2). It follows from Corollary 17 (3) that
E
[∣∣∣W |K(−ε,b+ε)∩I1 (b−ε,b+ε)(1 − r) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1)∣∣∣2m] ≤ Cεr(1 − r)
∫
R
(∫ b+ε
b−ε
(z − y)2mnr(z − y)dz
)
n1−r(y)dy
≤ C
εr(1 − r)2εmaxx≥0
{
x2mnr(x)
} ∫
R
n1−r(y)dy
=
2m+1mme−mC√
2pi
rm−
3
2
1 − r ,
and hence (2) holds.
Finally, we prove (3). By Corollary 17 (2), we have
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s)∣∣∣2m] ≤ C
s
√
2pi(1 − t)3
∫
[−ε,b+ε]2
(y − x)2mns(x)nt−s(y − x)dxdy
≤ C
s
√
2pi(1 − t)3
(b + 2)max
z≥0
{
z2mnt−s(z)
} ∫
[−ε,b+ε]
ns(x)dx
≤ 2
m−1mme−m(b + 2)C
pi
|t − s|m− 12
s
√
(1 − t)3
and hence (3) holds. 
The following is obtained by applying Lemma 6.14 (1) for m = 1 and Lemma 6.14 (3) for m = 2.
Corollary 18. (1) There exists ν > 0 that satisfies
sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(r)∣∣∣ν] < ∞, r ∈ (0, 1).
(2) For each u ∈
(
0, 1
2
)
, there exist α, β,C > 0 that satisfy
sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s)∣∣∣α] ≤ C|t − s|1+β, t, s ∈ [u, 1 − u].
Therefore, for each u ∈
(
0, 1
2
)
, the family {pi[u,1−u] ◦W |K(−ε,b+ε)∩I1(b−ε,b+ε)}0<ε<ε0 is tight.
Lemma 6.15. For each ξ > 0,
lim
u↓0
sup
0<ε<ε0
P
(
sup
0≤t≤u
∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t)∣∣∣ > ξ) = 0,
lim
u↓0
sup
0<ε<ε0
P
(
sup
1−u≤t≤1
∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1)∣∣∣ > ξ) = 0
hold, where ε0 is the number defined in (58).
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Proof. Applying Lemma 6.14 (1)–(3) for m = 9, for all 0 < r < 1 and 0 < s < t < 1, we have
sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(r)∣∣∣18] ≤ C9 r8√
(1 − r)3
, (60)
sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1 − r) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(1)∣∣∣18] ≤ C9 r 1521 − r , (61)
sup
0<ε<ε0
E
[∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)(t) −W |K(−ε,b+ε)∩I1(b−ε,b+ε)(s)∣∣∣18] ≤ C9
s
√
(1 − t)3
|t − s| 172 . (62)
Let γ = 1
4
and let 0 < ε < ε0 and n ∈ N be fixed. We define
Fεn =
{
max
1≤k≤2n−1
∣∣∣∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)
(
k − 1
2n
)
−W |K(−ε,b+ε)∩I1 (b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
F˜εn =
{
max
2n−1≤k≤2n
∣∣∣∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)
(
k − 1
2n
)
−W |K(−ε,b+ε)∩I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k, ε) = P
(∣∣∣∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)
(
k − 1
2n
)
−W |K(−ε,b+ε)∩I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
Then, by Chebyshev’s inequality, we have
a(n, k, ε) ≤ (2nγ)18E
∣∣∣∣∣∣W |K(−ε,b+ε)∩I1(b−ε,b+ε)
(
k − 1
2n
)
−W |K(−ε,b+ε)∩I1(b−ε,b+ε)
(
k
2n
)∣∣∣∣∣∣18
 , 1 ≤ k ≤ 2n. (63)
Therefore, using (60), (61), (62), and (63), we have
a(n, 1, ε) ≤ 2 92 nC9 1√(
1 − 1
2n
)3
(
1
2n
)8
≤ 2 32C92
9
2
n2−8n = 2
3
2C92
− 7
2
n,
a(n, 2n, ε) ≤ 2 92 nC9 1
1 − 1
2n
(
1
2n
) 15
2
≤ 2C92
9
2
n2−
15
2
n
= 2C92
−3n,
a(n, k, ε) ≤ 2 92 n C9
k−1
2n
√(
1 − k
2n
)3
(
1
2n
) 17
2
≤ C92
9
2
n2n2
3
2
n2−
17
2
n
= C92
− 3
2
n, 2 ≤ k ≤ 2n − 1.
Thus, it follows that
P
(
Fεn
) ≤ 2n−1∑
k=1
a(n, k, ε) ≤ 4C92−
n
2 , P
(
F˜εn
)
≤
2n∑
k=2n−1
a(n, k, ε) ≤ 4C92−
n
2 .
Therefore, Lemmas A.15 and A.16 prove the desired results. 
By Corollary 18 and Lemma 6.15, we can apply Theorem 9 for {W |K(−ε,b+ε)∩I1(b−ε,b+ε)}0<ε<ε0 and obtain [T6]. In addition,
combining Lemma A.13, Corollary 16, and Proposition A.1, we obtain [F6].
6.4 Proof of Proposition 1.2
The proof is similar to that in Chapter 2, Theorem 2.8 in [7]. We fix γ ∈
(
0, 1
2
)
. Then we can find m0 ∈ N so that γ < m0−32m0
holds. For this m0, combining Theorem 1, Skorohod’s theorem, Fatou’s lemma, and Lemma 6.5, we can take a positive
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number Cm0 that satisfies
E
[∣∣∣H0→b(r)∣∣∣2m0] ≤ Cm0 1
(1 − r) 32
rm0−
1
2 ,
E
[∣∣∣H0→b(1 − r) − b∣∣∣2m0 ] ≤ Cm0 11 − r rm0−1,
E
[∣∣∣H0→b(t) − H0→b(s)∣∣∣2m0] ≤ Cm0 1
(1 − t) 32 √s
|t − s|m0
for all t, s, r ∈ (0, 1) with s < t. Now, for n ∈ N, we define
Fn =
{
max
1≤k≤2n
∣∣∣∣∣∣H0→b
(
k − 1
2n
)
− H0→b
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
}
,
a(n, k) = P
(∣∣∣∣∣∣H0→b
(
k − 1
2n
)
− H0→b
(
k
2n
)∣∣∣∣∣∣ ≥ 2−nγ
)
, 1 ≤ k ≤ 2n.
Then Chebyshev’s inequality yields
a(n, 1) ≤ 22nm0γE
[∣∣∣H0→b(1/2n)∣∣∣2m0] ≤ 4Cm022nm0γ(2−n)m0−1/2 ≤ 4Cm0 × 2−n(m0−2−2m0γ),
a(n, 2n) ≤ 22nm0γE
[∣∣∣H0→b(1 − 1/2n) − b∣∣∣2m0] ≤ 2Cm0 × 22nm0γ(2−n)m0−1 ≤ 4Cm0 × 2−n(m0−2−2m0γ)
and for 2 ≤ k ≤ 2n − 1,
a(n, k) ≤ 22nm0γE
[∣∣∣H0→b((k − 1)/2n) − H0→b(k/2n)∣∣∣2m0] ≤ 22nCm0 × 22nm0γ(2−n)m0 ≤ 4Cm0 × 2−n(m0−2−2m0γ),
respectively. Therefore, P(Fn) ≤ 4Cm0 × 2−n(m0−3−2m0γ) and since m0 − 3 − 2m0γ > 0, we have P
(
lim infn→∞ Fcn
)
= 1 by the
first Borel–Cantelli lemma. If ω ∈ lim infn→∞ Fcn, then there exists n∗(ω) ∈ N such that ω ∈
⋂
n≥n∗(ω) Fcn. For n ≥ n∗(ω), we
can deduce that ∣∣∣H0→b(t) − H0→b(s)∣∣∣ ≤ 2 ∞∑
j=n+1
2−γ j =
2
1 − 2−γ 2
−(n+1)γ, 0 < t − s < 2−n.
Now, let t, s ∈ [0, 1] satisfy 0 < t − s < 2−n∗(ω) and choose n ≥ n∗(ω) so that 2−(n+1) ≤ t − s < 2−n. Then the above inequality
yields ∣∣∣H0→b(t) − H0→b(s)∣∣∣ ≤ 2
1 − 2−γ |t − s|
γ ,
and hence H0→b is locally Ho¨lder-continuous with exponent γ for ω ∈ lim infn→∞ Fcn. 
7 Generalization of Brownian meander, BES(3)-bridge, and Brownian house-
moving
Let 0 ≤ t1 < t2 ≤ 1. Throughout this section, we use the following notation.
For a, b ∈ R, c ≥ 0, and d > 0, W[t1 ,t2], W+[t1 ,t2], Ba→b[t1,t2], and rc→d[t1,t2] denote a Brownian motion, a Brownian meander, the
Brownian bridge from a to b, and the BES(3)-bridge from c to d defined on [t1, t2], respectively.
Let g− and g+ be C2-functions on [0, 1] satisfying min0≤t≤1(g+(t) − g−(t)) > 0. According to the values g−(t1) ≤ a ≤ g+(t1)
and g−(t2) ≤ b ≤ g+(t2), the continuous process Xa,b,(g
−,g+)
[t1 ,t2]
on [t1, t2] is defined to be as follows (see also Lemma 7.1 below):
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• in the case a = g−(t1), b < g+(t2), the weak limit of Ba→b[t1,t2]|K[t1 ,t2](g−−ε,g+) as ε ↓ 0;
• in the case a > g−(t1), b = g+(t2), the weak limit of Ba→b[t1,t2]|K[t1 ,t2](g− ,g++η) as η ↓ 0;
• in the case g−(t1) < a < g+(t1), g−(t2) < b < g+(t2), the conditioned process Ba→b[t1,t2]|K[t1 ,t2](g− ,g+).
In addition, according to the value g−(t1) ≤ a, the continuous process Xa,(g
−,g+)
[t1,t2]
on [t1, t2] is defined as follows (see also
Lemma 7.2 below):
• in the case g−(t1) = a, the weak limit of
(
a +W[t1,t2]
) |K[t1 ,t2](g−−ε,g+) as ε ↓ 0;
• in the case g−(t1) < a, the conditioned process
(
a +W[t1,t2]
) |K[t1 ,t2](g− ,g+).
For a continuous process X on [t1, t2] and an R-valued C
2-function g on [t1, t2], we define
Z
g
[t1 ,t2]
(X) := exp
{
g′(t2)X(t2) − g′(t1)X(t1) −
∫ t2
t1
X(u)g′′(u)du − 1
2
∫ t2
t1
g′(u)2du
}
.
Therefore, if X isW[t1 ,t2], then it follows from Itoˆ’s formula that
Z
g
[t1 ,t2]
(W[t1,t2]) = exp
{∫ t2
t1
g′(u)dW[t1,t2](u) −
1
2
∫ t2
t1
g′(u)2du
}
.
For convenience later, we define Z˜
g
[t1 ,t2]
(X) := Z
g
[t1,t2]
(X + g).
For f ∈ C([t1, t2],R),
←
f denotes the function f (t1 + t2 − t), t1 ≤ t ≤ t2. Let t0 ∈ (t1, t2). For w1 ∈ C([t1, t0],R) and
w2 ∈ C([t0, t2],R) that satisfy w1(t0) = w2(t0), we define w1 ⊕t0 w2 ∈ C([t1, t2],R) by
(w1 ⊕t0 w2)(t) :=
w1(t), t1 ≤ t ≤ t0,w2(t), t0 ≤ t ≤ t2.
Lemma 7.1. X
a,b,(g−,g+)
[t1 ,t2]
exists and its distribution is given as follows. For a bounded continuous function F on C([t1, t2],R),
(1) if a = g−(t1), b < g+(t2), then
E
[
F(X
a,b,(g−,g+)
[t1,t2]
)
]
=
E
[
F(r
0→b−g−(t2)
[t1,t2]
+ g−)Z˜g
−−a
[t1 ,t2]
(r
0→b−g−(t2)
[t1,t2]
)−1 ; r0→b−g
−(t2)
[t1,t2]
∈ K−
[t1 ,t2]
(g+ − g−)
]
E
[
Z˜
g−−a
[t1 ,t2]
(r
0→b−g−(t2)
[t1,t2]
)−1 ; r0→b−g
−(t2)
[t1 ,t2]
∈ K−
[t1 ,t2]
(g+ − g−)
] , (64)
(2) if a > g−(t1), b = g+(t2), then
E
[
F(X
a,b,(g−,g+)
[t1,t2]
)
]
=
E
[
F(g+ − ←r 0→g
+(t1)−a
[t1,t2]
)Z˜
b−←g+
[t1,t2]
(r
0→g+(t1)−a
[t1,t2]
)−1 ; r0→g
+(t1)−a
[t1,t2]
∈ K−
[t1 ,t2]
(
←
g
+ − ←g−)
]
E
[
Z˜
b−←g+
[t1,t2]
(r
0→g+(t1)−a
[t1,t2]
)−1 ; r0→g
+(t1)−a
[t1,t2]
∈ K−
[t1 ,t2]
(
←
g
+ − ←g−)
] . (65)
Proof. To prove (1), it suffices to show that the limit
lim
ε↓0
E[F(a +W[t1,t2]) ; a +W[t1 ,t2](t2) ∈ db, a +W[t1 ,t2] ∈ K[t1 ,t2](g− − ε, g+)]
P(a +W[t1,t2](t2) ∈ db, a +W[t1,t2] ∈ K[t1 ,t2](g− − ε, g+))
exists and coincides with the right-hand side of (64). For each F and ε, Girsanov’s theorem yields
E[F(a +W[t1 ,t2]) ; a +W[t1 ,t2](t2) ∈ db, a +W[t1 ,t2] ∈ K[t1,t2](g− − ε, g+)]
= E[F(W[t1,t2] + g
−)Z˜g
−−a
[t1,t2]
(W[t1 ,t2])
−1 ; W[t1 ,t2](t2) ∈ db − g−(t2),W[t1,t2] ∈ K[t1 ,t2](−ε, g+ − g−)]
= E[F(B
0→b−g−(t2)
[t1,t2]
+ g−)Z˜g
−−a
[t1,t2]
(B
0→b−g−(t2)
[t1,t2]
)−1 ; B0→b−g
−(t2)
[t1,t2]
∈ K[t1,t2](−ε, g+ − g−)]P(W[t1,t2](t2) ∈ db − g−(t2)).
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Therefore, dividing both the denominator and numerator by P(B
0→b−g−(t2)
[t1,t2]
∈ K+
[t1 ,t2]
(−ε)) and taking the limit ε ↓ 0, we obtain
(1) by Lemmas A.18 and A.19.
To prove (2), it suffices to show that the limit
lim
η↓0
E[F(a +W[t1 ,t2]) ; a +W[t1,t2](t2) ∈ db, a +W[t1,t2] ∈ K[t1 ,t2](g−, g+ + η)]
P(a +W[t1 ,t2](t2) ∈ db, a +W[t1 ,t2] ∈ K[t1 ,t2](g−, g+ + η))
exists and coincides with the right-hand side of (65). BecauseW[t1,t2]
D
= W[t1 ,t2](t2)−W[t1,t2](t1+ t2−·) holds, Girsanov’s theorem
yields
E[F(a +W[t1 ,t2]) ; a +W[t1 ,t2](t2) ∈ db, a +W[t1,t2] ∈ K[t1 ,t2](g−, g+ + η)]
= E[F(b −
←
W [t1 ,t2]) ; a +W[t1 ,t2](t2) ∈ db,W[t1,t2] ∈ K[t1 ,t2](b −
←
g
+ − η, b − ←g−)]
= E[F(g+ −
←
W [t1 ,t2])Z˜
b−←g+
[t1,t2]
(W[t1 ,t2])
−1 ; a +W[t1 ,t2](t2) ∈ db − (b − g+(t1)),W[t1,t2] ∈ K[t1 ,t2](−η,
←
g
+ − ←g−)]
= E[F(g+ −
←
B
g+(t1)−a
[t1,t2]
)Z˜
b−←g+
[t1 ,t2]
(B
g+(t1)−a
[t1,t2]
)−1 ; Bg
+(t1)−a
[t1,t2]
∈ K[t1 ,t2](−η,
←
g
+ − ←g−)]
× P(a +W[t1 ,t2](t2) ∈ db − (b − g+(t1))).
Therefore, we can obtain (2) in a similar manner to the proof of (1). 
Lemma 7.2. Let a = g−(t1). X
a,(g−,g+)
[t1,t2]
exists and its distribution is given as follows. For a bounded continuous function F on
C([t1, t2],R),
E
[
F(X
a,(g−,g+)
[t1,t2]
)
]
=
E
[
F(W+
[t1,t2]
+ g−)Z˜g
−−a
[t1,t2]
(W+
[t1 ,t2]
)−1 ; W+
[t1,t2]
∈ K−
[t1 ,t2]
(g+ − g−)
]
E
[
Z˜
g−−a
[t1,t2]
(W+
[t1 ,t2]
)−1 ; W+
[t1,t2]
∈ K−
[t1 ,t2]
(g+ − g−)
] .
Proof. It suffices to show that the limit
lim
ε↓0
E
[
F
(
a +W[t1,t2]
)
;
(
a +W[t1 ,t2]
) ∈ K[t1 ,t2](g− − ε, g+)]
P
((
a +W[t1,t2]
) ∈ K[t1 ,t2](g− − ε, g+))
exists and coincides with the right-hand side of the desired result. Girsanov’s theorem yields
E
[
F(a +W[t1,t2]) ; a +W[t1,t2] ∈ K[t1 ,t2](g− − ε, g+)
]
= E
[
F(W[t1,t2] + g
−)Z˜g
−−a
[t1 ,t2]
(W[t1,t2])
−1 ; W[t1 ,t2] ∈ K[t1 ,t2](−ε, g+ − g−)
]
,
and thus by dividing both the denominator and the numerator by P
(
W[t1,t2] ∈ K+[t1 ,t2](−ε)
)
and taking the limit ε ↓ 0, we obtain
the desired result. 
7.1 Construction of a curved Brownian meander, a curved BES(3)-bridge, and the decomposition
formulae for their distributions
A Brownian meander and a BES(3)-bridge conditioned to stay above a single curve are studied in [6]. In this section, we
use X
a,b,(g−,g+)
[t1 ,t2]
and X
a,(g−,g+)
[t1,t2]
to review how to construct these processes, and we give new decomposition formulae for their
distributions.
Proposition 7.1. Let g be a C2-function on [0, 1] satisfying g(0) = 0 and let n ∈ N. Then the Brownian meander W+(g,n)
between g and n, which is the weak limit of W |K(g−ε,n) as ε ↓ 0, converges to W+(g,∞) weakly, where W+(g,∞) is the continuous
process whose distribution is given by
E
[
F(W+(g,∞))
]
=
E
[
F(W+ + g)Z˜
g
[0,1]
(W+)−1
]
E
[
Z˜
g
[0,1]
(W+)−1
]
for all bounded continuous functions F on C([0, 1],R).
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Proof. For n ∈ N and the bounded continuous function F on C([0, 1],R), by Lemma 7.2 we have
E
[
F(W+(g,n))
]
=
E
[
F(W+ + g)Z˜
g
[0,1]
(W+)−1 ; W+ ∈ K−(n − g)
]
E
[
Z˜
g
[0,1]
(W+)−1 ; W+ ∈ K−(n − g)
] .
On the other hand, because
Z˜
g
[0,1]
(W+)−1 = Zg
[0,1]
(W+ + g)−1
= exp
(
−g′(1) (W+(1) + g(1)) + ∫ 1
0
(
W+(u) + g(u)
)
g′′(u)du +
1
2
∫ 1
0
g′(u)2du
)
≤ exp
(
−g′(1)g(1)+
∫ 1
0
g(u)g′′(u)du +
1
2
∫ 1
0
g′(u)2du
)
× exp
(
M(W+) sup
t∈[0,1]
|g′′(t)| + |g′(1)|
)
holds, the Girsanov density Z˜
g
[0,1]
(W+)−1 is integrable with respect to P by Lemma 5.4. Therefore, by the dominated conver-
gence theorem,
lim
n→∞
E
[
F(W+(g,n))
]
=
E
[
F(W+ + g)Z˜
g
[0,1]
(W+)−1
]
E
[
Z˜
g
[0,1]
(W+)−1
] = E [F(W+(g,∞))] .

Proposition 7.2. Under the same assumption as that of Proposition 7.1, for all t ∈ (0, 1), we have
E
[
F(W+,(g,∞))
]
=
I
(g)
t (F)
I
(g)
t (1)
,
where
I
(g)
t (F) :=
∫ ∞
g(t)
E
[
F(X
0,y,(g,∞)
[0,t]
⊕t Xy,(g,∞)[t,1] )
]
E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1
]
× P
(
W+[0,t](t) ∈ dy − g(t)
)
P
(
y +W[t,1] ∈ K+[t,1](g)
)
,
and X
a,b,(g,∞)
[t1,t2]
and X
a,(g,∞)
[t1,t2]
denote the weak limits of X
a,b,(g,n)
[t1,t2]
and X
a,(g,n)
[t1 ,t2]
, respectively, as n→ ∞ and are chosen to be indepen-
dent.
Proof. For n ∈ N, we denote E [F(W) ; W ∈ K[0,1](g − ε, n)] by I(ε, n, F). Then I(ε, n, F) is written as
I(ε, n, F)
=
∫ n
g(t)−ε
E
[
F(W) ; W ∈ K[0,1](g − ε, n),W(t) ∈ dy
]
=
∫ n
g(t)−ε
E
[
F(W[0,t] ⊕t (y +W[t,1])) ; W[0,t] ∈ K[0,t](g − ε, n),W[0,t](t) ∈ dy, y +W[t,1] ∈ K[t,1](g − ε, n)
]
=
∫ n
g(t)−ε
E
[
F(X
0,y,(g−ε,n)
[0,t]
⊕t Xy,(g−ε,n)[t,1] )
]
P
(
W[0,t] ∈ K[0,t](g − ε, n),W[0,t](t) ∈ dy
)
P
(
y +W[t,1] ∈ K[t,1](g − ε, n)
)
.
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Because we have
P
(
W[0,t] ∈ K[0,t](g − ε, n),W[0,t](t) ∈ dy
)
P
(
W[0,t] ∈ K+[0,t](−ε)
)
=
E
[
Z˜
g
[0,t]
(W[0,t])
−1 ; W[0,t](t) ∈ dy − g(t),W[0,t] ∈ K[0,t](−ε, n − g)
]
P
(
W[0,t] ∈ K+[0,t](−ε)
)
= E
[
Z˜
g
[0,t]
(B
0→y−g(t)
[0,t]
|K+
[0,t]
(−ε))−1 ; B
0→y−g(t)
[0,t]
|K+
[0,t]
(−ε) ∈ K−[0,t](n − g)
]
×
P
(
W[0,t] ∈ K+[0,t](−ε),W[0,t](t) ∈ dy − g(t)
)
P
(
W[0,t] ∈ K+[0,t](−ε)
)
→ E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1 ; r0→y−g(t)
[0,t]
∈ K−[0,t](n − g)
]
P
(
W+[0,t](t) ∈ dy − g(t)
)
, ε ↓ 0,
I(ε, n, F) satisfies
lim
ε↓0
I(ε, n, F)
P
(
W[0,t] ∈ K+[0,t](−ε)
)
=
∫ n
g(t)
E
[
F(X
0,y,(g,n)
[0,t]
⊕t Xy,(g,n)[t,1] )
]
E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1 ; r0→y−g(t)
[0,t]
∈ K−[0,t](n − g)
]
× P
(
W+[0,t](t) ∈ dy − g(t)
)
P
(
y +W[t,1] ∈ K[t,1](g, n)) .
Because the same argument works for the case of F = 1, it follows that
lim
ε↓0
I(ε, n, 1)
P
(
W[0,t] ∈ K+[0,t](−ε)
)
=
∫ n
g(t)
E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1 ; r0→y−g(t)
[0,t]
∈ K−[0,t](n − g)
]
P
(
y +W[t,1] ∈ K[t,1](g, n)
)
P
(
W+[0,t](t) ∈ dy − g(t)
)
.
Thus,
E
[
F(W+,(g,n))
]
= lim
ε↓0
E
[
F(W) ; W ∈ K[0,1](g − ε, n)
]
P
(
W ∈ K[0,1](g − ε, n)
) = lim
ε↓0
I(ε, n, F)
I(ε, n, 1)
is given by I(n, F)I(n, 1)−1, where
I(n, F) :=
∫ n
g(t)
E
[
F(X
0,y,(g,n)
[0,t]
⊕t Xy,(g,n)[t,1] )
]
E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1 ; r0→y−g(t)
[0,t]
∈ K−[0,t](n − g)
]
× P
(
W+[0,t](t) ∈ dy − g(t)
)
P
(
y +W[t,1] ∈ K[t,1](g, n)
)
.
Therefore, taking the limit n → ∞, we obtain the desired result. 
Applying Proposition 7.2 for g = 0, we obtain the next corollary.
Corollary 19. It holds for all bounded continuous functions F on C([0, 1],R) that
E
[
F
(
W+
)]
=
∫ ∞
0
E
[
F
(
X
0,y,(0,∞)
[0,t]
⊕t Xy,(0,∞)[t,1]
)]
P
(
W+(t) ∈ dy) , 0 < t < 1,
where X
0,y,(0,∞)
[0,t]
D
= r
0→y
[0,t]
and X
y,(0,∞)
[t,1]
D
=
(
y +W[t,1]
) |K+
[t,1]
(0) are chosen to be independent.
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Proposition 7.3. Let g be a C2-function on [0, 1] satisfying g(0) = 0, let b > g(1), and let n ∈ N. Then the BES(3)-bridge
r0→b,(g,n) between g and n, which is the weak limit of B0→b|K(g−ε,n) as ε ↓ 0, converges to r0→b,(g,∞) weakly, where r0→b,(g,∞) is
the continuous process whose distribution is given by
E[F(r0→b,(g,∞))] =
E
[
F(r0→b−g(1) + g)Z˜g
[0,1]
(r0→b−g(1))−1
]
E
[
Z˜
g
[0,1]
(r0→b−g(1))−1
]
for all bounded continuous functions F on C([0, 1],R).
Proof. For n ∈ N satisfying n > b and n > maxt∈[0,1] g(t), by (64) we have
E[F(r0→b,(g,n))] =
E
[
F(r0→b−g(1) + g)Z˜g
[0,1]
(r0→b−g(1) + g)−1 ; r0→b−g(1) + g ∈ K−
[0,1]
(n − g)
]
E
[
Z˜
g
[0,1]
(r0→b−g(1) + g)−1 ; r0→b−g(1) + g ∈ K−
[0,1]
(n − g)
] .
On the other hand, because
Z˜
g
[0,1]
(r0→b−g(1))−1 = exp
{
−g′(1)b +
∫ 1
0
(r0→b−g(1)(u) + g(u))g′′(u)du +
1
2
∫ 1
0
g′(u)2du
}
≤ exp
{
−g′(1)b +
∫ 1
0
g(u)g′′(u)du +
1
2
∫ 1
0
g′(u)2du
}
× exp
{
M(r0→b−g(1)) sup
t∈[0,1]
|g′′(t)|
}
holds, the Girsanov density Z˜
g
[0,1]
(r0→b−g(1) + g)−1 is integrable with respect to P by Lemma 5.3. Therefore, by the dominated
convergence theorem,
lim
n→∞
E[F(r0→b,(g,n))] =
E
[
F(r0→b−g(1) + g)Z˜g
[0,1]
(r0→b−g(1))−1
]
E
[
Z˜
g
[0,1]
(r0→b−g(1))−1
] = E[F(r0→b,(g,∞))].

Proposition 7.4. Under the same assumption as that of Proposition 7.3, for all t ∈ (0, 1), we have
E
[
F(r0→b,(g,∞))
]
=
I
(g)
t (F)
I
(g)
t (1)
,
where
I
(g)
t (F) :=
∫ ∞
g(t)
E
[
F(X
0,y,(g,∞)
[0,t]
⊕t Xy,b,(g,∞)[t,1] )
]
E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1
]
× P
(
W+[0,t](t) ∈ dy − g(t)
)
P
(
y +W[t,1] ∈ K+[t,1](g), y +W[t,1](1) ∈ db
)
,
and X
a,b,(g,∞)
[t1,t2]
and X
a,(g,∞)
[t1,t2]
denote the weak limits of X
a,b,(g,n)
[t1,t2]
and X
a,(g,n)
[t1 ,t2]
, respectively, as n→ ∞ and are chosen to be indepen-
dent.
Proof. For n ∈ N, we denote E [F(W) ; W ∈ K[0,1](g − ε, n),W(1) ∈ db] by I(ε, n, F). Then I(ε, n, F) is written as
I(ε, n, F)
=
∫ n
g(t)−ε
E
[
F(W) ; W ∈ K[0,1](g − ε, n),W(1) ∈ db,W(t) ∈ dy
]
=
∫ n
g(t)−ε
E
[
F(W[0,t] ⊕t (y +W[t,1])) ; W ∈ K[0,t](g − ε, n),W(t) ∈ dy, y +W[t,1] ∈ K[t,1](g − ε, n), y +W[t,1](1) ∈ db
]
=
∫ n
g(t)−ε
E
[
F(X
0,y,(g−ε,n)
[0,t]
⊕t Xy,b,(g−ε,n)[t,1] )
]
× P (W[0,t] ∈ K[0,t](g − ε, n),W[0,t](t) ∈ dy) P (y +W[t,1] ∈ K[t,1](g − ε, n), y +W[t,1](1) ∈ db) .
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Because we have
lim
ε↓0
P
(
W[0,t] ∈ K[0,t](g − ε, n),W[0,t](t) ∈ dy
)
P
(
W[0,t] ∈ K+[0,t](−ε)
)
= E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1 ; r0→y−g(t)
[0,t]
∈ K−[0,t](n − g)
]
P
(
W+[0,t](t) ∈ dy − g(t)
)
,
I(ε, n, F) satisfies
lim
ε↓0
I(ε, n, F)
P
(
W ∈ K+
[0,t]
(−ε)
)
=
∫ n
g(t)
E
[
F(X
0,y,(g,n)
[0,t]
⊕t Xy,b,(g,n)[t,1] )
]
E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1 ; r0→y−g(t)
[0,t]
∈ K−[0,t](n − g)
]
× P
(
W+[0,t](t) ∈ dy − g(t)
)
P
(
y +W[t,1] ∈ K[t,1](g, n), y +W[t,1](1) ∈ db
)
.
Because the same argument works for the case of F = 1, it follows that
lim
ε↓0
I(ε, n, 1)
P
(
W ∈ K+
[0,t]
(−ε)
) =∫ n
g(t)
E
[
Z˜
g
[0,t]
(r
0→y−g(t)
[0,t]
)−1 ; r0→y−g(t)
[0,t]
∈ K−[0,t](n − g)
]
× P
(
W+[0,t](t) ∈ dy − g(t)
)
P
(
y +W[t,1] ∈ K[t,1](g, n), y +W[t,1](1) ∈ db
)
.
Therefore, taking the limit n → ∞, we obtain the desired result. 
Applying Proposition 7.4 for g = 0, we obtain the next corollary.
Corollary 20. It holds for all bounded continuous functions F on C([0, 1],R) that
E
[
F(r0→b)
]
=
∫ ∞
0
E
[
F(X
0,y,(0,∞)
[0,t]
⊕t Xy,b,(0,∞)[t,1] )
]
P
(
r0→b(t) ∈ dy
)
, 0 < t < 1,
where X
0,y,(0,∞)
[0,t]
D
= r
0→y
[0,t]
and X
y,b,(0,∞)
[t,1]
D
= B
y→b
[t,1]
|K+
[t,1]
(0)
D
= r
y→b
[t,1]
are chosen to be independent.
REMARK 7.1. Let A be a closed subset of C([0, 1],R), and let
φ(t) := 1 −
∫ 1
0
1(−∞,t](u)du, t ∈ R.
Then we have
Fn(w) := φ(nd∞(w, A)) ↓ 1A(w), n → ∞.
Therefore, the dominated convergence theorem implies that Propositions 7.1, 7.2, 7.3, and 7.4 and Corollaries 19 and 20 hold
true for F = 1A and F = 1Ac = 1 − 1A.
Corollary 19 and Remark 7.1 imply the following corollary.
Corollary 21. Let t ∈ (0, 1) and x > 0. It holds that
P
(
min
u∈[t,1]
W+(u) > x
)
= 2
√
2pi
∫ ∞
x
nt(y)n1−t(y − x)dy.
Proof. Let A be an open subset of C([0, 1],R) defined by
A :=
{
w ∈ C([0, 1],R) ; min
u∈[t,1]
w(u) > x
}
.
53
Corollary 19 and Remark 7.1 imply that
P
(
m[t,1](W
+) > x
)
=
∫ ∞
0
P
((
y +W[t,1]
) |K+
[t,1]
(0) ∈ K+[t,1](x)
)
P
(
W+(t) ∈ dy)
=
∫ ∞
x
P(minu∈[t,1](y +W[t,1](u)) > x)
P(minu∈[t,1](y +W[t,1](u)) > 0)
P
(
W+(t) ∈ dy)
=
√
2pi
∫ ∞
x
N1−t(0, y − x)2y
t
nt(y)dy
= 2
√
2pi
∫ ∞
x
nt(y)n1−t(y − x)dy.

REMARK 7.2. Let t ∈ (0, 1). Corollary 21 implies that
lim
x↓0
P
(
m[t,1](W
+) > x
)
= 2
√
2pi
∫ ∞
0
nt(y)n1−t(y)dy = 2
∫ ∞
0
nt(1−t)(y)dy = 1. (66)
Taking the limit t ↓ 0 in (66), it follows that the Brownian meander W+ does not hit 0 on the time interval (0, 1].
Corollary 22. For 0 ≤ s < t < ∞, it holds that
P
(
r
0→y
[s,t]
∈ K−[s,t](c)
)
=
(t − s)J(c)
1
(t − s, y)
2ynt−s(y)
> 0, 0 < y < c.
Proof. Using Proposition 5.1, we obtain
P
(
r
0→y
[s,t]
∈ K−[s,t](c)
)
= P
(
M(r0→y/
√
t−s) ≤ c/
√
t − s
)
=
√
t − s · J(c/
√
t−s)
1
(1, y/
√
t − s)
2yn1(y/
√
t − s) =
(t − s)J(c)
1
(t − s, y)
2ynt−s(y)
.

Proposition 7.5. For 0 < t < 1 and b > 0, it holds that
J(b)(b) =
∫ b
0
J
(b)
1
(t, y) J
(b)
2
(1 − t, y)dy
=
∫ b
0
2ynt(y)
t
P
(
r
0→y
[0,t]
∈ K−[0,t](b)
) 2(b − y)n1−t(b − y)
1 − t P
(
r
0→b−y
[t,1]
∈ K−[t,1](b)
)
dy > 0.
Proof. For an arbitrary t ∈ (0, 1), Corollary 20 yields
1
η
P
(
M(r0→b) ≤ b + η
)
=
∫ b+η
0
P
(
r
0→y
[0,t]
∈ K−[0,t](b + η)
) P (By→b
[t,1]
|K+
[t,1]
(0) ∈ K−[t,1](b + η)
)
η
P(r0→b(t) ∈ dy)
=
∫ b+η
0
Iη(y)Lη(y)Hη(y)
P(r0→b(t) ∈ dy)
P
(
B
0→b−y
[t,1]
∈ K−
[t,1]
(b)
) ,
where
Iη(y) = P
(
r
0→y
[0,t]
∈ K−[0,t](b + η)
)
, Lη(y) =
1
η
P
(
B
0→b−y
[t,1]
∈ K+[t,1](−η)
)
, Hη(y) = P
(
B
0→b−y
[t,1]
∣∣∣
K+
[t,1]
(−η) ∈ K−[t,1](b)
)
.
Remark A.1 shows that Lη is non-increasing on (−∞, b + η). Furthermore, Lemma A.2 implies
lim
η↓0
Lη(y) = lim
η↓0
P(mint≤u≤1 W[t,1](u) ≥ −η,W[t,1](1) ∈ db − y)
ηP(W[t,1](1) ∈ db − y)
= lim
η↓0
n1−t(b − y) − n1−t(b − y + 2η)
ηn1−t(b − y)
=
2(b − y)
1 − t , y ∈ (0, b).
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Thus, by using Dini’s theorem, we have that
lim
η↓0
sup
y∈(0,b)
∣∣∣∣∣Lη(y) − 2(b − y)1 − t
∣∣∣∣∣ = 0.
Furthermore, we have
lim
η↓0
Iη(y) = P
(
r
0→y
[0,t]
∈ K−[0,t](b)
)
, lim
η↓0
Hη(y) = P
(
r
0→b−y
[t,1]
∈ K−[t,1](b)
)
, 0 < y < b.
Therefore, by the dominated convergence theorem and the following equation
P
(
B
0→b−y
[t,1]
∈ K−[t,1](b)
)
= 1 − exp
{
− 2yb
1 − t
}
=
n1−t(b − y) − n1−t(b + y)
n1−t(b − y)
,
we obtain
J(b)(b) = lim
η↓0
J
(b+η)
1
(1, b)
η
= 2bn1(b) lim
η↓0
1
η
P
(
M(r0→b) ≤ b + η
)
= 2bn1(b)
∫ b
0
P
(
r
0→y
[0,t]
∈ K−[0,t](b)
) 2(b − y)
1 − t P
(
r
0→b−y
[t,1]
∈ K−[t,1](b)
) P(r0→b(t) ∈ dy)
P
(
B
0→b−y
[t,1]
∈ K−
[t,1]
(b)
)
=
∫ b
0
2ynt(y)
t
P
(
r
0→y
[0,t]
∈ K−[0,t](b)
) 2(b − y)
1 − t P
(
r
0→b−y
[t,1]
∈ K−[t,1](b)
) n1−t(b − y) − n1−t(b + y)
P
(
B
0→b−y
[t,1]
∈ K−
[t,1]
(b)
) dy
=
∫ b
0
2ynt(y)
t
P
(
r
0→y
[0,t]
∈ K−[0,t](b)
) 2(b − y)n1−t(b − y)
1 − t P
(
r
0→b−y
[t,1]
∈ K−[t,1](b)
)
dy,
and hence Corollary 22 shows that J(b)(b) > 0 holds. 
Proposition 7.6. For 0 < s < t < 1 and 0 < x < b, it holds that
0 < J
(b)
2
(1 − s, x) =
∫ b
0
J
(b)
2
(1 − t, y) J(b)
3
(s, x, t, y)dy
=
∫ b
0
2(b − y)n1−t(b − y)
1 − t P
(
r
0→b−y
[0,1−t] ∈ K−[0,1−t](b)
)
× (nt−s(y − x) − nt−s(2b − x − y)) P
(
r
b−y→b−x
[s,t]
∈ K−[s,t](b)
)
dy.
Proof. Corollaries 22 and 20 imply
J
(b)
2
(1 − s, x) = J(b)
1
(1 − s, b − x) = 2(b − x)n1−s(b − x)
1 − s P
(
r0→b−x[0,1−s] ∈ K−[0,1−s](b)
)
> 0, (67)
P
(
r0→b−x[0,1−s] ∈ K−[0,1−s](b)
)
=
∫ b
0
P
(
r
0→y
[0,1−t] ∈ K−[0,1−t](b)
)
P
(
r
y→b−x
[1−t,1−s] ∈ K−[1−s,1−t](b)
)
P
(
r0→b−x[0,1−s] (1 − t) ∈ dy
)
. (68)
Here, note that
P
(
r0→b−x[0,1−s] (1 − t) ∈ dy
)
= P
(√
1 − s · r0→(b−x)/
√
1−s
(
1 − t
1 − s
)
∈ dy
)
=
y
√
1 − s · n1−t(y) (nt−s(b − x − y) − nt−s(b − x + y))
(1 − t)(b − x)n1−s(b − x)
dy (69)
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holds. Using Lemma A.6,
J
(b)
3
(s, x, t, y) = Px(W(t − s) ∈ dy, 0 ≤ mt−s(W) ≤ Mt−s(W) ≤ b)/dy
= P
(
B
x→y
[0,t−s] ∈ K[0,t−s](0, b)
)
nt−s(y − x)dy
= P
(
B
b−y→b−x
[0,t−s] ∈ K[0,t−s](0, b)
)
nt−s(y − x)dy,
and
P
(
B
b−y→b−x
[0,t−s] ∈ K+[0,t−s](0)
)
= 1 − exp
{
−2(b − y)(b − x)
t − s
}
,
we have
P
(
r
b−y→b−x
[s,t]
∈ K−[s,t](b)
)
=
P
(
B
b−y→b−x
[0,t−s] ∈ K[0,t−s](0, b)
)
P
(
B
b−y→b−x
[0,t−s] ∈ K+[0,t−s](0)
) = J(b)3 (s, x, t, y)
nt−s(y − x) − nt−s(2b − y − x)
. (70)
Therefore, by using (67), (68), (69), and (70), we obtain
J
(b)
2
(1 − s, x)
=
∫ b
0
2yn1−t(y)
1 − t P
(
r
0→y
[0,1−t] ∈ K−[0,1−t](b)
)
P
(
r
y→b−x
[1−t,1−s] ∈ K−[1−t,1−s](b)
)
(nt−s(b − x − y) − nt−s(b − x + y)) dy
=
∫ b
0
2(b − y)n1−t(b − y)
1 − t P
(
r
0→b−y
[0,1−t] ∈ K−[0,1−t](b)
)
P
(
r
b−y→b−x
[s,t]
∈ K−[s,t](b)
)
(nt−s(y − x) − nt−s(2b − x − y)) dy
=
∫ b
0
J
(b)
2
(1 − t, y) J(b)
3
(s, x, t, y)dy.

7.2 Construction and sample path property of Brownian house-moving between two curves
We denote b := g+(1) and assume that g−(0) = 0. Our aim in this subsection is to prove the existence of the weak limit of
B0→b
[0,1]
|K[0,1](g−−ε,g++η) as ε, η ↓ 0.
Theorem 7. The weak limit of B0→b
[0,1]
|K[0,1](g−−ε,g++η) as ε, η ↓ 0 exists. Moreover, if we denote this weak limit by H = {H(t)}t∈[0,1],
then it holds for all bounded continuous functions F on C([0, 1],R) and 0 < t1 < t2 < 1 that
E [F(H)] =
∫ g+(t1)
g−(t1)
E
[
F(X
0,y1,(g
−,g+)
[0,t1]
⊕t1 Xy1,b,(g
−,g+)
[t1,1]
)
]
P (H(t1) ∈ dy1) (71)
=
∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
E
[
F(X
0,y1,(g
− ,g+)
[0,t1]
⊕t1 Xy1,y2,(g
−,g+)
[t1,t2]
⊕t2 Xy2,b,(g
−,g+)
[t2,1]
)
]
P (H(t1) ∈ dy1,H(t2) ∈ dy2) , (72)
where the respective processes that appear in (71) and (72) are independent of each other.
Proof. In this proof, we assume that all X
a,b,(g−,g+)
[s,t]
are independent. For each F, we have
E[F(B0→b
[0,1]
|K[0,1](g−−ε,g++η)])] =
E[F(W) ; W(1) ∈ db,W ∈ K[0,1](g− − ε, g+ + η)]
P(W(1) ∈ db,W ∈ K[0,1](g− − ε, g+ + η))
. (73)
If we define I(ε, η, F) to be
E[F(W) ; W(1) ∈ db,W ∈ K[0,1](g− − ε, g+ + η)],
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then
I(ε, η, F) =
∫ g+(t2)+η
g−(t2)−ε
E[F(W) ; W(1) ∈ db,W ∈ K[0,1](g− − ε, g+ + η),W(t2) ∈ dy2]
=
∫ g+(t2)+η
g−(t2)−ε
E[F(W[0,t2] ⊕t2 (y2 +W[t2 ,1])) ;
y2 +W[t2 ,1] ∈ K[t2 ,1](g− − ε, g+ + η), y2 +W[t2 ,1](1) ∈ db,
W[0,t2] ∈ K[0,t2](g− − ε, g+ + η),W[0,t2](t2) ∈ dy2]
=
∫ g+(t2)+η
g−(t2)−ε
∫ g+(t1)+η
g−(t1)−ε
E[F(W[0,t1] ⊕t1 (y1 +W[t1,t2]) ⊕t2 (y2 +W[t2 ,1])) ;
y2 +W[t2 ,1] ∈ K[t2,1](g− − ε, g+ + η), y2 +W[t2 ,1](1) ∈ db,
y1 +W[t1 ,t2] ∈ K[t1,t2](g− − ε, g+ + η), y1 +W[t1 ,t2](t2) ∈ dy2,
W[0,t1] ∈ K[0,t1](g− − ε, g+ + η),W[0,t1](t1) ∈ dy1]
=
∫ g+(t2)+η
g−(t2)−ε
∫ g+(t1)+η
g−(t1)−ε
E[F(X
0,y1,(g
−−ε,g++η)
[0,t1]
⊕t1 Xy1,y2,(g
−−ε,g++η)
[t1,t2]
⊕t2 Xy2,b,(g
−−ε,g++η)
[t2,1]
)]
× P(y2 +W[t2 ,1] ∈ K[t2 ,1](g− − ε, g+ + η), y2 +W[t2,1](1) ∈ db)
× P(y1 +W[t1 ,t2] ∈ K[t1 ,t2](g− − ε, g+ + η), y1 +W[t1,t2](t2) ∈ dy2)
× P(W[0,t1] ∈ K[0,t1](g− − ε, g+ + η),W[0,t1](t1) ∈ dy1)
holds. On the other hand, combining the weak convergence
B
0→y1−g−(t1)
[0,t1]
|K+
[0,t1]
(−ε)
D−→ r0→y1−g−(t1)
[0,t1]
, ε ↓ 0,
Lemma A.18, and the fact that the density ofW[0,t1]|K+[0,t1](−ε) converges to that ofW
+
[0,t1]
, we obtain
P(W[0,t1](t1) ∈ dy1,W[0,t1] ∈ K[0,t1](g− − ε, g+ + η))
P(W[0,t1] ∈ K+[0,t1](−ε))
=
E[Z˜
g−
[0,t1]
(W[0,t1])
−1 ; W[0,t1](t1) ∈ dy1 − g−(t1),W[0,t1] ∈ K[0,t1](−ε, g+ − g− + η)]
P(W[0,t1] ∈ K+[0,t1](−ε))
= E[Z˜
g−
[0,t1]
(B
0→y1−g−(t1)
[0,t1]
|K+
[0,t1]
(−ε))−1 ; B
0→y1−g−(t1)
[0,t1]
|K+
[0,t1]
(−ε) ∈ K−[0,t1](g+ − g− + η)]
×
P(W[0,t1] ∈ K+[0,t1](−ε),W[0,t1](t1) ∈ dy1 − g−(t1))
P(W[0,t1] ∈ K+[0,t1](−ε))
→ E[Z˜g−
[0,t1]
(r
0→y1−g−(t1)
[0,t1]
)−1 ; r0→y1−g
−(t1)
[0,t1]
∈ K−[0,t1](g+ − g− + η)]P(W+[0,t1](t1) ∈ dy1 − g−(t1)), ε ↓ 0.
Therefore, because we can ignore the ε that appears in the integration interval by the fact that
lim
ε↓0
∫
R
∣∣∣∣∣P (W[0,t1]|K+[0,t1](−ε) ∈ dy1 − g−(t1)) /dy1 − P (W+[0,t1](t1) ∈ dy1 − g−(t1)) /dy1
∣∣∣∣∣ dy1 = 0
holds, it follows that
lim
ε↓0
I(ε, η, F)
P(W[0,t1] ∈ K+[0,t1](−ε))
=
∫ g+(t2)+η
g−(t2)
∫ g+(t1)+η
g−(t1)
E[F(X
0,y1,(g
−,g++η)
[0,t1]
⊕t1 Xy1,y2,(g
− ,g++η)
[t1,t2]
⊕t2 Xy2,b,(g
−,g++η)
[t2,1]
)]
× P(y2 +W[t2,1] ∈ K[t2 ,1](g−, g+ + η), y2 +W[t2 ,1](1) ∈ db)
× P(y1 +W[t1,t2] ∈ K[t1 ,t2](g−, g+ + η), y1 +W[t1 ,t2](t2) ∈ dy2)
× E[Z˜g−
[0,t1]
(r
0→y1−g−(t1)
[0,t1]
)−1 ; r0→y1−g
−(t1)
[0,t1]
∈ K−[0,t1](g+ − g− + η)]P(W+[0,t1](t1) ∈ dy1 − g−(t1)).
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If we denote the right-hand side by J(η), because
P(y2 +W[t2 ,1](1) ∈ db, y2 +W[t2 ,1] ∈ K[t2 ,1](g−, g+ + η))
P(W[t2,1] ∈ K+[t2 ,1](−η))
=
P(y2 +W[t2 ,1](1) ∈ db,W[t2,1] ∈ K[t2,1](b −
←
g
+ − η, b − ←g−))
P(W[t2,1] ∈ K+[t2 ,1](−η))
=
E[Z˜
b−←g+
[t2,1]
(W[t2,1])
−1 ; W[t2 ,1](1) ∈ db − y2 − (b − g+(t2)),W[t2,1] ∈ K[t2,1](−η,
←
g
+ − ←g−)]
P(W[t2,1] ∈ K+[t2 ,1](−η))
→ E[Z˜b−
←
g
+
[t2,1]
(r
0→g+(t2)−y2
[t2,1]
)−1 ; r0→g
+(t2)−y2
[t2 ,1]
∈ K−[t2 ,1](
←
g
+ − ←g−)]P(W+[t2,1](1) ∈ db − y2 − (b − g+(t2))) (74)
as η ↓ 0 holds, we have
lim
η↓0
J(η)
P(W[t2,1] ∈ K+[t2 ,1](−η))
=
∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
E[F(X
0,y1,(g
−,g+)
[0,t1]
⊕t1 Xy1,y2,(g
−,g+)
[t1,t2]
⊕t2 Xy2,b,(g
−,g+)
[t2,1]
]
× E[Z˜b−
←
g
+
[t2,1]
(r
0→g+(t2)−y2
[t2 ,1]
)−1 ; r0→g
+(t2)−y2
[t2,1]
∈ K−[t2 ,1](
←
g
+ − ←g−)]P(W+[t2,1](1) ∈ db − y2 − (b − g+(t2)))
× P(y1 +W[t1 ,t2] ∈ K[t1 ,t2](g−, g+), y1 +W[t1,t2](t2) ∈ dy2)
× E[Z˜g−
[0,t1]
(r
0→y1−g−(t1)
[0,t1]
)−1 ; r0→y1−g
−(t1)
[0,t1]
∈ K−[0,t1](g+ − g−)]P(W+[0,t1](t1) ∈ dy1 − g−(t1)).
Applying the above argument also for F = 1, it follows that as ε ↓ 0 and η ↓ 0, E[F(B0→b
[0,1]
|K[0,1](g−−ε,g++η)])] converges to the
fraction whose numerator and denominator are given by∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
E[F(X
0,y1,(g
− ,g+)
[0,t1]
⊕t1 Xy1,y2,(g
−,g+)
[t1 ,t2]
⊕t2 Xy2,b,(g
−,g+)
[t2,1]
]
× E[Z˜b−
←
g
+
[t2,1]
(r
0→g+(t2)−y2
[t2 ,1]
)−1 ; r0→g
+(t2)−y2
[t2,1]
∈ K−[t2 ,1](
←
g
+ − ←g−)]P(W+[t2,1](1) ∈ db − y2 − (b − g+(t2)))
× P(y1 +W[t1,t2] ∈ K[t1 ,t2](g−, g+), y1 +W[t1,t2](t2) ∈ dy2)
× E[Z˜g−
[0,t1]
(r
0→y1−g−(t1)
[0,t1]
)−1 ; r0→y1−g
−(t1)
[0,t1]
∈ K−[0,t1](g+ − g−)]P(W+[0,t1](t1) ∈ dy1 − g−(t1))
and ∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
E[Z˜
b−←g+
[t2,1]
(r
0→g+(t2)−y2
[t2,1]
)−1 ; r0→g
+(t2)−y2
[t2 ,1]
∈ K−[t2 ,1](
←
g
+ − ←g−)]P(W+[t2,1](1) ∈ db − y2 − (b − g+(t2)))
× P(y1 +W[t1 ,t2] ∈ K[t1,t2](g−, g+), y1 +W[t1 ,t2](t2) ∈ dy2)
× E[Z˜g−
[0,t1]
(r
0→y1−g−(t1)
[0,t1]
)−1 ; r0→y1−g
−(t1)
[0,t1]
∈ K−[0,t1](g+ − g−)]P(W+[0,t1](t1) ∈ dy1 − g−(t1)),
respectively. Therefore, the weak limit H of B0→b
[0,1]
|K[0,1](g−−ε,g++η) exists.
Now, for 0 < t < 1, 0 < t1 < t2 < 1 and y ∈ (g−(t), g+(t)), y1 ∈ (g−(t1), g+(t1)), y2 ∈ (g−(t2), g+(t2)), we define
h(t, y) := E[Z˜
g−
[0,t]
(r
0→y−g−(t)
[0,t]
)−1 ; r0→y−g
−(t)
[0,t]
∈ K−[0,t](g+ − g−)]P(W+[0,t](t) ∈ dy − g−(t))/dy,
h(t1, y1, t2, y2) := E[Z˜
b−←g+
[t2,1]
(r
0→g+(t2)−y2
[t2 ,1]
)−1 ; r0→g
+(t2)−y2
[t2 ,1]
∈ K−[t2 ,1](
←
g
+ − ←g−)]
× P(W+[t2,1](1) ∈ db − y2 − (b − g+(t2)))/dy2
× P(y1 +W[t1,t2] ∈ K[t1 ,t2](g−, g+), y1 +W[t1,t2](t2) ∈ dy2).
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Then H satisfies
E[F(H)] =
∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
E[F(X
0,y1,(g
− ,g+)
[0,t1]
⊕t1 Xy1,y2,(g
− ,g+)
[t1,t2]
⊕t2 Xy2,b,(g
−,g+)
[t2,1]
)]h(t1, y1)h(t1, y1, t2, y2)dy1dy2∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
h(t1, y1)h(t1, y1, t2, y2)dy1dy2
(75)
for all bounded continuous functions F on C([0, 1],R). Thus, for y1 ∈ (g−(t1), g+(t1)), a limit argument on F yields
P(H(t1) ∈ dy1) =
h(t1, y1)
∫ g+(t2)
g−(t2)
h(t1, y1, t2, z2)dz2∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
h(t1, z1)h(t1, z1, t2, z2)dz1 dz2
dy1.
Similarly, we can deduce for y1 ∈ (g−(t1), g+(t1)) and y2 ∈ (g−(t2), g+(t2)) that
P(H(t1) ∈ dy1,H(t2) ∈ dy2) = h(t1, y1)h(t1, y1, t2, y2)∫ g+(t2)
g−(t2)
∫ g+(t1)
g−(t1)
h(t1, z1)h(t1, z1, t2, z2)dz1 dz2
dy1dy2.
Hence, (72) holds, and we prove (71) in the same way. 
Proposition 7.7. The stochastic process H defined in Theorem 7 satisfies
P(g−(t) < H(t) < g+(t) for all t ∈ (0, 1)) = 1.
Proof. Let T = inf{t ∈ (0, 1) | H(t) = g+(t)} and S = inf{t ∈ (0, 1) | H(1 − t) = g−(1 − t)}. Then it suffices to show that
P (T ∧ S < 1) = 0. To prove this, it suffices to establish P (T ≤ t) = 0 and P (S ≤ t) = 0 for all t ∈ (0, 1). Now,
At := {w ∈ C([0, t],R) | w(u) = g+(u) holds for some u ∈ [0, t]},
Bt := {w ∈ C([1 − t, 1],R) | w(u) = g−(u) holds for some u ∈ [1 − t, 1]}
are closed subsets of C([0, t],R), C([1 − t, 1],R). Thus, by (71), we have
P (T ≤ t) = P
(
H ∈ pi−1[0,t](At)
)
=
∫ g+(t)
g−(t)
P
(
X
0,y,(g−,g+)
[0,t]
∈ At
)
P(H(t) ∈ dy)
and
P (S ≤ t) = P
(
H ∈ pi−1[1−t,1](Bt)
)
=
∫ g+(1−t)
g−(1−t)
P
(
X
y,b,(g−,g+)
[1−t,1] ∈ Bt
)
P(H(1 − t) ∈ dy).
Because we obtain P
(
X
0,y,(g−,g+)
[0,t]
∈ At
)
= P
(
X
y,b,(g−,g+)
[1−t,1] ∈ Bt
)
= 0 by (64) and Lemma A.19, the proof is complete. 
Applying Theorem 7 (65) for g− = 0 and g+ = b, we obtain the next corollary.
Corollary 23. It holds for all bounded continuous functions F on C([0, 1],R) that
E
[
F(H0→b)
]
=
∫ b
0
E
[
F(r
0→y
[0,t]
|K−
[0,t]
(b) ⊕t ←r
0→b−y
[t,1] |K−[t,1](b))
]
P
(
H0→b(t) ∈ dy
)
, 0 < t < 1,
where r
0→y
[0,t]
|K−
[0,t]
(b) and
←
r
0→b−y
[t,1] |K−[t,1](b) are chosen to be independent.
REMARK 7.3. Let A be a closed subset of C([0, 1],R). An argument similar to the one in Remark 7.1 implies that Theorem 7
and Corollary 23 hold true for F = 1A and F = 1Ac = 1 − 1A.
Lemma 7.3. For 0 < z ≤ x ≤ b and t ∈ (0, 1), we have
P
(
max
u∈[0,t]
H0→b(u) = x
)
= 0, P
(
max
u∈[0,t]
H0→b(u) ≤ x,H0→b(t) ≤ z
)
=
∫ z
0
J
(x)
1
(t, y)J
(b)
2
(1 − t, y)
J(b)(b)
dy.
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Proof. Let Ai (i = 1, 2) be closed subsets of C([0, 1],R) given by
A1 :=
{
w ∈ C([0, 1],R) ; max
u∈[0,t]
w(u) = x
}
, A2 :=
{
w ∈ C([0, 1],R) ; max
u∈[0,t]
w(u) ≤ x, w(t) ≤ z
}
.
Remark 7.3 implies that Corollary 23 can be applied for F = 1Ai (i = 1, 2). Thus, we obtain
P
(
Mt(H
0→b) = x
)
=
∫ x
0
P
(
r
0→y
[0,t]
|K−
[0,t]
(b) ∈ ∂K−[0,t](x)
)
P
(
H0→b(t) ∈ dy
)
, (76)
P
(
Mt(H
0→b) ≤ x,H0→b(t) ≤ z
)
=
∫ z
0
P
(
r
0→y
[0,t]
|K−
[0,t]
(b) ∈ K−[0,t](x), r0→y[0,t] |K−[0,t](b)(t) ≤ z
)
P
(
H0→b(t) ∈ dy
)
. (77)
By Lemma 5.2 and (76), we obtain
P
(
Mt(H
0→b) = x
)
=
∫ x
0
P
(
r
0→y
[0,t]
∈ ∂K−
[0,t]
(x)
)
P
(
r
0→y
[0,t]
∈ K−
[0,t]
(b)
) P (H0→b(t) ∈ dy) = 0.
Furthermore, Corollary 22 and (77) imply that
P
(
Mt(H
0→b) ≤ x,H0→b(t) ≤ z
)
=
∫ z
0
P
(
r
0→y
[0,t]
∈ K−
[0,t]
(x), r
0→y
[0,t]
(t) ≤ z
)
P
(
r
0→y
[0,t]
∈ K−
[0,t]
(b)
) J(b)1 (t, y)J(b)2 (1 − t, y)
J(b)(b)
dy
=
∫ z
0
P
(
r
0→y
[0,t]
∈ K−
[0,t]
(x)
)
P
(
r
0→y
[0,t]
∈ K−
[0,t]
(b)
) J(b)1 (t, y)J(b)2 (1 − t, y)
J(b)(b)
dy
=
∫ z
0
J
(x)
1
(t, y)J
(b)
2
(1 − t, y)
J(b)(b)
dy.

REMARK 7.4. Let t ∈ (0, 1). Lemma 7.3 implies that
P
(
Mt(H
0→b) = b
)
= 0, P
(
Mt(H
0→b) ≤ b
)
= P
(
Mt(H
0→b) ≤ b,H0→b(t) ≤ b
)
=
∫ b
0
P
(
H0→b(t) ∈ dy
)
= 1.
Therefore, P(Mt(H
0→b) < b) = 1 holds and Proposition 1.1 is obtained. Propositions 7.7 and 1.1 imply that Brownian
house-moving H0→b does not hit b on the time interval [0, 1).
8 Future work
We denote by the pair (R = {R(t)}t≥0, P(3)a ) a BES(3)-process starting from a ≥ 0. We define Tb := inf{t ≥ 0 | R(t) = b} and
Yb(t) := R(tTb) (t ∈ [0, 1]). Then we are interested in whether the law of Yb under P(3)0 coincides with that of H0→b. To answer
this question, we must, for example, deal with the density P
(3)
0
(Yb(t) ∈ dy), which is given by
P
(3)
0
(Yb(t) ∈ dy) =
∫ ∞
0
P(3)y (Tb ∈ du − tu) P(3)0 (Mtu(R) < b,R(tu) ∈ dy) .
However, the integrand of the above integral contains an infinite series of Bessel functions ([5], [8], [2]) and hence is not easy
to handle. Thus, our next focus is to identify the distribution of Yb under P
(3)
0
and compare it with that of H0→b.
In addition, for the BES(δ)-bridge r0→b
δ
= {r0→b
δ
(t)}t∈[0,1] (b, δ > 0) from 0 to b on [0, 1], we are interested in finding the
weak limit of r0→b
δ
|K−(b+η) as η ↓ 0.
Recently, [3] developed a chain rule for Wiener path integrals between two curves that arise in the computation of first-
order Greeks for barrier options, and demonstrated the effectiveness of this chain rule through numerical examples. In this
chain rule, a BES(3)-bridge and a Brownian meander played an important role. Furthermore, we are currently investigating
higher-order chain rules for computing higher-order Greeks of barrier options, and we expect Brownian house-moving to play
an important role in their computation.
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A Appendix
In this appendix, we prepare several lemmas. Although some of the results in this appendix are either well known or easy to
see, we prove them for completeness nevertheless.
Lemma A.1. Let r, ε ∈ (0, 1]. It holds that
nr(z) − nr(z + 2ε) ≤ 4ε
r
nr
(
z√
2
)
, z ≥ −ε.
Proof. We define
g(ε,r)(z) := 2
√
2pi
r
(z + ε)nr
(
z√
2
)
=
2(z + ε)
r
exp
(
− z
2
4r
)
, z ∈ R.
Then, by a simple calculation, we have
d
dz
g(ε,r)(z) = 2
√
2pi
r
{
1 − z(z + ε)
2r
}
nr
(
z√
2
)
.
Thus we obtain
max
z≥z−
0
g(ε,r)(z) = g(ε,r)(z+0 ), where z
±
0 = −
1
2
ε ±
√
2r +
1
4
ε2 (the plus-minus signs correspond),
and
max
z≥z−
0
g(ε,r)(z) = g(ε,r)
(
z+0
)
<
ε + 2
√
2 + 1
4
ε2
r
<
4
r
.
Therefore, combining the inequality 1 − exp (−x) ≤ x (x ≥ 0), we can deduce
nr(z) − nr(z + 2ε) ≤ nr(z)2ε(z + ε)
r
= εg(ε,r)(z)nr
(
z/
√
2
)
<
4ε
r
nr
(
z/
√
2
)
, z ≥ −ε.

Lemma A.2. Let W = {W(t)}t≥0 be the standard one-dimensional Brownian motion defined on (Ω,F , P). For t > 0, we have
P (W(t) ∈ dz,mt(W) ≥ −ε) = (nt(z) − nt(z + 2ε)) dz, (z > −ε), (78)
P (W(t) ∈ dz,−ε ≤ mt(W) < Mt(W) ≤ η) (79)
=
∞∑
k=−∞
(nt(z + 2k(η + ε)) − nt(2η − z + 2k(η + ε))) dz, (−ε < z < η).
For 0 < t < u, we have
P (W(t) ∈ dy,W(u) ∈ dz,mu(W) ≥ −ε) (80)
= (nu−t(z − y) − nu−t(z + y + 2ε)) (nt(y) − nt(y + 2ε)) dydz, (y, z > −ε),
P (W(t) ∈ dy,W(u) ∈ dz,−ε ≤ mu(W) < Mu(W) ≤ η) (81)
=
∞∑
k=−∞
(nu−t(z − y + 2k(η + ε)) − nu−t(2η − z − y + 2k(η + ε)))
×
∞∑
k=−∞
(nt(y + 2k(η + ε)) − nt(2η − y + 2k(η + ε))) dydz, (−ε < y, z < η).
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For 0 < s < t < u, we have
P (W(s) ∈ dx,W(t) ∈ dy,W(u) ∈ dz,mu(W) ≥ −ε) (x, y, z > −ε) (82)
= (nu−t(z − y) − nu−t(z + y + 2ε)) (nt−s(y − x) − nt−s(y + x + 2ε)) (ns(x) − ns(x + 2ε)) dxdydz,
P (W(s) ∈ dx,W(t) ∈ dy,W(u) ∈ dz,−ε ≤ mu(W) < Mu(W) ≤ η) (−ε < x, y, z < η) (83)
=
∞∑
k=−∞
(nu−t(z − y + 2k(η + ε)) − nu−t(2η − z − y + 2k(η + ε)))
×
∞∑
k=−∞
(nt−s(y − x + 2k(η + ε)) − nt−s(2η − y − x + 2k(η + ε)))
×
∞∑
k=−∞
(ns(x + 2k(η + ε)) − ns(2η − x + 2k(η + ε))) dxdydz.
Proof. In this proof, (Ω,F ),W = {W(t)}t≥0, (Pa)a∈R denotes the one-dimensional Brownian family, and P0 is written simply
as P. We can find (78) and (79) in [1]. Using the Markov property ofW, (78), and (79), we have
(80) P (W(t) ∈ dy,W(u) ∈ dz,mu(W) ≥ −ε)
= E
[
P
(
W(t) ∈ dy,mu(W) ≥ −ε,W(u) ∈ dz | F Wt
)]
= Py (W(u − t) ∈ dz,mu−t(W) ≥ −ε) P (W(t) ∈ dy,mt(W) ≥ −ε)
= P (y +W(u − t) ∈ dz, y + mu−t(W) ≥ −ε) P (W(t) ∈ dy,mt(W) ≥ −ε)
= (nu−t(z − y) − nu−t(z + y + 2ε)) (nt(y) − nt(y + 2ε)) dydz
and
(81) P (W(t) ∈ dy,W(u) ∈ dz,−ε ≤ mu(W) < Mu(W) ≤ η)
= E
[
P
(
W(t) ∈ dy,W(u) ∈ dz,−ε ≤ mu(W) < Mu(W) ≤ η | F Wt
)]
= Py (W(u − t) ∈ dz,−ε ≤ mu−t(W) < Mu−t(W) ≤ η)
× P (W(t) ∈ dy,−ε ≤ mt(W) < Mt(W) ≤ η)
= P (y +W(u − t) ∈ dz,−ε ≤ y + mu−t(W) < y + Mu−t(W) ≤ η)
× P (W(t) ∈ dy,−ε ≤ mt(W) < Mt(W) ≤ η)
=
∞∑
k=−∞
(nu−t(z − y + 2k(η + ε)) − nu−t(2η − z − y + 2k(η + ε)))
×
∞∑
k=−∞
(nt(y + 2k(η + ε)) − nt(2η − y + 2k(η + ε))) dydz.
Using the Markov property ofW, (78), and (80), we have
(82) P (W(s) ∈ dx,W(t) ∈ dy,W(u) ∈ dz,mu(W) ≥ −ε)
= E
[
P
(
W(s) ∈ dx,W(t) ∈ dy,W(u) ∈ dz,mu(W) ≥ −ε | F Wt
)]
= Py (W(u − t) ∈ dz,mu−t(W) ≥ −ε) P (W(s) ∈ dx,W(t) ∈ dy,mt(W) ≥ −ε)
= P (y +W(u − t) ∈ dz, y + mu−t(W) ≥ −ε) P (W(s) ∈ dx,W(t) ∈ dy,mt(W) ≥ −ε)
= (nu−t(z − y) − nu−t(z + y + 2ε)) (nt−s(y − x) − nt−s(y + x + 2ε)) (ns(x) − ns(x + 2ε)) dxdydz.
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Using the Markov property ofW, (79), and (81), we obtain
(83) P (W(s) ∈ dx,W(t) ∈ dy,W(u) ∈ dz,−ε ≤ mu(W) < Mu(W) ≤ η)
= E
[
P
(
W(s) ∈ dx,W(t) ∈ dy,W(u) ∈ dz,−ε ≤ mu(W) < Mu(W) ≤ η | F Wt
)]
= Py (W(u − t) ∈ dz,−ε ≤ mu−t(W) < Mu−t(W) ≤ η)
× P (W(s) ∈ dx,W(t) ∈ dy,−ε ≤ mt(W) < Mt(W) ≤ η)
= P (y +W(u − t) ∈ dz,−ε ≤ y + mu−t(W) < y + Mu−t(W) ≤ η)
× P (W(s) ∈ dx,W(t) ∈ dy,−ε ≤ mt(W) < Mt(W) ≤ η)
=
∞∑
k=−∞
(nu−t(z − y + 2k(η + ε)) − nu−t(2η − z − y + 2k(η + ε)))
×
∞∑
k=−∞
(nt−s(y − x + 2k(η + ε)) − nt−s(2η − y − x + 2k(η + ε)))
×
∞∑
k=−∞
(ns(x + 2k(η + ε)) − ns(2η − x + 2k(η + ε)))dxdydz.

REMARK A.1. Under the same assumption as that of Lemma A.2, it holds that the following function
ψ(z) = P (W(t) ∈ dz,mt(W) ≥ −ε) /P(W(t) ∈ dz) = 1 − exp
{
−2ε(z + ε)
t
}
is non-decreasing on (−ε,∞).
Lemma A.3. Let W = {W(t)}t≥0 be the standard one-dimensional Brownian motion defined on (Ω,F , P). For t, ε, η > 0 and
−ε ≤ z ≤ η, we define
ψt(ε, η, z) := P (W(t) ∈ dz,−ε ≤ mt(W) < Mt(W) ≤ η) /dz.
Then we have
lim
ε↓0
∂
∂ε
ψt(ε, η, z) = J
(η)
1
(t, z) :=
∞∑
k=−∞
2(z + 2kη)
t
nt(z + 2kη), 0 < z < η, (84)
lim
ε↓0
∂
∂η
∂
∂ε
ψt(ε, η, z) =
∂
∂η
J
(η)
1
(t, z) = J
(η)
4
(t, z) := 4
∞∑
k=−∞
k
(
1
t
− (z + 2kη)
2
t2
)
nt(z + 2kη), 0 < z < η. (85)
Proof. Let 0 < z < η. Using (79), the derivative of ψt(ε, η, z) satisfies
∂
∂ε
ψt(ε, η, z) =
∂
∂ε
∞∑
k=−∞
(nt(z + 2k(η + ε)) − nt(2η − z + 2k(η + ε)))
= 2
∞∑
k=−∞
k
(
n′t(z + 2k(η + ε)) − n′t(2η − z + 2k(η + ε))
)
→ 2
∞∑
k=−∞
k
(
n′t(z + 2kη) − n′t(2η − z + 2kη)
)
=: Ψ̂, ε ↓ 0.
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Here, note that
Ψ̂ =
2
t
∞∑
k=−∞
k ((2η − z + 2kη)nt(2η − z + 2kη) − (z + 2kη)nt(z + 2kη))
= −2
t
∞∑
k=−∞
k(z − 2(k + 1)η)nt(z − 2(k + 1)η) −
2
t
∞∑
k=−∞
k(z + 2kη)nt(z + 2kη)
=
2
t
∞∑
k=−∞
(z − 2(k + 1)η)nt(z − 2(k + 1)η)
− 2
t
∞∑
k=−∞
(k + 1)(z − 2(k + 1)η)nt(z − 2(k + 1)η) − 2
t
∞∑
k=−∞
k(z + 2kη)nt(z + 2kη)
= J
(η)
1
(t, z).
Furthermore, we also obtain
∂
∂η
∂
∂ε
ψt(ε, η, z) = 2
∂
∂η
∞∑
k=−∞
kn′t(z + 2k(η + ε)) − 2
∂
∂η
∞∑
k=−∞
kn′t(2η − z + 2k(η + ε))
= 4
 ∞∑
k=−∞
k2n′′t (z + 2k(η + ε)) −
∞∑
k=−∞
k(k + 1)n′′t (2η − z + 2k(η + ε))

→ 4
 ∞∑
k=−∞
k2n′′t (z + 2kη) −
∞∑
k=−∞
k(k + 1)n′′t (2η − z + 2kη)
 =: ϕ(η), ε ↓ 0.
Here, using n′′t (z) = −nt(z)/t + (z/t)2nt(z) and n′′t (−z) = n′′t (z), it holds that
ϕ(η) = 4
∞∑
k=−∞
k2n′′t (z + 2kη) − 4
∞∑
k=−∞
(k + 1)kn′′t (z + 2kη) = −4
∞∑
k=−∞
kn′′t (z + 2kη) = J
(η)
4
(t, z).
On the other hand, we also obtain
∂
∂η
J
(η)
1
(t, z) =
∂
∂η
∞∑
k=−∞
2(z + 2kη)
t
nt(z + 2kη)
=
∞∑
k=−∞
(
4k
t
+
2(z + 2kη)
t
· 2k(−1) z + 2kη
t
)
nt(z + 2kη)
= 4
∞∑
k=−∞
k
(
1
t
− (z + 2kη)
2
t2
)
nt(z + 2kη) = J
(η)
4
(t, z).

Lemma A.4. Under the same assumption as that of Lemma A.3, we have
lim
ε↓0
∂
∂ε
ψt(ε, η + ε, z) = J
(η)
1
(t, z), 0 < z < η, (86)
lim
ε↓0
∂
∂ε
ψt(ε, η + ε, η) = 0, lim
ε↓0
∂2
∂ε2
ψt(ε, η + ε, η) = 2J
(η)
4
(t, η), η > 0. (87)
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Proof. Let 0 < z < η. Using (79), the derivative of ψt(ε, η + ε, z) satisfies
∂
∂ε
ψt(ε, η + ε, z) =
∂
∂ε
∞∑
k=−∞
(nt(z + 2k(η + 2ε)) − nt(2(η + ε) − z + 2k(η + 2ε)))
=
∞∑
k=−∞
(
4kn′t(z + 2k(η + 2ε)) − (2 + 4k)n′t(2(η + ε) − z + 2k(η + 2ε))
)
→
∞∑
k=−∞
(
4kn′t(z + 2kη) − (2 + 4k)n′t(2η − z + 2kη)
)
=: Ψ̂, ε ↓ 0.
Here, note that
Ψ̂ =
∞∑
k=−∞
(
4kn′t(z + 2kη) − (4(k + 1) − 2)n′t(−z + 2(k + 1)η)
)
= 2
∞∑
k=−∞
n′t(−z + 2(k + 1)η)
= J
(η)
1
(t, z).
Using (79), the derivative of ψt(ε, η + ε, η) satisfies
∂
∂ε
ψt(ε, η + ε, η) =
∂
∂ε
∞∑
k=−∞
(nt(η + 2k(η + 2ε)) − nt((2k + 1)(η + 2ε)))
=
∞∑
k=−∞
(
4kn′t(η + 2k(η + 2ε)) − 2(2k + 1)n′t((2k + 1)(η + 2ε))
)
→ −
∞∑
k=−∞
n′t((2k + 1)η) = 0, ε ↓ 0,
and
∂2
∂ε2
ψt(ε, η + ε, η) =
∂
∂ε
∞∑
k=−∞
(
4kn′t(η + 2k(η + 2ε)) − 2(2k + 1)n′t((2k + 1)(η + 2ε))
)
=
∞∑
k=−∞
(
(4k)2n′′t (η + 2k(η + 2ε)) − 22(2k + 1)2n′′t ((2k + 1)(η + 2ε))
)
→
∞∑
k=−∞
(
(4k)2n′′t ((2k + 1)η) − 22(2k + 1)2n′′t ((2k + 1)η)
)
=: Φ̂, ε ↓ 0.
Here, using n′′t (z) = −nt(z)/t + (z/t)2nt(z), it holds that
Φ̂ = −4
∞∑
k=−∞
(4k + 1)n′′t ((2k + 1)η) = 4
∞∑
k=−∞
(4k + 1)
{
1
t
− (η + 2kη)
2
t2
}
nt((2k + 1)η).
Because we have
∞∑
k=−∞
(2k + 1)
{
1
t
− ((2k + 1)η)
2
t2
}
nt((2k + 1)η) = 0,
it follows that
Φ̂ = 4
∞∑
k=−∞
2k
{
1
t
− (η + 2kη)
2
t2
}
nt((2k + 1)η) = 2J
(η)
4
(t, η).

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Lemma A.5. Let W = {W(t)}t≥0 be the standard one-dimensional Brownian motion defined on (Ω,F , P). For t, ε, η > 0 and
−ε ≤ z ≤ η + ε, we define
ϕt(ε, η, z) := P (η − z − ε ≤ W(t) ≤ η − z + ε,−ε − z ≤ mt(W) < Mt(W) ≤ η − z + ε) .
For 0 ≤ z ≤ η, it holds that
lim
ε↓0
ϕt(ε, η, z) = lim
ε↓0
∂
∂ε
ϕt(ε, η, z) = 0,
∂2
∂ε2
ϕt(ε, η, z) = J
(η)
2
(t, z), lim
ε↓0
∂3
∂ε3
ϕt(ε, η, 0) = 12J
(η)
4
(t, η). (88)
Proof. Let 0 ≤ z ≤ η. Lemma A.2 implies
ϕt(ε, η, z) =
∞∑
k=−∞
Nt(η − z − ε + 2k(η + 2ε), η − z + ε + 2k(η + 2ε))
−
∞∑
k=−∞
Nt(η − z + ε + 2k(η + 2ε), η − z + 3ε + 2k(η + 2ε)).
By simple calculations, it holds for m ∈ N that
∂m
∂εm
ϕt(ε, η, z) =
∞∑
k=−∞
(4k + 1)mn
(m−1)
t (η − z + ε + 2k(η + 2ε)) −
∞∑
k=−∞
(4k − 1)mn(m−1)t (η − z − ε + 2k(η + 2ε))
−
∞∑
k=−∞
(4k + 3)mn
(m−1)
t (η − z + 3ε + 2k(η + 2ε)) +
∞∑
k=−∞
(4k + 1)mn
(m−1)
t (η − z + ε + 2k(η + 2ε)).
Thus, we have
lim
ε↓0
ϕt(ε, η, z) = 0, lim
ε↓0
∂
∂ε
ϕt(ε, η, z) = 0,
lim
ε↓0
∂2
∂ε2
ϕt(ε, η, z) =
∞∑
k=−∞
(4k + 1)2n′t(η − z + 2kη) −
∞∑
k=−∞
(4k − 1)2n′t(η − z + 2kη)
−
∞∑
k=−∞
(4k + 3)2n′t(η − z + 2kη) +
∞∑
k=−∞
(4k + 1)2n′t(η − z + 2kη)
= −
∞∑
k=−∞
8n′t(η − z + 2kη)
= 4J
(η)
2
(t, z).
Furthermore, using the identity
∞∑
k=−∞
(1 + 2k)
{
1
t
− ((1 + 2k)η)
2
t2
}
nt((1 + 2k)η) = 0,
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we also obtain
lim
ε↓0
∂3
∂ε3
ϕt(ε, η, 0) =
∞∑
k=−∞
(4k + 1)3n′′t (η + 2kη) −
∞∑
k=−∞
(4k − 1)3n′′t (η + 2kη)
−
∞∑
k=−∞
(4k + 3)3n′′t (η + 2kη) +
∞∑
k=−∞
(4k + 1)3n′′t (η + 2kη)
= −24
∞∑
k=−∞
(1 + 4k)n′′t (η + 2kη)
= 24
∞∑
k=−∞
(1 + 4k)
{
1
t
− ((1 + 2k)η)
2
t2
}
nt((1 + 2k)η)
= 24
∞∑
k=−∞
2k
{
1
t
− ((1 + 2k)η)
2
t2
}
nt((1 + 2k)η)
= 12J
(η)
4
(t, η).

Lemma A.6. Let T > 0 and let a, b > 0. Then for all 0 < s < t < T and x, y > 0, we have
P
(
Ba→b[0,T ]|K+(0)(t) ∈ dy
)
= P
(
ra→b[0,T ](t) ∈ dy
)
=
(
T
2pit(T − t)
) 1
2
(
e−
(y−a)2
2t − e− (y+a)
2
2t
) (
e−
(b−y)2
2(T−t) − e− (b+y)
2
2(T−t)
)
e−
(b−a)2
2T − e− (b+a)
2
2T
,
P
(
Ba→b[0,T ]|K+(0)(t) ∈ dy | Ba→b[0,T ]|K+(0)(s) = x
)
= P
(
ra→b[0,T ](t) ∈ dy | ra→b[0,T ](s) = x
)
=
(
T − s
2pi(t − s)(T − t)
) 1
2
(
e−
(y−x)2
2(t−s) − e− (y+x)
2
2(t−s)
) (
e−
(b−y)2
2(T−t) − e− (b+y)
2
2(T−t)
)
e−
(b−x)2
2(T−s) − e− (b+x)
2
2(T−s)
.
Therefore, the Markov processes Ba→b
[0,T ]
|K+(0) and ra→b[0,T ] obey the same distribution.
Proof. P
(
ra→b
[0,T ]
(t) ∈ dy
)
and P
(
ra→b
[0,T ]
(t) ∈ dy | ra→b
[0,T ]
(s) = x
)
are given in [10] p. 463. On the other hand, we can calculate
P
(
Ba→b
[0,T ]
|K+(0)(t) ∈ dy
)
and P
(
Ba→b
[0,T ]
|K+(0)(t) ∈ dy | Ba→b[0,T ]|K+(0)(s) = x
)
by Chapter 5, Problem 6.11 in [7]. Therefore, the desired
result is obtained by direct calculation. 
Lemma A.7. Let δ > 0, a ≥ 0, and b > 0. Then, for the BES(δ)-bridge ra→b = {ra→b(t)}t∈[0,1] from a to b on [0, 1], we have
P
(
ra→b(t) ∈ dy,M(ra→b) ≤ x
)
= P
(
r
a→y
[0,t]
∈ K−[0,t](x)
)
P
(
r
y→b
[t,1]
∈ K−[t,1](x)
)
P
(
ra→b(t) ∈ dy
)
for all 0 < t < 1 and b ≤ x, 0 ≤ y ≤ x. Here, rc→d
[t1,t2]
= {rc→d
[t1 ,t2]
(t)}t∈[t1 ,t2] denotes the BES(δ)-bridge from c to d on [t1, t2].
Proof. In this proof, we denote by the pair (R = {R(t)}t≥0, P(δ)a ) a BES(δ)-process starting from a ≥ 0: P(δ)a (R(0) = a) = 1.
Then, by the Markov property of R, we have
P
(
ra→b(t) ∈ dy,M(ra→b) ≤ x
)
=
P
(δ)
a (R(t) ∈ dy,M(R) ≤ x,R(1) ∈ db)
P
(δ)
a (R(1) ∈ db)
=
P
(δ)
y (R(1 − t) ∈ db,M1−t(R) ≤ x) P(δ)a (R(t) ∈ dy,Mt(R) ≤ x)
P
(δ)
a (R(1) ∈ db)
and
P
(
ra→b(t) ∈ dy
)
=
P
(δ)
a (R(t) ∈ dy,R(1) ∈ db)
P
(δ)
a (R(1) ∈ db)
=
P
(δ)
y (R(1 − t) ∈ db) P(δ)a (R(t) ∈ dy)
P
(δ)
a (R(1) ∈ db)
.
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Therefore, because we have
P(δ)y (R(1 − t) ∈ db,M1−t(R) ≤ x) = P
(
M1−t(ry→b) ≤ x
)
P(δ)y (R(1 − t) ∈ db) = P
(
r
y→b
[t,1]
∈ K−[t,1](x)
)
P(δ)y (R(1 − t) ∈ db) ,
P(δ)a (R(t) ∈ dy,Mt(R) ≤ x) = P
(
Mt(r
a→y) ≤ x) P(δ)a (R(t) ∈ dy) = P (ra→y[0,t] ∈ K−[0,t](x)) P(δ)a (R(t) ∈ dy) ,
it follows that
P
(
ra→b(t) ∈ dy,M(ra→b) ≤ x
)
= P
(
r
a→y
[0,t]
∈ K−[0,t](x)
)
P
(
r
y→b
[t,1]
∈ K−[t,1](x)
) P(δ)a (R(t) ∈ dy) P(δ)y (R(1 − t) ∈ db)
P
(δ)
a (R(1) ∈ db)
= P
(
r
a→y
[0,t]
∈ K−[0,t](x)
)
P
(
r
y→b
[t,1]
∈ K−[t,1](x)
)
P
(
ra→b(t) ∈ dy
)
.

In a similar manner to the proof of the above lemma, we can obtain the following.
Lemma A.8. Under the same assumption of Lemma A.7, we have
P
(
ra→b(t) ∈ dy, ra→b(s) ∈ dx,M(ra→b) ≤ z
)
= P
(
ra→x[0,s] ∈ K−[0,s](z)
)
P
(
r
x→y
[s,t]
∈ K−[s,t](z)
)
P
(
r
y→b
[t,1]
∈ K−[t,1](z)
)
P
(
ra→b(t) ∈ dy, ra→b(s) ∈ dx
)
for all 0 < s < t < 1 and b ≤ z, 0 ≤ x, y ≤ z.
Lemma A.9. For c > 0 and a, b ∈ (0, c), it holds that P(Ba→b ∈ K(0, c)) > 0.
Proof. It holds that
f (z) =
∞∑
k=−∞
(n1(b − a + 2k(a ∨ b + z)) − n1(b + a + 2k(a ∨ b + z)))
defines a holomorphic function on
D = {z = x + iy | x ∈ (0,∞), y ∈ (−(b + a)/2, (b + a)/2)}.
Lemma A.2 implies that
f (η) = P(W ∈ K(−a, a ∨ b + η − a),W(1) ∈ db − a)/db, η > 0.
We can easily see that f is non-decreasing and non-negative on (0,∞). Assume, for the sake of contradiction, that f (η0) = 0
holds for some η0 > 0. Then it follows from the identity theorem that f (z) = 0 holds for every z ∈ D. This contradicts
lim
η→∞
f (η) = P(W ∈ K+(−a),W(1) ∈ db − a)/db > 0.
Therefore, f (η) > 0 holds for all η > 0, and hence we obtain
P(Ba→b ∈ K(0, c)) = f (c − a ∨ b)db
P(W(1) ∈ db − a) > 0.

Lemma A.10. Let a, b ∈ R. Assume that real-valued C1-functions g−, g+ on [0, 1] satisfy the following conditions:
min
0≤t≤1
(g+(t) − g−(t)) > 0, g−(0) < a < g+(0), g−(1) < b < g+(1).
Then we have P(Ba→b ∈ K(g−, g+)) > 0.
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Proof. Girsanov’s theorem implies
P(a +W(1) ∈ db, a +W ∈ K(g−, g+))
= P(a +W(1) − (g−(1) − g−(0)) + (g−(1) − g−(0)) ∈ db, a +W − (g− − g−(0)) ∈ K(g−(0), g+ − g− + g−(0)))
= E
[
Z˜
g−−g−(0)
[0,1]
(W)−1 ; a − g−(0) +W(1) ∈ db − g−(1), a − g−(0) +W ∈ K(0, g+ − g−)
]
= E
[
Z˜
g−−g−(0)
[0,1]
(Ba−g
−(0)→b−g−(1) − a + g−(0))−1 ; Ba−g−(0)→b−g−(1) ∈ K(0, g+ − g−)
]
× P(a − g−(0) +W(1) ∈ db − g−(1)).
Thus, it holds that
P(Ba→b ∈ K(g−, g+))
=
P(a +W ∈ K(g−, g+), a +W(1) ∈ db)
P(a +W(1) ∈ db)
= E
[
Z˜
g−−g−(0)
[0,1]
(Ba−g
−(0)→b−g−(1) − a + g−(0))−1 ; Ba−g−(0)→b−g−(1) ∈ K(0, g+ − g−)
] P(a − g−(0) +W(1) ∈ db − g−(1))
P(a +W(1) ∈ db)
≥ Cg− ,a,b × P
(
Ba−g
−(0)→b−g−(1) ∈ K(0, g+ − g−)
) P(a − g−(0) +W(1) ∈ db − g−(1))
P(a +W(1) ∈ db) ,
with some Cg− ,a,b > 0 depending only on g
−, a, and b. So we may assume that g− = 0, 0 < a < g+(0), and 0 < b < g+(1). Take
δ ∈ (0, 1/2) so that
min
t∈[0,δ]
g+(t) ≥ 1
2
(a + g+(0)), min
t∈[1−δ,1]
g+(t) ≥ 1
2
(b + g+(1)),
and let t1 = δ, t2 = 1 − δ and
c1 = min
t∈[0,δ]
g+(t), c2 = min
t∈[δ,1−δ]
g+(t), c3 = min
t∈[1−δ,1]
g+(t), c4 = a ∧ b ∧ c1 ∧ c2 ∧ c3 > 0.
Then we have
P(Ba→b ∈ K(0, g+)) ≥
∫ c4
0
∫ c4
0
h(y1, y2)
nt1(y1 − a)nt2−t1(y2 − y1)n1−t2(b − y2)
n1(a, b)
dy1dy2,
where
h(y1, y2) = P
(
B
a→y1
[0,t1]
∈ K[0,t1](0, c1)
)
P
(
B
y1→y2
[t1,t2]
∈ K[t1,t2](0, c4)
)
P
(
B
y2→b
[t2,1]
∈ K[t2 ,1](0, c2)
)
.
Using Lemma A.9, it holds that h(y1, y2) > 0 on (y1, y2) ∈ (0, c4) × (0, c4). Therefore, we obtain our assertion. 
Theorem 8. (Chapter 2, Theorem 4.15 in [7]) Let {Xn}∞n=1 be the family of C([0, 1],Rd)-valued random variables. If the family
{Xn}∞n=1 is tight and the finite-dimensional distribution of Xn converges to that of some X, then Xn
D→ X holds.
Lemma A.11. (Scheffe’s Theorem) Let (X,A, µ) be a measure space, and let p, pn : X → [0,∞) be A/B([0,∞))-measurable
and satisfy ∫
X
p(x)µ(dx) = 1,
∫
X
pn(x)µ(dx) = 1.
If pn → p holds µ-a.e., then we have
sup
E∈A
∣∣∣∣∣∫
E
p(x)µ(dx) −
∫
E
pn(x)µ(dx)
∣∣∣∣∣ ≤ 12
∫
X
|p(x) − pn(x)|µ(dx)→ 0, n→ ∞.
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Proof. Since the function qn = p − pn satisfies
∫
X
qn(x)µ(dx) = 0, we have∫
{pn>p}
qn(x)µ(dx) =
∫
{pn≤p}
qn(x)µ(dx)
for all n. Therefore, by the inequality
0 ≤ qn1{pn<p} ≤ qn1{pn≤p} ≤ p,
we can use the dominated convergence theorem and obtain∫
X
|qn(x)|µ(dx) =
∫
{pn<p}
qn(x)µ(dx) −
∫
{pn>p}
qn(x)µ(dx) =
∫
{pn<p}
qn(x)µ(dx) +
∫
{pn≤p}
qn(x)µ(dx) → 0
as n → ∞. The inequality
sup
E∈A
∣∣∣∣∣∫
E
p(x)µ(dx) −
∫
E
pn(x)µ(dx)
∣∣∣∣∣ ≤ 12
∫
X
|p(x) − pn(x)|µ(dx)
follows from the identity ∫
E
qn(x)µ(dx) = −
∫
Ec
qn(x)µ(dx), E ∈ A.

Lemma A.12. Let (X,A, µ) be a σ-finite measure space, and let A-measurable functions pn, qn : X → [0,∞) satisfy
0 ≤ pn ≤ qn,
∫
X
qn(x)µ(dx) < ∞
for all n ∈ N. If p := limn→∞ pn exists µ-a.e., and there exists a A-measurable function q : X → [0,∞) that satisfies
lim
n→∞
∫
X
|qn(x) − q(x)|µ(dx) = 0,
then we have
lim
n→∞
∫
X
|pn(x) − p(x)|µ(dx) = 0.
Proof. Let ε > 0 be fixed. Then, by the σ-finiteness of µ, we can find S ∈ A so that
µ(S ) < ∞,
∫
X\S
q(x)µ(dx) < ε
holds. Because µ(S ) < ∞ and
lim
n→∞
∫
S
|qn(x) − q(x)|µ(dx) = 0
holds, we obtain the uniform integrability of {qn1S }n:
lim
K→∞
sup
n
∫
S∩{qn≥K}
qn(x)µ(dx) = 0.
Thus,
lim
K→∞
sup
n
∫
S∩{pn≥K}
pn(x)µ(dx) = 0
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holds, and by combining this uniform integrability of {pn1S }n, and µ-a.e. convergence pn1S → p1S as n → ∞, we obtain
lim
n→∞
∫
S
|pn(x) − p(x)|µ(dx) = 0.
Hence, because we have ∫
X\S
p(x)µ(dx) ≤ lim
n→∞
∫
X\S
pn(x)µ(dx)
≤ lim
n→∞
∫
X\S
pn(x)µ(dx)
≤ lim
n→∞
∫
X\S
qn(x)µ(dx)
=
∫
X\S
q(x)µ(dx) < ε,
lim
n→∞
∫
X
|pn(x) − p(x)|µ(dx) ≤ lim
n→∞
∫
S
|pn(x) − p(x)|µ(dx) + 2ε = 2ε
holds and the proof is completed. 
Lemma A.13. Let Rd-valued Markov processes Xn, X on [0, 1] have transition densities
P (Xn(t) ∈ dy) = qn(t, y)dy, P (Xn(t) ∈ dy | Xn(s) = x) = qn(s, x, t, y)dy,
P (X(t) ∈ dy) = q(t, y)dy, P (X(t) ∈ dy | X(s) = x) = q(s, x, t, y)dy
for all 0 ≤ s < t ≤ 1, x, y ∈ Rd, and n ∈ N. If we have
lim
n→∞
qn(t, y) = q(t, y), a.e. y ∈ Rd ,
lim
n→∞
qn(s, x, t, y) = q(s, x, t, y), a.e. (x, y) ∈ Rd × Rd ,
for all 0 ≤ s < t ≤ 1, then the finite-dimensional distribution of Xn converges to that of X as n → ∞.
Proof. Let 0 ≤ t1 < · · · < tl ≤ 1 be given. Then
fn(x1, . . . , xl) = qn(t1, x1)
l−1∏
i=1
qn(ti, xi, ti+1, xi+1), f (x1, . . . , xl) = q(t1, x1)
l−1∏
i=1
q(ti, xi, ti+1, xi+1)
satisfy ∫
Rdl
fn(x)dx = 1,
∫
Rdl
f (x)dx = 1
and fn → f holds by assumption. Therefore, for all bounded continuous functions g on Rdl, it follows from Lemma A.11 that∣∣∣E [g (Xn(t1), . . . , Xn(tl))] − E [g (X(t1), . . . , X(tl))]∣∣∣ ≤ sup
z∈Rdl
|g(z)|
∫
Rdl
| fn(x) − f (x)|dx → 0, n→ ∞.

Theorem 9. For ε ∈ E, X(ε) is a (C([0, 1],Rd),B(C([0, 1],Rd)))-valued random variable defined on (Ω(ε),F (ε), P(ε)). Assume
that {X(ε)(0)}ε∈E is uniformly integrable, and the following conditions hold.
(1) For each u ∈
(
0, 1
2
)
, {pi[u,1−u] ◦ X(ε)}ε∈E is tight.
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(2) For each ξ > 0, it holds that
lim
u↓0
sup
ε∈E
P(ε)
(
sup
0≤t≤u
|X(ε)(t) − X(ε)(0)| > ξ
)
= 0, lim
u↓0
sup
ε∈E
P(ε)
(
sup
1−u≤t≤1
|X(ε)(t) − X(ε)(1)| > ξ
)
= 0.
Then the family {X(ε)}ε∈E is tight.
Proof. For each w ∈ C := C([0, 1],Rd), 0 ≤ a < b ≤ 1, and δ > 0, we define
ma,b(w, δ) = max
a≤t,s≤b
|t−s|≤δ
|w(t) − w(s)|.
If we denote the law of X(ε) by Pε := P(ε) ◦ (X(ε))−1, then by Chapter 2, Theorem 4.10 in [7], what we must prove is
lim
λ↑∞
sup
ε∈E
Pε (w ∈ C ; |w(0)| > λ) = 0, (89)
lim
δ↓0
sup
ε∈E
Pε
(
w ∈ C ; m0,1(w, δ) > η
)
= 0, η > 0. (90)
Since (89) follows from assumption (1), hereinafter we deal with (90). For each η > 0 and u ∈ (0, 1
2
), we have{
w ∈ C ; m0,1(w, δ) ≥ η
}
⊂
{
w ∈ C ; m0,u(w, δ) ≥ η
3
}
∪
{
w ∈ C ; mu,1−u(w, δ) ≥ η
3
}
∪
{
w ∈ C ; m1−u,1(w, δ) ≥ η
3
}
.
Therefore, for any γ > 0, we only have to find u0 ∈ (0, 12 ) and δ > 0 so that
supε∈E P
ε
(
w ∈ C ; m0,u0(w, δ) ≥ η
3
)
<
γ
3
,
supε∈E P
ε
(
w ∈ C ; mu0,1−u0(w, δ) ≥ η
3
)
<
γ
3
,
supε∈E P
ε
(
w ∈ C ; m1−u0,1(w, δ) ≥ η
3
)
<
γ
3
.
Now, for all u > 0 and w ∈
{
w ∈ C ; m0,u(w, u) ≥ η
3
}
, we have
η
3
≤ m0,u(w, u) = max
0≤s,t,≤u
|t−s|≤u
|w(t) − w(s)|
≤ max
0≤s,t,≤u
|t−s|≤u
(|w(t) − w(0)| + |w(0) − w(s)|) ≤ 2 sup
0≤t≤u
|w(t) − w(0)|.
Therefore, by assumption (2),
sup
ε∈E
Pε
(
w ∈ C ; m0,u(w, u) ≥ η
3
)
≤ sup
ε∈E
Pε
(
w ∈ C ; sup
0≤t≤u
|w(t) − w(0)| ≥ η
6
)
<
γ
3
holds for sufficiently small u > 0. By the same argument, supε∈E P
ε
(
w ∈ C ; m1−u,1(w, u) ≥ η
3
)
<
γ
3
holds for sufficiently small
u > 0. Hence, we can find u0 ∈ (0, 12 ) that satisfies
sup
ε∈E
Pε
(
w ∈ C ; m0,u0(w, u0) ≥
η
3
)
<
γ
3
, sup
ε∈E
Pε
(
w ∈ C ; m1−u0,1(w, u0) ≥
η
3
)
<
γ
3
.
On the other hand, since {pi[u0,1−u0]◦X(ε)}ε∈E is tight by assumption (1), by Chapter 2, Theorem 4.10 in [7] we can find δ ∈ (0, u0)
so that supε∈E P
ε
(
w ∈ C ; mu0,1−u0(w, δ) ≥ η
3
)
<
γ
3
. 
Lemma A.14. (Chapter 2, Problem 4.11 in [7]) For ε ∈ E, X(ε) is a (C([0, 1],Rd),B(C([0, 1],Rd)))-valued random variable
defined on (Ω(ε),F (ε), P(ε)). Assume that {X(ε)}ε∈E satisfies the following conditions.
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(1) There exists ν > 0 that satisfies
sup
ε∈E
E(ε)
[∣∣∣X(ε)(0)∣∣∣ν] < ∞.
(2) There exist α, β,C > 0 that satisfy
sup
ε∈E
E(ε)
[∣∣∣X(ε)(t) − X(ε)(s)∣∣∣α] ≤ C |t − s|1+β , t, s ∈ [0, 1].
Then {X(ε)}ε∈E is tight.
Lemma A.15. Let γ > 0. For ε ∈ E, X(ε) is a (C([0, 1],Rd),B(C([0, 1],Rd)))-valued random variable defined on (Ω(ε),F (ε), P(ε)).
Assume that
Fεl :=
{
max
1≤k≤2l−1
∣∣∣∣∣∣X(ε)
(
k − 1
2l
)
− X(ε)
(
k
2l
)∣∣∣∣∣∣ ≥ 2−lγ
}
∈ F (ε), ε ∈ E, l = 1, 2, . . .
satisfy
∑∞
l=1 supε∈E P
(ε)(Fε
l
) < ∞, then we have
lim
u↓0
sup
ε∈E
P(ε)
(
sup
0≤t≤u
∣∣∣X(ε)(t) − X(ε)(0)∣∣∣ > ξ) = 0, ξ > 0.
Proof. We define
Ω
ε
m =
∞⋂
l=m
(Fεl )
c.
For any η > 0, we can find m ∈ N so that∑∞l=m supε∈E P(ε) (Fεl ) < η. Thus,
P(ε)
(
(Ωεm)
c)
= P(ε)
 ∞⋃
l=m
Fεl
 ≤ ∞∑
l=m
P(ε)
(
Fεl
)
< η
holds for all ε ∈ E. Therefore, for all ε ∈ E, we have
P(ε)
(
sup
0≤t≤u
∣∣∣X(ε)(t) − X(ε)(0)∣∣∣ > ξ) < η + P(ε) ({ sup
0≤t≤u
∣∣∣X(ε)(t) − X(ε)(0)∣∣∣ > ξ} ∩ Ωεm) .
Now, let ω ∈ Ωεm and l ≥ m be fixed. We can prove by induction on n > l that∣∣∣X(ε)(t) − X(ε)(s)∣∣∣ ≤ 2 n∑
j=l+1
2−γ j, t, s ∈ Dn, 0 < t − s < 2−l (91)
holds. Here, Dn denotes {k/2n | 0 ≤ k ≤ 2n−1}. In fact, for n = l+1, (91) holds since ω ∈ (Fεl+1)c. Suppose that (91) is valid for
n = l+1, . . .N−1. For t, s ∈ DN that satisfy 0 < t− s < 2−l, we set t1 = max{u ∈ DN−1 | u ≤ t} and s1 = min{u ≥ s | u ∈ DN−1}.
Since ω ∈ (Fε
N
)c and s1 − s ≤ 2−N , t − t1 ≤ 2−N hold, we have∣∣∣X(ε)(t) − X(ε)(t1)∣∣∣ ≤ 2−γN , ∣∣∣X(ε)(s1) − X(ε)(s)∣∣∣ ≤ 2−γN .
Therefore, combining the assumption of the induction and the inequality t1 − s1 ≤ t − s < 2−l, we obtain∣∣∣X(ε)(t) − X(ε)(s)∣∣∣ ≤ ∣∣∣X(ε)(t) − X(ε)(t1)∣∣∣ + ∣∣∣X(ε)(t1) − X(ε)(s1)∣∣∣ + ∣∣∣X(ε)(s1) − X(ε)(s)∣∣∣
≤ 2−γN + 2
N−1∑
j=l+1
2−γ j + 2−γN
= 2
N∑
j=l+1
2−γ j,
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and (91) is valid for n = N.
Again, let ω ∈ Ωεm. For t, s ∈
⋃∞
n=1 Dn with 0 < t − s ≤ 2−(m+1), we can find l ≥ m so that 2−(l+1) ≤ t − s < 2−l. For this l, it
follows from (91) that
∣∣∣X(ε)(t) − X(ε)(s)∣∣∣ ≤ 2 ∞∑
j=l+1
2−γ j =
2
1 − 2−γ 2
−γ(l+1) ≤ 2
1 − 2−γ |t − s|
γ.
Hence, by the continuity of both sides,
max
0≤t,s≤ 1
2
0<|t−s|≤2−(m+1)
|X(ε)(t) − X(ε)(s)|
|t − s|γ ≤
2
1 − 2−γ
holds on Ωεm. Therefore, if u satisfies u
γ < min
{(
2
1−2−γ
)−1
ξ, 2−(m+1)
}
, then
{
sup0≤t≤u
∣∣∣X(ε)(t) − X(ε)(0)∣∣∣ > ξ} ∩ Ωεm = ∅ holds for
all ε ∈ E. 
Lemma A.16. Under the same assumption of Lemma A.15, if
F˜εl =
{
max
2l−1≤k≤2l
∣∣∣∣∣∣X(ε)
(
k − 1
2l
)
− X(ε)
(
k
2l
)∣∣∣∣∣∣ ≥ 2−lγ
}
∈ F (ε), ε ∈ E, l = 1, 2, . . .
satisfy
∑∞
l=1 supε∈E P
(ε)(F˜ε
l
) < ∞, then we have
lim
u↓0
sup
ε∈E
P(ε)
(
sup
0≤t≤u
∣∣∣X(ε)(1 − t) − X(ε)(1)∣∣∣ > ξ) = 0, ξ > 0.
Proof. This lemma is proved by the same argument as that for Lemma A.15. 
Proposition A.1. Let Xn, n = 1, 2, . . . be a sequence of C([0, 1],R
d)-valued random variables with each component defined
on (Ωn,Fn, Pn), and let X be a C([0, 1],Rd)-valued random variable defined on (Ω,F , P). Suppose that we have the following.
(1) (Xn(t0), . . . , Xn(tl))
D→ (X(t0), . . . , X(tl)) for all l ∈ N and 0 = t0 < · · · < tl < 1.
(2) For each δ > 0, it holds that
lim
u↓0
sup
n∈N
Pn
(
sup
0≤t≤u
|Xn(1 − t) − Xn(1)| > δ
)
= 0.
Then Xn converges to X in the finite-dimensional distributional sense.
Proof. Let 0 = t0 < · · · < tl < tl+1 = 1, ξ0, . . . , ξl, ξl+1 ∈ Rd, and ε > 0 be given. Take δ > 0 so that |eiξl+1·x − 1| < ε holds for
x ∈ [−δ, δ]d. By assumption (2), we can find u0 ∈ (0, 1 − tl) that satisfies
P
(
sup
0≤s≤u0
|X(1 − s) − X(1)| > δ
)
≤ ε, sup
n∈N
Pn
(
sup
0≤s≤u0
|Xn(1 − s) − Xn(1)| > δ
)
≤ ε.
Then we have ∣∣∣∣En [∏l+1j=0 eiξ j ·Xn(t j) − eiξl+1 ·Xn(1−u0)∏lj=0 eiξ j ·Xn(t j)]∣∣∣∣
≤ En[|eiξl+1·(Xn(1−u0)−Xn(1)) − 1|]
≤ En[|eiξl+1·(Xn(1−u0)−Xn(1)) − 1| ; |Xn(1 − u0) − Xn(1))| ≤ δ] + 2Pn
(
sup
0≤t≤u
|Xn(1 − t) − Xn(1)| > δ
)
≤ 3ε.
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By the same way, we obtain ∣∣∣∣E [∏l+1j=0 eiξ j ·X(t j) − eiξl+1·X(1−u0)∏lj=0 eiξ j ·X(t j)]∣∣∣∣ ≤ 3ε.
Hence, it follows from assumption (1) that
lim
n→∞
∣∣∣∣En [∏l+1j=0 eiξ j ·Xn(t j)] − E [∏l+1j=0 eiξ j ·X(t j)]∣∣∣∣
≤ 6ε + lim
n→∞
∣∣∣∣En [eiξl+1·Xn(1−u0)∏lj=0 eiξ j ·Xn(t j)] − E [eiξl+1·X(1−u0)∏lj=0 eiξ j ·X(t j)]∣∣∣∣ = 6ε.

Lemma A.17. Let S 1 and S 2 be Polish spaces and let Xn and Yn be random variables defined on (Ωn,Fn, Pn) that take their
values in S 1 and S 2, respectively. If Xn and Yn are independent and Pn ◦ X−1n and Pn ◦ Y−1n converge to probability measures
Q on S 1 and R on S 2, respectively, then Pn ◦ (Xn, Yn)−1 converges to the product measure Q × R.
Proof. First, we prove the tightness of {Pn◦(Xn, Yn)−1}n. By the assumption and Prohorov’s theorem, {Pn◦X−1n }n and {Pn◦Y−1n }n
are tight. Therefore, for all ε > 0, we can find compact subsets Ki of S i so that
inf
n∈N
Pn(Xn ∈ K1) ≥ 1 − ε, inf
n∈N
Pn(Yn ∈ K2) ≥ 1 − ε
hold. Since K1 × K2 is a compact subset of S 1 × S 2 by Tychonoff’s theorem and
Pn((Xn, Yn) ∈ K1 × K2) ≥ (1 − ε)2 ≥ 1 − 2ε, n ∈ N
holds, {Pn ◦ (Xn, Yn)−1}n is tight.
Now, suppose that Pn ◦ (Xn, Yn)−1 does not converge to Q × R. Then, we can find a bounded continuous function f on
S 1 × S 2 and a subsequence {nk} so that
lim
k→∞
Enk [ f (Xnk , Ynk )] exists and lim
k→∞
Enk [ f (Xnk , Ynk )] ,
∫
S 1×S 2
f (s1, s2)(Q × R)(ds1ds2).
On the other hand, combining the tightness of {Pn ◦ (Xn, Yn)−1}n and Prohorov’s theorem, taking a subsequence if necessary,
we can find the weak limit µ of Pnk ◦ (Xnk , Ynk )−1. Because we have∫
S 1×S 2
f1(s1) f2(s2)µ(ds1ds2) = lim
k→∞
Enk [ f1(Xnk ) f2(Ynk )] = lim
k→∞
Enk [ f1(Xnk)]E[ f2(Ynk )]
=
∫
S 1×S 2
f1(s1) f2(s2)(Q × R)(ds1ds2)
for all bounded continuous functions fi on S i, by an approximation argument, we obtain µ(G1 ×G2) = (Q × R)(G1 ×G2) for
all open sets Gi in S i. Therefore, since µ = Q × R holds, we have
lim
k→∞
Enk [ f (Xnk , Ynk )] =
∫
S 1×S 2
f (s1, s2)µ(ds1ds2) =
∫
S 1×S 2
f (s1, s2)(Q × R)(ds1ds2)
and this is a contradiction. 
Lemma A.18. Let S be a Polish space and let Xn and X be random variables defined on (Ωn,Fn, Pn) and (Ω,F , P) that take
their values in S . Assume that Xn
D−→ X holds and A ∈ B(S ) satisfies P(X ∈ ∂A) = 0. Then, for all bounded continuous
functions G on S , we have
lim
n→∞
En[G(Xn) ; Xn ∈ A] = E[G(X) ; X ∈ A].
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Proof. By Skorohod’s theorem, we may assume that Xn and X are defined on the same probability space and Xn → X holds
almost surely. Then, by the dominated convergence theorem, the first term of the right-hand side of
|E[G(Xn) ; Xn ∈ A] − E[G(X) ; X ∈ A]| ≤ E[|G(Xn) −G(X)| ; Xn ∈ A] + sup
x∈S
|G(x)| E[|1{Xn∈A} − 1{X∈A}|]
converges to 0 as n → ∞. On the other hand, since we have
lim
n→∞
{Xn ∈ A} ⊂ {X ∈ A¯}, {X ∈ int(A)} ⊂ lim
n→∞
{Xn ∈ int(A)} ⊂ lim
n→∞
{Xn ∈ A}
almost surely, the reverse-Fatou’s lemma yields
lim
n→∞
P({Xn ∈ A} \ {X ∈ A}) ≤ P(( lim
n→∞
{Xn ∈ A}) \ {X ∈ A}) ≤ P({X ∈ A¯} \ {X ∈ A}) ≤ P(X ∈ ∂A) = 0,
lim
n→∞
P({X ∈ A} \ {Xn ∈ A}) ≤ P({X ∈ A} \ ( lim
n→∞
{Xn ∈ A})) ≤ P({X ∈ A} \ {X ∈ int(A)}) ≤ P(X ∈ ∂A) = 0.
Therefore,
E[|1{Xn∈A} − 1{X∈A}|] = P({Xn ∈ A} \ {X ∈ A}) + P({X ∈ A} \ {Xn ∈ A})
tends to 0 as n → ∞ and the proof is completed. 
Lemma A.19. Let T > 0 and let C1-function g on [0, T ] take its value in [0,∞). Then, for BES(3)-process R[0,T ] starting at 0
on [0, T ] and b ∈ (0, g(T )), we have
P
(
Tg ≤ T,R[0,T ] ∈ K−[0,T ](g),R[0,T ](T ) ∈ db
)
= 0.
Here, Tg is the hitting time of R[0,T ] to g.
Proof. Since b ∈ (0, g(T )), what we must prove is
P
(
Tg < T,R[0,T ] ∈ K−[0,T ](g),R[0,T ](T ) ∈ db
)
= 0.
IfW[0,T ] =
(
W
(1)
[0,T ]
,W
(2)
[0,T ]
,W
(3)
[0,T ]
)
is a three-dimensional Brownian motion starting at 0, then
P
(
Tg < T,R[0,T ] ∈ K−[0,T ](g),R[0,T ](T ) ∈ db
)
= E
[
P
(∣∣∣(g(s), 0, 0)+W[s,T ]∣∣∣ ∈ K−[s,T ](g), ∣∣∣(g(s), 0, 0)+W[s,T ](T )∣∣∣ ∈ db) ∣∣∣s=Tg ; Tg < T ]
holds. Therefore, we only have to show that P
(∣∣∣(g(s), 0, 0)+W[s,T ]∣∣∣ ∈ K−[s,T ](g), ∣∣∣(g(s), 0, 0) +W[s,T ](T )∣∣∣ ∈ db) = 0 for all
s ∈ [0, T ). To prove this, assume that P
(∣∣∣(g(s), 0, 0)+W[s,T ]∣∣∣ ∈ K−[s,T ](g)) > 0. Then P (∣∣∣∣g(s) +W (1)[s,T ]∣∣∣∣ ∈ K−[s,T ](g)) > 0 holds.
On the other hand, by the law of the iterated logarithm forW
(1)
[s,T ]
, we can find a sequence tn ∈ (s, T ) so that
W
(1)
[s,T ]
(tn) ≥ 0, lim
n→∞
W
(1)
[s,T ]
(tn)
tn − s
= ∞, tn ↓ s.
Therefore, since
W
(1)
[s,T ]
(tn)
tn − s
≤ g(tn) − g(s)
tn − s
, for all n ∈ N
holds on
{∣∣∣∣g(s) +W (1)[s,T ]∣∣∣∣ ∈ K−[s,T ](g)}, g′(s) does not exist in R. This contradicts the regularity of g. 
We can find the following proposition in [4], which is stated there without proof.
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Proposition A.2. Let (T,T ) be a measurable space and (Ω,F , P) be a probability space, and let Y = {Y(t),F Yt , 0 ≤ t ≤ 1}
be a T-valued Markov process on (Ω,F , P). For Λ ∈ F with P(Λ) > 0, we define a new probability space (Λ,Λ ∩ F , PΛ) by
Λ ∩ F := {Λ ∩ F | F ∈ F } and
PΛ(Λ ∩ F) :=
P(Λ ∩ F)
P(Λ)
.
Assume that for all t ∈ [0, 1] there exist At ∈ F Yt and Bt ∈ σ(Y(s) | t ≤ s ≤ 1) that satisfy Λ = At ∩ Bt. If we denote the
restriction Y to (Λ,Λ ∩ F , PΛ) by YΛ, then YΛ = {YΛ(t),F YΛt , 0 ≤ t ≤ 1} is a T-valued Markov process on (Λ,Λ ∩ F , PΛ).
Proof. For 0 < t < s ≤ 1 and Γ ∈ T , we must show that PΛ(YΛ(s) ∈ Γ | F YΛt ) has a σ(YΛ(t))-measurable version. Let
0 = t0 < t1 < · · · < tn = t < s ≤ 1, K1, . . . ,Kn, Γ ∈ B be given. We define a measure µ on (T n,T n) by
µ(C) := P({(Y(t1), . . . , Y(tn)) ∈ C} ∩ At), C ∈ T n.
Using µ, we obtain
P({Y(t1) ∈ K1, . . . , Y(tn) ∈ Kn, Y(s) ∈ Γ} ∩ Λ)
= E[P({Y(s) ∈ Γ} ∩ Bt | F Yt ) ; {Y(t1) ∈ K1, . . . , Y(tn) ∈ Kn} ∩ At]
=
∫
K1×···×Kn
P({Y(s) ∈ Γ} ∩ Bt | Y(tn) = xn)µ(dx).
On the other hand, for any T /B([0,∞))-measurable function f : T → [0,∞), we have
E[ f (Y(tn)) ; {Y(t1) ∈ K1, . . . , Y(tn) ∈ Kn} ∩ Λ]
= E[P(Bt | F Yt ) f (Y(tn)) ; {Y(t1) ∈ K1, . . . , Y(tn) ∈ Kn} ∩ At]
=
∫
K1×···×Kn
P(Bt | Y(tn) = xn) f (xn)µ(dx).
Therefore, applying this for
f (xn) :=

P({Y(s) ∈ Γ} ∩ Bt | Y(tn) = xn)
P(Bt | Y(tn) = xn) , in the case that P(Bt | Y(tn) = xn) > 0,
0, otherwise,
it follows that
P({Y(t1) ∈ K1, . . . , Y(tn) ∈ Kn, Y(s) ∈ Γ} ∩ Λ) = E[ f (Y(tn)) ; {Y(t1) ∈ K1, . . . , Y(tn) ∈ Kn} ∩ Λ].
Dividing by P(Λ), we obtain
PΛ(YΛ(t1) ∈ K1, . . . , YΛ(tn) ∈ Kn, YΛ(s) ∈ Γ) = EΛ[ f (YΛ(tn)) ; YΛ(t1) ∈ K1, . . . , YΛ(tn) ∈ Kn],
and hence Dynkin’s pi-λ theorem yields PΛ(YΛ(s) ∈ Γ | F YΛt ) = f (YΛ(tn)) = f (YΛ(t)). 
Lemma A.20. Let 0 ≤ t1 < t2 ≤ 1 and f , g ∈ C([0, 1],R). Then
K˜[t1 ,t2]( f , g) = {w = {w(t)}t∈[t1 ,t2] ∈ C([0, 1],R) | f (t) ≤ w(t) ≤ g(t), t1 ≤ t ≤ t2}
satisfies
int(K˜[t1,t2]( f , g)) = {w ∈ C([0, 1],R) | f (t) < w(t) < g(t), t1 ≤ t ≤ t2} .
Proof. It suffices to show that for any open set G included in K˜[t1 ,t2]( f , g),
G ⊂ {w ∈ C([0, 1],R) | f (t) < w(t) < g(t), t1 ≤ t ≤ t2}
holds. Assume that some w ∈ G satisfies w < {w ∈ C([0, 1],R) | f (t) < w(t) < g(t), t1 ≤ t ≤ t2}. Then we can find t0 ∈ [t1, t2]
for whichw(t0) = f (t0) orw(t0) = g(t0) holds. On the other hand, becauseG is open, B(w, ε) := {w′ ∈ C([0, 1],R) | d∞(w′,w) <
ε} ⊂ G holds for some ε > 0. Thus, w(t0) = f (t0) and w(t0) = g(t0) cannot happen. This contradiction proves the desired
result. 
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