Abstract-We present a unified mixed radix CORDIC algorithm with carry-save arithmetic with a constant scale factoi. The pipelined architecture of the processor is determined by a unique sequence of microrotations for the two modes of operation (rotation and vectoring) in circular and hyperbolic coordinates. The combination of radix-2 and radix-4 microrotations allows us to reduce the latency and size of the pipeline significantly. The unified algorithm is based on the correcting microrotation method, which we have extended to the vectoring mode in hyperbolic coordinates. We have also generalized the use of radix-4 microrotations to the two operation modes and coordinate systems.
determine 0; E {-1, +1], and introduces correcting microrotations in order to correct the possible errors in the determination of q. This method has been developed for rotation in circular and hyperbolic coordinates and vectoring in circular coordinates. On the other hand, the number of iterations can be reduced by using radix-4 microrotations. This has been applied only to the rotation mode 121, 1121.
In this paper, we present a unified CORDIC algorithm in carry save arithmetic with constant scale factor. As it is unified, it operates in the rotation and vectoring modes in circular and hyperbolic coordinate systems. The unified algorithm uses radix-2 microrotations for i 5 n / 2 + 1 and radix-4 microrotations otherwise. For the radix-2 microrotations, we extend the correcting microrotation method to vectoring in hyperbolic coordinates. For the radix-4 microrotations, we develop the selection functions for rotation and vectoring. We also present a pipelined architecture that implements the unified CORDIC algorithm. Our processor is a high speed implementation of this unified algorithm and it is very useful in a wide range of applications that require high speed evaluation of trigonometric and hyperbolic rotations or angle computations in the same hardware [ll, [7] , [lo] , 1121.
UNIFIED CORRECTING MICROROTATION METHOD
For the scale factor to be constant, it is necessary that q E {-1, +11 [12] . On the other hand, the y coordinate is represented in carrysave as a sum word and a carry word. Consequently, in the vectoring mode, in order to obtain q = sign(yi), it is necessary to perform a full assimilation (addition of the sum and carry words) of the redundant carry-save representation of yi. So as not to degrade the advantages of carry-save arithmetic, we only assimilate a small number of most significant bits. This can lead to an error in the determination of 0;. The correcting microrotation method [12] , [141 consists of repeating some microrotations to guarantee the convergence of the algorithm even when some errors in the determination of q arise. This method has been developed for circular coordinates in the rotation and vectoring modes and hyperbolic coordinates in the rotation mode. In this section, we extend the method to vectoring in hyperbolic coordinates. The convergence condition for the CORDIC algorithm in hyperbolic coordinates and vectoring mode, in iteration k, is:
where A(k) is the bound of convergence. When nonredundant arithmetic is used, it is necessary to repeat some microrotations for this condition to be met 1171. In carry save arithmetic, it is also necessary to determine the additional repetitions (correcting microrotations) that must be introduced in order to correct the errors in the determination of a; from an estimation of y.
For the sake of simplicity we assume xi 2 0. If yi is assimilated with a precision of 2-(i+t) and ii is the assimilated value, then 9, 5 y, < 9, + 2-('+f-1) 171, 181, [91. The direction of the microrotation is determined as 8, = sign ($,) . If 9, = -2-(i+t) and yi 2 0, the sign of 9, is different from that of the sign of yt and consequently the direction of the microrotation is erroneously determined (see Fig. la) . Therefore, as illustrated in Fig. lb , we add to the positive value of tanh-'(y,/xZ) the microrotation angle tanh-'(2-') instead of subtracting it. The angle we still have to rotate after microrotation i (tanh-l(yi+l/xi+l)), is larger than the bound of convergence A(i + 1) and condition 2 is not verified for k = i + 1. The bound of convergence is recovered with the repetition of some microrotations. To obtain the microrotations that must be repeated it is necessary to find the maximum value that can exceed the bound of convergence. This permits calculating how many microrotations can be performed before introducing a repetition. In the following theorem, we show the limits of tanh-'(y,,, /XI+') taking into account that the direction of microrotation i may be erroneously determined.
THEOREM 1. If condition 2 is verified fov micvovotation i and the direction of the microrotation is determined as
PROOF. See Appendix A.
0
Comparing (2) with k = i + 1 and (31, we see that the bound is exceeded by a larger amount in the positive part and this is due to the nonconvergence of the microrotation sequence in hyperbolic coordinates and to the erroneous determination of q. As the introduction of correcting microrotations is determined by the amount by which the bound is exceeded, we only consider the positive part. In the next theorem, we show that once tanh-'(y,+,/x,+,) exceeds the value A ( i + 1), the amount by which the bound has been exceeded is the same in the next microrotations THEOREM 2. If the bound of convergence is exceeded after microrotation i, then
PROOF. The proof is omitted as it is very similar to the one presented in [12] .
Once the bound has been exceeded, the condition sign(yl+,) = sign(Q,+,) is assured and the remaining microrotations contribute to recover the bound. The amount out of the bound is tar~h-'(Z-~') + tanh"(2-"+'-3') (see Theorem 2), so to recover the bound it is necessary to repeat the microrotations with index 3i and i + t -3. The correcting microrotations may themselves cause the bound of convergence to be exceeded [121. This way, the repetitions 31 and i + t -3 recover the bound between the microrotaOut of the bound tions i and min{3i, i + t -31. A rule for the introduction of the next repetition is to consider i as the last repetition we have introduced, (min(3i, i + t -3)).
As an example, we determine the sequence of correcting microrotations for t = 6, and we will subsequently generalize the result to any value of t. In hyperbolic coordinates, the microrotations start at index i = 1. Correcting microrotations must be introduced in i = 3 and i = 4. The first correcting microrotation in i = 3 may also cause the bound of convergence to be exceeded. However, the repetition of microrotation 4 can solve this problem. To recover the bound of convergence, which may be exceeded from correcting microrotation i = 4 on, it is necessary to repeat microrotations 7 and 12. However, to recover the bound which may be exceeded from repetition i = 7 on, we have to repeat microrotations 10 and 21. This makes repetition i = 12 unnecessary because microrotation 10 is repeated. The same happens for the rest of the repetitions to be introduced. Consequently, we introduce repetitions in 3, 4, 7, 10, 13, ..., k, k + 3, ... Generalizing to any value of t (t t 5 to avoid the repetition of all the microrotations), we obtain the indices, rep, of the correcting microrotations for vectoring in hyperbolic coordinates: rep = 1 + k(t-3), k > 1 and rep = 3l, 1 5 j 5 q, 39+ 2 5 t 5 39+1+ 2.
Previous results in the literature show that in the rotation mode it is necessary to repeat the microrotations with index k t with k 2 1 in circular and hyperbolic coordinates [141 (an additional repetition in microrotation i = 4 must be introduced if 4 5 t < 13 in hyperbolic coordinates), and microrotations with index k . (t -2) in the vectoring mode and circular coordinates 1121. Consequently, the sequence of repetitions we have obtained for vectoring in hyperbolic coordinates encompasses the repetitions needed for the rest of the operation modes. From this, we obtain a unique microrotation sequence for all the operation modes of the CORDIC algorithm. This sequence is made up by the basic microrotations of the CORDIC algorithm and the correcting microrotations obtained previously. Finally, as the algorithm is unified, it is convenient to start the microrotation sequence in i = 1 both in hyperbolic and in circular coordinates. However, this way the convergence range [-z/2, z/2] in circular coordinates is not covered. In order to cover it we repeat microrotation i = 1.
Reduction of the Number of Repetitions
The correcting microrotation method is only applied when q E {-1, +11 [E] . For i 2 n/4 we can use O, E {-1, 0, + l I maintaining a constant scale factor [15], and implementing a scaling by the factor (1 + m .2 -"-') over x and y coordinates when 0; = 0. This scaling is a linear approximation of the scale factor, which can only be used when i 2 n/4. This way, we just have to consider the introduction of correcting microrotations for i i n/4. The unified selection function for the microrotations with o, E {-1, 0, +1] can be obtained following a procedure that is similar to the one performed in [7] for circular coordinates and taking into account that I xi I > Z-3 in vectoring and hyperbolic coordinates (see Lemma 1 in Appendix A). In Table 1 , we show this selection function. For this selection function s 2 3. As we use a redundant digit set for o, no correcting microrotations are needed. 
Number of Assimilated Bits
The total number of bits that have to be assimilated depends on the precision used for the assimilation, and the bound of the assimilated coordinates in each microrotation. For radix-2 microrotations with o, E {+1, -11, in hyperbolic coordinates and vectoring, the bound of y is deduced from Theorem 1, assuming the case in which the bound of convergence is exceeded by the largest amount. This bound is given by 
Consequently, in a unified solution, it is necessary to assimilate s + 4 bits. As we have shown in Section 2.1 s t 3 so seven bits must be assimilated in this case.
UNIFIED RADIX 2-4 CORDIC ALGORITHM
In order to reduce the number of microrotations of the CORDIC algorithm it is possible to use radix-4 microrotations 121, [El, 1151, where the o, coefficients take values from the set {-2, -1, 0, +1, +2)
On the other hand, to maintain a constant scale factor, radix-4 microrotations are introduced only for i ? n / 2 + 2 [12], performing the previous microrotations as radix-2, reducing this way the number of microrotations Therefore, in the radix 2-4 algorithm, there are radix-2 microrotations for I n / 2 + 1, with shifts of Z-', and radix-4 microrotations for n / 2 + 1 < z I 3 n / 4 + 1, with shifts of 4-d1 being d, = z -1 -n/4 Radix-4 microrotations in the second half of the iterations have been used in the rotation mode (known angles in decomposed form for rotation) 1121. In this section, we will generalize the use of radix-4 microrotations for rotation and vectoring. For this, we obtain the radix-4 selection functions in both operating modes.
Radix 4 Selection Function for the Rotation Mode
The z variable obtained after the radix-2 microrotations can be expressed in radix-4 signed-digit format with digit set ci E {-2, ..., +2). After the radix-2 microrotations, the digits with weights of more than 4-"/*+' are zero. Consequently, assuming a,,m = 4-dr for di > n / 2 + 1, the radix-4 selection function is 0; = ci with i t n / 2 + 2.
The sequence of 4s can be predicted just by knowing the expression of z,i2+2 in radix-4 signed digit. As z,12+2 is obtained in carrysave format, the carry-save representation has to be recoded into a radix-4 signed digit representation. A recoder of this type is described in [91.
Radix 4 Selection Function for the Vectoring Mode
For i > n / 2 + 1, the CORDIC algorithm in vectoring mode is the same as the division algorithm. To simplify the selection function and obtain an efficient implementation, we adapt the radix-4 SRTDivision operand prescaling technique [SI to the CORDIC algorithm. The x and y coordinates are scaled so as to confine the x coordinate to an interval around 1, that is, sufficiently small to permit the selection function to depend only on the value of the y coordinate. To simplify the prescaling, we define F = 1 + bj 2" with 0 I bj 5 8.
Unlike the solution given in [8], in our case both operands are expressed in redundant arithmetic. As shown in Appendix B, F can be calculated from the assimilation of x , /~+~ with a precision of 2?. It is necessary to point out that F is obtained from x,iq+l to avoid additional delay since the prescaling is carried out over x,,,~+~. Table 2 shows the selection intervals for F. In Appendix B, we present the procedure for obtaining this table. The prescaling is easy to implement and independent from the precision. 
Structure of the Algorithm
The unified radix 2-4 CORDIC algorithm has three parts:
1) For 1 I z < n/4, radix-2 microrotations with q E {-1, +1] and 2) For n/4 5 z I n/2 + 1, r a b -2 mmorotabons wth O;E {-1, 0, +1}
3) For i > n/2 + 1, radix4 microrotations with O;E {-2, -1, 0, +1, +2)
The position of the correcting microrotations is not rigid 1121. We have assumed that the compensation of the scale factor is perfomed by scaling stages [E] , [15] To optimize the total number of stages, we select the correcting microrotations that ensure the convergence and minimize the number of scaling stages In Table 3 , we present the correcting microrotations for the case t = 6, and the scaling stages for circular and hyperbolic coordinates and the total correcting microrotations. number of stages for different precisions. We have selected t = 6 because it is a good trade-off between the number of correcting microrotations and the stage delay (see Section 4.1). The scaling stages must allow two different shifts, one for each coordinate system. Even the number of scaling stages can be different maintaining a unified architecture. Fig. 2 shows the block diagram of the pipelined architecture for the unified radix 2-4 CORDIC algorithm. The compensation of the scale factor is carried out between the radix-2 and radix-4 microrotations. The prescaling of the operands in the vectoring mode is carried out in parallel with the compensation of the scale factor. These operations can be executed in parallel because, in vectoring mode, it is not necessary to compensate the scale factor for the y coordinate. The compensation of the scale factor is carried out only over the x coordinate obtained after having performed the radix-2 microrotations. At this point, it has already reached n bit precision and this value is simply carried through the radix-4 microrotations. The control signals for performing the prescaling are obtained from the assimilation of the 11 msb of x , ,~+~ (see Appendix B). The 4-to-4 prescaling block, which performs the prescaling, is made up of multiplexers (selection of the shift) and two 6-to-2 CSAs (Carry-Save Adder). Fig. 2 . Architecture of the unified CORDIC processor. Fig. 3 shows the structure of the radix-2 microrotations with q E {-1, +l). Signal p, which specifies the vectoring or rotation mode, selects the y or z coordinate, and 0; is determined by detecting the sign of the 10 msb (t = 6, see Section 3.3) of this coordinate by means two CLA (Carry Lookahead Adder) structures that operate in parallel. The 6-CLA NETWORK generates the carry corresponding to the six least significant bits. In parallel, a CLA produces the sum of the four most significant bits. The sign of the coordinate is obtained using a technique similar to carry-select.
The evaluation of the microrotation is carried out in 4-to-2 CSAs for the x and y coordinates and 340-2 CSAs for z coordinate, as the microrotation angle is in a nonredundant representation. To perform the subtraction the complemented operand is selected in the MUX and a 1 is introduced both as carry in of the least significant slice of the CSA and in the lsb of the carry word of the result. From the coding of 0; and signal m, which specifies the coordinates system, the decoded selection signals for the multiplexers are obtained. The structure of the radix-2 microrotations with 0; E {-1, 0, +11 (Fig. 4) is similar, except for the fact that the multiplexers permit performing the scaling when 0; = 0. The SEL block implements the selection function given in Table 1 I EEE TRANSACTIONS ON COMPUTERS, VOL. 45, NO. 9, SEPTEMBER 1996 -Double bus ( C a y save) . . . Cntlcal path 
Timing Analysis
In this section, we determine the delay of the critical path of each type of stage. We have used the delays specified in 191, corresponding to a 1 pm CMOS standard-cell library. The delay of each element is provided in units of a 2-input NAND gate with a fanout of three NAND gates. We have not considered the scaling stages for the compensation of Km, as they are simpler, and we have assumed that the operand prescaling is pipelined in order to achieve the delay of the slowest stage. The delays of each type of stage are:
The critical path is shown in Fig. 3 , where the contribution of each element is specified. The delay is 31 TnaMd.
2) Xadix-2 microrotations with q E {-1, 0, +ll. The critical path is shown in Fig. 4 . Considering that the 7-CLA has been implemented combining blocks of four and three bits with a carry select scheme, the delay is 34 Tnand.
3) Radix-4 microrotations . In Fig. 5 we can see the critical path of this stage. The delay is 36 Tnand. This way, the critical path of the pipeline is the critical path of a radix-4 microrotation with a delay of 36 Tnand for the considered technology.
Evaluation
The evaluation of the proposed architecture cannot be carried out by direct comparison to other architectures that have been proposed, as none of them share the characteristics of our design Our architecture is based on the unified correcting microrotation method and radix-4 microrotations These two features can be evaluated with respect to the branching CORDIC method [6] and a full radix-2 architecture, respectively. We also evaluate our redundant architecture with respect to a nonredundant architecture We do not consider other solutions [41, [15] since they are not unified architectures The branching CORDIC [6] performs two parallel microrotations in the same direction if 0; = +1, and in the opposite direction if 0; = 0 (branching occurs) In a pipelined architecture, this forces the duplication of the hardware of a microrotation as two of them have to be carried out in parallel each stage To compare the 1a-tency and hardware we have assumed that an unified mixed radix 2 4 architecture is used in both cases and that the correcting microrotation method and the branching CORDIC method are only used for I < n/4 Table 4a summarizes the results obtained. The hardware complexity is evaluated taking as the unit the complexity of one microrotation This is a reasonable measurement of complexity taking into account that the hardwired shifts are very area consuming. When using the branching CORDIC, the hardware complexity increases significantly, while the latency is similar in both architectures. The critical path of the microrotations that implement the branching CORDIC is similar to the one shown in Fig.4 , however, the control is more complex Moreover, it is necessary to introduce multiplexers at the end of the microrotation to allow the copy operation 161. The delay of the critical path is 35 Tnand, similar to the delay of the critical path in our design. The unified mixed radix 2 4 architecture reduces n/4 -1 microrotations with respect to a radix-2 architecture. However, as radix-4 microrotations are introduced, the selection functions are more complex than in radix-2. Therefore, we must consider the hardware complexity that is added in order to implement radix-4 selection functions. It can be estimated that this complexity is no higher than that of three microrotations We thus conclude that our architecture reduces the hardware complexity by n / 4 -4 and the latency by n/4 -1 with respect to a full radix-2 architecture Finally, to evaluate the influence of the redundant arithmetic, we compare the delay of our design with the delay of a mixed radix nonredundant implementation. It can be estimated that the critical path of the nonredundant architecture has a delay of Tnonved = t, + tsEL + t2-l mL(x + t , , + t2-l mux + N ffa, being N the internal wordlength and TI. de delay of a full-adder. Table 4b shows the comparison between the critical paths of the redundant (Tred) and the nonredundant (T,,,,d) architectures. From these results we can claim that the use of redundant arithmetic is justified even for moderate precisions.
CONCLUSIONS
The high throughput required by algorithms that include trigonometric and hyperbolic functions makes it necessary to design high-speed pipelined CORDIC processors with redundant arithmetic which can operate in all the operation modes of the CORDIC algorithm To the best of our knowledge, no unified architecture in redundant arithmetic'and constant scale factor exists that can operate in the four operation modes In this work, we have developed a unified architecture in carry-save arithmetic capable of operating in circular and hyperbolic coordinates and in the rotation and vectoring modes This architecture is based on radix-2 and radix-4 microrotations. We have extended the correcting microrotation method to vectoring in hyperbolic coordinates and we have obtained a single microrotation sequence for the four operation modes. Moreover, we have developed new selection functions for the radix-4 microrotations The correcting microrotation method and the radix-4 microrotations are an efficient option against other alternatives for the unified architecture. The regularity and modularity of the resulting architecture make it adequate for its VLSI implementation. and we have that lxil 2 K-, . lxll . (1 -tanh2(Om,,) )'/2, where Om,, is the maximum rotation angle in hyperbolic coordinates. We choose Om,, = z/2 since a larger range reduces the minimum value of coordinate x too much. For K we assume a minimum value corresponding to the repetition of every other microrotation. As the data is normalized and lyll < lxll, we have that lxll 2 0.5 and, consequently, Ix, I > 2". 0
APPENDIX
This case corresponds to 9, f -2-('+') (see Fig. la ). The bound of tanh-'(yi+l/x,+l) is determined by the nonconvergence of the microrotation sequence in hyperbolic coordinates 1171. Consequently, I tanh-l(yi+l/xi+l) I 5 A(i + 1) + b) Incorrectly determined direction (&i # oil. This case corresponds to Pi = -2-('+') and 0 2 yi < 2-('+*), and then 6, = -1 (see Fig. 1 ). From (l), yi+' = yi(l -2-2') -8,2-'xi+,.
O n the other hand, lxt+ll > T3 (this result is obtained in Lemma 1).
. Applying tank-' to both Consequently, yi+' /xi+, -sides of the inequality and taking into account that tanh-'(u) < u + u3/2 for 0 5 u < 0.716, then tanh-'(yi,,/xi+,) 2 A(i + 1) + ta11h-'(2-~') + tanh-'(2-'""3'). The results of sections a) and b)
PROOF of THEOREM 1. a) Correctly determined direction tanh-l (2-3i-1 1.
prove the theorem. 0
APPENDIX B
In this appendix, we show that the prescaling factor can be computed by assimilating a few bits of x,,/~+~ (?n/4+1). As the prescaling is carried out over x,,/~+~, we must calculate the maximum difference between Xnn/4+l and x , , /~+~ For m = 1, 0 I x , , /~+~ -< S + p and for m = -1, -p 5 x , , /~+~ -+?n/4+1 5 6, being 6 = x,/~+, -and p = I x,,~+* -x , /~+~ I . As we seek a unified solution for both coordinate systems, we must take the previous two expressions into account simultaneously. This way we consider -p I xn/2+2 -fnI4+' 2 6 + p .
Moreover, 0 2 S < 2-"+', r being the precision with which x,,/~+~ is assimilated.
The maximum value of p is derived from (l), and it is bounded by p < (4/3) 2-"/'. Consequently, and assuming (4/3)2-"" < 2-"' for prachcal values of n ( n 2 161, -2-"+' < x , , /~+~ -tnI4+, < 2?' + 2-"' From this expression, we can deduce that the intervals for the selection of b, must overlap by at least 2-'+2 for the factor F to be selected without error. As intervals are I] = [(l -1/64)/(1 + bi 2-' ),
(1 + 1/8)/(1 + b,2")], and the minimum overlap between these intervals is 0.025, then r 2 8. As I xflI4+' I < 3, we have to assimilate 11 bits (three integer bits and eight fractional bits).
We define M, and m, as the maximum and minimum values of x , /~+~ belonging to interval I,, and M, and fi, as the maximum and minimum values of Xnn/4+1 belonging to interval I,, so that we can guarantee that F x , , /~+~ E 11 -1/64, 1 + 1/81. To guarantee a correct prescaling, we must have that I M, 5 M , -2-"+' and rk,+, = MI + 2-'+'. If we also take into account that M, = N, 2-' with N, an integer number, we can calculate the values for M, and e,, and thus obtain the results shown in Table 2 . To obtain this table, we have supposed that x E 10.5, 11, so we have to perform a previous shift (the shift depends of the mode of operation and the coordinate system) to achieve the required range
