We present a method for automatic image annotation (AIA) and retrieval based on query-by-example (QBE) by region-based shape matching. The proposed method consists of two parts: region selection and shape matching. In the rst part, the image is partitioned into disjoint, connected regions with more-or-less uniform color, whose boundaries coincide with spatial edge locations. Each region or valid combinations of neighboring regions constitute \potential objects." In the second part, the shape of each potential object is tested to determine whether it matches one from a set of given templates. To this e ect, we propose a new shape matching method, which is translation-, rotation-, and isotropic scale-invariant, where the boundary of each potential object, as well as of each template, is represented by a B-spline. We, then, identify correspondences between the joint points of the B-splines of potential objects and templates by using a modal matching method. These correspondences are used to estimate the parameters of an a ne mapping to register the object with the template. A proximity measure is then computed between the two contours based on the Hausdor distance. We demonstrate the performance of the proposed method on a variety of images.
1 Introduction component analysis, nite element modes, and the Wold transform to match appearances, shapes, and textures respectively, from a database to a prototype at run time. Xenomania is a system for face image retrieval, which is based on QBE. Its embedded routines allow for segmentation and evaluation of objects based on domain knowledge, yielding feature values that can be utilized for similarity measures and image retrieval. The database management system of the Columbia University proposes integrated feature maps based on texture, color and shape information for image indexing and query in transform domain. Similarity-based searching in medical image databases has been addressed in 13] .
In this paper, we propose a novel region-based shape-matching method for AIA and QBE. The method consists of two parts (see Figure 1 for a block diagram): region selection, based on fusion of color segmentation and spatial edge information; and shape matching, based on feature-point correspondences along the boundary of selected regions. For region selection, we utilize the approach described in 14] (which is reviewed in Section 2) for combined color segmentation and edge linking in order to obtain meaningful regions, whose boundaries coincide with connected spatial edges. The approach rst computes an intermediate segmentation map, which is modeled by a Gibbs random eld (GRF), to ensure formation of spatially contiguous regions. Next, spatial edge locations are determined using the magnitude of the gradient of the 3-channel image vector eld. Finally, regions in the segmentation map are split and merged by a region-labeling procedure to enforce their consistency with the edge map. Each region or combinations of neighboring regions constitute \potential objects." In the second part, we check whether the shape of each potential object matches that of one of the given templates. To this e ect, the boundary of each potential object, as well as of each template, is approximated by a B-spline. We then proceed to identify correspondences between the joint points of the B-splines of potential objects and templates, respectively, based on a modal shape description 15]. These correspondences are used to compute a ne parameters, which, in turn, are used to map the image onto the template domain. Finally, a proximity measure is computed between the two contours by using the Hausdor distance. The output of the proposed system is a list of all images that contain a shape \similar" to the user speci ed template.
An essential step in selecting a small number of potential objects for shape analysis is to perform a meaningful segmentation (see 16] for a survey of image segmentation methods). GRFs have been used to model segmentation elds to facilitate formation of spatially continuous regions. Among early work in color segmentation using GRF is Wright 17] who utilized line processes. More recently, Chang et al. 18] have extended the adaptive Bayesian segmentation approach of Pappas 19 ] using a space-varying image intensity model to color images. A multiresolution approach using Markov random elds (MRF) has been proposed in 20]. However, image segmentation based on color or gray-level only usually fails to identify meaningful objects. Detection of edges in color images may be carried out independently on each channel and combined subsequently, or by computing the gradient of the vector eld 21, 22] . Methods to integrate segmentation and edge detection can be classi ed as: i) knowledge-based methods, ii) pixelwise Boolean methods, and iii) region re nement methods. Most of the recent work belongs to the third class. Among these, Pavlidis et al. 23 ] describe a method to combine segments obtained by using a region growing approach where edges between the regions are eliminated or modi ed based on contrast, gradient, and the shape of the boundary. Haddon et al. 24] generate regions by partitioning the image co-occurrence matrix, and then re ning them by relaxation using the edge information. Hedley et al. 25 ] suggested a histogram analysis to segment pixels with low spatial gradients, while edge pixels are later assigned to the nearest class computed from non-edge pixels. Chu et al. 26] presented an optimization method to integrate segmentation and edge maps obtained from several channels including visible, infrared, etc., where user speci ed weights and arbitrary mixing of region and edge maps are allowed.
A variety of shape representation and matching techniques are currently available, which are invariant to size, position, and/or orientation. 41, 42] . Particular examples include the work of Grimson, who describes a system to recognize objects from sparse scene data by testing all possible correspondences between data and model points using interpretation tree search techniques 27, 28] . Shape matching using super-segments (combination of connected segments) was proposed in 29] where the objects are approximated by polygons. The matching is again achieved through the use of interpretation trees with appropriate pruning based on geometric constraints. However, the number of combinations that need to be tested grows rapidly with object complexity and scene clutter. Template matching using the Hausdor distance has been proposed in 30], which requires a \near" global search in order to match shapes independent of translations, scaling, and rotations. Fourier descriptors have been employed in 31] and 32] for shape discrimination. However, they are sensitive to local deformations. Jeng et al. 34] proposed an improvement of the generalized Hough transform of Ballard 33] , based on half lines and circles, for detecting and locating shapes independent of scale and orientation. Shape classi cation based on various moment invariants has been analyzed in 35] and 36], where it was shown that matching based on di erent forms of Zernike moments outperformed others. Modal matching utilizes the eigenmodes, computed from a nite element based correspondence algorithm, to describe rigid and non-rigid deformations needed to align one object with another 37]. The extent of these deformations can be utilized as a measurement of \similarity" between the two objects. The method of local invariants is based on transforming the shape to a canonical system of coordinates, where all quantities are independent of the initial system, and therefore invariant to projective and a ne transformations 38]. Pauwels et al. 39] proposed an approach, based on semi-di erential invariants, for the recognition of planar shapes that can be su ciently characterized by their contour. Cohen et al. 40] utilized B-splines for shape recognition and identi cation, where translations, rotations and scale changes are computed from the spatial centroid, eigenvectors, and eigenvalues.
The paper is organized as follows: Region selection by color segmentation and color-edge fusion is described in Section 2. The proposed shape matching algorithm is presented in Section 3. We note that, the segmentation and fusion steps may be avoided in the QBE applications provided that a region map is stored as part of the database. Experimental results with a variety of images are shown in Section 4.
Region Selection
This section presents a robust region formation approach to identify potential object boundaries, for subsequent shape analysis. The approach rests on the principle that the color segmentation map which is an indicator of \similarities" between pixels must be consistent with the edge map which represents \discontinuities" between pixels.
To this e ect, we rst compute an intermediate segmentation map, where labels form spatially contiguous clusters, called regions. Then, region labels are optimized by split and merge procedures to enforce consistency with the edge map (a owchart of the method is shown in Figure 2 ). Besides providing a meaningful segmentation map, the proposed procedure also provides a linked edge-map. Detailed descriptions of the components of the system are provided in the following.
Color Space
Color segmentation should be performed in a robust color space, which is invariant to shading, highlights, etc. 43]. However, it is generally agreed that there does not exist a single color space which is good for all images 20] . In this paper, we employ the YES space, de ned by a linear transformation 44] (1) from the SMPTE (Society of Motion Picture and Television Engineers) RGB coordinates. The Y channel stands for the luminance, and E and S represent the chrominance components.
Adaptive Bayesian Color Segmentation
Bayesian color segmentation requires maximization of the a posteriori probability density + otherwise (6) where is a positive number. The larger the value of , the stronger the smoothness constraint.
The algorithm employed to obtain the color segmentation is similar to 18], except for the \small" class elimination step, incorporated within the iteration process. An iteration is composed of three steps: Starting with an initial segmentation, the rst step encompasses the calculation of the means for all pixels belonging to class x(i; j) within a window, whose size is initially taken to be equal to the size of the image itself. In the second step, the segmentation labels are updated by utilizing the iterated conditional modes (ICM) algorithm 46]. This procedure often converges to a local minimum of the Gibbs potential within a relatively small number of cycles. The last step consists of eliminating \small" classes, by combining them with their nearest color neighbors. This step results in adaptation of the number of classes to the image at hand. Upon convergence, the size of the window, employed in the computation of the means, is then reduced by a factor of two in both horizontal and vertical directions, and the procedure is repeated until the window size is smaller than a user speci ed threshold. As a result, the algorithm starts with global estimates and slowly adapts to the local characteristics of each region. The initial segmentation is computed by a Y-E-S space histogram analysis.
Region Splitting and Merging
In order to obtain a small number of meaningful regions, we enforce consistency of the color segmentation map with color edge locations by a split and merge procedure 14]. In summary, color segments that have at least one edge segment within their boundary are split into multiple regions. Next, horizontal and vertical edge elds are generated between those sites which have di erent segmentation labels following the split procedure to aid the merging step. Both the split procedure and the edge eld generation module use the magnitude of the gradient G(i; j) of the 3-channel color image eld, computed as described by Lee and Cok 21] . The splitting is accomplished by rst thresholding G(i; j) at 10% of the maximum of G(i; j), and labeling all contiguous regions therein as seeds. A labeled gradient map is obtained by growing these seeds in such a way that no region crosses the boundaries of the color segmentation map. Next, this labeled gradient map is overlayed on the color segmentation map, and color regions containing multiple edge-based regions are split accordingly. A owchart of the split procedure is shown in Figure 3 .
The region merging procedure combines two regions if: 1) there is no edge eld element between them, and 2) the means computed within a window across the two regions boundary are \similar" (measured by a cost function (10)). The sites of the horizontal and vertical edge elds are located in between the pixel sites (i; j) and (i+1; j), and (i; j) and (i; j + 1) respectively. They are computed as follows: First, a binarization of G(i; j) by two-level thresholding with a neighborhood check, similar to Canny's hysterisis idea 47], is performed as follows: L(i; j) = 1 if G(i; j) > T H or G(i; j) > T L and it is connected to at least one point that has a gradient amplitude greater than T H , where T H and T L are the high and low thresholds respectively, otherwise L(i; j) = 0. Next, we perform edge thinning about the borders of the split-segmentation map using zero-crossings of the partials of the gradient magnitude. That is, the horizontal (L h (:)) and vertical (L v (:)) edge elds are generated between those sites which have di erent segmentation labels x(i; j) and x(i + 1; j), and x(i; j) and x(i; j + 1), respectively, according to where G x (i; j) and G y (i; j) denote the partial derivatives of G(i; j) in the x? and y? directions.
The proposed color-edge fusion algorithm can, then, be described as follows:
1. Starting with L regions and K classes, compute a stability measure for each region R s ; s = f1; ; Lg as follows: The window size for computing the local means is taken equal to the last window size utilized in the color segmentation algorithm. The mean estimate for class k at the pixel (i; j) is deemed unreliable if the number of pixels of class k inside the window is less than a pre-speci ed threshold, N min = min(window width; window height), and such pixels are not employed in the energy computation. The result of merging is, therefore, a ected by the window size chosen; e.g., a larger window size would result in less merging.
2. Change the label of the region with minimum stability to the one that corresponds to the lowest energy, then update its stability and that of its neighbors until Stability 0 for all regions.
3. Stop if none of the regions labels have changed, otherwise re-label the regions, update the edge eld and go to step 1. We note that the region selection algorithm contains several measures for elimination of small regions. For example, the color segmentation step contains a "small class elimination step" for removal of classes with small number of membership by combining them with their nearest color neighbors. In addition, the region merging step contains a small region elimination step which removes regions smaller than a user speci ed threshold and/or a percentage of the image size.
Shape Representation and Matching
Suppose we are given a shape-template, and asked to retrieve all images in a large database containing a \similar" object. The proposed AIA/QBE by shape matching (SM) algorithm approximates the boundary of the template by a B-spline, whose joint points are used as the shape descriptor, and proceeds to locate all translated, rotated and scaled instances of it in the database. In order to identify potential matching objects, each image in the database is processed by the region formation/selection module (see Figure 4 for a owchart). This step may be skipped if a segmentation map is stored with each image in the database. Distinct regions in the segmentation map, as well as combinations of neighboring regions, are taken as potential objects. In order to avoid carrying out the proposed SM algorithm with a large number of potential objects, each potential object is rst subjected to an aspect-ratio test (see Section 3.1). Details of the SM method, applied to those regions passing the aspect-ratio test, are provided in Sections 3.2-3.5.
Aspect-Ratio Test
This step is used to reject those potential objects that have a high degree of dissimilarity with the desired template. Using the spatial coordinates of the boundary points, we form the spatial covariance matrix R = where elements of the matrix refer to average distances of the respective coordinates on the boundary from the centroid of the shape. The eigenvalues of R provides us with a reasonable estimate of the spread of the shape in the direction of the corresponding eigenvectors (representing the major and minor axes). The test is then composed of two steps. First, we compute the ratio of the eigenvalues of the spatial covariance matrix for the template ( 1 = 2 ) as well as the potential object under consideration ( 1 = 2 ). The object is rejected if the ratio of the eigenvalues is not within a speci ed tolerance to that of the template as follows:
Reject otherwise (13) where T 1 and T 2 are pre-chosen thresholds. Potential objects that pass the aspect-ratio test are then subject to further analysis as shown in Figure 4 .
B-Spline Fitting
Approximation of the boundary of each potential object by B-splines serves to obtain a smooth boundary representation, which helps reducing the amount of computation required in the following steps. B-splines are chosen because: 1) they can be e ciently characterized by a set of control points, 2) they are invariant under a ne transformations; that is, a B-spline undergoing an a ne transformation is still a B-spline, whose control vertices are related to the control vertices of the shape prior to the transformation by an a ne mapping, 3) they allow for the decoupling of the x and y coordinates, by utilizing a parametric representation, 4) they provide local controllability since each segment is represented by four control vertices, and 5) they serve as an e ective smoothing and ltering mechanism for noise suppression. The least squares tting algorithm that we used, summarized below, is based on 48].
Suppose we are given p points P i = (x i ; y i ), i = 0; 1; :::; p ? 1, obtained by directly tracing, in a counter clockwise fashion, the contour of the object under examination, and our goal is to nd a set of m control vertices C j = (X j ; Y j ), j = 0; 1; :::; m ? 1, that minimize the distance between the cubic B-splines, de ned by these control vertices and the data points obtained from the contour. As described in 48], the contour can be represented by a summation of the segments:
where B j ; fj = 0; 1; :::; m ? 1g represent the B-spline basis functions, and U constitutes a global parameterization for the curve.
We associate a parameter value U i with each of the data points P i as: A similar procedure is followed to obtain the appropriate values for Y j . Once the control points are obtained, we can regenerate the curve using Eq. (14).
Correspondence Matching
The next step is to establish correspondences between selected feature points on the Bspline representations of the template and object under consideration via modal matching (similar to 15]). Here, the features are chosen as the joint points between neighboring segments scanned in a clockwise fashion. Note that the modal matching approach described below is invariant to the starting point on the boundary. Both the template and object contours are then modeled in terms of some positive de nite proximity matrices H k for k = 1; 2, respectively (note that k represents a shape index and not an exponent).
The proximity matrices serve to describe the connectedness between the feature points.
The eigenvectors of H k encode the shapes of the template and objects, respectively, based on the inter-feature distances, so that rotations, translations and isotropic scalings can be easily handled. An a nity matrix Z, computed as a function of the eigenvectors representing the two shapes, gives the respective correspondences. Let m k denote the number of feature points for shape k where k = 1; 2 represents the template and object, respectively. The elements of the proximity matrices are based on a Gaussian-weighted metric 15] as follows: (21) where Z denotes the a nity matrix, and jj : jj represents the Euclidean norm. Note that z ij is equal to zero for a perfect match and increases as the match worsens. These a nity measures are used to form correspondences by looking at the minimum entry in each row and column of the matrix Z. A match is established between the i th feature of the rst shape and the j th feature of the second shape if z ij is the minimum for its row, and z ji is the minimum for its column. In this paper, we do not use the nite elements deformation matching 37] to establish similarity between a template and an object mainly because it employs mass and sti -ness matrices which require certain parameters such as sti ness constants and Young's modulus that cannot be easily obtained from images. Instead, we employ the Hausdor distance after registering the template and the object by a spatial transformation derived from point correspondences obtained by the modal matching approach of Shapiro and Brady 15].
Computation of A ne Parameters
Once point correspondences between the given template and the object under consideration have been established, we can utilize a subset of these correspondences -the ones that match with the greatest certainty -to obtain the a ne parameters required to transform the regions from the image to the template domain. An a ne transformation is de ned as: " 23 constitute the a ne parameters, and (x; y), (x 0 ; y 0 ) represent the point coordinates of the shape in the image and template domain, respectively. By utilizing the point correspondence obtained from the previous step, we can solve for the a ne parameters in the least squares sense by 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 
where (x i ; y i ) and (x 0 i ; y 0 i ) represent the coordinates of the point correspondences between the object under consideration and the given template, respectively.
Comparison using Hausdor Distance
The a ne parameters a 11 ; a 12 ; a 13 ; a 21 ; a 22 ; a 23 computed from the previous step provide the necessary mapping, as shown in Eq. (22) , of the regions under consideration from the image to the template domain for the purpose of comparison. The goal of this comparison is to determine the degree to which the two shapes di er from one another.
The Hausdor distance 30] is used to determine the degree of mismatch between the template and the shape transformed by the computed a ne parameters. Given two nite point sets S1 = fe 0 ; e 1 ; ::; e p g and S2 = ff 0 ; f 1 ; ::; f q g, the Hausdor distance is de ned as:
H(S1; S2) = max(h(S1; S2); h(S2; S1)) (24) where:
h(S1; S2) = max min jje ? fjj (25) e2S1 f2S2 (26) and jj:jj is the Euclidean norm. We chose the Hausdor distance as a measure of mismatch because: 1) if the Hausdor distance is d, it follows from Eq. (24) that every point in S1 must be within a distance d of some point in S2, and vice versa, 2) no explicit pairing of points between S1 and S2 is required, 3) the number of points in S1 does not have to be equal to that of S2, as would be the case if one were to utilize a mean square error measurement, and 4) its ease of computation. In our application, each region or combination of neighboring regions is rst transformed from the image to the template domain by utilizing Eq. (22), and then assigned a mismatch measure, computed from Eq. (24) . This measure serves in ranking the regions, when compared with the pre-speci ed template, from the closest to farthest both within the image under consideration as well as between various images in the database. The end result would be to retrieve, in an orderly fashion, those images that contain a shape deemed \most similar" in distance to the speci ed template.
Computational Complexity
When object boundary representations are not available, the computational cost of the SM method depends on the number of combinations of image regions to be compared for shape similarity with the example template. Our data structure to represent neighboring relations is a graph 49], where each region is denoted by a node, and neighboring regions are connected by links. Note that, it is assumed that objects for shape-matching lie entirely within the picture; thus, all regions touching the borders of the picture are labeled as "background" and are not included in the graph.
Given a graph with K nodes, the number of links L dictates the precise number of region combinations to be tested, which depends on the structure of the image. Here, we give a worst case analysis assuming that the graph is complete; that is, each region is connected to all other regions. Then, L = K(K ? 1)=2, and the number of combinations C to be tested is (27) where ! denotes factorial. Note that the combination 1 and 2, for instance, is considered the same as 2 and 1. As an example, consider K=3, then L=3, and the combinations to be tested are f1, 2, 3, 1-2, 1-3, 2-3, 1-2-3g. If we require neighboring regions to share a common contour segment (meeting at a point does not constitute neighborship), then the graph is planar 49]. Figure 5 shows a segmentation map with ve regions and its graph representation. As can be seen, each region shares a common boundary with only two other regions; thus, has only two neighbors. In a planar graph with K nodes, the maximum number of links L is 3K ? 6 (assuming each node is connected to all others within the planar constraint), and the maximum number of combinations C to be tested is 2 K?1 < C < 2 K ? 1 (28) Because neighboring relations in images are local, the number of links L, in practice, is considerably less than 3K ? 6, thereby resulting in a much smaller set of valid combinations compared to the upper bound given above. For example, in Figure 5 there are only ve links out of a maximum of nine possible for a planar graph. These valid combinations of neighboring regions are determined by a graph searching algorithm 50]. In addition, certain valid combinations are eliminated from consideration based on the aspect ratio test as described in Section 3.1, thereby further reducing the computational burden.
Results
We demonstrate the proposed approach, shown in Figure 1 , with two sets of images. The rst set contains pre-segmented images, whereas the second set consists of color images. Each color image is of RGB type, where each channel is quantized to 8 bits/pixel. In all cases, the parameters for GRF color segmentation were chosen to be = 3, = 3, and n = 5. The low and high thresholds for two-level thresholding of the gradient eld, were T L = 0:05 and T H = 0:1. Finally, the thresholds for the aspect ratio test were T 1 = 0:6 and T 2 = 1:4.
Experiments with Pre-segmented Images
The rst set of experiments tests the performance of the proposed SM algorithm assuming that a \perfect" segmentation has been achieved beforehand. The aim is to identify the shape that is most \similar" to a given template independent of scale and orientation.
Figures 6a and 6b show the given template and segmentation map, respectively. One hundred feature points are utilized in the modal matching algorithm in order to obtain point correspondences between the template and each di erent shape shown in Figure 6b . In addition, only the rst 1=4 of the eigenvectors are employed for modal matching similar to 37] because the higher frequency modes are more sensitive to noise and local shape variations. Figure 6c shows the most \similar" shape obtained by applying our SM approach to Figure 6b . Figure 7 provides a superimposed plot of the template and the extracted \C" shape after undergoing the a ne mapping. To show the e ect of the number of feature points on the matching error, we carry out the same experiment by using 50, 75, 100, 125 and 150 feature points. The results are summarized in Table 1 where a \similarity" measurement of zero indicates that two shapes are identical, and the match worsens as the measure increases. It can be easily seen, from Table 1 , that the \C" region possesses the most \similarity" to the speci ed template in all ve cases.
An important factor in our SM algorithm is the number of eigenvectors used for nding point correspondences. The e ects of utilizing \all", 3=4, 1=2, 1=3 and 1=4 of the eigenvectors are shown in Table 2 . It is clearly seen that the distance measures for \all" and \1=2" do not decrease gradually when the number of features is increased, when compared with \1=3" and \1=4" due to the sensitivity of the higher modes to noise and local shape variations. Consequently, in the remainder of the results, we will utilize 1=4 of the eigenvectors for obtaining point correspondence.
Another parameter involved in our SM approach is k . It has the e ect of controlling the width of the Gaussian centered on each feature, thereby dictating the extent of its interaction with neighboring features. Increasing k gradually from \zero" to \in nity"
has the e ect of transforming H k from a diagonal matrix to one with H ij = 1 for all elements. Neither cases are useful for obtaining correspondences as described in 51]. Figure 8 shows the e ect of on the \similarity" measure for the \C" shape. The computed for the template (Figure 6a Figure 8 shows that within a \wide" range around 2 = 2 19:28, the changes in the distance measures are negligible, thus justifying our use of the largest eigenvalue as an estimate for k .
We also tested the performance of the SM algorithm in the presence of boundary noise. To this e ect, we added white Gaussian noise of di erent variances to the boundary of the shapes shown in Figure 6b . The template employed in the classi cation is shown in Figure 6a . The results are summarized in Table 3 . It is clearly seen that the distance measure becomes less and less e ective in discriminating among the \C", \P", \&", and \L" as the noise variance is increased. In particular, at 2 = 100, the \C" and \P" shapes are very \similar" when compared to the pre-speci ed template. Furthermore, at 2 = 200, the \P" becomes more \similar" to the template than the \C" shape. Table 4 summarizes the distance results for the regions shown in Figure 6b , when the number of features points for both template and object are varied independently from 50 to 150 in increments of 25. The template employed in the classi cation is shown in Figure 6a . The computed distance measure is shown in parenthesis next to the corresponding region. It is clearly seen from Table 4 that the \C" shape was judged most \similar" by our proposed SM algorithm in all cases.
The performance of the SM algorithm is also demonstrated on a database comprised of 20 images (Figure 9 ). These were taken from the Universal Symbols (Vol. 17) of the Image Club Graphics Inc. The templates shown in Figure 10 are obtained by scaling, rotating and/or translating 6 di erent objects from the database. The classi cation results for the various templates are summarized in Table 5 . By examining the distance values, it can be easily seen that the \Hammer" represents the best match for template \a", followed by the \Pick" which has a shape \similar" to the \Hammer". The reverse is true for template \b". Similar results can be seen by examining the distance measures for the \Keyhole" and \Lamp", when compared with templates \e" and \f," respectively.
We also extended the experiment described in Table 5 by providing a rotated, translated, and/or scaled template for each shape in the database to insure the correct one is retrieved upon demand. In each case, our algorithm identi ed the respective shape as being the one with the \most similarity", thereby resulting in 100% correct identi cation and retrieval for all 20 images.
Experiments with Color Images
The second set of experiments tests both the region selection and the SM portions of our AIA algorithm. Our goal is to extract the region or group of neighboring regions that possess the \most similarity" to a given template independent of scale, orientation and local shape variations. Figures 11 through 15 demonstrate the performance of the AIA algorithm on ve images, ranging from an object on a simple background to that on a quite busy background. In each gure, we show the original image (a), the output of the GRF based approach (b), the edge map employed in the region merging process (c), the nal segmentation obtained utilizing our proposed algorithm (d), the linked edge map (e), the template employed to describe the shape of interest (f), and the region or group of regions that possess the \most similar" shape to the desired template (g). Except for the original image, di erent colors signify di erent regions. The edge values are shown as black on a white background, where the true edges occupy the dual lattice de ned between any two pixels, thereby resulting in an edge map that is twice the size of the original image, as shown in Figures 11c, 12c, 13c, 14c , and 15c. The thickness of the edges shown in the linked edge maps is two pixels.
It can be seen from Figures 11d, 12d, 13d , 14d, and 15d that the segmentations obtained by our proposed fusion algorithm provide more \meaningful" regions than the ones shown in Figures 11b, 12b, 13b, 14b , and 15b. In particular, our fusion of the various regions, such as the body of the car or the background in Figures 11d, 12d, and 13d , or the various regions in Figure 15d is more consistent with the original image than the one shown in Figures 11b, 12b, 13b , and 15b. This is desired in most situations where further analysis on the image is required, as is the case in the second portion of our AIA algorithm. Furthermore, the linked edge maps, shown in Figures 11e, 12e, 13e, 14e , and 15e are consistent with the edge locations in the original images.
Finally, Figures 11g, 12g , 13g, 14g and 15g show the result of the proposed SM approach applied to Figures 11d, 12d, 13d, 14d , and 15d. It is clear from these results that the SM approach located the combination of regions that is \most similar" to the speci ed template shown in Figures 11f, 12f, 13f, 14f , and 15f, independent of scale, orientation and local shape variations. The \most similar" combination is shown in white. Note that all car templates are the same, except for a rotation. The resulting Hausdor distances for Figures 11g, 12g, 13g, 14g , and 15g were: 3:11, 5:71, and 7:09, respectively.
At present, it takes less than 1 second on a Sparc 20 workstation to compare a single object and a template using 100 sample points and 1/4 of the eigenvalues, without any e orts to optimize the software. We believe that speedup by a factor of 10 is possible through the use of static variables and optimizations within the software. Further improvement in performance can be achieved by parallel processing and/or dedicated hardware.
Conclusions and Future Work
This paper presents an algorithm for AIA and retrieval based on QBE. In the rst step, the segmentation is achieved by fusion of spatial edge information and regions resulting from the adaptive Bayesian color segmentation. The second step utilized the contour of the region or group of neighboring regions to perform shape matching with a given template independent of scale and orientation. The end result is to retrieve an image or a group of images containing a shape \similar" to the speci ed template.
Our experiments indicate that the proposed SM approach performs very well with pre-segmented images, independent of scale, orientation, and fair amount of boundary noise with 100% correct identi cation for the database shown in Figure 9 . With the advent of object-based image/video compression standards (MPEG-4), it is very likely that most databases will accomodate object boundary information with images in the future.
When object boundaries are not available, the computational complexity of the proposed method depends on the number of region combinations to be tested. Poor segmentation in the case of highly textured images may result in oversegmentation and/or jagged boundary representations. Besides varying the smoothness parameters of the GRF segmentation model, the number of regions can be kept at a minimum by the proposed integration of segmentation and spatial edge information. Jagged boundaries may be modeled by boundary noise. We investigated the e ect of boundary noise on shape matching in Section 4.1.
The proposed SM approach is translation, rotation, and isotropic scale-invariant. It is not invariant to anisotropic scaling or shear. Extension of Eq. (19) Table 2 : Hausdor distance as a function of the number of points using di erent fraction of eigenvectors to establish point correspondences for \C" region. Both template and object are analysed using the same number of feature points.
White Gaussian noise variance 
