Abstract -This paper presents a scalable approach to interface between a time-triggered distributed hardware-in-theloop (HIL) simulator and the system under test (SUT) via Smart Virtual Transducers (SVTs). An SVT is an element of an HIL simulator and implements two interfaces -a standardized digital interface to a time-triggered transducer network and a transducer-specific interface. The main contribution of the approach is a separation of the execution of the simulation model and the deterministic interaction via an arbitrary transducer interface. The benefit of such separation is the temporal decoupling between simulation model execution and interaction with the SUT. Furthermore, the approach leads to a reduction of complexity of the simulation setup. The application of the approach is shown by an SVT prototype that is used to simulate a temperature sensor.
I. INTRODUCTION
Embedded applications tend to grow in size and complexity and require sophisticated test methods. One of these methods is Hardware-in-the-loop (HIL) simulation, an approach that has been introduced by the aerospace and defense industries in the 1950s [1] . At this time, the high costs of HIL technology could only be argued for systems, where human life or very expensive prototypes would have to be put at risk. In the past decade, the tremendous advances of semiconductor industry, the subsequent easy accessability of powerful computing resource to virtually every engineer and the decreasing prices of simulation hardware led to further adoption of HIL simulation to domains like industrial control applications or automotive systems. The role of HIL simulation and its benefits for the development of real-time control systems is manifold. Potential benefits are: * Testing of early system prototypes in a simulated environment becomes possible.
* An "artificial" environmental situation can be set-up that is in accordance to a defined test scenario.
* Effective monitoring is possible, because control values that would be invisible for bus monitoring facilities in the system-under-test (SUT) are received by the environmental simulator (and can be further processed, logged, etc.).
* Once a simulation is set-up, it is possible to perform a large number of tests with no significant cost implications.
* It is possible to develop a control system and to perform tests, even if the environment, i.e., the controlled object, is not accessible during development.
* It is possible to test the behavior of a control system in hazardous situations. In the real environment it could be very costly (e.g., crash test) or even not feasible/acceptable (e.g., emergency actions of an aircraft during flight) to guide the system into such situations.
This paper presents concepts for establishing the interface between the SUT and a time-triggered hardware-in-the-loop (HIL) simulator. One approach involves the concept of a smart virtual transducer (SVT) that replaces the physical transducers of the SUT without probe effect [2] . If the SUT uses a transducer network to access its transducers, we propose a gateway that performs a cluster simulation of the replaced smart transducers. A third approach to be mentioned is the physical emulation of the SUT's environment, however this approach is elaborate and not always feasible. We present a case study that implements the first two approaches. The remainder of the paper is structured as follows: Subsequent to this introduction, section II. describes general principles of HIL simulation and specifically investigates on the coupling between an HIL simulator and the SUT. Section III. starts with a short overview of a smart transducer (ST) and thereafter elaborates the concept of a smart virtual transducer (SVT). Section IV. presents a case study with a distributed SUT and an SVT prototype. Section V. includes a short summary of the paper.
II. HARDWARE-IN-THE-LOOP (HIL) SIMULATION
Hardware-in-the-Loop (HIL) simulation is a non-intrusive test mechanism where the environment of an (embedded) SUT is simulated in order to perform tests on the SUT. In the literature, the SUT is often implemented on a single microcontroller. However, HIL simulation is not restricted to testing only a single device, but also a larger, distributed system. Figure 1 gives an overview of the basic parts of an HIL simulation. In the following we will elaborate the concept of an SVT that supports the above mentioned considerations.
C. Coupling ofHIL simulation and SUT
The SUT would normally interface its environment by means of transducers, i. e., sensors and actuators. Inputs of the SUT would be captured by sensors, outputs of the SUT would drive actuators. Thus, the coupling between the HIL simulator and the SUT can either be established by emulating the transducer interface (i. e., the interface between SUT and transducer) or by direct interaction with the physical transducers of the SUT. Figure 2 depicts three possibilities of interfacing the SUT. In case a), the interfaces to the physical sensors or actuators are emulated by an SVT. The X over the transducers of the SUT indicates, that these are not present in the HIL configuration. In many cases, the SVT has to generate or consume analog signals (in value and/or time domain), which affects the reproducibility of a test run. On the other hand, this approach affords minimal intervention with the SUT and thus avoids probe effects at the SUT.
There are many different examples of transducer-specific interfacing schemes like for instance the range of an analog signal that represents the measurement of an infrared sensor, the response behavior of an ultrasonic sensor, or a PWM signal for an electrical motor. For coupling via transducer-specific interfaces, different approaches can be found in literature. These range from specific examples that are tailored to a certain class of transducers to generic reconfigurable devices like for instance the PXI-783 IR FPGA I/O board from National Instruments [4] . In Figure 2 b), we assume that the SUT accesses its transducers via a digital transducer network interface. In this case, we use a gateway node that emulates the smart transducers of the SUT that are not present in the HIL configuration. If the interface between SUT and transducers is a predictable digital real-time network, the reproducibility of test runs is guaranteed. Thus, this approach is preferable over variant a), however it requires that the SUT has an appropriate transducer network interface, thus being less flexible than a). An example for coupling an HIL simulator with the SUT via the OMG standardized smart transducer interface (OMG STI [5] ) is given in [6] . HIL simulator. The benefit of interfacing the SUT via a physical transducer is that no behavioral model of the physical transducer is required. Thus, the coupling via the physical transducer is the preferred approach, when it is infeasible (technically or economically) to set up a sufficiently accurate model of the transducer. In [7] , an HIL simulator for an aerospace application (autopilot) is mentioned that physically interfaces the SUT via an elevator servo. Instead of modeling the internal physical behavior of the elevator servo, the deflection of the physical servo is read from a feedback potentiometer.
III. CONCEPT OF SMART VIRTUAL TRANSDUCER
Smart virtual transducers (SVTs) are dedicated to an HIL simulation setup where the coupling between the HIL simulator and the SUT is established via different transducer-specific interfaces (as represented by figure 2 a) ). The concept of an SVT is closely linked to the concept of a smart transducer. Thus, we will start with a brief explanation of smart transducers.
A. Smart Transducer
An intelligent or smart transducer is the integration of an analog or digital sensor or actuator element, a processing unit, and a communication interface. In case of a sensor, the smart transducer transforms the raw sensor signal to a standardized digital representation, checks and calibrates the signal, and transmits this digital signal to its users via a standardized communication protocol [8] . parison of two smart transducer interface standards, i. e., IEEE 1451.2 and OMG STI, is presented in [9] .
B. Smart Virtual Transducer
In contrast to a smart transducer (ST), an SVT does not contain a physical sensor or actuator element. Instead, an SVT is used to emulate a sensor or actuator element. Thus, an SVT consists of a processing unit, a communication interface, and a transducer specific interface. An SVT is either used to emulate the behavior of a physical sensor or to emulate the behavior of a physical actuator. Thus, an SVT acts either as a virtual sensor or as a virtual actuator. The concept of an SVT is not specifically tailored to a certain target system and can thus connect to any "black box" without having knowledge about the internal design of the "black box". This "black box" can e. g., be a smart transducer (without transducer element) as depicted in figure 4 or an arbitrary electronic control unit (ECU). From the perspective of an SVT, only the transducer interface is relevant. The possibility to connect to any kind of target system hardware allows a wide variety of SVT simulation scenarios. An SVT that emulates a sensor must be provided with simulation data by a dedicated simulation host (refer to figure 2) Synchronized: The HIL simulator, i. e., the SVT network, is synchronized to the SUT and has a priori knowledge about the instants when the SUT reads its sensors or updates its actuators. In order to achieve this, the design of the SUT has to be known to the extend of the timing of all possible task activations of tasks that access the transducers.
Unsynchronized: The SUT is handled as a black box; we assume that the SUT can access a virtual transducer at any point in time. Therefore, the SVT has to provide a valid sensor value at any instant and, respectively, has to log new actuator settings instantly.
While the synchronized approach eases the design of the SVT and supports replicable results at least in the time domain, the unsynchronized approach is more flexible since it supports any SUT without requiring knowledge about its internal timing. However, we must take assumptions on the maximum change rate of the environment variables consumed and manipulated by the SUT, since the SVT must be fast enough to keep up with changes in the environment. The environment variables must be communicated to the SVTs at least with the Nyquist rate [10] , while the SVT performs a local filtering and extrapolation of the data to be fed to the SUT.
C. Temporal decoupling of SVT elements
The requirement of independence (temporal decoupling) between the virtual transducer with its interface to the target system and the remaining parts of the SVT leads to the following partitioning within an SVT:
SVT logic with communication interface: The digital communication interface is responsible for deterministic exchange of messages between an SVT and the simulation host. In case the SVT is configured to act as a virtual sensor, the SVT logic receives simulated sensor values from the simulation host and regularly adjusts the virtual sensor.
In case the SVT is configured to act as a virtual actuator, the SVT logic reads the actuation parameters of the virtual actuator and forwards these values to the simulation host.
Virtual transducer with VT interface: The transducer interface of the virtual transducer shall resemble the interface between the target system and a particular transducer, which would be expected by the target system. Thereby, the value domain as well as the time domain must be considered. Especially for applications that use the response time of a sensor for the calculation of a measurement (e. g., ultrasonic sensor), the timeliness of the virtual transducer response is important.
D. Types ofSVTs
We distinguish between two types of SVTs: (a) SVTs that mimic the behavior of a sensor, i. e., smart virtual sensor and (b) SVTs that mimic the behavior of an actuator, i. e., smart virtual actuator.
Physical sensor devices can offer sensor data in the value and/or in the time domain. Both kinds of sensors must be reflected by a smart virtual sensor. An example of a sensor that delivers sensor data in the value domain is an infrared distance sensor. The processing unit that interfaces the infrared distance sensor receives an analog signal from the sensor that reflects the last measured distance. An example of a sensor that delivers sensor data in the time domain is an ultrasonic sensor. An ultrasonic sensor is triggered by a processing unit to send out an acoustic signal. As soon as the acoustic signal is echoed back to the sensor, the sensor informs the processing unit about the reception of the acoustic signal. 
IV. CASE STUDY
The case study involves a distributed SUT that consists of three nodes interconnected by a TTP/A fieldbus system [11] . Figure 5 depicts the components of the case study. The control node contains a PI controller and two analog sensor interfaces, one for the actual value and one for the setpoint value. The first sensor interface is identical to the interface of a LM335Z temperature sensor from National Semiconductor. The other sensor interface is connected to a potentiometer that gives the setpoint value. The display node receives the actual value, the set value and the setpoint value from the network and displays them at a 7-segment display. Another node acts as TTP/A master, a necessary time source in TTP/A networks. The actual target system would also have an actuator (heating element) with a TTP/A interface, in our setup this node is omitted and replaced by a simulated node. The TTP/A network is used to broadcast the actual value (8 bit), the setpoint value (8 bit) and the set value (16 bit) by the control node. The display node receives all three values, the gateway of the simulation requires only the set value. The communication bandwidth is 19200 bit/sec; the cycle time of the cluster is 16,25 ms. The simulation host does not influence the communication behavior of the SUT, thus there is no probe effect on the system. The simulation host is connected to the SUT by two different ways: The temperate sensor interface is connected by an SVT that emulates the physical electric interface of the LM335Z. Furthermore, the simulation host emulates an actuator node on the bus that reads and executes the set value. The simulation host simulates a simple control path whereas the set value from the TTP/A bus acts as input to the control path and the resulting value is converted into an analog signal and forwarded to the control node. The simulation system has been implemented in a compact way on a node with a TTP/A network interface, an Atmel AVR Atmega168 microcontroller node and an AD5330 digital/analog converter from Analog Devices. Figure 6 depicts the hardware used for the simulation system. In future applications this node will be used as an SVT within a network of SVTs and a more powerful simulation host.
V. CONCLUSION
In this paper, we presented an approach for the coupling of a hardware-in-the-loop (HIL) simulator and the respective system under test (SUT) via so called smart virtual transducers (SVTs). We started with a brief investigation on benefits and basic concepts of HIL simulation. Focus was on the coupling between HIL simulator and SUT. Such coupling can be established via the transducer interface or via a physical transducer. The concept of an SVT offers coupling of an HIL simulator with the SUT via an arbitrary transducer interface. We concluded the paper with a case study that presented an SVT prototype.
The main contribution of the presented approach is the separation of the simulation model execution and the deterministic interaction between the HIL simulator and the SUT via an arbitrary transducer interface -thus, reducing mental complexity and achieving temporal decoupling between simulation model execution and interaction with the SUT.
