Abstract. In this paper, we propose an adaptive finite element algorithm for the numerical solution of a class of nonlocal models which correspond to nonlocal diffusion equations and linear scalar peridynamic models with certain non-integrable kernel functions. The convergence of the adaptive finite element algorithm is rigorously derived with the help of several basic ingredients, such as the upper bound of the estimator, the estimator reduction and the orthogonality property. We also consider how the results are affected by the horizon parameter δ which characterizes the range of nonlocality. Numerical experiments are performed to verify our theoretical findings.
1. Introduction. In this work, we consider numerical approximations of some nonlocal diffusion models which arise in many fields such as image analysis [10, 25, 28] , nonlocal diffusion [8, 19] , and continuum mechanics [37] . These models offer new alternatives to traditional PDE based models. For instance, the peridynamic (PD) theory proposed in [37] is an integral-type nonlocal continuum theory which incorporates the nonlocal nature of material interactions. It also connects continuum mechanics and molecular dynamics within a single framework [39] . Meanwhile, there has been much development in the mathematical theory of nonlocal models, see for instance, an extensive treatment on nonlocal diffusion problems in [4] . In [18, 26] , a nonlocal vector calculus was developed to provide a more general variational setting for nonlocal models. More theoretical studies of related volume-constraint problems can be found in [19, 30, 20] . Within the context of PD based nonlocal models, there have been a variety of numerical methods implemented for their approximations including finite difference, finite element, quadrature and particle-based methods [3, 9, 15, 27, 29, 35, 38, 42] . Given the ability of nonlocal PD models to simulate cracks or fractures, adaptive method is a natural ways to reduce the computational cost. Indeed, adaptive refinement for nonlocal PD type models has been studied in [9] with meshless methods. Utilizing the nice variational structures of the volume-constrained problems associated with the linear nonlocal diffusion or PD operators and the strong connection to the variational PDE problems associated with elliptic operators, it is also natural to study finite element and adaptive finite element approximations of nonlocal models [15, 19, 21, 42] . Recent works include numerical results on mesh refinement presented in [9, 15] and a priori error estimates and condition number estimates of nonlocal stiffness matrices presented in [18, 42] . In [21] , a residual-based a posteriori error estimator for the finite element approximation of scalar nonlocal diffusion models and systems of PD equations has been established based on the Babuska a posteriori error estimation framework [5] . The equivalence between the estimator and the exact error was demonstrated both theoretically and numerically.
An interesting issue that remains to be studied is the convergence of adaptive methods for nonlocal diffusion or nonlocal PD models using such error estimators, i.e. whether the actual error diminishes with adaptive refinement. Furthermore, motivated by both theoretical and practical considerations, it is also useful to investigate how fast the error reduction can be achieved by adaptive refinement for nonlocal problems, especially in comparison to classical uniform refinement. To carry out these studies, it is natural to revisit how the related issues are resolved in the context of PDEs. Systematic development of a posteriori error estimators for finite element approximations began in the late 1970s [6] and have had much development since then, see the discussions and references in [2, 40] . Some of these approaches have been extended, for instance in [11, 12, 34] to provide a posteriori error analysis for integral equations that are of a different nature from ones considered here. Meanwhile, for elliptic PDEs, convergence and optimality of adaptive finite element methods (AFEMs) have been introduced and analyzed in [7, 13, 17, 32, 33, 36] and references therein. In this paper, we extend the framework to establish the convergence of an adaptive finite element algorithm for a class of linear nonlocal diffusion or PD models. To our knowledge, this result is the first of its kind in the literature on this particular topic.
The nonlocal operator associated with the class of models to be studied here has the following form: for u defined on a given domain Ω,
K(x, x )(u(x ) − u(x)) dx (1.1)
where B δ (x) = {x : |x − x| < δ} denotes the δ−neighborhood around x which characterizes the nonlocal range of interactions. The parameter δ > 0 is the horizon parameter, following the convention given in [37] . K = K(x, x ) is called a kernel function and in the context of PD models, it is often related to the so-called micromodulus function that characterizes the nonlocal interaction between material points. While appearing like an integral operator, the operator L is in fact closer, in terms of its mathematical properties, to a differential operator for small δ [18] . Formally, one may even use the above operator to represent a local partial differential operator by invoking highly singular kernels, such as the standard Laplacian operator with K(x, x ) being one half of the negative Laplacian of the Dirac delta function of the variable x − x (in the distribution sense, see [18] ). On the other hand, with positive kernel functions K = k(x − x) that are integrable in x − x, the corresponding nonlocal operators and their inverses become bounded operators in the space of square integrable functions (L 2 space). Development of a posteriori error estimator in this case has been given in [21] .
Here, we consider a new class of kernels so that the nonlocal operator L on one hand is unbounded in L 2 , much like elliptic partial differential operators, and on the other hand, still yields a well-defined element-wise residual type a posteriori error estimator. The inverse of the operator L in this case can be shown to be bounded from L 2 to a smaller subspace of L 2 , consisting of functions having higher regularity. The latter mimics regularity properties of traditional elliptic differential equations [30, 42] . The residual error for the nonlocal problem is defined using quantities involving contributions from a local patch associated with the neighborhood of interaction which replace the contributions due to local flux jump across element boundaries. To develop the corresponding theoretical framework, we need to re-derive some essential properties of a posteriori error estimators. In fact, the derivation of an upper bound of the estimators becomes more challenging. Moreover, to get the convergence of the AFEM, we need to establish the estimator reduction and orthogonality properties. In parallel with the well-established FEM theory for standard local problems such as second order elliptic PDEs, we must develop similar theory and tools devoted to nonlocal models. For example, in order to prove the upper bound of the defined estimator, we need to establish an approximation property of some quasi-interpolation operator in fractional Sobolev spaces. In order to prove the estimator reduction, we need to prove an inverse estimate between norms associated with the different nonlocal spaces. This is done using a special but natural strategy where, for any element, the nonlocal interaction neighborhood is split into the surrounding element-patch and the rest of the neighborhood. This allows us to estimate the terms defined on the two parts separately. We also provide techniques for obtaining estimates with precise dependence on both the mesh size and the nonlocal interaction range. Our estimates are valid for both triangular/tetrahedral meshes and quadrilateral/hexahedral meshes using well-established refinement strategies. Moreover, they lead us to a rigorous convergence theory of the AFEM. The convergence and effectiveness of the AFEM are further illustrated through numerical experiments.
The rest of this paper is organized as follows. In Section 2, we present some background material, including the notation and the problem under consideration, as well as the adaptive finite element method. In Section 3, we analyze the reliability of the residual-based a posteriori error estimator and establish approximation properties of some quasi-interpolation operator for fractional Sobolev spaces. In Section 4, we prove the estimator reduction, the actual total error reduction and the convergence of the AFEM for nonlocal models under consideration. We present several numerical experiments to verify our theoretical findings in Section 5, together with some conclusions in Section 6.
Problems and Algorithms.
We use standard notations from Lebesgue and Sobolev space theories. For a measurable set G ⊂ R d , we G to denote the closure of G and |G| to denote the d-dimensional measure of G. If G ⊂ R d is bounded, but not an open domain, interior(G) denotes the biggest open subset in G, i.e., interior(G) = G and interior(G) ⊂ G. We also let (·, ·) G and · 0,G denote the standard inner product and the corresponding norm in L 2 (G). More generally, let · s,G denote the norm in the standard (possibly fractional) Sobolev space H s (G) for s ∈ R. Moreover, let C n (G) denote the space of n-times continuously differentiable functions. Let P n (G) denote the space of all polynomials of degree no more than n and Q n (G) denote the space of polynomials of degree no more than n in each variable on the domain G. We note in particular that if G ∈ R is a one dimensional line segment, then
denotes the distance from x to the origin. Let dist(G 1 , G 2 ) = inf x1∈G1,x2∈G2 |x 1 − x 2 | = inf x1∈G1,x2∈G2 |x 1 x 2 | denote the distance between two sets G 1 and G 2 . For a compactly supported function f , denote supp(f ) the support of f . 
2.1. Nonlocal volume-constrained value problem. Let δ denote the horizon parameter following the convention given in [37] . Let β = β(x, x ) : Ω × Ω → R be a scalar two-point function which is symmetric, that is, β(x, x ) = β(x , x), and satisfies:
1. Non-negativity: β(x, x ) ≥ 0, ∀ x, x ∈ Ω, with |x − x| ≤ δ.
2.
Compact support: β(x, x ) = 0, ∀ x, x ∈ Ω, with |x − x| > δ. 3. Bounded growth property: there exists a positive constant C β ,
4. Non-degeneracy: there exists a positive constant c β such that
In the above assumptions, δ/2 may be replaced by θδ with a given parameter 0 < θ ≤ 1 which is used mainly to ensure the non-degeneracy of β(x, x ). In this paper, we consider the case s ∈ (0, 1/2) with the main reason documented later in Theorem 3.7.
Other cases will be subjects of future studies.
The nonlocal operators in (1.1) can be recast in terms of the nonlocal divergence operator and its dual [18] . We recall the definitions here so as to simplify our presentation of the nonlocal diffusion model and the associated variational problems.
The nonlocal point divergence operator D is defined as, see [18, 26] ,
is a given skew-symmetric two-point mapping such that α(x , x) + α(x, x ) = 0. For simplicity, we take α(x, x ) = (x − x )/|x − x | as a unit vector here so that α · α = 1. The adjoint operator D * of D is given by D * (u) : = (u(x )−u(x))α(x, x ) for any x , x ∈ Ω and any one-point function u : Ω → R.
The nonlocal model we study is given by the following nonlocal diffusion volumeconstrained value problem [19] : find u : Ω → R such that
where f ∈ L 2 (Ω s ) and L, the nonlocal diffusion operator, is, for any v : Ω → R,
The equation (2.4) appears formally very much like a second order elliptic differential equation when D * is identified with the usual (local) gradient operator. The conventional boundary condition for elliptic operators is replaced by a volume constraint.
For the nonlocal model (2.4), properties of it solution depend crucially on the kernel β. We refer to [19, 23, 39, 30, 42] and the references cited therein for more discussions on the related problems including the well-posedness studies and connections between (2.4) and its local differential equation limit. Other volume constrained value problems associated with the nonlocal operator (2.5) have also been studied in [19] . For a large class of kernel functions, nonlocal diffusion operators L can be linked with fractional differential operators, so that the solution space of (2.4) can be identified with a subspace of some fractional Sobolev space H s (Ω). We thus first introduce some notation about function spaces and norms.
For a positive real number t = k + τ where τ ∈ (0, 1) and k being an integer, we define a semi-norm on H t (Ω) as
and the norm as u t,Ω := u 2 k,Ω + |u|
is the set of all functions u such that u t,Ω < +∞. For s as specified in assumptions (2.1)-(2.2), we denote the solution space of model problem (2.4) as V := {u ∈ H s (Ω) and u = 0 a. e. on Ω I }.
By the nonlocal Green's identity [18] , we have that for any u, v ∈ H s (Ω),
For any u, v ∈ V , we define the bilinear form as
With the nonlocal Green's identity (2.7) and the homogeneous volume constraint condition, we get the weak form of (2.4): find u ∈ V , such that for any v ∈ V ,
where (f, v) = Ω f vdx = Ωs f vdx.
Given Ω ⊂ Ω, we define · Ω for any v ∈ H s (Ω) as
We use v to denote v Ω for simplicity. The following lemma shows the energy norm · is equivalent to the semi-norm of fractional Sobolev space under the assumptions on the kernel functions given earlier. Moreover, we notice that the equivalence holds without using the volume constraint condition. Lemma 2.1. For any v ∈ H s (Ω) with s being as in (2.1) and (2.2), it holds that
where C δ is a generic positive constant depending on δ, Ω, and the kernel function. ,Ω ≤ C(δ) v given in [19] , the above inequality leads to the conclusion.
The coercivity and continuity of the bilinear form B(·, ·) can also be proved [19] , that is, there exist generic positive constants C 1 and C 2 such that for u, v ∈ V ,
which then lead to existence and uniqueness of the solution of (2.9) [14, 19] .
Discretization of domain.
Given any nonnegative integer k, let T k be a partition with line segments (d = 1), triangles or quadrilaterals (d = 2), tetrahedra or hexahedra (d = 3) of the domain Ω s . For simplicity, we assume that T k+1 is a refinement of the coarser mesh T k and we require that each mesh is shape regular in the sense of [14, 31] .
For triangular or tetrahedral meshes, we further require that each mesh is conforming (without hanging nodes). As for quadrilateral or hexahedral meshes, we accept meshes with hanging nodes but require that each mesh T k is a graded mesh in the following sense: for any element T ∈ T k , we define the refinement level L(T ) to be the number of refinement steps (e.g., bisections in 1D) that are needed to generate the element T from an element T 0 of the initial mesh T 0 , then there exists a generic constant M > 0 such that |L(T 1 ) − L(T 2 )| ≤ M for any pair of neighboring elements T 1 , T 2 ∈ T k with T 1 ∩ T 2 = ∅. We take M = 1 which is usually the choice taken in most practical implementations and the corresponding meshes are the so-called 1-irregular meshes [1, 22, 41] . We use E k = ∪ T ∈T k ,E⊂∂T E to stand for the set of all the endpoints(d = 1)/edges(d = 2)/faces(d = 3) of each element in the mesh T k .
The meshes considered above all share the local quasi-uniform property, i.e. there exist generic constants c a and C a , such that
uniformly holds for any mesh T k . Leth T be the diameter of T (largest distance between points in T ), andh k = max T ∈T kh T . For our discussion later, we let {x j }J j=1 be the set of all the nodal points of the mesh T k related to the degrees of freedom, and {φ j }J j=1 be the set of the corresponding nodal basis functions. Let {x j } J j=1 be the set of all the interior nodal points and {φ j } J j=1 be the set of the corresponding interior nodal basis functions. For any x j , define s j = supp(φ j ), which is referred to as the star surrounding x j . A suitable modification of the star region will be introduced later for our nonlocal problem.
Finite Element Approximation.
We consider the continuous finite element space V k , which is a subspace of V , over simplicial (line segment, triangle or tetrahedron) meshes, or quadrilateral/hexahedral meshes T k as follows: if T k is a simplicial mesh,
where P n (T ) is the set of all polynomials of degree no larger than n over T ; if T k is a quadrilateral/hexahedral mesh,
where F T :T → T is the bilinear/trilinear mapping between the reference element
) and the original element T , and Q n (T ) is the set of all polynomials of degree no larger than n in each variable overT .
The discrete weak form of (2.4) over T k reads: find u k ∈ V k such that
Utilizing the classical approximation theory, we can get [19] : Theorem 2.2. Let u ∈ V and u k ∈ V k be the solutions of (2.9) and (2.14) respectively. If u ∈ H µ (Ω) with µ > s, then there exits a constant C such that 15) and if µ = s, then
Adaptive Finite Element Loop.
The typical structure of an adaptive algorithm is made up of four modules: Solve =⇒ Estimate =⇒ Mark =⇒ Refine. The module Solve solves the discretized problem on the given mesh numerically, usually by iterative methods for large-scale problems. The module Estimate evaluates the a posteriori error estimator. In this paper, we consider the following residual-based error estimator: for any v k ∈ V k , we define the residual term
given T ∈ T k , we then define the local a posteriori estimator over T as 18) where
With the a posteriori error estimator, one can identify some elements on which the estimator is relatively large, from the current mesh using the module Mark, and the set composed of the selected elements is called the marking set. Here, we consider the so-called Dörfler's marking strategy [17] and the details are given in Algorithm 2.3. The module Refine is to refine the current mesh locally based on a marking set. As for the triangular/tetrahedral meshes, one can choose the widely used bisection local refinements such as the newest vertex bisection method and the longest edge bisection method [40] , which can guarantee that the resulting meshes are always shape regular and without any hanging nodes. As for 1D meshes with line segments, higher dimensional quadrilateral and hexahedral meshes, it is easy to split an element into 2 d smaller parts by connecting the midlines to realize local refinement. One only needs to guarantee the 1-irregular property during the refining process [1, 22, 41] . It is worth noting that all the refined meshes are nested. We now present the following standard adaptive finite element algorithm: Algorithm 2.3. Choose the Dörfler marking parameter (cf. [17] ) θ ∈ (0, 1], an initial mesh T 0 , and set k = 0.
1. Solve the problem (2.14) to get the discrete solution u k over the mesh T k ; 2. Evaluate the a posteriori error estimator η k (u k , T ) for each element T ∈ T k ; 3. Mark a set M k of T k with a minimal cardinality such that
4. Refine elements in M k by a shape regular and nested local refinement procedure described above to get T k+1 ; 5. Set k := k + 1 and go to step (1) . In later sections, a residual-based a posteriori error estimator will be derived in (2.18). The convergence of the corresponding adaptive finite element algorithm will also be established.
A Posteriori Error Analysis.
For the residual-based a posteriori error estimator η k in (2.18), we now aim to show that it can serve to approximate the exact error. More specifically, the reliability of the estimator is first proved, which means the estimator bounds the exact error on each level. To establish the reliability result, we need to develop a local approximation property of some quasi-interpolation operator for fractional Sobolev spaces H t (Ω). We note that this property may of independent interest whenever approximation properties of interpolation operator are needed for nonlocal problems. As the interpolation operator needs to be properly modified to account for the nonlocal constrained values associated with the function space, we first present the construction of auxiliary element and modified star, then we recall the Clément interpolation operator [16] in brief and present a slight modification.
3.1. Construction of auxiliary element and modified star. Different from the standard Clément interpolation operator, for a nodal point x j located on the boundary ∂Ω s , we need to modify the original star s j in order to use the volume constraint condition. The key herein is to construct an auxiliary element which should be shape regular and in the constraint domain Ω I .
For the 1D case, this can be done by drawing a line segment T with the same length as the element containing x j as one of its endpoints. However, the construction in higher dimensional case is more involved. We now present some possible constructions (the choices are not unique) of such an auxiliary element for triangular/tetrahedral meshes and quadrilateral/hexahedral meshes respectively. The auxiliary element is then added to the original star as the modified star. See The details are descried in the following algorithms, for which we assume that Ω s is a bounded, polygonal/polyhedral domain with the boundary
, which is decomposed into the initial mesh T 0 . We begin with the construction for two dimensional triangular meshes.
Algorithm 3.1 (Auxiliary element -2D triangular mesh). Construct a triangle T i with Γ i as its base edge outside Ω s for each Γ i and the two dimensional measure of T i ∩ T j for i = j is zero. For the current mesh T k , construct the auxiliary triangle for any nodal point on the boundary as follows: 1. for any x j on ∂Ω s , x j must be on a boundary edge e l ∈ E k and e l ⊂ Γ i , construct a triangle T with e l as its base edge such that the angle between each edge in ∂T \e l and e l is π/4. Denote O as the vertex opposite to e l in T . See Figure  3. 3), then we carve out a smaller triangle inside T i and T as follows: denote e l = B 1 B 2 , Γ i = A 1 A 2 and T i = QA 1 A 2 . T must be cut by some side(s) of T i . If T is cut by the line A 1 Q, find its projection P on the edge e l . Since every base angle is π/4, P stays in the interior of the edge e l . There must be only one point between B 1 and B 2 in the line segment A 1 P . The construction in 3D follows similar steps but is slightly more involved. Algorithm 3.2 (Auxiliary element -3D tetrahedral mesh.). Construct a pyramid T i with Γ i as its base face outside Ω s for each Γ i and the three dimensional measure of T i ∩ T j for i = j is zero. For the current mesh T k , construct the auxiliary tetrahedron for any nodal point on the boundary as follows:
1. for any x j on ∂Ω s , x j must be on a boundary triangle e l ∈ E k and e l ⊂ Γ i , construct a tetrahedron T with e l as its base face such that all the dihedral angles between each face in ∂T \e l and e l are π/4. Denote O as the vertex opposite to e l in T ; 2. if T does not lie completely in T i (see Figure 3 .4), then we carve out a smaller tetrahedron inside T i and T by a recursive process: denote the triangle if the updated T is cut by another face of T i , then repeat the step 2 to carve out a smaller tetrahedron until T has no intersection with any face QA j A j+1 , j = 1, 2, · · · , i with j + 1 mod i. 
We can further require that for each K m , the length of each of its two (d = 2) or four (d = 3) edges having only one endpoint in E m is not larger than r m (otherwise, one can carve out a smaller quadrilateral/hexahedral inside K m to satisfy the above condition). See Figure 3 .2 for an illustration of the two edges |AD| ≤ |AB| and |BE| ≤ |AB| in the element K 1 . 3. For the current mesh T k , construct the auxiliary quadrilateral/hexahedral corresponding to T k by: for any x j on the boundary ∂Ω s , x j must be on an boundary edge/face e l ∈ E k with e l ⊂ ∂Ω s , then we construct a quadrilateral or hexahedral T with e l as one edge/face such that T is geometrically proportional to K m (notice that e l is obtained by bisecting/quadrisecting E m repeatedly through the local refinement for quadrilateral/hexahedral meshes), see Figure 3 .2. Remark 3.4. The construction of the triangle/pyramid T i with Γ i as its base edge/face for triangular/tetrahedral meshes and the construction of the quadrilateral/hexahedral K m for quadrilateral/hexahedral meshes are independent of δ but may depend on ∂Ω s and the initial mesh T 0 . Therefore, the construction of the auxiliary element may depend on Ω s . However, if we further require that Ω s is convex, then the construction of the auxiliary element can be simplified, independently of Ω s , by directly drawing an auxiliary element T , without first constructing T i or K m , as follows: draw an isosceles right triangle T with e l as its long base edge for each boundary edge e l ∈ E k for the k−th level triangular mesh T k ; draw a tetrahedron T with e l as its base face and the three dihedral angles between each face in ∂T \e l and e l equal to π/4 for each boundary triangle e l ∈ E k for the k−th level tetrahedral mesh T k ; draw a square T with e l as one edge/face for each boundary edge e l ∈ E k for the k−th level quadrilateral mesh T k ; and draw a straight quadrangular prism with the length of the four edges which are perpendicular to the base face E m equal to the maximum length of the four edges of the base quadrilateral E m for each boundary quadrilateral e l ∈ E k for the k−th level hexahedral mesh T k . We also note that the above construction of auxiliary element and those stated in Algorithms 3.1-3.3 are independent of δ and they maintain the shape-regularity.
We define the modified star as S j = interior(s j ∪ T ) for any boundary nodal point x j . For each interior nodal point x j , we define the modified star as the original star, that is, S j = s j . See Figures 3.1 and 3 .2. We use Ω 0 = interior(∪T ) to denote the domain composed of all the elements T . For any T ∈ T k , we let Ω T be a domain consisting neighboring elements of T in T k , i.e.
We also define
3.2. Interpolation estimates. For any s j , letŝ j be the corresponding reference configuration and F j be a C 0 -diffeomorphism fromŝ j to s j such that F j |T is affine (or bilinear/trilinear if T k is a quadrilateral/hexahedral mesh) for anyT ⊂ŝ j . Definê
j . For the mesh T k defined on Ω s and any function v ∈ L 1 (Ω s ) with v = 0 a.e. in Ω I , the Clément interpolation operator Π k is defined by
For any function v ∈ L 1 (Ω s ) without the zero volume constraint condition on Ω I , the Clément interpolation operator Π k is defined by
We have the following local approximation property on fractional Sobolev spaces. Lemma 3.5. Let Π k be the Clément interpolation operator defined in (3.4), and 0 < t < 1, there exists a constant C independent of h T such that
, and ∀ T ∈ T k , (3.6) and for any v ∈ H t interior(Ω s ∪ Ω I ) with v = 0 a.e. in Ω 0 ,
Proof : We only prove (3.7) since (3.6) can be similarly proved. Our proof is divided into three steps. First, from the fact xj ∈T φ j ≡ 1, it is easy to see that
If x j is on the boundary Ω s , then R j v(x j ) = 0. If x j is an interior nodal point, it is easy to see that for any constant function w = c j ∈ R on s j , R j w(x j ) = c j . Therefore,
Secondly, we make claim of the following Poincaré type inequality: there exists a constant C such that
for interior nodal point x j , and
for boundary nodal point x j . These results follow from standard argument using the reflexivity of H t (Ŝ j ) and its compactness in L 2 (Ŝ j ). We omit the details.
Thirdly, by scaling arguments and using (3.8),-(3.9)-(3.10), one can show that
As there are only finite number of different reference configurationsŜ j , the above constant C is independent of h T but may depend on the mesh shape regularity. Remark 3.6. Notice that the constant C in (3.6) is independent of Ω s . On the other hand, the constant C in (3.7) may depend on Ω s in general, but it can be independent of Ω s for convex Ω s using constructions outlined in Remark 3.4.
According to Algorithms 3.1-3.3, it is easy to see that if the mesh T k satisfies the condition thath k ≤ δ, then each auxiliary element T ⊂ Ω I .
3.3.
Reliability of a posteriori error estimator. We now show the reliability of the a posteriori error estimator in the next theorem.
Theorem 3.7 (Upper bound). Assume that the mesh T k satisfies the condition h k ≤ δ. Let u ∈ V and u k ∈ V k be the solutions of problems (2.9) and (2.14) over T k , respectively. There exists a constant C 3 > 0 which depends on c a and C a in (2.13), c β in (2.2), s and δ, such that
Moreover, if the mesh T k satisfies the conditionh k ≤ δ/6, then the above constant C 3 is independent of the horizon parameter δ. Proof : Since 0 < s < 1/2, it is easy to see that
,T is well-defined, and
Set e k = u − u k . Using orthogonality, the equation (3.13), the Cauchy-Schwarz inequality and (3.7), we have for any v ∈ V ,
Since the mesh T k satisfies the conditionh k ≤ δ, one can see from the construction of the modified star S j that ω T ⊂ Ω. Let v = e k in the above formula, by using the Cauchy-Schwarz inequality and the finite overlapping of ω T together with the norm equivalence (2.11), we have
which leads to the final result and the constant C depends on c a and C a in (2.13), s, δ and the kernel function.
Remark 3.8. Since (2.11) and (3.7) are used in the above derivation, the constant C 3 in (3.11) may depend on Ω s in general.
Remark 3.9 (Patch Comparison Technique).
For the mesh-sizeh k of T k , if δ ≥ 6h k , then ω T ⊂ B δ/2 (x) holds for any x ∈ ω T (see Figure 3 .5), which, together with the lower bound (2.2), lead to
where the finite overlapping of ω T is used and C 3 may depend on c a , C a in (2.13), s and c β in (2.2) but is independent of δ. Moreover, if Ω s is convex, then C 3 is independent of Ω s . We name this above derivation a patch comparison technique.
Remark 3.10. For the case of bounded nonlocal operators with integrable kernel functions, one can similarly use the patch comparison technique in the last remark to show the reliability result (3.11) with a constant C 3 [21] . Since the interpolation operator Π k is not needed in that case, the term |v| s,ω T is replaced by v 0,T . Therefore, this implies also that in the reliability result given in [21] , the constant C 3 is independent of δ under the conditionh k ≤ δ/2 (or say, T ⊂ B δ/2 (x) for any x ∈ T ). In addition, we note that if s ≥ 1/2, then Lu k 0,Ωs is undefined so that the error estimator (2.18) is no longer valid for this case, which is why we require s ∈ (0, 1/2) in this work. The case with s ∈ [1/2, 1) will be studies in future works. 
Convergence of Adaptive Finite Element
Method. In this section we present the main results of this paper, i.e. the convergence of the adaptive finite element algorithm for nonlocal diffusion problems. This result is established with the help of several ingredients: the upper bound of the estimator established in the previous section, the estimator reduction and the orthogonality property, where the latter two are to be discussed next.
Inverse estimates.
Let us present two technical lemmas which mimic the classical, local, inverse estimates. The first one is essentially related to the fractional order Sobolev space norms.
Lemma 4.1. For any two real numbers 0 < t 1 < t 2 < 1, v ∈ V k and T ∈ T k , there exists a constant C depending only on t 1 , t 2 , the degree n of shape functions of the finite element space and the shape regularity such that
be the set of nodes of the mesh T k (the set of vertices of all elements in the mesh T k ). For any x j , let s j be the original star surrounding x j . Since T k is shape regular, the number of elements in s j is bounded by a constant. Consequently, the macro-elements s j can only assume a finite number of different configurations. We define the following set as
where v| sj means the restriction of v on s j . Notice W j is a space and any w ∈ W j contains at least one zero point. For any T ∈ T k , denote all the vertexes of T as x j1 , x j2 , · · · , x jm . The corresponding stars and function spaces are s j1 , s j2 , · · · , s jm and W j1 , W j2 , · · · , W jm respectively. For any w ∈ W ji with i = 1, 2, · · · , m and any t ∈ (0, 1), we define · * t,sj i on s ji to be
It is easy to check that · * t,sj i is a norm on the function space W ji . For any s ji , letŝ ji be the corresponding reference configuration and F ji be a C 0 -diffeomorphism fromŝ ji to s ji such that the restriction of F ji onT is affine (bilinear/trilinear if T k is a quadrilateral/hexahedral mesh) for anyT ⊂ŝ ji . Denote by Λ = {ŝ ji } the set of reference configurations. Obviously, the number of possible reference configurations in Λ is finite. By a scaling argument and the equivalence of any two norms on the finite dimensional function spaceŴ ji defined on the reference macro-elementsŝ ji , one can obtain
hence the conclusion follows. We next give a result which resembles the inverse inequality in standard finite element theory, but is adapted to norms associated with nonlocal operators. To obtain this element-wise result on each element T , we need to deal with the complication due to the nonlocal δ-neighborhood in the estimation. To this end, we develop a new local analysis strategy which splits the nonlocal δ-neighborhood into two parts: an element patch ω T and B δ (x)\ω T , and estimate each part respectively. Lemma 4.2. Ifh k ≤ δ/4 withh k being the mesh size of T k , then there exists a constant C 4 > 0 dependent on c a and C a in (2.13), C β in (2.1) and c β in (2.2), s in (2.5), the order n of shape functions of the finite element space, and the shape regularity of T k while independent of δ in (2.5) and Ω s , such that
where ω T is defined in (3.2) . Proof : We use the patch comparison technique stated in Remark 3.9 here. In fact, it not only can demonstrate the independence between the constant C 4 in the above lemma and the horizon parameter δ but also simplifies the proof. Sinceh k ≤ δ/4, it holds that ω T ⊂ B δ/2 (x) for any x ∈ T using the patch comparison technique in Remark 3.9. It follows from Young's inequality that
Using the Cauchy-Schwarz inequality and the upper bound of the kernel (2.1), we first approximate S 1 by
Denote the boundary of ω T as ∂ω T . For any x ∈ T and x ∈ ∂ω T , it is easy to see from (2.13) that |x − x| ≥ Ch T . Therefore, direct calculation gives
where C s is a constant dependent on s, d and the shape regularity. Thus,
We then estimate the term S 2 . Applying the upper bound of the kernel (2.1) and Cauchy-Schwarz inequality, we get
where τ = (1 − 2s)/2. Using (2.13), one can see for any x ∈ T and any x ∈ ∂ω T , |x − x| ≤ Ch T for some constant C. Thus, some direct calculations lead to
Combining the above two inequalities yields ∈ (0, 1). Based on Lemma 4.1, we arrive at
For any x ∈ T , it holds ω T ⊂ B δ/2 (x) due toh k ≤ δ/4. Therefore, it follows from the lower bound of the kernel (2.2) that
Combining (4.5), (4.8), and (4.9), we get the conclusion. By summing over the squares of (4.4) over all T ∈ T k and using the overlapping property of ω T , we obtain the following corollary.
Corollary 4.3. Ifh k ≤ δ/4, there exists a constant C 5 > 0 dependent on c a and C a in (2.13), C β in (2.1), c β in (2.2), s in (2.5), the degree n of shape functions of the finite element space, and the shape regularity of T k while independent of δ and Ω s , such that for any v h ∈ V h ,
4.2. Estimator Reduction. We now present the estimator reduction theorem, Theorem 4.4 (Estimator Reduction). For any k, let T k+1 be a nested refinement of T k based on the marking set M k . Ifh k ≤ δ/4, there exists a constant C 5 > 0 as in Corollary 4.3, such that for any v k ∈ V k and v k+1 ∈ V k+1
where λ = 1 − 2 −2s/d ∈ (0, 1) and σ > 0 can be any positive real number. Proof : The proof is similar to that for Corollary 3.4 in [13] . One only needs to notice the fact that for a marked element T ∈ M k ⊂ T k , let T k+1,T := {T ∈ T k+1 | T ⊂ T }.
From the local refinement, it is easy to see |T | ≤
On the other hand, one can obtain
The rest of the proof is nearly the same as that in [13, 36] which is repeated briefly below for completeness, but with many details skipped. First, using (4.11) and (4.12) and summing over all T ∈ T k+1 , we get
Then, by the triangle and Hölder inequalities and the above estimate, we have
where in the final step we have used the inverse inequality given in (4.10).
Error Reduction and Convergence of the AFEM.
It is clear that with all the refined meshes being nested, the continuous finite element spaces P n or Q n over the resulting meshes are also nested, which leads to the following orthogonality property based on the Galerkin-orthogonality
Lemma 4.5. Let T k be some refinement of T k (k > k), u be the solution of (2.9), u k and u k be the numerical approximation of (2.14) on T k and T k , respectively. The following orthogonality holds,
Now, we can get the main result of this paper, i.e. the reduction of total error in form of u − u k 2 +γη 2 k with a proper parameter γ. Theorem 4.6 (Error Reduction). Assume that the initial mesh-size satisfyh 0 ≤ δ/6. Let θ ∈ (0, 1] and let {T k , V k , u k } k≥0 be the sequence of meshes, finite element spaces, and discrete solutions produced by the Algorithm 2.3, then there exist constants γ > 0 and 0 < ρ < 1, dependent on c a and C a in (2.13), C β in (2.1), c β in (2.2), s in (2.5), the marking parameter 0 < θ ≤ 1, the order n of shape functions of the finite element space and the shape regularity of T k , while independent of δ, such that
(4.14)
Proof : The proof follows a similar proof of Theorem 4.1 in [13] , with the help of Lemma 4.5, Theorem 4.4 and Theorem 3.7. For completeness, the main steps are as follows: for any β > 0,
where C 3 was defined in Theorem 3.7, C 5 was defined in Theorem 4.4. Moreover, the parameters β, λ, σ, θ and χ are set to satisfy the following conditions:
3 < 1, which is always true for positive parameters;
be achieved if σ is small enough; and • C 5 β(1 + 1/σ) − 1 ≤ 0, which requires 0 < β < 1/(C 5 (1 + 1/σ)). Therefore, given the parameters satisfying the above properties, we set
which yields the final conclusion (4.14).
Remark 4.7. Combining the mesh-size conditions in Remark 3.9 and Theorem 4.4 derived by the patch comparison technique, it is worth noting that ifh 0 ≤ δ/6, thenh k ≤ δ/6 for any k which means that γ and ρ are independent of δ. In addition, since C 3 in (3.11) is used in the above derivation, the constants γ and ρ may depend on Ω s , but for convex Ω s , the above two constants are independent of Ω s .
Remark 4.8. In order to examine the behavior of the solution and the approximations in the local limit as δ → 0, assuming that the solution has sufficient smoothness [26] , there is a need to introduce a scaling factor ζ = δ 2s−2 in front of L. We may
k the corresponding energy norm and error estimator, respectively. It is easy to see
Notice that the same sequence of meshes and approximations may be obtained either by solving L (ζ) u = f (ζ) with the estimator η (ζ) k or solving Lu = f with η k , then it follows from (4.14) that
with the constants ρ, γ independent of δ.
Numerical experiments.
In this section, we use numerical experiments to verify the convergence result proved for the adaptive finite element algorithm 2.3, for nonlocal diffusion equations (2.4) and demonstrate the effectiveness of the adaptive scheme for solutions which lack sufficient regularity. We focus on 1D examples here. As an illustration, we assume the following kernel function β = δ −3/2 |x − x| −3/2 , which corresponds to s = 1/4 in Lemma 2.11, with the energy space being equivalent to H 1/4 (Ω). The 1D nonlocal diffusion equation on the domain [0, 1] is given by
We use continuous piecewise linear basis function for the finite element approximation for illustration, although other types of finite element spaces like the piecewise constant or discontinuous piecewise linear elements can also be used. In the implementation, we follow the adaptive finite element algorithm 2.3, and use the bisection method for the module Refine. Example 5.1. Consider (5.1) where we set δ = 0.2, and choose an exact solution u(x) = 60(x−0.5) 6 , to determine the volume-constraint condition g(x) directly outside (0, 1) and the right side term f (x) according to (5.1). Detailed calculations are omitted here. We choose the Dörfler marking parameter θ = 0.7.
For this example, the solution is a smooth function in (0, 1) but with relatively larger solution variations around the endpoints of domain [0, 1] where we expect to observe more refinement. We initially divide the interval [0, 1] into 20 cells uniformly (degrees of freedom N=21), then carry out numerical approximations with both uniform and adaptive refinement. The computational results are presented in Figure 5 .1 which illustrates both the solution on the initial mesh and the solution after six steps of adaptive refinement. In Figure 5 .2, a comparison of convergence rates is shown, as measured by the estimator and the exact error (in energy norm). A reference line is provided which shows the expected convergence rate (CR). As shown in the two graphs in Figure 5 .2, the optimal convergence rate N −1.75 is achieved for both the error in the energy norm and the error estimator not only for adaptive refinement but also for classical uniform refinement. where the volume-constraint condition g(x) and the right side term f (x) also can be determined by (5.1). Again we take δ = 0.2 and a relatively large Dörfler marking parameter θ = 0.98. Given the exact solution being discontinuous, we expect greater refinement near the point of discontinuity. The computational results can be found in Figures 5.3 and 5.4, where for Figure 5 .4 the axes have the same meaning as those in Figure  5 .2. We initially divide the computational domain [0, 1] into 10 uniform cells (N=11), then perform uniform and adaptive numerical solutions. It is clear from Figure 5 .3 that the grids near the discontinuity point 0.5 are heavily refined while the rest are barely modified, this is consistent with our expectation. For the convergence rate, due to the lack of regularity of the solution, classical uniform refinement only reaches a convergence rate of N −0.25 , which is much slower than the rate N −1.75 obtained under adaptive refinement even when we use a relatively large Dörfler marking parameter θ = 0.98. Thus the adaptive method is particularly effective for these problems. Example 5.3. We now consider (5.1) with f (x) = 0.5δ −3/2 (0.5−x)/ |0.5 − x| 3 for x ∈ (0.5 − δ, 0.5 + δ) and zero otherwise. We choose the homogeneous boundary condition, i.e. g = 0, and take δ = 0.2 with the marking parameter θ = 0.9.
While the exact solution for Example 5.3 does not have a simple analytic form, we observe that it has a discontinuity at x = 0.5 as shown in Figure 5 .5. Therefore, we expect to see similar convergence result as that in Example 5.2. Since we can not evaluate the exact error, only the a posteriori errors are compared between uniform and adaptive refinements. We initially divide the interval [0, 1] into 20 cells uniformly (degrees of freedom N=21) and perform the refinement. Again, we can observe that classical uniform refinement results in a lower convergence rate N −0. 25 , while adaptive refinement still gives the convergence rate N −1.75 .
6. Conclusion. In this paper, an adaptive finite element method is developed for nonlocal diffusion models with singular kernels by establishing the residual-based a posteriori error estimator. By extending similar frameworks for elliptic PDEs to the nonlocal setting and deriving some new basic estimates in the fractional Sobolev spaces, the convergence of the estimator is shown when certain refining algorithm is used, which gives the theoretical foundation for adaptive methods in their application to nonlocal models. We also reveal that the theoretical results are independent of horizon parameter δ if the initial mesh size is smaller than δ/6. Such an observation is of interest to the multiscale materials modeling community as δ may vary in size depending on the nature of the materials behavior one wishes to capture. Numerical examples are also performed, which strongly support the theory.
