I. INTRODUCTION
Weakly bound complexes containing rare gas atoms are known to undergo wide amplitude internal motion due to a combination of the rather isotropic nature of the associated potentials and the weakness of the interactions. In the case of Ar-HF, 1,2 the hydrogen undergoes wide amplitude bending excursions and the vibrationally averaged structure changes wildly upon intermolecular vibrational excitation. In the case of Ar-H 2 O, 3, 4 the water molecule undergoes hindered rotation within the complex, as is also the case for Ar-NH 3 . 5 In all of these systems the amplitude of the intermolecular vibrational motion is particularly large due to the fact that the internal rotation involves essentially only hydrogen atom motion. It is interesting to note that although the moments of inertia become progressively larger as we move down the above series ͑more hydrogen atoms are moving͒, the heavier systems tend to be even more delocalized, as the number of equivalent configurations increases.
The complex that completes the above series, namely Ar-CH 4 , has not been previously studied spectroscopically with rotational resolution, with the exception of the comments made in a Faraday Discussion. [6] [7] [8] Microwave spectroscopy is difficult for this complex, owing to its extremely small dipole moment. Nevertheless, there has been considerable experimental work on both the bulk properties [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] and scattering [28] [29] [30] [31] of argon and methane. In addition, ab initio and semi-empirical potentials [32] [33] [34] have been developed for this system. In the most recent paper on the total differential scattering of argon from methane, the results obtained from recent ab initio potential calculations 35 have been shown to be in excellent agreement with experiment. In particular the position of the rainbow feature in the scattering cross section is well reproduced by the potential surface, suggesting that the corresponding well depth of the potential is realistic. Nevertheless, the highly averaged nature of the total differential cross section makes it less than ideal for testing the detailed shape of the intermolecular potential. Even the more recently reported rotational state-to-state total cross sections measured by Chapman et al. 36 are highly averaged quantities, although they do provide some sensitivity to the potential anisotropy and recent calculations using the best available potential suggest there may still be room for improving this surface.
In the present study we report the first high resolution, rotationally resolved and assigned spectrum for the binary Ar-CH 4 complex. Our experimental results have only been commented on previously in a Faraday Discussion, 7 along with the ͑also unassigned͒ data of McKellar. 6 The infrared spectrum reported here was obtained for the vibration of the complex that correlates with the 3 mode of the free methane monomer. The spectrum is complicated by the fact that this vibrational mode is triply degenerate and possesses vibrational angular momentum. In keeping with the trends discussed above in Ar-HF, Ar-H 2 O and Ar-NH 3 , the methane undergoes nearly free rotation within the complex, so that a rigid molecule description is inappropriate for discussing the rotational states of the complex. Assignment of the spectrum is made possible by carrying out exact quantum calculations on the system using an ab initio potential surface reported previously 34 for both the ground and the excited vibrational state. The effects of vibrational angular momentum in the excited state are included in the calculations. The focus of the present paper is on the theoretical methods used to calculate the spectrum. Not only will we discuss the calculations of the bound states and the corresponding spectrum, but we will also briefly outline the symmetry adaptation of the basis functions. A qualitative comparison with the experimental results is given here, while a more detailed discussion of the spectral assignments is given in a companion paper, hereafter referred to as paper II.
II. THEORY
In this section we discuss the theoretical bound state and spectral intensity calculations for Ar-CH 4 . We begin by introducing the six coordinates that enter the problem and then give the Hamiltonian and the basis used in the variational calculations for the bound complex. The CH 4 molecule is assumed to be rigid and of tetrahedral symmetry, so that its permutation-inversion group G 24 is isomorphic with the point group T d . The symmetry adaptation of the basis functions will be considered with care, as there exists considerable confusion in the literature with regard to the symmetry behavior of the rigid rotor functions. As far as we are aware, no one has yet studied the symmetry properties of our bodyfixed basis ͑products of two rigid rotor functions͒ in detail. Next, we discuss the group theoretical background of the K dependent splittings observed in the experimental spectrum, as well as in the calculations. Finally we touch briefly on the computation of the intensities.
A. Coordinates
In the present study we use proper (detϭ1) rotation matrices, which are factorized in the Euler manner:
where 
͑2͒
Vector R ជ , which points from the carbon atom to the argon, has polar angles ␤ and ␣ with respect to a space-fixed frame e ᠬ ϭ(e ជ x ,e ជ y ,e ជ z ), yielding
We also define a frame f ᠬ , which has its z-axis along R ជ , namely f ᠬ ϭe ᠬ R͑␣,␤,0͒. ͑4͒
A third frame, g ᠬ , with Euler angles ϭ( 1 , 2 , 3 ) with respect to f ᠬ , is fixed to the methane molecule, i.e.,
Frame g ᠬ is defined for ϭ0 as follows: proton 1 and 2 are in the xz-plane of f ᠬ above the xy-plane and have negative and positive x-components, respectively. Proton 3 and 4 are in the zy-plane below the xy-plane and have negative and positive y-components, respectively. The carbon atom is positioned at the origin of the frame g ᠬ . As a result
This frame is right-handed and orthonormal ͑with the appropriate unit of length͒.
Our ab initio potential contains the spherical polar angles of R ជ with respect to the frame g ᠬ . It is easy to show from Eqs. ͑4͒ and ͑5͒ that
In our earlier paper 34 we wrote ⌰ϵ 2 and ⌽ϵϪ 3 for these angles. Note that the map of polar angle 3 ‫ۋ‬Ϫ 3 is a symmetry operation due to the choice of positioning a proton in the xz-plane. This symmetry simplifies the computations discussed below.
B. Hamiltonian and basis
The body-fixed Hamiltonian 37 describing the complex ͑A is the molecule, B is the atom͒ can be written as
where T A is the kinetic energy of CH 4 2 , which is why we omit the reference to the frame in this term. Finally is the reduced mass of the Ar-CH 4 complex. Note that (J tot ) 2 and its projection J z on e ជ z are constants of the motion with conserved quantum numbers J and M , respectively.
In the ground vibrational state of CH 4 we simply have the spherical top Hamiltonian for the free methane, namely T A ϭB 0 j A 2 . In the vibrationally excited 3 mode there is first-order Coriolis coupling between the vibrational angular momentum l vib and the body-fixed angular momentum j A BF of methane. 38 That is, when the molecule is in the 3 mode, the kinetic energy T A takes the form
The 3 functions, ͉ 3 ,m l ͘, are eigenfunctions of the operator (l vib ) 2 with eigenvalue l(lϩ1) with lϭ1 and of l z vib with eigenvalues m l ϭ1, 0, and Ϫ1, respectively. These eigenfunctions behave in the usual manner under the step-up and step-down operators l Ϯ vib . Although the Coriolis parameter, 3 , can be obtained from a normal mode analysis, in this work we used an experimental value, as is also the case for the monomer rotational constants B v , vϭ0,3, all of which are given below.
In our variational calculations we used the body-fixed basis, namely
where we suppress J and M in the short hand notation on the left-hand side, since these quantum numbers are constant throughout the calculations. We also omit n in this notation, as this radial quantum number does not play a role in the group theoretical considerations of the present section. The D-matrices are irreducible representations of the full rotation-inversion group O(3) as defined in Ref. 39 . The radial functions, n (R), are Morse-type oscillator functions. 40 In the case of methane in its ground vibrational state we used the basis of Eq. ͑10͒ as its stands, while for the vibrationally excited states we multiplied it by ͉ 3 ,m l ͘, thus tripling the dimension of the Hamilton matrix. This matrix is diagonalized and its eigenvalues give the bound state energies of the dimer.
We will see below that ͉K͉ is a reasonably good quantum number, which means there are advantages to using a body-fixed basis, which-in contrast to a space-fixed basiscontains K explicitly. This does not imply, however, that the complex is rigid, since j is also conserved fairly well. It is important to note that the ab initio potential used here does not contain any intramolecular dependence and thus cannot be used to study line broadening due to predissociation. As discussed in paper II, this complex does predissociate upon 3 vibrational excitation and has significant lifetime broadening, particularly for the A-states.
C. Symmetry adaptation
Since the Van der Waals interactions are weak, the permutation-inversions ͑PIs͒ of free methane stay feasible upon complexation and accordingly PI group G 24 of the complex is the same as of free methane. This group has a fairly simple structure and if we define the following groups consisting of permutations of proton labels V 4 ϭ͕͑1 ͒,͑ 12͒͑34͒,͑13͒͑24͒,͑14͒͑23͖͒ and
we see that group G 12 ͑isomorphic to the point group T) is a semi-direct product, namely G 12 ϭV 4 C 3 . In turn, G 24
by (12)* contains all permutation-inversions, which are indicated by a star on the permutation. We recall that T d -and hence also G 24 -has two one-dimensional irreps ͑irreducible representations͒, denoted by A 1 and A 2 , two threedimensional irreps, F 1 and F 2 , and one two-dimensional irrep E.
In Appendix A we show that the basis of Eq. ͑10͒ cannot satisfy the parity requirement formulated by Oka. 41 However, we also show that this is not an important point and does not affect our calculations. Therefore, from here on we ignore this point and consider the behavior of the basis in Eq. ͑10͒ under the action of G 24 . By the definition of feasibility, the elements of this group are represented by proper rotation matrices only.
We first consider the action of the elements of G 24 on frames f ᠬ and g ᠬ , cf. Eqs. ͑4͒ and ͑6͒. The elements of subgroup G 12 leave vector R ជ invariant and accordingly also f ᠬ .
The permutation-inversions g* in the coset C* give inversion of R ជ and hence ␣‫ۋ‬ϩ␣ and ␤‫ۋ‬Ϫ␤. It is easy to show that this is equivalent to
where R x ()ϵR y ()R z (). So, f ᠬ conserves its handedness under all operations of the group. The action of the group elements on g ᠬ is obtained by permuting the proton labels in Eq. ͑6͒ and re-expressing the result in terms of g ជ x , g ជ y , and g ជ z . This procedure is allowed since the permutations act in the 12-dimensional configuration space spanned by the four vectors CH ជ i . The elements in C* permute and invert these basis vectors. We write h:g ᠬ ‫ۋ‬g ᠬ R͑ h ͒, ᭙hG 24 .
͑13͒ Table I contains the Euler angles, h , of some of the pertinent group elements. Writing F(h) for the matrix that maps frame f ᠬ ͓i.e., F(h)
is either the unit matrix or R x ()], we may define the action of the group elements hG 24 on the Euler angles as follows:
The inverse of h on the left-hand side is necessary to conserve homomorphism. Knowing how our dynamical variables and ͑␣,␤͒ transform, we may now turn to the behavior of the basis, Eq. ͑10͒, under the action of our PI group. Using the homomorphism of the group representation, we find for gG 12
and hence Table II gives the action of a few relevant group elements on ͉ j,k,K͘.
We may now adapt the basis functions to G 12 , which we do in two steps, as outlined in Appendix B. The results can be obtained from Table III , if we ͑i͒ omit the suffixes Ϯ on the K values and ͑ii͒ remember that EϭA 2 A 3 . 
We then make the induction step from G 12 to G 24 . For g*C* we use the fact that F(h) Ϫ1 ϭR z ()R y (), and accordingly,
͑17͒
For the external part we have
so that
we find
From this equation one can derive the results of Table III; see Appendix B for details.
The symmetry of ͉ j,k,K Ϯ ͉͘ 3 ,m l ͘ follows easily from the irrep multiplication 
D. Splittings
The potential is expanded in the rotationally invariant (Jϭ0) A 1 functions of Eq. ͑10͒. That is, the external ͑i.e., ␣, ␤ part͒ of the potential is described by the constant function D 0,0 (0) *. Indeed, the potential depends only on the internal angles 2 , 3 and the distance R, cf. Eq. ͑7͒. Integration over the two external angles ␣ and ␤ leads immediately to the appearance of ␦ K,K Ј , where K and KЈ belong to the bra and ket, respectively. In other words, as far as the potential is concerned, K is a good quantum number.
In order to qualitatively understand the splittings in the CH 4 rotational spectrum due to the intermolecular potential, we concentrate on the first anisotropic term and use firstorder perturbation theory, i.e., we consider only mixing of functions of equal j. From the general definition in Eq. ͑10͒ and the form of the A 1 function in Table III we find that the first anisotropic term is
We recall that
where we have expressed the matrix element as a product of two 3 j-symbols.
Upon inspection of Table III we see that, up to and including jϭ3, only the E-states give rise to nonvanishing first-order matrix elements, which means that the A-and TABLE II. Action of the group elements, given in Table I , on basis element 
F-states do not split. Indeed, using the short hand notation of Eqs. ͑B14a͒ and ͑B14b͒ for the partners in the E irrep, we obtain 
͑28͒
The rightmost 3 j-symbol in Eq. ͑27͒ determines the K dependence of the splitting of the E-states. The ratio K ϭ1:Kϭ2 of these 3 j's is equal to two, so that group theory, extended by a simple first-order perturbation argument, predicts that the Kϭ1 splitting is twice that of the Kϭ2 state.
E. Intensities
The interaction of the complex with the laser is described by the operator F• SF , where F is the ͑space-fixed͒ electric field of the laser. It is convenient to choose the space-fixed unit vector e ជ z along this polarization direction, so that we must calculate transition matrix elements of the z-component of the dipole operator z SF ϵ 0 SF . Since our wave functions are expressed in body-fixed basis functions, we write
where Q stands for the normal modes of methane. We make here the assumption that BF does not depend on the interaction. We use
The reduced matrix element 10 is independent of m l and since we are only interested in relative intensities, we take it to be unity, i.e., our intensities are in units of 10 2 . The matrix elements of the operator in Eq. ͑29͒ between our basis functions follow easily from the Wigner-Eckart theorem. As usual the transition dipole matrix elements are inserted into an expression for the intensities, as in Ref. 37 . In addition, the spin statistical weights enter this expression and have been included in all the calculated spectra, namely: 42 
III. COMPUTATIONAL DETAILS
All calculations in this work were based on the SAPT intermolecular potential for Ar-CH 4 reported in Ref. 34 . The potential depends on the intermolecular distance R and on the internal angles 2 and 3 , cf. Sec. II A. The SAPT potential was expanded in normalized tesseral harmonics ͑real spherical harmonics͒ S m l ;,
Because of the symmetry of the Ar-CH 4 interaction, the potential is implicitly expanded in A 1 tetrahedral harmonics, 34 which implies that the expansion coefficients with m odd or lϩm/2 odd are zero, and not all of the nonzero terms are independent. The expansion coefficients v m l (R) were generated numerically by the use of 31-point Gauss-Legendre and Gauss-Chebyshev quadratures for the colatitude angle 2 and the azimuthal angle 3 , respectively. The maximum l value in the expansion of the potential was l max ϭ18. We assumed that the intermolecular potential is the same for CH 4 in the ground vibrational state and in the 3 excited state.
Bound state levels were calculated for total angular momentum J up to and including J max ϭ7. The radial basis contained Morse functions up to n max ϭ10 inclusive. The Morse parameters (R e ϭ8 bohr, D e ϭ110 cm
Ϫ1
, and e ϭ30 cm Ϫ1 ) were determined by optimizing the lowest three levels with Jϭ0 in the ground vibrational state of CH 4 . Angular basis functions for the CH 4 monomer were included up to and including j max ϭ12. Integrals over R were obtained numerically by using a Gauss-Laguerre quadrature on a 20-point grid. The rotational constants of the monomer were fixed at B 0 ϭ5.241 035 6 43 •J in Eq. ͑8͒ were neglected, which implies that K is a good quantum number and that levels with ϮK are degenerate. The Hamiltonian was diagonalized in the basis of Eq. ͑10͒ for constants J and K, with K ranging from Ϫmin(J,K max ) through ϩmin(J,K max ). The maximum absolute value of K was fixed at K max ϭ3. In the second step we included the off-diagonal Coriolis interaction terms in the Hamiltonian, which mix functions with different K. This Hamiltonian was diagonalized in the basis formed by the eigenfunctions generated in the first step. We included eigenfunctions with different K and with energies lower than E thresh ϭ150 cm Ϫ1 for all J. We tested that the dimensions of the radial and angular bases and the values of K max and E thresh were chosen such that the resulting levels are converged within 0.001 cm
. The total number of basis functions used in the first step was approximately 1850. In the case where Ar-CH 4 is in the ground state, the dimension of the Hamilton matrix to be diagonalized in the second step varied from 190 for Jϭ0 to about 1160 for Jу3. For Ar-CH 4 in the 3 excited state, the dimension of the Hamilton matrix was three times as large in the second step, i.e., about 3500 for Jу3. In these dynamical calculations we did not explicitly use the symmetry, with the exception that we expanded the potential of Eq. ͑31͒ only in tesseral harmonics of the cosine type, which are symmetric with respect to reflection in the xz plane.
Since we assume that, apart from weak Coriolis coupling, the internal 3 vibrational mode of the CH 4 monomer is decoupled from the intermolecular modes, the frequency of the transition (vϭ0,i, J→vϭ 3 ,iЈ,JЈ) is given by ͑vϭ0,J,i→vϭ 3 ,JЈ,iЈ͒ϭE vϭ 3 
where E v,i J denotes the energy of the state labeled by (v,i, j) with respect to the dissociation limit and 3 is the monomer 3 transition frequency, which was fixed at 3019.4883 cm Ϫ1 .
44

IV. NUMERICAL RESULTS: BOUND STATES OF AR-CH 4
In Table IV we report the bound levels of the Ar-CH 4 complex for Jϭ0, 1, and 2, generated from the ab initio SAPT potential. The states in Table IV are labeled by their symmetry and the j, K, and n quantum numbers of the dominant contributions, where n refers to the intermolecular stretch. Figure 1 shows contour plots of the lowest A, F , and E wave functions and-for comparison-the potential. We see that the A-state is highly delocalized with a maximum amplitude not quite in the global minimum of the potential, but at a slightly larger R-value. The potential well is rather narrow, so that localization of the wave function in this minimum would give a considerable increase of kinetic energy, which explains the outward shift of the position of maximum amplitude. The same observations can be made for the F-state, although the density in the intermediate region, connecting the global minimum and the saddlepoint at ⌰ϭ0°, is somewhat lower than that of the A-state. The E-state, on the other hand, is completely localized near the minimum. This is due to the fact that the first and dominant anisotropic term in the potential (V 3 ) interacts in first order with this state, cf. the discussion in Sec. II D. Figure 2 shows the energies of the lowest bound states of each symmetry. It is clear from this energy level diagram that the Kϭ0 states essentially follow the free rotor energy pattern, namely E j ϭB j( jϩ1), and that j is a good approximate quantum number for these states. This again shows that the CH 4 monomer behaves like a slightly hindered rotor within the complex. The E and F levels associated with j ϭ2 and Kϭ0 are split by 0.51 cm Ϫ1 under the influence of the potential. This splitting should not be confused with that of the monomer levels caused by the tetrahedral distortion of the molecule, which is much smaller (Ϸ8 MHz).
The levels of F symmetry with ͉K͉Ͼ0 are only slightly split by the potential, the splitting being approximately 0.1 cm
Ϫ1
. On the other hand, the E levels with ͉K͉Ͼ0 are split by as much as 10 to 20 cm
. This is explained by the theory in Sec. II D, which shows that the E levels with K and ϪK are split in first order by the leading anisotropic (l ϭ3) term in the potential, cf. Eq. ͑31͒, while the F levels are split only in second order. Furthermore, the splitting for the E levels with ͉K͉ϭ1 is nearly twice as large as that for ͉K͉ϭ2, in agreement with the analysis of Sec. II D. For J ϭ2, for instance, this ratio is equal to 1.98. From these results, we can conclude that ͉K͉ is a good approximate quantum number. Although the A-and F-states with different ͉K͉ are nearly degenerate, there are clearly large differences for the E-states owing to this first-order splitting. Therefore, the conclusion that Ar-CH 4 is an almost free internal rotor, as suggested by the levels with Kϭ0, has to be qualified. The levels with ͉K͉ 0 show that the choice of a body-fixed embedding for the basis functions is legitimate. Since the rotational constant of methane and the splittings of the levels with different K are of the same order of magnitude, we have here one of the few cases where a Van der Waals complex is really intermediate between a rigid rotor and a free internal rotor.
In a previous study 46 Hutson and Thornley obtained the bound levels of the Ar-CH 4 complex from close-coupling calculations. These authors applied the semi-empirical potential of Buck et al. 47 ͑BKPS potential͒ and found bound state levels that are 4Ϫ5 cm Ϫ1 lower than in the present work. The cause of this deviation is that the SAPT potential has a shallower well than the BKPS potential. This is illustrated by the well depth of the isotropic part, which is 104.3 cm Ϫ1 for the SAPT potential, 12 cm Ϫ1 less than for the BKPS potential. From the A levels listed in Table IV , the stretching frequency of Ar-CH 4 is estimated to be 29 cm
. This is approximately 4 cm Ϫ1 lower than the value reported in Ref. 46 .
In Table V we list the lowest bound states levels with Jϭ2 for the case where the CH 4 monomer is in the 3 vibrationally excited state. Since this vibrational mode is triply degenerate, the number of levels per interval is about three times as large as for the ground state. Given that the 3 mode is of F 2 symmetry, all symmetry labels ⌫ change according the direct product ⌫ϫF 2 of the group T d . For ⌫ϭA 1 ͑or A 2 ) and E, this direct product results in one and two F-states, respectively, while for the F-states the coupling with the 3 mode gives one A, one E, and two F levels. In Table V we list the labels for the total wave function and, where possible, the Van der Waals component. Note that the latter corresponds to the symmetry labels listed in Table IV . Particularly for the higher levels, we find mixed states with Van der Waals components of different symmetry. As was also the case for the ground state, j, ͉K͉, and n are approximately good quantum numbers. The only exception, as is Table V , are the two states of F symmetry near Ϫ57.6 and Ϫ57.0 cm Ϫ1 with ͉K͉ϭ0 and 1, respectively, which are mixed to a great extent. Note that the Van der Waals parts of these two states are of different symmetry, viz. F and E, respectively. The Coriolis coupling with the vibrational angular momentum of CH 4 affects the levels only by a relatively small amount. Splittings are typically 1 -2 cm Ϫ1 or less. The levels between Ϫ83 and Ϫ79 cm Ϫ1 all have a Van der Waals component of F symmetry and are almost pure jϭ1 levels. As discussed above, the F-states can be regarded as nearly free internal rotor states. Therefore, we may perhaps assume that they can be labeled by a good approximate quantum number r associated with the operator r ϭl vib Ϫj BF . We can then write the last term in Eq. ͑9͒ as , respectively. Indeed, from Table V we see that the jϭ1 levels are split into an A-state, an F-state, and a nearly degenerate pair of Eand F-states with splittings that are close to these values. Thus, for these levels r is found to be a good approximate quantum number. The levels above ϷϪ70 cm Ϫ1 involve states with jϭ2 and Van der Waals components of E symmetry, in addition to some of F symmetry. For these levels, the splittings do not agree with Eq. ͑34͒, in accordance with the observation that E-states are more similar to hindered rotor states. The states labeled by jϭ1 that involve intermolecular stretch excitation contain relatively large terms with jϭ2. Accordingly, the splittings of these levels are less well described by Eq. ͑34͒ than those of the states labeled by j ϭ1 and nϭ0.
V. DISCUSSION
The theoretical infrared spectrum of Ar-CH 4 , calculated from the ab intio SAPT potential, is presented in Fig. 3͑b͒ in the same frequency range as the experimental spectrum shown in Fig. 3͑a͒ . A detailed discussion of the experimental method used to obtain this spectrum is given in paper II. In Fig. 3͑b͒ we point out that the transitions are grouped into bands, labeled I to VII associated with transitions between either A-, F-, or E-states. The symmetry of the initial ͑which is the same as of the final͒ state is indicated, as well as the species of the predominant van der Waals component of the final state. Remember that the symmetry of the final state is a result of the coupling between its van der Waals component and the 3 mode, which is of F 2 symmetry. Small letters refer to the initial and final values of the approximate angular momentum j of the methane monomer, while capitals are used for the initial and final values of the total angular momentum J of the complex. We use the common spectroscopic notations, i.e., p( j), q( j), and r( j) symbols refer to j→ jϪ1, j→ j, and j→ jϩ1 transitions, respectively, with similar definitions for P(J), Q(J), and R(J).
Since the rotational temperature was fixed at 1 K in the calculations, only the lowest states of each nuclear spin species are significantly occupied, i.e., only initial A-states with jϭ0 (ϷϪ90 cm Ϫ1 ), F-states with jϭ1 (ϷϪ81 cm Ϫ1 ), and E-states with jϭ2 and ͉K͉ϭ1 (ϷϪ68 cm Ϫ1 ) contribute to the infrared spectrum ͑cf. Table IV͒. Figure 4 shows the origin of the various sub-bands in the spectrum, namely I to VII. The large peak near 3028 cm Ϫ1 is associated with A-states, while the weaker sidewings in this region are associated with E-states. The lines of A and E symmetry ͑bands IIIa and IIIb͒ are associated with r(0) and q(2) transitions, respectively. These lines are shifted by approximately 9 and 7 -12 cm
Ϫ1
, respectively, from the monomer 3 transition frequency (Ϸ3019.5 cm
). The q(2) band arising from 
Ϫ1 , relative to the dissociation limit. E-states is shifted ͑upward͒ from the monomer 3 band origin because the initial level ͑at ϷϪ68 cm
) is the lowest component of the strongly split jϭ2 states, while the final levels correspond to jϭ2 Van der Waals states of F symmetry, which are hardly split. Since the lowering of the ͉K͉ ϭ1 E-level ͑see Fig. 2͒ happens to be close to 2B 3 , the A and E transitions are in the same frequency range.
The lines below 3013 cm Ϫ1 ͑band I͒ are of F and E symmetry and correspond to p(1) and p(2) transitions, respectively. Band II in the region 3017-3023 cm Ϫ1 is associated with q(1) transitions between F-states. The bands above 3029.5 cm Ϫ1 correspond to r(1) transitions between F-states. The r(1) bands in regions 3029.5-3034 ͑band IV͒ and 3034.5-3038.5 cm Ϫ1 ͑band V͒ are associated with transitions to final states with Van der Waals components of E symmetry and with ͉K͉ϭ1 and 2, respectively. As discussed in Sec. IV, these levels are split in first order by the anisotropy of the potential and lie near Ϫ68 and Ϫ64 cm
, respectively. This explains that the bands IV and V are at lower frequencies than the bands VI and VII, which are due to transitions to final states in region Ϫ61 through Ϫ57 cm
with Van der Waals components predominantly of F symmetry, cf. Fig. 4 .
The agreement between the fully ab initio calculations and experiment is clearly excellent, with all of the major features in the experimental spectrum being reproduced by the calculations. As we will discuss in detail in paper II, several of the bands are directly sensitive to the anisotropy of the potential surface and the agreement suggests that the available potential surface is quite accurate. Nevertheless, there are some significant differences ͑compared with the experimental uncertainties͒ that can be traced to a combination of the fact that we have not included all of the effects of vibrational excitation on the excited state potential surface and presumably small errors in the ground state surface. Although some future improvements could be made in the potential surface, the important thing is that we now have the theoretical framework needed to calculate the spectrum. The results presented here are sufficiently quantitative to allow for a rather complete assignment of the experimental results. A detailed account of this spectral assignment is given in paper II.
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APPENDIX A: NOTE ON THE PARITY OF THE BASIS
The basis functions of Eq. ͑10͒ contain a group theoretical deficiency. In order to explain this, we recall that protons are fermions and that Oka 41 found that the Pauli principle requires all physical states of CH 4 to be of definite parity, except those of E symmetry. States of A 1 and A 2 symmetry are odd and even, respectively, while states of F 1 and F 2 are even and odd, respectively. This holds even when the symmetry operation E* is not feasible, as is the case for CH 4 and Ar-CH 4 . Clearly the Jϭ jϭ0 A 1 function of Eq. ͑10͒ is symmetric under parity as well as under all the permutations of the protons and hence it violates the Pauli principle. Nevertheless this function contributes dominantly to the ground state of the dimer and is in essence physical.
In order to reconcile our basis with the Pauli principle we follow Biedenharn and Louck. 39 First we extend the definition of the matrix in Eq. ͑5͒, so that also improper (detϭ Ϫ1) rotation matrices R may appear on the right-hand side of this equation. In the main text we saw that inversion E* does not change the handedness of f ᠬ , so that we allow now for a left handed body-fixed frame g ᠬ . Next we formally multiply our basis by
It is easily be seen that the quantity between square brackets on the left-hand side is of odd parity and moreover it can be shown that it is ͑anti͒symmetric under even ͑odd͒ permutations. By our definitions the quantity f 
for any complex nonsingular 3ϫ3 matrix S. Hence the index ϭ0,1 can be chosen in conjunction with j so that the basis functions of any of the irreps will satisfy Oka's parity requirements. Parenthetically, it is of interest to remark that Hougen rejects Eq. ͑A2͒ on the basis of a counterexample ͓Eq. ͑3.37͒ in Ref. 42͔. Since it is not clear to us ͑i͒ why the equation in this counterexample should be invariant under parity and ͑ii͒ how functions of Euler angles can be of odd parity when the Euler angles themselves are invariant under parity, we do not follow Hougen on this point. In any rate, the discussion is academic, since det(R)ϭϮ1, and the results of the dynamics calculations are not affected by multiplication with a phase factor.
APPENDIX B: ACTUAL PROJECTION
In this Appendix we discuss the actual projection of the basis elements. Of course, one may use matrix element projectors ͑''Wigner operators''͒ for this purpose. A more elegant and much shorter route involves the use of the semidirect product structure of the group. Explicit knowledge of the matrix representations of G 24 is not required in that case. Since we are only interested in relative weights, normalization factors will be omitted in this Appendix.
As a first step in the reduction we adapt the kets to V 4 . To that end we define the projectors
By the use of these projectors and the action of the group elements, given in Table II , we easily derive
As a second step we induce to G 12 and write ͓with ⑀ ϭexp(2i/3)] W 0 ϭ͑1 ͒ϩ͑ 123͒ϩ͑132͒,
Since V 4 is an invariant subgroup of G 12 , we have
This shows that W q acting on the A 1 -ket of V 4 ͓Eq. ͑B2͔͒ yields one-dimensional ͑and hence irreducible͒ representations of G 12 . We will designate these irreps by A 1 , A 2 and A 3 , respectively, where the latter two span complex conjugate representations. One derives easily by inserting the Euler angles of ͑123͒ and ͑132͒, given in Table I We make finally the induction step from G 12 to G 24 . Using the basis of Eq. ͑20͒, we find for g*C* the action given in Eq. ͑21͒. The effect of (12)* on this basis may be easily deduced from the last entry in Table II ,
͑B10͒
With regard to the F irrep we first note that we may simply make the replacement K→K Ϯ on the functions adapted to G 12 ; this does not change their behavior under G 12 . From Eq. ͑B2͒ follows then that the first of the three functions in Eq. ͑B7͒ behaves as follows under the action of (12)*:
͑B11͒
Thus, ͑ 12͒*͑123͒V
and we see that the space spanned by the three functions is invariant under (12)* and hence carries an irrep of G 24 with trace of (12)* equal to ϯ(Ϫ1)
, where k is the ͑even͒ k value of the first partner in Eq. ͑B7͒. Traditionally the irrep with trace Ϫ1 of (12)* is designated by F 1 and the one with trace ϩ1 by F 2 .
Similarly, the rule for the induction of A 1 of G 12 to G 24 follows from
͑B13͒
Rests us to consider the A 2 and A 3 irreps. To make the discussion somewhat more concrete we consider only the case jϭ2 and introduce the functions (KϭϪ2,¯,2) ͉A 2 ,K͘ϭ͉2,2,K͘Ϫ͉2,Ϫ2,K͘ϩ&͉2,0,K͘, ͑B14a͒ ͉A 3 ,ϪK͘ϭ͉2,2,ϪK͘Ϫ͉2,Ϫ2,ϪK͘Ϫ&͉2,0,ϪK͘. ͑B14b͒
Everyone of these ten functions spans a one-dimensional irrep of G 12 , either A 2 or A 3 . Evidently by the last entry of span the very same irrep as the functions ͑B14a͒ and ͑B14b͒. However, the potential does not allow mixing of different K values, and that is why we chose the functions given in Table  III . Recall in this connection that we showed in the main text that V 3 is diagonal in the basis ͑B14a͒ with KϭϮ1. In the equivalent two-dimensional basis ͑B16a͒ the matrix of V 3 contains off-diagonal elements.
